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Abstract
Solid materials are made up of multiple classes, including metals, ceramics, and polymers. While each class can be developed for general purpose applications or highly
specialized, discovery of new materials in order to improve upon desired properties
is a non-trivial task for any type of material. A wide variety of materials encompass
expansive design spaces, consisting of parameters such as chemical compositions, synthesis conditions, and post-processing. Due to this, narrowing down the design space
to fit within a given figure-of-merit and economic viability becomes time consuming
at best and infeasible at worst.
High-throughput experimentation (HTE) is a methodology that can mitigate the
difficulties that come with materials discovery. It allows for accelerated exploration
of wide parameter spaces by utilizing rapid serial or parallelization synthesis and
characterization methods. This generates large data sets that, upon further analysis,
can pinpoint regions of interest within a design space for further study. Outside of
HTE methods for materials discovery, a statistical design of experiments (DOE) can
be conducted in order to minimize the number of experiments needed to sufficiently
model and optimize the properties and performance of a given material system.
Various materials were investigated for different applications. HTE was utilized
in order to understand the phase stabilization mechanisms of multi-principal element
alloys (MPEA) and also to aid in the discovery of oxidation resistant alloy materials.
Additionally, two stabilized zirconia systems were studied via thin-film deposition in
order to capture specific phase for high-temperature applications. A ceria supported
rhenia catalyst was characterized with various spectrographic techniques in order to
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determine its surface structure. Finally, a thiol-ene curable sealant was optimized
using a response surface DOE in order to find conditions that optimize the adhesive
strength of the material.
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Chapter 1
Introduction
1.1

Overview

Solid materials have been utilized in a multitude of industrial sectors, such as energy generation, chemical synthesis, and aeronautics. Each field has highly specific
needs unique to their industry. Fortunately, solids can be broken down into various
different classes of materials which can suit the needs of and individual industry.
Examples range from thin films, heterogeneous catalysts, and polymers, with each
type providing distinct functionality in practical application. A material’s property
is dependent on its phase or structure, which, in turn, is dependent on its synthesis
conditions. However, discovery of a material that has a desirable figure of merit for a
given function is a non-trivial task, due to the wide array of input variables that are
typical during synthesis.
A major branch of materials science that allows for exploration of nanoscale materials in wide array of compositions is thin-film science. Thin films have multiple
different uses within the energy generation sector. Many applications of thin films
are as protective coatings for bulk structural materials exposed to corrosive conditions, such as high temperature jet or gas turbines. Thin films can also be applied
to the field of high temperature electronic systems, such as in a solid oxide fuel cell
(SOFC) or within a high temperature gas sensor. In both of these cases the films can
act as either a solid electrolyte or electrode layer. Additionally, they can be utilized
as a means of an initial screening of compositions suitable for scaling up into bulk
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materials. However, in each of these cases high temperature environments present
difficult engineering challenges due to the nature of thin films, such as the delamination of film from substrate due to a difference in thermal expansion coefficients
upon heating or interfacial reactions between the film and substrate. Furthermore, a
material screened and tested at a thin-film level may not exhibit the same figure of
merit for a given property when synthesized a bulk conditions. While these challenges
are present, the merits of utilizing thin films for these applications are valuable.
Heterogeneous catalysis has a multitude of applications in the generation of a variety of chemicals. The effectiveness of these catalysts can sometimes be attributed
to the surface structure of the catalyst on its given support. Characterization of the
surface species is important in determining chemical reaction mechanism steps. At
the molecular level characterization involves various spectral observations, from vibrational spectroscopy of the catalyst and support to binding energy measurements
that provide insight into oxidation states and can complement other techniques. Understanding potential surface chemistry allows for optimization of future catalysts
towards a desired figure of merit.
Polymer sealants represent another type of functional material that have been
studied for large scale industrial application. In the aeronautics industry there is a
demand for inert, water resistant, and rapid curing sealants. A major application
of the sealant is at the stress and contact points of the integrated fuel tank. This
prevents the leakage of fuel out of the tank or moisture entering the tank, both
of which can lead to catastrophic failure. Ultraviolet (UV) curable sealants are a
prominent class of polymer that have been applied due to fast rate of polymerization
and ease of application. However, discovery and optimization of the polymerization
for a desired figure of merit requires adjustment of a large array of variables.
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1.2

High-Throughput Experimentation

A major focus of this thesis is the exploration of multi-principal element alloys
(MPEAs) and exploring their composition space. These studies require a paradigm
shift in experimental design to efficiently study the wide parameter space. The discovery and characterization of new functional materials have been typically a laborious
and time-intensive task. When considering the design space of elements, atomic percentages, and synthesis conditions for MPEAs, the number of variables that need be
optimized are effectively limitless. Solely looking at the common of elements used in
the synthesis of these alloys, as seen in Figure 1.1, the number of possible five-element
equiatomic alloy systems exceeds 400,000. Furthermore, when looking at three to six
element systems, the number expands to over two million possible systems. However,
current research has roughly only observed slightly more than 100 systems, utilizing
only forty-five elements from the periodic table [159, 158].

Figure 1.1: A visualization of the common elements used in MPEA development.
While the previous designs consisted of 36 elements, the most commonly used elements in an alloy consist of Al, Co, Cr, Cu, Fe, Mn, Ni, and Ti [159].1

1

The periodic table was adapted courtesy of sciencenotes.org.
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Individual sample measurement is not feasible or practical when studying such
a tremendous sample space, and a different approach needs to be taken in order
to conduct experiments efficiently. High-throughput experimental techniques (HTE)
have been utilized in the materials discovery field as more than a means of expediting experimental research. On a national level, the white paper for the Materials
Genome Initiative for Global Competitiveness (MGI) was written as an outline for the
unification of experimentation, computation, and theory into an efficient framework
[214]. Additionally, it seeks to provide data accessibility in an attempt to change the
paradigm of materials research and accelerate materials discovery [214]. While the
initiative has been fruitful in application of theoretical modeling utilizing CALPHAD
and density functional theory (DFT), generation of large quantities of experimental
data is still required to contribute toward the goals of MGI. Therefore, HTE techniques are crucial in rapid data creation, which fulfills the goal of MGI.

Figure 1.2: (Left) The experimental loop of typical materials discovery. (Right) The
experimental design loop utilizing high-throughput methods. While HTE expedites
many steps of the scientific process, there is still a bottleneck between data analysis
and generation of new hypotheses.
The expansive nature of MPEAs makes them a prime candidate for the deployment of HTE techniques for synthesis and characterization [159]. HTE techniques
have already been employed in the discovery of a multitude of solid materials, such
as solid powder catalysts [247, 39, 84], optical, magnetic, and electronic materials
4

[72, 286, 191, 140], and high-temperature alloys [185, 186, 36]. With respect to high
temperature alloys, HTE has successfully been utilized to observe phase dynamics
and oxidation growth within these materials. Thin-film Ni-Al alloys phase transitions
have been observed by Metting et al. [154]. Thienhaus et al. used high-throughput
electrical and optical techniques to identify regions of interest in a Ni-Al thin-film
composition spread, and then mechanically measured those regions of interest with
nanoindentation [236]. Bunn et al. utilized in-situ synchrotron diffraction of a highly
resolved aluminum rich region of a thin-film FeCrAl alloy, tracking 178 different compositions in order to track phase boundaries and oxidation formation [36]. These
studies show how HTE is an ideal tool for tracking and studying phase dynamics in
the complicated MPEA composition space.
Many of the aforementioned experiments utilized HTE methodology on continuous
composition spread (CCS) libraries for binary or ternary alloy systems, along with the
high-temperature oxidation and oxide structure stabilization analysis [186, 145, 85,
74]. Thin-film CCS samples are commonly used in order to accelerate the synthesis,
post-processing, and analysis of a sample library. Samples are typically created with
deposition methods on a given substrate, such as physical vapor deposition (PVD)
of a target material via magnetron sputtering. Once a library is made the physical
locations on the sample are correlated to different elemental compositions based off
an in-house semi-empirical sputter model [34]. The model utilizes measured deposition rates of targets to estimate composition based off of discreet probability theory
and improved with Nelder-Mead optimization [172]. Deposition rates are typically
verified through calibration depositions onto a quartz crystal monitor (QCM), which
is followed by various experimental techniques, such as physical analysis through
profilometry or atomic force microscopy (AFM), or spectrographic investigation via
energy/wavelength dispersive spectroscopy (EDS/WDS) [41, 51, 154]. Afterward,
the CCS is characterized with rapid-serial or parallel techniques that provides large
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quantities of data, from hundreds to thousands of measurements. Timely analysis
of large data sets typically require computational methods such as machine learning
algorithms. These algorithms can present entirely new problems based off the given
data due to the difficulty for computers to interpret patterns in visual data such
as spectroscopy, which has subtle nuances that have been honed by human analysis
and various empirical heuristics. This has lead to the bottle next of the experimental loop seen in 1.2 transitioning from sample handling (synthesis, processing, and
characterization) to data analysis.
1.3

Thesis Results

In this dissertation, the details of different solid materials projects will be discussed.
An in depth discussion will be provided for four thin film systems: two multiprincipal element alloys (MPEAs) and two variations of stabilized zirconia. The
phase identification and characterization of the alloy materials was performed using high-throughput techniques, while the zirconia films were analyzed using discreet
methods. With respect to the MPEAs, one study showed that the phase stabilization
mechanism for forming a single-phase solid solution is a combination of entropic and
solubility mechanisms. Furthermore, an oxide resistant composition was discovered
in an alloy doped with chromium after studying a CCS alloy. In the zirconia films,
deposition parameters were discovered that were used able to sputter select phases on
a given substrate. Additionally, vibrational spectrographic measurements were taken
on a ReOx /CeO2 catalyst in order to determine the surface structures of the rhenia
and relate that to a calculated reaction mechanism. Four different rhenia structures
were discovered on the ceria support. Finally, a transfer function for a thiol-ene polymer system was modeled using a design of experiments (DOE) method in order to
provide proof-of-concept for an industrial partner.
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Chapter 2
Experimental Techniques
This chapter is dedicated to the major techniques and their principles that were used
in this work. Initially, the fundamental science of magnetron sputtering will be discussed. Then a brief description of the sputtering chamber where the synthesis of
thin-film continuous composition spreads (CCS) and discrete sample libraries will
be introduced. Afterward, an overview on the major characterization techniques,
X-ray diffraction, Raman spectroscopy, and Fourier transform infrared spectroscopy
(FTIR), that were utilized will be provided, along with the relevance of these techniques to the investigations they were involved. Finally, a short discussion will be
had on the simple mechanical technique used to measure the adhesive strength of
polymers on substrates. The exact method used in each experiment will be discussed
in their respective chapter.
2.1
2.1.1

Magnetron Sputtering
Principles

Magnetron sputtering is a physical vapor deposition (PVD) technique that utilizes
the bombardment of directed ionized particles toward a metal target in order to coat
a substrate with a desired material. It has been used in industry as a means of
synthesizing optical material, thermal coatings, and semiconductors. Sputtering was
first described in the mid 1800s, when various metal electrodes targets were discovered
to have "disintegrated" (sputtered) in a gas discharge tube [64, 76, 73]. However,
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sputtering would not be used on an industrial scale until the development of diode
sputtering systems in the 1940s [231, 73]. Additionally, the development of magnetron
sputtering increased deposition rates of samples, and greatly reduced impact damage
that the thin films received from the high-energy deposition. Radio frequency (RF)
sputtering has broadened the range of materials that can be deposited to include
insulating materials, such as ceramics and oxides. These have been problematic in
the past due to charge buildup on the eroding surface [212].
PVD takes place in an ultra-high vacuum (UHV) chamber with the main components consisting of a sputter source (gun) and a substrate holder. The distance
between the gun and holder is known as the throw distance and can be adjusted by
moving the holder further from or closer to the source. The sputter gun can be set
to use either RF or direct current (DC) voltage depending on the sputtered material
(target material), and can also have its tilt adjusted in order to direct the angle of
the sputtering plume. Additionally, wattage to the gun can be controlled in order
to modify the energetics of the sputtered particles. Sputter sources are composed of
three major parts for their function. These include a ground shield (which acts as an
anode), a target material that contacts the copper cathode block (which means that
the target material acts as a cathode), and a magnetic array, as seen in Figure 2.1.
In order to better control the sputter process, a chimney and shutter system are used
as a way to prevent cross contamination between targets and control the timing of
the material deposition.
In order to begin the sputter process, the sample substrate is locked into position
in the UHV chamber. Then the chamber is pressurized with an inert sputtering
gas, typically argon. Once at the desired sputter pressure a plasma is generated by
applying voltage to the sputter source. The plasma is a glow discharge resulting from
the ionization of the sputter gas by a powerful electromagnetic field that ejects an
electron from the argon atoms. The Ar+ ions are accelerated toward the negatively
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Figure 2.1: A cross-sectional schematic of the major magnetron sputter gun components. A copper mesh is typically placed between the target and copper cathode
block in order to improve heat conductivity. Oxide materials must be bonded to a
copper backing plate to improve conduction.
charged cathode target with energies that can reach 1000s of eV. As the ions bombard
the surface of the target, a linear cascade occurs that causes a chain reaction of
atoms to collide and eject a surface atom, which is considered a sputtered atom. The
sputtered atom then travels toward the substrate holder, where the atom can either
collide with the sputter gas, other sputtered atoms, or the substrate. When colliding
with the substrate the atom may eject an atom off it (known as resputtering), deflect
off the substrate, or deposit on the surface as an adatom, which is minimized by
magnetron sputtering [75]. Another major advantage of magnetron sputtering is the
increased deposition rate and reduction in impact damage [222]. This is due to the
utilization of a powerful magnetic array that keeps free electrons localized near the
target. This allows for consistent ionization of the sputter gas and makes for a denser
plasma, which increases the deposition rate due to a more "focused" area of sputter
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and a reduction of travel distance for the Ar+ ions to the target. This process can be
seen in Figure 2.2.

Figure 2.2: A diagram depicting the sputter process when the plasma is ignited over
the target. The electrons that are trapped within the magnetic field have high enough
energy to collide and ionize neutral Ar atoms.

2.1.2

Experimental Equipment

All depositions were performed using a 5-gun AJA Orion class sputtering chamber
seen in Figure 2.3. This system allows for easily tunable parameters that can adjust
the deposition rate of the sputtered material and the energetics of adatoms. Throw
distance from target to substrate can be adjusted via the length of the substrate holder
and the tilt of the sputter gun, which can affect the deposition rate of the sputtered
atoms and the composition spread in a codeposited film. Adjusting the power and
voltage of the sputter gun affects the deposition rate of the sputtered atoms along with
the energy of the adatom when bombarding the substrate. Controlling the energy of
adatoms can modify the crystal phase of the sputtered sample. This is important in
preventing lattice mismatch between the grown film and the substrate, which can lead
10

to spallation. Additionally, depending on the application, the deposition parameters
and substrate can be chosen to promote epitaxial growth, which is a type of nucleation
where the grown sample preferentially orients to the substrates crystal structure [151].

Figure 2.3: An AJA Orion sputtering chamber. This system has five sputter guns,
and three target materials can be co-deposited during a single experiment.
Due to the tilt of the sputter gun, there is variation of the throw distance that
causes the film thickness to decrease as the distance of the substrate from the gun
increases. In order to have uniform film thickness on the substrate, the holder is able
to rotated. This is ideal for studying single sample compositions. However, during
co-deposition the substrate remains stationary in order to develop a continuous compositional spread (CCS) thin-film sample. Figure 2.4 illustrates the process of developing a binary CCS. Compositions are generated by determining the deposition rate
of each gun material and stochiometrically calculating the mass of atoms deposited
at a given point on the substrate. Deposition rates are estimated using a quartz crys11

tal microbalance (QCM) or monitor, which uses the piezoelectric effect to measure
the dampening in the acoustics of a quartz crystal as material is deposited onto its
surface, also known as the Sauerbrey relation [210]. However, due to the dependence
of geometry on the deposition rates of thin films, additional experiments can be run
at different positions in the chamber, and computational modeling can be performed
in order to extrapolate deposition rates outside the center of the sputtering chamber.
In order to validate the elemental gradients of the composition, elemental analytical
techniques such as X-ray fluorescence (XRF) or energy/wavelength dispersive X-ray
spectroscopy (EDS/WDS) are applied at different points on the sample. The compositions can then be spacially related to those points on the film and interpolation
can determine compositions at other points on the sample.

Figure 2.4: (Left) An example of the co-deposition of a binary system. The sample product concentration varies based on the position relative to the sputter guns.
(Right) A colorized example of the co-deposited sample.

2.2
2.2.1

X-Ray Diffraction
Principles

X-rays were discovered by Wilhelm Röntgen in 1895 while experimenting with various
discharge tubes [54]. They are considered high-energy electromagnetic radiation with
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wavelengths that range from 0.01 to 10 nm [54]. X-rays can be generated in a number of ways depending on application. In many general cases, X-rays are formed in
high-voltage vacuum tube where a hot cathode emits electrons via thermionic emission. These electrons accelerate to high velocities and collide with a metal anode,
which is typically copper in crystallography. The emitted electrons have high enough
energy to eject core shell (1s orbital) electrons from the metal atoms. Electrons from
upper shells fill in the vacancy left by the core electron and an X-ray photon is released. These X-rays are characteristic to the anode target material and are referred
to as spectral lines. They are named after the shell where the vacancy was filled,
which generally the K shell. In the case of copper, the characteristic Kα line has a
wavelength of 1.54 Å.
One of the discovered applications for X-rays was in crystallograpy, where their
diffraction allowed for characterization of materials. X-ray diffraction (XRD) is a
standard technique for crystal phase identification, that was first discovered by Paul
Knipping, Walter Friedrich, Max von Laue in 1912 [60]. It is a technique that takes
advantage the spacial periodicity and long range ordering of a crystal in order to
determine structure. XRD is an elastic scattering technique where monochromatic
X-rays are scatter off the electron cloud of the atoms in sample. A majority of the
scattered X-rays deconstructively interfere with each other and are not detected.
However, specific scattering angles allow for measurable constructive interference.
These angles can be related to the lattice d-spacing and the X-ray wavelength via
Bragg’s law:

nλ = 2d sin θ

(2.1)

where n is an integer value, λ is the X-ray wavelength, d is the spacing between the
diffracting planes, and θ is the X-ray angle of incident. The angles where constructive
interfered occurs can be recorded in a diffractogram, generated by a point detector
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that moves in the θ direction. Diffracting planes are grouped by families and are
identified in a diffraction pattern by Miller indices notation. Figure 2.5 shows an
example of diffraction on a crystal lattice.

Figure 2.5: A depiction of X-rays diffracting off a crystal lattice. The Bragg diffraction
condition is fulfilled at angles of X-ray constructive interference.
Additionally, due to the spatial periodic nature of the crystal lattice, X-ray scattering can be described with vector notation in reciprocal space. The reciprocal lattice,
whose primitive vectors (~b1 , ~b2 , ~b3 ), is the Fourier transform of the real space Bravais
lattice of the crystal. These primitive vectors can be determined by the following
equations:

~b1 = 2π

~a2 × ~a3
~a1 · (~a2 × ~a3 )

(2.2)

~b2 = 2π

~a3 × ~a1
~a2 · (~a3 × ~a1 )

(2.3)

~b3 = 2π

~a1 × ~a2
~a3 · (~a1 × ~a2 )

(2.4)

~ = ν1~b1 + ν2~b2 + ν3~b3
G

(2.5)

where ~a1 , ~a2 , ~a3 are the primitive vectors of the Bravais lattice, ν1 , ν2 , ν3 are integer
~ is a reciprocal lattice vector. The Fourier transform converts the planes
values, and G
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~ which
seen in the real space lattice (~am × ~an ) into vectors in reciprocal space (G),
map to points on the reciprocal lattice. X-rays themselves can be described by their
wavevector, where magnitude is its wavenumber and direction is direction of wave
propagation. The wavevector for the incident X-ray is known as ~k, and the diffracted
wavevector is k~0 . Due to elastic scattering The difference is known as the momentum
transfer vector (or scattering vector), ~q. The Bragg diffraction condition is fulfilled
~ which can be seen in Figure 2.6.
when ~q equals G,

Figure 2.6: A representation of the Ewald construction in two dimensions. The Laue
condition is a vector analog to the Bragg condition, and is fulfilled when ~q is equal
to a lattice vector point that lies on the Ewald construction.
Analysis in reciprocal space has advantages where the momentum transfer vector
is independent from the X-ray wavelength and the detector position, allowing for the
use of flux light sources. Furthermore, the momentum transfer vector can be utilized
to determine structure factor and form factor, which contribute to the intensity of
the diffracted X-ray. This data is typically captured using a 2D area detector that
can capture the Debye-Scherrer rings of a diffraction and show the development of
texturing, which is the growth of preferential orientations of specific planes, on thin
films. Texturing can lead to the absence of peaks during point detector measurements.
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This is because thin films do not necessarily have all possible orientations with their
grains, which can be missed in a linear scan with a point detector. However, a
sufficiently large 2D area detector can capture all possible orientations in χ space.
Figure 2.7 the steps to interpret the 2D area diffractogram and has examples of
texturing of the film. The momentum transfer vector magnitude, q, is related to θ
via the following equation:

q=

4π
sin θ
λ

(2.6)

where λ is the X-ray wavelength (Å) and θ is the scattering angle (°). A common
wavelength that is referenced in the literature is the Cu-kα line. From the 1D diffractogram, a cross-reference of the peaks to powder diffraction files (PDF) from the
Inorganic Crystal Structure Database (ICSD) [83] can be performed as a means to
determine possible structures from previous experiments.
2.2.2

Experimental Equipment

A majority of the diffraction data was performed at the 1-5 beamline of the Stanford
Synchrotron Radiation Lightsource (SSRL) which is a division of Stanford Linear
Accelerator Center (SLAC). Synchrotron radiation is generated by accelerating an
electron to near the speed of light in a curved magnetic path. The change in angle of
the electron path results in an emission of electromagnetic radiation that can be tuned
based on the electron energy. Synchrotron data was collected for MPEA samples that
will be discussed in Chapter 3 and 4. Additionally, a SAXSLAB Ganesha 200 XL
small angle X-ray scattering instrument, seen in Figure 2.9 was utilized to collect
additional diffractograms for the oxide samples in Chapter 5.
Both systems utilize 2D area detectors that produces images similarly seen in Figure 2.7 and an x-y sample stage with a tilt capability. Tilting the sample allows for
control over the angle of incidence of the incoming X-ray. The experimental set up
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Figure 2.7: A generalization of the steps to convert a 2D area diffraction to a 1D
pattern. The raw 2D image (Top Left) is from an x-y Cartesian plane image to a
polar 2D image (Top Right), via an azimuthal integration. After correction, the image
is further integrated along χ in order to collapse the data to a 1D diffraction pattern
(Bottom Left). Once the 1D diffraction is acquired it is processed with baseline
corrections and normalization in order to analyze the data (Bottom Right).
for the SLAC system can be seen in Figure 2.8. With the SLAC x-y stage, environmentally controlled in-situ experiments can be conducted using an air-tight Kapton
dome, plumbed gases, and heating element on the stage. Use of an x-y stage allows
for serial measurements across different positions on a thin-film sample. This means
that, on a CCS library, rapid serial characterization of multiple compositions can
occur with a sufficiently strong light source. Finally, a Rigaku MiniFlex II benchtop X-ray Diffractometer with a 1D silicon strip detector was used for additional
measurements.
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Figure 2.8: An overhead view of the diffraction set up at SLAC. This example includes
a Kapton dome used for in situ measurements. The synchrotron light source is seen
on the left, and the source X-rays strike the sample. The resulting diffraction is
captured by the detector on the left. Any X-rays that participate in fluorescence is
captured by the detector that is orthogonal to the substrate plane.

Figure 2.9: The Ganesha SAXSLAB X-ray scattering instrument. The vacuum chamber allows for measurements in the small-angle and wide-angle ranges and at grazing
incidences. The source on the right generates X-rays in the Cu-kα range, which
strikes a tilted sample near the system door. The scattered X-rays are measured by
a Dectris Pilatus 300K detector.
2.3
2.3.1

Raman Spectroscopy
Principles

Raman spectroscopy is an inelastic scattering technique that utilizes monochromatic
light (laser) in order to probe the molecular vibrations of a material, which can
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provide insight into structural identification, defect sites, and electronic effects. The
Raman scattering effect was discovered by C.V. Raman and K.S. Krishnan in 1928
[196]. Raman spectroscopy is not limited to vibrations of gas or liquid molecules and
can be used to excite phonons and magnons of solids. Phonons are quasiparticles
that represent the excitation of vibrational modes in the crystal lattice of condensed
matter, while magnons are excitations of the electron spin states in a crystal.
When a laser is exposed to a non-metallic sample, the crystal’s vibrational energy
state excite to a virtual energy state. During the relaxation one of three things
can occur: Rayleigh, Stokes Raman, or anti-Stokes Raman scattering. In Rayleigh
scattering, the system relaxes to the original state before excitation and light is
elastically scattered from the surface. The majority of photons that strike the sample
is made up of Rayleigh scattering. Stokes Raman scattering occurs when the excited
state relaxes to a vibrational energy level above the ground state and inelastically
scatters a photon with less energy than the incident photon. Anti-Stokes Raman
scattering occurs when incident photons excite an already excited system (possibly
due to a frustrated lattice), and the relaxation from the virtual energy state brings
the system back down to the ground state. This results in a scattered photon that
has higher energy than the incident laser wavelength. In the Stokes and anti-Stokes
situation the difference between the incident laser energy and the emitted photon
energy is called the Raman shift, which is expressed in wavenumbers. Each of these
situations can be seen in Figure 2.10. During an experiment, approximately one
in one million scattered photons will exhibit Raman scattering, while the rest are
Rayleigh scattered [246].
A fourth phenomenon can occur when a sample is exposed to the laser, florescence.
This occurs when the system is excited from the ground state to a higher electronic
state by an electron absorbing a high-energy photon. When the electron relaxes to its
ground state, fluorescent light is emitted. Unlike Raman, fluorescence is a resonant
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Figure 2.10: A Jablonski diagram that illustrates possible outcomes after excitation
from a laser source. Three scattering events (Rayleigh, Stokes Raman, and AntiStokes Raman) and an absorption event (Fluorescence).
phenomenon and requires specific wavelengths to electronically excite the system.
Raman scattering effects can be observed in any wavelength that does not induce
fluorescence, which makes it simple to avoid fluorescence effects from overshadowing
Raman bands. Additionally, measured fluorescence peaks are not seen in the antiStokes spectral region, which provides another way of differentiating Raman bands
from fluorescence peaks.
In order for a vibrational mode to be Raman active, it must exhibit a change in
polarizabilty. This means that the ability to induce dipoles altars with the particular
vibrational mode and the following equation is true:
∂α
6= 0
∂Q

(2.7)

where α is the polarizabilty and Q is the normal coordinate. Pure metals are effectively infinitely polarizable, and thus they do not exhibit Raman scattering because
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there can be no change in polarizibilty. Due to the metallic bonding between atoms,
excited light is reflected off the surface as the electrons in a metal generates an electromagnetic field to oppose the excitation source. However, ceramic materials generated
with metals can be Raman active and studied with this technique.
A typical Raman instrument utilizes a monochromatic laser source that is focused
on a sample using an optical microscope. The microscope objective collimates the
laser and doubles as a way of imaging the sample during experimentation. The spot
size of the incident light can be calculated using the Airy disk diameter (DAiry (µm))
equation:

DAiry =

1.22λ
NA

(2.8)

where λ is the laser wavelength (nm) and NA is the numerical aperture of the objective. Rayleigh and Raman scattered light is returned through the objective lens,
where a majority of the Rayleigh light is filtered out. The rest of the chromatic
Raman light is separated through a prism or holographic grating and detected via a
charge-coupled device (CCD).
2.3.2

Experimental Equipment

Raman spectroscopy was performed using a Horiba XploRA PLUS confocal Raman
microscope on the oxidized MPEA discussed in Chapter 4 and the ReOx /CeO2 catalyst in Chapter 6. The system is equipped with a 638 nm, 30 mW red diode laser and
a 473 nm, 25 mW blue solid state laser. A selection of four microscope objectives are
provided, which are capable of 10, 20, 50, and 100 times magnification. Additionally,
diffraction gratings of 600, 1200, 1800, and 2400 lines per millimeter are accessible,
which vary the wavenumber range and resolution. The detector is a thermoelectric
air cooled CCD, with an area of 1024 by 256 pixels.
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The system is also equipped with a programmable, motorized x-y translation
stage. This allows for rapid, automated, serial measurements across a sample in order
to generate a spectral map. In an oxidized CCS library, the Raman map provides
structural and phase boundary information. In order to perform in situ experiments,
a Linkam environmental cell is available that can be plumbed with gases and heated
up to 1073 K.
2.4

Fourier Transform Infrared Spectroscopy

2.4.1

Principles

Fourier transform infrared spectroscopy (FTIR) is an absorption spectrographic technique that utilizes broadband IR source to measure the absorption or emission spectrum of a sample. IR spectroscopy relies on the principle that molecular bonds
absorb light characteristic to their vibrational frequencies. The absorption spectrum
can be used to identify types of bonds and estimate relative quantities of bonds in the
spectrum. Molecular vibrations can approximated with Lagrangian mechanics and
Hooke’s law, using simple mass and spring calculations to model atoms and bonds
[199, 259]. This provides a range of frequencies for which families of bonds lie. Similar
to Raman spectroscopy, selection rules indicate whether or not a vibration is IR active. A major rule for IR spectroscopy requires that the bond vibration have a change
in the dipole moment of the system, whereas Raman requires a change in the polarizability. Due to their similarities and ability to probe different aspects of molecular
vibrations, Raman spectroscopy and FTIR are seen as complementary techniques.
Instead of using monochromatic light to measure the bond absorption (typical
to dispersive spectroscopy), FTIR uses a Michelson interferometer to measure the
absorption from a broadband IR source, a diagram of wich can be seen in Figure 2.11.
As the name suggests, it provides a wave interference pattern by adjusting the phase
of two IR beams, which results in different wavelengths constructively or destructively
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Figure 2.11: A basic diagram of the Michelson interferometer. The interferometer
phase shifts the source beam by first separating light using a beam splitter (typically
made with KBr). The two beams are reflected back toward the beam splitter, but
at different phases due to a moving mirror that is in the path of one beam, which
results in interference between the different IR wavelengths in the beams.
interfering. This allows for screening of a sample with multiple IR wavelengths at
once, which accelerates the data collecting process. As the interfered IR beam passes
through the sample, an interferogram is generated as a function of the optical path
retardation (which is related to the mirror position). A Fourier transform is performed
on the data, and transforms the interferogram into an absorption spectra, which can
be seen in Figure 2.12.
2.4.2

Experimental Equipment

Time-resolved FTIR was taken for the ReOx /CeO2 study described in Chapter 6.
This experiment was performed to determine the rate of exchange between the
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and the surface ReOx . In order to perform the FTIR in situ, a diffuse reflectance
infrared Fourier transform spectroscopy (DRIFTS) cell was used, which can be seen
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Figure 2.12: An example of the conversion from interferogram data to an absorption
spectrum. A Fourier transform is done using computational software in order to
convert the retardation data into vibrational wavenumber data.
in Figure 2.13. This cell allowed for bulk measurements of a powder sample without
additional preparation. Additionally, it can be plumbed with gases and heated to a
limit of 1073 K.
In order to detect the IR signal, a mercury cadmium telluride (MCT) detector
was used. MCT is a commonly used material for IR photodetectors because it spans
a large range of detection wavelengths at a high detectivity. However, it must be
cooled to liquid nitrogen temperatures (77 K) in order to reduce the noise from
thermal excitation.
2.5
2.5.1

Peel Tests
Principles

Peel testing is a special type of cleavage test that is utilized to measure the adhesive
strength and fracture energy of materials. The test has been standardized, and for the
study in Chapter 7, an American Society for Testing and Materials (ASTM) D3330
standard was used for a 180°peel test [55]. The peel adhesion value (peel/adhesive
strength) is determined as the average load during an extension divided by the sample
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Figure 2.13: The DRIFTS cell used for in situ powder measurements. Mirrors reflect
the IR source into the sample cell, which can be heated and exposed to desired gases.
KBr can be supplemented to save sample material.
width seen in Figure 2.14. Fracture energy can be calculated by considering additional
energy from the sample bending angle, which is seen in Equation 2.9:

Γ=

F
(1 − cos(θ))
l

(2.9)

where Γ is the fracture energy (J·m−2 ), F is the peel load (N), l is the sample width
(mm), and θ is the peel angle (°). The F/l term is typically recorded when discussing
the adhesive strength of a material.
2.5.2

Experimental Equipment

To fulfill the Thiol-Ene click chemistry reaction a series of monomers were selected
for the synthesis, seen in Figure 2.15. The thiol monomer tested was pentaery-
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Figure 2.14: Typical peel data gathered from the Instron. After initial delamination,
the load averages out before the sample is fully peeled. The average load divided by
the sample width determines the adherent’s peel strength.
thritol tetrakis(3-mercaptopropionate) (PETMP), which has four functional thiol
groups. The allyl monomers that were tested consist of 1,3,5-triallyl-1,3,5-triazine2,4,6(1H,3H,5H)-trione (TTT) and trimethylolpropane triacrylate (TMPTA), which
both have three functional allyl groups. This allows for a cross-linked system with
various backbones to test for structural and adhesive properties. These were selected
due to their use in previous literature [40, 171, 59, 52, 280, 225, 226].
In order to create peelable samples, the polymer had to be molded into a specific
shape for use in an Instron 5543 load frame. The mold and sample shape can be
seen in Figure 2.16, where the mold was made of Teflon. The samples were cured
on an aluminum 2024 substrate and had an aluminum mesh placed during synthesis
to allow for the Instron grips to peel the sample. Aluminum 2024 was used as a
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Figure 2.15: The monomers used in the study discussed in Chapter 7. (a) PETMP,
(b)TTT, and (c) TMPTA.
substrate because it is a similar material used in the aerospace applications discussed
in Chapter 1. Thiol-ene samples were cured under a UVP XX-15S bench lamp, and
temperature was controlled via a 4-pass, 305 mm Hi-Contact Liquid Cold Plate.

Figure 2.16: A depiction of the mold and samples for the peel test measurements.
(a) The Teflon mold. (b) Example of the sample on the substrate with an aluminum
mesh for gripping.
In order to take adhesive strength measurements, samples were placed in an Instron 5543 A load frame equipped with a 100 N load cell and flat plane grips, as
seen in Figure 2.17. Peel angles and speed are adjusted using a proprietary Bluehill
Fracture software package. Measurements are also recorded using the software, which
is then transferred to other data processing software.
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Figure 2.17: The Instron 5543A Load Frame that has been outfitted with a 100 N
load cell.
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Chapter 3
Phase Stabilization Mechanisms of
Multi-Principal Element Alloys
3.1

Background and Motivation

Multi-principal element alloys (MPEAs) are a relatively new class of materials that
were first hypothesized and worked on in the 70s and 90s, but were expanded on
into the current era with works by Cantor et al. and Yeh et al. [38, 275, 276, 167].
These materials are of interest due to the complexity of new ideas that they bring into
alloy discovery, by inciting the exploration of a vast compositional space. MPEAs,
as their name implies, are alloy systems that utilize relatively large proportions of
elements into a base alloy. Traditionally, alloys were synthesized with a base element
in mind, such as iron for stainless steel, and introduced smaller quantities of elements
as dopants for a given figure-of-merit [56, 57]. This was done because the implications
of the phase rule:

F=C−P+2

(3.1)

Parts of chapter adapted from: B. Ruiz-Yi, J. K. Bunn, D. Stasak, A. Mehta,
M. Besser, M. J. Kramer, I. Takeuchi, J. R. Hattrick-Simpers, (2016). The Different
Roles of Entropy and Solubility in High Entropy Alloy Stability. ACS Combinatorial
Science, 18(9), 596-603, with permission from ©(2016) American Chemical Society.
See Figure F.2 for copyright permission.
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Where, F is the degrees of freedom, C is the components, and P is the number of
phases. This implied a large upper bound of ordered phases would be seen upon
an attempt to synthesize an alloy system with many principal elements [287, 238,
283, 240]. While ordered intermetallic phases are desirable for some systems, such
as the precipitation hardening of super alloys [157, 89, 98], the potential for alloy
embrittlement makes them a concern for industrial application.
However, early studies done by Cantor showed that when combining a 20-element
system, few phases were actually formed, and a FeCrMnNiCo solid solution was
created [38]. These solid solutions were originally identified as "High-Entropy Alloys"
(HEAs), due to the proposed method of phase stabilization, where an increase in
configurational entropy allowed for the free energy of the solid solution phase to
dominate over the free energy of any intermetallic structures [276]. Additionally,
HEAs were traditionally defined as multi-principal element systems consisting of at
least five elements with the concentrations ranging from 5 at.% to 35 at.% [95]. These
solid solutions consist of a random assortment of the principal elements within the
lattice to typically form body-centered or face-centered cubic structures [275].

Figure 3.1: Example of a BCC lattice in an (Alx Cuy Mo1−x−y )FeNiTiVZr alloy system.
The atoms are randomly assorted within the crystal alloy.
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On a functional level, these materials have been proposed to exhibit many desirable physical properties from the "cocktail effect." This is a colloquial term for
the expression of desirable alloy properties as a result of the combination of elements within it [197]. These properties include increased hardness, compressibility,
and microstructural stability, sluggish diffusion rates, and low density [92, 106, 133,
254, 243, 241, 279]. Furthermore, at high temperatures they have been theorized
to retain properties such as high yield strength, elasticity, and corrosion resistance
[71, 93, 94, 239]. Many of these properties match up favorably to desired strengths
of gas turbine blades, where failure can result in damage seen in Figure [198].

Figure 3.2: (Left)An internal view of a gas turbine. (Right)A first stage gas turbine
blade with damage around the edges [198].1
However, MPEAs expand the definition away from single-phase solid solution
alloys, driven by configuration entropy and to a broader set of alloys consisting of
multiple major constituent elements. When considering the utility of MPEAs and
1

Image reprinted from S. Rani, A.K. Agrawal, V. Rastogi, (2017). Failure anal-

ysis of a first stage IN738 gas turbine blade tip cracking in a thermal power plant.
Case Studies in Engineering Failure Analysis, 8, 1-10, with permission from ©(2017)
Elsevier. See Figure F.7 for copyright permission.
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HEAs, they present a new avenue for alloy discovery by presenting a broader search
scope for scientific study [159].
3.1.1

Phase Stabilization of MPEAs

During the early stages of MPEA study, there was a range of hypotheses on why
single phase solid solutions arose from these multi-metal mixtures. Two of the most
predominant explanations were the originally proposed entropy driving mechanisms
of HEAs and the mutual solubility of the constituents within a common structure.
The traditional entropy driven argument claims that configurational entropy was the
driving factor toward the phase stabilization of the material [275, 132]. The free
energy of mixing can be determined via the following equations:

∆Smix = ∆Sconf = −R

j
X

ci ln(ci )

(3.2)

i

∆Hmix = 4

n
X

Hijmix ci cj

(3.3)

i=1
i6=j

Tm =

n
X

ci (Tm )i

(3.4)

i

∆Gss = ∆Hmix − Tm ∆Smix

(3.5)

Where R is the gas constant (J·K−1 ·mol−1 ), ci and cj are the atomic fractions of the
principal elements, Hijmix is the binary mixing enthalpy of the ith and j th constituent
elements (J·mol−1 ), and Tm is the melting temperature of the alloy based off the rule
of mixtures (K) [132, 272, 158, 112]. The binary mixing enthalpies were calculated
by using the Miedema model, which is a "semi-empirical approach" for calculating
heats of formation of alloys [155]. Using this thermodynamic framework, a tabulated
list of binary enthalpies of formations have been calculated thanks to Takeuchi et
al. [232] Based off these calculations, increasing the number of elements within the
system would provide higher probabilities for the stabilization of a solid solution.
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Similarly related to the metal alloy development, Rost et al. utilized thermodynamic
models and a multicomponent oxide system to determine that entropic effects and
configurational disorder were dominant in the stabilization of oxide systems, which
provides a new axis for determining stabilized oxide materials. [202].
However, it has been shown that adding constituent elements, does not guarantee
the development of a solid solution. This has been with CoCrFeMnNi destabilization by the addition of elements (such as Ge and Cu) or the substitution of elements
(such as V for Fe) [38, 182]. Therefore, work has been done that considers mutual
solubility of the constituents into a common crystal structure as a possible driver
for phase stabilization [132]. Zhang et al. hypothesized that immiscibility between
binary mixtures in the alloy contributes to secondary phase formation. They utilized
CALculation of PHase Diagrams (CALPHAD) in order to calculate the binary phase
diagrams of the destabilized alloys [281, 108]. It was discovered that in the CoCrFeMnNi system, the binary element pairs maintained a mutual FCC crystal structure.
However, calculations also showed that the introduction the addition or substitution
of elements caused secondary phases, due to a miscibility gap between new binary
pairs within the system.
Unfortunately, CALPHAD calculations are an extrapolation of existing phase
diagrams, which can result in inaccurate predictions when utilizing incomplete phased
diagrams. Additionally, the calculations are performed at equilibrium conditions,
which does not account for metastable phases or the effects of sample processing.
These constraints are particularly difficult due to the metastable nature of the solid
solution alloys at low temperatures [21], which implies that secondary phase formation
is possible if sample quench rates are too low. This can complicate comparisons
between alloys of varying constituents and processing techniques. Therefore, in order
to determine the driving factor of phase stability, simultaneous probing of entropic
and solubility effects is required at identical synthesis and processing conditions.
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The thermodynamic entropic model describes the driving mechanism of single
phase solid solution formation as an increase in configurational entropy. This pushes
the Gibbs free energy of mixing to be lower than the Gibbs free energy of intermetallic
formation. It was initially proposed by Yeh et al. has been expounded upon by Yang
et al. [272]. A common factor that is discussed during the formation of a solid
solution is the energetic ratio, Ω, which seen in the following equation:

Ω=

Tm ∆Smix
|∆Hmix |

(3.6)

where Tm is the alloy melting temperature (K), ∆Smix is the change in mixing entropy
(J·K−1 ·mol−1 ), and |∆Hmix | is the change in mixing enthalpy (J·mol−1 ). Calculations
for alloy melting temperature, mixing entropy, and mixing enthalpy are seen in Equations 3.4, 3.2, and 3.3 respectively. A solid solution phase is considered favorable to
form when the Ω is greater than or equal to 1.1, which is when the entropic effects
on Gibbs free energy dominate over the enthalpic contribution [272, 113].
Another factor that has been considered is the disparity between atomic sizes of
the components. A large difference can cause significant lattice distortion in the alloy,
which increases strain. However, it has also been theorized that the variation in size
contributes toward sluggish diffusion [283]. Atomic size difference, δ, is calculated
with the following equations:

δ=


v
u n
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uX
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i
 × 100%
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c 1−
i

r

i=1

r=

n
X

ci r i

(3.7)
(3.8)

i=1

where ci is the atomic percentage of the i th element out of n constituent elements and
ri is the atomic radius taken from Kittel [115]. A δ less than 6.6% has been used as
an arbitrary limit for solid solution formation, based on previous empirical data. The
atomic size difference is a heuristic taken from the Hume-Rothery rules for substi-
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tutional solid solution formation [97, 162]. Additional rules include the constituents
having similar electronegativities, valencies, and crystal structures. However, these
rules are only accurate (with a 90% accuracy) at predicting poor solubility [285, 155].
The combination of Ω and δ provide a set of criteria toward the selection of a solid solution. However, many compositions fulfill both criteria for solid solution formation,
yet precipitate ordered structures [272, 113, 159]. Thus, there must be an additional
criterion for the development of an alloy phase.
Ensuring mutual solubility between constituents is an additional approach toward
understanding the stabilization mechanisms of the solid solution phase. This hypothesis is based off of calculation of phase diagrams (CALPHAD) models done by Zhang
et al., where phase diagrams of failed alloy systems were calculated [281]. When
modeling the CoCrFeMnNi system, which had a base FCC structure, and adding elements (such as Ge or Cu) or substituting elements (such as V for Fe), the calculated
phase diagrams showed miscibility gaps in the or predicted insolubility. This implies
that maintaining solubility between binary pairs in a system can lower the chance for
phase destabilization. CALPHAD calculations are a thermodynamic model, but this
hypothesis introduces a new parameter in order to explain observed secondary phase
phenomena in various alloys. To determine if this parameter is consistent, a new
alloy system needs to be systematically probed that can take into account entropy
and solubility.
(Alx Cuy Mo1−x−y )FeNiTiVZr is selected as a model system for the simultaneous
probing of the entropic effects and mutual solubility. This is because it fulfills both
criteria for the formation of a single phase solid solution. The alloy is generated
from a combination of AlFeNiTiVZr, CuFeNiTiVZr, and MoFeNiTiVZr alloys. These
materials were selected because the individual systems have been observed as MPEA,
and they share 5 common elements between each other [275]. The combined system
contains enough elements to fulfill the classic entropic definition of an MPEA, while it
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both passes and fails the mutual solubility heuristic described above. A binary alloy of
Al and Cu form a face-centered cubic (FCC) structure, while an Al and Mo alloy forms
a body-centered cubic (BCC) structure. The Cu-Mo binary are immiscible within
one another. Additionally, pairings of the common elements (FeNiTiVZr) can form
BCC, ordered B2 phases, or closed packed structures [147, 148, 149]. This is seen in
Appendix A with Table A.1. These properties allow the (Alx Cuy Mo1−x−y )FeNiTiVZr
to act as a reasonable model to perform high-throughput experimentation (HTE) that
simultaneously examines the effects of entropy and miscibility in phase stabilization.
The large parameter space of the (Alx Cuy Mo1−x−y )FeNiTiVZr makes high-throughput
experimental (HTE) methodology a prime candidate for the exploration of the system.
It is an established methodology for alloys with less constituents as described in Subsection 1.2. An increase in the multidimensional space from the number of constituent
elements in an MPEA is a straightforward addition to synthesis and characterization
techniques used in HTE. Additionally, continuous composition spread (CCS) libraries
are also an optimal means of synthesizing and screening a large number of compositions, while providing a means to asses any phase changes caused by variations to
the stabilization criteria.
3.2
3.2.1

Experimental Methodology
Continuous Composition Spread Library Synthesis and Verification

Section 2.1 discusses the standard methodology for synthesis of CCS libraries. Films
were deposited by co-sputtering AlFeNiTiVZr, CuFeNiTiVZr, and MoFeNiTiVZr alloy targets of 99% purity on single crystal 7.62 cm diameter Si substrates. The resulting deposition generates an eight element "pseudoternary" CCS. A pseudoternary
phase diagram takes a higher order composition space (with dimensions 4 or greater)
and condenses the data down to a three dimensional space by restricting compositional changes to three elements. Two sample libraries were synthesized. One library
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consisted of each target receiving 150 W of sputter gun power and is designated as
a "high power" (HP) sample. While the other library had each target receive 50 W
of power and has been labeled as a "low power" (LP) sample. The different sputtering powers were used in order to observe effects of processing energetics. All targets
were sputtered using radio frequency (RF) modulation magnetron sputtering. Both
samples were synthesized at an 0.667 Pa Ar environment at room temperature. Deposition rates were determined by synthesizing a calibration sample of each individual
target material at each synthesis condition and then measuring the thickness profile
using a Tencor Alpha-Step 200 profilometer. The thickness data was then used in
conjunction with an in house sputter model to approximate synthesis time [34]. The
HP sample was sputtered for 48 minutes and had an average film thickness of 300 nm,
while the LP sample was sputtered for 345 minutes and had an average film thickness
of 500 nm.
Elemental composition predictions were confirmed using wavelength dispersive
X-ray spectroscopy (WDS). The procedure was performed on 177 points across the
library using pure metal standards. Due to peak spectral overlap between Ti and
V, a correction procedure was utilized. The maximum standard deviation of the
experiment was 0.10 at.%. From the WDS data, compositions were correlated to
spacial points on the sample and then used to construct the pseudoternary phase
diagram.
3.2.2

In situ Intermediate Temperature Diffraction Studies

The in situ diffraction studies were performed at the 1-5 beamline at SLAC has
been described in Section 2.2 and the experimental set up is seen in Figure 2.8 [74].
Each sample was mounted onto the x-y translation stage that had been equipped
with a substrate heater. A Kapton dome was placed over the sample to control
the environment. The stage was aligned with the X-ray source to have an incident
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angle of 8°(grazing incidence). The X-ray source energy was 15 keV (0.8266 Å). The
samples were scanned at room temperature across an evenly spaced grid of 107 points
in series. Afterwards the samples were heated in air and allowed to equilibrate for
15 minutes before the next set of measurements. Heated measurements were taken
at 438, 598, 733 K for the LP library, while the HP library had measurements taken
at 513 and 733 K. Each scan took approximately 75 minutes to complete, including
time to ramp and equilibrate. This additional annealing time may be attributed to
the fact that oxidation occurred in the LP library and not the HP library.
In order analyze the 2D area diffractograms, a calibration was performed using
a LaB6 standard. The diffractograms were then processed using the techniques discussed in Section 2.2 and seen in Figure 2.7. The azimuthal integration was done
using the Fit2D software package [81, 80]. The 1D diffraction patterns were processed using a cubic spline baseline correction and normalized to the alloy peak. The
CombiView clustering analysis package was used to cluster the compositions based
off of the phases observed in the diffraction patterns [138].
Additional measurements were taken in regions of high Al concentration, due to
phase observations made from the LP and HP sample. New samples were sputtered
by applying 150 W RF to the AlFeNiTiVZr target, while the CuFeNiTiVZr and
MoFeNiTiVZr were sputtered with 50 W RF. The libraries were deposited at 0.667
Pa Ar on a 7.62 cm diameter Si wafers. Then one sample was annealed in vacuum for 6
hours at 873 K. This was done to coarsen the nanocrystalline MPEA and ensure that
the structure was not a metallic glass. The SAXSLAB Ganesha system described
in section 2.2 was used to measure the diffraction patterns of this Al-rich library.
The measurement was taken at the wide-angle X-ray scattering (WAXS) detector
distance, with an incidence angle of 8°and a source wavelength of 1.5418 Å−1 .
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3.3

Results and Discussion

3.3.1

In-situ Phase Mapping of the (Alx Cuy Mo1−x−y )FeNiTiVZr Alloy

Two separate Alx Cuy Mo1−x−y )FeNiTiVZr CCS libraries were synthesized to observe
differences in the processing effects. Representative diffraction patterns of the observed phases across the samples were seen in Figure 3.3. The as-deposited pattern
in Figure 3.3(a) was classified as the single phase MPEA. The broad peak was fitted
at 2.91 Å−1 and has been determined to most likely be a single phase solid solution.
Unfortunately, the entire data set shows only a single broad, nanocrystalline peak
related to the metal alloy, which makes determining the crystal structure difficult to
conclude. Based on previous heuristics, it was determined that the alloy is potentially
a BCC structure. This is due to the preference of the common constituent elements
to form a BCC structure based off their binary alloy structures. Additionally, the
valence electron concentration (VEC) is a term used to predict phases based off the
Hume-Rothery rule of valency [77]. Based off the compositions measured, the VECs
of each library ranged from 5.70 to 6.10, less than the 6.87 cut off for the formation of
BCC structures. With this knowledge the d-spacing for the disordered alloy was estimated to be 2.16 Å with local ordering on the (110) BCC plane. Using calculations
based off of Vegard’s law, the theoretical d-spacing would be 2.21 Å. Comparing the
experimental value with the theory gives a 2% error.
Different regions of the CCS had patterns with ordered and sharp peaks that
were not attributed to the MPEA phase, seen in Figure 3.3(b). These peaks were
attributed to an unidentified intermetallic structure, while the structure’s presence
is important in determining compositional phase regimes, determining the identity
of the structure was outside the scope of the study. The stochastic distribution of
intermetallic phases in certain regions on the library was likely a result of the nonequilibrium nature of the deposition process, which have quench rates greater than
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Figure 3.3: Characteristic diffraction patterns seen in the CCS library. (a) The
representative pattern of the as deposited library. (b) The pattern for the same
composition after annealing at 733 K for 1 hour in air. (c) The pattern for a similar
composition in the LP library after annealing in air for 1 hour at 733 K. The LP
library shows oxidation at the composition, while the HP library shows intermetallic
phase formation. The patterns were normalized to the alloy peak at 2.91 Å−1 .
1000 K/s. These intermetallic phases are highly ordered complexes that do not share
the same crystal structure as any of their constituent elements. While intermetallic
precipitates have been used to strengthen some materials, it has been hypothesized
that they can result in sample embrittlement. Traditionally, studies on MPEAs have
desired to only see the alloyed phases.
Furthermore, oxidation was seen in the LP CCS library. after annealing in air
for over 6 hours. These oxide structures can be seen in Figure 3.3(c), but they have
not been indexed. Based off of the Ellingham diagram for oxides, Ti, Zr, and Al are
potentially oxidizing [209]. However, due to the large number of elements it is likely
that they are forming mixed metal oxide structures.
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Figures 3.4 and 3.5 show the phase mapping of the pseudoternary phase diagram
in relative atomic percentages. Both samples show a significant regions of MPEA
formation. However, the differing deposition conditions produce different results after annealing. The as-deposited HP library in Figure 3.4(a) shows secondary phase
formations along the Cu-Mo edge of the ternary phase diagram. After annealing the
sample at 513 K, Figure 3.4(b) shows that additional secondary phases form along the
50 relative at.% Mo line of the phase diagram. Further annealing at 733 K, as seen
in Figure 3.4(c) reveals that the secondary phases dominate the Mo-rich regime, and
an intermetallic phase growth begins to form at 37.5 relative at.% Al. These regions
of instability imply that a phase boundary formed as the sample was annealing and
resulted in a highly unstable phase regime. The exaggeration of the immiscible region
as annealing temperature and time increased also suggests some level of metastability
for the alloy. This destabilization originates at the Cu-Mo composition edge, which
was identified as the binary pairing that has low miscibility between each other. This
implies that constituent solubility is a relevant factor for phase stabilization.
Unlike the HP library, the as-deposited LP library in Figure 3.5(a) does not exhibit the same regions of instability that seen on along the Cu-Mo edge. Furthermore, Figure 3.5(b) shows that as the sample library was annealed at 598 K, the
alloy phase remained constant throughout the CCS. However, once the library was
annealed in air at 733 K, a oxide phases were prevalent throughout the sample, as
seen in Figure 3.5(c). There is a region of oxide suppression that corresponds closely
to the Al-Mo binary edge. Al and Mo mixtures develop into BCC alloys based on
their phase diagram [147]. This common structure corresponds with the assumed
Alx Cuy Mo1−x−y )FeNiTiVZr BCC structure and hints toward a solubility parameter. Additionally, regions of high Al may suppress oxide formation due to Al oxides
performing as excellent passivating oxides. However, α-Al2 O3 does not form unless
annealed at temperatures above 1323 K.
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Figure 3.4: HP Pseudoternary phase diagrams. (a) As-deposited CCS. (b) Phase
changes after annealing in air at 513 K. (c) Phase changes after annealing in air at
733 K. Black circles represent a solid solution phase. Red open squares represent
secondary phase formation.
Differences between the HP and LP samples illustrate the effects of deposition
energetics on phase stability. Adjustments in sputtering power not only affects the
deposition rates but also the thermodynamic equilibrium. Since the as-deposited
LP sample library solely forms an alloy phase, it would imply entropic effects are
sufficient to stabilize the alloy. However, the HP library shows secondary phases
were deposited along a composition edge, instead of showing the pure alloy phase
across the entire wafer. Higher sputtering power supplies additional energy to the
surface adatoms, which provides mobility. The adatoms are then able to diffuse and
settle into thermodynamically stable intermetallic phases, resulting in the observed
secondary phase regions in the HP library [235, 233]. Therefore, the LP adatoms
are quenched too rapidly and form a metastable alloy phase. This is evidenced by
the destabilizing effect caused by heightened concentrations of Mo in the presence of
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Figure 3.5: LP Pseudoternary phase diagrams. (a) As-deposited CCS. (b) Phase
changes after annealing in air at 598 K. (c) Phase changes after annealing in air at
733 K. Black circles represent a solid solution phase. Red open squares represent
secondary phase formation. Green triangles represent oxidation.
Cu. This has is consistent with observations made by Zhu et al., where there is a
phase destabilization in their AlCoCrCuFeNiMoy FCC system, due to the insolubility
between Cu and Mo [290]. At that composition it is likely more favorable to have
intermetallic phases grown, when provided with additional energy.
3.3.2

Characterization of the Al-Rich Region

Additional data was taken at an Al-rich region of the (Alx Cuy Mo1−x−y )FeNiTiVZr
alloy, phase stability seen in this region from both the HP and LP libraries. This data
was taken in order to ensure that the alloy system studied maintained an alloy phase,
and a vacuum anneal was performed to ensure that the material was a nanocrystalline
alloy structure instead of a metallic glass with low local ordering. Two libraries were
deposited with a composition greater than 62.5 relative at.% Al. One remained as-
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deposited and the other was vacuum annealed at 873 K for 6 hours. The composition
spreads can be seen in Figure 3.6.

Figure 3.6: Pseudoternary phase diagrams of Al-rich libraries. (a) As-deposited diagram. (b) Vacuum annealed diagram. No intermetallic structures were observed.
Both libraries showed no secondary phase formation, indicating that the destabilizing effects of the Cu-Mo edge had minimal impact at these compositions. The
characteristic diffraction of both sample libraries shows coarsening of the MPEA peak,
with a full-width half-max (FWHM) change from 0.389 Å−1 in the as-deposited sample to 0.063 Å−1 . Additionally, after the vacuum anneal no secondary peaks formed,
supporting the argument that the broad peak is an alloy phase instead of a glass
structure.
3.4

Conclusions

Figure 3.8 shows the application of the solid solution ability energy ratio (Ω) and
atomic size difference (δ) to the (Alx Cuy Mo1−x−y )FeNiTiVZr alloy. This particular
system has an Ω range of approximately 1.05 to 1.61 and a δ between 9.1% and 10.5%.
Calculated values for the HP and LP samples can be seen in Appendix A.1 Tables A.2.
These values fall outside the numbers suggested by Yang et al., but the system is still
able to form a solid solution phase [272]. Furthermore, (Alx Cuy Mo1−x−y )FeNiTiVZr
system is in a region that would predict intermetallics and metallic glass formation,
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Figure 3.7: The characteristic diffraction patterns of the Al rich spreads. Coarsening
of the alloy peak is observed after vacuum annealing the library for 6 hours at 873
K. The lack of additionally peaks indicates that the deposited sample is a highly
nanocrystalline sample instead of a metallic glass.
but has been shown to be a solid solution. Therefore, additional solubility factors
contribute toward predicting phase stabilization outside of Ω and δ.
While, the previous heuristics would indicate that the (Alx Cuy Mo1−x−y )FeNiTiVZr
sample spread would mostly consist of intermetallic phases, we show that the development of a solid solution phase is possible. Therefore, additional factors outside of
entropic effects contribute toward phase stabilization. The traditional MPEA predictive model has dictated alloy synthesis, but additional analysis shows binary solubility
contributes greatly to phase destabilization and poor retention after processing. This
can be related back to Hume-Rothery solid solution rules, which have previously
stated that crystal structures of solute and solvent should be similar. Therefore,
it can be said that entropic thermodynamic effects explain the development of an
MPEA but mutual solubility is vital for the retention of the solid solution phase.
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Figure 3.8: (a) A graph of the solid solution formation ability, Ω, versus the atomic size difference, δ of multiple samples in the literature. The
(Alx Cuy Mo1−x−y )FeNiTiVZr libraries inserted for comparison. (b) The diagram is
zoomed in to clearly see the HP and LP libraries. [272]
This study also highlights how integral HTE is toward the discovery of materials
in this large composition space. HTE methodologies allowed for systematic and rigorous probing of a large number of samples that have been synthesized and processed
in identical manners. Additionally, it provided a means of examining unexplored
compositional regions rapidly. These factors remove uncertainties and difficulties of
extrapolating data from various other sources that utilizes different synthesis and
processing techniques.
The above HTE methodology for alloy discovery provides a path toward utilization
of any found alloys in larger scale applications. However, thin-film properties do not
necessarily directly correlate to bulk systems. Therefore, investigations into the bulk
materials requires additional mechanical and characterization studies of bulk MPEA
alloys. If these properties are maintained in a macro-sized material, then studies on
the mechanical properties would be an important next step toward applying these
alloys in an industrial setting.
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Furthermore, new computational modeling methods for predictive alloys can now
be applied based off of the new set of heuristics. These would not only be based off
of the Hume-Rothery rules of solid solution formation but also the entropic information and mutual solubility conditions. Early interpretations of a database have been
implemented but can be further enhanced with the solubility condition [3, 146, 43].
Despite the consistent use of Ω as a way to determine ratio the Gibbs energy of the
solid solution, a new energetic ratio has been suggested that accounts for the Gibbs
energy of intermetallic formation. Historically, the Gibbs free energy of intermetallic
formation (∆G int ) had not been considered when predicting solid solution formation
of MPEAs. However, it can be assumed that ∆G int is equivalent to ∆H int due to
the lack of configurational entropy in an ordered structure. Φ is a term that is a
ratio between the Gibbs energy of these structures and can be seen in the following
equation:

Φ=

∆Gss
−|∆Gmax |

(3.9)

where ∆G ss is the Gibbs free energy of solid solution formation. ∆G max is the
maximum Gibbs energy of intermetallic formation based off the binary pairs in the
studied system. If the solid solution Gibbs energy is high enough to overcome the
highest possible energy of intermetallic formation of a binary pair, then it would
dominate any ordered structure [113]. Future studies should involve the use of Φ in
order to increase accuracy of predictions.
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Chapter 4
Oxidation and Phase Discovery of a
Multi-Principal Element Alloy
4.0.1

Background and Motivation

While MPEAs have been hypothesized to have desirable high-temperature properties,
there have been a limited number of experiments on applications and oxidation of
these materials at temperatures greater than 773 K. Previous studies investigated
single sample compositions or over a narrow range of discreet compositions. Gorr et
al. introduced Ti into an oxidation resistant MoWAlCr base alloy in order to lower
the total density of the system [71]. The CoCrFeMnNi system was used as a base for
eight compositionally different samples and had their oxidation resistance compared
to Ni-based superalloys and austenitic stainless steel [87]. Butler et al. oxidized
AlCoCrFeNi samples at 1323 K in order to determine structural stability and the
development of Al2 O3 [37].
In these cases, the number of different compositions explored is low, never going
above ten compositions. This is due to the application of traditional experimental
techniques toward the discovery of new materials. Gorr et al. observed a single
equiatomic system, while Holcomb et al. and Butler et al. studied eight and six
Parts of chapter adapted from manuscript submitted for publication: B. Ruiz-Yi,
T. Williams, J. K. Bunn, F. Ren, N. Al Hasan, I. Takeuchi, J. R. Hattrick-Simpers, A.
Mehta (2020). Phase stabilization and oxidation of a continuous composition spread
multi-principal element (AlFeNiTiVZr)1−x Crx alloy.
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samples respectively [71, 87, 37]. While discreet bulk sample measurement is useful in
functional studies, determining phase stabilization requires more nuanced approaches
due to the narrow atomic percentages where phase boundaries can occur in a phase
diagram of the system. Therefore, an approach that can examine a wide set of
compositions with rich structural information can provide more insight into phase
stability during the oxidation process.
Studies have been limited for the oxidation of multi-principle element alloy (MPEA)
systems. Subsection 4.0.1 discusses some of the previous experiments performed on
these complex alloys, but it also details limitation of discreet studies in this complex
space. Similar to the difficulty of first discovering stable compositions, finding alloys
with high-temperature functionality is a non-trivial task.
A major application for an oxide resistant alloy is as the bulk material in high
temperature applications. Turbine blades coatings typically need to provide a temperature differential of over 873 K to prevent plasticizing or oxidation of the traditional
superalloy used as the bulk blade material [49, 187]. MPEAs have been proposed to
maintain oxidation resistance and high temperature strength based on the "cocktail
effect" [197]. Therefore, discovering new materials in this class of alloys has been an
ongoing effort.
However, the traditional approach for discovery of these materials is not feasible
for such a large design space. MPEAs as a material class can easily contain over 100
million compositions, which makes discreet analysis extremely inefficient. In order to
expedite the discovery process, high-throughput experimental (HTE) methodologies
that develop large compositional libraries and utilize rapid characterization techniques
are necessary.
This study focused on the oxidation resistance of the (AlFeNiTiVZr)1−x Crx system. HTE techniques provided information on phase formation and oxidation growth
as a function of annealing time. This particular system was chosen because AlFeNi-
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TiVZr is a known MPEA system and contain Al and Ni, which are known to promote
oxidation resistance [275, 154]. The other elements are often used in alloy synthesis for to structurally strengthen the material. However, elements like Zr have been
observed readily oxidize and degrade resistance. The introduction of Cr as a dopant
into the base AlFeNiTiVZr alloy creates a pseudobinary alloy system.
Cr has been used as a means to promote the development of passivating oxide
layers in alloy. Cr2 O3 itself acts as a passivating oxide layer at temperatures below
1273 K [137]. However, if it is exposed to temperatures above 1273 K or humid environments at temperatures around 873 K, the oxide layer fails, due to high volatility in
those environments [278, 15]. While it can fail under certain conditions, the presence
of Cr2 O3 has been shown to promote the growth of α-Al2 O3 , which is another passivating oxide that is more resilient than Cr2 O3 at the aforementioned conditions. The
α-Al2 O3 phase is typically only attainable at temperatures above 1273 K, but when
Cr and Cr2 O3 is present, the temperature needed to form α-Al2 O3 can be suppressed
all the way down to 573 K [14]. This is because Cr2 O3 is isomorphic with α-Al2 O3 and
is able to nucleate growth of the structure [10, 205]. While α-Al2 O3 is preferred, the
presence of Cr2 O3 or α-Al2 O3 is desirable once the (AlFeNiTiVZr)1−x Crx is oxidized.

M(s) + O2 (g) −−→ MO2 (s)

(4.1)

In order for a metal oxide to form, as seen in Equation 4.1, the chemical potential
of the oxygen in the atmosphere is greater than the equilibrium partial pressure of
oxygen with the oxide [110, 216]. Thermodynamically, the standard Gibbs free energy
of oxide formation, ∆G°, can be determined by the following equation:

∆G◦ = −RT ln K = −RT ln

aM O2
aM ·pO2

(4.2)

where K is the equilibrium constant, aM O2 and aM are the activities of the oxide
and metals respectively, and pO2 is the partial pressure of oxygen gas. In an ideal
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scenario, the ratio of the activities can be taken as unity. From the resulting idealized
equation, the Ellingham diagrams are constructed for oxidation [209].
However, the growth of a passivating oxide is also a highly kinetic process, which
is not explicit from the energetic calculations. Slow kinetics can delay the formation
of an oxide, despite the thermodynamics stating otherwise. A major type of kinetic
equation for the development of a passivating oxide is related to the parabolic law:
Kp
dx
=
dt
x

(4.3)

x2 = 2Kp t + C

(4.4)

where x is the thickness of the oxide, t is the time, and Kp is the parabolic rate
constant [131, 206]. As the oxide becomes thicker, the rate of oxidation decreases,
which is preferable for a passivating layer. Furthermore, diffusion within the alloy
can contribute toward oxidation limitations. Figure 4.1 shows a simple schematic
illustrating the oxidation of a material.

Figure 4.1: A representation of passivating oxide development. Near-surface elements
that are thermodynamically favorable to be oxidized diffuse to the surface and develop
a non-porous layer that prevents further oxidation of the bulk.

4.1
4.1.1

Experimental Methodology
Continuous Composition Spread Synthesis and Post-Processing

Section 2.1 discusses the standard methodology for synthesis of continuous composition spread (CCS) libraries. Physical vapor deposition via magnetron sputtering was
51

used to co-sputter a CCS sample library using a 99% pure AlFeNiTiVZr alloy and
Cr targets on a 7.62 cm Si wafer. This resulted in the (AlFeNiTiVZr)1−x Crx "pseudobinary" system. Similar to the pseudoternary system described in Chapter 3, the
pseudobinary system is one where the higher order compositional space is reduced
down to a two dimensional space where the variation in composition is between two
constituents. In this case the AlFeNiTiVZr acts as a single constituent along with
the Cr. Before library synthesis, calibration depositions were performed in order to
determine deposition rates of each target at the synthesis conditions. The AlFeNiTiVZr target was sputtered using a radio frequency (RF) sputter source with 150 W
of power applied, while the Cr target was sputtered with 15 W from a direct current
(DC) source. Both depositions were done in 0.667 Pa Ar. The calibration samples
had their thickness measured using a Tencor Alpha-Step 200 profilometer, and the
resulting thickness data was used in conjunction with the in-house sputter model
to determine the deposition time and approximate the composition spread [34]. Afterward the CCS library was synthesized by co-deposition of the AlFeNiTiVZr and
Cr targets for 60 minutes at the aforementioned conditions. The resulting average
film thickness was 100 nm. For the post-processed libraries, the film was annealed in
vacuum for 6 hours at 873 K. The composition stoichiometry was verified using wavelength dispersive X-ray spectroscopy (WDS) measurements across 45 points along the
pseudobinary space using pure metal standards for calibration.
Post-annealing in an oxidizing environment was performed in order to determine
regions of oxidation resistance across the CCS. Five libraries were synthesized and
vacuum annealed under the same conditions as mentioned above. The samples were
separately placed into a furnace that was preheated to 873 K in an air environment
and annealed for 1, 3, 6, 12, and 18 hours. The samples were then removed from the
furnace and cooled in a room temperature environment.
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4.1.2

Ex situ Synchrotron Diffraction Studies

Ex situ X-ray diffraction (XRD) studies were performed at the 1-5 beamline of SLAC
[74]. The experimental set up has been described in Section 2.2 and seen in Figure 2.8.
The CCS sample libraries were mounted onto an x-y transnational stage, which was
aligned with the source at a incidence angle of 6°. The X-ray source energy was 12.7
keV (0.9762 Å). The samples were scanned at room temperature, in series, across an
evenly spaced grid of 441 points. Sample to detector distance and sample angle was
calibrated using a LaB6 standard. The 2-D diffractograms were converted into 1D
patterns by an azimuthal integration using an "on-the-fly data assessment" Python
script by Ren et al. [200]. This script was designed to process high-throughput
quantities of diffractogram data. The 1D patterns were baseline reduced using a
cubic spline, and the CombiView clustering analysis package was used to determine
phase regions across the binary [138].
4.1.3

Ex situ Raman Spectroscopy Mapping

Raman spectroscopy was performed using the Horiba XploraPLUS Raman microscope described in Section 2.3. The excitation source was a 25 mW, 473 nm blue
solid state laser. Additionally, the 30 mW, 638 red diode laser was used to ensure no
fluorescence was observed by the using blue source. The 2400 lines/mm grating was
to separate the Raman light, and a 20x objective (numerical aperture (NA) = 0.40
working distance (WD) = 12 mm) was used to focus the source. The spot size was
approximately 1.44 µm. Measurements were captured using a thermoelectrically air
cooled Syncerity charged couple device (CCD) detector. Raman spectra were taken
over a 5 second acquisition time and averaged with 3 spectral accumulations. Sample
measurements were taken in serial using an x-y motorized stage programmed to move
at 0.4 mm intervals over a total of 191 points. The change in composition of each
point was approximately 0.2 at.% Cr.
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4.2

Results and Discussion

4.2.1

Characterization of the Pseudobinary CCS via Diffraction

The thin film CCS libraries were synthesized and processed in order to determine the
phase dynamics and oxidation behaviors of a (AlFeNiTiVZr)1−x Crx composition. The
(AlFeNiTiVZr)1−x Crx pseudobinary composition resulted with an x between 0.064
and 0.357. A phase boundary was optically observed at all oxidation annealing times,
as seen in Figure 4.2, where variation in color is indicative of two separate phases.
This is due to differing refractive indices, which is a result of different oxide phases on
the surface. Therefore, there is strong evidence that the increase in Cr at.% results in
phase change. The region with a lower Cr content was labeled as R1 and the higher
Cr content was labeled R2 .

Figure 4.2: The optical image of the pseudobinary CCS. A visible phase boundary is
seen that separates the composition spread into two regions, R1 and R2 .
Ex situ synchrotron measurements were taken over 441 evenly spaced points along
the entire CCS sample wafer. After initial analysis of the 441 diffraction patterns,
the total number of examined patterns was narrowed down to 23 that were specifically along the pseudo-binary spread. Figure 4.3 displays a waterfall plot of each
the diffraction patterns of all sample libraries with respect to the Cr content. The
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as-deposited film (Figure 4.3a). shows two broad peaks that have typically been associated with bulk metallic glass materials, but the patterns can also be attributed
to highly polycrystalline structure that has short range ordering. After annealing
the grains coarsen into ordered structures seen, which can be see in the additional
plots. Figure 4.3(b) is a plot of the vacuum annealed sample library, and it shows
that structure of material is identical across all observed compositions, with some
variations in the intensity ratio of the main peak at 3.04 Å−1 . There are some slight
variations in the peak positions, which indicates minor changes with the lattice. However, this is consistent with variations in composition and are not indicative of any
full phase change. Bragg’s law and d-spacing calculations were performed in order
to determine the structure and spacing of the vacuum annealed composition. The
results revealed that the crystal structure was a BCC solid solution with a lattice
parameter of 2.92 Å[54]. Compared to the theoretical Vegard’s law calculations, the
lattice constant would fall between 3.25 and 3.14 Å, based on the material’s composition [215]. This results in an error of 7% between the measured and theoretical
values, but Vegard’s law is also a heuristic estimate and will not always be in full
agreement [114]. Furthermore, the calculated BCC crystal structure is consistent
with the valence electron concentration (VEC) heuristic. A VEC that is less than
6.87 indicates that a BCC solid solution is more favorable to form, while a system
that has a VEC that is greater than 8.0 prefers an FCC structure. Values in between
result in a mixed structure [77]. The VEC of (AlFeNiTiVZr)1−x Crx falls within 5.79
and 5.69 depending on the pseudo-binary compositions, which places the material
firmly in the BCC range.
Figures 4.3(c-f) show a progression of oxidation in air at 873 K as a function of
time. After 1-hour of oxidation, seen in Figures 4.3(c), there is a clear phase transition
between 23.6 and 25.4 at.% Cr, which arises from the formation of low Q-space
peaks. The phase transition provides additional evidence toward the optical boundary
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Figure 4.3: Waterfall plots of each samples diffraction patterns across the compositional spread with respect to Cr at.%. Each oxidized sample was also vacuum
annealed for 6 hours at 873 K. (a) As-deposited, (b) Vacuum annealed, (c) 1-Hour
oxidation, (d) 3-Hour oxidation. (e) 6-Hour oxidation, and (f) 18-Hour oxidation.
The black patterns in the oxidized samples correspond with the R1 phase, while the
red patterns are associated with the R2 phase.
representing different phases in Figure 4.2. Therefore, the diffraction patterns on the
different sides of the boundary can be linked to the R1 and R2 regions. As the sample
is annealed further, we can different oxide phases form. However, Figure 4.3(f) shows
that the phase boundary has shifted to between 27.3 and 29.2 at.% Cr, which indicates
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that the R1 phase shifts towards regions of higher Cr as anneal time increases. This
could indicate that R2 is a metastable phase.
The characteristic diffraction patterns associated with extreme end of each phase
region can be seen in Figure 4.4. Figure 4.4(a) shows the representative patterns
of the R1 phase region (6.4 at.% Cr), while Figure 4.4(b) contains patterns that
represent compositions in the R2 region (35.7 at.% Cr). After the 6-hour vacuum
anneal, the BCC crystal structure is readily apparent in both phases. Both graphs
show the Si (311) substrate peak only with the vacuum annealed library and 1 hour
oxidized library. This is due to sight variations in the synchrotron tilt angles as a
result of measurements taken on different days.
Analysis starting with the R1 phase (Figure 4.4(a)) shows that after 3 hours of
oxidation, the BCC MPEA structure has fully destabilized. The Ellingham diagram
for oxide formation shows Zr, Al, and Ti as likely candidates for the formation of
oxides, with Ni and Fe closely following [209]. However, the peaks at 1.45, 1.75, and
2.05 Å−1 can be attributed to multiple oxide phases (ZrO2 PDF# 88-2390, TiO2
PDF# 78-2486, 75-1582, 88-1174). Since the library deposition was on a silicon substrate, silicides must be considered as possible candidates for indexing. In particular,
a cubic FeSi structure fits very well with peaks in the R1 phase (FeSi PDF# 76-1748).
Notably FeSi is not present during the vacuum anneal and only forms after oxidation.
This could indicate that oxidation provides a nucleation point for the formation of
FeSi, or the sample was not annealed long enough for FeSi to form.
The R2 phase, seen in 4.4(b), shows different oxide structures. In particular,
the oxide formed is proposed to be an eskolaite (Cr2 O3 PDF# 74-0326), which is a
trigonal form of Cr2 O3 . While the eskolaite appears to continuously grow with anneal
time, no Al2 O3 structures were visible in the diffraction patterns (Al2 O3 PDF# 832080). There were also two unidentified peaks within the region at 1.96 and 3.01
Å−1 . These may correspond to mix metal oxides but require further analysis to
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verify their identity. Outside of the unknown peaks, it appears that Cr2 O3 prevented
the formation of other oxide species on the surface, while preserving the BCC MPEA.
Furthermore, the R2 does not show the FeSi structure at any time during oxidation.
This is potentially due to the oxide structures grown in the R2 region not providing
nucleation sites for the growth of FeSi, or a reduction of the Fe at.% relative to the
increase Cr at.%, which supports the lack of anneal time during vacuum, in the R1
region.

Figure 4.4: The peak analysis and indexing of the R1 and R2 phase regions. (a)
Diffraction patterns measured at 6.4 at.% Cr (R1 ). The patterns show an unknown
oxide formation along with the growth of a FeSi structure at all oxidation anneals
above one hour. (b) Diffraction patterns measured at 35.7 at.% Cr (R2 ). The major
oxide phase grown was identified as a trigonal Cr2 O3 .
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4.2.2

Oxide Identification via Raman Spectroscopy

Phase mapping via Raman spectroscopy was performed as an additional characterization technique to identify the oxide structures. The mapping was performed in a
1D line corresponding to the change in Cr concentration in the library. Figure 4.5
shows the spectra of the R1 and R2 regions after the 1-hour oxidation. A literature
search based off the possible oxide constituents and FeSi was performed. FeSi was observable in the diffraction data, and the Raman modes are associated with the A(212
and 392 cm−1 ), E (225 and 353 cm−1 ), and T (224, 255, 332, 384, and 464 cm−1 )
symmetries [192, 193]. However, the modes are not visible in Figure 4.5(a), which
indicates that FeSi is at the interface between the sputtered film and the substrate.
Many different oxide bands were gathered when considering oxide formation. Al2 O3
has two major polymorphs α and γ. The γ polymorph has no visible Raman bands
[8, 120, 166]. However, α-Al2 O3 has seven known Raman active bands corresponding
to A1g and Eg modes. These band are located at 378, 418, 432, 451, 578, 648, and 755
cm−1 [8, 160, 120]. CrO2 has four Raman modes at 149 cm−1 (B1g ), 458 cm−1 (Eg ),
570 cm−1 (A1g ), and 682 cm−1 (B2g ) [99]. Additionally, there it has been reported
to have a band at 633 cm−1 , but it can be considered a convolution of the A1g and
B2g modes [227]. Other Cr oxides have also been studied, such as Cr8 O21 , which is
an intermediate between CrO3 and Cr2 O3 and has been reported to have a band at
838 cm−1 [227, 100]. Cr2 O3 was observed in the XRD, and the bands for Cr2 O3 are
visible at 307, 350, 550, and 614 cm−1 [82, 19]. CrO3 bands have been reported at
300, 400, 600, 760, 880, 935, and 1005 cm−1 [248]. For Ti based oxides, rutile TiO2
has Raman modes at 142, 195, 395, 515, and 637 cm−1 . The anatase polymorph of
TiO2 only has the single band at 614 cm−1 [230]. A major V oxide is V2 O5 , which
has a single band at 992 cm−1 . This band can shift to 1040 cm−1 when the oxide is
supported on SiO2 [164, 264]. Fe has many different oxide structures, which include
FeO, α-Fe2 O3 , γ-Fe2 O3 , and Fe3 O4 . Most of the bands associated with these Fe oxide
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structures lie near 250 and 630 cm−1 [139]. The Ni-O stretch has been measured at
505 cm−1 [129]. Zr oxides are typically seen at 267 and 644 cm−1 [17]. Outside of
single metal oxides, there were possible mixed metal oxides to consider. Chromites
and ferrites, such as FeCr2 O4 , NiCr2 O4 , and NiFe2 O4 have been shown to have the
A1g band at 650 and 750 cm−1 [88]. Additionally, certain spinels, such as FeCr3 – x O4
and NiFex Cr2 – x O4 have been shown to have bands at the same locations [88].

Figure 4.5: Raman spectra of the 1-hour oxidized sample. (a) R1 phase (b) R2 phase.
Oxidation is apparent in both regimes, but differentiation is easier in the R2 region.
After exhausting the vast potential oxides through a literature search, it became
clear that labeling the bands was a difficult proposition. Many of the oxide bands
overlap between structures, which makes it nearly impossible to distinguish what
oxides are forming via Raman spectroscopy. Figure 4.5(a) is a broad convolution
of these bands. Furthermore, Figure 4.5(b) does not readily show the known Cr2 O3 ,
despite the observations in the XRD. Therefore, the previously indexed eskolaite may
be a similarly sized trigonal mixed metal oxide that inherited passivating properties
from Cr2 O3 . While exact identification of peaks is not possible at the moment,
mapping via Raman spectroscopy can still be used to track phase changes by watching
for the development of new bands as a function of composition.
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Figure 4.6 shows a heat map of the Raman spectra as a function of composition.
These maps include the as-deposited, vacuum annealed, 1-hour oxidation, and 18oxidation libraries. As expected with the as-deposited and vacuum annealed samples,
there is very little discernible signal from the metal. The formation of a thin surface
oxide shows slight signal, but overall there is a lack of information. However, the
heat maps support the observation seen in the XRD and optically that a phase
boundary develops with two distinct phase regions after oxidation. In the 1-hour
oxidized library, a very sharp band forms at 920 cm−1 , at the Cr concentrations
greater than 25 at.% (R2 ). However, this band has not be indexed to any known
peak and could correspond to the unknown mixed metal oxide seen in the diffraction
patterns at the same composition region. Additional bands form at 380, 662, 770, and
884 cm−1 , which correspond well with CrO3 . At concentrations below 25 at.% (R1 ),
broader band formations are seen between 500 and 1000 cm−1 . These two differing
areas on the map highlight the distinct phases, which are a result of changing Cr
concentrations. After annealing for 18 hours, the broad bands between 500 and 1000
cm−1 grow more intense, which indicates oxidation is continuous with anneal time in
the R1 region. The phase boundary is observed to have shifted from approximately
25 at.% to 28 at.%, which agrees the XRD analysis. At concentrations between 15
and 20 at.% Cr, the Raman intensity drops slightly with the formation af a new band
at 718 cm−1 , which is a result of the development of new oxides from the continuous
oxidation in the region.
4.3

Conclusions

Each type of characterization shows a consistent phase boundary that separates the
clearly distinct R1 and R2 phases. Figure 4.7, is meta-image that compiles these
observations of the 18-hour oxidized library. Each image shows that the phase transition is approximately at 29.2 at.% Cr. Additionally, the images provide a means of
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Figure 4.6: Compositional Raman heat maps. (a) As-deposited library, (b) vacuum
annealed library, (c) 1-hour oxidation, and (d) 18-hour oxidation anneal. The phase
boundary is visible in the oxidized sample libraries. There is a boundary shift from
25 at.% Cr to 28 at.% Cr as the anneal time increases.

Figure 4.7: A meta-image of the 18-hour oxidation that shows the phase boundary
using three different measurement techniques. (a) Optical observation. (b) X-ray
diffraction heat map. (c) Raman spectroscopy heat map. The phase boundary remains at the same composition across all three observations.
focusing the large amount of data gained using HTE methods in order to present the
phase boundary in different ways.
Taking a deeper look into the samples as a whole, the BCC structure was favored
post-vacuum anneal. However, at the region of low Cr content (R1 ), the crystal
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was destabilized after oxidation with the formation of an FeSi and various different
oxides. At regions with more Cr (R2 ), the BCC structure is retained along with the
suppression of oxides seen in the R1 phases. After continued oxidation past 18 hours,
the boundary separating the R1 and R2 phases shifted from approximately 25 at.% Cr
to 28 at.% Cr. Overall, this highlights HTE as an effective method for the rapid top
down investigations of MPEA materials, which can narrow down regions of interest
for further analysis.
Future analysis of materials of interest include characterization and mechanical
testing of bulk samples, in order to ensure the scalability of the properties. Mechanical
studies include hardness tests and cyclic fatigue measurements. Furthermore, electron
microscopy studies can help determine the kinetics and rate of oxidation growth by
measuring oxide thickness via cross-sectional analysis, which can verify if parabolic
growth is seen on the oxide suppressing phase. Additionally, energy dispersive Xray spectroscopy (EDS) measurements, performed in conjunction with the electron
microscopy measurements, can supply composition information on the surface oxides
and provide insight into the make up of the unknown oxides.
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Chapter 5
Phase Formation of Yttria-Stabilized Zirconia
via Magnetron Sputtering
5.1

Background and Motivation

As global energy demand rises, the need for materials that are optimal for the generation of electricity is amplified. Solid oxide materials have had many applications in
this field from energy storage to acting as catalysts and catalyst supports for the synthesis of biofuels or conversion of CO [121, 252, 253]. Two applications for solid oxides
include use as thermal barrier coatings in high-temperature gas turbine blade applications and as solid electrolytes in electrochemical fuel cell systems [44, 207, 126, 261].
5.1.1

Thermal Barrier Coating Application

Ceramic materials also have applications as thermal barrier coatings (TBC) for turbine blade systems. Typical turbine blades are made of nickel-based superalloys
such as Inconel [244, 96]. These alloys are chosen due to their oxidation, creep
stress, and cyclic fatigue resistance and high hardness at temperatures above 1173
K [16, 123, 152]. However, the operating environment for gas and jet turbine applications are often over 1873 K, which exceeds the melting point for these superalloys
[274, 183, 125]. Therefore, TBCs are required in order to suppress the temperature
at the superalloy during operation. The thermal barrier coating is applied to the superalloy with a bond coating and thermally grown oxide as seen in Figure 5.1. This
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is done in order to prevent lattice mismatch and spallation of the ceramic TBC from
the difference in expansion coefficient between the layers [217, 22, 105].

Figure 5.1: The cross-sectional schematic of a high-temperature turbine blade. The
relevant layers are illustrated, and the thermal barrier coating is responsible for keeping the superalloy over 700 K cooler than the combustion environment [35].1
Yttria-stabilized zirconia (YSZ) is the standard material used in TBC applications. It has high thermal resistance, as a result of the same interstitial oxygen
vacancies that provide its ionic conductivity. Incorporation of Y2 O3 into the base
structure of ZrO2 creates oxygen vacancies within the lattice due to the introduction
of cations with lower valency than Zr. These vacancies are positive charge holes,
which balance the anion lattice charge [271, 109, 124]. Additionally, the vacant sites
in the lattice provide locations where phonon scattering occurs, which results in an
increase of the thermal resistance of the material [213, 211, 270]. Phonons are the
1

Image reprinted from: J.K. Bunn, Development of Novel High-Throughput

Methodologies to Evaluate the Thermal Stability of High-Temperature Thin-Film
Crystals for Energy Applications. PhD Thesis, University of South Carolina, 2016,
with permission from ©(2016) Jonathan Kenneth Bunn. See Fig. F.1 for copyright
permission.
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vibrational excitation modes of particles (atoms or moluecules) in a lattice and their
scattering results in a disruption of heat transfer in a material [251, 260]. The thermal
conductivity, with respect to the phonons, can be expressed as the following equation,
which arises from the kinetic theory of gases [211, 260]:
1
k = CvΛ
3

(5.1)

where k is the thermal conductivity of the material (W·m−1 ·K−1 ), C is the heat
capacity per unit volume (J·K−1 ·m−3 ), v is the phonon velocity (m·s−1 ), and Λ is the
phonon mean free path (m).
While YSZ has been used often in TBC applications, the crystal structure of
the oxide is extremely important in these applications. Zirconia exhibits multiple
structural polymorphs, monoclinic (m), tetragonal (t), and cubic (c) and the introduction of dopant oxides, such as yttria, present a means of stabilization of specific
phases at different temperature conditions [237]. The monoclinic structure has been
avoided due to resulting in a lattice mismatch between a non-Al2 O3 TBC and the
bond coating that can result in spallation and failure of the blade material [288, 262].
Therefore, t-YSZ has been studied extensively. However, using YSZ as a TBC in
other applications, without introducing structural defects, such as pin holing, is a
challenging procedure that require a different approach to synthesis.
5.1.2

Electrochemical Applications

One of the major electrochemical systems that utilizes solid oxides is the fuel cell.
In this field, a prominent technology is the solid oxide fuel cell (SOFC). Typical
SOFCs are operated at relatively high temperatures ranging from 773 K to 1273 K
[101, 250]. While other fuel cell systems, such as the proton exchange membrane fuel
cell (PEMFC), can operate at much lower temperatures, SOFCs have an advantage
because they can utilize a wide variety of fuels to generate electricity, such as biofuels,
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light hydrocarbon fuels, H2 and liquefied petroleum [78, 277]. Additionally, SOFCs
have been demonstrated to have a high combined heat and power efficiency of up
to 85% [224, 169, 150]. By contrast, PEMFCs require H2 as their fuel source, which
reduces their overall flexibility. Additionally, H2 is a costly energy source that requires
precious metal oxygen reduction reaction (ORR) catalysts or industrial gasification
to generate, which drives up expenses [224, 169, 150].
Figure 5.2 illustrates the components of a typical SOFC, with the major parts
consisting of an anode, cathode, and solid oxide electrolyte. SOFCs convert chemical
energy into electrical energy by flowing gaseous fuel over an anode and oxygen over a
cathode. Oxygen molecules are reduced to O2 – ions that travels through the cathode,
solid oxide electrolyte, and anode. There the ions react with the fuel to generate
H2 O, CO2 , and free electrons. These electrons travel via a wire back to the cathode,
completing the circuit and electrical energy is harnessed from this circuit.

Figure 5.2: An illustration of the components and reactions involved in the layers of
a SOFC. At the porous cathode, O2 molecules are decomposed into O2 – ions that
travel through the solid electrolyte. At the porous anode these ions synthesize CO2
and H2 O with the fuel provided to the SOFC. The reaction releases electrons that
flow back to the porous cathode via a wire, generating electrical energy.
Mixed-potential gas sensors are another electrochemical device that utilize solid
oxide electrolytes. These gas sensors have potential application for the detection of
toxic and flammable gases [161, 65, 136] These gases have been closely monitored
in automotive exhaust due to environmental legislation enforced in the USA, Eu67

rope, and Japan [161]. Typically, automotive exhaust sources use potentiometric and
impedancemetric gas sensors to detect harmful emissions. However, mixed-potential
sensors have an advantage over the standard sensors due to their ability in harsh,
high temperature (723 K to 1173 K) combustion environments [161, 31]. The operating principle is similar to SOFCs, with two electrodes connected via a wire and solid
electrolyte. A reduction or oxidation half-reaction occurs at the working electrode,
while the opposite reaction occurs at the counter electrode. The potential difference
between the electrodes is read by a potentiometer that can translate voltage to the
concentration of the reactive species [161, 195]. Both electrode half-reactions are
rate limited by Butler-Volmer kinetics and exhibit Tafel-type behavior as seen in the
following equation [63, 184]:

i = i0 exp(±αF

η
)
RT

(5.2)

where i is the current density (A·m−2 ) from one half reaction, i 0 is the exchange
current density (A·m−2 ), α is the charge transfer coefficient from 0 to 1, F is the
Faraday constant (J·V−1 ·mol−1 ), η is the overpotential (V), R is the gas constant
(J·mol−1 ·K−1 ), and T is the temperature (K). Similarly to SOFCs, the solid electrolyte provides a medium for the transfer of oxygen ions between electrodes during
sensing.
In both of these situations, operating temperatures range from 723 K to 1273
K [101, 250, 61]. While for mixed-potential sensors this is typical for the environment, in a SOFC it can be a major disadvantage. High temperatures increase costs
due to a requirement for sturdy materials that are resistant to thermal shock and
the environment. Additionally, expensive heat exchangers are required to control the
SOFC temperature. Furthermore, inter-diffusion can cause additional wear on the already expensive materials and can promote reactions between the parts of the SOFC
[101]. Lowering the operating temperature of the SOFC can mitigate many of these
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costs and potential points of failure. However, the current material that is traditionally used as a solid electrolyte is yttria-stabilized zirconia (YSZ). YSZ is capable
of allowing oxygen ion diffusion through vacant cites within its lattice [4, 70, 124].
However, it only has optimal ionic conductivity at temperatures between 1073 K to
1273 K [70, 128, 269]. Therefore, studies for an alternative material that can function at lower temperatures or has a higher ionic conductivity have been performed
[156, 221, 257].

Figure 5.3: Solid electrolytes exhibit Arrhenius behavior with respect to ionic conductivity. The Arrhenius plot shows that within the same temperature regime 9.0
mol.% Sc2 O3 ScSZ maintains higher ionic conductivity than 9.0 mol.% Y2 O3 YSZ.
[228, 267]
One of material that has been studied is scandia-stabilized zirconia (ScSZ). Similar to YSZ, the addition of Sc into Zr2 O3 stabilizes the cubic zirconia phase [173,
245, 265, 268]. ScSZ utilizes the same interstitial oxygen vacancy mechanism for ionic
transport as YSZ, but has higher ionic conductivity at lower temperatures (973 K to
1123 K). Compared to YSZ, in the same temperature regime, oxygen ion conductivity
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of ScSZ is higher as seen in the Arrhenius plot in Figure 5.3 [1, 26, 122, 284]. However,
the synthesis of ScSZ for use in these applications is a non-trivial task. Traditionally,
synthesis of oxides involved spin coating and is a fairly inexpensive technique. However, oxides created in this manner are relatively thick (>1µm) for this particular
application. It is preferable for these electrolytes to be thinner than 500 nm because
it lowers the constriction effect that increases ionic resistivity linearly with thickness
[103, 119, 284]. However, it is not possible to spin coat ceramic electrolytes this thin
because of mechanical failure [144]. Therefore, other synthesis techniques need to be
explored in order to achieve optimal efficiency for the electrolyte.
5.1.3

Sputtering Synthesis and Crystal Phase Stabilization

Thin-film deposition is a good candidate technique for the synthesis of these oxide
materials onto their desired surfaces. Deposition technqiues been utilized in the past
to investigate ScSZ and YSZ electrolyte performance [219, 218]. Physical vapor deposition (PVD) is a potentially viable technique due to its ability to scale up to quality
thin-films industrial levels, such as in semi-conductor materials [258, 223]. However,
a major issue that can present itself during magnetron sputtering is the development
of undesirable metastable phases due the high-energy particle bombardment along
with the rapid quench rate of the technique [42, 23]. A rigorous inquiry into the
adjustment of sputtering conditions, such as the gun power, gun tilt, and deposition
pressure, can provide insight into the a pseudo-phase diagram based off thin-film
deposition.
5.1.4

Stabilized Zirconia Structures

Historically, cubic and tetragonal phases zirconia are stabilized by oxides such as
yttria or scandia to prevent the material from adopting the monoclinic phase upon
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cooling [190]. The functionality of these stabilized zirconium oxides as an electrolyte
or thermal barrier can be dependent on the phase of the material.
Oxygen vacancies in the stabilized zirconia systems provide sites for the transport
of oxygen ions during when the material is used as a solid electrolyte. Additionally,
oxygen vacancies are also the main contributor to the high thermal resistance of the
stabilized zirconia systems because of the phonon scattering effect [211, 116, 251]. In
a simple sense, heat travels through solid materials via the phonon vibrations in the
crystal lattice, and because of disruptions in the lattice due to the introduction of a
dopant oxide, phonon vibrations are scattered and heat flow is disrupted, increasing
thermal resistance. A basic example of the phonon scattering due to vacancies can
be seen in Figure 5.4.

Figure 5.4: A basic example of how lattice vacancies cause phonon scattering. (a)
The atoms (gray) in the lattice vibrate with a periodicity that can be broken down
into several normal modes. (b) The introduction of defect sites (yellow) allow for a
scattering effect, which results in higher thermal resistance.
While the cubic YSZ (c-YSZ) and tetragonal YSZ (t-YSZ) maintain oxygen defect
sites that contribute to their high ionic conductivity and thermal resistance, there are
preferences between the two structures in various applications due to the necessity of
preventing lattice mismatch between the coated material and substrate. Additionally,
while the metastable t’-YSZ has been shown to have high thermal resistance due to
the formation of microstructural tweed boundaries, the metastability of the crystal

71

phase means that phase separation is a potential concern [141, 153, 102, 201]. The
t’-YSZ can phase separate at high enough temperatures (>1473 K) over many hours
of operation into c-YSZ and t-YSZ, which leads to m-YSZ upon cooling, defeating
the purpose of stabilizing the material. This can lead to a mechanical failure from
the stresses caused by changes in volume [201, 262, 45].

Figure 5.5: YSZ phases and transformation. (a and d) c-YSZ, (b) t’-YSZ, (d) t-YSZ,
(e) m-YSZ [201].2
The polymorphs of stabilized zirconia and how they phase separate can be seen in
Figure 5.5. The tetragonal phases are distinguished by the degree of oxygen displacement in the structure. Differentiating the tetragonal structures can be difficult with
2

Image reprinted from:

X. Ren, W. Pan.

Mechanical properties of high-

temperature degraded yttria-stabilized zirconia. Acta Materialia, 69, 397-406, with
permission from ©(2014) Elsevier. See Figure F.4 for copyright permission.
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only diffraction because they belong in the same space group P42 /nmc, while c-YSZ
is Fm3m [273, 201]. A way to parse t-YSZ and t’-YSZ (along with the additional
t”-YSZ phase) is to measure the displacement of oxygen in the lattice, which is outside the scope of this work. While, further analysis of the crystal structures requires
additional experiments and data collection, the current work is a proof of concept in
order to show the ability to develop a phase diagram system using estimated sputter
energy.
Scandia stabilized zirconia (ScSZ) has similar structural considerations, but has
been observed to form rhombohedral structures at temperatures above 1373 K [130].
Additionally, it has also been shown to have better application as a solid electrolyte
than YSZ due to higher ion conductivity (0.30 S/cm) compared to YSZ at operating
conditions (<1123 K) [1, 26, 122, 284].
In this chapter, phase analysis is performed on YSZ and ScSZ samples that have
been synthesized via R.F. magnetron sputtering. Sputtering was chosen because traditional synthesis methods have difficulties when developing thin ceramics due to the
development of pinholes and fractures [144]. Both applications of the zirconia films
also benefit from synthesis as thin materials. The thermal barrier coating reduces
additional parasitic mass on the structural material it is applied to, and the solid
electrolyte has increased conductivity with less mass in the direction of ion flow. An
investigation of the effects of synthesis conditions on the phase formation of YSZ thin
films was conducted, utilizing tools discussed in sections 2.1 and 2.2. High-throughput
methodology was applied to the ScSZ studies, where a four factor, three level design
space was utilized to determine synthesis and post-processing conditions associated
with analyzed crystal phases and texturing of the films.
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5.2

Experimental Methodology

5.2.1

Yttria-Stabilized Zirconia Experimental Design, Synthesis, and
Characterization

One of the major goals of sputtering YSZ at various conditions was to develop a
"pseudo-phase diagram" for the deposition of the oxide at various energetic conditions.
Studies on the effects of deposition parameters on the properties of YSZ have been
performed in the past, but have not developed a visualization of the phase boundaries
based on the parameter space [203]. Gun power directly correlates to adatom energy
but with sputter pressure. As for sputter gas pressure, the energy of the adatom
decreases with increased pressure. This is due to the higher number of gas atoms
that are directly in the path between the adatom and substrate. Collisions with these
atoms decreases the energy the adatom carries to the substrate during deposition.
After identifying the phases associated with each deposition parameter, the deposition
phase diagram can be compared to the traditional binary phase diagram for YSZ,
with the goal of estimating deposition conditions required for the synthesis of desired
phases, in particular metastable structures that are observable in the traditional phase
diagram. Additionally, this approach can also be to transfer operating knowledge for
the deposition parameters used for other sputtering systems.
However, using deposition phase diagram has unique difficulties because different
sputter systems often have varying geometries, which result in different energetics
within the system. Oftentimes a way to mitigate the different geometry is to use the
voltage applied to the gun for energy measurements, but ceramics can have difficulties
with presenting the potential on the surface. Therefore, estimations have to be made
based on deposition rates, sputter power, and sputter gas pressure.
In order to determine the sputtering conditions YSZ requires for a particular
crystal structure to be synthesized, a synthesis design space was chosen based off the
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previous deposition rate calibrations... An 8 mol.% Y2 O3 YSZ target with 99.9%
purity was RF sputtered with the AJA sputtering system discussed in 2.1. The RF
magnetron source was used in order to prevent charge buildup on the insulating target
material. The deposition sputter power and argon pressure conditions are based off
of permutations of the conditions seen in Table 5.1. Depositions were performed at
room temperature with the in situ tilt of the YSZ target at 7 mm. Twelve samples
were deposited on 1 cm2 single crystal Si substrates with the <100> orientation.
The substrates were cleaned with acetone and mounted on the substrate holder with
Kapton tape.
Table 5.1: Deposition Parameters for YSZ Sample Synthesis
Factors

Variables

Gun Pow. (W)

150

Argon Press. (mTorr)

10

100

75
5

50
2

Post-deposition thickness measurements were performed using a Filmetrics reflectometer. This uses the differences in refractive index, n, and extinction coefficient,
k, between the measuring medium (air), sample (YSZ), and substrate (Si) in order
to determine thickness based off the constructed wavelength of light that returns
to the detector [176, 177]. The input refractive index of the YSZ is 2.15, and the
approximate average thickness of each sample is 200 nm.
Crystallographic measurements were collected using XRD with a Rigaku MiniFlex
benchtop X-ray diffractometer, with a Cu-kα source and scintillating detector. Measurements were taken between 20 to 65° 2θ at a scan rate of 0.5 °/min. This created
a 1D diffraction pattern for the samples, which allowed for an ease of measurement,
but prevented critical analysis of sample texturing on the Si substrate surface.
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5.2.2

Scandia-Stabilized Zirconia Experimental Design, Synthesis, and
Characterization

An 11 mol.% Sc2 O3 ScSZ target was RF sputtered using the AJA sputtering system
outlined in Section 2.1. The deposition parameters were varied over a series of factors
with high, medium, and low levels, seen in Table 5.2, with samples being synthesized
via each arrangement of conditions. Out of the 27 possible permutations, the samples
with the conditions at 35 W with both 5 and 10 vol.% O2 and at 773 and 973 K were
not synthesized due to the extremely low deposition rates (ł 0.1 Å/min). Deposition
rates were calibrated using a quartz crystal monitor and profilometery in conjunction
with the in-house sputter model, as described in Section 2.1 .The remaining samples
were deposited onto 7.62 cm by 2.54 cm single crystal Si substrates with a <100>
surface orientation. The Si substrates were cleaned using acetone and were mounted
onto the substrate holder using silver paste as an adhesive, due to the deposition
being performed at temperatures above 773 K. After deposition, film thickness was
measured using Filmetrics reflectometry, and the average film thickness on the sample
strip was found to be 30.24 ± 2.80 nm. The samples were then cut into three equal
area square pieces (2.54 cm by 2.54 cm) for the post-annealing study. One sample
was left as-deposited, while the remaining two were annealed in air at 1273 K for 4
and 8 hours. This is a typical temperature for a solid electrolyte to experience, in
particular during deposition of an electrode onto it.
Table 5.2: Deposition Conditions for ScSZ Sample Synthesis
Variable Factors
Gun Pow.

O2 Conc.

Deposition Temp.

Annealing Time

Factor Level

W

vol.%

K

Hours

High

65

10

923

8

Medium

50

5

773

4

Low

35

0

297

0
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Crystal structure measurements were taken using the SAXSLab Ganesha system outlined in Section 2.2. This was used in order to determine the crystal phase
and texturing of the material with the help of a 2D area detector. The 2D diffractograms were converted to 1D diffraction patterns via an integration with respect to
χ. Microstructural data, such as continuity, unformity, and grain size was measured
using scanning electron microscopy (SEM), which uses an electron beam to sample
the surface topography. The microscopy used was a Zeiss Ultraplus Thermal Field
Emission SEM with 10 keV electron beam intensity, a 4.6 nm working distance, and
secondary detector. All analysis of the grain size distributions was performed using
Nano Measurer [266].
5.3
5.3.1

Results and Discussion
Yttria-Stabilized Zirconia Characterization and Phase Regimes

The standard phase diagram of YSZ can be seen in Figure 5.6 [273]. Typically 8
mol.% of Y2 O3 is used to stabilize the cubic zirconia phase, but it has been shown
that the material destabilizes at temperatures above 1273 K, and operating conditions
for thermal barrier coatings can exceed 1873 K [18, 229]. This is due to the phase
separation the cubic structure into a mixture of the tetragonal and cubic phases.
However, Yashima et al. have also shown a metastable tetragonal prime structure
for that exists at temperatures above 1273 K. The metastable structure has been
hypothesized to be a result of sluggish diffusion, and with a rapid quench rate, it
can be captured during synthesis [273]. Thin-film deposition is a technique that can
provide the rapid quench rate (1000 K/s) alongside depositing a structurally sound
ceramic material [219]. However, as previously mentioned, despite t’-YSZ retaining
its structure at high temperatures, due to its metastable nature it can still phase
separate into t-YSZ and c-YSZ after continued heating. However, it is still worth
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determining the conditions for the synthesis of each phase in order to develop a link
between deposition and the binary phase diagram.

Figure 5.6: The binary phase diagram of Y2 O3 and ZrO2 [273].3
Characteristic diffraction patterns of samples measured with the design space
outlined in Table 5.1 can be seen in Figure 5.7. The diffraction patterns show the
cubic and tetragonal structures that have been observed in the samples. Preliminary
analysis of the structures are based off of PDF cards from the Inorganic Crystal
Structure Database (ICSD) and the fitting of the diffraction peaks [83]. The cubic
space group was Fm-3m as seen in PDF# 82-1246 and the tetragonal space group
was P42/nmc from PDF# 82-1245. The C(111) has an average peak position of
3

Image reprinted from: M. Yashima, M. Kakihana, M. Yoshimura. Metastable-

stable phase diagrams in the zirconia-containing systems utilized in solid-oxide fuel
cell application. Solid State Ionics, 86-88, 1131-1149, with permission from ©(1996)
Elsevier. See Figure F.5 for copyright permission.
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Figure 5.7: The characteristic diffraction patterns of the YSZ phases. The blue is the
cubic (111) plane, purple is characteristic of the mixed tetragonal (002) and cubic
(111), while the red shows only the tetragonal (002).
29.7° 2θ, while the T(002) has an average peak position of 35.0. Variations in the
peak positions for the same phases can be attributed to oxygen deficiency during
deposition, and mix phases can cause expansion with the lattice. It can be argued
that the two observable peaks are multiple orientations of either c-YSZ or t-YSZ, but
based on the reference diffraction patterns, it is reasonable to assume that different
phases exist, due to the slight variations in peak position. Additional experiments
are required in order to validate the phase formations, and will be performed in a
future work.
Reorganizing the data in Table 5.3 into a deposition phase diagram results in Figure 5.8. The phases can be divided into distinct regions based off of estimated energy
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Table 5.3: Indexed Peaks Positions and Phases of YSZ at the Sputtered Conditions
Argon Press.

Sputter Pow.

Main Peak Position

Phase and Index

mTorr

W

2θ(°)

(hkl)

2

50

29.5

C(111)

2

75

29.3

C(111)

2

100

29.3

C(111)

2

150

29.5

C(111)

5

50

35.1

T(002)

5

75

35.0

T(002)

5

100

29.9 & 34.9

C(111) & T(002)

5

150

29.7 & 34.9

C(111) & T(002)

10

50

34.9

T(002)

10

75

35.0

T(002)

10

100

30.1 & 35.0

C(111) & T(002)

10

150

30.1 & 34.9

C(111) & T(002)

contribution from the sputter gas (Ar) pressure and the gun power. In particular, the
solo c-YSZ phase is seen at gun powers with the sputter gas pressure at 2 mTorr. The
t-YSZ only structures are seen at sputter gun powers below 75 W and Ar pressures
of 5 mTorr and higher. Finally, the mixed phases are observed after the sample has
been synthesized at sputter gun powers 100 W and greater, when the chamber is
exposed to Ar pressures at 5 mTorr and greater. Cubic YSZ is seen at regions that
would be considered high energy based on sputtering heuristics, and the cubic-only
structure is at pressures less than 5 mTorr. Low Ar pressure reduces the number of
molecules in the direct path of the adatoms, which reduces the number of collisions
that decrease the energy of the adatoms. Tetragonal-only samples are seen in regions
considered lower energy, where Ar pressure lowers adatom energy and the deposition
power is moderate. It can be reasonably assumed that there is an pressure threshold
between 2 and 5 mTorr that acts as a phase boundary during synthesis between the
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cubic and tetragonal structures. Additionally, there is a second boundary at sputter
powers between 75 and 100 W when the Ar pressure is at or above 5 mTorr. This
boundary separates the tetragonal-only samples from the mixed structure samples,
indicating that there is a sort of dome where the mixed YSZ phases exist. This is
semi-analagous to the traditional binary phase diagram for YSZ, where higher temperatures during synthesis contribute toward the development of a cubic phase, and
lower energy leans toward tetragonal and eventually monoclinic structures.

Figure 5.8: The deposition phase diagram, using the input synthesis conditions as the
axes. The diagram shows that the YSZ phases fall into separate deposition regions.
During all measurements it is unclear whether or not the metastable t’-YSZ structure was synthesized, and additional experiments will be required to possibly differentiate the structures. However, from the newly formed deposition phase diagram, we
can make reasonable assumptions on where a potential metastable phase will form
when translating phase boundaries from the traditional phase diagram to the new
one. Additionally, in order to fully validate the deposition phase diagram, additional
structural analysis, annealing tests, and energetic calculations via the sputter model
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are required and will be discussed below, but this is a promising first step toward
translating the binary phase diagram to the deposition space.
5.3.2

Scandia-Stabilized Zirconia Characterization and Analysis

Scandia has been shown to stabilize bulk cubic zirconia at temperatures below 1373
K, but thin-film phase studies have been limited. Figure 5.9 shows characteristic
diffraction patterns of the ScSZ sample at 50 W, unheated and with no reactive gas
(O2 ) in the sputtering chamber. The as-deposited sample shows the c-ScSZ phase was
synthesized and remained in the sample after post annealing the sample at 1273 K for
both 4 and 8 hours. The planes observed were cubic (111), (200), and (220) at 30.0,
34.5, and 48.9° 2θ, respectively [208, 86]. Additionally, there is a lack of secondary
phases seen in the diffraction patterns of all measured samples, which indicates that
c-ScSZ is stable up to 1273 K and insensitive to changes in the synthesis conditions.
While, the cubic phase remained post-anneal, all peaks showed a visible shift of
approximately -0.5° 2θ, which is indicative of lattice expansion. This is likely due to
the addition of oxygen in the ScSZ system during the air anneal. During deposition
of oxide ceramic materials, it has been shown that oxygen deficiencies can be seen
in the lattice of the deposited material [204]. Annealing in air reintroduces oxygen
into the lattice that was lost during deposition, which forms a stochiometric ScSZ
material.
Crystallinity was determined after confirming the cubic phase of ScSZ in the
samples, and the characteristic texturing differences can be seen in Figure 5.10. Samples were determined to be polycrystalline (disordered), nanocrsytalline (slightlytextured), or textured based of the imagining of the Debye-Scherrer rings in the 2D
area diffractogram. When a textured system develops the rings compress to intense
points in the same 2θ, because all grains in the film orient to the preferred direction
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Figure 5.9: The characteristic diffraction patterns of the ScSZ samples deposited at
298 K, 50 W gun power, and with 0 vol.% O2 in the chamber atmosphere. These
patterns show only that the cubic phase was present at all annealing conditions.

Figure 5.10: A visualization of what is looked for when analyzing texture and preferred orientation.
without randomization like in a powder diffraction. This makes 2D area diffraction
vital when determining the extent of crystallinity in a sample.
A multilayer graph, seen in Figure 5.11, was developed to show crystallinity trends
in the factorial design space. The samples that were sputtered at room temperature
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and with no post-anneal showed broad peaks at 30.5 (111) and 50.8° (220) 2θ, which
are indicative of disordered crystals in the film [208]. After a post-anneal in oxygen the
peaks began to sharpen alongside an increase of signal-to-noise, which corresponds
to increasing crystallinity and texture formation. The increase in crystallinity is
typically associated with grain growth and coarsening, which is a typical phenomenon
during annealing, or the reintroduction of oxygen into the deficient ScSZ system.

Figure 5.11: The ScSZ crystallinity analysis at all synthesis conditions. The red
points represent moderate texturing, green points show slight texturing, and the blue
points represent disordered crystallites/grains that make up the film.
Figure 5.11 also shows the reduction of lattice disorder when heating during deposition. When the substrates are heated to 773 to 923 K during deposition, all samples
showed at the minimum slightly-textured orientations. Furthermore, when the vol.%
of O2 and deposition temperature are increased a textured film is form. Therefore, it
can be determined that when the substrate temperature increase, the surface energy
is higher and allows the adatoms to deposit on its preferred orientation [9]. Furthermore, heating and application of the reactive gas (O2 ) restores the oxygen atoms that
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were lost during deposition providing a higher textured surface. Finally, deposition
power can also affect texturing by adjusting adatom energy, which can be seen at the
923 K and 5 vol.% O2 sample point. However, the largest contributor to texturing is
the substrate temperature during deposition.
The development of a textured film, where the material develops in a preferred
orientation, is also an important factor when improving the performance and ionic
conductivity of a solid electrolyte when operating as a SOFC [220]. Film texture
analysis was performed by fitting the diffraction peaks with a pseudo-Voigt profile
and calculating the ratio of the intensities between the (111) and (200) peaks. That
ratio is used as a qualitative way to determine the preferential orientation of the ScSZ
on the Si substrate and is seen in the multilayer graphs in Figure 5.12. Unfortunately
four of the measured samples showed silver contamination and were not used in the
texture analysis.

Figure 5.12: The crystallinity ratio between (111) and (220) texturing at each of the
synthesis conditions.
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As the samples are subject to post-processing we see different changes in the
texture ratio. The film synthesized with no additional O2 and with 5 vol.% O2 ,
increased texturing in the (111) orientation after annealing for 4 hours, while after 8
hours the (111)/(220) texturing ratio decreases slightly. However, the samples that
were deposited at 10 vol.% O2 and at 50 or 65 W had preferential texturing in the
(220) direction after post-annealing for 4 hours, which became exacerbated after 8
hours of processing. One explanation for this phenomenon is that with the additional
oxygen introduced to the system, Stochiometric ScSZ has a preferential orientation
with a plane that includes the atoms and will reorient during annealing. In any event,
the retention of the (220) orientation indicates a stable film after post-processing.
Finally, the samples with the theoretically largest grains, deposited at 923 K, 65
W deposition power, and 10 vol.% O2 concentration, were studied via SEM. Furthermore, the 4 and 8 hour post-annealed samples were imaged with SEM alongside
an additional 12 hour post anneal to investigate any microstructural effects of postprocessing the deposited sample. The SEM imaging showed no structural damage of
the ScSZ film, with no visible cracking or delamination.
After imaging, the as-deposited sample grain sizes were too small to be resolved.
The post-annealed sample had over 300 grains measured for their sizes to observe
how the grains grew as a function of anneal time. The grain sizes were estimated as
ellipsoid in shame and were measured by taking the short length (LS ) and long length
(LL ) of each grain. Then a pseudo-diameter scalar value, D, was calculated by using
Equation 5.3.

D=

q

LS ∗ LL

(5.3)

Using this equation and the 300 measured grains in each sample, the average
grain sizes was 23.9, 25.8, and 27.4 nm for the 4, 8, and 12 hr annealed samples,
respectively. Figure 5.13 shows the grain distribution across the sample conditions at
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the various annealing times. While the average grain sizes increased, the average of
the 12 hr sample is only 15% larger than the 4 hour sample. This increase is likely due
to large grains consuming smaller grains and skewing the grain size, as seen by the
slightly higher number of large grains of the 12 hr sample in Figure 5.13. However,the
mode and average is still largely weight to the same region as the 4 ad 8 hr samples.
Therefore, without increasing the temperature to the destabilization point, the grains
are stabilized at approximately 26 nm for ScSZ from this deposition parameter.

Figure 5.13: The ScSZ grain size distribution at 923 K, 65 W gun power, and 10
vol.% O2 at the different annealing times.
With respect to the crystallinity and texturing of the ScSZ thin films, the postanneal after depositions allows for the crystal grains to grow and reduce the oxygen
deficiencies born from stripping during the sputtering process. The degree of texturing, seen in Figure 5.10c, tends to increase with respect to deposition power,
deposition temperature, oxygen concentration, and annealing time. The deposition
parameters most likely increases texturing due to providing the adatoms enough en-
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ergy to deposit in their preferred lattice orientation. The post-anneal increases the
grain size of the crystals in each sample and reduces grain boundary effects on conductivity, in addition to reintroducing oxygen into the ScSZ lattice [32]. ScSZ films
that were deposited at higher powers and at high temperatures (>65 W and at 923
K) under 10 vol.% O2 showed texturing in the cubic (220) orientation, while lower
powers showed little texturing or preference to the (111) orientation pre-anneal. The
development of a stable cubic phases, larger grains, and strong texturing can lead to
higher ionic conductivity, which is promising in SOFC applications.
5.4

Conclusions

Oxide stabilized zirconia have a large multitude of applications, and two of the major
applications exist within a high-temperature environment, thermal barrier coatings
and solid electrolytes. This requires specific crystal structures and for the material
to retain its phase during operation when exposed to the high-temperature stressors.
YSZ and ScSZ are ideal ceramics for these applications due to the oxygen vacancies
providing both ionic conductivity and thermal resistance. However, each material
needs careful study in order to synthesize the proper phase and microstructure for
their given application.
YSZ has been used as a thermal barrier coating in jet turbines. However, because
the exhaust can reach temperatures above 1873 K, phase destabilization is a possibility when the material cools down. While the t’-YSZ phase is favorable for this
application, synthesizing the phase via thin-film deposition requires a precise set of
input parameters. A phase diagram was developed with the sputter gas pressure and
deposition power, and different phase regions can be delineated from the parameters.
However, the metastable t’-YSZ is difficult to differentiate from regular t-YSZ. In
order to ensure the synthesis of t’-YSZ, additional studies are required. First the
exact energetics of the thin-film deposition need to be correlated to the energies of
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the different YSZ phase formations. That can provide reference starting point for deposition parameters required for t’-YSZ development. Finally, oxygen displacement
needs to be observable in order to differentiate between t’-YSZ and t-YSZ. Raman
spectroscopy, in situ high-temperature XRD, and transmission electron microscopy
(TEM) can be used to help differentiate the different tetragonal structures for future
studies.
The ScSZ thin film cubic structures were optimized (increased texturing and stability) using HTE methodology with a 4-factor 3-level design space for synthesis and
post-processing. XRD allowed for the analysis of the crystal phase, crystallinity, and
texturing. The cubic phase was sole observed phase and was stable at temperatures
up to 1273 K after 8 hours of annealing in air. When the deposition temperature and
deposition oxygen concentration increased, samples showed higher ordering. Additionally, the ScSZ samples had an increased degree of texturing in the (200) orientation. The (111) orientation was transient with respect to increased post-processing,
deposition power, and higher deposition oxygen concentration. Analysis of the ScSZ
SEM images showed that grain growth was minimal with respect to annealing time.
The thin films that were synthesized at 65 W, 10 vol.% O2, and with substrate temperatures at room temperature, exhibited a highly stable c-ScSZ film that was highly
crystalline with a preference for the (220) orientation. Therefore, the samples synthesized at these conditions make excellent candidates for use as the solid electrolyte
in a SOFC application.
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Chapter 6
ReOx Characterization on a CeO2 Support
6.1

Background and Motivation

Simultaneous hydrodeoxygenation (S-HDO) is a reaction to generate value-added
chemicals by conversion from oxygen-rich biomass chemicals [180, 181, 143]. S-HDO
utilizes two steps. The first is a deoxydehydration (DODH) step that is followed by
a hydrogenation step [263]. A recently designed ReOx -Pd/CeO2 catalyst has been
used, where the ReOx /CeO2 catalyzes the DODH step, while the palladium catalyzes
hydrogen dissociation. This results in hydrogen spillover onto the surface, which
promotes hydrogenation [181].
Early calculated reaction mechanisms propose that the S-HDO initiates with an
isolated ReVI species, where the ReOx starts with a tri-oxo structure that is reduced to
a di-oxo structure. This causes the oxidation state to change from ReVI to ReIV . Once
the alcohol, 1,4-anhydroerythritol, is introduced, the vicinal OH groups coordinate
to the ReIV species. Hydrogenation occurs and the ReVI is regenerated [181].
Another proposed mechanism states that the mono-oxo Re species is the initiating site, due to calculations indicating that the mono-oxy structure is the most
Parts of chapter adapted from: B. MacQueen, B. Ruiz-Yi, M. Royko, A. Heyden, Y. Pagan-Torres, C. Williams, J. Lauterbach (2020). In-situ Oxygen Isotopic
Exchange Vibrational Spectroscopy of Rhenium Oxide Surface Structures on Cerium
Oxide. The Journal of Physical Chemistry C, 124(13), 7174-7181, with permission
from ©(2020) American Chemical Society. See Figure F.6 for copyright permission.
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energetically favorable at reaction conditions on a fully hydroxylated CeO2 support
[263]. Initially, 1,4-anhydroerythritol adsorbs and the DODH step occurs, resulting
in a di-oxo Re, which regenerates back to the mono-oxo structure through a hydrogen
migration process.
From the aforementioned theoretical calculations, there are three candidate structures for the isolated ReOx . These structures are mono-oxo, di-oxo, and tri-oxo, which
are seen in Figure 6.1. "Oxo" designation refers to the number of donor groups or
terminal oxygen double bonds on the Re. While ReOx species with various double
bonded oxide structures are most commonly reported, cross-linked bridge structures,
where Re atoms are linked together with O atoms, have been experimentally observed
in 3 wt.% Re2 O7 /ZrO2 and have been proposed to exist in ReOx -Pd/CeO2 [255, 181].
Unfortunately the surface structures of ReOx on CeO2 have not been confirmed by vibrational spectroscopy. Spectral analysis of ReOx has been performed of other metal
oxide supports, such as the previous mentioned ZrO2 , along with Al2 O3 , TiO2 , and
Cr2 O3 and SiO2 [255, 256, 142, 127, 12]. However, extensive spectrographic analysis is necessary for the ReOx /CeO2 in order to determine which proposed S-HDO
mechanism is accurate.

Figure 6.1: The proposed possible structural configurations ReOx on CeO2 : (a) monooxo, (b) di-oxo, and (c) tri-oxo.
ReOx -Pd/CeO2 has been developed as a state-of-the-art catalyst for simultaneous
hydrodeoxygenation (S-HDO). This reaction removes vicinal hydroxyl groups of sugar
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alcohols in order to generate new platform chemicals. The value in this process comes
from the ability to take fermented lignocellulosic biomass, which is typically made
from plant waste, and generate useful biofuels and chemicals [5, 181]. S-HDO is a culmination of two reaction mechanisms, the deoxydehydration (DODH) an alcohol, and
the hydrogenation of the resulting double alkene bonds [7, 234, 180]. Understanding
the way ReOx is oriented on the support can allow us to have a better understanding
of the fundamental steps of S-HDO and optimize the reaction for the generation of
the value added chemicals.

Figure 6.2: The two major ReOx species that are proposed. (a) mono-oxo (Xi et al.)
and (b) tri-oxo (Ota et al.)

The potential structures that Xi et al. and Ota et al. proposed are the mono-oxo
and tri-oxo structures, respectively, and are seen in Figure 6.2 [263, 181]. Isotope
exchange of the oxygen is a way to determine what species the ReOx exhibits while
supported by CeO2 . Multiple isotope exchange experiments on ReOx have been done
to determine speciation on supports other than CeO2 , such as Al2 O3 , Cr2 O3 SiO2 ,
TiO2 , and ZrO2 [256, 255, 142, 127, 12]. The principle relies on the modeling of bond
vibrations between the atoms via Hooke’s law [188]. After reduction of the ReOx on
CeO2 ,

18

O2 is introduced and bonds to the Re. The increase in mass from

16

O to

18

O

causes the Re and O bond vibration to dampen, which shows a redshift in the bands
representing the bond vibration in spectral images. This change in vibration can be
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seen when utilizing a model for a simple rigid diatomic molecule [255, 242, 282, 69].
Equation 6.1 is a generalized form of the vibrational change between a metal-oxygen
bond based off the isotope exchange:

ν16 O
=
ν18 O
where,

ν16 O
ν18 O

v
u 1
u
u mM
t 1

+
+

mM

1
m16 O
1
m18 O

(6.1)

is the isotope exchange ratio, which is a ratio of the vibrational frequencies

of the bond in wavenumbers (cm−1 ). The masses of the metal,

16

O isotope and

18

O

isotope are represented by mM , m 16O , and m 18O respectively (amu). Utilizing this
ratio allows us to observe what structure is present on the surface, because each
possible species has different theoretical values for the vibration change based on the
isotope exchange. Additionally, it has been shown that multiple different species can
exist on the surface, which can complicate the post-exchange spectral analysis and
reaction hypotheses. ReOx on TiO2 has been shown to exhibit both mono-oxo and
di-oxo structures at 823 K [12]. Additionally, mono-oxo metal oxide species on ZrO2
have been shown to co-exist with the oxygen bridge cross-links [255].
6.2
6.2.1

Experimental Methodology
1 wt.% ReOx /CeO2 Synthesis

The catalyst utilized 1 wt.% loading of ReOx on CeO2 in order to easily observe the
surface structures in Raman spectroscopy and to provide a low enough loading to
minimize cross-linking bridge structures. Sample synthesis was performed via the
methods described by Ota et al. and MacQueen et al. [181, 143]. Cerium (IV)
oxide (CeO2 ) was acquired by Daiichi (CAS No. 1306-38-3). Ammonium perrhenate
(NH4 ReO4 ) (CAS No. 13598-5-7) and the

18

O2 isotope (CAS No. 32767-18-3) were

both obtained by Sigma-Aldrich. The isotope had 99% purity.

93

The CeO2 was calcined in air at 873 K for 3 hours. It was then impregnated with
ReOx by wet impregnation using an aqueous solution of NH4 ReO4 . This was dried at
383 K for 12 hours to remove all water from the precipitate. The leftover ReOx /CeO2
solid was then calcined in air at 773 K for 3 hours. Afterwards a mortar and pestle
were used to ground the catalyst into a powder.
6.2.2

In-situ Raman Spectroscopy of the Isotope Exchange

An in situ Raman spectroscopy was performed on the 1 wt.% sample in order to
determine the extent of isotope exchange and the effects on the molecular vibrations.
All measurements were taken using the Horiba XploRA Plus Raman microscope described in Section 6.1. The excitation laser source was a red 638 nm diode laser with
a power of 30 mW. The Raman measurements were calibrated against a polystyrene
standard and detected using the charge-coupled detector (CCD), which was cooled
to 223 K. Preliminary scans of the 1 wt.% ReOx /CeO2 sample were taken at ambient
conditions to measure the baseline bond vibrations. Afterward the sample was calcined by heating to 823 K at a rate of 50 K/min. The sample was exposed to a flow
of 20 sccm ultra-high purity (UHP) O2 (99.9993% O2 ) in a Linkham cell. Calcination
was performed for 30 minutes in this environment, and a Raman measurement was
taken. Afterwards, the O2 was purged from the in situ cell using Ar, and the samples were reduced for 10 minutes under 20 sccm of H2 at the same temperature. A
measurement was taken in order to ensure complete reduction. This calcination and
reduction cycle was repeated with Raman measurements taken between each step.
In order to introduce

18

O2 into the system, a sample cylinder cell was set up that

had a volume of 25 cm3 . The sample cylinder was purged using a roughing vacuum
pump while with heating the cylinder at 473 K over night. The 2 bar of the isotope
was transferred to a the sample cylinder. This allowed for a batch introduction
of the isotope gas to the reduced sample, but also required a purged environment
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for the in situ cell. After the second reduction the Linkham cell was purged using
a roughing vacuum pump, taking careful consideration to not disturb the powder
sample. The sample cylinder containing

18

O2 was connected to the Linkham cell

via a quick connect and introduced to the 1 wt.% ReOx /CeO2 . A calcination was
performed in the 18O2 environment at 823 K for 30 minutes, and spectral measurement
was taken. The sample was reduced again in the same H2 condition as the previous
reduction and recalcined using

18

O2 , with spectral measurements taken after each

step. This calcination temperature was chosen due to previous experiments done on
similar catalysts, where the calcinations were performed at temperatures between 723
to 823 K [255, 256, 248]. High temperature calcination allowed for faster oxidation
with the

18

O2 , preventing any residual oxygen from the support from transferring to

the bare Re metal, thus ensuring sufficient isotope exchange within the studied time
frame.
6.2.3

Time-Resolved in-situ FTIR Spectroscopy of the Isotope Exchange

Fourier transform infrared spectroscopy (FTIR) was performed as a complement to
the Raman spectral data, and as a way to take rapid time-resolved measurements
with a good signal-to-noise ratio. The in situ FTIR measurements were taken at
near identical conditions to the Raman spectroscopic measurements. Spectra were
taken using a Bruker Vertex 70 FTIR spectometer that was equipped with a mercury
cadmium telluride (MCT) detector and KBr beam splitter. The 1 wt.% ReOx /CeO2
sample was loaded into a diffuse reflectance infrared Fourier Transform spectroscopy
(DRIFTS) cell and was heated to 823 K at 50 K per minute, under a flowing 20 sccm
N2 environment. Due to a lack of flowing O2 to the FTIR, calcination was performed
using the 25 cm3 sample cylinder with a pressure of 1.4 bar. The system was purged
of N2 and the sample cylinder was connected to the DRIFTS cell. Calcination was
performed at 823 K for 30 minutes with spectral measurements taken every minute.
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Afterward the sample was reduced with 20 sccm H2 for 30 minutes at 773 K, and
the cell was purged again with N2 . Finally, the sample cylinder was filled with 1.4
bar

18

O2 and attached to the DRIFTS cell for the isotope exchange. Time-resolved

measurements were taken for 30 minutes. The process was repeated after a reduction
cycle with H2
6.3

Results and Discussion

6.3.1

In-situ Raman Spectroscopy of the Isotope Exchange

Baseline measurements of the

16

O at the above calcination conditions were taken

in order to provide a point of comparison for the isotope ReOx . Two sets of

18

O

ReOx /CeO2 Raman spectra data were captured in order to observe how the isotope
exchanged proceeded [127, 256]. The individual spectrum were baseline corrected
then normalized to the total area under the curve, resulting in a total spectrum area
of unity, which allowed for comparisons between spectra to calculate the amount of
isotope exchange [13]. Figure 6.3 is the normalized spectra of the 1 wt.% ReOx /CeO2
at each of the calcination steps during the isotope exchange.
Figure 6.3(f) is the spectrum of the as-synthesized sample, and shows three primary bands. These Raman bands are seen in Figure 6.4 and include a convolution of
the symmetric and asymmetric stretches of di-oxo

16

O – Re – 16O (972 and 961 cm−1 ),

the asymmetric stretch of the bridge Re – 16O – Re (881 cm−1 ), and the bending of the
hydroxyl Re – 16OH (834 cm−1 ) [12, 11, 20]. As the sample is heated, there is visible
shifting of the peaks along with splitting of the ReOx band. This separation reveals
that another Raman mode with a higher wavenumber was present in the region that
contained the di-oxo species, seen in Figure 6.3(e). After reduction and calcination
in

16

O, the band separation is more distinctive, as seen in 6.3(c) and (d). After

the isotope is introduced to the reduced ReOx /CeO2 , new bands appear at lower
wavenumbers (900-950 cm−1 ), seen in 6.3(b). These bands are the isotope exchanged
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Figure 6.3: In situ Raman spectra at each calcination step. The heated sample (e) is
a measurement of the 1 wt.% ReOx /CeO2 at 823 K in an Ar environment. Spectra
(a-d) were taken with the labeled gas at the same temperature.
bands of the previously labeled bands and are redshifted as a result of the increase in
mass [111]. After an additional reduction and oxidation cycle in the isotope, the
bands increased in intensity, indicating further substitution. The leftover
are potentially a result of

18

O

16

O bands

16

O transfer from the CeO2 support, or a minor leak of

atmospheric air into the stage when using the quick connect.
Additional Raman mode analysis of the as-synthesized sample is shown in Figure
6.4. All bands were fitted using a Gaussian band shape due to measurements of a solid
material [30]. As previously mentioned, the di-oxo ReOx symmetric and asymmetric
stretches were labeled to the 972 and 961 cm−1 bands, respectively. These bands
actually support an older S-HDO mechanism that Ota et al. described, where the
reaction begins with a di-oxo ReOx , seen in Figure 6.5 instead of the tri-oxo structure
[180]. The asymmetric stretch of the Re – O – Re was seen at 881 cm−1 and is has
been reported to be an oxygen bridge that cross-links two separate ReOx structures
[20]. This bridge has been reported to have no effect on the S-HDO reaction [181].
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Figure 6.4: The as-synthesized 1 wt.% ReOx /CeO2 Raman spectrum. At ambient
conditions, deconvoluting the monomeric band is a non-trivial task.

Figure 6.5: The di-oxo configuration for ReOx . This structure was supported in the
literature by Ota et al. [180]
The hydroxyl species have been reported by Xi et al. as a terminal group on Re [263].
While the mono-oxo Re – O species proposed by Xi et al. is clearly not visible in the assynthesized sample, the observed hydroxyl group was seen in their density functional
theory (DFT) calculations. The hydroxyl group has been proposed to reduce during
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the hydrogen migration, and regenerates into the mono-oxo Re – O [263]. This along
with the heated samples, indicate that the mono-oxo species is likely present in the
as-synthesized sample as well. It should be noted that because the mechanisms
incorporate hydrogen migration there is a low chance for the structures to remain
measurable in reaction conditions [263, 181].
Figure 6.6, compares the calcination of the sample in
investigation into the

16

O2 versus

18

O2 . Initial

16

O condition implies the mono-oxo and di-oxo structures are

present, which are seen in Figure 6.2. The isotope exchange validates this, due to
the number of bands present after an incomplete isotope exchange. In a monooxo structure, there are two stretching modes (M – 16O and M – 18O). With a dioxo structure, there are three major stretching modes(M – ( 16O)2 ,

16

O – M – 18O, and

M – ( 18O)2 ). Finally, with a tri-oxo species, there are 4 major modes (M( – 16O)3 ,
18

O – M( – 16O)2 ,

16

O – M( – 18O)2 , and M( – 18O)3 ) [255]. Additionally, the symmetric

and asymmetric stretches can be differentiated with each of these species. Before the
isotope exchange, the bands are limited to the symmetric and asymmetric stretches
of the

16

O chemistry and Figure 6.6 (a), shows that three peaks were present. These

are labeled as ν(Re – 16O) (991 cm−1 ), νs ( 16O – Re – 16O) and νas ( 16O – Re – 16O) (985
and 966 cm−1 ). Furthermore, the cross-linked oxygen bridge νas (Re – 16O – Re) (888
cm−1 ) and hydroxyl bend δ(Re – 16OH) (830 cm−1 ) are still present at calcination
conditions. These visualization of these structures on the support can be seen in
Figure 6.7.
After the exchange a total of eight peaks are associated with the ReOx speciation.
These bands have been labeled in Figure 6.6(c-d). The at band 936 cm−1 corresponds
with the redshifted mono-oxo stretch mode, ν(Re – 18O).

The exchanged di-oxo

modes are seen at 958, 933, 927, and 913 cm−1 and correspond to νs ( 18O – Re – 16O),
νas ( 18O – Re – 16O), νs ( 18O – Re – 18O), and νas ( 18O – Re – 18O) respectively. The single
exchanged vibrations (νs ( 18O – Re – 16O) and νas ( 18O – Re – 16O)) were deconvoluted
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Figure 6.6: Raman spectra comparing the 1 wt.% ReOx /CeO2 before and after the
isotope exchange. (a) Fitted sample calcined at 823 K in the 16O2 environment preexchange. (b) Calcined in 18O2 . (c) The fittings of the exchanged sample mono-oxo
and di-oxo structures (d) The fittings of the exchanged sample oxygen bridges and
hydroxyl groups.
via fitting based off of calculations from Equation 6.1, the results of which are seen
in Table 6.1. It has been reported that the single substitution asymmetric stretch
of the di-oxo structure is difficult to parse from the data, which can be corroborated
with our results [127]. Utilizing the theoretical values for as the fitting start point
allowed for a better fit among all the spectra and for the identification of the single
substitution bands at 958 (symmetric stretch) and 933 (asymmetric stretch) cm−1 .
The full-width half-max was properly constrained for bands with the same speciation
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Figure 6.7: The ReOx structures discovered as a result of the isotope exchange. (a)
mono-oxo (b) di-oxo (c) cross-linked structure (d) hydroxyl group.
during fitting. Additionally, the area ratio of the symmetric to asymmetric stretches
of the di-oxo ReOx was constrained for the fitting as well.
ν18 O
≈
ν16 O

s

m16 O
, mM  m18 O , m16 O
m18 O

(6.2)

As previously mentioned in Section 6.1, the simple rigid diatomic molecule model
was used to determine the theoretical band shift isotope exchange ratio. The isotope
ν

O
exchange ratio ( ν16
) from Equation 6.1 can be simplified to Equation 6.2. However,
18
O

this is only holds in scenarios where the metal, M, has a much higher atomic mass than
the oxygen isotopes. Rhenium has approximately eleven times more mass than oxygen
isotopes, so the approximation holds. The isotope exchange ratio provides a scaling
factor determine the redshift that would be seen based of the mass change. It should
be noted that since this is a diatomic model, it does not fully account for vibrational
changes from multiple isotope substitutions in higher level speciation. Such modeling
require ab initio or DFT calculations to make a more accurate assessment [291].
However, the rigid diatomic model is a good first approximation that has been utilized
in literature [255, 256, 282, 69]. The average difference between the theory and
calculated peak shift of the vibrational stretches is 3.33 cm1 with a standard error
of 0.61 cm1 . The bending mode, δ(Re – OH), had a difference of 14 cm1 between
the theoretical and experimental values, but this was a result utilizing the diatomic
model, which is developed for stretching modes, on a bending vibrational mode.
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Table 6.1: Raman Shifts from the

18

O Substitution
Raman Shifts (cm−1 )

18

Vibrational Mode

O2 Theoretical

18

O2 Measured

Single Sub.

Double Sub.

Single Sub.

Double Sub.

ν (Re = O)

939

N/A

936

N/A

νs (O = Re = O)

955

933

958

927

νas (O = Re = O)

937

915

933

913

νas (Re − O − Re)

841

N/A

839

N/A

δ (Re − OH)

786

N/A

800

N/A

The extent of the isotope exchange can be seen in Table 6.2. These values were
determined by taking the fitted areas of the single and double substitution bands and
dividing the sum of those areas by the area of the leftover non-substituted ReOx .
The initial

18

O exchange shows that each observable species had a ratio greater than

one, which means that at least fifty percent of the bonds substituted with the isotope
oxygen. After the first exposure to

18

O2 , the mono-oxo structure experienced the

highest extent of exchange at about 62% substitution. After a reduction and second
exposure to

18

O2 , the efficacy reached over 90%, while the di-oxo structure reached

approximately 70%. The bands for the oxygen bridge and hydroxyl modes show a
near complete exchange after the second exposure cycle, despite exchanging less than
the mono-oxo structure did after the first cycle. The high substitution efficacy of
the mono-oxo structure implies higher reactivity to oxygen than the di-oxo species.
This suggests that a change in the oxidation state of this structure is likely, which is
favorable to the S-HDO reaction mechanism progression, which makes the Xi et al.
mechanism a strong candidate for S-HDO. The di-oxo structure still is a potential
active site for S-HDO, because it had a significant extent of isotope exchange, but it
would possibly be a slower reaction mechanism.
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Table 6.2: Area Ratios of Raman Spectra
Raman Spectral Area Ratios
18

Vibrational Mode

18

O First Cycle

O/16 O Ratio
18

O Second Cycle

ν (Re = O)

1.68

9.86

νs (O = Re = O)

1.37

2.45

νas (O = Re = O)

1.37

2.45

νas (Re − O − Re)

1.09

Near Complete

δ (Re − OH)

1.36

Near Complete

6.3.2

Time-Resolved in-situ FTIR Spectroscopy of the Isotope Exchange

Time-resolved in situ FTIR data was taken in order to measure the isotope band formation and determine the rate of isotope exchange. Figure 6.8 shows two exposure
cycles of

18

O2 to the 1 wt.% ReOx /CeO2 , with Figure 6.8(a) as the first cycle and

6.8(b) is the second cycle. The reduced catalyst was exposed to the 18 O2 environment
for 25 minutes at 823 K. The peak positions were fitted and similarly labeled to the
positions seen in the Raman. FTIR and Raman spectroscopy are considered complementary techniques and measure similar phenomenon using different properties. The
ReOx structures and oxygen bridge (Re – O – Re) band redshifts are clearly visible in
the IR spectra, but the hydroxyl species is more difficult to measure. Figure 6.8(a)
shows that the hydroxyl species at 828 cm−1 vanishes and is no longer seen during
isotope uptake. This may be due to a weak intensity of the bending modes. As for
the other modes, the band intensities of the isotope exchanged structures increase
with time and per cycle.
The increase in intensity of the bands associated with the isotope allows us to
determine the amount and rate of the isotope exchange. These bands are redshifted
similarly to the Raman vibrations seen in the Raman spectra and the peaks can be
labeled the same. The first cycle shows that the substitution reaches steady state
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Figure 6.8: The time-resolved FTIR spectra of the 1 wt.% ReOx /CeO2 . (a) Initial
oxidation under 18O2 . (b) Second oxidation under 18O2 after a reduction step.
after approximately 15 minutes of calcination in 823 K. The amount of exchange
is calculated the same way as with the Raman spectra, by calculating the ratio of
the band area of the
exposure, the

18

18

O over the

O structures. After the second 25 minutes of

O/16 O area ratio is approximately 1.534. This leads to on overall

exchange of about 61% from the
18

16

16

O to the

18

O. Furthermore, the pre-steady-state

O/16 O exchange rate was calculated from the 1, 7, and 13 minute spectra, which was

determined to be 2.3% exchange per minute. After the two cycles of

18

O exposure,

the di-oxo structure had a higher area ratio than the mono-oxo, seen in Table 6.3.
This is different than what was observed in the Raman areas in Table 6.2. This
variance could be a result of difference in measurement technique used in analysis.
However, the overall trend of increasing isotope exchange is still observed, but is not
nearly as extreme as was observed in the Raman spectra. The similar

18

O/16 O area

ratios between the mono-oxo and di-oxo imply that both species may have similar
reactivity to oxygen and will both undergo separate S-HDO reactions on the surface,
instead of having a dominant mechanism.

104

Table 6.3: Area Ratios of FTIR Spectra
FTIR Spectral Area Ratios
18
18

Vibrational Mode

O First Cycle

O/16 O Ratio
18

O Second Cycle

ν (Re = O)

0.243

1.467

νs (O = Re = O)

0.350

1.873

νas (O = Re = O)

0.350

1.873

νas (Re − O − Re)

0.148

1.873

6.4

Conclusions

The in situ 18 O isotope exchange vibrational spectroscopy showed that 1 wt.% ReOx /CeO2
contained multiple structures. These structures were seen in Figure 6.7 and included two structures (mono-oxo Re – O and di-oxo O – Re – O), the oxygen bridge
(Re – O – Re), and a hydroxyl species (Re – OH). This also verifies that multiple species
are possible [249, 127, 12, 111]. The Raman and FTIR spectra both show that the
efficacy of the isotope exchange was approximately 60%. Time-resolved FTIR showed
that the rate of change for the

18

O/16 O ratio was 2.3% per minute.

Due to the multiple species and similar rate of exchange between them, there has
not been a definitive determination on which of the two proposed S-HDO mechanisms is dominant [180, 263]. The di-oxo reduction (ReVI to ReIV and the mono-oxo
mechanism are still possible and additional reaction studies are required in order
to determine which mechanism is preferred during S-HDO. Furthermore, additional
isotope exchanges on different weight loadings (0.5, 2, 5 wt.%) of ReOx can provide
information on if the speciation stays consistent at different loadings.
Finally, DFT can provide a more rigorous computational theory for the vibrational
predictions. This not only provides a link between computational and experimental
methods, but allows for further understanding of the fundamental chemistry behind
the exchange and can make fitting for specific modes a less time intensive task. A DFT
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model of Raman prediction has been suggested by using the Lagrangian approach
towards vibration prediction [199]. However, ab initio and DFT calculations of IR
and Raman modes have been predicted using calculations based off of polarizability
and dipole moment derivatives [291]. Applying these to isotope exchange predictions
can further validate laboratory experiments.
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Chapter 7
Modeling the Adhesive Strength of a
Thiol-Ene Sealant via Response Surface Design
7.1

Background and Motivation

In the field of aviation, there has been a demand for strong polymer sealant materials.
Modern aircraft use integral fuel tanks and are typically located in the wings and
fuselage. These tanks can contain fuel quantities of over 250,000 liters and are one
of the primary drivers for the polymer sealants. The sealant acts as a preventative
measure for the leak of fuel into the electrical components of the aircraft or the
introduction of moisture into the tank, both of which can lead to catastrophic failure
[66, 68, 67]. An example of the danger with the lack of proper sealing is the Trans
World Airlines Flight 800 (TWA 800) accident. This incident was a tragic loss of life
that was a result of an ignition of fuel that was leaking due to overpressurization in
the tank [175]. Following the accident, updates to fuel-tank protections were ordered
by the Department of Transportation in 2008.
Parts of chapter adapted from manuscript submitted for publication: B. Ruiz-Yi,
C. Oswald, L. Frankovich, A. Fersner, B. Kandapallil, J. Lauterbach (2020). Response
Surface Design of a Thiol-Ene Polymer Sealant to Model Adhesive Strength.
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Figure 7.1: The reconstructed wreckage of flight TWA 800. [175].1
Sealant is typically applied to stress or contact points, such as metal-metal interfaces, rivet points, and joints [68]. Desired properties for these types of sealants
are high adhesion strength, fast cure speeds, corrosion resistance, and high fracture
resistance [66, 24, 58]. Common polymers for this application consist of epoxies,
polyurethanes, and silicones, with application conditions being optimized for room
temperature applications [58, 179, 48]. Despite improvements to cure speed for these
types of polymers, tack-free time still range from 4 to 64 hours, with full cure time
ranging from 7 to 136 hours [58, 50, 189]. Additionally, application to the fuel tank
is sometimes done in environments with temperatures as low as 283 K. Alternative
1

Image reprinted from: National Transportation Safety Board. Aircraft accident

report - In-flight breakup over the Atlantic Ocean Trans World Airlines Flight 800
Boeing 747-131, N93119, near East Moriches, New York, July 17, 1996. (Report No.
PB2000-910403). See Figure F.3 for copyright permission.
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materials have been considered in order to decrease cure time and be utilized at low
temperatures.
A prominent synthesis technique for these materials is the ultraviolet (UV) curing,
which uses UV radiation to initiate polymerziation. UV curing is a rapid synthesis
technique that utilizes a UV active photoinitiator that generates a free-radical group
to propagate a reaction that can complete on the order of minutes [33]. The rate
of polymerization is variable based on input variables such as choice of monomer,
photoinitator, and irradiance, but UV curing has an ease of set-up and application,
which makes labor faster and easier [33]. However, optimization of the curing process
is difficult, due to the wide range of processing conditions that affects the synthesis
process and material property.
While low cure times are a desirable trait in fuel tank sealants, high adhesion
strength must also be considered due to the caustic environments and high loads they
are exposed to. Adhesion is a complex, system dependent property, where a majority
of the strength comes from dissipation of stress [2]. Adhesive failure tends to be a
result of weak bonding at the sealant-substrate interface and when fracture stress
energy does not dissipate into the bulk [163, 194, 67]. However, adhesive properties
can be adjusted through synthesis conditions of a UV curable sealant, instead of
completely changing the material system.
Thiol-ene is polymer system that is UV curable, and is an example of click chemistry, which is a term for a class of reactions that mimic examples seen in nature. It
performs polymer synthesis via the linking of carbon-heteroatoms bonds, which is a
similar reaction that is seen in DNA polymerization and RNA translation[117]. Click
reactions are advantageous over other types of reactions due to their high yields and
selectivity, modular nature, and insensitivity to water [117, 118, 25].
The thiol-ene click reaction takes place between a monomer that contains a thiol
group, R-SH, and an alkene. There are two reaction pathways that have been studied:
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the radical addition and Michael addition [91]. Due to the click chemistry nature of
the reaction, it is regioselective and produces near quantitative yields based off the reactant monomers [117]. Additionally, the reaction can be done in batch, is insensitive
to air and water, and can utilize a wide range of thiols and alkenes. Thiol-enes are
of interest because of their applicability in shape memory polymers, lithography, and
adhesives, which has been attributed to their low volume shrinkage, low shrinkage
stress, and their ability to form homogeneous networks [170]. These properties are
a result of the basic structure of the thiols, which include four prominent structures,
alkyls, phenols, proprionates, and glycolates [91, 90].

Figure 7.2: The anti-Markovnikov addition of a thiol species to an alkene group.
There are two reaction mechanisms: (a) free-radical addition and (b) catalyzed
Michael addition [91].
The hydrothiolation mechanism via free-radical chemistry can be seen in the
Figure 7.3 [46]. Initiation begins with photolysis of a photoinitiator via UV radiation, which forms the thiyl radical, R1 – S• . Propagation occurs with the thiyl
radical directly adds to the C – C bond with an anti-Markovnikov orientation. The
new oligomer yields a carbon centered radical that chain transfers to a new thiol
molecule, which gives rise to a new thiyl radical. Termination occurs when two of
the carbon centered radical oligmers combine or when one combines with a thiyl
radical [91, 170, 46, 107]. Oxygen does not inhibit the reaction because if present,
it will incorporate into the polymer as a peroxy radical species and regenerate the
thiyl [46]. It should be noted that the propagation of the reaction is not the standard chain polymerization but a unique radical step-growth polymerization [174, 6].
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The ideal reaction results in thiol-ene copolymerization with no homopolymer units
[178, 40, 135]. Aside from mass transfer limitations, the reaction has near complete
conversion. Additionally, due to the chain transfer to the thiol monomer, the reaction requires all monomers to have multi-functionality. The most common thiol-ene
polymers develop cross-linked networks that develops a relatively strong system [107].

Figure 7.3: The mechanism for a photoinitiated thiol-ene reaction. The reaction is
fairly unique due to the step-growth polymerization despite propagating via freeradicals [46].
Despite the advantages presented by UV curable thiol-ene sealant systems, selecting optimized synthesis conditions for a given figure-of-merit remains difficult. This is
due to a lack of predictive models for material properties given a set of input variables.
A way to predict properties of a given system at unexplored synthesis conditions is
desired because of the time consuming nature of testing every individual condition.
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A systematic Design of Experiment (DOE) approach can provide an optimized set
of conditions for a system, model that predicts properties with given variables, and
insight into co-factor effects on the desired response.
7.2

Experimental Methodology

Section 7.1 discussed the importance of having a strong adhesive lining the fuel tank of
an airliner. In particular, the high stress environment of a fuel tank requires a material
to retain its adhesive properties to prevent catastrophic failure [66]. However, there
has been limited research performed utilizing a systematic design of experiments in
order to optimize and predict the synthesis conditions for a given figure-of-merit.
Design of experiments (DOE) have been applied to click chemical reactions in the
field of biology. Here the development of magnetic microspheres were optimized using
response surface methodology in order to enrich glycoproteins via click chemistry [53].
Additionally, a thiol-ene click reaction was used to synthesize cationic carbosilane
dendrimers, and a response surface methodology was used to analyze the stability
of the dendrimers at varying pHs, temperatures, and incubation times [62]. These
examples show that this approach can be used to optimize and develop a function for
to predict mechanical properties of a thiol-ene reaction, such as adhesive strength.
7.2.1

Design of Experiments

Response surface methodology (RSM) utilizes mathematical and statistical techniques in order to design a set of experiments that will optimize a response based
off of the influence of several independent variables [165]. The expected response, η,
for a set of variables, ξ, can typically be expressed through the following low-order
polynomial equations:

η = β0 +

k
X
i=1
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βi ξi + 

(7.1)

η = β0 +

k
X
i=1

βi ξi +

k
X

βii ξi2 +

i=1

XX

βij ξi ξj + 

(7.2)

i<j

where Equation 7.1 is a first-order linear function, while Equation 7.2 is a secondorder model. The  term represents any error or noise seen in the response. An
expression is chosen based off of the presence of curvature in the system, which
requires the second-order polynomial function to model the data. Models with a
higher order than two can be used. However, this can lead to an expression that over
fits the data. These, models use the method of least squares in order to determine the
polynomial parameters, which are seen as the coefficients, βi . These expressions are
not a true physical model and do not fully describe the response-variable relationship
outside the measurement region. While they cannot be used to extrapolate and
predict the response outside of the measurement region, they do provide a good first
approximation when constrained to a relatively small localized region. Furthermore,
they can provide a guide to optimize the process for a given figure of merit. Utilizing
the method of steepest ascent, the experimental conditions can be optimized using a
sequential process that moves in the direction of the gradient toward a determined
optimum, which provides a model function that can predict within region of the
optimum [27, 29, 168]. RSM tend to employ design spaces that maintain orthogonality
(each factor can vary independently of one another), rotatability (the variance of the
predicted values are only dependent on the distance from the center), and uniformity
(where the number of center point experiments is controlled to maintain uniform
precision across all experiments), which can be seen in the spaces in Figure 7.4.
RSM can be designed using a Box-Behnken design or central composite design
(CCD).The Box-Behnken design is a design space that provides a design space for
three or more factors. Have no embedded factorial design, but is typically sufficient
enough to model a quadratic system and is seen in Figure 7.4a. A CCD is similar to a
factorial design but focuses around a center point in the design space that is equidistant to axial experimental points. These axial points are similar to the center points
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Figure 7.4: An example of two of the common design spaces for RSM. The red points
are experimental conditions and blue point is the center point of the experiment.
(a) Three-level Box-Behnken design that utilizes a combination of 2k factorial design
and incomplete block design. (b) Three factor central composite design (CCD) that
utilizes axial points (purple). [134]
but provide experimental runs that measure a maximum and minimum setting for a
factor, which can aid in extrapolation outside the space. This type of design space
can be seen in Figure 7.4b. Center point repeats provide a check against experimental
instability and determine the internal variance in each experiment (uniformity). Both
designs are used to reduce the number of experiments needed to provide an reasonable estimate of a model that optimizes a desired figure-of-merit. are used with coded
variable levels, which are numerically coded with -1, 0, and 1 and represent the low,
middle, and high quantities in this design [28]. Coding variables allow for centering of
the design space and ease of interpretation. For the peel test experiment, the design
factors used were the quantitative variables: the cure time and the synthesis temperature. The qualitative (categorical) variables that were used (cross-linking monomer
and filler material) provided categorical systems that were measured using the quantitative variables. The categorical variables provided multiple different design spaces
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for the quantitative variables. However, if the experiment needed to compress into a
singular space, a way to quantify the categorical variables would be necessary. While
both of these design spaces are typical for a response surface experiment, the peel
test experiment did not employ an exact version of a central composite design.
7.2.2

Thiol-Ene Sample Synthesis

The factors and levels can be seen in Table 7.1. From the table, it can be seen
that the levels for each factor was chosen atypically from the major response surface
methodology designs. The number of synthesis experiments were increased to a larger
than average set of levels for cure time synthesis, because overexposure can result in
weak adhesion as well. Therefore, there was a need to increase experimental resolution
in order to optimize the exposure time of the synthesis toward the adhesive figure-ofmerit. Thus an adjusted factorial design, which does not precisely follow the CCD,
was implemented in order to carry out the experiment.
Table 7.1: Response Surface Factors for the Thiol-ene Synthesis
Factors
Cure Time (minutes)
Cure Temperature (°C)

Levels
3

5
10

Cross-linking Monomer
Filler

7

10

20

15.56
TTT

None

40

60
21.11

TMPTA
Sand

Al2 O3

SiO2

Synthesis was performed using each combination of the levels from Table 7.1.
After accounting for each permutation 168 sets of five samples were synthesized using a response surface that varied the cure time, cure temperature, functionality of
the alkene monomer, and the solid filler material. This allowed for a rapid assessment of the relevant factors that contributed to the adhesion strength figure-of-merit.
The main monomers used have been shown in Figure 2.15 and consist of pentaerythritol tetrakis(3-mercaptopropionate) (PETMP) as the thiol and two different allyl
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monomers, 1,3,5-Triallyl-1,3,5-triazine-2,4,6(1H,3H,5H)-trione (TTT) and trimethylolpropane triacrylate (TMPTA). These monomers were chosen because they had been
used previously in the literature and as a commercial product [289, 226, 225]. Additionally, they are able to provide a cross-linked network because they have an average
functionality greater than two. As mentioned in Section 7.1 the thiol-ene reaction
used in these sets of experiments utilized ultraviolet curing as a way to accelerate
synthesis and adhesion. In order to initialize and propagate the reaction, a 2,2dimethoxy-2-phenylacetophenone (DMPA) radical photoinitiator was used. DMPA
had been used previously as a photoinitiator and has an optimal UV absorbance at
254 nm and secondary absorbance at 340 nm. Three different solid filler material
were used in order to strengthen the adhesive material and also observe their effects
on the adhesive on the substrate. The fillers used were 60 Å Al2 O3 with a surface
area of 150 m2 /g (CAS: 1344-28-1), 0.007 µm fumed SiO2 (CAS: 112945-52-5), and
washed sand with varying particle sizes (CAS: 14808-60-7).
The bulk polymers were synthesized on Al plates using a Teflon mold for shaping
and easy removal after curing. The dimensions of the molds allowed for 4 by 0.5 inch
(11.43 by 1.27 cm) samples. The Al substrate plates used 2024 grade aluminum and
were 5 by 1.5 by 0.1 inches (12.7 by 3.81 by 0.254 cm). These can be seen in Figure
7.5. Each plate was cleaned with acetone and roughened with P150 grit sandpaper
after each experiment.
The viscous liquid monomers were measured out by volume using macro pipettes.
The volumes were determined by calculating the quantities required for a one-to-one
ratio of the thiol functional group and allyl functional group. The weight percent
of the different fillers to the total mass of the system was 0.5 wt.%. For the DMPA
0.05 wt.% was used for all synthesis conditions. The system was mixed vigorously
until the mixture was visually uniform. Five samples were prepared using 8 mL
of the mixed solution, which resulted in 6 mm thick samples. The samples were
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Figure 7.5: Schematic for the (a) Teflon mold and (b) aluminum substrate. The
samples were scaled down from the standard.
placed on a 4-pass, 305 mm Hi-Contact Liquid Cold Plate. This plate was made
with unfinished aluminum and was plumbed with 9.5 mm copper tubing and cooled
with an attached water chiller. The samples were cured at 10, 15.56, and 21.11 °C.
Temperatures lower than 21.11 °C were chosen because it was desired to observe
curing behaviors where aircraft sealant replacement conditions may be sub-optimal.
UV curing took place between three to sixty minutes using a UVP XX-15S bench
lamp, which provided a region where over-curing may potentially be observed. The
lamp exhibited wavelengths between 254 to 365 nm and had an irradiance of 4500
µW/cm2 . The molds were then removed off the plates and the samples were peel
tested.
7.2.3

180° Peel Test

Adhesive strength measurements were taken using an Instron 5543A Load Frame with
a 100 N load cell. The measurement protocol followed the ASTM D3330 standard for
180°peel test, with the samples scaled down to fit the system [55]. Due to the intrinsic
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nature of adhesive strength the sample was safely scaled down. Measurements were
taken sequentially while installing the samples into a pair of square hydraulic grips.
The peel speed was 10 mm/s and load versus extension graphs were taken as seen in
Figure 2.14. From these graphs the average load was for each sample was calculated
and peel strength was determined by dividing that value by the width of the sample.
Finally, the repeat measurements were used to determine the average peel strength
at each experimental point. These values were used to calculate the response surfaces
of the categorical pairs in the design space.
7.3

Results and Discussion

Based of the design space seen in 7.1, there were 168 conditions with five repeat
samples, resulting in a total of 840 measurements. As described in 7.2.3, the average
peel strength was calculated from taking the average load over sample width while
ignoring the delamination region. An average was taken over repeat experiments.
For example, after a three-minute cure at 21.11 °C using the TTT monomer and no
filler, the average peel load was 1.450 N. All sample widths are 12.7 mm. Therefore,
the average peel strength is 0.114 N/mm. Table 7.2 shows the average peel strengths
of the thiol-ene trials that were synthesized at room temperature (21.1 °C) with a
cure time between 3 and 7 minutes. Additional adhesive strength values can be seen
in Appendix E under Table E.1. We see that the TTT based polymer has an average
adhesive strength that is higher by approximately a factor of two when compared to
the TMPTA based polymer. However, when performing the peel test, all samples
de-adhered from the substrate cleaning with no cohesive failure.
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Table 7.2: Average Peel Strength of the Thiol-Ene Sealants
Synthesized at Room Temperature
Alkene

Time

Temp.

min.

°C

TTT

3

21.1

TTT

3

TTT

Filler

Peel Strength

Std. Err.

N/mm

N/mm

None

0.114

0.011

21.1

Sand

0.297

0.051

3

21.1

Al2 O3

0.042

0.042

TTT

3

21.1

SiO2

0.064

0.064

TTT

5

21.1

None

0.202

0.034

TTT

5

21.1

Sand

0.127

0.032

TTT

5

21.1

Al2 O3

0.588

0.058

TTT

5

21.1

SiO2

0.522

0.063

TTT

7

21.1

None

0.917

0.079

TTT

7

21.1

Sand

0.385

0.041

TTT

7

21.1

Al2 O3

0.736

0.067

TTT

7

21.1

SiO2

1.035

0.127

TMPTA

3

21.1

None

0.166

0.069

TMPTA

3

21.1

Sand

0.143

0.039

TMPTA

3

21.1

Al2 O3

0.102

0.007

TMPTA

3

21.1

SiO2

0.150

0.025

TMPTA

5

21.1

None

0.284

0.096

TMPTA

5

21.1

Sand

0.136

0.017

TMPTA

5

21.1

Al2 O3

0.163

0.046

TMPTA

5

21.1

SiO2

0.284

0.046

TMPTA

7

21.1

None

0.189

0.034

TMPTA

7

21.1

Sand

0.118

0.018
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Alkene

Time

Temp.

min.

°C

TMPTA

7

21.1

TMPTA

7

21.1

Filler

Peel Strength

Std. Err.

N/mm

N/mm

Al2 O3

0.102

0.027

SiO2

0.207

0.015

Response surfaces were modeled and contour plots, which visualize the RSM function, can be seen in Figure 7.6. Three-dimensional images of the response surfaces
can be seen in Appendix E, Figure E.1. From an initial evaluation no optimum was
observable in either alkene (TTT and TMPTA) system. A general observable trend
shows an increase in adhesive strength as cure temperature and cure time increases.
As temperature increase the reaction rate is higher. However, in the TTT system, the
gradient of the adhesive strength is in the direction of cure time, initially indicating
cure time is a dominant parameter. The TMPTA system shows a greater effect of the
cure temperature when silica and alumina is added to the mixture, but visually there
is a less consistent trend and shape to the contours when observing the gradient of
adhesive strength. The increase in cure time also can allow for the thiol-ene sealants
to set into the substrate with the polymerization going to completion, which results
in a sample less prone to cohesion failure and has properly adhered to the substrate.
However, overexposure to UV radiation can stiffen the sample too much, to the point
where the high elastic modulus prevents dissipation of energy within the sealant due
to the rigidity of polymer strands. This reduction in energy dissipation has been seen
as a detriment to adhesion [2].
The RSM DOE also allows for scrutinization of the individual effects of the factors
on the overall figure-of-merit. Figure 7.7 shows the fitted means of the each variable.
A non-zero slope of the fitted means represents higher effects of the variable on the
figure-of-merit. Cure time and cure temperature have a highly non-zero slope seen in
the main effects plots, which is expected due to how influential those variables are to
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Figure 7.6: Characteristic contour plots of the TTT samples and TMPTA samples.
The TTT based samples show a more consistent contour shape from the minimum at
the bottom left to the maximum at the top right. The triarcylate has more contour
variation with each different filler.
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the kinetics of the thiol-ene reaction. It has been shown that temperature does not
affect the development of homopolymers in the thiol-ene system, but does affect the
conversion of the reaction due to the dependency of rate constants on temperature
[104]. Additionally, increased cure time provides continued exposure to UV radiation,
which can ensure complete activation of the photoinitiator. However, the additional
exposure can cause structural instability by embrittling the sample due to high energy
UV damage.
The categorical variables fitted means show that the type of alkene monomer has
a significant effect on the adhesive strength, while the filler additives do not show a
strong distinction between factors and the fitted means. Different alkene monomers
result in a polymer structure that has different backbones based off the structure of
the molecule, and the different backbones affect the material property. The TTT and
TMPTA molecules both contain electronegative heteroatoms that support hydrogen
bonding, but TTT contains a cyclic structure that can strengthen the polymer structure, leading to a more rigid sample. This is counter to the previous idea that an
increase in stiffness lowers adhesive strength, due to the inability to dissipate fracture
energy [2]. However, a strong material may also be resistant to the delamination
from the substrate because of decreased flexibility. The sample strengthening also
applies apply toward the filler additives, which can provide particles for the polymer
structure to wrap around and tangle itself, increasing the material strength. However,
looking at the individual factor effect there is no clear change in the fitted means by
the filler material.
While individual factor effects on the figure-of-merit can shed a light on the contribution each factor provides, RSM allows for the study of co-factor interaction on
the figure-of-merit. This provides insight on how the adjustment of multiple variables
at the same time affects the peel strength and allows for further understanding on
how the interactions work on a fundamental level to improve adhesive strength during
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Figure 7.7: The main effects plots from the response surface DoE. A steeper slope
between the factor indicates a stronger impact of the individual variable to the figure
of merit.
synthesis. Figure 7.8 shows plots of the co-factor fitted means. From the graphs we
can see that cure temperature and cure time do not have strong direct interaction
when measuring adhesive strength. This can be seen from the parallel lines of the
fitted means plot. While, both cure time and cure temperature can be argued to have
influences on the kinetics of the reaction, the main influence of the temperature is on
the rate constants and cure time is just the additional exposure of the UV toward
the photoinitiator.
When observing the co-factor effects of the categorical and quantitative factors
there are more potential interactions that contribute toward the adhesive strength,
which can be seen by the intersection of the fitted means lines. Cure time and temperature do not have strong co-factor interaction with the different alkene monomers.
However, the filler material has noticeable co-factor interaction with each of the
other variables. Therefore, while the main effects plot of the filler additive do not
show significant effects on the adhesive strength, when varying multiple factors in
the experiment, additives exhibit an interactive effect on the peel strength alongside
other changing conditions. They may contribute to changes with exposure, due to the
presence of a powder filler blocking UV photons from radicalizing the photoinitiator.

123

Additionally, the change in the cure temperature also affects the viscosity of the mixture, which can affect the suspension of the filler additives in the solution. Finally,
as mentioned above, the different alkene monomers create differing backbones to the
cross-linked structure. Variations on the polymer chain may interact differently to
the various sizes, surface areas, and materials of the powder filler.

Figure 7.8: The co-factor interaction between the variables in the DoE. Intersection
in the plot the level lines for each pair of factors implies a non-negligible co-factor
interaction.
Coefficients for the second order model of the adhesive strength response surfaces
can be seen in Table 7.3. These are based off a regression model from the experimental
averages for peel strength. While there are no changes in the coefficient values for
the nonlinear terms (β3 , β4 , and β5 ), the linear terms of the model show a noticeable
trend. All instances of the TTT monomer system had positive coefficients for the time
coefficient (β1 ), while the TMPTA monomers had a majority of negative coefficients.
While all pairs of monomers and filler additive had negative coefficient values with
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respect to the first-order temperature term (β2 ), adhesive strength generally increased
with respect to temperature in all cases, which is attributed to the positive coefficients
with the second-order terms that contain temperature.
Table 7.3: The Adhesive Strength Transfer Function Coefficients
Adhesive Strength (N/mm) = β0 + β1 t + β2 T + β3 t2 + β4 T2 + β5 tT
Cross Linker Filler
(-Ene)

Type

β0

β1

β2

β3

β4

β5

N
mm

N
mm×min

N
mm×◦ C

N
mm×min2

N
mm×◦ C 2

N
mm×min×◦ C

TTT

None 0.015 0.0104 -0.051 -6.0 × 10−6

1.8 × 10−3

9.7 × 10−5

TTT

Al2 O3 0.053 0.0089 -0.021 -6.0 × 10−6

1.8 × 10−3

9.7 × 10−5

TTT

SiO2 -0.017 0.0073 -0.015 -6.0 × 10−6

1.8 × 10−3

9.7 × 10−5

TTT

Sand 0.149 0.0088 -0.034 -6.0 × 10−6

1.8 × 10−3

9.7 × 10−5

TMPTA

None 0.377 0.0020 -0.051 -6.0 × 10−6

1.8 × 10−3

9.7 × 10−5

TMPTA

Al2 O3 0.332 -0.0002 -0.046 -6.0 × 10−6

1.8 × 10−3

9.7 × 10−5

TMPTA

SiO2

0.271 -0.0010 -0.040 -6.0 × 10−6

1.8 × 10−3

9.7 × 10−5

TMPTA

Sand 0.518 0.00042 -0.059 -6.0 × 10−6

1.8 × 10−3

9.7 × 10−5

RSM design was able to determine a approximate function for this particular
system, and the same principles can be applied to many other polymer systems to
model a function that is localized to the experimental conditions. However, this
methodology is limited in terms extrapolation. The calculated model function is a
regression based off the points in the design space, and though extrapolation beyond
the experimental regime is possible, the accuracy of the calculations typically is far
off from the experimental data in the new regime. This is due to interactions not
captured within the original parameter space. The method of steepest ascent is used
with RSM to determine where an optimum is for the desired figure-of-merit, and a
new set of model equations is calculated after an additional round of experiments.
RSM is results based to estimate a model and does not use theory to model the
physical interactions in the curing process. In order to determine a global model,
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more rigorous first principles analysis is required, but RSM experimental design is a
good approximation for optimization of a figure-of-merit.
7.4

Conclusions

Response surface methodology provides insight into optimization of a figure-of-merit
based off of a design space that reduces the number of experiments in order to increase
efficiency. In the thiol-ene sealant system, a localized model was developed from the
RSM experimental design that quantifies the adhesive strength in the experimental
region. This can be expanded to other UV cured sealants as a first approximation
to optimize the peel strength. However, the regression model is not only restricted
to the experimented region, but also the categorical factors (monomer structure and
filler additive). Quantification of the categorical variables based off of chemical properties, such as energetics, diffusive constants, and other first principles values can
further optimize the model and allow for some predictive flexibility when choosing
different chemicals for future experiments. High-throughput techniques for synthesis
and characterization is also a key means to gather large experimental datasets in an
efficient manner. This allows for an expedition of predictive model development for
the curable systems.
Further studies into kinetics via in situ high-throughput FTIR is another avenue
of fundamental study. As mentioned previously, thiol-ene click chemistry is unique
because it is a radical step growth polymerization [47]. Therefore, determining the
kinetics of the thiol-ene reaction requires careful analysis of the chemical system, and
techniques like FTIR can be used for these studies. For a general thiol-ene reaction
seen in Equation 7.3, the rate-determining step is determined by the ratio of the
propagation rate constant, kp , and the chain-transfer rate constant, kCT . From the
ratio, the reaction order can be determined, as seen in Equation 7.4 [174].
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R−SH + R0 CH−CH2 −−→ R−S−CH2 −CH2 R0












1; Rp ∝ [SH]1








1; Rp ∝ [C−C]1

kp
= ≈ 1;

kCT



Rp ∝ [SH]1/2 [C−C]1/2

(7.3)

(7.4)

When the rate constant ratio is greater than 1, the overall reaction is first order
with respect to the thiol, and the rate limiting step is chain transfer. When it is less
than 1, the reaction is first order with respect to the alkene, and the rate limiting step
is propagation. Both the propagation and chain transfer steps are seen in Figure 7.3.
When the ratio is approximately equal to one, the reaction half order with respect
to both monomers. However, these reactions can be broken down into multiple rate
equations that can be manipulated in order to determine the rates of the elementary
steps. In particular the termination steps seen in the following equations, are an area
of study that can shed insight on the way the polymer network goes to completion.

k

T1
2 R−S• −−
→ R−S−S−R

k

T2
→ R−S−CH2 −CHR0 −CHR0 −CH2 −S−R
2 R−S−CH2 −C• HR0 −−

k

T3
R−S• + R−S−CH2 −C• HR0 −−
→ R−S−CH2 −CHR0 −S−R

(7.5)
(7.6)
(7.7)

However, the photoinitiated thiol-ene reaction has been seen as a second order
reaction [47, 79]. In this instance the rate equations can be expressed as the following:
dx
= k(1 − x)2
dt
1
= kt + 1
1−x

(7.8)
(7.9)

where x is the thiol conversion, t is the time, and k is the rate constant. At the beginning of the reaction (initial condition: t = 0, x = 0), Equation 7.8 can be integrated
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into Equation 7.9. The second order behavior has been attributed to impurities that
modify the termination step [47]. However, more study is required on multiple different systems in order to fully understand the rate kinetics, and high-throughput
techniques would be appropriate for data collection and analysis. Understanding the
kinetics of the thiol-ene reaction can further optimize the cure time required for a
given sealant system, further cutting down the number of experiments required in a
DOE modeled system.
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Chapter 8
Conclusions and Future Work
8.1

Conclusions

Solid materials are utilized in a wide variety of applications. In order for functional
materials to be optimized in each application, different classes of solid materials are
required. These classes are typically categorized based on the way the material is
chemically bonded. These include metallic, covalent, and ionic bonds, which make
up metals, minerals (and ceramics), and salts respectively. Organic solids, such as
wood and polymers, utilize covalent bonds and intermolecular forces such as hydrogen
bonding and van der Waals forces. The properties of these different solids are highly
dependent on their structures, which the bonding can have influence over. In general,
the types of materials themselves and the way they are process lead to properties that
affect their usefulness in a bevy of applications, ranging from energy storage, thermal
coatings, corrosion resistance, and structural stability.
This thesis explored a variety of metals, oxides, and polymers for a wide range of
applications. Various MPEAs, stabilized zirocnias, Rex /CeO2 catalysts, and thiol-ene
polymers were created and studied. These materials were often synthesized and processed at conditions applicable for use in whatever industrial or commercial setting
they are used in. For example, the MPEAs were post-processed in oxygen environments at high temperatures to test their corrosion resistant properties. Testing often
utilized in situ and ex situ characterization techniques to understand the structure of
these materials during synthesis, processing, or reaction conditions and gain a better
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understanding of how the material changes in response to different conditions. Additionally, High-throughput experimental (HTE) methodologies were used in a number
of these studies as a design scheme. This experimental set up allowed for the exploration of large parameter spaces using serial or parallel techniques for synthesis and
characterization characterization, which expedited data collection and provided more
time for analysis of the given data.
8.2

Conclusion: MPEA Phase Stabilization

HTE methodologies were applied to a novel (Alx Cuy Mo1−x−y )FeNiTiVZr alloy system
for synthesis via deposition and characterization via diffraction. These methods have
been utilized in a number of other simple ternary compositions. This particular elemental composition was used because it was made with separate systems with known
histories as MPEA systems. Multiple continuous composition spread (CCS) thin film
libraries were deposited using magnetron sputtering of AlFeNiTiVZr, CuFeNiTiVZr,
and MoFeNiTiVZr alloy targets, and sputtering conditions were varied in order to
observe effects of adatom energies on the phase of the finalized alloy. Using in situ
synchrotron X-ray diffraction, a pseudo-ternary phase diagram was developed that
illustrated clear phase boundaries as a function of composition. It was found that
a body-centered cubic (BCC) structure was dominant throughout the composition
spread, but at compositions where there were greater concentrations of elements that
did not share binary solubility (Cu-Mo), secondary phases were more prevalent. This
indicates that the alloy phase begins to destabilizes and no longer behaves as a single
phase solid solution. Additionally, while the thermodynamics of increased entropy
allows for a metastable alloy phase to exist, when the sample is annealed over long
periods of time, it will begin to destabilize if there is a lack of solubility between
constituent elements.
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8.2.1

Future Work

While it was shown that the binary solubility between constituents is an important
factor to consider when developing new MPEA systems, these behaviors were identified in a thin film scale. Scaling up to a bulk system and observing crystallographic
changes is necessary for to ensure that this heuristic is applicable at a macro scale.
Additionally, bulk measurement testing can determine the structural applicability of
stable alloy compositions that have been identified in a CCS on the thin materials
scale. These studies measure the mechanical properties at this scale and involve
tensile tests, impact strength experiments, hardness studies, and various other evaluations, in addition with high-temperature studies.
The traditional thermodynamic ratio that assist in predicting viable phase stable
compositions, which is the enthalpic and entropic ratio, Ω, has been hypothesized to
be limited in its predictive power. This is due to its only consideration being the alloy
phase rather than considering potential the thermodynamics of the secondary phases
that have been observed within the material’s elemental constituents. Thus a term has
been developed that is the ratio between the free energy of solid solution formation in
a composition and the lowest potential free energy of intermetallic formation (between
binary constituents), Φ.

Φ=

∆Gss
−|∆Gmax |

(8.1)

While these thermodynamic ratios provide a useful first pass toward alloy prediction, additional insight into the need for mutually soluble constituents in an alloy
system can provide further predictive refinement. A major predictive methodology
is CALPHAD (computation of phase diagrams) which requires previously available
experimental data, phase diagrams, and thermodynamic information in order fit a
model that will predict phase diagrams for new systems where no data is available.
The large data sets that have been provided with the HTE methodology are valuable
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for these computational diagrams. However, for future theoretical works, using the
thermodynamic ratios, along with the solubility consideration when selecting constituents, is key for developing systems for testing. This can provide a computational
method to plan experiments that further refine the predictive process.
8.3

Conclusion: MPEA Oxidation

Similarly to the Alx Cuy Mo1−x−y )FeNiTiVZr system, HTE methodologies were again
applied to the (AlFeNiTiVZr)1−x Crx alloy system in order to synthesize and characterize a CCS thin film library. The introduction of Cr was an attempt to promote
the growth of passivating oxide phases that protect the MPEA structure from destabilizing via oxygen consumption. The CCS library was post-processed via annealing
in oxygen at 873 K for various times and was characterized using synchrotron X-ray
diffraction and Raman spectroscopy. These techniques, in conjunction with optical
observations, show that the base phase of the alloy at all compositions is a BCC structure. However, once exposed to oxidizing conditions, a phase or behavioral boundary
within the (AlFeNiTiVZr)1−x Crx system at approximately 23.6 at.% Cr. At concentrations below 23.6 at.% Cr, the crystal structure of the material is destabilized and
various unknown oxides and iron silicides form. Once the Cr concentration increases
past 23.6 at.%, the BCC structure is retained with a suppressive oxide not seen in
the compositions with lower Cr concentration. However, it is important to note that
when the sample is annealed for longer than 18 hours, the boundary shifts to the 29.2
at.% Cr concentration, indicating that the BCC structure is either metastable or the
silicides are able to destabilize the sample upon further annealing.
8.3.1

Future Work

The discovery of the phase boundary in the AlFeNiTiVZr1−x Crx , where a potential oxidation resistant alloy resides is a first step toward application of additional
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techniques to study the oxidation resistant properties of the AlFeNiTiVZr1−x Crx alloy. Outside of the bulk mechanical studies that were mentioned in Subsection 8.2.1,
cross-sectional scanning electron microscopy (SEM) studies would be performed to
measure the kinetic rate of the oxide formation and determine if parabolic growth
can be seen at the compositions. Parabolic kinetics is a preferred growth rate of an
oxide that is used as a suppressing oxide layer.
Additionally, there is a need to determine the compositions of the unknown suppressing oxide that grew on the surface of the high Cr concentration AlFeNiTiVZr1−x Crx .
Energy dispersive X-ray spectroscopy (EDS) can be used to help determine the composition of the unknown oxides and link them to known oxides in the materials
database. Having the compositional data available can lead us to understanding the
fundamentals of development of this particular mixed-metal suppressive oxide and
how the introduction of high amounts of Cr promote its formation.
The study performed on the current AlFeNiTiVZr1−x Crx alloy system was performed at 873 K. This is not typically considered high temperature, which are generally accepted to be above 1273 K. However, the original study was performed in
hopes of developing Al2 O3 at moderate temperature conditions. Additional studies
on the high-temperature (1273 K) stabilization of the AlFeNiTiVZr1−x Crx alloy are
another step to determine the applicability of the material system.
8.4
8.4.1

Conclusion: Stabilized Zirconia Testing
Yttria Stabilized Zirconia (YSZ) Phase Regions

A deposition phase diagram was developed for the YSZ system with the intention
of linking deposition parameters to the existing YSZ phase diagram. Thin films of
YSZ were synthesized using magnetron sputtering with an 8 mol.% Y2 O3 YSZ target
on Si substrates. A design space was created that varied the deposition parameters
of the YSZ films, and the samples were characterized using XRD. After analyzing
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the diffraction data, it was discovered that two common YSZ crystal structures,
cubic (c-YSZ) and tetragonal (t-YSZ), were the preferred structures to form during
synthesis. In particular, the cubic phase was seen at synthesis conditions suspected
of high energy bombard adatom bombardment, while tetragonal phases developed
at lower energy conditions. Additionally, a mixture of cubic and tetragonal phases
can be seen as well. While it is has been previously understood that phases can
be controlled via the adjustment of deposition parameters, utilizing this design of
experiments generated data that provided a graphical representation in the form of
a pseudo-phase diagram, seen in Figure 5.8. This diagram utilized the deposition
parameters as its axes, and helps to visualize regions of higher energy. From this we
can tune deposition parameters to desired phases and eventually capture metastable
structures after determining the required synthesis conditions.
8.4.2

Future Work - YSZ

One of the main goals of developing the YSZ deposition phase diagram was to connect
it to the standard phase diagram of YSZ, which would ease the determination of input
deposition parameters for a desired phase. Additionally, the phase diagram would be
applicable to various other deposition geometries. However, to generate an accurate
transferable diagram requires modeling the adatom energy during deposition. In
order to do this, calculations of using the in-house sputtering model can be utilized,
but additional work is necessary to determine the energetics provided by the sputter
gun, due to the insulating nature of the YSZ material. This would be combined with
additional deposition experiments to fill in the phases and structures missing from
the currently explored deposition conditions. Furthermore, post-processing studies
are necessary to determine metastability of deposited films. This provides additional
kinetic data outside of any calculated information from ab initio thermodynamic
calculations, which can finalize the deposition phase diagram.
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In order to differentiate between the standard tetragonal YSZ (t-YSZ) and metastable
tetragonal prime (t’-YSZ), the oxygen displacement in the t’ phase must be observed.
The t’ phase of YSZ has oxygen ion displaced on the c-axis in its unit cell compared
to t-YSZ. While diffraction has been used to identify cubic, monoclinic, and tetragonal YSZ structures, it is difficult to differentiate between the metastable tetragonal
phases of YSZ because the main differentiation is due to the oxygen displacements.
While higher angle peaks can help differentiate the structures, there are conflicting
diffracting peak positions in the literature. Therefore, in order to determine if t’-YSZ
can be synthesized and labeled on the deposition phase diagram additional characterization through Raman spectroscopy and transmission electron microscopy (TEM)
will be necessary.
8.4.3

Scandia Stabilized Zirconia (ScSZ) Phase, Crystallinity, and Texture
Synthesis Conditions

An analysis of ScSZ was performed on samples synthesized via magnetron sputtering
using a factorial design and then post-processed using high-temperature annealing.
This was done in order to determine synthesis conditions that lead toward optimal
structures for the use as the electrolyte in a solid oxide fuel cell (SOFC). Utilizing
XRD, the texturing, crystallinity, and phase of the ScSZ at different deposition conditions were cataloged. All samples showed a cubic phase in the diffraction patterns
that remained stable after annealing at 1273 K for up to 8 hours. At higher deposition temperatures and oxygen concentrations, the ScSZ samples showed increased
crystallinity in the 2D diffractograms. Furthermore, the preferred texture orientation
increased from the (111) orientation to (200). Imaging the grains using SEM showed
that there was limited grain growth as anneal times increased. The film synthesized
at 65 W, 10 vol.% O2, and with a room temperature deposition, showed a c-ScSZ film
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that preferred the (220) orientation, which is a phase and faceting that is desirable
for use in SOFCs.
8.4.4

Future Work - ScSZ

While these samples were processed at temperature close to operating conditions
of a SOFC, the next steps are to apply the ScSZ thin film layer in actual fuel cell
application. Initially, after deposition of the ScSZ onto the preferred electrodes, SEM
of the fuel cell cross-section is a way to visualize the . Additionally, measurements
should be performed post-anneal to ensure that the electrolyte and electrodes do not
undergo any spallation, which will delaminate and destroy the fuel cell. Afterward,
tests with different fuels should be performed at temperatures below 1273 K in order
to determine the efficiency of the fuel cell and the efficacy of ScSZ as an electrolyte
at lower operating temperatures.
8.5

Conclusion: ReOx /CeO2 Mechanistic Study

ReOx /CeO2 structures were determined with in situ vibrational spectroscopy studies
using oxygen isotope exchange. The Raman and diffuse reflectance infrared Fourier
transform spectroscopy (DRIFTS) showed evidence via red shift of the mono-oxo
(Re=O), di-oxo (O=Re=O), oxygen bridge (Re-O-Re), and hydroxyl species (ReOH) on the 1 wt.% ReOx /CeO2 . Additionally, the spectroscopy showed that the
extent of the isotope exchange to be approximately 60%. Time resolved DRIFTS
showed that the
8.5.1

18

O exchanged with

16

O at a rate of 2.29% per minute.

Future Work

Additional isotope exchange experiments can provide information on if the same speciation occurs at higher weight loadings. Due to the discovery of multiple potential
initiation structures for the simultaneous hydrodeoxygenation (S-HDO) reaction, the
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dominant mechanism is still not fully determined. This is because the current candidate mechanisms have separate starting species for the ReOx , which we see with the
mono-oxo and di-oxo structures. Therefore, in order to determine which mechanism
is dominant, future studies should include in situ vibrational spectroscopy on the
ReOx /CeO2 using the S-HDO reaction conditions.
Application of computational modeling was limited to determining the potential
reaction mechanisms for S-HDO on ReOx /CeO2 . However, there has been limited
work on using ab initio methodologies in predicting the band positions of the different
potential species that ReOx can form on the various support surfaces. Utilizing previous approaches to Raman band predicting models on these catalysts can expedite and
validate the analysis of spectrographic data after experiments have been conducted.
8.6

Conclusion: Thiol-Ene Peel Test Optimization

Utilizing a variation of the response surface methodology (RSM) on various thiol-ene
mixtures allowed for the development of a model localized to the studied parameters. This model was used to optimized the figure-of-merit, adhesive strength, with
respect to the synthesis parameters. The use of RSM is transferable to other ultraviolet (UV) curable sealant systems.in order to optimize a given property. In the case
of pentaerythritol tetrakis(3-mercaptopropionate) (PETMP), synthesized with 1,3,5Triallyl-1,3,5-triazine-2,4,6(1H,3H,5H)-trione (TTT) or trimethylolpropane triacrylate (TMPTA), the quantitative parameters of cure temperature and cure time showed
an optimum adhesive strength at longer cure times and higher temperatures. However, when adjusting for additive filler the adhesive strength only increased slightly,
which may be a result of the increased elastic modulus of the polymer systems. Application of high-throughput techniques toward synthesis and characterization can
expedite the data acquisition process, analysis, and model development.
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8.6.1

Future Work

A major concession toward the development of the RSM modeling function was the
utilization of categorical variables in the design space. While these the type of alkene
and filler material are necessary in studying the adhesive strength of the material,
they do not readily lend themselves to a numerical value that can be applied to a calculated model. Therefore, when applying a design of experiments and computational
modeling to future peel samples, determining quantitative values that can be related
to the categorical variables is an exploratory path. For example, using energy of formations, extents of polymerization, and intermolecular bond strengths can be factors
that are applied to the thiol and alkene interaction, and these factors can adjust the
model away from an estimation and closer to a developed function. However, there is
a risk of overparameterization when applying these factors and addition studies will
be required to determine relevant input variables.
Outside of the RSM for estimating thiol-ene adhesive strength, the fundamental
reaction has additional avenues of study. In particular, the kinetic information of the
polymerization for these particular reactions can be determined utilizing known rate
equations and high-throughput experimentation. Spectrographic techniques, such as
Fourier transform infrared spectroscopy (FTIR) and Raman spectroscopy can be applied to the thiol-ene reaction in situ and the resulting spectral data can provide
a timeline of consumption of different bonds during the polymerization. In order
to expedite these experiments, characterization can be parallelized using a zinc selenide (ZnSe) prism. This prism is IR transparent and allows for multiple samples
to be measured in a single experiment with the use of a specialized focal plane array
(FPA) area detector. The end results in the novel analysis of reaction kinetics of a
polymerization reaction using high-throughput spectral techniques.
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Appendix A
MPEA Phase Stabilization Appendix
A.1

Ω and δ Values for (Alx Cuy Mo1−x−y )FeNiTiVZr Libraries

Table A.1 shows the binary solubilities of the (Alx Cuy Mo1−x−y )FeNiTiVZr constituent
pairs. A majority of the pairs result in body-centered cubic (BCC) structures, while
the varying compositions between Al, Mo, and Cu show three different structures.
The Al-Mo pair results in a BCC structure, the Al-Cu pair favors a face-centered cubic
(FCC) structure, and the Cu-Mo pair is mostly insoluble. Therefore, when observing
the edges of pseudo-ternary diagram, destabilization effects can be predicted.
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Table A.1: Solubility Table of Binary Constituent Pairs
Element A
Element B
Al
Cu
Mo
Fe
Ni
Ti
V
169

Zr

Al

Cu

Mo

Fe

Ni

Ti

V

Zr

FCC

FCC

BCC

BCC

F CC
B2

BCC

BCC

BCC

FCC

No Mix

F CC
BCC

FCC

F CC
BCC

BCC

BCC

BCC

BCC

F CC
BCC
F CC
BCC

BCC

BCC

BCC

BCC

BCC

FCC

F CC
BCC
BCC
HCP

F CC
BCC
F CC
BCC
BCC
HCP

BCC

BCC

F CC
BCC

F CC
BCC
BCC
HCP

BCC
HCP

Table A.2 is a collection of the predictive values for the 150 W high power (HP) and
50 W low power (LP) (Alx Cuy Mo1−x−y )FeNiTiVZr continuous composition spread
(CCS) libraries at points diffracted at the synchrotron. This collection of data is used
in Figure 3.8 in order to determine where the libraries fall in relation to previously
predicted regions of stability.
Table A.2: Predictive Values for Alloy Phase Stabilization
50 W Data

150 W Data

Sample

x

y

δ

Ω

x

y

δ

Ω

1

0.548

0.114

9.17

1.09

0.453

0.118

9.20

1.14

2

0.550

0.169

9.21

1.09

0.509

0.151

9.22

1.09

3

0.548

0.114

9.17

1.09

0.438

0.125

9.20

1.16

4

0.550

0.169

9.21

1.09

0.491

0.162

9.22

1.11

5

0.537

0.090

9.16

1.10

0.381

0.116

9.19

1.21

6

0.551

0.134

9.19

1.16

0.439

0.152

9.22

1.16

7

0.544

0.195

9.22

1.15

0.484

0.197

9.24

1.11

8

0.511

0.089

9.16

1.13

0.351

0.117

9.19

1.25

9

0.529

0.132

9.18

1.13

0.408

0.156

9.22

1.19

10

0.526

0.193

9.22

1.14

0.452

0.204

9.25

1.15

11

0.502

0.271

9.26

1.13

0.483

0.261

9.28

1.11

12

0.494

0.113

9.17

1.13

0.358

0.141

9.20

1.24

13

0.503

0.167

9.20

1.14

0.406

0.189

9.23

1.19

14

0.491

0.238

9.24

1.14

0.441

0.246

9.27

1.15

15

0.459

0.327

9.29

1.21

0.464

0.311

9.30

1.12

16

0.467

0.123

9.18

1.20

0.340

0.152

9.21

1.26

17

0.476

0.180

9.21

1.19

0.385

0.204

9.24

1.21

18

0.464

0.255

9.25

1.18

0.417

0.265

9.28

1.18
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50 W Data

150 W Data

Sample

x

y

δ

Ω

x

y

δ

Ω

19

0.432

0.348

9.30

1.18

0.436

0.336

9.31

1.15

20

0.433

0.112

9.17

1.18

0.303

0.143

9.20

1.30

21

0.450

0.166

9.20

1.17

0.350

0.196

9.23

1.25

22

0.446

0.238

9.24

1.17

0.384

0.258

9.27

1.21

23

0.421

0.327

9.29

1.18

0.405

0.329

9.31

1.18

24

0.390

0.094

9.15

1.19

0.269

0.133

9.19

1.34

25

0.418

0.141

9.18

1.20

0.308

0.174

9.22

1.30

26

0.426

0.205

9.22

1.29

0.346

0.235

9.25

1.26

27

0.414

0.288

9.26

1.26

0.372

0.305

9.29

1.22

28

0.381

0.388

9.31

1.27

0.384

0.384

9.33

1.20

29

0.375

0.108

9.16

1.25

0.256

0.141

9.20

1.36

30

0.398

0.162

9.19

1.23

0.301

0.198

9.23

1.31

31

0.402

0.234

9.23

1.22

0.334

0.266

9.27

1.27

32

0.385

0.323

9.28

1.23

0.353

0.342

9.31

1.24

33

0.348

0.430

9.33

1.22

0.359

0.423

9.35

1.22

34

0.353

0.114

9.16

1.22

0.243

0.149

9.20

1.37

35

0.376

0.172

9.20

1.23

0.285

0.212

9.24

1.33

36

0.379

0.247

9.24

1.24

0.315

0.283

9.28

1.29

37

0.362

0.340

9.29

1.26

0.332

0.363

9.32

1.26

38

0.326

0.450

9.34

1.27

0.335

0.448

9.36

1.24

39

0.326

0.110

9.16

1.33

0.231

0.159

9.20

1.39

40

0.352

0.168

9.19

1.32

0.263

0.211

9.23

1.35

41

0.359

0.243

9.24

1.30

0.293

0.286

9.28

1.32

42

0.346

0.336

9.28

1.30

0.309

0.368

9.32

1.29
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50 W Data

150 W Data

Sample

x

y

δ

Ω

x

y

δ

Ω

43

0.313

0.446

9.34

1.28

0.312

0.457

9.36

1.27

44

0.299

0.106

9.15

1.27

0.220

0.168

9.21

1.40

45

0.328

0.164

9.19

1.27

0.243

0.209

9.23

1.38

46

0.338

0.239

9.23

1.27

0.273

0.287

9.28

1.34

47

0.329

0.331

9.28

1.27

0.289

0.371

9.32

1.32

48

0.300

0.441

9.33

1.28

0.291

0.462

9.37

1.30

49

0.277

0.507

9.36

1.28

0.289

0.497

9.38

1.29

50

0.300

0.145

9.18

1.30

0.216

0.191

9.22

1.41

51

0.317

0.217

9.22

1.30

0.248

0.271

9.26

1.37

52

0.315

0.306

9.27

1.39

0.267

0.356

9.31

1.34

53

0.294

0.412

9.32

1.37

0.272

0.447

9.36

1.32

54

0.258

0.526

9.37

1.35

0.267

0.521

9.39

1.31

55

0.271

0.126

9.16

1.34

0.199

0.189

9.22

1.43

56

0.294

0.196

9.20

1.34

0.225

0.253

9.25

1.40

57

0.299

0.281

9.25

1.33

0.246

0.340

9.30

1.37

58

0.286

0.384

9.30

1.32

0.254

0.432

9.35

1.35

59

0.254

0.502

9.36

1.32

0.249

0.529

9.39

1.33

60

0.242

0.107

9.15

1.32

0.189

0.200

9.22

1.45

61

0.271

0.173

9.19

1.32

0.201

0.232

9.24

1.43

62

0.282

0.256

9.24

1.32

0.226

0.322

9.29

1.40

63

0.276

0.355

9.29

1.33

0.237

0.415

9.34

1.38

64

0.252

0.470

9.34

1.35

0.234

0.513

9.38

1.36

65

0.223

0.565

9.39

1.35

0.227

0.570

9.41

1.35

66

0.246

0.151

9.18

1.35

0.180

0.211

9.23

1.46
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50 W Data

150 W Data

Sample

x

y

δ

Ω

x

y

δ

Ω

67

0.263

0.231

9.22

1.44

0.206

0.301

9.28

1.43

68

0.263

0.327

9.27

1.42

0.220

0.397

9.33

1.40

69

0.247

0.438

9.33

1.40

0.221

0.496

9.37

1.38

70

0.213

0.566

9.39

1.39

0.208

0.594

9.42

1.37

71

0.232

0.157

9.18

1.38

0.171

0.223

9.23

1.47

72

0.248

0.241

9.22

1.37

0.195

0.318

9.28

1.44

73

0.247

0.340

9.28

1.37

0.207

0.418

9.33

1.42

74

0.231

0.454

9.33

1.36

0.205

0.519

9.38

1.40

75

0.198

0.584

9.39

1.36

0.191

0.618

9.43

1.39

76

0.219

0.163

9.18

1.36

0.163

0.235

9.24

1.48

77

0.233

0.251

9.23

1.36

0.185

0.335

9.29

1.46

78

0.232

0.353

9.28

1.37

0.194

0.438

9.34

1.43

79

0.216

0.470

9.34

1.38

0.190

0.542

9.39

1.41

80

0.184

0.602

9.40

1.39

0.174

0.642

9.44

1.41

81

0.206

0.169

9.18

1.40

0.155

0.248

9.24

1.50

82

0.220

0.260

9.23

1.48

0.175

0.353

9.30

1.47

83

0.218

0.366

9.29

1.46

0.182

0.459

9.35

1.44

84

0.202

0.486

9.35

1.44

0.176

0.565

9.40

1.43

85

0.171

0.620

9.41

1.43

0.158

0.666

9.45

1.42

86

0.202

0.211

9.20

1.42

0.156

0.304

9.27

1.50

87

0.208

0.312

9.26

1.41

0.169

0.415

9.33

1.47

88

0.201

0.426

9.32

1.41

0.169

0.524

9.38

1.45

89

0.179

0.554

9.38

1.39

0.156

0.630

9.43

1.44

90

0.185

0.180

9.19

1.40

0.142

0.275

9.26

1.52
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50 W Data

150 W Data

Sample

x

y

δ

Ω

x

y

δ

Ω

91

0.196

0.280

9.24

1.41

0.157

0.389

9.31

1.49

92

0.193

0.392

9.30

1.39

0.160

0.503

9.37

1.47

93

0.178

0.517

9.36

1.41

0.151

0.612

9.42

1.45

94

0.148

0.654

9.42

1.42

0.130

0.713

9.46

1.45

95

0.185

0.289

9.24

1.43

0.149

0.408

9.32

1.50

96

0.182

0.405

9.30

1.44

0.150

0.525

9.38

1.48

97

0.167

0.532

9.36

1.52

0.139

0.635

9.43

1.46

98

0.173

0.233

9.21

1.50

0.136

0.352

9.29

1.52

99

0.176

0.345

9.27

1.49

0.143

0.477

9.36

1.50

100

0.167

0.468

9.33

1.47

0.138

0.593

9.41

1.48

101

0.148

0.602

9.40

1.47

0.120

0.702

9.46

1.47

102

0.167

0.333

9.26

1.46

0.136

0.473

9.35

1.51

103

0.161

0.456

9.33

1.44

0.131

0.594

9.41

1.49

104

0.144

0.590

9.39

1.44

0.114

0.705

9.46

1.48

105

0.158

0.393

9.29

1.43

0.133

0.530

9.38

1.50

106

0.147

0.523

9.36

1.44

0.123

0.647

9.43

1.49

107

0.155

0.420

9.31

1.44

0.132

0.554

9.39

1.50
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Appendix B
MPEA Oxidation Appendix
B.1

Ω and δ Values for the (AlFeNiTiVZr)1−x Crx Library

Table B.1 shows the thermodynamic predictive values, Ω and δ based off of the
previous heuristics outlined by [272]. Interestingly, sample 1 has a entropy/enthalpy
ratio less than 1, but the diffraction patterns show that the structure still formed a
single phase solid solution upon deposition and post vacuum anneal. There may be
small discrepancies based off of extrapolation of the composition from WDS data,
but it also shows how the heuristic is still an estimation.
Table B.1: Predictive Values
for Alloy Phase Stabilization
Sample

Cr at.%

δ

Ω

1

6.4

9.14

0.99

2

6.8

9.13

1.00

3

7.3

9.12

1.01

4

8.0

9.12

1.02

5

8.6

9.11

1.04

6

9.4

9.09

1.05

7

10.3

9.08

1.07

8

11.2

9.07

1.08

9

12.3

9.05

1.10

10

13.4

9.03

1.12
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B.2

Sample

Cr at.%

δ

Ω

11

14.6

9.01

1.14

12

15.9

8.98

1.17

13

17.2

8.95

1.19

14

18.7

8.92

1.22

15

20.3

8.89

1.24

16

21.9

8.85

1.27

17

23.6

8.81

1.30

18

25.4

8.76

1.34

19

27.3

8.70

1.37

20

29.2

8.65

1.41

21

31.3

8.58

1.44

22

33.4

8.51

1.48

23

35.7

8.43

1.53

Additional Waterfall Plots of the Post-Annealed MPEA
Library

Figure B.1 shows additional diffraction patterns in between major annealing times of
the (AlFeNiTiVZr)1−x Crx continuous composition spread (CCS) library. These plots
show the furthered development of oxide structures as the samples anneal longer.
The phase boundary distinction remains between 23.6 and 29.2 at.% Cr. The 6-hour
anneal shows the existence of a passivating oxide layer as the differences between the
two regions become distinct.
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B.3

Additional Raman Spectra of the MPEA Library

Additional Raman spectra were taken in order to track the oxide structures as annealing time increased. Figure B.2, shows the Raman spectrum of the as-deposited
(AlFeNiTiVZr)1−x Crx . Since the metallic alloy does not show Raman structures due
to the infinite polarizability of metals, the spectrum only shows the modes of natural surface oxidation due to library’s exposure to the air. This spectrum is seen
throughout the entirety of the composition spread.
Figures B.3, B.4, and B.5 show a heat map of the binary CCS library after 1, 6,
and 18 hours of annealing in air respectively at 873 K. After annealing for 1 hour the,
a sharp band developed at 920 cm−1 at Cr concentrations above 25 at.%. Additional
bands form at the same region at 884, 770, 662, and 380 cm−1 , which correspond well
with CrO3 . However, as mentioned in Chapter 4 it is unlikely this structure solely
consists of CrO3 , due to the multiple potential species seen in the diffraction data.
As the sample anneals for up to 6 hours, the bands seen in the 1-hour anneal are
still present, but at lower Cr concentrations two broad bands exist at 936 and 815
cm−1 , which is indicative of continued oxidation in that concentration region. After
annealing the sample for 18 hours, in the region of lower Cr concentration, the broad
bands at 600 and 1000 cm− 1 increased in intensity. The sharp band at 920 cm− 1 does
not form until approximately 28 at.% Cr, indicating that the behavioral boundary
had shifted as the sample endured a longer anneal.
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Figure B.1: Waterfall plots of the CCS library after annealing in air for 3 hours (Top)
and 6 hours (bottom).
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Figure B.2: The spectrum of the as-deposited (AlFeNiTiVZr)1−x Crx . The low intensity of the spectrum is due to the lack of oxides present on the sample surface.

Figure B.3: Raman heat map and representative spectra of the CCS after 1 hour.
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Figure B.4: Raman heat map and representative spectra of the CCS after 6 hours.

Figure B.5: Raman heat map and representative spectra of the CCS after 18 hours.
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Appendix C
Stabilized Zirconia Appendix
C.1

Deposited ScSZ Surface Topography

Figure C.1: SEM images of ScSZ samples deposited at 923 K, 65 W, and 10 vol.% O2
concentration. (a)4 hour post-anneal, (b)8 hour post-anneal, (c)12 hour post-anneal.

In order to determine the grain size distribution seen in Figure 5.13, scanning
electron microscopy (SEM) images were taken on the deposited ScSZ samples, seen
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in Figure C.1. These micrographs were taken using a Zeiss Ultraplus Thermal Field
Emission SEM with a 10 keV electron beam intensity, working distance of 4.6 nm,
and secondary electron detector. The magnification scale bar seen in Figure C.1 is
30 nm. No major cracks or delamination was visible on the surfaces of any of the
annealed samples. An image of the as-deposited film was excluded due to grains that
were too small to resolve using the SEM.

182

Appendix D
ReOx/CeO2 Appendix
D.1

Catalyst Diffraction Data

A diffraction pattern of the ReOx /CeO2 catalyst powder can be seen in Figure D.1
and was taken using the Rigaku Miniflex II, which was briefly mentioned in 2.2.
The measuring range was between 20-80°2θ at a scan speed of 0.5°/minute and a
with resolution of 0.02°. From the pattern we see only peaks that correspond with
cubic CeO2 (PDF# 75-0390). No visible evidence of ReOx could be detected, which is
expected with the low percentage of ReOx and the high dispersion across the support.

Figure D.1: The diffraction pattern of ReOx /CeO2 .
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D.2

Raman Spectra Analysis Validation

Raman spectra were taken in order to alleviate concerns about the measurement
quality from the isotope exchange and validate previous measurements. The signalto-noise ratio (SNR) of the spectrum in Figure 6.3a and 6.3b was 12.0 and 31.8
respectively. This lead to some concerns that the ReOx would sublime after several
hours of exchange and annealing at 823 K, and the quality of the Raman signal
would decrease. However, the SNR drop was most likely due to some challenges with
the experimental equipment. The in situ cell for the Raman microscope requires
the isotope oxygen to be manually attached to the cell, and this can cause slight
movements in the positioning of the sample. While this can be a concern for some
sample types, it can be reasonably assumed that the distribution of the ReOx is even
across the CeO2 , and any movement would have cause a slight decrease in focus to
the moved sample spot area. Figure D.2 is a spectral comparison between the 1
wt.% ReOx /CeO2 that was annealed in flowing Ar at the same time and temperature
as the isotope exchange experimental conditions. For this measurement the sample
remained undisturbed. From the spectra, we can see that the SNR of the main peak
at 989 cm−1 decreased from 51.5 to 45.3 after heating for 3 hours at 823 K. While
there was a drop in SNR of 12.0% that can be attributed to ReOx sublimation, the
drop seen in the isotope exchange was 62.3%, which is most likely due to sample
perturbation.
The presence of a bending hydroxyl species, δ-Re – OH, at 834 cm−1 required
further investigation due to the uncommon sighting of the species. In order to verify
that the Re – OH was appropriately assigned, the 700 cm−1 region was observed. This
is a wavenumber range where the ν-Re – OH stretch is detectable. However, there were
no detectable traces of the species at that wavenumber. While Raman measurements
typically demand that all modes be visible to verify species assignment, the already
low intensity of the bands detected at 834 cm−1 may imply other characteristic bands
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Figure D.2: A comparison of the SNR between Raman spectra at different points
during heating.
of the Re – OH species at lower wavenumbers is indistinguishable from the background
noise. Additionally, this stretch was only detected using FTIR in previous literature,
which may imply that it is Raman inactive. However, the stretching band of Re – OH
should theoretically be Raman active due to the lack of a center fo symmetry for
the species. Unfortunately, DRIFTS measurements were not reliable in the 700 cm−1
region due to the wavenumber range nearing the detection limit of the MCT detector.
Additional Raman measurements were taken where ν-O – H bands are visible. This
includes the 3700 cm−1 region seen in Figure D.3. A broad band that could be
attributed to the ν-O – H stretch is visible, but the large background makes it difficult
to process the data and make a firm verification of the species. Therefore, further
testing is required for complete identification, but the initial band assignments are
still applicable.

185

Figure D.3: A spectrum of the 1 wt.% ReOx /CeO2 between 3000 and 4000 wavenumbers. The O – H stretch has been observed near 3700 cm−1 , and a broad band is
visible in the specturm.
D.3

Selection Rule Validation

When comparing the Raman spectra and DRIFTS of the 1 wt.% ReOx /CeO2 , the
selection rules between the two techniques must be obeyed. In Raman spectroscopy,
the symmetric stretch must have greater or equivalent intensity to the asymmetric
stretch, and the opposite is true when using FTIR spectral techniques. Solely observing the spectra of both the Raman and IR data would imply that the selection
rules have been broken, because the peak intensity of the symmetric stretch is the
greatest in both cases. However, the integrated peak intensity provides more information about the symmetric and asymmetric stretches. Table D.1 shows the integrated
intensities of the di-oxo ReOx stretches before and after the isotope exchange. The
Raman symmetric to asymmetric ratio is greater than one, which is expected. As for
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the DRIFTS, the ratio is slightly less than one, which is also expected. Therefore,
the selection rules are upheld and the data band assignments are valid.
Table D.1: Integrated Intensities of the Di-Oxo ReOX Stretch
νs (O – Re – O)

νas (O – Re – O)

Sym/Asym Ratio

Raman (Pre-Exchange)

122.4

85.6

1.43

Raman (Post-Exchange)

123.6

86.5

1.43

DRIFTS (Pre-Exchange)

0.37

0.38

0.99

DRIFTS (Post-Exchange)

0.66

0.67

0.99
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Appendix E
Peel Test Appendix
E.1

Measured Adhesion Data

Table E.1 is a collection of the average adhesive strength of each sample condition.
Each trial ran five samples and an average and standard error was measured. At
the coldest condition of 10 °C (283 K), cure time often was required to be above
5 minutes before a peelable sample would form. Anytime a unfinished sample was
developed it would be labeled with a zero for adhesive strength in the table. The
TTT alkene monomer consistently held higher average adhesive strengths over the
TMPTA monomer. The standard error for the samples was often between 10-20% of
the average, with outliers reaching 50% of the peel strength.
Table E.1: Average Peel Strength of Thiol-Ene Sealant at the
Measured Synthesis Conditions
Alkene

Time

Temp.

min.

°C

TTT

3

10.0

TTT

3

TTT

Filler

Peel Strength

Std. Err.

N/mm

N/mm

None

0.138

0.013

10.0

Sand

0.189

0.028

3

10.0

Al2 O3

0.126

0.031

TTT

3

10.0

SiO2

0.060

0.009

TTT

3

15.6

None

0.000

0.000

TTT

3

15.6

Sand

0.161

0.026

TTT

3

15.6

Al2 O3

0.000

0.000
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Alkene

Time

Temp.

min.

°C

TTT

3

15.6

TTT

5

TTT

Filler

Peel Strength

Std. Err.

N/mm

N/mm

SiO2

0.000

0.000

10.0

None

0.129

0.014

5

10.0

Sand

0.000

0.000

TTT

5

10.0

Al2 O3

0.208

0.053

TTT

5

10.0

SiO2

0.170

0.008

TTT

5

15.6

None

0.192

0.032

TTT

5

15.6

Sand

0.077

0.009

TTT

5

15.6

Al2 O3

0.151

0.032

TTT

5

15.6

SiO2

0.180

0.023

TTT

7

10.0

None

0.144

0.034

TTT

7

10.0

Sand

0.146

0.021

TTT

7

10.0

Al2 O3

0.100

0.041

TTT

7

10.0

SiO2

0.109

0.023

TTT

7

15.6

None

0.099

0.015

TTT

7

15.6

Sand

0.000

0.000

TTT

7

15.6

Al2 O3

0.000

0.000

TTT

7

15.6

SiO2

0.424

0.059

TTT

10

10.0

None

0.000

0.000

TTT

10

10.0

Sand

0.109

0.011

TTT

10

10.0

Al2 O3

0.101

0.005

TTT

10

10.0

SiO2

0.000

0.000

TTT

10

15.6

None

0.000

0.000

TTT

10

15.6

Sand

0.192

0.033

TTT

10

15.6

Al2 O3

0.418

0.053
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Alkene

Time

Temp.

min.

°C

TTT

10

15.6

TTT

10

TTT

Filler

Peel Strength

Std. Err.

N/mm

N/mm

SiO2

0.340

0.038

21.1

None

0.208

0.032

10

21.1

Sand

0.280

0.084

TTT

10

21.1

Al2 O3

0.885

0.099

TTT

10

21.1

SiO2

0.846

0.116

TTT

20

10.0

None

0.172

0.054

TTT

20

10.0

Sand

0.144

0.058

TTT

20

10.0

Al2 O3

0.149

0.024

TTT

20

10.0

SiO2

0.137

0.026

TTT

20

15.6

None

0.220

0.038

TTT

20

15.6

Sand

0.207

0.053

TTT

20

15.6

Al2 O3

0.536

0.095

TTT

20

15.6

SiO2

0.214

0.056

TTT

20

21.1

None

0.409

0.070

TTT

20

21.1

Sand

0.367

0.039

TTT

20

21.1

Al2 O3

0.585

0.138

TTT

20

21.1

SiO2

0.568

0.070

TTT

40

10.0

None

0.286

0.015

TTT

40

10.0

Sand

0.765

0.081

TTT

40

10.0

Al2 O3

0.171

0.016

TTT

40

10.0

SiO2

0.248

0.039

TTT

40

15.6

None

0.355

0.011

TTT

40

15.6

Sand

0.231

0.065

TTT

40

15.6

Al2 O3

0.909

0.103
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Alkene

Time

Temp.

min.

°C

TTT

40

15.6

TTT

40

TTT

Filler

Peel Strength

Std. Err.

N/mm

N/mm

SiO2

0.505

0.113

21.1

None

0.262

0.009

40

21.1

Sand

0.713

0.134

TTT

40

21.1

Al2 O3

0.595

0.044

TTT

40

21.1

SiO2

1.225

0.321

TTT

60

10.0

None

0.589

0.081

TTT

60

10.0

Sand

0.603

0.133

TTT

60

10.0

Al2 O3

0.384

0.074

TTT

60

10.0

SiO2

0.448

0.106

TTT

60

15.6

None

1.050

0.220

TTT

60

15.6

Sand

0.355

0.018

TTT

60

15.6

Al2 O3

0.627

0.095

TTT

60

15.6

SiO2

0.427

0.128

TTT

60

21.1

None

1.448

0.289

TTT

60

21.1

Sand

1.098

0.418

TTT

60

21.1

Al2 O3

1.174

0.195

TTT

60

21.1

SiO2

1.038

0.204

TMPTA

3

10.0

None

0.000

0.000

TMPTA

3

10.0

Sand

0.000

0.000

TMPTA

3

10.0

Al2 O3

0.000

0.000

TMPTA

3

10.0

SiO2

0.000

0.000

TMPTA

3

15.6

None

0.000

0.000

TMPTA

3

15.6

Sand

0.083

0.006

TMPTA

3

15.6

Al2 O3

0.195

0.022

191

Alkene

Time

Temp.

min.

°C

TMPTA

3

15.6

TMPTA

5

TMPTA

Filler

Peel Strength

Std. Err.

N/mm

N/mm

SiO2

0.136

0.041

10.0

None

0.000

0.000

5

10.0

Sand

0.000

0.000

TMPTA

5

10.0

Al2 O3

0.000

0.000

TMPTA

5

10.0

SiO2

0.000

0.000

TMPTA

5

15.6

None

0.074

0.029

TMPTA

5

15.6

Sand

0.090

0.024

TMPTA

5

15.6

Al2 O3

0.115

0.016

TMPTA

5

15.6

SiO2

0.129

0.007

TMPTA

7

10.0

None

0.000

0.000

TMPTA

7

10.0

Sand

0.000

0.000

TMPTA

7

10.0

Al2 O3

0.000

0.000

TMPTA

7

10.0

SiO2

0.000

0.000

TMPTA

7

15.6

None

0.146

0.023

TMPTA

7

15.6

Sand

0.176

0.006

TMPTA

7

15.6

Al2 O3

0.101

0.013

TMPTA

7

15.6

SiO2

0.124

0.008

TMPTA

10

10.0

None

0.000

0.000

TMPTA

10

10.0

Sand

0.000

0.000

TMPTA

10

10.0

Al2 O3

0.000

0.000

TMPTA

10

10.0

SiO2

0.000

0.000

TMPTA

10

15.6

None

0.183

0.052

TMPTA

10

15.6

Sand

0.142

0.019

TMPTA

10

15.6

Al2 O3

0.091

0.012

192

Alkene

Time

Temp.

min.

°C

TMPTA

10

15.6

TMPTA

10

TMPTA

Filler

Peel Strength

Std. Err.

N/mm

N/mm

SiO2

0.177

0.013

21.1

None

0.182

0.022

10

21.1

Sand

0.171

0.008

TMPTA

10

21.1

Al2 O3

0.223

0.015

TMPTA

10

21.1

SiO2

0.214

0.047

TMPTA

20

10.0

None

0.107

0.023

TMPTA

20

10.0

Sand

0.158

0.029

TMPTA

20

10.0

Al2 O3

0.158

0.021

TMPTA

20

10.0

SiO2

0.141

0.010

TMPTA

20

15.6

None

0.118

0.024

TMPTA

20

15.6

Sand

0.124

0.015

TMPTA

20

15.6

Al2 O3

0.103

0.018

TMPTA

20

15.6

SiO2

0.079

0.012

TMPTA

20

21.1

None

0.172

0.029

TMPTA

20

21.1

Sand

0.161

0.024

TMPTA

20

21.1

Al2 O3

0.222

0.024

TMPTA

20

21.1

SiO2

0.154

0.022

TMPTA

40

10.0

None

0.116

0.008

TMPTA

40

10.0

Sand

0.138

0.013

TMPTA

40

10.0

Al2 O3

0.170

0.016

TMPTA

40

10.0

SiO2

0.140

0.034

TMPTA

40

15.6

None

0.263

0.020

TMPTA

40

15.6

Sand

0.156

0.016

TMPTA

40

15.6

Al2 O3

0.171

0.023

193

Alkene

E.2

Time

Temp.

min.

°C

TMPTA

40

15.6

TMPTA

40

TMPTA

Filler

Peel Strength

Std. Err.

N/mm

N/mm

SiO2

0.217

0.042

21.1

None

0.224

0.017

40

21.1

Sand

0.196

0.025

TMPTA

40

21.1

Al2 O3

0.140

0.012

TMPTA

40

21.1

SiO2

0.159

0.032

TMPTA

60

10.0

None

0.122

0.025

TMPTA

60

10.0

Sand

0.131

0.013

TMPTA

60

10.0

Al2 O3

0.231

0.028

TMPTA

60

10.0

SiO2

0.260

0.033

TMPTA

60

15.6

None

0.189

0.019

TMPTA

60

15.6

Sand

0.157

0.016

TMPTA

60

15.6

Al2 O3

0.042

0.006

TMPTA

60

15.6

SiO2

0.090

0.017

TMPTA

60

21.1

None

0.219

0.023

TMPTA

60

21.1

Sand

0.141

0.007

TMPTA

60

21.1

Al2 O3

0.248

0.038

TMPTA

60

21.1

SiO2

0.161

0.020

3D Response Surface Contour Plots

In addition to the 2D contour plots used in Figure 7.6, 3D response surface contour
plots were generated alongside the average adhesive strength data points. The contour
plots were developed using a second-order polynomial regression model. These plots
are able to aid in visualization of the design space of interest for future experiments
to optimize the adhesive strength of each system.
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Figure E.1: 3D contour plots of the average adhesive strength. The plot was generated
using a regression model that minimized the distance of the contour plot to the data
points.
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E.3

Promoter Adhesion

Standard adhesion strengths that are desired in the industry are typically an order
of magnitude higher than what the current samples exhibited at any condition. A
commercial promoter, (3-Mercaptopropyl)trimethoxysilane (MTMO) seen in Figure
E.2, was applied to the Al substrate surface in an attempt to increase adhesion.
However, no improvement could be seen in samples synthesized on the coated surface.

Figure E.2: The MTMO promoter. The silane end of the molecule is designed to
bond with metal substrates, while the thiol end links with the sealant.
Scanning electron microscopy (SEM) and electron dispersive spectroscopy (EDS)
was performed on a pairing of clean and coated substrates to compare the surface
morphology and chemistry, as seen in Figure E.3. The MTMO is activated with an
acid and binds to a metal surface via the silicon end, while the thiol functional group
binds to a curable sealant. However, there is little evidence of the promoter binding
to sample.
In order to verify if any of the MTMO bound with the Al substrate, the samples
were measured using X-ray photoelectron microscopy (XPS). This is a highly sensitive
technique that provides information on the oxidation state of the surface species.
Outside the odd development of noise on the clean sample, which also exhibited an
aluminum carbonate species, the Al 2p peaks showed shift of 0.65 eV toward higher
binding energy after exposure to MTMO, which can be seen between Figures E.4(a)
and (b). Additionally, there is evidence of silicon and sulfur post exposure as seen
in Figures E.5(a) and (b). It seems that binding did occur between the aluminum
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Figure E.3: SEM/EDS of the (a) clean Al substrate and (b) promoted Al substrate.
and silicon, but it is possible that the thiol species on the promoter was unable to
cross-link with the sealant sample.
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Figure E.4: XPS spectra of the (a) clean Al substrate and (b) promoted Al substrate.
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Figure E.5: XPS spectra of the (a) silicon and (b) sulfur on the promoted Al substrate.

199

Appendix F
Copyright Permissions

Figure F.1: Copyright permission for J.K. Bunn, Development of Novel HighThroughput Methodologies to Evaluate the Thermal Stability of High-Temperature
Thin-Film Crystals for Energy Applications. University of South Carolina, 2016

Figure F.2: Copyright permission for B. Ruiz-Yi, J. K. Bunn, D. Stasak, A. Mehta,
M. Besser, M. J. Kramer, I. Takeuchi, J. R. Hattrick-Simpers, (2016). The Different
Roles of Entropy and Solubility in High Entropy Alloy Stability. ACS Combinatorial
Science, 18(9), 596-603.
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Figure F.3: Copyright permission for National Transportation Safety Board. Aircraft
accident report - In-flight breakup over the Atlantic Ocean Trans World Airlines
Flight 800 Boeing 747-131, N93119, near East Moriches, New York, July 17, 1996.
(Report No. PB2000-910403).
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Figure F.4: Copyright permission for X. Ren, W. Pan (2014). Mechanical properties of high-temperature-degraded yttriastabilized zirconia. Acta Materialia, 69, 397-406.
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Figure F.5: Copyright permission for M. Yashima, M. Kakihana, M. Yoshimura, (1996). Metastable-stable phase diagrams in
the zirconia-containing systems utilized in solid-oxide fuel cell application. Solid State Ionics, 86-88, 1131-1149.
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Figure F.6: Copyright permission for B. MacQueen, B. Ruiz-Yi, M. Royko, A. Heyden, Y.J. Pagan-Torres, C. Williams, J.
Lauterbach, (2020). In-Situ Oxygen Isotopic Exchange Vibrational Spectroscopy of ReOx Surface Structures on CeO2 . The
Journal of Physical Chemistry C, 124(13), 7174-7181.
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Figure F.7: Copyright permission for S. Rani, A.K. Agrawal, V. Rastogi, (2017). Failure analysis of a first stage IN738 gas
turbine blade tip cracking in a thermal power plant. Case Studies in Engineering Failure Analysis, 8, 1-10.

