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Actualmente las operaciones de mantenimiento preventivo de los parques eólicos se
soportan sobre técnicas de Machine Learning para reducir los costes de las paradas
no planificadas. Por eso se necesita una predicción de fallos con cierta anticipación
que funcione sobre los datos de SCADA, ya disponibles en los parques eólicos, sin
necesidad de equipos adicionales. Los datos SCADA poseen una cierta cantidad de
ruido y necesitan un proceso de distintas etapas hasta poder obtener una predic-
ción de fallo con cierta precisión. Esta tesis comprende una secuencia de métodos
utilizados por separado en distintos campos, siendo aplicados a los datos SCADA.
Cada método ha sido evaluado, ajustado y modificado para su implementación en
una plataforma automática de predicción de fallos. Los datos pasan por una pri-
mera etapa donde se limpian los valores extremos. Se ha encontrado que algunos
métodos de filtrado automático pueden eliminar registros asociados a los fallos de
las turbinas, por lo que se ha sugerido configuraciones y un método alternativo en
una publicación. Acto seguido las distintas variables son seleccionadas por diver-
sos métodos de selección de características, donde se ha hecho una comparativa
en dos publicaciones para casos distintos con sus peculiaridades. Con las variables
seleccionadas y filtradas, se han explorado métodos supervisados y no supervisa-
dos obteniendo resultados destacables en una publicación con el SOM y en Deep
Learning con redes ANN y LSTM multicapa. Finalmente, se sugiere unas líneas que
continúan el actual trabajo.
Resum
Actualment les operacions de manteniment preventiu dels parcs eòlics es recolzen
sobre tècniques de Machine Learning per reduir els costos de les parades no pla-
nificades. Per això es necessita una predicció de fallades amb certa anticipació que
funcioni sobre les dades de SCADA ja disponibles dels parcs eòlics, sense necessitat
d’equips addicionals. Les dades SCADA tenen una certa quantitat de soroll i neces-
siten un procés de vàries etapes fins a poder obtenir una predicció de fallades amb
certa precisió. Aquesta tesi comprèn una seqüència de mètodes utilitzats per sepa-
rat en diferents camps, però sent aplicats a les dades SCADA. Cada mètode ha estat
avaluat, ajustat i modificat per a la seva implementació en una plataforma automà-
tica de predicció de fallades. Les dades passen per una primera etapa on es netegen
els valors extrems. S’ha trobat que alguns mètodes de filtratge automàtic pot elimi-
nar registres associats a les fallades de les turbines, per la qual cosa s’ha suggerit
configuracions i un mètode alternatiu a una publicació. Tot seguit les diferents va-
riables són seleccionades per diversos mètodes de selecció de característiques, on
s’ha fet una comparativa en dues publicacions per a casos diferents amb les seves
peculiaritats. Amb les variables seleccionades i filtrades, s’han explorat mètodes su-
pervisats i no supervisats obtenint resultats destacables en una publicació amb el
SOM i en Deep Learning amb xarxes ANN i LSTM multicapa. Finalment es fan uns
suggeriments amb unes línies que continuen l’actual treball.
Abstract
Nowadays, the preventive maintenance operations of wind farms are backing in
Machine Learning techniques to reduce the costs of unplanned downtime. For this
reason, an early fault prediction is needed that can work with the SCADA data that
is already available in the wind farms, without the requirement of additional equip-
ment. SCADA data has a certain amount of noise and requires a multi-stage process
until a failure prediction can be obtained with a certain accuracy. This thesis com-
prises a sequence of methods that are found separated in diverse fields, with their
application to SCADA data. Each technique has been evaluated, adjusted and mod-
ified for implementation on an automatic failure prediction platform. The data goes
through a first stage where the extreme values are removed. It has been found that
some automatic filtering methods can eliminate records associated with turbine fail-
ures, then configurations and an alternative method have been suggested inside a
publication. Following, the different variables are selected by different methods of
feature selection giving a result of two publications where a comparison of different
methods is made for different cases with their peculiarities. With the variables se-
lected and filtered, supervised and unsupervised methods have been explored, ob-
taining successful results in a publication with the SOM. The Deep Learning tech-
niques with multilayer ANN and LSTM networks are also covered inside super-
vised section. Finally, a few lines are suggested that continue the current work.
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CAPÍTULO 1
TESIS COMO COMPENDIO DE TRABAJOS PREVIAMENTE PUBLICADOS
La presente tesis doctoral, de acuerdo con el informe correspondiente, autoriza-
do por los directores de tesis y el órgano responsable del programa de doctorado, se
presenta como un compendio de tres trabajos previamente publicados. Las referen-
cias completas de los artículos que pertenecen al cuerpo de la tesis son los siguientes:
* Misma contribución
Blanco-M, A., Gibert, K., Marti-Puig, P., & Cusidó, J. and Solé-Casals, J. (2018).
Identifying Health Status of Wind Turbines by Using Self Organizing Maps
and Interpretation-Oriented Post-Processing Tools. Energies, 11(4), 1-21. (Im-
pact Factor 2.262, Q2)
Marti-Puig, P.*, Blanco-M, A.*, Cárdenas J. J., Cusidó, J. and Solé-Casals, J
(2018). Effects of the Pre-processing Algorithms in Fault Diagnosis of Wind
Turbines . Environmental Modelling and Software, ELSEVIER. ISSN 1364-
8152, https://doi.org/10.1016/j.envsoft.2018.05.002 (Impact Factor 4.404, Q1)
Blanco-M, A., Solé-Casals, J., Marti-Puig, P., Cárdenas J. J., Justicia, I. and Cu-
sidó, J. (2017) Impact of target variable distribution type over the regression
analysis in wind turbine data, 2017 International Conference and Workshop
on Bioinspired Intelligence (IWOBI), Funchal, 2017, pp. 1-7. (Indexado en IEEE
Explore dentro de los Conference Proceeding.)
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SENSORS SELECTION IN WIND TURBINE PROGNOSIS. Journal Of Sensors,
Hindawi. (En revisión)
Blanco-M, A., Solé-Casals, J., Marti-Puig, P., Cardenas J. J. and Cusidó, J. (2018)
Deep Learning in Wind Turbine’s Failure Prediction: comparison of multilayer





La energía eólica es la fuente de energías renovables que más crece [18], puesto a
que ayuda a cumplir los objetivos, propuestos por la Unión Europea para el 2020, de
reducir las emisiones y producir suficiente energía [16]. Además de estos objetivos
se ha establecido que al menos un 20 % de la producción de electricidad, debe pro-
venir de fuentes renovables [17] como las turbinas eólicas. En el caso de los parques
eólicos, los costes de operación y mantenimiento (O&M) representan desde un 10 %
a un 35 % del total de los costes de generación [45]. Si se reduce esta cantidad, los
parques eólicos pueden llegar a ser más competitivos y acelerar la transición a las
energías renovables [6].
En el mantenimiento de los parques eólicos, se programan tareas de manteni-
miento preventivo cada 2500 a 5000 horas. Esta frecuencia es insuficiente para de-
tectar y predecir el estado de la turbina, ya que no permite anticipar posibles fallos
que se da entre cada revisión. Esto provoca paradas inesperadas y producen pér-
didas importantes, que en algunos casos requieren de días o semanas esperando el
componente además de los recursos para efectuar la reparación. Para hacerse una
idea de la situación, la sustitución de la multiplicadora de una turbina puede llegar
a superar el 15 % [3] del coste total de la misma, siendo también la responsable de
que el 25 % [43] de la vida útil de la turbina esté fuera de servicio.
Dado esto, obtener información mediante el monitorizado continuo de la turbina
eólica para detectar deterioros en su estado o posibles fallos futuros como estrate-
gia preventiva, permite reducir estos costes y tiempos de reparación. Es común que
en la tarea de monitorizado, exista un operador que mediante conocimiento sobre
los sistemas de las turbinas, haga una diagnosis del estado. Esta operación resulta
ser costosa en tiempo y recursos, dado que una turbina puede aportar más de 200
variables [50] en intervalos de 5 a 10 minutos por medio del SCADA (Supervisory
Control and Data Acquisition). El sistema SCADA aporta información sobre distin-
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tos sistemas en forma de variables e indicadores como; temperaturas, indicadores
eléctricos, posiciones físicas, velocidades, vibraciones, etc [56]. Estos sistemas pro-
ducen ingentes cantidades de datos [54]. Además de estas variables continuas, las
turbinas proporcionan información sobre las alarmas ocurridas en las que se indica
el problema que hubo en un instante determinado.
Para poder determinar el estado de las turbinas de forma preventiva, se utilizan
técnicas de Machine Learning que efectúan el análisis de la forma más automática
posible, ya que la tarea de efectuar un análisis manual de caso por caso, requiere
de recursos ingentes por parte de una persona experta en eólica. Existen diversas
aproximaciones de las técnicas de Machine Learning, que por lo general se dividen
en supervisado y no supervisado [33].
En el caso de supervisado, técnica en la cual se debe proporcionar el marcado
de los registros (labeling), se emplean las alarmas proporcionadas por la turbina o
en ocasiones los registros históricos de reparaciones de otras turbinas ubicadas en
el mismo parque. Estas otras turbinas deben ser del mismo modelo y se utilizan con
el objetivo de tomar las lecturas realizadas antes de la rotura del sistema que se esté
analizando. Por lo que este caso supervisado, requiere de una persona experta en
el campo que defina las alarmas o los registros del histórico de reparaciones, que
han ser utilizados para el marcado de casos, generalmente binarios (buen estado /
mal estado). Por otro lado, se encuentran las técnicas agrupadas en el aprendizaje
no supervisado, en el cual no se utiliza ningún registro de alarma o reparación. El
aprendizaje no supervisado tiene como objetivo capturar la información de los datos
como agrupaciones, comportamientos de las variables o inclusive limpieza de estas
de acuerdo a la información que aportan.
Podemos encontrar diversos trabajos acerca de ambas variantes del Machine Lear-
ning utilizadas en la actualidad para tratar datos reales provenientes de parques
eólicos [60]. Por el lado supervisado, encontramos sistemas de clasificación y regre-
sión, desde métodos simples basados en modelos Bayesianos [27, 51] hasta técnicas
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más complejas basadas en Deep Learning [10, 34, 58]. Sin embargo, por el lado no
supervisado, se identifican distintos métodos basados en clústerización de los re-
gistros de las turbinas que sirven para identificar zonas y puntos de operación de
la turbina eólica, identificando así, zonas problemáticas. De entre estas técnicas de
clústerización, destaca el SOM (Self Organizing Maps) [30, 15, 55, 64, 26, 63, 36, 21].
Dentro del mismo grupo se identifican otras técnicas que tienen como objetivo, com-
primir la información mediante la composición de las distintas variables como las
basadas en redes neuronales como RBM [57] o Autoencoders [35] y en técnicas que
combinan las variables que maximizan la captura de la varianza en los datos como
el PCA [38, 48, 8].
Antes de poder aplicar cualquiera de los métodos explicados anteriormente, se
deben adquirir y preparar los datos, así como efectuar el etiquetado de casos expli-
cado en la Sección 2.1.
Una vez se han adquirido los datos y etiquetado los casos, debido a la baja cali-
dad de estos, ha sido necesario incluir un preprocesado de limpieza de datos para
eliminar valores extremos (outliers) introducidos por fallos de sensores, producidos
por la manipulación durante el mantenimiento, los fallos de comunicación o incluso
de configuración en la adquisición de datos [24]. En esta fase se generó un artículo
de revista (Sección 3.2) en la que se analiza, en el caso de las turbinas eólicas, la pro-
blemática de eliminar estos valores extremos sin contrastar que información se está
eliminando, demostrando así que se borraban gran parte de los estados de fallo en
las turbinas, necesarios para generar el modelo de predicción de fallos.
En una nueva fase, se encontró en diversos experimentos en los cuales las va-
riables relacionadas con un fallo por su posición en el modelo físico de la turbina,
no cambiaban necesariamente antes y después de un fallo y/o el sistema en análisis
fuese reparado, por lo que se vio necesario incluir técnicas de selección de variables.
Estas técnicas, permitieron descubrir relaciones entre variables ante un fallo y elimi-
nar las que se presuponían con relación física a un fallo. Esta fase generó una pu-
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blicación para un congreso (Sección 3.3), en el que se comparaba el uso de distintos
métodos de selección para determinar las variables objetivo de un modelo de nor-
malidad (regresión). En dicho trabajo se mostraba la necesidad de ser cauto al tomar
los resultados, porque los métodos de selección estaban ligeramente desviados a se-
leccionar las variables con comportamiento discreto provocando que los modelos
generados tuvieran un error mayor en la mayoría de casos. Sin embargo las selec-
cionadas por una persona experta presentaban un comportamiento más analógico y
que además tenían mayor relación con el fallo, obteniendo resultados más sólidos.
También se utilizaron otros métodos de reducción/construcción de características
mediante PCA, generando un subset de variables reducidas y composiciones entre
estas.
En la fase final de la presente tesis, se trabajó en los modelos supervisados y no
supervisados, dedicando una mayor cantidad de recursos a los métodos no supervi-
sados. En ella se generó un artículo de revista (Sección 3.1) acerca de la combinación
de métodos de clústering y SOM, que permiten, mediante todos los datos disponi-
bles sobre un parque del que se desconoce el estado y el comportamiento de las
turbinas, extraer información sobre posibles turbinas que se comportan de forma
similar, además de determinar o separar un conjunto de registros con un comporta-
miento fuera de lo común. Esto permite en primera instancia, una visualización de
los resultados en las agrupaciones de las turbinas, en la que la persona experta pue-
da centrarse en una muestra de cada grupo, analizarlo en detalle y emitir un juicio
del estado de todo el grupo. El segundo resultado que refleja esta metodología, es
entender cuales son los comportamientos de las turbinas en el tiempo y en función
de las variables de entrada al sistema, decir las variables independientes que con-
dicionan el funcionamiento de la turbina. Estas variables suelen ser temperaturas y
velocidades de viento, por lo que se pueden extraer patrones o puntos en el espacio
N dimensional (tantas como variables tiene la turbina) para cada época estacional,
permitiendo identificar registros de turbinas que se alejan de estas zonas en cada
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período, haciendo de ello una clasificación previa del estado de salud.
2.1. El origen de los datos de este trabajo
Los datos con los que se han trabajado en esta tesis, provienen de fuentes reales,
es decir, no son simulaciones ni generados por un entorno de pruebas en laboratorio,
por lo que conlleva una gran dificultad debido a la poca calidad y el ruido que traen
como se puede ver en la Sección 4.1.1.
Los datos se capturan a partir de un sistema SCADA instalado en los distintos
parques que siguen el formato del estándar IEC 61400-25 [31], el cual describe una
estructura de dispositivos lógicos (identificado como turbinas) y nodos lógicos que
representan los distintos sensores físicos y además la agrupación de estos en sis-
temas y subsistemas. Para poder acceder a estos datos, hay que utilizar un cliente
que utiliza un protocolo OPC (Open Platform Communications) [46], el cual recibe
con una frecuencia de 5 a 10 minutos valores de los distintos sensores de la turbina
(de los nodos lógicos), además de los eventos de fallo ocurridos. Normalmente, se
generan 4 indicadores estadísticos que resumen los datos de cada 5 o 10 minutos y
suelen ser la media, mínimo, máximo y desviación estándar, puesto a que los datos
se capturan con una mayor frecuencia dentro del PLC de la turbina [20], aunque de-
bido a las limitaciones de las telecomunicaciones y el espacio se guardan de forma
resumida [31].
Los datos que han sido capturados del SCADA mediante OPC, se guardan en
una base de datos MYSQL en el cloud (Azure), la cual ha estado recogiendo infor-
mación durante los más de 3 años que dura el proyecto de la tesis. Esta tesis ha sido
propuesta, a partir de los distintos acuerdos alcanzados con empresas como EDPR,
ACCIONA, ENHOL entre otras (un resumen de datos disponibles se puede ver en
la Tabla 2.2), que han facilitado datos de varios años de los distintos parques eólicos,
de los modelos y fabricantes de turbinas más utilizados, permitiendo así la prueba
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de la metodología desarrollada en la tesis, mediante el uso de distintos Datasets, con
distinto grado de calidad de los datos.
Los datos que tienen como objetivo ser utilizados para el desarrollo de modelos
de Machine Learning, se guardan en forma de tabla con las entradas en las filas y las
distintas variables en las columnas, guardando lecturas de todas las variables dispo-
nibles en cada instante de tiempo, la Tabla 2.1 es un ejemplo. Los eventos de alarma
producidos por el sistema de control de la turbina o los registros de las distintas
intervenciones de mantenimiento o reparaciones efectuadas sobre ellas, se guardan
en otra tabla con un formato distinto.
Tabla 2.1: Ejemplo de dos variables y sus cuatro indicadores estadísticos, esta infor-
mación es sólo una parte de una tabla.
date_time Pot_avg Pot_max Pot_min Pot_sdv VelViento_avg VelViento_max VelViento_min VelViento_sdv
2014-01-01 00:00 3042.49 3055 3026 5.77299 12.6732 14.7817 10.2277 0.757151
2014-01-01 00:10 3038.46 3109 2968 14.4987 13.0572 14.9977 10.037 0.790116
2014-01-01 00:20 3028.99 3114 2683 51.9811 11.9882 14.0099 8.47412 0.844361
2014-01-01 00:30 2721.04 3089 1945 353.451 11.0518 13.6694 7.69074 1.11926
2014-01-01 00:40 1712.22 2305 1289 255.599 9.1873 12.0117 6.60272 1.00914
2014-01-01 00:50 1611.69 1987 1219.71 201.704 8.82285 10.9603 6.27303 0.800605
2014-01-01 01:00 1415.67 1721 1126 177.691 8.52945 10.1275 5.26698 0.782771
2014-01-01 01:10 1448.35 1728 1204 125.751 8.86345 10.7914 6.91185 0.680807
2014-01-01 01:20 903.189 1247.88 597 190.03 7.52354 9.55344 4.41517 0.863314
2014-01-01 01:30 1166.66 1473 771 234.138 8.11257 10.0766 6.31044 0.719627
2014-01-01 01:40 1216.51 1520 1038 89.1022 8.35042 9.91983 6.60415 0.583451
2014-01-01 01:50 1393.17 1905 1066 205.113 8.6866 10.5981 6.54963 0.714473
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Fuhrlander2500 (SA) 5 4 105.120 303 72.422 2.102.400
Vestas V90 1.8 (RO) 7 4 52.560 194 9.681 1.471.680
Vestas V90 2.0 (PE) 13 4 52.560 63 5.063 2.733.120
Wfa H1 1 7 52.560 406 83.716 367.920
AW 3000 (ES) 16 3 52.560 181 1.266.457 2.522.880
AW 1500-77 (MO) 32 4 52.560 141 17.594 6.727.680
Gamesa G47-660 (IZ) 50 3 52.560 162 151.982 7.884.000
Vestas V90 2.0 (BA) 6 3 52.560 56 3.709 946.080
Vestas V90 2.0 (CE) 11 3 52.560 42 83.716 1.734.480
Vestas V90 2.0 (PI) 10 3 52.560 71 6.351 1.576.800
Vestas V90 2.0 (PR) 10 3 52.560 42 3.886 1.576.800
Vestas V90 2.0 (CA) 10 3 52.560 72 3.186 1.576.800
AW 1500-77 (VE) 10 3 52.560 141 6.150 1.576.800
AW 1500-77 (VI) 27 3 52.560 141 9.169 4.257.360
AW 1500-77 (CO) 22 3 52.560 141 48.938 3.468.960
AW 1500-77 (TA) 20 3 52.560 141 10 3.153.600
Total 276 57 2.141.248 45.061.920
Los eventos de alarma producidos por la turbina se analizan por separado, ya
que cada uno tiene un identificador y simboliza un tipo de fallo. Estos eventos son
inspeccionados por una persona experta que explora las relaciones y orden entre
estos. Además del sentido físico, con esta exploración se pretende buscar los eventos
de los sistemas más importantes que sirven para predecir los fallos, como son el
generador y la multiplicadora [3], responsables de una buena cantidad del coste de
mantenimiento y de largos tiempos de espera para su reemplazo [43].
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2.2. Objetivos de la investigación
En función de lo descrito en la introducción, el objetivo general de la tesis doc-
toral es generar un proceso metodológico desde datos reales sin procesar desde los
parques, incluyendo distintas metodologías presentes en el estado del arte que per-
mitan tratar y extraer suficiente información como para emitir un resultado que
pueda diagnosticar los fallos de las turbinas con la característica que sea práctico y
aplicable al entorno industrial. Dado esto, se tendrá que evaluar, modificar metodo-
logías y buscar mecanismos que permitan ajustar de forma automática los paráme-
tros y variables presentes en los distintos algoritmos del estado del arte. Se pueden
desglosar en los siguientes objetivos:
Determinar qué datos de los disponibles son necesarios captar de las turbinas,
para poder llevar a cabo el análisis tanto en cantidad, como en calidad.
Determinar los indicadores necesarios de salud de la turbina, para poder cons-
truir y entrenar el modelo.
Analizar qué proceso de transformación y filtrado se ha de efectuar en los
datos para cada parque eólico.
En el caso de predicción de fallos, encontrar con que antelación se puede tra-
bajar para cada caso, teniendo en cuenta que se espera márgenes de más de 1
semana para que tenga utilidad industrial.
Generar las herramientas, implementaciones y modificaciones necesarias de
los métodos utilizados en la tesis, para que cada paso funcione de forma auto-
mática pero siendo configurable.
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2.3. Aportaciones del doctorando
Las contribuciones del doctorando en el proceso de predicción de fallos en las
turbinas eólicas, se soporta sobre el resultado de las distintas publicaciones y su
aplicación industrial:
El filtrado de los datos considerado como valores extremos (outliers) se de-
be tratar con precaución, ya que como muestra el trabajo de la Sección 3.2, la
eliminación de los registros marcados como valores extremos eliminan infor-
mación de casos de turbinas defectuosas. Esto hace que el ajuste (Accuracy) del
modelo generado a partir de estos datos, presente buenos resultados incluso
utilizando crossvalidation, pero sin embargo limita de forma notable la capaci-
dad de generación de nuevos casos no filtrados. Esto es debido a que en más
del 97 % [14] de los datos, las turbinas eólicas no presentan estados de fallo lo
suficientemente graves, quedando sólo el 2-3 % de los datos que representa-
ban las anomalías en el funcionamiento de la turbina, los cuales eran borrados
a causa del filtrado.
Algunos métodos de selección de variables aplicados en el caso de turbinas
eólicas con datos provenientes de SCADA, tienden a seleccionar variables pre-
dictoras de fallo de peor calidad, debido a la notable preferencia que tienen
estos métodos por las variables con una distribución más discreta. Esto ha si-
do validado examinando la exactitud de los resultados arrojados por modelos
de regresión, en los que se han obtenido peores resultados en general con las
variables seleccionadas por estos métodos automáticos, que con las variables
determinadas por una persona experta en el campo del análisis de fallos.
La elaboración de una metodología que permite por un lado, encontrar grupos
de turbinas que se comportan de forma similar en el tiempo y por otro, crear
grupos en los que se pueden analizar una o más turbinas representativas, re-
duciendo los recursos necesarios a la hora de preclasificar las turbinas según
22
su estado de salud, para generar los modelos de clasificación. Además, la me-
todología aporta información sobre el comportamiento y las interacciones de
las variables, dejando ver patrones en conjunto de datos fuera del funciona-
miento normal, de manera que permite elaborar un preetiquetado de casos de
posible fallo.
La aportación a nivel industrial, es la implementación de todos los métodos
cubiertos en la tesis para que funcionen de forma automática, siendo necesa-
rio en algunos casos, añadir técnicas para generar los parámetros que varios
métodos tienen asignado de forma manual en el estado del arte, como por
ejemplo el número de clústers o el tamaño del mapa SOM, mediante la apro-
ximación de distintas métricas. Además, se ha aportado una interfaz gráfica
que permite visualizar los resultados en términos de análisis científico (en R
y reportes automáticos en HTML) y una resumida industrial en una interfaz
web (cast.smartive.eu y cm.smartive.eu).
Además de estas aportaciones, el sistema de predicción implementado se ha ido
mejorando en distintas iteraciones añadiendo mejoras a cada parte del proceso, que
generarán publicaciones fuera de la tesis doctoral. El doctorando ha tenido un papel
clave en el nexo entre los distintos grupos de investigación que han ido participan-
do en el proyecto de la empresa durante estos 3 años; UPC (dpto. Ciencias de la
computación), UVIC (Tractament de Dades i Senyals), aportándoles los datos con
el preprocesado requerido para caso, y ayudando en la interpretación de resultados
para cada uno de los grupos cuando fuese necesario. El doctorando, ha aportado en
todo momento a la empresa donde se desarrollaba la tesis una visión de implemen-
tación industrial a cada uno de los algoritmos desarrollados.
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Abstract: Background: Identifying the health status of wind turbines becomes critical to reduce
the impact of failures on generation costs (between 25–35%). This is a time-consuming task since
a human expert has to explore turbines individually. Methods: To optimize this process, we present
a strategy based on Self Organizing Maps, clustering and a further grouping of turbines based
on the centroids of their SOM clusters, generating groups of turbines that have similar behavior
for subsystem failure. The human expert can diagnose the wind farm health by the analysis
of a small each group sample. By introducing post-processing tools like Class panel graphs
and Traffic lights panels, the conceptualization of the clusters is enhanced, providing additional
information of what kind of real scenarios the clusters point out contributing to a better diagnosis.
Results: The proposed approach has been tested in real wind farms with different characteristics
(number of wind turbines, manufacturers, power, type of sensors, ...) and compared with classical
clustering. Conclusions: Experimental results show that the states healthy, unhealthy and intermediate
have been detected. Besides, the operational modes identified for each wind turbine overcome those
obtained with classical clustering techniques capturing the intrinsic stationarity of the data.
Keywords: wind farms; Supervisory Control and Data Acquisition(SCADA) data; self organizing maps
(SOM); clustering; fault diagnosis; renewable energy; interpretation oriented tools; post-processing;
data science
1. Introduction
Wind energy, the most growing renewable source [1], helps to meet the demanding climate and
energy targets for 2020 set by the EU Commission [2]. Together with these targets, it was established
that at least 20% of electricity production must come from sustainable sources [3], among which
wind farms are. Wind farms operation and maintenance costs (O&M) represents from 10% to 35%
of the overall generation costs [4]. Reducing this amount, the wind farms will be more competitive
concerning fossil fuels and accelerate this transition [5].
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In the management of wind farms, turbines are scheduled to be maintained every 2500 to 5000 h
with preventive maintenance. However, the preventive maintenance operation frequency is insufficient
to detect and predict device status and anticipate potential failures. Unexpected stop of turbines has
significant costs since they often are placed far from urban areas and several days may be required to
wait for the necessary new component and make in situ reparations. To get an idea, about 15% of total
turbine cost [6] raises every time that a gearbox needs to be replaced unexpectedly, this representing
about a 25% of the total downtime [7].
Getting accurate information about potential failures requires continuous monitoring and
diagnosis of turbines health status, and the development of preventive maintenance strategies,
which avoid unexpected failures of wind turbines. Expert knowledge plays a fundamental role
in diagnosing turbines. However, exhaustive analysis of the whole set of wind turbines of a given wind
farm cannot be made by a human expert. When a wind farm starts being monitored, and mainly if it
contains a large number of turbines, the first big challenge is to identify a reduced set of representative
turbines for detailed inspection. These require, as a first stage, grouping the turbines according to the
status of each of their primary subsystems.
Modern wind turbines record more than 200 analog variables [8] at intervals of 5 to 10 min
using their SCADA (Supervisory Control and Data Acquisition) system. The SCADA system
provides information about temperatures, electrical indicators, physical positions, speeds, vibration,
etc. [9]. The analogic variables are the continuous readings from the different wind turbine’s sensors
along the time; the SCADA also provides discrete variables which are generated by failure events.
Through SCADA-based condition monitoring, detailed data is provided, and this data is suitable to
be exploited to find the different wind turbines operation regimes that allow grouping by turbines of
similar health status. The exhaustive handmade exploration of turbine variables becomes an unfeasible
task. There are many manufacturers, and there is no standardization on how event data is reported.
This means that the different variables names and also were they are physically is different from
manufacturer to manufacturer. The failure events are also heterogeneous in format and meaning
not having a generic code to reference a specific type of physical failure like a gearbox breakdown.
Because of this significant amount of data has to be checked, and the number of different working
conditions is high, this is why the attention of human experts can only focus on a few turbines, and why
groups of turbines associated with similar health status need to be identified. SCADA data is a rich
source of information. Taking advantage of a proper analysis of these data, automatic monitoring
systems, and decision support tools can be developed, thus contributing to the better planning of
maintenance operations and, as a consequence, to decrease operating costs. Data Science and machine
learning techniques offer appropriate methods and approach to tackle this tasks.
The purpose of this work is to propose a new methodology based on data science and automatic
interpretation techniques to identify a reduced set of wind turbines, representative enough of
a complete wind farm, to be carefully inspected by human experts in a reasonable time, by providing
support to decision-making about preventive maintenance of the park. The significance of the work
is high, as exhaustive inspection of all wind turbines in the farm is no affordable, and the economic
impact of reducing unexpected failures is considerable. The primary hypothesis of this work is that
the proposed methodology allows identification of distinct turbine operation regimes, by grouping
the turbines of a park accordingly, in such a way that bad health regimes appear in separate groups.
These groups should be understood in terms of certain indicators that will support the expert decision
to schedule a maintenance operation and, as a consequence the number of unexpected failures is
expected to be reduced, overcoming the current state of the art.
This study focuses on a particular type of failure, for simplicity, but the proposed methodology
is general. Thus, in this work, the identification of distinct groups of turbines according to the
status of the gearbox is pursued, because this is an expensive wind turbine subsystem, with frequent
breakdowns that are challenging to repair and is the responsible for expensive maintenance costs due
to its components, as explained before.
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Several strategies exist for implementing Condition Monitoring Systems (CMS). One of the most
popular methods comes from the machine learning field, which is based on Artificial Neural Networks
(ANN), is the Self Organizing Maps (SOM) [10]. SOM runs as an unsupervised system and is envisaged
as a promising tool due to its sensitivity to detect abnormal operation registers. Therefore, an ANN
approach based on SOM can provide a clustering that reflects the nature of the entire set of turbines
and significantly reduces the human factor in the consistency criterion. Discovering turbines whose
characteristics deviate from normal behavior is useful for experts, who can then focus their attention
on them. At the same time, finding turbines in better and more stable conditions allows to take them
as a reference in trend systems.
However, as happens with the other ANN systems, the simple use of SOM have some limitations
concerning capturing a particular type of complex stationarities and providing a good understanding
of the nature of proposed clusters to the experts. Few works have been done on complementing the
results provided by SOM with additional tools that bridge the gap between raw data mining results
and decision-making processes. In this paper, a data-driven process is proposed with the objective of
close this gap. The process combines the clusters discovery using SOM with some further elaboration
of the proposed clusters and additional interpretation. The further interpretation is made with oriented
tools like Class panel graphs (CPG) [11] or Traffic Lights panels (TLP) [12], both introduced in Section 3,
with the objective of identifying a reduced set of turbines to be inspected in situ, using the available
SCADA measurements monitoring.
The structure of the paper is the following: Section 2 provides results of the application of the
proposed approach to real data, while they have discussed in Section 3 pointing also to future work.
Finally, in Section 4 the methodological approach and the context of the resented research in a real
wind farm is described.
2. Results
2.1. SOM Dimensions for the Experiments
In this work, data coming from the SCADA system of several wind farms are considered
(see Section 4 for details on data used). For conduct the experiments for the wind farm ’Wf1’
(see Table 7), the first step is to decide the size of the SOM. Having R = 17.536 registers
(16 turbines × 3 years × 365.3 days), and according to the rule n = d5
√
Re [13], the number of units
(neurons) to be used should be 663, which represents a SOM of size 25 × 25, approximately. However,
as explained in Section 4.4, we will use Topographic error (TE), and the Quantization error (QE) metrics
to set the optimal size. Therefore, SOM maps of different sizes have been generated with the data
from wind farm ’Wf1’. The (normalized) evolution of both metrics TE and QE is plotted in Figure 1,
for sizes ranging from 20 × 20 (400 neurons) to 100 × 100 (10,000 neurons). We observe how TE drops
exponentially when the number of neurons increases, while QE increases with it. The crossing point of
both curves is 52, which will be used as the optimal SOM size.
To verify the adequacy of the SOM dimensions, we compared results obtained with a SOM
generated, for wind farm ’Wf1’, using the optimal (52 × 52) size and a sub-optimal one (70 × 70).
Figure 2a,b represent the U-matrix for sizes 52 × 52 and 70 × 70, respectively. Although they are not
equal, the peaks of both maps are located in the same areas and show similar values, indicating that
both U-matrix identify the same kind of structure despite being independently created from a different
number of neurons.
Figure 3a,b show clustering performed on the SOM codes (neuron weights) using the Hierarchical
clustering technique for a fixed number of 5 clusters, for 52 × 52 and 70 × 70 maps, respectively.
In this figure, the clustering result is plotted over the corresponding U-matrix for each case, to ease the
interpretation of the clustering.






20 40 60 80 100
Figure 1. Normalized TE (blue) and QE (red) metrics of map sizes from 20 to 100 neurons.
The horizontal axis indicates the different SOM map sizes. Vertical axis indicates the normalized
error (0-1).
(a) (b)
Figure 2. U-Matrix for SOM sizes of 52 × 52; (a) and 70 × 70 (b).
(a) (b)
Figure 3. U-Matrix colored according the results of SOM clustering for a SOM dimension of 52 × 52;
(a) and 70 × 70 (b).
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In both cases, the clusters in the upper right and lower left map corners appear. These Sections can
also be seen in the U-Matrices and show areas with high distance values. Provided that computational
costs of SOM increase with the number of neurons and that the impact of increasing the neurons on
the identified structures is low, we will use 52 × 52 size.
2.2. Understanding the Results of SOM Clustering
The clustering performed over the SOM codes contains information about the wind turbines.
The TLP of the resulting clustering is shown in Table 1(see details and meaning of colors in Section 4.7);
the corresponding class panel graph with super-imposed TLP is in Table 2. Both are performed to
support the conceptualization process of the clusters.
Looking into details of each one of the clusters in Figure 3a we identified the following (listed from
most general to most particular) cases:
Cluster 1-High-performance regime due to strong wind
(bottom left corner in Figure 3a): This scenario can take place all along the year on windy days,
and therefore a variety of ambient temperatures are registered. Its main characteristic is the presence
of higher wind. Thus the rotor is in full movement, the wind production is high, the oil temperature is
high and so is the temperature of the bearing. The best performance of all the groups.
Cluster 4-Low-performance low wind regime
(top right area in Figure 3a): In this scenario, there is low wind; rotor does not rotate at maximum
speed and the power generated is small. Except Cluster 5, this is the weakest generation case, and it can
happen all along the year, so air temperatures range widely while bearing and oil temperatures are not
very high. Low performance.
Cluster 3-Moderate performance regime in summer due to moderate wind
(bottom right in Figure 3a): Due to an intermediate wind level, the rotor is rotating adequately
but not at high speed, so the energy production is low. It is summer time, with high air
temperatures, and the oil is warmer than in Cluster 2, but the bearing has its same temperature.
Intermediate performance.
Cluster 2-A regime of moderate performance in winter by moderate wind
(top left in Figure 3a): Moderate wind; rotor rotating adequately but not at high speed. It is
winter time and therefore the air temperature is cold, the energy production is low, the oil temperature
is colder than in Cluster 3 while the bearing temperature is moderate. Intermediate performance.
The difference between Cluster 3 and Cluster 2 is the ambient temperature: in both cases, similar wind
forces, rotor speed, rotor and bearing temperatures, power and similar performances associated with
warmer oil in C3.
Cluster 5-Turbine regimen stopped due to lack of wind on winter days
(supper top right in Figure 3a): A particular scenario in which there is no wind; therefore the
rotor is stopped. It occurs cyclically in winter and cold days (low ambient temperature). The power
production is sometimes negative, meaning that there is no production but consumption which can
be the consequence of the oil heater system or when the wind turbine enters in a start-up phase.
Bearing temperature is the lowest among all the clusters. As the oil is heated, the bearing temperature
is also heated. The turbines are stopped because there is no wind at all. Zero or negative performance.
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With the use of CPG and TLP a clear interpretation of SOM areas is now obtained. Since the
CPG also contains the coordinates of the SOM neurons involved in each class, Figure 4 shows the
interpretation of the SOM map.
Table 1. Traffic Lights Panel of the SOM codes clustering result. The Cluster column indicates the
clusters found in Section 2.1.






Table 2. Class Panel Graph of the SOM codes clustering result vs input variables with TLP super-imposed.
Cluster Nc
X Y date-time WindSpd RotorSpd AmbientTemp Power GearboxOilTemp GearboxBearing PowerWindRatio






As mentioned in Section 4.5, different turbines activate different areas of the SOM map. In Figure 4
(middle and right) two different turbines show different patterns or active neurons. In fact, the plot
in the middle corresponds to a healthy turbine (H) and the plot in the right to an unhealthy turbine
(U). Here we see that some neurons of cluster 2 of the turbine H are the single ones intersecting with
the low-performance behavior due to low wind (sector C4 in Figure 4, left), whereas for the turbine U
the whole cluster 2 is practically concentrated over regions of low performance or stopped turbine.
Also, other topological differences are observed between the two maps. Even if these analyses are
accessible by an expert, an automatic procedure to evaluate if this SOM sub-maps are similar or not
is required.
2.3. Discrimination of Wind Turbines According to the Neuron Activation in SOM Maps
A local analysis of each turbine is performed by following the methodology presented in
Section 4.6. To illustrate the feasibility of the method, the activation of neurons in the SOM maps of two
preselected turbines of the same model and wind farm is compared. Turbine H (Figure 4) is in excellent
conditions, and we know it has had very few failures. In contrast, turbine U (in Figure 4) had many
shortcomings and suffered repairs, among which we highlight a breakdown in the gearbox, which is
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the system we are analyzing. The results can be seen for a 52 × 52 map in Figure 4, showing how the
maps exhibit a near complementary assignation of BMUs. This is the key point to identify turbines with
a similar state of health. If we manage to separate the turbines according to how the BMU activations
resemble among them, we will be able to group turbines according to their state, and this will make
possible to discriminate the unhealthy turbines from the healthy ones. To simplify the comparison
between turbines and to have a non-subjective measure, clustering is applied to each wind turbine,
and the cluster centroids are calculated. As we will detail in the next sub-Section, these centroids will
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Figure 4. Interpretation of clusters built over the SOM map based on TLPs (left) and active BMU for
turbines H (middle) and U (right) with local colored clusters, generated as detailed in Section 4.5.
Both axes on all the subfigures indicate the neuron id for a SOM-map of 52 × 52.
2.4. Understanding Results of BMU Clustering
For the new local clusters of each turbine, CPGs and TLPs are also developed (see Table 3).
The resulting local patterns shown in each turbine are analyzed.
The post-processing performed with CPGs and TLPs elicits a relationship between clusters local
to a wind turbine (built over the BMUs) and global clusters (built over the SOM codes). The operating
points do not disappear when analyzing wind turbines separately but might take slightly different
behaviors in each local cluster. In the following lines we interpret the relationship between the CPG
in Table 2 (prefix C for the general clusters) and the two turbines (H and U) with their local clusters
with prefix H for Healthy for the turbine with identifier 119 and U for Unhealthy for the turbine with
identifier 133.
Looking first at the similarities of the clusters found with the general CPG, the local clusters U4
and H3 are representing the same operational regime as C1: optimal performance. Also, we observe that
local clusters U1 and H1 are pointing to the same pattern as C2: winter, moderate wind. Clusters U5
and H5 are reflected in C3: summer and soft wind. Finally, cluster H1 and U1 can be seen in cluster
C2: winter, moderate wind, even if H1 has the variable AmbientTemp slightly higher.
However, we observe that H4 and U3 are similar to C3: summer, soft wind, although each one with
a different characteristic, H4 shows AmbientTemp slightly higher and WindSpd slightly lower than C3,
however, U3 has AmbientTemp slightly lower. So they could be placed between C3 and C4.
This means that local analysis might elicit specific behaviors or operating conditions of particular
turbines and provides more detailed information about the wind farms.
Going further, centroids of all the N clusters of each turbine can be compared together to built
a distance matrix between turbines that allows a further turbine regrouping based on considering
two turbines similar when they show similar clustering results, i.e., similar sets of N clusters each.
As computing the distance between two turbines indeed involving the comparison of two sets of N
centroids, the simplex algorithm has been used for this purpose.
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Table 3. Class panel graphs for turbines H and U with Traffic Lights Panel super-imposed.
Turbine Local Nc
X Y date-time WindSpd RotorSpd AmbientTemp Power GearboxOilTemp GearboxBearing PowerWindRatio













2.5. Generating Groups of Turbines Using the Average Distance Between Centroids
As commented on previously, pairwise comparisons of turbines are performed using the distance
between their centroids. A global distance for each pair of turbines (calculated as indicated in
Section 4.6) is presented in Table 4.
Turbines are now regrouped according to their distances and using the algorithm presented
in Section 4.6. In this work, the p-threshold is optimized to generate between 3 to 5 groups,
because it is a range of clusters that the experts can manage well (as they expect to identify between
3 to 5 prototypical turbines to visit for in situ inspection).
Table 4. Average distances between the different turbine pairs, calculated as indicated in Section 4.7.
119 120 121 122 123 124 125 126 127 128 129 130 131 132 133 134
119 5.4 4.7 9.8 3.0 7.1 14.0 11.3 8.4 12.0 7.2 10.7 9.0 9.1 8.4 7.7
120 5.4 7.2 8.7 4.7 4.7 13.5 10.8 10.0 10.9 8.3 11.8 6.8 7.0 9.7 9.6
121 4.7 7.2 9.2 2.7 9.9 12.9 7.8 6.4 10.9 6.9 7.9 8.4 8.6 10.4 6.2
122 9.8 8.7 9.2 9.7 10 5.8 4.5 5.4 7.4 8.3 9.2 8.7 5.5 5.0 8.6
123 3.0 4.7 2.7 9.7 7.9 13.9 9.5 6.5 12.9 6.5 9.3 8.1 8.9 9.5 6.9
124 7.1 4.7 9.9 10.0 7.9 13.7 12.4 12.5 10.9 9.3 12.4 9.2 9.4 10.5 10.5
125 14.0 13.5 12.9 5.8 13.9 13.7 8.1 8.4 9.6 11.7 10.8 11.4 10.1 7.2 12.8
126 11.3 10.8 7.8 4.5 9.5 12.4 8.1 6.3 7.0 8.4 7.3 8.5 6.7 6.5 7.5
127 8.4 10.0 6.4 5.3 6.5 12.5 8.4 6.3 9.2 9.4 8.2 12.9 9.5 6.1 9.8
128 12.0 10.9 10.9 7.4 12.9 10.9 9.6 7.0 9.2 12.1 10.6 7.4 5.1 8.0 11.9
129 7.2 8.3 6.9 8.3 6.5 9.3 11.7 8.4 9.4 12.1 6.6 7.2 9.1 8.0 4.0
130 10.7 11.8 7.9 9.2 9.2 12.4 10.8 7.3 8.2 10.6 6.6 10.0 12.4 9.6 5.2
131 9.0 6.8 8.4 8.7 8.1 9.2 11.4 8.5 12.9 7.4 7.2 10.0 4.8 11.0 8.7
132 9.1 7.0 8.6 5.5 8.9 9.4 10.1 6.7 9.5 5.1 9.1 12.4 4.8 8.3 9.6
133 8.4 9.7 10.4 5.0 9.5 10.5 7.2 6.5 6.1 8.0 8.0 9.6 11.0 8.3 10.0
134 7.7 9.6 6.2 8.6 6.9 10.5 12.8 7.5 9.8 11.9 4.0 5.2 8.7 9.6 10.0
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The Table 5 contains the results of grouping turbines into 3, 4 and 5 groups (column Number of
groups) . The group is shown in the Group Id column. Column Turbine identifiers indicates the turbine
label. Columns within Expert probability indicate the probability of failure estimated by an expert for
the system under evaluation during in situ inspections. Columns within Maintenance events indicates
the number of interventions to repair the system under analysis (gearbox).
Table 5. Results for different p-threshold for wind farm ’Wf1’, together with the expert-based probability
of failure and the number of maintenance events generated by each group.
Number Group Expert Probability Maintenance Events
of Groups Id Turbine Identifiers Mean Median sdv Count Mean Median sdv
1 119, 120, 121, 123, 127, 129, 134 0.282 0.176 0.197 166 23.714 24 6.047
2 122, 125, 126, 128, 130, 131, 132, 133 0.452 0.394 0.219 191 23.875 22 8.8553
3 124 0.332 0.332 NA 35 35 35 NA
1 119, 121, 123, 127, 134 0.254 0.176 0.186 123 24.6 27 6.95
2 122, 125, 126, 128, 129, 132, 133 0.49 0.554 0.232 176 25.143 23 8.802
3 120, 124, 131 0.29 0.332 0.124 77 25.667 24 8.6224
4 130 0.356 0.356 NA 16 16 16 NA
1 119, 121, 123 0.151 0.172 0.04 68 22.667 19 9.074
2 129, 130, 134 0.383 0.356 0.159 63 21 19 6.245
3 122, 125, 126, 127, 132, 133 0.471 0.488 0.248 143 23.833 25 5.811
4 120, 124, 131 0.29 0.332 0.124 77 25.667 24 8.622
5
5 128 0.621 0.621 NA 41 41 41 NA
Since historical wind farm data is available and all events have been collected, the status of the
wind turbines at each timestamp is known and can be used as a ground-truth for the evaluation
of the discovered clusterings. The turbines that the specialist reported as the worse ones are the
125, 126, 128, 130, 131 and 133. In particular, the wind turbine 133 had broken the gearbox system and
the wind turbine 128 had the gearbox changed before it broke. On the contrary, the turbines that we
know that are the best ones are the 119 and 121. When analyzing the number of repairs, we see that
regardless of the number of groups (3, 4 or 5), the group that had the more repairs always contains most
of the damaged turbines, while the group that had fewer repairs contains most of the healthy turbines.
2.6. Comparison with Alternative Clustering Methods
Although that the use of SOM and further clustering over the SOM codes is the current state of the
art in wind farm data-driven analysis. An elaborated proposal based on local analysis by wind turbine
followed by a global regrouping of similar clusters is presented, this Section is devoted to comparing
the achieved results with a much more classic approach that finds clusters avoiding intermediate
SOM construction.
Hierarchical classical clustering has been performed over the normalized dataset for Wf1 data,
by using Ward’s method [14] and Euclidean distance, as all variables are numerical. The resulting
dendrogram is shown in Figure 5 and Calinski-Harabasz index [15] has been optimized to determine
the resulting number of clusters. A cut in 4 clusters is suggested. CPGs and TLPs build over the
resulting clusters apparently show good results and provide clusters with quite clear interpretation.
However, when the daily classification of the wind turbine is temporally plotted, as we can see in
Figure 6, the clusters change chaotically from one day to another, as if the wind turbine experimented
pattern changes asynchronously along time. This pattern seems not to be realistic and makes difficult
the understanding of the wind turbine operation regime. In Figure 7 it can be seen the corresponding
temporal evolution of the daily classification of the wind turbine operation, obtained by applying the
local analysis methodology proposed in Section 4.5. It is clear that the proposed method is able to
capture much better the intrinsic stationarity of the aero-generation phenomenon.











Figure 5. Dendrogram of applying Wards method to the complete wind turbine dataset of ’Wf1’.



























Figure 7. Class sequencing according to the method proposed in this work for the turbine’s id 132.
2.7. Validation with Additional Wind Farms
Based on these evidences, we extend the application of the proposed local analysis methodology
to the rest of the wind farms.
The same procedure was applied to the gearbox system failures for the other two wind farms.
Results are shown in Table 6. For each wind farm, turbines have been clustered according to the
proposed methodology in 4 clusters. In the Table, the column “Group Id” indicates the class identifier.
The number of turbines involved in each of these classes is shown in column “No of turbines”.
“Expert probability” columns provide the mean, median and standard deviation of the probability of
failure estimated by the expert for the turbines of the class, whereas columns “Maintenance events”
contains statistics related to the real number of maintenances required in the turbines of each group.
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Table 6. Results for a group size of 4 for ’codes2’ and ’moncayuelo’ wind farms; includes the probability
generated by an expert per group and the real number of maintenance events observed.
Wind Group Nr of Expert Probability Maintenance Events
Farm Id Turbines Mean Median sdv Count Mean Median sdv
1 7 0.14 0.14 0.09 8 1.14 1.15 2
2 20 0.29 0.26 0.16 46 2.3 1.53 2
3 4 0.16 0.15 0.04 16 4 2.45 4moncayuelo
4 1 0 0 0 0 0 0 0
1 37 0.24 0.20 0.15 49 1.32 1.29 1
2 9 0.11 0.10 0.09 9 1 0.84 1
3 3 0.67 0.7 0.15 4 1.33 1.41 2codes2
4 1 0.2 0.2 NA 1 1 NA 1
In the first wind farm, moncayuelo, we can see that group 2 has the higher probability of failure
given by the expert (mean and median), besides the number of repairs (mean and median) is also the
highest of the four groups. Therefore, this group will contain the unhealthiest turbines. In group 3,
even though the expert determines an intermediate failure probability, the amount of repairs is high,
indicating that it is a group that could also be considered as unhealthy (or close to) when creating
a classification of turbines. In group 1, both the expert and the number of repairs are among the lowest,
so it groups turbines in excellent condition. Group 4 contains the turbine in the best condition of the
farm since the number of repairs is zero and also the expert has assigned the lowest value (0).
In the second wind farm, codes2, group 1 contains the turbines in an intermediate state of health
according to both failure probability of the expert and repairs. Group 2 has the turbines in better
condition according to both criteria. In group 3 we have the turbines with the highest failure rate and
that the expert also considers that the probability of failure is high. Finally, group 4 contains a turbine
that does not resemble any of the other groups. Even if it is not considered as damaged, the turbine
belonging to this group needs to be further analyzed to clarify whether it is another mode of operation
or hides some other problem.
3. Discussion and Future Work
Identifying health status of wind turbines is a severe problem that cannot be tackled by using
simple data analysis methods because the interactions between the factors impacting in particular
kind of failures are too complex. As it has been seen in the paper, the plain hierarchical clustering is
not able to tackle the stationarity involved in the process.
The main contribution of our system is the proposal of an intensive data-driven methodology
able to automatize the identification of groups of turbines with similar behaviors, that can support
the company staff in selecting a reduced number of representative turbines for in situ inspections.
This solves a critical issue in the company, related to human and economic resources involved.
The proposal provides a data-driven methodology based on a strategic combination of SOM,
hierarchical clustering, post-processing and simplex-based matching, that was resulting successful in
grouping turbines according to its healthy state for different group sizes providing an understanding
of this status. The groups contain turbines with a similar number of maintenance interventions, also in
accordance with the expert evaluation, validating that the groups are well derived.
To do that, we develop a strategy based on the comparison of the centroids of the local BMUs,
which facilitates the characterization of each turbine as a vector of operational status (the N local
centroids). This allows a further re-grouping of turbines by merging in groups those that behave
similarly as a whole, i.e., have similar vectors of operational regimes. The introduction of CPG and TLP
as interpretation oriented tools was of major importance to elicit the meaning of the patterns identified
and supporting the final diagnoses made by the experts about operational regimes of the turbines.
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The importance of our proposed method relays in the fact that this initial clustering of turbines
can be done automatically, generating 3 (or more) groups, each one with turbines in a similar healthy
state. Thanks to the application of interpretation tools such as CPG and TLP, it has been possible to
understand the information captured by the SOM, clearly identifying at least four different types of
turbine operating modes that directly impact in energy production rates. Therefore, the human expert
can focus his/her work only on a subset of turbines, according to the problem to be solved. Thus we
save precious and expensive time, especially when large farms or many different farms have to be
handled by the same specialist.
Moreover, our system allows for identifying interactions in the behavior of the variables involved,
from an N-dimensional analysis and particular areas of some problematic turbines. Therefore, after the
identification of the unhealthy classes, in which the use of CPG and TLPs is supporting the
conceptualization of the clusters, our system allows monitoring the time evolution of any turbine,
by visualizing how their clusters/centroids evolve and identifying if they are moving towards the
distribution of an unhealthy class. This automatic process is of paramount importance to reduce costs
and handle an important number of turbines and wind farms.
The process has been automatized and scaled to be in production in a real company, and it
provides a helpful framework to identify a reduced set of turbines to be inspected in situ.
The proposed method has also been applied to two additional wind farms to validate their
real usability.
To the best of our knowledge, this is the first exploratory work that combines SOM, clustering
based on BMUs and turbine characterization through CPG and TLPs altogether. Many aspects would
need an in-depth, and other possibilities can be considered. For example, the clustering algorithm
used on BMUs has a real effect on the final clusters, and also the way we group turbines based
on the distance between centroids by means the simplex algorithm. Here, several measures of
distance/correlation could be used and will be explored in future work. Also, the variables considered
for the problem to be modeled could be automatized through a feature selection algorithm, instead of
using a human expert. This feature selection algorithm will have a significant effect on the result.
Hence an in-depth investigation should also be carried on. Finally, the optimum number of clusters
derived in Section 4.5 could also be determined by evaluating the quality of the clusters generated in
each turbine. Possible relevant metrics to do so are the Davies–Bouldin index [15,16] and the Silhouettes
index [17]. These metrics should be computed for each dendrogram, exploring a reasonable range for
the number of clusters, and for each turbine individually. Then, we could calculate the average for each
metric for turbines within the same amount of clusters. The trade-off between the two results could be
used to determine the optimal number of clusters to be applied for all the turbines. Regarding the CPG
and the TLP, there is work in progress to implement several automatic criteria to built the TLPs from
some overlapping indicators between the local distributions of variables inside each class. The degree
of overlapping between classes will determine the three levels of each variable, the assignment of a
color to each cell of the TLP. The automatic interpretation of the patterns would also be included in the
standard automatic processing of the wind farms to define strategic in situ inspections.
4. Materials and Methods
4.1. Data
The SCADA data used in this work follows the IEC 61400-25 format [18]. The data was gathered
via an OPC (OLE for Process Control) [19] with frequencies of 5 or 10 min, for a rich set of variables.
Each sensor usually provides minimum, mean, maximum and standard deviation values for each variable.
The dataset is stored in a local database, which has been recording values from the SCADA over
the years. The dataset is structured as a table, with the time evolution in rows and sensors variables in
columns. The wind farms used in this work are detailed in Table 7.
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Table 7. Summary of the dataset used in this work. The Table shows the number of wind turbines,
number of years of historical data available, the frequency of each wind turbine, number of variables,
number of events (alarms in this case) and the total number of registers evaluated by each experiment.
Each experiment corresponds to a different wind farm.
Number of Triggered Total RegistersTurbine Turbines Years Rows / Year Variables Alarms Evaluated
Wf1 3MW (confidential) 16 3 52.560 181 709.972 2.522.880
Acciona Wind Power 50 3 52.560 163 80.194 7.884.000AW-1500 ’codes2’
Acciona Wind Power 32 4 52.560 142 21.742 6.727.680AW-1500 ’moncayuelo’
Total 98 10 811.908 17.134.560
According to the fault to be detected, an expert decides which variables will be used to analyze
the system. In this work, gearbox problems will be focused because, as already mentioned above, it is
one of the main important turbine systems, being the responsible for expensive maintenance costs due
to its components. These variables could also be obtained through different Feature Selection algorithms
see Table 8, although according to previous works the variables selected by an expert give excellent
results [20]. All the analysis carried on will be in daily scale.
Table 8. Different Feature Selection algorithms used in [20] to identify relevant variables, as an alternative
to expert-based variables selection.
Algorithm Author
Mutual Information Feature Selection (MIFS) Battiti [21]
Conditional Mutual Information (CMI) Cheng et al. [22]
Joint Mutual Information (JMI) Yang and Moody [23]
Min-Redundancy Max-Relevance (mRMR) Peng et al. [24]
Double Input Symmetrical Relevance (DISR) Mayer and Bontempi [25]
Conditional Mutual Info Maximisation (CMIM) Fleuret [26]
Interaction Capping (ICAP) Jakulin [27]
Maintenance interventions directly related to the gearbox have been kept on the database, as well
as a failure probability analysis obtained by an expert after his analysis of oil and temperature.
This information will be used to evaluate the quality of the groups generated by our proposed
procedure.
The variables selected by an expert as relevant for the gearbox operation are introduced below.
Figure 8 provides an overview of a wind turbine and these variables:
Power The power generated by the wind turbine in KW.
GearboxOilTemp The temperature of the gearbox oil , in degree Celsius.
GearboxBearingTemp The temperature of the gearbox bearing (output side) , in degree Celsius.
AmbientTemp The external temperature of the environment, in degree Celsius.
RotorSpd The speed of the rotor main shaft before gearbox, in revolutions per minute (RPM).
WindSpd The wind speed in m/s measured by the anemometer at the wind turbine’s nacelle.
Additionally, a new variable is internally created to evaluate the results, as a non-linear
combination of two of the variables provided by the SCADA system. It reflects a parameter
often used by experts in the interpretation of the health status of wind turbines and enhances the
interpretation process.
PowerWind_ratio The ratio of the Power variable divided by the wind speed.
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As we try to discover abnormal behaviors and wind turbines are different among them,
data is normalized to Z-score to eliminate wind turbine heterogeneity from the analysis. However,
the normalization factors must be saved to reconstruct the original variables for graphical analysis.
The extreme values (outliers) are set to NA, and then the rows that contain any variable with NA is
removed since it represents less than the 5% of the total number of registers. Further analysis focalized
to registers with missing data are in progress. A complete set of guidelines to be taken into account in
preprocessing can be found in [28].
Figure 8. Wind Turbine system and sensors. Adapted from TE connectivity (http://www.te.com/).
4.2. Methodology Overview
Self organizing maps (SOM), introduced by T. Kohonen [10], is a type of unsupervised ANN
mainly employed in feature reduction and data visualization. This neural network has been used
in many different kinds of applications, ranging from speech processing (the original field in which
Kohonen presented it, [29]), seismic data analysis [30], image processing [31], genetic data [32], etc.
The SOM uses an unsupervised algorithm based on competitive learning, in which the output
neurons compete with each other to be activated, with the result that only one is activated at a given
time. The result is that the neurons are forced to organize themselves in a specific manner which
generates the map. Usually, the nodes of the network are organized in a regular 2D space, in which
each unit (neuron) in the input layer is connected to all neurons in the output layer. Each connection
has a weight and, this weight will be adjusted during the process with the aim of mapping input
patterns to the output 2D structure by preserving the topology. This means that points that are near
each other in the multiple dimensional input space will be mapped to nearby map units in the 2D SOM
map. Therefore, SOM can be used as a cluster analyzing tool of high-dimensional data. Also, SOM has
the ability to generalize, which means that the network can recognize or characterize entries it has
never seen before. A new input vector is assimilated with the unit on the map to which it is mapped to.
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Self Organizing Maps have been used in the condition monitoring area on several occasions.
Some works [13,33–36] use the map generated with all turbines to explore how the data is distributed
by performing an analysis in the unified distance matrix (U-matrix), which is a way to visualize the
distances between neurons. Other works go one step further by applying clustering on the U-matrix to
find patterns on the map [13,36–39].
In our case, we go beyond the classical approach proposed in the literature by adding a second
step of the analysis in which the SOM is subdivided into sub-maps local to each one of the turbines
(see details in Section 4.5 to find the behavioral patterns shown by every single turbine). A further
regrouping of these patterns in a final step (see Section 4.6) leads to a global grouping of these patterns
The interest of this approach is to get an in-depth comprehension of which turbines are in better
or less operational mode and helps to decide which specific turbines have to be inspected.
For this purpose, understanding of the meaning of both global or local clusters become critical.
The results of the clustering methods in general, including SOM, require some further processing
to understand which are the meaning of the discovered clusters and to properly conceptualize them [12].
Classically, U-Matrix visualizations are used to interpret SOM results, and also projections of observed
variables onto the SOM map. Another visual output derived from the SOM map are the heatmaps of
the variables which is done individually for every single variable and provide a way of identifying the
areas of the SOM map associated higher and lower values of the variable. However, it is difficult to get
a global perspective, as these tools analyze every single variable separately.
Being a real application that needs to provide support to a real strategic decision in the company,
getting a global overview of what the patterns are telling us regarding turbines’ health is of vital
importance. Thus, specific interpretation-oriented tools are introduced to support the understanding of
the patterns discovered by the SOM (see Section 4.7). A crucial step in this unsupervised data-mining
process is to transform the results of the SOM into understandable knowledge for providing effective
decision-making support [40].
The Figure 9 contains a diagram of the whole proposed process, also in the following sub-Sections,
specific details on each one of the steps of the proposed process are provided.
4.3. Software
The software selected to generate the model and analyze the data is R version 3.4.3. The library
needed to generate the SOM maps is Kohonen package by Ron Wehrens and Johannes Kruisselbrink [41].
To create the clusters the base package hclust by Fionn Murtagh and Pedro Contreras [42]. The CPGs
and TLPs are generated with by the KLASSv18 proprietary software by Karina Gibert [43] which
is a data mining software, specifically designed to introduce expert knowledge and semantics into
clustering processes of heterogeneous data and contains a specific module of interpretation oriented
tools. Finally, the Simplex method implemented into the turbine’s centroids pair computation is
provided by the linprog package by Arne Henningsen [44]. To reproduce and repeat the results the
same dataset must be used and also the same random seed, in our case, we defined the number 1 as
the random seed (set.seed(1) in R).
4.4. Selection of the Optimal SOM Size
The size of the map depends to a large extent on the dimension of the input data. According to [13],
the initial map size should contain n = d5
√
Re neurons, where R is the number of registers and the
result is finally rounded up (ceiling). However, [33] indicates that it is possible to obtain the optimal
dimensions through an exploratory way by using the U-Matrix [45].
In this work, we will use some metrics to set the map size. These will allow us to automate
this step. It is known that larger map sizes produce over-fitting because fewer records are associated
with each neuron, and hence each neuron specializes in a particular record, which is not the goal of
the SOM [46]. However, a too small map size would not end up collecting the particular behavioral
records that are not associated with isolated neurons, considered as outliers. That is why a trade-off
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has been sought using the metrics described in [10,47]. These metrics are the Topographic error (TE)
and the Quantization error (QE), the first one increases as the map gets bigger meanwhile the second
one decreases. With these two metrics behaving in opposite ways, a balanced size could be achieved
between the two of the different maps generated.
The TE is calculated by analyzing each input register and considering the 1st and 2d best matching
unit (BMU). If they are not adjacent, the TE is increased by 1, otherwise is kept at its previous value.
When all the registers have been analyzed, the total value is divided by the total number of registers
obtaining its mean. The TE value increases if the map becomes larger, due to the increase in the number
of units and therefore the decreasing on the probability of having adjacent 1st and 2d BMUs.
Figure 9. Overview of the proposed methodology, starting from the SCADA data and showing the
results obtained at each step.
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On the contrary, the QE decreases as the map become larger, since it quantifies the distance
from each register to the assigned BMU. Hence, the larger the map is, the higher the resolution and
the smaller all these distances because there is a higher chance that the register comes closer to its
assigned BMU.
To find the best size for the SOM, the metrics mentioned above are first of all normalized in a
range between 0 and 1. Then, the (normalized) values of the two metrics are obtained for several
SOM versions with different sizes. Finally, the cut-off point between the two crossing curves of TE
and QE will be used as the best size for the SOM. These metrics do not have a linear behavior, so the
cut-off point substantially varies depending on the explored size of the SOM. Experimental tests
showed that these metrics have an exponential behavior, one with negative decay while the other with
positive decay. A linear shape may indicate over-fitting, and a different range of sizes should be tested,
usually smaller than the previous ones.
4.5. Generating Sub-Maps by Turbine
In the previous Section, a method to derive an optimal size of the SOM for a given dataset is
proposed, based on a trade-off between two metrics, evaluated in a range of different sizes.
In this Section, a proposal to subdivide the SOM map into sub-maps local to each turbine
is presented.
First of all, for each turbine, a list of BMUs are obtained. This procedure is done by first selecting
the registers from the original dataset that corresponds to the target turbine and then, the BMU
of each of those registers is identified in the SOM results. The selected subset of BMUs provides
a sub-map of the same size as the original, but with a subset of visible neurons (those activated by the
registers of the target turbine) and invisible neurons (the neurons without registers of the target turbine).
So, by comparing sub-maps of different turbines among them, it is possible to discover turbines sharing
the same activation zones, which are candidates to be grouped. Identifying which turbines show
common patterns of SOM activation is easy from a graphical point of view. However, to implement
efficiently in a production phase the procedure in the daily activities of the company, this step has to
be performed automatically.
The main challenge is that the specific BMUs activated by two similar turbines are not exactly
the same, even if they are in close neighborhoods. Thus a local clustering of the BMUs activated
by a single turbine and a centroids-based representation of these clusters will provide a synthetic
view of the activation areas of a given turbine and will allow further comparisons to detect groups of
similar turbines automatically. The clustering algorithm used in this work is based on the Hierarchical
clustering [48].
4.6. Re-Grouping Turbines
Provided that in this particular context all turbines of a given wind farm are technologically
similar, it has been seen that most of them show the same number of clusters N. This is very interesting
because it enables pairwise comparisons between turbines in terms of Euclidean distances between
their centroids-vector derived in Section 4.5.
However, the cluster identifier of a particular operational regime (like optimal production,
for example) can change from one turbine to another one, since discovered clusters are automatically
named by the algorithm. Thus, given a pair of turbines T and T’, cluster 1 in turbine T might point to a
different scenario than cluster 1 in turbine T’. This means that even though the behavior of a certain
turbine can be synthesized by a vector of N centroids, one per cluster, distances between pairs of
turbines cannot be directly computed. The Simplex method [49] is introduced for this purpose, to find
the permutation of centroids of turbine T’ that minimize the total distance to the centroids of turbine T
(dmin(T, T′)). The combination of centroids between turbines that generates dmin(T, T′) is the optimal
one, and provides the correspondence between clusters in T and those in T’. The distance between
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the two turbines T and T’ is then defined as dmin(T,T
′)
N , that is, the average distance between pairwise
centroids between T and T’.
Repeating this procedure with all distinct pairs of turbines a square (symmetric) distance matrix
between turbines is obtained in Figure 4. Each row or column in Table 4 identifies a turbine.
Based on this distance matrix, a further grouping of similar turbines can be pursued. A density-
based like clustering process is performed by setting a threshold p-threshold that determines the
neighborhood of a certainly visited wind turbine and all other wind turbines inside this neighborhood
are included in the same cluster. The p-threshold must be a positive real number from 0 to 1 which
defines the proportion of the total distance range on the table. The process starts by finding the cell
containing the smallest distance (v-min) in the table. The row that contains this cell identifies the first
turbine T visited and its distances to the other turbines. Each column in the matrix represents another
turbine (namely T’). All turbines T’ such that d(T, T′) < v-min + p-threshold will be added together
in the cluster CT . After the first group is set, the rows and columns identifying the turbines of it are
eliminated from the distance matrix and the process is repeated to determine the next group, until all
the turbines are clustered in some group.
Since the distance matrix is quadratic in the number of turbines, and this is not a huge
dimensionality, this process can be repeated with several values of p-threshold, starting by a small value
like (0.1) and increasing by steps for a posteriori evaluation of the preferred p-threshold. Higher values
of p-threshold generate fewer groups which are more general. Lower values of p-threshold give more
groups which are more specific.
In order to check the validity of the groups generated by this procedure, they will be compared
with the failure probability generated by the experts in in situ inspections, as indicated in Section 4.1
(qualitative evaluation). Also, the maintenance and failure events of the turbines will be used by
calculating the statistics of these indicators to check that the groups contain turbines with similar
problems (quantitative evaluation).
4.7. Post-Processing the Results of Self-Organizing Maps for a Better Understanding of the Discovered Patterns
As mentioned before, a couple of tools are introduced as a post-processing of the SOM results
and the hierarchical clustering processes used in this work. Both of them were designed with the aim
of helping experts to conceptualize and label the resulting classes. Originally, CPGs and TLPs [50]
were designed in the context of hierarchical clustering. In this paper, for the first time, they are used on
clusters induced from a SOM network.
The CPG is based on a simple idea but resulted very powerful in previous real applications where
clusters understanding was critical. It is based on placing in a single panel the conditional distributions
of the variables with regards to the clusters. Columns correspond to variables and rows to clusters.
Histograms or box-plots are displayed for numerical variables and bar-charts for qualitative ones [50].
It allows to identify particularities of classes in regards of specific variables. Basically, the inherent
nature of the clustering is based on the idea that observations group in different clusters because, on the
one hand, they can be distinguished by some characteristic behaving differently in one or other cluster
and, on the other hand, they must share some distinctive commonalities with the other observations in
the same cluster. The CPG permits a quick analysis to identify these distinctive commonalities.
One step forward in the level of abstraction of the interpretation-support tool is the TLP. TLP is a
symbolic post-processing of the clustering results proved extremely useful and well-accepted by domain
experts in several real applications [11,50]. TLP exploits the association between the traffic light colors
and the main central trend of the variables in every class to help the expert to understand the clusters
and to support the conceptualization. In fact, it can be visually built upon the image proposed by the
CPG, or automatically computed in terms of overlapping measures among the conditional distributions
of a variable in the several clusters. The main issue is that deciding whereas high values of the variable
will be assigned red or green color is associated with the semantics of the variable itself, so bringing
semantics into the picture of the interpretation process in a formal way. In this particular application,
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for example, producing high levels of power is better than low production, and that is why high levels
will be associated with green and low with red color. In [12] an extension to annotated-TLP is presented,
where the basic color of the cell is desaturated with a darker tone proportionally to the variability inside
the class, so the expert is able to catch, from the picture, which are the cells which they can trust their
decisions.
In this work, both CPG and TLP have been built to understand the patterns resulting from
the hierarchical clustering of the SOM cell prototypes (BMU), as well as to understand the patterns
resulting from the local analysis of each specific turbine when clustering their positions in the SOM
map.The software KLASSv18 has been used for this purpose [43].
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Abstract
The Wind sector has roughly 2200Me of profit losses due to wind turbines
failures and these failures doesn’t contribute to the goal of reducing green-
house gases emissions of many states. The 25-35% of the generation costs
are operation and maintenance services. To lower this ratio, the wind tur-
bine industry are backing on the Machine Learning techniques over SCADA
data. This data can contain errors produced by missing data, miss calibrated
sensors or human errors. Each kind of error must be handled carefully since
extreme values are not always due to noise or data reading errors. This
document evaluates the impact of removing extreme-outliers values applying
widely used techniques like Quantile, Hampel and Extreme Studenized De-
viation filters with the recommended cut-off values. Experimental results on
real data show that removing outliers systematically is not a good practice,
leading to an increment of the operation and maintenance costs of the park.
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1. Introduction1
The reduction of greenhouse gases emissions and the independence of the2
fossil fuels are main goals of many states (Fabiani Appavou (2016)). That3
can be achieved by producing electricity using sustainable sources (Eurostat4
(2013)). For instance, the EU commission established a series of demand-5
ing climate and energy targets to be met by 2020 that includes the use6
of at least 20% of energy coming from renewable sources EU commission7
(2008). Wind power is the most growing renewable source (Fabiani Appavou8
(2016)), however the operation and maintenance of the wind turbines ac-9
count for 25% to 35% of the generation costs (Milborrow (2003)). In order10
to increase the economic competitiveness with respect to fossil fuels and ac-11
celerate the transition towards ecologically sustainable systems, there is a12
need of more efficient management and this requires highly monitoring of13
wind turbines. Modern wind turbine records more than 200 analogous vari-14
ables (Pedro Santos (2015)) at intervals of 5 to 10 minutes by means of their15
SCADA (Supervisory Control and Data Acquisition) system, therefore au-16
tomatic supervision systems have to be developed in order to detect and fix17
possible failures.18
The SCADA system collects data in different parts of the turbine, which19
are grouped into systems (Vestas R+D (2004)) providing information about:20
temperatures, electrical indicators, physical positions, speeds, vibration, etc.21
Therefore these systems generate a huge amount of data (Valeri Voev,Siemens22
A.G. (2014)), which has to be preprocessed and modeled in a feasible time23
(Justin Heinermann (2015)). Due to this, cloud-based platform services seem24
to be a good option to process SCADA data taking into account its processing25
scalability (Rodero-Merino (2011)) and high availability to build prediction26
engines for early diagnosis (called prognosis), improving the efficiency of the27
wind farms that is translated into a bigger profit or a reduction of generation28
costs (F. Besnard (2010)). These prognosis systems have to work in a wide29
set of wind turbines, with different models, manufacturers and SCADA-data30
configurations.31
Raw data obtained from SCADA contains several kind of errors, which32
can be categorized as: missed data caused by communications failures, pres-33
ence of extreme values due to sensors failures, data coming from poorly cal-34
ibrated sensors or by replaced sensors which report outputs in a different35
range, errors in the SCADA system or even human errors (Gray (2011)). As36
a result, prognosis models reduce their performance and hence, operation37
2
and maintenance costs are increased. Therefore, previously to apply progno-38
sis algorithms, a preprocessing step must be implemented. The importance39
of that step is often underestimated considering its great impact in the final40
results.41
This study shows the importance of the outliers into prognosis models for42
wind turbines. We reveal that systematically removing outliers, habitually43
considered as noise or extreme values, is not a good strategy since important44
information of the system malfunction is removed, generating high accuracy45
rates in the training step but low accuracy rates in real-time testing step.46
This document is organized as follows: Section 1 contains the Introduction47
and objectives of the paper; Section 2 is devoted to describe the real data48
used in all this research, the pre-selection of variables done by an expert,49
the description of three filtering algorithms in order to detect and eliminate50
outliers and the strategy proposed to measure the effect of the filtering step.51
Results and discussions are presented in Section 3, while Section 4 contains52
the final conclusions of our research.53
2. Materials and methods54
This section covers the techniques that have been applied in order to55
identify and remove the outliers/extreme values. For each case we present a56
description of the method and the data work-flow over the algorithm. Each57
method will be applied separately over the same input dataset. In order to58
demonstrate the effect of the method, we execute an independent analysis59
for each case using all the available information on several wind turbines.60
Then, we analyze the results generated by the models taking into account the61
technique used when removing outliers/extreme values and comparing them62
with the results obtained with the original values (i.e.: without removing63
outliers/extreme values).64
Each independent analysis starts from a dataset which is split in two65
parts. The datasets are split taking into account the time arrangement since66
taking random samples introduces non-available patterns in the train dataset67
which will affect the model estimation and the final results. Some works point68
out the benefits of removing outliers in order to improve final results in a69
machine learning system. That is the case of (A. Christya (2015), McClelland70
(2000), Patel (2011), Jason W. Osborne (2004), Denis Cousineau (2010)).71
But even if in many cases this procedure can be correct, to our knowledge,72
there is no study showing how to proceed in the case of SCADA data coming73
3
from wind turbines. Hence, we will investigate this effect in our research by74
evaluating the impact of removing outliers on real noisy dataset from the75
wind turbines with some of the most widely used univariate outliers removal76
algorithms (Marjan Bakker (2014)).77
2.1. Data background78
Data is produced by wind turbine’s SCADA that follows the IEC 61400-79
25 format IEC (2006) which provides data with a structure of logical devices80
representing wind turbines and logical nodes representing physical wind tur-81
bine systems and subsystems. Data was gathered via an Open Platform82
Communications (OPC) OPC Fundation (2016) each 5 or 10 minutes which83
reports events, instant values and statistics indicators. Only the events and84
the statistics indicators are kept. Each sensor has its statistics indicators85
which commonly are mean, min, max and standard deviation values.86
In our case, data are stored on a local database, which has been record-87
ing values from the wind plants over the years. Data is structured as a table88
with entries containing different instances of each sensor at each time inter-89
val. Events containing information about the system errors are stored in a90
different table since they are recorded in different format and contain the91
specific time in which the event raised. This events are entries which are92
categorized as alarms (failure states) and warnings (non-important events93
like machine stop by maintenance service, start or stop messages).94
An example of the data format generated is shown in table 1, which con-95
tains registers (rows) and variables (columns) ordered by date time variable,96
i.e. the insertion time on the database, when a notification of variable and97
value is submitted by the OPC.98
date time power bearing temp gen 1 speed temp oil mult
2014-12-08 06:20:00 1701.17 29.40625 1291.84 36.39
2014-12-08 06:30:00 1583.11 28.14462 1055.23 22.08
2014-12-08 06:40:00 1664.03 28.03261 1132.16 23.43
2014-12-08 06:50:00 1722.47 29.8721 1312.66 22.68
2014-12-08 07:00:00 1647.91 29.0121 1231.78 21.82




Turbine Model Num. ofmachines
Num. of








fl2500 5 4 105.120 303 72.422 2.102.400
Vestas V90
’wf1’ 7 4 52.560 194 9.681 1.471.680
Vestas V90
’wf2’ 13 4 52.560 63 5.063 2.733.120
Siemens Izar
55/1300 26 1 52.560 24 369.218 1.366.560
Wfa H1 1 7 52.560 406 83.716 52.560
Total 52 20 992 540.100 7.726.320
Table 2: Data summary
2.2. Input data pre-selection101
In order to study an specific type of alarm, an expert have to choose102
a subset of events based on the physical system or subsystem to be ana-103
lyzed. Therefore, the expert will select events and variables from all the104
available variables and events, those containing information about the fail-105
ures of the wind turbines (Vestas R+D (2004)). In our experiments we focus106
in the transmission system, and more specifically the Main Bearing subsys-107
tem, which supports the rotor of the wind turbine and is at the origin of108
many alarms.109
Based on the selected subset of events, a contrast of hypothesis is gener-110
ated in order to select the variables that are more related with the selected111
events. The null hypothesis H0 is defined as no statistical relevance on the112
change of a variable mean on the day when alarm/failure event is present.113
The alternative hypothesis Ha defines that a variable presents a statistically114
relevant difference in its mean value when an alarm/failure even is present115
at that day. The interval of confidence is defined at 95% which determines116
a p-value of 0.05. Any variable which has a p-value smaller than 0.05 is117
considered as a possible input variable for the model. We then sort all the118
candidates to be input variables of the model, from smaller to bigger p-value,119
and select the first six variables in order to analyze them. We do not consider120
all the possible variables for computational reasons.121
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2.3. ESD 3σrule122
Extreme Studentized Deviate test (ESD) is a statistical test allowing to
detect outliers in a univariate data set having normally distributed popula-
tion. ESD defines that any point being away more than t standard deviations
from the mean is an extreme-outlier value. As shown in equation 1, any value
falling outside the interval is considered an outlier:
(µ− (t ∗ σ)) < xi < (µ+ (t ∗ σ)) (1)
Where:
xi : is the i entry from a single variable X
µ : is the mean of the current variable X
t : is the number of standard deviations
σ : is the standard deviation of a single variable X
The most common value for the threshold t is t = 3, which means that123
all points that deviates 3σ from the mean value will be rejected. Therefore,124
about 0.3% of the observed data will be considered as an outlier. This method125
is very sensitive to distributions that contains many outliers, so the threshold126
value at 3σ helps to minimize this effects, but the method will fail with data127
containing more than 10% of outliers, as indicated in (Pearson (2005))128
In our case we have our data in a table with the format indicated in 1.129
Variables are in columns and instances in rows, so we will implement the130
ESD test as follows:131
Algorithm 1 3 ESD outlier filter
procedure cleanEsd(variables)
t← 3
for all variable,varID in variables[:, :] do :
mean←mean(variable[:])
σ ← sd(variable[:])
for all entry,entID in variable[:] do :
if entry < mean− (t ∗ σ) or mean+ (t ∗ σ) < entry then
outlierList[varID, entID]← entry . save the outlier for analysis






In order to maintain the original structure of our data (number of rows132
and columns of the table) the outliers found by the test will be changed to133
NAN (Not a Number) or NULL values.134
2.4. Adjusted box-plot rule135
Another commonly used rule to detect outliers is based on the distance
of the points being above of the third quartile or below of the first quartile.
This quartiles values determines the acceptable range of the values following
the next expression 2:
(Q1 − (c ∗ IQR)) < xi < (Q3 + (c ∗ IQR)) (2)
Where:
xi : is the i entry from a single variable X
Q1 : is the first quartile of the current variable X
Q3 : is the third quartile of the current variable X
IQR : is the interquartile as in equation (3)
c : is the number of interquartile range
IQR = (Q3 −Q1) (3)
A common value for c is c = 1.5. This method is less sensitive to outliers than136
the ESD. However, is well suited for asymmetric distributions since it does137
not depend of a ”center” of the data (Pearson (2005)). On the contrary, it’s138
usually too aggressive since it declares as outliers many nominal observations139
determined as non-outliers by a human expert.140
The simplified algorithm has been implemented as follows:141
7
Algorithm 2 Quantile outlier filter
procedure cleanQuantile(variables)
c← 1.5
outlierList← [] . The outlier list is initialized




for all entry,entID in variable[:] do :
if entry < (Q1− c ∗ IQR) or (Q3 + c ∗ IQR) < entry then
outlierList[varID, entID]← entry . save the outlier for analysis






The Hampel identifier is based on two robust measures of location and143
scale, the median and the median of the absolute deviations (MAD) from the144
median, respectively. Observations too far from the median of the data with145
respect to their MAD are declared to be outliers (Christophe Leys (2013)).146
Again, a proportion factor k will modulate how to calculate that distance. In147
our case, this factor is calculated using the inverse of the Gaussian cumulative148
distribution (Φ−1) function calculated on the 75% confidence interval which149






So having k, the accepted range for the detection procedure is as follows:
(X̂ − (k ∗MAD)) < xi < (X̂ + (k ∗MAD)) (5)
Where:
xi : is the i entry from a single variable X
X̂ : is the median of single variable X
k : is the constant scale factor calculated as in equation (4)
MAD : is the median absolute deviation calculated as in equation (6)
MAD = median(|xi − X̂|) (6)
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Where:
xi : is the i entry from a single variable X
X̂ : is the median of single variable X
The median and the median of the absolute deviations are more robust to151
the influence of outliers than the mean and standard deviation. This means152
that the Hampel identifier is more effective than the ESD identifier in outlier153
detection, although as a quantile based filter it can be too aggressive, declar-154
ing many points as outliers even if they really are not so. The simplified155
algorithm has been implemented as follows:156
Algorithm 3 Hampel outlier filter
procedure cleanHampel(variables)
k ← 1.4826
outlierList← [] . The outlier list is initialized
for all variable,varID in variables[:, :] do :
median←median(variable[:])
MAD ←mad(variable[:])
for all entry,entID in variable[:] do :
if entry < (median− k ∗MAD) or (median+ k ∗MAD) < entry then
outlierList[varID, entID]← entry . save the outlier for analysis






The evaluation of the above mentioned methods will be carried out using158
the dataset of the wind farms indicated in the table 2. The dataset was159
divided in train and test dataset but preserving the temporal order. As160
pointed before, this is a crucial point in order to avoid the generation of new161
patterns that are not in fact present in the data. The filtering methods will be162
applied on the train datasets and the models will be tested on the (unknown)163
test dataset. All the experiments will be performed on one variable which164
corresponds to the temperature from the wind turbine gearbox.165
In order to quantify the effect of the filtering step, we will use numeri-166
cal indicators over the models results. One of the most effective method to167
evaluate the impact of such filters on machine learning algorithms is to imple-168
ment a normality model based on Partial Least Squares (PLS) (Wold (2001)),169
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which can be evaluated using a mean squared error (MSE). Therefore, we will170
compute the model using the same train dataset with and without outliers171
and then we will apply it to the test dataset. Apart from the MSE we will172
also use scatter plots of the real and estimated values and compute the best173
regression line that fits to it. Ideally, if there is a perfect relation between174
points, we will obtain a 45° gradient line.175
3. Results176
Starting from the same dataset, we run several test with and without177
filtering outliers and evaluate its effect using PLS normality models (Wold178
(2001)). The input variables where manually selected for each wind plant179
since each wind turbine model has it owns variable names.180
For instance, for the first plant which is composed of Vestas V90 machines,181
an expert determined and reduced the input set of variables and selected the182
target variable for the model, which in this case is gear oil temp avg. This183
variable has the distribution shown in figure 1 for the first turbine named184
T13, this will be indicated as target or target variable henceforth.185
The following list shows the input variables ordered by most to less im-186
portance for the model. This variables are from the wind turbine systems187
(Vestas R+D (2004)). As you can see the maximum importance is between188
the target variable and gear bearing temp avg which are from components189
that are physically close and connected by metal parts, which transfers the190
heat.191
• gear bearing temp avg: Temperature of bearing that holds the rotor with blades.192
• power avg: Average power generated193
• wind avg: Average wind speed194
• hydraulic oil temp avg: Temperature of the oil which cool the gearbox.195
• blades pitchangle max: Angle of the Wind Turbine blades.196
• blades bladea controlvoltage min: Voltage of the motors which controls the angle197
of the blades.198
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Figure 1: Histogram of target variable
(a) Train (b) Test
Figure 2: Train and Test estimation vs. real value of target variable
Results for the model derived without filtering are shown in figure 2 for the199
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train and test datasets. On the left we can see the result of the estimated200
model over the same train dataset (in black) and the perfect 1:1 relation201
(45°) in blue, as a reference. The red line is the regression line obtained202
using the real points and those generated by the model, which is slightly203
leaned with respect to the reference. In this example the obtained gradient204
has a value of 42.4° for the training dataset, which indicates that the model205
is not estimating all the values perfectly even on the same training dataset.206
Result measured with MSE gives a value of 2.0768. If we analyze now the207
test dataset of the right side of the figure, we observe that now the gradient208
is 40° with an MSE of 2.612 which is worst than the previous one. This is209
what we expected as we are now dealing with new (unknown) data.210
Now we have to compare these results with the ones obtained after fil-211
tering the data with the proposed systems. The following subsections will212
present them individually.213
3.1. ESD 3σrule214
With the data being filtered by the ESD rule, many periods of alarm were215
labeled as outliers, identified as outliers and alarms on the figures 3 and 4,216
each one corresponding to a different variable. In all these figures, outliers217
(which are values outside the interval) are in blue color. The values which218
have been labeled as outliers by the algorithms but at the same time an alarm219
was reported by the wind turbine are in red color. Alarms are indicated in220
cyan color whereas non filtered data, which is the data at the input of the221
PLS model, is indicated in yellow. Two variables are detailed, corresponding222
to the variables presenting the highest amount of alarms identified as outliers.223
This will reduce the number of alarms feed to the machine learning model224
and therefore will reduce its prediction capability. The outliers detected by225
this algorithm represents the 2.1% of the training data, taking into account226
all the variables.227
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Figure 3: Marking of outliers, alarms on variable blade control voltage on filtered dataset












Figure 4: Marking of outliers, alarms on variable blade pitch angle max on filtered dataset
The impact on the model results are show in figure 5 which reveals an228
increase of the performance on the train dataset (left) filtering the outliers:229
MSE error decreases from 2.0768 to 1.963 and the slope increases from 42.4°230
to 42.5°.̇ But on the other side, when testing the model with the test dataset231
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(right), the MSE increased from 2.612 to 2.836 which is a sign of worst232
prediction capability. Concerning the slope of the regression line, even the233
gradient is almost the same, there is a new small region of new points far234
from the diagonal line indicating that the model is behaving worse.235
(a) Train (b) Test
Figure 5: Train and Test estimation vs. real value of target variable
3.2. Adjusted box-plot rule236
Using the same procedure as in previous filtering strategy, we analyze now237
the effect of the Adjusted box-plot rule (quantile filter). In this case, when238
filtering the data, many periods of alarm were labeled as outliers as we can see239
in 6 and 7. Following the same color coding as in the previous case, outliers240
are in blue color, outliers that at the same time an alarm was reported are in241
red color, alarms are in cyan color whereas non filtered data is indicated in242
yellow color. We show two of the variables which presents the most amount of243
alarms identified as outliers. Again, filtering will reduce the number of alarms244
feed to the machine learning model and therefore will reduce its prediction245
capability. The outliers detected by this algorithm accounts for the 20.8% of246
the training data, taking into account all the variables.247
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Figure 6: Marking of outliers, alarms on variable blade control voltage on filtered dataset












Figure 7: Marking of outliers, alarms on variable blade pitch angle max on filtered dataset
The impact on the model results are show in figure 8 which reveals an248
increase on the performance on the training dataset (right) with an MSE249
decreasing from 2.0768 to 1.893. This value is smaller than the one obtained250
with the ESD filter due the robustness of quartile to the outliers. On the251
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contrary, results of the test dataset (left) reveals a higher increase of the MSE252
from 2.612 to 3.096, which means that the model generalization performance253
is worse than the ESD and the plot of estimation vs. real values indicates a254
decrease in the angle of the linear regression, from 40° to 39.7°. Some holes255
on the region between 50-60 can be observed due to the removal of possible256
input variables that generates the values of this area.257
(a) Train (b) Test
Figure 8: Train and Test estimation vs. real value of target variable
3.3. Hampel identifier258
Finally the third filtering system is analyzed in the same way as the pre-259
vious ones. Figures with the results, using the same kind of representations,260
are shown in 9 and 10 for each variable. Again, we show two of the variables261
which presents the highest amount of alarms identified as outliers. The out-262
liers detected by this algorithm represents the 32.2% of the training data,263
taking into account all the variables.264
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Figure 9: Outlier marking vs. alarms on variable blade control voltage on filtered dataset












Figure 10: Outlier marking vs. alarms on variable blade pitch angle on filtered dataset
The impact on the model results are show in figure 11 which reveals,265
again, an increase on performance using the training dataset (left). The266
results reveals an even higher decrease of the MSE error from 2.0768 to 1.816267
and 42.4° to 40.3° which is a better regression line for estimation vs real268
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value. But the analysis of the test dataset (right) becomes the worst of all269
the filtering methods which generates a MSE of 12.6° which is 5 times worst270
than the estimation without filtering. The plot of the results reveals clear271
regions with problems, which are the regions of values that were removed272
for the filter and therefore we do not have these points of the input variable273
when estimating the target variable. The angle is about 17° which is the274
worst among the filtering systems analyzed and the linear regression line is275
clearly far from the theoretic one.276
(a) Train (b) Test
Figure 11: Train and Test estimation vs. real value of target variable
277
3.4. Results Summary278
In table 3 we present a summary of some of the experiments performed279
on all the wind turbines of the wind parks detailed in 2. For the lack of280
space, we list here only some wind turbines of each park, and for the sake281
of clarity we present the MSE results on test dataset with the corresponding282
filter strategy normalized by the MSE result without filtering. If the filtering283










80 1,002 1,002 0,998
81 1,002 1,011 1,008
82 0,999 0,987 1,002
83 1,000 1,002 1,171
84 0,996 1,458 44,838
Vestas V90 wfa1
67 0,935 1,090 5,274
68 0,780 4,640 0,753
69 0,983 1,319 1,868
70 0,983 1,604 8,317
71 0,971 1,162 8,253
72 0,996 1,851 12,410
73 0,985 1,168 6,892
74 1,088 1,347 0,912
75 1,046 0,959 5,505
76 0,992 1,037 4,813
77 0,975 1,267 5,801
78 1,536 1,518 8,010
79 1,085 1,185 4,826
Siemens Izar 55/1300
41 0,961 0,882 210,940
42 0,966 0,928 307,942
43 1,015 0,905 250,313
44 0,895 0,835 242,414
45 1,121 1,147 172,567
46 1,057 1,022 218,819
47 1,208 1,080 280,106
48 1,158 1,133 157,796
Vestas V90 wfa2
112 0,795 1,033 1,239
113 0,971 1,179 1,260
114 1,193 1,247 1,418
115 1,007 1,060 1,156
116 0,908 1,019 1,057
117 1,065 1,193 1,315
Table 3: Result summary
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>1. On the contrary, if the filtering strategy is helpful when modeling the285
data, then the ratio will be smaller <1 (these cases are indicated in cursive286
font on the table 3).287
As we can see, values are habitually >1 and this is the habitual case288
when using Adjusted box-plot rule or Hampel rule. It is important to note289
that when we use these two above mentioned filtering strategies, results are290
much worse than without filtering (i.e.: MSE quotients are 1). Only the291
ESD rule seems to be interesting in some cases, but even in these cases,292
corresponding to the quotient <1, the difference of MSE between filtering293
and non-filtering is small.294
Analyzing in detail all the cases reported in table 3, in 17 over 32 cases295
the ESD filtering method is useful when testing the model, which roughly296
represents 53% of the cases. Even if that seems a high amount of cases, in297
all of them the quotient is ≈1 , indicating that the MSE is almost the same298
when using the filter compared to the original (non-filtered) case. For the299
quantile filter, only 6 over 32 cases reported a quotient smaller than one.300
It means that only about 19% of the cases improved results after filtering.301
Finally, for the Hampel filter only 3 cases over 32 reported a quotient higher302
than one, i.e.: 9% of the cases.303
Computing all the filters analyzed, in 73% of the cases the filtering proce-304
dure increased the MSE. Therefore, filtering is not a good strategy by default,305
and only in a very few cases could slightly improve the results by decreas-306
ing MSE in the test dataset. According to our experiments, in the case of307
needing a filter, the best choice would be to use the ESD filter, as it is able308
to eliminate some outliers that are not relevant or related to alarms, as has309
been demonstrate in our experiments.310
4. Conclusions311
In this paper we explored several methods for outliers detection and com-312
pared their performance against the non-filtered data. Experimental results313
when deriving models using real data (from several wind farms and turbine314
models) and the following generalization on new data (test dataset) increases315
the error, measured trough MSE and regression line, when we use filters to316
eliminate outliers. This is due to that many outliers were failure states of the317
wind turbine, as indicated in section 3 with the variables affected by each318
filtering method. Filtered data performance could generate good results with319
cross-validation on the same train dataset, which is already filtered and the320
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value of each variable is closer, hence easier to model, but the performance321
is reduced using new data in all the cases because of the poor generalization322
capability due the removed failure patterns that are present on the future323
datasets. In this case the performance of prognosis models over SCADA data324
performs best over new data with non-filtered train datasets. The effect of325
removing points labeled as outliers but that in fact contributes to identify326
alarm states can be observed in figures 3, 4, 6, 7, 9 and 10327
In the light of these results, systematically filtering outliers from the data328
coming form SCADA wind turbines has to be reconsidered in order to de-329
rive better models which will lead to better prognosis of the wind turbines.330
This will have an effect on the management and maintenance costs which in331
turn will allow to increase the economic competitiveness of the wind energy332
with respect to fossil fuels and accelerate the transition towards ecologically333
sustainable systems.334
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Abstract—The Wind sector has roughly 2200M euros of profit
losses due to wind turbine failures and these failures do not
contribute to the goal of reducing greenhouse gas emissions of
many states. The 25-35% of the generation costs are operation
and maintenance services. To lower this ratio, the wind turbine
industry is backing on the Machine Learning techniques over
SCADA data. Signal trending analysis supported on linear
regression models presents the problem of how to carefully
choose the right target variable, which reproduces as close
as possible the behavior of a failure from a component. This
document evaluates the impact of that choice by comparing as
target different variables with discrete-non normal distribution,
commonly selected by feature selection methods, versus variables
that are continuous over time with a near normal distribution.
Experimental results on real data show the use of continuous
target variables selected by human expert on the field give better
results than the use of targets obtained through feature selection
algorithm.
Index Terms—Renewable Energy,Wind Farms,feature selec-
tion,regression models,SCADA Fault Diagnosis
I. INTRODUCTION
The reduction of greenhouse gas emissions and the indepen-
dence from fossil fuels are the main goals of many states [1].
That can be achieved by producing electricity using sustainable
sources [2]. For instance, the EU commission established a
series of demanding climate and energy targets to be met by
2020 that includes the use of at least 20% of energy coming
from renewable sources [3]. Wind power is the most growing
renewable source [1], however operation and maintenance of
wind turbines account for 25% to 35% of the generation costs
[4]. In order to increase the economic competitiveness with
respect to fossil fuels and accelerate the transition towards
ecologically sustainable systems, there is a need for more
efficient management and this requires intense monitoring of
wind turbines. A Modern wind turbine records more than
200 analogous variables [5] at intervals of 5 to 10 minutes
by means of their SCADA (Supervisory Control and Data
Acquisition) system, therefore automatic supervision systems
have to be developed in order to detect and fix possible
failures.
The SCADA system collects data in different parts of
the turbine, which are grouped into systems [6] providing
information about: temperatures, electrical indicators, physical
positions, speeds, vibration, etc. Therefore these systems gen-
erate a huge amount of data [7], which has to be preprocessed
and modeled in a feasible time [8].
In order to determine when a Wind Turbine is going to
failure, a prognosis model is implemented. The model analyses
the variations of a target variable over time, known as the
signal trending analysis.
This study shows the importance of selecting the optimal
target variable, i.e., the variable under the scope of the
prognosis model that generates a reference signal with the
expected values and then compared to the real signal. The
optimal selection of this variable is made by human expert
knowledge on the field and the result of the prognosis model
is then compared with feature selection algorithms.
This document is organized as follows: Section I contains
the introduction and objectives of the paper; subsection I-A
and I-B are devoted to describe the real data used in all this
research, the pre-selection of input variables and the alarms to
identify the unhealthy Wind Turbine states. Section II presents
the target selection methods to be evaluated and the description
of the process. Results and discussions are presented in Section
III, while Section IV contains the final conclusions of our
research.
A. Data background
Data is produced by the wind turbine’s SCADA that follows
the IEC 61400-25 format [9] which provides data with a
structure of logical devices representing wind turbines and
logical nodes representing physical wind turbine systems
and subsystems. Data was collected via an Open Platform
Communications (OPC) [10] each 5 or 10 minutes which
reports events, instant values and statistics indicators. Only
the events and the statistics indicators are kept. Each sensor
has its statistics indicators which commonly are the average,
minimum, maximum and standard deviation values.
In our case, the data is stored on a local database, which
has been recording values from the wind plants over the
years. Data is structured in a table with entries containing
different instances of each sensor at each time interval. Events
978-1-5386-0850-0/17/$31.00 ©2017 IEEE
TABLE I: Example of the data analyzed (part of a real table)
date time power bearing temp gen 1 speed temp oil mult
2014-12-08 06:20 1701.17 29.40625 1291.84 36.39
2014-12-08 06:30 1583.11 28.14462 1055.23 22.08
2014-12-08 06:40 1664.03 28.03261 1132.16 23.43
2014-12-08 06:50 1722.47 29.8721 1312.66 22.68
2014-12-08 07:00 1647.91 29.0121 1231.78 21.82
containing information about the system errors are stored in a
different table since they are recorded in different format and
contain the specific time in which the event ocurred. These
events are entries which are categorized as alarms (failure
states) and warnings (non-important events like machine stop
by maintenance service, start or stop messages). An example
of the data format generated is shown in table I, which contains
registers (rows) and variables (columns) ordered by date time
variable, i.e. the insertion time on the database, when a
notification of the variable and the value were submitted by
the OPC.
The experiment described on this document uses three
to seven different input variables from the whole set, pre-
selected by an expert in the field, i.e. power, wind speed,
temperatures... Each manufacturer has a different name but
the system which represents is the same. As for instance in
table II, which are variables related with Generation system,
from now on Ivars.
B. Alarm event selection
The starting point of model prognosis is to select which
alarm events have a relation with the physical system to be
monitored. The alarms have a code, a description and in some
case the value which triggered it.
Based on this information and the structure of the Wind Tur-
bine physical system [6], the human expert chooses a subset
of alarms which indicates failures on a specific system. This
subset will be used in order to find the variables more related
to the alarms state in case of the feature selection analysis, and
will be used as evaluation of the model performance about the
capability to detect a real alarm.
In our experiments we focus in the transmission and gener-
ation systems, in which the variables involved have a slower
dynamic change rate. More specifically the Main Bearing
subsystem, which supports the rotor of the wind turbine and
is at the origin of many alarms, and the generator which
has a big impact on the final energy production. Since the
alarms are different for each manufacturer, the expert has to
select a subset of alarms for each Wind Turbine separately,
henceforward Acodes.
II. MATERIALS AND METHODS
This section covers the techniques that have been applied
in our experiments in order to identify the target and input
variables that will be evaluated with a regression model
response expecting a big deviation on the periods in which
there are active alarms and minimal deviation from the periods
where the Wind Turbine is healthy. For each case we present
a description of the method and the data work-flow over the
algorithm which will be applied separately over the same input
dataset.
In order to be able to compare the results as much as
possible, we have fixed the input variables set (Ivars) at sub-
section I-B for each Wind Turbine manufacturer and for all the
methods. The feature selection methods are applied individu-
ally in order to choose the optimal target variable (Tvar). Each
feature selection algorithm uses a subset of predefined alarms
events (Acodes) to determine from all available variables,
which one is the most relevant regarding this event that will
be considered as the regression model target.
The results of each Tvar selection output will be evaluated
using a regression model based on PLS [11] graphically
by plotting the response signal and comparison plot, also
numerically by calculating the Mean absolute percentage error
(MAPE) [12], which is a value without units that indicates the
accuracy of the model in percentage. The MAPE is useful to
compare different data results obtained from different target
variables, as happens in our case.
A. Human expert target selection
According to the alarm subset, the expert chooses the target
variable of the regression model supporting its decision on
the variable name that follows the IEC format [9] and the
visual plotting support of each variable versus the alarm
events Acodes. His own experience determines which value
is deviating before and after the alarm occurrence.
This analysis is done in a semi-automatic way for each
manufacturer, since the name and range of the variable change
for each manufacturer.
B. Recursive feature elimination for target selection
This method is based on a simple backwards selection,
which recursively selects the best feature using the model
importance score at each iteration.
This algorithm is already implemented in some toolboxes,
like in this case the Caret wrapper package [13] which includes
a set of feature selection algorithms.
From all the available models types, in this case, the
recursive selection is supported by a random forests algorithm
and evaluates the variable importance using a 10-fold cross-
validation strategy. At each step, the less important variables
are discarded.
To calculate the variable importance in random forests, the
prediction accuracy is measured with the original data. Then,
each variable is thrown from the data and the random forest
is executed again obtaining a new prediction accuracy. The
normalized and averaged accuracy difference of all trees is
the importance of the current variable.
C. Random Forest feature selection for target selection
Another algorithm based on Random Forest, which is the
top-down search method for relevant features, is implemented
in the Boruta package [14].
TABLE II: Example of Input Variable selected in columns for each manufacturer.
Fuhrlander fl2500 Vestas V90 ’wf1’ Vestas V90 ’wf2’ Siemens Izar 55/1300 Wfa H1
wgdc avg TriGri PwrAt avg hydraulic oil temp hydraulic oil temp avg GeneratorSpeed wrot avg PtTmpCoolBl2
wtrm avg Brg OilPres max blades pitch angle blades pitchangle max ActualPowerWecProduction wnac avg WdSpd1
wtrm avg Gbx OilPres min blades blade A control voltage blades bladea controlvoltage min GearTemperature wtur avg W
wtrm avg Brg OilPresIn max ambient wind dir relative ambient winddir relative maxium HydraulicOilTemperature
wnac max NacTmp avg grid production power power avg,wind avg NacelleTemperature
wgen avg RtrSpd WP20350 avg ambient wind speed gear bearing temp avg
avg gear bearing temp
TABLE III: Data summary














fl2500 5 4 105.120 303 72.422 2.102.400
Vestas V90
’wf1’ 7 4 52.560 194 9.681 1.471.680
Vestas V90
’wf2’ 13 4 52.560 63 5.063 2.733.120
Siemens Izar
55/1300 26 1 52.560 24 369.218 1.366.560
Wfa H1 1 7 52.560 406 83.716 52.560
Total 52 20 992 540.100 7.726.320
As same strategy of Caret package on subsection II-B,
Boruta implementation [14] relies on measuring the impor-
tance of each variable to the model. But it has an added
mechanism to improve the feature selection rate by creating
a shadow copy of each feature. These copies are shuffled
individually (the entries are randomly sorted) in order to
remove any correlation with the original.
Then when the variable importance algorithm is running
for each variable as explained on II-B, at the same time
that the less important feature is eliminated at each step,
the importance of all other variables are compared to the
importance of the shadow copies, which are calculated in
the same manner as the original ones. If some of the other
variables that haven’t been eliminated have less importance
than the shadow copy then theses are marked with ”not
acceptable” flag in order to remove them since have the same
importance than a random sorted copy.
D. Hypothesis Testing target selection
Based on the selected subset of events Acodes, a contrast of
hypothesis is generated in order to identify the variables that
are more related with the selected events. The null hypothesis
H0 which defines the no statistical relevance about the change
of a variable mean when a day contains alarm/failure and in
other side the alternative hypothesis Ha defines that a variable
presents a statistically relevant difference in its average value
when an alarm/failure event is present at that day. The interval
of confidence is defined at 95% which determines a p-value
of 0.05. Any variable which has a p-value smaller than 0.05
is considered as a possible input variable for the model. We
then sort all the candidates to be considered as input variables
of the model, from the smallest to the biggest p-value, and
we select the first six variables in order to analyze them.
E. CMIM feature selection for target selection
The conditional mutual information maximization (CMIM)
is an algorithm which searches for the smallest subset of
features that contains the maximum possible information [15].
To evaluate which set of features gives the highest amount
of information, the algorithm is fed by many entries of all
possible input variables and evaluated to a target variable, in
this case the alarm events that have been selected previously as
described in subsection I-B. This algorithm aims to minimize
the entropy of each subset S S ⊂ T from the available features
T versus a target variable. The subset that has the lowest en-
tropy, in others words, a variable is a good predictor when the
subset has the lowest entropy, in other words, the probability
that the variable gets approximately the same value when the
alarm is active. The procedure of Maximization evaluates all
the possible variables subsets in order to find, for different
numbers of features, the optimal feature combinations.
III. RESULTS
In this section, the experimental results are presented for
different manufacturers comparing the human selected vari-
ables to the others of methods. The data range evaluated in
this section contains no alarms because we expect to follow the
real signal as close as possible with the less deviation from the
diagonal of the difference plot between real and model output
value.
The summarized results for each Wind Turbine manufac-
turer is presented on table IV which contains the results of
MAPE, measured in average, from all the Wind Turbine of
same manufacturer.
The current analyzed machine is the Siemens Izar 55/1300,
which has problems with the temperature of the generator sub-
system.
A. Human expert
The human expert chose as reference the target Tvar Tem-
peratureGenerator1 as shown in figure 1, which shows the
histogram of the temperature from the generator system of
the Wind Turbine [9]. As a general trend, it tends to behave
like a normal distribution. The results of the model for this
case are visualized on sub-figures (b) and (c) which shows the
real signal (blue) and the response of the model (light blue)
and is able to follow the real over the time. On the sub-figure
(c), a comparison of real and model estimated value is done
point to point, which reveals that the points are close to the
diagonal. The red line is the best fit line for the points with a
linear regression equation.
B. Random Forest feature selection
The first method to be compared is the Random forest based
on Boruta method on figure 2, which selectes the BladesPo-
sition variable, that contains the Pitch of the Wind Turbine
blades. By the knowledge on the Wind Turbine domain, these
kind of variable are very discrete since the control mechanism
has a discrete table of positions. In this case, for example, a
large portion of time, the variable stays from 0° to 30° , which
are acceptable values, with some extreme cases at 90° when
the Wind Turbine control try to stop. As it can be seen in sub-
figure (b) and (c), the model is poor since it generally tends
to give a bigger value than the real value. It is clear that the
regression line in sub-figure (c) is far from good.
C. Recursive feature elimination
The second method based on recursive feature elimination
from Caret package gives the same results as the previous
method since it chooses the same variable.
D. Hypothesis Testing
As a third method, for this Wind Turbine, it is the Hypoth-
esis testing method. In the same way as the first two methods,
again the Tvar variable BladesPosition is selected, which is
not a good target for the regression model.
E. CMIM feature selection
The last method, CMIM is presented in figure 3, which
chooses another type of variable, specifically the Rotation-
SpeedMin that measures the revolutions per minute of the
Wind Turbine Rotor. This variable has a big impact on the
transmission system since it determines the possible power to
generate, so the CMIM chooses a variable which is considered
by the Human expert as important, but not as same as the
TemperatureGenerator1. On the sub-figures (c), a cluster of
points seems deviated at x=0, this could be because the
RotationSpeedMin histogram has a big separation between 1
and 10, so the model tends to predict bigger values than the
real ones as seen on (b). Although, the result is much better
than the ones obtained with the two previous methods.
IV. CONCLUSION
In this paper we explored several methods for the selection
of the best Tvar target variable for a linear regression model
to measure its performance compared to the human expert
criteria. The methods presented in this paper, which generated
different variable combinations, have been implemented using




Fig. 1: Human selected variables results for Siemens Izar 55.
In (a) the histogram of variable TemperatureGenerator1. In (b)
the model output with dark blue real signal, light blue model
estimated signal. In (c) The model at Y axis vs. real value at
X axis





Fig. 2: Random Forest selected variable results for Siemens
Izar 55. In (a) the histogram of variable BladesPosition. In (b)
the model output with dark blue real signal, light blue model





Fig. 3: Conditional Mutual Information Maximization (CMIM)
results for Siemens Izar 55. In (a) the histogram of variable
BladesPosition. In (b) the model output with dark blue real
signal, light blue model estimated signal. In (c) The model at
Y axis vs. real value at X axis
These variables are not suitable for linear regression models,
except for the Conditional Mutual Information Maximization
which chooses better variables. These methods have been
applied to several manufacturers, as detailed in Table V.
Experimental results show that the human expert knowledge
in the Wind Turbine field is the best strategy when selecting
the target variable to build a linear model to obtain the smallest
error. As a summary of results, we present in table IV a com-
parison for the case with the lowest MAPE for each method
and Wind Turbine for the Human Expert, the Random Forest,
the Caret, the CMIM and the Hypothesis Testing methods. No-
tice that the smaller the MAPE value is, the better the model is.
We can calculate the average (column-wise) in order to know
which one are (in mean) the best methods for all the turbine
models. As we can see in the table, the Human expert selection
averaged 21.55% , the Random Forest 37067120.32% , the
Recursive feature elimination 37067601.12%, the Conditional
Mutual Information Minimization (CMIM) 15582.34% and
finally Hypothesis Testing method 37063591.47%. There is
clearly a great dispersion on these values, mainly due to
the fact that for specific turbine models, some methods are
working very poorly, therefore dramatically increasing the
error of the model. Mainly, Siemens Izar model poses many
problems to three of the methods, while Fuhlander model
and Wfa H1 models are also problematic for two of them.
On the contrary, we obtain a few cases in which automatic
feature selection methods are the best ones. This happens,
for example, for the Random Forest method working on the
Fuhrlander wind turbines or the CMIM method working on
the Vestas turbines.
Our work on several wind turbines and providers have
allowed us to reveal that automatic feature selection methods
have to be taken carefully when building linear regression
models. Human expertise has to be considered in coordination
with automatic algorithms in order to ensure that the best target
variable for the type of alarm is considered. This strategy will
provide better models, therefore allowing a better management
of the wind farm and a reduction of maintenance costs.
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fl2500 51.47% 23.61% 23.61% 8042.04% 4330.63%
Vestas V90
’wf1’ 2.8% 40.1% 128.38% 91.56% 91.56%
Vestas V90
’wf2’ 11.26% 22004.7% 22004.7% 10.45 26.94%
Siemens Izar
55/1300 10.62% 185313488.5% 185313488.5% 7.6% 185313488.5%
Wfa H1 31.6% 41.67% 2360.4% 69760.06% 19.73%
Average 21.55% 37067120.316% 37067601.118% 15582.342% 37063591.472%
TABLE V: Results Summary of Feature Selection methods











fl2500 wtrm avg TrmTmp Brg1 wtrm min Brg OilPres wtrm min Brg OilPres wgdc avg TriGri PwrAt wtrm avg Brg OilPres
Vestas V90
’wf1’ avg generatorslip ring temp
first alarm parameter
2 in 10min frame
first alarm parameter
2 in 10min frame
avg generator phase
1 temp stdv ambient wind dir relative
Vestas V90
’wf2’ gear oil temp avg hourcounters averageturbineok avg
grid production
reactivepower min hydraulic oil pressure min hourcounters average run avg
Siemens Izar
55/1300 TemperatureGenerator1 BladesPosition BladesPosition RotationSpeedMin BladesPosition
Wfa H1 wrot avg PtTmpMotBl1 wrot min RotPosInd wrot sdv PtAngSpBl1 wtrf sdv TrfTmpTrfTur wcnv sdv Hz
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Annually, the wind power sector suffers losses of profits due to wind turbine failures and operating and
maintenance costs. Wind farm operators employ Machine Learning techniques to manage available
SCADA data for improving prognosis models of specific system failures. The involved procedures therein
require the selection of incoming data from the most important and reduced sensors set. Due to the
high number of sensors, exhaustive-search algorithms are unfeasible. In this work we propose a quasi-
optimal (QO) algorithm to select the best sensor set, which is compared with several well-known feature
selection (FS) algorithms. The prognosis model evaluation is performed using a k-NN classification
algorithm working with sensor selections obtained trough different FS algorithms as well as the QS
method. Experiments are performed on sensor data from five Fuhrländer wind turbines taken along an
entire year. Prognosis tasks have been focused on the gearbox and the transmission systems, two of the
most expensive wind turbine systems. In the case study, the prognostic methods using the QO algorithm
always worked slightly better than the others.
1 INTRODUCTION
Each year wind sector has profit losses due to wind turbines failures that can be about 200 Me in Spain,
700 Me in Europe and 2 200 Me in the rest of the world. Additionally, if operation costs are taken into
account, these losses can be tripled. Owing to the volume of losses and the actual economic situation in
the sector, without any bonuses to the generation and with generation selling prices policy restricted by
the new energy law, operations related to maintenance and operation improvement are a key for wind
farms operators, maintenance companies, financial institutions, insurance companies and investors.
One of the main tasks in Operation and Maintenance (O&M) process is to find out the possible causes
of failures. This process is crucial to reduce the time of repair or detect more critic faults in earlier stages.
Methodologies and tools that can support this type of operation can benefit wind farm owners to increase
availability and production and reduce costs.
The operating and environmental conditions of virtually all wind turbines (WT) in operation today
are recorded by a SCADA ([10]). The SCADA system collects information on all sensors placed in a
turbine, storing all the data in a database that is commonly located in the park. These sensors produce
high-frequency information in the form of variables which are grouped into systems [4], [5], [22], [19].
The number of sensors (variables) collected by the SCADA and the number of systems varies depending
on the model and the manufacturer. The SCADA system also obtains the exact date of appearance and
information on faults that have occurred on the machine, and this is why the park operators use it as a
1
solution to the problem of monitoring and prediction of failures applying Machine Learning techniques.
This system has a high potential of information to support this specific task due to the data availability,
more when the data for fault diagnosis is already available requiring no further implementation or hardware
installation in the wind turbine. However, storing all the data becomes a problem of space and processing
[13], [2], [21], so knowing which variables are the most important when creating a Machine Learning
model would allow us to select a subset of data, generating the necessary space to collect data of higher
quality and resolution. In general, to overcome this problem, the SCADA systems installed at the wind
turbines plants collect information and generates four statistical indicators(min, max, avg, std.) at intervals
of 5 to 10 minutes for each sensor.
A wind turbine is a complex machine composed of different systems as indicated on the IEC [15].
Figure 1 shows an example of various sensors (or variables) integrated into these systems. In total, a wind
turbine could generate more than two hundred signals mixing higher frequencies sensors (+60Hz) like
accelerometers, and current frequencies with lower frequencies (1Hz), e.g., temperatures, wind speeds,
rpms, etc.
Figure 1. Example of Wind Turbine sensors types. Adapted from TE connectivity
Therefore, when analyzing a fault in a particular system, it is essential to reduce the number of
input variables by discarding information of sensors not related to these failures, allowing to reduce the
complexity of the models and increasing the necessary space to obtain data from the selected sensors with
higher resolution. To achieve this objective, several Machine Learning techniques can be used aimed at
finding the smallest set of variables related to a failure.
To explore an extensive set of variables in a reasonable time, in this work we present a thorough study
of automatic input selection algorithms for wind turbine failure prediction and propose an exhaustive-
search-based quasi-optimal algorithm (QO), which has been used as a reference for the automatic
algorithms. This will allow us to consider all variables of the analyzed subsystem and select automatically
the smallest set of relevant variables, which in turn will simplify the models and permit a graphical
representation of their time evolution.
2 MATERIAL AND METHODS
2.1 Automatic feature selection algorithms
When working with classification systems, using more variables doesn’t implies better performance [3].
This is because the existence of redundant or little-correlated variables with the class to be predicted.
The use of feature (variable) selection algorithms avoids exploring all possible combinations of them,
generating smaller subsets with the most relevant and not redundant variables [1], [24]. One way to do
this consists of applying a criterion allowing to obtain a score for each variable (feature) by employing
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information theory measures. These methods are iterative, obtaining the variables with the highest score
for the original available set of variables.
For measuring the relevance, many methods use the iterative Mutual Information (MI) evaluation
I(Xk,Y ), where Xk is the current variable under analysis and Y is the target class vector [6]. At each
iteration, MI is computed for all the remaining variables and the best one is kept. However, in order
to reduce redundancy, some methods rely on maximizing the complementary information among all
variables selected in each iteration.
The feature selection algorithms that have been used in this work are detailed in table 1, which contains
the list of acronyms, names, references and if the method employs a second term to avoid redundancy
in features (CondRed) or has some way to capture the inter-class correlation (Rel/Red) that improves
the classification performance (as it is observed in some data-sets). A detailed description of all these
algorithms can be found in [8].
Table 1. Information-based criteria used in theses experiments. CondRed: Detection of redundancy
between variables. Rel/Red: Balance of redundancy and relevancy.
Criterion Full name Authors CondRed Rel/Red
MIFS Mutual Information Feature Selection Battiti yes no
CMI Conditional Mutual Information ? yes yes
JMI Joint Mutual Information Yang and Moody yes yes
mRMR Min-Redundancy Max-Relevance Peng et al. yes no
DISR Double Input Symmetrical Relevance Meyer and Bontempi yes yes
CMIM Conditional Mutual Info Maximisation Fleuret yes yes
ICAP Interaction Capping Jakulin yes yes
2.2 Proposed Exhaustive-search-based quasi-optimal algorithm
In this section, we will present a quasi-optimal (QO) algorithm for feature selection, in order to establish
a reference or gold standard for the rest of experiments performed using automatic feature selection
algorithms. Optimal feature selection implies to test all possible combinations and select the one that
gives us the best classification rate. Unfortunately, this is only possible when the number of features is
sufficiently small, due to the exponentially growing of possible combinations when increasing the number
of features. This effect is known as the curse of dimensionality. Indeed, the number of combinations of n
features taking k at a time (without repetition) is equal to the binomial coefficient.
Figure 2. Proposed exhaustive-search-based quasi-optimal algorithm.
In our specific case, each sub-system has 4 variables (minimum value, maximum value, average value,
standard deviation) which gives us 36 features (4 variables x 9 sub-systems) coming from the gearbox,
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transmission and nacelle wind sensors systems of wind turbines (see Table 2 for the exact list of variables).
This implies, for example, that we have 7 140 combinations of three features, 58 905 combinations of
four features and 376 992 combinations of five features. The worst case, when taking 18 features, gives a
total of 9 075 135 300 combinations.
Therefore, we will calculate all the possible combinations of 1, 2 and 3 features and will implement a
QO strategy for 4, 5, and 6 features. In all the cases, the criteria for selecting the best combination will be
based on the classification rate obtained with the k-NN classifier. The following strategy (see Figure 2
for a block diagram) gives the details on how we implement the QO feature selection for more than 3
features. Lets suppose that we want to determine the best combination of n characteristics. Then:
1. Calculate the frequency of selection of the characteristics for the case n-1 using the best 500 results.
2. Sort the features according to its frequency.
3. Select the subset of S features with the highest frequency.
4. Calculate all possible combinations of these S features taking n at a time (without repetition).
5. Select the best combination based on the classification rate obtained with the k-NN classifier.
For the case n=4 we will use the best 20 frequent features (S=20) of the case n=3, which will generate
a total of 4 845 combinations of 4 characteristics. For the case n=5 we will use the best 15 features (S=15)
of the case n=4, which will generate a total of 3 003 combinations of 5 characteristics. Finally, for the
case n=6 we will use the best 15 features (S=15) of the case n=5, which will generate a total of 5 005
combinations of 6 characteristics.
The advantage of optimal feature selection is that we are testing all possible combinations (interactions)
between features. The disadvantage is the impossibility to implement a large number of combinations
when the number of features is huge and we want to consider a substantial number of features in each
group. The QO strategy presented above give us an approximation to the optimal feature selection,
but still, we are probably missing some combinations which could be better, and even if we diminish
the number of combinations we still have a considerable amount of cases to test with the classification
algorithm. Moreover, we are interested in a fast algorithm for automatic feature selection, which can
deal with all the 36 features and rank them accordingly to its importance for the classification problem.
Therefore, the aim is to substitute the QO feature selection by one automatic feature selection algorithm
without losing performance and allowing us to exploit all the available characteristics.
2.3 Study case
In the following section, we will detail the data-set used in the experiments and the classification system
employed. The general scheme of experiments is depicted in Figure 3.
2.3.1 Data-set description
The collected data-set used in this work covers an entire year (2014) of a wind farm with five Fuhrländer
wind turbines in Catalonia. The original set of more than 200 variables comes in a 5-minutes format for
analogous variables and as a record of events for digital data (alarms) from the wind farm’s SCADA.
Among all these features, a subset of them related to wind turbine gearbox and transmission system was
used in the experiments. The events are labeled as 0 for normal functioning, 1 for warning and 2 for
alarm. The difference between warning and alarm is in the state of the wind turbine, on working for the
warning state but stopped for the alarm state. Given into account that a warning is a sign that something
wrong may occur, we will integrate warnings and alarms together and will focus on the improvement of
classification events between working and failure (warning or alarm) condition.
2.3.2 Classification system
One of the simplest and oldest methods for classification is the k nearest neighbors (k-NN) classifier. It
classifies an unknown observation to the class of majority among its k nearest neighbors observations, as
measured by a distance metric, in the training data [9]. Despite its simplicity, k-NN gives competitive
results and in some cases even outperforms other sophisticated learning algorithms. However, k-NN is
affected by non-informative features in the data, often the case with high dimensional data. Attempts
have been made to improve the performance of nearest neighbors classifier by ensemble techniques.
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Figure 3. General scheme of the experiments
Some related work on an ensemble of k-NN classifiers can be found in [11] [25] [14] [20]. Analyzing
a significant amount of data often consumes extensive computational resources and execution time.
However, sometimes all data features do not equally contribute to the final results. Thus, it is plausible to
identify the major contributing features and use them as representatives of the data. Other features with
low contribution can be eliminated to reduce the time/resource consumption in data analysis.
In general, cases using k-NN classification k=1 is often not the best choice as noise can easily
degrade the classification accuracy. With the increase of k, multiple nearest neighbors helps improve the
classification accuracy. However, if k is very large, the classification accuracy of k-NN tends to decrease
as the nearest and farthest neighbors are assigned equal weights in the decision-making process. To
sum up, the classification accuracy of the k-NN algorithm experiences a rise–peak–drop process and in
practical situations, it is essential to determine the optimal k value. We will discuss the used value in
section 3.
To measure the performance of our system we will use the Classification Rate (CR) as the percentage
of well-classified instances divided by the total number of instances. To have statistically consistent
results, we will calculate the CR for 100 different cases obtained by randomly splitting the database 100
times into two subsets: the first for deriving the model (training subset) and the second to test it (test
subset). Since almost all the time the wind turbines (WT) are in normal state, the database is clearly
biased and presents a high amount of instances of this class. Therefore we will balance the training set by
keeping the same number of instances for each class. As the splitting process is random, all the instances
will be used at the end of all 100 experiments. This strategy allows us to derive balanced classification
systems with almost symmetrical confusion matrices.
3 EXPERIMENTAL RESULTS AND DISCUSSION
All the experiments (see Figure 3) will use the data-set presented in section 2.3.1, which contains 36
features and each target has a label indicating a healthy state, warning state or alarm state. A warning will
be considered equivalent to alarms, therefore we face a binary classification problem. The selection of the
best features to be used as input to the classification system was implemented as detailed in section 2.1.
We have performed several experiments using all the WT and a range of features from 1 to 6 obtained
through several feature selection algorithms. In panel (a) of figure 4 we plot the CR against the number
of features for the quasi-optimal algorithm and all the WT. Results are excellent in all the WT, reaching
above 85% of CR when the number of features is 3 or higher. Adding new features increases the CR
slightly, but for more than 4 features the change is almost imperceptible. Numerical results of these
experiments are detailed in Table 3. All results are obtained with k=1.
3.1 Quasi-optimal versus automatic feature selection
Next step is to look for a feature selection algorithms able to obtain similar results with a few number
of features. Results for those feature selection algorithms are presented in panels (b) to (f) of Figure 4.
Each panel corresponds to one WT and contains the result obtained for the quasi-optimal method (as a
reference, dashed line) and the results obtained with all the others algorithms for this WT. Experimentally
we observe that some WT are easy to model (see for example WT4) while others are more challenging
(see for example WT5). Numerical results for all the experiments are detailed in Table 4. When comparing
results obtained by the quasi-optimal exploratory method and the automatic feature selection methods we
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Figure 4. Evolution of the CR(%) against the number of features. (a): Quasi-optimal feature selection
case, all WT. (b) to (f): Specific results for each WT and all the automatic feature selection algorithms
analyzed. The dashed line in each panel corresponds to the quasi-optimal result for that specific WT.
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observe that QO results are always the best ones, as expected, but several automatic methods also obtain
very good solutions. Among all the automatic algorithms, CMI emerges as stable along all the WT and
getting (almost) always an excellent result, comparable to that obtained with the quasi-optimal method for
a number of features equal or higher than 4.
Exploring all possible combinations of features allow us to determine which number of features
is the best one. We can see that CR saturates for 6 features, therefore the system will not increase its
performance by adding new features. It is essential to keep the number of features as low as possible to
develop less complex classification systems. Besides, if systems are less complicated it will be easier to
train the models, and the risk of overfitting will be lower. Finally, using a small number of features can
allow us to graphically represent the information, especially if we have up to 3 features, which is of great
importance as a tool in the front-end of real applications for the managers of the wind farms. Hence, CMI
with 3 or 4 features is an excellent choice in our experiment, with CR comparable to the quasi-optimal
one for all WT.
3.2 Effect of the number of neighbors considered
To analyze the effect of the number of neighbors in the k-NN algorithm, we also performed experiments
exploring all the cases for k=1 to k=50 in all the algorithms, using the best combination of features for
each case. When analyzing the quasi-optimal case, k=1 is the best choice for all the WT. But when we
use any of the automatic feature selection algorithms, if the number of features is small then the number
of neighbors affects the CR and habitually k=1 is not the best option. Nevertheless, even increasing the
number of neighbors, the CR obtained is lower than the QO case for the number of features analyzed. If
the number of features increases, and therefore also the CR increases, k=1 becomes again, the best choice
and CR tends to the QO case. The advantage of increasing the neighbors is compensated by increasing the
number of features. This effect can be observed in Figure 5: On the left column, we present two examples
(WT1 and WT3) of the evolution of the CR as a function of k, for the quasi-optimal set of features from 1
to 6. On the right column, we can see the same WT but now using features obtained with the best feature
selection algorithm among all the analyzed algorithms. Note that increasing the number of neighbors is
only useful for the CMI algorithm when the number of features used is small (1 or 2), but does not help to
increase the CR when the number of features is higher. For the quasi-optimal feature selection case, k=1
is (almost) always the best option regardless of the number of features. Therefore, changing the number
of neighbors has only impact when using 1 or 2 features in the CMI algorithm and degrades CR when the
number of features is high or when we use QO method.
4 CONCLUSIONS
In this paper we explore several methods for automatic feature selection for wind turbine failure prediction.
These features come from several sensors that monitors the turbine status. Due to the large number of
available variables, Machine Learning algorithms have to be used to select the best subset among them.
Therefore we compare the performance of several feature selection algorithms against the quasi-optimal
feature selection performed by examining all possible combinations of features as explained in section
2.3.2. Experimental results using the 36 sensor variables listed in Table 2 show that CMI algorithm obtains
good CR for all the WT with up to six features and only one neighbor. Therefore, we can speed the system
by using this algorithm instead of exhaustive-search-based quasi-optimal strategy. The advantages are
its low computational cost and fast speed calculation to find the best subset of features for wind turbine
failure prediction. Although our studies confirm that a selected set of three to six more discriminant
variables are required to obtain the best prognosis performance, that selection is somewhat difficult to
be represented. This is why sets of three selected variables, admitting a 3D Cartesian plot, becomes
interesting. In this scenario, time evolution can be included generating plot animations. These dynamic
representations provide powerful and intuitive insights about the behavior of variables 21 days before
failure and become a useful tool to improve the models used for prognostic. In future works we will
explore these dynamic representations of three features in order to visualize interactions between them,
aiming to simplify and facilitate optimal management of wind parks.
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Figure 5. Effect of the number of neighbors for WT1 and WT3. Each colored curve corresponds to a
specific number of features, from 1 to 6. Only the Optima-feature selection case and the CMI case are
reported here.
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Table 2. Variable code to variable name.
Group Variable code Variable Name Description
A
1 WGDC.TrfGri.PwrAt.cVal.avgVal
































Wind director sensor 22 WNAC.Wdir2.minVal3 WNAC.Wdir2.maxVal
4 WNAC.Wdir2.sdvVal
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Table 3. Numerical results for the CR(%) and list of best features for the quasi-optimal feature selection
case. Results are grouped in sub-tables for each WT and each row of each sub-table corresponds to the
number of features from 1 to 6. The column indicating the selected features uses the variables codes
detailed in table 2.
CR(%) 1F CR(%) 2F CR(%) 3F CR(%) 4F CR(%) 5F CR(%) 6F
WT1 91.79 A1 93.67 A2 E3 93.71 A2 B2 B3 93.71 A1 B1 B2 B3 93.73 A3 A4 B1 B3 B4 93.66 A1 A2 A3 B1 B2 B3
91.78 A3 93.66 A1 E3 93.70 A3 B4 E2 93.70 A1 A3 B4 E3 93.69 A1 A2 A3 B4 E3 93.64 A1 A4 B1 B2 B3 B4
91.71 A2 93.65 A3 B1 93.70 A2 B1 B3 93.68 A1 A2 A3 E3 93.68 A1 A3 A4 B4 E3 93.61 A1 A2 A3 A4 B4 E2
81.70 B3 93.64 A3 E3 93.69 A1 A3 E3 93.68 A3 A4 B2 B3 93.67 A1 A4 B1 B3 B4 93.61 A1 A3 A4 B1 B2 B3
81.63 B2 93.62 A2 B3 93.69 A1 B1 B2 93.67 A2 A4 B2 B3 93.65 A3 B1 B2 B3 B4 93.60 A1 A2 A3 A4 B1 B2
WT2 88.01 B3 95.48 A3 C2 96.10 A2 C2 D1 96.43 B1 C2 D1 G3 96.67 A3 B1 C2 D2 G3 96.77 A2 A3 B3 C2 D2 H1
87.87 B1 95.46 A1 C2 96.05 A3 C2 D1 96.42 A3 C2 D1 G3 96.62 A2 B2 C2 D1 G3 96.74 A1 A3 B1 C2 D2 H1
87.85 B2 95.31 A2 C2 95.99 A3 C2 D2 96.38 A2 C2 D1 H1 96.56 A1 A3 C2 D2 H1 96.73 A1 A2 B3 C2 D1 G3
85.83 C2 95.20 B2 C2 95.89 A1 C2 D1 96.38 B1 C2 D2 G3 96.55 A2 A3 C2 D1 H1 96.73 A2 A3 B1 C2 D2 G3
85.60 E1 94.99 B3 C2 95.77 A2 C2 D2 96.38 A1 C2 D2 G3 96.55 A3 B3 C2 D1 G1 96.73 A1 A2 B1 C2 D1 H1
WT3 87.02 C3 91.54 A2 E3 91.74 A3 B1 E3 92.45 A3 C1 D3 E3 92.67 B3 C1 C3 D2 E3 92.89 B3 C1 C3 D2 E1 E3
86.90 C2 91.44 A1 E3 91.73 B1 C3 E3 92.36 A1 C1 D3 E3 92.66 B3 C1 C3 D2 E1 92.85 B1 C1 C3 D2 E1 E3
79.33 B1 91.37 A3 E3 91.67 A2 B3 E3 92.23 B1 C1 D1 E3 92.61 A3 C1 D2 E1 E3 92.82 A2 C1 C3 D2 E1 E3
78.95 B2 91.10 B2 E3 91.65 A3 A4 E3 92.18 B3 C1 D3 E3 92.58 B1 C1 C3 D2 E3 92.80 A3 C1 C3 D2 E1 E3
78.79 B3 91.01 B1 E3 91.62 B3 C3 E3 92.17 B2 C1 D2 E3 92.58 B2 C1 C3 D2 E1 92.78 B1 B4 C1 C3 D2 E3
WT4 93.30 C2 94.44 C2 D2 95.18 B1 C2 D2 95.56 B1 C2 D2 E2 95.56 B1 B2 C2 D2 H3 95.74 B1 C2 D2 D3 E2 H3
92.27 C3 94.32 D1 E2 95.14 C2 D2 H3 95.47 B1 C2 D2 H3 95.54 B3 C2 D2 E2 H3 95.59 A4 B1 C2 D2 D3 H3
91.46 C1 94.32 D2 E2 94.97 B3 C2 D2 95.37 B1 B4 C2 D2 95.42 B1 B3 C2 D2 D3 95.55 B2 B3 B4 C2 D2 E2
91.29 D2 94.22 C2 D1 94.94 C2 D1 H3 95.30 B1 B3 C2 D2 95.42 B1 B4 C2 D2 E2 95.55 B1 B2 C2 D1 D2 E2
90.98 D3 93.74 B3 C2 94.92 D1 E2 H3 95.29 B2 C2 D2 H3 95.40 B1 C2 D2 D3 H3 95.47 A4 B3 C2 D2 E2 H3
WT5 67.37 A2 86.25 A1 E2 90.23 A3 C3 E2 90.70 A2 C3 E2 E3 91.23 A1 B2 C3 E2 E3 91.49 A1 B3 C1 C3 E3 G1
67.28 A3 86.08 A3 E2 90.12 A2 C3 E2 90.64 A3 C3 E2 E3 91.22 A3 B2 C3 E2 E3 91.47 A2 B3 C1 C3 E3 G1
67.21 A1 86.05 A2 E2 90.12 A1 C3 E2 90.63 A1 C3 E2 E3 91.22 A2 B3 C3 E2 E3 91.46 A2 B1 C1 E2 E3 G1
66.31 B3 85.96 A3 E3 90.01 A2 C2 E3 90.62 A1 B1 C3 E2 91.22 A1 B1 C3 E2 E3 91.42 A3 B3 C1 C3 E3 G1
66.27 B2 85.92 A3 E1 89.98 A2 C3 E3 90.59 A1 B3 C3 E2 91.22 A1 B3 C3 E2 E3 91.42 A2 B2 C1 C3 E2 E3
10/13
Table 4. Numerical results for the CR(%) and list of best features for the automatic feature selection
algorithms analyzed and each WT. Results are grouped in sub-tables for each algorithm, and each row of
each sub-table corresponds to wind turbines (WT1 to WT5). The column indicating the selected features
uses the variables codes detailed in table 2.
CR(%) 1F CR(%) 2F CR(%) 3F CR(%) 4F CR(%) 5F CR(%) 6F
cmi 64.73 E1 66.93 E1 E4 83.19 E1 E4 F1 85.89 E1 E4 F1 H1 88.52 A1 E1 E4 F1 H1 89.9 A1 C4 E1 E4 F1 H1
53.58 E4 91.76 C2 E4 92.72 C2 E4 H1 94.68 A2 C2 E4 H1 95.51 A2 C2 D3 E4 H1 95.26 A2 C2 D3 E2 E4 H1
66.03 D3 82.92 B1 D3 86.97 B1 C2 D3 89.24 B1 C2 D3 G3 90.31 B1 C2 D3 E3 G3 89.90 B1 C2 D3 E3 F4 G3
91.62 D2 90.45 D2 F3 93.27 D2 E2 F3 93.15 D2 E2 E3 F3 92.95 A1 D2 E2 E3 F3 92.50 A1 D2 E2 E3 F3 H4
53.24 E2 70.03 C3 E2 85.71 C3 E2 H3 84.16 C3 E2 F4 H3 85.03 C3 E2 F4 H1 H3 86.72 A1 C3 E2 F4 H1 H3
cmim 64.68 E1 66.74 E1 E4 67.66 E1 E2 E4 83.59 C1 E1 E2 E4 84.94 C1 C2 E1 E2 E4 85.46 C1 C2 E1 E2 E3 E4
53.68 E4 89.29 D1 E4 93.73 A1 D1 E4 94.64 A1 D1 E2 E4 94.78 A1 D1 E2 E3 E4 95.14 A1 D1 E1 E2 E3 E4
66.02 D3 84.37 C3 D3 88.71 B1 C3 D3 85.15 B1 C3 D3 H3 86.13 B1 C3 D3 F1 H3 86.25 A1 B1 C3 D3 F1 H3
91.60 D2 92.63 D2 E3 93.55 D2 E2 E3 92.91 A1 D2 E2 E3 93.21 A1 D2 E2 E3 F4 93.03 A1 D2 E2 E3 F3 F4
53.24 E2 56.31 E2 E3 71.53 E2 E3 F4 72.64 E1 E2 E3 F4 72.62 E1 E2 E3 E4 F4 81.87 C1 E1 E2 E3 E4 F4
disr 64.84 E1 66.9 E1 E4 66.98 B4 E1 E4 79.69 B4 C4 E1 E4 80.83 B4 C4 E1 E2 E4 80.72 A4 B4 C4 E1 E2 E4
53.62 E4 53.05 A4 E4 62.10 A4 C4 E4 92.83 A4 C2 C4 E4 94.40 A1 A4 C2 C4 E4 94.46 A1 A4 C1 C2 C4 E4
65.84 D3 65.91 A4 D3 84.76 A4 C3 D3 84.57 A4 C3 D1 D3 86.08 A4 C1 C3 D1 D3 86.43 A4 C1 C3 D1 D2 D3
91.52 D2 91.19 A4 D2 91.25 A4 D1 D2 92.07 A4 D1 D2 D3 91.96 A4 B4 D1 D2 D3 93.05 A4 B4 D1 D2 D3 E3
53.19 E2 70.07 C3 E2 69.99 C3 E1 E2 70.51 C3 E1 E2 E3 70.80 C2 C3 E1 E2 E3 70.89 C2 C3 C4 E1 E2 E3
icap 64.64 E1 66.84 E1 E4 82.66 C1 E1 E4 83.48 C1 E1 E3 E4 86.50 C1 E1 E3 E4 G1 89.53 A1 C1 E1 E3 E4 G1
53.65 E4 89.30 D1 E4 93.45 A1 D1 E4 94.84 A1 D1 E2 E4 95.02 A1 D1 E1 E2 E4 95.08 A1 D1 E1 E2 E3 E4
66.28 D3 84.43 C3 D3 88.25 B1 C3 D3 85.13 B1 C3 D3 H3 86.34 B1 C3 D3 F1 H3 86.55 A1 B1 C3 D3 F1 H3
92.08 D2 92.80 D2 E3 92.71 A1 D2 E3 92.31 A1 D2 E3 F4 91.65 A1 D2 E3 F3 F4 92.54 A1 D2 E3 F3 F4 H1
53.23 E2 56.35 E2 E3 71.69 E2 E3 F4 73.97 C4 E2 E3 F4 82.60 C1 C4 E2 E3 F4 79.92 C1 C4 E2 E3 F2 F4
jmi 64.67 E1 66.82 E1 E4 67.75 E1 E2 E4 68.35 E1 E2 E3 E4 81.13 C4 E1 E2 E3 E4 85.78 C2 C4 E1 E2 E3 E4
53.30 E4 91.96 C2 E4 94.45 A1 C2 E4 95.17 A1 C2 D1 E4 95.07 A1 A2 C2 D1 E4 94.99 A1 A2 C2 D1 E2 E4
66.26 D3 82.39 B1 D3 88.40 B1 C3 D3 89.12 B1 C3 D2 D3 88.44 B1 C3 D1 D2 D3 89.94 B1 C1 C3 D1 D2 D3
91.43 D2 91.30 D2 F3 92.02 D2 D3 F3 92.73 D2 D3 E3 F3 92.84 D1 D2 D3 E3 F3 93.49 D1 D2 D3 E2 E3 F3
53.28 E2 69.95 C3 E2 69.96 C3 E1 E2 81.29 C3 E1 E2 F4 82.09 C3 E1 E2 E3 F4 82.68 C2 C3 E1 E2 E3 F4
mifs 64.68 E1 64.76 B4 E1 65.05 A4 B4 E1 71.76 A4 B4 D4 E1 72.57 A4 B4 D4 E1 G4 82.56 A4 B4 C4 D4 E1 G4
53.62 E4 53.54 A4 E4 53.11 A4 B4 E4 69.82 A4 B4 E4 G4 72.06 A4 B4 E4 F4 G4 86.47 A4 B4 D4 E4 F4 G4
66.27 D3 66.10 B4 D3 66.43 A4 B4 D3 72.47 A4 B4 C4 D3 74.91 A4 B4 C4 D3 G4 81.55 A4 B4 C4 D3 G1 G4
91.71 D2 91.48 A4 D2 91.77 A4 B4 D2 91 A4 B4 D2 G4 91.81 A4 B4 C4 D2 G4 92.56 A4 B4 C4 D2 G3 G4
53.23 E2 53.42 A4 E2 54.09 A4 B4 E2 66.56 A4 B4 E2 G4 76.26 A4 B4 E2 G4 H2 80.36 A4 B4 C4 E2 G4 H2
mrmr 64.83 E1 64.94 B4 E1 64.74 A4 B4 E1 78.19 A4 B4 C4 E1 81.16 A4 B4 C4 D4 E1 83.89 A4 B4 C4 D4 E1 H1
53.44 E4 53.26 A4 E4 69.94 A4 E4 G4 70.05 A4 B4 E4 G4 71.76 A4 B4 E4 F4 G4 86.77 A4 B4 D4 E4 F4 G4
65.81 D3 66.14 B4 D3 66.14 A4 B4 D3 72.29 A4 B4 C4 D3 74.63 A4 B4 C4 D3 G4 81.33 A4 B4 C4 D3 G1 G4
91.45 D2 91.32 A4 D2 91.88 A4 B4 D2 90.68 A4 B4 D2 G4 91.37 A4 B4 C4 D2 G4 93.12 A4 B4 C4 D2 G3 G4
53.24 E2 53.44 A4 E2 54.16 A4 B4 E2 66.37 A4 B4 E2 G4 76.29 A4 B4 E2 G4 H2 80.40 A4 B4 C4 E2 G4 H2
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RESUMEN DEL TRABAJO REALIZADO DENTRO DE LA TESIS
4.1. Preprocesado
El procesado de los datos es un paso importante, sobre todo cuando se tratan
de datos capturados en entornos industriales donde la pérdida de información e
introducción de errores humanos, resulta una fuente común de ruido que afecta a la
calidad de los datos [24].
4.1.1. Casos particulares
En algunos casos se han tenido que implementar métodos de reconstruc-
ción/imputación de datos facilitados por el gestor del parque eólico, como con los
datos de EDP Renováveis (EDPR) que solo almacena datos nuevos si un sensor (va-
riable) ha cambiado respecto al registro anterior en alguno de sus 4 indicadores es-
tadísticos (min,max,media,desviación). Esto significa que los datos sin tratar vienen
con muchos huecos (como en la Figura 4.1(a)) pero que aplicando una técnica de
preprocesado acaba resultando como la Figura 4.1(b). En este caso se ha utilizado
por copia/interpolación, mediante la media del último registro siempre y cuando
no supere 12 registros de diferencia (2 horas en frecuencia de datos 10 minútales).
Para poder discriminar entre un hueco por error de comunicación o porque no ha
cambiado, se utiliza la variable viento (wnac_wdspd), ya que esta siempre se actua-
liza. Esta forma de guardar datos, es por el ahorro y compresión del espacio en las
distintas bases de datos de los mantenedores de parques eólicos, ya que generan GB
de información en poco tiempo [54].
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(a) Antes del preprocesado
(b) Después del preprocesado
Figura 4.1: Heatmap antes y después del preprocesado. Eje vertical muestra las va-
riables, horizontal la fecha. Huecos en rojo, datos en verde.
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4.1.2. Eliminación de valores extremos
Después de haber transformado los datos, se aplican metodologías de elimina-
ción de ruido basadas en métodos univariable y multivariables. Dentro de los uni-
variables tenemos los cubiertos en la publicación de la Sección 3.2, que son méto-
dos comúnmente utilizados basados en test estadísticos como el Extreme Studentized
Deviate (ESD), filtro de cuartiles y basado en medianas como el Hampel Filter que
utiliza las desviaciones absolutas de medias (MAD, Median Absolute Deviations).
Estos filtros presentan distintos niveles de sensibilidad frente a los valores extremos
(outliers), siendo efectivos frente a datos sintéticos [12] con configuraciones comu-
nes. Sin embargo, estos filtros han de ser ajustados de una forma particular para los
Datasets de las turbinas eólicas, pudiendo evitar que ocurra lo descrito en la publi-
cación de la Sección 3.2.
4.1.3. Técnicas de muestreo de los datos
Los Datasets generados a partir de los datos de turbinas de viento, se caracteri-
zan por ser extremadamente desbalanceados [14]. Debido a esto, podemos encon-
trar casos en que la clase mayoritaria se compone del 97 % de los datos (registros no
marcados como fallo) frente al 3 % de los datos (registros marcados como fallo). Es-
to produce que los métodos de clasificación tengan una alta especificidad y una baja
sensibilidad [49], produciendo una exactitud (Accuracy) alta, similar al porcentaje que
ocupa la clase mayoritaria en el Dataset.




En el oversampling se repiten tantas muestras tomadas de forma aleatoria (con
reposición) de la clase minoritaria, la cual presenta un estado de fallo, hasta igualar
en una proporción a la clase mayoritaria. Este método provoca en muchas ocasio-
nes overfitting, obteniendo un modelo que tiene poca capacidad de generalización
[29]. En otros casos es inefectivo para técnicas de clusterización, ya que genera los
mismos puntos una y otra vez, no aportando más información a algoritmos como el
kNN.
Undersampling por selección aleatoria
En undersampling se eliminan casos de la clase mayoritaria, por lo general sam-
pleando una cantidad reducida de forma aleatoria sin reposición, hasta igualar en
una cierta proporción a la clase minoritaria. El problema de este método es que, en
el caso de las turbinas donde se ve condicionado por la estacionalidad y el viento, el
muestreo puede no contener muestras de distintas estaciones o modos de funciona-
miento de la turbina.
TOMEK + SMOTE + RBM
Este ensamble se compone de tres métodos encontrados en el estado del arte,
el cual tras diversas verificaciones con Datasets de turbinas eólicas han dado buen
resultado. Existen distintos trabajos publicados acerca de clasificación en otros cam-
pos, donde se ha validado la eficacia de concatenar dos de ellos (SMOTE + RBM
[65]). En este caso, se han concatenado tres de forma secuencial como se describe en
las siguientes líneas:
El primer método aplicado es el TOMEK [53], que crea en un primer paso los "T-
link" buscando para cada individuo el vecino más cercano, y en un segundo paso
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va eliminando cada pareja de "T-link", donde cada elemento pertenece a una cla-
se distinta del elemento que pertenezca a la mayoritaria. Con este método se hace
undersampling de forma indirecta, aunque sólo eliminando los puntos de la clase ma-
yoritaria que están cerca de la minoritaria, dejando mayores diferencias entre ambas
clases.
Figura 4.2: Ejemplo gráfico de la aplicación del método TOMEK
El segundo método, SMOTE (Synthetic Minority Oversampling Technique) [9],
se aplica únicamente a los individuos de la clase minoritaria. Este método toma in-
dividuo a individuo, busca los k vecinos mas cercanos y selecciona a uno de forma
aleatoria. Dado esto, se calcula la distancia entre el individuo y el vecino seleccio-
nado y se multiplica por un factor de 0 a 1 de forma aleatoria para cada una de
sus variables. El método se puede repetir hasta conseguir la cantidad de individuos
sintéticos deseado.
Figura 4.3: Ejemplo gráfico de la aplicación del método SMOTE
El tercer método, RBM (Restricted Boltzmann Machine) [28], se utiliza para ade-
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cuar los nuevos individuos creados por el SMOTE, dándole un comportamiento
más cercano a los propios datos reales desde los que han sido creados. El RBM es un
tipo de red ANN, que conecta todos los nodos entre sí siendo capaz de capturar la
relación entre variables de entrada. El RBM se compone de neuronas visibles (tantas
como variables de entrada) y neuronas ocultas (de cantidad variable, independien-
tes a la de entrada), las neuronas visibles y ocultas están conectadas entre sí por los
pesos y las funciones de activación. La red funciona en un entrenamiento de dos
pasos (Forward y Backward), en el que se ajustan los pesos. Para poder utilizarla, se
deben hacer ambos pasos pero sin ajustar los pesos, haciendo que el resultado de
salida sea adecuado por la relación capturada en el entrenamiento. En este caso, la
red se preentrena con todos los individuos de la clase minoritaria originales y en
una segunda fase, se presentan los individuos generados de forma sintética por el
SMOTE, que al hacer un ciclo completo de Forward y Backward, el modelo de RBM
transforma los datos de forma que las relaciones entre las variables se adecuan a las
de los datos reales.
Figura 4.4: Pasos funcionamiento Restricted Boltzmann Machine (RBM)
Figura 4.5: Muestra de la aplicación de RBM sobre los resultados de SMOTE
A continuación se muestran los resultados en el gráfico 4.6 de dos variables se-
leccionadas del Dataset de turbinas de ACCIONA, mostrando los puntos originales
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y los generados por la secuencia de los tres métodos. Como se puede observar, los
datos generados de forma sintética se asemejan a los registros de la clase minorita-
ria, añadiendo peso a la sección central de la curva, de manera que se encuentran lo

































(b) Sin fallos (verde), fallos originales (violeta) y
los generados (rojo).
Figura 4.6: Resultado aplicación TOMEK+SMOTE+RBM representado en base a dos
variables. (a) se muestran solamente los casos de registros con fallo. (b) se muestran
todos los registros.
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4.2. Reducción de dimensiones: selección/transformación de varia-
bles
4.2.1. Selección de variables
Una vez se tienen los datos limpios, se procede a separar las variables que apor-
tan información de las que no. Para ello, se han utilizado diez métodos de selección
de variables identificados en el estado del arte, como apropiados para los datos que
se están tratando. En la publicación de congreso copiada en la Sección 3.3, se puede
observar el resultado de la aplicación de cuatro de estos métodos y el impacto que
generan en los resultados. En la publicación en revisión de la Sección 3.4 se muestran
siete de estos métodos en comparación a una selección quasi-óptima y el resultado
de evaluación utilizando un clasificador kNN.
La metodología detallada a continuación, es una ampliación de los métodos tra-
tados en la publicación con mejoras añadidas a posteriori. En ella se eliminan las
variables con una correlación superior al 98 % en los resultados de selección obteni-
dos, para cada uno de los métodos por separado. Además, como resultado final se
efectúa una fusión de las puntuaciones generadas por los distintos algoritmos con el
objetivo de extraer los predictores, que obtengan valores más altos en los distintos
métodos, siendo de esta manera más sólidos.
En la Tabla 4.1, se puede encontrar una descripción general de los métodos de
selección de variables implementados en este trabajo. Todos los métodos se ejecutan
sobre el mismo conjunto de datos y etiquetas, generando una puntuación. Una vez
ejecutado cada uno de los métodos, se normalizan las puntuaciones en un rango de
0-1, siendo 1 la mayor puntuación. Se computa la media y desviación estándar de
cada variable, así como la puntuación del percentil a la que se quiere cortar p-corte
(variables por encima del percentil que se quieren seleccionar). Las variables en las
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que su desviación estándar supera 0.5, son descartadas de la selección, el resto de
variables se filtran por la puntuación p-corte, y son las que quedan para realizar
el modelo. De esta forma, se consigue un acuerdo entre los distintos métodos de
selección, obteniendo variables en las que su puntuación presenta un nivel alto en





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figura 4.7: Heatmap resultado de los 10 métodos de selección de variables, en color
más claro las que tienen mayor importancia para cada método.
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Tabla 4.1: Algoritmos de selección de variables utilizados en los experimentos reali-
zados.
Nombre corto Nombre completo Autor
pvalue T-test de valores medios por clase (0.05<p-value) Jaeger et al.
boruta Boruta Kursa et al.
rfe Random forest recursive Feature Elimination Granitto et al.
jmi Joint Mutual Information Yang and Moody
jmim Joint Mutual Information Maximisation Bennasar et al.
njmim Normalised Joint Mutual Information Maximisation Bennasar et al.
mrmr Min-Redundancy Max-Relevance Peng et al.
disr Double Input Symmetrical Relevance Meyer and Bontempi
cmim Conditional Mutual Info Maximisation François Fleuret
mim Mutual Information Maximization Lewis
4.2.2. Transformación: PCA
Con el objetivo de hacer una composición de variables, se ha explorado la co-
rrelación y comportamiento entre variables seleccionadas de la sección anterior
mediante el PCA. En la Figura 4.8 se puede observar un caso, donde se han po-
dido crear variables como rate_tempmult en las que se dividía la potencia gene-
rada (Pot_avg) entre la temperatura del aceite de la multiplicadora (TempAceite-
Mult_avg) y se corregía por la temperatura ambiente, (TemAmb_avg) al encontrar
que estas variables aportaban bastante información entre sí, ya que hay suficiente
separación según el mapa biplot sobre las componentes PC1 y PC2. Estas variables
representan otras que tienen una alta correlación, porque apuntan a la misma di-
rección y prácticamente superpuestas, como por ejemplo VelViento_avg y Pot_avg.
Este criterio de selección y composición se elabora con el apoyo de una persona ex-
perta, de manera que se le muestra el mapa de las variables proyectadas sobre las
componentes principales. Esta persona debe seleccionar, dependiendo el sistema a
analizar, las variables que estén lo suficientemente separadas entre sí, mediante el
ángulo que forman sus vectores proyectados y la relación con el sistema a predecir
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del fallo. Es por esto, que la aplicación de este método, requiere de un contraste con































Figura 4.8: PCA con las componentes principales PC1 y PC2 para el parque Mon-
cayuelo. En azul las variables seleccionadas (Pot_avg, TemAmb_avg, TempAceite-
Mult_avg) para construir una nueva variable artificial.
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4.3. Elaboración del modelo
En esta sección se describe tras haber filtrado, tratado y seleccionado los datos,
que tipos de modelo se han llevado a cabo, tanto supervisado como no supervisado.
En la sección, también se pueden encontrar resultados de otros métodos que se han
implementado y validado al final de la tesis, pero en los que por falta de tiempo no
se ha podido terminar la publicación.
Durante el desarrollo de la tesis se ha trabajado con modelos de clasificación,
pero también se han utilizado modelos de regresión basados en PLS y métodos no
supervisados como el SOM. Por eso las siguientes líneas han sido separadas entre
estos dos grupos.
4.3.1. Supervisado
Para poder realizar un modelo de clasificación que tenga un resultado aplicable
industrialmente, se han tenido que tener unas consideraciones y requerimientos que
se han ido encontrado a medida que se desarrollaba la tesis:
No basta con clasificación, se requiere predicción: En la práctica no tiene sentido
identificar que un registro pertenece a un estado de fallo, ya que el fallo ocurre
en ese mismo instante. Es necesario que el fallo sea avisado con antelación,
por lo tanto, a la hora de marcar los registros de fallo en el Dataset , hay que
hacer un traslado de la etiqueta de fallo a un cierto tiempo hacia atrás como se
muestra en la Figura 4.9.
El orden temporal importa: Esta consideración requiere que cuando se divide el
Dataset entre Train y Test, no se puede tomar el Dataset completo y hacer un
sampleo random sobre este. El motivo es que en el Dataset de Train se pue-
den introducir muestras del "futuro"sampleadas, después de una reparación
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o cambio, siendo esto, lo que queremos predecir. En distintos trabajos [41, 59]
del estado del arte, utilizando un clasificador/predictor de fallos se comete es-
te error, consiguiendo buenos resultados, pero que difícilmente son posibles
en un entorno real, puesto a que no se disponen de datos del futuro sobre los
que se puedan samplear, a la hora de hacer la predicción.
El ajuste del modelo no solo va dado por el mejor punto de la ROC: En sistemas
de Machine Learning en aplicaciones industriales, tienen que generar confian-
za, es decir, generar la mínima cantidad de falsos positivos como sea posible,
porque en el caso de las turbinas eólicas un aviso de falso positivo, implica
parar la turbina para que pueda entrar un operador de parque. Este operador,
en ocasiones tiene que desplazarse a zonas donde remotas o de difícil acceso,
gastando bastante recursos. Por otro lado, se desea que la precisión sea alta pa-
ra que el aviso de fallo dado por el modelo, sea lo suficientemente confiable
para los usuarios del sistema.
Las clases de buen estado/fallo no están separadas de forma clara: Las turbinas con
que las que se ha trabajado en esta tesis, no necesariamente están en el mejor
estado, es decir, una turbina a la que no le han cambiado un sistema como la
multiplicadora, no significa que esta se encuentre en buenas condiciones aun-
que se marcase como tal, o que otros sistemas que la componen no presenten
defectos. Esto hace que los registros de una turbina en buen estado, no se se-
paren de forma significativa de una turbina con registros de fallo. Dado esto,
se han encontrado varios casos donde una turbina a la que se le ha cambiado
la multiplicadora funciona peor (en términos de temperatura y vibraciones),
que una a la que nunca se la han cambiado. Cuando se hace el cambio del sis-
tema se considera como buen estado, ya que se asume que se ha reparado el
problema, cosa que no se cumple en todos los casos o en distintas ocasiones,
como se puede apreciar en la Figura 4.10.
Las turbinas eólicas están compuestas de sistemas: Desde el punto de vista apli-
cado, no tiene utilidad decir que la turbina va a fallar, sino que lo adecuado es
105
indicar el qué va a fallar, de manera que se crea un modelo para cada sistema,
como por ejemplo un modelo para la multiplicadora y otro para el generador.
Esto conlleva a un problema, el cual provoca que el modelo genere muchos
falsos positivos. Un motivo es la introducción en el conjunto de entrenamien-
to, de una turbina con registros marcados como "buenos"hablando de fallos
de multiplicadora, pero sin embargo tenga el generador deteriorado de forma
notoria, haciendo que salten falsos positivos porque este sistema está altamen-
te acoplado físicamente con el otro, traspasando temperaturas y vibraciones.
Otro motivo es debido a que cuando se repara ese sistema, introduce en diver-
sas ocasiones escalones importantes en variables seleccionadas por el método
de selección de variables como se puede ver en la Figura 4.11.
Se hacen inspecciones y mantenimiento de forma regular: Cada vez que se hace
una inspección o mantenimiento preventivo (cambiar aceites, revisar senso-
res...), se introduce unos modos de funcionamiento y valores que no son eti-
quetados como fallos. Estos datos tomados para generar una predicción, intro-
ducen un ruido que el modelo interpreta erróneamente como que va a haber
fallo N días después, cuando es falso. En algunos Datasets de varios parques
es posible eliminarlos, porque se dispone de esta información. Sin embargo,
en los que no se dispone, se deben utilizar técnicas para detectarlos mediante
el método aplicado en la publicación del SOM (Sección 3.1).
Las variables de ambiente cambian la predicción: Cuando se hace predicción de
fallos, se toma el viento que posiblemente vaya a haber en una vista futura
de unos 15 días a 1 mes. Existe un problema y es que el viento es muy di-
námico, por lo que cuando se hace la predicción de fallo utilizando datos de
predicciones de viento altas en una turbina que pueda estar dañada, genere
un positivo, sin embargo, puede ocurrir que después no lo sea, porque en las
fechas previstas para la predicción, la presencia del viento ha sido débil. Lo
mismo puede suceder en forma opuesta, cuando se hace la predicción se esti-
ma con un viento bajo y el modelo no genera positivos.
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Teniendo en cuenta todos los puntos indicados anteriormente, los modelos de
clasificación han presentado un comportamiento difícil de ajustar con los datos que
se han trabajado, ya que ni la turbina considerada como buena, es tan buena ni
la dañada ha generado el patrón esperado en sus variables antes del fallo. Es por
ello, que se tomó la decisión de hacer predicción con métodos más complejos, que
permitan capturar patrones más complejos en los datos, pero más difíciles de ajustar
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Figura 4.9: Creación de la prealarma dado un día de fallo t, para hacer predicción. Se
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(b) Turbina 136, no se aprecia un salto destacable
Figura 4.10: Variable diff_tempmult de dos turbinas del parque Moncayuelo. Se marca
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Figura 4.11: Variable diff_tempmult para turbina 144 del parque Moncayuelo. Sin
cambios en la multiplicadora, salto apreciable.
Deep Learning: ANN
Se han trabajado en distintos modelos basados en redes ANN multicapa [37],
poniendo una capa de regularización (dropout [52]) entre cada capa de la red como
se ve en la Figura 4.12.
Estos modelos tienen múltiples hiperparámetros descritos en la documentación
de la librería utilizada (Keras [11] + Tensorflow [1]). Siendo configurable desde el
número de capas, la función de activación, tipo de inicialización, función de ajuste
en entrenamiento y cientos de parámetros más [25].
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(a) Sin dropout aplicado durante un Epoch (b) Cuando se aplica dropout
Figura 4.12: Arquitectura red ANN deep cuando se le aplica dropout en cada Epoch.
Se han establecido distintas configuraciones según el tipo de sistema y parque a
predecir, ya que van ligadas al Dataset y al filtrado que se les hace. En las siguientes
líneas, se comenta el resultado de un modelo que ha sido configurado con 6 capas de
50-30-20-10-8-1 neuronas cada una, con una función de activación tipo Sigmoide y
con una capa intercalada, entre capas, de regularización (dropout) establecida al 50 %
. Además, el modelo se ha configurado para que la función de optimización (basa-
da en ADAM [39]) dé un peso de 98 veces superior a la clase minoritaria "1"(indica
fallo) respecto a la clase "0", buen estado, durante el entrenamiento. Se ha repetido
para otro modelo pero con un peso de 5. En los resultados de las Figuras 4.13 y 4.14
se puede ver los puntos verdes representando al modelo con peso de 98 y a los pun-
tos azules con un peso de 5. Se han obtenido casos, donde el modelo ha comenzado
a dar positivo (superar una probabilidad de 0.5) con suficiente antelación como en
la Figura 4.13, y por otro lado, casos donde el modelo solo hacía que dar falsos po-
sitivos como en la Figura 4.14. En la Tabla 4.2 se puede ver de forma resumida las
métricas que indican la potencia de predicción a turbinas nunca vistas, teniendo en
cuenta lo indicado al principio de esta sección. Se puede observar que en el modelo
que tiene mayor sensibilidad (98) a los casos de fallo, se consigue mayor tasa de po-
sitivos reales (TP), pero la tasa de falsos positivos (FP) se dispara, esto se traduce en
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que el Accuracy (ACC) del modelo es inferior, aunque se gana en sensibilidad (SEN).
Sin embargo, el Kappa [13] es más bajo porque la precisión de los casos de fallo es
muy baja. En referencia al modelo que tiene menor sensibilidad (5), se observa una
mayor Accuracy por arriesgarse menos a dar casos como positivos, la tasa de posi-
tivos reales cae a la mitad, por lo que la sensibilidad del modelo ante los casos de
fallo es de un 47 %, pero con una precisión del 54 % versus al 8 % del modelo más
sensible (98). Esto hace que el coeficiente Kappa sea mayor en este modelo, por lo
que trasladaría mayor fiabilidad al usuario. Como se puede observar, el ajuste del
modelo para un caso u otro es bastante crítico, debido a la dificultad del Dataset
al que nos enfrentamos para fallos de generador, en este caso del parque Izco. En
ambos casos la tasa de especificidad (SPEC) va a la par del Accuracy, indicado que
sigue detectando una buena cantidad de casos de "no fallo". La tasa de verdaderos
negativos (TN) no tiene cambios bruscos entre casos.
Tabla 4.2: Métricas que resumen el resultado de media, del modelo D-ANN en las
50 turbinas del parque de Izco con una anticipación de 15 días.
Sensibilidad
TP FP TN FN ACC PRES SEN SPEC KAPPA
del modelo
98 137.902 1598.39 15909.098 18.024 90.85 0.08 0.884 0.91 0.132
5 72.585 60.439 17447.049 83.341 99.186 0.5456 0.4655 0.9965 0.498
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(a) Resultado de turbina 169
(b) Resultado de turbina 173
Figura 4.13: Resultado de dos turbinas del parque Izco. Eje vertical (probabilidad
de fallo), eje horizontal (tiempo). Punto rojo indica fallo, azul y verde resultados de
clasificador.
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Figura 4.14: Predicción para turbina 191 parque Izco. Eje vertical muestra la proba-
bilidad de fallo, horizontal el tiempo. Puntos azul y verde resultados de clasificador,
siendo verde más sensible.
Deep Learning: LSTM
Tras haber trabajado durante varias iteraciones con redes ANN multicapa, se
pudo observar que los resultados a partir de los Datasets con distinta cantidad y
tipo de ruido, provoca que el resultado de una red ANN se comporte de forma sen-
sible teniendo cambios grandes en su probabilidad de un registro temporal a otro
que le sigue. Por ese motivo, se ha buscado algoritmos de clasificación que no solo
capture las relaciones entre las variables de entrada, sino además su evolución tem-
poral. Dentro de las técnicas novedosas de clasificación basadas en Deep Learning,
se encuentran las redes LSTM (Long Short Term Memory). Estas redes tienen como
característica tener interconectadas una cierta cantidad de neuronas en el tiempo
capturando la relación de las variables de entrada además de su evolución tempo-
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ral para una cierta ventana, formando un cubo 3D de conexionado entre neuronas
como se puede observar en la Figura 4.16. Estas redes se han empleado con éxito
para series temporales sobre una única variable o más concretamente en el campo
de esta tesis, para hacer predicción de potencia a generar por una turbina [61]. No se
ha encontrado mucha información sobre su uso en predicción de fallos de turbinas
eólicas, por lo que se ha efectuado una primera aproximación que se describen en
las siguientes líneas. Puesto que la arquitectura de las redes LSTM pueden configu-
rase de distinta forma como se puede ver en la Figura 4.17, en este caso se ha optado
por diseñar una del tipo many to one. Este tipo de arquitectura implica que para ca-
da registro original que se tenga en el Dataset con el estado etiquetado como fallo
"1.o no fallo "0", se deben concatenar N registros (la ventana a observar) hacia atrás
que determinen el actual estado. Por esa razón, los datos han de tener una trans-
formación previa antes de ejecutar este método 4.15, generando una matriz de tres
dimensiones donde la primera dimensión son el número de registros originales, la
segunda dimensión se encuentra la ventana de los N registros concatenados hacia
atrás desde el registro original actual y finalmente la tercera dimensión contiene las
distintas variables.
Figura 4.15: Comparación del formato común de tabla utilizado en ANN frente a la










Capa 1 Capa 2Entrada
Figura 4.16: Estructura equivalente de una red recurrente, al ser desenrollada.
Figura 4.17: Tipos de Arquitecturas de redes LSTM. Se ha utilizado many to one ya
que se quiere capturar la evolución antes de un fallo.
Esta red también tiene los mismos parámetros de configuración que la red ANN
gracias a utilizar el framework Keras, con una particularidad, es que además hay
que definir un dropout entre capas temporales para que se aplique una regulariza-
ción también a la evolución temporal. Con esto se tiene mayor capacidad de gene-
ralización y sea disminuye el overfit.
A continuación se muestran los resultados de esta técnica con una configuración
115
de 4 capas con número de neuronas por capa (10,10,10,1), la profundidad tempo-
ral, timesteps, es de 90 registros. La función de activación tanh y un dropout del 30 %
entre las distintas capas incluyendo entre las temporales. La Figura 4.18 muestra el
resultado de predicción que se produce con suficiente antelación, tiene una subida
de probabilidad suave y estable a un valor de 1 antes del fallo (punto rojo) y bajada
progresiva después de este. La serie de color verde tiene menor sensibilidad (un ra-
tio de 1.5), mientras que la azul tiene mayor sensibilidad (3). Sin embargo, como se
muestra en la Figura 4.19(a), existen varios casos con falsos positivos (FP), en ocasio-
nes debido a mantenimiento efectuado a esa turbina o por saltos en las variables que
fueron seleccionadas en la fase de Feature Selection. También existen casos de turbi-
nas donde ha ocurrido un fallo, como en la Figura 4.19(b), donde ninguno de los
dos modelos con distinta sensibilidad han detectado un patrón de fallo. Explorando
las variables seleccionadas en este caso, se puede ver que no muestran un patrón de
cambio antes y después del fallo (indicado con una barra vertical) como se ve en la
Figura 4.20.
En la Tabla 4.3 se muestra un resumen de los resultados para fallos de multiplica-
dora en el parque de Moncayuelo compuesto por 32 turbinas. El modelo con menor
sensibilidad (ratio de 5) obtiene mejor Accuracy pero tiene una sensibilidad del 54 %
ante los casos de alarma, alcanzando una precisión de solo el 10 %. Sin embargo,
el modelo con mayor sensibilidad (41), incrementa la tasa de positivos (TP) en más
del doble, a la vez que incrementa la tasa de falsos positivos (FP), obteniendo un
Accuracy menor pero aumentando de forma notable su sensibilidad (SEN) a un 86 %
y ligeramente su precisión a un 13 %, generando un coeficiente kappa ligeramen-
te mayor. Este parque es difícil de modelar, pues tiene una cierta antigüedad y el
sistema a predecir (multiplicadora) presentaba desgaste en casi todas las turbinas,
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(b) Resultado de turbina 139
Figura 4.18: Clasificación en dos turbinas (parque Moncayuelo). Probabilidad de
fallo en eje vertical, el horizontal es el tiempo. En rojo se indica fallo, verde y azul
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(b) Resultado de turbina 152
Figura 4.19: Clasificación en dos turbinas (parque Moncayuelo). Probabilidad de
fallo en eje vertical, el horizontal es el tiempo. En rojo se indica fallo, verde y azul
(+sensible) resultados del LSTM.
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Tabla 4.3: Métricas que resumen el resultado de media, del modelo LSTM en las 32
turbinas del parque de Moncayuelo con una anticipación de 15 días.
Sensibilidad
TP FP TN FN ACC PRES SEN SPEC KAPPA
del modelo
41 238.02 1602.1 19132.4 37.4 92.2 0.13 0.86 0.93 0.21
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Figura 4.20: Variable NivVibra_sdv para turbina 152 del parque Moncayuelo. Cambio
de multiplicadora.
4.3.2. No supervisado
Debido a los inconvenientes encontrados a la hora de hacer el etiquetado de los
datos, paralelamente a los métodos supervisados, se han trabajado en métodos no
supervisados, con el objetivo de extraer información extra que permitiera etiquetar
de una forma alternativa los datos. En esta área del Machine Learning, se ha centra-
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do esfuerzos en el método SOM, por los buenos resultados que se podían ver en el
estado del arte en el campo de las turbinas eólicas, en cuanto a extracción de infor-
mación. El enfoque aplicado es totalmente distinto ya que no se buscaba zonas de
fallo, sino obtener los distintos modos en que opera las turbinas. El motivo es que se
observó que los modelos de clasificación y regresión presentan más falsos positivos
cuando están analizando datos de la zona baja de la curva de potencia de la turbina.
Aplicando esta metodología es posible etiquetar estos estados y crear un modelo de
clasificación por estado.
SOM
Con el objetivo de encontrar diversos comportamientos en un conjunto de tur-
binas de un parque que se desconoce a priori, se seleccionó la técnica SOM, por las
ventajas descritas en distintos trabajos ([2, 7, 22, 4]). Estos trabajos señalaban la po-
sibilidad de encontrar patrones extraños, posibles candidatos de anomalías en los
datos. Aunque la aplicación por lo general se efectúa de forma individual, turbina
por turbina en el tiempo. Sin embargo, el enfoque dado en esta tesis como se pue-
de encontrar en la publicación de la Sección 3.1, es distinto. Este enfoque, toma la
información de todas las turbinas indistintamente del estado de salud que se en-
cuentren, con el objetivo de encontrar unos grupos de turbinas que funcionan de
forma similar y poderlas categorizar con un post-análisis. Además, en el mismo tra-
bajo se muestra cómo es posible a partir de la fusión de datos de todas las turbinas,
generar zonas del mapa con distintos modos de operación gracias a juntar datos de
un parque completo con el mismo tipo de turbina.
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4.4. Conclusiones
En esta tesis se han abarcado distintas aproximaciones al mismo objetivo, detec-
tar patrones de fallos. Durante el desarrollo se han ido encontrando diversos obs-
táculos debido a la naturaleza ruidosa y de baja calidad de los datos de las turbinas
eólicas. Entre estos orígenes de ruido podemos encontrar el originado por operacio-
nes de mantenimiento en la turbina. En ocasiones se tiene acceso a los historiales de
mantenimiento, para poder descartar el rango de los registros que han sido afecta-
dos. Otros parques que no se disponía de registros de mantenimiento, han tenido
que ser identificados con métodos como el SOM. Los distintos Datasets procesa-
dos poseían características como baja cantidad de muestras de fallo, dificultando el
proceso de filtrado y etiquetado de los casos. Las exigencias han marcado los reque-
rimientos a la hora de efectuar las predicciones de fallo, debido al carácter industrial
de esta tesis. Requerimientos como la anticipación temporal o cómo se ha tenido que
hacer la división entre los grupos de entrenamiento y test. Requerimientos que no se
tienen cuando trabajas con un Dataset sintético o de entorno de laboratorio. Todos
estos condicionantes han requerido crear una metodología a medida para su aplica-
ción e implementación en una plataforma automatizada. Es por eso por lo que en
cada paso y resultado validado durante la tesis, se ha implementado el algoritmo re-
sultante en la plataforma desarrollada en la empresa, siendo integrado junto a otros
módulos que también hacen uso de estos mismos resultados.
La primera fase de filtrado y etiquetado de fallos ha cobrado gran importancia
por los resultados encontrados. Se ha generado una publicación en la que se ha po-
dido verificar como el filtrado de forma sistemática empeoraba los resultados de un
clasificador/regresor que fuese aplicado a posteriori. Los resultados de los métodos
de marcado de valores extremos, no estaban siendo verificados. No se revisaban los
registros eliminados mediante la comprobación de a que clase pertenecían, ni tam-
poco si estos formaban parte de una zona temporal donde la turbina estaba siendo
sometida a un mantenimiento. Los registros que fueron marcados como extremos
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en los resultados, eran en su mayoría dónde la turbina estaba teniendo un compor-
tamiento de fallo, siendo comprobado mediante diversas notificaciones de alarmas.
Esto también producía que de cara a un clasificador que generase modelos para es-
tos fallos, el modelo contara con poca capacidad de generalización ya que contaría
con muy pocas muestras de casos de fallos. Para mejorar estos resultados actual-
mente se utiliza un método de rangos manuales ,en términos de valores absolutos
y relativos a otras variables, definidos por una persona experta tal y como se indica
en una de los artículos publicados.
Los Datasets de las turbinas eólicas se caracterizan por su gran desbalance de
casos, dónde encontramos el 97 % de una clase y un 3 % de otra. Se han trabajado
en métodos para mitigar esta característica, mediante una selección de técnicas de
undersampling de clase mayoritaria como TOMEK y de oversampling de la clase mino-
ritaria como SMOTE y finalmente suavizada con una técnica de captura de relación
entre variables como RBM. Con esto se ha conseguido generar suficientes casos de
la muestra minoritaria que mejorase este desbalance, mejorando la capacidad de
predicción y generalización del modelo resultante.
Al efectuar la selección de variables teniendo las clases de los distintos estados
de las turbinas, se debe proceder de forma cauta y crítica. Esto es porque según los
resultados obtenidos en este apartado, es necesario la validación por parte de una
persona experta en el dominio de los molinos de viento. Esto es debido a que se
veía una clara tendencia a seleccionar variables con comportamientos discretos que
no venían condicionadas al evento de fallo, sino a otros cambios externos como por
ejemplo casos de mantenimiento. También se ha podido comprobar como haciendo
un análisis exploratorio para cada variable seleccionada antes y después de las repa-
raciones en las distintas turbinas, se dan casos que no se ven patrones de cambio en
las variables. Esto significa que no se ve una reacción causa efecto en muchas de las
seleccionadas. Esto indica que se requiere un paso de comprobación adicional por
una persona experta a la hora de o bien elegir el resultado entre todos los métodos
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de selección o bien al seleccionar las turbinas de entrenamiento asegurándose que
vayan ligadas a un cambio en las variables seleccionadas.
Para poder hacer el análisis de las variables que cambian, la persona experta ne-
cesita ayuda de un método que resuma la información de las más de 200 variables
que se tienen disponibles. Por eso en el proceso indicado en el trabajo publicado
con el uso del SOM (Sección 3.1) y la aplicación de dos etapas de clusterización, es
posible obtener los modos en que las turbinas se comportan , pudiendo crear zonas
en un espacio bidimensional en las que categorizar esos puntos como en manteni-
miento, producción, etc. Con esto la persona experta puede ver de forma resumida
el impacto de cada variable en cada zona del mapa utilizando los histogramas de los
clústers encontrados, también llamados modos de operación. Estos mismos clústers
pueden ser utilizados para que un clasificador se enfoque cuando la turbina sola-
mente esté produciendo, minimizando los falsos positivos cuando esta es parada.
Estos modos de operación también se pueden emplear a la hora de hacer selección
de variables ya que se elimina el ruido inducido en algunas de estas cuando la tur-
bina arranca o para, consiguiendo la colección de variables que mejor describen un
fallo y eliminando un factor importante que afecta en algunos casos, la estacionali-
dad.
Finalmente se pueden ver resultados prometedores utilizando métodos de Deep
Learning como las redes recurrentes LSTM. Se considera el resultado positivo por-
que se ha visto una disminución considerable en los falsos positivos y un comporta-
miento analógico en distintos casos que la predicción es acertada. Esto ha generado
más confianza y expectativas en seguir trabajando con esta metodología. Según los
diversos experimentos realizados, esta metodología requiere inversión de muchos
recursos al ser un diseño abierto con muchas configuraciones y posibilidades de
configuración que no pueden ser determinadas de antemano sino que se ha de ir
buscando y ajustando de forma exhaustiva y exploratoria.
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4.5. Futuras líneas de investigación
De este trabajo se puede extraer distintas líneas de investigación, aunque se ha
identificado una línea con bastante sentido práctico. Esta línea implicaría el uso de
los clústers derivados de la aplicación de la técnica del SOM y generar un mode-
lo para cada uno de ellos. Evaluar si un modelo aplicado sobre todos los datos en
conjunto da peor resultado que construir tantos submodelos como clústers identifi-
cados por el SOM. Los datos de test deben ser primero identificados por el mismo
modelo SOM para utilizar el submodelo que le corresponda según el clúster al que
pertenece.
La segunda línea sería identificar como cambia el mapa de SOM en el tiempo
para una turbina dada, mediante la distancia a la BMU (Best Matching Unit), por si
hay alguna relación entre el deterioro de una turbina en concreto a cómo se proyecta
en el mapa bidimensional de neuronas del SOM.
Por último, una línea bastante importante es buscar una nueva metodología para
el filtrado de casos extremos que se pueda aplicar de forma automática sin la nece-
sidad de una persona experta que defina los intervalos. Esta nueva metodología no
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PLATAFORMA DESARROLLADA EN SMARTIVE
A continuación se pueden ver unas capturas de pantallas, trozos de códigos
desarrollados junto a otros compañeros como trabajo secundario durante la tesis
para la presentación de los resultados y el análisis a nivel industrial. La plataforma
se compone de una parte dedicada a Machine Learning estructurada como en la Fi-
gura A.1, implementada casi en su totalidad en R y C++ A.3 consumiendo los datos
mostrados en la captura de la Figura A.2 . Para presentar los resultados y la infor-
mación de los distintos parques, la plataforma se compone de un Frontend y Backend.
El Frontend se puede ver en las Figuras A.4,A.5,A.6,A.7 estando implementado en
IONIC que se basa en Angular.js A.8.
Es una interfaz web accesible desde https://cast.smartive.eu y https://
cm.smartive.eu, mediante autorización previa de acceso (contactar a info@
smartive.eu) para obtener un usuario demo.
Esta interfaz necesita un Backend A.9 desarrollado en Node.js, que efectúe el tra-
tamiento y gestión necesaria de la información para que se pueda enviar para su
visualización.
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Figura A.1: Estructura general plataforma de predicción de fallo de SMARTIVE
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Figura A.2: Captura de la base de datos donde se almacenan los distintos parques
Figura A.3: Captura donde se desarrolla el código de los modelos, mediante Rstudio
en R y C++
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Figura A.4: Pantalla principal de la interfaz.Se muestran los parques y los resultados
de las analíticas. Desarrollado en IONIC(Angular.js)
Figura A.5: Pantalla detallada de una turbina, con modelo 3D interactivo (con
Webgl) desarrollado en Three.js
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Figura A.6: Pantalla de analíticas por variable y sistema.
Figura A.7: Pantalla de resumen de predicción por sistema de una turbina.
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Figura A.8: Captura de código fuente de la interfaz (Frontend).
Figura A.9: Captura del código que corre en el servidor (Backend) basado en No-
de.js.
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