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Abstract
Dissipativity towards high modes is a classical question in hydrodynamics; for some stochastic model
this dissipativity can be exactly computed through the asymptotic of a jump process on the modes; this
asymptotical study is the object of this paper.
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Incompressible fluid dynamic with a vanishing viscosity generates two different one parame-
ter groups of unitary operators acting on two different Hilbert spaces.
At the level of configuration space, fluid motion generates a one parameter subgroup gt of the
group G of volume preserving diffeomorphisms of the torus T d , d  2 (the underlying physical
space in this paper); by taking inverse image g∗t f := f ◦ gt we get a one parameter group of
unitary operators on the Hilbert space L2(T d) of complex-valued square integrable functions on
T d (see [7]).
At the level of the phase space, the fluid speed takes its values in the Hilbert space G of square
integrable vector fields with vanishing divergence; the dynamic generates therefore a G-valued
curve; following Arnold’s geometrization paradigm, inertial motion is defined as the parallel
transport for the Levi-Civita connection associated to the Riemannian metric defined by the ki-
netic energy; then the inertial motion defines a one parameter group of unitary operator on G
(see [6]).
A numerical approach to the construction of these unitary operators will proceed by suit-
able sequence of finite-dimensional approximations; well chosen approximations will preserve
the energy conservation, that is the unitarity: then the key remaining issue will be to prove uni-
form energy conservation, to avoid the convergence of a sequence of unitary operators towards
a physically meaningless operator of norm < 1. From a physical point of view uniform energy
conservation will correspond to uniform control of energy dissipation towards high modes.
In the case of stochastic dynamic invariant in law by translation on the torus, it has been
discovered [6,7], that speed of escape of energy towards high modes can be exactly computed in
terms of the escape of a Markov jump processes defined on the dual group Zd of T d .
This paper is devoted to estimate the asymptotics of those jump processes in the [7] frame-
work. It is therefore an alternative approach to the theory of flows of diffeomorphisms, theory
well established in [1–4] and [8–12] among others; we deal here with the special class of volume
preserving diffeomorphisms; the qualitative behaviour for this special class is the same as for the
general class as presently established in the scientific literature. The methodologies developed
here could be also used to construct the lifting of diffemorphism flows to the phase space, using
the transfer energy matrix computed in [6]: we shall not touch here this last point.
1. Energy transfer matrix
We present in this section a short summary of notations and results of [7]. The d-dimensional
torus is denoted by T d . The 1-dimensional torus T 1 is identified with the angle θ defined up to
an integral multiple of 2π . We identify T d to a system of angles (θ1, . . . , θd) defined up to an
integral multiple of 2π .
A basic tool for our investigations will be Fourier developements. Recall that the dual group
of T d is the group Zd , the lattice of Rd constituted by points with integral coordinates. Then
coupling between T d and its dual Zd is given by
ek(θ) := exp(ik.θ), k.θ = k1θ1 + · · · + kdθd; (1.1)a
the collection {ek}k∈Zd constitutes an orthonormal basis of the Hilbert space L2(T d) of complex-
valued functions, square integrable for the measure dθ⊗d . Given a complex function f de-(2π)
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f̂ (−k) = f̂ (k).
We denote by Z˜d a subset of Zd such that each class of the relation on Z2 defined by k  k′
if k + k′ = 0 has a unique representative in Z˜d .
We denote by G the group of volume preserving diffeomorphisms of T d , by G its Lie algebra
which is the space of vector fields with vanishing divergence; then L2(T 2;Rd) induces on G a
canonical Hilbertian structure.
Define
Ek :=
{
x ∈ Rd ; k.x = 0}, then E−k = Ek.
We obtain the wanted orthonormal basis by picking, for ∀k 	= 0, an orthonormal basis
1k , . . . , 
d−1
k of each Ek ; we make the convention to take α−k := αk . Then{
Aαk := αk cosk.θ,Bαk := αk sin k.θ
}
k∈Z˜d ,α∈[1,d−1] (1.1)b
constitutes an orthonormal basis of G.
Consider the G-valued Gaussian process
y(t) :=
∑
k∈Z˜2
λk
(
Ak.x
2
k (t)+Bk.x1k (t)
)
, λk being a given sequence,
∑
k∈Z˜d
λ2k < ∞, (1.2)a
and {(x1k , x2k )} being a sequence of independent Ek ⊕ Ek-valued Brownian motions.
The G-valued Brownian motion is the G-valued process gy,t defined by the following
Stratonovitch SDE:
dgy,t = ◦dy(t) gy,t , gy,0 = Identity. (1.2)b
Let U be the unitary group of the Hilbert space L2(T d). Then the regular representation is
defined as the map
j :G → U by associating to g ∈ G the operator Ug(f ) = f ◦ g, ∀f ∈ L2; (1.3)a
the representation j induces a morphisms j˜ of Lie algebras; define
Ak = j˜ (Ak), Bk = j˜ (Bk), Ak,Bk ∈ su(G), (1.3)b
the Lie algebra of antisymmetric operators on G.
The unitary Brownian is defined as the operator-valued process solution of the Stratonovitch
SDE
dUy,t = Uy,t
( ∑
k∈Z˜2
Ak ◦ dy2k (t)+Bk ◦ dy1k (t)
)
, y∗k := λkx∗k . (1.3)c
Given z ∈ L2(T d), let
zy,t := U∗y,t (z); cy,t (s) = (zy,t |es), ξt (s) := E
(∣∣cy,t (s)∣∣2), s ∈ Zd. (1.4)a
1724 P. Malliavin, J. Ren / Journal of Functional Analysis 254 (2008) 1721–1734Consider on l2(Zd) the symmetric matrix M associated to the negative quadratic form
(M(ξ)|ξ)= − ∑
k∈Z˜d
∑
s∈Zd
λ2k
(
|s|2 −
(
s
∣∣ k
|k|
)2)
× ((ξs − ξs+k)2 + (ξs − ξs−k)2) (1.4)b
Theorem. Define ξt as {ξt (s)}s∈Zd . Then ξt satisfies the ODE
dξt
dt
=M(ξt ). (1.4)c
Remark. The hydrodynamical transfert of the energy towards high modes is fully described by
(1.4)c. The object of this paper is a qualitative integration of (1.4)c.
The diagonal term Mll is obtained by taking either s = l or s + k = l or s − k = l. Then
Mll = −
∑
k∈Z˜d
λ2k
(
2
(
|l|2 −
(
l
∣∣ k
|k|
)2)
+ |l + k|2 −
(
l + k∣∣ k|k|
)2
+ |l − k|2 −
(
l − k∣∣ k|k|
)2)
,
Mll = −4
∑
k∈Z˜d
λ2k
(
|l|2 −
(
l| k|k|
)2)
, (1.5)a
∣∣Mll∣∣ 4|l|2 ∑
k∈Z˜d
λ2k. (1.5)b
If we assume that λk depends only upon |k|:
λk = u
(|k|), then there exists constant c > 0 such that Mll  −c|l|2. (1.5)c
The non-diagonal terms of the quadratic form are:
2
∑
k,l∈Z˜d
λ2k
(
|l|2 −
(
l
∣∣ k
|k|
)2)
×
(
ξlξl+k + ξlξl−k
)
.
This expression proves their positivity. Furthermore,
Mlk+l =Mlk−l = 2λ2k
(
|l|2 −
(
l
∣∣ k
|k|
)2)
(1.5)d
and
the sum of coefficients of each column vanishes. (1.5)e
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ability measure carried by the complement of l. Making this construction for all l we define a
random walk X(n) on Z˜d . Then
Prob
{
X(n+ 1) = l + k|X(n) = l}= λ2k(|l|2 − (l| k|k| )2)
2
∑
k∈Z˜d λ
2
k(|l|2 − (l| k|k| )2)
, k ∈ Zd. (1.6)a
Introduce the angle ψk,l defined by (
l
|l|
∣∣∣ k|k|
)
= cosψk,l .
Then
ProbX(n)=l
{
X(n+ 1) = l + k}= λ2k sin2 ψk,l∑
k∈Zd λ2k sin
2 ψk,l
, k ∈ Zd. (1.6)b
The jump process is defined as
η(t) := X(ϕ(t)), (1.6)c
where the change of clock ϕ(t) is the integer valued function ϕ(t) defined by
A
(
ϕ(t)
) := ∑
lϕ(t)
1
−MX(l)
X(l)
×Λl  t <
∑
lϕ(t)+1
1
−MX(l)
X(l)
×Λl =: A+
(
ϕ(t)
)
, (1.6)d
and where {Λk} is a sequence of independent exponential times; remark that
A+
(
ϕ(t)
)−A(ϕ(t))= 1
−MX(l)X(l)
×Λl
∣∣∣∣
l=ϕ(t)+1
.
The jump process is an autonomous Markovian process, and
the infinitesimal generator of the process η is the matrix M. (1.6)e
Let ΩX,Ωη be the probability spaces of the random walk and of the jump process; let ΩΛ be
the probability space of an infinite sequence of independent exponential variables. Then Ωη is a
skew product of ΩX by ΩΛ in the following sense: given a realization of the random walk, that
is a collection of {X(n)}n∈N , then a realization {Λk}k∈N describes the jump process.
2. Criteria for energy conservation
The jump process is said conservative if it cannot go at infinity in a finite time. A con-
sequence of conservativeness is the possibility to numerical approximation of the system by
finite-dimensional system.
1726 P. Malliavin, J. Ren / Journal of Functional Analysis 254 (2008) 1721–1734Define the sojourn time of the random walk as
SX(q) :=
∑
nq
1
−MX(n)X(n)
. (2.1)
We emphasize that the sojourn time is a functional defined on the probability space ΩX of the
random walk.
Theorem. Assume that infl |Mll | := δ > 0, hypothesis which is implied by (1.5)c. Fix a trajectory
of the random walk and denote by EΛ (respectively ProbΛ), the expectation (respectively the
probability) relatively to the exponential clock. Then
ProbΛ
{
S
(
ϕ(t)
)− t >M} exp(−Mδ), ∀M > 0. (2.2)a
For all c < 1 there exists c′ > 0 such that
ProbΛ
{
S
(
ϕ(t)+ 1)− ct < −M} exp(−c′Mδ), ∀M > 0. (2.2)b
Proof. For v > 0 we have
exp(tv)EΛ
{
exp
(
v
∑
nϕ(t)
1
−MX(n)X(n)
Λl
)}
=
∏
n<ϕ(t)
1
1 − v−MX(n)
X(n)
;
using the inequality − log(1 − β) β,β ∈ [0,1[ we get
exp(tv)EΛ
(
exp
(
v × S(φ(t)))), v ∈ [0, δ[. (2.2)c
Then (2.2)a is obtained by Tchebychev. For v < 0 we have
exp(tv)EΛ
{
exp
(
v
∑
nϕ(t)+1
1
−MX(n)X(n)
Λl
)}
=
∏
n<ϕ(t)+1
1
1 − v−MX(n)
X(n)
.
Using that for all c1 < 1 we can find c2 > 0 such that holds true the following inequality:
− log(1 − β) c1β,β ∈ [−c2,0]. We get
exp(tv)EΛ
(
exp
(
c1v × S
(
φ(t)
)+ 1)), v ∈ [−δc2,0].
In particular, taking v = −δc2, we get
exp(−δc2t)EΛ
(
exp
(−c1c2δ × S(φ(t)+ 1))); (2.2)d
and then (2.2)b is obtained by Tchebychev. 
Theorem. The jump process is conservative if and only if
ProbΩX
{
lim
q→∞SX(q) = ∞
}
= 1. (2.3)
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ProbΩη
(
ϕ(t) = ∞)> 0.
Therefore there exists a subset of positive probability A ⊂ ΩX such that with a positive probabil-
ity on ΩΛ we have ϕX(t) = ∞. By (2.2)a we know that S(ϕ(t)) < ∞ almost surely. Therefore
lim
q→∞SX(q) < ∞, ∀X ∈ A
and
ProbΩX
{
lim
q→∞SX(q) < ∞
}
> 0. 
Theorem. Assume (1.5)c and assume the existence of a second moment, that is∑
k
λ2k|k|2 < ∞. (2.4)a
Then the jump process is conservative.
Proof. Recall that ψk,l has been defined as(
l
|l|
∣∣∣ k|k|
)
= cosψk,l .
Then we have proved in (1.6)d that
ProbX(n)=l
{
X(n+ 1) = l + k}= u2(|k|) sin2 ψk,l∑
k∈Zd u2(|k|) sin2 ψk,l
.
Passage in radial coordinate for the random walk
∣∣X(n+ 1)∣∣2 = ∣∣X(n)∣∣2 + 2(X(n)∣∣X(n+ 1)−X(n))+ ∣∣X(n+ 1)−X(n)∣∣2,
EFn
(
X(n+ 1)−X(n))= 0,
EFn
(∣∣X(n+ 1)∣∣2 − ∣∣X(n)∣∣2)= 1∑
k∈Zd u2(|k|) sin2 ψk,l
∑
k∈Zd
|k|2u2(|k|) sin2 ψk,l = γ,
lim
n→∞E
Fn(∣∣X(n+ 1)∣∣2 − ∣∣X(n)∣∣2)= γ, (2.4)b
where γ is a constant positive independent of X(n). Therefore
E
(∣∣X(n)∣∣2) nγ (2.4)c
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lim
n
1
n
∣∣X(n)∣∣2 = γ
almost surely; therefore the series (2.3)d diverges almost surely. 
Theorem. Assume (1.5)c and assume that
γ = sup{|k|; λk 	= 0}< ∞; set γ1 =∑λ2k|k|2. (2.5)a
Define cd by
cd ×
π∫
0
cosd−2 θ dθ =
π∫
0
cos2 θ cosd−2 θ dθ; then c2 = 12 , cd <
1
2
, d > 2. (2.5)b
Consider the process z :n → log |X(n)|. Then
z(n)− γ1(1 − 2cd)SX(n) is asymptotically a martingale. (2.5)c
Furthermore,
1
B
E
(
sup
nN
[
z(n)− γ1(1 − 2cd)SX(n)
]2)E([z(N)− γ1(1 − 2cd)SX(N)]2)
 Bγ1E
(
SX(N)
)
, (2.5)d
where E denotes the expectation on the probability space Ωη of the jump process and where B
is a numerical constant.
Proof. All the expectations will be taken on Ωη. Set
δn = X(n+ 1)−X(n)|X(n)| , xn =
X(n)
|X(n)| .
Then
z(n+ 1)− z(n) = log(1 + 2(δn|xn)+ |δn|2)
as δn = o(1) when |X(n)| → ∞, by using Taylor expansion of log, we get
EFn
(
z(n+ 1)− z(n)) EFn(|δn|2 − 2(δn|xn)2). (2.5)e
We have
EFn
(
(δn|xn)2
) cdEFn(|δn|2).
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EFn
([
y(n+ 1)− y(n)]2) 4cdγ1 × 1|X(n)|2 ,
where y(n) = z(n)− γ1(1 − 2cd)SX(n). We have
N∑
0
E
([
y(n+ 1)− y(n)]2) 4cdγ1SX(N).
Using Burkholder inequalities [5], we get (2.5)d. 
Corollary. There exists a constant B ′ such that
E
([
z(N)− γ1(1 − 2cd)SX(N)
]2) B ′√E([SX(N)]2). (2.6)
3. Regularity of flow of diffeomorphisms
In order to abbreviate the notations, we use the normalization
∑
k λk|k|2 = 1. The following
lemma transfer the regularity on the diffeomorphism flow to asymptotic estimate of the jump
process.
Lemma. Let k1, . . . , kd elements in Zd such that every element k ∈ Zd is linear combination
of those elements with integer-valued coefficients. Let ν0 be the measure on Z˜d which asso-
ciate a Dirac mass at every point ki . Let νt be the transform of the jump process at time t of
the measure ν0. Then we have the expectation of the Sobolev norm Hs satisfied the following
equivalence:
E
(‖gx,t‖2Hs ) ∫
Z˜d
|k|2sνt (dk). (3.1)
Proof. We abbreviate a2s = Aks , a2s−1 = Bks . The map
Φ :T d → R2d
defined by θ → {ak(θ)}k∈[1,2s] is a diffeomorphism of T d on its image which is a submanifold
of R2d . The regularity of the map g will be controlled by
‖g‖2Hq :=
2d∑
s=1
∑
k∈Zd
∣∣(g∗as∣∣ek)∣∣2|k|2q =: ∥∥g∗as∥∥2Hq . 
We need to estimate the moments of νt , this program will need firstly the minoration of the
sojourn functional of the random walk which is developed in the following lemmas.
Lemma. Consider a random walk on Zd such that
EFn
(∣∣X(n+ 1)−X(n)∣∣4) 1, EFn(X(n+ 1)−X(n))= 0. (3.2)a
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Prob
(
TR < αR
)
 4α
(1 − α)2
(
1 + y(0)
R
)
, α < 1. (3.2)b
Proof. The trivial identity
X(n+ 1) = X(n)+ (X(n+ 1)−X(n))
reads in radial coordinate as follows:∣∣X(n+ 1)∣∣2 = ∣∣X(n)∣∣2 + 2(X(n)∣∣X(n+ 1)−X(n))+ ∣∣X(n+ 1)−X(n)∣∣2.
As EFn(X(n+ 1)−X(n)) = 0 we get
EFn
(∣∣X(n+ 1)∣∣2 − ∣∣X(n)∣∣2)= EFn(∣∣X(n+ 1)−X(n)∣∣2) 1.
Define
φ(n) =
∑
k<n
EFk
(∣∣X(k + 1)−X(k)∣∣2) n,
Mn := y(n)− φ(n)− y(0).
Then M is a scalar-valued martingale vanishing at 0. Let us compute its quadratic variation
EFn
([
Mn+1 −Mn)
]2)= 4EFn([(X(n)∣∣X(n+ 1)−X(n))]2)
which by Schwarz inequality is dominated by 4y(n). By the theory of discrete L2 martingale we
have
E
([MTR ]2)< 4(R + y(0))E(TR).
Choose b ∈ ]0,R[ and define T bR = TR ∧ b
E
([MT bR ]2)< 4(R + y(0))b,
E
([MT bR ]21TR<b)E([MT bR ]2)< 4(R + y(0))b.
Then the event {TR < b} we have MT bR > R − b. Using Tchebychev inequality
Prob(TR < b) 4
b(R + y(0))
(R − b)2
and we conclude by taking b = αR. 
Define a strictly increasing sequence of stopping times:
. . . Tk = inf
{∣∣X(n)−X(Tk−1)∣∣> 3∣∣X(Tk−1)∣∣} . . . . (3.3)an
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ξk = Tk − Tk−1|X(Tk−1)|2 (3.3)b
then ∑
n∈[Tq−1,Tq [
1
|X(n)|2 
1
16
ξq . (3.3)c
Set
S(n) =
∑
Tq<n
ξq (3.3)d
then
1
16
S(n) < SX(n). (3.3)e
Lemma. We have
Prob{ξk  0.05} 0.375. (3.3)f
Proof. We apply (3.3)b with R = 4|X(Tk−1)|2 = 4y(0). Then ξk = TRy(0) and
Prob
(
ξk <
α
4
)
<
3α
(1 − α)2 .
Then take α = 0.2. 
Lemma. There exists k0 such that
Prob(ξk > 50λ) < exp(−λ) ∀λ > 1, ∀k  k0. (3.4)a
Proof. Let n = Tk−1 + q ,
E(Tk ∧ n− Tk−1) < 25
∣∣X(Tk−1)∣∣2 × Prob(Tk − Tk−1 > q)+E(1Tkn∣∣X(Tk)−X(Tk−1)∣∣2),
E(Tk ∧ n− Tk−1) < 25
∣∣X(Tk−1)∣∣2 +E(1Tkn∣∣X(Tk)−X(Tk − 1)∣∣2).
Set ζj := |X(j + 1) − X(j)|2. Let F(r) := Prob{ζj > r} be the function of repartition of ζj .
Then
E(ζj ) =
∞∫
0
F(r) dr,
ζ ∗q := sup ζj ,
j<q
1732 P. Malliavin, J. Ren / Journal of Functional Analysis 254 (2008) 1721–1734Prob
(
ζ ∗q < r
) = (1 − F(r))q > exp(−qF(r)),
E
(
ζ ∗q
)
<
∞∫
0
(
1 − exp(−qF(r)))dr.
Let R0 be defined by the condition
F(R0) = 1
q
.
Then
E
(
ζ ∗q
)
<
∞∫
0
(
1 − exp(−qF(r)))dr < R0 + q ∞∫
R0
F(r) dR.
We have
1
q
= Prob(ζj > R0),
R0
q
= R0 Prob(ζj > R0) < E(ζj1ζj>R0),
E
(
ζ ∗q
)
 2qE(ζj1ζj>R0) = o(q),
q × Prob(Tk − Tk−1 > q)EFTk−1 (Tk ∧ n− Tk−1) < 25
∣∣X(Tk−1)∣∣2 + o(q).
Taking q = 50|X(Tk−1)|2 we get the announced estimate for λ = 12 . We conclude by iterating
the estimate through the semi-group property. 
Appendix A. Fourier analysis approach to non-conservativeness
We shall proceed as if the random walk X(∗) would be translation invariant, which is not
the case; nevertheless for |X(n)| large the random walk is asymptotically translation invariant.
Invariance by translation makes available Fourier analysis which leads to a more conceptual
approach.
Set
λ2k =
1
|k|d+δ , δ ∈ ]0,2[. (Aa)
Then, almost surely
∞∑ 1
1 + |X(n)|2 < ∞. (Ab)n=1
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f (ξ) = c u(|ξ |)|ξ |d+δ (Ac)
where |∗| is the Euclidean distance on Rd , where u is a C∞ function defined on R+ vanishing
in a neighborhood of zero and equal to 1 on [1,+∞[ and where c is a normalizing constant. As
f ∈ L1(Rd), its Fourier transform
f̂ (η) :=
∫
Rd
exp(−2iπξ.η)f (ξ) dξ
is a continuous function of η. As all derivatives of f are as f itself in L1(Rd), we have that
f̂ multiplied by any polynomials stays bounded. We can therefore apply Poisson summation
formula:
ψ(θ) :=
∑
q∈Zd
f̂ (θ + q) =
∑
k∈Zd
f (k) exp(ik.θ); (Ad)
we choose the normalization constant c such that ψ(0) = 1.
The law of X(n) generates a Fourier series having for sum [ψ(θ)]n. The function −|ξ |2
is the Fourier transform in the sense of distributions of the Laplacian; therefore the function
(|ξ |2 + 1)−2 is the Fourier transform
g(η) :=
+∞∫
0
exp
(
− 1
2t
|η|2 − t
)
1
[2πt] d2
dt. (Ae)
Then outside η = 0 we have that g is a C∞ function decreasing rapidly at infinity; nearby η = 0,
g has the same behaviour as the Newtonian potential kernel cd |η|2−d , d > 2, or log |ξ |, d = 2.
According the rapid decreasing of g we can apply again the Poisson summation formula
defining
G(θ) :=
∑
q∈Zd
g(θ + q).
Then
G(θ) =
∑
k
1
1 + |k|2 exp(ik.θ),∫
d
ψn(θ)G(θ) dθ = E
(
1
1 + |X(n)|2
)
,T
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E
( ∞∑
n=0
1
1 + |X(n)|2
)
=
∫
T d
1
1 −ψGdθ. (Af)
As
f̂ = v(|η|), ∣∣v(η)− v(0)∣∣> c|η|δ,
we get the convergence of the right-hand side of (Af).
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