In the case of macromolecular crystallography, the measurement of diffracted intensities with monochromatic X-ray radiation is generally performed by the rotation method. A simulation program has been designed and tested by comparison with experimental data to investigate the various factors that are involved in the measurement and to improve collection strategies and tools, especially when using radiation from a thirdgeneration synchrotron source. This program takes into account the main source and detector parameters in a realistic way, together with the possibility of selecting the sample characteristics. This then allows one both to evaluate the performances of existing experimental setups and to tailor the characteristics of new instruments, e.g. when designing a new detector or a new source.
Introduction
Compared with the enormous improvements in synchrotron radiation sources over the past 20 years, particularly in terms of¯ux and brilliance, the progress in the development of photon detectors has been slow. Because of the lack of appropriate detectors, the potential of many beamlines is degraded by up to several orders of magnitude. Of all X-ray diffraction applications, macromolecular crystallography has the highest instrumentation requirements, speci®cally for large dynamic range, high global and local count rates, and ®ne time slicing (e.g. Helliwell, 1992) . Currently, no existing detector, integrating detector nor photon counter is able to provide all these characteristics simultaneously. On the other hand, the intrinsic capabilities of these detectors are not yet fully exploited and it is recognized that considerable effort in funds and manpower will have to be invested in larger systems, parameter optimization and professional design. We are engaged in the development of a new generation of detectors combining the aforementioned characteristics.
In principle, a single photon-counting pixel detector with parallel readout would satisfy most requirements.
However, because the pixel number de®nes the number of electronic channels, and hence the price of the system, the number of pixels has to be chosen very carefully. Some crystallographic data-reduction packages, such as MOSFLM (Leslie, 1990) , contain simulation tools, but generally no recorded intensities and no spot shapes are calculated; moreover, detector characteristics are not considered. Methods to predict the spot size and shape have already been described in earlier works (e.g. Greenhough et al., 1983) ; however, they are not included in existing programs that simulate full diffraction patterns. Therefore, a new simulation program has been developed. Its capability to consider quantitatively essential parameters involved in the measurement, with regard to the source, sample and detector, provides a global prediction of the in¯uence of each parameter on data collection. In contrast to this, former predictions of the required detector characteristics have been mostly qualitative approaches (e.g. Arndt, 1990; Fourme et al., 1992) . This paper describes the simulation program and the results of tests, and demonstrates its use in investigating speci®c parameters. Furthermore, it will be demonstrated how the program can be used to tune the speci®cations of instrumentation devices, in order to optimize diffraction measurements.
Program description
The task is to determine the distribution of the diffracted photons while taking into account the cross sections of all processes involved in the measurement. In contrast to standard approaches using time-consuming Monte Carlo and ray-tracing algorithms, a method is chosen which uses a priori knowledge of the essential processes together with Poisson statistics.
Input parameters
The parameter set used in the program is separated into three basic groups. The ®rst one contains source parameters such as wavelength, wavelength spread and beam divergence (horizontal and vertical). The second group includes crystal parameters such as size of the unit cell, space group, structure-factor amplitudes, mosaicity ² Work supported by the European Community, DG XII. and dimensions of the sample. Detector parameters are taken into account in the third group: crystal-to-detector distance, detector size, number of pixels and detector point spread function. In addition, the parallax effect can also be considered in order to simulate the performance of gas-®lled detectors. Furthermore, intrinsic noise and background, typical for integrating devices, are provided. In order to satisfy counting statistics, Poisson noise is applied to the patterns; for this purpose, the scaling of bins to photons has to be known in advance in the case of integrating devices, while photoncounting detectors provide this information directly.
Methods and algorithms
The method of the simulation program is straightforward, considering adapted functions in reciprocal space for mosaicity, wavelength spread, divergence and oscillation. These functions are applied to the Ewald sphere and the reciprocal-lattice vectors. First, ideal conditions are assumed (no oscillation, no divergence, no mosaicity, etc.) in order to determine the central Ewald sphere. In parallel, the base matrix B (containing the three base vectors of the unit cell) and the orientation matrix U (containing the three orientation angles) are used to calculate the T matrix
The algorithm of the program starts at the detector plane. For each pixel P, the corresponding vector on the Ewald sphere (Ewald vector e) together with the Bragg angle are calculated (see Fig. 1 ). Then, the closest lattice vector h is determined by using the inverted T matrix h round T À1 Â e À Á X 2
A set of lattice vectors, surrounding h, are grouped together. The next step is to take into account mosaicity, wavelength spread and beam divergence. As a ®rst approach, only still images are assumed so that oscillation width is not needed at this point. The other parameters are now considered. 2.2.1. Mosaicity. Mosaicity is implemented in the common way, applying a normalized two-dimensional Gauss function to the end of each reciprocal-lattice vector h on a plane perpendicular to h itself (see Fig. 2 ). In this paper, the width of the mosaicity distribution is expressed as the full width at half-maximum (FWHM). Since typical mosaicity values are below 1 , a planar function can be assumed instead of a curved one.
2.2.2. Wavelength spread. The wavelength spread induces a variation of the radius of the Ewald sphere weighted by the corresponding distribution (see Fig. 3 ).
Here, wavelength spread is assumed to be a Gaussian distribution. In order to derive the points in reciprocal space which contribute to the same detector pixel, all diffracted-beam vectors have to be shifted parallel to the central diffracted-beam vector k jkj ! À1 . The result is a straight line, pointing towards the origin of reciprocal space, with the centre at the end of the Ewald vector and a length de 2dk sin X 3 dk is derived from jkj ! À1 by dk Á!a!1a! 4
with Á!/! giving the wavelength spread (Á! is expressed in FWHM). Since the Ewald vector and the contributing lattice vectors are very close together, it can be assumed that the wavelength-spread line (de) is parallel to the z H axis. Therefore, considering wavelength spread in reciprocal space, a normalized one-dimensional Gauss function with an FWHM of de is applied to the z H axis. 2.2.3. Beam divergence. Beam divergence affects only the direction of the incoming beam and not the orientation of the crystal and the detector plane. Here, the focal point of the beam is assumed to be equivalent to the position of the sample. Fig. 4 shows the corresponding effect in reciprocal space in the case of vertical divergence. The Ewald sphere is rotated around the origin with the vertical-divergence angle ver . The points which contribute to the same detector pixel are given by the dv line because all scattered-beam vectors ending at this line have the same 2 value and the same length jkj. For small divergence angles below 1 , the dv line can be considered as a straight line parallel to the y axis. The direction and length of this translation do not depend on the position in reciprocal space. Therefore, the effect of vertical divergence can be considered as a global shift of the entire reciprocal lattice parallel to the y axis weighted by the vertical-divergence distribution. The horizontal divergence is considered in the same way, except that the shift has to be performed parallel to the z axis. The divergence distribution is realized as a normalized box function for both the vertical and horizontal directions. In contrast to mosaicity and wavelength spread, which are implemented as analytical functions in reciprocal space, divergence is implemented numerically. 2.2.4. Oscillation width. At the end of the program the oscillation width is considered by summing up numerically still images for different crystal oscillation angles. Therefore, beam divergence and oscillation are the two most time-consuming parameters of the program.
2.2.5. Pixel size. The fact that all detector pixels are passed through in discrete steps leads to numerical problems since each pixel is always considered as a delta function instead of an area. In the case of very narrow rocking curves, the spot size becomes smaller than the pixel size, which can lead to missing spots. There are two ways to solve this problem. In the ®rst one, each pixel is divided into sub-pixels (e.g. 5 Â 5), the diffraction value is calculated for each sub-pixel and the sum is stored in the current global pixel. Obviously, this numerical method is very time consuming and therefore a second analytical method was chosen. Here, the area of each detector pixel is projected on the Ewald sphere by using a two-dimensional Gauss function applied on y H and z H with an FWHM which is in the range of the pixel size. This method corresponds to an integration over the area of each pixel and thus spots cannot be missed. The crystal and molecular structure of the sample are considered by multiplying the intensity of each spot by the squared amplitude of the corresponding structure factor. After the diffraction contributions are determined, the scattering of water (water ring), empirically ®tted to measured pro®les, and the polarization Ewald sphere is rotated with a constant radius around the origin using the vertical divergence angle ver . Since, for a given detector pixel, 2 has to be kept constant, k moves on a path given by dv. Fig. 3 . The in¯uence of wavelength spread in reciprocal space. By using jkj ! À1 the amplitude of the beam-vector shift dk is derived, which is used to determine the three Ewald spheres for jkj dk, jkj and jkj À dk. Since, for a given detector pixel, 2 has to be kept constant, k is shifted parallel to its central position on a path given by 2de. Fig. 2 . The in¯uence of mosaicity in reciprocal space. Each reciprocallattice vector h is rotated around its central position with an angle given by the mosaicity angle mos (or the corresponding path dm) and a ®xed length jhj. The translation of h also has to be applied on the third dimension (not shown in this plot).
correction (Kahn et al., 1982) are added to the pattern. Finally, the projected size of the sample and the detector response functions (point spread function, parallax effect, etc.) are implemented by a numerical convolution with the image. As a result, the program determines the position of each spot together with its recorded intensity. In addition, the spot shape, which is in¯uenced by mosaicity, divergence, sample size and detector-system functions, is directly provided. The possibility of predicting the spot shape is essential for adapted datareduction strategies, in particular for spot-intensity extraction.
System requirements
The program, which we call SIDIP (Simulation of Diffraction Patterns), is written in ANSI-C code running on VMS and Unix platforms. The calculation time for a still image with 1200 Â 1200 pixels is about 100 s using a DEC Alpha Station 255 (233 MHz). This time scales linearly with the number of numerical steps used for oscillation and divergence (typically 10 to 100 steps in total).
Output description
The output ®le is binary and adapted to the standard format used by the MAR image-plate detector. The header contains all source, crystal and detector parameters used for the simulation. Each pixel is stored with a 2 byte integer number. Additionally, at the end of the ®le, a table is added containing the positions and hkl values of all the spots that appear. All simulated images can also be read-in and processed by common datareduction packages, such as MOSFLM (Leslie, 1990) or DENZO (Otwinowski, 1991) .
Interface for image analysis
A graphical user interface, written in the IDL language (IDL 2 , Research Systems, Inc.), has been developed which is capable of reading VMS and Unix ®les both from simulated patterns and from patterns measured with the MAR image plate or the MAR CCD (charge-coupled device) detector. The program provides various tools for visualization and further image analysis. Besides this, statistical aspects like Poisson noise, intrinsic noise and constant background can be applied to simulated images. This provides a realistic consideration of speci®c parameters of different detector types and enables investigation of the precision of intensity measurements.
Program tests and examples

Comparison of actual and simulated data
In order to test the correctness of the simulated patterns, diffraction measurements with two different single crystals have been carried out, varying several experimental parameters. The measurements were made in October 1996 at the Hard X-ray Beamline, Sincrotrone Trieste, Italy, using a MAR image plate (diameter 180 mm).
3.1.1. Collagenase. The ®rst sample, a crystal of the protein collagenase (e.g. Broutin et al., 1996) , has a tetragonal unit cell with a b 112 A Ê and c = 166 A Ê in space group I422, a size of 0X4 Â 0X4 Â 0X3 mm and a very small mosaicity. Fig. 5 shows, for a 0.5 oscillation, a measured pattern and Fig. 6 a corresponding simulated pattern. According to the adjustment of the beamline parameters during the measurement, a wavelength of ! 1.0 A Ê , a wavelength spread of Á!a! 10 À3 (FWHM) and a horizontal divergence of 0.2 mrad (the vertical divergence of 0.05 mrad was negligible and thus set to zero) were used for this simulation. For simplicity, the sample was simulated as an isotropic object with a diameter of 0.3 mm. A mosaicity value of 0.01 (FWHM) yields a good correspondence between the simulated and measured patterns. However, since the present instrumental effects are in the same order of magnitude, making the prediction of the mosaicity angle from the measured patterns more dif®cult, the true value of the mosaicity might even be much smaller. The simulation also includes structure-factor amplitudes and a water ring with an intensity empirically scaled to reproduce the measured one. In addition, speci®c detector parameters of the MAR image plate, such as point spread function and noise, are added. Since one bin corresponds to about one photon for a wavelength of 1.0 A Ê , the number of detected photons is approximately known, thus enabling the implementation of Poisson noise in the simulation. A constant background of 50 photons and an intrinsic¯uctuation of seven photons (r.m.s.) is considered by simply adding an empty MAR image-plate pattern (a pattern obtained after one cycle without illumination). Considering that the applied values of several measurement parameters, in particular that of the mosaicity, were known only with a certain precision, the slight differences between measured and simulated intensities are quite reasonable. In particular, patterns from large unit cells (like that of collagenase) are very sensitive to small changes in instrumentation and sample parameters. Nevertheless, the spot localizations, the spot intensities and the spot shapes (dominated by the dimensions of the sample and the point spread function) show a satisfactory correspondence. 3.1.2. Inorganic crystal. The second sample was chosen, in contrast to collagenase, in order to have a small unit cell and a large mosaicity. An inorganic single crystal with an orthorhombic unit cell (a = 12, b = 15 and c = 23 A Ê ), a diameter of about 0.4 mm and a mosaicity angle larger than 1 (FWHM) was selected. As the structure was unknown, no structure-factor amplitudes were applied to the simulation. The measured pattern for a 1.0 oscillation shown in Fig. 7 has a low spot density due to the small unit cell. The large mosaicity angle dominates the spot shapes, which are elongated on rings around the beam centre, caused by the speci®c mosaicity function at the end of each reciprocal-lattice vector (see Fig. 2 ). This strong elongation enables the estimation of the real mosaicity angle from the spot shape itself (assuming an isotropic distribution), leading to an average FWHM value of 1.2 . This value can be veri®ed by also determining the mosaicity angle from the rocking curve of a spot in the vertical plane (the oscillation axis is in the horizontal plane). The equation for the width of this curve can be taken from e.g. Arndt & Willis (1966) Á c f ad Á!a! tan X 5
is the mosaic angle and the Bragg angle; c and f are crystal size and beam-focus size, respectively; d is the detector-to-sample distance and Á!/! the wavelength spread. This equation is also valid if all widths are expressed as FWHM values. For the conditions of the measurement (f and c below 0.5 mm, d = 200 mm and Á!/! below 10 À3 ), the second and third terms can be neglected for mosaicity angles around 1 (FWHM). A set of small oscillation frames (0.25 width) measured with the MAR image-plate detector was used to extract the rocking curve shown in Fig. 8 . The angular width of 1.1 (FWHM) is also a good estimation for the mosaicity and close to the ®rst value of 1.2 from the spot shape. Using this mosaicity angle, a pattern was simulated with parameters corresponding to those of the measurement. Since no indexing was carried out with the measured patterns, it was not possible to apply the correct orientation matrix to the simulation. Nevertheless, the shapes of simulated and measured spots can be compared in the case of identical detector positions. Fig. 9 shows a comparison of a simulated and a measured spot, verifying the predicted spot shape. 3.2. Study of the in¯uence of speci®c parameters on diffraction patterns 3.2.1. Mosaicity. Most data collections of biomolecular crystals with synchrotron radiation are performed with crycooled samples. Unfortunately, freezing increases mosaicity to values between 0.1 and 1.0 (e.g. Gamblin & Rodgers, 1993) , increasing both the spot density and the spot shape. As a result, re¯ections from frozen crystals are often partially overlapped. The simulation program enables us to evaluate the exact mosaicity limit for a speci®c crystal. Again using collagenase as an example, in Fig. 10 a set of details of simulated patterns is shown for different values of the mosaicity angle. Up to about 0.3 (FWHM), the spot size is dominated by the sample size and the point spread function of the detector. For mosaicity angles larger than 0.3 (FWHM), the spots become elongated. Eventually, this leads to spot overlaps for angles larger than 1.6 (FWHM). An estimation for when the spot overlap becomes signi®cant is given by the critical mosaicity angle c , de®ned as the minimum mosaicity angle still enabling spot separation. In reciprocal space, the mosaicity width is given by dm g c , where g is the length of the reciprocal-lattice vector and is given by g 2 sin max ! À1 . c is determined by the condition that dm equals the minimum distance between two reciprocal-lattice points, given (for a primitive space group) by the inverse unit-cell size a À1 , c !aa1a2 sin max X 6
For the simulated example in Fig. 10 , the minimum reciprocal-lattice distance is (166 A Ê ) À1 , the wavelength is 1.0 A Ê and 2 max is 15.7 . Because of the I422 space group of the present sample, (6) must be multiplied by a factor of 2, thus leading to a critical mosaicity angle of 2.6 . In the case of large oscillation, increasing the spot density further, spot overlap occurs even at lower values. For increasing mosaicity angles, the intensities of some strong spots decrease while the intensities of weak spots increase. This is due to the fact that the corresponding Gauss function for mosaicity is normalized and, therefore, it decreases for values close to the maximum, but increases for values far away from the maximum. As mentioned previously, structure-factor amplitudes of collagenase are included in the simulation, so that spots have different integrated intensities. 3.2.2. Wavelength spread. Simulated collagenase patterns for different wavelength spreads (see Fig. 11 ) show that the bandwidth can be neglected below a value of about Á!a! 0X002 (FWHM). In general, at synchrotron beamlines, macromolecular diffraction experiments using the rotation method are carried out with a very narrow bandpass (typically a few 10 À4 ) so that the effect of wavelength spread is of less importance. Only in the case of extremely small mosaicity, divergence and oscillation width, together with a large Fig. 11 . Simulated diffraction patterns (still images) for a collagenase crystal with different values of wavelength spread (expressed in FWHM):
(a) Á!a! 0X0002, (b) Á!a! 0X002 and (c) Á!a! 0X02. The mean wavelength is 1.0 A Ê , the beam divergence is zero, the mosaicity angle is 0.03 (FWHM), the detector distance is 200 mm and the detector radius is 90 mm. Structure-factor amplitudes, water ring, Poisson noise and intrinsic noise of the MAR image plate are included.
unit cell, does the effect of wavelength spread become substantial, even for narrow-bandpass experiments. 3.2.3. Beam divergence. In terms of designing slits, mirrors and monochromators for a source adapted to the speci®cations of protein crystallography, the optimum compromise between a high beam intensity and a low beam divergence is desired. The simulation program provides the possibility of deriving this optimum. Divergence affects the spot density as well as the spot shape if the focal point of the source is close to the sample. The simulated collagenase patterns in Fig. 12 demonstrate this effect. In the case of a large horizontal divergence, the spot density (but not the spot size) is increased close to the horizontal plane; close to the vertical plane, the spot density is not changed but the spots are horizontally elongated. Obviously, for a strong vertical divergence, the opposite effect occurs. In some applications using microfocus beams, where divergence is large in both directions, the spot density as well as the spot size are increased, as shown by the third pattern in Fig. 12. In the case of a beamline adjustment, where the focal point of the source is behind the crystal and close 
to the detector, only the spot density rises with divergence, while the spot size is not changed. 3.2.4. Oscillation width. In the case of small mosaicity, the spot density in a pattern is mainly dominated by the oscillation width. Therefore, the ability of small oscillation framing, e.g. by a single photon counter, reduces spot overlaps for large unit cells and enables more precise intensity extraction. The minimum spot distance gives a quantitative value for this effect. By using Bragg's law, an estimation of the minimum spot distance a* can be derived from a Ã 9 !aadY 7
where a is the unit-cell size, d is the detector distance and ! is the wavelength. Fig. 13 shows the minimum spot distance from simulated patterns as a function of the corresponding oscillation width. The lower straight line gives the value derived from (7), indicating that it is only Fig. 12 . Simulated diffraction patterns (still images) for a collagenase crystal with different beam-divergence angles: (a) no divergence, (b) horizontal divergence of 0.6 and (c) horizontal divergence of 0.6 and vertical divergence of 0.6 . The wavelength is 1.0 A Ê , the bandpass Á!/! is 10 À3 (FWHM), the mosaicity angle is 0.03 (FWHM), the detector distance is 200 mm and the detector radius is 90 mm. Structure-factor amplitudes, water ring, Poisson noise and intrinsic noise of the MAR image plate are included.
valid in the case of large spot density (i.e. for large oscillation widths). For small oscillation widths the simulation shows a considerable increase in the minimum spot distance.
Optimization of two-dimensional detectors for data collection
Integrating detectors, such as image plates or CCDbased detectors, offer an excellent performance in terms of position resolution and rate capability but suffer from a limited dynamic range and a signi®cant intrinsic noise.
In contrast, gas-®lled detectors are photon counters which have negligible intrinsic noise and a large dynamic range, only limited by saturation dead time. However, as their main limitations, they suffer very often from poor rate capabilities and, in the case of planar designs, from the parallax effect (i.e. spot extension for beams inclined with respect to the detector axis). The simulation now offers the possibility of optimizing data collection with both photon counters and integrating detectors with
respect to development and design of new devices as well as the adaptation of application parameters.
Optimization of photon counters
4.1.1. Design parameters. In the design of gas-®lled photon counters used for macromolecular diffraction experiments, one of the main tasks is the suppression of parallax effects. Parallax leads to smeared spot shapes since the absorption length of the incoming photons in the gas is projected on the detector plane (e.g. Lewis, 1994) . Apart from considering completely different detector geometries as a spherical drift space (e.g. Kahn et al., 1986) , this effect can be reduced for plane detectors by adjusting essentially two parameters: the gas pressure and the detector distance. Increasing the pressure reduces the absorption length of the photons in the gas region and therefore also the projected path on the detector plane. This was demonstrated with a twodimensional gas detector by measurements of diffraction spots for different gas pressures (Lewis, 1997) . In the case of small mosaicity, an increased detector distance, together with a linearly enlarged detector size, provides higher angular resolution since the parallax effect is reduced relative to the detector size. This is demonstrated in the simulated diffraction patterns shown in Fig. 14, where spot overlap can be avoided by going from 200 to 500 mm detector distance. Both the pressure and the detector distance of an optimized detector have to be tuned as a function of the required wavelength range, the maximum unit-cell size and the desired resolution limit. 4.1.2. Application parameters. A further major task in macromolecular crystallography is to ®nd the optimum application parameters in order to carry out an experi-ment adapted to a given set-up (e.g. Bartunik, 1992) . The main tunable application parameters are wavelength, detector distance, illumination time and oscillation width. One of the advantages of photon counters is their capability to measure with extremely narrow oscillation frames. This is possible because for each detected photon, the time of its arrival and consequently the actual oscillation angle, are known. Therefore, in the case of small mosaicity, narrow bandpass and tight beam The mosaicity is 0.02 (FWHM), the wavelength spread Á!/! is 10 À4 (FWHM) and the beam divergence is set to zero. For the parallax effect, a gas detector with xenon at a pressure of 10 Â 10 5 Pa is assumed. The image centre corresponds to a resolution of 6.2 A Ê . Fig. 13 . The minimum spot distance a* as a function of the oscillation width Á3 from simulated diffraction patterns using a single cubic unit cell with a b c 75 A Ê , a wavelength of 1.0 A Ê , a bandpass Á!/! of 10 À4 (FWHM), zero beam divergence and a detector distance of 200 mm. The crystal is oriented with one of the cell axes parallel to the oscillation axis. Only spots which appear with more than 10% of the integrated intensity are considered. For the simulation, no structure-factor amplitudes are applied.
(a) (b) collimation, leading to very narrow rocking curves, ®ne slicing enables more precise intensity extraction and higher sensitivity to detect weak spots. In contrast, for large oscillation intervals Á3, the integrated spot intensity is constant but the background is proportional to Á3. Hence, in the case of narrow rocking curves measured with small oscillation frames, the signal-tobackground ratio (S/B) may be improved. Fig. 15 shows a comparison of a diffraction pattern from a collagenase crystal for a large oscillation (0.0±0.5 , simulation and measurement) and for a still image (at 0.31 , simulation Recently, a number of CCD detectors coupled with a scintillator have been developed by research groups and companies for molecular diffraction. In parallel, there have been theoretical optimization studies of these kinds of detectors (e.g. Stanton et al., 1993) . A current limitation of CCD-based detectors is the afterglow effect caused by long excited states in the scintillator material. The choice of an ideal scintillator is basically a compromise between high ef®ciency on the one hand and fast scintillator light emission on the other hand. In view of this speci®c problem, the simulation of data collection with afterglow can be used to ®nd scintillator materials optimized for diffraction measurements. In addition, parameters like position resolution, number of pixels, detector size and range of the detector distance can also be tuned using the simulation program. 4.2.2. Application parameters. Using synchrotron radiation, typical exposure times for good-quality crystals of medium-sized proteins are in the range of a few seconds for an oscillation of 1 . This is much shorter than the dead time of even the most recent image-plate detectors and is comparable with the dead time of CCDbased detectors. For each crystal, the choice of the application parameters (speci®cally the oscillation width) according to the goal of the experiment (for instance, accuracy or speed) can be determined with the simulation program.
Conclusion
The correctness of the algorithms of the simulation program has been checked by comparisons with experiments under multipole wiggler conditions. The program provides a realistic and detailed simulation of diffraction measurements covering most parameters involved. This opens up a wide spectrum of applications. On the one hand, this tool can be used to adapt the design of new synchotron beamlines to the speci®c requirements of macromolecular crystallography. On the other hand, detector developers can simulate the in¯uence of speci®c detector characteristics in order to optimize the design of a new device. Recently, the simulation program has been used for a detailed study prior to the submission of an EC proposal for the development of a new high-rate gas-®lled photoncounting area detector for diffraction experiments. The present program can also help crystallographers, using existing devices, to improve diffraction measurements by tuning application parameters and to select the optimal strategy in the use of synchrotron radiation. A further application is the development of new datareduction software adapted to speci®c detector types. Finally, crystallographic teaching can also be supported by the program, demonstrating the in¯uence of speci®c parameters on data collection. Fig. 15 . Improved intensity precision by small framing for a collagenase crystal with a mosaicity of 0.03 (FWHM): (a) measurement and (b) corresponding simulation for an oscillation between 3 = 0.0 and 3 = 0.5 . (c) The same pattern detail simulated as a still image at 3 = 0.31 . The wavelength is 1.0 A Ê , the bandpass Á!/! is 10 À3 (FWHM), the divergence is set to zero and the detector distance is 200 mm. For the simulated patterns, structure-factor amplitudes, a water ring, Poisson noise and intrinsic noise of the MAR image plate are considered. The image centre corresponds to a resolution of 5.5 A Ê .
(a)
(b) (c)
