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Abstract. An example of a finite dimensional factorizable ribbon Hopf C-algebra
is given by a quotient H = uq(g) of the quantized universal enveloping algebra
Uq(g) at a root of unity q of odd degree. The mapping class groupMg,1 of a surface
of genus g with one hole projectively acts by automorphisms in the H-module
H∗⊗g, if H∗ is endowed with the coadjoint H-module structure. There exists a
projective representation of the mapping class group Mg,n of a surface of genus
g with n holes labelled by finite dimensional H-modules X1, . . . , Xn in the vector
space HomH(X1 ⊗ · · · ⊗Xn, H∗⊗g). An invariant of closed oriented 3-manifolds is
constructed. Modifications of these constructions for a class of ribbon Hopf algebras
satisfying weaker conditions than factorizability (including most of uq(g) at roots
of unity q of even degree) are described.
After works of Moore and Seiberg [44], Witten [62], Reshetikhin and Turaev [51],
Walker [61], Kohno [22, 23] and Turaev [59] it became clear that any semisimple
abelian ribbon category with finite number of simple objects satisfying some non-
degeneracy condition gives rise to projective representations of mapping class groups
of surfaces as well as to invariants of closed 3-manifolds. It was proposed in [38] to
get rid of semisimplicity and so extend the class of categories which serves as the set
of labels for a modular functor.
In this article we describe (eventually non-semisimple) ribbon Hopf algebras H ,
whose modules form a category with the required properties, thereby giving repre-
sentations of mapping class groups. These algebras are called 2-modular. All finite
dimensional factorizable ribbon Hopf algebras have those properties.
As a byproduct we obtain a projective representation of the mapping class group
Mg,1 of a surface of genus g with one hole in the vector space H
∗⊗g. If H∗ is en-
dowed with the coadjoint H-module structure, Mg,1 acts by automorphisms of the
H-module. For genus 1 and factorizable Hopf algebras this representation was ob-
tained by Majid and the author [40]. In the case of Drinfeld’s doubles another proof
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of modular relations for genus 1 was given by Kerler [16]. The projective representa-
tions ofM1,1 thus obtained for finite dimensional H = uq(sl(2)) are very close to those
of Crivelli, Felder and Wieczerkowski [3], which come from conformal field theories
on the torus based on SU(2).
Finite dimensional quotients uq(g) of quantized universal enveloping algebras Uq(g)
at roots q of unity are studied as an example. We show that if the degree l of the
root q of unity is odd, the algebra is factorizable, if it is even, then uq(g) will be
2-modular or not, depending on arythmetical properties of q.
We describe also an intermediate class of categories and Hopf algebras between
factorizable and 2-modular ones. These categories and Hopf algebras are called 3-
modular and they give rise to invariants of closed oriented 3-manifolds. In the case of
semisimple factorizable categories this is the Reshetikhin–Turaev invariant [51]. In
the case of Hopf algebras it turns out to be the Hennings’ invariant [10] (in the form
of Kauffman and Radford [14]).
The results of the paper apply to both main known classes of ribbon categories:
semisimple ones and the categories of all modules over a ribbon Hopf algebra. For
the former we obtain already known results, the latter gives new representations. Al-
though the language of abelian tensor categories is the most suitable for our purposes,
the reader is advised to restrict the consideration to the categories of modules.
Conformal field theories is a powerful source of ribbon categories. Kazhdan and
Lusztig constructed non-trivial braided tensor subcategories in the category of mod-
ules over an affine Lie algebra [15], motivated by CFT. These categories can be
semisimple as well as not. Futhermore, Gaberdiel [9] associates with each CFT a
braided tensor category, namely, the category of modules over the chiral symmetry
algebra with a non-standard tensor product. By the very nature of CFT one ex-
pects [44] appearance of representations of mapping class groups (this is obvious for
TQFT). It turns out [38] that such representations can be constructed from ribbon
categories even if they are not describing the fusion in some CFT.
Turaev proved that in semisimple case the modular functor extends to a TQFT [59].
Moreover, he constructs the modular functor (that is, representations of mapping
class groups) as a part of a bigger functor (TQFT), assigning linear maps to 3-
cobordisms. In non-semisimple case the word-by-word repetition of his approach is
impossible, which forces one to seek for a direct construction of the modular functor
as was done in [38]. Besides, some remnants of TQFT-structure survive in non-
semisimple case; this is under consideration now.
We recall basic facts about ribbon abelian categories in Section 1. The quantum
Fourier transform is discussed in Section 2. Ordinary ribbon Hopf algebras produce
braided Hopf algebras in Section 3. We construct finite dimensional ribbon Hopf
algebras uq(g) in Section 4 and single out factorizable and 3-modular ones in Section 5.
Representations of mapping class groups are described in Section 6. New invariants
of closed 3-manifolds are proposed in Section 7.
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1. Introduction
1.1. Notations and conventions. k denotes a field. In this paper a Hopf algebra
means a k-bialgebra with an invertible antipode. Associative comultiplication is de-
noted ∆x = x(1)⊗x(2), counity is denoted by ε, antipode in Hopf algebras is denoted
γ. If H is a Hopf algebra, Hop denotes the same coalgebra H with opposite multi-
plication, Hop denotes the same algebra H with the opposite comultiplication. The
category of H-modules is denoted H-Mod, and its subcategory of finite dimensional
H-modules is denoted H -mod. In particular case H = k we use k -Vect and k -vect
respectfully. The category ofH-comodules is denoted H -Comod, and its subcategory
of finite dimensional H-comodules is denoted H -comod. The left adjoint action of
x ∈ H in a Hopf algebra H means
adx.y = x(1)yγ(x(2)),
where y ∈ H .
Let X be an H-module, denote X∗ the space of linear functionals on X . Denote
by X∨ and ∨X the two different structures of H-module on X∗, the former being
(h.ξ)(x) = ξ(γ−1(h).x), the latter being (h.ξ)(x) = ξ(γ(h).x) for h ∈ H , ξ ∈ X∗,
x ∈ X . Iterating this definition we get X∨∨, ∨∨X . Notice that (∨X)∨ and ∨(X∨) are
naturally identified with X , so we can use the general notation X(m∨), m ∈ Z, such
that
. . . , X(−2∨) = ∨∨X, X(−1∨) = ∨X, X(0∨) = X, X(1∨) = X∨, X(2∨) = X∨∨, . . .
g will denote a complex semi-simple Lie algebra of rank n with Borel and Cartan
subalgebras b+, b−, h. The root lattice, generated by the simple roots α1, . . . , αn, will
be denoted Q. The weight lattice, generated by the fundamental weights ω1, . . . , ωn
is denoted P . We write the group Q also in multiplicative notations Kα = α ∈ Q,
using Ki = αi as generators. There is a perfect bilinear pairing
〈, 〉 : Q× P → Z, 〈αi, ωj〉 = δij .
The Cartan matrix aij determines an inclusion
Q →֒ P, αj =
r∑
i=1
aijωi,
and the inner product
( | ) : Q×Q→ Z, (αi|αj) = diaij ,
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where di = 1, 2, 3.
q will denote an indeterminate or a primitive lth root of unity q = ε ∈ C. This root
of unity is assumed to satisfy ε2m 6= 1 for all 1 6 m 6 maxi di. Let li be the smallest
positive integers such that ε2dili = 1. We use the following notations for q-numbers:
(n)q =
qn − 1
q − 1 , [n]q =
qn − q−n
q − q−1 ,
(n)q! =
n∏
m=1
(m)q, [n]q! =
n∏
m=1
[m]q.
Uh(g) (resp. Uq(g)) is a topological C[[h]]-algebra (resp. Q(q)-algebra), gener-
ated by Hi (resp. K
±1
i ), Ei, Fi, the quantum group of Drinfeld [5] and Jimbo [11].
Equipped with the comultiplication
∆Hi = Hi ⊗ 1 + 1⊗Hi
∆Ei = Ei ⊗ 1 +K−1i ⊗ Ei
∆Fi = Fi ⊗Ki + 1⊗ Fi
(in Uh(g) Ki denotes e
hdiHi) these algebras become Hopf algebras. The Lusztig’s
divided powers algebra Γ(g) [33] is a Z[q, q−1]-subalgebra of Uq(g) generated by
E
(m)
i = E
m
i /[m]qi!, F
(m)
i = F
m
i /[m]qi! and some Laurent polynomials of Ki, where
qi = q
di .
Choosing a reduced expression si1si2 . . . siN of the longest element w0 of the Weyl
group of g, we get a total ordering of the positive part ∆+ of the root system ∆:
β1 = αi1 , β2 = si1α2, . . . , βN = si1 . . . siN−1αiN .
Following [20, 25, 33] introduce the corresponding root vectors in Γ(g)
Eβk = Ti1 . . . Tik−1Eik , Fβk = Ti1 . . . Tik−1Fik ,
where Ti : Γ(g) → Γ(g) are Lusztig’s automorphisms [33, 34]. In the products like∏
αE
mα
α we always assume that α runs over ∆
+ according to the above total order.
We use also qβk = qik , lβk = lik and E
(m)
β = E
m
β /[m]qβ !, F
(m)
β = F
m
β /[m]qβ ! ∈ Γ(g).
An R-matrix will be often denoted R =
∑
iR
′
i ⊗ R′′i .
1.2. Ribbon abelian categories. Ribbon (also tortile [56]) category is the follow-
ing thing: a braided monoidal category C [12] with the tensor product ⊗, the associa-
tivity a : X⊗(Y ⊗Z)→ (X⊗Y )⊗Z, the braiding (commutativity) c : X⊗Y → Y ⊗X
and a unity object I, such that C is rigid (for any object X ∈ C there are dual objects
∨X and X∨ with evaluations ev : ∨X ⊗X → I, ev : X ⊗X∨ → I and coevaluations
coev : I → X⊗∨X , coev : I → X∨⊗X) and possess a ribbon twist ν. A ribbon twist
[12, 50, 56] ν = νX : X → X is a self-adjoint (νX∨ = νtX) functorial automorphism
such that c2 = ν−1X ⊗ ν−1Y ◦ νX⊗Y .
3-INVARIANTS AND REPRESENTATIONS OF MAPPING CLASS GROUPS 5
Morphisms constructed from braidings and (co)evaluations are often described by
tangles. In conventions of [36] we denote
a morphism f : X → Y by f
Y
X
,
the braiding c : X ⊗ Y → Y ⊗X by
✡
✡
✡✡❏❏
❏❏
X Y
,
the inverse braiding c−1 : X ⊗ Y → Y ⊗X by
X Y
❏
❏
❏❏
✡✡
✡✡
,
the evaluation ev : X ⊗X∨ → k by ✚✙
X X∨
,
the coevaluation coev : k → X∨ ⊗X by
✛✘
X∨ X
.
Consistency of these notations is due to the functor Φ from the category of C-colored
tangles to the category C itself [8].
In a ribbon category there are functorial isomorphisms [36]
✏
✑
☛
X
X∨∨
u21 =
✏
✑
☛
X
X∨∨
, u2−1 =
✟
X
∨∨X
, u−21 =
✟
X
∨∨X
, u−2−1 =✡
✡
✡
❏
❏
❏
❏
❏
✔
✔
❭
❭
❭
❭
❭
✜
✜✡ ✡
✓
✒
✓
✒✠✜✜
✜
✠
u20 = u
2
1 ◦ ν−1 = u2−1 ◦ ν : X → X∨∨, u−20 = u−21 ◦ ν−1 = u−2−1 ◦ ν : X → ∨∨X.
Changing the category C by an equivalent one, we can (and we will) assume that
∨X = X∨, X∨∨ = ∨∨X = X and u20 = u
−2
0 = idX (see [36]).
Warning. In the category C = H-mod, where H is a ribbon Hopf algebra, the equa-
tion X∨ = ∨X is not satisfied, nevertheless X∨ is canonically isomorphic to ∨X . We
identify these modules via u20 :
∨X → X∨ (see Section 3.2).
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If in addition C is additive, it is k-linear with k = End I. We assume in the
following that k is a field, in which each element has a square root. (In fact we need
a square root only for one element of k which depends on C.) In this paper C will be
a noetherian abelian category with finite dimensional k-vector spaces HomC(A,B).
(One more technical condition: isomorphism classes in C form a set.) In such case
there exists a coend F =
∫
X⊗X∨ as an object of a cocompletion Cˆ [36] of C. Recall
that this coend can be defined via an exact sequence
⊕
f :A→B∈C
A⊗B∨ f⊗B∨−A⊗f t−−−−−−−→⊕
L∈C
L⊗ L∨ ⊕iL−−→ F → 0, (1.2.1)
where f t : B∨ → A∨ is the transposed to a morphism f : A → B. For a general
definition of a coend see [41].
F is a Hopf algebra in the category Cˆ (see [37, 40, 42]). The multiplication mF :
F ⊗ F → F is described in [37] by any of the following C-F -tangles
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁❅
❅
❅
❅
❅
L L∨ M M∨
L M M∨ L∨
or
L⊗ L∨ ⊗ (M ⊗M∨) iL⊗iM−−−→ F ⊗ F
L⊗c
y ∃
ymF
L⊗M ⊗ (L⊗M)∨ iL⊗M−−−→ F
(1.2.2)
L L∨ M M∨
M L L∨ M∨
 
 
 
 
 
 
❆
❆
❆
❆
❆❆❆
❆
❆
❆
❆
❆
or
(L⊗ L∨)⊗M ⊗M∨ iL⊗iM−−−→ F ⊗ F
c⊗M∨
y ∃
ymF
M ⊗ L⊗ (M ⊗ L)∨ iM⊗L−−−→ F
(1.2.3)
The antipode γF : F → F is given by
✱
✱
✱✱ ☞✌✄✄
✄✄
❧❧
❧❧
F
F
γF = (1.2.4)
There is a Hopf pairing ω : F ⊗ F → I [37],
✜
✜
✜❭❭
F F
ω =
✫ ✪✪
(1.2.5)
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such that
Annω = Annleft ω = Annright ω ∈ Cˆ.
The quotient f = F/Annω ∈ Cˆ is also a Hopf algebra.
The morphisms called monodromies Ωl = Ω
l
X,F : X ⊗ F → X ⊗ F , Ωr = ΩrF,X :
F ⊗X → F ⊗X , Ω = ΩF,F : F ⊗ F → F ⊗ F are defined via tangles
Ωl =
✜
✜
✜✜
❭
❭
❭
❭
✜
✜
✜✜
X F
FX
, Ωr =
✜
✜
✜✜
❭
❭
❭
❭
✜
✜
✜✜
F X
XF
, Ω =
✜
✜
✜✜
❭
❭
❭
❭
✜
✜
✜✜
F F
FF
.
They project to f as morphisms
Ωl = Ω
l
X,f : X ⊗ f → X ⊗ f , Ωr = Ωrf ,X : f ⊗X → f ⊗X, Ω = Ωf ,f : f ⊗ f → f ⊗ f
also called monodromies.
1.3. 2-modular categories. The first modular axiom is [37]
(M1) f is an object of C (and not only of a cocompletion Cˆ)
(more scrupulously, it means that there exists an exact sequence 0→ Annω → F →
f → 0 in Cˆ, where f is an object from C ⊂ Cˆ).
Being the coend
∫
X⊗X∨, the object F ∈ Cˆ has an automorphism ν ⊗ 1 def= ∫ ν⊗1
(notations are from [37], see also Section 3.8.1). The second modular axiom says [37]
(M2) ν ⊗ 1(Annω) ⊂ Annω
(more scrupulously, there exist morphisms T ′ : Annω → Annω ∈ Cˆ, T : f → f ∈ C
such that the diagram
0 → Annω → F → f → 0
T ′
y ν ⊗ 1
y T
y
0 → Annω → F → f → 0
commutes).
An equivalent form of (M2) is [37]
(M2′) There exists a morphism θ : I → f such that for any X ∈ C the ribbon twist
ν : X → X coincides with the composition
X ≃ I ⊗X θ⊗X−−→ f ⊗X Ωr−→ f ⊗X ε⊗X−−→ I ⊗X ≃ X.
Definition 1.3.1. A noetherian abelian ribbon category C with finite dimensional
k-vector spaces of morphisms HomC(A,B) is called 2-modular, if axioms (M1), (M2)
are satisfied.
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Here 2- refers to the dimension of a surfaces which will be the main application.
It was shown in [37] that in the case of a modular category there exists a morphism
µ : I → f , which is the integral of a dual Hopf algebra ∨f ≃ f , and
ν−1
✛µ X
=λ−1
X
ν , ν
✛µ X
= λ
X
ν−1
✣ ✢ ✣ ✢
for some invertible constant λ ∈ k×. The pair (µ, λ) is unique up to a sign. Morphisms
S, S−1 : f → f
S = ✣✢
★✥
f
f
µ
, ✣✢
★✥
f
f
µ
S−1 =
are inverse to each other. Morphisms S and T (defined via (M2)) yield a projective
representation of a mapping class group of a torus with one hole:
(ST )3 = λS2, S2 = γ−1
f
,
T γf = γfT, γ
2
f
= ν.
Here γf : f → f is the antipode of the Hopf algebra f , given by the same tangle as
(1.2.4).
2. Modular transformations in F
Here we reproduce results of [37] in special assumptions, which permit to prove
more. Let C be a 2-modular category. Fix a morphism α : I → F such that
γFα = α : I → F and µ = (I α−→ F pi−→ f)
(if there is one). In this section we adopt the convention AB = A◦B for composition.
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2.1. The quantum Fourier transform.
Theorem 2.1.1 (cf Theorem 6.3 [37]). For any X ∈ C we have
ν
✛α X
= λ
X
ν−1
✣ ✢
ν
α X
=
✣
✛ ✘
(2.1.1)
ν−1
✛α X
=λ−1
X
ν .
✣ ✢
ν−1
α X
=
✣
✛ ✘
(2.1.2)
Notation. Let β : I → F be an arbitrary morphism. Introduce morphisms F → F
S∓(β) =
(
F ≃ F ⊗ I F⊗β−−→ F ⊗ F Ω±1−−→ F ⊗ F ε⊗F−−→ I ⊗ F ≃ F
)
,
graphically depicted as
S−(β) =✣✢
★✥
F
F
β
, ✣✢
★✥
F
F
β
S+(β) =
We shall use the shorthand S∗ = S±(β) : F → F (a sign is chosen arbitrarily) and
S+ = λS+(α), S− = λ
−1S−(α),
Proposition 2.1.2 (cf Proposition 6.5 [37]). We have
S−(α)γF = S+(α) = γFS−(α).
In particular, S± commute with γF .
Theorem 2.1.3 (cf Theorem 6.7 [37]). We have
S∗T
−1S+ = TS∗T, S∗TS− = T
−1S∗T
−1.
Corollary 2.1.4. S−TS− = T
−1S−T
−1.
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Lemma 2.1.5 (cf Lemma 6.9 [37]). There are identities
S∗TS−S+ = S∗T, S∗S+TS− = TS∗,
S∗T
−1S+S− = S∗T
−1, S∗S−T
−1S+ = T
−1S∗.
Lemma 2.1.6 (cf Lemma 6.10 [37]). The morphism T commutes with S∗S+ and
S∗S−. We have
S∗S+S− = S∗ = S∗S−S+.
Corollary 2.1.7. The morphisms P1 = S−S+ and P2 = S+S− are projections such
that P1P2 = P1 and P2P1 = P2.
Proposition 2.1.8. The following kernels and images coincide
KerS+ = KerS− = KerP1 = KerP2 = Kerπ = Annω, (2.1.3)
ImS+ = ImS− = ImP1 = ImP2. (2.1.4)
In particular, P1 = P2.
Proof. We get by Corollary 2.1.7 KerS+ ⊂ KerP1, KerS− ⊂ KerP2, KerP1 =
KerP2. Lemma 2.1.6 gives KerP1 ⊂ KerS±, KerP2 ⊂ KerS±. Therefore, KerS+ =
KerS− = KerP1 = KerP2.
Since
✜
✜
✜❭❭
Annω X
✫ ✪✪
❭❭
Annω
✫ ✪
X
=
★✥
= 0
we have Annω ⊂ KerS−. This identity also implies(
F ≃ F ⊗ I F⊗α−−→ F ⊗ F Ω−→ F ⊗ F ε⊗F−−→ I ⊗ F ≃ F pi−→ f
)
=
=
(
F
pi−→ f ≃ f ⊗ I f⊗α−−→ f ⊗ F Ω−→ f ⊗ F ε⊗F−−→ I ⊗ F ≃ F pi−→ f
)
=
(
F
pi−→ f ≃ f ⊗ I f⊗µ−−→ f ⊗ f Ω−→ f ⊗ f ε⊗f−−→ I ⊗ f ≃ f
)
=
(
F
pi−→ f S−→ f
)
,
hence πS− = Sπ. Thus, Ker(πS−) = Ker(Sπ) = Ker π and KerS− ⊂ Kerπ = Annω,
whence (2.1.3) follows.
Proposition 2.1.2 implies ImS−(α) = ImS+(α), so ImS− = ImS+. Corollary 2.1.7
gives that ImS− ⊃ ImP1, ImS+ ⊃ ImP2. Since S−S+S− = S− and S+S−S+ = S+
by Lemma 2.1.6, we get ImS− ⊂ ImP1, ImS+ ⊂ ImP2. Therefore, (2.1.4) holds.
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Notation. Denote P = P1 = P2 = S+S− = S−S+.
Theorem 2.1.9. The morphisms S+(α), S−(α), T, γF : F → F commute with the
projection P : F → F . The restrictions of S±(α) to KerP = Annω vanishe. The
restrictions to ImP (which depends on α)
S = S−(α)
∣∣∣
ImP
, S−1 = S+(α)
∣∣∣
ImP
,
inverse to each other, are identified with S±1 : f → f by an isomorphism ImP pi−→ f .
Therefore,
(ST )3 = λS2, S2 = γ−1F (2.1.5)
on ImP .
Proof. Lemma 2.1.6 implies that T commutes with P and PS− = S− = S−P , PS+ =
S+ = S+P . Proposition 2.1.2 implies PγF = γFP . Other statements follow by
Proposition 2.1.8, Corollary 2.1.4 and Proposition 2.1.2.
A certain similarity of the properties of S with the properties of the ordinary Fourier
transform [39] suggests the name of quantum Fourier transform for this morphism.
2.2. 3-modular categories. Here 3- refers to applications to 3-manifolds. Recall
that µ : I → f is a two-sided integral and γFµ = µ. If F ∈ C (analogue of being finite
dimensional), then it has an invertible object of left integrals Intl [37]. The canonical
projection π : F → f sends Intl to Imµ.
Definition 2.2.1. A 3-modular category is a 2-modular category C with an additional
property
(M3) F ∈ C and it has a two-sided integral σ : I → F such that πσ = µ.
The assumption F ∈ C is not needed in this paper and can be consistently omitted.
However, it holds in all known examples.
Proposition 2.2.1. Suppose (M3) holds. Then γFσ = σ.
Proof. Clearly, γFσ is another two-sided integral in F . Therefore, it must be pro-
portional to σ [37]. Projecting the equation γFσ = Cσ, C ∈ k×, to f we get
µ = γfµ = Cµ, hence, C = 1.
Definition 2.2.2. A perfect modular category is a 2-modular category with a condi-
tion
(PM) Annω = 0 (equivalently, π : F → f is an isomorphism).
A perfect modular category is a particular case of a 3-modular category (and the
easiest to deal with). The reader is advised to assume C perfect for the first reading
whenever appropriate.
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3. Ribbon and braided Hopf algebras
In this section we reformulate the results obtained in the abstract setting of ribbon
abelian categories in the case of category of finite dimensional modules C = H-mod
over a Hopf algebra H . This job was already partially done by Majid and the author
[40], so we shall omit most of the proofs.
3.1. Quasitriangular Hopf algebras. Let H be a Hopf k-algebra with an invert-
ible antipode. There are several (more or less equivalent) ways to make C = H-mod
into a braided category, if it permits this structure. We choose the most direct one.
Assume that H has an R-matrix, which is an element R ∈ H ⊗H (algebraic tensor
product!) satisfying the relations of Drinfeld [5]
(∆⊗ 1)R = R13R23
(1⊗∆)R = R13R12
∆opa = R∆(a)R−1
for any a ∈ H , so (H,R) is quasitriangular.
For a finite dimensional H-module V as for any vector space there is a canonical
linear map v20 : V → V ∨∨ such that 〈v, y〉 = 〈y, v20(v)〉 for v ∈ V , y ∈ V ∨. Its square
gives v40 = (V
v2
0−→ V ∨∨ v
2
0−→ V (4∨)). On the other hand, in C as in any rigid braided
category there are morphisms u−40 = (V
u−2
1−−→ ∨∨V u
−2
−1−−→ V (−4∨)). Composing them we
get linear bijections
gV : V
u−4
0−−→ V (−4∨) v
4
0−→ V.
They are decomposable into a product of the two bijections
u1 :V
v2
0−→ V ∨∨ u
−2
−1−−→ V,
u4 :V
v2
0−→ V ∨∨ u
−2
1−−→ V.
Theorem 3.1.1 (Drinfeld [6]). The maps u1, u4, g are given by the action of the
following elements
u1 = γ(R
′′)R′, u4 = γ
2(R′)R′′ = γ(u1)
−1, g = u1u4.
The element g is grouplike (ε(g) = 1, ∆g = g ⊗ g) and for any a ∈ H we have
gag−1 = γ4(a).
To find g we can use the following. Let h+ (resp. h−) be the minimal subspace of
H such that R ∈ h+ ⊗H (resp. R ∈ H ⊗ h−). Then h+, h− are Hopf subalgebras.
The finite dimensional subspace spanned by their products h = h+h− coincides with
h−h+, therefore, h is also a Hopf subalgebra. Moreover, it is a minimal quasitrian-
gular Hopf subalgebra of (H,R) [45]. All elements u1, u4, g belong to h.
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Pick a basis (ai) ⊂ h+ and a basis (bi) ⊂ h− for which R = ∑i ai⊗ bi. Introduce a
non-degenerate pairing π : h− ⊗ h+ → k, π(bi, aj) = δij . Axioms of R-matrix imply
that π : h−op ⊗ h+ → k is a Hopf pairing, i.e.
π(ab, c) = π(a, c(1))π(b, c(2)),
π(a, cd) = π(a(1), d)π(a(2), c).
Now construct the double D(h+) generated by its Hopf subalgebras h+,h−. The
natural projection j : D(h+) → h is a homomorphism of quasitriangular Hopf alge-
bras. Clearly, gH = gh = j(gD(h+)) is the relationship between the elements g for the
three algebras. To find gD(h+) use the following
Theorem 3.1.2 (Drinfeld [6], Kauffman and Radford [13]). Let δ+ ∈ h+, δ− ∈
h− be left integrals, that is, xδ± = ε(x)δ± for any x ∈ h±. Then gD(h+) = a−1+ a− for
grouplike elements (called moduli) a+ ∈ h+, a− ∈ h− such that
δ+y = π(a−, y)δ+ for any y ∈ h+,
δ−y = π(y, a+)δ− for any y ∈ h−.
3.2. Ribbon Hopf algebras. Assume now that C = H-mod has a ribbon structure.
Then there is a morphism u−20 = u
−2
−1ν = u
−2
1 ν
−1 : V → ∨∨V for any finite dimensional
H-module V . One can prove that the map
κV : V
u−2
0−−→ ∨∨V v
2
0−→ V
commutes with all morphisms and satisfies κX⊗Y = κX ⊗ κY and κ2X = gX . If H is
finite dimensional, we deduce that κV is the action of a grouplike element κ of H .
Definition 3.2.1 (comp. [50]). A ribbon Hopf algebra (H,R, κ) is a quasitriangular
Hopf algebra (H,R) and a grouplike element κ ∈ H such that
κ2 = g
κaκ−1 = γ2(a)
for any a ∈ H .
In the category of finite dimensional modules over a ribbon Hopf algebra we have
canonical isomorphisms u20 : V → V ∨∨, u20(v) = v20(κv) = κv20(v), which we use to
identify these modules.
The following is essentially proved by Kauffman and Radford.
Theorem 3.2.1 (cf [13]). If (H,R, κ) is a ribbon Hopf algebra, then the category
H-mod is a ribbon braided category with the ribbon twist given by multiplication by
the central element
ν = γ2(R′)R′′κ−1 = R′′γ2(R′)κ = R′′κR′ = R′κ−1R′′.
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The following holds
ν−1 = R′γ(R′′)κ = γ(R′′)R′κ−1,
ε(ν) = 1, (3.2.1)
γ(ν) = ν,
∆ν = (R21R12) · ν ⊗ ν.
Remark 3.2.1. Definition 3.2.1 is equivalent to the definition of a ribbon Hopf algebra
of Reshetikhin and Turaev [50]. The element ν−1 was denoted v in [50].
3.3. A braided Hopf algebra. Here we describe explicitly the braided Hopf alge-
bra F and its dual algebra U for the case of C = H-mod. Let H be a ribbon Hopf
algebra and let H◦ be its dual [57]. Assume that H has enough finite dimensional
modules, so that the pairing H⊗H◦ → k is non-degenerate. Define the Hopf algebra
Fun = (H◦)op as H
◦ with the opposite coproduct (note that usually the algebra of
functions is a subalgebra of H◦, not of (H◦)op). We have an equivalence of categories
C = H -mod ≃ Fun -comod. The pairing 〈, 〉 : H ⊗ Fun→ k satisfies
〈x, fg〉 = 〈x(1), f〉〈x(2), g〉
〈xy, f〉 = 〈x, f(2)〉〈y, f(1)〉
for x, y ∈ H , f, g ∈ Fun, where ∆f = f(1) ⊗ f(2) is the coproduct in Fun.
Consider linear maps iL : L ⊗ L∨ → Fun, la ⊗ lb 7→ tLab, where tLab is the matrix
element of the H-module L with a basis (la), that is, tLa
b is a linear function on H
given by 〈u, tLab〉 = 〈u.la, lb〉 for u ∈ H . The maps iL become homomorphisms of
H-modules if Fun is given the coadjoint H-module structure
u ⊲ f = 〈u, f(1)γ(f(3))〉f(2)
for u ∈ H , f ∈ Fun. The vector space Fun with this H-module structure will be
denoted F .
Theorem 3.3.1 ([4, 54, 63]). The family (iL : L ⊗ L∨ → F )L∈C is a coend of the
bifunctor C × Cop → C, (A,B) 7→ A⊗ B∨, so we can write F = ∫ L L⊗ L∨. In other
words, the sequence (1.2.1) is exact.
Being the coend, F is a Hopf algebra in the category Ĉ = Fun -Comod ⊂ H-Mod
(braided Hopf algebra), as we have seen in Section 1.2. The Hopf structure of F
described by tangles in [37] converts to the following. As the coalgebra F coincides
with Fun. The multiplication in F is expressed via the multiplication in Fun as
mF (f ⊗ g) = ρ(γ(f(2))⊗ g(1)γ(g(3)))f(1)g(2)
= ρ(f(2) ⊗ g(3)γ−1(g(1)))f(1)g(2)
= ρ(f(1)γ(f(3))⊗ g(1))g(2)f(2)
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by (1.2.2) and (1.2.3), where
ρ(a⊗ b) = 〈R, a⊗ b〉 = 〈R′, a〉〈R′′, b〉.
The unity of F is the same as the unity of Fun. The antipode γF of F is expressed
via the antipode γ of Fun:
γF (f) = ρ(f(1) ⊗ γ(f(4)))〈νκ−1, f(2)〉γ(f(3))
for f ∈ F . The inverse antipode is
γ−1F (f) = ρ(f(4), f(1))〈κ−1ν−1, f(3)〉γ−1(f(2)).
All the structure maps ∆, ε,mF , γF are homomorphisms of H-modules.
3.4. The dual braided Hopf algebra. In order to define a Hopf algebra dual to F
we shall not consider the rational part ◦F of the H-module ∗F of all linear functionals
on F . Instead we denote by U the H-submodule H ⊂ ∗F . This amounts to consider
the adjoint action
ad a.x = a(1)xγ(a(2))
for a ∈ H , x ∈ U . Since ∗F is an algebra in the category H-Mod (being dual to the
coalgebra F ∈ H-Mod), so is U with the usual multiplication m of H . We want to
introduce a comulptiplication ∇ : U → U ⊗ U which would be dual to mF in the
proper sense:
〈∇u, f ⊗ g〉 ≡ 〈u(1) ⊗ u(2), f ⊗ g〉 ≡ 〈u(2), f〉〈u(1), g〉 = 〈u,mF (f ⊗ g)〉
for u ∈ U , f, g ∈ F . By dualising the formulae for mF one arrives to the following
∇u = adR′′.u(2) ⊗ R′u(1) (3.4.1)
= u(1)γ(R
′′)⊗ adR′.u(2). (3.4.2)
The counity of U coincides with the counity of H . The operations m,∇, ε make U
into a braided Hopf algebra in H-Mod, the antipode γU : U → U being
γU(u) = νκ
−1γ(R′′)γ(u)R′
and the inverse antipode being
γ−1U (u) = R
′κ−1ν−1γ(u)R′′
= γ2(R′)γ−1(u)R′′κ−1ν−1.
This is the unique Hopf algebra structure dual to F on the H-module H .
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3.5. The algebra f. The algebra Fun∗ acts in every finite dimensional H-module
X . Consider special elements l−V (v ⊗ w) ∈ Fun∗ determined for any w ∈ W∨,
v ∈ V ∈ H-mod as the operators in X :
l−V (v ⊗ w)(x) = (ev⊗1)(1⊗ c2)(v ⊗ w ⊗ x)
=
∑
i,j
〈v, R′′jR′iw〉R′jR′′i x. (3.5.1)
The subspace u spanned by l−V (v⊗w) is contained in H and even in h, so it is finite
dimensional. As shown in [37] u is a braided Hopf subalgebra of ◦F , therefore, it is
closed under the operations of U and constitutes a finite dimensional braided Hopf
subalgebra of U .
The map
l− :
⊕
V ∈C
V ⊗ V ∨ ⊕l
−
V−−→ U
factors through the coend (1.2.1), therefore, determines a map l− : F → U , which is
a homomorphism of Hopf algebras in H-Mod [37]. The image of l− is u. The form
ω : F ⊗ F → k (1.2.5) can be presented as
ω(f ⊗ tLab) = 〈l−(f).la, lb〉 = 〈l−(f), tLab〉,
hence, Annleft ω = Ker l−. Therefore, the braided Hopf algebras f = F/Annω and
u are isomorphic [37, Corollary 3.10]. Thus the first modular axiom (M1) is always
satisfied for the considered algebras H .
By definition the subspace u ⊂ h is the minimal subspace such that R12R21 ∈
u ⊗ h. Since (γ ⊗ γ)(R12R21) = R21R12, the minimal subspace B ⊂ h such that
R12R21 ∈ h ⊗ B is γ(u). It does not coincide necessarily with u, for u is not an
ordinary Hopf subalgebra. Repeating the reasoning we get γ2(u) = u and conclude
that R12R21 ∈ u⊗ γ(u). Similarly (R12R21)−1 ∈ u⊗ γ(u).
3.6. 2-modular Hopf algebras. We already know by (3.5.1) the image
l−(f) =
∑
i,j
〈γ−1(R′′jR′i), f〉R′jR′′i (3.6.1)
for any f ∈ F . Notice that γ−1(R′′jR′i)⊗R′jR′′i ∈ u⊗u. The pairing u⊗F →֒ U⊗F →
k factorizes through a perfect pairing u ⊗ f → k due to Annleft ω = Annright ω.
Therefore, an element x ∈ H is representable in the form l−(f) for some f ∈ f iff
x ∈ u.
Theorem 3.6.1. A ribbon Hopf algebra (H,R, κ) is 2-modular (that is, H-mod is
2-modular) if and only if ν ∈ u, or equivalently, ν−1 ∈ u.
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Proof. If the axiom (M2′) holds, then ν = l−(θ(1)) for some θ : k → f . Hence, ν ∈ u
by the above discussion.
If ν ∈ u, then for some f ∈ f we have ν = l−(f). Since ν is central, the subspace
kν ⊂ u is a trivial H-submodule. Hence, its preimage kf ⊂ f by an isomorphism
l− : f → u is also a trivial H-submodule. Now θ : k → f , 1 7→ f is the homomorphism
required in the axiom (M2′).
The condition ν ⊗ 1(Annω) ⊂ Annω is equivalent to ν−1 ⊗ 1(Annω) ⊂ Annω
[37, Corollary 5.12]. Therefore, ν ∈ u if and only if ν−1 ∈ u.
Corollary 3.6.2. If a ribbon Hopf algebra (H,R, κ) is 2-modular, then κ ∈ h. There-
fore, its minimal quasitriangular subalgebra (h, R) equiped with κ will be also a 2-
modular ribbon Hopf algebra.
Remark 3.6.1. Let H be a ribbon Hopf algebra. The category H-mod is perfect
modular if and only if F = f , or equivalently, H = u, so H is called factorizable [49].
3.7. 3-modular Hopf algebras.
Proposition 3.7.1. Let α ∈ Fun be an element. Denote the corresponding linear
functional H → k and the linear map k → Fun, 1 7→ α, also by α. The following
conditions are equivalent:
(i) α : k → F is a morphism of H-modules;
(ii) α(1)γ(α(3))⊗ α(2) = 1⊗ α;
(iii) α(x(1)uγ(x(2))) = ε(x)α(u) for any x, u ∈ H;
(iv) α : U → k is a morphism of H-modules;
(v) α(xy) = α(yγ2(x)) for any x, y ∈ H.
Proof is a straightforward check and it is left to the reader.
Theorem 3.7.2. An element σ ∈ F is a two-sided integral on the algebra U if and
only if the equivalent conditions (i)–(v) of Proposition 3.7.1 are satisfied and σ is a
left integral on the algebra H, that is, (1⊗ σ)∆u = σ(u) for any u ∈ H.
Proof. Conditions (i) and (iv) are clearly necessary. Assume now that (iii) holds.
σ ∈ F is a two-sided integral if and only if
mF (f ⊗ σ) = ε(f)σ = mF (σ ⊗ f)
⇔ 〈u,mF (f ⊗ σ)〉 = ε(f)〈u, σ〉 = 〈u,mF (σ ⊗ f)〉
⇔ 〈∇u, f ⊗ σ〉 = ε(f)σ(u) = 〈∇u, σ ⊗ f〉
⇔ 〈(σ ⊗ 1)∇u, f〉 = ε(f)σ(u) = 〈(1⊗ σ)∇u, f〉
⇔ (σ ⊗ 1)∇u = σ(u) = (1⊗ σ)∇u (3.7.1)
for any f ∈ F , u ∈ U .
18 V. V. LYUBASHENKO
Now we calculate
(σ ⊗ 1)∇u = σ(adR′′.u(2))R′u(1)
= σ(u(2))ε(R
′′)R′u(1)
= u(1)σ(u(2)),
(1⊗ σ)∇u = u(1)γ(R′′)σ(adR′.u(2))
= u(1)γ(R
′′)ε(R′)σ(u(2))
= u(1)σ(u(2))
by (3.4.1) and (3.4.2). Thus, all equations (3.7.1) hold if one equation
(1⊗ σ)∆u = σ(u)
holds.
Let the algebra F have a two-sided integral σ : I → F . Then π ◦ σ : k → f is a
two-sided integral, therefore it is proportional to µ. If the proportionality constant
does not vanish, then σ can be rescaled to satisfy π ◦σ = µ. Non-vanishing of π ◦σ is
equivalent to non-vanishing of l−(σ) ∈ u or of γ−1(l−(σ)) ∈ u. Formula (3.6.1) gives
γ−1(l−(σ)) = σ(R′iR
′′
j )R
′′
iR
′
j .
So we get
Theorem 3.7.3. A finite dimensional ribbon Hopf algebra (H,R, κ) is 3-modular
(that is, H-mod is 3-modular) if and only if the following conditions hold
(M2) ν ∈ u
(M3)
∫
(xy) =
∫
(yγ2(x)),
∫
(R′iR
′′
j )R
′′
iR
′
j 6= 0
where
∫
: H → k is a left integral on the algebra H.
The property
∫
(xy) =
∫
(yγ2(x)) above is equivalent to unimodularity1 of H , which
means that each left integral Λ ∈ H is a right integral as well. This follows from the
Radford’s formula
∫
(yγ2(x)) =
∫
(x(1)α(x(2))y) [46], where α ∈ G(H∗) is the modulus
relating left and right integrals for H .
Proposition 3.7.4. A factorizable ribbon Hopf algebra is unimodular.
Proof. This a corollary of the above theorem. Or, notice simply that in factorizable
case the map l− : F → U = H is an isomorphism of algebras, preserving the counity,
and F is unimodular.
For Drinfeld doubles unimodularity was proven by Hennings [10] and Radford [45].
3.8. Some operators in F and U .
1I am grateful to the referee for this remark.
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3.8.1. 3-modular case. Assume that (H,R, κ) is 3-modular. We find explicitly the
linear maps S, T : F → F and their transposed maps tS, tT : U → U .
Let y ∈ H . There are maps F → F
F
F
y ⊗ 1 = y , y .
F
F
1⊗ y =
The first is obtained as the projection of (y⊗ 1)(la⊗ lb) = 〈y, tLac〉lc⊗ lb in the form
y ⊗ 1(tLab) = 〈y, tLac〉tLcb. Therefore,
y ⊗ 1(f) = 〈y, f(1)〉f(2)
and similarly
1⊗ y(f) = 〈γ−1(y), f(2)〉f(1).
The transposed operators in U are
u.t(y ⊗ 1) = uy, u.t(1⊗ y) = γ−1(y)u
for any u ∈ U . In particular, we have T = ν ⊗ 1 = 1⊗ ν and its transpose tT
T (f) = 〈ν, f(1)〉f(2) = f(1)〈ν, f(2)〉 for f ∈ F (3.8.1)
tT (u) = uν = νu for u ∈ U (3.8.2)
Similarly other maps are constructed by projection:
Ωl : X ⊗ F → X ⊗ F
Ωl(x⊗ f) =
∑
i,j
R′′jR
′
ix⊗ 〈R′jR′′i , f(1)〉f(2) (3.8.3)
Ωr : F ⊗X → F ⊗X
Ωr(f ⊗ x) =
∑
i,j
〈γ−1(R′′jR′i), f(2)〉f(1) ⊗ R′jR′′i x (3.8.4)
Ω : F ⊗ F → F ⊗ F
Ω(h⊗ f) =∑
i,j
〈γ−1(R′′jR′i), h(2)〉h(1) ⊗ 〈R′jR′′i , f(1)〉f(2) (3.8.5)
Ω−1 : F ⊗ F → F ⊗ F
Ω−1(h⊗ f) =∑
i,j
〈γ−2(R′′j )R′i, h(2)〉h(1) ⊗ 〈R′′iR′j , f(1)〉f(2) (3.8.6)
20 V. V. LYUBASHENKO
Assume according to (M3) that σ ∈ F is a two-sided integral with π ◦σ = µ. Then
S−(σ) : F → F
S−(σ)(f) = ρ(σ(1) ⊗ γ(f(1)))ρ(f(2) ⊗ γ(σ(3)))σ(2)
=
∑
i,j
〈γ−1(R′′jR′i), f〉〈R′jR′′i , σ(1)〉σ(2) (3.8.7)
=
∑
i,j
〈γ−1(R′′jR′i), σ(2)〉〈R′jR′′i , f〉σ(1) (3.8.8)
tS−(σ) : U → U
tS−(σ)(u) =
∑
i,j
σ(γ−1(R′′i )uγ(R
′
j))R
′
iR
′′
j
=
∑
i,j
σ(uγ(R′′iR
′
j))R
′
iR
′′
j (3.8.9)
=
∑
i,j
σ(γ−1(R′′iR
′
j)u)R
′
iR
′′
j (3.8.10)
S+(σ) : F → F
S+(σ)(f) = ρ(f(1) ⊗ σ(1))ρ(σ(3) ⊗ f(2))σ(2)
=
∑
i,j
〈γ−2(R′′j )R′i, f〉〈R′′iR′j , σ(1)〉σ(2) (3.8.11)
=
∑
i,j
〈γ−2(R′′j )R′i, σ(2)〉〈R′′iR′j , f〉σ(1) (3.8.12)
tS+(σ) : U → U
tS+(σ)(u) =
∑
i,j
σ(R′juR
′′
i )R
′′
jR
′
i (3.8.13)
=
∑
i,j
σ(uR′′iR
′
j)γ
−2(R′′j )R
′
i (3.8.14)
=
∑
i,j
σ(γ−2(R′′i )R
′
ju)R
′′
jR
′
i (3.8.15)
We know by Theorem 2.1.9 that P = S+(σ)S−(σ) is a projection in F with KerP =
Annω. Therefore,
tP = tS−(σ)
tS+(σ) =
tS+(σ)
tS−(σ) =
tS+(σ)
2γ−1U
is a projection in U with Im tP = u.
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Let us determine now the normalization for the integral σ. Using the pairing
〈, 〉 : U ⊗ F → k one compute
〈1, γ−1F S+(σ)2(1)〉 = ε(P (1)) = ε(1) = 1
since 1− P (1) ∈ Annω ⊂ Ker ε. On the other hand
〈1, γ−1F S+(σ)2(1)〉 = 〈tS+(σ)2γ−1U (1), 1〉 = 〈tS+(σ)2(1), 1〉
so we have to satisfy ε(tS+(σ)
2(1)) = 1. Using (3.8.13) we get
tS+(σ)(1) =
∑
i,j
σ(R′jR
′′
i )R
′′
jR
′
i
tS+(σ)
2(1) =
∑
i,j,k,l
σ(R′jR
′′
i )σ(R
′
k(R
′′
jR
′
i)R
′′
l )R
′′
kR
′
l
ε(tS+(σ)(1)) =
∑
i,j
σ(R′jR
′′
i )σ(R
′′
jR
′
i)
Therefore, σ is normalized so that
(σ ⊗ σ)(R12R21) = 1. (3.8.16)
3.8.2. 2-modular case. Let us assume less now, namely, that (H,R, κ) is 2-modular.
Then the formulae (3.8.3)–(3.8.12), (3.8.14), (3.8.15) with F replaced by f , U replaced
by u and σ replaced by µ ∈ f or µ : u → k give the correct operators ΩlX,f , Ωrf ,X ,
(Ωf ,f)
±1, S = S−(µ) : f → f , S−1 = S+(µ) : f → f , tS : u → u and tS−1 : u → u.
Notice that ∑
i,j
γ−2(R′′j )R
′
i ⊗ R′′iR′j = (γ−1 ⊗ 1)(R21R12)−1 ∈ u⊗ u.
To determine the normalisation constant for µ we use (3.8.9). As above, using the
perfect pairing 〈, 〉 : u⊗ f → k we get
1 = 〈1, γfS2(1)〉 = ε(tS2(1)) =
∑
i,j
µ(R′iR
′′
j )µ(γ(R
′′
iR
′
j)),
hence,
(µ⊗ µγ)(R12R21) = 1.
In 3-modular case we can use either this formula or (3.8.16) in the form∑
i,j
µ(γ−2(R′′i )R
′
j)µ(R
′′
jR
′
i) = 1.
Proposition 3.8.1. Let (H,R, κ) be a 2-modular Hopf algebra. Then
tS(ν±1) = λ±1ν∓1, tS−1(ν±1) = λ±1ν∓1,
λ = µ(ν), λ−1 = µ(ν−1).
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Moreover, if (H,R, κ) is 3-modular, then
tS+(σ)(ν
±1) = λ±1ν∓1, tS−(σ)(ν
±1) = λ±1ν∓1, (3.8.17)
λ = σ(ν), λ−1 = σ(ν−1).
The perfect modular case was considered in [40].
Proof. Both cases being similar, we prove the second statement. Equations (2.1.1),
(2.1.2) mean that for any H-module X and any vector x ∈ X
(ε⊗ 1)Ωr(T±1(σ)⊗ x) = λ±1ν∓1x.
Using (3.8.1) and (3.8.4)
(ε⊗ 1)Ωr(T±1(σ)⊗ x) = (ε⊗ 1)Ωr(〈ν±1, σ(1)〉σ(2) ⊗ x)
= 〈ν±1, σ(1)〉
∑
i,j
〈γ−1(R′′jR′i), σ(3)〉ε(σ(2))R′jR′′i x
=
∑
i,j
〈ν±1, σ(1)〉〈γ−1(R′′jR′i), σ(2)〉R′jR′′i x
=
∑
i,j
〈γ−1(R′′jR′i)ν±1, σ〉R′jR′′i x
= tS−(σ)(ν
±1)x.
Therefore, tS−(σ)(ν
±1) = λ±1ν∓1. Applying γU we get the same result for
tS+(σ).
Appying ε to (3.8.17) we get σ(ν±1) = λ±1 by (3.2.1).
4. Quantum groups
4.1. R-matrices for quantum groups.
Theorem 4.1.1 ([20, 21, 26]). The expression R = R˜
◦
R ∈ Uh(g)⊗̂Uh(g) is an R-
matrix in the topological Hopf algebra Uh(g), where
R˜ =
∏
β∈(β1,...,βN )
expq−2
β
((qβ − q−1β )Eβ ⊗ Fβ), (4.1.1)
◦
R = exp(
h
2
∑
cijHi ⊗Hj),
where qβ = e
h(β|β)/2 and (cij) is the inverse matrix to (diaij).
Proposition 4.1.2 (cf [58]). The Cartan part of the R-matrix,
◦
R ∈ Uh(h)⊗̂Uh(h)
satisfies
◦
R · Ei ⊗ 1 ·
◦
R−1 = Ei ⊗Ki,
◦
R · Fi ⊗ 1 ·
◦
R−1 = Fi ⊗K−1i ,
◦
R · 1⊗ Ei ·
◦
R−1 = Ki ⊗ Ei,
◦
R · 1⊗ Fi ·
◦
R−1 = K−1i ⊗ Fi.
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Consider an embedding of Hopf algebras Uq(g) →֒ Uh(g) ⊗C[[h]] C[h−1, h]], Ki 7→
ehdiHi , with respect to a field extension Q(q) →֒ C[h−1, h]], q 7→ eh. The image of
Lusztig’s divided power algebra Γ(g) is contained in Uh(g). Let
Uh(g)
α = {x ∈ Uh(g) | [Hi, x] = α(Hi)x}
Γ(g)α = {x ∈ Γ(g) | KixK−1i = q(αi|α)x}
be natural gradings, α ∈ Q. Note that Γ(g)α ⊂ Uh(g)α. We have R, R˜ ∈∏
α∈Q+(Uh(b+)
α⊗̂Uh(b−)−α). Denote R˜ = ∑α∈Q+ R˜α, then R˜α ∈ Uh(b+)α⊗Uh(b−)−α.
Combining Theorem 4.1.1 and Proposition 4.1.2 we get
Proposition 4.1.3 (cf [58]). In Uh(g)
⊗̂3 (or Uh(g)
⊗̂2) the following equations are
satisfied
(∆⊗ 1)R˜ = R˜13 · ∑
α∈Q+
K−α ⊗ R˜α (4.1.2)
(1⊗∆)R˜ = R˜13 · ∑
α∈Q+
R˜α ⊗Kα (4.1.3)
∆opx · R˜ = R˜ · ∆˜x (4.1.4)
where x ∈ Uh(g) and the new coproduct ∆˜x =
◦
R∆x
◦
R−1 satisfies
∆˜Hi = Hi ⊗ 1 + 1⊗Hi
∆˜Ei = Ei ⊗Ki + 1⊗ Ei
∆˜Fi = Fi ⊗ 1 +K−1i ⊗ Fi
Proof. Since R˜
◦
R is the R-matrix we have
(∆⊗ 1)(R˜ ◦R) = R˜13 ◦R13 · R˜23 ◦R23
= R˜13 · ( ∑
α∈Q+
K−α ⊗ R˜α) ·
◦
R13
◦
R23
= R˜13 · ( ∑
α∈Q+
K−α ⊗ R˜α) · (∆⊗ 1)(
◦
R)
whence (4.1.2). Other properties are similar.
Moreover, R˜α ∈ Γ(b+)α ⊗Z[q,q−1] Γ(b−)−α ⊗Z[q,q−1] C[[h]] due to the formula
expq−2
β
((qβ − q−1β )Eβ ⊗ Fβ) =
∑
m>0
q
m(m−1)
β (qβ − q−1β )m(m)q−2
β
!E
(m)
β ⊗ F (m)β .
(4.1.5)
Since Γ(g) is a free Z[q, q−1]-module [33], the equations (4.1.2)–(4.1.4) with x ∈
Γ(g) can be interpreted as follows. All terms are elements of the Z[q, q−1]-module
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∏
α,β,γ∈Q Γ(g)
α ⊗ Γ(g)β ⊗ Γ(g)γ (or of ∏α,β∈Q Γ(g)α ⊗ Γ(g)β ∋ R˜) and the equations
state in particular that these elements can be multiplied.
Let ε ∈ C be a root of unity. Change the base by the homomorphism Z[q, q−1]→ C,
q 7→ ε and denote
Γε(g) = Γ(g)⊗Z[q,q−1] C.
The equations (4.1.2)–(4.1.4) still hold for Γε(g) in place of Γ(g). But the sum
(4.1.5) is finite, so R˜α vanish for all α except finite number and R˜ ∈ Γε(b+)⊗Γε(b−).
Therefore, (4.1.2)–(4.1.4) hold in Γε(g)
⊗3 or Γε(g)
⊗2 with x ∈ Γε(g).
Reversing the proof of Proposition 4.1.3 we see that if we find a symmetric tensor
◦
R ∈ Γε(h)⊗2 satisfying (∆⊗ 1)
◦
R =
◦
R13
◦
R23 and
◦
R · 1⊗E(p)i ·
◦
R−1 = Kpi ⊗ E(p)i (4.1.6)
◦
R · 1⊗ F (p)i ·
◦
R−1 = K−pi ⊗ F (p)i (4.1.7)
for all p ∈ Z>0, we could construct an R-matrix R = R˜
◦
R for Γε(g). It turns out
that such element is easy to find not in Γε(g) but in its quotient (which sometimes
coincide with Γε(g)). Consider a symmetric bilinear (bimultiplicative) form
π : Q×Q→ C×, π(Ki, Kj) = qaiji , π(Kα, Kβ) = q(α|β).
Let Ann π = {g ∈ Q | ∀h π(g, h) = 1} be its annihilator. Since for h ∈ Q
hE
(p)
j = π(Kj, h)
pE
(p)
j h
hF
(p)
j = π(Kj, h)
−pF
(p)
j h
the elements of Ann π lie in the centre of Γε(g). Introduce the Hopf C-algebra
Γ′ε(g) = Γε(g)/(g − 1)g∈Annpi.
The subgroup generated by Ki in Γ
′
ε(g) is denoted G = Q/Ann π. The form π
factorizes through a non-degenerate form on G denoted also π by abuse of notations.
Clearly, K2lii = 1 in G, where li are minimal positive integers such that q
2li
i = 1.
More elements from Ann π can be found via the following
Lemma 4.1.4. For any d = 1, 2, 3 let l(d) be the minimal positive integer l such that
q2dl = 1 and let ρ(d) =
∑
||α||2=2d
α∈∆+
α. Then for any i
q
l(d)〈αi,ρ(d)〉
i = 1.
Proof. The equation to prove is
ql(d)(αi|ρ(d)) = 1.
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Assume first that ||α||2 6= 2d. Let si be the simple reflection corresponding to αi.
The well known equation si(∆
+ − αi) = ∆+ − αi implies si(∆+d ) = ∆+d , where
∆+d = {α ∈ ∆+ | ||α||2 = 2d}. Hence, si(ρ(d)) = ρ(d) and
(αi|ρ(d)) = (si(αi))|si(ρ(d))) = −(αi|ρ(d))
vanishes.
Assume now that ||α||2 = 2d. Then si(∆+d − αi) = ∆+d − αi and si(ρ(d) − αi) =
ρ(d)− αi. Hence,
(αi|ρ(d)) = (si(αi))|si(ρ(d))) = −(αi|ρ(d)− 2αi)
implies (αi|ρ(d)) = (αi|αi) = 2d and the lemma follows.
Corollary 4.1.5. For any i
q
〈αi,
∑
α∈∆+
lαα〉
i = 1.
Corollary 4.1.6. For any d = 1, 2, 3 we have K
l(d)
ρ(d) = 1 in G. In particular,∏
α∈∆+
K lαα = 1.
The R-matrix from the following theorem was already obtained by Rosso [53] in
the case of l relatively prime to det(diaij) using the Drinfeld’s double.
Theorem 4.1.7. The Hopf algebra H = Γ′ε(g) is quasitriangular with the R-matrix
R = R˜
◦
R where R˜ is given by (4.1.1) and
◦
R =
1
|G|
∑
g,h∈G
π(g, h)−1g ⊗ h.
Proof. We check the property (4.1.6) of
◦
R ∈ Γ′ε(g)⊗2
◦
R · 1⊗ E(p)i =
1
|G|
∑
g,h∈G
π(g, h)−1g ⊗ hE(p)i
=
1
|G|
∑
g,h∈G
π(g, h)−1π(Ki, h)
pg ⊗ E(p)i h
=
1
|G|
∑
g,h∈G
π(gK−pi , h)
−1g ⊗E(p)i h
=
1
|G|
∑
g,h∈G
π(f, h)−1Kpi f ⊗ E(p)i h
= Kpi ⊗ E(p)i ·
◦
R
Similarly for (4.1.7).
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◦
R is an R-matrix for Γ′ε(h). Indeed,
◦
R13
◦
R23 =
1
|G|2
∑
g,h,k,l∈G
π(g, h)−1π(k, l)−1g ⊗ k ⊗ hl
=
1
|G|2
∑
g,k,f∈G
g ⊗ k ⊗ f ∑
h∈G
π(g, h)−1π(k, fh−1)−1
=
1
|G|2
∑
g,k,f∈G
π(k, f)−1g ⊗ k ⊗ f ∑
h∈G
π(kg−1, h)
=
1
|G|2
∑
g,k,f∈G
π(k, f)−1g ⊗ k ⊗ f |G|δk,g
=
1
|G|
∑
g,f∈G
π(g, f)−1g ⊗ g ⊗ f
= (∆⊗ 1) ◦R
and by symmetry (1⊗∆) ◦R = ◦R13 ◦R12. It follows from the above discussion that R˜ ◦R
is an R-matrix for Γ′ε(g).
4.2. The algebra uq(g). Assume that for q = ε we have ε
2m 6= 1 for all 0 < m 6 di.
Rewrite Theorem 4.1.7 as
R =
∑
06mα<lα
∏
α
(qα − q−1α )mα
(mα)q−2α !
∏
α
Emαα ⊗
∏
α
Fmαα ·
◦
R (4.2.1)
(α runs over β1, . . . , βN). Non-degeneracy of π : G×G→ C× implies that the minimal
subspaces A,B ⊂ C[G] such that ◦R ∈ A⊗B are A = B = C[G]. Thus, (4.2.1) implies
that the smallest subspaces h+,h− ⊂ Γ′ε(g) such that R ∈ h+ ⊗ h− have bases
h
∏
β∈(β1,...,βN )E
kβ
β , resp. h
∏
β∈(β1,...,βN) F
mβ
β , where h ∈ G, 0 6 kβ < lβ. As discussed
in Section 3.1 (cf. [45]) h+ and h− are Hopf subalgebras. They coincide with the
subalgebras uq(b+) = C〈K±1i , Ei〉16i6n and uq(b−) = C〈K±1i , Fi〉16i6n since Ei ∈ h+,
Eβ ∈ uq(b+) by e.g. [34, Proposition 40.1.3]. Therefore, by general theory uq(g) =
C〈K±1i , Ei, Fi〉16i6n = h = h+h− = h−h+ is a quasitriangular Hopf subalgebra of
Γ′ε(g). It has the basis
∏
α∈(β1,...,βN )E
kα
α · h ·
∏
β∈(β1,...,βN ) F
mβ
β , where h ∈ G, 0 6
kβ, mβ < lβ . The R-matrix R ∈ uq(b+) ⊗ uq(b−) is the dual tensor to the non-
degenerate Hopf pairing
π : h− × hop+ → C
π(h,Ei) = 0 for h ∈ G,
π(Fi, h) = 0 for h ∈ G,
π(Fi, Ej) = δij(qi − q−1i )−1 for 1 6 i, j 6 n.
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Table 1. An estimate for the constants N(g)
g An Bn Cn Dn E6 E7 E8 F4 G2
N(g) 6 1 4 4 2 3 4 6 8 9
4.2.1. A presentation of uq(g). A lemma of Levendorskii and Soibelman [27] states:
for any positive roots α < β there are unique constants cn1,...,nj ∈ C(q), such that in
Uq(g)⊗Q(q) C(q)
EαEβ − q−(α|β)EβEα =
∑
n
cn1,...,njE
n1
γ1 . . . E
nj
γj
, (4.2.2)
where j is the number of all positive roots lying between α and β, which are denoted
α < γ1 < · · · < γj < β. When this lemma is combined with Lusztig’s basis theorem
for Γ(g) [34, Propositions 41.1.4, 41.1.7] we see that in fact
cn1,...,nj ∈ K = Z[q, q−1, (q − q−1)−1, [N(g)]q!−1],
where the constantN(g) > maxi di is minimal possible. An upper bound for it is given
in Table 1. It is obtained as the product of maxi di with the maximal coefficient ci
in decomposition α0 =
∑
ciαi of the highest root α0 ∈ ∆. (Apply T−1ik T−1ik−1 . . . T−1i1 to
(4.2.2), if Eα = Ti1 . . . Tik−1Eik .) This estimate is rather rough, and can be essentially
improved. The conjectured value of N(g) is maxi di.
Introduce a K-subalgebra Uq(g) ⊂ Uq(g) generated by Ki, Ei, Fi. It is closed under
the automorphisms Ti and all relations (4.2.2) make sense in Uq(g), thus Uq(g) has a
Poincare´–Birkhoff–Witt basis
∏
αE
mα
α ·Kλ ·
∏
β F
nβ
β (compare [25, 34]). Clearly, Uq(g)
is a subalgebra of Γ(g)⊗Z[q,q−1] K.
Assume in this subsection that ε2m 6= 1 for all 1 6 m 6 N(g). Then we have a
homomorphism of Hopf algebras
φ : Uq(g) →֒ Γ(g)⊗Z[q,q−1] K→ Γε(g)→ Γ′ε(g) (4.2.3)
via the homomorphism K→ C, q 7→ ε. Since C Imφ = uq(g) the relations (4.2.2) are
valid also in uq(g).
The algebra Uε(g) = Uq(g) ⊗K C has the usual generators and relations of Uq(g)
with q set to ε. The obvious homomorphism φ˜ : Uε(g) → Γ′ε(g) induced by (4.2.3)
has uq(g) as its image. Its kernel contains E
lα
α , F
lα
α and h − 1 for h ∈ Ann(π :
Q × Q → C×). Indeed, Elαα = [li]qi!Ti1 . . . Tik−1(E(li)i ) in Uq(g) and Γ(g) for some
sequence (i1, . . . , ik−1, i), and the factorial vanishes in Γ
′
ε(g). Let I ⊂ Uε(g) be a
two-sided ideal generated by these elements. By the explicit form of bases we get
dimUε(g)/I 6 dim uq(g). Since φ˜ induces an epimorphism Uε(g)/I → uq(g), this
is in fact an isomorphism, and a presentation of uq(g) by generators and relations
follows. Namely, the new relations
Elαα = 0, F
lα
α = 0, h = 1 for α ∈ ∆+, h ∈ Ann(π : Q×Q→ C×)
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are added to the standard presentation of Uε(g).
4.2.2. The special grouplike element for uq(g). Let us find the grouplike element g =
uγ(u)−1 for the algebras H and h, where u =
∑
n γ(b
n)an, R =
∑
n an ⊗ bn. Clearly,
δ+ =
∑
h∈G
h · ∏
β∈(β1,...,βN )
E
lβ−1
β ∈ h+,
δ− =
∑
h∈G
h · ∏
β∈(β1,...,βN )
F
lβ−1
β ∈ h−
are non-zero left integrals in the algebras h+ and h−. For any y ∈ h+ and a− =∏
β K
−lβ+1
β = K2ρ ∈ h− (cf Corollary 4.1.6) we have
δ+y = π(a−, y)δ+.
Indeed, it suffices to check this for y ∈ G
δ+y =
∑
h∈G
h ·∏
β
E
lβ−1
β y
=
∑
h∈G
hy ·∏
β
π(Kβ, y)
−lβ+1E
lβ−1
β
= π(
∏
β
K
−lβ+1
β , y)δ+
Similarly, for any y ∈ h− and a+ = ∏β K lβ−1β = K−2ρ ∈ h+ (cf Corollary 4.1.6) we
have
δ−y = π(y, a+)δ−.
By Drinfeld’s theorem [6] (see Section 3.1) we find
g = a−1+ a− = K4ρ ∈ h.
4.3. Ribbon structure of Γ′ε(g) and uq(g). By definition a ribbon structure is
a choice of a group-like element κ such that κ2 = K4ρ and κa = γ
2(a)κ for all
a ∈ Γ′ε(g). The only group-like elements of Γ′ε(g) are Kα ∈ G. Commuting κ with
Ei we get π(κ,Ki) = q
2
i , wich holds for the only element κ = K2ρ. Therefore, the
quasitriangular Hopf algebra Γ′ε(g) (or uq(g)) admits the unique ribbon structure
κ = K2ρ.
Let us find the ribbon twist element using the formula ν =
∑
n anK
−1
2ρ b
n, R =∑
n an ⊗ bn. Equation (4.2.1) can be rewritten as
R =
∑
06mα<lα
(∏
α
(qα − q−1α )mα
(mα)q−2α !
Emαα ⊗ 1
)
· ◦R ·
(∏
α
Kmαα ⊗ Fmαα
)
=
∑
06mα<lα
(∏
α
(qα − q−1α )mα
(mα)q−2α !
Emαα
)
◦
R′a
(∏
α
Kmαα
)
⊗ ◦R′′a
(∏
α
Fmαα
)
.
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where
◦
R =
∑
a
◦
R′a ⊗
◦
R′′a. Therefore,
ν =
∑
06mα<lα
(∏
α
(qα − q−1α )mα
(mα)q−2α !
Emαα
)
· ◦R′a
◦
R′′aK−2ρ
(∏
α
Kmαα
)
·
(∏
α
Fmαα
)
. (4.3.1)
4.3.1. The subalgebra u. Recall that the subalgebra u ⊂ h is defined as the smallest
subspace such that R12R21 ∈ u⊗ h. Let us find it.
Theorem 4.1.7 gives also an alternative expression for
R =
◦
R · ∏
β∈(β1,...,βN )
expq−2
β
((qβ − q−1β )EβKβ ⊗K−1β Fβ)
which yields
R12R21 =
∑
n,m
(∏
α
(qα − q−1α )mα
(mα)q−2α !
Emαα
)
◦
R′a
◦
R′′b
(∏
β
(K−1β Fβ)
nβ
)
⊗
⊗
(∏
α
Fmαα
)
◦
R′′a
◦
R′b
(∏
β
(qβ − q−1β )nβ
(nβ)q−2
β
!
(EβKβ)
nβ
)
. (4.3.2)
Proposition 4.3.1. The algebra u has the basis(∏
α
Emαα
)
Kλ
(∏
β
F
nβ
β
)
,
where Kλ = K2µ ·∏βKnββ in G for some µ ∈ Q.
This follows from the formula (4.3.2) above and
Lemma 4.3.2. The smallest subspace A ⊂ C[G] such that ◦R2 ∈ A ⊗ C[G] is A =
C[2G], where 2G = {x2 | x ∈ G} ⊂ G is the subgroup of squares.
Proof. Note that
◦
R is a symmetric tensor and
◦
R2 =
1
|G|
∑
g,h∈G
π(g, h)−1g ⊗ h · 1|G|
∑
a,b∈G
π(a, b)−1a⊗ b
=
1
|G|2
∑
c,d∈G
c⊗ d ∑
g,b∈G
π(g, bd−1)π(gc−1, b)
=
1
|G|2
∑
c,d∈G
c⊗ d ∑
g,b∈G
π(g, b2d−1)π(c−1, b)
=
1
|G|
∑
c,d∈G
c⊗ d∑
b∈G
δd,b2π(c, b)
−1.
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This implies that
◦
R2 ∈ C[2G]⊗C[2G]. Introduce a symmetric bilinear (bimultiplica-
tive) pairing
π2 : 2G× 2G→ C×, π2(c, d) = π(c, b), where b2 = d.
Clearly, π(c, b) has the same value for all b ∈ G such that b2 = d. All such b differ by
an element of X = {b ∈ G | b2 = 1}. Therefore,
◦
R2 =
1
|G|
∑
c,d∈2G
π2(c, d)
−1c⊗ d∑
b∈G
δd,b2
=
|X|
|G|
∑
c,d∈2G
π2(c, d)
−1c⊗ d
=
1
|2G|
∑
c,d∈2G
π2(c, d)
−1c⊗ d (4.3.3)
and the statement follows.
Corollary 4.3.3. uq(g) is factorizable if and only if 2G = G. In particular, it is
factorizable if the degree l of the root ε is odd.
4.4. 2-modular structure of uq(g) and Γ
′
ε(g). Now we can answer the question
when uq(g) is 2-modular.
Theorem 4.4.1. The ribbon Hopf algebras uq(g) and Γ
′
ε(g) are 2-modular, that is
ν ∈ u, if and only if for any x ∈ G such that x2 = 1 we have
π(x, x) = π(x,K2ρ). (4.4.1)
Remark 4.4.1. Both sides of (4.4.1) are characters X → {1,−1}, where X is the
subgroup {x ∈ G | x2 = 1}.
Proof. Equation (4.3.1) together with Proposition 4.3.1 imply that ν ∈ u if and only
if
◦
R′a
◦
R′′aK−2ρ ∈ C[2G]. We have
◦
R′a
◦
R′′aK−2ρ =
1
|G|
∑
g,h∈G
π(g, h)−1ghK−2ρ =
1
|G|
∑
b∈G
φ(b)b, (4.4.2)
where the coefficient φ(b) is the Gaussian sum
φ(b) =
∑
g∈G
π(g, g)π(g, b−1K−2ρ). (4.4.3)
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Its absolute value is found by the standard procedure
|φ(b)|2 = ∑
h,x∈G
π(hx, hx)π(hx, b−1K−2ρ)π(h, h)
−1π(h, b−1K−2ρ)
−1
=
∑
x∈G
π(x, x)π(x, b−1K−2ρ)
∑
h∈G
π(h, x2)
= |G|∑
x∈X
π(x, x)π(x, b−1K−2ρ). (4.4.4)
This formula suggests to consider a function on Y = G/2G
ψ(y) =
∑
x∈X
π(x, x)π(x, y).
Here the pairing π restricts to a non-degenerate pairing π : X × Y → {1,−1}.
Thus the algebra uq(g) is 2-modular iff ψ(y) = constδy,[K−2ρ]. This condition means
that the Fourier coefficients π(x, x) of the function ψ are proportional to the Fourier
coefficients π(x,K2ρ) of the delta function δy,[K−2ρ]. Equivalently, π(x, x) = π(x,K2ρ)
for all x ∈ X since the proportionality constant is 1.
4.5. The integral on uq(g).
Proposition 4.5.1. The functional
∫
: uq(g)→ C∫ (∏
α
Emαα ·Kλ ·
∏
β
F
nβ
β
)
=
∏
α
δmα,lα−1 · δKλ,K−2ρ ·
∏
β
δnβ ,lβ−1
is a left integral on the Hopf algebra uq(g). It is independent of the choice of the
reduced expression for w0.
Proof. Notice that for τ =
∑
α∈∆+(lα − 1)α
(1⊗
∫
)∆
(∏
α
Elα−1α ·Kλ ·
∏
β
F
lβ−1
β
)
= K−τKλ
∫ (∏
α
Elα−1α ·Kλ ·
∏
β
F
lβ−1
β
)
= K2ρK−2ρ
∫ (∏
α
Elα−1α ·Kλ ·
∏
β
F
lβ−1
β
)
since K−τ = K2ρ by Corollary 4.1.6. This implies (1⊗
∫
)∆x =
∫
x.
All left integrals are proportional to each other, whence all functionals
∫
defined
for different reduced expressions are proportional to each other. The elements of the
highest grade
∏
αE
lα−1
α ⊗
∏
β F
lβ−1
β are also proportional to each other. Since
π(
∏
β
F
lβ−1
β ⊗
∏
α
Elα−1α ) =
∏
α
(
(lα − 1)q−2α !(qα − q−1α )1−lα
)
(see [20, 21, 26], compare with (4.2.1)) these elements are all equal. Therefore all
integrals are equal.
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4.5.1. Invariance of the integral. When uq(g) is factorizable, it is unimodular by
Proposition 3.7.4. We will prove it also in non-factorizable case.
Proposition 4.5.2. The algebra uq(g) is unimodular.
Proof. A left integral δ+ ∈ uq(b+) and a right integral ω− ∈ uq(b−) are given by
δ+ =
∑
h∈G
h ·∏
α)
Elα−1α , ω− =
∏
β
F
lβ−1
β ·
∑
h∈G
h.
by a result of Hennings [10] and Radford [45] the double D(uq(b+)) is unimodular
with the two-sided integral δ+ω−. Its projection to uq(g) via the epimorphism j :
D(uq(b+))→ uq(g) is
δ = j(δ+ω−) = |G|
∑
h∈G
h ·∏
α)
Elα−1α ·
∏
β
F
lβ−1
β .
This is a two-sided non-zero integral in uq(g).
4.6. 3-modular structure of uq(g).
Proposition 4.6.1. If uq(g) is a 2-modular Hopf algebra then it is 3-modular as well.
Proof. We have to check the remaining condition (M3) from Theorem 3.7.3, namely
(
∫
⊗1)(R12R21) 6= 0.
Only maximal powers will contribute to this expression (see (4.3.2))
(
∫
⊗1)(R12R21) =
= const
∫
{(∏
α
Elα−1α )
◦
R′i
◦
R′′j
∏
β
(FβK
−1
β )
lβ−1}(∏
α
F lα−1α )
◦
R′′i
◦
R′j
∏
β
(KβEβ)
lβ−1
= const
∫
{(∏
α
Elα−1α )
◦
R2′i K2ρ
∏
β
F
lβ−1
β }(
∏
α
F lα−1α )
◦
R2′′i (
∏
β
E
lβ−1
β )K−2ρ
=
const
|2G|
∑
c,d∈2G
π2(c, d)
−1
∫
{(∏
α
Elα−1α )cK2ρ
∏
β
F
lβ−1
β }(
∏
α
F lα−1α )d(
∏
β
E
lβ−1
β )K−2ρ
=
const
|2G| (
∏
α
F lα−1α )
∑
d∈2G
π(K2ρ, d)d(
∏
β
E
lβ−1
β )K−2ρ
where we used (4.3.3). Since
const =
(∏
α
(qα − q−1α )lα−1
(lα − 1)q−2α !
)2
this obviously does not vanish.
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Now we find the unique (up to a sign) normalization of the integral which will be
used for constucting switching operators.
Proposition 4.6.2. Let
∫ ′ : uq(g)→ C be the renormalized left integral∫ ′
=
√
|2G|q−2(ρ|ρ)∏
α
(lα − 1)q−2α !
(qα − q−1α )lα−1
∫
considered also as an element µ ∈ funq(G). If uq(g) is 3-modular, then P = S2γF :
F → F is a projection for S = S−(µ).
Proof. The claim is equivalent to equation (3.8.16)
(
∫ ′
⊗
∫ ′
)(R12R21) = 1.
Substituting the expression for (
∫ ⊗1)(R12R21) from Proposition 4.6.1 we get
(
∫
⊗
∫
)(R12R21) =
(∏
α
(qα − q−1α )lα−1
(lα − 1)q−2α !
)2 1
|2G|
∫
(
∏
α
F lα−1α )(
∏
β
E
lβ−1
β )K−2ρ
=
(∏
α
(qα − q−1α )lα−1
(lα − 1)q−2α !
)2 1
|2G|q
(2ρ|2ρ)
due to (
∏
α F
lα−1
α ) ·K−2ρ = q(2ρ|2ρ)K−2ρ
∏
α F
lα−1
α . This fixes the normalization.
Proposition 4.6.3. The exponential central charge λ =
∫ ′ ν for 2-modular uq(g) is
a root of unity
λ = q−2(ρ|ρ)
√
|2G|
|G|
∑
g∈G
π(g, g)π(g,K−2ρ) (4.6.1)
= q−2(ρ|ρ)
√
|2G|
ln
∑
α∈Q/lQ
q(α|α)−(α|2ρ), (4.6.2)
where n is the rank of g and l is the degree of the root of unity q = ε.
Proof. From (4.3.1) we find
ν =
∏
α
(qα − q−1α )lα−1
(lα − 1)q−2α !
∫ (∏
α
Elα−1α ) ·
◦
R′a
◦
R′′aK−4ρ ·
∏
α
F lα−1α
)
.
Substituting
◦
R′a
◦
R′′aK−2ρ =
1
|G|
∑
b∈G φ(b)b by (4.4.2) we find
λ =
∫ ′
ν =
√
|2G|q−2(ρ|ρ) 1|G|φ(1),
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where by (4.4.3)
φ(1) =
∑
g∈G
π(g, g)π(g,K−2ρ). (4.6.3)
Its absolute value is determined by (4.4.4)
|φ(1)|2 = |G|∑
x∈X
π(x, x)π(x,K−2ρ). (4.6.4)
= |G| · |X|
since all summands equal 1 by Theorem 4.4.1. Therefore,
|λ|2 = |2G||G| |X| = 1
due to an exact sequence 0→ X → G 2−→ 2G→ 0.
By (4.6.1) λ satisfies an algebraic equation of degree 2l. Since λ is an algebraic
number of absolute value 1, it is a root of unity.
If we sum up in (4.6.3) not over G, but over its covering group Q/lQ, the sum will
multiply by lr/|G|. This proves (4.6.2).
Remark 4.6.1. The condition (4.4.1) implies that
π(gx, gx)π(gx,K−2ρ) = π(g, g)π(g,K−2ρ)
for all g ∈ G, x ∈ X . Therefore, we can introduce a function on 2G = G/x,
s : 2G→ C×, s(h) = π(g, g)π(g,K−2ρ) if g2 = h
and write
λ = q−2(ρ|ρ)
1√
|2G|
∑
h∈2G
s(h). (4.6.5)
One easily recognizes in (4.6.1), (4.6.2) and (4.6.5) generalized quadratic Gauss sums.
Notice also that if uq(g) is not 2-modular, then
∫
ν = 0 by (4.6.4).
5. Examples of 3-modular algebras
We assume that (aij) is the Cartan matrix of a simple Lie algebra g and q = ε is
a primitive root of unity of degree l such that ε2p 6= 1 for 1 6 p 6 N(g). We explore
case by case when uq(g) is 3-modular or equivalently 2-modular.
In general, G = Q/Annπ, Q being the root lattice and Ann π = Q∩ lCow, where
Cow = Z{ 1
di
ωi} is the coweight lattice and ωi is the basis of the weight lattice P .
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This implies Ann π = Q ∩ Z{l′iωi}, where l′i = l if di |6 l and l′i = l/di if di|l. The
inclusion Q →֒ P , αj = ∑ni=1 aijωi, determines the annihilator:
Ann π = {u =∑
j
ujαj | ∀i
∑
j
aijuj ≡ 0 (mod l′i)}
Similarly for X = Ker{2 : G→ G}
X = {u =∑
j
ujαj | ∀i 2
∑
j
aijuj ≡ 0 (mod l′i)}/Annπ.
2- or 3-modularity of uq(g) is equivalent to the property
(u|u)− (2ρ|u) ≡ 0 (mod l)
for all u ∈ X .
If l is odd, X = 0 and uq(g) is perfect modular (we shall see that this is not the
only case).
5.1. The algebra uε(sl(2)). This example was already considered in [40] for odd
l. Set l1 = l for l odd and l1 = l/2 for l even, then it is the degree of ε
2. Since
π(K,K) = ε2 for K = K1, the group G is isomorphic to Z/l1Z. Several cases emerge.
(1) l1 = 2m+ 1 is odd. Then uε(sl(2)) is perfect and
λ = ε−1
1√
l1
l1∑
k=1
ε2k
2−2k
=
(
2a
l1
)
e−
piim
2 ε−1−2m
2
where a is determined by ε2 = e2piia/l1 . Here for any relatively prime integers c
and odd positive b
(
c
b
)
=
∏
j
(
a
pj
)
denotes the Jacobi quadratic symbol, where
b = p1p2 . . . pr with prime pj and
(
a
pj
)
= ±1 is the Legendre symbol (see e.g.
[24]).
(2) l1 = 2(2m+ 1). Then uε(sl(2)) is 3-modular since X = {1, K2m+1} and
π(K2m+1, K2m+1)π(K2m+1, K−1) = ε2(2m+1)2m = 1.
2G is isomorphic to Z/(2m+ 1)Z and according to (4.6.5)
λ = ε−1
1√
2m+ 1
2m∑
k=0
ε2k
2−2k
=
(
a
2m+ 1
)
e−
piim
2 ε2m
2+2m−1
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where a is determined by ε2 = e2piia/l1 . The value of the generalized Gauss
quadratic sum was found here by a method of Lang [24] combined with results
of Chandrasekharan [2].
(3) l1 = 4m. Then uε(sl(2)) is not 2-modular since X = {1, K2m} and
π(K2m, K2m−1) = ε4m(2m−1) = ε
l
2
(2m−1) = −1.
5.2. The Cartan matrix An. The determinant of the Cartan matrix is n+1. Let
p = (l, n+ 1) be the greatest common divisor. Then
Ann π = { l
p
v | ∀i ∑
j
aijvj ≡ 0 (mod p)}.
Various possibilities appear here as we already have seen for n = 1.
5.3. The Cartan matrix Bn. Here g = o(2n+1), di = 2 for 1 6 i < n and dn = 1.
Index of connection detA = 2. Let l′ = l for l odd and l′ = l/2 for l even. Then
Ann π = {∑
j
ujαj | ∀i < n
∑
j
aijuj ≡ 0 (mod l′),
∑
j
anjuj ≡ 0 (mod l)}.
In particular, 2u = (detA)u ≡ 0 (mod l′) if u ∈ Ann π. Solving the equations we
find that Ann π = l′Q and G = Q/l′Q.
(1) l′ is odd. Then uq(g) is perfect modular. l might be even in this case.
(2) l′ = 2m is even. Then l = 4m, X = F2{mαi} and
||mαi||2 − (2ρ|mαi) = 4m(m− 1) ≡ 0 (mod l) for i < n
||mαn||2 − (2ρ|mαn) = 2m(m− 1).
The algebra uε(g) is 2-modular iff m is odd.
5.4. The Cartan matrix Cn. Here g = sp(2n), di = 1 if 1 6 i < n and dn = 2.
The index of connection detA = 2. Let l′ = l for l odd and l′ = l/2 for l even. Then
Ann π = {∑
j
ujαj | ∀i < n
∑
j
aijuj ≡ 0 (mod l),
∑
j
anjuj ≡ 0 (mod l′)}.
(1) l is odd. Then uq(g) is perfect modular with G = Q/lQ.
(2) l = 2(2m+ 1). Then uq(g) is 3-modular and
Ann π =

lQ + Z(2m+ 1)αn for n oddlQ + Z(2m+ 1)αn + Z(2m+ 1)(α1 + α3 + · · ·+ αn−1) for n even
In both cases X = F2{(2m+ 1)αi}.
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(3) l = 4m. Then
Ann π = lQ+ Z2mαn + Zm(2α1 + 2α3 + · · ·+ 2α2[n
2
]−1 + nαn).
A) n is odd. Then uq(g) is 3-modular and
X = F2{2mαi, mαn}.
B) n = 2n′ is even. Then
X = F2{2mαi, mαn, m(α1 + α3 + · · ·+ αn−1 + n′αn)}
and
||m(α1+α3+ · · ·+αn−1+n′αn)||2− (2ρ|m(α1+α3+ · · ·+αn−1+n′αn)) ≡
≡ 2mn′(m− 3) (mod l).
Therefore, if n′ even or m odd, then uq(g) is 3-modular. If n
′ odd and m even,
it is not.
5.5. The Cartan matrix Dn. Here g = o(2n) and di = 1. The index of connection
detA = 4. Since Au ≡ 0 (mod l) implies 4u ≡ 0 (mod l), we have for p = (4, l),
u = l
p
b, b = (b1, . . . , bn), Ab ≡ 0 (mod p). This enables one to find all u ∈ Ann π =
Q ∩ lP .
(1) l is odd. uq(g) is perfect modular with G = Q/lQ.
(2) l = 2(2m+ 1). Then uq(g) is 3-modular with
G = Q/(lQ+ Z(2m+ 1)(αn−1 + αn)) for n odd or
G = Q/(lQ+ Z(2m+ 1)(αn−1 + αn) + Z(2m+ 1)(α1 + α3 + · · ·+ αn−1))
for n even. In both cases X = F2{(2m+ 1)αi}.
(3) l = 4m and n is odd. uq(g) is 3-modular with
Ann π = lQ+ Z2m(αn−1 + αn) + Zm(2α1 + 2α3 + · · ·+ 2αn−2 − αn−1 + αn),
X = F2{2mαi, m(αn−1 + αn)}
since
||m(αn−1 + αn)||2 − (2ρ|m(αn−1 + αn)) = 4m2 − 4m ≡ 0 (mod l).
(4) l = 4m and n = 2n′. Here
Ann π = lQ + Z2m(αn−1 + αn) + Z2m(α1 + α3 + · · ·+ αn−3 + αn−1),
X = F2{2mαi, m(αn−1 + αn), m(α1 + α3 + · · ·+ αn−3 + αn−1)}.
Since
||m(α1 + α3 + · · ·+ αn−1)||2 − (2ρ|m(α1 + α3 + · · ·+ αn−1)) = 2mn′(m− 1)
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the algebra uq(g) is 3-modular for n
′ even or m odd, and it is not if n′ is odd
and m is even.
5.6. The Cartan matrix E6. Here di = 1 and detA = 3. The equation Au ≡ 0
(mod l) implies 3u ≡ 0 (mod l).
(1) l is odd. Then uq(g) is perfect modular with
G =

Q/lQ, if 3 |6 lQ/(lQ + Zp(α1 − α3 + α5 − α6)), if l = 3p
(2) l = 2m and 3 |6 m. Then uq(g) is 3-modular with G = Q/lQ andX = F2{mαi}.
(3) l = 6m. Again uq(g) is 3-modular with
G = Q/(lQ + Z2m(α1 − α3 + α5 − α6)),
X = F2{3mαi, m(α1 − α3 + α5 − α6)},
since
||m(α1− α3 + α5 − α6)||2− (2ρ|m(α1 − α3 + α5 − α6)) = 12m2 ≡ 0 (mod l).
5.7. The Cartan matrix E7. Here di = 1 and detA = 2. The equation Au ≡ 0
(mod l) implies 2u ≡ 0 (mod l).
(1) l is odd. Then uq(g) is perfect modular with G = Q/lQ.
(2) l = 2(2m+ 1). Then uq(g) is 3-modular with
G = Q/(lQ + Z(2m+ 1)(α2 + α5 + α7)),
X = F2{(2m+ 1)αi}.
(3) l = 4m. Then
G = Q/(lQ + Z2m(α2 + α5 + α7)),
X = F2{2mαi, m(α2 + α5 + α7)}.
Since
||m(α2 + α5 + α7)||2 − (2ρ|m(α2 + α5 + α7)) = 6m(m− 1)
the algebra uq(g) is 3-modular iff m is odd.
5.8. The Cartan matrix E8. Here di = 1 and detA = 1, therefore, G = Q/lQ.
(1) l is odd. Then uq(g) is perfect modular.
(2) l = 2m. Then uq(g) is 3-modular with X = F2{mαi}.
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5.9. The Cartan matrix F4. Here d1 = d2 = 2, d3 = d4 = 1 and detA = 1, which
implies Q = P . Let l′ = l for l odd and l′ = l/2 for l even. Then
Ann π = Z{l′ω1, l′ω2, lω3, lω4},
where
ω1 = 2α1 + 3α2 + 4α3 + 2α4
ω2 = 3α1 + 6α2 + 8α3 + 4α4
ω3 = 2α1 + 4α2 + 6α3 + 3α4
ω4 = α1 + 2α2 + 3α3 + 2α4
are the fundamental weights.
(1) l is odd. Then uq(g) is perfect modular with G = Q/lQ.
(2) l = 2l′. Then uq(g) is 3-modular with G ≃ (Z/l′Z)2 × (Z/lZ)2
G = Q/(l′α1, l
′(3α2 + 4α3 + 2α4), l(α1 + 2α2 + 3α3), lα4),
X =

F2{l
′(α1 + 2α2 + 3α3), l
′α4} for l′ odd
F2{mα1, m(3α2 + 4α3 + 2α4), l′(α1 + 2α2 + 3α3), l′α4} for l′ = 2m
5.10. The Cartan matrix G2. Here d1 = 1, d2 = 3 and detA = 1, which implies
Q = P . Let l′ = l if 3 |6 l and l′ = l/3 if 3|l. Then Ann π = Z{lω1, l′ω2}, where
ω1 = 2α1 + α2
ω2 = 3α1 + 2α2
are the fundamental weights. Therefore,
G = Q/Z{lω1, l′ω2} ≃ Z/lZ× Z/l′Z.
(1) l is odd. Then uq(g) is perfect modular.
(2) l = 2m. Then uq(g) is 3-modular with
X = F2{mω1, l′2ω2}
since
|| l′
2
ω2||2 − (2ρ| l′2ω2) = 3l′( l
′
2
− 3) ≡ 0 (mod l).
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6. Representations of mapping class groups
According to [38] for any 2-modular category C there are projective representations
of mapping class groups of C-lableled surfaces in vector spaces HomC(−,−). Here we
pay attention mainly to the categories C = H-mod, where H is a 2-modular Hopf
algebra, and we describe the representations explicitly. In the particular case of
closed surfaces or surfaces with one hole these representations are closely related to
the representations of mapping class groups in a category of tangles obtained by
Matveev and Polyak [43].
By a labeled surface we shall understand the following: a compact oriented surface
with a labeling of boundary circles L : π0(∂Σ) → Ob C, i 7→ Xi and with a chosen
point xi on i
th boundary circle, i.e. a section x : π0(∂Σ)→ ∂Σ of the projection ∂Σ→
π0(∂Σ) is fixed. By a homeomorphism of labeled surfaces we mean an orientation and
labeling preserving homeomorphism, which sends the set of chosen points to itself.
A mapping class group MCG(Σ) is defined as the group of homeomorphisms Σ→ Σ
modulo isotopy equivalence relation. An isotopy is supposed not to move the chosen
points.
We use the convention AB = A · B = B ◦ A in this section.
6.1. A central extension of the category of surfaces. Projective representa-
tions of the mapping class groups are constructed in [38] as follows. The category
Surf of labeled surfaces and their homeomorphisms is embedded (non canonically)
into a category ON of oriented nets, which are a sort of labeled oriented graphs with
1-,2-, or 3-valent vertices. Morphisms of ON are generated by natural maps of graphs
and some extra generators called fusing, braiding, twists and switches. In particular,
the homeomorphisms S, T : T2 → T2 of the torus go to generators S, T in ON . The
generators of ON are subject to several relations, including
(ST )3 = S2. (6.1.1)
A central extension EN of the category ON is defined [38] by adding one more
generator C commuting with other generators and deforming the relation (6.1.1) to
(ST )3 = CS2.
Lift the central extension to Surf as in the diagram
1 −−−→ Z −−−→ ESurf −−−→ Surf −−−→ 1∥∥∥∥
y
yφ
1 −−−→ Z −−−→ EN j−−−→ ON −−−→ 1
The meaning of this diagram is the following. Objects of ESurf are objects of
Surf . For any two homeomorphic surfaces Σ1,Σ2 ∈ ObSurf let ESurf(Σ1,Σ2) be
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determined as a central extension of Surf(Σ1,Σ2) as in pull-back
1 −−−→ Z −−−→ ESurf(Σ1,Σ2) −−−→ Surf(Σ1,Σ2) −−−→ 1∥∥∥∥
y
yφ
1 −−−→ Z −−−→ EN(φ(Σ1), φ(Σ2)) j−−−→ ON(φ(Σ1), φ(Σ2)) −−−→ 1
Simply set ESurf(Σ1,Σ2) =
−1
j (φ(Surf(Σ1,Σ2))) and set ESurf(Σ1,Σ2) empty if Σ1
and Σ2 are not homeomorphic in Surf .
The central extension ESurf of the groupoid Surf (as any other central extension
by Z) can be described by a cohomology class in H2(Surf,Z) uniquely up to equiva-
lence of categories. Namely, choose arbitrarily a lifting f˜ ∈ ESurf for any morphism
f ∈ Surf and for any composable f, g ∈ Surf set θ(f, g) = m if f˜−1(˜fg)g˜−1 = Cm.
For any f, g, h ∈ Surf such that fg and gh exist we have
θ(f, g) + θ(fg, h) = θ(f, gh) + θ(g, h).
Restricting to f, g ∈MCG(Σ) we get a 2-cocycle θ ∈ Z2(MCG(Σ),Z), whose coho-
mology class [θ] ∈ H2(MCG(Σ),Z) does not depend on the lifting.
A functor EN → k-vect sending C to λ ∈ k× was constructed in [38]. So a
summary of this work can be given by the following commutative diagram of functors
Z ′ :ESurf −−−→ EN −−−→ k -vect
p
y
yj
Surf
φ−−−→ ON
Any section of the projection p would give a projective representation Z : Surf → k-
vect satisfying Z(fg) = θ(f, g)Z(f)Z(g) for any composable f, g ∈ Surf with a
2-cocycle θ.
Here we shall describe the projective representation of M ′g,n = MCG(Σg,n) in
Z(Σg,n) = Hom(X1⊗ . . .⊗Xn, f⊗g) for various genera g and number of holes n. The
group M ′g,n depends on coincidence of labels X1, . . . , Xn. To describe the represen-
tations uniformly we allow for homeomorphisms which do not preserve the labels,
obtaining a larger group Mg,n ⊃ M ′g,n. It has a projection p : Mg,n → Sn to the
symmetric group. We represent elements h ∈Mg,n by operators
Z(h) : Hom(X1 ⊗ . . .⊗Xn, f⊗g)→ Hom(Xp(h)−1(1) ⊗ . . .⊗Xp(h)−1(n), f⊗g)
satisfying Z(hf) = λkZ(h)Z(f) for some k ∈ Z.
The reader might want to consider C = H-mod as the category of labels (set I = k
in this case), although the results are valid for an arbitrary 2-modular category C.
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6.2. Sphere. Consider a sphere Σ0,n with n disks removed, boundary circles are
labeled byX1, X2, . . . , Xn. The mapping class groupM0,n is generated by the braiding
homeomorphisms ωi interchanging the i
th and i+1st holes and the inverse Dehn twists
Ri performed in a collar neighbourhood of i
th boundary circle. The relations
RiRj = RjRi,
ωiRj = Rjωi if j 6= i, i+ 1,
ωiRi = Ri+1ωi, ωiRi+1 = Riωi,
ωiωj = ωjωi if |i− j| > 1
ωiωi+1ωi = ωi+1ωiωi+1
ω1ω2 . . . ω
2
n−1 . . . ω2ω1 = R
−2
1
(ω1 . . . ωn−1)
n = R−11 . . . R
−1
n .
are defining relations of M0,n.
The group M0,n is represented in
Z(Σ0,n) = Hom(X1 ⊗X2 ⊗ . . .⊗Xn, I)
by the operators
Z(ωi) = Hom(1⊗ cXi+1,Xi ⊗ 1, I),
Z(Ri) = Hom(1⊗ νXi ⊗ 1, I).
This is a usual representation not only projective.
6.3. Torus. Consider a torus Σ1,n with n disks removed, boundary circles are labeled
by X1, X2, . . . , Xn. The mapping class group M1,n is generated by the homeomor-
phisms S, T = Twδ, Ri, aj = Tw
−1
γj
Twδ, where cycles γj separate j − 1st and jth
holes as shown at Figure 1, and the braiding homeomorphisms ωi interchanging the
Xj−1X1 Xj Xnγj
δ
Figure 1.
ith and i+ 1st holes. Denote bj = S
−1ajS and for j < k denote
B−1jk = (ωk−1ωk−2 . . . ωj)(ωkωk−1 . . . ωj+1) . . . (ωn−1ωn−2 . . . ωn+j−k)
(ωj−k+nωj−k+n−1 . . . ωj)(ωj−k+n+1ωj−k+n . . . ωj+1) . . . (ωn−1ωn−2 . . . ωk−1).
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The relations
(ST )3 = S2,
S4 = B12B23B34 . . . Bn−1,nR
−1
1 . . . R
−1
n
S−1bjS = bja
−1
j b
−1
j
T−1ajT = aj , T
−1bjT = bjaj
ωiS = Sωi, ωiT = Tωi
ωiRi = Ri+1ωi, ωiRi+1 = Riωi
ωiRj = Rjωi for j 6= i, i+ 1
ωiωj = ωjωi for |i− j| > 2
ωiωi+1ωi = ωi+1ωiωi+1
a1 = b1 = 1
ajak = akaj , bjbk = bkbj
aja
−1
k bka
−1
j akb
−1
k = Bjk for j < k
a−1k b
−1
j bkakbjb
−1
k = Bjk for j < k
aiBjk = Bjkai, biBjk = Bjkbi for i 6 j < k
are defining relations of M1,n ([44], extending [1]).
Set
Z(Σ1,n) = Hom(X1 ⊗ . . .⊗Xn, f),
Z(S) = Hom(X1 ⊗ . . .⊗Xn, S),
Z(T ) = Hom(X1 ⊗ . . .⊗Xn, T ),
Z(Ri) = Hom(X1 ⊗ . . .⊗ νXi ⊗ . . .⊗Xn, f),
Z(ωi) = Hom(X1 ⊗ . . .⊗ cXi+1,Xi ⊗ . . .⊗Xn, f),
Z(aj) =
(
Hom(X1 ⊗ . . .⊗Xj−1 ⊗Xj ⊗ . . .⊗Xn, f)
∼−→ Hom(X1 ⊗ . . .⊗Xj−1, f ⊗ (∨Xn ⊗ . . .⊗ ∨Xj)) Hom(X1⊗...⊗Xj−1,Ω
−1
r )−−−−−−−−−−−−−−→
Hom(X1⊗. . .⊗Xj−1, f⊗(∨Xn⊗. . .⊗∨Xj)) ∼−→ Hom(X1⊗. . .⊗Xj−1⊗(Xj⊗. . .⊗Xn), f)
Hom(X1⊗...⊗Xj−1⊗ν
−1
Xj⊗...⊗Xn
,f)
−−−−−−−−−−−−−−−−−−−−→ Hom(X1 ⊗ . . .⊗Xj−1 ⊗Xj ⊗ . . .⊗Xn, f)
)
.
Here S and T in the right hand side mean S : f → f , T : f → f described in
Section 2.1. Equation (2.1.5) implies that
(Z(S)Z(T ))3 = λZ(S)2.
Moreover, the above is a projective representation of M1,n [38].
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Notice that in particular case n = 0 we have
Z(S)4 = 1 : Hom(I, f)→ Hom(I, f)
since S4 = ν−1 : f → f .
Remark 6.3.1. The map Z(bj)
def
= Z(S)−1Z(aj)Z(S) has another presentation, which
is an important part of the proof [38]. Consider for simplicity the case n = 2.
Introduce a map B2 as the composition
Hom(X1⊗X2, F )
Hom(cX2,X1 ,F )−−−−−−−−−→ Hom(X2⊗X1, F ) ∼−→ Hom(X1, X2∨⊗
∫ N
N ⊗N∨)
−⊗coevX1−−−−−−→ Hom(X1,
∫ N
X2
∨ ⊗N ⊗N∨ ⊗X2∨∨ ⊗X2∨)
∼−→ Hom(X1,
∫ N
(X2
∨ ⊗N)⊗ (X2∨ ⊗N)∨ ⊗X2∨)→ Hom(X1,
∫ P
P ⊗ P ∨ ⊗X2∨)
∼−→ Hom(X1 ⊗X2∨∨, F ) Hom(X1⊗u
2
0
,F )−−−−−−−−−→ Hom(X1 ⊗X2, F ).
It covers Z(b2) in the sense that the diagram
Hom(X1 ⊗X2, F ) B2−−−→ Hom(X1 ⊗X2, F )y
y
Hom(X1 ⊗X2, f) Z(b2)−−−→ Hom(X1 ⊗X2, f)
(6.3.1)
is commutative. Notice that in perfect modular case F = f and Z(b2) simply equals
B2.
If C is semisimple, the vertical arrows in (6.3.1) are surjective. The same holds if
C = H-mod for finite dimensional H and one of the H-modules X1 or X2 is projective
(then X1 ⊗ X2 is also projective). In these assumptions we can represent B2 in a
different way as a composition of bijections
Hom(X1 ⊗X2, F )
Hom(cX2,X1 ,F )−−−−−−−−−→ Hom(X2 ⊗X1,
∫ N
N ⊗N∨)
≃ Hom(X2 ⊗X1,
∫ N
N ⊗ ∨N) ≃
∫ N
Hom(X2 ⊗ (X1 ⊗N), N)
≃
∫ N,P
Hom(X2 ⊗ P,N)⊗ Hom(X1 ⊗N,P ) ≃
∫ P
Hom(X1 ⊗ (X2 ⊗ P ), P )
≃
∫ P
Hom(X1 ⊗X2, P ⊗ ∨P ) ≃ Hom(X1 ⊗X2,
∫ P
P ⊗ P ∨) = Hom(X1 ⊗X2, F ).
Knowing Z(b2) by (6.3.1) for projective X1 or X2, one recovers this map for arbitrary
X1, X2 using short projective resolutions. In the calculations above we used
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Lemma 6.3.1 ([38]). Let F : C → k -Vect, G : Cop → k -Vect be functors. Then∫ X
F (X)⊗ Hom(X,B)→ F (B), v ⊗ f 7→ F (f).v
∫ X
Hom(B,X)⊗G(X)→ G(B), f ⊗ v 7→ G(f).v
are isomorphisms of vector spaces.
6.4. Closed surfaces and surfaces with one hole.
6.4.1. Surfaces with one hole. Let Σ = Σg,1 be a surface of genus g with one disk
removed and the boundary labeled by an H-module X . Lickorish [29] proved that its
mapping class group Mg,1 is generated by inverse Dehn twists in a neighbourhood of
the following cycles: ak, bk, dk, ek (a1 = d1 = e1) (see Figure 2). These Dehn twists
b1 b2 bg
a1 a2
ag
X
d2
e2
dg
eg
Figure 2.
are denoted by the same letters as cycles. Wajnryb [60] found a system of defining
relations for Mg,1. An equivalent system of relations is the following:
(A) aibiai = biaibi, ai+1biai+1 = biai+1bi, dibidi = bidibi, eibiei = bieibi and all
other pairs of generators commute.
(B) (a1b1a2)
4 = d2e2
(C) ekGk = Gkdk, where Gk = bkak . . . b1a1a1b1 . . . akbk.
(D) Jkdk+1 = dkJk , where
Jk = bkakak+1bkbk+1ak+1a
−1
k b
−1
k dkbkakbk−1dk−1(a
−1
k b
−1
k−1b
−1
k a
−1
k b
−1
k−1b
−1
k )d
−1
k b
−1
k a
−1
k+1b
−1
k+1
(E) hb−11 a
−1
1 a
−1
2 b
−1
1 hb1a2a1b1d2 = d3a3a2a1, where
h = b−12 a
−1
2 a
−1
3 b
−1
2 d2b2a3a2b2.
To construct Z(Σ) we follow the recipee of [38]. First of all we choose an oriented
net (roughly this is an oriented graph, for precise definition see [38]) which encodes
the structure of the surface. Several graphs can be chosen, for instance, Figures 3–5.
They are all isomorphic in the category of oriented nets [38]. Next step is to compute
the functor Cop → k-vect corresponding to these graphs, obtained by taking coends
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over internal edges. The functor is obtained in different forms, which are isomorphic
due to associativity isomorphisms in C. By Lemma 6.3.1 we find that to Figure 3
corresponds∫ Ci,Di,Li
Hom(X,Lg ⊗ Cg)⊗ Hom(Cg, Lg−1 ⊗ Cg−1)⊗ . . .⊗ Hom(C3, L2 ⊗ C2)⊗
⊗ Hom(Lg ⊗Dg, Dg)⊗ . . .⊗Hom(L2 ⊗D2, D2)⊗Hom(C2 ⊗D1, D1) ≃
≃
∫ Di,Li
Hom(X,Lg ⊗ Lg−1 ⊗ . . .⊗ L2 ⊗ C2)⊗ Hom(Lg, Dg ⊗ ∨Dg)⊗ . . .⊗
⊗ Hom(L2, D2 ⊗ ∨D2)⊗Hom(C2, D1 ⊗ ∨D1) ≃
≃
∫ Di
Hom(X, (Dg ⊗Dg∨)⊗ . . .⊗ (D2 ⊗D2∨)⊗ (D1 ⊗D1∨)). (6.4.1)
To Figure 4 corresponds∫ Ci,Di,Ei
Hom(C2 ⊗D1, D1)⊗ Hom(D2 ⊗ E2, C2)⊗Hom(C3, D2 ⊗E2)⊗ . . .⊗
⊗ Hom(Cg, Dg−1 ⊗ Eg−1)⊗ Hom(Dg ⊗ Eg, Cg)⊗ Hom(X,Dg ⊗ Eg) ≃
≃
∫ Ci,Di
Hom(C2, D1 ⊗D1∨)⊗Hom(C3, D2 ⊗D2∨ ⊗ C2)⊗ . . .⊗
⊗Hom(Cg, Dg−1 ⊗Dg−1∨ ⊗ Cg−1)⊗ Hom(X,Dg ⊗Dg∨ ⊗ Cg) ≃
≃
∫ Di
Hom(X, (Dg ⊗Dg∨)⊗ . . .⊗ (D2 ⊗D2∨)⊗ (D1 ⊗D1∨)). (6.4.2)
To Figure 5 corresponds∫ Ai,Di,Ei
Hom(E2 ⊗D1, A2)⊗ Hom(D2 ⊗ A2, D1)⊗Hom(E3, A3 ⊗E2)⊗ . . .⊗
⊗Hom(Eg, Ag ⊗Eg−1)⊗ Hom(Dg ⊗ Ag, Dg−1)⊗ Hom(X,Dg ⊗ Eg) ≃
≃
∫ Di,Ei
Hom(E2 ⊗D1, D2∨ ⊗D1)⊗Hom(E3, D3∨ ⊗D2 ⊗E2)⊗ . . .⊗
⊗Hom(Eg, Dg∨ ⊗Dg−1 ⊗Eg−1)⊗ Hom(X,Dg ⊗ Eg) ≃
≃
∫ Di
Hom(X, (Dg ⊗Dg∨)⊗ . . .⊗ (D2 ⊗D2∨)⊗ (D1 ⊗D1∨)). (6.4.3)
If X is projective this space is
Hom(X,F ⊗ . . .⊗ F ⊗ F ).
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The same answer will be obtained if we calculate the coend in the category of left
exact functors Cop → k-vect. The final step is taking a quotient and setting
Z(Σg,1) = Hom(X, f
⊗g).
The generators ak, dk, ek ofMg,1 are represented by applying ribbon twist to internal
variables Ak, Dk, Ek. Thus from any presentation (6.4.1)–(6.4.3) we get
Z(dk) = Hom(X, f
⊗g−k ⊗ T ⊗ f⊗k−1).
From the third presentation (6.4.3) we get that ak acts by applying ribbon twist to
Dk
∨ ⊗Dk−1, which induces T ⊗ T · Ω : F ⊗ F → F ⊗ F . Hence,
Z(ak) = Hom(X, f
⊗g−k ⊗ T ⊗ T ⊗ f⊗k−2) · Hom(X, f⊗g−k ⊗ Ω⊗ f⊗k−2).
From the second presentation (6.4.2) we get that ek acts by applying ribbon twist to
Dk
∨ ⊗ Ck or, equivalently, to Dk∨ ⊗Dk−1 ⊗Dk−1∨ ⊗ . . . ⊗D1 ⊗ D1∨. This induces
Ωr · T ⊗ ν : F ⊗ F⊗k−1 → F ⊗ F⊗k−1, hence,
Z(ek) = Hom(X, f
⊗g−k ⊗ Ωr
f ,f⊗k−1) · Hom(X, f⊗g−k ⊗ T ⊗ νf⊗k−1).
Finally, bk is conjugate to dk by a homeomorphism of the type S, and we set
Z(bk) = Hom(X, f
⊗g−k ⊗ STS−1 ⊗ f⊗k−1)
= Hom(X, f⊗g−k ⊗ S−1TS ⊗ f⊗k−1).
As shown in [38] these operators define a projective representation Mg,1 →
PGL(Z(Σg,1)) with the 2-cocycle whose values are powers of λ. Therefore, this rep-
resentation is induced by a projective representation z :Mg,1 → AutC(f⊗g)/{λn}n∈Z
ak 7−→ f⊗g−k ⊗ (T ⊗ T · Ω)⊗ f⊗k−2,
bk 7−→ f⊗g−k ⊗ STS−1 ⊗ f⊗k−1,
dk 7−→ f⊗g−k ⊗ T ⊗ f⊗k−1,
ek 7−→ f⊗g−k ⊗ (Ωrf ,f⊗k−1 · T ⊗ νf⊗k−1).
Indeed, set X = f⊗g and apply both parts of relations (A)-(E) to the vector idX ∈
Z(Σg,1).
6.4.2. Closed surfaces. Now let Σg,0 be a closed surface of genus g. The mapping
class group Mg,0 is the quotient of Mg,1 by two extra relations [60]:
(F) H2g = 1 , where
Hk = bgag . . . b2a2b1a1a1b1a2b2 . . . agbgdgeg.
(G) dg = eg .
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Setting
Z(Σg,0) = Hom(C, f
⊗g)
Z(ak) = Hom(C, f
⊗g−k ⊗ (T ⊗ T · Ω)⊗ f⊗k−2),
Z(bk) = Hom(C, f
⊗g−k ⊗ STS−1 ⊗ f⊗k−1),
Z(dk) = Hom(C, f
⊗g−k ⊗ T ⊗ f⊗k−1),
Z(ek) = Hom(C, f
⊗g−k ⊗ (Ωr
f ,f⊗k−1 · T ⊗ νf⊗k−1)),
we get a projective representation Mg,0 → PGL(Z(Σg,0)) [38].
6.4.3. Exercises. The reader might want to check some of the above results straight-
forwardly. Several exercises will help in doing this. They present minor generaliza-
tions of some of the quoted results and specify the power of λ involved in relations.
Easy exercise 1. All maps z(ai), z(dj), z(ek) : f
⊗g → f⊗g commute. z(bi) commutes
with all maps except z(ai), z(ai+1), z(di), z(ei). Also z(di)z(bi)z(di) = z(bi)z(di)z(bi)
(see relation (A)).
Exercise 2. For any Y ∈ C we have
Ωr
f ,Y · S−1 ⊗ νY · Ωrf ,Y
= λ(T−1S−1T−1)⊗ Y · Ωr
f ,Y · (S−1T−1)⊗ Y : f ⊗ Y → f ⊗ Y,
ΩlY,f · νY ⊗ S−1 · ΩlY,f
= λY ⊗ (T−1S−1T−1) · ΩlY,f · Y ⊗ (S−1T−1) : Y ⊗ f → Y ⊗ f .
Easy exercise 3. Deduce from the previous exercise that z(ai)z(bi)z(ai) = z(bi)z(ai)
z(bi), z(ai+1)z(bi)z(ai+1) = z(bi)z(ai+1)z(bi), z(ei)z(bi)z(ei) = z(bi)z(ei)z(bi) (see re-
lation (A)).
Exercise 4. For any Y ∈ C we have
(νY ⊗ S−1 · ΩlY,f )4 = νY ⊗ f · νY⊗f : Y ⊗ f → Y ⊗ f .
What does it mean for Y = I?
Easy exercise 5. Deduce from the previous exercise that
(z(d1)z(b1)z(a2))
4 = λ4z(d2)z(e2)
(relation (B)).
Exercise 6. For any Y ∈ C we have
(T−1S−1)⊗Y ·Ωr
f ,Y · (S−1TS)⊗Y · (Ωrf ,Y )−1 · (ST )⊗Y = Ωrf ,Y ·T ⊗νY : f⊗Y → f⊗Y.
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Exercise 7. Deduce from the previous exercise that z(e2) = z(G2)z(d2)z(G2)
−1,
where z(G2)
def
= z(b2)z(a2)z(d1)
2z(a2)z(b2).
Easy exercise 8. Show that
Z(dg) = Z(eg) : Hom(C, f
⊗g)→ Hom(C, f⊗g).
6.5. General case. Let Σg,n be a surface of genus g with n disks removed, boundary
circles are labelled by X1, . . . , Xn. Figure 6 suggests an embedding Σg,1 →֒ Σg,n,
which induces a homomorphism Mg,1 → Mg,n. The mapping class group Mg,n is
generated by images ak, bk, dk, ek of generators of Mg,1, the braidings ωi, the twists
Ri, new generators Sl, which are homeomorphisms of the type S inside the T
2 −D2
region Fl and identity outside, and inverse Dehn twists tj,k in tubular neighbourhood
of the cycles tj,k This is not a minimal system of generators, since Sk can be expressed
Fl
l k g1
t j,k
X1
Xj
Xj+1
X
n
Figure 6.
through bk and dk. All of these generators are easily representable.
Set
Z(Σg,n) = Hom(X1 ⊗X2 ⊗ . . .⊗Xn, f⊗g)
Z(ak) = Hom(X1 ⊗ . . .⊗Xn, f⊗g−k ⊗ (T ⊗ T · Ω)⊗ f⊗k−2),
Z(bk) = Hom(X1 ⊗ . . .⊗Xn, f⊗g−k ⊗ STS−1 ⊗ f⊗k−1),
Z(dk) = Hom(X1 ⊗ . . .⊗Xn, f⊗g−k ⊗ T ⊗ f⊗k−1),
Z(ek) = Hom(X1 ⊗ . . .⊗Xn, f⊗g−k ⊗ (Ωrf ,f⊗k−1 · T ⊗ νf⊗k−1)),
Z(ωi) = Hom(X1 ⊗ . . .⊗ cXi+1,Xi ⊗ . . .⊗Xn, f⊗g),
Z(Ri) = Hom(X1 ⊗ . . .⊗ νXi ⊗ . . .⊗Xn, f⊗g),
Z(Sk) = Hom(X1 ⊗ . . .⊗Xn, f⊗g−k ⊗ S ⊗ f⊗k−1).
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Set Z(tj,k) to be the composition
Hom(X1 ⊗ . . .⊗Xj ⊗Xj+1 ⊗ . . .⊗Xn, f⊗g)
≀
y
Hom(X1 ⊗ . . .⊗Xj , f⊗g−k ⊗ f ⊗ f⊗k−1 ⊗ ∨Xn ⊗ . . .⊗ ∨Xj+1)
Hom(X1⊗...⊗Xj ,f
⊗g−k⊗Ωr
f,f⊗k−1⊗∨Xn⊗...⊗∨Xj+1
)
y
Hom(X1 ⊗ . . .⊗Xj , f⊗g−k ⊗ f ⊗ f⊗k−1 ⊗ ∨Xn ⊗ . . .⊗ ∨Xj+1)
Hom(X1⊗...⊗Xj ,f⊗g−k⊗T⊗νf⊗k−1⊗∨Xn⊗...⊗∨Xj+1
)
y
Hom(X1 ⊗ . . .⊗Xj , f⊗g−k ⊗ f ⊗ f⊗k−1 ⊗ ∨Xn ⊗ . . .⊗ ∨Xj+1)
≀
y
Hom(X1 ⊗ . . .⊗Xj ⊗Xj+1 ⊗ . . .⊗Xn, f⊗g)
Then the above is a projective representation of Mg,n [38].
I don’t know any defining system of relations ofMg,n. Perhaps, it was never written
explicitly. Proof of the result [38] used the exact sequence [1, 55]
1 −−−→ B¯g,n −−−→ Mg,n −−−→ Mg,0 −−−→ 1,
1 −−−→ Zn −−−→ B¯g,n −−−→ Bg,n −−−→ 1,
where Bg,n is the braid group of a surface of genus g, whose presentation was given
by Scott [55].
7. Invariants of closed 3-manifolds
I have nothing to add to the method of obtaining invariants of closed 3-manifolds
via Kirby calculus invented by Reshetikhin and Turaev [51]. It was used afterwards
by many authors including Lickorish [30, 31], Kirby and Melvin [19]. Turaev [59] have
shown that a semisimple modular category serves well to define a 3-manifold invariant.
In this paper I propose to use (eventually non-semisimple) 3-modular categories C
as starting data for the method. When C = H-mod this invariant coincides with
the one defined by Hennings [10] translated to unoriented setting by Kauffman and
Radford [14].
7.1. 3-manifolds from links in S3. It is well known that any closed connected
oriented 3-manifold can be obtained via surgery along a framed tame link in S3 [28].
Namely, given a framed tame link L = L1 ⊔ L2 ⊔ · · · ⊔ Lm ⊂ S3 = ∂B4 we construct
a compact oriented 4-manifold WL glueing m 2-handles D
2 × D2 (D2 is a disk) to
the ball B4 along closed tubular neighbourhoods Ui ⊂ S3 of Li. The part of the
52 V. V. LYUBASHENKO
boundary S1×D2 = ∂D2×D2 of ith 2-handle is identified with Ui ≃ Li×D2 so that
the linking number of S1 × 1 ⊂ ∂D2 × ∂D2 with Li coincides with the self-linking
number of Li. The boundary ML = ∂WL is an oriented compact closed connected
3-manifold.
Kirby proved [17] that two manifolds ML and ML′ obtained by surgery from two
framed links L, L′ ⊂ S3 are homeomorphic iff the link L′ can be obtained from L by
a finite sequence of transformations, which we call Kirby moves:
(1) The elimination or insertion of an unknotted component labelled ±1, unlinked
with other components.
(2) The band (or handle slide) move—making a connected sum of one of the
components Li with a parallel copy L˜j of another component Lj .
Fenn and Rourke [7] proved a similar result with a subset of transformations in-
troduced by Kirby, which we call Kirby–Fenn–Rourke moves (see Figures 7–8).
+1
Figure 7.
−1
Figure 8.
Therefore, to give an invariant τ(M) ∈ k for 3-manifolds M = ML amounts to give
an invariant τ(L) for framed links L in S3, which would not change under Kirby or
Kirby–Fenn–Rourke moves. We may and we shall consider framed links in R3 instead
of S3.
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7.2. An invariant determined by a 3-modular category. Let C be a 3-modular
category. The reader might want to assume that C = H-mod for simplicity. First of
all we construct an invariant of framed links in R3.
Let L be a framed tame link in R3. It can be deformed to a smooth link so that its
projection p(L) to the standard plane R2 were a smooth generic link diagram DL and
the normal vector field on Li determining the framing were parallel to R
2. Choose a
straight line R1 in R2 so that DL lies in one half-plane with repect to this line (we
shall draw it as a lower half-plane). Choose a point ei ∈ Li for each i and connect it
in R3 with a point xi of R
1 by a curve γi, which projects to the lower half-plane. We
assume p(γi) smooth and transversal to p(Li) in the point p(ei). Make it generic, so
that xi 6= xj and the curves γj don’t intersect each other and L except at the ends.
Draw the corresponding plane diagram D¯L assigning necessary signs of overcrossing or
undercrossing to each double point of the projection to R2. Duplicate the projections
of the curves γi, replacing them by two parallel curves γ
−
i and γ
+
i (e.g. parts of the
boundary of a small neighbourhood Vi of p(γi)). Remove the connected component
of Li∪Vi containing ei. The result will be a diagram of a tangle looking like Figure 9.
Make this diagram into a C-tangle TL [37] assigning a color Xi ∈ Ob C to the point
x1 xj’xj xm
e1
ej
e
m
γ1
− γ1
+
γj
− γj
+ γ
m
− γ
m
+
x
m
’x1’
Figure 9.
xi and Xi
∨ to the point x′i and inserting to γ
−
i such a morphism u
2a
0 : Xi → X(2ai ∨),
a ∈ Z, as consistency requires. The tangle TL represents a morphism in C
Φ(TL;X1, . . . , Xm) : X1 ⊗X1∨ ⊗X2 ⊗X2∨ ⊗ . . .⊗Xm ⊗Xm∨ → I.
Fix all objects Xi, Xi
∨ except for i = j and vary Xj , Xj
∨. We see that the following
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diagram commute for any morphism f : Yj → Zj ∈ C
X1⊗X1∨⊗...⊗Yj⊗Zj
∨⊗...⊗Xm⊗Xm∨
...⊗Yj⊗f t⊗...−−−−−−−→ X1⊗X1∨⊗...⊗Yj⊗Yj∨⊗...⊗Xm⊗Xm∨
...⊗f⊗Zj
∨⊗...
y
yΦ(TL;X1,...,Yj ,...,Xm)
X1⊗X1∨⊗...⊗Zj⊗Zj∨⊗...⊗Xm⊗Xm∨
Φ(TL;X1,...,Zj ,...,Xm)−−−−−−−−−−−−→ I
Indeed, insert a morphism f to a point of γ−j in the Figure 9 and push it along the
curve through all crossings. It will appear on γ+j as f
t.
Commutativity of the above diagram means that Φ(TL; . . . ) factorizes through
the canonical mappings iXj : Xj ⊗ Xj∨ → F on jth place (compare with (1.2.1)).
Therefore, it defines a morphism
Φ(TL) : F
⊗m → I.
Take an invariant element of F , that is, a morphism α : I → F ∈ C. Define a
number in k
φ(TL, α) : I = I
⊗m α
⊗m−−→ F⊗m Φ(TL)−−−→ I.
Proposition 7.2.1. Assume that γF (α) = α. Then the number φ(TL, α) ∈ k depends
only on L and α and not on choices made in constructing TL.
Notation. τ(L, α) = φ(TL, α).
Proof. Since the source of α is a unity object, we can change all overcrossings with
γj to undercrossings and vice versa without changing the value of φ(TL, α). Since all
tensor factors in α⊗m coincide, the result does not depend on the order of xj = γj(1)
on the line. Indeed, an interchange of the two neighbour ends xi and xj is equivalent
to adding of a crossing which is interpreted as c : I⊗I → I⊗I, and this is an identity
morphism.
The tangent vector p(γi)
′(0) can be chosen normal to p(Li) at the point p(ei). The
following diagram explains that the change from one normal vector to another is
equivalent to composing α with γF or γ
−1
F on j
th place (Figure 10). Since γFα =
xi x’i xi i
=
x’
Figure 10.
α = γ−1F α the resulting φ(TL, α) will not change.
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Also the value of φ(TL, α) does not depend on the choice of ei. Indeed, make ei
slide along Li and deform γi simultaneously. This will not change Φ(TL;X1, . . . , Xm)
and a forteriori φ(TL, α).
Therefore, φ(TL, α) depends only on the plane diagram D¯L and α. It is invariant
under the three Reidemeister moves performed on D¯L, namely, Ω2, Ω3 [47] and
Ω1F
✏
✑
☛ ✟
✡
✡
✡
❏
❏❏
❭
❭❭✡
✓
✒✠✜✜
✜
=
Indeed, these moves are local, and we can always choose the points ei ∈ Li outside the
changed pieces, hence, the corresponding moves for C-tangles apply without changing
the morphism Φ(TL;X1, . . . , Xm). For Ω1F move notice that u
2
1 : X → X∨∨ (resp.
u−21 : X → ∨∨X) in the left (resp. right) hand side will be accompanied by a power
of u20. Thus, invariance under Ω1F follows from the equation
u−20 u
2
1 = ν = u
2
0u
−2
1 : X → X.
Since the set of equivalence classes of plane diagrams under Ω1F, Ω2, Ω3 is the same
as the set of equivalence classes of framed links in R3 ([36] after [47]), we deduce that
φ(TL, α) depends only on L and α.
7.2.1. A 3-manifold invariant. By the very definition of a 3-modular category C the
Hopf algebra F ∈ C has a two-sided integral σ : I → F . In the following we shall
consider the link invariant τ(L, σ) = φ(TL, σ).
Denote by s(L) the signature of the intersection form in H2(WL;R), where WL is
the 4-manifold obtained by surgery along L and ML = ∂WL. It is the same as the
signature of the linking matrix of L [18].
Theorem 7.2.2. The number
τ(ML) = λ
−s(L)τ(L, σ)
is an invariant of 3-manifolds, that is, it depends only on the homeomorphism class
of ML.
Proof. The equations (2.1.1), (2.1.2) show that application of one of the Kirby–Fenn–
Rourke moves multiplies τ(L, σ) by λ±1. Simultaneously s(L) increases by ±1.
It is worth understanding why τ(ML) is invariant under Kirby moves. The answer is
because σ is an integral in F . Graphically this property is expressed by the following
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equation
ξ
★
★
★
★
✓
✓
✓✓
σ
X X∨ I
F
=
★
★
★
★
✓
✓
✓✓
σ
X X∨ I
✣✢
F
: X ⊗X∨ ⊗ I → F. (7.2.1)
Here the multiplication morphism ξ is determined from the commutative diagram
X ⊗ Y ⊗ Y ∨ ⊗X∨ X⊗iY ⊗X∨−−−−−−→ X ⊗ F ⊗X∨
≀
y
yξ
(X ⊗ Y )⊗ (X ⊗ Y )∨ iX⊗Y−−−→ F
Let us give another proof of Theorem 7.2.2, using only the Kirby moves. For
particular categories related with SL(2) this was done by Lickorish [32] through a
different approach. Choose a pair of components Li, Lj in L and perform a Kirby
band move as shown at Figure 11. The points a ∈ Li and b ∈ Lj become “connected”
Li
a
b
L j
L’i b
L j
β
Figure 11.
by a double line β. Take the point b as ej and choose γj so that γ
′
j(0) pointed out
in the direction of β. Duplicate all γk as required by the recipee. Since the curves
Lj and a new-made part of L
′
i go parallelly, we can insert the morphism ξ to this
C-F -tangle without changing the morphism . . . ⊗ X ⊗ X∨ ⊗ . . . ⊗ F ⊗ · · · → k it
represents (see Figure 12). In the vicinity of ej the picture looks like the left hand
side of (7.2.1). Therefore we can change it to the right hand side without changing
τ(L′, σ). The resulting tangle at Figure 13 is isotopic to the initial one, so its value
τ(L′, σ) equals to τ(L, σ). Finally, the signature s(L) will not change under Kirby
band move [18], whence Theorem 7.2.2 follows.
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xi x’i xj x’j
ξ
Figure 12.
x
i
x’
i xj x’j
Figure 13.
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7.3. Lens spaces. We calculate as an example the invariant τ for lens spaces L(p, q).
Consider the n-component chain link L ⊂ S3 and the value of its invariant
τ


a1
a2
an−1
an
, σ


=
a1
a2
a
n−1
a
n
σ
σ
σ
σ
ν
ν
ν
ν
. (7.3.1)
The surgery at L gives the lens space L(p, q), where prime to each other p, q ∈ Z
satisfy
p
q
= an −
1
an−1 −
1
. . . − 1
a2 −
1
a1
(see Rolfsen [52]). The right hand side of (7.3.1) can be presented through the maps
S, T : F → F as
τ(L, σ) = ε(T anST an−1S . . . T a2ST a1S(1))
= 〈1, T anST an−1S . . . T a2ST a1S(1)〉
= 〈 tS tT a1 tS tT a2 . . . tS tT an−1 tS(νan), 1〉
=
∫ ′
( tT a1 tS tT a2 . . . tS tT an−1 tS(νan))
The last formula uses only the maps tT , tS = tS−(σ) in U , determined by (3.8.2) and
(3.8.9). We can also use tS+(σ) (see (3.8.13)) instead of
tS.
In particular case n = 1, a1 = 0 we get τ(L, σ) = ε(µ) =
∫ ′ 1, which vanishes for
all uq(g), hence, τ(S
2 × S1) = 0. This contrasts sharply with the case of a perfect
modular semisimple C, where ε(µ) =
√∑
i(dimC Xi)
2 is invertible (see [35, 59]). Here
Xi runs over the set of isomorphism classes of simple objects of C. Their categorical
dimensions
dimCXi =
(
I
coev−−→ Xi ⊗ ∨Xi 1⊗u
2
0−−−→ Xi ⊗Xi∨ ev−→ I
)
are real numbers if the ground field is End I = C [35], so ε(µ) is positive.
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Finally, s(L) is the signature of the linking matrix


a1 1
1 a2 1 0
1
. . .
. . .
. . .
. . . 1
0 1 an−1 1
1 an


which gives τ(L(p, q)).
7.4. The Hennings invariant. Let H be a finite dimensional 3-modular Hopf
algebra (see Theorem 3.7.3). Construct a 3-manifold invariant τ(M) taking the 3-
modular category C = H -mod as data. Calculating τ(L, σ) for some link L we get
an expression involving R-matrices (as many as there are crossings in D¯L), elements
σ and the powers of κ (as many as there are components in L) under the sign of
counity. It turns out that the result of calculation coincides with the Hennings
invariant [10] defined in unoriented setting by Kauffman and Radford [14] up to
change of conventions. Indeed, the calculation of τ(L, σ) can be performed using the
graphical rules of Hennings–Kauffman–Radford as follows:
– change all crossings in D¯L to the composite of R-matrix and the permutation
 
 
  ❅❅
❅❅
✲
❅
❅
❅❅
 
 
  
q q
R′ R′′ ,
❅
❅
❅❅
  
  
✲
❅
❅
❅❅
 
 
  
q qγ(R′) R′′ ;
– add to each component such power of the morphism u20 = v
2
0 · κ = κ · v20 or its
inverse u−20 = v
−2
0 · κ−1 ✎✍☎✆v20 = , v−20 = ✌☞✞✝
that after cancellations of v20’s with v
−2
0 ’s the diagram becomes a disjoint union of
unknots;
– slide all elements put on the diagram to the left of the chosen points ei via the rule
✒✑qx ✛✲ ✒✑q γ(x),
✓✏q x ✛✲ γ(x)✓✏q , x ∈ H .
Now each component looks alike
☛
✡
✟
✠qq
σ
x1
xn
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with x1, . . . , xn ∈ H attached to it, and its contribution is
ε(xn . . . x1 ⊗ 1(σ)) = ε(〈xn . . . x1, σ(1)〉σ(2)) = 〈xn . . . x1, σ〉
(see Section 3.8.1). We can view σ as the left integral σ : H → k on the algebra H .
So
τ(L, σ) =
∑
σ(xn . . . x1) . . . σ(zm . . . z1)
where the arguments are either powers of κ or come from R-matrices acted upon
by some powers of the antipode. This is the knot invariant used in the definition of
Hennings invariant [10] up to change of the sign of the braiding.
References
1. Birman, J.S.: Mapping class groups and their relationship to braid groups. Commun. Pure
Appl. Math. 22, 213–238 (1969)
2. Chandrasekharan, K.: Introduction to Analytic Number Theory. Berlin, Heidelberg: Springer
1968
3. Crivelli, M., Felder, G., Wieczerkowski, C.: Topological Representations of Uq(sl2(C)) on the
Torus and the Mapping Class Group. Lett. Math. Phys. 30, 71–85 (1994)
4. Deligne, P.: Cate´gories tannakiennes. In: Grothendieck Festschrift, 2, pp. 111–195. Birkha¨user
1991
5. Drinfeld, V.G.: Quantum groups. In: Proceedings of the ICM, 1, pp. 798–820. Providence, R.I.:
Amer. Math. Soc. 1987
6. Drinfeld, V.G.: On almost cocommutative Hopf algebras. Leningrad Math. J. 1, 321–342 (1990)
7. Fenn, R., Rourke, C.: On Kirby’s calculus of links. Topology 18, 1–15 (1979)
8. Freyd, P., Yetter, D.N.: Coherence theorems via knot theory. J. Pure Appl. Algebra 78, 49–76
(1992)
9. Gaberdiel, M.: Fusion rules of chiral algebras. Preprint DAMTP-93-56, September 1993
10. Hennings, M.A.: Invariants of links and 3-manifolds obtained from Hopf algebras. Preprint.
11. Jimbo, M.: A q-difference analog of U(g) and the Yang-Baxter equation. Lett. Math. Phys. 10,
63–69 (1985)
12. Joyal, A., Street, R.: Tortile Yang-Baxter operators in tensor categories. J. Pure Appl. Algebra
71, 43–51 (1991)
13. Kauffman, L.H., Radford, D.E.: A necessary and sufficient condition for a finite dimensional
Drinfeld double to be a ribbon Hopf algebra. J. Algebra 159, 98–114 (1993)
14. Kauffman, L.H., Radford, D.E.: Invariants of 3-Manifolds Derived from Finite Dimensional
Hopf Algebras. Preprint.
15. Kazhdan, D., Lusztig, G.: Tensor structures arising from affine Lie algebras, II. J. Amer. Math.
Soc. 6, 949 (1993)
16. Kerler, T.: Mapping Class Group Actions on Quantum Doubles. Preprint, December 1993
17. Kirby, R.C.: A calculus for framed links in S3. Invent. Math. 45, 35–56 (1978)
18. Kirby, R.C.: The Topology of 4-Manifolds. Lecture Notes in Math. 1374. New York: Springer
1989
19. Kirby, R., Melvin, P.: The 3-manifold invariants of Witten and Reshetikhin-Turaev for sl(2,C).
Invent. Math. 105, 473–545 (1991)
20. Kirillov, A.N., Reshetikhin, N.: q-Weyl group and a multiplicative formula for universal R-
matrices. Commun. Math. Phys. 134, 421–431 (1990)
3-INVARIANTS AND REPRESENTATIONS OF MAPPING CLASS GROUPS 61
21. Khoroshkin, S.M., Tolstoy, V.N.: Universal R-matrix for quantized (super)algebras. Commun.
Math. Phys. 141, 599–617 (1991)
22. Kohno, T.: Topological invariants for 3-manifolds using representations of mapping class groups
I. Topology 31, 203–230 (1992)
23. Kohno, T.: Three-manifold invariants derived from conformal field theory and projective rep-
resentations of modular groups. Internat. J. Modern Phys. B 6, 1795–1805 (1992)
24. Lang, S.: Algebraic number theory. Graduate Texts in Math. 110. New York: Springer 1986
25. Levendorskii, S.Z., Soibelman, Ya.S.: Some applications of the quantum Weyl groups. J. Geom.
Physics 7, 241–254 (1990)
26. Levendorskii, S.Z., Soibelman, Ya.S.: Quantum Weyl group and multiplicative formula for the
R-matrix of a simple Lie algebra. Functional Anal. Appl. 25, 143–145 (1991)
27. Levendorskii, S., Soibelman, Ya.: Algebras of Functions on Compact Quantum Groups, Schu-
bert Cells and Quantum Tori. Commun. Math. Phys. 139, 141–170 (1991)
28. Lickorish, W.B.R.: A representation of orientable combinatorial 3-manifolds. Ann. of Math. 76,
531–540 (1962)
29. Lickorish, W.B.R.: A finite set of generators for the homeotopy group of a 2-manifold. Proc.
Cambridge Philos. Soc. 60, 769–778 (1964)
30. Lickorish, W.B.R.: Three-manifolds and the Temperley-Lieb algebra. Math. Ann. 290, 657–670
(1991)
31. Lickorish, W.B.R.: Calculations with the Temperley-Lieb algebra. Comment. Math. Helv. 67,
571–591 (1992)
32. Lickorish, W.B.R.: The skein method for three-manifold invariants. Preprint
33. Lusztig, G.: Quantum groups at roots of 1. Geom. Dedicata 35, 89–113 (1990)
34. Lusztig, G.: Introduction to Quantum groups. Progress in Math. 110. Boston: Birkha¨user 1993
35. Lyubashenko, V.V.: Tensor categories and RCFT I,II. Preprint ITP-90-30E, ITP-90-59E, Kiev,
1990
36. Lyubashenko, V.V.: Tangles and Hopf algebras in braided categories. To appear in J. Pure
Appl. Algebra
37. Lyubashenko, V.V.: Modular transformations for tensor categories. To appear in J. Pure Appl.
Algebra
38. Lyubashenko, V.: Ribbon categories as modular categories. Preprint
39. Lyubashenko, V.V., Majid, S.: Fourier transform identities in quantum mechanics and the
quantum line. Phys. Lett. B 284, 66–70 (1992)
40. Lyubashenko, V.V., Majid, S.: Braided groups and quantum Fourier transform. J. Algebra 166,
506–528 (1994)
41. Mac Lane, S.: Categories for the working mathematician. New York: Springer 1971
42. Majid, S.: Braided groups. J. Pure Appl. Algebra 86, 187–221 (1993)
43. Matveev, S., Polyak, M.: A geometrical presentation of the surface mapping class group and
surgery. Commun. Math. Phys., 160, 537–550 (1994)
44. Moore, G., Seiberg, N.: Classical and Quantum Conformal Field Theory. Commun. Math.
Phys., 123, 177–254 (1989)
45. Radford, D.E.: Minimal quasitriangular Hopf algebras. J. Algebra 157, 285–315 (1993)
46. Radford, D.E.: The Trace Function and Hopf Algebras. J. Algebra 163, 583–622 (1994)
47. Reidemeister, K.: Knotentheorie. Berlin: Springer 1932
48. Reshetikhin, N.: Quasitriangular Hopf algebras, solutions to the Yang-Baxter equations and
link invariants. Algebra i Analiz 1, 169–194 (1989)
49. Reshetikhin, N.Yu., Semenov-Tian-Shansky, M.A.: Quantum R-matrices and factorization
problems. J. Geom. Phys. 5, 533 (1988)
62 V. V. LYUBASHENKO
50. Reshetikhin, N.Yu., Turaev, V.G.: Ribbon Graphs and Their Invariants Derived from Quantum
Groups. Commun. Math. Phys. 127, 1–26 (1990)
51. Reshetikhin, N., Turaev, V.G.: Invariants of 3-manifolds via link polynomials and quantum
groups. Invent. math. 103, 547–597 (1991)
52. Rolfsen, D.: Knots and Links. Math. Lect. Ser. 7. Berkeley: Publish or Perish 1976
53. Rosso, M.: Quantum Groups at a Root of 1 and Tangle Invariants. Internat. J. Modern Phys.
B 7, 3715–3726 (1993)
54. Schauenburg, P.: Tannaka Duality for Arbitrary Hopf Algebras. Algebra-Berichte 66. Mu¨nchen:
R. Fisher 1992
55. Scott, G.P.: Braid groups and the group of homeomorphisms of a surface. Proc. Cambridge
Philos. Soc. 68, 605–617 (1970)
56. Shum, M.C.: Tortile tensor categories. Macquarie preprint, 1989
57. Sweedler, M.E.: Hopf algebras. New York: Benjamin 1969
58. Tanisaki, T.: Killing Forms, Harish-Chandra Isomorphisms, and UniversalR-Matrices for Quan-
tum Algebras. Internat. J. Modern Phys. A 7, 941–961 (1992)
59. Turaev, V.: Quantum invariants of 3-manifolds. Publ. de l’IRMA 509/P-295, October 1992.
Quantum invariants of 3-manifolds II. Publ. de l’IRMA 1993/015
60. Wajnryb, B.: A simple presentation for the mapping class group of an orientable surface. Israel
J. Math. 45, 157–174 (1983)
61. Walker, K.: On Witten’s 3-manifold invariants. Preprint, February 1991
62. Witten, E.: Quantum field theory and the Jones polynomial. Commun. Math. Phys. 121, 351–
399 (1989)
63. Yetter, D.N.: Coalgebras, Comodules, Coends and Reconstruction. Preprint
Department of Mathematics, University of York, Heslington, York, YO1 5DD,
England, U.K.
E-mail address : vvl1@unix.york.ac.uk
