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Abstract
In this paper, we introduce the homogeneous weight and homogeneous Gray map
over the ring Rq = F2[u1, u2, . . . , uq]/
〈
u2i = 0, uiuj = ujui
〉
for q ≥ 1. We also consider
the construction of simplex and MacDonald codes of types α and β over this ring.
Further, we study the properties of these codes such as their binary images and covering
radius.
Key Words: Simplex codes, MacDonald codes, Gray map, Codes over rings, Lee weight,
Homogeneous weight.
1 Introduction
Codes over rings have been of significant research interest since the pioneering work of Ham-
mons et al. [10] on codes over Z4. Many of their results have been extended to finite chain
rings such as Galois rings and rings of the form F2[u]/ 〈u
m〉. Recently, as a generalization
of previous studies [14, 15], Dougherty et al. [5] considered codes over an infinite class of
rings, denoted Rq. These rings are finite and commutative, but are not finite chain rings.
Motivated by the importance of the simplex and MacDonald codes which have been defined
over several finite commutative rings [1,8,9], in this work, we define the homogeneous weight
over Rq and present simplex codes and MacDonald codes over this ring. The properties of
these codes are studied, particularly the weight enumerators and covering radius. Further,
the binary images of these codes are considered.
The remainder of this paper is organized as follows. In Section 2, some preliminary
results are given concerning the ring Rq and codes over this ring. Further, we define the
homogeneous weight and its Gray map. The simplex codes of type α and their properties and
binary images are given in Section 3, while the simplex codes of type β and their properties
and binary images are given in Section 4. In Section 5, the MacDonald codes of types α
and β are presented along with their binary images. Section 6 presents the repetition codes
and considers some properties of these codes, in particular the covering radius. Finally, in
1
Section 7 the covering radius of the Simplex and MacDonald codes of types α and β are
studied.
2 Preliminaries
Let R be a finite commutative ring and Rn the set of all n-tuples over R. Hence, Rn is an
R-module. A code C of length n over R is a non-empty subset of Rn. A submodule C of Rn
is called a linear code, and a code C is called free if it is a free R-module. Let |C| denote
the cardinality of C. If |C| = M , then C is called an (n,M) code. For any two vectors (or
codewords) x = (x1, x2, . . . , xn) , y = (y1, y2, . . . , yn) ∈ R
n, the inner product is defined as
〈x, y〉 =
n∑
i=1
xiyi ∈ R.
Let C ⊆ Rn be a code of length n over R. The dual code of C is defined as
C⊥ = {x |〈x, y〉 = 0, for all c ∈ C } .
Let q ≥ 2 be a positive integer. Then the ringRq = F2[u1, u2, . . . , uq]/ 〈u
2
i = 0, uiuj = ujui〉
is given recursively by
Rq = F2[u1, u2, · · · , uq]/
〈
u2i = 0, uiuj = ujui
〉
= Rq−1 + uqRq−1.
For every subset A ⊆ {1, 2, · · · , q} we have
uA =
∏
i∈A
ui,
with the convention that u∅ = 1. Then all elements of Rq can be expressed by∑
A⊆{1,2,...,q}
cAuA,with cA ∈ F2.
The following lemmas proved by Dougherty et al. [5] gives some important properties of Rq.
Lemma 2.1 The ring Rq is a local commutative ring with |Rq| = 2
2q . The unique maximal
ideal mq consists of all non-units and |mq| =
|Rq|
2
.
Proposition 2.2
(i) For any a ∈ Rq, we have
a · (u1u2 · · ·uq) =
{
0 if a is a non-unit,
u1u2 · · ·uq if a is a unit.
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(ii) For any unit a ∈ Rq and x ∈ Rq, we have
a · x = u1u2 · · ·uq ⇔ x = u1u2 · · ·uq.
We denote the set of units of Rq by U(Rq) and non-units by D(Rq). It is clear that
|U(Rq)| = |D(Rq)| = 2
2q−1 and U(Rq) = D(Rq) + 1.
A linear code of length n over Rq is defined to be an Rq-submodule of R
n
q .
2.1 The Lee and Homogeneous Weights over Rq and the Gray
Maps
2.1.1 The Lee Weight over Rq and the Gray Map
Let the order on the subsets of {1, 2, . . . , q} be
{1, 2, . . . , q} = {1, 2, . . . , q − 1} ∪ {q} .
With this order, the Gray map is defined as follows
ΨLee : Rq → F
2
q
2 ,
with
ΨLee (uA) = (cB)B⊂{1,2,...,q} ,
and
cB =
{
1 if B ⊂ A,
0 otherwise.
We can extend ΨLee to all elements of Rq and define the Lee weight of an element in Rq as
the Hamming weight of its image. This is a linear distance preserving map from Rnq to F
2qn
2 .
It follows immediately that
wLee(uA) = 2
|A|.
Hence we have the following lemma.
Lemma 2.3 If C is a linear code over Rq of length n, cardinality 2
k and minimum Lee
weight dLee, then ΨLee(C) is a binary linear code with parameters [2
2qn, k, dLee].
2.1.2 The Homogeneous Weight over Rq and the Gray Map
Several weights can be defined over rings. A weight on a code C over the ring Rq is called
homogeneous if it satisfies the following assertions.
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Definition 2.4 [6, p. 19] A real valued function w on the finite ring Rq is called a (left)
homogeneous weight if w(0) = 0 and the following are true.
(i) For all x, y ∈ Rq, Rqx = Rqy implies w(x) = w(y).
(ii) There exists a real number η such that∑
y∈Rx
w(y) = η|Rqx| for all x ∈ Rq − {0}.
The number η is the average value of w on Rq, and from condition (i) we can deduce that
η is constant on every non-zero principal ideal of Rq.
Honold [11] described the homogeneous weight on Rq in terms of generating characters.
Proposition 2.5 [11] Let Rq be a finite ring with generating character χ. Then every
homogeneous weight on Rq is of the form
w : Rq → R
x 7→ γ
[
1− 1
|R×q |
∑
u∈R×q
χ(xu)
]
.
The homogeneous weight on Rq will be obtained using Proposition 2.5. Recall from [5]
that the following is a generating character for the ring Rq
χ
 ∑
A⊆{1,2,...,q}
c∅=0∨A 6=∅
cAuA
 = (−1)wt(c),
where wt(c), denotes the Hamming weight of the F2-coordinate vector of the element in the
basis {uA;A ⊆ {1, 2, · · · , q}}. We then have
χ(0) = 1
χ(1) = χ(u1) = · · · = χ(uq) = χ(u1u2) = · · · = χ(u1u2 · · ·uq) = −1
χ(1 + u1) = χ(u1 + u2) = · · · = χ(uq + u1u2 · · ·uq) = 1
χ(1 + u1 + u2) = χ(u1 + u2 + u3) = · · · = χ(uq−1 + uq + u1u2 · · ·uq) = −1
...
χ
1 + ∑
A⊆{1,2,...,q}
c∅=0∨A 6=∅
cAuA
 = 1.
The following Lemma from [11, Theorem 2] will be key in proving the main theorem
concerning the homogeneous weight on Rq.
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Lemma 2.6 Let x be an element in Rq such that x 6= 0 and x 6= u1u2 · · ·uq. Then∑
a∈Rq
χ(a · x) = 0.
Theorem 2.7 The homogeneous weight on Rq is
whom(x) =

0 if x = 0,
2γ if x = u1u2 · · ·uq,
γ otherwise.
Proof. Let x = u1u2 · · ·uq. Then by Proposition 2.2, a · x = x for all a ∈ U(Rq), so
χ(a · x) = −1 for all a ∈ U(Rq). Hence, by Proposition 2.5 we have
whom(x) = γ
1− 1
|U(Rq|
∑
a∈U(Rq
(−1)
 = 2γ.
If x 6= 0 and x 6= u1u2 · · ·uq, then by Lemma 2.6 we have
∑
a∈Rq
χ(a · x) = 0. Thus we
obtain
whom(x) = γ
[
1−
1
|U(Rq|
0
]
= γ.

The homogeneous weight for a codeword x = (x1, x2, · · · , xn) ∈ R
n
q is defined as
whom (xi) =

0 if xi = 0,
2q+1 if xi = u1u2 · · ·uq,
2q otherwise.
The corresponding Gray map is given by
Ψhom : Rq → F
2
q+1
2
where
Ψhom (0) = 0000 · · ·00
Ψhom (1) = 0101 · · ·01
...
...
...
Ψhom
 ∑
A⊆{1,2,...,q}
c∅=0∨A 6=∅
cAuA
 = 1111 · · ·11
Hence the following lemma holds.
Lemma 2.8 If C is a linear code over Rq of length n, cardinality 2
k and minimum homo-
geneous weight dhom, then Ψhom(C) is a binary linear code with parameters [2
2q+1n, k, dhom].
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The following definition gives the Hamming, Lee and homogeneous weight distributions.
Definition 2.9 [9] For every 1 ≤ i ≤ n, let AHam(i), ALee(i) and Ahom(i) be the number
of codewords of Hamming, Lee and homogeneous weight i in C, respectively. Then
(AHam(0), AHam(1), · · · , AHam(n)),
(ALee(0), ALee(1), · · · , ALee(n)),
and
(Ahom(0), Ahom(1), · · · , Ahom(n)),
are called the Hamming, Lee and homogeneous weight distributions of C, respectively.
In [4], the torsion code of a code C over Rq was defined as
TorA (C) = {v ∈ F
n
2 ; uAv ∈ C,A ⊂ {1, · · · , 2
q}} . (1)
Tor∅ (C) = {v ∈ F
n
2 ; u∅v ∈ C,A = ∅} is called the residue code and is often denoted by
Res(C) = {u ∈ Fn2 ; ∃v ∈ F
n
2 ; u+ uAv ∈ C}. In general, we have the following tower of codes
Tor∅ (C) ⊆ Tor{i}⊂{1,··· ,2q} (C) ⊆ · · · ⊆ Tor{1,··· ,2q} (C) . (2)
Hence for a code C over Rq
|C| = |Tor∅ (C) ||Tor{i}⊂{1,··· ,2q} (C) | · · · |Tor{1,··· ,2q} (C) |.
Before presenting the simplex codes of types α and β, we define the 2-dimension of a
code C. In [13], the authors presented the p-dimension for finitely generated modules over
Zps. Using this result, we define the 2-dimension of a code C over Rq as follows. A subset
S of C is a 2-basis for the linear code C over Rq if S is 2-linearly independent and C is the
2-span of S. The number of vectors in a 2-basis for C is called the 2-dimension of C.
2.2 The Covering Radius
The covering radius of a code is defined as the smallest integer r such that all vectors in the
space are within distance r of some codeword. The covering radius of a code C over Rq is
then
rLee(C) = max
v∈Rnq
{d(v, C)} and rhom(C) = max
v∈Rnq
{d(v, C)},
for the Lee and homogeneous weights, respectively. It is easy to see that rLee(C) and rhom(C)
are the minimum values of rLee and rhom such that
Rnq = ∪c∈CSrLee(c) and R
n
q = ∪c∈CSrhom(c),
respectively, where
SrLee(u) =
{
v ∈ Rnq ; d(u, v) ≤ rLee
}
and Srhom(u) =
{
v ∈ Rnq ; d(u, v) ≤ rLee
}
.
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Proposition 2.10 [2, Proposition 3.2] Let C be a code over Rnq and ΨLee(C) the Gray map
image of C. Then rLee (C) = rHam(ΨLee(C)).
Proposition 2.11 If C0 and C1 are codes over R
n
q generated by matrices G0 and G1, re-
spectively, and if C is the code generated by
G =
[
0 G1
G0 A
]
,
then rd(C) ≤ rd0(C0) + rd1(C1) and the covering radius of Cc (the concatenation of C0 and
C1)) satisfies the following inequality rd(Cc) ≥ rd0(C0)+ rd1(C1) for all distances d over R
n
q .
Proof. See [3, Part D]. 
3 Simplex Codes of Type α
Let q and k be positive integers with q ≥ 1, and let Gα(q,k) be the matrix of size k × 2
2q·k
defined inductively by
Gα(q,k) =

Gα(q,k−1) . . . G
α
(q,k−1)
022q ·(k−1) . . .
1 + ∑
A⊆{1,2,...,q}
c∅=0∨A 6=∅
cAuA
× 1
22
q
·(k−1)
 , (3)
for k ≥ 2, where
Gα(q,1) =
0 1 u1 · · ·
1 + ∑
A⊆{1,2,...,q}
c∅=0∨A 6=∅
cAuA

 ,
is a matrix with one row and 22
q
columns containing all the elements of Rq. The columns
of Gα(q,k) consist of all distinct k-tuples over Rq. The code S
α
(q,k) generated by G
α
(q,k) is called
the simplex code of type α over Rq. This code has length 2
2qk and 2-dimension 2qk.
Remark 3.1 If Ak−1 denotes the 2
2q·(k−1) × 22
q ·(k−1) matrix consisting of all codewords in
Sα(q,k−1), and J is the matrix with all elements equal to 1, then S
α
(q,k) is generated by the
7
22
q·k × 22
q ·k matrix
Ak−1 Ak−1 · · · Ak−1
Ak−1 J + Ak−1 · · ·
1 + ∑
A⊆{1,2,...,q}
c∅=0∨A 6=∅
cAuA
 J + Ak−1
...
...
. . .
...
Ak−1
1 + ∑
A⊆{1,2,...,q}
c∅=0∨A 6=∅
cAuA
 J + Ak−1 · · · J + Ak−1

. (4)
Remark 3.2 If l1, l2, . . . , lk are the rows of G
α
(q,k), then
1. wHam (li) = 3 ·5 ·17 ·257 · . . .·2
2q·k−2q , wHam (u1li) = wHam (u2li) = . . . = wHam (uqli) =
3 · 5 · 17 · 257 · . . . · 22
q·k−2q−1, wHam (u1u2 . . . uqli) = 2
2q·k−1.
2. wLee (li) = wLee (u1li) = wLee (u2li) = . . . = wLee (u1u2 . . . uqli) = 2
2q·k+(q−1).
3. whom (li) = whom (u1li) = whom (u2li) = . . . = whom (u1u2 . . . uqli) = 2
2qk.
In the matrix Gα(q,k), it is clear that each element of Rq appears 2
2q·(k−1) times in every
row. Thus we have the following lemma.
Lemma 3.3 Let c ∈ Sα(q,k) be nonzero. If one coordinate of c is a unit then every element
of Rq occurs 2
2q ·(k−1) times as a coordinate of c.
Proof. From Remark 3.1, any x ∈ Sα(q,k−1) gives the following codewords of S
α
(q,k)
c1 = (x|x|x| · · · |x)
c2 =
x|1 + x|u1 + x| · · · |
1 + ∑
A⊆{1,2,...,q}
c∅=0∨A 6=∅
cAuA
 + x

...
c
22
q =
x|
1 + ∑
A⊆{1,2,··· ,q}
c∅=0∨A 6=∅
cAuA
+ x| · · · |x
 .
The result then follows by induction on k and Remark 3.1. 
To obtain the torsion codes over Rq, it is necessary to introduce the binary simplex codes
of type α and β.
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The binary simplex code of type α, denoted by Sk, has parameters [2
k; k; dHam = 2
k−1]
and generator matrix
Gk =
(
00 · · ·0 11 · · ·1
Gk−1 Gk−1
)
, (5)
for k > 2, where G1 = (0|1).
The binary simplex code of type β, denoted by Ŝk, has parameters [2
k−1; k; dHam = 2
k−1]
and generator matrix
Ĝk =
(
11 · · ·1 00 · · ·0
Gk−1 Ĝk−1
)
, (6)
for k > 3, where
Ĝ2 =
(
11 0
01 1
)
.
Lemma 3.4 The torsion code of Sα(q,k) is the concatenation of 2
(2q−1)k Sk codes.
Proof. The torsion code of Sα(q,k) is the set of codewords obtained by replacing u1u2 · · ·uq
with 1 in all u1u2 . . . uq-linear combinations of the rows of u1 · · ·uqG
α
(q,k) (where G
α
(q,k) is the
generator matrix of Sα(q,k) defined in (3)). The proof is by induction on k. For k = 2, the
result is true. If u1u2 · · ·uqG
α
(q,k−1) is the matrix obtained by the concatenation of 2
(2q−1)(k−1)
copies of the matrix u1u2 · · ·uqGk−1, then u1u2 · · ·uqG
α
(q,k) takes the form(
u1u2 · · ·uqGk−1 · · ·u1u2 · · ·uqGk−1 · · · u1u2 · · ·uqGk−1 · · ·u1u2 · · ·uqGk−1
0
22
q
·(k−1)
· · · (u1u2 . . . uq)× 1
22
q
·(k−1)
)
. (7)
Grouping the columns based on (5), we obtain the result. 
For q ≥ 2, we define the following linear homomorphism
Γq : Rq → Rq−1
1 +
∑
A⊆{1,2,··· ,q}
c∅=0∨A 6=∅
cAuA 7−→ Γq
1 + ∑
A⊆{1,2,··· ,q}
c∅=0∨A 6=∅
cAuA
 ,
where
Γq
1 + ∑
A⊆{1,2,··· ,q}
c∅=0∨A 6=∅
cAuA
 = 1 + ∑
A⊆{1,2,··· ,q−1}.
c∅=0∨A 6=∅
cAuA.
We have
Im(Γq) = Rq−1,
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and for n a positive integer this homomorphism can be extended to Rnq
Γq : R
n
q −→ R
n
q−1.
Theorem 3.5 Let Sα(q,k) be the simplex code of type α over Rq. Then Γq(S
α
(q,k)) is the
concatenation of 22
q−1k simplex codes of type α over Rq−1.
Proof. If Gα(q,k) is a generator matrix of the simplex code S
α
(q,k) of type α over Rq, then
Γq(G
α
(q,k)) has the form
Γq(G
α
(q,k)) =

22
q−1k︷ ︸︸ ︷
Gα(q−1,k) G
α
(q−1,k) · · · G
α
(q−1,k)
 ,
where
Gα(q−1,k) =

Gα(q−1,k−1) G
α
(q−1,k−1) · · · G
α
(q−1,k−1)
0
22
q−1(k−1)
122q−1(k−1) · · ·
1 + ∑
A⊆{1,2,...,q}
c∅=0∨A 6=∅
cAuA
× 1
22
q−1(k−1)
 ,
is a generator matrix of the simplex code of type α over Rq−1. 
Theorem 3.6 If Sα(q,k) is a simplex code of type α over Rq, then
Γq
(
Γq−1 · · ·
(
Γ2
(
Sα(2,k)
)))
=

22
q( q−1q )k︷ ︸︸ ︷
Sα(1,k)S
α
(1,k) · · ·S
α
(1,k)
 ,
is the concatenation of 22
q( q−1q )k Sα(1,k) codes where S
α
(1,k) is the simplex code of type α over
R1.
Proof. The proof is by induction on q and Theorem 3.6. For q = 2, if Gα(2,k) is a generator
matrix of the simplex code over R2, then
Γ2
(
Gα(2,k)
)
=

22k︷ ︸︸ ︷
Gα(1,k) G
α
(1,k) · · · G
α
(1,k)
 ,
where Gα(1,k) is a generator matrix of the simplex code over R1. If
Γq−1
(
Γq−2 · · ·
(
Γ2
(
Gα(2,k)
)))
=
(
22
q−1k · · ·
(
22
2kGα(1,k)
))
,
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is the generator matrix obtained by the concatenation of 22
(q−2)( q+12 )k simplex codes of type
α over R1. Then
Γq
(
Γq−1 · · ·
(
Γ2
(
Gα(2,k)
)))
=
(
22
qk · · ·
(
22
2kGα(1,k)
))
=

22
q( q−12 )k︷ ︸︸ ︷
Gα(1,k) G
α
(1,k) · · · G
α
(1,k)
 .

Let S0 = {0}, S1 = {0, u1u2 · · ·uq},· · · , Sq−1 = {0, u1, u2, · · · , u1u2 · · ·uq}, and Sq = Rq.
Note that Sq−1 is the set of all zero divisors of Rq. A codeword c = (c1, c2, · · · , cn) ∈ S
α
(q,k) is
said to be of type m, 0 ≤ m ≤ q, if all of its components belong to the set Sm. From G
α
(q,k),
we have that each element of Rq occurs equally often in every row of G
α
(q,k).
To determine the Hamming, Lee and homogeneous weight distributions of Sα(q,k), the
number of codewords of type m in Sα(q,k), 0 ≤ m ≤ q, must be determined. For this, we
define the matrix Di as
D0 =

u1u2 . . . uql1
u1u2 . . . uql2
...
u1u2 . . . uqlk
 , D1 =

u1 . . . uq−1l1
u1 . . . uql1
u1 . . . uq−1l2
u1 . . . uql2
...
u1 . . . uq−1lk
u1 . . . uqlk

, · · · , Dq =

l1
u1l1
...
u1 . . . uqR1
l2
u1l2
...
u1 . . . uql2
...
lk
u1lk
...
u1 . . . uqlk

,
where li is the i
th row of Gα(q,k). Let C
(m) be the subcode of C generated by the rows of Dm.
We then have that
C(0) ⊂ C(2) ⊂ · · · ⊂ C(q).
Note that C(m) has 2mk codewords and the matrix Dq generates S
α
(q,k). For 0 ≤ m ≤ q, the
codewords of type m occur 2mk − 2(m−1)k times in Sα(q,k). This proves the following lemma.
Lemma 3.7 For 0 ≤ m ≤ q, the number of codewords of type m in Sα(q,k) is 2
(m−1)k(2k−1).
11
Theorem 3.8 The Hamming, Lee and homogeneous weight distributions of Sα(q,k) are
(i) AHam(0) = 1, AHam(2
(2
qk−m)
)(2m − 1)) = 2(m−1)k(2m − 1), for 0 ≤ m ≤ q.
(ii) ALee(0) = 1, ALee(2
2qk+(q−1)) = 22
qk − 1.
(iii) Ahom(0) = 1, Ahom(2
2qk) = 22
qk − 1.
Proof. Let c ∈ Sα(q,k) be a codeword of type m 6= 0. Then by Lemma 3.7
AHam(2
2q−m(2m − 1)) = 2(m−1)k(2m − 1),
for m = 0, and AHam(0) = 1. Further, by Lemma 3.3, ALee(c) = 2
2q ·k − 1 which is indepen-
dent of m, so all codewords of type m 6= 0 have the same Lee and homogeneous weights. 
3.1 Binary Gray Images of Simplex Codes of Type α
The binary images of the simplex code Sα(q,k) over Rq are given in the following two theorems.
Theorem 3.9 Let Sα(q,k) be the simplex code over Rq of length 2
2qk, 2-dimension 2qk, and
minimum Lee weight dLee. Then ΨLee(S
α
(q,k)) is the concatenation of 2
(2q−1)k+q binary simplex
codes with parameters [22
qk+q; k; dHam = 2
2qk+q−1].
Proof. LetGα(q,k) be a generator matrix of the simplex code S
α
(q,k) over Rq. Then ΨLee(G
α
(q,k))
has the form
ΨLee(G
α
(q,k)) =

2(2
q
−1)k+q︷ ︸︸ ︷
Gk Gk · · · Gk
 ,
where Gk is a generator matrix of the binary simplex code Sk. The result then follows by
induction on k. 
Theorem 3.10 Let Sα(q,k) be the simplex code over Rq of length 2
2qk, 2-dimension 2qk, and
minimum homogeneous weight dhom. Then Ψhom(S
α
(q,k)) is the concatenation of 2
(2q−1)k+q+1
binary simplex codes with parameters [22
qk+q+1; k; dHam = 2
2qk+q].
Proof. The proof is similar to that of Theorem 3.9. 
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4 Simplex Codes of Type β
Let Gβ(q,k) be the matrix of size k × 2
(22
q
−1)(k−1)(2k − 1) defined by
Gβ(q,k) =
 122q ·(k−1) 022q (k−2)(2k−1−1) . . .
(∑
A⊆{1,2,...,q}
c∅=0∨A 6=∅
cAuA
)
22
q
(k−2)(2k−1−1)
Gα(q,k−1) G
β
(q,k−1) . . . G
β
(q,k−1)
 ,
for k > 2 and
Gβ(q,2) =
 122q ·(k−1) 0 . . .
∑
A⊆{1,2,...,q}
c∅=0∨A 6=∅
cAuA
0 1 . . .
(
1 +
∑
A⊆{1,2,...,q}
c∅=0∨A 6=∅
cAuA
)
1 . . . 1
 ,
where Gα(q,k−1) is a generator matrix of S
α
(q,k−1).
Remark 4.1 Let Ak−1 (Bk−1) denote the array of codewords in S
α
(q,k−1) (S
β
(q,k−1)), and J
the matrix of all 1’s. Then the array of codewords of Sβ(q,k) is given by the following matrix
Ak−1 Bk−1 · · · Bk−1
J + Ak−1 Bk−1 · · ·
 ∑
A⊆{1,2,...,q}
c∅=0∨A 6=∅
cAuA
 J +Bk−1
...
...
. . .
...1 + ∑
A⊆{1,2,...,q}
c∅=0∨A 6=∅
cAuA
 J + Ak−1 Bk−1 · · ·
 ∑
A⊆{1,2,...,q}
c∅=0∨A 6=∅
cAuA
 J +Bk−1

.
Let U(Rq) and D(Rq) denote the set of units and the set of zero divisors of Rq, respec-
tively. The following proposition provides the weight distributions of Sβ(q,k).
Proposition 4.2 For 1 ≤ j ≤ k, let lj be the jth row of G
β
(q,k). Then we have
(i)
∑
i∈U(Rq)
wi = 2
2
q
·(k−1) and each zero divisor in Rq appears 2
(2q−1)·(k−2)(2k−1 − 1) times
in lj.
(ii) wHam(lj) = 2
(2q−1)(k−1)−2q (3 · 5 · 17 · 257 · · · (2k − 1) + 1).
1. wLee(l1) = 2
2q(k−1) + 22
q ·k−(2q−1) − 24k−(2
q−2).
(iii) whom(lj) = 2
(2
q
−1)k−1
(2k − 1).
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Proof. The proof follows from the definition of lj. 
The following proposition gives the structure of the codewords of Sβ(q,k).
Proposition 4.3 Consider a codeword c ∈ Sβ(q,k). If one coordinate of c is a unit then∑
i∈U(Rq)
wi = 2
2
q
·(k−1), and each zero divisor in Rq appears 2
(2
q
−1)·(k−2)(2k−1 − 1) times in
c.
Proof. By Remark 4.1, there exists x1 ∈ S
α
(q,k−1) and x2 ∈ S
β
(q,k−1) such that c takes
one of following 22
q
forms
c1 = (x1|x2|x2| · · · |x2)
c2 =
1 + x1|x2|u1 + x2| · · · |
 ∑
A⊆{1,2,...,q}
c∅=0∨A 6=∅
cAuA
+ x2

...
c
22
q =

1 + ∑
A⊆{1,2,...,q}
c∅=0∨A 6=∅
cAuA
+ x1| · · · |
 ∑
A⊆{1,2,...,q}
c∅=0∨A 6=∅
cAuA
+ x2
 .
The result then follows by induction on k. 
Lemma 4.4 The torsion code of Sβ(q,k) is the concatenation of 2
(2q−1)·(k−2) binary simplex
codes of type β denoted by Ŝk.
Proof. The proof is similar to that of Lemma 3.4. 
Theorem 4.5 The Hamming and homogeneous weight distribution of Sβ(q,k) are
(i) AHam(0) = 1, AHam(2
(2q−1)(k−1)[(2k−m(2m − 1) + (21−m − 1)]) = 2(m−1)k(2m − 1),
0 ≤ m ≤ q.
(ii) Ahom(0) = 1, Ahom(2
(2q−1)k−1(2k − 1) = 2k(2(2
q−1)k − 1).
Proof. The proof is similar to that of Theorem 3.8. 
Theorem 4.6 Let Sβ(q,k) be the simplex code of type β over Rq. Then Γq(S
β
(q,k)) is the
concatenation of 22
q−1k simplex codes of type β over Rq−1.
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Proof. If Gβ(q,k) is a generator matrix of the simplex code of type β over Rq, then
Γq(G
β
(q,k)) has the form
Γq(G
β
(q,k)) =

22k︷ ︸︸ ︷
Gβ(q−1,k) G
β
(q−1,k) · · · G
β
(q−1,k)
 ,
where Gβ(q−1,k) is a generator matrix of the simplex code S
β
(q,k−1) of type β over Rq−1. 
Theorem 4.7 If Sβ(q,k) is the simplex code of type β over Rq, then
Γq
(
Γq−1 · · ·
(
Γ2
(
Sβ(2,k)
)))
=

22
q( q−12 )k︷ ︸︸ ︷
Sβ(1,k)S
β
(1,k) · · ·S
β
(1,k)
 ,
is the concatenation of 22
q( q−12 )k simplex codes of type β over R1, denoted by S
β
(1,k).
Proof. The proof is by induction on q and Theorem 4.6. For q = 2, Gβ(2,k) is a generator
matrix for the simplex codes of type β over R2. Then
Γ2
(
Gβ(2,k)
)
=

22k︷ ︸︸ ︷
Gβ(1,k) G
β
(1,k) · · · G
β
(1,k)
 ,
where Gβ(1,k) is a generator matrix for the simplex code of type β over R1. Then
Γq−1
(
Γq−2 · · ·
(
Γ2
(
Gβ(2,k)
)))
=
(
22
q−1k · · ·
(
22
2kGβ(1,k)
))
,
is the generator matrix obtained by the concatenation of 22
q( q−12 )k Sβ(1,k) codes, where S
β
(1,k)
is the simplex code of type β over R1. Then
Γq
(
Γq−1 · · ·
(
Γ2
(
Sβ(2,k)
)))
=

22
(q−2)( q+12 )k︷ ︸︸ ︷
Sβ(1,k) S
β
(1,k) · · · S
β
(1,k)
 .

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4.1 Binary Gray Images of the Simplex Codes of Type β
The binary images of the simplex codes of type β over Rq are given in the following theorems.
Theorem 4.8 Let Sβ(q,k) be the simplex code over Rq of length 2
(22
q
−1)(k−1)(2k − 1), 2-
dimension 2qk and minimum Lee weight dLee. Then ΨLee(S
β
(q,k)) is the concatenation of
2(2
2q−1)(k−1)+q simplex codes with parameters [2(2
2q−1)(k−1)+q(2k − 1); k; dHam = 2
(2q−1−2)k+q].
Proof. If Gβ(q,k) is a generator matrix of the simplex code S
β
(q,k) over Rq, then ΨLee(G
α
(q,k))
has the following form
ΨLee(G
α
(q,k)) =

2(2
2q
−1)(k−1)+q︷ ︸︸ ︷
Gk Gk · · · Gk
 ,
where Gk is a generator matrix of the binary simplex code Sk. The result then follows by
induction on k. 
Theorem 4.9 Let Sβ(q,k) be the simplex code over Rq of length 2
(22
q
−1)(k−1)(2k − 1), 2-
dimension 2qk and minimum homogeneous weight dhom. Then Ψhom(S
β
(q,k)) is the concate-
nation of 2(2
2q−1)(k−1)+(q+1) binary simplex codes with parameters [2(2
2q−1)(k−1)+(q+1)(2k −
1); k; dHam = 2
(22
q
−2)(k−1)+(q+1)].
Proof. The proof is similar to that of Theorem 4.8. 
5 MacDonald Codes of Types α and β over Rq
In [12], the MacDonald code Mk,u(q) over the finite field Fq was defined as the unique[
qk−qu
q−1
, k, qk−1 − qu−1
]
code in which every nonzero codeword has weight either qk−1 or qk−1−
qu−1.
Let Gα(q,k) and G
β
(q,k) be the generator matrices of the simplex codes of types α and β
over Rq, respectively. For 1 ≤ u ≤ k − 1, we define G
α
(q,k,u) (resp. G
β
(q,k,u)), as the generator
matrix of the MacDonald code Mα(q,k,u) (resp. M
β
(q,k,u)), obtained from G
α
(q,k) ( resp. G
β
(q,k)),
by deleting the columns corresponding to the columns of Gα(q,u) and 022qu×(k−u) (resp. G
β
(q,u)
and 02(2q−1)(u−1)(2u−1)×(k−u)), given by
Gα(q,k,u) =
(
Gα(q,k) \
022qu×(k−u)
Gα(q,u)
)
, (8)
16
and
Gβ(q,k,u) =
(
Gβ(q,k) \
02(2q−1)(u−1)(2u−1)×(k−u)
Gβ(q,u)
)
. (9)
The code Mα(q,k,u) (resp. M
β
(q,k,u)), generated by G
α
(q,k,u) (resp. G
β
(q,k,u)), is a punctured code
of Sα(q,k) (resp. S
β
(q,k)), and is the MacDonald code of type α (resp. β). The MacDonald code
Mα(q,k,u) is a code over Rq of length 2
2qk − 22
qu and 2-dimension 2qk. The MacDonald code
Mβ(q,k,u) is a code over Rq of length 2
(2q−1)(k−1)(2k−1)−2(2
q−1)(u−1)(2u−1) and 2-dimension
2qk.
For example, if q = 2, k = 3 and 1 ≤ u ≤ 2, there are two MacDonald codes of type
α (Mα(2,3,1) and M
α
(2,3,2)), and two MacDonald codes of type β (M
β
(2,3,1) and M
β
(2,3,2)). If
U{1,2} = 1+ u1+ u2+ u1u2 and V{1,2} = u1+ u2+ u1u2, then the generator matrices of these
codes are given by
Gα(2,3,1) =
 256︷ ︸︸ ︷1 · · ·1 256︷ ︸︸ ︷u1 · · ·u1 · · · 256︷ ︸︸ ︷U{1,2} · · · U{1,2}
Gα(2,2) G
α
(2,2) · · · G
α
(2,2)
 ,
Gα(2,3,2) =

240︷ ︸︸ ︷
0 · · ·0
256︷ ︸︸ ︷
1 · · · 1 · · ·
256︷ ︸︸ ︷
U{1,2} · · · U{1,2}
16︷ ︸︸ ︷
1 · · ·1 · · ·
16︷ ︸︸ ︷
U{1,2} · · · U{1,2}
16︷ ︸︸ ︷
0 · · · 0 · · ·
16︷ ︸︸ ︷
U{1,2} · · · U{1,2} · · ·
16︷ ︸︸ ︷
0 · · ·0 · · ·
16︷ ︸︸ ︷
U{1,2} · · · U{1,2}
Gα(2,1) \
16︷ ︸︸ ︷
01 · · · U{1,2} G
α
(2,1) · · · G
α
(2,1)

Gβ(2,3,1) =

256︷ ︸︸ ︷
1 · · ·1
23︷ ︸︸ ︷
0 · · · 0 · · ·
24︷ ︸︸ ︷
V{1,2} · · · V{1,2}
16︷ ︸︸ ︷
0 · · ·0 · · ·
16︷ ︸︸ ︷
U{1,2} · · · U{1,2}
16︷ ︸︸ ︷
1 · · · 1
7︷ ︸︸ ︷
u1 · · · V{1,2} · · ·
16︷ ︸︸ ︷
1 · · ·1
8︷ ︸︸ ︷
0u1 · · · V{1,2}
16︷ ︸︸ ︷
Gα(2,1) · · ·
16︷ ︸︸ ︷
Gα(2,1)
16︷ ︸︸ ︷
Gα(2,1)
7︷ ︸︸ ︷
1 · · ·1 · · ·
16︷ ︸︸ ︷
Gα(2,1)
8︷ ︸︸ ︷
1 · · ·1

Gβ(2,3,2) =
 256︷ ︸︸ ︷1 · · ·1 24︷ ︸︸ ︷u1 · · ·u1 · · · 24︷ ︸︸ ︷V{1,2} · · · V{1,2}
Gα(2,2) G
β
(2,2) · · · G
β
(2,2)

Using the previous notation, we have the following results.
Theorem 5.1 Let Mα(q,k,u) and M
β
(q,k,u) be the MacDonald codes of types α and β, respec-
tively, over Rq. Then Γq(M
α
(q,k,u)) and Γq(M
β
(q,k,u)) are the concatenation of 2
2q−1k MacDon-
ald codes of types α and β, respectively, over Rq−1.
Proof. The proof is similar to those for Theorems 3.5 and 4.6. 
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Theorem 5.2 If Mα(q,k,u) is the MacDonald code of type α over Rq, then
Γq
(
Γq−1 · · ·
(
Γ2
(
Mα(2,k,u)
)))
=
(
Mα(1,k,u)M
α
(1,k,u) · · ·M
α
(1,k,u)
)
is the concatenation of 22
q( q−12 )k
Mα(1,k,u) codes, where M
α
(1,k,u) is the MacDonald code of
type α over R1).
If Mβ(q,k,u) is the MacDonald code of type β over Rq, then(
Γq
(
Γq−1 · · ·
(
Γ2
(
Mβ(2,k,u)
)))
=
(
Mβ(1,k,u)M
β
(1,k,u) · · ·M
β
(1,k,u)
))
,
is the concatenation of 22
q( q−12 )k
copies of Mβ(1,k,u), where M
β
(1,k,u) is the MacDonald code of
type β over R1.
Proof. The proof is similar to those for Theorems 3.6 and 4.7. 
In the remainder of this paper, we denote byMT,α andMT,β the torsion codes ofM
α
(q,k,u)
and Mβ(q,k,u), respectively. Next, the Hamming weight distributions of MT,α and MT,β are
obtained.
Theorem 5.3 The torsion codeMT,α is a linear code with parameters (2
2qk−22
qu; k; 22
qk−1−
22
qu−1). The number of codewords with Hamming weight 22
qk−1−22
qu−1 is equal to 2k−2k−u,
the number of codewords with Hamming weight 22
qk−1 is equal to 2k−u − 1, and there is one
codeword of zero weight.
Proof. The generator matrix of the torsion code MT,α is obtained by replacing
u1u2 · · ·uq by 1 in the matrix u1u2 · · ·uqG
α
(q,k,u). Similar to the proof of [1, Lemma 3.1],
the proof is by induction on k and u. It is clear that the result holds for k = 2 and u = 1.
Suppose the result holds for k − 1 and 1 ≤ u ≤ k − 2. Then for k and 1 ≤ u ≤ k − 1, the
matrix u1u2 · · ·uqG
α
(q,k,u) has the form
u1u2 · · ·uqG
α
(q,k,u) =
(
u1u2 · · ·uqG
α
(q,k) \
0
22
u
×(k−u)
u1u2···uqGα(q,u)
)
. (10)
Then each nonzero codeword of u1u2 · · ·uqG
α
(q,k,u) has Hamming weight 2
2qk−1 − 22
qu−1 or
22
qk−1, and the dimension of the torsion code MT,α is k. Hence, the number of codewords
with Hamming weight 22
qk−1 − 22
qu−1 is 2k − 2k−u, and the number of codewords with
Hamming weight 22
qk−1 is 2k−u − 1. 
Theorem 5.4 The Hamming, Lee and homogeneous weight distributions of Mα(q,k,u) are
(i) AHam(0) = 1, AHam(2
2qk−1 − 22
qu−1) = 2k − 2k−u, and AHam(2
2qk−1) = 2k−u − 1.
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(ii) ALee(0) = 1, ALee(2
2qk+1) = 22
q(k−u)−1, and ALee(2
2qk+1−22
qu+1) = 22
q(k−u)(22
qu−1).
(iii) Ahom(0) = 1, Ahom(2
2qk+1) = 22
q(k−u)−1, and Ahom(2
2qk+1−22
qu+1) = 22
q(k−u)(22
qu−1).
Proof. By Lemma 3.3 and (8), there are codewords of Mα(q,k,u) with Hamming weight
22
qk−1 − 22
qu−1 or 22
qk−1, and Lee and homogeneous weights 22
qk+1 or 22
qk+1 − 22
qu+1. Fur-
thermore, by Theorem 5.3 the dimension of the torsion code MT,α is k. Thus we have
2k−u − 1 codewords of Hamming weight 22
qk−1 and 22
qk−1 − 22
qu−1 codewords of Hamming
weight 2k − 2k−u. 
Theorem 5.5 The torsion codeMT,β is a linear code with parameters (2
(2q−1)(k−1)(2k−1)−
2(2
q−1)(u−1)(2u − 1); k; 22
qk−2q − 22
qu−2q). The number of codewords with Hamming weight
22
qk−2q − 22
qu−2q is 2k − 2k−u, the number of codewords with Hamming weight 22
qk−2q is
2k−u − 1, and there is one codeword of weight 0.
Proof. The proof is similar to that for Theorem 5.3. 
5.1 Binary Gray Images of MacDonald Codes of Types α and β
over Rq
The binary Gray images of the MacDonald codes of types α and β are considered in this
section.
5.1.1 Binary Gray Images of MacDonald Codes of Type α
We now determine the binary images of the MacDonald codes of type α over Rq. The
first theorem considers the Lee weight and the second theorem considers the homogeneous
weight.
Theorem 5.6 Let Mα(q,k,u) be the MacDonald code of type α over Rq of length 2
2qk − 22
qu,
2-dimension 2qk and minimum Lee weight dLee. Then ΨLee(S
α
(q,k)) is the concatenation
of
22
qk+q − 22
qu+q
2k − 2u
binary MacDonald codes with parameters [22
qk+q − 22
qu+q; k; dHam =
22
qk+q−1 − 22
qu+q−1].
Proof. The proof is similar to that of Theorem 3.9. 
Theorem 5.7 Let Mα(q,k,u), be the MacDonald code of type α over Rq of length 2
2qk −
22
qu, 2-dimension 2qk and minimum homogeneous weight dhom. Then Ψhom(S
α
(q,k)) is the
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concatenation of
22
qk+q+1 − 22
qu+q+1
2k − 2u
binary MacDonald codes with parameters [22
qk+q+1 −
22
qu+q+1; k; dHam = 2
2qk+q − 22
qu+q].
Proof. The proof is similar to that of Theorem 3.9. 
5.1.2 Binary Gray Images of MacDonald Codes of Types β
The binary Gray images of the MacDonald codes of type β are now given.
Theorem 5.8 LetMβ(q,k,u) be the MacDonald code of type β over Rq of length 2
(2q−1)(k−1)(2k−
1)− 2(2
q−1)(u−1)(2u − 1), 2-dimension 2qk and minimum Lee weight dLee. Then ΨLee(S
β
(q,k))
is the concatenation of
2(2
q−1)(k−1)+q(2k − 1)− 2(2
q−1)(u−1)+q(2u − 1)
2k − 2u
copies of the binary
MacDonald code with parameters [2(2
q−1)(k−1)+q(2k − 1) − 2(2
q−1)(u−1)+q(2u − 1); k; dHam =
2(2
q−1)(k−1)+q−1(2k − 1)− 2(2
q−1)(u−1)+q−1(2u − 1)].
Proof. The proof is similar to that of Theorem 3.9. 
Theorem 5.9 LetMβ(q,k,u) be the MacDonald code of type β over Rq of length 2
(2q−1)(k−1)(2k−
1) − 2(2
q−1)(u−1)(2u − 1)), 2-dimension 2qk and minimum homogeneous weight dhom. Then
Ψhom(S
β
(q,k))) is the concatenation of
2(2
q−1)(k−1)+(q+1)(2k − 1)− 2(2
q−1)(u−1)+(q+1)(2u − 1)
2k − 2u
bi-
nary MacDonald codes with parameters [2(2
q−1)(k−1)+(q+1)(2k − 1) − 2(2
q−1)(u−1)+(q+1)(2u −
1); k; dHam = 2
(2q−1)(k−1)+q(2k − 1)− 2(2
q−1)(u−1)+q(2u − 1)].
Proof. The proofs are similar to those for Theorems 3.10 and 4.9. 
6 The Repetition Codes over Rq and their Covering
Radius
The repetition code C over a finite field Fq is an [n; 1;n] linear code. The covering radius of
C is ⌊n(q−1)
q
⌋ [7]. We begin by defining the repetition codes over Rq. Let
UA =
1 + ∑
A⊆{1,2,...,q}
c∅=0∨A 6=∅
cAuA
 ,
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and
VA =
∑
A⊆{1,2,...,q}
c∅=0∨A 6=∅
cAuA.
Two types of repetition codes can be defined over Rq.
Type 1 The repetition codes Cc generated by
Gc =
(
n︷ ︸︸ ︷
cc · · · c
)
,
where c is an element of Rq-{0, u1u2 · · ·uq}.
Type 2 The repetition codes Cu1u2···uq generated by
Gu1u2···uq =
(
n︷ ︸︸ ︷
u1u2 · · ·uqu1u2 · · ·uq · · ·u1u2 · · ·uq
)
.
Theorem 6.1 The covering radius of the repetition codes over Rq is given by
(i) rhom(Cc) = 2
qn and rLee(Cc) = 2
qn.
(ii) rhom(Cu1u2···uq) = 2
q+1n and rLee(Cu1u2···uq) = 2
qn.
Proof. For part (i), by definition rhom(Cc)=maxx∈(Rq)n d{x, Cc}. Let x ∈ (Rq −
{0, u1u2 · · ·uq})
n. Then as a direct consequence, for all y ∈ Cc we have d{x, y} = 2
qn, so
that rhom(Cc) = 2
qn. By Proposition 2.10, we obtain that rLee(Cc) = rHam(ΨLee(Cc)) = 2
qn.
The proof of part (ii) is similar. 
Let C be the linear code over Rq generated by the matrix
G =
( n︷ ︸︸ ︷
11 · · ·1
n︷ ︸︸ ︷
u1u1 · · ·u1 · · ·
n︷ ︸︸ ︷
UAUA · · · UA
)
.
Then C is the repetition code of length (22
q
− 1)n.
Theorem 6.2 A linear code C generated by the matrix
G =
( n︷ ︸︸ ︷
11 · · ·1
n︷ ︸︸ ︷
u1u1 · · ·u1 · · ·
n︷ ︸︸ ︷
UAUA · · · UA
)
,
has covering radius given by
rhom(C) = 2
2q+qn and rLee(C) = (2
2q − 1)2q−1n.
Proof. The vectors of C generated by G can be divided into three classes.
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(1) The vectors of C with components from all the element of Rq
xa = (x1x2 · · ·xn) ∈ C, xi ∈ Rq for all 1 ≤ i ≤ n.
(2) The vectors of C with components that are zero divisors of Rq
xb = (x1x2 · · ·xn) ∈ C, xi ∈ D(Rq) for all 1 ≤ i ≤ n.
(3) The vectors of C with components 0 or u1u2 · · ·uq
xc = (x1x2 · · ·xn) ∈ C, xi ∈ {0, u1u2 · · ·uq} for all 1 ≤ i ≤ n.
For x ∈ (Rq)
n, we have that d(x, xa) = d(x, xb) = d(x, xc) = 2
2q+qn, so rhom(C) > 2
2q+qn.
On the other hand, for class (1), if x = (11 · · ·1) ∈ (Rq)
n and xa = (1u1 · · · UA) ∈ (Rq)
n,
then x+ xa = (0(1 + u1) · · · VA) is a permutation equivalent to xa so that
x+ xa = σ(xa).
Then d(x, xa) ≤ 2
2q+qn, and hence rhom(C) ≤ 2
2q+qn. For class (2), if x = (11 · · ·1) ∈ (Rq)
n
and xb = (u1u2 · · · VA) ∈ (D(Rq))
n, so that
x+ xb = ((1 + u1)(1 + u2) · · · UA) ∈ (U(Rq))
n.
Then d(x, xb) ≤ 2
2q+qn, and hence rhom(C) ≤ 2
2q+qn. For class (3), if x = (11 · · ·1) ∈ (Rq)
n
and xc = (0(u1u2 · · ·uq) · · · (u1u2 · · ·uq)) ∈ (D(Rq))
n, then
x+ xc = (1(1 + u1u2 · · ·uq) · · · (1 + u1u2 · · ·uq)) ∈ (U(Rq))
n,
so that d(x, xc) ≤ 2
2q+qn and hence rhom(C) ≤ 2
2q+qn.
By Proposition 2.10 we then have that rLee(C) = rHam(ΨLee(C)) = (2
2q − 1)2q−1n. 
7 The Covering Radius of Simplex and MacDonald
Codes of Types α and β over Rq
We now determine the covering radius of simplex and MacDonald codes of types α and β
over Rq. This requires the covering radius of the repetition code over Rq.
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7.1 The Covering Radius of Simplex Codes of Types α and β over
Rq
The covering radius of simplex codes of types α and β over Rq is given by the following
theorems.
Theorem 7.1 The covering radius of the simplex codes of type α over Rq with respect to
the homogeneous and Lee weights is
(i) rhom(S
α
(q,k)) = k · 2
2qk+q.
(ii) rLee(S
α
(q,k)) = 2
(2q+1)k+1.
Proof. For part (i), if x ∈ (Rq)
n, we have dhom(x, S
α
(q,k)) = k · 2
2qk+q. Hence by definition,
rhom(S
α
(q,k)) > k · 2
2qk+q. On the other hand, applying Proposition 2.11 and Theorem 6.2
gives
rhom(S
α
(q,k)) ≤ rhom

2
2q (k−1)︷ ︸︸ ︷
11 · · ·1
22
q
(k−1)︷ ︸︸ ︷
u1u1 · · ·u1 · · ·
22
q
(k−1)︷ ︸︸ ︷
UAUA · · · UA

+ 22q · rhom(Sα(q,k−1))
≤ 22
qk+q + 22
q(k−1)+q · 22
q
+ · · ·+ 2q·2
q
· rhom(S
α
(q,1))
≤ 22
qk+q + 22
q(k−1)+q · 22
q
+ · · ·+ 22
q(k−q)+q · 2q·2
q
≤ k · 22
qk+q.
For part (ii), from Proposition 2.10 we have
rLee(S
α
(q,k)) = rHam(ΨLee(S
α
(q,k))) = 2
(2q+1)k+1.

Theorem 7.2 The covering radius of the simplex codes of type β over Rq with respect the
homogeneous and Lee weights is
(i) rhom(S
β
(q,k)) = 2
2q(k−2)+q
[
22
q
(k − 2−q)) + 4− 2−q+1
]
.
(ii) rLee(S
β
(q,k)) = 2
(2q−1)(k−1)+(q−1)(2k − 1).
Proof. For part (i), if x ∈ (Rq)
n, we have dhom(x, S
β
(q,k)) = 2
2q(k−2)+q
[
22
q
(k − 2−q)) + 4− 2−q+1
]
.
Hence by definition, rhom(S
β)
(q,k) > 2
2q(k−2)+q
[
22
q
(k − 2−q)) + 4− 2−q+1
]
. On the other hand,
applying Proposition 2.11 and Theorem 6.2 gives
rhom(S
β
(q,k)) ≤ rhom

2
2q (k−1)︷ ︸︸ ︷
1 · · ·1 · · ·
2(2
q
−1)(k−1)(2k−1)︷ ︸︸ ︷
VA · · · VA

+ rhom(Sα(q,k−1)) + 22q−1 · rhom(Sβ(q,k−1))
≤ 22
q(k−2)+q
(
22
q−1 + 2
)
+ · · ·+ 22
q(k−2)+q(k − 1) + 2q·2
q−q · rhom(S
β
(q,2))
≤ 22
q(k−2)+q(22
q−1 + 2)(2− 2−q) + · · ·+ 22
q(k−2)+q(k − 1)
≤ 22
q(k−2)+q
[
22
q
(k − 2−q)) + 4− 2−q+1
]
.
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Then similar to the proof of part (ii) of Theorem 7.1, the result follows. 
7.2 Covering Radius of MacDonald Codes of Types α and β over
Rq
The covering radius of the MacDonald codes of types α and β over Rq is given by the
following theorems.
Theorem 7.3 The covering radius of the MacDonald codes of type α over Rq with respect
to the homogeneous and Lee weights is
(i) For u ≤ e ≤ k, rhom(M
α
(q,k,u)) ≤ 2
2qk − 22
qu + rhom(M
α
(q,e,u)).
(ii) rLee(M
α
(q,k,u)) = 2
2qk+(q−1) − 22
qu+(q−1).
Proof. For the first part, from Proposition 2.11 and Theorem 6.2, if u ≤ e ≤ k, we
have
rhom(M
α
(q,k,u)) ≤ (2
2q − 1)(22
qk−2q) + rhom(M
α
(q,k−1,u))
≤ (22
q
− 1)(22
qk−2q) + (22
q
− 1)(22
qk−(2q−2)) + · · ·+ (22
q
− 1)22
qe
+rhom(M
α
(q,e,u))
≤ 22
qk − 22
qe + rhom(M
α
(q,e,u)).
For the second part, by Proposition 2.10, we obtain that
rLee(M
α
(q,k,u)) = rHam(ΨLee(M
α
(q,k,u))) = 2
2qk+(q−1) − 22
qu+(q−1).

Theorem 7.4 The covering radius of the MacDonald codes of type β over Rq with respect
to the homogeneous and Lee weights is
(i) For u ≤ e ≤ k, rhom(M
β
(q,k,u)) ≤ 2
(2q−1)(k−1)(2k−1)−2(2
q−1)(u−1)(2u−1)+rhom(M
β
(q,e,u)).
(ii) rLee(M
β
(q,k,u)) = 2
(2q−1)(k−1)+(q−1)(2k − 1)− 2(2
q−1)(u−1)+(q−1)(2u − 1).
Proof. For the first part, from Proposition 2.11 and Theorem 6.2, if u ≤ e ≤ k, we have
rhom(M
β
(q,k,u)) ≤ (2
2q − 1)2(2
q−1)(k−1)−(2q−1)(2k − 1) + rhom(M
β
(q,k−1,u))
≤ (22
q
− 1)2(2
q−1)(k−1)−(2q−1)(2k − 1) + (22
q
− 1)2(2
q−1)(k−1)−((2q−1)−2)(2k − 1)
+ · · ·+ (22
q
− 1)2(2
q−1)(k−1)−(2e−1)(2k − 1) + rhom(M
β
(q,e,u))
≤ 2(2
q−1)(k−1)(2k − 1)− 2(2
q−1)(e−1)(2e − 1) + rhom(M
β
(q,e,u)).
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For the second part, By Proposition 2.10, we obtain that
rLee(M
β
(q,k,u)) = rHam(ΨLee(M
β
(q,k,u))) = 2
(2q−1)(k−1)+(q−1)(2k− 1)− 2(2
q−1)(u−1)+(q−1)(2u− 1).

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