In this paper we analyze the following problem arising in various situations in multivariate statistical analysis. We are given k symmetric, positive definite n×n matrices, A 1 , A 2 , . . . , A k (k ≤ n) and we would like to maximize the function
Introduction
It is well known that given a symmetric, positive definite n×n matrix A an orthonormal system of k elements in R n (k ≤ n) for which the functional k i=1 x T i Ax i attains its maximum is given by a system of k orthonormal eigenvectors corresponding to the k largest eigenvalues of the matrix A. The subspace spanned by the system is uniquely determined if there is a gap in the spectrum of A between the k th and (k + 1) th eigenvalues in descending order, actually any orthonormal system consisting of k vectors spanning the same subspace as the eigenvectors corresponding to the k largest eigenvector gives the same value, because
thus the functional depends only on the subspace spanned by the vectors x 1 , . . . x k . So the functional can be considered as being defined on the Grassmannian manifold G(k, R n ) consisting of the k-dimensional subspaces of the Euclidean space R n . The structure of this functional is analyzed in details in Byrnes and Willems [BW86] . The behaviour of the matrix power method applied to this problem is investigated in Martin and Ammar [AM86] .
The question naturally arises: what can be said on the maximum if the sum of the quadratic forms is generated by different matrices. Naturally, each of the quadratic forms x T i A i x i tends to be "large" (close to the maximal eigenvalue of A i ), but in most cases it cannot be as large as λ max i because the eigenvectors corresponding to the maximal eigenvalues of A i -s are usually not pairwise orthogonal.
It will be shown that any system x 1 , . . . x k giving the extremum must satisfy the matrix equation
where S is a k × k symmetrical matrix , and the n × k matrices (A 1 x 1 , . . . , A k x k ) and X = (x 1 . . . x k ) contain the enumerated vectors as their columns. The set of orthonormal k-tuples in R n is called as Stiefel-manifold and denoted by V n,k . Slightly abusing the notation we shall write X ∈ V n,k when the set of column vectors of the n × k matrix X is an element of V n,k . (cf. James [Ja76] ). Obviously this is equivalent to X T X = I k . The equation (1.1) is linear in X so for the corresponding matrix S the determinant of the nk × nk matrix A − I n ⊗ S must be zero, where the nk × nk block-matrix A contains the matrices A 1 , . . . , A k in its diagonal blocks and zeros otherwise.
In this paper, an iteration is proposed and its convergence to a local maximum of the objective function is analyzed. Choosing an arbitrary initial orthonormal system X (0) the sequence X be the first factor in this decomposition, etc.
The optimization problem
We are given k symmetrical, positive definite n × n matrices,
on the constraints
where X = (x 1 . . . x k ), and δ ij is the Kronecker's delta. As V n,k is a compact manifold and f quad is continuous on V n,k a finite global maximum exists and it is attained at some point.
Obviously this maximum is at most
To characterize the critical points of the functional let us denote by A(X) = (A 1 x 1 , . . . , A k x k ) and X = (x 1 . . . x k ) the n×k matrices containing the enumerated vectors as their columns. It will be shown below that for an optimal orthonormal system (x 1 , . . . ,
holds, where the multipliers are entries of the k × k symmetrical matrix S. Together with the system of equations
where I k is the k × k identity matrix, we obtain nk + k(k + 1)/2 equations. As the total number of unknowns in X and S is also nk + k(k + 1)/2, in the generic case only a finite number of solutions is expected. Before analyzing the structural behaviour of this functional let us consider an algorithm to maximize it.
The algorithm
In order to construct an algorithm let us return to the equations determining the critical point of the functional. holds, with a symmetric S.
Proof: Assume that X ∈ V n,k is a critical point of f quad . Thus the derivatives -along V n,k -of f quad vanish at X. Hence considering a small perturbation X ∆ of X which is tangential to V n,k , i.e. it satisfies the equation
must be zero in the first order as X ∆ → 0. But
Consequently the equation
when X T X ∆ is skew symmetric characterizes the critical points of f quad . We have tr A(X)
Observe that A(X)
is skew-symmetric, and
On the other hand for any skew-symmetric k × k matrix Z and for any n × k matrix V satisfying the identity X T V = 0 there exists obviously a perturbation X ∆ for which
Consequently (3.2) implies that the set of equations
characterizes the critical points of f quad , concluding the proof.
At an arbitrary critical point the matrix S = X T A(X) is not necessarily positive semidefinite. The next lemma shows that this is necessary at the global maximum points of f quad .
Lemma 3.1. If X ∈ V n,k is a global maximum of the functional f quad then the corresponding matrix
is positive semidefinite.
Proof: Consider the decomposition
and assume in contrary with the statement that S is not positive semidefinite. Writing S = C∆C T where ∆ is a diagonal, C is an orthogonal matrix, according to our assumption there is at least one negative element in the diagonal of ∆. Choosing an appropriate diagonal matrix D with values +1 or −1 in the diagonal we can achieve that D∆ has only nonnegative elements in its diagonal. Obviously
With the notation Y = XCDC T one can write A(X) in the form
Observe that the column vectors of Y are orthogonal and
The inequality
together with (3.5) gives that
so X is not a global maximum. Theorem 1 and Lemma 1 together yield that at global maximum points
where S is a positive semidefinite matrix. Let us remark that a factorization of the form XS, where X T X = I k and S ≥ 0 is called polar decomposition. (See [Fuhr81] . Observe that Let us briefly analyze the connection between the singular value decomposition and the polar decomposition of the same matrix. More generally, we consider two types of decomposition of an n × k matrix B:
where
where P is an n×k, Q, V are k ×k matrices, P
In the polar decomposition S ≥ 0, in the singular value decomposition V ≥ 0. ) as
.
(3.10)
Let us consider one single step in this iteration. To ease the notation let us denote the corresponding elements in V n,k by X and Y, i.e.
Let us recall a theorem which was proved by Bolla [Bo82] or in a slightly more general form by Brockett [Br89] .
where y 1 . .
. y k are orthonormal vectors is provided by the column vectors of Y in the polar decomposition of A(X):
A(X) = YS .
Remark. In [Br89] the so-called matching problem A asks for the solution of the minimization problem
. . k are fixed vectors, and φ is an element of a Lie group acting on R n . In other words the algorithm described above is a partial optimization of the functional f bilin . Similar argument to the one which was used in the proof of Theorem 1 yields that the critical points of the functional
Remark. Since
for fixed X ∈ V n,k are characterized by the equations
The inequality (3.6) can be now written as
for any X, Y ∈ V n,k , moreover we have equality here if and only if X = Y. We shall exploit this elementary observation several times. It might be instructive to write the inequality in form
and to read it in the following way: once the substitution of one X for Y in f bilin (X, X) increases the value of the bilinear form then the use of the same substitution as a second step is also increasing.
Structural properties of the functionals
First we determine the Hessian form of f quad and f bilin at critical points. (4.1) derivative and assume that
On the other hand taking the second derivative of the identity
we get that
Evaluating these derivatives at t = 0, using the identity
giving that the Hessian at ξ is (4.1) concluding the proof. 
Proof: Since the proof is similar to that one of the previous proposition we only outline it. Let X(t), Y(t) ∈ V n,k be two curves with continuous second derivative for which
Using that
matrices we obtain that the value of the Hessian at ξ, η is (4.2).
If X is a local maximum of f quad then the Hessian is negative semidefinite, i.e.
Although the inequality (4.3) reflects the local properties of f quad , it can be proved that
even in the case when Y is not necessarily in the neighbourhood of X.
Definition 4.1. Consider an orthonormal set of vectors
. We say that y 1 , . . . , y k is an elementary transform of (x 1 , . . . , x k ) if one of the following two properties holds
(ii) there exists 1 ≤ i ≤ k such that y i is a unit vector, orthogonal to(x 1 , . . . , x k ) , and
Proof: First consider the case when y l = x l except for l = i and y i is orthogonal to (x 1 , . . . , x k ). Considering the matrix ξ having zero columns except the i th one which is y i . We can apply (4.3) because ξ T X = 0 which leads to the inequality
But the left hand side is exactly x Proof: Consider first the case when k < n. Then there exists a unit vector z ∈ R n which is orthogonal to (x 1 , . . . , x k ) . Let a = [a 1 , . . . , a k ] T ∈ R k be an arbitrary nonzero vector. Define the matrix ξ as follows: 
Let us recall [BK84] that any real skew symmetric matrix B is similar (under real orthogonal transformation) to a block diagonal matrix, where the block are of order one or two. The blocks are skew symmetric matrices, so that of order one are zero matrices. This implies that every nonzero eigenvalue of the negative semidefinite symmetric matrix B 2 is of even multiplicity.
Conversely, if a symmetric matrix C has the representation 
Similarly, tr Y
Comparing this to (3.17) we obtain that X = Y.
(i) Let X ∈ V n,k be a local maximum of f quad . If Y and Z are in small neighbourhood of X then
Inequality (3.16) gives that
proving part (i). Now we study the set of critical point of f quad . Denote
We have proved that the equations
characterize the critical points. Since these are polynomials in the elements of X the set C can be written as Proof: According to Proposition 1 the quadratic form determined by H X at ξ is given by (4.1). Consequently the bilinear form determined by this quadratic form is
Using that η T X and ξ T X are skew-symmetric and
If ξ is an eigenvector with the eigenvalue λ then
This implies that ξ is characterized by the equations
Multiplying the second equation by X and adding them together we obtain that
which is obviously equivalent to the pair of equation above. .
Proposition 4.4. Let X ∈ C j be a critical point. Then ξ belongs to KerH X if and only if ξ is a tangent vector of the manifold C j .
Proof: Obviously any tangent vector of C j at X lies in KerH X . Conversely, in view of Theorem 1 the tangent vectors of C j at X are characterized by the equations
X is skew-symmetric and (4.8) holds. Multiplying (4.8) by X T and using that
we get that (4.9) holds, as well. I.e. ξ is a tangent vector of C j .
Remark: Without going into the details we remark that this Proposition implies that over Z 2 the function f quad is a so- In this section we study the structure of f quad assuming some relations between the matrices A 1 , . . . , A k .
I. Assume that
and XX T is a projection, dimRange(XX T ) = k. This functional arises also in the so-called total least squares problem and it was analyzed in details in Byrnes and Willems. In this case the value of this functional depends only on the subspace generated by the column vectors of X. This is an element of the Grassmannian manifold G n,k . It was proved that there is a unique global maximum (in G n,k ) if and only if λ k > λ k+1 , where λ 1 ≥ λ 2 > · · · ≥ λ n > 0 are the eigenvalues of A. Also f quad over Z 2 is a perfect Morse-Bott function, i.e. there are equalities in the Morse-Bott inequalities. An immediate consequence of this statement that every local maxima is also global maxima and the set of global maxima is a connected submanifold. It is a so-called Schubert subvariety of G n,k .
II. The matrices A 1 , . . . , A k commute, so there exists a common eigenvector system. In this case we may assume that they are diagonal matrices
It is natural to look for a global maximum in the set of matrices X having eigenvectors as their columns. Under the previous condition the functional f quad has the form
Let us remark that the special case k = n was analyzed by Brockett [Br89] . To see this let let us mention that he considered the problem of minimizing
where Q j , R j are diagonal matrices. Denote
This function can also be written as Since every matrix can be written in this form we see that any functional of the form (5.1) can be written as (5.3). Brockett analyzed this problem in connection with matching two sets of vectors in the n-dimensional space by permuting the coordinate axis.
(The special case of (5.3) when k = 1 was analyzed by von Neumann [Ne37] .)
Returning to the functional (5.1) first we show using linear programming methods that the global maximum is taken on a subset of the common eigenvectors of the matrices A 1 , . . . A k . Proof: Diagonalizing the matrices A 1 , . . . , A k we can write
After this transformation the common eigenvectors of the matrices A 1 , . . . , A k are just the unit vectors e 1 , . . . , e n .
Introducing the new variables
we see that f quad is linear in z ij , i = 1, . . . , n, j = 1, . . . , k. Instead of using that the vectors x 1 , . . . , x k are orthogonal we relax the conditions by maximizing
This is a special form of the linear programming problems -the so-called transportation problem.
Since the extremal points of the condition set are given by permutation matrices the global maximum is attained on a permutation matrix Π. Although we have maximized the functional over a larger (convex) set, if the matrix [z ij ] i,j is a permutation matrix its square root taken element wise
) is a matrix with orthonormal column vectors. In other words
proving the theorem.
The next proposition describes the Hessian matrix H X when X = ΠD, Π is a permutation matrix, D is diagonal with ±1 diagonal entries. As we have seen these are the elementwise square roots of the extremal points of the larger set considered in the LP problem. 
Denote J = Range(Π). Consider the following matrices
th element of the matrix ξ j,l be equal to 1, the others be zero,
th element be equal to −1, the others be zero.
Then the matrices ξ According to our assumption these are negative, thus the Hessian at X, H X is negative definite proving that X is a strict local maximum.
Example. Let n = k = 3 and define Example. Let n = k = 3 and define A 1 = diag(9, 7, 0) , A 2 = diag(0, 5, 5.5) , A 3 = diag(2.5, 0, 1) .
Then e 1 , e 2 , e 3 and e 2 , e 3 , e 1 are strict global maxima of f quad , so in this case the maximum is attained on two different isolated points.
The behaviour of the algorithm
Let us return to the algorithm defined in (3.10). Choose an arbitrary initial point X , m ≥ 0, using the polar decomposition
) is a nondecreasing sequence and
) .
Inequality (3.16) implies that
) is nondecreasing. Since V n,k is a compact set, this sequence is bounded thus it is a convergent sequence.
Since the matrices A 1 , . . . A k are positive definite there exists a constant c such that
for any systems of orthonormal vectors x 1 , . . . , x k and y 1 , . . . y k . The previous inequalities show that
At the same time, if X is a limit point of the sequence X (m) , m ≥ 0, then obviously
Remark. In the case when f quad has isolated critical points the previous Theorem shows that the algorithm converges to one of the critical points. But, in general, when the decomposition C = ∪ C j , the submanifolds C j are not zero dimensional, a more sophisticated analysis is required. Proof: The proof is based on the second order approximation of the algorithm (3.10). Let X be such a critical point of f quad for which the vectors A 1 x 1 , . . . , A k x k are linearly independent. Consider two -three times differentiable -curves X(t), Z(t) ∈ V n,k defined in a neighbourhood of zero such that X(0) = Z(0) = X. Denote X (0) = ξ, Z (0) = η. Apply one step of the algorithm to each points on the curves X(t), Z(t). In this way we obtain the curves X(t), Z(t), i.e.
A(X(t)) = X(t)A(X(t))
T X(t) and A(X(t))
Denote the derivatives of these curves at zero by
We show that tr h(ξ)
To this observe that differentiating the matrix A(Z(t)) T Z(t) at zero we obtain that
Differentiating the identity
at zero we obtain that
This gives that
Substituting this into (6.3) we get that
T X is symmetric. This proves (6.1). Instead of ξ using h(ξ) in this identity we conclude that
must hold, proving (6.2) by symmetry. Now, if ξ ∈ KerH X then there exists a curve X(t), X(0) = 0, X (0) = ξ such that every element X(t) is a critical point of f quad . Consequently,
In particular, if η is orthogonal to KerH X with respect to the scalar product defined by < ξ, η >= tr η T A(ξ), then h(η) will be also orthogonal to KerH X . Consider now a second order approximation of the functionals f quad (X(t)), f bilin (X(t), X(t)), f quad ( X(t)) .
Since X ∈ C we have that tr ξ T A(X) = 0 and
Applying one step of the algorithm to the points on this geodesic we get that
where K does not depend on the sequence X
, X
, . . . . This gives that there exists a c < 1 such that if m is large enough then
) and d r (X
, Z
) tend to zero exponentially fast, so Z . This idea can be applied to general convex functions, as well. Starting with the element X(0) ∈ V n,k this produces a sequence X , · · · ∈ V n,k . Since the supporting hyperplane of a convex function is always below the graph of the function we obtain that f (X
) ≤ f (X
The compactness of V n,k implies again that this nondecreasing sequence is convergent. Now we construct an example showing that in general it may happen that the sequence X (m) is not convergent although its limit points are global maxima of the functional f . Let n = 3, k = 1, i.e. we would like to maximize a convex function f (x) on the 3-dimensional sphere S 2 . Every element on this surface can be given by its polar coordinates. If y ∈ S 2 , then α(y) denotes its longitude, β(Y) denotes its latitude. We define the convex function f as the supremum of linear functions in the way that the equator -the set of points with zero latitude -will be the set of global maxima. To this aim first choose an increasing sequence of integers k j ≥ 8, j ≥ 1 for which
This sequence lies on a "spiral curve" converging to the equator. Consider the function
where c j ≥ 0 is an appropriate sequence. We are going to show that this sequence can be chosen in such a way that the equator is the set of global maxima of f and if the algorithm starts at x 0 then the sequence produced by the algorithm is exactly the sequence x j , j ≥ 0. Since the linear function c j x
T j+1 x has a unique global maximum on S 2 at x j+1 to the last statement it is enough to check that the linear approximation at x j is equal to c j x T j+1 x in other words this is the supporting hyperplane at x j . To this aim the inequalities 
