Abstract-This paper presents a novel approach to feature selection based on analysis of class regions which are generated by a fuzzy classifier. A measure for feature evaluation is proposed and is defined as the exception ratio. The exception ratio represents the degree of overlaps in the class regions, in other words, the degree of having exceptions inside of fuzzy rules generated by the fuzzy classifier. It is shown that for a given set of features, a subset of features that has the lowest sum of the exception ratios has the tendency to contain the most relevant features, compared to the other subsets with the same number of features. An algorithm is then proposed that performs elimination of irrelevant features. Given a set of remaining features, the algorithm eliminates the next feature, the elimination of which minimizes the sum of the exception ratios. Next, a terminating criterion is given. Based on this criterion, the proposed algorithm terminates when a significant increase in the sum of the exception ratios occurs due to the next elimination. Experiments show that the proposed algorithm performs well in eliminating irrelevant features while constraining the increase in recognition error rates for unknown data of the classifiers in use.
I. INTRODUCTION

I
N PATTERN recognition, feature reduction has long been an important topic and has been studied by many authors because of its impact on the complexity of classifiers. It is also known that a good feature reduction method must have the ability to constrain the increase in recognition error rates for unknown data of the classifiers in use, due to the reduction in dimensionality.
There are two different approaches to achieve feature reduction: feature extraction and feature selection. In the feature extraction approach, all of the original features are mapped into a lower-dimensional feature space. Principal component analysis (PCA) [1] (or the Karhunen-Loeve transform in signal processing) performs a linear transformation of an input feature vector. The first component of the transformed feature vector represents the component of the original input feature vector in the direction of its largest eigenvector of the feature covariance matrix, the second component of the transformed feature vector in the direction of the second largest, and so on. In [2] , this technique is applied so that training of a neural net classifier is initiated in the direction of the major eigenvectors of the covariance matrix of training patterns. Discriminant analysis is another technique discussed in [1] , which finds the set of transformed features that gives the greatest class separation. In [3] and [4] , class regions are analyzed directly to retain informative features and to eliminate redundant features.
In the feature selection approach, relevant features are selected from the original features. In [5] , various well-known measures, such as Bhattacharyya probabilistic distance, are given for selecting the set of features that maximizes class separability. In [6] , a feature-selection algorithm is proposed that exploits some fuzzy parameters, which represent fuzziness in a set, to measure class separability. In [7] , features are selected based on the mutual information criterion.
Compared with the feature selection approach, the feature extraction approach has a higher degree of freedom in finding a set of features, especially when the best set in terms of classification cannot be selected directly from the original features. However, the feature selection approach does have some advantages over its counterpart, as elaborated in the following. After a set of features is selected, nonselected features will no longer be used. To collect new data, only collection of the selected features is necessary, which may reduce costs. Furthermore, the physical meaning of each selected feature is retained. For some rule based classifiers, a characteristic that the features are perceivable by human experts is indispensable.
Motivated by the above considerations, we adopt the feature selection approach in this paper. We propose an algorithm to eliminate irrelevant features. The proposed algorithm is based on analysis of class regions which are generated by a fuzzy classifier [8] . The degree of overlaps in the class regions, or the degree of having exceptions inside of fuzzy rules generated by the fuzzy classifier, is defined as the exception ratio and is used as a measure for feature evaluation. The idea of using the exception ratio for feature evaluation derives from the fact that for a given set of features, a subset of features that has the lowest sum of the exception ratios has the tendency to contain the most relevant features, compared to the other subsets with the same number of features. Given a set of remaining features, the proposed algorithm eliminates the next feature, the elimination of which minimizes the sum of the exception ratios. Next, a terminating criterion is proposed. Based on this criterion, the proposed algorithm terminates when additional elimination of a single feature results in a significant increase in the sum of the exception ratios, which implies a remarkable rise in recognition error rates for unknown data of the classifiers in use.
In the following section, we review the fuzzy rule representation and inference scheme of the fuzzy classifier in [8] . We then propose the exception ratio based feature elim-ination algorithm in Section III. Finally, we demonstrate in Section IV the effectiveness of the proposed algorithm using two classifiers on four classification problems from different domains.
II. FUZZY RULE REPRESENTATION AND INFERENCE SCHEME
A. Fuzzy Rule Representation
In this section, we briefly describe the method for generating fuzzy rules discussed in [8] . The basic idea behind the method is as follows. First, class regions in the input space are approximated by means of hyperboxes. If there exists an overlap between the regions of any two classes, the method attempts to resolve the overlapping region in a recursive fashion. Finally, fuzzy rules are defined for all generated regions.
Suppose we have a training data set consisting of input-output pairs. Let denote the set of input data for class , where
. We generate fuzzy rules by which a given -dimensional input vector can be classified into one of classes as shown in Fig. 1 
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The inhibition hyperbox is defined as (4) where . The expanded inhibition hyperbox is defined as (5) where . To regulate the expansion, an expansion parameter is introduced. For the case shown in Fig. 1 , the expansion process is done according to the following definitions: 1) For (6) 2) For (7)
B. Fuzzy Rule Inference
For a given , the membership degree with respect to a fuzzy rule given by (1) is 1 if is inside of the activation hyperbox . If is outside of , it has a lower membership degree. As the distance between and increases, the membership degree of decreases and vice versa. We can realize these characteristics by using the following function:
(8) (9) where is the sensitivity parameter for class and it is used to regulate the membership degree.
The membership degree of with respect to the fuzzy rule given by (1) is defined as (10) The membership degree of with respect to a fuzzy rule given by (2) is 1 if is inside of the activation hyperbox but not inside of the expanded inhibition hyperbox, i.e., is inside of , where denotes the closure of set and for and for . If is outside of this region, we set contour surfaces of the membership degree to be parallel to, and to lie at, an equal distance from the surface of , as shown in Fig. 2 . To realize this, the membership degree is calculated according to whether or not is included in the region . is associated with and , and is defined as for for for for (11) where and for , and for . It is noted that and are in general different. The region , as shown in Fig. 2 , defines an input region where the expanded inhibition hyperbox has an effect on the membership degree with respect to the rule given by (2) . Thus the membership degree with respect to given by (2) is calculated by for for (12) where is given by (13) The definition of has a form similar to (9) [8] . The final membership degree of with respect to a set of fuzzy rules , denoted as , is given by (14) where is the deepest level of the overlaps between classes and . Here, we take the maximum because the activation hyperbox , if it exists, is included in the expanded inhibition hyperbox , and hence each fuzzy rule in is exclusive of any others. Finally, the membership degree of for class , denoted as , is given by (15) When the activation hyperbox of class overlaps with those of classes and , we resolve the conflict, independently, first between classes and , then between classes and . This process is accomplished by taking the minimum in (15) . The input is then classified as class if is the maximum among , .
III. FEATURE ELIMINATION BASED ON CLASS REGIONS
A. Exception Ratio
An activation hyperbox of a given class is a region where data points of the class in the feature space are generalized in the form of hyperrectangles. Similar methods can be found in [9] and [10] . Unlike the method described in Section II, these two methods operate incrementally in the learning process, i.e., the generalization process takes into account one training datum at a time. In addition, in [9] generalization is constrained by a user-defined parameter controlling the size of the hyperboxes, while in [10] it is constrained by a matching process.
Following the interpretation in [10] , the inhibition hyperbox can be regarded as an exception of the activation hyperbox . It is noted that, for feature evaluation, we use here the inhibition hyperbox , rather than the expanded inhibition hyperbox , to exactly represent a region defined from the data for generating rules. If a given datum is located inside of but outside of , supposing that exists, the inference of will exclusively contribute to the membership degree of with respect to the rule . On the contrary, if is located inside of , the membership degree of with respect to the rule results from the inference of both and .
Consequently, the larger the size of the inhibition hyperbox, or the exception, in a given activation hyperbox, the less is the contribution of the activation hyperbox to the classification of the corresponding class and vice versa. This indicates that for a given set of features, a subset of features upon which the generated rules have the lowest number of exceptions has the tendency to contain the most relevant features, compared to the other subsets with the same number of features.
We determine the number of exceptions for a pair of classes based on the exception ratio, the computation of which is described in the following. First, at each overlapping level the ratio of the size of the inhibition hyperbox to the size of the activation hyperbox is computed. Next, since the deeper the level of a rule, the less is the contribution of that rule to the classification, the ratio computed at each level is weighted by the probability to find a datum of the corresponding class inside of the inhibition hyperbox. This probability corresponds to the frequency at which inference of rules inside of the inhibition hyperbox has an effect on the classification of the corresponding class. Finally, the exception ratio is computed by taking the sum for all levels of the weighted ratio.
Let denote a set of features upon which rules are generated. To be more precise, we define the exception ratio as follows:
where for otherwise, for otherwise, is a small number and number of class training data in total number of training data
In the above formula, it is necessary to limit the smallest value of to . This is done to allow the computation of for the case where there exists a feature in such that . To verify the aforementioned formula, iris data [11] , consisting of three classes and four features, are considered here. Details of the iris data are discussed in Section IV. Here we show the projection of the original data for the three classes on two different sets of two features and in Fig. 3(a) and (b) , respectively. The activation hyperboxes obtained when half of the original data are used for generating rules are also superimposed on the figure. It is apparent from the figure that the set is better or more relevant than its counterpart in that class regions are clearer, or in other   TABLE I  THE EXCEPTION RATIO OF TWO DIFFERENT  SETS OF TWO FEATURES FOR THE IRIS DATA words, better separated. The exception ratio for each set is shown in Table I where . From this table, the result that the sum of is less than that of substantiates well the idea of using the exception ratio as a measure for evaluating features.
The exception ratio given by (16) can be computed very quickly using concise representation of axis-parallel hyperboxes generated by the fuzzy classifier. This type of representation is ideal for approximating class regions in domains that are horizontally or vertically oriented. The concept of the exception ratio can also be applied to other domains where axis-nonparallel hyperboxes or other types of representation, e.g., ellipsoidal regions, are more appropriate. This, however, essentially requires modification of the method in [8] that we use for generating rules, which is beyond the scope of this paper.
B. Exception Ratio Based Feature Elimination Algorithm
To select features, we take the backward selection search technique [1] , which begins with all the features and eliminates the most irrelevant feature. To find this most irrelevant feature, each of the features is temporarily eliminated. The sum of the exception ratios after each temporary elimination is then computed. The feature the elimination of which minimizes the sum of the exception ratios is chosen. The chosen feature is the most irrelevant to classification, compared with the other features. This is because after the elimination of the chosen feature, rules generated based upon the set of remaining features have the lowest number of exceptions. The procedure then continues to eliminate the next most irrelevant feature.
In addition, monitoring an increase in the sum of the exception ratios, we can heuristically give a terminating criterion. When only relevant features are left in the remaining features, additional elimination of one single feature results in much more complicated class regions, hence many more overlaps or exceptions. Therefore, a terminating threshold can be given. The procedure then terminates if after additional elimination, the increase in the sum of the exception ratios of the set of remaining features, compared to that of the set of the original features, is beyond the given threshold. With this terminating criterion, it is expected that the performance of a classifier built upon the selected features does not degrade much compared to that of a classifier built upon the original features.
From the above ideas, now we propose the following algorithm to eliminate irrelevant features based on the exception ratio. Let denote the sum of the exception ratios and be defined as . Then let denote the set of remaining features and be defined as where is the th element in . It is noted that is the set of features obtained by temporarily eliminating from . Let denote the set of the original features where . The exception ratio based feature elimination (ERFE) algorithm can be described by the following procedure:
Step 1: Initialize by setting , hence .
Step 2: Compute for .
Step 3: Find the feature that .
Step 4: If go to step 5; otherwise terminate.
Step 5: Set . ( is permanently eliminated from .)
Step 6: Set . If , terminate; otherwise go to Step 2.
Step 4 checks if the increase rate in the sum of the exception ratios exceeds the terminating threshold . In the following sections, this rate is referred to as the exception increase rate. If is set to zero, representing the most conservative criterion, only elimination of features that does not at all increase the complexity of class regions is performed. Doing so, we can expect that the increase in recognition error rates for unknown data of the classifiers in use is constrained, provided that the characteristic of the unknown data is similar to that of the data used for generating fuzzy rules. In practice, from many problem domains tested in the next section, we find that we can loosen the criterion by allowing a value of up to 0.5.
We note here that it is also possible to implement an algorithm that performs forward selection search [1] based on the exception ratio. In this algorithm, given a set of already selected features, the next feature to be selected is the one the addition of which minimizes the sum of the exception ratios. Similarly, a terminating threshold can be given. The algorithm terminates if after further addition, the decrease in the sum of the exception ratios of the set of selected features, compared to that of the set of the original features, is less than the terminating threshold. Below we refer to this algorithm as the Exception Ratio based Feature Addition (ERFA) algorithm. Further discussion on the ERFA algorithm is given in Section IV-E.
Of course, due to its heuristic characteristic, we cannot guarantee the optimal selection of subsets of features using either backward selection search or forward selection search. As far as the optimal subset of features is concerned, some other search techniques, e.g., those with backtracking mechanisms, can also be applied, but they need more computational effort. In this paper, we therefore consider the backward and forward selection searches that have computational advantages over the other search techniques.
IV. EXPERIMENTAL RESULTS
The ERFE algorithm is tested using real data of four problems from different domains: 1) iris data, 2) thyroid data, 3) numeral data, and 4) blood cell data. The first two data sets are well-known benchmark data for classification. The others are data sets used in our original applications. For each data set, all of the available data are divided into training data and test data. The training data are used both for eliminating features and training classifiers. The test data are used for evaluating the recognition rate of the classifiers.
Two classifiers are used, namely, the fuzzy classifier [8] described in Section II, and a back propagation neural net classifier [12] . Unless explicitly specified, the following sets of parameters are used for the fuzzy classifier and the neural net classifier, respectively. Fuzzy Classifier: expansion parameter and sensitivity parameter Neural Net Classifier: learning rate and momentum In addition, for the neural net classifier, a three-layered net is used. To obtain a recognition rate, a set of 10 runs is executed, each run having initial connection weights randomly assigned between 0.1 and 0.1. The average value of the results from the 10 runs is then taken. For each data set, we choose the number of hidden units and the number of training epochs so that satisfactory performance can be achieved from the neural net classifier on the original features.
The parameters used in the ERFE algorithm are as follows: and . The value of is intentionally set to such a large value in order to let the algorithm proceed until the number of remaining features becomes 1. However, it is shown in the following sections that a robust value of can be determined which serves well as the terminating threshold for the data sets mentioned above.
A. Iris Data
The iris data [11] consist of 150 data with four input features and three classes. Training and test data are composed of the first 25 data and the remaining 25 data of each class, respectively. For the neural net classifier, a net with 3 hidden units is used and the net is trained for 1000 epochs. Fig. 4 (a) and (b) plot the recognition rates of the fuzzy classifier against a wide range of expansion parameter values and the learning curve of the neural net classifier, respectively. The rates of all possible combinations of two features are shown in the figure. Binary presentation is used to present each combination, i.e., the th digit is 1 if the th feature is present; otherwise 0.
The combination of features obtained by the ERFE algorithm is "0011," upon which class regions are well separated [cf., Fig. 3(b) ]. Both classifiers have better performance using this combination than the other combinations.
B. Thyroid Data
The thyroid data [11] consist of 3772 training data and 3428 test data with 21 input features, among which 15 are binary and 6, analog. These data belong to one of the three classes. Since there is one class which occupies over 92% of the collected data, any acceptable classifier must have the recognition rate of more than 92%. For the neural net classifier, a net with 3 hidden units is used and the net is trained for 10000 epochs. Fig. 5 plots the recognition rates of the two classifiers and the exception increase rate against the number of eliminated features. The maximum recognition rate is achieved for a wide range of numbers of eliminated features. When 15 features are eliminated, the recognition rates of both classifiers start to drop. At the same time, the exception increase rate starts to rise.
C. Numeral Data
This set of data was initially used in a system for number recognition of license plates using a decision-tree algorithm [13] and [14] . The task of the system is to recognize 10 numbers using 12 input features extracted from images of moving cars taken by a TV camera. In our study, 1630 data are divided into a combination of 810 training data and 820 test data. For the neural net classifier, a net with six hidden units is used and the net is trained for 4000 epochs. Fig. 6 plots the recognition rates of the two classifiers and the exception increase rate against the number of eliminated features. For the fuzzy classifier, the maximum recognition rate can be achieved for a wide range of numbers of eliminated features. The same tendency in the recognition rate can be seen for the neural net classifier. For both classifiers, the recognition rates start to drop when five features are eliminated. A rise in the exception increase rate can be seen at this number of eliminated features.
D. Blood Cell Data
The task in this last application [15] is to classify optically screened white blood cells into 12 classes of mature and immature cells using 13 features such as area and perimeter of a kernel. Five of the classes are mature and the others immature. The blood cell classification is known to be a very hard problem. In our study, there are 6196 blood cell data. These data are divided into 3097 training data and 3100 test data. For the neural net classifier, a net with 18 hidden units is used and the net is trained for 6000 epochs. Fig. 7 plots the recognition rates of the two classifiers and the exception increase rate against the number of eliminated features. For the fuzzy classifier, the recognition rate starts to drop when the number of eliminated features is five. It is three for the neural net classifier. The exception increase rate starts to rise at the first elimination.
E. Comparison with Other Methods and Discussion
In this section, we show comparison results with some other methods. For nonparametric classification, recent methods such as decision boundary feature extraction in [4] or mutual information feature selection in [7] have some parameters that must be appropriately chosen for each classification problem, namely, the decision boundary searching threshold in the former method and the number of quantization levels in the latter method. Fair empirical comparison of our method with them is nontrivial, if not infeasible. This leads to the need of theoretical understanding of these three methods so that unbiased comparison can be performed, which is left as a challenging open problem.
From the above considerations, we conduct additional tests using three popular conventional feature reduction methods that do not have sensitive parameters influencing the performance. The first two are feature extraction methods: principal component analysis (PCA) and discriminant analysis (DA). The last one is a feature selection method that performs backward selection search using interclass Euclidean distance as the class separability measure (EDFE). It is known that the PCA method is not optimal because it does not take into account the information about the individual classes. In addition, the DA method is not reliable if the class means are near to one another. On the contrary, our method does not have these drawbacks.
In the tests, the number of features is set to 2 for the iris data. For the other data sets, we use the numbers of features that are selected by the ERFE algorithm with . Namely, the numbers of features for the thyroid data, numeral data, and blood cell data are 5, 7, and 10, respectively. From the previous results, satisfactory performance of the classifiers is retained if they are built upon the features selected by the ERFE algorithm with these numbers. The accumulation of eigenvalues of the PCA method for each data set is shown in Table II . Since the accumulation of eigenvalues corresponds to classification performance, it can be expected that the performance of the PCA method is good for the blood cell data but unfavorable for the thyroid data. For training and testing the fuzzy and neural net classifiers, we use the same conditions as those elaborated in the previous sections.
Table III summarizes the results. As can be seen, the ERFE algorithm has the most preferable performance, especially for the thyroid data. The DA method cannot be applied for the thyroid data because of zero diagonal elements of the covariance matrices. There is only one case where the PCA method outperforms the ERFE algorithm, i.e., the case where the neural net classifier is used for the blood cell data. For the iris and blood cell data, the neural net classifier converges very slowly when trained with the features extracted by the DA method. By extending the number of epochs to 10000, the rate is increased to 65.73% for the iris data, while significant improvement of the rate cannot be obtained for the blood cell data. For the thyroid data, the rate of the fuzzy classifier trained with the features selected by the EDFE method is significantly lower than the corresponding rate of the neural net classifier. This result indicates that the class regions in the selected features are not horizontally or vertically oriented. As a result, the axis-parallel hyperboxes generated by the fuzzy classifier do not fit well to the class regions in this case.
It is interesting to compare the ERFE algorithm with the ERFA algorithm. From our experience, both algorithms under the same terminating threshold have compatible performance for most of the data sets, namely, the iris data, numeral data, and the blood cell data, though the ERFE algorithm performs slightly better. For the thyroid data, however, the ERFA algorithm yields notably worse results. To explain this case, the sum of the exception ratios obtained from the ERFE and ERFA algorithms are plotted against the number of features in Fig. 8 . As can be seen, the ERFA algorithm has higher values for a wide range of numbers of features. This means that within that range, class regions in the feature space of the features selected by the ERFA algorithm are more complicated, resulting in inferior classification performance. In addition, until the last feature is added, the sum of the exception ratios obtained from the ERFA is larger than that of the original features. This result indicates that the lastly added feature is a relevant feature but it cannot be detected by the ERFA algorithm. As a consequence, we conjecture that, in general, features selected by the ERFE algorithm are more reliable than those selected by the ERFA algorithm. The reason for this conjecture is that in the ERFE algorithm, the interdependence of features with higher dimensionality are taken into account in order to determine features with lower dimensionality while the opposite is done in the ERFA algorithm.
In [8] , another algorithm is discussed that eliminates features subject to a constraint that the number of fuzzy rules generated by the fuzzy classifier does not increase at each elimination. In practice, this algorithm is too conservative in terms of the number of features that can be eliminated. For the numeral data, the maximum number of features that can be eliminated by the algorithm is three.
The above results substantiate well the fact that the ERFE algorithm can successfully select features by eliminating irrelevant features. In the case of the numeral data and thyroid data, satisfactory classification performance is retained for a wide range of numbers of eliminated features. Within this range, the exception increase rate remains zero, implying that the complexity of class regions does not change. This can be validated by the learning curve of the neural net classifier. If the same complexity of class regions can be achieved, the lower the number of selected features, the lower is the number of epochs required to reach the peak performance, due to the decrease in the number of weights which need to be updated in the net. Fig. 9 shows the learning curve for the thyroid data with different sets of features for which the exception increase rates remain zero.
In addition, it can be seen that the classification performance of the classifiers drops as there is a rise in the exception increase rate. In the case of the blood data, known to be hard to classify, this tendency also holds. Though the complexity of class regions increases at the first elimination, this does not mean that elimination of features is not at all possible. Analyzing the results of all the data sets, we find that the terminating threshold can be heuristically set to 0.5 in order to retain satisfactory performance of the classifiers. More experiments are needed to obtain a better understanding on the relationship between the classification performance and the exception increase rate.
V. CONCLUSIONS
We have presented a novel approach to feature selection based on analysis of class regions which are generated by a fuzzy classifier. For feature evaluation, we proposed the exception ratio as a measure of the degree of overlaps in the class regions, in other words, the degree of having exceptions inside of fuzzy rules generated by the fuzzy classifier. The idea of using the exception ratio derived from the fact that for a given set of features, a subset of features that has the lowest sum of the exception ratios has the tendency to contain the most relevant features, compared to the other subsets with the same number of features. An algorithm was proposed that performs elimination of features based on the exception ratios and terminates when further elimination of a single feature degrades the classification performance. Extensive experiments were conducted using four types of data namely, iris data, thyroid data, numeral data, and blood cell data. The fuzzy classifier and a back-propagation neural net classifier were used to evaluate the features selected by the proposed algorithm. It was shown by the experiments that the proposed algorithm could successfully select features by eliminating irrelevant features. the databases. The authors would like to thank T. W. Rauber of Universidade Nova de Lisboa for providing his pattern recognition software "tooldiag" that contains many conventional methods for feature reduction. They would also like to thank the anonymous reviewers for their helpful comments.
