Abstract. This paper studies the convergence of numerical quadratures of singular integrands. The singularities are ignored in the sense that whenever a singularity occurs the integrand is redefined to be zero. Several convergence theorems are proved under the assumption that the integrand can be dominated near each singularity by a monotone, integrable function.
Since R integrates constants and n -» », then (2.2) is also trivial. Therefore, Theorem 2 is a corollary of Theorem 1. Q.E.D.
The error estimate (2.6) is rather pessimistic for compound rules. Therefore, we shall derive another estimate, which is more suitable for many purposes. Let K > 0 be the smallest constant which satisfies 
If F G M is any majorizing function for /, then
Proof. Since (R) integrates constants, then the error may be written in the form E,(1, R") = E(U, Rn) + Eo, where
Let a = 0 if h > 0 and a = 1 if f0 = 0. Then /(O) = 0 and (3.4) imply j j E HWjKtiH) <, E HWjFUiH)
This proves (3.5) and the theorem. Q.E.D.
If one knows that / G C(0, 71, then the term E(1", Rn) may be estimated using Peano's theorem. That is
where P" is the appropriate Peano kernel. Since P"(s + H) = P"(s) on 0 ^ s g T -H, then \P"(s)\ need be estimated only on the interval 0 < s < H. Therefore the following result is an immediate corollary of Theorem 3. Proof. For any n, let k(n) and j(n) be the unique integers such that (T/nXk(n) + f"n)) ^ £ < (T/n%k(n) + tHn)+l).
Since R integrates constants one can write F£(/B, R") = E(fB, R") + E (T/nWiUÜti + k(n)\(T/n)) Therefore, if F(£(rz))/n -^Oaszz^», then ôB(£(n))/n ~> 0 for all small B > 0. Also if for some fixed 5 > 0 one knows that 5B(£(n))/n -> 0 as « -> oe, then for all b in the range 0 < b < B, 56(£(n))/n -» 0.
In particular, the hypotheses of part b always imply that 5. Numerical Examples. The data in [1] will be used to illustrate the theory given above. For the midpoint rule M(f) = 1ß) one has H = h = T/n. Since -Pn(s) = s if 0 < s < h/2; s -h if h/2 < s < h, then ||FB|| = h/2 and K = 2. Therefore, The fourth column is the theoretical error computed using (3.7). This error bound is seen to be pessimistic by a factor of 7 to 8. Corollary 2 suggests that the error may be of the approximate form
for some constant C > 0. The ratios E,(1, M")/E,(1, AfB+1) are given in column five. The theoretical ratio computed using (5.2) is V2 (column six). It can be seen that (5.2) is approximately true with C = .61. Table 2 contains similar data for (5.1) using the trapezoid rule (7), Simpson's rule (S) and the Gaussian two-point rule (G2). The theoretical errors are good for the Table 3 . For this case, our theory predicts convergence but yields no useful information on convergence ratios. The data for Simpson's rules are taken from [1] . After an initial oscillation the rule 2n X S apparently settles down to slow but monotone convergence. The ratios indicate no pattern of convergence. Data for n X G48 are taken from [1] for n = 1,2, 3, 4. The rest of the data was kindly supplied privately by Dr. P. Rabinowitz. In spite of the assurances of Theorem 2, this quadrature oscillates without any real hint of convergence. Example 6 in [1, p. 383] with A = -.5 could be used to illustrate Theorem 4, part b. Again, the method converges (by Theorem 4 above) but convergence is much too slow to be practical. 
