An important task in image processing is the process of filling in missing parts of damaged images based on the information obtained from the surrounding areas. It is called inpainting. The goals of inpainting are numerous such as removing scratches in old photographic image, removing text and logos, restoration of damaged paintings. In this paper we present a nonlinear diffusion model for image inpainting based on a nonlinear partial differential equation as first proposed by Perona and Malik in [8] . In our previous work [3] the existence, uniqueness and regularity of the solution for the proposed mathematical model are established in an Hilbert space. The discretization of the partial differential equation of the proposed model is performed using finite elements method and finite differences method. For finite differences method our model is very simple to implement, fast, and produces nearly identical results to more complex, and usually slower, known methods. However for finite elements method we observe that it requires large computational cost, especially for high-resolution images. To avoid this slowing problem, domain decomposition algorithm has been proposed, aiming to split one large problem into many smaller problems. To illustrate the effective performance of our method, we present some experimental results on several images.
Introduction
The term inpainting was first appeared in the framework of digital restoration in the work of Bertalmio et al. [2] . This activity consists of filling in the missing areas or modifying the damaged ones in a non-detectable way by an observer not familiar with the original images. Digital inpainting serves a wide range of applications, such as text removal, restoring old photos, and creating special effets such as object disappearance from a scene. Let u 0 represents some given image defined on an image domain Ω. The problem is to reconstruct the original image u in the damaged domain D ⊂ Ω, called inpainting domain as illustrated in figure 1.
Figure 1: Inpainting domain
Several techniques and methods of inpainting have been proposed in recent decades. The first, and widely used approach is due to Bertalmio, Sapiro, Caselles, and Ballester [2] . They was inspired by the work of museum artists who restorate old paintings. Their approach follows the principle of prolongating the image intensity in the direction of the level lines (i.e sets of image points with constant grayvalue) arriving at the hole. This results in solving a discrete approximation of the PDE:
It is implemented in order to fetch the image intensity and the direction of the level lines which are to be continued. Equation (1) Inspired by the work of Bertalmio et al., Chan and Shen proposed in [4] a variational inpainting approach. The motivation of their approach was to create a scheme which is motivated by existing denoising/segmentation methods and is mathematically easier to understand and to analyze. Their approach is based on the most famous model in image processing, the total variation (TV) model. In this model the action of anisotropic diffusion inside the inpainting domain preserves edges and diffuses homogeneous regions and small oscillations like noise. More precisely the corresponding Euler-Lagrange equation reads
and is valid on the entire domain Ω. λ e is the extended Lagrange mutliplier and λ e = λ(1 − χ D ). χ D is the characteristic function of the inpainting domain D. The parameter λ is defined as in [4] . The TV inpainting is effective for small area which employs anisotropic diffusion based on the contrast of the isophotes. In this model the conductivity coefficient defined by g(|∇u|) = The Curvature-Driven Diffusion (CDD) model ( [5] ) extended the TV algorithm. In this model the conductivity coefficient of the anisotropic diffusion depends on the curvature of level lines. This new approach is a third-order diffusion equation unlike the TV model that is a second order. The CCD equation reads
where c is a continuous function which penalizes large curvatures, and encourages diffusion when the curvature is small. Typical example for the conductivity coefficient c which, in fact, have been used in [5] , is c(s) = s p , where s > 0 and p ≥ 1. The curvature κ is given by κ = div ∇u |∇u| . In this paper we focus our work on the inpainting by using a nonlinear diffusion equation which have proven its effectiveness in image denoising and which is derived from a model initially proposed by Perona and Malik [8] . Existence, uniqueness and regularity of the solution for the proposed mathematical model are established in an Hilbert space [3] . The discretisation of the partial differential equation is performed using both approaches finite elements and finite differences methods. The use of finite elements method for our model is justified because it has a unique solution in a Hilbert space. This paper is organized as follows. In Section 2, we introduce the mathematical proposed model for inpainting. In Section 3, we present the implementation details for the ap-proximation methods used. Numerical simulations realised on test and real photographic images are shown in Section 4.
Inpainting and nonlinear diffusion
Several inpainting methods are based on nonlinear diffusion partial differential equations. Let us consider the following equation [3] , initialy proposed by Perona and malik [8] : 
The nonegative constante k plays the role of threshold for distinguishing different regions of the image. The pixels for which |∇u| > k are regarded as edges, and the diffusivity is small, whereas pixels such that |∇u| < k are considered to belong to the interior of a region where the diffusivity is close to 1. We can be more precise if we develope this divergence operator using normal and tangential directions associated to isophotes lines of image ( Figure 2 ). 
Where φ(s) = sc(s) is the flux function, (6) may be interpreted as a sum of a diffusion in the η-direction (normal to edges) weighted with c η plus a diffusion in the ξ-direction (tangential to edges) weighted with c ξ . Of course, since η is normal to the edge, it would be preferable to diffuse more in the tangential direction than in the normal direction. Thus, we impose lim
If we restrict ourselves to functions c(s) > 0 then the above limit implies that c(s) ≈ 1/s as s → +∞. With this condition, the diffusion equation propagate isophote lines continuosly from exterior into the region to be inpainted. Note that the diffusion function (5) used in this work is different from that proposed by Perona Malik. The parameter α has a theoretical interest [1] , [3] .
Numerical implementation
Equation (4) can be solved numerically using finite differences or finite elements methods. We present in that follows the algorithms obtained for each one of those approximation methods.
Finite differences method
Here we only consider forward Euler explicit numerical scheme. In our numerical approximation scheme we use the notation u n i,j and c n i,j , n is the time iteration and i, j are the spatial iterations. Writing the above P DE in its spatial components leads to:
First we consider the term ∂ x (c∂ x u). The trick is to use asymmetric schemes for ∂ x (we concentrate here on the x-dependence). We define the left derivative:
The average of both possible choices makes the total scheme symmetrical.
It should be carefully noted that we have omitted the j-subscript in all above expressions for the discrete derivative. For all spatial terms the j-index is the same:
For the term ∂ y (c∂ y u) the same analysis leads to
The discretization of the PDE becomes for each time iteration then,
for all i ∈ 1, .., N , and for all j ∈ 1, .., M . We can regard a disctete image as a vector u ∈ R N ×M , and denote the index set 1, .., N × M by J. Then the explicit scheme can be written as
for all i ∈ J The equality (7) can be written:
where the stepsize ∆t should satisfy ∆t < 1 max i∈J |a ii (u n )| in order to result in a stable solution scheme (see Weickert [12] , [13] ).
Finite elements method
We consider the Galerkin finite element method for the discretisation of (4). Let V h = {w ∈ C 0 (Ω), w| Σ ∈ P 1 } denote the approximation space where Σ is a partition of Ω (figure 3).
Figure 3: Triangulation
The Galerkin finite element formulation consists in finding a function v h ∈ V h such that:
for all w ∈ V h and t ∈ [0, T ]. Let 0 = t 0 < t 1 < t 2 < ... < t n+1 = T be a subdivision of [0, T ] with uniform scaling interval t = t n − t n−1 for some n > 0. The backward Euler scheme is considered for (8) in the time discritisation and we formulate the nonlinear cofficient c (|∇v h |) by using the previous scale step value v n h . Thus the discrete equation is
for all w ∈ V h and n > 0. Assume a basis of the finite-dimensional space V h is (ϕ 1 , ..., ϕ p ), p > 0. Taking w = ϕ j (x) for j = 1, 2, .., p and using the
are unknown, the system (9) can be trasformed into the discrete linear equation expressed as
A is so called mass matrix and B is the stifness matrix. Thus the discrete solution can be found efficiently by preconditioned conjugate gradient methods for example.
Domain decomposition
The Domain decomposition methods have become essential tools in large-scale computation over the past 20 years because of the developments in parallel computing. It is used to solve a boundary value problem by splitting it into smaller boundary value problems on subdomains and iterating to coordinate the solution between adjacent subdomains ( [6] , [7] , [9] , [10] , [11] , [14] ).
As we have seen in the preceding paragraphs, the mathematical model of the inpainting based on the proposed nonlinear partial differential equation (4) can be resolved by finite differences method and finite elements method. These two method perform very efficiently for small and meduim scal problems, but none of them is able to adress in real-time extremely large problems, especially for finite elements method. In these situations subspace correction, domain decomposition is fundamental allowing us to split the computational workload and solve a sequence of smaller problems rather than one problem.
In the first place, we apply the non-overlapping domain decomposition approach to (4) and propose to solve the corresponding problems with the help of Algorithms 1 and 2. We decompose the spatial domain Ω into two disjoint subdomains Ω 1 and Ω 2 such that Ω = Ω 1 ∪ Ω 2 and Ω 1 = Ω\Ω 2 . Note that in the discussion which follows we consider a splitting into two subdomains only. However, as also illustrated with our numerical examples in Section 4, everything works for multiple subdomains as well (see Figure 4 ). Iiteratively for each k, we solve the boundary value problems (P 1) and (P 2):
Also the details of how to apply the proposed method is summarized in the following algorithm : Algorithm 1: Algorithm of the finite element method using the domain decomposition with Neumann boundary condition. 
• (2) If u k+1 − u k / u k < break. Else go to (1) with k + +.
Do
Remark 1 Solving system of boundary data at each subdomain Ω i declines the speed of above algorithm processing, especially when the number of subdomains Ω i is very large. To increase the perfermance of this decomposition algorithm we implement our method only on subdomain with the missing areas at each time step. This approach avoids the computation in the undamaged domains of the image and consequently speeds up the overall computational time of the Algorithm 1. ( cf. the numerical examples in Section 4) This processis is summarized in the Algorithm 2:
Algorithm 2: Improved algorithm. 
in u. * Else go to (i) with i + +.
• If u k+1 − u k / u k < break. Else go to (1) with k + +.
u = u k
Experimental Results
In order to demonstrate the effectiveness of the proposed method, we present in this section the results of some numerical experiments. All testing problems were performed in MATLAB Version 7.12 on a PC with Intel R CoTM 2 Duo CPU 2.00 Ghz. The model's parameters are ∆t = 0.24, dx = dy = 1, and k = 5. To quantitatively evaluate the quality image, we use the two measures: M SE and P SN R. The P SN R is defined via the mean squared error. Given a m × n image I 1 and its approximation I 2 , we recall M SE is defined by
2 . The P SN R (in dB) is given by P SN R = 10 log 10 max
Here, max l is the maximum possible pixel value of the image.
Numerical experiment 1
In the first experiment we test and compare the performance of the proposed method, with the TV and CDD methods on 160 × 160 pixels color image showed in Figure 5a on which an artficial damage was applied Figure 5b and the restored image was compared to the original one as reference. Notice that when working with a color image, we perform inpainting on its three components separately, and join the results at the end. We observe that the proposed algorithm is two to three orders of magnitude faster than current methods while producing comparable results, the inpainting time of our algorithm was 9.86 seconds (Figure 5c ). TV algorithm reported an inpainting time of 79.34 secondes, and CCD algorithm 158.42 secondes. Table 1 confirms the effectiveness of our model with the same P SN R and M SE in a few seconds of CPU time.
Numerical experiment 2
In the second example we consider a 120 × 120 pixels color image with thick lines obscuring parts, the image in Figure 6c shows the result of proposed method.
Notice the result is sharp, edges are not blurred inside inpainting domain. The inpainting time of our algorithm was 6.52 seconds (figure 6c). TV algorithm reported an inpainting time of 34.41 secondes, and CCD 74.13 secondes.
The presented results in table 2 suggest that the proposed model is fast while the difference is not visible in P SN R and M SE. We notice that when we use our method, CPU time is about 27.89 seconds less than TV model and 67.61 seconds less than CCD model.
Numerical experiment 3
In Figure 7 we remove a real element present in a color image of size 240 × 240 pixels. With our algorithm after 45 iterations we can remove the object, while for the TV method we iterate the schema 450 iterations in order to remove it. And CDD method scheme is also iterated 450.
Numerical experiment 4
In Figure 8 we use and compare the two most important approches that are used for descetizing a partial differential equation on a image with 120 × 120 pixels: finite differences (FD) and finite elements (FEM), we observe that FEM is more precise but slower (see table 3 ).
Numerical experiment 5
In all the preceding numerical expirements considered, we have used images with small and meduim size, especially for finite elements method. In this case we use the finite element method with domain decomposition technique on a image of size 500 × 500 pixels (Figure 9 ), and we compare the performance of algorithm 1 and algorithm 2 in terms of P SN R, M SE and computational time needed to acheive inpainting. the main domain is divided in to 49 nonoverlapping subdomains as shown in Figure 9 . The inpainting results computed with algorithms 1 and 2 are presented in Figure 9d and Figure 9e respectively. For a first comparison between the two algorithms, we report their coputational speed for solving the problem due to a decrease in the size of the stiffness matrix. In the other case, algorithm 2 by far outperforms the algorithm 1 in terme of computational speed (see table 4 ). Both algorithms have reported almost the same P SN R and M SE.
Notice that without the use of domain decompostion we cannot do this test with our PC which has the characteristics cited previously. The stopping criterion used for both algorithms is = 10 
