I. INTRODUCTION
Single junction solar cells based on crystalline silicon continue to be relevant and commercially successful in the market due to their high efficiencies and relatively low cost processing. Heterojunction solar cells based on crystalline silicon (c-Si) and amorphous (a-Si) silicon (heterojunction with intrinsic thin layer, i.e. HIT Cells) have paved the way for devices with high V OC 's (>700 mV) and high efficiencies (>20%) [1] . Panasonic currently holds the world record efficiency of 25.6% for its trademark a-Si/c-Si HIT cell [2] .
The novel structure of the device precludes the usage of traditional methods (such as only drift diffusion or analytical) to accurately understand the nature of transport. In this work we present a multiscale simulation methodology to rigorously study transport and device behavior in the solar cell. The multiscale solver consists of three primary domains: 1) The drift-diffusion domain which represents the low field regions of the device where the transport is semi-classical in nature. The drift-diffusion model is coupled to a global Poisson solver which calculates the electric fields and potentials in the device.
2) The ensemble Monte Carlo (EMC) domain is localized near the crystalline silicon (c-Si) and amorphous silicon (a-Si) heterointerface, where the electric field is high. The EMC calculates the energy distribution function of photogenerated carriers in the high field region near the interface. Theoretical models used by commercial simulators usually ignore the non-Maxwellian behavior of carriers under high fields [3] . 3) And lastly, we have a KMC domain that is an excellent tool to study defect assisted transport. The KMC allows us to simulate defect-assisted transport by simulating the interactions between discrete carriers and discrete defects [4] . We also use a commercial simulator (SILVACO) to supplement our work with the multiscale simulations.
The present method offers a unique perspective and understanding of the physics as each domain/region in the device operates on different time scales. The multiscale approach not only allows us to apply different simulation methodologies to different regions of the device but it also allows us to study transport across vastly varying time scales. As shown in Figure 1 (from Ref. [3] , where the y axis is length in m and the x axis is time in sec), continuum approaches operate at steady state and can analyze bigger devices whereas approaches such as the KMC/EMC are more useful to evaluate behavior at smaller length and time scales. Figure 2 shows the different domains of the multiscale model and their corresponding device regions. The device under consideration has a p + a-Si emitter and a n-type crystalline silicon absorber. As mentioned before, each domain leads to unique characteristics of carrier transport.
II. THEORETICAL MODEL

A. Ensemble Monte Carlo
The EMC domain operates at the a-Si/c-Si interface. Devices with well passivated interfaces have strong electric fields present at the heterointerface. Many transport models assume thermal equilibrium throughout the device while analyzing solar cells. In a previous work we have studied the behavior of photogenerated carriers at a "strongly inverted" interface, i.e. an interface with high electric fields [5] . Our simulations indicated that the energy of the carrier distribution was well above the thermal equilibrium value. 
B. Kinetic Monte Carlo
The KMC domain operates in the intrinsic a-Si buffer layer (as can be seen in Figure 2 ). It monitors the defect assisted transport of the photogenerated carriers as they traverse the barrier to get collected at the emitter. In a previous work we have developed the KMC to study how the photogenerated carriers are extracted from the intrinsic a-Si barrier [6] . To extend the capabilities of the KMC we added mid gap defects in addition to the localized tail state defects. The mid gap states are created in accordance with the defect-pool model [7] . The localized tail state defects are created due to strained Si-Si bonds whereas the midgap states are created due to dangling bonds (DB). The improved defect pool model shows that the energy spectrum of the density of states depends on the number of Si-H bonds mediating the weak bond breaking reaction. Eq. (1) shows the dangling bond density of states (DOS).
where, E v0 is the characteristic energy, f 0 (E) is the occupation function for neutral defects and P is a Gaussian function. The distribution of mid gap states in intrinsic amorphous silicon is shown in Figure 3 . In addition to the midgap states we have also added interface defects to a-Si:c-Si heterointerface (usually given in cm -2 ) in a 1 nm volume so that we can describe it as a density (cm -3 ). 
C. Recombination Theory
The KMC solver simulated "hopping" transport by probabilistically selecting a specific transition from a transition table. To integrate interface and bulk recombination in the a-Si into the KMC we treat capture and emission processes that lead to recombination as another transition. In this way the recombination mechanisms compete with all the other transport mechanisms (Capture and emission by defects, Poole-Frenkel emission etc). The capture coefficient 'c n,p ' and emission coefficient 'e n,p ' of the carriers can be calculated by Eq. (2).
where, σ is the capture cross-section, V th is the thermal velocity and N t is the defect density. The SRH lifetime can then be calculated by Eq. (3).
where, Δn and p are the excess carrier densities, n 0 , p 0 are the equilibrium carrier densities and τ n0,p0 = 1/C n,p .
D. Drift-Diffusion
The drift-diffusion model operates in all the low field areas. We have utilized SILVACO's drift-diffusion capabilities including its Poisson solver for some of our work. As defects play a crucial role in transport in the silicon heterojunction HIT cell, Poisson equation needs to account for the different types of defects while solving for the potential. Eq. (4) shows the 1D Poisson equation where the charge due to defects is given by the 'ρ' term.
where, 'n' and 'p' are the electron and hole densities, 'N D,A ' is the donor/acceptor doping and 'ϕ' is the electrostatic potential. Eqs. (5) and (6) 
where, 'ρ' donor and acceptor describe the localized defects in a-Si. 'N trap ' is defined by the well known exponential function [8] . Figure 5 shows the band diagram as calculated by our in house drift-diffusion solver.
E. Coupling Drift Diffusion and Ensemble Monte Carlo
Our main aim is to create a fully self-consistent solver where the EMC, KMC and the DD domain can communicate with each other. In previous works we have coupled the EMC and KMC solvers [9] . The self consistent coupling of the EMC and DD domain presents an interesting challenge where the nature of the physics being captured by both solvers need to be reconciled at the specific boundaries. Flux boundary conditions need to be imposed on the DD/EMC boundary as well as the DD/KMC boundary. This method ensures that a constant current is being injected into the MC domain.
The DD solver operates in the steady state regime whereas the MC solver analyzes transport on a picosecond time scale. A steady state current is calculated by the DD solver which serves as a current flux boundary condition at the DD/EMC (red line) boundary. In other words this current in injected into the EMC domain. The EMC domain conducts a transient simulation across the range of a few pico seconds till steady state conditions are reached. Steady state is reached when the current exiting the EMC domain equals the current injection. 
III. RESULTS AND DISCUSSION
Our simulations indicate that device performance is limited primarily by interface recombination rather than recombination in the a-Si bulk. For defect densities of N it =10
11 -10 12 cm -2 , the interface recombination competes with the transitions that allow the carriers to get injected into the barrier. However, the midgap states do not contribute much to recombination unless N DB ≈ 10 19 cm -3 , and at that point the midgap defect density begins to rival the density of the localized tail states.
An interesting observation follows from the simulations which suggests that for strongly inverted surfaces (where the minority carrier concentration greatly exceeds the majority carrier concentration at the heterointerface) and τ SRH ≈ τ n0 , the electrons can be viewed as minority carriers at the intrinsic aSi:(n type) c-Si interface. This is consistent with SRH theory when the equilibrium density of the majority carriers is >> density of trapped majority carriers.
Increased interface defect density and interface recombination leads to the eventual reduction in the amount of inversion at the heterointerface. This can be viewed as another form of photocurrent suppression as the photogenerated carriers are lost at the barrier at the interface and this process is a key contributing factor to the 'S' shaped current voltage characteristics. Table I describes the simulated properties of these devices. The role of interface defect states heavily degrading device performance is evident from the large decrease in V OC . Figure 7 shows the variation of surface potential with forward bias for a silicon HIT cell device for three different defect distributions (see Table I ). We see that the device is inverted for all three cases with the device 1 (lowest interface defect density) being the most strongly inverted. However, the devices with higher defect densities (device 2 and 3) go out of inversion faster than device 1. This reduction in surface potential is due to the reduction in inversion charge (holes) and increase in accumulation charge (electrons). For optimal device performance the device should remain in inversion as long as possible. The main contribution of the interface defects is to drive the device out of inversion. The variation of surface potential is key parameter to understand the bias dependent current collection in HIT cells.
IV. CONCLUSION
The multiscale method not only allows us to analyze device behavior at different time scales, it also allows us to study intricate device physics and device performance in cohesion. Using fully coupled multiscale simulations we can comprehensively evaluate and understand the effect of various parameters on device performance. 
