ABSTRACT
INTRODUCTION
Analysis of intracellular information processing has gained increasing interest in recent years, in particular based on experimental progress in high throughput analysis techniques for example applied to gene expression (Lee and Lee, 2000) , as well as further quantification of gene expression also at the protein level (Hatzimanikatis et al., 1999) . These emerging techniques generate an enormous amount of data raising the question of how to analyze this fine-grained information to extract biochemically relevant information (Rechenmann, 2000) .
One major effort in this context is computational genomics, applying data mining techniques to group genes into functionally distinct categories based on their differential expression profiles (Tsola and Ouzounis, 2000) . However, these are only the first steps in functional analysis towards an understanding of underlying biological processes: further, sparsely also quantitative, experimental data on kinetic details (Gombert and Nielsen, 2000) allow structuring of metabolic pathways in a dynamic context. This is the first step towards simulation of interlinked metabolic pathways, a method of choice to study dynamical properties of intracellular information processing. Simulation especially allows analysis of the robustness of networks with respect to external factors, a question of particular interest to medical applications, e.g. testing the cellular response mechanisms to certain pharmacophores.
Simulation of metabolic networks however faces a number of technical problems, on the one hand caused by the method of system representation, on the other hand by system size and time scale of interest. This paper presents a lattice gas-based simulation technique (Frisch et al., 1986) , the Lattice Molecular Automaton (LMA); (Siehs and Mayer, 1999) , to simulate metabolic c Oxford University Press 2002 pathways considering detailed information from various sources, including gene expression data, kinetic details on enzymatic reactions, and also molecular interaction details realized as discrete force fields. The LMA presents a unified simulation framework which overcomes the problem of system representation at different levels of detail, as well as restrictions regarding system size and simulation time.
SIMULATION OF METABOLIC PATHWAYS
Various methods have been implemented to overcome the problems of simulating metabolic processes, in particular to mention stoichiometric (metabolic flux analysis), and kinetic models realizing mass conservation implemented as a set of differential equations (Gombert and Nielsen, 2000) , where the latter approach requires detailed knowledge on reaction rate constants. Several program packages for quantitative simulation of biochemical pathways, based on numerical integration of rate equations, have been developed, as KINSIM (Dang and Frieden, 1997) , GEPASI (Mendes, 1997) , and in particular E-CELL (Tomita et al., 1999) , which is capable of modelling diverse cellular processes, from gene expression, over signalling, to metabolism. Attempts are also ongoing to overcome the problem of having only qualitative or semi-quantitative data on kinetic details, e.g. using fuzzy logic-based factors to modify algebraic rate laws accounting for particular kinetic characteristics .
Besides such numerical treatment of intracellular information processing other attempts have been made, including graph theoretical (Kohn and Lemieux, 1991) and grammatical formalization of metabolic processes (Hofestadt, 1993) . Another promising approach to simulate intracellular processes is provided by Cellular Automata (CA) models (Garcia-Olivares et al., 2000; Kier et al., 1996; Palmari et al., 1997; Kier et al., 2000) . This technique presents a well suited, exploratory method for the analysis of dynamic phenomena considering intercellular (Kansal et al., 2000) as well as intracellular dynamics (Wurthner et al., 2000) . CA show a number of advantages compared to the numerical approaches mentioned earlier. CAs have an intuitive setup, which is easily expandable towards complex molecular interaction mechanisms at different levels of description. The discrete nature of CAs allows the simulation of large systems over a long time scale, in particular also due to the perfect parallelizability of this concept.
This present paper shows a CA-based implementation of generic steps of the apoptosis effector phase, which is characterized by a regulatory network holding homo-and heterodimerization of members of the Bcl2 protein family as the central element. Fussenegger et al. (2000) recently described a model of caspase function in apoptosis applying a mechanistic model using mass conservation principles in conjunction with kinetic rate laws to formulate ordinary differential equations. Their model is consistent with available experimental data and helps to analyze aspects of the caspase system not easily amenable to experiment.
The apoptosis cascade is a typical example for a highly complex and interleaved intracellular control network whose dynamical aspects presently can only be explored in adequate computer simulations.
THE APOPTOSIS REACTION NETWORK
Programmed cell death-apoptosis-occurs in the asynchronous renewal of aging cells and is a general phenomenon in multi-cellular animals (Krömer et al., 1997; Chinnaiyan et al., 1997) . Apoptosis is a complex process where catabolic enzymes finally degrade essential cellular macromolecules, which leads to a characteristic death phenotype. In the multi-cellular context alterations of the plasma membrane facilitate the recognition and elimination of apoptotic cells, thereby precluding secondary necrosis. Morphologically, apoptosis is characterized by a series of structural changes, as blebbing of the plasma membrane and condensation of cytoplasm and nucleus. Biochemically, apoptosis is characterized by degradation of chromatin, as well as by a series of other indicators as activation of enzyme type II transglutaminase. The apoptosis process can be divided into three functionally distinct steps: (a) initiation, (b) effector, and (c) degradation phase.
The initiation is heterogeneous and can be triggered by various death stimuli as lack of obligatory survival factors, shortage of metabolic supply, but also by artificial stimuli such as immunosuppressive drugs or oxidizing agents. Depending on these factors various 'private' pathways are followed in the next phase of the apoptosis cascade, which ends in the effector phase where initiating events are translated into a regular pattern of metabolic reactions. This phase of apoptosis defines the 'ultimate fate' of the cell. The final degradation phase is characterized by an increase in overall entropy accompanied by activation of further catabolic enzymes.
The crucial step in the apoptosis cascade is defined within the effector phase: a complex network of apoptosis inducing and inhibiting proteins preclude the further steps towards cell death. A main component in this peculiar situation for the cell is the Bcl-2 protein family.
The general purpose of apoptosis is the safe removal of cells without causing an inflammatory reaction (as for example given by necrosis). Apoptosis not only allows the clearance of cells that have been produced in excess, but also of cells that have developed improperly, or that have sustained genetic damage. However, defects within the apoptosis cascade are responsible for a variety of diseases: exemplarily, high expression of anti-apoptotic members such as Bcl-2 and Bcl-xl commonly found in human cancers contributes to neoplastic cell expansion and interferes with the therapeutic action of many chemotherapeutic drugs (Huang, 2000) .
Based on this importance of apoptosis the possibility of externally interfering with the apoptosis cascade is of fundamental interest and elements within the apoptosis effector phase, as for example the members of the Bcl-2 family, are valuable targets for such efforts (Hunter and Parslow, 1996) .
However, before interfering with the apoptosis effector phase at distinct points an understanding of the general dynamical properties of the effector phase is highly desirable.
THE LATTICE MOLECULAR AUTOMATON
Simulation of dynamical processes guiding towards activation or inhibition of apoptosis applying a cellular automaton model requires a detailed representation of the relevant objects (monomers, dimers, membranes, receptors) and definition of interaction rules necessary for the update sequence (defining chemical recognition and subsequent reactivities): molecular recognition between monomers (members of the Bcl-2 family), between activators of gene expression and gene sites encoding for Bcl-2 family members, and finally between Bcl-2 members and mitochondrial receptors (resulting in the Mitochondrial Permeability Transition, MPT; Kluck et al., 1997; Brustugun et al., 1998) have to be implemented in an overall diffusion-controlled, intracellular environment.
In our implementation the intracellular space is realized on a 2D, square grid. Each lattice site can be occupied by molecular units (monomers, homo-and heterodimers, etc.) . In contrast to LMA simulations on molecular dynamics (Mayer and Rasmussen, 1998 ) no excluded volume is realized for the type of problem addressed in this paper. At every update step of the lattice (driven by an external clock) the molecular objects move along the sites of the lattice, and this dynamics is driven by contributions from kinetic (Boltzmann distribution) as well as potential energy terms (molecular recognition events) (Mayer and Rasmussen, 1998; Mayer et al., 1997) .
The physical space is thus represented as a 2D, square lattice with toroidal boundary conditions, and every molecular object S i is represented via a data structure D c,d located at every lattice site with the coordinates given as (c, d) . This type of CA models of chemical systems, although simplified to 2D, proved to provide detailed insight into chemical dynamics, generating macroscopic effects based on a microscopic system description Siehs and Mayer, 1999) . Toroidal boundary conditions are realized to avoid unrealistic boundary effects on the comparatively small, 2D simulation grid (Mayer and Rasmussen, 1998 ) when compared to the real intracellular dimensions.
Each data structure itself is organized as a number of registers holding information about the molecular objects currently occupying the site (c, d), as well as about the molecular neighbourhood of the site (c, d). The n registers store the following data:
Register 1. Type of molecular object(s) on site (c, d) .
Each molecular object is encoded via a character; no excluded volume is realized, i.e. more than one object may occupy a single lattice site at a given time step. Molecular objects are in the present case: (i) proteins of the apoptosis effector phase; (ii) external stimuli of the effector phase; and (iii) objects encoding a functionality of the cell core and of mitochondria. Physico-chemical details of the different objects are encoded in the following registers of the data structure.
Register 2. Reaction rate constant(s) of each molecular object residing on site (c, d).
A list of reaction rate constants is associated with each molecular unit defining all intermolecular interactions with other objects on the lattice. If two molecular objects occupy the same lattice site a reaction occurs with the given reaction rate.
Register 3. Molecular neighbourhood in the four principle directions on the square lattice; all data structures propagate their molecular type list to the next nearest neighbours on the lattice. Each site therefore holds information about the molecular types currently stored in the type list (Register 1) of data structures at the lattice sites
, as well as of the site (c, d) itself. Following this scheme, every object at a given site (c, d) holds its own state, but in addition the states of the objects in the nearest neighbourhood. This concept ensures local computation within the single data structures throughout the update scheme.
Register 4. Distribution of local momentum of each molecular unit occupying the site (c, d), again given in the four principle directions.
The momentum, stored for each molecular unit at site (c, d), are distributed between units occupying the same lattice site following a hard sphere collision model. Each molecular object stores the factorized components of its total momentum in the principle directions in the respective data structure. In the case of a molecular collision the respective entries in the data structures of the colliding objects are exchanged. If more than two units occupy a site the update sequence is chosen in a random fashion.
Register 5. Potential energy status of each molecular unit.
The potential energy status is computed following a simple calculation of attraction/repulsion between molecular objects residing on the lattice site (c, d) and molecules residing on neighbouring lattice sites in the four principle directions (as stored in Register 3). The attraction/repulsion between objects is encoded as pair potentials between the individual molecular types realized in the simulation. Due to the fact that both, local as well as neighbouring type information is stored in each local data structure the computation of individual potential energy contributions can also be performed locally.
Register 6. Molecular reaction list.
Molecular recognition is based on the computed potential energies (stored in Register 5), the type of molecular reaction is given by the associated rate constant list stored in Register 2. Possible reactions are simple object dimerization events, but also the generation of new objects, i.e. reaction products.
Register 7. Reaction products and type transformations.
Depending on the nature of molecular interaction, as defined and computed within Register 6, molecular type conversion, but also generation of new molecular objects (e.g. dimers) can take place. This information is stored in this Register 7.
Register 8. Move direction.
Depending on the potential energy status (attraction to or repulsion from neighbouring sites), stored in Register 5, as well as on the kinetic energy status (stored in Register 4) the location of each individual molecular object at time step (t + 1) is defined. Figure 1a shows the data structure concept on the lattice. Each lattice site (c, d), or computational node, holds a data structure D c,d with, in the present case, eight registers. All calculations defining the molecular dynamics take place locally in each data structure following a deterministic update schedule.
One major advantage of this cellular automaton approach is that all necessary computation defining the intermolecular dynamics can be performed locally for each lattice site, which ensures efficient scalability. The molecular dynamics is performed in discretized space, but also discretized in time: the lattice update follows an update mechanism defined as:
Each data structure (and all register entries) at time step (t) D c,d , is transformed to the next time step (t + 1) applying a functional F holding the update scripts realizing detailed intermolecular dynamics. As noted in the description of the data structure registers each data structure holds information about the molecular unit on This update functional F defines the following main sequential steps, where each step is performed in parallel for all data structures (details on the LMA update mechanism are given in references Siehs and Mayer, 1999; Mayer and Rasmussen, 1998; Mayer et al., 1997) .
Step 1. Evaluation of molecular collisions and redistribution of kinetic energies; the momentum of every object occupying a particular site is stored in Register 4. A molecular collision is given when more than one unit is stored in Register 1, and the momentum are then distributed among the objects independently along the four principle directions on the square lattice.
Step 2. Propagation of molecular type information for a consecutive computation of potential energies; type information (stored in Register 1) is propagated to neighbouring sites in the four principle directions, and then stored in Register 3 of the respective neighbouring data structures.
Step 3. Computation of the local potential energy situation; at this step each data structure holds information on which objects occupy a particular site, as well as which objects occupy the neighbouring lattice sites. Pair potentials are computed following a molecular type-specific attraction as well as repulsion scheme.
Step 4. Evaluation of chemical reactions; potential energies are computed between objects on site (c, d) and the four neighbouring sites (see Step 3). Chemical reactions take place between objects occupying the same site at a particular time step and follow a predefined external list. The reaction rate constants are given in the interval [0, 1000]. A reaction rate constant k = 500, e.g. for a dimerization reaction, means that the dimer formation has a probability P (dimerization) = 500/1000 = 0.5 per update step. Each reaction can only take place between molecular objects residing at the same lattice site (c, d) at a given time step (t).
Step 5. Computation of the objects lattice positions in the next time step based on the momentum and local potential energy situation.
Step 6. Full update of the lattice transforming all data structures into the next time step (t + 1). Figure 1b shows snapshots of a pair-interaction between molecular objects. Both monomers M1 and M2 occupy the same lattice site at time step (t), which results in the local computation of Steps 1-6, as described above. In this situation a molecular reaction event may take place with a probability given by the value of the rate constant k. The result of this example molecular recognition event, a reaction product M1 * , enters a neighbouring lattice site at time step (t + 1).
The flexible data structure concept realized in this Cellular Automaton setup is easily adjustable to compute intermolecular dynamics at different levels of detail. Intermolecular recognition can be fine-tuned via implementing an extended set of discretized potential energy functions (Mayer and Rasmussen, 1998) , complex intermolecular reactions are easily realized via extending the respective register types in the data structures. In the following implementation example, key elements of the apoptosis effector phase will show this scalability in system size and level of representation in detail.
LMA IMPLEMENTATION OF THE APOPTOSIS EFFECTOR PHASE
Due to the existence of multiple pathways leading towards apoptosis a complex intracellular control mechanism is realized, and at the apoptosis effector phase determined by the diverse functionality of Bcl-2 proteins. One present hypothesis favors the view that the intracellular concentration balance of apoptosis promoting and inhibiting proteins determines the fate of the cell.
Exactly this intracellular concentration profile can be altered by external factors which for example cause cell death. Investigations on the apoptosis regulation in Caenorhabditis elegans show this highly complex interplay between proteins within the Bcl-2 family and others controlling the apoptosis cascade (Chinnaiyan et al., 1997) . Recent experiments in mammalian systems too show co-immunoprecipitation of Bcl-xL with caspases (in particular caspase 1 and 8). Various other studies tackle this problem of heterodimerization events: Bcl-xL was found to have high affinity to Bak, but to a less extent also to other promoters as Bax and Bik (Sattler et al., 1997) . Interaction between Bax and Bad with Bcl-2 were also shown (Yang et al., 1997) , as well as homodimerization among Bcl-2 and Bax (Muchmore et al., 1996) , just to give examples.
The structural data on the individual members of the Bcl-2 family as well as the investigations on homo-and heterodimerization events currently give the following picture on the functional aspects of the Bcl-2 family: constantly expressed Bcl-2 family proteins constitute via homo-and heterodimerization a delicate equilibrium which can be interfered via external stimuli. Such stimuli e.g. act on the protein expression level, which then alters the intracellular concentration profiles which in a further step triggers the apoptosis cascade towards cell death. A typical example in this view is the pair Bcl-2-Bax: both compounds can homodimerize, but also heterodimerize, where Bcl-2 opposes the lethal function of Bax (Oltvai et al., 1993) . If now the intracellular concentration of Bax exceeds a critical level (defined by the association constants of this protein to other members of the protein family), free Bax interacts with other proteins on, or directly at the mitochondrial membrane , which results in altered channel activities on the mitochondrial membrane followed by the efflux of cytochrome C. The resulting high intracellular concentration of this holoenzyme is then thought to trigger the caspase system (Kluck et al., 1997; Brustugun et al., 1998) , which finally starts the last, i.e. degradation phase, of the apoptosis cascade.
To simulate key events of the apoptosis effector phase within our LMA the following elements have to be encoded:
(1) cell core nodes representing gene expression and subsequent translation;
(2) mitochondrial nodes as the targets for apoptosis promoters inducing the MPT;
(3) external stimuli acting on core nodes specifically influencing gene expression rates;
(4) apoptosis promoting and inhibiting members of the Bcl-2 protein family. Figure 2 shows the reaction mechanisms implemented in this example. Figure 2a gives cellular core nodes, R CORE , as the central element. These nodes are also implemented as data structures on the lattice, but with overall fixed lattice positions during the simulation. On a simulation grid with 100 × 100 nodes 100 adjacent nodes are defined as R CORE . External stimuli, Stim EXT , can diffuse into the simulation lattice and couple to R CORE . Due to the toroidal boundary conditions on the simulation grid molecular objects encoding external stimuli are randomly generated on the lattice, as no cellular boundary can be defined. Depending on the type of Stim EXT members of the Bcl-2 family, namely Bcl2, Bax and Bak, can be expressed, i.e. added on to the simulation grid. Bcl2 as well as Bax can homodimerize forming new types of molecular objects, (Bcl2) 2 and (Bax) 2 . Two members of the implemented Bcl2 family can also heterodimerize (Figure 2b) , namely Bax and Bcl2, (Bcl2-Bax), and Bak with Bcl2, (BakBcl2). Figure 2c shows the implemented steps towards terminal induction of the MPT. Mitochondria are implemented in the same way as the core, i.e. via static R MIT nodes. 100 R MIT nodes are set randomly on a simulation grid of size 100 × 100. Bak and Bax can couple to such nodes causing the 'release' of cytochrome C objects, (CytC). Another CytC release mechanism is given by the situation when both, Bak and Bax, are present at R MIT at the same time.
The setting given in Figure 2 represents key elements characterizing the apoptosis effector phase, namely: (i) external induction of specific Bcl-2 family protein expression; (ii) diffusion-controlled homo-and heterodimerization of Bcl-2 family members; and finally (iii) interaction of Bcl-2 family members at the mitochondrial membrane and release of cytochrome C. Table 1 gives reactions implemented to simulate core elements of the apoptosis effector phase and associated rate constants (arbitrary units).
RESULTS AND DISCUSSION
Molecular recognition, given between external stimuli and cell core nodes, R CORE , homo-and heterodimerization between Bcl2, Bax, and Bak, as well as between the Bcl-2 family members and mitochondrial nodes R MIT leading to the release of cytochrome C, follows the reaction rate constants k * noted in Table 1 . No experimental data on the reaction rate constants are currently available. The values for the following simulation examples are chosen in such a way to realize stable dynamics on the simulation grid. Figure 3 gives a snapshot of the LMA simulation grid showing the coverage of data structures (lattice sites) with Bax, Bcl2, and CytC.
The grid detail shows the area around mitochondrial nodes, R MIT . Bax, if not complexed to itself or to Bcl2, couples to the mitochondrial nodes (central position on the grid detail), which results in the release (generation) of cytochrome C, CytC, with the rate constant k9 (see Table 1 ).
Within this diffusion driven process heterodimerization of Bcl2 with Bax prevents coupling of Bax to mitochondrial receptors R MIT . However, if a Bax object couples to a receptor the release of CytC from this receptor node is stimulated. This situation shown in Figure 3 presents one of the putative core regulatory functions within the apoptosis effector phase (Sattler et al., 1997; Muchmore et al., CytC Bcl2 Bax Fig. 3 . LMA simulation snapshot. Given is a section of the simulation grid (total grid size is 100 times 100 nodes), where the coverage of sites by the product CytC (black triangles), by Bcl2 (grey squares) and by Bax (grey circles) is given. The center of the grid holds mitochondrial nodes R MIT (for sake of clarity not printed), showing increased efflux of the final product CytC in the spatial surrounding of R MIT nodes in this particular simulation setting. The reaction rate constants are given as: k2(50), k2 (50), k3(50), k3 (50), k4(50), k4 (50), k5(0), k5 (0), k6(500), k6 (500). Coupling of free Bax to a mitochondrial node R MIT is followed by an efflux (more precisely 'generation' in the simulation setting) of cytochrome C. This model initiation of the MPT can only be suppressed via complexation of free Bax by free Bcl2.
1996; Oltvai et al., 1993) : homo-and heterodimerization events between apoptosis promoters and inhibitors realize an equilibrium situation which determines if the release of cytochrome C from mitochondria is triggered via apoptosis promoters as unbound Bax (Krömer et al., 1997; Yang et al., 1997; Oltvai et al., 1993) . The intracellular balance between promoters and inhibitors is therefore crucial for determining if apoptosis is finally induced. External stimuli can affect this intracellular balance, e.g. via streptococcal erythrogenic toxin B (Viera et al., 2001) or bile acid (Yerushalmi et al., 2001) , just to give examples. Figure 4 illustrates the effect of external stimuli on the cellular homeostasis of the two proteins Bax and Bcl2, Table 1 . Given are the concentration profiles of Bcl2, Bax, of the (Bax-Bcl2) heterodimer, and of the resulting product CytC, plotted versus the LMA update steps (a spline function is applied for smoothing of the experimental curves). At time step 400 the apoptosis promoter Bax, at time step 700 the apoptosis inhibitor Bcl2 is upregulated via external stimulus. The concentration profiles of the heterodimer (Bax-Bcl2) as well as of the final product, CytC, is given accordingly. The reaction rate constants are given as: k2 (50), k2 (50), k3(50), k3 (50), k4(50), k4 (50), k5(0), k5 (0), k6(500), k6 (500).
and the resulting change of final product concentration CytC. R CORE nodes express Bax and Bcl2 until a constant intracellular level is reached (update step 0-100). Both objects homo-as well as heterodimerize, which effects the coupling rate of Bax to R MIT and in a further step defines the concentration of 'cytosolic' CytC (see Table 1 ). At time step 400 an external stimulus for Bax-expression diffuses into the system, couples to R CORE , which leads to an overexpression of Bax (maximum around update step 500). With a time delay of around 100 update steps the concentration of CytC rises due to excess amount of free Bax which can couple to R MIT . The time delay is caused by the diffusion time of Bax objects from R CORE to R MIT nodes on the lattice. Around time step 700 another external stimulus, this time for Bcl2 overexpression, is introduced. This excess amount of free Bcl2 results in increased heterodimerization between Bcl2 and Bax (peaking at around time step 900), which consequently reduces the amount of free Bax and finally decreases the amount of cytochrome C released. In this simulation a degradation time of Bcl2 family members is implemented, which leads to a decrease of Bax as well as Bcl2 concentration, again equilibrating at the initial concentration profiles after update step 1500. The interpretation of this type of molecular reaction net- . Product CytC concentration profile landscape at varying reaction rate constants for Bcl-2 homodimer, k2, and (R MIT -BakBax) multimer formation, k8. Both, k2 and k8 are varied with a stepsize 50, the resulting 400 CytC concentration points are then interpolated applying a 3D spline function and plotted versus k2 and k8. The reaction rate constants of the other interactions in the network (see Table 1 ) are given as: k2(0-1000), k2 (5), k3(250), k3 (5), k4(500), k4 (500), k5(250), k5 (5), k6(750), k6 (500), k7(1000), k7 (125), k8(0-1000), k8 (250), K9(1000), k10(1000).
work is straightforward: constant, low level expression of Bcl2 family members results in an equilibrium situation, where homo-and heterodimerization between the individual proteins prevents the coupling of free, apoptosis promoting family members to the mitochondrial membrane. This in turn prevents the cell from undergoing the MPT finalizing the apoptosis cascade. Increasing the Bax concentration drives the release of CytC downstream of the reaction cascade, and this effect can be counteracted via increased Bcl2 concentration. The large number of different proteins active in the apoptosis effector phase however indicates a far more complex control mechanism than the simple network switch function given in Figure 4 .
The simulation results shown in Figure 5 are based on the full reaction network denoted in Table 1 : Bcl2 as apoptosis inhibitor, Bax and Bak as apoptosis promoters, external stimuli, Stim EXT , for Bcl2 and Bax, as well as the coupling (and concomittant release of cytochrome C) of Bax and Bak to mitochondrial nodes, R MIT .
The major difference to the simulation setting given before is to consider a third Bcl-2 family member, Bak, which too was shown to promote apoptosis (Sattler et al., 1997) .
We assume the following in our simulation: Bax as well as Bak can couple to R MIT and stimulate CytC release with the reaction rate constant k9. If, however, both, Bak and Bax couple to one particular mitochondrial node R MIT (c,d) at time step (t), i.e. simultaneously, CytC release takes place with the rate constant k10, were k9 < k10: in the event of forming a trimeric complex, the release of CytC is increased compared to forming a dimeric complex between the apoptosis stimulators and R MIT .
50 × 50 individual simulations are performed, steadily varying the reaction rate for Bcl2 homodimerization (k2) as well as for forming the trimeric complex R-BakBax (k8). Changing the reaction rates is implemented as an analogy to changing the concentration of the respective reaction partners on the lattice. Changing the total concentrations by increasing the expression rates would have introduced lattice effects by the increasing total coverage of lattice sites. Therefore changing of the rate constants was chosen to analyze the effect of different object concentrations. After full equilibration for each individual run the net concentration of CytC on the lattice is measured and plotted versus k2 and k8 used in the respective simulation. All other reaction rate constants given in Table 1 as well as absolute concentrations of molecular objects have the same setting in all individual LMA runs.
Steady increase of k2 will, following our scheme, result in additional free Bax (as, due to increased Bcl2 homodimerization, the available amount of free Bcl2 for heterodimerization with Bax decreases), which is followed by increased release of CytC. Increase of k8 on the other hand directly stimulates the release of CytC via the rate constant k10. Figure 5 gives the dependence of CytC release on variation of k2 and k8. Increasing k2 at a fixed value of k8 shows a nearly linear increase of CytC concentration over the whole range of k8.
The concentration profile which results when increasing k8 at constant values of k2 shows a more complex dependence: at k2 values in the interval [0, 300] and k8 values in the interval [0, 500] a minimum release of CytC is calculated. If then k8 increases further, an exponential increase in CytC release is monitored. Figure 5 allows the following interpretation of, in the present LMA setup implemented, reaction net: low, but constant expression of apoptosis inhibitors as Bcl2, as well as apoptosis stimuli, as Bax and Bak, take part in homo-and heterodimerization, which equilibrates without inducing further steps in the apoptosis cascade. External stimuli may cause increased expression of apoptosis promoters, which, up to a defined threshold, will not cause induction of apoptosis. This situation is given for the k8 interval [0, 500] in Figure 5 . If, however, the expression of apoptosis stimuli exceeds a certain value (around k8 = 700 in Figure 5 ) a phase transition towards apoptosis induction takes place.
By adding a third dimerization partner to the reaction net this damping mechanism is realized, which cannot be formed considering just two dimerization partners, as given in Figure 4 . Such damping, among others, may be a crucial aspect within the overall regulation of apoptosis, as it clearly prevents the cell from undergoing uncontrolled apoptosis induction under noisy external stimuli conditions. Damping mechanisms within metabolic switches are a common principle within biochemical reaction networks (Siehs and Mayer, 2000; Klein and Mayer, 1999; Klein and Mayer, 1997) and could also play a major role in the apoptosis cascade. The LMA, applied in this paper for the simulation of such regulatory elements within the apoptosis effector phase, is capable of realizing complex reaction networks following the conceptually simple CA framework. The flexibility of the data structure concept allows inclusion of detailed intermolecular interaction profiles and reaction mechanisms, which will help to incorporate experimental data in quantitative, biochemical network analysis.
In the present setting the LMA holds central elements of the apoptosis effector phase, namely homo-and heterodimerization of members of the Bcl2 family. Competitive dimerization between at least three Bcl2-type proteins realizes a damped molecular reaction net suitable to establish a well defined transition from normal cell state towards apoptosis. Next steps in the LMA development include a 3D version, as well as encoding of an extended set of apoptosis relevant proteins to further elucidate regulatory details of the apoptosis effector phase.
