Abstract A semianalytical ocean color inversion algorithm was developed for improving retrievals of inherent optical properties (IOPs) in optically shallow waters. In clear, geometrically shallow waters, light reflected off the seafloor can contribute to the water-leaving radiance signal. This can have a confounding effect on ocean color algorithms developed for optically deep waters, leading to an overestimation of IOPs. The algorithm described here, the Shallow Water Inversion Model (SWIM), uses pre-existing knowledge of bathymetry and benthic substrate brightness to account for optically shallow effects. SWIM was incorporated into the NASA Ocean Biology Processing Group's L2GEN code and tested in waters of the Great Barrier Reef, Australia, using the Moderate Resolution Imaging Spectroradiometer (MODIS) Aqua time series (2002)(2003)(2004)(2005)(2006)(2007)(2008)(2009)(2010)(2011)(2012)(2013). SWIM-derived values of the total non-water absorption coefficient at 443 nm, a t (443), the particulate backscattering coefficient at 443 nm, b bp (443), and the diffuse attenuation coefficient at 488 nm, K d (488), were compared with values derived using the Generalized Inherent Optical Properties algorithm (GIOP) and the Quasi-Analytical Algorithm (QAA). The results indicated that in clear, optically shallow waters SWIM-derived values of a t (443), b bp (443), and K d (443) were realistically lower than values derived using GIOP and QAA, in agreement with radiative transfer modeling. This signified that the benthic reflectance correction was performing as expected. However, in more optically complex waters, SWIM had difficulty converging to a solution, a likely consequence of internal IOP parameterizations. Whilst a comprehensive study of the SWIM algorithm's behavior was conducted, further work is needed to validate the algorithm using in situ data.
Introduction
Over the past three decades, ocean color remote sensing has provided remarkable insight into physical, biological, and biogeochemical processes within the world's oceans. Spaceborne ocean color sensors, such as NASA's Moderate Resolution Imaging Spectroradiometer onboard Aqua (MODIS Aqua), provide synoptic-scale, spectral radiometric measurements of the ocean's color that can be directly related to the relative concentrations of optically active constituents within the water column. Hence, a series of empirical and physics-based algorithms have been developed that relate sensor-observed, spectral water-leaving radiometric measurements to marine components, such as phytoplankton and suspended particulate matter (SPM), to give quantitative estimates of their abundance/concentration. Much effort has focused on the development and continual improvement of ocean color algorithms for deep, oceanic waters for which the optically dominant constituent is typically phytoplankton. Such oceanic algorithms have been highly refined through use of decades-long dedicated in situ validation measurements collected by optical moorings and from ships-of-opportunity in accordance with strict data quality control and assurance protocols [Mueller et al., 2003] . As such, these algorithms are generally considered robust and have met original mission objectives for oceanic chlorophyll-a concentration (CHL) retrievals and spectral remote sensing reflectance (R rs ) accuracies to within 635% and 65%, respectively [McClain, 2009] .
Key Points:
A new ocean color algorithm for optically shallow waters is described The algorithm was tested in waters of the Great Barrier Reef, Australia Shallow water effects are corrected using bathymetry and benthic albedo maps Supporting Information:
Readme Table S1  Table S2  Table S3  Table S4  Table S5  Table S6  Table S7 Presently, two challenges are being actively addressed in order to extend ocean color applications to coastal regions: (i) optically complex waters and (ii) optically shallow waters. In optically complex waters, the optical properties of the water column are typically influenced by nonalgal particulate matter, colored dissolved organic matter, and phytoplankton [IOCCG, 2000] , and unlike oceanic waters, the nonalgal constituents do not necessarily covary with respect to phytoplankton abundance. Regarding optically shallow waters, these can be characterized as zones in which light reflected from the seafloor influences the waterleaving radiance signal [Lee et al., 1998 ] thereby confounding contemporary ocean color algorithms developed for optically deep waters [Cannizzaro and Carder, 2006; Qin et al., 2007; Zhao et al., 2013] (see Appendix A for further discussion). Whilst a range of ocean color algorithms have been developed and proven effective within optically complex waters [Doerffer and Schiller, 2007; Smyth et al., 2006; Werdell et al., 2013a] , only a few approaches for optically shallow waters have been published [Barnes et al., 2014 Brando et al., 2012] with none in operation that explicitly use pre-existing water column depth and benthic albedo data sets to improve IOP retrievals.
A variety of shallow water inversion algorithms have been developed with much past research focused on the simultaneous retrieval of water column depth and benthic characterization [Bierwirth et al., 1993; Dierssen et al., 2003; Louchard et al., 2003; Lyzenga, 1978; Philpot, 1989; Stumpf et al., 2003; Werdell and Roesler, 2003] . Many recent approaches such as the Hyperspectral Optimization Process Exemplar (HOPE), a semianalytical inversion algorithm developed by Lee et al. [1998] , and the Comprehensive Reflectance Inversion based on Spectrum matching and Table Look up (CRISTAL), a spectral matching look-up-table algorithm developed by Mobley et al. [2005] , have been developed for simultaneous retrieval of bathymetry, benthic types, and IOPs. The HOPE algorithm and its variants (e.g., Goodman and Ustin, [2007] ; ALUT-Hedley et al.
[2009]; BRUCE- Klonowski et al. [2007] ; SAMBUCA- Wettle and Brando [2006] ) and CRISTAL have shown particular merit when applied to hyperspectral imagery (contiguous spectral bands, resolution $5 nm) Dekker et al., 2011; Fearns et al., 2011; Garcia et al., 2014a; Goodman and Ustin, 2007; Hedley et al., 2009; Klonowski et al., 2007; Lee et al., 1999; Lesser and Mobley, 2007] . However, these previous studies were designed primarily to demonstrate bathymetric retrieval and benthic classification capabilities for shallow waters, typically less than 10 m depth, with little emphasis on the derived IOP values and downstream geophysical products such as CHL, SPM, and water clarity measures.
Although hyperspectral sensors have previously been used for remote sensing optically shallow waters, such activities are usually targeted one-off surveys with narrow spatial coverage (in the order of 10-100 km 2 ) typically collected from airborne platforms. Conversely, most current spaceborne ocean color sensors are multispectral-with MODIS having seven spectral bands ($10 nm width) in the visible domain-and have near-daily repeat capture times with broad spatial swaths (in the order of 10 6 km 2 ).
Whilst hyperspectral data preserve a great deal of radiometric information, a modeling study by showed that the spectral resolution of the ocean color sensors: the Sea-viewing Wide Fieldof-view Sensor (SeaWiFS), the Medium Resolution Imaging Spectrometer (MERIS), and MODIS were sufficient to produce reliable IOP and water column depth retrievals. Furthermore, a case study in Great Bahamas Bank showed that trustworthy bathymetry could be retrieved using the HOPE algorithm when applied to MERIS imagery [Lee et al., 2010] . Unfortunately, both MERIS and SeaWiFS have ceased operating, thus MODIS Aqua was selected for the development and implementation of a HOPE-based algorithm for optically shallow waters.
Here we present an approach for remote sensing optically shallow waters based on the HOPE semianalytical inversion algorithm. Our approach, named the Shallow Water Inversion Model (SWIM), explicitly includes bathymetry and benthic albedo maps as auxiliary data sets. We have selected the Great Barrier Reef (GBR) as the test region for algorithm development and evaluation as the bathymetry, and the benthic properties of this shallow shelf region are well characterized. Within this paper, we: (i) detail the structure of the SWIM algorithm, (ii) present a brief overview of algorithm performance based on radiative transfer modeling, (iii) demonstrate how the inclusion of depth and benthic albedo influences IOP retrievals in a MODIS Aqua test scene, (iv) using the full MODIS Aqua archive, compare SWIM-derived IOPs to those derived using the Generalized IOP (GIOP) [Werdell et al., 2013a] and Quasi-Analytical Algorithm (QAA) optically deep ocean color algorithms, and (v) discuss the relative performance and limitations of the SWIM algorithm. Unfortunately, in situ IOP data for the GBR could not be sourced at the time of writing this paper. As such, in situ validation of SWIM's accuracy is beyond the scope of this research.
Methods and Data

Test Region: The Great Barrier Reef
The GBR, shown in Figure 1 , is located along the north-east coast of Australia and is the largest coral reef ecosystem in the world, extending $2300 km from 9 S to 24 S. The GBR comprises approximately 3000 individual coral reefs, 600 continental islands, is designated as a UNESCO World Heritage Area, and is encompassed by Australia's largest marine park, a region spanning 344,400 km 2 . Recently, concerns about the ecosystem health of the GBR, linked to declining water quality , led to the establishment of government-funded programs such as the Reef Water Quality Protection Plan (RWQPP; http://www. reefplan.qld.gov.au/) and the Reef Rescue Water Quality Monitoring Program (http://www.nrm.gov.au/funding/reefrescue/). The aim of these programs is to halt and reverse the decline in the quality of water flowing into the GBR, supported by continual monitoring of water quality conditions in the region. Because of its synoptic-scale spatial coverage and near-daily over-pass frequency, ocean color remote sensing has become an integral part of monitoring and reporting spatiotemporal trends in water quality for the GBR region [Brando et al., 2011; Devlin et al., 2012; Devlin and Schaffelke, 2009; Fabricius et al., 2014; Schroeder et al., 2012; Weeks et al., 2012] .
Semianalytical Inversion Algorithm
Semianalytical ocean color inversion algorithms, SAAs, are designed to retrieve IOPs from sensor-observed above-water remote sensing reflectances, R rs . Spectral-matching-type SAAs comprise three components: (i) a forward reflectance model, (ii) spectral IOP models, and (iii) an inverse solution (matching) method. The forward model analytically approximates the remote sensing reflectance, R mod rs , which is then compared using some similarity metric (e.g., Chi-squared, Euclidean distance) to the sensor-observed spectra, R obs rs . The magnitude of the spectral IOPs in the forward model are then iteratively adjusted by an inverse solution method (e.g., an optimization algorithm) that attempts to match R mod rs with R obs rs . The spectral matching algorithm stops once R mod rs is deemed to best represent R obs rs , at which point the set of IOPs used to compute the optimal R mod rs are returned as the solution.
Forward Reflectance Models
Typically, optically deep SAAs are based on a robust relationship between the subsurface remote sensing reflectance, r rs (k), the total absorption, a(k), and total backscattering, b b (k), coefficients developed by Gordon et al. [1988] 
where the coefficients g 1 and g 2 vary with solar and sensor-viewing geometries, in-water scattering phase functions, bidirectional reflectance effects, and sea surface conditions [Gordon et al., 1988 ; MCKINNA ET AL.
V C 2015. American Geophysical Union. All Rights Reserved. Morel et al., 2002] . To convert modeled subsurface remote sensing reflectance to above-water remote sensing reflectance values, the following relationship is used,
where f 5 0.5 and C 5 1.5 [Lee et al., 1998 .
Spectral IOP Models
The bulk IOPs-a(k) and b b (k)-used in the SAA are each expressed as the sum of the absorption and backscattering coefficients of optically active constituent matter in the water column
where the subscripts, w, /, p, and dg represent water itself, phytoplankton, particulate matter, and colored dissolved and detrital matter, respectively. The spectral values of a w (k) and b bw (k) are known and treated as constants [Pope and Fry, 1997; Zhang et al., 2009] whilst the spectral shapes of a dg (k) and b bp (k) can be modeled using exponential and power law functions, respectively [Bricaud et al., 1981; Carder et al., 1999] , as
where G and X are scaling factors, each corresponding to the magnitudes of a dg (443) and b bp (443). The exponential slope coefficient for a dg (k), S, and the power law coefficient of b bp (k), c, are typically set within the ranges of 0.01-0.025 and 0.0-2.0, respectively, based on accepted literature values Roesler et al., 1989] . The spectral shape of a / (k) used within an SAA is often normalized to 1.0 at 443 nm. The normalized phytoplankton absorption coefficient, a Ã / ðkÞ, can be a single fixed spectral shape [Maritorena et al., 2002] or modeled using basis vectors [Bricaud et al., 1998; Ciotti and Bricaud, 2006; Lee et al., 1998 ]. The resulting parameterization of a / (k) within an SAA thus takes the form
where P is a scaling factor corresponding to the magnitude of a / (443).
Solution Method
A spectral matching solution method commonly employed by SAA algorithms is a nonlinear least squares optimization routine such as the Levenberg-Marquardt, L-M, algorithm [Mor e, 1977] . In order to retrieve IOPs for a sensor-observed pixel, the L-M routine minimizes a cost function, err, which compares how similar R 
The scalar parameters P, G, and X representing the magnitude of the IOPs are iteratively varied until the desired convergence criteria is met (i.e., err, equation (8), is minimized below a prescribed threshold). Using hyperspectral data, Garcia et al. [2014b] found an err threshold in the order of 1 3 10 25 was suitable. For SWIM, the L-M err threshold was set to 1 3 10 26 . This value was selected by testing MODIS Aqua inversions over a range of err thresholds (results not shown). We note that setting err too large may cause L-M convergence to local minima, whereas setting err too small may cause the preset number of iterations to be exceeded. Once convergence occurs, L-M stops and values of P, G, and X are returned as the ''best fit'' IOP solution. If the convergence criterion is not met, or the preset maximum number of L-M iterations of 1000 is exceeded, a product failure solution flag (PRODFAIL) is returned.
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The L-M algorithm requires an initial ''best guess'' of the IOP parameters P, G, and X. Past implementations of the HOPE algorithm have used both scene-wide fixed initial guesses [Lee et al., 2001] and pixel-wise variable initial guesses based on empirical relationships with R rs Lee et al., 1999] . Within the SWIM algorithm, scene-wide fixed initial guesses of 0.2, 0.01, and 0.001 m 21 were used for P, G, and X, respectively. These initialization values are similar to those used previously when applying the HOPE algorithm and its variants [Garcia et al., 2014a; Klonowski et al., 2007] and are similar to initial guesses used in the default parameterization of GIOP [Werdell et al., 2013a] . It has been established that initial guess used in the L-M optimization can affect the retrieved IOPs, particularly if the starting guess is next to a local solution space minima [Garcia et al., 2014b] . Garcia et al. [2014b] demonstrated that Latin Hypercube Sampling (LHS) of the solution space aided in finding a set of best guess parameters that reduced the occurrence of local solution minima. However, the LHS method of Garcia et al. [2014b] was not in mature form at the time of writing this paper and thus was not considered for use within the SWIM algorithm.
Shallow Water Inversion Model (SWIM)
The SWIM algorithm has the same structure as a typical SAA described in section 2.2 but differs in the forward reflectance model used. This section provides a description of the SWIM SAA, which uses a shallow water reflectance model to account for the combined effects of water column depth and benthic albedo (reflectance). GBR-specific bathymetric and benthic albedo data sets were used as forward reflectance model inputs. A nearest-neighbor resampling scheme was implemented to extract corresponding bathymetry and benthic albedo data for a given MODIS Aqua pixel. A schematic flowchart of the SWIM algorithm is shown in Figure 2 .
Shallow Water Reflectance Model
For optically shallow waters, forward reflectance models relating IOPs and r rs (k) have been developed using quasi-single scattering theory [Lyzenga, 1978; Maritorena et al., 1994; Philpot, 1987] . These were further refined by Lee et al. [1998] to explicitly incorporate IOPs and both solar and sensor geometries, r rs k ð Þ % r dp rs k ð Þ2r dp
where H is the water column depth, q(k) is the benthic albedo (reflectance) coefficient, r dp rs ðkÞ is the remote sensing reflectance of optically deep water (as in equation (1)
is the upwelling diffuse attenuation for radiance scattered from the water column, and ðkÞ is the upwelling diffuse attenuation coefficient for radiance reflected off the benthos [Lee et al., 1998 ]. The diffuse attenuation coefficients are functions of the IOPs and solar and sensor geometries and are expressed according to Lee et al. [1998 Lee et al. [ , 1999 as
where h s is subsurface solar zenith angle, h v is the subsurface-viewing angle from nadir, and k(k) is expressed as
Thus, using equation (10), the Lee et al. [1998 Lee et al. [ , 1999 shallow water forward model computes R mod rs k ð Þ as a function of seven scalar parameters,
where the scalars P, G, X, and R are the magnitudes of a / (443), a dg (443), b bp (443), and the benthic albedo coefficient at 550 nm, q(550), and the parameter H corresponds to the water column depth. The parameters h s and h v are the subsurface solar zenith angle and the subsurface-viewing angle from nadir respectively, both of which are treated as known values. The number of free variables in the forward model can be reduced if known sensor/solar geometries, bathymetry, and benthic albedo data are used as inputs. The shallow water forward model thus can take the form of equation (9) and becomes a function of only three unknown IOP parameters: P, G, and X.
Within this study, we have parameterized the spectral IOPs within the shallow water forward model as follows: the spectral slope of a ð Þ was used with further details given in Appendix B.
Bathymetry Data
Bathymetric data used for testing SWIM in the GBR were extracted from a spatially consistent, gridded digital elevation model data set (vertical datum: MSL; horizontal datum: WGS-84), 3D-GBR [Beaman, 2010] . The 3D-GBR data set is a composite of nearly 9.5 3 10 8 xyz data points sourced from multibeam and singlebeam acoustic soundings, Royal Australian Navy airborne Light Detecting and Ranging (LiDAR) data, Shuttle Radar Topographic Mission (SRTM) data, and coastline data [Beaman, 2010] . The resulting 3D-GBR data set has a pixel resolution of 100 m 3 100 m, and was deemed to resolve bathymetric features with sufficient horizontal and vertical detail for use as a SWIM algorithm input. Figure 3 shows the 3D-GBR digital elevation map of the GBR region and demonstrates both the extent of shallow shelf waters (less than 30 m) and also the large offshore reef matrix on the outer continental shelf. The 3D-GBR data set was downloaded from the Great Barrier Reef online e-atlas website (http://eatlas.org.au/data/uuid/200aba6b-6fb6-443e-b84b-86b0bbdb53ac).
Benthic Albedo Map
Marine benthic communities in the GBR are complex and spatially varied. As such, it was a challenge constructing a data set suitable for characterizing the benthic albedo of the entire region. A pragmatic approach to the problem was to begin simply with just two benthic classes: ''light'' and ''dark,'' each with their own benthic albedo spectrum, q L (k) and q D (k), respectively. The net benthic albedo per-pixel, q net (k), was then calculated via a linear mixing model
where c L and c D are the relative proportion of light and dark benthic classes for a given pixel. Whilst not within the scope of this paper, it should be noted that further improvements to the benthic reflectance class map are envisioned and it is mathematically feasible to include more than two classes in the SWIM algorithm.
In In order to develop the two-class benthic type map, all habitat types were first qualitatively categorized as either ''light'' or ''dark'' (see Table 1 ). This was conducted by examining photographic and written descriptions of each habitat type. Typically, habitat types deemed as ''light'' were dominated by sand, whereas those classified as ''dark'' had denser proportions of nonsand vegetative material such as algae, coral, seagrass, and Halimeda. Second, at each data point, the relative proportion of light-to-dark substrate was calculated resulting in two maps: (i) proportion of light substrates and (ii) proportion of dark substrates. Third, both maps were spatially interpolated using ArcGIS geospatial software [ESRI, 2011 ] to a raster grid using an inverse weighted interpolation tool. The resultant light and dark maps were produced with pixel resolutions of 100 3 100 m, projected to the WGS-84 datum, to be spatially consistent with the 3D-GBR bathymetry grid. Finally, an albedo spectrum was constructed for each benthic type (i.e., light and dark). This was done by assigning the most appropriate benthic albedo spectrum from a precompiled spectral reflectance library [Leiper et al., 2011; Roelfsema and Phinn, 2012] to each biodiversity type listed in Table 1 . The multiple albedo spectra assigned to each class (Table 1) were then averaged together resulting in two separate (''dark'' and ''light'') albedo spectra as shown in Figure 4 . The resultant benthic albedo map is available online from PANGEAV R earth and environmental science data publishing service [Reichstetter et al., 2014] . 
Constrained L-M Solution Method
In this study, we used levmar, a C-based version of the L-M, optimization routine [Lourakis, 2003] , to perform nonlinear least squares curve fitting. Further, the magnitude of the IOP parameters (P, G, and X) in the L-M routine were constrained using upper and lower bounds following Garcia et al. [2014a] , 20:05a w ð443Þ < P < 5:0 ðm 21 Þ;
20:05a w ð443Þ < G < 5:0 ðm 21 Þ;
20:05b w ð443Þ < X < 5:0 ðm 21 Þ;
where the lower bounds are 25% of the absorption or backscattering coefficient of pure water. These bounds were based on the range of IOP retrievals considered valid by Werdell et al. [2013a] in a study of deep water ocean color algorithm parameterization. A comprehensive discussion of using constrained L-M optimization with a shallow water inversion algorithms can be found in Garcia et al. [2014b] . Note, PROD-FAIL flags were not assigned to L-M solutions that settled on lower or upper boundaries. However, any such values were identified and excluded during post-processing.
Algorithm Evaluation
The SWIM algorithm was added to the NASA Ocean Biology Processing Group L2GEN satellite data processing code (packaged as part of the SeaWiFS Data Analysis System (SeaDAS); http://oceancolor.gsfc.nasa.gov). This enabled efficient comparison of SWIM-derived data products with those from the GIOP and QAA algorithms. Unfortunately, quantitative matchup validation analysis using in situ IOP measurements was not possible due to a lack of sufficient available data for the GBR region. As such, we have conducted a brief study using radiative transfer modeling to ascertain the expected quality of SWIM, GIOP, and QAA retrievals in optically shallow waters. Further comparisons between SWIM and GIOP/QAA were conducted using three test regions and the entire MODIS Aqua time series. It should be noted that the time series analyses did not provide an absolute assessment of the SWIM algorithm's retrieval accuracy, they did however facilitate quantitative relative comparisons between SWIM and GIOP/QAA using a temporally rich data set.
Radiative Transfer Modeling
A brief theoretical study was conducted based on Hydrolight-Ecolight 5.1 (HE5) [Mobley and Sundman, 2008] radiative transfer code using a set of known IOPs to simulate R rs corresponding to the spectral bands of MODIS Aqua. Using the resultant IOP/R rs data set, the retrieval skill of SWIM, GIOP, and QAA was tested. Our modeling approach closely followed that of IOCCG Report 5 [IOCCG, 2006] and used the report's synthesized IOP data set (http://www.ioccg.org/groups/OCAG_data.html). Only the first 250 IOP combinations from the IOCCG's synthesized data set were used, corresponding to a CHL concentration range of 0.03-1.0 mg m 23 , a range deemed typical for the GBR. An optically deep scenario was first modeled using HE5
followed by four optically shallow scenarios modeled with geometric depths of 5, 10, 15, and 20 m and using the ''dark'' benthic albedo spectra presented in section 2.3.3 to represent the seafloor. Details of HE5 parameterization can be found in supporting information Table ts01 .
From the simulated R rs spectra, the absorption and backscattering coefficients at 443 nm and diffuse attenuation coefficients at 488 nm, K d (488), (as detailed in Table 2 ) were derived using SWIM, GIOP, and QAA and compared with the exact values. Inversion and analysis of HE5 data was conducted using implementations of SWIM, GIOP, and QAA written in the Python programming language. We chose to exclude both pure water absorption and backscattering coefficients (which were constant across all inversion algorithms) from IOP retrieval comparisons. Specifically, we considered the particulate backscatter coefficient at 443 nm, b bp (443), and total nonwater absorption coefficient at 443 nm, a t (443), where
Note that K d (488) was computed from derived total absorption and backscattering coefficients at 488 nm, a(488) and b b (488), respectively, using the model developed by Lee et al. [2005] 
where , 
MODIS Aqua Processing and Analysis
For this study, all MODIS Aqua Level-1A files that included any part of the GBR spatial domain {10 S-15 S, 142 E-155 E} were identified for batch processing. The Level-1A time series spanned June 2002 to September 2013, as per the 2013.0 MODIS Aqua Reprocessing data set. All MODIS Aqua data had at-nadir pixel resolutions of 1 km 3 1 km. Approximately 7300 high-quality MODIS Aqua scenes remained after quality assurance screened out scenes with 80% or more cloud and/or sunglint contaminated pixels. These remaining scenes were processed from Level-1A to Level-2 using L2GEN and its standard atmospheric correction scheme [Ahmad et al., 2010; Bailey et al., 2010] , an approach which has been identified as robust for optically complex waters such as those of Chesapeake Bay, USA . We acknowledge that the standard L2GEN atmospheric correction has not formally been tested over optically shallow waters. This warrants further analysis beyond the scope of this paper. However, it was expected that any biases in R rs introduced by suboptimal atmospheric correction procedure would be propagated as a systematic error of equal magnitude to all three inversion algorithms (GIOP, QAA, and SWIM). The L2 products derived using L2GEN were a t (443), b bp (443), and
Following batch processing, Level-2 product statistics for each test region were extracted, including the mean, standard deviation, and number of valid pixels. Any pixels located partially or fully within a test region were excluded from analysis if they possessed one or more of L2GEN's default Level-2 quality control flags detailed in Table 3 . For monthly calculations, means and standard deviations were weighted by the number of valid pixels in order to reduce biases due to missing data.
Single Test Scene: Northern GBR
A small geographic subset of a single MODIS Aqua image was selected for initial evaluation and demonstration of the SWIM algorithm. The test scene was captured on 22 May 2009, a day with minimal cloud cover and limited influence of smoke/dust. Cross-shelf east-west (E-W) and south-north (S-N) transects were used to examine how a t (443), b bp (443) and K d (488) retrievals varied with depth and benthic brightness, using SWIM, GIOP, and QAA. The selected test scene lies in the northern GBR and extends from Cape Melville southward to Cape Flattery {14.14 S-15.35 S, 144.36 E-146.05 E} (located in the vicinity of the ''LI'' region in Figure 1 ).
Time Series Test Regions
Three test regions were selected in order to compare SWIM, QAA, and GIOP under different water column, bathymetric, and benthic substrate conditions. We refer to these three subregions of the GBR as: ''Deep Water'' (DW), Lizard Island'' (LI), and ''Mid-Shelf'' (MS), respectively. Specifically, the latitude and longitude ranges of the DW, LI, and MS were {18. Figure 1 ). The DW region was selected to examine how closely SWIM converged toward optically deep solutions in oceanic waters where the geometric depth exceeds the optical depth. The LI region was selected to gauge the relative performance of SWIM in very clear waters with bright benthos. The MS region was selected to determine how well SWIM performed in deeper mid-shelf waters that are often optically complex and are influenced by suspended sediment events. The bathymetry and benthos of the three test regions are summarized in Table 4 . Figure 5 . The accompanying regression statistics are [Werdell et al., 2013b; Westberry et al., 2013] .
Results and Discussion
SWIM retrievals of a t (443) and K d (488) at 20, 15, and 10 m were good, evidenced by R 2 values > 0.93, regression slopes ranging from 0.87 to 0.99, and mean percent biases (MPB) ranging from 0 to 7% (see Table 5 ). However, the mean percent difference ( 
Interpretation of Results
The results from the HE5-based theoretical study indicated that SWIM, GIOP, and QAA performed comparatively well for optically deep waters, retrieving a t (443), b bp (443), and K d (488) with good precision and minimal bias. For the optically shallow scenarios, SWIM performed well relative to GIOP and QAA when retrieving a t (443) and K d (488). The regression statistics also showed SWIM retrievals of b bp (443) were better than GIOP and QAA at depths of 20 and 15 m. However, at depths less than 10 m, the regression statistics alone suggest that SWIM-derived b bp (443) were biased high. However, we note that biases in SWIMretrieved b bp (443) occurred mainly at low backscattering values (<0.003 m 21 ) and overall SWIM retrievals of b bp (443) at 10 and 5 m were still improved relative to those of GIOP and QAA. Distinct positive biases in To interpret the consistent overestimation of IOPs in shallow waters made by GIOP and QAA, it is useful to consider the structure of each algorithm. Whilst the mathematical solution method and internal IOP parameterization of GIOP and QAA differ, the same semianalytical model for optically deep water [Gordon et al., 1988] forms the basis of both algorithms Werdell et al., 2013a] . Thus, for GIOP and QAA, the magnitude and spectral shape of r rs (k) is essentially dependent upon a ratio of b b (k)-to-a(k). Therefore, for optically shallow waters where benthic reflectance contributes to r rs (k), mathematically GIOP and QAA would likely interpret this effect as increased b bp (k) accompanied by increased a t (k). When examining results of the radiative transfer study, the hypothesized overestimation of b bp (443) and a t (443) by GIOP and QAA in optically shallow waters was clearly evident. As a consequence of GIOP and QAA overestimating a t (k) and b bp (k), subsequent calculations of K d (488) using the IOP-centered approach of Lee et al. [2005] were also overestimated.
Test Scene: Northern Great Barrier Reef 3.2.1. Retrieval Results
The true color image denoted as ''RGB'' in Figure 6 provides a good indication of the spatial complexity that occurs within waters of the GBR. Waters adjacent to the coast and on the mid-shelf appear ''greenish'' and turbid. Further eastward, the water appears to become ''bluer'' toward the continental shelf edge where distinct barrier coral reef structures can be seen. Beyond the continental shelf edge (depth > 1000 m), the water appears darker blue. A comprehensive description of the benthic composition and sedimentology in this region can be found in ''bioregions'' maps (http://www.gbrmpa.gov.au/__data/assets/pdf_file/0004/ 25906/gbrmpa_bioregions_2001_06.pdf) developed by the Great Barrier Reef Marine Park Authority's Representative Areas Program (http://www.gbrmpa.gov.au/zoning-permits-and-plans/rap/research-and-planning), with further detail reported by both Matthews et al. [2007] and Pitcher et al. [2007] . In the northern GBR test region (Figure 6 ), the nearshore zone adjacent to the coastline is characterized by low nutrients and minimal river outflow with a benthos comprising sand with low carbonate, and very dense seagrass and coastal coral reefs often occurring in places. The mid-shelf benthos tends to be muddy with dense seagrass beds, and has a number of small, vegetated islands with fringing coral reefs. The outer-shelf edge is characterized by carbonate sand, medium densities of seagrass and sponges, and large barrier reef structures that are separated by deep channels. East-west (E-W) and south-north (S-N) transects, shown as red lines in the ''RGB'' subplot ( Figure 6 ), each span 62 image pixels, which is approximately a 62 km length. The water column depth along the E-W and S-N transects ranges from 11.6 to 46.0 and 3.3 to 27.9 m respectively, shown as the dotted black lines in Figure 7 . The depth of both cross-shelf transects increases smoothly from the nearshore to mid-shelf waters until the outer coral reef matrix is reached. The S-N transect's depth profile crosses a coral reef at Table 3 ) were triggered between pixel numbers 34 and 44 resulting in this portion of the transect being masked out (see Figure 7 , right). On closer inspection of the level-2 quality flags, we determined that product failures (PRODFAIL) and straylight (STRAYLIGHT) occurred at the edge of a coral reef structure where the water column depth rapidly decreased to become shallower than 5 m. At depths less than 5 m, we hypothesize that straylight from inter-tidal reef crests, sand cays, and wave breaks may contaminate the water-leaving signal within a MODIS Aqua 1 km 3 1 km pixel. We thus recommend that SWIM product retrievals in waters shallower than 5 m should be excluded. Further discussion of SWIM product failure is given in Appendix C.
For both the E-W and S-N transects, the SWIM-derived a t (443), values were consistently lower than those derived using GIOP/QAA when the water column depth is shallower than 30 m. However, as the transect progresses toward the edge of the shelf and the water column depth exceeds 30 m, SWIM-derived values of a t (443), converge to be of similar magnitude to those derived from GIOP/QAA. These results are consistent with those of the radiative transfer modeling study. Differences between IOPs derived by SWIM and those of GIOP/QAA monotonically decrease with increasing water column depth; this is demonstrated in Figure 8 . However, Figure 8 shows For the results shown in Figure 7 , K d (488) values were derived using the IOP-centered approach of Lee et al.
[2005] using a t (488) and b bp (488) derived by either SWIM, GIOP, or QAA. As with a t (443) and b bp (443), SWIMderived K d (488) values for both the E-W and S-N transects were smaller than those derived by GIOP and QAA when the water column is less than 25 m deep. The difference between GIOP and SWIM and QAA and SWIM-derived values of K d (488) monotonically decreases toward zero as water column depth increases (Figure 8 ). This behavior is expected as any biases in the retrieved bulk IOPs will propagate through to derived Figure 6 . Missing values in the S-N transect were due to straylight contamination that was masked out.
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Effect of Depth and Benthic Albedo
Transect plots in Figure 7 demonstrate that cross-shelf differences exist between SWIM-derived products and those of GIOP and QAA, which exhibit a prominent dependence on water column depth, with lesser dependence on benthic albedo. Figure 8 further demonstrates differences between GIOP/QAA and SWIM varying with depth. Notably, Figure 8 shows that along-transect differences in IOPs were highly correlated with depth and less dependent on benthic brightness. It is clear that after the water column depth exceeds 30 m, SWIM provides retrievals very similar to those of GIOP and QAA. Hence, we infer that under the optical conditions of that day (22 May 2009), the influences of both water column depth and benthic reflectance upon the water-leaving signal were diminished, thus the water became quasi-optically deep once the depth exceeded 30 m. The transect results also agree with the general trends of previous modeling studies [Hochberg et al., 2003; Maritorena et al., 1994] where it was demonstrated that the influence of benthic reflectance upon the net r rs (k) signal monotonically decreases and tends to zero after approximately 10-20 m. However, in the modeling by Hochberg et al. [2003] , a brown coral albedo was used (q(550) % 0.10) which is typically darker than the benthic reflectance across the test region shown in Figure 6 .
It should be clearly noted that the effect of benthic reflectance on r rs (k) is a function of both the optical depth and the brightness of the benthos. That is to say, very clear shallow waters with a bright sandy bottom will influence r rs (k) more so than turbid waters of the same depth with the same sandy bottom. Hence, the ''optically deep'' limit of 30 m identified in the transect analysis (Figure 8) should not be treated as a ''rule of thumb'' depth limit at which benthic reflectance effects in the GBR become negligible. Whilst previous studies [Hedley et al., 2012; Hochberg et al., 2003 ] have utilized radiative transfer modeling to study and quantify this effect in optically shallow waters, they have focused primarily on detectability limits for classification of benthic types. Thus, for ocean color applications, further examination regarding the influence that differing water column depths, benthic types, and IOPs have upon r rs (k) and ultimately algorithmicallyderived IOPs is warranted.
Time Series Data
The time series analysis allowed for a thorough comparison of the SWIM algorithm's behavior relative to GIOP and QAA. seasonal statistics which can be found in supporting information Tables ts05-ts07, respectively. In addition, Taylor [Taylor, 2001] and Target [Jolliff et al., 2009 ] summary plots were produced using monthly binned data in order to better understand pattern statistics and biases of GIOP/QAA relative to SWIM across all four test regions (see Figure 12 ).
Deep Water Region
The Figure 9 (left) shows that for the DW region, SWIM-derived a t (443), b bp (443), and K d (488) were very similar to those derived by GIOP and QAA. The relative difference plot (Figure 9, right) Figure  12 ) demonstrated that for the DW region, both GIOP and QAA-derived a t (443), b bp (443) and K d (488) were in good agreement with those of SWIM, evidenced by normalized biases and unbiased root mean squared differences (uRMSD) that were less than 1.0. Based on Jolliff et al. [2009] , we considered Target plot data points that fell outside a radius of 1.0 from the origin (depicted as black circles, bottom row of Figure 12 ) as points that did not suitably agree with SWIM. We hence refer to the area encompassed by a circle of radius 5 1.0 about the origin in a Target plot as the ''performance marker region.''
As the water column depth, H, increases, the influence of shallow substrate reflectance components (second and third terms in equation (10)) in the shallow water model decrease relative to the contribution of the deep water reflectance (first term in equation (10)). Therefore, in the Deep Water (DW) region where the water column depth far exceeds the optical depth, SWIM mathematically transitions into an optically deep SAA of similar structure to that of GIOP. Initially, it was expected that SWIM-derived IOP values would converge very closely toward those of GIOP/QAA, yet analysis of the time series revealed that GIOP and QAA retrievals of IOPs were on average about 5-10% larger than those of SWIM (610% level is represented by dotted lines in Figure 9 ). However, these relative differences in a t (443) and b bp (443) equate to small absolute values in the order of 0.001 and 0.0001 m 21 , respectively, and are consistent with results of the radiative transfer study. In addition, the time series analysis showed that SWIM-derived K d (488) values were very similar to those of GIOP/QAA. These results were also consistent with the radiative transfer modeling case study (section 3.1) which indicated that SWIM, GIOP, and QAA have good precision and negligible bias in optically deep water. A more concerning observation, however, was that the number of valid pixels derived by SWIM were approximately 25% less per annum than those of GIOP/QAA (supporting information Tables  ts05-ts07 ). This result suggested that SWIM converged to a solution on average 25% less of the time than GIOP/QAA.
The radiative transfer modeling study using synthesized IOP data showed GIOP and QAA-derived IOPs had slightly positive mean biases relative to actual values, whereas SWIM results had slightly smaller mean biases (Table 5) . Analysis of the time series show that relative to SWIM, GIOP, and QAA-derived values for the DW region had slightly positive bias, typically less than 10%. In the DW region, we expected SWIM, GIOP, and QAA to be very similar and we hypothesize that the small relative differences observed are likely due to differences in each algorithm's internal IOP parameterization. In order to assist visual interpretation of the relative difference plots, horizontal dotted lines at 610% were included (Figures 9-11 , right). Relative differences greater than this 10% threshold were deemed likely to be significant. In addition, the Taylor and Target plots ( Figure 12 ) were used as a supplementary method for discerning significant differences. (Figure 9 ). We postulate that during 2003-2008, differences in derived values were due to different IOP spectral shape parameterizations within SWIM, GIOP, and QAA. For example, within default parameterization of GIOP, the spectral slope coefficients of a dg (k), S, is 0.018 whereas for SWIM, S was set to 0.017. For the QAA, a band ratio approach is used to parameterize S. Further, the power law coefficient for b bp (k), c, used in SWIM is 1.0 whilst for GIOP and QAA a band ratio approach is implemented to estimate c. Also, within SWIM, a Ã / ðkÞ was parameterized by using a single region-specific normalized spectral shape. However, for GIOP, the default spectral shape of a / (k) can vary pixel-by-pixel using spectral data from Bricaud et al. [1998] combined with a forward estimate of CHL concentration derived using the OC3 band ratio algorithm [O'Reilly et al., 1998 ]. Finally, the QAA approach, unlike SWIM and GIOP, does not use a spectral model for a / (k). Instead, QAA calculates a / (k) in its final processing step by subtracting a w (k) and a dg (k) from the derived value of a(k).
It has been demonstrated that use of different S and c values and a single fixed a Ã / ðkÞ shape can indeed affect derived IOPs [Werdell et al., 2013a] . The ability to dynamically vary these parameters within an inversion algorithm may be advantageous for environments such as the GBR where the optical properties of the water column are complex both temporally and spatially. Within GIOP and QAA, spectral IOP models are dynamically varied using band ratio empirical models thereby allowing the algorithms to adapt to subtle changes in optical water types Werdell et al., 2013a] . However, in optically shallow regions, the use of band ratio algorithms may be hampered by variations in benthic reflectance, which may lead to erroneous product retrievals. As an alternative to a band ratio approach, Brando et al. [2012] demonstrated a method in which region-specific IOP spectral shapes can be adaptively varied within a semianalytical inversion algorithm based on the optical water types being observed.
Lizard Island Region
The time series plots (Figure 10 ) for the LI region indicated the relative difference between GIOP and QAAderived a t (443), b bp (443) and K d (488) values and those of SWIM mostly exceeded 10%. The Taylor plots (Figure 12) showed that GIOP-derived a t (443), b bp (443), and K d (488) values relative to SWIM had high correlations (0.8-0.95) and normalized standard deviations ranging between 1.15 and 1.5, whereas QAA relative to SWIM had high correlations (%0.95) and normalized standard deviations of 1.6-1.7. These results indicated both GIOP and QAA were temporally in phase with SWIM but had slightly higher variability. From examining the Target plots (Figure 12 ), we noted that QAA and GIOP had normalized biases greater than 1.0, and thus fell outside the performance marker region. We therefore conclude that for the LI region, GIOP and QAA typically overestimated a t (443), b bp (443), and K d (488) values relative to SWIM, a finding that agrees with the transect plots of the same region discussed earlier (section 3.2) and the radiative transfer modeling study.
We note that for the LI region, whilst the number of valid pixels for SWIM was less than GIOP/QAA, the relative number was higher for LI than the other two test regions. Specifically, SWIM has 5-6 % fewer valid pixels that GIOP/QAA during the winter/spring, 15% fewer during summer/autumn, and annually 8% fewer. These results indicate that the SWIM algorithm tended to converge to a solution more often for LI than the other two regions. We hypothesize that this is either because: (i) the spectral IOP models within SWIM are well suited to this region, and/or (ii) the LI region is not subject to frequent river flood plume events for extended periods that disperse sediment plumes and/or highly attenuating water [Petus et al., 2014] that may cause product failure.
These results indicate that GIOP and QAA-derived values of a t (443), b bp (443), and K d (488) were indeed larger than those derived by SWIM but were temporally in phase with good correlation. This result was expected and is attributed to the optically shallow nature of the LI region. In particular, we expected benthic albedo effects to be compensated for within the optically deep models by overestimating b bp (443) as demonstrated within the radiative transfer modeling study. Interestingly, GIOP retrievals were found to be more similar to SWIM than QAA retrievals. This was not surprising considering both GIOP and SWIM have similar forward-inverse optimization-style structures, whereas QAA solves for IOPs algebraically using a series of semiempirical relationships. In particular, QAA is initialized using a band-ratio method to estimate total absorption, a(k 0 ), at a reference wavelength, k 0 , . For MODIS, QAA typically sets k 0 to 547 nm-a spectral region which is most influenced by benthic albedo . Thus, any contamination from benthic albedo that occurs at 547 nm is likely propagated through the QAA to the resultant IOPs. These findings support work by Barnes et al. [2013] in which the QAA was adapted by setting k 0 to 667 nm, a region deemed less susceptible to benthic albedo contamination. The result of shifting k 0 resulted in improved K d (488) retrievals when using the Lee et al. [2005] IOP-centered approach.
Mid-Shelf Region
For the MS region, GIOP and QAA-derived a t (443), b bp (443) and K d (488) were consistently within 10% of values derived using SWIM (Figure 11 ) except for annual periodic events, evident as sharp spikes in the time series, that occurred in the summer/autumn between 2007 and 2012. During these annual events, GIOP and QAA-derived values were between 50 and 400% larger than those of SWIM. Because of the average water column depth of the MS region (44 m), we initially infer that the benthic effect here is small and hence SWIM should perform in a similar manner to GIOP and QAA.
The Taylor plots in Figure 12 demonstrate that relative to SWIM, GIOP-derived a t (443), b bp (443), and K d (488) values had high variability and low correlation coefficients of approximately 0.65. Relative to SWIM, QAAderived a t (443), b bp (443) and K d (488) values had high variability and correlation coefficients of 0.90, 0.81, and 0.90, respectively. This suggests that for the MS region, GIOP and QAA-derived values had higher variability and were less temporally in phase with SWIM-derived values. Further, using the Target plots, we were able to discern that the normalized biases and uRMSD for GIOP relative to SWIM were in excess of 1.0 for a t (443), b bp (443) and K d (488) with all data points lying outside the performance marker region. The Target plots also indicate that QAA-derived a t (443) and K d (488) were different from SWIM, however, QAAderived b bp (443) values fell just inside the performance marker region. Based on the relative difference plots and the Taylor and Target diagrams, we could infer that GIOP and QAA-retrieved values were mostly different from SWIM values for the MS location. However, these results should be interpreted with caution, particularly because SWIM had distinctly less valid pixels than GIOP and QAA during summer/autumn (supporting information Table ts07), an effect that is not clear from interpreting the Taylor and Target plots alone.
We concede it is a challenge applying ocean color remote sensing algorithms in the MS region as it is moderately shallow, optically complex, and is subject to abrupt changes in optical regimes driven by events such as river flood plumes , wind-driven sediment suspension events [Orpin and Ridd, 2012] and intrusions of clear oceanic water [Choukroun et al., 2010] . We assumed the QAA algorithm might perform relatively well under such variable conditions [Qin et al., 2007] and noted that GIOP agreed well with the QAA throughout the MS time series. We also note that SWIM-derived values were mostly within 10% of GIOP and QAA except through 2007-2012 for which large spikes in GIOP/QAA-derived IOPs occurred during the austral summer/autumn. During these events, GIOP and QAA-derived values were up to 400% larger than those of SWIM. However, during summer/autumn, SWIM retrieved on average 23% less valid pixels than GIOP or QAA. These observations suggest that the default parameterization of SWIM was unable to retrieve IOPs with the same dynamic capability as GIOP and QAA particularly during turbid, optically complex conditions for which the impact of substrate reflectance would be reduced. As this is a comparative study, we cannot conclusively comment on the whether SWIM was more or less accurate than GIOP/QAA for the MS region. However, we infer that the spectral IOP models within SWIM are presently not robust during turbid, optically complex events resulting in product failure and hence less valid pixels relative to GIOP/QAA.
Seasonal Variability
Interpretation of seasonal variability in the LI and MS regions indicated that clearest optical conditions occur each austral spring (September, October, November) with the least clear conditions occurring in the Austral summer/autumn (December to May). This is consistent with Weeks et al. [2012] who used a regionally tuned water clarity algorithm to determine that clearest waters in the central and southern GBR occur during September due to strong intrusions onto the GBR shelf of clear oligotrophic waters from the Coral Sea. Weeks et al. [2012] also reported that least clear optical conditions occur during the Austral Wet Season (summerautumn), during which high rainfall events cause riverine discharge of terrestrial nutrients and sediments that flow onto the GBR shelf Devlin et al., 2012 ].
An annual wet season/monsoon signal was observed within the LI and MS time series plots (Figures 10 and  11 ) as distinct spikes occurring during the austral summer-autumn. These quasi-annual spikes in IOPs coincide with high rainfall events that occurred during the annual monsoon season, resulting in high river flow events that discharge buoyant freshwater plumes Schroeder et al., 2012] . For the MS Journal of Geophysical Research: Oceans 10.1002/2014JC010224 region, spikes in the IOP time series relate particularly well with the monthly discharge data (river discharge data available from Queensland State Government: http://watermonitoring.derm.qld.gov.au/host.htm) from the nearby Burdekin River (results not shown), which is in agreement with previous studies of flood plume extent and duration [Fabricius et al., 2014; Petus et al., 2014; Schroeder et al., 2012] . Such freshwater plumes can deliver sediment laden water, elevated CDOM, and nutrients that can lead to increased phytoplankton growth. Thus, we conclude that during highly turbid events such as river flood plumes, SWIM is less able to converge to a solution, resulting in fewer valid pixels, and average monthly IOP retrievals that were biased low relative to GIOP and QAA.
Shallow Water Retrieval Overview
Within the time series comparisons, we did not expect nor did we observe, SWIM-retrieved values to be temporally out of phase with GIOP/QAA-derived values in the optically shallow test region, LI. This was evidenced by good correlations in the Taylor plots (Figure 12 ). We did however observe that GIOP/QAA retrievals were biased high relative to SWIM, supporting established concerns that benthic reflectance in optically shallow waters leads to overestimations of IOPs by GIOP/QAA. Specifically for the LI region, mean annual GIOP-derived values relative to those of SWIM were biased high by 13% for a t (443), 31% for b bp (443), and 17% for K d (488). Similarly for the LI region, mean annual QAA-derived values were biased high relative to those of SWIM by 25% for a t (443), 56% for b bp (443), and 38% for K d (488). Encouragingly, the relative differences observed between GIOP/QAA and SWIM in the MODIS Aqua time series for the LI region are in agreement with those determined from radiative transfer modeling (section 3.1). Thus, we can stipulate with greater confidence that the differences observed between SWIM and GIOP/QAA for the LI region were due to water column depth and benthic albedo effects. Overall, the results from both radiative transfer modeling and MODIS Aqua time series analysis indicate that the SWIM algorithm is performing as expected.
Whilst we have demonstrated the feasibility of implementing an optically shallow ocean color inversion algorithm using radiative transfer modeling and ocean color time series data, it is difficult to comment further on the absolute accuracy of the SWIM algorithm without available in situ IOP matchup data. in optically shallow waters. Nonetheless, we reiterate the need for comprehensive validation of the SWIM algorithm once in situ data become available through the IMOS AODN.
Product Failure
Our study of the three test regions indicated that SWIM consistently had fewer valid pixels than GIOP and QAA. On closer investigation, we conclude that for certain pixels SWIM was unable to converge to a solution (i.e., reduce the cost function below the predefined threshold) within the maximum number of predefined L-M iterations; an outcome which seemed to occur more often during turbid, optically complex events and often adjacent to cloud edges (results not shown). By this reasoning, one might expect that the number of valid SWIM-derived pixels for the DW region (nonoptically complex waters) should have been of similar magnitude to those of GIOP and QAA, not 25% less. We therefore cannot attribute product failure solely to turbidity plumes or cloud edges. We hypothesize that that the consistently reduced number of valid SWIM-derived pixels may also be due to: (i) the spectral IOP models used within SWIM being fixed in shape, (ii) the convergence criteria and/or the boundary constraints used in the L-M routine being overly strict, or, (iii) variability in water column depth due to tidal cycles not being parameterized within SWIM.
In Appendix C, we briefly demonstrate the effect of varying the spectral slope of a dg (k), S, and the power exponent of b bp (k), c, on the number of product failures in a test scene of the far northern Great Barrier Reef. These results indicate that varying S and c can indeed increase the number of valid pixels by up to 20% (Table C1 ) and thus lends merit to the concept of dynamically varying IOP spectral models rather than leaving them fixed. As mentioned previously, both GIOP and QAA have the ability to vary the spectral shapes of internal IOP models, thus we suggest GIOP and QAA are likely to give more valid retrievals than SWIM. However, this does not necessarily guarantee the correctness of IOPs retrieved by GIOP and QAA. More specifically, both GIOP and QAA dynamically adjust internal IOP spectral shapes using band ratio algorithms. Such band ratio relationships are likely to be confounded by benthic reflectance in optically shallow waters, and propagate through the algorithm leading to potentially erroneous IOP retrievals.
It should be noted that within this study, we have not included tidal cycle offsets to the absolute water column depth used by SWIM. This is certainly likely to have consequences in nearshore and other very shallow regions (<10 m) of the GBR where the magnitude of the tidal range is typically 2-3 m, but can be as much as 8-10 m for regions in the southern GBR, such as Broad Sound. We therefore conclude that SWIM's present inability to characterize tidal offsets, which may be of similar magnitude to the water column depth, might also be a cause of product failure in the shallow nearshore zone where PRODFAIL flags were observed (results not shown). A feasible approach to remedy this would be to integrate a tide predictive model into the SWIM algorithm. One suitable method may be the Oregon State University's Tidal Predictive Software (OTPS) [Egbert and Erofeeva, 2002] , which is able to calculate region-scale tidal solutions with computational efficiencies that may be suitable for pixel-by-pixel retrievals.
Concluding Remarks
We have described and demonstrated a semianalytical inversion algorithm for optically shallow ocean color applications: the Shallow Water Inversion Model (SWIM). SWIM has the potential to improve ocean color retrievals of IOPs and subsequent downstream IOP-centered products such as CHL, SPM, the diffuse attenuation coefficient of photosynthetically active radiation (K d (PAR)), and the euphotic zone depth (Z eu ). Thus, new and highly significant ocean color time series data may be provided by SWIM that will lead to improved understanding of trends and variability of water quality in sensitive shallow water ecosystems such as seagrass meadows and coral reefs.
By examining the MODIS Aqua time series, we determined that the current SWIM algorithm's default IOP model parameterizations were sufficient for clear coral reef waters of the GBR region. However, during turbid, optically complex events SWIM had difficulty converging to a solution, evidenced by a reduced number of valid pixels relative to GIOP and QAA. This suggests that the fixed spectral IOP shapes used within SWIM are not robust for optically complex mid-shelf and nearshore waters. We propose this limitation can be Journal of Geophysical Research: Oceans 10.1002/2014JC010224 remedied by allowing the spectral IOP model shapes to dynamically vary on a pixel-by-pixel basis, however, further research is required to develop a mechanism for doing so. For optically deep waters, algorithms such as the GIOP and QAA rely on empirical band ratio relationships, an approach which may be confounded in optically shallow waters. Alternatively, the adaptive approach of Brando et al. [2012] may be used whereby optical water type classifications are implemented in order to parameterize spectral IOP models within an inversion algorithm.
Within this evaluation of the SWIM algorithm, we have used a two-class benthic albedo map, derived using comprehensive benthic survey data. We concede that using only two spectral albedo types (i.e., ''light'' and ''dark'') is unlikely to capture sufficient variability of benthic spectral albedos within the GBR region. As such, work in the form of radiative transfer modeling and in situ field sampling is currently underway to determine the optimal number of benthic classes necessary for the benthic spectral albedo data used in SWIM. Special consideration must be given to both the spectral and spatial resolution of the ocean color sensor being used. Here we have demonstrated SWIM's capabilities using multispectral MODIS Aqua imagery. However, application of SWIM to existing sensors with higher spectral resolutions such as the Hyperspectral Imager for the Coastal Ocean (HICO), or those being prepared/planned for launch such as the Ocean and Land Color Instrument (OLCI) aboard ESA's Sentinel-3 mission, and the Ocean Color Imager (OCI) aboard NASA's Pre-Aerosol, Clouds and ocean Ecosystem mission (PACE) [NASA, 2012] , may necessitate the inclusion of more benthic classes within SWIM.
Another interesting aspect not considered in this research is the effect that benthic slope has upon SWIM. Within SWIM we assume that for each MODIS pixel the seafloor is a homogenously flat Lambertian surface. However, within a 1 km 3 1 km pixel, a degree of depth variability and seafloor slope is almost certain. Mobley and Sundman [2003] showed that a sloping seafloor can have an effect on water-leaving radiances and it may be possible to correct for a sloping seafloor to a certain extent by adjusting the solar incidence geometry. Investigating both the effect of a sloping seafloor on SWIM-derived products and a subsequent correction scheme is an interesting avenue of future work. If necessary, implementation of a geometric correction scheme seems plausible considering the seafloor slope could be calculated using the 100 m 3 100 m resolution 3D-GBR bathymetry data set.
Finally, SWIM has been developed within the versatile SeaDAS L2GEN processing framework which allows the algorithm to be applied not only to MODIS Aqua but also to other ocean color imagery captured by past, present and soon-to-be launched sensors including: SeaWiFS, MERIS, HICO, OLCI, and the Visible Infrared Imaging Radiometer Suite (VIIRS). In addition, future sensors, such as the proposed OCI aboard NASA's planned PACE mission, with high spectral ($5 nm) resolutions and high signal-to-noise ratios ($1000) would provide unprecedented quality data for use with SWIM for the purpose of monitoring optically shallow regions. Further, the SWIM algorithm is structured within L2GEN such that it is portable to regions beyond the GBR, such as the Florida Keys. Currently, in lieu of user supplied bathymetry and albedo data sets, the SWIM algorithm within L2GEN defaults to ETOPO-1 global bathymetry [Amante and Eakins, 2009] and uses a scene-wide sand albedo spectrum. This may produce suboptimal IOP retrievals and as such, a product warning flag (PRODWARN) is appended to such retrievals. Ideally, an end-user can supply their own region-specific bathymetry and benthic albedo maps in netCDF format with the appropriate file attributes. We therefore believe SWIM will provide significant benefit for/to the GBR region and elsewhere.
Appendix A To briefly demonstrate the effect optically shallow water has on IOPs derived using an optically deep SAA, we present a simple modeling exercise. Figure A1 shows subsurface remote sensing reflectances, r rs k ð Þ, modeled using an optically deep semianalytical model (equation (1), section 2.2.1) as blue lines denoted ''DEEP-MOD.'' Red lines denoted ''SWIM-MOD'' are r rs k ð Þ values modeled using the optically shallow semianalytical model (equation (10), section 2.3.1). Values of r rs k ð Þ were modeled at four different depths using two optical examples summarized in Table A1 . The benthic albedo used in this exercise was constructed of 75% ''light'' and 25% ''dark'' substrates (see section 2.3.3). Next, the SWIM-MOD r rs k ð Þ spectra were inverted using an optically deep semianalytical inversion algorithm (similar to GIOP algorithm). These optically deep inverted results are listed in each subplot of Figure A1 as ''DEEP-Fit IOPs.'' Finally, the DEEP-Fit IOPs were passed back to the optically deep forward model (equation (1)) to determine how closely the reconstructed r rs k ð Þ, denoted ''DEEP-FIT,'' matched the original SWIM-MOD r rs k ð Þ shallow water spectra.
By examining the first optical example (top four plots of Figure A1 ), it is evident that the SWIM-MOD r rs k ð Þ spectra are distinctly different from those of DEEP-MOD spectra until the water column reaches 30 m in depth. It is important to note that the DEEP-FIT reconstructed spectra tend to closely match those of SWIM-MOD even when the derived IOPs (listed in Figure A1 as ''DEEP-Fit IOPs'') are different to those used to simulate SWIM-MOD. This illustrates how an optically deep SAA will converge to a solution (i.e., the modeled r rs k ð Þ spectra match sensor-observed spectra well) whilst retrieving inaccurate IOPs. Examining the second optical example which is slightly more attenuating than the first (bottom plots of Figure A1 ), we see that SWIM-MOD and DEEP-MOD become extremely similar in shape and magnitude once the water column depth reaches 20 m. In addition, the derived DEEP-Fit IOPs are similar to the true values even when the water column is 15 m deep. This illustrates that, even with the same water column depth and underlying benthic reflectance, the water can be considered optically deep if the water column is suitably attenuating. Thus, we have demonstrated that optically deep algorithms can yield erroneous IOP retrievals in optically shallow waters, supporting the concept of a dedicated optically shallow ocean color algorithm that uses a priori knowledge of water column depth and the benthic albedo. Table C1 shows that, relative to the default SWIM parameterization (i.e., S 5 0.017, c 5 1.0), the lowest number of SWIM product failures (5719) occurred when S 5 0.025 and c 5 0.5, and the largest number of product failures (47,495) occurred when S 5 0.010 and c 5 1.5. Figure C1 shows where PRODFAIL pixels occur using three S/c SWIM parameterizations: (a) default (S 5 0.017, c 5 1.0), (b) lowest product failure (S 5 0.025, c 5 0.5), and (c) highest product failure (S 5 0.010, c 5 1.5). The default parameterization (a) and the lower product failure parameterization (b) exhibit little or no product failure across the continental shelf and into deeper offshore waters apart from over very shallow coral reef structures. Notably, using a parameterization of S 5 0.025 and c 5 0.5, product failures appear to be slightly reduced in large north facing bays. Conversely, the highest product failure parameterization (c) exhibits product failure across most of the shallow shelf waters of the test scene, yet yields slightly more valid retrievals in the nearshore region.
From this brief investigation, we conclude that the default parameterization of SWIM can converge to a solution in relatively clear waters, however, it has difficulties in the nearshore region. Nearshore optically complex waters of the Great Barrier Reef are often dominated by suspended sediments and colored dissolved organic matter, CDOM [Blondeau-Patissier et al., 2009] . For optically complex waters, previous research has indicated that smaller values of S and c are more suitable for modeling highly absorbing/scattering waters [Antoine et al., 2011; Blondeau-Patissier et al., 2009; Twardowski et al., 2004] . Thus, we conclude that the SWIM algorithm's parameterization requires refinement in order to reduce product failures in the nearshore region. A band ratio approach similar to that implemented by the QAA or the adaptive technique of Brando et al. [2012] are approaches that, with further work, may improve SWIM's performance in the nearshore; however, such approaches may be confounded in optically shallow waters where the water-leaving radiance signal is influenced by benthic reflectance. V C 2015. American Geophysical Union. All Rights Reserved. Tommy Owens for their kind support with code development and the handling and processing of large volumes of MODIS Aqua data. We recognize the valuable advice regarding shallow water optics kindly provided by ZhongPing Lee during the early development of this research project. The authors also thank Rodrigo Garcia for his advice regarding implementation of the LevenbergMarquardt algorithm. We also wish to acknowledge the efforts of the anonymous reviewers for their insightful comments and attention to detail. The IOP data set used in the radiative transfer modeling study can be accessed from the IOCCG's website (http://www.ioccg.org/groups/OCAG_ data.html). All MODIS Aqua Level-1A data used are freely available from the NASA Ocean Color website (http:// oceancolor.gsfc.nasa.gov/). The 3D-GBR bathymetric data set is freely available from e-Atlas website (http:// eatlas.org.au/data/uuid/200aba6b-6fb6-443e-b84b-86b0bbdb53ac), whilst the benthic albedo map can be accessed via PANGEAV R earth and environmental science data publishing website (http://doi.pangaea.de/10. 1594/PANGAEA.835979).
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