The classical exploratory factor analysis (EFA) finds estimates for the factor loadings matrix and the matrix of unique factor variances which give the best fit to the sample correlation matrix with respect to some goodness-of-fit criterion.
Introduction
In multivariate statistics, one is often interested to simplify the data presentation as far as possible and to uncover its true dimensionality. Several methods for doing this are available (e.g., Hastie et al. 2009 ). Two of the most popular techniques are factor analysis (e.g., Mulaik 2010) and principal component analysis (PCA) (e.g., Jolliffe 2002) .
To start with the latter, PCA is a descriptive statistical technique that replaces a set of p observed variables by k ( p) uncorrelated variables called principal components whilst retaining as much as possible of the total sample variance. Both components and the corresponding loadings can be obtained directly from the singular value decomposition (SVD) (e.g., Golub and Van Loan 1996) of the data matrix.
Factor analysis is a model that aims to explain the interrelationships among p manifest variables by k ( p) latent variables called common factors. To allow for some variation in each observed variable that remains unaccounted for by the common factors, p additional latent variables called unique factors are introduced, each of which accounts for the unique variance in its associated manifest variable.
Factor analysis originated in psychometrics as a theoretical underpinning and rationale to the measurement of individual differences in human ability, and in addressing the problem of many observed variables that are resolved into more fundamental psychological latent constructs, such as intelligence. It is now widely used in the social and behavioral sciences (Bartholomew et al. 2002) . Over the past decade much statistical innovation in the area of factor analysis has tended towards models of increasing complexity, such as dynamic factor models (Browne and Zhang 2004) , non-linear factor analysis (Wall and Amemiya 2004) and sparse factor (regression) models, the latter incorporated from a Bayesian perspective (West 2003) . Whereas dynamic factor models have become popular in econometrics, non-linear factor analysis has found applications in signal processing and pattern recognition. Sparse factor regression models are used to analyze high-dimensional data such as gene expression data. The surge in interest and methodological work has been motivated by scientific and practical needs, and has been driven by advancement in computing. It has broadened the scope and the applicability of factor analysis as a whole.
In the current paper, we shall be concerned solely with exploratory factor analysis (EFA), used as a (linear) technique to investigate the relationships between manifest and latent variables without making any prior assumptions about which variables are related to which factors (e.g., Mulaik 2010) .
The classical fitting problem in EFA is to find estimates for the factor loadings matrix and the matrix of unique factor variances which give the best fit, for some specified value of k, to the sample covariance or correlation matrix with respect to some goodness-of-fit criterion. The parameters are estimated using statistical procedures such as maximum likelihood or least squares. However, unlike in PCA, factor scores for the n observations on the k common factors can no longer be calculated directly but may be constructed as a function of these estimates and the data.
Other than factorizing a covariance/correlation matrix, fitting the EFA model directly to the data yields factor loadings and common factor scores simultaneously (Horst 1965; Jöreskog 1962; Lawley 1942; McDonald 1979; Whittle 1952) . De Leeuw (2004 Leeuw ( , 2008 proposed simultaneous estimation of all EFA model unknowns by optimizing a least squares loss function. He considered the EFA model as a specific data matrix decomposition with fixed unknown matrix parameters. As in PCA, the numerical procedures are based on the SVD of the data matrix. Moreover, they facilitate the estimation of both common and unique factor scores. However, the approaches of De Leeuw (2004 Leeuw ( , 2008 are designed for the classical case of 'vertical' data matrices with n > p.
In a number of modern applications, the number of available observations is less than the number of variables, such as for example in genome research or in atmospheric science. Trendafilov and Unkel (2010) and Unkel and Trendafilov (2010b) introduced some novel methods for the simultaneous least squares estimation of all EFA model unknowns which are able to fit the EFA model to 'horizontal' data matrices with p ≥ n.
The aim of the present review is to provide an up-to-date, comprehensive account of the statistical methods that have been proposed for simultaneous parameter estimation in EFA. This paper is organized as follows. In Section 2, the EFA model with random common factors and the standard solutions of how to fit this model to a correlation matrix are reviewed briefly. The indeterminacies associated with the EFA model are discussed, followed by a short exposé of Guttman's constructions for common and unique factor scores (Guttman 1955) . Furthermore, the differences between the EFA model decomposition and PCA based on the SVD are highlighted. Procedures for fitting the EFA model with fixed common factors are presented in Section 3. Section 4 discusses algorithms for simultaneous estimation of all EFA model unknowns. In Section 5, some methods are illustrated with Harman's five socio-economic variables data (Harman 1976 ) and a high-dimensional data example from cancer research. Concluding comments are given in Section 6.
2 Exploratory factor analysis 2.1 EFA model and factor extraction
be a random vector of standardized manifest variables. Suppose that the linear EFA model holds which states that z can be written as (e.g., Mulaik 2010, p. 136) :
where
is a random vector of k (k p) common factors, Λ ∈ R p×k with rank(Λ) = k is a matrix of fixed coefficients referred to as factor loadings, u ∈ R p×1 is a random vector of unique factors and Ψ is a p × p diagonal matrix of fixed coefficients called uniquenesses. The choice of k in EFA is subject to some limitations (e.g., Mulaik 2010, p. 174), which will not be discussed here.
Let an identity matrix of order p be denoted by I p and a vector of p ones by 1 p . Analogously, a p × k matrix of zeros is denoted by O p×k and a vector of p zeros by 0 p .
Assume that E(f) = 0 k , E(u) = 0 p , E(uu ) = I p and E(uf ) = O p×k . Furthermore, let E(zz ) = Θ and E(ff ) = Φ be correlation matrices, that is, positive semi-definite matrices with diagonal elements equal to one. From the k-model (1) and the assumptions made, it can be found that
The correlated common factors are called oblique. In the sequel, it is assumed that the common factors are uncorrelated (orthogonal ), that is, Φ = I k . Thus, (2) reduces to
Unlike the random EFA model (1), the fixed EFA model considers f to be a vector of non-random quantities or parameters which vary from one case to another (Lawley 1942) .
Suppose that a sample of n observations on z is available. Collect these measurements in
The k-factor model holds if Z can be written as
denote the unknown matrices of factor scores for the k common and p unique factors on n observations, respectively.
Without changing notation, assume that the columns of Z, F and U are scaled to have unit length. Furthermore, suppose that F F = I k , U U = I p , U F = O p×k and that Ψ is a diagonal matrix.
In the standard EFA (with random common factors), a pair {Λ, Ψ} is sought which gives the best fit, for some specified value of k, to the sample correlation matrix Z Z with respect to some discrepancy measure. The process of finding {Λ, Ψ} is called factor extraction. Various factor extraction methods have been proposed (Harman 1976; Mulaik 2010) . If the data are assumed normally distributed the maximum likelihood principle is preferred. Then the factor extraction problem can be formulated as optimization of a certain log-likelihood function which is equivalent to the following fitting problem (Magnus and Neudecker 1988, p. 369) :
referred to as maximum likelihood (ML) factor analysis. It is worth mentioning that the loadings found by ML factor analysis for a correlation matrix are equivalent to those for the corresponding covariance matrix, that is, ML factor analysis is scale invariant (Mardia et al. 1979 ).
If nothing is assumed about the distribution of the data, (5) can still be used as one way of measuring the discrepancy between the model and the sample correlation matrix. There are a number of other discrepancy measures which are used in place of (5). A natural choice is the least squares approach for fitting the EFA model. It can be formulated as the following general class of WLS problems (Bartholomew and Knott 1999) :
where ||X|| F = trace(X X) denotes the Frobenius norm of a matrix X and Γ is a matrix of weights. The case
is known as generalized least squares (GLS) factor analysis. If Γ = I p , (6) reduces to an unweighted least squares (LS) optimization problem.
The standard numerical solutions of the optimization problems (5) and (6) are iterative, often based on a Newton-Raphson procedure (Jöreskog 1977; Magnus and Neudecker 1988) . Newton-Raphson routines usually have a quadratic rate of convergence. However, they are also locally convergent, that is, only a 'good' starting value ensures convergence to a local optimum. An expectation maximization (EM) algorithm (Dempster et al. 1977) for solving (5) was developed by Rubin and Thayer (1982) . The EM algorithm converges linearly to a local optimum under fairly general conditions (Wu 1983) . Trendafilov (2003) proposed to use the projected gradient method to solve the factor extraction problems (5) and (6). Convergence of the projected gradient approach is linear but global, that is, independent of the starting point the algorithm will always converge to at least a local optimum.
The EFA model suffers from two indeterminacies, namely rotational indeterminacy and factor indeterminacy. These will be discussed in turn in the following Subsections.
Rotational indeterminacy
If the k-factor model holds then it also holds if the factors are rotated. If T is an arbitrary orthogonal k × k matrix, (4) may be rewritten as
which is a model with loading matrix ΛT and common factor scores FT. Λ being a diagonal matrix are imposed on the parameters in the original model (Jöreskog 1977) . These constraints eliminate the rotational indeterminacy in the EFA model, but such solutions are usually difficult to interpret. Instead, the parameter estimation is usually followed by some kind of rotation of Λ to some structure with specific features (Browne 2001 ).
Developing analytical methods for factor rotation has a long history (Browne 2001) . It is motivated by both solving the rotational indeterminacy problem in EFA and facilitating the factors' interpretation. The aim for analytic rotation is to find loadings with 'simple structure' in an objective manner. Thurstone (1947) and Yates (1987) have set forth a number of general principles which, vaguely stated, say that a loading matrix with many small values and a small number of larger values is simpler than one with mostly intermediate values. Rotation can be performed either in an orthogonal or oblique fashion.
Given an initial loading matrix Λ, an orthogonal rotation is formally achieved by seeking an orthogonal k × k matrix T, such that the rotated loadings A = ΛT optimize a specific 'simplicity' criterion f (A). For orthogonal rotation, the Varimax procedure (Kaiser 1958) is, for example, considered with maximizing
where M = I p − p Oblique rotations give extra flexibility and often produce a better simple structure than orthogonal rotations. Of course, with oblique rotations, the common factors are not orthogonal anymore.
Factor indeterminacy
Suppose that a pair {Λ, Ψ} is obtained by solving the factor extraction problem stated above. Then, common factor scores can be 'estimated' as a function of those and the data in a number of ways (Harman 1976; Mulaik 2010) , which produce either the most valid estimates (Thurstone 1935) , correlation preserving estimates (e.g., Anderson and Rubin 1956 ) or unbiased estimates (Bartlett 1937 ).
For example, for the EFA model with orthogonal common factors, Anderson and Rubin (1956) proposed the following set of factor scores:
which satisfies the correlation-preserving constraint:
undefined if Ψ is singular, a situation not uncommon in practice.
Strictly speaking, the term 'estimation' when applied to common and unique factors means that they cannot be identified uniquely, rather than obtaining them is a standard procedure for finding particular sample statistics. This form of indeterminacy is known as factor indeterminacy (Mulaik 2005) . Guttman (1955) showed that an infinite set of scores for the common and unique factors can be constructed satisfying the EFA model equation and its constraints (see also Kestelman 1952) . Following Guttman's approach and assuming that the common factors are orthogonal, one can consider (McDonald 1979; Mulaik 2005) :
and
where S is an arbitrary n × k matrix satisfying
In other words, S is a columnwise orthonormal matrix orthogonal in R n to the data Z, that is, the subspace spanned by S is orthogonal to the subspace spanned by Z. One way to find such S is by the QR decomposition of Z (e.g., Golub and Van Loan 1996) . Let
be the QR decomposition of Z, where the columns of Q n×p form an orthonormal basis for Z and the columns of the n × (n − p) matrix Q ⊥ form an orthonormal basis for its null space. Then S can be formed by taking any k columns of Q ⊥ , assuming that k ≤ n − p.
The matrix G in (10) and (11) is "any k ×k Gram factor of the residual covariance matrix for the common factors after the parts of them predictable by linear regression from the observed variables have been partialed out" (Mulaik 2005 , p. 181), i.e.:
Λ is the regression factor scores matrix proposed by Thurstone (1935) and
Λ is assumed positive semi-definite (McDonald 1979) .
One can check by direct substitution of (10) and (11) into (4) that the EFA model equation is satisfied. Also, according to the EFA model requirements the following properties are fulfilled:
Note that the expressions in (10) and (11) imply Z F G = Λ and Z U G = Ψ (and thus diagonal). Guttman's approach to find factor scores F G does not suffer from the common weakness of F AR which requires nonsingular Ψ. Unfortunately, this requirement is still needed to find the unique factors U G .
EFA and PCA
In PCA one can obtain the component loadings as eigenvectors of the sample correlation matrix and the coordinates of the projected points (the component scores) by postmultiplying Z by these loadings. More usually nowadays, both loadings and scores are obtained directly from the SVD of Z. To clarify the difference between EFA and PCA, consider the SVD of
is orthogonal and Σ ∈ R p×p is a diagonal matrix containing the singular values of Z sorted in decreasing order, (14) of Z is exact, while the EFA decomposition (4) can be achieved only approximately. As a matrix decomposition, PCA is based on (14) which is quite different from the EFA model decomposition (4) of Z. For some k, the SVD (14) of Z can be partitioned and rewritten as
.., σ p ) and P 1 , P 2 , Q 1 , and Q 2 are the corresponding orthonormal matrices of left and right singular vectors with sizes n × k, n×(p−k), p×k, and p×(p−k), respectively. The norm of the error term
By defining F := P 1 and Λ := Q 1 Σ 1 , the PCA decomposition (15) of Z turns into
where F is the matrix of component scores of the n observations on the first k components and Λ is the corresponding matrix of coefficients or loadings of the p variables on the k components. Note that in both EFA and PCA F (= P 1 ) is orthogonal to the second ('error') term, i.e. F UΨ = O k×p and F E SV D = O k×p . Of course, the error term E SV D in the PCA decomposition (16) has a very different structure from UΨ in the EFA decomposition (4). In the sequel, the EFA model is considered as a specific data matrix decomposition.
3 Simultaneous estimation of factor loadings and common factor scores Lawley (1942) introduced an EFA model in which both the common factors and the factor loadings are treated as fixed unknown quantities. Fitting the fixed EFA model to a data matrix yields factor loadings and common factor scores simultaneously. To fit the EFA model with fixed common factors, Lawley (1942) proposed to maximize the log-likelihood of the data (see also Young 1941):
Instead of maximizing (17), one might try to minimize
Anderson and Rubin (1956) showed that the fixed EFA model cannot be fitted to the data by the standard maximum likelihood approach as the corresponding log-likelihood loss function (18) to be minimized is unbounded below. Hence, maximum-likelihood estimators do not exist for the fixed EFA model.
Attempts to find estimators for loadings and factor scores based on the likelihood have persisted (Whittle 1952; Jöreskog 1962) , based partly on the conjecture that the loadings for the fixed EFA model would resemble those of the random EFA model (Basilevsky 1994) . McDonald (1979) circumvented the difficulty noted by Anderson and Rubin (1956) in the original treatment of the fixed EFA model by Lawley (1942) . He proposed to minimize the logarithm of the ratio of the likelihood under the hypothesized model to the likelihood under the alternative hypothesis that the error covariance matrix is any positive definite matrix:
where E = Z − FΛ . McDonald (1979) showed that (19) is bounded below by zero, a bound which is attained only if E E is diagonal. Thus, minimizing (19) yields maximumlikelihood-ratio estimators (see also Etezadi-Amoli and McDonald 1983) . Moreover, McDonald (1979) proved that the likelihood-based estimators of the factor loadings and uniquenesses are the same as in the random EFA model, while estimators of the common factor scores are the same as the arbitrary solutions given by Guttman (1955) .
McDonald (1979) also studied LS fitting of the fixed EFA model. Consider the following objective function to be minimized:
Unlike the log-likelihood loss function (18), the LS loss function (20) is bounded below (Golub and Van Loan 1996, p. 605) . McDonald (1979) showed that the parameter estimates found by minimizing (20) can be compared to the standard EFA least squares estimates (with random common factors) obtained by minimizing (e.g. Jöreskog 1977):
Indeed, the gradients of F LS (Λ, Ψ) with respect to the unknowns Λ and Ψ are (for convenience the objective function (21) is multiplied by .25):
McDonald (1979) found that the gradients of F M cD (Λ, Ψ, F) with respect to the unknowns Λ, Ψ and F can be written as (for convenience the objective function (20) is multiplied by .25):
The values of the gradients are then calculated at F = F G from (10):
While calculating the gradients of F M cD (Λ, Ψ, F) at F = F G one simply makes use of the features F G F G = I k and Z F G = Λ. Of course, any other common factors F satisfying these conditions and F U = O k×p would produce the same results.
Thus, McDonald (1979) established that the LS approach for fitting the fixed EFA model gives a minimum of the loss function as well as estimators of the factor loadings and uniquenesses which are the same as the corresponding ones in the random EFA model.
The estimators of the common factor scores are the same as those given by the expressions of Guttman (1955) .
A LS procedure for finding the matrix of common factor scores F is also outlined in Horst (1965) . He wrote: "Having given some arbitrary factor loading matrix, whether centroid, multiple group, or principal axis, we may wish to determine that factor score matrix which, when post-multiplied by the transpose of the factor loading matrix, yields a product which is the least squares approximation to the data matrix. This means that the sums of squares of elements of the residual matrix will be a minimum." (Horst 1965, p. 471) . Following this strategy, the suggested LS factor score matrix is sought to minimize
which is simply given by
for an arbitrary factor loading matrix Λ (Horst 1965, p. 479 ).
Horst (1965) also proposed a rank reduction algorithm for factoring a data matrix Z. For some starting approximation Λ 0 of the factor loadings, let L 0 be the k ×k lower triangular matrix obtained from the Cholesky decomposition (e.g., Golub and Van Loan 1996) L 0 L 0 of Λ 0 Z ZΛ 0 . Then, the successive approximation Λ 1 of the factor loadings is found as (Horst 1965, p. 274) :
It follows from
that the successive approximation Λ 1 is always a rank reducing matrix for Z Z. After convergence of the algorithm, the final Λ found is the matrix of factor loadings. The common factor scores are obtained as F = ZΛdiag(Λ Z ZΛ) 
Simultaneous estimation of all model unknowns
In formulating EFA models with random or fixed common factors, the standard approach is to embed the data in a replication framework by assuming the observations are realizations of random variables. In this Section, the EFA model is formulated entirely in terms of the data instead and all model unknowns Λ, Ψ, F and U are assumed to be fixed matrix parameters.
The case of vertical data matrices with n > p
For n > p, De Leeuw (2004 , 2008 proposed to minimize the following LS loss function: and p × (k + p), respectively, (24) can be rewritten as 
. , k + p).
The fact that the maximizing solution of the Procrustes problem is not unique is closely related to the factor indeterminacy problem associated with the EFA model (cf. Subsection 2.3). Despite the factor indeterminacy, the non-uniqueness of the common and unique factor scores is not a problem for a numerical procedure that finds estimates for all EFA model unknowns simultaneously. In this respect, the approach of De Leeuw (2004 Leeuw ( , 2008 ) avoids the conceptual problem with the factor indeterminacy and facilitates the estimation of both common and unique factor scores.
After solving the Procrustes problem for B = [F : U], one can update the values of Λ
and Ψ by Λ = Z F and Ψ = diag(U Z) using the following identities:
which follow from the EFA model (4) and its assumptions.
The matrix of factor loadings Λ has full column rank k. Indeed, assuming that rank(Z) ≥ k, the ALS algorithm preserves the full column rank property of Λ by constructing it as Λ = Z F which gives rank(Λ) ≤ min{rank(Z), rank(F)} = k. 
subject to rank(Λ) = k, U F = O p×k , U U being a p×p diagonal matrix and U Z being a p×p diagonal matrix. The latter constraint is introduced because in practice usually one needs more than k extracted common factors to fully account for the correlation structure between the common parts of the manifest variables. In other words, the minimum rank m for which one can find a loading matrix Λ such that ΛΛ equals the reduced
, which contains the correlations for the common parts of the variables, is in general greater than k (Sočan 2003) . The diagonality constraint for U Z prevents the unique factors being confounded with the m − k 'ignored' common factors which are reflected in the residuals. The minimization of (28) is achieved by an ALS algorithm (Sočan 2003) . However, the proposed algorithm does not preserve the correlation preserving constraint: F F = I k .
De Leeuw (2004) also outlines an algorithm to optimize (24) that updates F and U successively:
(i) for given Λ, Ψ, and U find orthonormal F which minimizes (Z − UΨ) − FΛ In EFA, the matrix of factor loadings Λ can be any p × k matrix of full column rank.
For example, any matrix ΛT, where T is an arbitrary k × k orthogonal matrix, gives the same model fit if one compensates for this rotation in the scores (cf. Subsection 2.2). 
The case of horizontal data matrices with p ≥ n
In modern applications, the number of variables often exceeds the number of observations.
Consider for example data arising in atmospheric science, where a meteorological variable is measured at p spatial locations at n different points in time. Typically, these data are high-dimensional with p >> n.
If p ≥ n, the sample covariance/correlation matrix is singular. Then, the most common factor extraction methods, such as ML factor analysis or GLS factor analysis cannot be applied. In this case, one may minimize the (unweighted) LS objective function (21), which does not need Z Z to be invertible. Trendafilov and Unkel (2010) proposed to decompose the data matrix instead. Unfortunately, the classical constraint U U = I p cannot be fulfilled as U U has at most n linearly independent columns (< p). In fact, since the constraints F F = I k and U F = O p×k remain valid, rank(U) ≤ n − k.
With U U = I p , the EFA correlation structure can be written as
In order to preserve the standard EFA correlation structure (3), the more general constraint U UΨ = Ψ is introduced. Then, the EFA model and the new constraint imposed imply the same identities (26) and (27) as for the classical case (n > p), which can be used to find Λ and Ψ for given or estimated F and U.
The immediate consequence of the new constraint U UΨ = Ψ is that the existence of unique factors with zero variances should be acceptable in the EFA model when p ≥ n. A solution which yields one or more unique variance estimates equal to zero are commonly referred to as a 'Heywood' solution (e.g., Mardia et al. 1979) . Such a solution is formally proper but it implies that some manifest variable is explained entirely by the common (26) and (27). The ALS procedure of finding {F, U} and {Λ, Ψ} continues until a pre-specified convergence criterion is met. For the horizontal case with p ≥ n, Unkel and Trendafilov (2010b) introduced an algorithm which finds F and U successively but the author does not report further on this here.
Applications

Harman's five socio-economic variables data
In order to illustrate and compare the presented algorithms and their solutions, a wellknown and studied data set in factor analysis is employed: Harman's five socio-economic variables data (Harman 1976 , Table 2 .1, p. 14).
Only n = 12 observations and p = 5 variables are analyzed. The twelve observations are census tracts -small areal subdivisions of the city of Los Angeles. The five socio-economic variables are 'total population' (POPULATION), 'median school years' (SCHOOL), 'total employment' (EMPLOYMENT), 'miscellaneous professional services' (SERVICES) and 'median house value' (HOUSE).
The raw data are preprocessed such that the variables have zero mean and unit length.
The preprocessed measurements are collected in a 12 × 5 matrix Z. According to the classical factor analyses of the five socio-economic variables data, the best EFA model for these data is with two common factors (k = 2) (Harman 1976; SAS Institute 1990) .
Computations are carried out using the software package MATLAB 7.7.0 (The MathWorks 2008) on a PC under the Windows XP operating system with an Intel Pentium 4 CPU having 2.4 GHz clock frequency and 1 GB of RAM. All computer code used is available upon request.
First, standard EFA least squares solutions {Λ, Ψ} are obtained by minimizing F LS in (21). To make the solutions comparable to the ones obtained by minimizing F DeL in (24), these are found by defining the LS fitting problem of minimizing F LS according to an eigenvalue decomposition (EVD) and a lower triangular (LT) reparameterization of the EFA model, respectively (Trendafilov 2003 (Trendafilov , 2005 . It would be helpful to recall briefly the idea of the EVD and LT reparameterization.
Consider the EVD of the positive semi-definite matrix ΛΛ of rank at most k in (3),
is a k × k diagonal matrix composed of the largest (non-negative) k eigenvalues of ΛΛ arranged in descending order and Q is a p × k columnwise orthonormal matrix containing the corresponding eigenvectors. Then, the model correlation structure (3) can be rewritten as
Thus, instead of a pair {Λ, Ψ}, a triple {Q, D, Ψ} will be sought and Λ is decomposed as QD.
Let L be a p × k lower triangular matrix, with a triangle of k(k − 1)/2 zeros. Then ΛΛ can be reparameterized by LL . Hence, for the LT reparameterization, (3) can be rewritten as
For both reparameterizations, the corresponding LS fitting problems are solved by making use of the continuous-time projected gradient approach (Trendafilov 2003 (Trendafilov , 2005 . The LS solutions {Λ, Ψ 2 } are given in Table 1 .
Then, LS solutions for estimating {F, Λ, U, Ψ} simultaneously are obtained by minimizing are provided in Table 2 . The results reported are the 'best' obtained after the twenty 
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The Varimax rotated solution in (31) is quite similar to the solution obtained by the LT reparameterization in Table 1 and Table 2 . Their graphical representations virtually coincide. Hence, for the five socio-economic variables data, the LT reparameterization of the EFA model leads to solutions already having a 'simple structure'-like pattern.
Estimated common factor scores for the five socio-economic variables data are shown in Table 3 . The first two pairs of columns are the scores obtained by using the formula (9) proposed by Anderson and Rubin (1956) . They are denoted by F AR EV D and F AR LT , respectively, as they are calculated from the two types of loadings shown in Table 1 . For both parameterizations of the loadings, the next two pairs of columns are the factor scores F F CR and F LT found by the iterative algorithm for simultaneous parameter estimation.
Note that for all sets of scores it holds that F F = I k . It can be seen from Table 3 that the factor scores F AR LT and F LT , both obtained from a LT parameterization of the loadings matrix, are quite similar.
In contrast, Guttman's arbitrary constructions for the common factor scores discussed in Subsection 2.3 may not always be applicable in practice. Indeed, for both loading matrices in Table 1 , one can easily check that (13) is not positive semi-definite as required. For example, using the parametrization Λ = Z F one finds:
.0038 −.0177
From this point of view the estimation procedures for obtaining common factor scores discussed in Section 4 present more reliable alternatives to Guttman's expressions. Table 3 : Common factor scores for Harman's five socio-economic variables data.
Gene expression data
The The data arising from such experiments in genome research are usually in the form of large matrices of expression levels of p genes under n experimental conditions (different times, cells, tissues), where n is often less than one hundred and p can easily be several thousands. Due to the large number of genes and to the complex relations between them, a reduction of the data dimensionality is needed in order to allow for a biological interpretation of the results and for subsequent information processing.
The famous lymphoma data set of Alizadeh et al. (2000) to be analyzed in this Sec- could be ordered by some form of cluster analysis such as hierarchical clustering. This would help to explain the patterns in the loadings and aids in their interpretation.
Conclusions
Recently, new methods emerged in EFA that operate directly on the data matrix rather than on a sample covariance or correlation matrix. These methods produce factor loadings and factor scores simultaneously.
Despite of the number of theoretical complications related to the foundations of the EFA model, the non-uniqueness of the common and unique factor scores is not a problem for numerical procedures that find all EFA model unknowns simultaneously. In this respect, the approaches presented in Section 4 circumvent the conceptual problem with the factor indeterminacy and facilitate the estimation of both common and unique factor scores.
Another desirable feature of these approaches is that improper solutions (ultra-Heywood cases) cannot occur, as the scores for the observations on the common and unique factors are estimated directly.
Furthermore, the algorithms in Section 4 facilitate the application of EFA for analyzing multivariate data because, as well as PCA is, they are based on the computationally wellknown and efficient numerical procedure of the SVD of data matrices.
In particular for modern applications, where the available data is often high-dimensional with n p, taking an n × p data matrix as an input for EFA seems a reasonable choice.
In contrast, iterative algorithms factorizing a p × p sample covariance/correlation matrix may become computationally slow if p is huge.
Methods operating on the data matrix may also form the basis for constructing new approaches in robust EFA that can resist the effect of outliers. Since outliers can heavily influence the estimate of the model covariance/correlation matrix and hence also the parameter estimates, classical EFA techniques taking input data in the form of product moments are very vulnerable to the presence of outliers in the data. One may either use some robust modification of the sample correlation matrix to overcome the outlier problem (e.g., Pison et al. 2003) or look for alternative techniques working with the data matrix (Unkel and Trendafilov 2010a) .
The main drawback of the decomposition models with fixed matrix parameters is that it is not possible to test them by statistical methods. Nevertheless, as De Leeuw (2008) points out, the notions of monotonic convergence of the algorithms, stability of solutions and badness-of-fit continue to apply. 
