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theory applies best to the short run, the long run, or both. An attempt is being made 
here in answering this crucial question by applying a two-step test for cointegration 
on quarterly employment data, and in gaining insights as to whether or not any 





In regional science, export-base theory is an old but simple and widely used way to 
explain how a local economy grows through export sales. The central focus of this theory is that 
total economic activities are comprised of two component parts, viz., basic activity and nonbasic 
activity (Andrews, 1954; Tiebout, 1956; North, 1955). Basic activity is performed by that sector 
of the economy which brings income to the local economy through trade, that sector being called 
the "basic sector," while nonbasic economic activity is performed by that sector which involves 
itself in the local production and consumption of goods and services, that sector being termed as 
the "nonbasic sector."  
Theory stresses that the nonbasic sector is driven by the basic sector in that the income 
brought in to the local economy by the basic sector generates opportunities of production and 
hence consumption in the local economy. Because of the prime mover role, export employment 
is considered as "basic." Employment, which serves the local market, is considered adaptive and 
is titled "nonbasic" (Tiebout, 1962).  So, the behavioral assumption is that nonbasic economic 
activity depends on or is driven by the basic sector (Ebai, 1995). Thus, external demand for a 
region's exportable goods and services injects income into the regional economy, which in turn 
augments the local demand for non-exportable goods and services (Krikelas, 1991).  
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  The export-base theory is grounded in the idea that a local economy must increase its 
monetary inflow if it is to grow and the only effective way to increase monetary inflow is to 
increase exports (Blair, 1995). In a historical perspective, the theory has been used in 
comparative static analyses to examine impacts on income and employment of a change in the 
local economy by export sales. These impacts are obtained as “multipliers.” 
 
The focus of the study  
The focus of this paper is to explore some alternative procedures of determining basic and 
nonbasic economic activities; to test for stationarity in the data sector-by-sector for both basic 
and nonbasic components in each procedure; to apply cointegration to determine if a long-run 
equilibrium exists among the nonbasic and basic variables; in a world where all variables are 
first-differenced, to observe the short-run behavior of the nonbasic sectors as impacted by the 
basic sectors; and also, running ordinary least squares (OLS) regression on the models without 
differencing, to note the levels of the parameter estimates (which are actually the short-run 
multipliers), and compare the latter with the differenced models. All these would enable us to 
make a comparative study of how the export-base theory explains the long and the short runs. 
    
II. REVIEW OF LITERATURE 
The interdisciplinary nature of the economic base literature is something important to 
recognize. The academic literature of the economic base paradigm encompasses not only 
economics journals but also journals read primarily by geographers, urban planners and others 
concerned with the urban and regional growth process. But, unfortunately, for much of the period 
until 1960 there was little linkage among the various disciplines, if at all. In particular, important  
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contributions made by economists were largely uncited in the planning literature until the late 
1950s (Lane, 1966; and Krikelas, 1991).  
A significant portion of the literature on economic base or export-base theory revolves 
around the question, though not always explicitly, if this theory applies best to the short run, or 
the long run, or both. McNulty (1977) asserts that one of the subsidiary issues raised by the 
theory on which little effort has been spent to deal on an empirical level is the issue of 
applicability of export-base theory in short-run regional analysis versus its use in the analysis of 
long-run regional growth.   
The focal point of the debate between Charles Tiebout (1956) and Douglass North (1955, 
1956) in the fifties concerned the applicability of the economic base model in the short run 
versus the same in the long run. While Tiebout adopted the position first expressed by 
Hildebrand and Mace (1950), that the model was more appropriate for short-run analysis, North 
argued that it was also suitable as a long-run theory of regional economic growth (Krikelas, 
1991). Furthermore, Tiebout argued that even in the short run, other sectors of the local 
economy, such as business investment, government expenditures or residential construction, may 
be just as important as exports, perhaps even more important, in determining total regional 
income.  
Later, however, Tiebout relented to North’s position by pointing out that “by changing 
only one assumption the above analysis can be useful in explaining long-run income levels: i.e., 
instead of forecasting the outlook for next year, what is the outlook for the end of the next 
decade? The assumption to be changed concerns the forces determining local investment.” In his 
work entitled The Community Economic Base Study, Tiebout (1962) presented a rigorous 
formulation of the concept of export-base multiplier, allowing for differences between the short- 
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run and long-run impact of changes in export demand. As a rough rule of thumb, he indicated 
that his short-run analysis might apply to a period of up to 2 years in length, while the long-run 
analysis could mean a period from, say, 2 to 25 years
1 (McNulty, 1977).  
Most of the little empirical work that has been done in this area is directed toward testing 
the economic base theory itself. The time frame chosen in these studies has for the most part 
been dictated by the availability of data, or other things. Thus, the short-run and long-run 
versions of economic base theory have not been treated as competing hypotheses in literature.  
While Hildebrand and Mace (1950) and Sasaki (1963) used a simple two-variable linear 
regression of total or localized employment on export employment to estimate the regional 
multiplier, Weiss and Gooding (1968) and McNulty (1977) used a multiple regression approach 
and considered service employment to be a function of three separate categories of export 
employment, the resulting multipliers being called differential regional multipliers. The 
multiplier estimates derived in these studies ranged from 1.3 for Hawaii in the Sasaki study to 
2.25 for Los Angeles County in the Hildebrand and Mace study.
2 
On the other hand, Moody and Puffer (1970) obtained quite different results on the same 
question. Two other studies that tested for the time dimension of the basic-nonbasic relationship 
                                            
1 This analysis of Tiebout was based on a model where the local economy was divided into three sectors: local 
consumption, local investment, and exports. In the short run he assumed both exports and local investment to be 
autonomous with respect to local income. However, in the long run the level of economic activity in the local 
investment sector was assumed to be responsive to changes in local income. (This would certainly be true for 
housing investment and local business investment, and probably also true for local investment by government.) 
Given these assumptions, the multiplier effect will necessarily be stronger in the long run, because the marginal 
propensity to spend is larger, due to the impact of induced spending in the local investment sector. Thus, all 
industries “will grow or decline along with the growth or decline of the export sectors” (Tiebout, 1962).   
2 Gordon and Mulkey (1978) argues that “a small to medium size community might expect an income multiplier in 
the range of 1.10 to 1.50. Multipliers in excess of 2.50 should be critically evaluated.” But, in the same breath, they 
have also noted that additional research was necessary on the possible range and determinants of propensity to 
consume locally (PCL), income propensity of the local sales dollar (PSY) and the multiplier. It is important to 
remember, “this multiplier applies to the entire economy. Individual sector income multipliers, such as agriculture 
and manufacturing (and also services in the present analysis), may be considerably larger than 2.50.” However,  
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at about the same time used polynomial distributed lag techniques. One, Lutrell and Gray (1970) 
in their study of Central Missouri Valley (CMV) SMSAs used first differences of quarterly 
employment data in an Almon model with zero restrictions for both endpoints, and a third-degree 
polynomial with three lags. Two, Moriarty (1976) used first-differences of annual employment 
data for the SMSAs stratified by size and geographical region. Also fitting an Almon model of a 
three-degree polynomial, three lags and with the most distant lag point constrained to zero, 
Moriarty’s conclusion was that the total multiplier (summed over three periods) was significantly 
greater than unity in all sixteen cities, indicating that the growth of total employment was 
dependent upon the growth of total manufacturing employment in large cities over time.
3 
Other time-series methods were later applied to the question of the lag structure of the 
basic and nonbasic relationship. Cook (1979), for example, applied a transfer function to 
quarterly employment data in two Washington counties and, according to him, it was “a useful 
tool in forecasting relative to distributed lag regression analysis and ordinary least squares in 
forecasting performance.”  
Following Poirier (1976) and Suits, et al. (1978), Henry and Nyankori (1981) used a 
spline function
4 (the slope of which measures the change in nonbasic employment in response to 
basic employment changes over various time periods) along with distributed lags,
5 and their 
empirical results led them to conclude that a short-run relationship did exist between changes in 
                                                                                                                                              
according to Gordon and Mulkey (1978), “the weighted average value of all sectors in the economy is likely to be 
less.”    
3 This conclusion of Moriarty may be incomplete or two reasons: one, the selection of a third-degree polynomial with 
lag length of three years appears to be arbitrary and imposes an a priori lag structure on the data; two, his use of data 
in the form of annual differences precludes the detection of shorter time-period lag responses in the data. 
4 Spline functions are a device for approximating the shape of a curvilinear stochastic function without the necessity 
of pre-specifying the mathematical form of the function. That is, it is unnecessary to restrict the estimate to a straight 
line, a polynomial of pre-specified degree, an exponential, or any other particular form (Suits et al., 1978).   
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basic and nonbasic employment in the Greenville-Spartanburg SMSA. They found a statistically 
significant short-term response by nonbasic employment to basic employment changes, which 
they felt most strongly by the end of the first quarter.
6 This was in contrast to the findings of 
McNulty (1977), Giarrantani-McNelis (1980), and Spreen-Mulkey (1980), who found little 
evidence of a statistically significant short-term relationship between basic and nonbasic 
economic activities, but in support of Tiebout’s conclusion that “the concept of the export base, 
or even the fuller concept of regional income determination which includes other autonomous 
variables, is a short-run concept.”      
 
III. METHODOLOGY AND PROCEDURES 
The primary objective of this study is to see if a long-run cointegrating relationship exists 
between basic and nonbasic sectors and hence to see if the export-base theory can better explain 
the long-run dynamics or the short-run fluctuations in this particular study with quarterly 
employment data. The detailed steps that lead us to accomplish this are as follows: 
1.  To adopt alternative procedures to determine the export base – more specifically, the basic 
and nonbasic activities. 
2.  To apply the two-step cointegration procedure to determine if a long-run relationship exists 
between the basic and nonbasic employment sectors. 
3.  To run ordinary least squares (OLS) regressions on both the levels and the changes (first-
differences) to obtain the differential multipliers at levels and at the margins, respectively.     
                                                                                                                                              
5 This procedure provides a “continuous piece-wise linear representation” (Poirier, 1976). Thus, the linear spline is 
similar to the well-known linear piece-wise regression with the additional property of continuity of the function at 
knots (Henry and Nyankori, 1981).   
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The export-base model formulation 
Notwithstanding the fact that the analyst has several well-documented alternatives available to 
him at every step, basically, there are four stages in the development of an export-base model 
(Lewis, 1976). They are as follows: 
1.)  Identify the appropriate regional unit; 
2.)   Specify the equation system – this may consist simply of one equation that relates 
nonbasic to basic income or employment; 
3.)    Measure the export base – i.e., statistically measure the level of income or 
employment generated by export activity; and  
4.)    Estimate the parameters of the model – specifically the nonbasic/basic income or 
employment multiplier and hence the total multiplier (which is obtained by adding 
unity to the nonbasic multiplier).   
 
The various approaches employed in base definition 
One important initial step in the analysis is to bifurcate the data in all sectors into their 
basic and nonbasic components. In the present study, this is done using five (5) different 
procedures, viz., Assignment 1 (BASE 1): Only Mining is assigned (i.e., assumed) as the basic 
sector; Assignment 2 (BASE 2): Mining, Construction, and Manufacturing are assigned as the 
basic sectors; 3. General Location Quotient (BASE 3): Basically, the location quotient
7 (LQ) is 
the ratio of the proportion of employment (or income) in an industry in the region in question to 
                                                                                                                                              
6 This could be attributable to the fact of quick hiring of the unemployed or new entrants in the labor force such as 
housewives and new graduates into relatively low-skilled jobs in the trade and service (nonbasic) sectors in response 
to basic growth demands.   
7 The location quotient was first developed by P. Sargent Florence in his Report on the Location of  Industry 
(London, March 1939).  
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that of the benchmark region. It measures the relative concentration of economic activity in a 
given industry in the region under study, as compared with another region chosen as a benchmark 
(Mathur and Rosen, 1974).  Algebraically speaking, the location quotient is represented as:  
LQit = [Eit/Et] / [Eint/Ent],                                                                                                               (1)  
where  
LQit is the  location quotient of sector i at time period t,  
Eit is the regional employment in sector i at time period t, 
Et is the total regional employment at time period t, 
Eint is the national employment in sector i at time period t, and 
Ent is the total national employment at time period t. 
The rule of thumb here is:  
(i) If LQirt > 1, export employment exists. 
Then, {1 - 1/LQirt} is the basic employment, and the rest is nonbasic: 
ENB = ET - EB = ET - {1 - (1/LQirt)}.                                                                                              (2)                         
(ii) If LQirt ≤  1, export employment does not exist, so all employment is nonbasic. 
4. Tiebout Location Quotient (BASE 4): Using the same formula as in method 3 above (equation 
10), the bifurcation follows a different rule of thumb: 
(i) If LQirt > 1, export employment exists, and all of it is basic. 
(ii)   If LQirt ≤  1, export employment does not exist, so all employment is nonbasic. 
5. Minimum Requirements (BASE 5): According to this approach, the community only begins to 
export when local consumption demands are met. For each sector i, the region within each size 
class with the minimum share of its employment devoted to i is identified. In each sector, the 
excess of employment above the minimum requirement is classified as basic employment:  
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EBit =  {(Eit / Et) - (Eimt / Emt)} ETi,                                                                                                 (3)  
where  
Eimt is the minimum share of employment in sector i at time period t, 
 E mt is the minimum share of regional employment at time period t, 
Eit is the regional employment in sector i at time period t, and  
Et is the total regional employment at time period t. 
 
Cointegration 
Regional economists are usually interested in observing long-run behavioral dynamics. Granger 
(1986), and Engle and Granger (1987) documented that cointegration implies that deviations 
from equilibrium
8 are stationary. The two-step procedure is adopted to test this. Following are 
the two steps: 
First Step: Test for (Non)Stationarity – Dickey-Fuller (1979) Test for Unit Roots  
The estimated regression is of the form: 
yt = α  + ρ yt-1 + δ t + ut,                                                                                                                   (4) 
where 
 y t = employment at time period t, 
  α  = a constant – the term denoting drift, 
  ρ  = the term to denote autocorrelation, 
 y t-1 = employment at time period t-1, 
  δ  = the coefficient of the trend variable t,  
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  t = the trend variable, and  
 u t = the disturbance term, 
this being a random walk model with drift.  
The true process takes the form: 
yt = α  + yt-1 + ut,                                                                                                                             (5) 
α  being any finite value, and ut being independently and identically distributed  
(~ i. i. d.) with zero mean, and σ
2 variance [N(0, σ
2)]. 
  The null hypothesis H0: ρ  = 1 is tested against the alternative hypothesis H1: ρ  < 1.  
Second Step: Test for Cointegration 
Basically, testing for cointegration entails testing the order of the error in the model specification 
when the dependent variable and at least one independent variable are nonstationary. Testing for 
the existence (or otherwise) of cointegration can be formulated as under: 
Null hypothesis  
H: u = E  -  kE 0t N B t i B t
i=1
n ∧∧
∑        is I(1)                                                                                          (6) 
is tested against the alternative hypothesis 
H: u = E  -  kE 1t N B t i B t
i=1
n ∧∧




 is the residual estimate of the model at time period t, 
                                                                                                                                              
8 Equilibrium in the literature of cointegration (as utilized in regional economic analysis) means a stable observed 
relationship maintained by a set of variables on an average for a long period of time (Curthbertson, et al., 1992). 
This is opposed to the concept of equilibrium implied in micro- and macroeconomics, where it means a market  
clearing condition, i.e., a condition where demand equals supply.  
 





 is the parameter estimate (differential multiplier) of the j
th basic sector of the model, 
i = 1, …, n; j = 1, …, n; but i not necessarily equal to j, 
ENBt is the nonbasic employment vector chosen as the dependent variable of the model, 
ENBt being I(1),  
EBt is the basic or export employment vector associated with the i
th sector of the model 
entering as an independent variable in the model, at least one EBt being I(1), 
I(1) denotes autoregression of order 1, and  
I(0) denotes autoregression of order 0.  
Therefore, this in essence is a test for (non)stationarity on the residuals of the 
cointegrating regression. Under usual notations, the estimated regression is of the form: 
ut = φ ut-1 + ε t,                                                                                                                                 (8) 
while the true process takes the form: 
ut = ut-1 + ε t.                                                                                                                                   (9)                  
The null hypothesis  
H0: φ  = 1  
is tested against the alternative hypothesis 
H1: φ  < 1. 
If the observed value of    1)   -     T(
∧
φ  or 
∧ ∧
σ φ 1)/    -     (  (where T is the number of observations, 
φ
∧
 is the parameter estimate of φ , and σ
∧
 is the estimated standard error of the parameter 
estimate) is negative in sign and greater than the critical value (in absolute terms) as given by the 
Dickey-Fuller table for Unit Roots Test, then we would reject the null hypothesis of  
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nonstationarity. This would provide a confirmation of the cointegrating hypothesis. So 
cointegration is deduced if we can reject the null hypothesis of nonstationarity in the residuals in 
favor of the alternative hypothesis.  
When two series are in cointegration, they do not drift far apart from each other in the 
long run. On the other hand, if they are not cointegrating, they may be having what is termed as 





 from regression equation (17) in Appendix A do not provide consistent estimates of the 
population parameters, and the OLS sample residuals ut
∧
 will be nonstationary. No meaningful 
statistical inference can be drawn from this relationship. In such cases, a vector autoregressive 
model specification is recommended (Krikelas, 1991).  
  Obviously, for a disaggregated model, where we have differential multipliers, as in the 
present case, the multiple regressors that enter the cointegrating regression equation as a whole 
are cointegrating with the relevant export sector. In such a case, the regressors, which were 
included in a particular model specification by virtue of having provided evidence of 
nonstationarity from the first step of the two-step procedure, will be confidently passed off as 
cointegrating with the corresponding basic sector employment used as the dependent variable in 
that particular model. But, along with this, there might be other regressors, which were 
previously not found to be nonstationary and were included in the model specification just 
because there was already at least one regressor found to fit that criterion. These regressors 
(sectoral basics) may be assumed to explain the short-run effects of changes in nonbasics, but 
since they may still have a significant effect on the system as a whole, it becomes really difficult 
in such a model to truly isolate the differential impacts of all the basic activities on any particular  
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nonbasic activity. Thus, a disaggregated framework, such as the one studied here, while 
rendering a more detailed  explanation of variations in nonbasics as a result of variations in 
basics, is actually not without complications. 
  
Marginal Multipliers and Growth Rates 
Three types of models were formulated
9 – 1 gives levels (i.e., ordinary differential multipliers), 2 
gives changes in the levels (i.e., marginal differential multipliers), and 3 gives growth rates: 
 
1. Models for levels. Taking each nonsingular nonbasic in turn as the dependent variable and all 
the nonsingular basics as the independent variables, the models take the form: 
ENBj = α 1  +  k1EB1 + k2EB2 + … + knEBn + ξ 1,                                                                             (10) 
where   
α 1 is the intercept term, 
   k’s are the differential multipliers: kij = EBi/ENBj, 
  i’s are the basic sectors, 
  j’s are the nonbasic sectors, 
i not necessarily equal to j, and 
ξ 1 is the disturbance term. 
 
2. Difference models. Taking the first difference of all variables, these models are of the form: 
                                            
9 Banerjee (1999) in his Masters thesis has made a more detailed categorization of these models, and has included a 
sector called the Other Non Basics (ONB) in the light of the "adjusted disaggregate model" that Vias and Mulligan 
(1997) estimated claiming that some of the demand for nonbasic employment is due to the residual body of nonbasic 
employment found in the remaining sectors, i.e., sectors other than the nonbasic employment considered, of each 
community.     
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∆ ENBj = α 3  +  k1∆ EB1 + k2∆ EB2 + … + kn∆ EBn + ξ 2,                                                                   (11) 
where   
α 3 is the intercept term, 
   k’s are the marginal multipliers: kij = ∆ EBi/∆ ENBj, 
  i’s are the basic sectors, 
  j’s are the nonbasic sectors, 
i not necessarily equal to j, 
  ∆  denotes the first difference of the relevant variable, 
i.e., the difference of the value of the observation at time period t-1 from that at time 
period t: ∆  = Et - Et-1, and  
ξ 3 is the disturbance term. 
 
3. Log-difference models. Taking the first difference of the natural logarithms of all variables 
(such transformed variables giving growth rates). They take the general form: 
∆ ln(ENBj) = α 5  +  k1∆ ln(EB1) + k2∆ ln(EB2) + … + kn∆ ln(EBn) + ξ 3,                                              (12) 
where 
∆ ln denotes a first difference between natural logarithms of the relevant variable at time 
periods t and t-1 respectively: ∆ ln = lnEt - lnEt-1 = ln(Et/Et-1), and 
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IV. THE DATA 
The primary data used in the analysis is called ES 202 data, published by the Bureau of 
Labor Statistics. It is quarterly Standard Industrial Code (SIC)
10 data on employment obtained 
from regional employment data sources, “US Employment and Earnings: States and Areas,” and 
U. S. Department of Commerce in County Business Patterns over the time frame of the first 
quarter (January through March) of 1970 through the fourth quarter (September through 
December) of 1996.   
The sectors considered in this study are: Mining (MIN); Construction (CON); 
Manufacturing (MFG); Transportation and Public Utilities (TPU); Trade (TRD); Finance, 
Insurance, and Real Estate (FIRE); Services (SER), and Government (GOV). 
 
V. EMPIRICAL RESULTS 
The study was conducted basically in three parts. First, each of the variables in each 
sector – both basic and nonbasic – was tested for (non)stationarity using the Dickey-Fuller Test 
for Unit Roots. There were 24 out of a total of 59 variables that appeared to be stationary, and 35 
were nonstationary. Second, out of these latter 35 variables, 17 could be used to test for 
cointegration, and only 8 were found to demonstrate a long-run cointegrating relationship with 
the associated basic variables, as given by the nonstationary disturbance terms: 2 in BASE 2 (the 
second assignment procedure), and 3 each in BASE 3 (the general location quotient procedure) 
and BASE 4 (the Tiebout location quotient procedure). Finally, OLS regressions were run for 
levels and changes using the usual nonbasic-basic specifications. The difference models with the 
                                            
10 The SIC reflects the specific activity at the site, and places the industry within a larger industrial grouping. Thus, if 
a diversified company makes several products, its plants will have different SICs. Because more than one product 
can be made by a single establishment, the SIC goes by the dominant product.   
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assignment procedures (i.e., BASE 1 and BASE 2) appeared to render the most meaningful 
results. The minimum requirements approach made the least sense except in the case of the log-
difference models (results not reported).  
  Two relevant tests were used to determine if there exists some long-run and/or short-run  
relationship between the basic and the nonbasic sectors. Test 1 is a test on the statistical value of 
the intercept term, and is supposed to be statistically close to or equal to zero if long-run 
constancy is to be determined; and Test 2 is a test of stability of the multipliers as given by their 
sign (positive or negative) as well as statistical significance (t values). For long-run stability, 
these multipliers should be positive in sign and be significantly different from zero.  In BASE 1, 
the difference models fared better than the levels for both tests. Same is the picture in BASE 2. 
For Test 2, although levels are still better than differences, the log-differences are worse than the 
simple differences. 
  BASE 4 demonstrates that differences are better than levels for Test 1, but opposite is the 
case for Test 2. Also, in Test 2, differences are better than log-differences as the latter models 
have many missing values and not many observations could be used in the analysis. 
  In BASE 5, levels, differences, and log-differences were computed. The data had many 
missing values and there was a problem of linear dependence among the regressors (so R
2 = 1). 
Only the log-difference models gave feasible results (not reported), but they could not be 
compared with the other models, as they did not produce any feasible and meaningful results.  
  Thus, BASE 1 and BASE 2 give us better results for short-run studies through models 
specifying levels and changes. The difference models better explain the economic base 
hypothesis than the levels in BASES 1 & 2 (assignment procedures), while the levels better  
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explain the economic base hypothesis than the differences in BASES 3 & 4 (LQ procedures).
11 
Therefore, the LQ procedures better explain the long run, and the assignment procedures better 
explain the short run. This conclusion further strengthens the earlier conclusion from the 
cointegration tests, which showed that more models in the location quotient procedure of base 
definition were cointegrating (i.e., in long-run equilibrium relationship) than in the assignment 
procedure:  viz., four models with the former versus two with the latter.  The minimum 
requirements (BASE 5) definition does not seem to work well in a time-series framework with 
one region. Probably it is not also an appropriate procedure for time-series data. 
   An error correction model (ECM) representation is associated with a trend stationary 
cointegrating process, and, can be adapted to the cases where a cointegrating relationship was 
observed. Since this was not observed in many cases with the quarterly employment data used for 
the analysis, consideration of a vector autoregressive (abbreviated as VAR) model might seem in 
order. 
  Results for the tests of unit roots, tests of cointegration, and the OLS estimates only for 
Assignment 1 procedure in levels, first differences, and log-differences are presented in tabular 
form in Appendix B, in Tables 1, 2, and 3a, 3b, and 3c, respectively. Appendix A demonstrates 




                                            
11 In making these conclusions, I am implicitly assuming that there is an edge of Test 2 (positive and significant 
coefficients of parameter estimates on the basic employment sectors) over Test 1 (insignificant intercept term) in this 
analysis. This is because this is a disaggregated analysis and so each nonbasic sector is variously affected by a 
number of basic sectors (except in BASE 1 where only one sector is assumed to be basic). Thus, the effect of the 
intercept term becomes minimal. The conclusions herein are, therefore, mostly based on that implicit assumption.  
 




Long-run constancy in the basic-nonbasic ratio is one important aspect assumed in the 
theory of export base. A popular way to test this is to apply a two-step procedure for 
cointegration. The first step involves the determination of stationarity or otherwise in all the 
variables. And the second determines if there is stationarity among the residuals in the model 
specifications chosen with those variables. The two-step procedure was conducted and eight out 
of a possible seventeen models in the second step proved to be cointegrating, thus conforming to 
theory. That means they demonstrated a long-run relationship between the basic and nonbasic 
sectors in eight (8) out of a possible seventeen (17) full, unrestricted models that were 
constructed for the Dickey-Fuller Test of cointegration in the second step of the two-step 
procedure. These 17 models were, in turn, derived from a list of thirty-five (35) variables that 
were rejected in the first step of the two-step procedure as being derived from a unit root process 
(i.e., these variables were nonstationary and could be considered as candidates for the second 
step).  
This study, however, seemed to have sufficiently explained the short run in many cases. 
But we are not convinced by this one study that the export-base theory in its entirety does not 
explain the long run any more or any better. In order to see that, it is felt necessary to further 
investigate using different lag structures and model specifications. 
   Two other tests of economic base theory are that the test on magnitude of the intercept 
term should be statistically close to zero, i.e., their t values should be insignificant, and that the 
parameter estimates should be positive and significant. The latter would ensure the stability of 
the multipliers. Three categories of models were used to see if these are demonstrated by the 
study. Usually the levels are supposed to give us a picture of the long run, while the changes  
 
                                                                                                                                 
 
19 
(differences) are supposed to clarify the short-run picture. Negative multipliers in the short run 
need not be too puzzling, but the fact that that many of the multipliers for the levels also are 
found to be negative is something to think about. Moreover, some of the high multiplier values 
are not easily explainable either by theory or by intuition.  
  Using all the model categories to see if the economic base hypothesis is a better long-run 
proposition (as given by the levels) or a proposition better suited for the short run (as given by 
the changes, both first differences in levels and first differences in log levels), no unequivocal 
decision could be arrived at.  
However, some insights could be drawn regarding the usefulness of the theory as regards 
the way the bases are defined. A significant part of the literature on export-base theory supports 
the use of the assignment procedures (also called the assumption procedures) because of the 
apparent faultiness of the alternative procedures. For one thing, the data needed for the location 
quotient and the minimum requirements approaches may not be readily available, and the cost of 
collecting such data (via the direct estimation methods of survey or census) could be prohibitive. 
Thus, indirect estimation methods of identifying the basic and nonbasic sectors have to be used, 
and there is no guarantee that the latter might be a suitable proxy for the actual values. 
  Assignment methods, on the other hand, are ad hoc approaches, based on intuitive 
considerations or a priori knowledge of the industrial structure and external trade flows of the 
region. Obviously, these methods have some definite merit. This present study proved the same. 
All the approaches were employed. The assignment approaches seemed to best explain the short-
run impact on changes in nonbasic employment of changes in basic employment and thus 
conform to the existing literature.  
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   APPENDIX A.  
Analogy to Keynesian System  
The total economic activity, according to the export-base theory, can be divided into two distinct 
parts: basic and nonbasic sectors. The basic or export sector provides injections of income into 
the regional economy, which by export-base theory generates future growth in the local economy. 
The simple economic base model can be expressed as: 
ET = EB + ENB,                                                                                                                             (13)                                 
where  
 E T = total employment, 
 E B = basic employment, and  
 E NB = nonbasic or locally generated employment. 
The Keynesian consumption function, to which the definitional equation (5) is analogous, 
is: 
C = α  + β Y,                                                                                                                                 (14) 
where  
  C = final demand for local goods and services, 
  β  = marginal propensity to consume locally, and  
  α  = autonomous local demand. 
In order to preserve the linear properties of equations (13) and (14), let us define  
ET = θ Y and ENB = θ C, where θ  represents the labor’s share of output divided by average wages. 
Then, multiplying equation (14) by θ  yields: 
ENB = αθ  + β ET.                                                                                                                          (15)    
Since ET = EB + ENB, substitution yields the reduced form:   
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ENB = (αθ )/(1-β ) + {β /(1-β )}EB,                                                                                                 (16) 
where {β /(1-β )} represents the marginal base multiplier, which gives the change in nonbasic 
employment given a unit change in basic employment.   
This paves the way for the estimation of the base multipliers. To achieve this, we need to 
express equation (16) in the form of a regression by rewriting thus: 
ENBt = δ  + γ EBt + ut,                                                                                                                     (17) 
  where t denotes the time period under study and ut is the disturbance term used to form a 
regression equation.  
Obviously, what is obtained above describes the simple relationship between a specific 
basic and a corresponding nonbasic economic activity in an aggregated sense. For a 
disaggregated relationship, the concept is the same, the only difference being that there will be a 
group of multipliers {β i/(1-β i)} associated with a group of basic economic activities EBi, where i 
denotes a typical basic industry, summed together. In a disaggregate analysis, thus, a group of 
basic economic activities is supposed to explain the variation caused in any particular nonbasic 
employment.                                              
  
 









      Critical Value at 
5% = -20.7 
 Critical Value 
at 5% = - 3.45 




BASE 1  MINB  0.764959  0.061933  -25.149387  -3.795075 
 CONNB  0.754335  0.067628  -26.286155  -3.632608 
 MFGNB  0.909268  0.040635  -9.708324 -2.232849 
 TPUNB  0.765722  0.062484  -25.067746  -3.749388 
 TRDNB  0.906777  0.044069  -9.974861 -2.115381 
 FIRENB  0.799007  0.060256  -21.506251  -3.335645 
  SERNB 0.813715 0.054650  -19.932495 -3.408702 
 GOVNB  0.995280  0.022861  -0.505040 -0.206464 
BASE 2  MINB  0.764959  0.061933  -25.149387  -3.795075 
 CONB  0.754335  0.067628  -26.286155 -3.632608 
 MFGB  0.909268  0.040635  -9.708324 -2.232849 
 TPUNB  0.765722  0.062484  -25.067746  -3.749388 
 TRDNB  0.906777  0.044069  -9.974861 -2.115381 
 FIRENB  0.799007  0.060256  -21.506251  -3.335645 
  SERNB 0.813715 0.054650  -19.932495 -3.408702 
 GOVNB  0.995280  0.022861  -0.505040 -0.206464 
BASE 3  MINB  0.770883  0.060767  -24.515519  -3.770392 
 MINNB  0.012912  0.011748  -105.618416 -84.018430 
 CONB  0.796836  0.061068  -21.738548 -3.326856 
 CONNB  0.640003  0.077911  -38.519679  -4.620593 
 MFGNB  0.909268  0.040635  -9.708324  -2.232849 
 TPUB  0.962037  0.025498  -4.062041 -1.488876 
 TPUNB  0.747355  0.065661  -27.033015  -3.847728 
 TRDB  0.664995  0.073121  -35.845535 -4.581491 
 TRDNB  0.685462  0.071729  -33.655566  -4.385117 
 FIRENB  0.799007  0.060256  -21.506251  -3.335645 
 SERB  0.848787  0.057333  -16.179791 -2.637452 
 SERNB  0.852322  0.049488  -15.801546 -2.984093 
 GOVB  0.898792  0.050116  -10.829256 -2.019465 
 GOVNB  0.990400  0.023564  -1.027200 -0.407402 
BASE 4  MINB  0.763980  0.062039  -25.254140  -3.804341 
 MINNB  -0.026910  0.097981  -109.87937 -10.480640 
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      Critical Value at 
5% = -20.7 
 Critical Value 
at 5% = - 3.45 




BASE 4  CONNB  0.173658  0.096570  -88.418594  -8.556891 
(contd.) MFGNB  0.909268  0.040635  -9.708324 -2.232849 
 TPUB  0.940204  0.031602  -6.398172 -1.892160 
 TPUNB  0.899290  0.041882  -10.775970 -2.404593 
 TRDB  0.674903  0.072524  -35.110476 -4.482629 
 TRDNB  0.685462  0.071729  -35.110476  -4.385117 
  FIRENB      0.799007  0.060256  -21.506251  -3.335645 
 SERB  0.813715  0.054650  -19.932495 -3.408702 
 GOVB  0.906533  0.044559  -10.000969 -2.097640 
 GOVNB  0.857614  0.051882  -15.235302 -2.744428 
BASE 5  MINB  0.868479  0.045258  -14.072747 -2.906038 
 MINNB  0.955954  0.030714  -4.712922 -1.434076 
 CONB  0.860553  0.051057  -14.920829 -2.731202 
 CONNB  0.953549  0.029579  -4.970257 -1.570406 
 MFGB  0.941512  0.033295  -6.258216 -1.756684 
 MFGNB  0.951645  0.030882  -5.173985 -1.565799 
 TPUB  0.773953  0.062031  -24.187029 -3.644076 
 TPUNB  0.949184  0.031350  -5.437312 -1.620920 
 TRDB  0.967208  0.026608  -3.508744 -1.232414 
 TRDNB  0.940574  0.033798  -6.358582 -1.758244 
 FIREB  0.844129  0.054115  -16.678197 -2.880368 
 FIRENB  0.950395  0.031219  -5.307735 -1.588936 
 SERB  0.918671  0.034566  -8.702203 -2.352840 
 SERNB  0.957116  0.032584  -4.588588 -1.316125 
 GOVB  0.992645  0.021078  -0.786985 -0.348943 
 GOVNB  0.929393  0.035410  -7.554949 -1.994011 
 
Note: The figures in boldface in Table 1 above indicate that it was not possible to reject the null hypothesis 
for the corresponding variables using the relevant test criterion. The fact that all the test statistics are 
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Table 2. Results of Tests for Cointegration 
 
        C. V. = -7.9  C. V. = -1.95 
MTHD DEP  VAR   
 
PAR EST  S. E. EST TEST  1: 
T(PAR EST-1) 
TEST 2: 
(PAR EST-1)/SE EST 
BASE 2  TRDNB  0.894407 0.044877  -11.2985 -2.3530 
  SERNB  0.881532 0.046753  -12.6761 -2.5339 
 GOVNB  0.969259  0.032014  -3.2893  -0.9603 
          
BASE 3  MFGNB  0.698030 0.068811  -32.3107 -4.3884 
  SERNB  0.600147 0.077026  -42.7843 -5.1911 
  GOVNB  0.307763 0.090564  -74.0694 -7.6436 
         
BASE 4  MFGNB  0.737871 0.065333  -28.0478 -4.0122 
  TPUNB  0.585301 0.078852  -44.3728 -5.2592 
  GOVNB  0.547249 0.083318  -48.4444 -5.4340 
 
Note: The column with the title DEP VAR displays the variables (sectoral nonbasics), which in the first step 
of the Granger two-step procedure served as the dependent variables of the original model specifications.  
The boldfaces indicate that for those values (and variables) the null hypothesis is rejected, and hence they 
correspond to a long-run cointegrating relationship between the basics (as a whole) and each nonbasic. 
 
Table 3a. Models in levels in BASE 1 – Assignment 1  (Only Mining = Basic) 
 
DEP VAR  INT  MINB  R-SQ  ADJ R-SQ  F  DW 
CONNB 203.162769  0.651978  0.7176  0.7150  269.411*  0.474 
S.E. 34.26543278  0.03972147        
t 5.929*  16.414*        
MFGNB 76.819101  0.080659  0.5674  0.5633  139.022*  0.165 
S.E. 5.90123923  0.00684089        
t 13.017*  11.791*        
TPUNB 713.680276  -0.029655  0.0414  0.0324  4.583*  0.466 
S.E. 11.9491863  0.01385184        
t 59.726*  -2.141*        
TRDNB 957.812013  1.504702  0.8277  0.8260  509.107*  0.173 
S.E. 57.52764771  0.0666877        
t 16.650*  22.563*        
FIRENB 162.258334  0.156510  0.8115  0.8097  456.339*  0.502 
S.E. 6.32017764  0.00732653        
t 25.673*  21.362*        
SERNB 1110.433389  4.238273  0.9340  0.9334  1499.842*  0.243 
S.E. 94.4054633  0.10943752        
t 11.762*  38.728*        
GOVNB 1119.329076  1.188470  0.7505  0.7482  318.859*  0.101 
S.E. 57.41425783  0.06655625        
t 19.496*  17.857*         
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*s after numbers in all tables mean that they indicate significant estimates at the 0.05 level.  
Critical Value of |t| at 0.05 level (d.f.=108-2=106) = 1.658 (approx.). 
Critical Value of F at 0.05 level (d.f.=2-1=1, 108-2=106) = 3.92 (approx.). 
 
Note: DW (Durbin-Watson statistic) in the above table and in all the subsequent tables measures 
autocorrelation in each model. Where d is the observed DW, dL is the lower limit and dU is the upper limit 
of d as obtained from the d table, the following decision rules apply: 
 
Null hypothesis  Criterion  Decision 
No positive autocorrelation  0 < d < dL Reject 
No positive autocorrelation   dL ≤  d ≤  du  No decision 
No negative autocorrelation  4- dL < d < 4  Reject 
No negative autocorrelation  4-du ≤  d ≤  4-dL  No decision 
No autocorrelation, + or -  dU < d < 4-dU  Do not reject 
For k
/ (no. of explanatory variables but the intercept term) = 1, dL = 1.654, dU = 1.694 for about 100 
observations at 5% level of significance.  
 
Table 3b. Models in changes in BASE 1 −−−−  Assignment 1 (Only Mining = Basic) 
 
 INT  MINB  R-SQ  ADJ  R-SQ  F  DW 
CONNB 1.096050  1.016715  0.2911  0.2844  43.117*  1.979 
S.E. 13.34954557  0.15483613        
t 0.082  6.566*        
MFGNB 1.151890  0.038171  0.0538  0.0448  5.972*  2.137 
S.E. 1.34666124  0.01561939        
t 0.855  2.444*        
TPUNB -0.865458  0.078802  0.0199  0.0106  2.130  2.094 
S.E. 4.6548291  0.05398953        
t -0.186  1.460        
TRDNB 16.222840  0.827649  0.2321  0.2247  31.729*  2.012 
S.E. 12.66805702  0.14693181        
t 1.281  5.633*        
FIRENB 2.786543  0.018228  0.0043  -0.0052  0.457  2.014 
S.E. 2.32560981  0.02697383        
t 1.198  0.676        
SERNB 37.630210  1.937042  0.4276  0.4221  78.429*  1.951 
S.E. 18.85792742  0.21872569        
t 1.995*  8.856*        
GOVNB 20.808580  0.192578  0.0598  0.0508  6.673*  2.234 
S.E. 6.42767145  0.07455203        
t 3.237*  2.583*        
            
Critical Value of t at 0.05 level (d.f.=107-2=105) = 1.658 (approx.).   
Critical Value of F at 0.05 level (d.f.=2-1=1, 107-2=105) = 3.92 (approx.).  
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Table 3c. Models in log-differences in BASE 1 −−−−  Assignment 1 
(Only Mining = Basic) 
 
 INT  MINB  R-SQ  ADJ  R-SQ  F  DW 
CONNB 0.005429  0.662053  0.1638  0.1558  20.566*  2.185 
S.E. 0.02636769  0.14598978        
t 0.206  4.535*        
MFGNB 0.010671  0.15624  0.0530  0.0440  5.880*  1.713 
S.E. 0.01163754  0.06443347        
t 0.917  2.425*        
TPUNB -0.001578  0.063213  0.0211  0.0118  2.268  2.174 
S.E. 0.00758065  0.04197171        
t -0.208  1.506        
TRDNB 0.005798  0.249854  0.242  0.2347  33.514*  2.033 
S.E. 0.00779511  0.04315915        
t 0.744  5.789*        
FIRENB 0.010277  0.048588  0.0098  0.0003  1.035  2.018 
S.E. 0.00862725  0.04776644        
t 1.191  1.017        
SERNB 0.011534  0.199338  0.2469  0.2398  34.431*  2.055 
S.E. 0.00613573  0.03397163        
t 1.880*  5.868*        
GOVNB 0.009312  0.047793  0.0681  0.0593  7.676*  2.428 
S.E. 0.00311555  0.01724987        
t 2.989*  2.771*        
   
Critical Value of t at 0.05 level (d.f.=107-2=105) = 1.658 (approx.).   
Critical Value of F at 0.05 level (d.f.=2-1=1, 107-2=105) = 3.92 (approx.). 
 