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The classification rnethods can be divided into the two types: supervised and unsu-
pervised. In this thesis, we focus on the unsupervised classification (i.e. clustering). 
Vve will point out the properties that the clustering rnethod should have, and propose 
a new clustering rnethod with the properties. 
The first property that the clustering rnethod should have is the robustness 
against noise. The noises are defined as the isolated samples whose distances to 
the other sarnples are large. The robustness against noise is the property that the 
clustering result does not change when the noises are added to the sarnple set. The 
robustness against noise is irnportant for the clustering rnethod to be reliable even 
when the unexpected san1ples are included in the sarnple set. 
The second property is the analytical computability. Usually, the clustering 
rnethod is fonnulated as a nonlinear optirnization problern and the clusters are ob-
tained as the optirnal solution. Since the optirnization problem usually has rnany 
local rninirna, rnany initial values have to be tried, which takes a large cornputa-
tional tirne. \iVhen the clusters can be obtained by analytical computations without 
using the nonlinear optirnization algorithm, the clustering rnethod is said to be an-
alytically c01nputable. The analytical computability is irnportant for keeping the 
co1nputational tirne srnall. 
In this thesis, we propose a clustering rnethod which have both of the proper-
ties . \ iVe call this rnethod "analytically-cornputable robust clustering rnethod (ARC 
rnethod)". The ARC rnethod is derived as the extension of the extractive method, 




In the extractive 1nethod, the cluster center is detennined so that the nu1nber 
of the sa1nples in the neighborhood is 1naxi1nized. \iVhen the cluster center is deter-
Inined, the sa1nples around the center are extracted as a cluster. Then, the extracted 
san1ples are re1noved fr0111 the sa1nple set, and the next cluster is extracted in the 
san1e way. The cluster extraction stops when the predetennined nutnber of clus-
ters are extracted or the sarnple set becmnes e1npty. One feature of the extractive 
1nethod is the shape of the clusters can be changed by using various distance Inea-
sures. For exan1ple, when the Euclidean distance is used, the shape of the cluster is 
spherical. \Vhen the cone distance is used, the clusters are cone-shaped. 
The extractive 1nethod has the robust ness against noise. On the other hand, in 
n1ost choices of the distance 1neasure, it does not have the analytical con1putability. 
However, it can be shown that, when the cone distance is used, the opti1nization 
proble1n of the extractive method can be solved analytically. But, the 1nethod has 
the drawback that it can only extract cone-shaped clusters, although the actual 
clusters are considered to be spherical in many cases. So, the 1napping 1nethod 
that converts the spherical clusters into the cone-shaped clusters is needed for the 
preprocessing. 
For this purpose, the 1napping 1nethod called "inner product scaling" is used. 
By this 1nethod, the samples in the feature space are 1napped into another space so 
that the Gaussian si1nilarity between the sa1nples is reflected as the inner product. 
\i\!e will show that the inner product scaling can convert the spherical clusters into 
the cone-shaped clusters. The ARC 1nethod is the co1nbination of the inner product 
scaling and the cone cluster extraction. Since the two ele1nents are analytically coin-
putable, the ARC method can perfonn the spherical cluster extraction by analytical 
co1nputations. 
In regard to the robustness against noise, we co1npared the ARC 1nethod with the 
Noise Resistent C- I\1eans method, which is a partitional clustering 1nethod specially 
1nodified to i1nprove the robustness against noise. As a result, the ARC 1nethod 
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achieved higher robustness. 
Vve will present three applications of the ARC 1nethod. First, the ARC 1nethod 
is applied to i1nage processing: extraction of lines fr01n an in1age. Clustering line 
segn1ents is an effective approach for line extraction. Line segn1ents are obtained by 
applying a line fitting process to the output of edge detection process. The si1nilarity 
between the line seg1nents is defined so that two seg1nents aligned in line have a large 
si1nilarity. Then, lines are extracted as clusters of line seg1nents. The line seg1nents 
which are not aligned in line are considered as noises. The noise robustness of the 
ARC 1nethod works well in the line extraction task. 
Second, the ARC 1nethod is applied to docu1nent clustering. Vve used document 
clustering for browsing a docu1nent database. The outline of the clustering- based 
browsing systen1 is as follows: The docu1nents are indexed by the tenn occurrence 
frequency and the similarity between docun1ents is defined based on the number of 
co1n1non tenns. Si1nilar docu1nents are clustered and a representative docu1nent of 
each cluster is shown to the user. The user can get the whole view of the database 
without exa1nining docun1ents one by one. In the document database, there are 
many docu1nents whose contents are not si1nilar to any docu1nent. Such docu1nents 
are considered as noise documents in clustering; so the ARC 1nethod is also useful 
in docu1nent clustering. 
Third, the ARC 1nethod is applied to the prototype generation for the nearest 
neighbor 1nethod. To reduce the c01nputational cost of the nearest neighbor 1nethod, 
the reduction of the training sa1nples is required. The training san1ples are parti-
tioned into several clusters and the reduced training set (i.e. the prototype set) is 
obtained as the cluster centers. It is known that a "noise" training sa1nple which 
is distant fro1n the other training sa1nples is hannful for classifiers. So, the robust 
clustering is needed to generate the prototypes that achieve high classification accu-
racy. VIe will show that the ARC n1ethod can generate better prototypes than the 
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Classification is the task to assign an object to one of the classes. There are two 
cases in classification: unsupervised and supervised. In the unsupervised classifica-
tion, the classes are not given a priori but are created by gathering si1nilar objects. 
The unsupervised classification is also called "clustering" [1]. The clustering algo-
rithins play a funda1nental role in 1nany fields of computer science such as artifificial 
intelligence[2, 3], cmnmunication[4] and infonnation retrieval[5], because the orga-
nization of data into clusters is one of the most i1nportant funda1nental procedures 
of understanding and learning. On the other hand, in the supervised classification, 
the definition of each class is given a priori. The classifying rule is created fro1n the 
class definition, and a sa1nple is classified to the class based on the rule. Supervised 
classification is also called "pattern recognition" [ 6]. 
To i1nple1nent classification algorith1ns on co1nputers, the sa1nples 1nust be rep-
resented by nu1nerical data. In co1n1non settings[6], a sa1nple is represented by a 
tuple of p 1neasure1nents. The sa1nple is described as 
(1.1) 
where tj (j = 1, · · ·, p) is the real value which corresponds to the j-th 1neasure1nent, 
and T denotes the transpose of a vector or a 1natrix. Since t is a p-di1nensional real 
vector, the sa1nple is considered as a point in the p-di1nensional real space ~P . This 
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space is called a "feature space" . 
The purpose of clustering is to extract c subsets (i.e. clusters) C1 , · · · , Cc out of 
the finite san1ple set 
(1.2) 
where each subset is co1nprised of similar san1ples. The clustering 1s perfonned 
based on "distance" d(x, y ), which is the function defined on ~P x ~P. The distance 
shows how two sa1nples are not si1nilar. Vvhen the distance is large, the two san1ples 
are considered as not si1nilar. The distance has the following properties 1 :it is 
sy1n1netric~ 
d(x: y) = d(y, x ), (1.3) 
nonnegative , 
d(x, y ) 2:: 0, (1.4) 
and beco1nes zero when x = y , 
d(x, x) = 0. (1.5) 
The 1nost frequently used distance is the Euclidean distance denoted as follows: 
p 
II X- y II= L (Xj - YiF· (1.6) 
j=l 
Clustering is used in the fields of co1nputer science for 1nany tasks. The tasks 
can be classified into two categories. 
• Co1npression Tasks 
In these tasks, the sa1nples in a cluster are replaced by a representative sa1nple. 
Then , the nu1nber of sa1nples is reduced to the nu1nber of clusters: and so the 
storage for the sa1nples is co1npressed. The clustering 1nethods are evaluated 
1 Notice that t he triangle equality is not included here. The distance which also satisfies the 
triangle inequality is called a "metric" [7). 
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by the compression rate and the con1pression quality, where the con1pression 
rate describes how 1nuch the storage reduced, and the c01npression quality is 
defined by the average distance between each sa1nple in the cluster and the 
representative sa1nple. For exa1nple, the vector quantization[4] is a typical 
data co1npression task. 
• Extraction Tasks 
In these tasks, a cluster is expected to correspond to an entity in a real world. 
The clustering 1nethods are evaluated by the correspondence between a cluster 
and a real entity. For exa1nple, in the in1age seg1nentation task[8], an in1age 
is seg1nented to a nu1nber of regions so that a region corresponds to an object 
in the i1nage. This task can be i1nple1nented as the clustering of pixels, where 
the distance between two pixels is defined as the probability that they are 
contained in different regions. A cluster of pixels is expected to correspond to 
a region in the i1nage. 
In the artificial intelligence or the pattern recognition , the extraction tasks are 
of 1nain interest[6]. For the extraction tasks , the clustering 1nethod should have 
the following two properties, that is, th e robustness against noise and analytical 
computability. 
The reason why the robustness against noise is needed is explained as follows. 
In extraction tasks, the presence of noises 1nakes clustering difficult. Conceptually, 
the noises are defined as the sa1nples that do not co1nprise the entity that we want. 
In the task of i1nage seg1nentation, the isolated pixels that do not belong to any 
region are considered as noises. Quantitatively, the noise is defined as the isolated 
sa1nple in the feature space whose distances to the others are large (Fig. 1.1). Also, 
the robustness against the noise is defined as the property that the clustering result 
does not change by the addition of the noises. \Vhen the i1nage seg1nentation is 
perforn1ed by the robust lnethods[9], the produced regions do not change w.hen the 
isolated pixels are added. But, in the non-robust 1nethods such as the K-Means 
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Figure 1.1: Noises in clustering 
1nethod[1], the produced regions are biased by the isolated pixels and the regions 
are not correctly extracted. 
Vve will also explain the concept of the analytical cotnputability. In the extrac-
tion tasks, the nu1nber of sa1nples could be large (e.g. over 1000) and the nutnber 
of clusters could also be large (e.g. over 100). So, it is itnportant that the colnputa-
tional ti1ne of the clustering 1nethod is adtnissible even in such large scale probletns. 
The analytical cotnputability works for keeping the c01nputational ti1ne s1nall. 
I\1ost clustering 1nethods are fonnulated as the nonlinear optitnization probletn[1]: 
find the paratneter vector 0 E ~q that 1ninin1ize the objective function f( 0) E 3?. To 
solve the nonlinear opti1nization probletn, you have to adopt the gradient descent 
strategy as follows: First, a rando1n initial value is set to 0 . Then, the gradient 
vector of f ( 0) at 0 is co1nputed and (} is changed slightly to the reverse direction 
of the gradient. By repeating this process , finally get to the point in the paratneter 
space of 0 where the gradient becotnes the zero vector (i .e. saddle point). Then, the 
process ends at this point. But, when the objective function is nonlinear , this point 
is not necessarily the tnini1nutn of the objective function. In such a case, this point 
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is called a "local tnini1nu1n11 • To seek the global optitnal solution , you have to try 
1nany initial points to avoid lo cal n1inin1a, which takes large con1putational ti1ne. 
By the word "analytically-cotnputable clustering 1nethod", we n1ean the clustering 
tnethod where the clusters can be obtained by analytical cotnputations without us-
ing the gradient descent 1nethod. In such 1nethods, the local 1nini1na proble1n does 
not occur and the c01nputational ti1ne is usually sn1aller than the one which is not 
analytically co1nputable. 
In recent years, it is widely recognized that the robustness against noise is an 
itnportant property for clustering[10] . Several robust clustering n1ethods have been 
proposed[11, 12, 13], but none of these 1nethods are analytically c01nputable. On 
the other hand , the itnportance of the analytical cotnputability is also recognized , 
but it is considered to be difficult to i1nple1nent the clustering algorithn1s by the 
analytical cotnputations. In recent years, there are ahnost no studies to propose the 
analytically cotnputable clustering 1nethod. 
In this thesis, we will propose the clustering 1nethod that has the two proper-
ties. VVe call this 1nethod "analytically-c01nputable robust clustering 1nethod (ARC 
1nethod)" . This 1nethod is derived as the extension of the clustering method called 
''the extractive 1nethod" . In the extension, the key point is the 1napping 1nethod, 
v.rhich is called the ''inner product scaling" . 
In the extractive 1nethod, the cluster center m E ~P is detern1ined so that the 
nutnber of the sa1nples in the neighborhood of m is maxitnized. \i\Then the cluster 
center is detennined, the sa1nples around mare extracted as a cluster. The extracted 
satnples are retnoved fr01n the satnple set , and the next cluster is extracted in the 
sa1ne way. The cluster extraction stops when the predetennined nutnber of clusters 
are extracted or the sa1nple set becomes e1npty. 
The 1nathe1natical fonnulation of the extractive method is described as follows: 
Let the set N(m) C 3?P be the neighborhood of m , then it is described as 
N(m) = {xld(x, m)::; p}, (1. 7) 
where p E ~ (p > 0) is the width of the neighborhood. The nutnber of satnples in 
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the neighborhood is written as 
n 
p(m) = L w(d(t i, m )). 
i=l 
where w( x) is a window function described as, 
w(x) = {~ (x ~ p) (x > p) 
Chapter 1. Introduction 
(1.8) 
(1.9) 
The cluster center is seeked to rnaxirnize the nun1ber of sarnples. This optirnization 
problern is fonnulated as follows: 
Find m that rnaxirnizes p(m) . (1. 10) 
\ i\Then the optirnal center is found , the sarnples in the neighborhood ./V are extracted 
as a cluster. But, when the window function in (1.9) is used, p(m) is not continuous 
and so the optirnization is very difficult. So, the srnoothed window functions are 
u ed in n1any cases. The 1nost frequently used one is the Gaussian window function: 
x2 
w 9 (x) = exp( - 2 ), a (1.11) 
where a is the pararneter which detennines the width of the window function. In 
the case of the srnooth window functions , the sarnples whose w9 (d(ti, m )) is above 
the threshold are extracted as a cluster. 
The n1ain st rong point of the extractive clustering rnethod is the robustness 
against noise. \i\Te V\rill show that the extractive clustering rnethod is robust against 
noise by an exarnple. Fig. 1.2( a ) shows the situation that the sarnples are distributed 
in the two dirnensional space and one cluster is extracted by the extractive rnethod. 
Here, we assurne that the distance is defined as the Euclidean distance and the 
window function in (1.9) is used. The dotted circle in the figure denotes the boundary 
of the cluster. On the other hand, Fig. 1.2(b) shows the situation where a nurnber 
of noises are added to the sarnple set. \i\Then the cluster center is set in the areas of 
noises the nurnber of sarnples in the neighborhood is sn1all , because the noises are 
apart frorn each other. So , the cluster center is not to be detennined in the areas of 
norses. As a result , the cluster center is not rnoved fr01n the one in the case without 
17 
nmses. Since the noises do not affect the clustering result, the extractive rnethod is 
considered as robust against noise. 
On the other hand, the extractive clustering rnethod is not analytically cOin-
putable for rnost choices of the distance rneasure and the window function. But, 
when particular distance rneasure and window function are chosen, the extractive 
clustering rnethod becornes analytically c01nputable. Let the distance be 
\ xTy 
dc(X,YJ = 1 - II X 1111 Y II (1.12) 
and the window function be 
X 2 Wc(x) = (1- - ), 
v 
(1.13) 
where v is the width pararneter. Then, the optin1ization problern of (1.10) is rewri t-
ten as follows: Find m that rnaxirnizes 
n v-1 mTt · 
Pc(m) = ~(-v- + v II m 111i t i II )2 . (1. 14) 
\i\Then we further assurne that v = 1, the optirnization problem is rewritten as: Find 
m that rnaxirnizes 
(1. 15) 
This optimization problen1 is identical with the one used in the principal cornponent 
analysis[6], and the optirnal solution can be obtained by the analytical cornputations 
(The proof will be shown in Sec. 3.3) . 
The contour plot of the distance de( x , y) in the 2-dirnensional space is shown in 
Fig. 1.3, where y is fixed to (1, 1) and x is moved. Since the contour of the distance 
dc(x, y) fonns the cone whose central axis is the line that intersects the origin and 
y , we call the distance '·the cone distance" . \i\Then using the cone distance, the 
extracted clusters are also cone-shaped. Frorn later on, we call the extractive rnethod 
with the cone distance "the cone cluster extraction''. 
In the cone cluster extraction, we have the analytical con1putability. But , there 
is a critical drawback in the cone cluster extraction: it only extracts the cone-shaped 
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(b) Cluster extraction from the sample set with noises 
Figure 1.2: \1\!hen a nutnber of noises are added to the satnples, the cluster extracted 
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Figure 1.3: The contour plot of the cone distance. As the color changes from white 
to black, the distance becotnes larger. 
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cluster of the fixed size. Practically, the shape and the size of the clusters are various 
according to the tasks. Therefore, the applicable tasks of the cone cluster extraction 
are very li1nited. 
In n1ost clustering Inethods, the shape of clusters is assu1ned to be spherical[1], 
and such clustering 1nethods have been successfully applied to 1nany tasks. To 1nake 
the cone cluster extraction applicable to 1nany tasks, the 1napping of the sa1nples 
is needed to convert the spherical clusters into the cone-shaped clusters. Also, the 
111apping should be able to control the size of cone-shaped clusters so that they can 
be extracted correctly by the cone cluster extraction. 
Vve propose the 1napping n1ethod called '·inner product scaling" [14] for this 
purpose. This 1nethod 1naps the sa1nples t 1 , · · · , tn to the ones r 1, · · · , T n 1n n-
diinensional space ~n: 
ti E ~p -+ T i E ~n ' ( i = 1' ... ' n). (1.16) 
The purpose of this 1nethod is to n1ap the sa1nples so that the si1nilarity defined as 
the Gaussian function (i.e. Gaussian si1nilarity), 
(1.17) 
is reflected as the inner product rf T 1. The 1napped sa1nples T i ( i = 1, · · · , n) are 
obtained so that the following si1nultanous equations are satisfied: 
(1.18) 
The proof that the 1napped sa1nples can be obtained by analytical co1nputations 
will be shown in Sec. 3.2. 
By the inner product scaling, the sa1nples of the spherical cluster in ~P are 
111apped to the cone cluster in ~n. Assulne the cluster ck has the nk Salnples 
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Figure 1.4: The inner product scaling 1naps a spherical cluster into a cone-shaped 
cluster 
where tkj is the Salnple in ck which is nearest to the cluster center. This inequality 
shows that the cluster is spherical, i.e., the san1ples of the cluster are inside the 
sphere of radius r centered on tkj . \Vhen the sa1nples are 1napped on ~n by the 




Therefore, the spherical cluster Ck in ~P are 1napped to the cone-shaped cluster 
whose central point is Tkj and radius is 1( r, cr ), which is illustrated in Fig. 1.4. 
Also , the size of the cone-shaped cluster is described by 1(r) and can be controlled 
by the para1neter cr. 
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The ARC 1nethod is the combination of the inner product scaling and the cone 
cluster extraction. Since the two ele1nents are analytically co1nputable, the ARC 
1nethod can perfonn the spherical cluster extraction by analytical con1putations. So 
far, the extractive n1ethod have not been applied to the actual large-scale proble1ns, 
although it has the robustness against noise. It is because of its large co1nputational 
ti1ne caused by the repeated trials to avoid local 1ninin1a. Now, the ARC 1nethod 
overco1nes the drawback, so it can be applied to the actual proble1ns. 
In this thesis, we will show three applications of the ARC 1nethod. First, the ARC 
1nethod is applied to the i1nage processing: the extraction of lines fron1 an i1nage. 
Clustering line seg1nents is known as an effective approach for line extraction. Line 
seg1nents are obtained by applying the line fitting process to the output of the edge 
detection process. The si1nilarity is defined between the pairs of line seg1nents so that 
the two seg1nents aligned in line have a large similarity. Then, lines are extracted 
as the clusters of line seg1nents. The line seg1nents which are badly aligned in line 
are considered as noises. So, the noise robustness of the ARC 1nethod works well in 
the line extraction task. 
Second, the ARC 1nethod is applied to the docu1nent clustering. \Ve used the 
docu1nent clustering for browsing a docu1nent database[l5]. The outline of the 
clustering- based browsing syste1n is as follows: The docu1nents are indexed by the 
tenn occurrence frequency and the si1nilarity between pairs of docu1nents is defined 
based on the nu1nber of co1n1non tenns. The docu1nents which have the large siin-
ilarity to each other are clustered and a representative document of each cluster 
is shown to the user. The user can get the whole view of the database without 
exa1nining the docun1en ts one by one. In the document database, there are 1nany 
docu1nents whose contents are not si1nilar to any docu1nent. Since such docu1nents 
are considered as noise docu1nen ts, the ARC 111ethod is useful also in the docu1nent 
clustering. 
Third, the ARC 1nethod is applied to the prototype generation for pattern recog-
nition. The nearest neighbor pattern recognition 1nethod[6] requires the distance to 
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every training san1ple for classification. Since the co1nputational ti1ne to obtain ev-
ery distance is very high, the reduction of the training sa1nples is required to reduce 
the c01nputational ti1ne. Clustering n1ethods are often used for this purpose. The 
training sa1nples are partitioned into several clusters and the reduced training set 
(i.e. the prototype set) is obtained as the cluster centers. The 1nost frequently 
used 1nethod for the prototype generation is the C-Means 1nethod[1, 16], but it is 
easily affected by the noise training sa1nple which is the training sa1nple isolated 
fro1n the others. Vve will show that the ARC 1nethod can generate the prototypes 
which achieve high classification accuracy because of the robustness against noise. 
To co1npare the prototypes generated by the C- Means and the ARC n1ethod, we 
perfonned two pattern recognition experi1nents. The first one is the appearance-
based 3D object recognition experiinent[17], and the second one is the Hiragana 
recognition experiinent[18, 19]. As a result, the prototypes generated by the ARC 
1nethod achieved higher classification accuracy. 
The rest of this thesis is organized as follows: In Chap. 2, the previous clustering 
1nethods are briefly reviewed. In Chap. 3, the ARC 1nethod is described in detail. 
\Ve describe the two factors that 1nakes this method: the inner product scaling and 
the cone clustering extraction. Also, the robustness against noise of this method 
is evaluated in cornparison with NR C-Means[l1] n1ethod. Chap. 4, 5 and 6 will 
present the three applications: line extraction, docu1nent clustering and prototype 
generation, respectively. Chap. 7 is the concluding re1narks. 
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Chapter 2 
Prior Clustering Methods 
This chapter presents prior clustering methods , which will be co1npared with the 
ARC 1nethod in the later chapters. 
There are three types in the clustering 1nethod: extractive, partitional and ag-
glomerative. The 1nain difference between the types is the assu1nption which the 
clustering 1nethod i1nposes on the sa1nple set . The three types are sum1narized as 
follows: 
• Extractive 1nethods 
The size of clusters is assu1ned in advance. 
• Partitional 1nethods 
The nu1nber of clusters is assu1ned in advance. 
• Agglo1nerative 1nethods 
No assun1ptions are 1nade for the sa1nple set. The nu1nber and the s1ze of 
clusters can be detennined after clustering. 
Before proceeding to the description of the clustering 1nethods, we introduce the 
membership 'value notation of the clusters. The 1ne1nbership value uki is often used 
to represent the clusters, when it is not convenient to describe a cluster as a set[l ). 
The 1nen1bership value uki stands for the degree that the sa1nple ti belongs to the 
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cluster Ck. \Vhen the 1ne1nbership values are li1nited to either 0 or 1, each sa1nple 
belongs to the only one cluster. Such a clustering n1ethod is called a hard clustering 
method. On the other hand, when the 1ne1nbership values are allowed to be any real 
values between 0 and 1, the sa1nple is allowed to belong to several clusters at the 
sa1ne ti1ne. Such a clustering 1nethod is called a fu zzy clustering method. 
2.1 Extractive Methods 
In the extractive n1ethods, the cluster center mE ~Pis detennined so that the nuln-
ber of the sa1nples in the neighborhood of m is 1naxi1nized. The size of neighborhood 
is detennined in advance, which will be the size of the cluster. \Vhen the cluster 
center is detern1ined , the sa1nples in the neighborhood are extracted as a cluster. 
The extracted sa1nples are re1noved fro1n the sa1nple set, and the next cluster is 
extracted in the sa1ne way. The cluster extraction stops when the predetennined 
nu1nber of clusters are extracted or the sa1nple set beco1nes e1npty. 
The opti1nization pro ble1n for seeking the center is fonn ulated as follows: 
Find m that 1naxi1nizes p(m), (2.1) 
where the objective function p(m) is described as 
n 
p(m) = L w(d(ti,m)). (2.2) 
i=l 
Here, w( x) is the window function which characterizes the extent of the neighbor-
hood of the center. The most frequently used window function is the Gaussian 
window function described as follows: 
(2.3) 
where the size of the neighborhood is controlled by the para1neter a. \Vhen the 
opti1nal center is deten11ined, the sa1nples whose w9 (d(ti, m)) is above the threshold 
are extracted as a cluster. 
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The strong point of the extractive 1nethod is the robustness against noise[l3], 
and the weak point is that the opti1nization proble1n has 1nany local Inininla[13]. 
The exa1nples of the extractive 1nethods include the 1node seeking 1nethod[1 , 20] 
and Jolion's Inethod[13]. 
2.2 Partitional Methods 
2.2.1 K-Means Method 
The K-Means 1nethod is a hard clustering n1ethod where the nu1nber of cluster c 
is determined in advance, and the sa1nple set T is divided into c disjoint clusters 
C1 , · · ·, Cc. In the 1ne1nbership value notation , the n1e1nbership value uki is li1nited 
to 0 or 1, 
Uki = {0, 1 }, (2.4) 
and the 1ne1nbership values indicate 1 only for the cluster, 
c 
L Uki = 1. (2.5) 
k=l 
The K -l\1eans 1nethod is fonn ulated as the opti1nization proble1n that 1nini1nizes 
the error functioh that describes the badness of the clusters. Since the purpose of 
clustering is to extract lllutually sinlilar sanlples , the badness of the cluster ck is 
1neasured by how far the sa1nples are apart fro1n the cluster center. So, the error 
function of each cluster Ck is described as the SUlll of the squared distance fr01n the 
cluster center vk as follows: 
n 
L ukid2(vk, x), (2.6) 
i=l 
where the cluster center is described as 
n n 
Vk = L UkiX/ L Uki· (2.7) 
i=l i=l 
The error function of all clusters is described as the su1n of that of each cluster: 
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c n 
g(u1 , · · ·, u c) = L L Ukid2(vk, x) , (2.8) 
k=l i=l 
where uk denotes the n-di1nensional vector whose i-th eletnent is uki· The K-Means 
1nethod is fonnulat ed as the optitnization problen1 as follows: Find uk (k = 1, ···,c) 
that n1ini1nizes the error function g(u1,···,uc) subject to the constraints of (2.4) 
and (2.5 ). 
Such a nonlinear opti1nization proble1n is usually solved by the gradient descent 
algorith1n. But , forK-Means, there is a specialized optitnization algorith1n[1 ]. In this 
algorithn1, the optitnization can be perfonned by repeating two phases alternately. 
The first phase sets the centers at the 1neans of the satnples in clusters. The second 
phase assigns every sa1nple to its nearest center and fonns clusters. The detailed 
algorithn1 is described as follows: 
1. Initialization. 
Set the initial clusters Ck(k = 1, ··· ,c) rand01nly or using a heuristic technique[21] . 
Let 9old +- oo, where +- denotes the substitution. 
2. Obtain the cluster centers. 
Calculate the cluster centers vk of all clusters as (2 . 7). 
3. Update the clusters. 
For each satnple t i(i = 1, · · · , n), the nearest cluster Ce is detennined such 
that the cluster center Ve is the nearest atnong the cluster centers. Then, the 
satnple is added to Ce. In the 1ne1nbership value notation, this process can be 
written as follows: 
where e is the index of t he class which has the nearest center: 
f = arg min d(vk, t i). 
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As a result , the sa1nple set T is divided thoroughly into the disjoint clusters. 
4. Calculate the error function g(u 1 , • • · , u c) as (2 .8 ). 
5. Convergence check. 
Stop if lg( u 1 , · · · , u c) - 9otdl < f, where f is stopping criterion. Otherwise, 
9old +- g(u1, · · · , un) and go to step 2. 
It is proven that, by this algorith1n, a local tnini1nu1n of the error function can be 
found[1]. But , it is not guaranteed to reach to the global tnini1nu1n. To seek the 
good solution co1nparable to the global tninitnutn, 1nany trials v\rith changing the 
initial clusters are required. So , the practical c01nputational ti1ne for the K-Means 
1nethod is substantially large. 
2.2.2 C-Means Method 
The C-Means 1nethod is the fuzzy version of the K-11eans tnethod[16]. The difference 
is that the 1ne1nbership value is allowed to be any value between 0 and 1. The error 
function of the C- Means 1nethod is given as follows: 
c n 
g(u1, · · · , u c) = L 2:: u~id(ti, vk) 2 , (2.12) 
k=l i=l 
and the constraints for the tnetnbership values are described as follows: 
c L Uki = 1, 0 :::; Uki :::; 1. (2 .13 ) 
k=I 
The difference between the two error functions is that the "fuzzification para1neter" 
fJ. (1 :::; fJ. :::; oo) is added in the C-11eans 1nethod. \Vhen fJ. equals to 1, each 
1ne1nbership value uki converges to either 0 or 1 in 1ninin1izing the error function 
g[16]. For the clusters to be fuzzy, 11 should be detennined to the value 1nore than 
1. But , when f1 is too large, all the 1nen1bership values converge to the satne value. 
It is known that the practical range of fJ. is 1 :::; fJ. :::; 5[8]. 
The optitnization algorith1n of the K-Means is applicable to the C-J\1eans al-
gorithtn with the following two tnodifications: In Step. 2, the cluster center is 
calculated as follows: 
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n n 
vk = L u~itd L u~i· (2.14) 
i=1 i=1 
In Step. 3, the 1ne1nbership values are set as follows: 
c 
uki = (L d(vk, ti) 2/d(ve, ti?)- 1/(tL- 1). (2.15) 
l=l 
2.2.3 Noise Resistent C-Means 
In Noise Resistent C-Means (NR C-Iv1eans)[11), the noise cluster is added as the 
( c + 1 )-th cluster to achieve robustness against noise. This algori thin is designed to 
classify noises to the noise cluster. The algorith1n is obtained by 1nodifying the step 




where o E ~ ( o > 0) is the distance threshold. As a result, the sa1nples whose 
distance to the nearest cluster center is 1nore than o are gathered to the noise 
cluster. So, the isolated noises are assigned to the noise cluster. Several algorith1ns 
based on si1nilar principle are reported by Ichikawa[22) and Frigui[l2). 
2.3 Agglomerative Methods 
In the aggl01nerative Inethods, each sa1nple fonns a cluster at the beginning, and it 
is repeated that the two clusters which has the s1nallest distance are Inerged to a 
single cluster. The result of 1nerging clusters is visualized in a dendrogram(Fig.2.1). 
By cutting the dendrogran1 at a certain level, you can obtain any nu1nber of clusters. 
So, in the aggl01nerative 1nethods, you need not to specify the number of clusters in 
advance. 
The agglon1erative n1ethods vary with the definition of the distance between 
two clusters. The representative 1nethods are Single Link[23), Co1nplete Link and 
Group A verage[1]. In Single Link, the distance between the clusters is defined as 
the s1nallest distance between the samples in the clusters as follows: 
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(a) 100 samples in the 2-dimensional space 
(b) Dendrogram 
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Figure 2.1: The dendrogra1n is derived fron1 the 100 sa1nples in the 2-diinensional 
space using Con1plete Link. The distance between the san1ples was defined by 
their Euclidean distance. The vertical axis of the dendrogra1n denotes the distance 
between the 1nerged clusters. You can see two distinct clusters in the dendrogra1n. 
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(2.17) 
On the contrary, in Con1plete Link, the distance between the clusters is defined as 
the largest distance between the san1ples. 
(2.18) 
In Group Average, the distance between clusters is defined as the average of the 
distances between the sa1nples. 
(2.19) 
where n 1 and n 2 are the nu1nbers of the sa1nples in C1 and C2 , respectively. 
For Single Link, there is a fast O(n2 ) algorithin[24], but the resultant clusters 
are very "loose'', that is, the distances between two sa1nples within a cluster is not 
re1narkably s1naller than the distances between the sa1nples of different clusters. 
Therefore , Single Link is seldo1n used in literature[24] except for rough and prelim-
inary exploration of data. On the contrary, Cmnplete Link 1nakes "tight" clusters 
which are useful for 1nany applications. But it requires O(n3 ) ti1ne[1], which is not 
realistic for a large set . 
Chapter 3 
Robust Clustering by Inner 
Product Scaling 
3.1 Introduction 
In this chapter, we describe the analytically-co1nputable robust clustering 1nethod 
(i.e. the ARC 1nethod). The ARC 1nethod is the clustering 1nethod such that the 
clusters can be obtained by the analytical co1nputations. Also, it has the robustness 
against noise, which is useful for the tasks where many noises are expected to be 
included in the sa1nple set. 
The ARC n1ethod is derived as the extension of the cone cluster extraction 
1nethod, which is the extractive clustering 1nethod based on the cone distance. The 
cone cluster extraction has the advantage that the clusters can be obtained by the 
analytical co1nputations, but also has the drawback that it can only extract the 
cone-shaped clusters of the fixed size. Since the actual clusters are considered to be 
spherical, we added the preprocessing called "inner product scaling" which converts 
the spherical clusters into the cone-shaped clusters. 
In t his chapter, we will describe the two ele1nents of the ARC n1ethod: the inner 
product scaling and the cone cluster extraction. VVe will show the proofs that the 
two ele1nents can be perfonned by analytical co1nputations. Also, the robustness 
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against noise of the ARC 1nethod is evaluated by con1paring it with the -oise Re-
sistent C-Nleans 1nethod proposed by Dave[11]. The two 1nethods are applied to an 
artificial point set including spherical clusters and unifonnly distributed noises. Vve 
exan1ined the nu1nber of clusters correctly extracted. As a result, the ARC n1ethod 
achieved higher robustness, which shows the effectiveness of the ARC 1nethod in 
noisy pro ble1ns. 
The rest of this chapter is organized as follows : In Sec. 3. 2. the inner product 
scaling is explained. In Sec. 3.3, the cone cluster extraction is described. In Sec. 3.4, 
the robustness of the ARC 1nethod is con1pared with that of NR C-Means 1nethod. 
Sec. 3.5 is the su1n1nary. 
3.2 Inner Product Scaling 
As the first phase of the ARC method, the inner product scaling is perfonned to 
convert the spherical clusters into the cone-shaped clusters . The inner product scal-
ing 1naps the sa1nples t 1 , · · · , tn E ~P to the sa1nples r 1, · · · , T n E ~n, respectively. 
The 1napping is perfonned so that the Gaussian si1nilarity in ~P 
(3.1) 
is reflected as the inner product rf T 1, where O" is a scalar parameter. This condition 
is described as the following si1nultanous equations: 
(3.2) 
\Ve are going to explain how to solve the si1nultanous equations (3 .2) to obtain 




where S is the n x n 1natrix whose ( i, j)-ele1nent is s( ti , t 1) and T is the n x n 1natrix 
whose i-th colu1nn vector is ri. Here, we perfonn the eigendecolnposition[14] . Let 
)q, ···,An be the eigenvalues of S such that 
-
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(3.4) 
Let ai be the eigenvector corresponding to ,\i. Vve define the 1natrix L as 
L = diag( /):;, · · ·, Fn), (3.5) 
and the 1natrix A as the n x n 1natrix whose i-th colu1nn vector is ai. Then, S can 
be deco1nposed as follows : 
(3.6) 
Fro1n (3.3) and (3.6), T can be obtained as 
(3.7) 
So, the 1napped san1ples can be analytically c01nputed by the eigenvalues and the 
eigenvectors of S . 
3.3 Cone Cluster Extraction 
3.3.1 Seeking Cluster Center 
As the second phase of the ARC 1nethod, we describe the cone cluster extraction 
1nethod. In this 1nethod, the center J.L E ~n of the cone cluster is determined so 
that the function 
n 
Pc(J.L) = LWc(dc( J.L ,Ti) ) (3.8) 
i=l 
is 1nini1nized, where the cone distance is described as 
(3.9) 
and the window function we( x) is described as 
X 2 Wc(x)=(1--), 
1J 
(3.10) 
36 Chapter 3. Robust Clustering by Inner Product Scaling 
and v is the para1neter which detennines the size of the window function. 
Vve will sho'vv the optitnal solution can be con1puted analytically, when the size of 




By this nonnalization, the optitnal cluster center does not change, because the 
function Pc(J-L) is not affected at all. Also, since the norn1 of J-L does not affect Pc(J-L), 
we assutne that II J-L II= 1. Then, the optitnization pro blen1 is rewritten as follows: 
Find J-L that 1naxi1nize 
(3.12) 
subject to the constraint 
(3.13) 
Let J be the n x n correlation matrix(25] of the satnples: 
n 
J = L T i T T (3.14) 
i=l 
Then, the optin1ization problen1 can be rewritten as: Find J-L that 1naxi1nize 
( 3.15) 
subject to the constraint 
(3.16) 
The optitnal solution of the probletn is given by the following theoretn(26]. 
Theorem 1 The optimal solution of the problem of (3 .15) can be obtained as 
(3.17) 
where z1 is the first eigenvector (i .e. the eigen'uector corresponding to the largest 
eigenvector) of J. 
-
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(proof) 
\ iVhen the constraint is taken into account by the use of Lagrange tnultiplier /, 
( 3.15) is rewritten as 
The gradient vector of Q(J-L) is denoted as 
The stationary points of Q are obtained as the solution of V Q(J-L) 
stationary points of Q satisfy the following equation: 
Jm= 1 m. 
(3.18) 
( 3.19) 
0. So, the 
(3 .20) 
Thus, the stationary points of Q are given by the eigenvectors of J. Let v1 , · · · , vn 
be the eigenvalues of J where 
(3.21) 
and let zi, · · · , Zn be the eigenvectors of J. The tnaxitnutn point is given by the 
stationary point with the largest Q. Since Q(zi) = vi, Q(M) is tnaxitnized when 
J-L = z1. D 
3.3.2 Sequential Extraction of Cone Clusters 
In the cone cluster extraction n1ethod, the clusters are extracted one by one. First 
of all, the first cluster center J-L1 is detennined. Then, the satnples close to the 
center are extracted as a first cluster C1. The satnples extracted as the cluster are 
retnoved frotn the satnple set, and the sa1ne procedure is repeated again to extract 
the second cluster C2 . The iteration continues until the satnple set bec01nes etnpty 
or the predetennined nutnber of clusters are extracted. 
\i\!e will explain how to choose the satnples in the cluster Ck. First, we define the 
111e111bership value of the sa111ple Ti to Ck as follows: 
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(3.22) 
Basically, the sa1nples whose 1ne1nbership values are above the threshold are chosen 
as the cluster. However, since the size of a cluster is various, it is not appropriate 
to set a con11non threshold for every cluster. So, the sa1nples of the cluster Ck are 
chosen by the following algorith1n. Initially, Ck is a null set. The sa1nples are added 
to Ck one by one in descending order of uki· The adding process continues until 
n 
L Uki > TJ L Uki' (3.23) 
t iECk i=l 
where 'TJ is the para1neter which detennines the cluster boundary. 
3.4 Experiments on Robustness against Noise 
In this section, the ARC method is applied to the artificial data which contain a 
number of noises. The robustness against noise of the ARC 1nethod is co1npared 
with those of C-Means and Noise-Resistent C-Means(NR C-Means)[11]. 
Vve produced 500 clustered san1ples and 300 noise samples on the two dimensional 
region {(x, y)IO S x S 1, 0 S y S 1}. The clustered sa1nples are placed at 7 
positions using Ney1nan-Scott Process[1]. The procedure of Ney1nan-Scott Process 
is as follows: 
1. Detern1ine the nu1nber of sa1nples contained in each cluster. 
2. Set the central position of each cluster so that the distance between every two 
centers is n1ore than 0.2. 
3. Produce sa1nples of each cluster so that the distances fro1n the sa1nples to the 
center have the nonnal distribution with expectation 0 and variance a 2. 
Vve prepared five kinds of test data with a = 0.02, 0.04, 0.06 , 0.08, 0.1. The nu1nber 
of san1ples of each cluster is detennined rando1nly so that each cluster contains 1nore 
than 5% of all samples. The noise sa1nples are scattered over the region according 
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to the unifonn distribution. This kind of test data is frequently used for evaluating 
the robust ness of the clustering algorith1ns against noise[27, 11]. 
In all 1nethods, the nun1ber of clusters is set to the true nu1nber of clusters in 
advance. In C-Means and NR C-l\1eans, the initial cluster centers are detennined 
as follows: 
1. The first center is chosen as the nearest sa1nple to the arith1netic 1nean of all 
sa1nples. 
2. Other centers are rando1nly chosen fro1n the sa1nples so that the distance 
between every hvo centers is 1nore than 0.2. 
Ten trials are 1nade and the 1nost successful one which achieved the 1ninin1u1n value 
of the error function is selected. 
In the evaluation of results, the obtained cluster Ck(k = 1, ··· ,c) are 1natched 
against the prepared cluster Bj(j = 1, ··· ,c). The cluster Ck is judged as correctly 
extracted, if 
• There is a prepared cluster Bj in which the 90% of the non-noise samples of 
ck are contained. 
• No other cluster Ci( i # k) satisfies the first condition. 
In C-1\'Ieans and NR C-l\1eans, each sa1nple is assigned to the cluster which has the 
largest Ineinbership value. VVe call the ratio of the nun1ber of the correctly extracted 
clusters to that of prepared ones "the extraction rate'' . 
In the ARC 1nethod, the para1neters are set as follows: TJ = 0.9 , a = 0.06. In 
NR C-_1eans, the value of 5 is set e1npirically at 0.12 as follows: the clustering is 
perfonned at 5 = 0.1, 0.11 , ... , 0.2, and we chose the value that achieved the largest 
su1n of the extraction rates at a = 0.02 , 0.04, · · · , 0.1. 
The average extraction rate over 15 trials is shown in Fig.3.4. As a increases, 
the duplication between clusters increases. So, dividing into clusters becmnes hard 
and the extraction rate decreases. The perfonnance of C-Means is 1nuch worse than 
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the other two, because C- Means does not assume the existence of noise. \i\Then a is 
large, the ARC 1nethod perfonns better than NR C- Means significantly. The result 
shows thet the ARC 1nethod has higher robustness than NR C-Means. 
The exa1nple of clusters produced by the ARC 1nethod is shown in Fig. 3.2 
(a = 0.06). The 1nark D shows the cluster obtained at 71 = 0.99. You can see 
that the noises are excluded and only high density areas are extracted. It must be 
noted that the clusters extracted by our 1nethod are spherical. \Vhen a cluster is 
not spherical, it is extracted as a su1n of several clusters (Fig. 3.3). 
3.5 Summary 
In this chapter, we described the ARC 1nethod which is i1nple1nented by the cotnbi-
nation of the inner product scaling and the cone cluster extraction. We cotnpared 
the noise robustness of the ARC method with that of NR C-Means method in the 
experi1nent with artifitially generated satnples, and found that the ARC 1nethod is 
1nore robust to noises than NR C-Means. The suitable applications of the ARC 
1nethods are considered to be the clustering where a lot of noises are included. The 
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Figure 3.1: Cluster extraction rates of the ARC 1nethod, Noise-Resistent C-11eans 
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Figure 3.2: An exa1nple of cluster extraction by the ARC 1nethod (1) 
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Figure 3.3: An exa1nple of cluster extraction by t he ARC method (2) 
-
44 Chapter 3. Robust Clustering by Inner Product Scaling 
Chapter 4 
Application: Extracting Lines 
from an Image 
4.1 Introduction 
Extraction of lines fro1n an in1age is an essential task in co1nputer vision. Many au-
thors have reported various algorithtns for line extraction, such as Hough Transfor-
lnation and gradient-based Inethods[28). A1nong the1n, clustering line seginents[29, 
30 , 31 , 32) is an effective approach for line extraction. A line seg1nent is a s1nall geo-
Inetric st ructure defined by two end points. Line segn1ents are obtained by applying 
the line fitting process to the output of the edge detection process. In 1nany cases, 
line segn1ents lie along long straight lines. By clustering these seg1nents, straight 
lines in the in1age are extracted and the large linear structure can be found. 
The line extraction process usually consists of two independent phases. First , 
the "collinearity" (or si1nilarity) of two line seg1nents is n1easured based on their 
directions and on the distance between their end points. Second, the clustering of 
line seg1nents is carried out. In our research, we will use the ordinal 1neasure of 
collinearity and focus our attention on the second part - the clustering algorith1n. 
As a clustering pro ble1n, the line extraction has the following three characteris-
tics: 
45 
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• The sin1ilarity between the sarnples is defined instead of the distance. 
• Many noises are contained in the sarnple set. 
• The nurnber of san1ples and the nurnber of clusters are very large. 
The ARC method is considered to be appropriate for the line extraction, since the 
characteristics are desirable for the rnethod. 
For the first characteristic, the ARC n1ethod is straightforwardly adaptable to 
the sirnilarity data. In the ARC rnethod , the Gaussian sirnilarity is used to perfonn 
the inner product scaling as in ( 3.1). VVhen you would like to perfonn clustering 
using another sirnilarity, the Gaussian sirnilarity should be sirnply replaced by the 
sirnilarity. For the second characteristic, it has high robustness against noise. For 
the third characteristic, the property that clusters can be obtained by analytical 
cornputations is suitable for large scale problems. The partitional rnethods such as 
NR C-11eans rnight not be appropriate because the risk of stucking at localrninirna 
is very high when the number of sarnples and clusters are very large. In this chapter, 
we describe the application of the ARC rnethod to line extraction, and its advantages 
over the previous rnethods are discussed. 
The rest of this chapter is organized as follows: In Sec. 4.2, previous rnethods 
are reviewed and their problerns are pointed out. In Sec. 4.3, the sirnilarity rneasure 
between the line segrnents is described. In Sec. 4.4, it is described how a cluster of 
line segrnents is replaced by a longer line. In Sec. 4.5, we describe the experirnents 
where the ARC rnethod is applied to a synthetic irnage, a natural irnage, and a rough 
sketch. In Sec. 4.6, the line extraction process is extended to cope with arbitrary 2D 
shapes. \7\le will also show several prelin1inary experirnents on 2D shapes. Finally, 
we conclude our discussion in Sec. 4. 7. 
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4.2 Previous Clustering Methods for Line Ex-
traction 
Let us review son1e of the previous clustering n1ethods for the line extraction task. 
The two well-known rnethods are the thresholding rnethod[29] and the hierarchical 
line clustering rnethod[30]. 
In the thresholding rnethod, two line segrnents whose collinearity is above a 
certain threshold are considered to constitute the sarne line. A cluster is fanned by 
traversing the segrnents whose collinearities are above the threshold. The advantage 
of the rnethod is its sirnplicity and high speed. The tirne cornplexity of this algorithrn 
is O(n2 ) and the storage requirernent is O(n), where n is the nurnber of line segrnents. 
In the hierarchical line clustering rnethod, it is repeated that the rnost collinear 
pair of lines are merged into a longer line by the procedure described in Sec. 4.4. 
The output of the algorithn1 is a binary tree whose tenninal nodes are the original 
line segrnents. Each non-tenninal node is a line segment produced by n1erging of 
its two children. Lines can be obtained by cutting this tree at a level where the 
collinearity between lines are less than a threshold. This is a very slow rnethod; the 
tirne c01nplexity of this algorithrn is O(n3 ) and the storage requirernent is O(n). Its 
advantage over thresholding rnethod is that the threshold can be detennined after 
grouprng. 
These two n1ethods share one characteristic in cornrnon: they both use a thresh-
old to obtain clusters. The rnain difference between thern is when thresholding is 
conducted: before or after grouping. In these rnethods, the proper setting of the 
threshold is very irnportant to obtain desired results. If the threshold is too high, 
the line segrnents will be divided into rnany clusters so that the extraction is alrnost 
n1eaningless. On the other hand, if the threshold is too low, two kinds of problerns 
will occur: over-clustering and noise inclusion. The overclustering is the phenornenon 
that two obviously distinct lines are rnerged into one. On the other hand, the noise 
inclusion is the one that the '·noise segrnents" are included in the extracted lines. 
48 Chapter 4. Application: Extracting Lines from an Image 
--
I~~----/-- __-::-~ ~ 
- -
I 
Figure 4.1: An exatnple of weakly-collinear line segn1ents with noise segtnents 
The noise segtnents or ''noises" are the randotnly-oriented short segtnents produced 
by the line segtnent fitting process. For exatnple, if the itnage contains textured 
areas (e.g. trees in scene itnages) , these areas will be filled with noises. If noise 
segtnents are by chance collinear and the collinearity between thetn is above the 
threshold, they are clustered as a straight line. Noise inclusion etnphasizes trivial 
lines that do not belong to the st ructure of the contents in the itnage. 
Consider the situation shown in Fig. 4.1. The line segtnents comprising a line 
are weakly collinear, because the directions of line segtnents deviate frotn the true 
direction of the original line during the edge extraction, thinning and line fitting. 
There are several noise segtnents and sotne of thetn are collinear by chance. 
Since the collinearity of the weakly-collinear segtnents is stnall due to the differ-
ence of directions, the threshold n1ust be low to extract these segtnents as a line. 
However, if the sitnilarity between the noise segtnents are above the threshold, the 
noise inclusion occurs. In such cases, it is itnpossible to cluster weakly-collinear line 
segtnents as a one line by a threshold. 
4.3 Similarity between Line Segments 
Since the line segrnent is characterized by the two end points in the two ditnensional 
space: the line segtnent is described as the four ditnensional vector l i. The sitnilarity 
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Figure 4.2: Paratneters of the 1easure of Collinearity 
between two line segtnents is detern1ined by the paratneters shown in Fig.4.2[33]. 
The sitnilarity value between t he two segtnents l i and 11 is 
(l · l ·) = a((d- d/a)((s- s)((c - c) 
S t? J (d(s(c ' ( 4.1) 
where a is the average of ai and a1, the lengths of two segtnents, d is the distance 
between the nearest end-points, s is the difference of angles between two segtnents, 
c is the average of ci and c1, which are the angles between the line connecting the 
centers, (d, (s and (c are the constants that detennine the effective ranges of these 
variables . 
4.4 Replacing Line Segments by a Single Line 
\ iVhen the clusters of line segments are obtained, each cluster has to be replaced 
by a single straight line. The straight line replacing them is obtained as follows; 
First , the straight line that tninitnizes the tnean squared error of all the end points 
to the line is constructed. Then, all the segtnents are projected to the line. The 
end points of the straight line are detennined as the two tnost distant points atnong 
the end points of the projected segtnents. In the hierarchical line clustering, this 
replacetnent procedure is used to tnerge two segtnents in the course of growing 
clusters. In the ARC tnethod, this replacetnent procedure is used after all clusters 
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are found. However, you 1nay replace each cluster one by one right after it is found , 
since the clustering procedure and the replacen1ent procedure are independent. 
4.5 Line Extraction Experiments 
4.5.1 Synthetic Image 
\iVith respect to the ability to extract weakly-collinear segn1ents, the ARC 1nethod 
and the hierarchical line clustering were cmnpared using the synthetic i1nage shown 
in Fig. 4.3. There is a long line divided into 13 weakly-collinear seg1nents in the 
center of the i1nage, and 150 widely scattered noise seg1nents. The lengths of the 
line seg1nents were set to the sa1ne value. The direction of the seg1nents belonging 
to the line differs slightly fro1n its true direction. The difference of the direction of 
each seg1nent was set randomly frmn -7° to 7°. The para1neters were set as follows: 
(d = 5, (s = 20°, (c = 20°. The task is to extract this long line without extracting 
noise seg1nen ts. 
\i\Then the hierarchical line clustering was used with the threshold of 10 (Fig. 
4.4( a)) , the long line was broken into three pieces and four noise inclusions occured. 
If you 1nake the threshold higher , the noise inclusions can be resolved but the broken 
lines will never be extracted as the line. For exa1nple, when the threshold was 14 
(Fig. 4.4(b) ), the noise inclusions decreased but the long line was broken into 1nore 
pieces. \A/hereas, if you 1nake the threshold lower , the long line will be extracted 
as the line, but the noise inclusions will never be reduced. For exan1ple, when 
the threshold was 8 (Fig. 4.4(c)), the long line was extracted as the line, but the 
noise inclusions increased. In this synthetic image, the noise inclusion could not be 
avoided by adjusting the threshold without breaking the long line into pieces. 
In contrast, in the ARC 1nethod, the noise inclusion could be avoided (Fig. 
4.4(d)). The long line was extracted as the first cluster , and so no other lines were 
extracted frmn noise segn1ents. This result suggests that the ARC 1nethod is superior 
to the hierarchical line clustering in extracting weakly-collinear segn1ents . 





Figure 4.3: Synthetic linage with Noise 
4.5.2 Textured Image 
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The line extraction was applied to a natural scene. The i1nage used for the exper-
ilnent is the snapshot of a square paper placed on s1nall pebbles(Fig.4.5(a)). The 
purpose of the experi1nen t is to extract the four lines that correspond to the bound-
ary of the paper. In the line extraction tasks from natural scenes, such textured 
images are considered to occur frequently. 
Edge detection , binarization thinning and line seg1nent fitting are performed on 
the i1nage. The obtained line seg1nents are shown in Fig. 4.5(b ). The small line 
segments whose length is less than 3 pixels are omitted. The texture of pebbles 
produces the noisy line seg1nents. 
The si1nilarity between the line seg1nents l i and 11 is detennined as follows: 
d s c 
s(li, lj ) = exp(- ~d- ~s -~c), ( 4.2) 
where ~d , ~s , ~c are the weights . Here , the weights are set as follows: ~d = 80(pixels ), 
~s = ~c = lQ o. 
Fig. 4.5( c) shows the extracted lines by the ARC method. You can see the 
four lines of boundary are ahnost co1npletely extracted. On the other hand, Fig. 




(a) Extracted lines by the hierar-







(c) Extracted lines by the hierar-
chical clustering (threshold = 8) 
(b) Extracted lines by the hierar-
chical clustering (threshold = 14) 
(d) Extracted lines by the ARC 
method 
Figure 4.4: Results for a synthetic i1nage with noise 
4.5 . Line Extraction Experiments 53 
4.6( a) (b) (c) show the extracted lines by the hierarchial clustering with the threshold 
of 0.2, 0.4, 0.6, respectively. In the case of low threshold, the four lines are extracted, 
but 1nany noise lines are also extracted. On the other hand , in the case of high 
threshold, the four lines are not extracted at all. You can see that the four lines 
cannot be extracted without extracting noise lines si1nply by the adjust1nent of 
threshold. This result suggests the effectiveness of the the ARC 1nethod in in1age 
processing tasks. 
4.5.3 Rough Sketch 
The application of the line ext raction is not li1nited to co1nputer vision. The line 
ext raction is applicable to refonning a rough sketch[33]. A rough sketch is a kind of 
record of the design process and so several ideas are presented at the same ti1ne in a 
sketch. A rough sketch has a characteristic that several lines are drawn to represent 
a line. Our pri1nary objective is to cluster such lines into the line which the designer 
wanted to draw. This clustering can help the designer sun11narize his ideas. Vve call 
this task the rough sketch reforming. 
In this experi1nent, both the ARC method and the hierarchical line clustering 
were applied to an on-line rough sketch. Since this sketch of a car is drawn on an on-
line environ1nent, tracks of the pen can be obtained. Line fitting process is applied 
to these tracks instead of the pixels in the image. In the on-line environ1nent, no 
noise seg1nents are caused by edge extraction process and thinning process[33]. 
The original i1nage contains 2315 line seg1nents (Fig.4. 7). 100 straight lines 
were extracted by the ARC 1nethod (Fig.4.8(a)) and there were 1149 line seg1nents 
that re1nained unclustered. The refonned result was 1nade by joining the extracted 
straight lines and the unclustered line seg1nents (Fig. 4.8(b) ). Therefore, the nu1nber 
of the lines in the refonned result was 1249. The para1neters were set as follows; 
(d = 1, (s = 12°, (c = so. In the refonned result of the ARC 1nethod, overlapped 
st rokes were clustered into a single line and the sketch was si1nplified as a whole. 
However, several overclustered seg1nents were found (e .g. in the wheels of the car). 
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(a) Original image (b) Line segments fitted to the edge 
(c) Lines extracted by the ARC method 
Figure 4. 5: Extracted straight lines fro1n a textured i1nage by the ARC 1nethod 
4.5. Line Extraction Experiments 










(c) Lines extracted by the hierarchical clus-





(b) Lines extracted by t he hierarchical clus-
tering ( threshold=0.4) 
Figure 4.6: Extracted straight lines fro1n a textured i1nage by hierarchial clustering 
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Figure 4.7: Original Sketch (2315 lines) 
The refonned result by the hierarchical line clustering is shown in Fig.4.8( c) . 
The nu1nber of lines in the refonned result of the hierarchical clustering is equal 
to that of the ARC method. VVe can visually co1npare the two 1nethods on the 
occurence frequency of overclustering, since the difference is obvious: the nu1nber 
of overclustering caused by the ARC 1nethod is less than that of the hierarchical 
clustering. To reduce the overclustering in the hierarchical line clustering 1nethod, 
the threshold 1nust be set lower, which will then sacrifice the refonning effect . This 
result shows that the ARC method outperforms the hierarchical line clustering on 
refonning the rough sketch. 
4.6 Rotation Invariant 2D Figure Extraction 
By several 1nodifications on the si1nilarity co1nputations, arbitrary 2D figures can 
be extracted by the ARC 1nethod. In this section, we will show a sin1ple exa1nple of 
extracting 2D figures. 
\7\le assu1ne that the image is represented by a set of line seg1nents like the cases 
of line extraction. The te1nplate of the figure is also represented as a set of line 
seg1nents. The si1nilarity between the two line seg1nents in the i1nage is detennined 
according to the probability that the two seg1nents sitnultanously belong to the 
4.6. Rotation Invariant 20 Figure Extraction 
(a) Extracted lines of the ARC method 
(b) Reformed result of the ARC method 
(1249 lines) 
(c) Reformed result of the hierarchical 
clustering (1249 lines) 
Figure 4.8: Line extraction fr01n a rough sketch 
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figure of the tetnplate. Then, the ARC 1nethod is perforn1ed , and the figures are 
extracted as clusters of line segtnents. 
This tnethod has the drawback that the nutnber of line segtnents in the te1nplate 
tnust be equal to that of the figure in the itnage. Therefore, this n1ethod is not 
scale-invariant . But , this 1nethod is rotation-invariant , since the relational position 
of line segtnents is used for 1natching. 
4.6.1 Similarity based on Template 
In 2D figure extraction , the sitnilarity should be detennined based on the probability 
that the two segtnents sitnultanously belongs to the figure. First , five basic features 
are defined on the two line segtnents (Fig. 4.9). 
e : The angle between two line segtnents. 
al : The distance between the crossing point J( and Al (i.e. the nearer end point 
of line segtnent A). 
a2 The distance between the crossing point J( and A2 (i.e. the farther end point 
of line segtnent A). 
bl The distance between the crossing point J( and Bl (i.e. the nearer end point 
of line segtnent B). 
b2 The distance between the crossing point J( and B2 (i.e. the farther end point 
of line seg1nent B). 
Let the line segtnents of the te1nplate be Lp(P = 1, · · · , m ) , and the feature 
values of LP and Lq be 8pq, A1pq and so on. Let the line seg1nents of the i1nage 
be li( i = 1, · · · , n) , and the feature values of li and 11 be eij, alii and so on. The 
si1nilarity between li and 11 is obtained as follows: 
( 4.3) 
where 










, segment A 
Figure 4.9: Sin1ilarity for 2D Figure Extraction 
v(al , a2, A1 , A2) = 
0 
1 
(A2- a1 )/ (A2- Al) 
(a2- Al )/(A2- Al) 
(al > A2) or (a2 < A1) 
(al ~ A1, a2:::; A2) 
(Al :::; al :::; A2, a2 > A2) 
(Al:::; a2:::; A2 , al < Al) 
(A2- A1 )/(a2- al) (al :::; Al , a2 ~ A2) 
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The sitnilarity s(li, 11 ) is detennined as the 1naxitnu1n value of sim(li, 11, LP , Lq) , 
which is defined as the difference of the angle and the degree of overlap v of the line 
segtnents. The variable sim(li, 11, LP , Lq) has a large value when the angle difference 
is Slnall and the overlap is large. The paraineter et is a threshold of the angle 
difference , which was set to 3° in this experi1nent. 
4.6.2 Experimental Result 
Vve extracted the ten1plate figure shown in Fig. 4.11(b) from the i1nage in Fig. 
4.ll(a). The itnage and the te1nplate were respectively divided into line segtnents 
such that the length of every line segtnent is 10 dots (Fig. 4.11(c) ). Then, the 
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Figure 4.10: Clustering-based Token Extraction Syste1n 
nu1nber of line seg1nents in the i1nage was 160 and that of the te1nplate was 32. 
The si1nilarities were set between every two line seg1nents in the in1age. They were 
nonnalized so that the 1naximu1n value beco1nes 1. Lines in Fig. 4.11(d) indicate 
the similarity values between the line seg1nents are 1nore than 0.2. You can see 
that there are high similarities between the line seg1nents that consists the figures 
which 1natch the template. \Ve extracted two clusters using the ARC method and 
the results are shown in Fig. 4.11(e),(f). You can see that the correct figures are 
extracted regardless of the rotation. 
The basic ele1nen t of images are called "tokens". Tokens include regions, edge, 
lines and so on. So far, many specialized 1nethods are proposed for each kind of 
the tokens, but there is no 1nethod that can deal with all tokens. Since all tokens 
can be considered as clusters of pixels, the ARC clustering 1nethod has a possibil-
ity to provide a unified framework for extracting various tokens. The overview of 
the clustering-based token extraction syste1n is shown in Fig. 4.10. This system 
consists of two sections. The si1nilarity section calculates the si1nilarities between 
pixels according to the properties of a particular token. Then, the clustering sec-
tion produces clusters that correspond to the tokens. Since the clustering section is 
independent frmn the si1nilarity section this part can be i1nple1nented by hardware. 
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(f) The figure extracted as 
the second cluster 
Figure 4.11: Extraction of 2D figures by the ARC 1nethod 
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4.7 Summary 
In this chapter , we applied the ARC 1nethod to the line extraction process. As 
a result weakly-collinear line seg1nents are successfully clustered as a line, which 
was very difficult for the conventional threshold- based 1nethods. Vve have applied 
the 1nethod to rough sketch reforn1ing and confinned that it outperfonns the hier-
archical line clustering 1nethod. The ARC n1ethod perfonned well also in the line 
extraction fro1n a natural textured in1age. The ARC 1nethod could be applied to 
other extraction tasks fro1n an in1age even when 1nany noises are included. 
Chapter 5 
Application: Clustering-based 
Browsing of Document Database 
5 .1 Introduction 
In general, there are two ways to access a docu1nent database· searching and brows-
ing. In searching, a user makes a query with keywords and the retrieval system 
returns the documents related to the query. In browsing, the user examines the 
whole database and looks for the docu1nents that 1natch his interests. If the user 
has a definite idea of what he needs, choosing keywords is an easy job. If not , the 
user needs to browse over the database first to rnake his needs more clear. Browsing 
function is indispensable for those who have vague needs. 
In the vector space representation[5], a docu1nent is represented by a vector of 
the ten11 occurence frequency. Let the whole docu1nent database has q unique tenns , 
then tenns can be indexed fro1n 1 to q. Since there are so many terms as listed in 
the dictionary, q is usually very large (103 r-v 104 ) . A docun1ent is represented by a q-
dilnensional feature vector , where the ·i- th ele1nent denotes the nu1nber of occurence 
of tenn i in the docu1nent (Fig. 5.1 ). In docu111ent clustering, the nonnalized 
cosine[5] is used for 1neasuring the si1nilarity between the docurnents. 
So far, docu1nent clustering is 1nainly used to increase the efficiency of keyword 
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Documents 
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c B B Terms B D 
A A c 
' ' ' A 1 0 2 
B 0 1 2 
c 3 1 1 
D 0 1 0 
Feature Vectors 
Figure 5.1: Vector space representation of documents 
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search[34, 24]. The purpose of the keyword search is to find the docu1nents that 
contain user-specified keywords . To 1nake the keyword search efficient, the nu1nber 
of exa1nined docu1nents should be reduced. First, the docu1nents are divided into 
clusters and the vectors of the docu1nents of each cluster are su1nmed into one vector. 
If user-specified keywords are not indicated in the sun11ned vector of a cluster , you 
need not to refer the docun1ents in the cluster, which reduces the nu1nber of exa1nined 
docu1nen ts effectively. 
Docu1nent clustering is recently used as a po\\rerful tool for browsing [15]. An 
outline of cluster-based browsing system is shown in Fig. 5.2. The docu1nents are 
indexed by the tenn occurrence frequency and pairwise si1nilarities are set according 
to the nu1nber of co1n1non tenns. Si1nilar docu1nents are clustered and a represen-
tative document of each cluster is shown to the user. The user can get the whole 
view of the database without exa1nining docu1nents one by one. 
There are two requirements for a document clustering 1nethod. First, the 1nethod 
1nust make "tight" clusters, in which docu1nents are connected with high similarities. 
In order to infer the contents of one cluster fro1n a representative docu1nent, the 
similarities between the representative and each of the other docu1nents 1nust be 
high enough. Second, the method 1nust be fast with regard to the processing ti1ne. 
\i\Then the browsing syste1n is used c01nbined with the retrieval syste1n, the user 
repeats browsing and retrieval alternately. Clustering should be done in a time 
tolerable for user interaction . 
:Most of existing docu1nent clustering 1nethods are agglo1nerative 1nethods. They 
repeat finding the 1nost si1nilar pair of clusters and n1erging the1n to 1nake a larger 
cluster. A1nong the agglornerative 1nethods, Complete Link n1ethod is recom1nended 
by the tightness of the clusters[24]. But its ti1ne co1nplexity is O(n3 ), where n is 
the nu1nber of objects. In contrast, the ti1ne co1nplexity of Single Link is O(n2 ), but 
known to 1nake 1neaningless cl usters[24]. None of these 1nethods could satisfy both 
req uire1nents. 
In this chapter, we apply the ARC 1nethod to the docu1nent clustering in order 
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Figure 5.2: Docu1nent linage Database Browser 
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to construct a browsing syste1n. Then, we will show that the ARC 1nethod can 
satisfy these two require1nents. Vve exa1nined the tightness of clusters produced by 
the ARC 1nethod and found our 1nethod can produce as tight clusters as Co1nplete 
Link. And we co1npared the actual con1putational ti1ne of the ARC n1ethod with 
that of C01nplete Link using a workstation. 
In many cases, the input to an infonnation retrieval(IR) syste1n is the output 
of an OCR systeln[35]. Though such OCR-ed docu1nents contain certain amount 
of recognition faults, existing IR syste1ns pay no attention to this proble1n. We 
evaluated our document clustering 1nethod with faulty docu1nents and 1neasured 
the deterioration of the tightness of clusters. As a result , when the recognition rate 
was 1nore than 84.4%, our 1nethod could produce tight clusters usable for browsing. 
Thus, our 1nethod can be used as a tool of browsing the faulty docu1nents. 
Clustering tenus also plays a great role in infonnation retrieval systems. Since 
the representation of tenus is very similar to that of documents, the clustering 
1nethods applicable for docu1nent clustering is also applicable for the tenn clustering. 
A tenn is represented by a vector whose i-th ele1nent is the nu1nber of the tenn 
contained in the i-th docu1nent. The si1nilarity between two tenus is 1neasured by 
the cosine measure[5]. 
The tenn clustering is useful for reducing the nu1nber of di1nensionality of the 
docu1nent vector. By replacing the tenus by the tenn clusters, the di1nensionality 
of the docu1nent vector reduces to the nu1nber of clusters. In order not to lose 
the retrieval accuracy, it is i1nportant that a cluster contains the tern1s which have 
mutually related 1neanings. \iVhen irrelevant tenns are contained in a cluster, the 
query will retrieve n1any irrelevant docu1nents, which is very annoying for users. 
Since we only deal with the occurence frequencies , the se1nantic processing to 
exclude irrelevant tenns is difficult. But , there is a class of irrelevant tenus which 
can be found fro1n the occurence frequencies. Such tern1s are called 'trivial tenns". 
The trivial tenus are the ones that appear in docu1nents regardless of the contents, 
such as "the ', "degree", "i1nportant" and so on. The occurence frequency of a 
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trivial tenn is considered to be aln1ost constant for every docu1nent. As a result , 
the si1nilarities between a trivial tenn and other non-trivial tenns tend to have 
a constant sn1all value. So, the trivial tenns can be considered as "noises" in a 
fra1nework of clustering. Therefore, the robustness against noise of the ARC 1nethod 
can contribute to exclude the trivial tenns fro1n the clusters. \Ale will evaluate the 
ARC 1nethod frmn a viewpoint of the robustness against the trivial tenns. 
In Sec. 5.2, the si1nilarity 1neasure between docu1nents is discussed. In Sec. 
5.3, it is explained how to detennine the representative docu1nent in a cluster. In 
Sec. 5.4, the representative docu1nents of the articles of IEEE Trans. P AMI are 
extracted using the ARC 1nethod. In Sec. 5.5, the perfonnance of the ARC 1nethod 
is evaluated in cmnparison with agglmnerative 1nethods. In Sec. 5.6, the ARC 
1nethod is applied to tenn clustering. Sec. 5. 7 is the concluding re1narks. 
5.2 Similarity between Documents 
In this section, we define the si1nilarity between two docu1nents. Here, we assu1ne 
that the docu1nents in the docu1nent database are indexed fro1n 1 to n , where n is 
the nu1nber of docu1nents. Also , we assu1ne that the tenns are indexed fro1n 1 to q, 
where q is the nu1nber of unique terms in the docu1nent database. Let Wij be the 
nu1nber of the tenn j contained in the docu1nent i. 
In vector space representation[5], which is coininonly used in infonnation re-
trieval , the docu1nent i is represented by the q-dimensional vector 
( 5.1) 
where Vi j is the tj x idf nonnalized tenn frequency[5] described as 
n- n · 
Vij = Wi j log2 ( J ), (5.2) 
nj 
where ni is the nun1ber of docu1nents that include tenn j. The si1nilarity between 
two docu1nents v i and Vj is defined by the cosine Ineasure[5] as follows: 
(5 .3) 
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5.3 Selecting Representative Documents 
Let a docu1nent cluster Ck( k = 1, ··· ,c) is denoted as a set of the docu1nents and 
described as 
( 5.4) 
where nk is the number of docu1nents in the cluster. 
To infonn users the contents of the do cu1nent cluster Ck , a representative doc-
uinent rk is selected fro1n vk 1 , · · · , Vknk and its title is shown to users. The rep-
resentative document is detennined based on the sun1 of si1nilarities to the other 
docu1nents in the cluster: 
nk 
E(vki) = 2:::: s(vki, vk1 ) 
j=l 
(5.5) 
The docu1nent with the largest value of E is selected as the representative docu1nent 
5.4 Represent ative Documents of P AMI 
In this section, we present the representat ives extracted fro1n real docu1nent images. 
These i1nages consist of 97 papers and correspondences of IEEE Transactions on 
Pattern Analysis and .i'vfachine Intelligence (fro1n Jan. 94 to Aug. 94). The first 
page of each paper is scanned and recognized. By a recognition 1nethod described 
in [36], the recognition rate was 99.0%. Here, 1nost recognition faults are caused by 
segn1entation faults. \Ale used the word dictionary of ispell (103535 words) to verify 
extracted tenns and the tenn that has no entry in the dictionary is not counted. 
As a result, the tenn loss ratio was 3.2%. \Ale n1ust note that the recognition rate 
and the tenn loss ratio are just esti1nated values based on the investigation of only 
3 docun1ents. \Ale used the ARC n1ethod for clustering these documents. 
Representative docu1nents of PAI\1I are shown in Table 5.1. \Ale also show a 
brief description about the topic of a representative and the nutnber of documents 
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Table 5 1· Representative docun1ents of PAMI ..
Topic Documents Representative 
3-D Vision 19 Shape from focus (pp.824-830) 
2-D Figure Analysis 14 Local versus Nonlocal Computation of 
Length of Digitized Curves (pp. 726-733) 
Character Recognition 9 Recognition of Handwritten Cursive 
Arabic Characters (pp. 664-672) 
Classifier 7 Feature Preserving Clustering · · · (pp. 554-560 ) 
Texture 6 Texture Segmentation using · · · (pp. 130-149) 
Morphology 6 Algorithms for the Decomposition of 
Gray-Scale Morphological Operations (pp.581-5 
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considered to be relevant to each topic. It see1ns that the representatives reflect 
1nost i1nportant topics. However , we suppose that you can not judge our browsing 
syste1n is good or bad only fro1n this result. In the next section, we will establish 
the goodness 1neasure of representative docu1nents and evaluate our syste1n quanti-
tatively. 
5.5 Performance Evaluation 
The plain-text database we used was the CF database[37). This database consists of 
1239 1nedical docun1ents , but the docun1ents with abstracts are only 683. Since we 
used the abstracts to index docu1nents , we rebuilt our database fro1n 683 docu1nents. 
Vve applied three clustering 1nethods( the ARC 1nethod, Co1nplete Link and Group 
Average) and randon1 choosing to produce docu1nent clusters. 
Vve defined the score of representatives as the average of the si1nilarity between 
a docu1nent and the representative that is 1nost si1nilar to it. 
n 
score_of _representatives = L 1nax s(vi, rk) 
i=l k=l ,···,c 
(5 .6) 
) 
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Fig. 5.3 shows the score of representatives of the database. Vve extracted 3-
19 representatives using 3 clustering 1nethods and rando1n choosing. The score 
of rand01n choosing was averaged over 50 trials. Naturally, the score of rand01n 
choosing is the worst, and this is the lowerbound of the score. The score of the 
ARC 1nethod co1npares favorably with that of C01nplete Link, regardless of the 
nu1nber of representatives. The score of Group Average is ahnost equal to the other 
two clustering 1nethods when the nu1nber of representatives are few, but as the 
nu1nber of representatives increases, the score gets worse. This result 1neans the 
representatives produced by the ARC 1nethod are con1parable to those by Co1nplete 
Link and are better than those by Group Average. 
Fig. 5.4 shows the c01nputation ti1ne of Complete Link and the ARC 1nethod. 
In the eigenvector calculation of the ARC method, we used the Lanczos Inethod[38], 
which is an efficient 1nethod for calculating several eigenvectors corresponding to the 
largest eigenvalues. The ti1ne co1nplexity of the Lanczos n1ethod is O(n2)[39]. This 
experi1nent was perfonned on a rando1n sparse si1nilarity 1natrix whose non-zero 
ratio is 10%, since the si1nilarity matrix of docu1nents is usually sparse[24) . The 
1nachine used here was Sun SS10(50Mhz). As a result , the ARC 1nethod was faster 
than Co1nplete Link although it needs floating point calculations. 
5.6 Experiment on OCR-generated Documents 
In this section, we deal with OCR-generated documents that contain recognition 
fault s and exan1ine the effect of recognition fault s on the tightness of docu1nent 
clusters. The experin1ent of docu1nent clustering needs a large nu1nber of texts, but it 
is very hard job to scan and recognize a large nu1nber of docu1nent i1nages. Moreover , 
1ninute control of recognition rate by corrupting real i1nages is very difficult. So , we 
e1nployed an OCR si1nulation systen1 , Siin0CR[40], which substitutes a character for 
another character according to an OCR 1nodel. \Ve also sin1ulated the postprocessing 
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Figure 5.3: Score of representative docu1nents of CF database 
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Figure 5.4: Co1nputation Tin1e of the ARC 1nethod and Co1nplete Link 
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were ·discarded. Vie used the sa1ne 683 abstracts frorn CF database as an input to 
Sin10CR. As a result, the tenn loss ratio was 22.7% at 85% recognition rate, 14.4% 
at 90%, 4.3% at 95%, and 0.5% at 99%, respectively. 
Fig. 5.5 shows the scores of the ARC 1nethod and Co1nplete Link at various 
tenn loss ratio. Clustering was perfonned with the si1nilarities changed by tenn 
loss and the scores were calculated with original si1nilarities. Here, the nu1nber of 
representatives was fixed on 15. To evaluate the effect of the tenn loss to the users' 
browsability, it is necessary to 1nake clear the correspondence between the score and 
the browsability. To discuss this correspondence, we refer to another research about 
cluster-based browsing[15]. Since Group Average-based clustering is used and gives 
good browsability in this research, we assu1ne that Group Average can produce tight 
clusters enough to be used for browsing. According to Fig. 5.3, the score of Group 
Average at 15 representatives is 0.273. In Fig. 5.5, the score of the ARC 1nethod 
is 1nore than 0.273 , when the tenn loss ratio is less than 24.4%. So , we conclude 
that the ARC 1nethod can 1nake clusters usable for browsing up to 24.4% tenn loss 
ratio(84.4% recognition rate) at least . 
5. 7 Experiment on Term Clustering 
Clustering tenns can be perfonned in the si1nilar way as clustering docu1nents. The 
tenn j is represented by a n-di1nensional vector of the occurence frequencies in the 
docu1nen ts: 
(5.7) 
Then, the si1nilarity between the two tenns is obtained by the cosine 1neasure. 
(5.8) 
V'·./e extracted tenn clusters fro1n a docu1nent database of t he abstracts of 100 
Japanese papers published by the infonnation science departn1ent in Kyoto U niver-
sity in order to exa1nine the robustness against trivial ten11s . The tenns which are 
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Figure 5.5: Score of representative docu1nents at various tenn loss ratio 
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Table 5.2: The docu1nent database used in the term clustering experi1nent 
1 a1ne Thesis 
The nu1nber of docu1nents 100 
The number of unique tenns 2329 
The nun1ber of tenns 14473 
The nu1nber of tenns in each docu1nen t 94---234 
The property of docu1nents Abstracts of scientific papers 
contained in the dictionary (19653 Japanese tenns) were extracted using the ex-
haustive text search algorith1n of Senda. et . al[41] This database is called "Thesis" 
and the properties of this database are shown in Tab. 5.2 . 
The ARC 1nethod was perfonned and we obtained 6 clusters. Vve will show that 
the trivial tenns are excluded fro1n the clusters. To evaluate the degree that a tenn 
is trivial, we defined the "degree of i1nportance" ai as follows[5]: 
n- a · 
ai = .1nax Wij log2 1 , 
z=l,···,n aj ( 5.9) 
where 
n 
ai = LWij· (5.10) 
i=l 
\i\Then the tenns are concentrated on a s1nall nu1nber of docu1nents, ai is large. For 
trivial tern1s, the occurence frequencies tend to be constant over all docu1nents, so 
a trivial tenn has a s1nall degree of i1nportance. 
In this experi1nent, we 1neasured the averages of the degree of i1nportance ai 
over the following three tenn sets. 
• Tern1 set A: All the tenns in extracted clusters. 
• Tenn set B: The b tenns which have the largest total occurence frequencies, 
where b is the nu1uber of tenus extracted in the clusters. 
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Table 5.3: The 1uost frequently occuring 17 t enns in the database (The ones which 
are not extracted as clusters are underlined) 
Tenus Processing Parallel huage Research Syste1u 
Frequencies 238 160 139 132 131 
Infonnation Contents Recognition Logic Character Important 
125 107 105 103 102 89 
Model Abstract Cornputer Language Develop1uen t Obj ect 
83 83 81 80 79 71 
• Tenu set C: Randmuly chosen b terms. 
In Fig. 5.6, the averages of the degree of i1nportance over the three sets against 
the nu1uber of clustered terms b are shown. The nu1uber of clustered tenus varies 
due to the threshold r; in Chap. 3. Since the degree of in1portance of the set A is 
larger than those of B and C, it is considered that the extracted clusters have the 
tendency to exclude trivial tenns. Tab. 5.3 shows the 1nost frequently occuring 17 
terms. Vve underlined the tenns that are not extracted as clusters. you can see that 
the trivial tenns such as "i1uportant" and "contents" are excluded. 
5.8 Summary 
In this chapter, we applied the ARC n1ethod to docu1nent clustering and evaluated it 
as a docu1nent database browser. As a result, the clusters tighter than agglomerative 
1nethods could be obtained in less co1nputation ti1ne, which is desirable for extracting 
representative docu1nents. Vve also investigated the effect of character recognition 
faults on docu1nent clustering and found our n1ethod can 1nake tight docun1ent 
clusters usable for browsing up to 24.4% term loss ratio. In the future work , we will 
co1nbine our syste1n with an IR systen1 and evaluate the user supporting perfonnance 
of our syste1n. 
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Chapter 6 
Application: Generating 
Prototypes from Training 
Samples 
6.1 Introduction 
Pattern recognition is the task to assign a label of a priori defined classes to an 
object . An unlabeled sa1nple x E ~dis classified to the class fe(R = l , ··· , q) 
according to various rules. The rules are inferred from the exan1plar sa1nples that 
are already labelled. These sa1nples are called "training samples" . The training 
sa1nples of class fe are denoted as tli(i = 1, · · ·, n). 
The nearest neighbor 1nethod[6] is the 1nost funda1nental pattern recognition 
1nethod. \iVhen the unlabeled san1ple x is given, the nearest training sample is 
searched, and xis classified to the class which the nearest training sa1nple belongs to. 
Because of its si1nplicity, the nearest neighbor 1nethod is used in 1nany tasks[42 , 43], 
and there are a lot of theoretical works about it[44, 45]. 
But , the co1nputational cost of the nearest neighbor is large in c01nparison with 
other classifiers, because the distance to every training sa1nple has to be con1puted. 
To reduce the co1nputational cost , the reduction of the training sa1nples is required. 
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The reduced training sa1nples are called "prototypes" [46]. The prototypes should 
be generated so that the loss of the classification accuracy is 1nini1nized. 
Clustering 1nethods are often used for this purpose[4 7, 46, 48]. The training 
sa1nples are partitioned into several clusters and the reduced training set (i.e. the 
prototype set) is obtained as the cluster centers. 
The points which are classified to the class r c by the nearest neighbor n1ethod 





Tei ={xI II x- t ei 11<11 x- tki II , (Vk -I f, V;" -I i)}. (6 .2) 
Vve call this region "the class region:' . The whole feature space is partitioned by 
the class regions thoroughly. Since the classification result of the nearest n"3igh bor 
1nethod depends solely on the partition, the prototypes should preserve the partition 
in order not to reduce the loss of the classification accuracy. 
In the prototype generation, the most frequently used 1nethod is the C-Iv1eans 
Inethod[16, 46, 47]. But , due to the weakness against noise the C-Iv1eans 1nethod 
tends to change the partition largely due to a few noise training sa1nples, which are 
characterized as the training sa1nples whose distances to the others are large. A 
noise training sample fonns a isolated region fro1n the region of the 1najority of the 
training sa1nples, and the regions of other classes lie between the two regions (Fig. 
6.1). 
Since the C- Means classifies all the sa1nples to clusters, the noise training sa1nple 
is classified into a certain cluster. By the inclusion of the noise training sa1nple, the 
center of the cluster is biased toward the noise training sa1nple, because the center is 
obtained as the arith1netic 1nean of the sa1nples in the cluster. The bias of the center 
is reflected as the bias of the prototype and, as a result, the class region grows toward 
the noise sa1nple and invades the regions of the other classes. The invasion changes 





of a noise 
training sample 
of Class A 
Figure 6.1: The class regions with a noise training sa1nple 
\iVhen there are noise training sa1nples , the clustering 1nethod that has the ro-
bustness against noise is needed to avoid the loss of the classification accuracy. VVe 
have already shown that the ARC 1nethod has the high robustness against noise in 
Chap. 3, and so the prototypes generated by the ARC method 1night have less loss 
of the classification accuracy than those by C- Means. 
In the experin1ents of 3D object recognition[17] and Hiragana recognition[19 , 49 , 
18], we examined the classification accuracy of the nearest neighbor 1nethod with 
the prototypes generated by the ARC 1nethod and the C-Means. As a result, the 
ARC 1nethod achieved the higher classification accuracy with the same n u1nber of 
the prototypes. This result shows that robustness against noise is needed to generate 
the prototypes with the s1nall loss of the classification accuracy. 
The rest of this chapter is organized as follows: In Sec. 6.2, the prior works on 
pattern recognition are briefly reviewed. In Sec. 6.3 , we will explain how to generate 
the prototypes by clustering. In Sec. 6.4, the 3D object recognition experi1nent 
is perfonned to evaluate the prototypes. In Sec. 6.5, the Hiranaga recognition 
experi1nent is also carried out. Sec. 6.6 describes the su1n1nary. 
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6.2 Prior Works on Pattern Recognition 
In this section , a brief review of pattern recognition is 1nade fro1n our own point of 
view. In classifying pattern recognition 1nethods, there are 1nany ways: para1netric 
vs nonpara1netric, nonlinear vs linear and so on. But , one of the 1nost i1nportant 
distinctions is that the classifier is prediction- based or regression- based. 
Prediction- based 1nethods use the distances to classes in classification. The dis-
tance to a class is derived as follows (Fig. 6.2): First , a class fe is described with 
a set of points in the feature space called a predictor set Pe[50 ]. In discrete cases, 
the predictor set Pe consists of the training sa1nples tn , ··· , ten , or the prototype 
sa1nples derived fr01n the training sa1nples. In continuous cases, the predictor set is 
described by a function of the training sa1nples: 
Pe = {xlx = fe(tel , ··· , ten)}. (6.3) 
This function is called a predictor function. Then, when an unlabeled sample x is 
given to be classified, the distance toPe is obtained based on a user-defined distance 
measure lvf(x , Pe). A frequently used distance 1neasure is the nearest neighbor 
1netric: 
M(x, Pe) = 1nin II x- p 11 2 . 
pEPt 
(6.4) 
Then, x is classified to the class with s1nallest .J.~1(x, Pe). 
In discrete cases, the training is perfonned by choosing the prototype samples. In 
continuous cases, the training is done by determining the para1neters in the predictor 
function fe. Usually, the training is fonnulated as an opti1nization proble1n such that 
a specified criterion is optimized. 
The prediction-based 1nethods include Nearest neighbor[6], LVQ (learning vector 
quantization) [51], Gaussian 1nixture[ 6], subspace Inethods[25], and several 1nethods 
using splines as the predictor function[17, 52]. 
In regression-based n1ethods, the classification is perfonned using a regression 
function ge(x,O) , x E ~d , where(} is a vector of para1neters (Fig. 6.3). The pa-
ralneters are trained so that ge( x , 0) indicates 1 and 0 when x belongs to class r e 
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X 
Distance to a class 
Predictor 
of a class 
Figure 6. 2: Prediction-based Methods 
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and other classes, respectively. The opti1nal 0 can be obtained as a solution of the 
following si1nultanous equations. 
gc(tci, O) 
gc( tki, 0) 
1 (i=l , ··· , n) 
0 (i=l , ··· , n , k=f£) , 
(6.5) 
(6.6) 
where tci and tki are the training sa1nples of class fe and rk , respectively. These 
equations are often nonlinear ) so a nonlinear opti1nization 1nethod is required to o b-
tain a solution. In classification , the unlabeled sa1nple xis substituted into gc(x , 0) , 
and the sa1nple is classified to the class with the largest value. 
i\1ost of the neural networks classifiers belong to the regression 1nethods. Two 
n1ajor ones are 1nultilayer perceptrons[53] and radial basis function (RBF) networks[ 54]. 
Also , any regression 1nethod can be applied to pattern recognition in the san1e 1nan-
ner. 
6.2.1 Nearest Neighbor 
The nearest neighbor 1nethod is a prediction-based method, where the predictor set 
is the set of training sa1nples, 
(6.7) 
and the distance 1neasure to the predictor set is the nearest neighbor distance: 
M(x, Pc) = 1nin II x- p 11 2 . (6 .8) pEPe 
There is a extended version called K-nearest neighbor[42, 43], where an unlabeled 
sa1nple is classified to the class which has the largest nu1nber of sa1nples in the 
k-nearest sa1nples. 
The advantage of the nearest neighbor 1nethod is its si1nplicity. It is easy to 
in1ple1nent and to analyze. But , it is known that the classification accuracy of 
this 1nethod is not high , especially when the nu1nber of sa1nples is slnall[55]. The 
situations that the nearest neighbor 1nethod can be used are li1nited to very easy 
pattern recognition proble1ns where the classes have ahnost no overlaps. 
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feature space 
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Figure 6.3: Regression-based 1nethod in the case of 2 classes 
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6.2.2 LVQ 
The learning vector quantization (LVQ) is an expanded fonn of the nearest neighbor 
1nethod. The predictor set consists of the prototype san1ples: 
(6.9) 
and the distance 1neasure to Pe is the nearest neighbor 1netric. 
The prototype sa1nples are detennined so that each of the training sa1nples is 
classified to its own class. Although 1nany i1nproved fonns are proposed, the 1nost 
basic algorith1n is described as follovvs[53]: 
• The prototype san1ples are initialized rando1nly. 
• For each of the training sa1nples t ci ( t = 1, · · · , c, i 
procedure is repeated. 
Let the nearest prototype sa1nple fro1n t ei be qrj. 
if r = R, the prototype sa1nple qrj is moved to 
if r # R, the prototype sa1nple qrj is 1noved to 
1 · · · , n), the following 
(6.10) 
(6 .11) 
It is desirable for the learning constant a to decrease 1nonotonically with the 
nu1nber of iterations. For exa1nple, a 1nay initially be about 0.1, or smaller , and 
the decrease linearly with the nu1nber of iterations. After several passes through 
the input data, the prototype sa1nples would typically converge, and the training is 
co1nplete. 
6.2.3 Gaussian Mixture 
The Gaussian 1nixture 1nethod[ 6, 56] is also a prediction-based n1ethod, where the 
class conditional distribution is assu1ned to be the 1nixture of sevaral Gaussian 
distributions[6]. The predictor set is the prototype sa1nples: 
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(6.12) 




L aei = 1. (6.14) 
i=l 
The training is perfonned so that 
n 
L 1\1( tei, Pe) (6.15) 
i=l 
1s 1nini1nized. Here: there are three kinds of para1neters, afi ,qci and CJ ei, so the 
opti1nization of these para1neters is extremely difficult. Therefore, the application 
of the Gaussian 1nixture to real-world large-scale proble1ns is not realistic. 
6.2.4 Multilayer Perceptron 
The 1nultilayer perceptron is a regression-based method where the regression func-
tion is co1nposed of sig1noid functions[ 53, 57] . The network structure of standard 
three-layered perceptron is shown in Fig. 6.4. Each node perfon11s as an activation 
function: 
p 
z( L wixi), (6 .16) 
i=l 
where x1, · · · , xP are input variables, w1, · · · , wP are para1neters, and z is a sig1noid 
function such as 
1 
z( X) = -1 -ex-rp-( --x-)" ( 6.17) 
Therefore, the regression function of the 1nultilayer perceptron is as follows: 
m p 












Figure 6.4: An exa1nple of a 1nultilayer perceptron having three layers . The bias 
para1neters are shown as weights fr01n extra inputs having a fixed value 1 
where w);) are the weight para1neters in the first layer, w~~) are those in the sec-
ond layer, and rn is the nu1nber of hidden nodes. Since the regression function is 
highly nonlinear, local mini1na problen1 is very serious in the multilayer perceptron. 
There is a parallel opti1nization algorith1n called "back propagation" [ 6]. However, 
this algorith1n cannot avoid local n1ini1na, and 1nuch worse, it is not guaranteed to 
converge to local Ininilna[53]. 
6.2. Prior Works on Pattern Recognition 89 
6.2.5 RBF Networks 
The RBF network[6, 54, 58] is a regression-based n1ethod where the regression func-
tion is su1n1narized by the following general fonn: 
m 
ge(x) = L wei<I>((x- Yi)T(x- Yi)), (6.19) 
i=l 
where <I>((x-yi)T(x-yi)) denotes the kernel function whose central point is Yi E ~P, 
and Wei denotes the weight value assigned to the kernel function. N onnally, Gaussian 
function is chosen as the kernel function , that is, 
<I> ( z) = ex p ( -: ) , 
(J 
(6.20) 
where a is a para1neter that detennines the width of Gaussian. The RBF network 
consists of m kernel function nodes and one sum-up node as shown in Fig. 6.5. 
\Vhen the width is fixed to a certain value and the central points are chosen fro1n 
training sa1nples, that is: 
Y. E {te ·if = 1 · · · c J. = 1 .. · n} 
t } ' ' ' ' ' ' 
( 6. 21) 
the weight para1neters can be obtained analytically. Let the m-di1nensional vector 
of weight para1neters be we. This vector can be obtained as the solution of the 
following linear si1nultanous equations: 
(6.22) 
where A is a m x m 1natrix whose ( i, j) ele1nent is 
(6.23) 
and be is a m di1nensional vector such that 
(6.24) 
However, if the central positions and the width are assu1ned to be variables, the 
nonlinear opti1nization is needed for training[59]. 
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Sum Up Node 
Kernel Function Node 
Figure 6. 5: I\ etwork structure of RBF network 
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6.3 Generating Prototypes by Clustering 
In the generation of the prototypes, the 1n prototypes Pn , · · · , P em are generated 
froln the training satnple set of the class r e: 
(6.25) 
\Vhen the clusters C1 , · · · , Cm is obtained fron1 Te, one prototype is generated fr01n 
a cluster as the 1nean of all the samples in the cluster: 
(6 .26) 
where ni is the number of ele1nents of Ci. 
6.4 3D Object Recognition Experiment 
In this section, the perfonnance of the nearest neighbor n1ethod with the prototypes 
generated by the C- Means 1nethod and the ARC 1nethod is exa1nined in the 3D 
object recognition ex.perin1ent. The 3D object recognition is selected here as it is a 
typical and practical pattern recognition proble1n. Eight objects shown in Fig.6.6 
are used. The objects are rotated to rando1n directions around the center of gravity, 
and projected to 2D itnages. As a result , 80 i1nages are obtained for each object 
(Fig. 6.9 and Fig. 6.10). A half of those i1nages are used for training and the others 
are used for testing. 
6.4.1 Derivative of Gaussian Filter 
In feature extraction, we used the derivative of Gaussian (DOG) filters[60], because 
they are considered as the good approximation of the feature extration filters in the 
human fovea(60]. In this 1nethod, the Gaussian filter, 
x2 + y2 
G(x,y)=exp(- 2 ), p (6.27)
 
is differentiated to be directional filters: 
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Figure 6.6: 3D objects used for the experiment 
(6.28) 
The DOG filters are rotated to be selective for particular directions , where the 
angle of rotation is denoted as e. In this experiment , the nine filters shown in Fig. 
6. 7 were used in the 12x12 grids on the image. Therefore, the dimensionality was 
12x12x9=1296 here. 
6.4.2 Experimental Result 
The error rates of the nearest neighbor method based on the prototypes generated 
by the ARC method and the C-Means method are shown in Fig. 6.8. The number 
of prototypes was changed from 2 to 10. In the ARC method, 'TJ was set to 0.25 and 
O" was set to 2300. In C-Means, ten trials were made with different initial cluster 
centers, and the one trial which achieved the smallest error is adopted. 
When the number of prototypes was small, the error rate of the C- Means is 
smaller than that of the ARC method. It shows that the prototypes by the ARC 
method are concentrated in a small part of the class region and do not cover the 
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(b) k = 1, 0 =goo (c) k = 2, 0 = 0° 
(d) k = 2,0 = 60° (e) k = 2 0 = 120° (f) k = 3, 0 = oo 
(g) k = 3,0 = 45° (h) k = 3,0 =goo (i) k = 3, 0 = 135° 
Figure 6. 7: Nine derivative of Gaussian filters used in the experiment 
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whole region, because the number of the prototypes is too small. But , as the number 
of the prototypes increases, the ARC method outperforms the C-Means method. 
The result shows that the robustness against noise works to improve the classification 
accuracy. 
6.5 Hiragana Recognition Experiment 
Here, we deal with 71 Hiraganas (Fig. 6.12), which is a small subset of Kanji 
characters , Character images are derived from the ETL9B database , which contains 
200 images for each character. We used randomly chosen 160 characters for training 
and the rest 40 characters are used for testing. 
6.5.1 Contour Direction Histgram Feature 
In the feature extraction method called "contour direction histgram" ( CDH) [18, 61], 
the character image is divided into 7x7 blocks first. In each block, the contour is 
traced and digitized into four directions (0,45,90 ,135 degrees), and the direction 
histgram is computed as shown in Fig. 6.13. As a result , characters are represented 
in a 196 (7x7x4) dimensional feature space. 
6.5.2 Experimental Result 
The error rates of the nearest neighbor method based on the prototypes generated by 
the ARC method and the C-Means method are shown in Fig. 6.14. The parameters 
of the ARC method were set as follows: 'TJ = 0.4, CJ = 20, and we made ten trials in C-
Means. We had a similar result also in Hiragana recognition experiments: The error 
rate of the ARC method was significantly smaller than that of C-Means method. 
The results show that the advantage of our method is not limited to particular 
problems, and it is suggested that the same result would appear in other problems. 
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Figure 6.8: Error rates of the nearest neighbor classifier based on the prototypes 
generated by the ARC method and the C-Means in 3D object recognition 
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(a) al (a) computer 
(b) ant (b) cow 
(c) beethovan (c) dinosaur 
Figure 6.9: Examples of Rotated Objects (1) Figure 6.10: Examples of Rotated Objects (2) 
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(a) sandal 
(b) shark 
Figure 6.11: Examples of Rotated Objects (3) 
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Figure 6.12: Samples of Hiragana (71 characters) 
6.6 Summary 
In this chapter, we applied the ARC method to generate the prototypes for the 
nearest neighbor method. We compared the goodness of the prototypes with those 
generated by the C- Means method with regard to the classification accuracy in the 
experiments of the 3D object recognition and the Hiragana recognition. As a result, 
it is shown that the robustness against noise works to improve the prototypes so 
that the error rate gets smaller. 
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Figure 6.13: Contour Direction Histgra1n 
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Figure 6.14: Error rates of the nearest neighbor classifier based on the prototypes 
generated by the ARC 1nethod and the C-Means in Hiragana recognition 
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Chapter 7 
Conclusion 
In this thesis, we proposed the clustering 1nethod that has the two i1nportant proper-
ties: the robustness against noise and the analytical c01nputability. The na1ne of this 
1nethod is the "analytically-c01nputable robust clustering 1nethod (ARC 1nethod)" . 
The ARC n1ethod is derived as the extension of the cone cluster extraction 
1nethod, which is the extractive clustering method based on the cone distance. The 
cone cluster extraction has the advantage that the clusters can be obtained by the 
analytical con1putations, but has the drawback that it can only extract the cone-
shaped clusters of the fixed size. Since the clusters are usually considered to be 
spherical , we added the preprocessing called "inner product scaling" which converts 
the spherical clusters into the cone-shaped clusters. 
VVe have presented the three applications of the ARC 1nethod. First , the ARC 
1nethod was applied to the line extraction fro1n the i1nages. In the line extraction 
by the clustering, the lines are extracted as the clusters of line seg1nents, where the 
si1nilarity is defined between the pairs of line seg1nents so that the two seg1nents 
aligned in line have a large si1nilarity. The line seg1nents which do not belong to any 
line are considered to be noises in the clustering. So , the robustness against noise 
is needed for this task. As a result of the experi1nents, it is found that , with regard 
to the frequency of the 1nisextraction of the lines, the ARC 1nethod was superior to 
the conventional threshold- based 1nethods. 
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Second, the ARC rnethod was applied to the do curnent clustering. In the docu-
rnent database browser, sirnilar docurnents are clustered and a representative docu-
rnent of each cluster is shown to the user. The user can get the whole view of the 
database without exarnining docurnents one by one. In a docu1nent database, there 
are n1any docurnents whose contents are not si1nilar to any docu1nent. Since such 
docu1nents are considered as noise docu1nents in the clustering, the ARC 1nethod is 
useful also in docu1nent clustering. As a result of the experi1nents, the ARC 1nethod 
ext racted 1nore infonnative representative docu1nents than those of the conventional 
agglo1nerative 1nethods. 
Third, the ARC 1nethod was applied to the prototype generation for the near-
est neighbor rnethod. To reduce the con1putational cost of the nearest neighbor 
n1ethod, the reduction of the training sa1nples are required . The training sa1nples 
are partitioned into several clusters and the reduced training set (i.e. prototypes) is 
obtained as the cluster centers. The 1nost frequently used 1nethod for the prototype 
generation is the C-Means n1ethod, but it is easily affected by the noise training 
sa1nples. As a result of the experi1nents, we have shown that the ARC tnethod 
can generate better prototypes than the C-Means with respect to the classification 
accuracy of the nearest neighbor method. 
So far , the classification algorithtns have developed fro1n linear ones to nonlin-
ear ones in order to achieve the high classification perfonnance[6). In course of the 
developtnent, the analytical cotnputability has been lost, and, as a result , the clas-
sification algorithms becatne very difficult to use. In this thesis , we proposed the 
analytically cotnputable algorithtn for the robust clustering. In the future works, we 
would like to develop the classification algorithtns which have both of the analytical 
cotnputability and the high performance. 
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