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ABSTRACT
We present an online community change detection algorithm
called spectral CUSUM to detect the emergence of a commu-
nity using a subspace projection procedure based on a Gaus-
sian model setting. Theoretical analysis is provided to char-
acterize the average run length (ARL) and expected detection
delay (EDD), as well as the asymptotic optimality. Simulation
and real data examples demonstrate the good performance of
the proposed method.
Index Terms— Community detection, spectral method,
online change-point detection
1. INTRODUCTION
Detecting community changes within a network structure is
one of the most fundamental and challenging problems in
high dimensional data analysis. It is commonly seen in real
applications such as swarm behavior monitoring [1] and so-
cial network change detection [2]. In many scenarios, the
graph structure is supposed to be sparse, thus the change can
be represented as a linear subspace expanded by eigenvectors
of the graph adjacency matrices.
There’s a wide research study for off-line community de-
tection which deals with static networks. For example, spec-
tral methods based on eigenvectors of the graph Laplacian
are used in [3, 4]. The so-called Kernighan–Lin algorithm [5]
uses a greedy algorithm to improve an initial division of the
network. Fortunato [6] provides a comprehensive introduc-
tion from a statistical inference point of view which readers
can refer to this for more details.
Online community change detection is also of great sig-
nificance if we are dealing with dynamic networks. For
instance, a modularity based online community detection
algorithm [7] is used to deal with large complex networks.
Simensen’s work [8] for online community detection is based
on the adjacency matrix of the dynamic graphs. Reconstruc-
tion of planted clustering is applied in [9] given the ability to
query for small pieces of local information about the graph.
However, none of these works give a statistical perspective
and asymptotic analysis for quickest change-point detection
in communities.
The contribution of this paper can be summarized as fol-
lows. We represent a dynamic random graph using the model
where every edge is sampled from a Gaussian distribution.
Then we propose the spectral CUSUM procedure to detect the
emerging communities in a low dimensional subspace. Theo-
retical analysis is provided to show the asymptotic optimality
of our approach.
The stochastic block model (SBM) [10, 11] has been
widely used and extensively studies in the last few decades
mainly to solve these challenges. In this paper, we consider a
different setting where the samples are generated from Gaus-
sian distributions with different mean values for different
groups. Although the stochastic block model is a natural one
for modeling communities, the Gaussian model is flexible
and meaningful as well. However, in the Gaussian case, the
analysis technique is different from the SBM. To the best of
our knowledge, this is the first theoretical results character-
izing the threshold of the community detection task under
Gaussian models.
2. PROBLEM SETUP
Consider a dynamic network with n nodes (e.g., individuals,
users, sources) and we could obtain an online sequence of
observations. At each time t, we observe a noisy network
which is represented by an undirected weighted graph Gt =
(Vt, Et), t = 1, 2, . . . where Vt and Et are the nodes set and
edges set, respectively; Gt ∈ Rn×n can be regarded as an
adjacency matrix or a noisy influence matrix, and each entry
(Gt)ij represents the effect from node i to node j at time t.
In our problem setting, Gt is symmetric since it represents an
undirected graph.
We focus on the so-called emerging community detection
problem, where the network has no community structure at
the beginning but forms m communities (C1, · · · , Cm) after
the change. Suppose there are no overlapping communities,
each node belongs to one single community. For each node i
belonging to k-th community, we introduce an indicator vari-
able ai ∈ Rm having a 1-of-m representation in which the
k-th entry is equal to 1 and all other entries are equal to 0. It
can be verified that:
aTi aj =
{
1 if ∃k s.t. nodes i, j ∈ Ck,
0 otherwise
Without loss of generality, we can require the indicator vec-
tor to be normalized as ui = ai/||ai||2, then we define the
indicator matrix of the underlying community as:
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A =
[
u1, u2, . . . , um
]> ∈ Rn×m. With this indicator
matrix A in hand, the emerging communities problem can be
cast as follows:
H0 : (Gt)ij
iid∼N (0, σ2) t = 1, 2, . . . , τ
H1 : (Gt)ij
iid∼N ((AA>)ij , σ2) t = τ + 1, τ + 2, . . .
(1)
This model assumes that the weights on the edges are normal
random variables with mean specified by a low-rank matrix in
the form of AA>. This emerging communities problem can
be illustrate with figure 1.
A Sequence of Graph 𝐺𝐺𝑡𝑡 = (𝑉𝑉𝑡𝑡 ,𝐸𝐸𝑡𝑡)
𝐺𝐺𝜏𝜏−2 𝐺𝐺𝜏𝜏−1 𝐺𝐺𝜏𝜏 𝐺𝐺𝜏𝜏+1
Fig. 1. Emergence of communities after change time τ . Three
communities are marked as red, blue, and green dots.
The formulation (1) is general and widely applicable to
real-data problems, such as social networks, seismic sensor
networks, traffic networks, etc. In many applications, the
change can be modeled as the emergence of several disjoint
communities; the nodes inside the same community are more
correlated with each other.
3. DETECTION PROCEDURE
In this section, we first review the well-known cumulative
sum (CUSUM) detection rule, and then propose the spectral
CUSUM procedure.
3.1. Exact-CUSUM procedure
Let f∞(·) and f0(·) denotes the pre- and post-change prob-
ability density (pdf) of the observations, and E∞ and E0 de-
notes the expectation under f∞ and f0, respectively. CUSUM
statistic [12] is defined by maximizing the log-likelihood ratio
statistic over all possible change-point locations:
St = max
1≤k≤t
t∑
i=k
log
f0(Gi)
f∞(Gi)
, (2)
where St has a recursive formulation with S0 = 0 as follows:
St = (St−1)+ + log
f0(Gt)
f∞(Gt)
, (3)
where (x)+ := max{x, 0}. The corresponding CUSUM
stopping time TC is defined as:
TC = inf{t > 0 : St ≥ b}, (4)
where b is a pre-set constant threshold. Under the model (1),
we have that
log
f0(Gt)
f∞(Gt)
=
∑
i
∑
j
1
2σ2
[−(AA>)2ij + 2Gij(AA>)ij ]
=
1
2σ2
[2tr(GtAA>)− tr(AA>AA>)].
(5)
Since the multiplicative factor 1/2σ2 is positive, we can
omit it from the log-likelihood ratio when forming the Exact-
CUSUM statistic, thus yields to an equivalent formulation:
St = (St−1)+ + 2tr(GtAA>)− tr(AA>AA>). (6)
3.2. Spectral CUSUM procedure
The Exact-CUSUM is proved to be optimum when all pa-
rameters are known [13, 14]. Usually, we can estimate the
pre-change distribution using historical data (training data),
but the post-change community structures are unknown since
it represents anomaly information and cannot be predicted.
Therefore, we propose a novel spectral CUSUM procedure
where A is replaced with an estimate Aˆt at time t and thus we
get an alternative to (6):
St = (St−1)+ + tr(GtAˆtAˆ>t )− d. (7)
Here d is a constant which is addressed as drift parameter.
And Aˆ is estimated using the observations {Gt+1, . . . , Gt+w}
that lie in a sliding window with length w. Define G¯t =
(Gt+1 + · · · + Gt+w)/w and find {uˆt1, . . . , uˆtm} be the m
unit-norm eigenvectors corresponding to the m largest eigen-
values {λt1, . . . , λtm} of G¯t. Then estimation is achieved by
letting
Aˆt = [uˆt1 . . . uˆtm] ∈ Rn×m.
The procedure is illustrated in the figure 2.
𝐺𝑡, 𝐺𝑡+1,…, 𝐺𝑡+𝑤
መ𝐴𝑡
Fig. 2. Sliding window scheme.
Notice that CUSUM procedure requires St to have a nega-
tive mean under the null hypothesis and a positive mean under
the alternative hypothesis, which means that:
E∞[tr(GtAˆtAˆ>t )] < d < E0[tr(GtAˆtAˆ>t )]. (8)
Due to the above property (8) which is also mentioned in [15,
16], the detection statistic in (7) will deviate from 0 gradually
after the change happens. And the stopping time is defined
as:
TC = inf{t > 0 : St ≥ b}. (9)
4. THEORETICAL ANALYSIS
First we show that the spectral CUSUM have the following
property, which helps us to set the threshold.
Lemma 1 (Properties of Spectral CUSUM). We have the fol-
lowing two expected drift values under the pre- and post-
change distributions:
E∞[tr(GtAˆtAˆ>t )] = 0, E0[tr(GtAˆtAˆ>t )] = m−
C
w2
.
where λi is the i-th largest eigenvalue of A and Mi,j =
λiλj
(λi−λj)2 (assume all eigenvalues of A are distinct) and con-
stant
C =
m∑
i=1
m∑
j 6=i
(
m∑
k 6=j
Mi,jMk,j + 2M
2
i,j).
Note that (8) always holds as long as w is large enough
since C is a bounded constant with C ≤ m(m2 − 1) ·
max{M2i,j}. Due to property 8, we can choose the drift d
between (0,m− C/w2).
In this section, we derive the optimal design of two pa-
rameters: window size w and drift parameter d, then demon-
strate that the resulted detection procedure is asymptotically
optimum. The theoretical analysis is of great importance be-
cause it serves as a guideline on how to choose the best pa-
rameters used in the proposed community detection proce-
dure. Usually, Monte Carlo simulation is used to determine
the threshold under the ARL constraint (or the false alarm rate
constraint). However, Monte Carlo simulation is very time-
consuming especially for large networks, which is often the
case in social networks like Twitter data. In such cases, the
threshold obtained from the theoretical analysis can be a good
approximation and save computational efforts.
Usually the performance of change detection procedures
is measured by average run length (ARL) and expected detec-
tion delay (EDD). ARL represents the length of time interval
between two false alarms while EDD measures the worst-case
detection delay. When ARL is fixed, it is known that Exact-
CUSUM minimizes EDD which can be calculated directly. In
the following, we will compute ARL and EDD for the case of
spectral CUSUM given in (7).
4.1. Asymptotic performance
Given a constant γ > 1, we can set the threshold b in (4)
accordingly such that ARL = γ. Recall that TC denotes the
stopping time for Exact-CUSUM procedure. Thus E0[TC ]
and E∞[TC ] are exactly EDD and ARL of Exact-CUSUM.
According to [17], we have the following result:
E∞[TC ] =
eb
I∞
(1 + o(1)), E0[TC ] =
b
I0
(1 + o(1)), (10)
where I0 is the Kullback-Leibler information number:
I0 = E0{log[f0(x)/f∞(x)]} = tr(AA>AA>)/(2σ2).
Note that tr(AA>AA>) is bounded by n2/m, which will be
applied to Theorem 1 later. The constraint ARL − γ will be
satisfied when threshold b = (log γ)(1 + o(1)) according to
(10). Substitute the threshold into the EDD formulation, we
can have the relationship between EDD and ARL (γ) as
E0[TC ] =
log γ
I0
(1 + o(1)) =
2σ2 log γ
tr(AA>AA>)
(1 + o(1)).
Since the increment tr(GtAˆtAˆ>t )− d in (7) is not exactly
a likelihood ratio, we need to introduce a equalizer δ∞ such
that:
E∞[eδ∞[tr(GtAˆtAˆ
>
t )−d]] = 1. (11)
Note that δ∞[tr(GtAˆAˆ>) − d] is the log-likelihood ratio be-
tween f˜0 and f∞ where f˜0 = exp{δ∞[tr(GtAˆAˆ>)− d]}f∞.
This allows us to compute the threshold b asymptotically.
Following the derivation in [18], we can get that:
E0(TC) =
log γ
(
1 + o(1)
)
δ∞(E0[tr(GtAˆtAˆ>t )]− d)
+ w, (12)
Using standard computations involving Moment Gener-
ating Function for Gaussian random variables we can write
(please refer to appendix A.3 for detailed derivation):
E∞[eδ∞[tr(GtAˆtAˆ
>
t )−d]] = e−δ∞d+
1
2σ
2δ2∞+m = 1. (13)
Solving (13) we get:
d =
1
2
σ2δ∞ +
m
δ∞
. (14)
Combining Lemma 1 and (14) we have expression for EDD:
E0(TC) =
2 log γ
(
1 + o(1)
)
2δ∞(m− Cw2 )− σ2δ2∞ − 2m
+ w. (15)
4.2. Parameter optimization and asymptotic optimality
Note that the formulation (15) contains two parameters: the
drift d (or δ∞) and the window size w. We can further opti-
mize over these two parameters to obtain the minimal EDD.
We first find the optimal value of δ∞ and thus the drift d (ac-
cording to (14)), which can be done by maximizing the de-
nominator in (15). Setting the derivative to be 0, we obtain
the optimum value of δ∞:
δ∗∞ =
m
σ2
− C
w2σ2
. (16)
Substituting δ∗∞ to (15), we have:
E0(TC) =
2 log γ
(
1 + o(1)
)
(mσ − Cσw2 )2 − 2m
+ w, (17)
thus the remaining step is to find the optimal window size
w∗ such that (17) is minimized. After taking derivative with
respect tow, note that 1/w2 is in the order of o(1/w) thus can
be ignored when w is large. The final results are summarized
in Proposition 1.
Proposition 1 (Optimal window size). For each ARL level
γ, the optimal window size w∗ which minimizes the Expected
Detection Delay (EDD) is given by:
w∗ = 2
(
log γmC
(m
2
σ − 2m)2
) 1
3
· (1 + o(1)). (18)
Putting optimal w∗ and δ∗∞ back into (14) gives the optimal
value for drift parameter:
d∗ =
mw∗2 − 2C
2w∗2
+
mw∗2σ2
mw∗2 − C . (19)
By applying the optimal window size of w and calculat-
ing the ratio, we can prove that the corresponding spectral
CUSUM is first-order asymptotically optimum summarized
in the next theorem:
Theorem 1 (Optimality of Spectral CUSUM). The ratio be-
tween the EDD of the Exact-CUSUM and the EDD of the
spectral CUSUM satisfies:
E0[TC ]
E0[TC ]
= 1 + (log γ)−
2
3
(mC)1/3n2
(m
2
σ − 2m)2/3
+ o(1). (20)
When γ → ∞, for fixed m, n, σ bounded away from zero,
and C is a constant, this ratio E0[TC ]/E0[TC ] tends to 1, i.e.,
the spectral CUSUM is asymptotically optimum.
The above theorem shows that when the ARL value is
large, spectral CUSUM is asymptotically optimum because
it matches the well-known lower bound [13] for EDD. This
is reasonable since when we use the CUSUM procedure, we
usually set the threshold to be sufficiently large such that the
ARL is greater than a large number such as 1000 or 10000.
5. NUMERICAL EXPERIMENTS
5.1. Experiment for synthetic graphs
Firstly, we design a synthetic data to demonstrate the correct-
ness of our algorithm. The artificial graph contains 50 nodes
and after some time they will form three communities con-
taining 10, 10, 15 nodes respectively, thus the potential com-
munity size k = 3. We then set σ = 5 to make the graph
much more unstable and set window size w = 10.
We use Exact-CUSUM procedure and the naive largest
eigenvector procedure as our baseline. The largest eigenvalue
scheme is to replace Aˆt with the eigenvector corresponding
to the largest eigenvalue of G¯. Note in practice, w cannot
be too large to match the theoretical analysis. That’s why
the spectral CUSUM procedure cannot beat Exact-CUSUM
in this experiment. The result is shown in figure 3.
5.2. Experiment for real data
We implement our algorithm on a dynamic seismic sensor
network which can also be found in [19]. The sensors are
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placed in different locations to measure signals around the
Old Faithful Geyser in the Yellowstone National Park. The
total number of sensors is 15 in this case and we observe a
sequence of sensor signals and translate each one into a dy-
namic cross-correlation graph. At the very beginning, the
cross-correlation between each pair of sensors is low, which
means they are not related. An outburst of community change
happens in the middle of the sequence.
We apply our spectral CUSUM method to the data set
with choices of different potential community sizem. The re-
sults of detection statistic using spectral CUSUM are shown
in figure 4.
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6. CONCLUSION
In this paper, we present a novel spectral approach for detect-
ing community changes in an evolving graph by treating the
graph as a Gaussian model. We also provide the theoretical
analysis of the first-order asymptotic optimality of the pro-
posed spectral CUSUM method.
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A. APPENDIX
A.1. Proof of Lemma 1
Since Aˆt is composed of m eigenvectors, AˆtAˆ>t can be writ-
ten as: AˆtAˆ>t =
∑m
k=1 uˆtkuˆ
>
tk. As a result, we have:
tr(GtAˆtAˆ>t ) =
m∑
k=1
tr(Gtuˆtkuˆ>tk) =
m∑
k=1
uˆ>tkGtuˆtk. (21)
For i-th eigenvector uˆti, due to the independence between Gt
and Aˆt, we have
E∞[uˆ>tiGtuˆti] = E∞[uˆ>tiE∞[Gt]uˆti] = 0,
E0[uˆ>tiGtuˆti] = E0[uˆ>i E0[Gt]uˆti] = E0[||A>uˆti||2].
(22)
Thus we have:
E0[tr(GtAˆtAˆ>t )]
=E0
[ m∑
k=1
||A>uˆti||2
]
= E0
[
||A>Aˆt||2F
]
=E0
[∑
i,j
||u>i uˆtj ||2
]
= E0
[∑
i,j
(u>i uˆtj uˆ
>
tjui)
]
=
∑
i
u>i E0
[∑
j
uˆtj uˆ
>
tj
]
ui.
(23)
The last equation holds because we sample Aˆt independently
from A so that we can claim: E[uiuˆ>tj ] = E[ui]E[uˆ>tj ].
We have the following asymptotic distribution From An-
derson’s paper [20] stating that:
√
w(ωti − ui) d−→ N
(
0,
m∑
k=1,k 6=i
λiλk
(λi − λk)2uku
>
k
)
.
(24)
The result above provides the asymptotic statistical of each
estimate of ui at time t. It characterizes the estimation error
vi = ωti − ui where wti is the un-normalized eigenvector.
From (24) we can deduce
vi ∼ N
(
0,
m∑
k=1,k 6=i
λiλk
w(λi − λk)2uku
>
k
)
. (25)
Our estimator uˆti is related to wti through the normalization.
Process ωti/||ωti|| = uˆti. Also note that ui is orthogonal
to vi because the covariance matrix of vi does not contain
element uiu>i . Also to simplify, we define Mk,i =
λiλk
(λi−λk)2
as a scalar. Combining this, we have (Refer to Appendix A.2
for detailed derivation)
E[uˆtiuˆ>ti ]
=E
[
(ui + vi)(ui + vi)
>
(ui + vi)>(ui + vi)
]
=E[
uiu
>
i
1 + ||vi||2 ] + E[
viv
>
i
1 + ||vi||2 ]
≈E[(uiu>i )(1− ||vi||2)] + E[(viv>i )(1− ||vi||2)]
=(uiu
>
i +
m∑
k 6=i
Mk,i
w
uku
>
k )(1−
m∑
k 6=i
Mk,i
w
)− 2
m∑
k 6=i
M2k,i
w2
uku
>
k .
(26)
For the approximate equality 1/(1 + ||vi||2) ≈ 1 − ||vi||2
we use the fact that ||vi||2 is in the order of 1/w while the
approximation error is of higher order. With this in hand, we
can finish the derivation as:
E0[tr(GtAˆtAˆ>t )]
=
m∑
i=1
u>i E0
[∑
j
uˆtj uˆ
>
tj
]
ui
=
m∑
i=1
(
1−
m∑
k 6=i
Mk,i
w
+
m∑
j 6=i
Mi,j
w
(1−
m∑
k 6=j
Mk,j
w
)
− 2
m∑
j 6=i
M2i,j
w2
)
=
m∑
i=1
(
1−
m∑
j 6=i
m∑
k 6=j
Mi,jMk,j
w2
− 2
m∑
j 6=i
M2i,j
w2
)
=m− 1
w2
m∑
i,j
i 6=j
( m∑
k 6=j
Mi,jMk,j + 2M
2
i,j
)
.
(27)
A.2. Calculation of E[vv>(1− ||v||2)]
We have already known the distribution of the Gaussian ran-
dom vector v. So we can get the covariance between any three
of its elements. More specifically, according to Isserlis’ theo-
rem [21], we have:
E[X2iXjXk] = σiiσjk + 2σijσik.
Then we are interested in deriving the covariance for vv>(1−
||v||2). We will first get the explicit expression for every ele-
ment of this matrix.
E[vv>||v2||](p,q)
=
∑
r
E[v2rvpvq]
=
∑
r
(σrrσpq) + 2
∑
r
(σrpσrq)
=tr(Evv>)(Evv>)(pq) + 2
∑
r
(Evv>)(pr)(Evv>)(rq)
=
m∑
k 6=i
Mk,i
w
m∑
k 6=i
Mk,i
w
(uku
>
k )(pq)
+ 2
m∑
k 6=i
Mk,i
w
(uku
>
k )(pr)
m∑
k 6=i
Mk,i
w
(uku
>
k )(rq)
=
m∑
k 6=i
Mk,i
w
m∑
k 6=i
Mk,i
w
(uku
>
k )(pq) + 2
m∑
k 6=i
Mk,i
w2
2
(uku
>
k )(pq).
(28)
Then we have
E[vv>||v2||] = E[vv>]E[||v||2] + 2
m∑
k 6=i
Mk,i
w2
2
uku
>
k .
Put the result back into (26), we get:
E[uˆtiuˆ>ti ]
≈E[(uiu>i )(1− ||vi||2)] + E[(viv>i )(1− ||vi||2)]
=
(
uiu
>
i +
m∑
k=1,k 6=i
Mk,i
w
uku
>
k
)(
1−
m∑
k=1,k 6=i
Mk,i
w
)
− 2
m∑
k=1,k 6=i
Mk,i
w2
2
uku
>
k .
(29)
A.3. Details for deriving equalizer δ∞
E∞[eδ∞[tr(GtAˆtAˆ
>
t )−d]]
=e−δ∞dE
[
E∞[eδ∞
∑
ij(Gt)ij(AˆtAˆ
>
t )ij |Aˆt]
]
=e−δ∞dE
[∏
ij
E∞[eδ∞(Gt)ij(AˆtAˆ
>
t )ij |Aˆt]
]
=e−δ∞dE
[
e
1
2σ
2δ2∞
∑
ij(AˆtAˆ
>
t )
2
ij
]
.
(30)
The last equality uses the fact that the moment generating
function for a Gaussian random variable X ∼ N (µ, σ2) is
MX(θ) = e
θµ+ 12 θ
2σ2 .
Thus we can finish the derivation:
E∞[eδ∞[tr(GtAˆtAˆ
>
t )−d]]
=e−δ∞d+
1
2σ
2δ2∞E
[
etr(AˆtAˆ
>
t AˆtAˆ
>
t )
]
=e−δ∞d+
1
2σ
2δ2∞E
[
etr(AˆtAˆ
>
t )
]
=e−δ∞d+
1
2σ
2δ2∞E
[
etr(
∑m
i=1 uˆtiuˆ
>
ti)
]
=e−δ∞d+
1
2σ
2δ2∞+m = 1.
(31)
The second equality holds since according to the definition of
Aˆt, we have Aˆ>t Aˆt = Im.
