The importance of a suitable temporal integrator for fully nonlinear simulations of surface gravity waves is emphasized. Via numerical examples, it is demonstrated that constant-step procedures are inefficient. This relates to the practice of energy-conserving symplectic integration, assuming constant time steps, and is compared to direct numerical simulations using Runge-Kutta integrators with variable time-step control. It is concluded that the latter with automatic variable time-step control is the more efficient, and should be applied. The practice and efficiency of a stabilization procedure for the time-step selection is described and illustrated. An important point of the method is that the linear part of the prognostic equations is integrated analytically, which means that this part is obtained to machine presicion for any (large) time step (time interval). The evolution and instabilities of highly nonlinear water waves in three dimensions are exemplified through an accurate and efficient time-integration procedure.
Introduction
Publications on strongly nonlinear numerical wave tanks mainly concern the efficient solution of the Laplace equation (see [1, 2] for reviews of the different methods). This is because the inversion of the Laplace equation represents the most demanding part of the computations. Little attention has been paid We are grateful to Professor J. N. Newman for his longstanding and pioneering contributions to the research field of marine hydrodynamics. His analytical and numerical works on fundamental and industrial problems in relation to water waves and their interaction with floating bodies have inspired us and many fellow scientist world wide over long time. to the time marching of the wave field, however. Simple, constant-step procedures are generally employed using Runge-Kutta, Adams-Bashford or Taylor-series expansion methods. However it is well known in the theory of numerical integration of differential equations that constant-time-step methods are inefficient, [3, 4] . This is also true for simulations of the motion of surface waves which will be emphasized in this note. Our aim is to illustrate that the temporal integrator is almost as important as the Laplace-equation solver and should not be overlooked.
We investigate the motion of surface gravity waves in deep water. Let x = (x 1 , x 2 ) denote horizontal Cartesian coordinates, y the upward vertical coordinate and t the time. Let y = 0 and y = η(x, t) be the equations of the free-surface elevation at rest (the still water level) and in motion, respectively. We assume that the flow is described by potential theory and let φ denote the velocity potential. The horizontal fluid velocity is then obtained by u = (u 1 , u 2 ) = ∇φ, where ∇ denotes the horizontal gradient, and the vertical velocity by v = φ y . We denote with 'tildes' the quantities at the free surface, e.g.φ(x, t) = φ(x, y = η(x, t), t). At the free surface, the pressure is zero and the effect of surface tension is neglected. The kinematic and dynamic conditions at the surface can be conveniently written [5] as follows;
where the equations are evaluated at y = η. Further, V = ∂φ/∂n[1 + |∇η| 2 ] 1/2 denotes the scaled normal velocity at the free surface, where n denotes the unit normal pointing out of the fluid, and g denotes the acceleration of gravity. The solution of the Laplace equation, resulting from conservation of mass of the incompressible flow, is obtained exactly by means of a Green function, i.e.,
whereφ =φ(x, t),φ =φ(x , t) and r is the distance between the source point and the field point (at the free surface) and is expressed by r = [R 2 + (y − y) 2 ] 1/2 where R = |x − x|. We introduce the difference in the surface elevation at the two points x and x divided by the horizontal distance, i.e., D = (η − η)/R, and note that D → ∂η/∂R when R → 0 and D → 0 when R → ∞. The reorganized integral equation (3) may be put on the form
where the integration is over the (horizontal) x -coordinate; the functions T(φ) and N(V) are given below, and we have used that dS
is inverted by means of a Fourier transform [5, 6] . The solution is obtained by a rapidly converging iterative procedure where the leading terms are explicit:
where F denotes Fourier transform, k = (k 1 , k 2 ) the wavenumber vector and k = |k|. The full solution is obtained by solving iteratively the relation (one iteration is usually sufficient)
Generalizations including the effect of a horizontal sea bed, overturning surface, surface tension, generating pressure and absorbing boundaries are given in [5] [6] [7] [8] . The claim of the present paper applies identically to all these generalizations which are not considered here for the sake of simplicity.
The temporal scheme
Extracting the linear parts of (1)- (2) and taking their Fourier transforms, we may write the prognostic equations as
with
where ω = gk and To avoid (linear) instabilities and thus a slow scheme, it is advantageous to integrate the linear part analytically. This is easily done with the change of variables
where
This yields the equation
After transformation, the temporal scheme is necessarily unconditionally linearly stable and exact. This is very important for the robustness, speed and accuracy. Depending on the physics involved and the numerical parameters (e.g., discretization), we have observed that the transformation (12) allows a time step that is 10-100 times larger than without the transformation. This substantially improves the performance of the numerical model. The modified equation (14) is solved with a six-stages fifth-order Runge-Kutta scheme with an embedded fourth-order scheme for the time-step selection [9] . (For the two-dimensional version of the code [6] we implemented an eight-order Runge-Kutta scheme.) We choose a Runge-Kutta scheme (RKS) for the following reasons: -In the integration procedure, an RKS 'looks forward' to update the variables while a multi-step method (MSM) (e.g., Adam-Bashford) uses past information. This sounds more consistent for stiff problems. -Although the computation of one time step requires more evaluations than an MSM, the step that is allowed is larger, with the consequence that the overall computation is reduced. -The stability of RKS increases with the order while it decreases for MSM.
-RKS are auto-restart (computations can be stopped and restarted at any time without changing the result). -In general, the MSM requires more storage than the RKS of the same order.
Of course, the relevance of these considerations are problem-dependent. They were found to be important for accurate simulations of fully nonlinear surface waves.
The embedded fourth-order scheme is used to estimate the size of the next time step. Hence, the scheme adapts itself to the step according to the physics involved. This is a very important feature because no unnecessary computations are carried out when they are not needed (infinitesimal waves). When rapid events occur, they are properly resolved, however (e.g., freak waves). Therefore, the scheme is more stable and accumulates fewer round-off errors than the corresponding constant-time-step procedure, often in a spectacular way.
It happens that the estimated step is too large for the tolerance required and must therefore be rejected. The time step is then reduced and the computations restarted. This is time consuming if it happens too often, and has consequences for the stability too. To limit the number of rejected steps and increase the stability of the procedure, we use a stabilization technique for stiff problems, the 'PI step size control' [4] . For stiff problems, it allows a reduced cost (by reducing the number of rejected steps) together with a stabilization of the overall procedure. This point is further illustrated through the examples in the next section.
The 'PI step size control' is implemented as follows: at the begining, the solution Z i−1 at t = t i−1 , i > 1 is known, and the user chooses then t i and a parameter Tol. The algorithm consists in evaluating a next, optimal time step, t opt by the following procedure:
(1) ComputeZ i at t = t i−1 + t i , from the fifth-order Runge-Kutta scheme. 
In the above α and β are constants defining the 'PI step size control' method. If α = 1/5 and β = 0, the standard step-size adaptive method is recovered. Here we use α = 0.7/5, and β = 0.4/5. This choice was made in view of numerical tests; see [4] .
Numerical examples
The efficiency of the present time integrator is illustrated with computations in two and three dimensions. In the first example, a wave packet, homogeneous in the transverse direction, is considered. Following [10] , the initial condition is obtained from an exact Stokes wave, with wavenumber k 0 = (k 0 , 0), half total wave height or amplitude a and wave period T 0 . The surface elevation and the tangential velocity at the surface are then multiplied by the bell function sech[ Figure 2a displays the local maximum steepness ak observed during the simulation. The total simulation time is further divided into 40 intervals of equal length. For each time interval the number of accepted and rejected steps is counted using the time integrator described in Sect. 2 with and without the 'PI step size control' stabilization technique. The comparison is presented in Fig. 2b, c .
The improvement needs no further comment. To obtain the same result with a constant-time-step procedure, one has to use the smallest time step of the overall simulation that leads to the maximum acceptable error. Since the stiffness of the problem increases with increasing waveslope, the maximum acceptable time step decreases. This leads to a constant number of steps of around a hundred per time interval in the present example.
Further we consider a purely three-dimensional example. Here a plane exact Stokes wave train with wavenumber k 0 = (k 0 , 0) and waveslope ak 0 = 0.3 is perturbed by the most unstable class II mode k pert = (1.5, 1.33)k 0 . The subsequent surface elevation is presented in Fig. 3 at several times of the 
simulation. Horseshoe patterns eventually develop and lead to breaking of the waves. Using the stabilizing technique the efficiency significantly improves the performance of the time integrator, as is illustrated in Fig. 4 .
Remarks on symplectic temporal integrators
The mechanical system of ocean-surface wave motion (1)-(2) can be recast in a Hamiltonian form [11] . This has the advantage that the Hamiltonian of the system is preserved, with the generalized coordinates Fig. 4 (a) Time integration without and (b) with stabilizing 'PI step size control'. The whole time series is divided into 18 sub-intervals. The number of accepted (gray) and rejected (black) steps are displayed for each interval a b evolving in a symplectic manner. The use of symplectic integrators [12] makes sense only if the spatial scheme does not involve smoothing or other artificial stabilization techniques. This is precisely the case for our scheme. We have spent much effort in trying to implement a time-stepping method that is symplectic. Based on intensive numerical experimentations (and not on mathematical investigations), we have observed that symplectic temporal integrators are inefficient for surface waves for the following reasons:
(i) General symplectic integrators are constant step schemes, i.e., symplecticity is destroyed if the time step is not constant. As we have mentioned and illustrated above, schemes with constant time steps are inefficient for large-scale simulations. (ii) There are some recent investigations on symplectic schemes with variable steps [13] ). However, these schemes are very involved and require more iterations than the corresponding scheme with constant step (see next point). (iii) General symplecting integrators are implicit schemes and, therefore, their use requires iterations. It is unrealistic in practice to iterate until machine precision is reached, and the iterations are stopped when a given tolerance (say 10 −8 ) has been obtained. Thus, the scheme can only be approximately symplectic (except for a few peculiar equations for which ad hoc explicit symplectic schemes exist).
Simple functional iterations converge too slowly to be used in practice. Therefore, symplectic schemes often use Newton's method with an incomplete Jacobian to improve the convergence. This procedure induces non-polynomial nonlinearities and the aliasing is greatly increased, often leading to dramatic instabilities and numerical blow-up. Hence, more is lost on the spacial scheme than what is gained on the temporal one. (v) Our implementations of the implicit Runge-Kutta schemes based on Gauss-Legendre quadratures, for example, where found to be very slow and highly unstable, often leading to numerical blow-up after three to five time steps only. (vi) Runge-Kutta schemes, for example, are linear and exact for all polynomials up to a certain order.
We tried the exponential integrator of Hochbruck et al. [14] and found it very slow and unstable. We have also tried to implement our own (nonlinear) implicit schemes based on rational (Padé) approximations. Though these schemes were designed to be A-stable (see [4] for the definitions of various stability definitions), they were found disastrously slow and unstable.
(vii) Finally, we note that by stability one should understand here 'practical' stability. This means that, if a scheme is theoretically stable for time steps smaller than, say, one-fiftieth of a characteristic period, it is considered practically unstable because such small steps are useless for realistic simulations, due to slowness and accumulation of round-off errors.
Conclusion
The importance of a suitable temporal integrator for simulations of water waves is discussed in this paper. If the waves are linear, the time integration can be performed in one time step, with the result evaluated to machine precision. When the waves are nonlinear, the linear part of the time stepping should be performed analytically, and the remaining, genuinely nonlinear and relatively smaller part of the prognostic equations, integrated in time by a method that assumes a variable time-step. Our experience is that constant-step methods are inefficient and one should always prefer an auto-adaptive method instead. Such schemes are easily implemented and provide very substantial improvements. With regard to symplectic integrators, we conclude that these, in general, are not yet competitive in practice for the stiff problem of surface waves. A significant breakthrough in symplectic integration must take place before such a scheme can be used in realistic numerical wave tanks. For the time being, a wellchosen explicit scheme, including improvements -such as the integrating factor to remove part of the stiffness -is much more efficient in terms of speed, stability and accuracy. We have illustrated this claim in this paper, through the computation of instabilities of highly nonlinear water waves in three dimensions.
