We study contextual multi-armed bandit problems in the case of multiple users, where we exploit the structure in the user domain to reduce the cumulative regret. Specifically, we model user relation as a graph, and assume that the parameters (preferences) of users form smooth signals on the graph. This leads to a graph Laplacian-regularized estimator, for which we propose a novel bandit algorithm whose performance depends on a notion of local smoothness on the graph. We provide a closed-form solution to the estimator, enabling a theoretical analysis on the convergence property of the estimator as well as single-user upper confidence bound (UCB) and cumulative regret of the proposed bandit algorithm. Furthermore, we show that the regret scales linearly with the local smoothness measure, which approaches zero for densely connected graph. The single-user UCB also allows us to further propose an extension of the bandit algorithm, whose computational complexity scales linearly with the number of users. We support theoretical claims with empirical evidences, and demonstrate the advantage of the proposed algorithm in comparison with state-of-the-art graph-based bandit algorithms on both synthetic and real-world datasets.
Introduction
In the classical stochastic multi-armed bandit (MAB) problem, a decision-maker chooses one out of the k possible arms (actions) and experiences an instantaneous reward. The goal is to learn from the experience (by trial-and-error) the arm with the highest average reward or payoff. When prior knowledge is available about the relation between the arm features and its payoff via definition of certain context, the problem is defined as contextual MAB Langford and Zhang [2008] , AbbasiYadkori et al. [2009 AbbasiYadkori et al. [ , 2011 , Rusmevichientong and Tsitsiklis [2010] , Li et al. [2010] , Chu et al. [2011] , Shao et al. [2018] , Kannan et al. [2018] . A common assumption is to consider the average payoff y of the arm as a linear function of its context (represented by a feature vector x), where the associated coefficients can be interpreted as user preferences (represented by a parameter vector θ). The problem therefore boils down to obtaining knowledge on θ and selecting arms accordingly. In the multi-user case, each user faces an independent instance of the bandit, with a parameter vector θ specific to that user. Classical contextual bandit algorithms Abbasi-Yadkori et al. [2011] , Rusmevichientong and Tsitsiklis [2010] , Li et al. [2010] , Chu et al. [2011] treat users independently, and their cumulative regret scales linearly or sub-linearly with the ambient dimension. This makes learning challenging in high-dimensional settings, e.g., in the case of a large number of users or arms.
To improve learning efficiency and performance, the underlying relation between users or arms may be inferred as a network, in which nodes represent users or arms and edges capture the affinity (or similarity) between them. This motivates a large body of work on graph-based MAB algorithms Gentile et al. [2014] , Nguyen and Lauw [2014] , Cesa-Bianchi et al. [2013] , Li et al. [2016] , Wu et al. [2016] , Alon et al. [2017] , Yang and Toni [2018] , Mookiah et al. [2018] , which may be roughly categorized as: i) topology-based bandits, where the graph topology itself is exploited to help reduce dimensionality or improve learning performance, and ii) spectral bandits, where the user choices or arm features are modeled as signals defined on the underlying user or arm network, whose characteristics are then exploited in the graph spectral domain via tools provided by graph signal processing Shuman et al. [2013] to assist learning.
For topology-based bandits, information encoded in the graph may be exploited in a number of ways. For instance, given a user graph, similar users may be clustered into groups Gentile et al. [2014] , Nguyen and Lauw [2014] , Korda et al. [2016] , Yang and Toni [2018] and analyzed together, reducing the dimensionality of the problem. The learn performance however depends on the clustering algorithm being used, which tends to be expensive for large-scale graphs. Another approach is to allow neighbors in the user graph to select arms in a collaborative (joint) fashion Cesa-Bianchi et al. [2013] , Wu et al. [2016] , Li et al. [2016] , Vaswani et al. [2017] , Liu et al. [2018] , where the coefficients of the payoff function is the concatenation of that of a number of users. This is however at the expense of an increased dimensionality of the problem, which leads to severe scalability issues despite the proposal of a few simplified algorithms Vaswani et al. [2017] .
Instead of utilizing the graph information alone, spectral bandits exploit both the graph structure and the information associated with the nodes. For instance, Valko et al. [2014] assumes that the payoffs of the arms for one user are a smooth signal defined on an arm graph. While this directly exploits structural properties in the observation domain, i.e., payoffs, there are cases where it is desirable (and indeed more challenging) to infer and exploit properties in the user domain, e.g., parameter vectors θ that are associated with user preferences. Indeed, structure in the user domain has been exploited in Cesa-Bianchi et al. [2013] to encourage information sharing across neighbors for collective arm selection. Specifically, in Cesa-Bianchi et al. [2013] , parameters for different users are concatenated into a global vector and estimated jointly via a closed-form solution to the problem. However, the limitations are that this leads to a global bound that is less tight than single-user bounds (with implication on the regret performance), and a computationally complexity that scales quadratically with the number of users.
In this paper, we build upon the idea of spectral bandits and aim at addressing several key limitations in the literature. First, unlike Valko et al. [2014] , we consider each component of the parameter vector θ across all users to be a smooth signal on a user graph, hence exploiting the structure of the hidden user domain rather than the observation domain. Specifically, we consider a graph Laplacian regularized estimator, and propose a novel bandit algorithm based on a local smoothness measure of the user preference signal. We then provide a theoretical analysis on the convergence property of the estimator, as well as the UCB and cumulative regret of the proposed algorithm. Second, unlike Cesa-Bianchi et al. [2013] , we provide an analytic solution to the single-user estimation problem, which leads to a single-user UCB instead of a global one. This brings two key advantages of the proposed framework: first, a tighter UCB, as well as a cumulative regret that approaches zero for densely connected graphs, showing the direct impact of the local smoothness measure on the regret; second, the proposal of a scalable version of the algorithm that has a linear computational complexity with respect to the number of users.
The main contributions of the paper are summarized as follows:
• We propose a novel graph-based bandit algorithm based on a graph Laplacian regularized estimator, which outperforms existing bandit algorithms in terms of cumulative regret, as well as an extension that is able to scale to extremely large graphs.
• We provide an analytic solution to the single-user estimation problem, which allows for the derivation of a tighter UCB, as well as a cumulative regret that scales linearly with a local smoothness measure of the user parameters.
• We contribute broadly to the literature of graph-based data analysis, in particular signal processing and matrix factorization on graphs, by providing a theoretical analysis (which is largely absent in the literature) of the properties (e.g., convergence) of the graph-based estimator that frequently appears in these fields Yankelevsky and Elad [2016] , Dong et al. [2016] , Nassif et al. [2018] , Dadkhahi and Negahban [2018] , Rao et al. [2015] , Kalofolias et al. [2014] .
Notation
Matrices and vectors are indicated with boldface uppercase letters and boldface lowercase letters, respectively; scalars are indicated with lowercase letters. For a matrix A ∈ R n×m , we use A ij to denote the entry in row i and column j. We use subscript t to denote time step. We use ||x|| p to denote the p norm of a vector x ∈ R k . For a positive definite matrix A ∈ R k×k , the weighted 2 norm of x is defined by ||x|| A = √ x T Ax. Finally, we use tr(·) to denote the trace operator.
Problem Setting
We consider a linear contextual MAB problem with n users and m arms, where both n and m are large. Each arm is described by a feature vector x ∈ R d , while each user is described by a parameter vector θ ∈ R d , with d being the dimension of both vectors. The affinity between users is encoded by an undirected and weighted graph G = (V, E), where V = {1, 2, .., n} represents the node set for n users and E represents the edge set that capture the affinity between each pair of users. The graph G is represented by its adjacency matrix W ∈ R n×n , where each element W ij = W ji captures similarity between users i and j in terms of their parameter vectors θ i and θ j . The normalized graph Laplacian matrix is then defined as
T ∈ R n×d that contains parameter vectors of all users as rows. Adopting terminology in graph signal processing, its columns can be considered as signals defined on the user graph. The smoothness of Θ over graph G can then be quantified using the Laplacian quadratic form Zhou and Schölkopf [2004] :
which, for each dimension k of θ, is a weighted sum of the squared difference between users normalized by the square-root of their degrees.
Equipped with the above notation, we can now introduce the following sequential learning process, in which users appears (or are sampled) at random and the learner selects the best arm for the user under consideration (typical scenario of recommendation systems). At each time t = 1, . . . , T , the learner is informed about the user i t to serve, which is selected uniformly at random. From the set of available arms D, the learner selects the arm a t and proposes to i t , and observes the payoff y t experienced by the user. Conventionally, the payoff is a linear function defined by y t = x T at θ it + σ t , where the noise σ t is assumed to be R-sub-Gaussian for any t. We assume that the learner is informed about the arm feature vectors x a , a ∈ {1, 2, ..., m}, while the user parameter vectors θ i , i ∈ {1, 2, ..., n} are unknown and so is the graph G, which is common in the scenario of recommender systems. The goal of the learner is to learn the arm selection strategy that minimizes the cumulative regret with respect to an optimal strategy, which always selects the optimal arm for each user. Formally, after T times, the cumulative (pseudo) regret is defined as:
where a t and a * t are the arms selected by the user and the optimal strategy at t, respectively. For notational convenience in the rest of the paper, at each time step t, we use i to generally refer to the user appeared and x t to represent the feature vector of the arm selected.
Graph-Based MAB
We now describe our proposed algorithm, which infer and exploits the graph structure both in the user parameter estimation and in the arm selection (via a graph-based UCB). Constructing a similarity graph and exploiting the smoothness prior on the users' parameters, i.e., the assumption of a low quantity of the form in Eq. (1), allows us to efficiently speed up the learning process at each user. Consider observations {X t,i , Y t }, where each X t,i ∈ R d×t contains as columns the feature vectors of arms selected by user i in each step up to time t. In our setting, only one user appears at each time, therefore the columns of X t,i will be all zero if i did not appear at the corresponding time step. Y t ∈ R n×t contains the payoffs received by all users in each step up to time t, whose entry will be zero for users that did not appear at the corresponding time step. The user parameters estimated at time t are obtained as folloŵ
where (i, :) denotes the i-th row of the matrix, and α > 0 is a regularization parameter.Θ t is the global user parameter matrix whose i-th row,θ t,i =Θ t (i, :), corresponds to the parameter vector for user i estimated at time t. To provide intuition on the effect on the smoothness prior and present our algorithms and analyses, we introduce the notion of a local smoothness measure as follows.
Definition 1. (Local smoothness measure). Given a graph G with normalized Laplacian L, the local smoothness measure for the parameter vector of user i on G is given by
In short, the local smoothness measure reflects the gap between the signals (or user parameters) at the node i and that associated with the nodes within the neighborhood of i. Note that, rather than a global measure as in Eq. (1), it provides the local smoothness for each single user. Hence, it reflects the benefit that the graph information may have on each single user. Specifically, a highly connected node will experience a small ||∆ i || 2 , while a poorly connected node will have a much larger local smoothness measure, given by ||∆ i || 2 → ||θ i || 2 . ||∆ i || 2 depends on the ground-truth of the user parameters, which is not available at the learner. Hence, in practice, we introduce the empirical local smoothness calculated at the beginning of time t based on previous information:
, whereθ ls t−1,j is the least-square estimate of user j at time t − 1
1 . In what follows, we prove that the performance of proposed bandit algorithm is directly related to the local smoothness.
Graph UCB (G-UCB)
We now describe in details the proposed algorithm G-UCB, depicted in Algorithm 1. At time t, user i appears and G-UCB selects an arm with feature vector x t from the arm set D as the one that maximizes the upper confidence bound UCB(i, t)= x
, with β t,i being the confidence bound given by Eq. (4), which is calculated based on information up to time t − 1, i.e., θ t−1,i and M −1 t−1,ii :
where M −1 t−1,ii is defined in Algorithm 1 and η t−1,i ∈ R t−1 is a column vector containing noise experienced by user i in each step up to time t − 1. The bound β t,i is derived from a single-user confidence set (as shown in the following section), which results in a much tighter bound that the global one (used for example in Cesa-Bianchi et al. [2013] ). Note that β t,i depends on the empirical local smoothness measure ||∆ t,i || 2 introduced above: the lower the local smoothness, the smaller the upper confidence bound. This is a direct consequence of the fact that highly connected nodes (users) will share their information about the user parameters in the estimation phase. Once the arm is selected, the learner observes the payoff y t . Next, all user parameters are simultaneously updated, following the estimation in Eq. (2). It is worth mentioning that we do not assume the graph structure to be known a priori, hence it is initialized as an empty graph and then updated at each time step based on the estimated user parameter vectors via a Gaussian radial basis function (RBF) kernel (see Algorithm 1).
Regret Analysis on G-UCB
Based on the theoretical analysis in Section 4, we derive a bound on the regret of G-UCB.
Theorem 1. (The regret of G-UCB algorithm).
Let the G-UCB algorithm run on graph G = (V, E), V = {1, 2, ..., n} and assume that for all t, θ, and all x ∈ D, ||x|| 2 ≤ 1 and y t = x T θ ∈ [−1, 1].
In the case of T decision opportunities, shared by the learner 1 The reason for having the least-square estimate of user j rather than the Laplacian-regularized one from Eq. (2) will become clear in Section 4 after we introduce the closed-form estimate in Eq. (10).
• Calculate βt,i via Eq. (4) • Select one arm xt from the set D by maximizing UCB(i, t)= x
• Receive payoff yt, update Yt−1 → Yt and Xt−1,i → Xt,i for all i
• UpdateΘt (andθt,i) via Eq. (2) • Updateθ ls t,i and M
where σw is kernel width across n users, the regret of G-UCB is bounded, with probability at least 1 − δ, as follows
The improvement in terms of regret made by G-UCB can be seen in the comparison with classical contextual bandit algorithms (e.g., LinUCB Slivkins [2014] ), which ignores the graph structure and runs n independent bandit instances, whose regret is bounded in Abbasi-Yadkori et al. [2011] by
. By comparing the two regret bounds it is evident that Eq. (5) replaces ||θ i || 2 by the local smoothness measure ||∆ i || 2 . Under the assumption of smooth signal on the graph, ||∆ i || 2 is smaller than ||θ i || 2 , leading to a lower regret bound. To provide interpretation of the impact of ||∆ i || 2 on the regret, without loss of generality, we ignore the noise termÕ(
In case of an empty graph where,
. This means that in the degenerative case of having users with similarity zero, G-UCB converges to LinUCB. In the opposite case of fully connected graph with unitary edge weights and same user parameters across users, leading to a classical linear UCB with 1 user instead of n, with T decision opportunities. i.e.,Õ(
Low Complexity Algorithm (G-UCB SIM)
One potential issue of G-UCB is its computational complexity solving Eq. (2) via vec(Θ t ) = M −1 t B t (introduced in next section) has to be performed at each time t. Thanks to Eq. (10), a low complexity algorithm termed G-UCB SIM can be designed (see Appendix) to reduces the computational complexity dramatically by avoiding the inverse operation on M t ∈ R nd×nd . Formally, the only difference between G-UCB and G-UCB SIM lies in the number of users updated at each time step. In G-UCB, by solving Eq. (2), all users are updated simultaneously. In contrast, G-UCB SIM updates only one user at each time step via Eq. (8). This leads to a linear complexity with respect to the number of users, instead of a quadratic one, while still exploiting the graph information at each user parameter estimation. Formally, the computational complexity of G-UCB isÕ(n 2 d 2 ), while that of G-UCB SIM is onlyÕ(nd). The same holds for memory requirement. In the following, we provide the theoretical analysis that allows us to define and analyze the G-UCB.
Theoretical Analysis

Estimation error bound
We now derive the analytic estimation error bound for the Laplacian-regularized estimator of Eq. (2). We first state the following Lemma that will be used in the error bound derivation. Lemma 1. Petersen et al. [2008] For any positive semidefinite matrix Q and M, if σ 2 is small compared to Q and M then
We now proceed with the bound of the estimation error. Suppose up to time t, users have selected m different arms. Note that m ≤ t since users may select the same arm. Given the observation matrices X t ∈ R d×m with arm features xs in columns, Y t ∈ R n×m with payoffs received by each user in each row (if user i did not select arm j, the entry Y i,j is 0), and the graph Laplacian L ∈ R n×n . Eq. (2) can be rewritten asΘ t = arg min
. This is a well-known convex optimization problem, whose closed-form solution is however nontrivial to obtain. To this end, we transform it into the following vectorized form
whereθ vec,t = vec(Θ t ) ∈ R nd is the vectorized form ofΘ t , where rows are concatenated into a long column vector. Similarly,
where ⊗ is the Kronecker product and I is the identity matrix of size d; and X t ∈ R nm×nd , where each row denoted as φ i (x t ) is a long sparse vector describing the pair (i, x t ). It indicates the event that user i selects an arm with feature x t at time t, which is defined
With the notations above, the solution of Eq. (6) isθ vec,t = (X
This analytic solution shows the estimatorθ t,i for user i as a function of the matrix M −1 t,ij , which depends on the graph connectivity. To better show this relation, we apply Lemma 1 on M t = A t +αL, and then split M −1 t into blocks M −1 t,ij . This leads to the following approximation (proof provided in Appendix)
Note that α is the regularization parameter that is typically a small positive constant, therefore Lemma 1 applies. With Eq. (9), we can rewrite Eq. (8) as:
Note that if user i has at least one neighbor, then L ii = 1. Therefore Eq. (10) . We are now ready to introduce the following theorem on estimation error bound. Theorem 2. (Laplacian-regularized estimation error bound). Given n users, a similarity graph G = (V, E), x ∈ D are i.i.d. vectors, and σ t as R-sub-Gaussian noise variables. With X t,i ∈ R d×t ,
, the estimation error of the single-user parameter vector θ t,i of the Laplacian-regularized estimator Eq. (2) satisfies the following upper bound
It is key to observe that this bound formally shows the benefit of exploiting the connections between users when estimating user parameters. Specifically, the smoother the signal on the graph, the lower the local smoothness measure ||∆ t,i || 2 , and the lower the bound. In the degenerative case of no connections, the algorithm converges to the error bound of least-square estimator, given by
UCB Derivation
We now translate the estimation error bound of Eq. (11) into the upper confidence bound Eq. (13). Let the confidence set for user i be an ellipsoid with center atθ t,i in which θ i lies with high probability. Formally,
Based on the analytic expression ofθ i in Eq. (10) and that of M t,ii in Eq. (9), we can obtain a tight upper bound on C t,i , which gives the value of β t,i (see Appendix for detailed proof). Theorem 3. (Laplacian-regularized UCB). Given n users, a similarity graph G, x ∈ D are i.i.d.
vectors, and σ t as R-sub-Gaussian noise variables. With∆ t,i = θ t,i − n j =i −L ijθ ls t,j , β t,i defined in Eq. (12) for the single-user parameterθ t,i obtained from the Laplacian-regularized estimator of Eq. (2) can be calculated by
Experiment Results
We now provide experiment results, which validate the theorems and demonstrate the performance of G-UCB and G-UCB SIM in comparison with a number of state-of-the-art baseline algorithms: LinUCB Li et al. [2010] , GOBCesa-Bianchi et al. [2013] , and CLUBGentile et al. [2014] . Due to space limitation, we refer to Appendix for the empirical validation of the theory, and only provide results on the bandit performance. We first test the algorithms on artificial data with respect to signal smoothness, graph sparsity and noise level, where we generate random geometric graphs with 20 vertices (see Appendix). We then carry out experiments on four real-world datasets that are commonly used in bandit problems: Movielens, Netflix, Delicious and LasFM, where we follow the data pre-processing steps in Valko et al. [2014] (see Appendix). We first carry out experiments on random geometric graphs with 20 vertices. Due to the limited space, the detail method used to generate random graph is provided in Appendix.
We first test G-UCB under different levels of signal smoothness. To control the smoothness, we initialize a set of random signals on the graph denoted by Θ 0 ∈ R n×d , and smooth the signal by solving the following optimization problem:
, where the larger the regularizer coefficient λ, the smoother Θ over the graph. In Figure 1(a) -(c), we observe cumulative regret of λ = {1, 3, 5} under zero noise case. One pattern is the decrease of cumulative regret as λ increase. This is expected as the algorithm imposes the regularizer based on a smoothness prior. The smoother the signal, the better the performance. Importantly, G-UCB outperforms GOB, which is the closest baseline to our algorithms. The main reasons for this performance gain are two-folds: i) the regularizer in GOB is (I n + L) ⊗ I d , as opposed to the regularizer in G-UCB which is L ⊗ I d . This implies that GOB imposes also a ridge regularizer on top of the smoothness one (see Appendix for the mathematical difference between the two algorithms). Under the zero noise case, the ridge regularizer limits the performance of GOB; ii) the single-user UCB in Eq. (4) is much tighter than the global one in GOB, which is shown in Figure 1(d) . Finally, we also observe a higher regret for G-UCB SIM compared to G-UCB, which is expected as we have a single-user update, rather than a global estimate, at each time step.
We then test the different algorithms in settings with different levels of graph sparsity in Figure  2 (a)-(b), and different levels of noise in the observations in Figure 2(c)-(d) . To control the sparsity of the graph, we then delete all the edges whose weights are smaller than a threshold {0.5, 0.7}. In the noisy setting, we add Gaussian noise to the signals Θ. Intuitively, the more sparse the graph, the less beneficial the graph information (imposed by the Laplacian regularizer). This is verified in the results, where we see that the gain of G-UCB versus the other algorithms reduces with the number of edges in the graph. Similar observations can be made from Figure 2 (d) show that all graph-based algorithms are sensitive to noise, and GOB, G-UCB, and G-UCB SIM perform similarly when the noise level is high. Nevertheless, they still outperform linUCB (no exploitation of the graph information) and CLUB (graph only used to cluster users). Notice that GOB has slightly better performance at high noise level, which is due to the extra ridge regularizer that improves the robustness of GOB.
Finally, we test algorithms on four real-world datasets. In Figure 3 , we see that the proposed G-UCB and G-UCB SIM outperform the baseline algorithms in most of the cases. Similarly to the synthetic experiments, LinUCB and CLUB perform poorly, while GOB shows a regret behavior more similar to the proposed algorithms. However, in Netflix dataset, the cumulative regret are similar between G-UCB, G-UCB SIM and GOB indicating ratings in Netflix are smooth over user graph. It is worth noting that in Delicious and LastFM the payoff is binary, which poses challenges on regression based algorithms. One interesting pattern is that G-UCB SIM outperforms G-UCB in both Delicious and LastFM. The main reason is that binary payoff signals tend to ignore subtle difference between users, which makes the graph constructed less informative. However, G-UCB SIM at the very beginning behaves like a ridge estimator, which is less influenced by the potentially misleading graph hence produces better performance. 
Conclusion
In this paper, we have proposed G-UCB and G-UCB SIM, two Laplacian-regularized graph bandit algorithms that exploit the relation between users for more efficient learning. As future directions, we may further consider negative edge weights in the adjacency matrix, which relaxes the condition that all user parameters are encouraged to be similar to each other, and an undirected graph, which may help take into account the different levels of influence a pair of users may have on each other, as well as address the scenario when users are not sampled uniformly in the sequential learning process. 
A G-UCB SIM (Low Complexity Algorithm)
Algorithm 2: G-UCB SIM Algorithm 
where σW is kernel width
B Proof of Theorem 1 (Regret Bound) in main paper
Proof. Let x * t,i = arg max x∈D x T θ i where x * t,i is the arm selected by optimal selection strategy for user i at time t and x t,i is the arm selected by G-UCB at time t . Let r t,i denote the instantaneous regret at time t and M t,i = X t,i X T t,i + αI.
The first inequality is due to the principle of UCB
which means
The second inequality in Eq. (14) is due to
where we used the definition of confidence upper bound in Eq. (62), ||θ
Finally, assume r t ≤ 2 since payoff y t ∈ [−1, 1]
The last step is due to Lemma 11 in Abbasi-Yadkori et al.
[2011]
where
leading to φ t,i ≈ αI.
Let assume for all t and i, ||x t,i || 2 ≤ 1, therefore
where ln det(Vt) det(αI) ≤ 2d ln(1 + T /α) from Lemma 11 in Abbasi-Yadkori et al. [2011] , and
Let denote by N oise = ||X t,i η t,i || V
. Now, we consider a case with n evenly appearing users over a total time T , thus each user appears T /n times on average, then
To be clear on the effect of graph information on the regret, we first focus on the case in which the N oise can be ignored 4 , leading to
Now, we examine the effect of graph Laplacian on the regret
• One extreme case is empty graph: L ij = 0 for any i, j,
Then,
where we assume ||θ i || 2 = 1. Here, we recover the regret of n independent bandit as in LinUCB Li et al. [2010] .
• Another extreme case is the one in which the n users are identical (ground truth). This leads to a fully connected graph: L ii = 1 and
It follows that this extreme case corresponds to the settings in which all observations in the T time steps lead to the estimation of the one user parameters, leading to a classical linear UCB with 1 user instead of n, with T decision opportunities.
• Between the two extreme cases, under the assumption that users are smooth over the graph, typically the following holds
• If the smoothness assumption is violated (users are not smooth over the graph at all), i.e, ||∆ t,i || 2 ≥ ||θ t,i || 2 , G-UCB could leads to worse regret than LinUCB Li et al. [2010] .
• When the noise is high the performance of the algorithm will be dominated by the noise. The benefit of graph will be marginal.
More formally,
can be bound with probability 1 − δ (see Theorem 1 Abbasi-Yadkori et al.
C Proof of eq. (9) 
With the notations above, the solution of Eq. (34) 
Given the definition of φ i (x t ) in Eq. (35), A t = X T t X t is a block diagonal matrix with blocks A t,i = X t,i X T t,i ∈ R d×d where X t,i ∈ R d×m is the same as X t except columns are set as 0 if corresponding arms were not selected by user i up to time t). If we also express M −1 t as a block matrix with blocks M −1 t,ij ∈ R d×d and B t with blocks B t,i ∈ R m containing payoffs received by user i up to time t, we have . . .
Hence, for any user i, its estimation iŝ
D Proof of eq. (10) in main paper
Proof. : Lemma 1 Petersen et al. [2008] If σ 2 is small compared to Q and M then
Recall the definition of M t = X T t X t + αL in and let
According to Eq. (40), when α ≥ 0 and α is small compared with A t and L. This condition is easily satisfied since the regularizer parameter α is typically a small positive constant.
Given A t = X T t X t , it is clearly that A t is a block diagonal matrix with blocks A t,i = X t,i X T t,i ∈ R d×d . Its inverse is straightforward.
Substituting Eq. (43) and Eq. (44) into Eq. (42) leads to (45) and apply Eq. (40) again, we can conclude that M
where L ij is the entry of the normalized Laplacian L at row i and column j.
E Proof eq. (11) in main paper
Proof.θ
Substitute Eq. (46) into Eq. (48), we havê
• If user i has at least one neighbor, then L ii = 1 and L ij ≤ 0 for j = i,
• If user i has no neighbors: L ii = 0 and L ij = 0 for j = i,
whereθ ls andθ ridge denote the estimation under least-square estimator and ridge estimator, respectively.
F Proof of Theorem 2 in main paper
Substitute Eq. (54) into Eq. (53) and let
Thusθ
Substitute
t,j from Eq. (46) and B t,j = X t,j Y t,j into Eq. (56). Note that Φ t,i ≈ αL ii I.
Therefore
• If user i has at least one neighbor: L ii = 1 and L ij ≤ 0 for j = i,
when t is large enough such that A t,i overweights αI, (A t,i + αI)
• If user i has no neighbors: L ii = 0 and L ij = 0 for j = i
G Proof of eq. (13) in main paper Proof. We start from the trick
This trick is trivial to be proved. Given the definition of weighted 2 norm for any vector x and a positive definite matrix A,
From Eq. (56), we havê
Substitute this into RHS Eq. (62) and
Apply the trick in Eq. (62) again
Combine this with LHS Eq. (62), we have
Substitute Eq. (46),
• If user i has at least one neighbor: L ii = 1 and L ij ≤ 0 for j = i, Furthermore, as t is large enough such that A t,i over-weights αL ii I, which means (A t−1,i + αL ii I) −1 A t,i ≈ I.
• If user i is isolated with no neighbors: L ii = 0 and L ij = 0 for all j = i,
whereθ ls t,j = (X t,j X T t,j ) −1 X t,j Y t,j is the estimation of θ j under least-square estimator.
H Proof of Theorem 3 in main paper
where we employ the following relation
From Eq. (71), we have for empty graph: L ii = 0 and L ij = 0
• If user i is isolated with no neighbors: L ii = 0 and L ij = 0 for j = i, 
can be expressed as
The above upper confidence bound for the ridge estimation is an improvement upon the state-of-the-art one Abbasi-Yadkori et al. [2011] , defined as:
Eq. (77) 
Notice that Y t,i = X T t,i θ i + η t,i and let V t,i = X t,i X T t,i + αI. Substitute these into Equation (79), we haveθ
Recall the definition of confidence set
We first find the analytic form of ||θ ridge t,i − θ i || Vt,i . We employs this trick
This trick is trivial to prove by using the definition of weighted 2 norm ||x|| A = √ x T Ax and ||x|| 2 = √ x T x. Substitute Equation (81) into RHS Equation (83)
Combine this with the LHS Equation (83)
In the last step, the following inequality is used
J Difference between G-UCB and GOB
The objection function of GOB Cesa-Bianchi et al. [2013] iŝ
The objection function of G-UCB iŝ
Another difference between GOB and G-UCB lies in the definition ofL
Artifical datasets. To have a controlled experiment setting, we first generate artificial datasets. Specifically, we generate m = 500 arms, each is associated with a random unit norm d-dimensional feature vector x, which is generated uniformaly at random at the surface of the Euclidean ball. Next, we generate a random graph G consisting of 20 nodes. The coordinates of the nodes are generated uniformly at random in the unit square. The edges are computed via a Gaussian RBF kernel, i.e., exp(−d(i, j)/2σ 2 ) with σ = 0.5 where d(i, i) is the Euclidean distance between node i and j. The normalized graph Laplacian L = D −1/2 LD −1/2 is then computed. Then, we generate n = 20 users with associated parameter vector θ ∈ R d . i.e., θ = (θ 1 , θ 2 , ..., θ n ) ∈ R n×d . To make sure θ is smooth with respect to the graph G, we follow the method in Yankelevsky and Elad [2016] . Specifically, an initial random θ 0 is drawn and then θ is obtained by θ = (I + λL) −1 θ 0 which is the solution of arg min θ ||θ − θ 0 || 2 F + λθ T Lθ. Note that larger λ leads to smoother θ with respect to G. In our simulation, λ = 5 is chosen empirically. Then, each θ is normalized to unit norm. Finally, we generate the payoff of each arm j and user i as y i,j = x T j θ i + η, where η ∼ N (0, σ 2 ).
Movielens & Netflix. Movilens dataset is taken from Lam and Herlocker [2006] , a dataset contains 6k users and their ratings on 40k movies. According to the number of ratings of each user and movie, we only keep the top 100 frequent users and top 500 most rated movies as our experiment dataset in form of a rating matrix M ∈ R 100×500 . Since every user does not give rating on all movies, there are a large mount of missing ratings. To fill missing ratings, we follow the way in Valko et al. [2014] . Specificaly, We first factorize the rating matrix via M = UX, where U ∈ R 100×d contain users' parameter vectors in rows and X ∈ R d×500 contain items' feature vectors in columns. The dimension is set as d = 10. Therefore, the completed rating matrix is obtained byM = UV. To maintain the real data scenario, we use the exiting ratings in M to replace corresponding ratings iñ M. Netflix dataset is taken from Bennett et al. [2007] , which contains rating of 480k users on 18k movies. We process the dataset as the same on movielens dataset. In both datasets, original ratings range from 0 to 5, we normalize them into [0, 1].
LastFM & Delicious. LastFM dataset is obtained from Celma [2010] , a dataset of 1892 users and their listen history on 17632 artists. Since there is no ratings, we set the rating as 1 if one user listen one artist at least one time, otherwise 0. We keep the most frequent 100 users and top 500 most rated artists as our experiment dataset in form of a rating matrix M 100×500 with binary elements. To obtain ground-truth artists' feature and users' parameter, we factorize M = UV and keep the existing ratings, where U ∈ R 100×d and V ∈ R 500×d . The dimension d = 10. Delicious dataset is from Cantador et al. [2011] , which is extracted from a social bookmarking online service. This dataset contains 69226 URLs bookmarked by 1861 users. As in LastFM, ratings are set to be binary depends on whether user has bookmarked on URLs. We also only keep the 100 most frequent users and top 500 most bookmarked URLs. The same matrix factorization process is operated on Delicious dataset. The difference between LastFM and Delicious lies in that there are more popular artists which listened by everyone than popular URLs which are bookmarked by everyone. Basically, in the artificially datasets, we generated 20 users and 500 arms each with a d-dimension feature vector with d = 10 We we run simulations until algorithms converge. In our simulations T = 3000. We report results which is averaging over 50 running times. In real-world datssets, we test algorithms on 50 random selected users and 500 items.
K.2 Empirical validation of eq. (11), Theorem 3 and Corollary 1
We first prove empirically the approximation in eq. 11, where we claim thatθ i can be closely approximated byθ . Fig 1(a) shows the quality of such approximation. Specifically, "Lap-reg" curve represents the estimation error curve ofθ i obtained from the Lapalcianregularized estimator, which is closed approximated by the "Approx" curve. There is a gap at the initial phase. This is the condition of the approximation stated in eq. 11 is not satisfied. i.e., ||A t || F is not larger than α. However, as t grows, A t will be quickly larger than α. In addition, these two curves are compared with the "Ridge" curve which represents the estimation error under ridge estimator with the same α. This comparison shows the better learning efficiency of the Laplacianregularized estimator Next, in Theorem 3, we propose a tight upper bound on the UCB for the Laplacian-regularized estimator and improve the UCB of ridge estimator (Corollary 1). Note that smaller β t leads to smaller UCB which in turn results in lower regret in bandit application. Fig 1(b) supports our claims clearly. First, the value of β t under Laplacian-regularized estimator (blue) is significantly less than that of ridge estimator (red curve). However, there is a jump at the beginning of blue curve, which is due to the term tr(M −1 t,ii ) in Theorem 3 which is large when t is small. However, this term goes down quickly as t increases and leads to smaller β t . In addition, the comparison between green curve and red curve shows clearly the improvement of β t under ridge estimator.
