Fermat's Claim
About 350 years ago Pierre de Fermat stated on the margin of a copy of Diophant's work Fermat's claim : There are no natural numbers n ≥ 3, x, y, z such that
1993 Andrew Wiles announced the
Theorem: Semistable elliptic curves over Q are modular.
It is the aim of the lecture 1 to explain the meaning of Wiles' theorem, his strategy to prove it and why it settles Fermat's claim .
For this we have to browse through 350 years of mathematics facing the fact that the density of research increases exponentially. One main attraction of Fermat's claim is that everyone can understand it. This is certainly not true for Wiles' result and the conjecture of Taniyama which lies behind it. Their explanation needs a thorough training in number theory and algebra. But they open a whole new landscape for our understanding of the structural background of diophantine problems and so Wiles' theorem would be one of the greatest achievements in mathematics in our century even without Fermat's claim as consequence. Contrary to this Fermat's Last Theorem has no consequence but it stimulated the research of Wiles , and this is the typical role Fermat's claim played during the last centuries again and again and which made it so important for mathematics.
Some people are unhappy because of the fact that Wiles' proof of FLT is not "elementary". In fact this proof is not a sum of "ingenious" algebraic manipulations and it does not use giant computations: It just uses everything what we have learned during 350 years of research in number theory, algebra and calculus. It is not "naive" but natural and beautiful. We should recall that Fermat as one of the founders of calculus and number theory used the best mathematics of his time, too, to get his results. The same can be said about Euler, Dirichlet, Legendre and above all, Kummer who developed a great part of algebraic number theory and applied it to Fermat's claim . We should be glad that Fermat's claim was finally proved by using the best mathematics at our disposal and that it is not true because of an accident but because of a reason derived from general principles concerning the Galois group of the rational numbers and its geometric and automorphic representations which are fundamental for contemporary research in number theory.
Diophantine Problems
Our base in arithmetic is the set of natural number N with addition, multiplication and its natural order. It is well known how to get more algebraic structure by extending it to the integers Z (in which one can subtract and so it is a ring) and to the field of rational fractions Q (in which one can divide through all numbers = 0) . A typical diophantine problem consists of the following tasks:
be the ring of polynomials in m variables and integer coefficients, and let
• a) Find all solutions of the system of equations
or prove that there are only finitely ( or infinitely ) many solutions which lie in the chosen arithmetical domain N, Z or Q.
• Describe the "arithmetical structure" of solutions by properties like "large, small, prime to ..., divisible by ..., with high prime powers" and so on.
Questions of the second type lead in a natural way to diophantine questions over residue rings Z/nZ consisting of congruence classes of numbers: Two numbers z 1 , z 2 are congruent modulo n (z 1 ≡ z 2 mod n) if their difference is divisible by n. So Z/nZ can be identified with the residues {0, · · · , n − 1} and the set of solutions of polynomial equations
is divisible by n. An important special case is that n is equal to a prime number p. Then Z/pZ is a finite field.
The nature and the difficulty of the answer to diophantine questions depends on the arithmetic domain one allows. As a rule the questions become easier if we change from Z to Q or even better, to Z/nZ or Z/pZ. So a method often used in number theory is to "localize" the problem by studying it over residue rings Z/nZ with n = p k and p a prime. The next and usually most difficult step is then to exploit the local data to get global information.
Here are two examples for diophantine problems related to Fermat's claim : We look at the "trivial" cases with exponent n = 1 and n = 2 in the equation (FLT). We begin with n = 2 and have to solve the equation
From the shape of the equation (it is homogeneous of degree 2) one sees immediately that it is enough to determine solutions (x, y, z) which are relatively prime and non negative. We are only interested in non-trivial solutions which means that all coordinates have to be different from 0. We get at once a local information: Since the sum and the difference of two odd numbers is even exactly one of the coordinates of the solution is even, and a computation modulo 4 yields that z is odd. So we can assume without loss of generality that y = 2y 1 with y 1 ∈ N. This is a global information. Hence (x − z)(x + z) = 4y 2 1 . Now we use another global information: Every element in N can be written in a unique way as the product of powers of prime numbers. We apply this basic property of Z and conclude :
2 with m > n, m−n odd and m, n natural numbers without a proper common divisor. We see that there are infinitely many solutions with relatively prime coordinates, and these triples are called "Pythagorean triples". (But this is the only connection of Fermat's claim with the theorem of Pythagoras!) Now we make things even more trivial and take the exponent 1. Our equation is
Again we are interested only in solution triples with coordinates in N which are relatively prime. The description of solutions is extremely easy: For any relatively prime natural numbers x, z with z > x we take y = z − x to get a solution. But there is a very interesting question related to the second kind of diophantine problems. The so-called ABC-conjecture predicts: For every > 0 there is a constant c depending only on such that for all relatively prime natural numbers x, z and y = z − x we get:
1+ .
This conjecture and generalized versions of it play a central role in arithmetical geometry. They could give an alternative approach for the proof of Fermat's claim even in a more general frame and in asymptotic versions (cf. [F2] ).
Cyclotomic Numbers
We continue to study the equation (FLT). Fermat's claim predicts that there are no non trivial solutions. To prove such a negative assertion one often uses the following strategy: Against our conviction we assume that we have found a solution. We use all our knowledge and try to find consequences built on the existence of the solution which contradict known facts. If we succeed to find such a contradiction and if we can exclude the possibility of a mistake in our arguments there remains only one other possibility: The assumption about the existence of a solution was wrong, and hence there is no solution!
Fermat himself developed such a machinery, the descente infinie. It works as follows: A solution of an equation is associated with a natural number measuring its size. Then one shows: There is an algorithm which produces for any given solution another one with a smaller size. Since the size is a natural number this can happen only finitely often, and we get our contradiction. This method is very elegant but it has the disadvantage that for each equation one has to invent its own machinery.
Fermat applied this method to the exponent 4. This allows us to assume in future that n = p is an odd prime number.
100 years after Fermat Euler, (with a small gap) and even later Gauss (in his notebook) used descente infinie to settle the exponent 3, the exponent 5 was solved by Dirichlet and Legendre in 1820 and Lamé proved the case p = 7. All these proofs used descente infinie. But they became more and more involved and there was no perspective for a general approach. In addition to these results for small exponents there were remarkable results excluding "special" solutions (Sophie Germain). So 200 years after Fermat stated his claim the state of the art was not encouraging and in fact the methods of elementary number theory had come to their limits.
But one idea was hidden already in the proofs for p = 3. In fact the number
played an essential role. ζ 3 is a complex number whose third power is equal to 1. More generally complex numbers ζ different from 1 with ζ p = 1 are called p−th roots of unity. They are the zeroes of the polynomial X p − 1 which are different from 1. One possible choice for such a number is ζ p := e 2πi/p and all the other p-th roots of unity are powers of ζ p . One can construct these numbers geometrically by dividing the unit circle in the Gaussian number plane into p pieces of equal length.
Lamé had the idea to use these numbers and to factorize the equation (FLT) to get
The reader will remember a corresponding manipulation occurring in the case of exponent 2. But we paid a price: We have left our natural arithmetical domain Z and we have to do computations in the cyclotomic integers
This set is a subring of the complex numbers and it turns out that many arithmetical rules one is used to in Z are valid in Z[ζ p ] too. But there is a crucial difference: There are not enough prime elements to guarantee that we can factorize cyclotomic integers into powers of such elements! This is the flaw of many of the wrong "proofs" of Fermat's claim and Lamé himself did not realize this trap.
It was E.E. Kummer who laid the foundation to Algebraic Number Theory by an exact study of the arithmetic of the cyclotomic integers. His ingenious invention was the introduction of ideal numbers which we call nowadays ideals. They can be multiplied in a way which generalizes the multiplication of numbers. The role of prime numbers is taken over by prime ideals and they remedy the lack of a prime factorization for numbers: Every ideal is in a unique way the product of powers of prime ideals. But the transition from numbers to ideals causes a loss of information. Kummer saw how one can overcome this difficulty when looking for solutions of (FLT) in the case that this loss of information in Z[ζ p ] only mildly affects the p−th powers. Such primes p were called "regular" primes. Kummer was able to invent a descente machinery for solutions of (FLT) for such primes and so he could prove Fermat's claim for regular primes. There are many regular primes. For instance up to 100 only 37 is not regular. But there are irregular primes, too, and ironically till today we can only prove that there that there are infinitely many irregular primes and not that there are infinitely many regular primes. Nevertheless Kummer's work and his beautiful criterion for regularity using Bernoulli numbers and refinements of these results made it possible to attack Fermat's claim one hundred years after Kummer's publications with the help of computers and so to prove that a counterexample would belong to astronomically high exponents and coordinates (cf. [R] ). Essentially this was the state of art 340 years after Fermat 's note.
To understand the dramatic change afterwards we have to leave Fermat's claim for quite a while and to sketch the development of number theory during the 150 years after Kummer.
Algebraic Numbers with Galois Action
Nowadays the cyclotomic numbers are important but special elements in the ring of algebraic integers Z = {α ∈ C; α is a zero of a polynomial with highest coefficient equal to 1 in Z[X]}.
These numbers are closed under addition and multiplication, they form a ring. Algebraic number theory is the study of arithmetical properties ofZ. For instance one develops a modulo-arithmetic with regard to prime ideals p instead of prime elements. Each p contains exactly one prime number p and the congruence classes are infinite fields of characteristic p obtained as algebraic closure of Z/pZ. If we want to be able to divide we have to enlargē Z to the field of algebraic numbersQ defined in the same way asZ but dropping the condition about the highest coefficients of the polynomials. By construction every non constant polynomial has zeroes inQ and so diophantine questions seem to become trivial. But we have an all important additional structure: the operation of the Galois group G Q of Q ! G Q is the set of maps σ fromQ toQ with the property:
For all x, y ∈Q we have:
It is easy to see that elements of G Q permute zeroes of polynomials f (X) ∈ Z[X]. Not so easy but important is the fact: An algebraic number x lies in Q if and only if for all σ ∈ G Q we have:
The composition of maps makes G Q to a group, and a good part of modern diophantine mathematics can be described as the study of algebraic solutions of polynomial equations with Galois action. The importance of the Galois group for solutions of polynomials was discovered in the simplest cases already by Galois, Abel and Gauss. They solved famous classical problems with this new structure:
• A general angle cannot be trisected by using circle and rule.
• It is not possible to construct a cube of volume 2 from the unit cube by circle and rule.
• A regular p-gone (p a prime) is constructible by circle and rule if and only if p = 2 2 k +1.
And most important:
• There is no general formula for the solutions of polynomials of degree ≥ 5.
Though these results are beautiful and should be part of everyone's education they need nearly no arithmetic. The key ingredient to relate arithmetic with group theory are the Frobenius automorphisms: Let p be a prime. We recall the simple polynomial identity 
For fixed p there are (infinitely many) different Frobenius automorphisms but they are closely related. We choose one Frobenius automorphism for each prime p but we have to make sure that our assertions do not depend on this choice. The importance of Frobenius automorphisms is emphasized by "density theorems" going back to Chebotarev . They have to be understood as "local-global"-principles: The global Galois action of G Q onZ is determined by the Frobenius automorphisms which belong to the localization at the prime p (more precisely: to the action of the Galois group of the field of p−adic numbers).
Galois Representations
The assertions at the end of the last section can be made more precise by using the concept of Galois representations. The group G Q is too huge to be studied directly and so we have to "linearize" by mapping it into matrix groups i.e. we look for homomorphisms (maps which are compatible with the composition law in G Q resp. matrix multiplication)
where M n are the n × n−matrices with R as coefficient domain.
Here n is the dimension of the representation. For us n = 2 is the most important case. As coefficients we mostly use R = Z/nZ with n a power of a prime number. But one crucial ingredient in Wiles' proof uses a very deep result about two dimensional Galois representations with R = C.
We begin with n = 1 and give an important example: As above take ζ p = e 2πi/p . For all σ ∈ G Q we get:
where k σ is a uniquely determined number between 1 and p − 1. It is not difficult to see that
is a one-dimensional representation. It is called the cyclotomic character and plays together with its generalizations, the Dirichlet characters, the leading role in class field theory which is one of the most advanced parts of algebraic number theory developing since Kummer's time and central till today.
Remark (Warning:For mathematicians): One can interpret Kummer's results on Fermat's claim in this context as follows: Fermat's claim is true if one-dimensional Galois representations of the absolute Galois group of the field of cyclotomic numbers with a very special
arithmetical property (to be unramified) do not exist. It turned out to be very difficult to generalize "class field theory" to higher dimensional Galois representations. Since the sixties of our century we have "Langland's philosophy" as ingenious guideline and the importance of the relation between Galois representations and automorphic functions is evident. The result of Wiles is a breakthrough in this philosophy for two dimensional representations
As is well known, the characteristic polynomial carries much of the coordinate-invariant information of a matrix. So we associate to ρ(σ)
Definition: ρ is semisimple if ρ is determined ( up to equivalence) by {χ ρ(σ) (T )}.
For such representations we can state
Chebotarev's Density Theorem: If ρ is semisimple then ρ is determined by {χ ρ(σp) (T ); p runs over all primes}. It is even allowed to omit arbitrary finite sets of primes.
As said before, Chebotarev's density theorem has to be interpreted as a local-global principle, and it turns out to be one of the most powerful amongst these principles. In the next section we shall study an important family of representations to which this principle is applicable.
Galois Representations Attached to Elliptic Curves
An elliptic curve E can be given as a plane cubic curve without singularities in the 2−dimensional projective space. It is possible to choose an affine equation for E (missing just one point ∞) of the form
with A, B, C in Z and f 3 (X) without multiple zeroes. Hence ∆ E , the discriminant of f 3 (X) (which is up to sign equal to the product of the differences of the zeroes of f 3 (X)) is different from 0. Over C such equations are well known as differential equation between elliptic Weierstrass functions ℘ and ℘ .
We assume that p is an odd prime. By definition E is semistable at p if f 3 (X) has at least 2 different zeroes modulo p. E has good reduction at p if f E has 3 different zeroes modulo p. In this case E mod p is an elliptic curve over Z/pZ. The conductor N E is a number which describes the primes at which E has bad reduction. If E is semistable at all primes p then
This set is an abelian group in which the addition law ⊕ is defined as follows: Take two points P, Q ∈ E(Q). Take the line through these two points. It intersects E in a third point.
Reflecting this point at the X-axis gives the point R := P ⊕ Q. It is easy to see that ∞ is the neutral element with respect to this addition. The addition law as a function of the coordinates is given by polynomials with coefficients in Z and so for all natural numbers n G Q is acting on
From the classical theory of elliptic functions it follows that there are points P 1 , P 2 ∈ E n such that every P ∈ E n can be written as
We have the important Theorem: ρ E,n is semisimple for almost all natural numbers n.
Hence we can apply Chebotarevs density theorem and it becomes important to compute the characteristic polynomials of the images of Frobenius automorphisms σ l corresponding to prime numbers l. We are allowed to exclude "bad" primes dividing n · N E .
The result is due to H. Hasse and nearly a miracle:
Let a l be the number of points of E mod l. Then
Consequence: The polynomials
{χ l (T ) = T 2 + (a l − l − 1)T + l; l prime numbers not dividing N E } determine all the representations ρ E,n .
We have found the local factors of the L-series of E!

Following Hasse we globalize:
For the bad primes we use an explicit recipe to define a rational function f * E (s) and we form the infinite product
This product has to be seen as an analogue of the Riemann Zeta-function and it is called the L-series of E. Formally we write it as Dirichlet series
It turns out that both the product and the sum converge for complex numbers s with real part > 3/2 and so L E (s) is an analytic function in a complex half plane. We expect: This analytic function determines the arithmetical properties of E.
We know:
• L E "encodes"the points of finite order of E with Galois structure.
• L E determines the curve E (to be precise: up to isogeny). This is a famous theorem due to G. Faltings.
For the next step we again refer to the Riemann Zeta-function: It is well known that this function which is a priori defined only for complex numbers with real part > 1 can be extended to a meromorhic function of the whole set C such that this function satisfies a simple functional equation relating values at s with those at 1 − s. That the same should be true for L E is predicted by the central
Conjecture (Hasse):L E has an analytic continuation to C and satisfies a functional equation relating values at s with those at 2 − s.
So the local data used to define L E are tied together in such a way that a very special analytic function is created.
Modular Elliptic Curves
Finally we can explain the conjecture of Taniyama stated 1955. In the last section we formulated Hasse's conjecture and said rather vaguely that the L-series of E is expected to be a very special function. Taniyama 
For fixed N these functions form a finite dimensional C−vector space which can be interpreted geometrically as space of holomorphic differentials of so-called modular curves (denoted by X 0 (N ) in the literature) whose dimension can be calculated easily.
Example: There is no non trivial cuspform of weight 2 and level 2.
Conjecture (Taniyama): Assume that Hasse's conjecture holds for the L-series
is a cusp form.
This conjecture has been made more precise by work of A. Weil, H. Carayol and especially G. Shimura who cleared the geometrical background. He showed that Taniyama's and Hasse's conjecture imply that there is a non trivial map from the modular curve X 0 (N E ) to the elliptic curve E. It has become common use to call such elliptic curves modular.
Conjecture (Taniyama-Shimura): Every elliptic curve defined over Q is modular.
We see that Theorem of A. Wiles on the first page proves part of this conjecture. (New results of F. Diamond give even more: E is modular if 27 does not divide N E .)
For us the relations of cusp forms with Galois representations is most important. In fact the theory of modular curves and cusp forms has become one of the main streams in arithmetical geometry since the seventies of our century. Because of ground breaking ideas of Langlands and deep results of Deligne, Weil, Serre, Tate, Ribet, Mazur, Faltings and many other mathematicians, we have understood how geometry, representation theory of G Q and complex function theory are interwoven inseparably in the modular theory.
We need the following technically rather complicated 3) For all primes l and all k ∈ N the representation ρ E,l k is modular.
4) For one prime l and all k ∈ N the representation ρ E,l k is modular.
A Conditional Proof of Fermat's Claim
The development described in the last section was very fruitful for the study of arithmetical properties of points of finite order of elliptic curves. When doing this the author became aware that nearly unavoidably one was led to Fermat's claim and that one could link potential solutions of (FLT) to Galois representations attached to points of order p of a rather "exotic" elliptic curve and that this representations would have so few ramifications (here a parallel to Kummer's approach is obvious) that they should contradict properties of cusp forms. Hence either Fermat's claim should be true or Taniyama's conjecture should be It is not possible to give Wiles' proof in detail. So I shall restrict myself to give some hints for his strategy. But the proof of Wiles' result is accessible to mathematicians with good education in arithmetical geometry since Wiles' original paper, the treatment in [DDT] and the expositions in [MF] give a fair guidance to it.
Wiles had to show one of the criteria for modularity we listed in section 7. His choice was criterion 4 and for the prime l he took l = 3. His starting point was ρ E,3 so all his input information was the action of G Q on 8 points. The reason for this choice was one additional deep information: ρ E,3 can be interpreted as representation into matrices with complex entries, too, and the best result (due to Langlands and Tunnell) we have for such representations is that for this complex representation Artin's conjecture (which has the same flavor as Hasse's conjecture) is true and hence ρ E,3 =: ρ 0 is modular. So the beginning of the induction is done.
Now one has to show that for all k ∈ N the representation ρ E,3 k is modular. This cannot be done directly. Wiles has to look at all representations ρ of G Q with image in M 2 (Z/3 k ) which become equal to ρ 0 modulo 3 and to show that "enough" of them, including ρ E,3 k , are modular. This leads to a deformation problem for Galois representations which can be described by a "tangent space". This space is computable if appropriate local conditions D (i.e. conditions for the restrictions of ρ to the Galois group of l−adic fields) are imposed. In the beginning D has to be chosen such that ρ E,3 k satisfies the conditions. Deformations of "type" D are studied and it is shown that there exists a universal deformation represented by a ring R D : Deformations of ρ 0 of type D correspond one-one to homomorphisms of R D .
But we are interested in modular deformations only. The theory of Hecke operators is used to describe these deformations of type D by a ring H D and the beginning of the induction implies that there is a homomorphism
which is surjective because of Chebotarev's density theorem.
One has to prove: η D is a one-to-one map.
By using algebraic number theory Wiles can describe the algebraic properties of R D and he can control how this ring changes if one replaces the type D be another ( less or more restrictive) type. By using variants of Ribet's theorem a similar computation can be done for H D . This establishes the first important step (based on the "numerical criterion" of Wiles ) of the proof: It is sufficient to show the injectivity of η D for minimal types where minimality is determined by ρ 0 (and not by ρ E,3 k ).
For the proof in the minimal case Wiles uses another criterion which has a more geometrical flavor. It is written up in [T-W] and has been simplified by Faltings, Schoof, Diamond and others. To apply it Wiles adds carefully chosen auxiliary primes to D which make the structure of R D and H D so "easy" (Gorenstein property, complete intersection) that commutative algebra finally gives the result.
