Abstract
I. Introduction
Over the past decade, we have experienced a major shift from centralized computing using mainframes to a distributed model of computing using workstations connected via high-performance networks. In the traditional mainframecentered view of computer systems, storage devices are tightly coupled to the computation system. In the newer workstation model of computing, storage is now attached to file servers distributed throughout a network. The workstation clients make file requests to a server through a message based protocol over a high speed network.
Centralized file storage has several advantages over tightly coupled disk storage. Users can have access to the file system on different client machines. Also, a centralized file system simplifies administration. However, typical client/server environments have many workstations per file server. Therefore, the speed of the entire system is highly dependent upon the efficiency of the communication between the server and its clients. In this paper we explore the design of a network architecture (hardware, software, and protocols) for RAID-11, a high-speed network file server.
The remainder of this paper is organized as follows. Section I1 describes the RAID-I1 hardware and the network interfaces of the system. Section I11 explains the network software architecture that we chose. Section IV presents some network performance measurements taken of the RAID-II system. We present our summary and conclusions in Section V.
II. RAID-I1
The RAID-I1 file server was designed to support applications typical to high-speed workstations of the future. This application workload is composed of a mixture of high bandwidth scientific, engineering and multi-media data, and low latency, high transaction rate UNIX-like I/O patterns.
Our previous prototype, RAID-I, identified several bottlenecks in typical file server architectures [Chervenak91] . The most important bottleneck was the lack of a highbandwidth path between disk, memory and the network. Workstation servers, such as the Sun-4/280, have very slow access to peripherals on busses far from the CPU. For the RAID-11 system, we addressed this problem by designing a crossbar interconnect, B U S board, that provides a 40MB/ s path between disk, memory and the network interfaces.
However, this interconnect does not provide the system CPU with low latency access to control the various interfaces. To provide a high data rate to clients on the network, we needed to design the network software carefully and efficiently. A block diagram of the system hardware architecture is shown in Figure l . In the following subsections, we describe pieces of the RAID-I1 file server hardware that had a significant impact on the design of the network interface. Other papers, Lee92, Katz931, describe the architecture and implementation of the RAID-I1 server in greater detail.
A. VME Link Boards
The remote VME links that connect the host CPU to the other sections of tlie system are extremely slow: about 2Mbyteshecond for most applications. Single word transfers across the link take 2us each. In a few select applications, the link board can DMA data at up to 20Mbytes/ second. To meet our performance goal for data transfer to the network, very little data can be transferred between the host CPU and the other parts of the system. A high-bandwidth crossbar interconnects the network interface (HIPPI), the disk controllers, a multiported memory system, and a parity computation engine. An internal control bus provides access to the crossbar ports, while external point-to-point VME links provide control paths to the surrounding SCSI and HIPPI interface boards. Up to two VME disk controllers can be attached to each of the four VME interfaces. The design originally had eight memory ports and 128 MB of memory; however, we built a four memory port version to reduce manufacturing time.
B. TMC I/O Backplane
The TMC VO backplane consists of two unidirectional busses, HIPPIS bus and HIPPID bus, that move data between the TMC HIPPI boards and the XBUS board. Both busses are addressless and only the TMC boards may be the bus master. The bus uses a simple protocol that allows the TMC board to select a target or source board for the transfer and to do flow control. Since the bus is addressless, any source or target device (for example the B U S board) must be setup before a transfer is initiated.
C. Host
The host CPU in the RAID-I1 server is a Sun-4/280 single board computer. It has 32MB of W E memory and runs the Sprite operating system. The CPU performance of this machine is approximately 8 SPECMarks. The host is responsible for running most of the code that controls the RAID-I1 server. The host runs the file system code and controls the drive interfaces, XBUS board and HIPPI boards. The host is slow by today's standards and is likely to be heavily loaded by file system and control tasks. It is important that the network interface not place a significant additional load on the CPU.
D. XBUS Board
The XBUS card implements a 4-by-8 32-bit wide crossbar bus. This board provides a high bandwidth path between the disk controllers, memory and the network interface. Two of the crossbar ports provide connections to the TMC VO backplane. Since the TMC VO backplane busses are addressless, the XBUS board must be setup for any transfers across the backplane in advance. These ports can sustain 40Mbytes/second of transfer to and from the TMC HIPPI boards. A control VME connection uses another single port. A set of registers present on this VME interface controls the XBUS board. TMC HIPPI boards or the Sun-4 CPU may write to these control registers. Other ports provide connections to a 32MB memory, a hardware XOR compute engine and four disk controller boards.
E. SCSI controllers
The XBUS board is connected to a set of four VME busses. Each of these VME busses currently contains an Interphase Cougar SCSI controller. Each board is capable of handling approximately 7 Mbyteshecond of data traffic from two independent SCSI strings. Physical packaging limits each string to 3 disks. These boards limit the RAID-I1 system to a maximum of 28Mbytes/second of disk bandwidth and 24 disks. Software and other bottlenecks may limit the performance further. Future SCSI boards will allow the system to use 72 disk drives and to provide up to 32Mbytes/second per XBUS board.
F. TMC HIPPI Boards
The HIPPI interface for RAID is implemented using a two board set built by Thinking Machines Corporation (TMC). The architecture of the boards is shown in Figure  1 . Each board contains an interface to a single direction of the HIPPI channel, a unidirectional backplane bus and a control VME bus. Each board also contains a AMD 29000 (29K) processor and some local memory. Programs and data for the 29K processor can be downloaded from the VME control bus. The 29K processor can setup transfers and run any general purpose code (protocol code). Some significant differences exist between the two boards. The individual boards are described in more detail in the next few subsections. 
HIPPI Source Board
The HIPPI source board interfaces to the VME bus through a set of five registers. The functions of these registers are summarized in Table I . The input and output FIFO are the most important of these registers since they provide the only general purpose communication interface between code running on the 29K processor and the host CPU.
Since the source board has no VME bus mastering capability, data must be copied into the input FIFO and from the output FIFO. This VME interface has two important consequences. First, the B U S board must be setup for transfers to the source board by some other part of the system (e.g., host CPU). Second, there is no mechanism to lock access to the FIFOs. This prevents both the Sun4 CPU and the destination board from communicating with the source board. Therefore, to prevent mixing of data from two I VME I I sources, we limit access to only the Sun-4 CPU. The source board's interface to the HIPPI output channel and the input backplane bus is controlled by a set of onboard registers. These registers are only accessible by the 29K processor. Data to be sent out on the HIPPI channel is stored in a single FIFO. A simple state machine fills this FIFO with data from the TMC VO backplane. The 29K initiates this transfer by writing various registers. It must know the total length of the transfer in advance. By not involving the 29K in copying data from the backplane, the system can achieve the full HLPPI bandwidth (100Mbytes/ second).
HIPPI Destination Board
can be read from the VME. The destination board's interface to the HIPPI input channel is composed of a set of registers accessible by the 29K. Data from the HIPPI channel is automatically placed in a FIFO. Data in this FIFO can be copied by a state machine to the backplane. The 29K must setup the transfer to the backplane by writing the length of the transfer to an on-board register. The 29K must then poll the status of the state machine to identify the end of the transfer.
G. Ultranet
The UltraNetwork is a hub-based store and forward network capable of transmission rates up to 1Gbitlsecond. Figure 2 shows our Ultranet topology. The hubs create a high speed switching interconnection by routing incoming packets to the proper destination.
Link Adapters
Fig. 2. UC Berkeley UltraNetwork Topology
Hubs are physically connected by serial links capable of transmission rates of 25OMbits/second. Up to 4 links can be used between a pair of hubs. Data is striped across these links to achieve Gbithecond speed. These links terminate in link adapters in the hubs. Link adapters are also used to connect to machines with Ultranet host adapters. Host adapters are available for machines with industry standard backplanes (e.g., VME). Each host adapter contains an onboard microprocessor and can perform DMA to the host's memory. The on-board microprocessor does all the protocol processing necessary to communicate across the UltraNetwork to remote clients. Computers without standard backplanes, typically mainframes and supercomputers, can connect to the UltraNetwork using standard channel interfaces (e.g., HIPPI, HSX) to a hub-based adapter. This essentially moves the network interface into the hub itself. The processor on the hub-based adapter handles much of the UltraNetwork protocol. However, software must run on channel connected hosts to handle communication to the hub-based adapter. This software is described in more detail below. W E Ultranet host adapters in a Sun system provide a maximum of about 4Mbytes/second to the network. On the basis of the RAID-I1 performance goal of 40Mbytes/second, we decided that a HIPPI attachment to the drive array was necessary.
Each transfer between the UltraNetwork hub and the hub-adapter attached host is composed of a DMA word followed by either a request block or data. The Ultranet adapter limits the maximum size of the data segment of each transfer to 32KB. 'The DMA word accompanying each transfer describes the contents of the transfers. Analyzing the DMA word provides sufficient information to identify the correct memory destination for the transfer. Request blocks are commands that pass between the hubbased adapter and the host. Each request block roughly has an analogue in BSD 4.2 network socket calls. This made it easy to provide the file system with a socket interface to the network. Several of thle most important request blocks are summarized in Table 111 . Only a few standard data formats are used to transmit the various request blocks. As a result each request block requires sending significantly more data than is necessary. 
III. Software Architecture/ Implementation
Both TMC and Ultranet provided software to support the original uses of their systems. After examining the provided code, we decided that completely new software was needed for several reasons. First, the RAID-I1 file server runs the Sprite Operating System. Both the TMC and Ultranet software were developed for Sun-OS and needed a significant amount of work to port to Sprite. Second, the software was developed to support the more standard machine interconnection. As a result, it could not provide the high performance we needed on the RAID system. In this section, we describe the organization of the networking software we developed for the RAID-I1 file server. We examine the decisions made during the software implementation and the reasoning behind these decisions.
A. Architecture
The interface provided to the file system code and the division of code between the 29K and Sun-4 CPUs were two basic issues of the software architecture. On the basis of the Ultranet request block format, we decided to provide the file system code with a socket interface to the network, making both the networking and the file system code easier to implement. Also, we decided to implement most of the software in the 29K for a variety of reasons. First, we estimated that the Sun4 CPU would be heavily loaded by running the file system software and controlling the hardware of the RAID-I1 system. Second, the connection of the Sun-4 CPU to the rest of the system is through slow W E link boards. The involvement of the Sun4 CPU in data transfers would reduce the bandwidth of the RAID-I1 server significantly. To support a high bandwidth between the network and memory, the 29K CPUs must control as much of the data transfer as possible. The 29K CPUs were programmed to understand the Ultranet request block interface and handle incoming data transfers. However, since access to the source board cannot be shared, the Sun-4 CPU must setup the outgoing data transfers. The software architecture is shown in Figure 3 . An example transfer is described in the next section to clarify the software architecture. 
VME

Sample Transaction
This section describes a sample network transaction that may occur between the RAID server and a client on the Ultranet. In this example, the client creates a connection to the server, sends some data and receives a reply. This communication is graphically shown in Figure 4 .
The file server will start by issuing an open ( ) that uniquely identifies the transfer are passed to the destination board. The source board sends a RECEIVE request block to the Ultranet hub. The Ultranet matches up the request block with a client's send ( ) of data and transfers the data to the HIPPI destination board. The destination board uses the unique tag to identify the transfer. The destination board then sets the XBUS board up for the transfer and begins the transfer to the backplane. The Ultranet sends a completed RECEIVE request block after the transfer completes. The destination board sends the request block status to the file server and the recv ( ) completes. The host will issue a send ( ) of the reply data on the socket id. A pointer to the host data buffer and a tag that uniquely identifies the transfer are passed to the destination board. The source board sends a SEND request block to the Ultranet hub. The Ultranet mztches up the request block with a client's receive of data. The Ultranet hub sends a request to the HIPPI destination board to begin transfer of the data. The destination board uses the unique tag to identify the transfer request and determine the data to be sent. The destination board requests the Sun-4 to setup the XBUS board and source board to transfer the desired data to the Ultranet hub. The Ultranet sends a completed SEND request block to the destination board after the transfer completes. The destination board sends the request block status to the file server and the send ( ) completes.
B. Source Board Code
From the example transfer, it should be evident that the HIPPI source board must send both data and request blocks to the Ultranet hub. The commands to perform these actions are summarized in Table IV . These commands are performed by the Sun-4 CPU writing to the source boards VME FIFO. In general, the Ultranet request block formats contain many data fields that can be eliminated. Commands between the 29K and Sun-4 CPU contain only the essential fields of the associated request blocks. The effectiveness of this "compression" is discussed in Section B.
C. Destination Board Code
To support the example transfer, the destination board needs to interpret the incoming Ultranet request blocks and scatter-gather Ultranet data requests. The Sun4 uses the command described in Table V to notify the destination board of buffers allocated for both incoming and outgoing transfers. 
Command
Ultraopen()
I
Content Description identifies if the transfer contains a request block, a data request or data. If the current transfer is part of a larger multipart data transfer (larger than 32KByte transfer), Transfer Off set provides the byte offset of the data being sent into the entire transfer. Tag is the unique identifier for every send or receive of data. Transfer Length is the byte length of the current transfer. Due to buffering limitations in the Ultranet hub, Transfer Length is never more than 32KBytes.
Completed Request Blocks
The destination board 29K must notify the Sun-4 of any completed request blocks it receives. When a request block arrives at the destination board, the VME DMA engine is used to copy the essential fields (same fields that are used by the source board to send a request block) of the request block into the Sun4 CPU's main memory. Next, the destination board interrupts the Sun-4 CPU to notify it of the completion of a Ultranet request. The host CPU may then examine the completed request block for either status or returned values
Incoming Data
When incoming data arrives at the destination board, the 29K processor uses the tag, transfer offset and transfer length fields of the DMA word and previously processed ScatterGatherO commands to determine the destination of the data. If the destination address of the data is in host memory, the 29K removes the data from the HIPPI channel and DMA. copies the data to the proper W E location. However, if the data should be placed in XBUS board memory, the destination board sets the XBUS board up for the transfer by writing to the XBUS VME registers. Next, the 29K enables the state machine to copy data from the HIPPI channel to the XBUS board. The data transfer is complete when the state machine finishes.
Outgoing Data
When a Ultranet request for data arrives at the destination board, the 29K processor uses the tag, transf e r offset and transfer length fields of the DMA word and previously received ScatterGatherO commands to determine the source of the data. The destination board cannot use the VME DMA engine to setup the transfer for several reasons. First, the host and the destination board cannot share access to the source board VME FIFO. Second, the destination board's VME DMA engine reads data into the destination board's VME input FIFO. However, the host CPU must also access this input VME FIFO. Access to this FIFO cannot be shared. As a result the host CPU must setup the transfer of data. The destination board copies the length and source address of the transfer to its VME output FIFO and interrupts the host CPU. The host CPU uses the length and source address to setup the B U S and HIPPI source board for the transfer. This is done by writing to the XBUS control registers and issuing the SendData() command to the HIPPI source board.
D. Implementation
The approximate size of code running on the TMC HIPPI boards is summarized in Table VI.  TABLE VI 
I\ Performance Measurements
In this section, we examine the end-to-end network performance of the RAID-I1 file server. We analyze measurements of network bandwidth, CPU load of the RAID-I1 system and system hardware bandwidths to identify the bottlenecks that limit the network performance of the system. 
A. RAID-I1 Hardware Performance
The RAID-I1 system was designed to support a 4OMBytes/second data path between disk, memory and network. The performance of the system is carefully analyzed in [Chen93] . Measurements show that transfers
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Destination Board C Code between the XBUS board memory and the TMC HIPPI boards have a latency of l.lms and a maximum throughput of 38SMBytes/second. The majority of this latency is attributed to the configuring of the XBUS board and the handling of the HIPPI channel by software on the TMC board. These measurements were taken on a system with minimal software on the host CPU and on the 29K CPUs. They indicate the maximum achievable performance from the R A D I I hardware.
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B. Reduction of VME Link Traffic
To improve network performance of the RAID-I1 system, we include only the essential fields of Ultranet request blocks in the messages between the Sund and the HIPPI boards. This was done to reduce the utilization of the slow W E link between the Sun-4 and HIPPI boards. This link is capable of handling 2MBytes/second. The link must carry messages between the Sun-4 and HIPPI boards and file system metadata. The "compression" achieved is summarized in Table VII 
C. Network Perfarmance
The UltraNetwork currently installed at UC Berkeley supports three Sun VME workstations. Each Sun workstation can produce or consume approximately 3.5MBytes/ second [Clinger89] . This provides a maximum aggregate bandwidth of lO.SMBytes/second. RAID-I1 is capable of completely satisfying this network load (and more). Under the current maximum load, all clients receive data at their full desired bandwidth. Therefore, bandwidth limitations of the RAID-I1 network interface can currently only be estimated from scaling arguments. The performance numbers reported are based on a thousand packets of a fixed size sent over a single connection between the XBUS memory in RAID-I1 and a client machine on the Ultranet. The time to complete these transfers was used to obtain both average bandwidth and latency measurements for various packet sizes. Figure 5 shows the bandwidth of data for different sized packets being sent between RAID-I1 and individual clients. The bandwidth of a Cray supercomputer communicating with a single Sun-3 client is shown for comparison. SunOS 3.5 operates approximately 10-15% faster than SunOS4.1.
The maximum bandwidth for the Sun-3 clients is 3SMBytes/second reading data from RAID-I1 and 3.7MBytes/second writing data to RAID-11. The maximum bandwidth for the Sun4 clients is 3.0MBytes/second reading data from RAID-11 and 3.8MBytes/second writing data to RAID-11. This large performance gap reading and writing data from a Sun4 is due to cache conflicts in the Sun-4 memory system. When data is being written to the Sun-4 memory from the network, the virtually addressed cache in the S u n 4 must be updated. This results in a lower bandwidth writing to the Sun4 memory. Figure 6 shows the latency to send different sized packets between RAID-I1 and individual clients. The performance of a Cray supercomputer communicating with a single Sun-3 client is shown for comparison. The minimum latency of packets for a Sun-3 is 6.Oms reading from RAID-I1 and 4.8ms writing to RAID-11. The minimum latency of packets for a Sun4 is 2.2ms reading from RAID-I1 and 1.3ms writing to RAID-11. Measurements of the RAID-I1 hardware [Chen93] indicate that approximately l.lms of this latency is due to delays in the file server. These numbers indicate that it is the processing speed of the clients that limits the end-to-end latency of communication.
Applications on the clients are unable to consume the 3.5Mbytes/second of data delivered. For example, video stored on the R A D I I file server can be played back on the Sun-4 clients at a rate of 5 frames/second. This corresponds to a transfer rate of lSMbytes/second. The video data is copied across the clients VME backplane twice, first from the network interface to memory and then from memory to the frame buffer. This contention for the VME backplane reduces the available bandwidth in half.
D. CPU Utilization
The network software for RAID-I1 splits the workload of network communication across three processors, the Sun4 host CPU and the two AMD 29K CPUs on the HIPPI boards. In this section, we examine the CPU utilization of these processors during transfers.
The utilization of the Sun-4 CPU is highly dependent on the packet size of the transfers occurring. Figure 7 shows the utilization of the Sun-4. CPU when all three clients transferring data. The three clients consume or create approximately 10.5MBytes/second of data traffic. When the clients are writing data to RAID-I1 the host CPU must take a single interrupt per packet. As a result the load on the host CPU is inversely proportional to the packet size. When clients are reading data from RAID-11, the host CPU must be interrupted for every outgoing data fragment transfer requested by the Ultranet hub. All packets are fragmented into 32Kbyte transfers across the HIPPI channel. As a result, the host CPU utilization has a minimum of 
RAID-II
The host CPU utilization limits the network performance of clients reading from RAID-I1 to 21MBytes/second, about twice the currently available performance. Since packets on the UltraNetwork can be several megabytes, the host utilization places no limits on the bandwidth of clients writing data to the RAID-I1 system
The utilization of the 29K CPUs on the HIPPI boards depends mostly on the bandwidth of data being transferred. This is due to the fact that the 29K processors have a fixed computation overhead per 32KByte fragment transferred on the HIPPI channel. Their utilization is, therefore, not dependent on packet size but only on the actual bandwidth of data. Table VI11 shows the utilization of the 29K CPUs for different bandwidths of data. When writing data to RAID, the destination board is highly utilized since it must setup and perform the data transfers. The source board only processes outgoing request blocks for these transfers. During reads from the RAID system, the source board must perform the overhead of transferring the data. The destination must still setup the transfers of data. were to provide high bandwidth to clients on the UltraNetwork and reduce the load on the host CPU.
[Chen93] measurements indicate that the RAID-I1 system hardware can support a raw bandwidth of 38.5MBytes/second between memory and the network. On the basis of our scaling estimates, the RAID-I1 server can source approximately 21Mbytes/second to the Ultranet (limited by the host CPU) and sink 32MBytes/second (limited by the destination board 29K CPU) from the network. Upgrading the host CPU to more modem hardware would allow the RAID-II system to source 32MBytes/second to the network. This bandwidth is significantly higher than that of Ethemetbased file servers in our environment. For comparison, our Sprite OS file server supports a bandwidth of about lMByte/second to the network [Welch90]. These results show that the RAID-I1 network interface was effective at providing a high bandwidth to clients on the Ultranet. Although the software design did reduce the load on the host CPU by effectively using the 29K CPUs, we could not prevent the host CPU from being a critical resource for sourcing data. We feel that the network performance of the RAID-II server with Ultranet clients cannot be improved significantly, With some minor hardware changes, there are a number of mechanisms to improve the performance of the system to the maximum 38SMbytes/second. First, the limiting CPU utilizations could be reduced by sharing access to the HIPPI source board by the host CPU and the HIPPI destination board. The sharing would make it unnecessary to interrupt the Sun-4 host every 32Kbytes. However, this sharing is impossible to achieve efficiently without an improved W E interface on the HPPI boards. Another possibility would be using larger packets to communicate to and from the TMC HIPPI boards. The Ultranet hub architecture currently limits us to 32Kbyte transfers. The utilization of both the 29R CPUs and the Sun-4 CPU would greatly be reduced by the use of larger packets. This would allow us to scale to much higher bandwidths. To increase the packet size, we plan on replacing the Ultranet with a HPPI switch network. Using the HIPPI switch network we hope to support transfers at over 70Mbytedsec-ond to a pair of XBUS boards. [AnonA] Network Operations Manual, Ultra Network Technologies, Part Number 06-0001-001, Revision A, (1990 
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V. Conclusions
The two basic goals of the RAID-I1 network software
