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CHAPTER I. INTRODUCTION 
Statement of the Problem and Summary of Results 
We shall consider the first order autoregressive process 
' p%t.i + «t (1-1) 
where = 0 and is a sequence of normal independent (0,a^) 
random variables. Notice that = e^ + pe^ ^ + ... + p^"^e^ so that 
if |pj <1 then Y^ converges to a stationary process as t —(in par-
ticular, note that Var(Y^) —5> If |p| >1 then Var(Y^) grows 
without bound as t —»« and the process is called explosive. Given a 
realization ® first order autoregressive time series, we 
shall be interested in estimators of p and in tests of the null hypoth­
esis that p = 1. 
Often, the alternative to the null hypothesis H^ iY^  = Y^ _^  + e^  is 
that the time series was generated according to the rule Y^  = a + pY^ _^  
+ e^  where |pj < 1. A second alternative of interest is that the time 
series satisfies Y^  = a + pt + pY^ _^  + e^  where jpj < 1, We shall dis­
cuss p, the maximum likelihood estimator for p in Model (l.l) and shall 
investigate the distribution of the estimator when |p| = 1. We also 
define and discuss two other estimators of p suggested by the two 
alternative models. In addition, t-type statistics are presented for 
the three estimators. 
The estimators considered are quotients of quadratic forms in the 
e^ . The first and second moments of these quadratic forms are presented. 
A representation useful in studying the limiting distribution of the 
2 
estimator p is given. Extensions of this representation for the other 
estimators under consideration are presented. 
Tables of percentiles of the distributions of our estimators for 
p = 1 are generated by the î.lonte Carlo method. The accuracy of the 
Monte Carlo results is evaluated. 
The distribution of the maximum likelihood estimator p when p = -1 
is shown to be a reflection of the distribution of the estimator with 
p = 1. If o = -1, the limiting distributions for the other two esti­
mators of p are equal to the limiting distribution of p when p = -1. 
A theorem extending the results to higher order processes is given. 
The use of these results is illustrated. 
Literature Review 
Although there is a large quantity of time series literature, most 
of the results are for stationary time series. An early paper studying 
the distribution of test statistics for time series is that of 
Anderson (19^ 2). In this article the author considers first and higher 
order serial correlation coefficients for the Model (l.l) and develops 
the distributions of these statistics for p = 0. 
Another important paper studying the stationary autoregressive 
A n n 
process is that of Mann and Wald (19^ 3). Let p=(2ï^  ) 2 Y. Y. .^ 
t=2 t=2 
Mann and Wald show that, for )p| < 1, p is the least squares estimator 
and n^ ^^ (p - p) is asymptotically normally distributed with mean zero 
and variance 1 - p^ , given that the distribution of has finite 
moments. 
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Rubin (1950) showed that under certa in regularity conditions 0 is a 
consistent estimator for all values of p. White (1958> 1959) showed 
that, for )p| >1 and e^  WID(0,ct )^^  the distribution of p normalized by 
a function of n has a Cauchy distribution in the limit. His results can 
also be used to demonstrate that (p - 1) normalized by ( Z Yf . ( a  
t=2 
statistic similar to the regression t-statistic) has a normal distribu­
tion in the limit. Although White was able to obtain the limit moment 
generating functions for the cases |p| <1, )p| =1, and |p) >1, he was 
unable to invert the moment generating function for |p) =1. 
Reeves (1972) gives a method for evaluating points on the distribu­
tion function of p. An approximation to the distribution of a linear 
combination of chi-sguare variables is considered in some cases. Reeves 
gives a method that is exact in one case. 
Let t = 1,2,... be a collection of variables. The first dif­
ference operator V is defined by - Y^ _^ , t = 2,3,,..,n. The 
d^  ^difference is defined recursively by v'^ Y^  = vCv*^ "^ )^ for d > 1. 
Box and Jenkins (1970) introduce the term ARIMA (autoregressive 
integrated moving average) for a model in wt.ich the d^  ^difference 
is a stationary invertible autoregressive moving average time series. 
Box and Jenkins argue that autoregressive moving average models 
having some of the characteristic roots of the autoregressive portion 
of modulus one are of great value in representing nonstationary time 
series that occur in practice (pg. 85). The analysis of such time 
series is accomplished by applying the methods for stationary invertible 
autoregressive moving averages to the time series of d^  ^differences 
k 
(Box and Jenkins (1970) pg. 174). To determine if differencing is 
needed the autocorrelation function is inspected. If it dies out 
"slowly", differencing is suggested (pg. 175-177). 
Once differencing has been accomplished and parameters estimated, 
Box and Jenkins sugtjest a Q statistic to test the adequacy of the model. 
K  ^ . 
Q is defined to be n 2 r'^ (e) where r, (ê) is the k serial correlation 
k=l 
coefficient of the estimated, residuals from the fitted model, n is the 
number of observations available and K is some "sufficiently large" con­
stant. If the model is appropriate^  Q. will be distributed approximately 
as a chi-square random variable. 
Several authors have considered nonstationary processes in which 
one or more of the characteristic roots exceed one in absolute value 
while the rest are less than one in absolute value. Chow and Levitan 
(1969) use a method attributed to Q.uenouille (1957) to decompose n 
observations on such a time series into an exponential trend and a de-
trended component. The spectral density of the detrended component is 
given in terms of the characteristic roots. This spectral density is 
shown to be of the same form as the spectral density of a stationary 
time series. 
M. M. Rao (1961) studied autoregressive time series whose charac­
teristic equations have a single root with absolute value exceeding one 
and remaining roots less than one in absolute value. He showed that 
under certain conditions the limiting distribution of the least squares 
estimate of the largest root is Cauchy or normal depending on the nor­
malization used. Some consistency results are also given. A nice 
5 
feature of this paper is a table of known results concerning p. 
Stigum (1974) also studied higher order autoregressive schemes with 
no roots of modulus 1. He defined a dynamic stochastic process to be 
the sum of a stationary procsss and a deterministic process. Limiting 
multivariate normal distributions (possibly singular) for the least 
squares autoregressive coefficients are obtained. 
Tintner (19^ 0) considers a model with a deterministic polynomial 
trend and independent errors. A method based on differences (called 
the variate difference method) is used to estimate the degree of the 
polynomial trend. 
Quadratic forms involving the nxn matrix 
\ • • • 7 \  0  0  0  . . .  2  /  
"bh play an important role in our study. We show that the i largest 
eigenvalue of n"^ B"^  approaches as n —$>00, Anderson (1971) 
studies quadratic forms similar to this one. In his Theorem 6.5.5 he 
shows that the characteristic roots of A^  are co8(^ )^^  s = 1,2,...,n 
where A^  is the nxn matrix 
6 
0 10 0 
/ 1 0 1 ... 0 
1 0  1  0  . . .  0  
\ = 2 . . . 
\ • • • • 
\  0  0  0  . . .  0  /  .  
Since 2(I-A^ ) and B differ only in the top left element one wonders if 
the i^  ^largest eigenvalue of n"^ [2(l-A^ )]"^  also approaches (^ 2i-l)'TT^  ^
as n —$>a>. This, however, is not the case. To see this, 1st X be an 
eigenvalue of A^ . Then [2n^ (l-A.)]"^  is an eigenvalue of [2n^ (l-A^ )] 
Using Anderson's result, the i^  ^largest eigenvalue of [2n^ (l-A^ )]"^  is 
[2n^ (l - cos(~))]"^  . 
Now 
-2 
n 
n->oo 2(1 - cos(^ )) TTi 
lim 
n-^ oo sin (• 
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CHAPTER II. ESTIMATORS 
Definitions of Estimators 
Consider the model 
Yt = + % (2.0) 
where Yq = 0 and {e^ } is a sequence of WID(0,cr^ ) variables. We assume 
n observations « "-'^ n available for analysis. Define the 
vectors 1, t, 1^ -1 
V = (1,1,1,...,1) (2.1) 
= (1 - 2 - 3 - n - 1 - |-) (2.2) 
Zt = (X2,Y3,Y4,...,Yn) (='3) 
%b-l = (?l'T2,?3'''''?n_l) ' (2.4) 
Define the regression coefficient obtained in the regression of 
Define to be the regression coefficient of in the regression of 
Y^  on 1^  Y^  ^  and define to be the regression coefficient of Xt_i 
in the regression of Y^  on 1^  ^  Sfc=.i* 
Define the statistics analogous to t-statistics by 
T = (p - l)//SgC^ (2.5) 
= (P^  - (2.6) 
= (P^ - l)//8^ (2.7) 
where is the appropriate regression residual mean square 
s! = (n-k.i)-^ (r(i - x(x'x)-ii')Y.) . 0 rw r-J ^ 
X is the (n-l)xk matrix of independent regression variables from the 
8 
right hand side of the appropriate regression equation, and c^ . is the 
element of (X*X)"^  associated with p, p and p respectively. Note that 
nJ |i T 
the vector Y. , is not independent of the errors in the regression so 
rJG—J-
that the usual distributional properties for regression estimators do not 
hold. 
Properties of Estimators and Tests 
We shall obtain the likelihood function for n observations generated 
by Model (2.0). The vector has probability density func­
tion 
(2Tia^  ) 
The transformation 
n-1 
2 
/ ' 2 \  "
D
 
H
 
o
 
'3 
0 -p 1 
— 
o
 
0
 
1 X
) 
e 
\ :  ;  ;  
\ 0 0 0 
n \ 
(2.8) 
n 
has unit Jacobian and, thus, the inverse transformation also has unit 
Jacobian. The logarithm of the likelihood function conditioned on is 
L(p|Y^ ) = - ^  log(2m2) _ ^  Z (T^  - pY^ _^ )^ . (2.9) 
The value of p that maximizes (2,9) satisfies 
and 
n n 
9 
is the maximum likelihood estimator of p. This result is independent of 
the value of p. 
Now consider the hypothesis H^ ip = 1 and the three alternatives 
H^ cpeC^  where = (-^ ,1), Cg = (l/=), and = (-m,l)U(l,*). We shall 
show that the likelihood ratio tests for these hypotheses are based on 
the statistic t. Under HQ, the maximum of the likelihood function is 
n _ (n-l) 
[2TT(n-l)"^  S (Y^  -  ^ exp(- (2.10) 
Under the alternative the maximum likelihood estimator of is 
1 
—IT Z (Y, - p,.Y, where p.. is the maximum likelihood estimator of p. ii-1 t nyl t-1' M 
If P» = p the maximum of the likelihood function is 
_ n-1 
[2TT(n-l)"^ M^y^  - P\.i)^ ]  ^ exp(- ^ ). (2.11) 
Suppose and P/éC^ . For any fixed value of the log like­
lihood function is a parabola in p opening down. Therefore the supremum 
over (i / 3) of the likelihood function is found by maximizing the 
function over the set {(p,cr^ ):p = l3. This shows that the likelihood 
ratio is 1 if peC^ . That is is accepted if is and p > 1 and 
is accepted if is and p < 1. 
For peC^  the likelihood ratio test rejects when 
n n n 
Z (Y. - Y. 1)=/ 2 (Y - pY )2 is large. Now 2 (Y - Y )^ = 
t=2  ^ t=2  ^ t=2  ^
n n 
Z (Y. - pY. ,)^  + (1 - p)^  2 Y? , so the likelihood ratio test rejects 
t=2  ^ t=2 
(1_&)2 2 Y! . 
t=2 
when 1 + > a where a is some constant greater than 1. 
10 
Thus HQ is rejected when 
> /(a-l)(n-2) . (2.12) 
bh - Vx)-
The expression on the left in (2,12) is [T]. Thus, the likelihood ratio 
test accepts if p/C^  or if )t1 < /^ (a-l)(n-2). Otherwise KQ is 
rejected. Note that the outlined procedure is the ordinary one-sided 
test for H^ :peC^  or H^ zpeC^  , 
11 
CHAPTER III. JTOMENTS OF NUMERATORS AMD DENOMXNATORS 
lii this section we obtain the first two moments of the numerator 
and denominator quadratic forms appearing in the estimators of p. The 
method, based on elementary properties of polynomials, results in con­
siderable saving of effort over straight calculation, particularly for 
A 
P. 
Using p  as the first example we note that p  can be expressed as 
T T 
P- = 
where 
X = 
1 
1 
1 
1 - #  
3 - i  
ll n-l-fl 
 ^ 2fc-l " 
 ^ ® " ^ în-1' 2n-l^  
2t-l 
1 0  0  0  
1 1 0  0  
1 1 1 0  
0' 
0 
0 
Here 0^  ^  is a length n-1 vector of zeros. Thus 
(3.1) 
12 
a C'B'tl - • (3-2) 
Now the element of the matrix D = I - is obtained by-
noting that 
1 / 1 0 
^ L 12 \° 
It follows that 
«S"S)''ï')y = nCn-lXn-a)  ^ ' I'" " !»• 
Thus letting 6.. = 1 if i = j and 6.. = 0 otherwise we have ij xj 
= n(n-l)(n-2) Cn(n-l)(n-2)6- n(n-2) - 12(i-|)(j -1)]. 
Because of the form of d^ ,^ the calculation of means and variances 
for the numerator and denominator of (p^  - l) will involve summations of 
powers of integers. Jolley (I96I, pg. it-no, 17) expresses such sums as 
where the B^  are Bernoulli numbers and the series ends with a term in n 
or n^ . We shall use the fact that the sum is a p + 1 degree polynomial 
th in n. Thus the summation of any k degree polynomial in i, 
n . 
^^  {Cq + C^ i 4- Cgi^  + ... + C]^ i*); 
will be a k + 1 degree polynomial in n. This result shall be used in 
obtaining the expectations. With ^  a vector of independent (0,cr^ ) 
random variables we have E{^  F ^ 3 = tr P where F is an n x n 
matrix of constants (Graybill (1961) Theorem 4.18). 
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A, Expectation of the numerator of The expectation is 
tr (A'DEC). Now 
BC = 
/i 
1 
1 
0 0 
1 0 
1 1 
0 
0 
0 
Therefore 
n-1 
, j 5 n-l 
(BBC),, 
0 for j = n ij 
and 
A'DEC = 
% ) 
(DEC) / n X n 
Thus the oatrix P of F e^ , has elements 
1 
Z d. T , for i > 1; j < n 
for i = 1 
for j = n 
Therefore, the numerator expectation is 
n n-1 n-1 
Z (A'DEC).. = 2 Z d 
1=1 XI 1=2 k=l 1-1,k 
(n-l) X n , 
n(n-l)(n-2) 
ii-1 n-l 
Z Z (-n(n-2) - 12(1-1- (k- g ) ) (3.3) 
which, by the previous summation result, is a degree 4 polynomial in n 
multiplied by i)(n-2) ' evaluate (3.3) for n = 3,4,5,6,7, 
set the results equal to b^  + b^ n + b^ n^  + b^ n^  + b^ n^  and solve the 
resulting system of five equations in five unknowns for the b's we have 
Ik 
the expression for general n. 
B. Expectation of the Denominator of ; The expectation is 
n—1 n-1 
cr^ tr(C'B'DBC), Now (C'B'DBC).. = 22 d and the expectation for the 
JL=± k=i 
denominator is given by 
n-1 n-1 n—1 2 n-1 n-1 n-1 
""A A ^ i!i A 
- 12(f - |)(k - |)). 
The triple sum is a fifth degree polynomial in n which can be completely 
determined by finding its value at 6 different values of n. 
C. Expectation of the square of the numerator of We note that for a 
vector of uncorrelated (O^ cr^ ) random variables and a square matrix of 
constants P 
e.e^ .e.,e^ ,f.^ .f.,^ ,) = 
 ^ ,^ \^ fijfji "*• i^i^ jj ^  ^ ij^ ij] • (3.4) 
1—1. J—u-
(,2 
We have seen that f.. for the numerator is —7—r-y?—ôt times a poly-ij n(n-l)(n-2) 
nomial in n^ , n^ j, in^ , ij^ , nj^ , and inj. Thus f..f.. involves a sixth 
. n n 
degree polynomial in n, i, and j, and a 2 Z [f. .f.. + f..f.. f. .f. .] 
^ i=l j=X 
is Y an eighth degree polynomial in n. 
D. Expectation of the square of the denominator of 2^ . Using (3.4) we 
see that the expected value of the square of the denominator is a tenth 
degree polynomial in n multiplied by . 
E. Expectation of the numerator times the denominator of £^ : Letting 
and represent the matrices in the numerator and denominator 
15 
quadratic forms, respectively, and letting f^ ^^  and f^ ^^  be the ij^  ^
elements of these matrices we find 
^ FC) z ]. 
1—X J—J. 
k 
This is <^ iJ times a ninth degree polynomial in n. 
The IBM 360 computer was used to generate the sums of powers needed 
in the calculations of the polynomial coefficients. These values are 
all integers and no round-off error occurred. An 11 x 11 matrix G was 
also created with ij^  ^element g.. = (i+3)^  ^  so that if 
Ij 
b'=(bQ,b^ ,bg,..,,b^ Q) is the vector of coefficients in the polynomial 
bg + b^ n + b^ n^  + ,,. + b^ n^^ ® then setting Gb equal to the appropriate 
vector of sums will yield the polynomials needed in the expectations 
previously discussed. 
Before solving each system, elementary row operations were per­
formed to reduce the system to G*b. = |., i = A,B,...,E where G* is an 
upper triangular matrix and is the corresponding transformed vector 
rJl-
of sums of case i. Having obtained this form the system of equations 
was solved by hand so that, again, the coefficients were computed with 
no round-off error. 
Display (3 .5)  below gives the matrix G* used in the calculations. 
1 4 
1 
i6 6k 256 1,024 4,096 16,384 
9 6l 369 2,101 11,529 61,741 
2 30 302 2,550 19,502 140,070 
6 132 1,830 20,460 201,726 
24 720 13,080 186,480 
120 4,680 107,520 
720 35,280 
5,040 
Figure 3,1. Display (3.5) 
65,536 292,144 1,048,576 
325,089 1,690,981 8,717,049 
963,902 6,433,590 41,983,502 
1,832,292 15,717,750 129.325,020 
3,298,744 25,719,120 268,623,960 
1,900,080 28,59^ ,440 385,945,560 
997,920 21,379,680 385,363,440 
302,400 10,311,840 263,088,000 
40,320 2,903,040 117,331,220 
362,880 30,844,800 
3,628,800 
IT 
In Table 3.I are the vectors 
Table 3.1. Vectors for 
i A B . c D E 
-12 8 480 192 283 
-48 4o 7,440 4,560 - 5,472 
"72 80 43,680 4o,8oo ' 39,168 
-48 80 134,280 193,680 -148,032 
-12 4o 243,072 558,720 -336,096 
0 8 269,568 1,043,856 -484,128 
0 0 180,672 1,295,520 -447,552 
0 0 67,368 1,063,920 -258,048 
0 0 10,752 556,800 - 84,672 
0 0 0 168,480 - 12,069 
0 0 0 22,464 0 
Solving the systems the following polynomials are obtained: 
= - %-(n-3). E(Numerator) 
E(Denominator) = 
E(Numerator^ ) = 
E(Denominator^ ) = 
•j^ (n+l)(n-3), 
ggCll-S ) (8n-T); 
A 
2100 (n-3)(n+1)(13n^ -26n+36), and 
.4 
E(Numerator • Denominator) = - ^ (n+1)(n-3)(n-l). 
This method can also be applied to the estimator by using a 
column of I's as the X matrix. Thus in (3.2) we let (^ )^ j = . 
Now, for example, we could write out the expectation of the numerator 
as 
18 
n-l n-1 2 n-l n-l 
the denominator is 
which is times a second degree polynomial in n. The expectation of 
n-± 
n-l n-l n-l 2 n-l n-l n-l 
0^  z Z Z d = z 2 2 ((n-l)ô -1) 
i=l j&=i k=i ^  i=l S=i k=i 
which is 
n-l 
times a third degree polynomial in n. 
By the same reasoning E(Numerator^ ) is times a fourth degree 
polynomial, E(Numerator • Denominator) is times a fifth degree 
polynomial and E(Denominator^ ) is times a sixth degree polyno­
mial. To obtain the coefficients we solve G* for the b^  ^
where G* is the upper left 7x7 corner of the G* matrix used for 
and the columns are given in Table 3.2. 
Table 3.2 .  Vectors for p^ . 
i A B C D E 
-3 k 2k 36 - 24 
-3 6 56 168 - 76 
-1 k 6k 4o8 -124 
0 1 36 567 -111 
0 0 8 14-56 - 52 
0 0 0 198 - 10 
0 0 0 36 0 
The following are the moments of the numerator and denominator of 
19 
E( Numerator) - - —(n-2), 
a2 
E (Denominator) = -^ n(n-2), 
E (Numerator^ ) = -yn(n-2), 
E(Denominator^ ) = (^n-2) (n^ -2n+2)(n), and 
E(Numerator • Denominator) = - ^ n^ (n-2). 
To obtain the corresponding results for p we let ^  be the zero 
matrix and find that E(Numerator) = 0, E(Denominator) is a second de­
gree polynomial, E(Numerator^ ) is a second degree polynomial- E(Denomi-
nator®) is a fourth degree polynomial and E(Numerator • Denominator) is 
a third degree polynomial. 
We now use ~ ^ i ^ e^re G* is the upper left 5*5 submatrix 
of the original G* and the are listed in Table 3.3 .  
Table 3.3 .  Vectors for p.  
i A B c p E 
0 6 6 88 8 
0 k k 152 12 
0 1 1 143 8 
0 0 0 70 2 
0 0 0 14 0 
The moments of the numerator and denominator of p are: 
20 
E(Numerator) = 0, 
o2 
E(Denominator) -- -g-n(n-l), 
A 
E (Numerator^ ) = -^ (n-l). a_ 
E(Deraoninator^ ) = -T^ n(n-l)(Tn^ -7n+4), and 12 
E(Numerator • Denominator) = —n(n-l)(n-2). 
In the ease of p it is as easy to find these expressions directly 
by expressing the numerator and denominator in terms of the e^ 's. 
Using the expectations obtained above, we get the moments dis­
played in Table 3.4. Recall that (n-l) squares appear in the denomi­
nators of the estimators. 
Table 3.4. Moments of numerators and denominators. 
EN 
VN 
ED 
YD 
CV 
Statistics 
A 
p 
A 
0 
- f (n-2) - ^ (n-3) 
-g-n(n-l) 
„4 
•^ (n-2)(n+6) 
4 
(^n-3)(n+3l) 
-2-^ (n-l) f \ -^ (n-2 ) (^n+l)(n-3) 
—n(n-l)(n^ -n+l) 
_4 
•^ n(n-2)(2n^ -4n+9) 
^4 
5^ (n+l) (n-3 ) (lln2-22n+192 ) 
4 
—n(n-l)(n-2) 
„4 
-^ n(n-2) 
„4 
- 3^ (n+l)(n-3) 
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In Table 3.4 EN and ED are expectations of the numerators and 
denominators while VN and VD are their variances. CV is the covariance. 
It is easily seen that the correlation of the numerator and de­
nominator approaches 0 as n —in the and cases. In the p case 
the correlation approaches .8165. 
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CHAPTER IV. LIMIT DISTRIBUTIONS 
n 
Spectral Representation of Z 
We shall obtain the spectral decomposition associated with 
_o n 
lim n" Z ïf -. This decomposition is characterized by a few dominant 
n4>=, t=2 
eigenvalues. Two methods for finding the limit spectral decomposition 
are given. The first finds an expression for the i^  ^largest eigen-
_2 n 
value associated with n Z _ and then takes the limit. This method 
t=2 
depends on a result of Rutherford (19^ 6) and gives the spectral repre­
sentation of the denominator of p for finite n. A second method (due 
to this author and developed prior to his knowledge of the Rutherford 
result) is presented in an appendix. This method was used to obtain the 
limiting representations for the quadratic forms in the denominators of 
p and p^ . In addition the limiting characteristic equations of the 
matrices appearing in the quadratic forms are obtained. 
The Rutherford result states that the determinant of the mxm matrix 
Rm(x,a,b) = 
x+b 
1 
0 
0 
0 
1 
X 
1 
0 
0 
0 
1 
X 
0 
0 
0 
0 
0 
X 
. . 1 
0 
0 
0 
1 
x+a 
is given by 
|R (X a b)I = 8in(mfl)8 + (a+b)sin(m8) + ab sin(m-l)e 
where x = 2 cose. 
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n 
We note that the quadratic form 2 Yf . expressed in terms of e' = 
t=2 
HI I 
n-1 n-2 n-3 
n-2 n°'2 n-3 .. 1 ' 
n-3 n-3 n-3 1 ; 
: 1 
1 1 1 J I' 2a = Si \ (4-1) 
If no root of the matrix is 0, then the roots are also given by the 
roots of I + \ ^ l| =0. Now -1, 
-A 
n 
- 1 1 0  0  
1 - 2 1 0  
0  1 - 2  1  
0  0  1 - 2  
0 
0 
0 
0 
0 0 0 0 
Therefore |-A^  ^+ = |E^ _^ (-2 + 0, l)|. Setting -1 
|R^ _^ (-2 + 0 , 1)| = 0 we have 
sin(n0) + sin((n-l)0) 
sin e = 0' 
Equality occurs whenever 
2kTT 
n0 + (n-l)9 _ 
= krr, that is whenever 8 = 20^  = 
=—r for k = 1,2,...,n-1. Let X .  be the eigenvalue of A associated 
ein-i 7  ^  ^ i,n n 
with 20^ _^^  ^= i = 1,2,...,n-l. By Rutherford's result, 
''M = ^   ^c°»(28(n.l)) -
= + (1 - = >* c°s=G(a.i). 
2k 
Thus 
~ Ç ^ ~ 1,2,,.. ,n~l, (^<-.2) 
As a check of this result, the eigenvalues of (a 25x25 matrix) 
were calculated, using the IMSL subroutine EIGRF. The largest five of 
the roots obtained by that program are compared to ^  sec^ (-^ ^^ j^ )^, 
i = 1,2,...,5 in Table 4.1. Calculations were carried out in double 
precision. 
Table 4.1. Largest five eigenvalues of A^ g computed by-
alternative methods. 
IMSL 263.617 29.365 10.625 5.462 3.338 
263.614 29.365 10.625 5.462 3.338 
Now we wish to find the limit of the i^  ^largest normalized eigen­
value X. as n->». The proper normalizing constant is n^ . This nor-i,n 
malization is suggested, because the sum of the eigenvalues is trA^  = 
n(n-l)^  normalization is verified by showing that the i^  ^largest 
eigenvalue divided by n^  approaches a finite nonzero limit as n*5^  «. 
We have 
sec(^ ) . 
= lila  ^  ^ /q4 TW = — (^ -3) 
and thus 
(k'4) 
n->co 
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Note that if k is constant (not a function of n) then 
lim (2n)"^  = 0» 
n^ co  ^
A few normalized eigenvalues for are given in Table 4.2 along with 
the corresponding values of 4((2i-l)n) 
Table k.2. Largest eigenvalues of A^ g (divided by 625) and 
limit eigenvaluesc 
INSL .38997 .04344 .01572 .00808 .00494 
\(2i-l)nJ .40529 .04503 .01621 .00827 .00500 
We now obtain the eigenvector of A^  corresponding to  ^where 
A is defined in (4.1) and X. „ in (4.2). Let X! „ = (xL,%_,x_,..., 
n x^ n 'vL ^ n x & 3 
x^ _^ ) be the eigenvector and define operators A and as follows: 
for any matrix (vector) B with n rows AB is a matrix (vector) of the 
same dimension as B, having the same first row as B and having i^  ^
(i > 1) row equal to the i^  ^row of B minus the (i-l)^  ^row of B. Let 
A^ B be a matrix of the same dimension as B with the n^  ^row of A^ B 
equal to the n^  ^row of B and the i^  ^(i < n) row of A^ B equal to the 
i^  ^row of B minus the 0.+l)^  ^row of B. Note that A(AjA^ ) = I. The 
charactiristic equation 
\ h,n ' \n (4-5) 
is equivalent to 
that is. 
Sl,n = 
26 
This system is 
^1 = - =1) 
^ = •H 1 + X^) 
II 
-2X3 + XG) 
Vl = + \.2^-
(Recall that is an (n-l)x(n-l) matrix.) 
_X We normalize the eigenvector hy setting x^  = 1. Then Xg = 1 -
Using x^  and as initial conditions, the difference equation 
Xt - (2 - + Xt-2 = ° 
can be solved by standard techniques (see for example Fuller (1976)). 
The solution to the difference equation is 
= r^ fd^  ^cos 9t + dg sin 9t) 
where 
- 1 
r = 1, sin 0 = —^ , cos 9 = 1- (2\. ) . 
By the initial conditions, d^  cos 9 + dg sin 9=1 and d^  cos(29) +  ^
d„ sin(20) = 1 - (\. It follows that d. = 1 and d^  = (4\. -1) 
& x^ ii JL  ^
To summarize, the eigenvector X. associated with X.  ^has t^  ^element 
' ° i,n 
given by x. . where 
X, . = cos(9.t) + {kX. - 1)  ^sin(9.t), t=l,2,...,n-l (4^ 6) 
*0^  X 1 n X 
and 
9^  = arccosCl - (4.?) 
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n-l 
We now investigate lim 2 xf .. We have 
n->» t=l 
n-l n-l - r-
2 . = 2 [cos(0,t) + (4\. - 1) 8in(8,t)]2 (4.8) 
t=l t=l ^ 1 
Since, by (%^ 3), 
it follows that for fixed i 
By Taylor's series we obtain 
e.  = arcsin(—^  )  ^ + 0(n ^ ). 
^ A^i,n ^^ i,n 
Furthermore  ^
- 1) ^  sin(0^ t) = 0(n"^ ) (4.8a) 
because the sine function is bounded. Using these facts we will show 
that 
-1 o 1 
lim n 2 X? . = 5" . 
n->« t=l ' 
Using (4.6), 
1 
, n-l . n-l - % 
n" Z xf . = n" Z [cos^ (6.t) + 2(4x. -l) cos(e.t)sin(9.t) 
t=l t=l  ^  ^
+ (Lx -1)"^  sin^ (0.t)] = n"^  2 cos®(9.t) 
 ^ t=l 
+ n"^  V(4x. -D" sln(20 t) + 0(n'^ ), (4.9) 
t=l  ^
and we used 2 cos a sin a = sin(2a). By (4.8a) we can write (4.9) as 
, n-l , n-l , 
n" 2 X? . = n" 2 cos^ (9.t) + 0(n ), 
t=l t=l  ^
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Using Jolley (I96I, pg. 82 no. ^ 38) we obtain 
, n-1 , , cos(ne.)sin((n-l)e.) 
lim n'^  Z cos2(e t) = lim n"^ [^  + —1- (4.10) 
n->» t=l  ^ n->co 2 2 sin 0. 
Now 
lim n0^  =  ^ (4.11) 
n->oo 
lim cos(n9^ )sin((n-l)0j^ ) = )sin(^ ^^ ^^ ^^ ) = 0, 
ïl-i>co 
and 
n sin9. = n — 5> n4>oo (4.12) 
2^ i,a  ^
so that the limit in (4.10) is To summarize, we have shown that 
1 ^2 
for all i where 
11^  H=!,„ = 2 .^13) 
n-^ oo ' 
C. _ = ( (4.14) i.n t,i 
Case I; n(p-l) 
L e t  ( e , b e  a  s e q u e n c e  o f  i n d e p e n d e n t  N ( 0 , a ^ )  r a n d o m  v a r i a b l e s .  
-2 * .p 
The results of the preceding section permit us to express n Z  ^
t=2 
as 
1=1 ' 
where 
%i,n " ^ i^ n ^ ^^ *t,i®t 
and {Z. ; i = l,2,...,n-l} are normal independent (0,a^ ) random i,n 
variables. By (4.4) 
lim n = ((2i_i)n)^ . (^ -17) 
n-^  CO 
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Having expressed the denominator of n(p-l) in the spectral form 
(4.15) we wish to find the covariance between the numerator and denomi­
nator of n(p-l). The normalization of the numerator of n(p-l) by n ^  
gives 
- n , n t-1 1 n n 
n'^  2 e. Y.  ^ = n"^  2 2 e.e = (2n)"^ [( 2 e.)^  - 2 eM 
t=2 ^  t=2 j=l  ^^  t=l ^  t=l ^  
= (2n)"^ (ïJ - 2 ef). 
 ^ t=l ^  
Now (no^ )~^ Y^  has a chi-sq,uare distribution with one degree of freedom 
and 2 
(na2)~^  2 e^  = 1 + 0 (n 
t=l t P 
Thus 2 
(2n)"^ (Y| - ^ 2 e^ ) = |((^  + 0^ (n )^. (4.l8) 
The limit distribution of n(p-l) is not symmetric about 0 since 
the median of a chi-square distribution with one degree of freedom is 
O.lj-55 (Fisher and Yates (I963) pg. 4?). 
We have, for fiazd i, 
Cov(^  (e^ + eg + ... + e^ ), = /nC^  ^ ^^ ''t^ i 
= T^P V[cos(e.t) + (4\ -1)  ^sin(e.t)] 
Gi,n t=l X i,n 1 
= 7^ Vcos(e t) + 0(i) (4.19) 
i,n t=l  ^  ^
where  ^was defined in (4.l6) and  ^in (4.l4), 
Now by Jolley (1961, pg. 78 no. 4l8), 
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where 
t) = „ (4.20) 
Ci,a t.l  ^
-1 1 9j 
= n' cos(2(n+l)0^)sin(-^)csc(-^), (4.21) 
Using (4.11) and (4.12) we have 
lim cos(i(n+l)9^ )sin(|:n9^ ) = cos(^ ^^ "^ ^^ )sin(^ ^^ j^ ^^ )^ 
n^  00 
~ 2 
= 5<-l)i+l (4.22). 
and 
0 
11m n sin(^ ) = . (4.23) 
n->oo 
Combining these results we have 
9l,n = %'S^  
n-> OO ' 
and from (4.13) 
lim C^ ) = /2 
n4>* i,n 
for all i. Let 
2(-l)i+l 
i^ - (k-l)TT • 
Now for e'= (e^ e^g,...,e^ ) we have expressed Z as 
Z= (Z^ ,Z2,...,Z^ )' = Me 
where M is a nonsingular matrix. Now let 
where 
Thus 
6' - %- —) 
I ~ w 7n' /n^' 
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T = 6' M"^  Z 
n. ~ 
so the elements of 6'M~^  are the covariances between T and Z. and 
n 1 
^ A 
To summarize, we have shown that the numerator of n(p-l) is 
_ 1 
|(T^  - a2) + ôp(n (4.2?) 
wnere 
n-1 
( Z l , n '  % 2 , n ' "  
and 
lim (/n(3 /C _)) = yS y, (4.27) 
n->oo ^ 
for all i. The denominator of n(p-l) has been written as 
1=1 
where, by (4.17), lim n"^ \. „ = >? for each i. 
n-><»  ^
Case II; n(p^ -l) 
We now obtain a representation for the numerator and denominator 
of n(p^ -l) similar to the representations derived for n(p-l). Using 
the representation 
n^ = Tn (^ 1 + ^ 2 + ••• ®n^  
and (U.25) we write the numerator of n(p^ -l) as 
- 0=] - (!%!:); + 0.(a- 1/2) 2LX- - " J - V—1(_1) 
where 
32 
e Y/ .\ = (n-l) ^ ( 2 e )( Z (n-i)e,). 
j=2 J i=l 1 
-L -|n_l 
= (n-l) = (n-l) 2 (n-i)e^ . (4.29) 
The normalized numerator of n(p -l) may then be expressed as 
_ 1 ^  1 
+ Op(n )^ - (^ )^(n-l)'^ (/n - e^ )(n-l)^  ^
_ 1 
= §[T^  - ct2] - + Op(n )^. (4,30) 
The normalized denominator of n(p^ -l) is 
n-2( S s® - (n.l)-l( Z Y )=) 
t=2 t=2 ^  
We wish to express (4.30) and (4.31) in terms of the  ^of (4.l6) 
and use this representation in simulation. To dp this, we require 
Cov(Z^  W^ ). Now 
C°Y(Zl,n, V ' 2[(n.l)e:+(»-2)e2 
1 - 1 
- ^  n-l - p 
= a^c"^ (n-l) 2 (n-t)[cos(e.t) + (4\ - 1) sin(0.t)] 
i,n t=l ' 
- - p n-l n-l , 
= a^ C. (n-l) [ 2 n cos(9.t) - Z t cos(0.t)] + O(-) 
t=l  ^ t=l  ^
1 - P p_ 1 6. l-cos(n0.) 
= - i.in(^  e,)oso(^ ) + 
2 
33 
+ 0(i), (4.32) 
where we have used Jolley (I96I, pg. 80 no. 428). Letting 
9 
= (2n)"^ sin(^  6^ )csc(-^ ) 
and 
Ç n"^ csc^ (^ )(l-cos(ne^ )) 
Expression (4.32) becomes  ^
- =l,n " \,n) ^ 0(;)-<''•33) 
Now 
and 
so that 
and 
Since 
lim n sin(-^ ) = (4.3%) 
n->«' 
liri sin((n - |)e^ ) = sin(-^ -^^ |^ ) = (-1)^ +^  (4.35) 
n-v> 00 
- 721:17; = :i <'»-3«' 
n-> » ' 
\,n = = if- (4-37) 
n V 00 
lim /n CT^  = /2 
n4>œ 
and 
we see that the limit of Expression (4.33) is 
lim Cov(Z, ^ ,W ) = /2 0= 
n->oo ^ ^ 
That is, we can express the normalised numerator of n(p -l) as 
_ 1 
|[T^  - ct2] _ + Op(n )^ (4.38) 
3^ 
and the noramlized denominator of n(p^-l) as 
n"^ Z X .  „zf „ - + 0^(n (4.39) 
i=l i,n i,n n p' 
where, by arguments analogous to those for T^, 
(9l,n - "x,n ^  (4.40) 
and 
lim C. /n(p. - Q!. n ^ ~ ^  ^ ~ 1*2,,.. . (4.4l) 
n->oo 
Case III: n(p^-l) 
The normalized numerator of n(p^-l) is 
Now 
1' ' h'-^  ^"n * - fe'n t=2 
+ (: - f^rôT'^l' ('*-''3) 
where T^ is defined in (4.26) and is defined in (4.29). Therefore 
we may rewrite (4.42) as 
_ 1 
i[T| - - % - 6C-W^  + i TJ(7J + 0^ (n 2) (t.W) 
where 
\ = n/niU) / = SÂ&gy C.t;) 
u—& J—X 
The covariance between V and Z. is found by noting that 
n i,n 
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T n - o II-1 
.-1 ^ d Cov(C" Z X. .e , n Z (n-j)(j-l)e.) 
t=l t'l t j=l J 
n 1 1 
='cT^ /n cT  ^ n'^  2 (n-t)(t-l)(cos(e.t) + (4\. -1) ^  sin(9.t)). (4.46) i,n 1 i,n 1 
Now , 
n-1 - ^  
|n 2 2 (n-t)(t-l)(4x -1) sin(e t)l 
t=l ' 
1 ^ 1  
< n"3(4x -1)  ^\ (n-t)(t-l) = 0{h . (4.47) 
 ^ t=l 
Also 
_ n-1 n-1 
n Z (n-t)(t-l)cos(0.t) = n 2 t cos(0.t) 
t=l  ^ t=l 
- n"^  2 cos(0.t) + O(^ ). (4.48) 
t=l " 
Letting 
Q n-1 
y. = n'-^  2 t^  cos(e.t) (4.4o) 
1'" t=l  ^
we see that 
lim y = lim V(|)2[cos(ne (^ ))j(i) = f ^ cos(-^ ^^ |i^ -X)dX 
n4>eo n4>» t=l % 1 n n JQ < 
= yi - 2y3^  (4.50) 
Using (4.32), (4.47), (4.48), and (4.49) Expression (4.46) becomes 
Oov[Zj,V^ } = - yi,n] + °(:P-
Using (4.13), (4 .36), (4.37), and (4 .50) the limit in (4.51) is 
lim Cov£z^ ,V^ } = ys a^ [y^  - - y^ +2y^ ] =a2[(/2 7^ ]. (4.52) 
n-î>oo 
The normalized denominator of n(p -^l) is 
36 
n-1  ^h  - K - K *  %(" "'• ("-53' 
To summarize, the numerator of n(p^ -l) is say, where 
V (& ^n - • ^^ n^  " 1" + (4.5%) 
and the denominator is D , say, where 
1 
»T = 
where is defined in {h ,26) ,  is defined in (4.29) and, by arguments 
analogous to those for T ; 
1 
'n - 3/" =l'n(°l,n " \,n " * °p("' 
Convergence in Distribution 
In the previous three sections we have shown that n(p-l), n(p^ -l), 
and n(p -l) are expressible up to 0 (n as functions of the random 
T P 
o B-1 
variables n" 2 X. Zf ,T ,W,,and V . Our goal in this section will be 
• « X9XI 1 #n zi ii II 1=1 ' 
to define limit laws for our estimators. 
Let be a sequence of independent normal (0,a^ ) random 
variables. Define 
n-1 
and 
IJ = .ynte /C )Z, , (4.56) 
1=1 
WJ = jV. - «1,3 * (k-5T) 
VJ = - yi,a)2i ' ("^-58) 
J/l,n n- (''•59) 
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By comparing these to (4.26), (4.40), (4.55) and (4.15) we see that, 
— 1/2 
except for terms of 0 (n ' ), the Quantities (4.^ 6) through (^ .59) 
^ -2 have the same distribution as T , W , V , and n 2 Z. ^  respec-
n' n' n' i,n i,n 
tively. Define 
Tl' = (T,w,v,r) (4.60) 
where 
T = E /2 y.Z , (4.61) 
i=l  ^^  
W= Z/2r?Z (4.62) 
i=l  ^^  
V = 2 ((/2 y y - /2 y!)Z , (4.63) 
i=l 1  ^
and 
00 
r = 2 (4.64) 
i=l ^  ^  
i+1 
Yi - (2Ï-l)n • 
Lemma 4.1. The vector T| in (4.6o) is a well-defined vector random 
variable. 
Proof: Since £ y. < » for k > 1 we see, for example, that 
i=l ^  
n n 2, k 
lim Z = lim 2 y.2a < co 
n->co i=l  ^^  n-><» i=l 
so the variance of T exists and is finite. Variances exist for all 
other elements of T},. Further, 
E(Tl') = (0,0,0,1). 
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By Tucker (19^ 7) Theorem 2 page 110 the elements of are infinite suras 
which converge almost surely. Thus has a distribution function and is 
a well-defined vector random variable. [] 
We now wish to show that the random vector 
3A = *2' v;, r*) (4.65) 
converges in law to 2,» We first prove a useful lemma. 
Lemma 4.2. Let be a sequence of independent (0,cr^ ) random 
variables. Let i = 1,2,...] be a sequence of real numbers and let 
{w. ; i = 1, 2 , . . . , n-1; n = 1, 2 , . . . }  be a triangular array of real i,n 
numbers. 
If 
CO 
2 W? < CB , 
i=l ^  
lim 2 w? = Z w? , (4.66) 
n->oo i=i i=l ^  
and 
lim w. ^  = w. , (4.67) 
n->oo 
00 
then 2 w.Z. is a well-defined random variable and 
i=l " ^  
n p " 
2 w. Z. L w.Z.. 
i=l  ^ i=l 
00 
Proof: By arguments analogous to those in Lemma 4.1 2 w.Z. is a well-
i=l ^  ^  
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defined random variable. Let e > 0 be given. Since Z wf < « and 
i=l ^  
n » 
lim 2 w? = Z w? we can pick an M such that 
n->® i=l i=l ^ 
cr^ 2 V7? < e/lO (4.68) 
i=M 1 
and 
a^j 2 w? - 2 wrj < e/lO (4.69) 
i=l i=l ^  
for all n > M. Further^ since lim w. = w, we can find an Iî_ > M such 
n->oo X u 
that n > NQ implies 
M 
f (w - w )2 < e/lO. (4.70) 
i=l ^ 
and 
M 
2 (w? - wf ) < e/lO. (4.71) 
i=l  ^
For n > K , 
n 
0: 
Var( 2 w. JL. - 2 w Z.) = 
i=l ^ i=l 
M n 
2 (*i n - *1)^  + <^ 2 2 < 
i=l ^ i=ltH ' 
n => MM 
e/lO + cr^ [( w? - 2 w?) + ( 2 wf - 2 w9 ) + 2 wf ] 
i=l i=l ^  i=l ^ i=l i=MH ^  
< e/lO + s/lO + e/lO + e/lO = y 
by (4.68), (4.69), (4.70), and (4.71). Now 
Var( 2 w.Z.) < e/lO 
i=m-i ^  ^  
so 
4o 
a n M 
Var( 2 w Z - 2 w Z ) < 2 Var( 2 w Z - 2 w Z ) 
1=1  ^ 1=1 1 1 1=1 1 1=1 1 1 
00 1 
+ 2 Var( 2 w.Z.) <-^  + e/5 = e. 
i=MH 
By Chebyshev's inequality 
. Vl.n'i A"A • 0 1=1 ' 1=1 
To apply this lemma to we note thaj;, for example, 
n-1 p. „ 
Var(T*) = o2 Z n(-^ )^  
" 1=1 %n 
but 
lim Var(T*) = lim Var(T^ ) = 
n-5> to n-»> CO 
since  ^(e^  + e^  + ... + e^ ). Thus we let 
w, „ = /n (i;^ ) 
%n 
and from (4.27) 
p, n\i+l 
"i ' li" "i,n = ?! = /2 
n-> » '  ^
which is Condition (if.67). Using Jolley (196I, pg. 5^) and (4.6l) we 
find 
Var(T) =2 2 lim 2 n(-pr^ )^  
1=1 ^  n4>co i=l -i^ n 
Thus (4,66) holds and T^  —^ T. The analogous convergence results for 
W*, V*, and T* follow by first noting that 
lim Var(W ) = lim (n-l)"^  2 (n-i)^ or2 = ~ ^ 
n-^ x» nr>« 1=1 
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_i- n-1 
lim Var(V ) = lim n ^  Z (n-i)^ (i-l)^ 'u^  = 
C»  ^ 00 i=l 
and 
= lim n"^  2 (n^ i^  + i^  - 2ni^ )a^  = ^  , 
n->o= i=l J 
-4/C^ \ ,\/_2 _.n\ lim Var(r ) = lim n" (—) n(n-l)(n -n+l) = 
n->oo n->oo ^ ^ 
where we have used Expressions (4.29) and (4.45) and Table 3.4. By 
Jolley (1961, pg. 5).we find 
= = 
X—1 1—1 1—1 1—1 1—1 
so that 
and 
CO , _p 
i=l  ^
Z ((/2 y^ )^  - /2 y^ )^  a2 = , 
» _4 
2 
i=l 
which, using (4.62), (4.63), and (4.64) are the summations of interest 
for W, V, and P. Thus Conditions (4,66) and (4.67) are satisfied and by 
Lemma 4.2 we have proved the following theorem. 
Theorem 4.1. For and ^  as defined in (4.65) and (4,6o) respectively, 
 ^converges in probability to 
Recall that (T , W , V , T ) and (T*, W*, V*, F*) have the same 
limit distribution. Our estimators n(p-l), n(p^ -l), and n(p^ -l) are 
ratios of quadratic forms. The numerator quadratic forms are given by 
k2 
Expressions (4.30), (4.38), and (4.54). The denominator quadratic forms 
are given in Expressions (4,15), (4.13), and (4,53) and are positive 
definite. 
Corollary 4.1. 
.(W ^  kfL 
and 
I-W)(I.gV). 1 of 
w h e r e  { Z . i s  a se q u e n c e  o f  n o r m a l  i n d e p e n d e n t  ( 0 , o ^ )  r a n d o m  v a r i a b l e s .  
r = 2 , 
i=l ^  ^  
CO 
T = 2 /2 y.Z , 
i=l  ^^  
and 
Proof; 
w = 2 ys , 
i=i  ^^  
V = 2 [(/2 y.)3 - /2 7^ ]Z 
i=l 1  ^  ^
2 / n\i+l 
n = T2î=ï^  (-1) 
The denominator quadratic forms are continuous functions of which 
have probability 1 of being positive. Since T]^  converges in law to ^  
and since the ratios of the limit quadratic forms are continuous func­
tions on a set which contains ^  with probability 1, the estimators con-
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verge as stated. 
Corollary 4.2. 
 ^ /T 
1(0^  _ o2) _ TW 
T —^ ^ 
^ /r - w' 2 
and 
 ^ (|T - W)(T - 6V) - |a2 
/r - - 3V^ 
where is a sequence of normal independent random vari­
ables, 
•• • J/.-Ï 
T = L/2 y Z , 
i=l  ^
00 
W - 2 /2 rfz 
i=l  ^^  
and 
Proof: 
V = 2 [(/2 y )3 _ /2 y!]z , 
i=l 
We show the proof only for T because the proofs for and ari 
analogous to that for T. 
We note that the normalized denominator for n(p-l) is 
1 "• 
ïFô^  ( 2 that from (2.5), 
t=2 
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L^ cr^ ) 
- . (4.7»^ ) 
!l(\ ~ 
Cn-l)a^  
Since 
(n-1)"^  Z (Y, - pY = (n-l)"H Z 6% + 2(p-p) 2 e Y , 
t=2  ^ t=2 ^  t=2 ^  
+ (p-#)2 Z Yf 1 
t=2 
= (n-1)"^  Z + 0^ (n"l) 
t=2 ^  P 
we see that multiplication of n(p-l) by the square root of its nor­
malized denominator yields a statistic with the same limit distribu-
-2 tion as T. Since this is a function of T and n" ^ X. Zf the 
n 1*" 
substitution of T and F in the formula for T will give the appropriate 
limit distribution, 0 
Simulation 
Note that in (4,6l) through (4,64) T, V, W and F were defined as 
infinite weighted sums of N(O,0^ ) random variables. For simulation 
purposes we must replace the infinite sums by finite sums. We shall 
choose the finite sums so that the first two moments of the finite sums 
agree with those of the infinite sums. 
Using (4.6l) through (4.64) the variance-covariance matrix of 
(T, W, V) is 
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8 W 
II •r
l 
CVJ 
1=1 
2 (4yJ-2y3) 
1=1 ^ 
Cov(T,W,V) = 
1=1 
8 W 
II •H 
OJ 
Z (473^2}%) 
1=1 ^ 
a2(1^ .75) 
2 (4y^.2-y3] 
1=1 ^ ^ 
2 (4}^-2y^) 
1=1 ^ ^ 
2 ((/2y )3_/2^)2 
1=1 ^ ^ • 
1 1 
Jolley (1961, pg. 56) gives the following sums: S y = -, 2 = -, 
i=l 1 i=l ^  ^ 
2 ^  = J, _2 yj = 2^ ^  .^ Ji = -k' .^ Ji = 61 ÏRÔ and i=l " " i=l " i=l 1=1 
Substituting these results in (4.75) we obtain 
Cov(T,W,V) = 
1 1/2 1/6 \ 
1/2 1/3 1/12 j a2 , (4.76) 
1/6 1/12 1/30 / 
As a check of our calculations we calculate the first two moments 
of the numerators and denominators of the limit random variables for 
n(p-l), n(p^-l), and n(p^-l) using the above matrix and sums of powers 
of y^. 
E{ 2 yfzf] = 2 y2 = ^  , 
1=1 ^  ^  1=1 1 
® k " k rr^  
Var{ 2 = 2a 2 y = 
1=1 ^  ^  1=1 ^  J 
E{| (T^  - (f)] = 0 , 
Var{| (T^  - or^ )} = 1 
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Cov{^  (T^  - 0^ ), 2 ^ 2^ 3 = 2 E 
 ^ 1=1 ^  ^  1=1 j 
(,2 
E{ 2 - w®} = -g-, 
1=1 -
VarC Z o^z! - W^} = [2 S r' - 8 2 yf + 2(%)^]cr^ = 
1=1 1 1 1=1 ^  1=1  ^  ^
E{i (T^  - o^ ) - TW} = - ~, 
VarC| (T^  - 0^ ) - TW] = E(J + T^ W^ ) = ^  , 
Cov{ 2 ')^ Z? - W®, i (T^  - a^ ) - TW] = 2Z%-4Z')^  " E + q = ^  
1=1 ^  ^  1=1 ^  1=1 J 
pZ 
Bf.Z^ TlZl - 3V^ } = Ï5 9 
Var{ 2 >|Z| - W= - 3f] . 
1—i 
E{(& - W)(T - 6V) - Ç-] = -
Var((§T ^  W)(T - 6V) - ^ } = E[(|t - W)(T - 6v)T ,  
Cov{ 2 )^ Z^  - W2 - 3V2, (^  - W)(T - 6V) - —} = 0. 
1=1 1 1 
These moments agree with those of Table 3.^ -» 
The moments for the limit distributions of n(p-l) and T depend on 
^7 
00 œ . 
2 7? and Z y.. Thus it was decided to create a finite set of weights 
i=l ^  i=l ^  
i = 1, 2 , . .c,K by setting the first few y^  equal to y^  and then 
choosing additional y^  such that > 0, 
00 K 
and 
i=l ^  i=l ^  
i=l i=l 
where K is the total number of yl's. A computer program was written to 
set y^  = y^  for i = 1,2,...,7 and the additional were chosen to 
satisfy ^  = a + b(i-7) for 1 = 8,9,...,K where a,b, and K were calcu­
lated by the program so that 
Z % = 2 0^ , (4.77) 
i=l ^  i=l ^  
K ) ® L 
z = z y: , (k.78) 
i=l ^  i=l ^  
and 
a + b(K-7) = 0 . 
The K value used was 36. Restrictions (4.77) and (4.78) insure that the 
simulated numerator and denominator random variables will have the same 
first two moments as the limit random variables. The values ^  satisfied 
Equalities (4.77) and (4.78) to within 5 x 10 
The first two moments of n(p^ -l), T ,^ n(p^ -l), and involve 
" k 
Z y. for k = 2,3,4,...,8. The weights y. were judged unsatisfactory 
i=l ^   ^
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for these cases because Z ^  was not sufficiently close to Z A 
1=1 ^  i=l 
A/ % 
new set of weights was created by letting for i = 1,2,3,,.., 
l4, choosing a value and using a modification of the previously 
mentioned computer program to generate wei^ ts y., i = l6,17,l8, 
K* » CO . -
such that Z ^  = 2 •)^ , and 2 y = Z y . By letting y^  ^range over 
i=l ^  i=l ^  i=l ^  i=l ^  
a grid of values, a set of y^  was found for which 
I Z y^  - Z yt( < 5 X 10"^ ° 
i=l  ^ i=l 
for k = 2,3,...,8. The value of K' was 72. 
The possibility of redoing the simulation of the limit distribution 
for n(p-l) using these new weights y. was considered. Since the moments 
^ » œ ^ 
of Interest in this case depend only on Z and Z y. and since the 
i=l ^  i=l 
y^  weights preserved these sums so accurately it was decided not to go 
to the extra expense of redoing that simulation. 
The limit random variables of interest are functions of T, w, V, 
and r. In the simulation, T, V, W, and F were approximated by sub­
stituting y^  or y^  for y^  into the formulas of Corollaries 4.1 and 4.2 
with Z^ 's generated by a random number generator as described in the 
next chapter. 
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CHAPTER V. EERCENTIIIES OF THE DISTRIBUTIONS 
In this chapter we present tables of the percentiles of the distri­
butions of n(p-l), n(p -1), n(p -l), T, T , and. t . In Table 5.1 we list 
H H T 
the number of samples (m) generated for each length (n) and the number of 
replications (r) at each (m,n) combination. An exception to this table 
is the limit (n = oo) distribution of p^  and for which m = 240,000,. 
Thus a replication is the creation of m time series of length n and the 
corresponding estimators. 
Table 5.1 Parameters of Monte Carlo study. 
50000 10000 50000 10000 50000 10000 20000 10000 10000 100000 
For cases with 25 < n < 750 a sequence of n independent normal (0,1) 
variables was generated using the generator Super Duper from McGill 
University. Calling the normal independent variates e^ , the time series 
was formed as 
1^ " ®1 
+ e_j_, t = 2,3,..«,n . 
The estimators n(p-l), n(p^ -l), n(p^ -l), T, and were calculated 
for the series {Y^ } and recorded on magnetic tape. Uote that for a 
series of Isngth n, the estimators are given by regressions involving 
columns of length n-1. The procedure was then replicated m times. Next 
the tape was sorted using the FORTRAN subroutine FSORT with a modified 
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output subroutine to print the percentiles. 
Once sufficiently accurate estimates of the percentiles were avail­
able, the magnetic tape phase of the study was replaced. The new proce­
dure involved creating a finely divided histogram which covered the 
range of the percentiles. The histograms contained 800 cells. Percen­
tiles were obtained by interpolating from the histogram. 
For the limit case, the program first generated the appropriate 
or weights, calculating the parameters of the linear extension inter­
nally. An appropriate number of normal (0,l) variables was then 
generated using Super Duper. The limit distributions of the estimators 
were then simulated using the statistics given in Chapter 4 (substituting 
y^  or for y^  in the appropriate formulas). The histogram method of 
percentile determination was used from the outset for the limit case. 
For each of the six estimators n(p-l), n(p^ -l), n(p^ -l), T, T ,^ and 
T^ , at sample sizes of 25, 50, 100, 250, 500, 750, and <= (the limit case) 
estimates of the eight percentiles .01, .025, .05, .10, .90, .95, .975, 
and .99 of the distributions were constructed. For each estimator each 
percentile p^ , i = 1,2,3,...,8 was plotted against n. In most cases it 
appeared that a function of the form 
9i = *i + "T (5.1) 
where a^  and b^  are real constants would approximate the observed percen­
tiles well. For the .01, .025, .05, and .10 percentiles of n(p^ -l) and 
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seemed to provide a better fit and were used in place of (5.1). 
The following tables^  were constructed by fitting regressions to 
the observed percentiles from the Monte Carlo study. The .01, .025, 
.05, and .10 values for n(p -1) and T are the predicted values from 
T T 
regression equations of the form given in (5.2). The other values are 
the predicted values from regression equations of the form given in 
(5.1). The regression equations were estimated using generalized least 
squares where the weights used in fitting the regression equations were 
the numbers of samples used to determine the estimated percentiles. The 
sample size n is listed on the left of each table while the regression 
estimates of the percentiles appear in the body of the table. The num­
bers ,01, ,025, .05, and ,10 listed across the top of the table are the 
probabilities of obtaining an estimate less than the value in the table, 
given that p = 1, Note that Table 5«2 gives empirical percentiles for 
the estimators normalized by the series length n„ 
 ^The tables given in Fuller (197^ ) differ slightly from those pre­
sented here because the tables in Fuller were constructed from a smaller 
number of observations. 
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Table 5.2, Empirical percentiles for estimators of p. 
.01 .025 .05 .10 .90 .95 .975 .99 
n n(p-l) 
25 -11.87 - 9.35 -7.32 -5.32 1.01 l.4o 1.78 2.28 
50 -12.82 - 9.91 -7.69 -5.52 .97 1.34 1.69 2.15 
100 -13.30 -10.19 -7.88 -5.61 .95 1.31 1.65 2.08 
250 -13.59 -10.36 -7.99 -5.67 .93 1.29 1.62 2.04 
500 -13.69 -10.42 -8.03 -5.69 .93 1.29 1.61 2.03 
750 -13.72 -10.44 -8.04 -5.70 .93 1.28 1.61 2.03 
00 
-13.78 -10.48 -8.07 -5.71 .93 1.28 1.60 2.02 
•1) 
25 -17.22 -14.57 -12.47 -10.23 -.76 .00 .64 1.39 
50 -18.94 -15.76 -13.29 -10.75 -.81 -.07 .52 1.22 
100 -19.81 -16.35 -13.70 -11.00 -.83 -.11 .47 1.13 
250 -20.32 -16.71 -13.95 -11.16 -.85 -.13 .^3 1.08 
500 -20.50 -16.82 -14.03 -11.21 -.85 -.14 .42 1.06 
750 -20.55 -I6.86 -14.06 -11.23 -.85 -.14 .42 1.06 
CO 
-20.67 -16.94 -14.11 -11.26 -.85 -.15 .41 1.04 
•1) 
25 -22.51 -19.96 -17.89 -15.55 -3.66 -2.52 -1.53 -.44 
50 -25.65 -22.33 -19.70 -16.84 -3.71 -2.59 -1.66 -.65 
100 
-27.33 -23.58 -20.64 -17.50 -3.74 -2.62 -1.73 -.76 
250 -28.42 -24.39 -21.25 -17.93 -3.76 -2.64 -1.77 -.82 
500 -28.84 -24.69 -21.47 -18.08 -3,76 -2.65 -1.78 -.85 
750 -29.00 -24.81 -21.56 -18.13 -3.76 -2.65 -1.78 -.85 
00 
-29.47 -25.13 -21.78 -18.28 -3.77 -2.66 -1.79 -.87 
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Table 5.3. Empirical percentiles for T statistics. 
n 
.01 .025 .05 .10 
T 
.90 .95 .975 .99 
25 -2.66 -2.26 -1.2) -I.6O .92 1.33 1.70 2.16 
50 -2.62 -2.25 -1.95 -1.61 .91 1.31 1.66 2.07 
100 -2.60 -2.24 
-1.95 -1.61 .90 1.29 1.64 2.03 
250 -2.58 -2.24 -1.95 -1.62 .89 1.28 1.63 2.01 
500 -2.58 -2.24 -1.95 -1.62 .89 1.28 1.62 2.00 
750 -2.58 -2.24 -1.95 -1.62 .89 1.28 1.62 2.00 
CO 
-2.58 -2.23 -1.95 -1.62 .89 1.28 1.62 1.99 
T 
P 
25 -3.75 -3.33 -2.99 -2.64 -.37 .00 .34 .71 
50 -3.59 -3.23 -2.93 -2.60 -.41 -.04 .28 .66 
100 -3.50 -3.17 -2.90 -2.59 -.42 -.06 .26 .63 
250 -3.46 -3.14 -2.88 -2.58 -.44 -.07 .24 .62 
500 -3.44 
-3.13 -2.87 -2.57 -.44 -.07 .24 .61 
750 -3  M -3.13 -2.87 -2.57 -.44 -.08 .23 .61 
00 
-3.42 -3.12 -2.86 -2.57 -.44 -.08 .23 .60 
25 -4.38 
-3.95 -3.60 -3.24 -1.14 -.81 -.50 -.15 
50 
-4.15 -3.80 -3.50 -3.18 -1.19 -.87 -.58 -.24 
100 -4.04 
-3.73 -3.45 -3.15 -1.22 -.90 -.62 -.28 
250 
-3.98 
-3.69 -3.42 -3.13 -1.23 -.92 -.64 -.31 
500 
-3.97 -3.67 -3.42 -3.13 -1.24 
-.93 -.65 -.32 
750 
-3.96 -3.67 -3.41 -3.13 -1.24 -.93 -.65 - .32 
CO 
-3.96 -3.67 -3.41 -3.13 -1.25 -.94 -.66 -.32 
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Recalling that the numerator of n(p-l) has the limit distribution 
of ^ (x^ -l) where x*^  is a chi-square random variable vlth one degree of 
freedom one might be surprized that the limit distribution of n(p-l) is 
skew to the left rather than the right. Skewness to the left is ex­
plained by the correlation of the numerator and denominator, which ap­
proaches .8165 as n->œ. 
One might ask if P(n(p -L) > O) and P(T > O) are zero since the 
T T 
99^  ^percentiles of their distributions are negetive. In each case the 
Monte Carlo studies yielded a few estimates that exceeded zero. 
Goodness of Fit 
Since there were several observed percentiles at some n values (for 
example, k replications at n = 25) we were able to calculate lack of fit 
statistics for the regressions of the percentiles on n Table 5.It-
gives the F statistics for lack of fit. None exceeded the tabular ,10 
value of P for 5 and 7 degrees of freedom (4 and 7 for Model (5.2)) 
adding justification to the use of the regression estimated percentiles. 
Table 5.4 Lack of fit F statistics. 
.01 .025 .05 .10 .90 .95 .975 .99 
n(p-l) 1.385 .720 .602 .368 1.114 .272 .111 .102 
a(&^-l) .956 .427 .338 .302 .700 .329 .445 .778 
n(PT-l) .191 .569 .512 .536 1.977 1.278 .850 .503 
T .621 .358 .142 .k22 1.286 .649 .353 .318 
.592 .226 .305 .378 1.124 .386 .525 .600 
.447 .308 .263 .219 1.255 2.312 .880 .446 
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Standard Errors 
To evaluate the accuracy of the estimated percentiles, distribu­
tion free confidence intervals were confuted for n = 25 and for the 
limiting distribution. The computation of these intervals is described 
in David (1970 Pg. 13). The widths of the 95^  confidence intervals di­
vided by 2(1.96) are reported in Table 5,5. These numbers might be 
taken as approximations to the standard errors of the limiting distri­
butions of the percentiles because the limiting distribution of esti­
mated percentiles is normal. 
Table 5.5 Length of confidence interval divided by 3.92. 
n 
n($-l) 
25 
a(2^ -l) 
25 00 
a(a -1) 
T 
25 00 
T 
25 
T 
25 « 25 
.01 .090 .105 .083 .117 .068 .097 .012 .012 .015 .009 .014 .007 
.025 .054 .075 .052 .066 .058 .060 .008 .008 .009 .007 .010 .004 
.05 .0^ 1 .051 .047 .061 .0^ 3 .0k6 .007 .006 .007 .005 .008 .003 
.10 .026 .032 .034 .042 .033 .032 .005 .005 .005 .004 .005 .003 
.90 .006 .005 .011 .011 .016 .009 .006 ,006 .005 .005 .005 .003 
.95 .007 .007 .012 .012 .021 .012 .007 .006 .007 .007 .006 .004 
.975 .011 .009 .020 .012 .026 .013 .011 ,009 .009 .008 .009 .005 
.99 .017 .015 .022 .017 .035 .019 .013 .013 .014 .012 .013 .007 
Since 25 and « are the smallest and largest values of n for which 
Monte Carlo results were obtained, the largest standard error for any of 
the regression esti mates in Tables 5.2 and 5.3 is no larger than the 
largest of the two entries in Table 5.5. 
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Medians 
The following table gives the empirical medians of the distributions 
of the six statistics for series of length n = 25, 100, and oo. 
Table 5.6 Ifedians of sample distributions of estimators. 
Sample 
size 
Estimator 
n(2-l) n(B^ -l) nC&T-l) T T V-
T T 
25 -.806 
(.009) 
-4.221 
(.014) 
-8.481 
(.022) 
-.466 
(.004) 
-1.529 
(.003) 
-2.135 
(.003) 
100 -.Sh2 
(.012) 
-k,3kQ 
(.021) 
-8.994 
(.030) 
-.492 
(.006) 
-1.557 
(.005) 
-2.174 
(.004) 
00 
-.855 
(.009) 
-4.351 
(.015) 
-9.109 
(.014) 
-.500 
(.004) 
-1.566 
(.003) 
-2.180, 
(.002) 
Notes on Use of Tables 
The tabulated distribution of p has been shown to be the distribution 
of the maximum likelihood estimator of p in the model 
given p = 1. Prom the preceding description of the î'îonte Carlo study we 
note that the tabulated sitribution of p is the distribution of the 
maximum likelihood estimator of p in the model = a + pY^ _^  + e^  under 
the conditions p = 1 and a = 0^  Similarly the distribution of p^  is the 
distribution of the saximum likelihood estimate of p in the model Y^  = 
a + pt + pY. , + e. under the conditions p = 0 and p = 1. 
Xf'^JL T/ 
For models in which the observations occur later in the realization 
(that is the first observation is not e^ ) the first observation Y^  
should be subtracted from all the observations before computing p. The 
number of observations available for analysis is decreased by one and 
5T 
the differences then satisfy the model assumptions. 
Distributions for Mbnzero a and p 
We now present two theorems which give the limiting distributions 
of the maximum likelihood estimators of p under the assumptions a / 0 
and p f 0. First we introduce some notation. Let + e^  and 
= a + + e^  with a ^  0. Assume = 0 and tloat is 
a sequence of independent N(0,CT )^ random variables. Define 
% = ' 
5t-l " 
% = (^ 2/3 A," "V' 
(V2'V-"'Vl>' (5.3) 
~ (1/2,3,.9.,n-l), 
and 
Let be the value of p^  calculated for the series. Let be an 
(n-l)x(n-l) matrix with ij^  ^element , 
Lemma 5.1. Let and M be real numbers and let f (n) be a function 
of n such that 
n 
lim f(n) S AJ = M > 0 
n-î> •» t=l 
and 
n 
lim f(n) s = 0(a ). 
n^ co t=l ^  
where a_ —as n —$>00, Then 
n 
lim f(n) 2 (A. + B.f = M + 0(/ër). 
hr>oo t=l t 
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n n n 
Proof; By Cauchy's inequality ( Z < 2 Af SB?. Thus 
t=l ^  ^  t=l t t=l * 
n 
f(n) 2 A.B. = 0(/a ) and the proof is complete, 
t=l t t n 
Note that the same proof would apply for {A^ } and {B^ } sequences of 
random variables with M either a positive constant or a nondegenerate 
random variable. In this case all limits would be probability limits.Q 
Theorem 5.1. Let the model 
= a + + ®t 
hold with a ^  0, = 0, and {e^ }^ _^  a sequence of normal independent 
(0,0^ ) random vari ales. Let 
,-1, ^ 
where 
and 
Let 
, n 
Z(o) . (n-1)-^  
(^-1) ° (*-1) ^  • 
-a = («a - - h.X)> 
t=2 
where is the residual mean square in the regression of Z. on 1 and 
e « 
Zt_i^  t = 2,3,...,n. Then 
n^ ^^ CpQ, - 1) —> N(0, 
and 
TQ, —^ 5(0,1). 
Troofi First note that ^  = a t^ Q) + Xt h-1 = " 5.(-l) + It-V 
Now 
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Prtn3/=(S„-1) < bî = ïrCn3/2(^ (i.M|j)Z^ _^ ) < b 
+ a %(.!))]' 
By our previous moment results (Table 3»^ ) we have that 
and 
VarCe^ (I-M^ )X^ .^ } - ^  (n-2)(n+6) 
g2 
While has mean -g-(n(n-2)) and variance 
(^n) (n-2) (2n^ -4n+9). Note that 
n-1 
= <5.5) 
Thus let 
n-1 
ae" ' ;e^ (l-Mjj)t(_^ l) = a_2^ e^ ^^ (i - |) = /n(n-l)(n-2) X 
where 
X ~N(0,^ ). 
Also using (5.5) we have 
n-1 % n-1 n-1 c/p 
at; _ (I-M_)T _ = o Z (i _ g) z e == a Z Z (i _ |)e = 0 ir?''') 
-(-1) % -^ -1 2 j j=i i=j 2 J p 
and 
Dividing both sides of the inequality in (5.4) by n^  we obtain 
MX + Oj,(n- ^2) < b{n-3a=t^.j^)(I-l^);^.y + O^Cn" ^ '^))] 
and the limiting distribution of is the distribution of 
12 oT^  X 
6o 
TOgS 
which is N(0; ^  ). 
Let be the residual mean square from the regression of on 1 
and t = 2,3,...,n. Note that 
(n-3)S^  = (% - Po&b.l)(I-M%)(5t -
where is the estimated regression coefficient of in the above 
regression. Now 
St " ht-l + o 1+ 
where 
 ^- (e2,eg,...,e^ ) 
and 
r= (1,1,...,1). 
Since annihilates constant vectors we find 
<n-3)S® = 
We have shown that 
(1-0)2 = Op(n"3) 
and 
3 
P 
Note that 
 ^ - - - 1/2, 
'+ " "IT " ' "r.^ " 
t=2 
where 
i(0) = (B-l)'l 
Thus using 
we have 
6i 
+ Op(n" 
Now 
ïrfT„<b] . Er{eJ(I-}^ )(ï^ _3^ + %(.!)) 
< !> + <%(.].))) . 
3/2 
Dividing both sides of the above inequality by n ' and using the order 
results from the first part of this proof we obtain 
ErCx + Op(n" ^ /^ ) < b ^  + O^ Cn" 
and the limiting distribution of is the limiting distribution of 
ys a-V^ 
which is a N(0,1). Q 
Let us now change our notation so that we can prove the analogous 
theorem for a time series having a nonzero time trend. We now let 
= a + p*t + Zt_i + \ = Vl + ®t' Note that 
Let 
= cct + p* + Y^. (5.6) 
1 J 1  ^ 1 f f 
X' = 
and 
Note that 
_ n _ n _ n „ 1 B. 1 - 2^  2 - p 3 - p n-1-g 
= X(X*X)"^ '. 
n-1 n-1 n 
(a Z i, a Z i(i - g))(X*X)''^ * = 
1=1 1=1 y 
(a(S^), a j ^  0 
A 12 
„ . n(n-l)(n-2), 
(A(|),Q!)X' 
X» = 
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which is a vector with i^  ^element a(^ ) + a(i - ^ ) = ofi. Thus since 
= {Z^ ,Z^ ,Zy,.. - ) we find is independent of a. Thus 
to simplify matters, le  ^and p = Thus 
Zt = etf + Y^ . 
Let 
= (^ ,9,16, 
and 
Let be the value of p calculated for the Z. series, Other than the 
P T V 
changes listed above, retain the notation of (5.3)» We now prove a 
theorem for the series having nonzero time trend,. 
Theorem 5.2. Let the model 
Z^  = a + pt + Zt_i + e^  
hold with 3^ 0, Zq = 0, and ® sequence of independent normal 
(0,cf ) random variables. Let b^ j^ be the regression coefficient of 
(t-1 - in the regression of Z^  on 1, (t-1-^ ), t = 2,3,,..,n and let 
b^ _^  ^be the regression coefficient of (t-l-~) in the regression of 
Zt-l (t - 1 - t = 2,3, ...,n. Let 
%  =  ^ ( - 1 )  - ^ ( . i ) ( ^  - " Z ( o )  
~^ (0) (t-1 - §)  (Zt_i - Z(t - 1 - §) ) ] 
with Z^ Q^  and Z^ _^  ^as defined in Theorem 5.1. Let 
Tp = (pp - iv/sfi/^ yzt-i - Z(.l) - b(_i)(t - 1 - f))^  
where s| is the error mean square in the regression of Z^  on 1, 
63 
(t - 1 - and  ^= 2,3,...,n. Then 
„5/2(.^  . 1) 
and 
£ 
Tp N^(0,1). 
Proof: 
Prtn5/2(g^ -l) <b] = Pr{n-
< P£(-i)» • (5-T) 
Using the moment results of Table 3«^  
a-
' • T (*-3) ' 
Var{e^(I-Mj)ïj.^3 = 55 (n-3)(n+31) , 
and 
_4 
- 53ÔÔ (»l)(n<-3)(lto^ - a2n t 192), 
We iiave 
l:l(_i)(:-^ )^]i  ^  ^
_ n^(n-lU2n-l)^  n ^ ( n - l ) ( n - 2 ) ^  / °  
'  ^ I n 32 
\ n(n-l)(n-2y 
- i^  - ni + (n+l) . 
This gives 
X']i 
6k 
% + 5n(n+l))-
This is a normal (0,o2) random variable where 
0^  = L (i- = ni 4 (n+l))^ cr^  = 
- an % + (n- . aisiii, •'zV . 
i=l i=l  ^ 1=1 2 
- = 2^ 4. 0(nS. 
Now 
i=l 
3.5=1 j—1 
n-1 n-1 n y/p 
p 2 z (12 - ni + ^ n(n+l))e. = . 
j=l l=j  ^  ^  ^
Finally 
P^ t^ _^ l)(l-Mjç)t^ _l) = 2 i2[i2 _ nl+^ n (n+l)] =&^  ^+ 0(n^ ). 
Q2„2 
Thus letting X ^ ll(0, the probability in (5.7) becomes 
Pr{X + Op(n" <b ^  + Op(n' 
The limiting distribution of is the distribution of 
which is a N(0, ) random variable. 
Let be the residual mean square from the regression of on 1, 
(t - ^ ), and  ^== 2,3,...,n. Note that 
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where p is the estimated coefficient of the above regression. 
Now 
St = h-1 + 
where 
Tj^ ' = (l - 2 - ..., n - 1 -
 ^= (©2^  ®3' •••' 
and 
1' = (l, 1, .l). 
Since annihilates constant vectors and linear vectors we find 
(n-4)S^  = (1 - + 2(1 -
We have shown that 
(1 - = Op(n'5) 
and 
£t-i(^ -V£fc.i ' V°''-
Note that 
Op(°' 
Thus 
n-^ l - = Op(n-^ ) 
and we have 
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gz = pz + Op(n' 
Using the convergence of the limit distribution for Tq is ob-
P 
tained as follows: 
PrCxp <b} = Pr{X + O^ Cn" < b J ^  + O^iiT 
so the limiting distribution of is the distribution of 
which is a N(0,l) random variable, 0 
The use of our tables may be extended to the p = -1 case by using 
the following theorems: 
Theorem 5.1. Let be a sequence of independent N(0,cr®) random 
variables. Let + e^  and + e^ , t = 1,2,3,...,n with 
= ïg = 0. Define 
îiien P(py- 1 > a) = P(p^ +1 < -a) for all real a. 
Proof; 
n n 
P(Py+1 < -a) = P( 2 e.X. , + a Z x! . < O) 
 ^ t=2 ^  t=2 
and 
P((py-1) > a) = P( Z e Y - a Z >0). 
 ^ t=2 ^  ^ t=2 ^  " 
Note that 
n n t-1 . , n t-l . . 
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and 
n n t-l . , . 
r X? = z { z )2. 
t=2 t=2 j=l  ^
Similarly we have 
n n t-l 
2 e Y. - = 2 2 e. e 
t=2 ^  t=2 i=l ^  ^  
and 
n n t-l 
Z  =  2 ( 2  e  ) 2 .  
t=2 ^  t=2 j=l J 
Now 
n—1 . n , n n t—1 i*»*! 
X® = ( 2 {.1)\ ,)2 . ( z (-l)V/ = Z e2 + 2 2 r C-U 
1=0 t=l  ^ t=l t t=:2 i=l  ^^  
and similarly 
n n t-l 
Y® = 2 ef + 2- 2 2 e. e.. 
" t=l * t>2 1=1 ^  ^  
Thus 
P(p„ + 1 < -a) = P(- & 2 (-l)^ e  ^2 e| 
 ^ 1=0  ^t=l ^  
n-1 t . . 
+ a 2 ( 2 (-1) "^ e.)2 < 0) (5.9) 
t=l i=l 1 
and 
P(Pv - 1 > a) = P(i( 2 e.)2 - I 2 ej - aV( 2 e,)= > O). (5.l0) 
 ^ 2 t=l t t^=l ^  t=l i=l 
Since the vectors 
®n-l' ®n-2' •••' ®1^  
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and 
are both distributed as a multivariate normal with covariance matrix 
it follows from (5.9) and (5.10) that P(p^ +1 <-a)=P(py-l>a).[] 
The distributions for and p^  do not have the reflective property-
shown above but we do have two theorems dealing with the limit distri­
butions of these estimators when the true parameter value is -1. 
Theorem 5.^ . The limiting distribution of n(B^ +l) given p = -1 is the 
same as the limiting distribution of n(p+l) given p = -1. 
Proof; Using the notation of Theorem 5.3 we have = ~^ t-l ^  ®t' 
t = 1,2,3,...,n. Letting 
n 
2 ] 
t=2 *(-1) ^  A A^ t-1 
and 
n 
*(0) ° À 
we have 
X (-1) = j 0:1 (^ 1 + Gg + e^  + ... + e^ _^ ) if n is even 
t_tè[ (^ 2 + + eg + ... + e^ _^ ) if n is odd 
and 
"(0) 
ïà (^ 3 + *5 + ^ 7 + ••• + ®„) 
X/^ \ = ((Sg + + e^  + ... + e^ ) - e^ ) if n is even 
if n is odd . 
Thus,  ^
%(_!) = Op(n «na \o) ' 
Now 
5 - 5(0)'<Vi - ^ -1)' 
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is the normalized numerator of and is equal to 
t=2 
The normalized denominator is 
n 
2 
t=2 t=2 
n 
-1> 
We. have seen that the limit of the denominator is a nondegenerate ran­
dom variable whose probability of being nonpositive is 0. Thus when 
p = -1, the limit distribution of n(p^ +l) is the same as the limit dis­
tribution of n(p+l). 0 
Theorem 5.5. The limiting distribution of n(p^ +l) given p = -1 is the 
same as the limiting distribution of n(p+l) given p = -1, 
Proof: Since p is the coefficient of , in the regression of on 
 ^^ ^  ^ we need to consider the sums of squares removed from the 
numerator and denominator of p^  by the inclusion of t in the regression. 
To this end, let 
n 
n-g 
2 
n-2 
2 
- Z te if n odd 
2 
n-1 
2 
2 (§-t-l)e^ _2^  - Z te 
t=0 t=l 'n-2t 
if n even 
and 
TO 
n 
Bp = 2 (t - 1 -^ )X, = 
^ t=2 ^ ^ 
n-1 n-1 
2 „ 
2 (| 
t=0 
2 
— t — 
^^ ®n-2t " ^ ®^n+l-2t t=l 
if n odd 
\ Bzi n 
^ (# 
t=0 
2 
" t — 
^^ ®n-2t t=l 
if n even. 
Since E t = and 2 we see that Var(A ) = O(n^ ) 
t=l t=l 
and Var(Bjj) = O(n^ ). Furthermore E(A^ ) = E(B^ ) = 0, Thus 
n(n-l)(n-2) Vn = Opd) 
and 
n(D-g(n-2) 
Let and b^ ^^  be the regression coefficients of t in the regressions 
of ^  on ^  t^  and of  ^on ^  t respectively. Then the normalized 
numerator of p can be written as 
T 
1 ^ 
~ 2 (X^  - X '  ^
t=2 t - %(0) - - %(-!) -
n "tVl • O*(of(-1) - n'^ CnSjCn-a) Vn t=2 
The normalized denominator is 
n 
n 
n 
12 
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As before, the denominator has probability zero of being nonpositive 
and thus the limit distribution of n(p +1) is the same as the limit 
T 
distribution of n(p+l) when p = -1. C] 
Suppose our model is = a - + e^  where a / 0. Let 
Y. = -Y. T + e. and let the notation in (5.3) hold. Let p be the value 
"C T} CC 
of p^  calculated for the series and let be an (n-l)x(n-l) matrix 
with ij^  ^element . We wish to study the limit distribution of 
n(p^ +l). 
Theorem 5.6 .  The limit distribution of n(p^ +l) for p = -1 is the same 
as the limit distribution of n(p+l) for p = -1. 
Proof; Let " (1,0,1,0,1,...) 
and note that 
ât-1 " " ^-1) "*• %b_i 
and that 
Pr{n(S„+l)<b} -
~ -^1) ^ (^-1) ^  (%(-!) 
+ (5.11) 
Now we have 
r:&#' g#' I#) 
jj 2 > "2 ' 2 ' - 2 ) for % cdd. 
Thus 
&;.i)(i-^ )i(.i) = °(=) 
and 
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4. 0(1)] i 
i=l j=l " 
n-l ri-1 _ . , , . . 
= Z 2 [i(-l)^ "^  + 0(i)](-l)^ "^ e . (5.32) 
0=1 i=j ^   ^  ^
The variance of the quantity defined in (5.12) is less than 
n-1 n-1 T J 1 g 
Z [ 2 + 0(1)j2ct2 = 0(n3) 
j=l i=j 
so that (5.12) is 0^ (n^ /^ ). 
By the results of Theorem 5.4 and Table 3.4 we find 
Also, 
+ 0(#)]ei+i = Opt 
While from Theorem 5»'+ and Table 3*^  
' OpW-
Using these results we see that as n—»>® Expression (5.11) 
approaches 
= Pr{n(p-p) < b|p = -l}. [] 
To prove a similar theorem for the model with a nonzero trend we 
retain the notation of Theorem 5.6 with the following exceptions. Let 
~~ \1 - #, 2 - #, 3 - #, n-1 - I 
and 
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Let 
~ 1^ 2,2,3,3^  • • • ^C2]) 
be a length (n-l) vector where [^ ] denotes the largest integer not ex­
ceeding 
Let 
= St 2t-l + ®t (5.13) 
where p / 0 and note that 
%t-l = + Vl " ®t-2 + ®t-3 (-1)\ 
= [glP + ^ t-l" 
Let PQ be the value of p calculated for the Z. series of (5.13)• 
p T u 
Theorem 5.1.  The limit distribution of n(pp+l) for p = -1 is the same 
as the limit distribution of n(p+l) for p = -1, 
Proof; 
l>r{n(Sp+l)<b] = -2, 
- + Xt-x>5-
Now 
(&(.l) %)l = 
n-l 
Z 2k = 
k=l 
(n-2)n n n^  
+ 2 =T 
and 
(&(.1)%)2 
r(n-3)(n-l)(n+l) 
J 24 
(n-2)(n-l)n 
,th 
n odd 
n even 
n odd 
n even . 
From this we can get the i element of where is a 
length (n-l) vector. Call this element c. , The values of c. are i ^ IX MflX 
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given below in Table 5.7. 
Table 5.7. Values c. . i^ n 
i n 
°i,n 
odd odd 
- 2^ n(L2)^  - #)(;) 4 
even odd 1/ 3 \ 
- 2^ n(n-2)^  -
odd even 1 n 2 4(n-l) 
even even 
" 4(n-l) 
n-1 
Kow, Sc. e. - has variance Z c? , Letting c. be the appropri-
. 1 i«n x+J. . 1 itii 1=1 ' x=l 
ate element from Table 5.7 we see the variance of is 0(n) 
so 
(5.15) 
Further, 
n-1 n-1 i J,,-, n-1 n-1 . , 
i=l 
has variance 
n-1 n-1 
1=1 ' 3=1 j=l i=j ' 
J+l\2 
a2 Z ( Z 0 (-1)' n 
j=l i=^  1'* 
which, for the c^  ^  of Table 5.7, has order n^ . This shows that 
(5.1Ê) 
We will now show 
(5.17) 
First, suppose n is even. Then 
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= '-i - itîïôt' +... +1(-
= - 2(nTl))(^  + 2 + 3 -:- ... + |) = 0(n), 
Suppose n is odd. The term with 1 = n is ~ 0(1). 
The sum of the first n-1 terms is 
n-1 
I  Mi- - fn^)  - #)(#) +1) 
k=l 
n-1 n-1 
= - si&T * (sfcr - ' o(°)-
This establishes Result (5.17). 
Using Table 3.4 along with Results (5.15), (5.16), and (5.17) we 
find 
_ 1 
ErWSprtXb) = + Op(n . 
_ 1 
+ 0^ (n' ^ )) . 
This finishes the proof of the theorem since 
PCn(ô+l) < b) . Pr{i  ^ • Q 
We summarize the distributional results for our model, . 
Y. = a + pt + py. , + e.„ Table 5.8 gives the distributional results 
t w 
for our estimators of p under the parameter restrictions of interest. 
All asterisk indicates the reflection of the given distribution. 
Î6 
Table 5.8. Limit distribution summary. 
Estimator <1 P = 1 p = -1 
a = 0 
f3 = 0 
A  
P 
A  
P., 
P 
N(p,0(n"b) 
N(p,0(n"^ )) 
N(p,0(n"^ )) 
Table 5.2 
(top) 
Table 5.2 
(middle) 
Table 5.2 
(bottom) 
Table 5.2 
(top)* 
Table 5.2 
(top)* 
Table 5.2 
(top)* 
a 4 0 
p = 0 
A  
P.. 
A  
P. 
N(p,0(n"l)) 
N(p,0(n-1)) 
N(p, 0(n"3)) 
Table 5.2 
(bottom) 
Table 5.2 
(top)* 
Table 5.2 
(top)* 
all a 
P / 0 
A  
P. N(p,0(n"^ )) N(p,0(n'^ )) Table 5.2 
(top)* 
Note that, for example, the distribution of p^  for a / 0 and p - 0 
is the one given in Table 5.2 (bottom) when p = 1. This is true since 
the (l-M^ ) operator in the expression for p^  annihilates the time trend 
introduced by a ^  0 in the numerator and denominator of p^ . Thus the 
distribution is the same as in the case a = 0 and p = 0. 
Comparisons with Other Procedures 
We noted earlier thaù Reeves (19T2) suggests a method for evaluating 
points on the distribution function of p. The approximation suggested 
in Section 5 of Reeves' article was evaluated for p = 1 and n = 25» The 
latent roots required in the calculations were found using the BEL 
subroutine EIGBF, The results of this study are presented in Table 5,9. 
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Reeves* formula was evaluated at the values of p corresponding to the 
percentiles in Table 5.1. Our estimates of the distribution function 
ordinates at the given values are, of course, ,01, .025> .05, .10, .90, 
.95, .975, and .99. 
Table 5,9, Probability of values less than percentiles of Table 5.1 
calculated by Reeves' method (n = 25). 
Percentile .01 .025 .05 .10 .90 .95 .975 .99 
Reeves' estimate .082 .107 .136 .180 .894 .937 .959 .972 
Box and Jenkins (1970, page 290) introduce the statistic 
K 
Q = n 2 rj(e ) , (5.17) 
k=l ^   ^
where rj^ (e^ ) is the k^  ^order serial correlation coefficient calculated 
from the residuals from a fitted autoregressive moving average time 
series. They use the statistic as a test of the "goodness of fit" of 
the postulated model. If the model is true the statistic is approxi­
mately distributed as a chi-square with K degrees of freedom. Box and 
Jenkins recommend the statistic as a "portmanteau" test of the adequacy 
of the model. 
Suppose a sample available and we wish to test the 
null hypothesis that the sample was generated according to the model 
To use the Q statistic as a test, we first calculate 
e^  = - Y^ _^  for t = 2,3,,.,,n. Using these n-1 e^ 's we calculate 
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for k = 1,2,...,K where K is some positive integer less than n. Finally 
K  ^
we calciùate Q = n2 [r (e.)]^  and compare it to the appropriate per-
k=l k t 
centage point of a chi-square distribution with K degrees of freedom. 
To compare the Box and Jenkins Q statistic to our statistics, we 
generated $00 sançles using the model 
Xj. = ^ t^-i ^  ®t'  ^~ 1*2,3,.»•,n 
and the l8 combinations (p,n); pG{.80,.90;.95,1.00,1.02,l.p5] and 
ne{50,100,250}. In the tables below we list the number of rejections 
in 500 trials with various statistics for different values of p. Tables 
5L10 through 5.I6 are for one-sided tests of hypotheses as indicated. 
Since the Box and Jenkins Q statistic is a "portmanteau" test, it is 
included only in Tables 5.I7 through 5.22 which also contain power re­
sults for two-sided tests of hypotheses based on p, T, and In 
Tables 5.17 through 5.22 the row heading k = d refers to a Q statistic 
with d degrees of freedom. 
Table 5.10. Number of rejecti \n of the hypothesis = 1 using various 
test statistics in one-sided tests against the alternative 
H. :p <1 when p = .80. 
n 50 100 250 
level 
of test .01 .025 .05 .10 .01 .025 .05 .10 .01 .025 .05 .10 
A  
P 
T  
V 
171 288 391 465 
178 294 383 462 
80 155 233 324 
51 86 157 252 
462 492 500 500 
463 493 498 500 
341 429 476 495 
257 362 430 482 
500 500 500 500 
500 500 500 500 
500 500 500 500 
500 500 500 500 
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Table 5.11. Number of rejections of H^rp = 1 in one-sided tests against 
the alternative H^:p <1 when p = .90, 
n 50 100 250 
level 
of test .01 .025 .05 .10 .01 .025 .05 .io| .01 .025 .05 .10 
A 
P 
T 
». 
V 
35 80 138 260 
32 85 138 265 
20 37 79 150 
13 26 45 92 
162 286 389 462 
172 289 388 464 
71 144 237 3^ 3 
44 82 151 255 
492 500 500 500 
493 500 500 500 
431 483 496 500 
364 445 483 496 
Table 5.12. Number of rejections of H^ tp = 1 in one-sided tests against 
the alternative H^ :p <1 when p = .95. 
n 50 100 250 
level 
of test .01 .025 .05 .10 .01 .025 .05 .10 .01 .025 .05 .10 
P 
T 
T 
M. 
11 32 72 133 
13 29 64 130 
11 23 52 99 
9 16 36 69 
38 85 171 278 
38 92 173 288 
21 43 90 163 
13 25 52 103 
246 357 4146 494 
244 353 453 492 
137 231 311 40;. 
83 232 232 322 
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Table 5.I3. Number of rejections in 5OO trials of H^rp = 1 in one-sided 
tests against the alternative H^;p <1 when p = 1. 
n 50 100 250 
level 
of test .01 .025 .05 .10 .01 .025 .05 .10 .01 ,025 .05 .10 
A 
P 
T 
A 
Pp 
V 
4 7 22 49 
4 10 20 47 
7 l4 22 43 
6 15 27 45 
4 15 26 58 
3 13 29 58 
4 11 27 49 
6 i4 30 52 
5 10 19 44 
4 11 20 46 
9 16 30 53 
6 13 27 51 
Table $.14, Number of rejections in 500 trials of H^zp = 1 in one-sided 
tests against the alternative H^ :p > 1 when p = 1. 
n 50 100 250 
level 
of test .01 .025 .05 .10 .01 .025 .05 .10 .01 .025 .05 .10 
A 
P 
T 
V 
8 16 27 53 
8 17 25 50 
6 20 30 46 
8 20 30 50 
4 16 21 44 
6 12 23 43 
3 10 21 47 
3 10 21 45 
7 15 29 60 
4 13 28 62 
7 l4 31 50 
5 13 31 56 
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Table 5.1% Number of rejections in 500 trials of H^zp = 1 in one-sided 
tests against the alternative H^:p > 1 when p = 1.08. 
n 50 100 250 
level 
of test 
.01 .025 .05 .10 .01 .025 .05 .10 .01 .025 .05 .10 
P 
T 
19 50 94 159 
64 92 125 160 
17 39 80 126 
24 53 80 117 
159 250 308 344 
253 274 303 339 
153 230 281 335 
203 24l 275 327 
485 487 487 487 
485 486 486 487 
486 487 489 489 
485 487 489 489 
Table 5.l6, Number of rejections in 500 trials of H^tp = 1 in one-sided 
tests against the alternative H^:p > 1 when p = 1.05. 
n 50 100 250 
level 
of test .01 .025 .05 .10 .01 .025 .05 .10 .01 .025 .05 .10 
A  
P 
T 
256 337 371 391 
325 341 357 380 
250 316 345 375 
296 323 346 377 
485 486 487 489 
481 482 484 486 
486 487 488 489 
483 487 488 490 
500 500 500 500 
500 500 500 500 
500 500 500 500 
500 500 500 500 
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Table 5.17. Number of rejections in 500 trials of H^tp = 1 in two-sided 
tests against the alternative H^;p 1 when p = .8, 
n 50 100 250 
level 
of test 
.02 .05 .10 .20 .02 .05 .10 .20 .02 .05 .10 .20 
K = 1 28 53 87 151 3^ 69 122 199 97 174 243 315 
K = 5 12 39 71 131 30 63 112 220 127 220 311 412 
K = 10 11 2k 50 108 17 45 82 148 85 161 249 3^7 
K = 20 7 ?J^  23 ^5 13 26 56 100 65 122 168 265 
A P 171 288 391 465 462 492 500 500 500 500 500 500 
T 178 29k 383 462 463 ^93 498 500 500 500 500 500 
A 80 155 233 324 341 429 476 495 500 500 500 500 
51 86 157 252 257 362 430 482 500 500 500 500 
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Table 5.18, Number of rejections in 500 trials of H^rp = 1 in two-sided 
tests against the alternative H^îp / 1 when p = .90. 
n 50 100 250 
level 
of test .02 .05 .10 .20 .02 .05 .10 .20 .02 .05 .10 .20 
K = 1 13 25 47 100 20 .36 60 114 29 67 109 l64 
K = 5 9 23 41 86 li| 46 74 127 36 74 121 188 
K = 10 T 23 kh 76 10 30 54 120 23 49 107 191 
K = 20 T 12 23 50 9 29 52 88 23 50 81 159 
P 35 80 138 260 162 286 389 462 492 500 500 500 
T 32 85 138 265 172 289 388 k6k 493 500 500 500 
% 20 38 80 151 71 144 237 343 431 483 496 500 
13 26 46 93 kk 82 151 255 364 445 483 496 
m 
Table 5.19- Number of rejections In 500 trials of = 1 ir> two-sided 
tests against the alternative H^:p / 1 when p = .95. 
50 100 250 
level 
of test .02 .05 .10 .20 .02 .05 .10 .20 .02 .05 .10 .20 
K = 1 10 18 47 92 17 35 57 107 16 28 58 113 
K = 5 5 12 30 60 11 26 47 96 15 31 61 102 
K = 10 3 10 26 46 11 31 49 91 20 4o 60 118 
K = 20 1 6 15 27 12 19 38 87 15 33 61 113 
P 11 32 73 136 38 85 171 278 246 357 446 494 
T 13 29 6k 131 38 92 173 288 244 353 453 492 
11 25 57 112 21 ^3 90 163 137 231 311 4oi 
9 17 hi 88 13 25 52 104 83 159 232 322 
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Table 5.20, Kumber of rejections in 500 trials of H^:p = 1 in two-sided 
tests against the alternative H^:p ^ 1 when p = 1. 
n 50 100 250 
level 
of test .02 .05 .10 .20 .02 
.(^ .10 .20 .02 
.05 .10 .20 
K = 1 8 21 4l 85 11 26 51 99 15 26 48 93 
K = 5 k 9 26 54 11 21 42 88 6. 23 kk 83 
K = 10 1 8 22 47 10 23 43 82 6 28 48 82 
K = 20 1 6 11 2k 11 l6 28 75 14 23 k2 83 
A  
P 12 23 k9 102 8 31 47 102 12 25 48 104 
T  12 27 45 97 9 25 52 101 8 2k 48 108 
A  
13 34 52 89 7 21 48 96 16 30 6l 103 
li)- 35 57 95 9 2k 51 97 11 26 58 107 
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Table 5.21. Number of rejections in 500 trials of H^:p = 1 in two-sided 
tests against the alternative H^:p 7^ 1 when p = 1.02. 
50 100 250 
,02 .05 .10 .20 .02 .05 .10 .20 .02 .05 .10 .20 
11 32 57 132 
27 4l 65 103 
31 40 52 97 
25 39 8^ 62 
23 63 115 195 
63 103 146 197 
19 49 100 160 
31 65 102 157 
99 127 160 206 
137 168 201 246 
160 178 205 251 
166 183 201 229 
160 253 319 361 
254 277 332 359 
153 234 290 354 
206 2^ 7 284 340 
464 466 470 471 
470 472 473 475 
471 471 473 479 
469 470 477 481 
486 489 491 492 
486 487 490 491 
486 487 491 492 
485 487 489 491 
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Table 5•22. Number of rejections in 500 trials of = 1 in two-sided 
tests against the alternative H. :p ^ 1 when p = I.05. 
n 50 100 250 
level 
of test .02 .05 .10 .20 .02 .05 .10 .20 .02 .05 .10 .20 
K = 1 175 211 246 297 464 470 475 479 500 500 500 500 
K = 5 220 241 266 296 472 474 477 481 500 500 500 500 
K = 10 238 247 263 292 472 473 476 482 500 500 500 500 
K = 20 233 247 258 279 472 472 474 479 500 500 500 500 
A 
P 256 338 375 405 485 487 488 490 500 500 500 500 
T 325 341 362 391 481 483 485 486 500 500 500 500 
A 
252 319 351 386 486 487 488 489 500 500 500 500 
298 327 352 385 483 487 488 490 500 500 500 500 
We note that in one-sided tests against the alternative H^ :p <1 
the powers of $ and T are similar. It appears that P^ is more powerful 
than but not as powerful as p or T for these tests. 
For one-sided tests against the alternative p > 1 we note that T 
appears to be slightly more powerful than p for short series and small 
significance levels. In these cases T. also appears to be slightly 
more powerful than p^ . As the series lengths and significance levels 
increase the powers of p and r become similar as do the powers of p^  
and T^ . For short series it appears that p and t are more. powerful 
than p^  and The povrers become similar as the series length 
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increases. 
For two-sided tests in series with p < 1 we note that p and T 
have similar power, p^ is less powerful, and is less powerful than 
A 
For two-sided tests in series with p > 1 it appears that T is 
slightly more powerful than p for short series and small significance 
levels. Otherwise the POWB-s of T and $ are similar. The same pattern 
occurs with and p^ . It appears that p and T are slightly more 
powerful than p and T . 
U IJ. 
We note some evidence that the two-sided tests using p^  and are 
biased in short series. For example using in a length 50 series the 
hypothesis H^ sp = 1 was rejected l4 times at the .02 significance level 
when p actually was 1 while it was rejected only 9 times when p was .95» 
Note that this does not occur for any tests in the longer series. The 
Q statistic test with one degree of freedom also displays a slight bias 
at the .05 significance level for length 50 series. 
For short series, the Q test with few degrees of freedom seems 
closest to the correct significance level. When p = .8 the tests 
based on p, r, p^ , and have more power than any of the Q statistics. 
As p gets closer to 1.00 the powers of p, T, p^  and are usually 
greater than the powers of the Q statistics. However, for example, 
when p = ,95 the Q statistic with 1 degree of freedom has somewhat 
greater power than for short series. On the other hand, Q was 
calculated without any mean correction and thus is not really compar­
able to or T^ . 
39 
For p > 1 we again have that p, r ,  p and T usually give more 
p. [1 
powerful tests than the Q statistics and this superior power is more 
marked as p gets farther away from 1 and as the series length increases. 
Of course since the Q test is a "portmanteau" test, its power against 
these specific alternatives would not be expected to be as great as the 
power of tests designed for these alternatives. 
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CHAPTER VI. HIGHER ORDER iSOCESSES 
Let Z., t e{0,+;l,+2,... } satisfy 
h + .fg'iVl+l = ^  
where the roots of 
 ^+ Z a.m^  ^  = 0 
i=2 ^  
t 
are less than X < 1. Let Y. = Z Z., t = 1,2,3,... . Then Y. has an 
j=l J 
autoregressive representation of the form 
t^ + i^Vi = ®t • 
1=1 
We note that 
m^  + Z p.m^  ^  = (m-l)(m^  ^  + Z a.m^  
1=1 ^  i=2 ^  
so the roots are the p-1 roots of + Z a.m^ "^  with sn additional 
i=2 ^  
root 1. We write the model as 
= Vt-l + - Vj' + *t' t = (6.1) 
J-2 
P P 
Where 8, = 1 = - Z p. and 0. = Z p , j = 2,3,...,p. 
i=l  ^ i=j 
In the following theorem, we show that the least squares regres­
sion of Y^  on Yt-l'%t P*"*^ t-p+l (G^ GSUming 0^  = l) gives an estimator, 
say, of 0^  such that the large sample distribution of nc(§'^  - l) is 
the same as that of n(p-l) where c is a constant given below and p is 
the statistic whose distribution is given in Table 5.1. The large 
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sample distribution of the regression coefficients of %t-l/^t-2^'''' 
Z. , is the same as that of the coefficients in the regression of Z. 
t-p+1 u 
t^-1'^ t-2' ''^ t-p+1* 
Before stating and proving the theorem, we note that Z. may be ex-
a» 
pressed as Z. = 2 w.e. . where w., ie{l,2,,..} satisfy for i > 0 
 ^ i=0 1 «-X 1 
P 
w. + E a.w. . _ = 0, w_ = 1, and w, = 0 for i < 0. Also, we define 1 j i-j+1 ' 0 ' 1 
I I I  ^  
D to be the matrix D = diag{n,n ' ,n ' ,,..,n ' } and c = Z w.. 
Ml Ml i=o ^  
Using the above notation we prove a theorem which also appears in 
Fuller (1976). We first prove a helpful lemma, 
Lemnifl 6.1. Let X^ , Y^ , A^ , and be random variables defined for 
n 
t = 1,2,3,... . Then the order of Var( E (X^ Y^  + A^ B,^ )) is no greater 
t=l 
n n 
than the order of Var( Z X.Y^ ) + Var( Z A B ). 
t=l " t=l t t 
Proof; 
n n n n 
Var( 2 X. Y. + L A.B. ) = Var( Z X. Y. ) + Var( Z A.B. ) + 
t=l " -• t=l ^  ^  t=l t t t=l t t 
n n 
2 Cov( 2 X. Y., ZA.B.). 
t=l ^  ^  t=l t t 
Since 
n n n n 
|Cov( 2 X.Y., 2 A.B. )1 < max(Var( 2 X.Y. ), Var( 2 A.B. )) 
t=l ^  t t=l * t t=l * t=l ^  ^  
the lemma is proved. D 
Theorem 6.1. Let § = (0^ 02,9.,,.. .,0^ ) ' be the vector of regression 
coefficients obtained by regressing Y^  on Yt-l/^ t-l/^ t-2''"''^ t-p+l' 
t = p+l,p+2,...,n. Let 
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r - 9. [(c ®2 - «2' ^ 3 - V •••' ®P -  8p:' 
t  ^^   ^
where W. = Z e., and (§1,^  ,0. ,... ,^  ) is the vector of regression 
j=l " ^ J ^ P 
coefficients obtained by regressing on ' " ^^t-p+1' 
D^ (9 - ?) = Op(n- 1/2). 
Proof; 
t 00 t ® 00 j+t 
= cW^  + Ut + Rt 
t » CO j+t 
where U. = Z g.e, , g. = - Z w., and R. = Se. Z w.. 
t a t-j+1 J i=j 1 t j=o i=j+l 1 
Since the absolute value of the largest root of mP ^  + 2 a.m^  ^  = 0 
i=2 ^  
is less than X < 1, there exist positive constants and such that 
|w\) < i = 0,1,... 
and 
\sA < 2 M j = 1,2,... . 
J i=j  ^
Using these inequalities we can find constants 1^ , and such 
that 
min(t,s) 
A' 
t. I 
|e{U^ U^ }| . (f| Z SiSj+lt-s]!"^  V " 
J-1 
|t-S 
LECVS^L -
1=0 ' ' 
min(t,s) 00 
1E{W . U  }1 = CR^L Z g I  <02 Z |g  I  <M ,  
 ^® j=l  ^ j=l  ^  ^
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and 
t 
|E{y^ Zg}| = I z E[z.zj| 
i=l 
s 
|E(Y^YG3| = 1 2 ECY Z^^ }! < nJ^  for t,s < n 
1=1 
CO œ 
lE{R.R }|<a2 z ( Z |W1)2<1L 
^ ® j=l i=.i+l ^ ' j
The heart of the proof lies in establishing the orders of three 
quantities. We will show that 
n'2[ Ï I! . - c2 Z «! ]] . 0 (n" , (6.2) 
•fc-p+l t=p+l * S 
n" S ,] = 0„(n- 1/2) , (6.3) 
t.p+1 t-j' 
and 
n"H 2 Y. ye. - c Z W e ] = 0 (n~ . (6A) 
t=p+l  ^ t=p+l t-1 t p 
Each of the orders is established by finding order results for the 
first two moments of the given quantity. The moment order results are 
found using bounds on products of random variables summarized in the 
following tables. Here the intersection of each row'and column gives 
an upper bound for the expectation of the product of the random vari­
ables heading the given row and column. For example in Table 6.1 we 
see that E(U^ Ug) < for all s,t < n. 
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Table 6.1. Bounds on moments of and e 
(t, s < n). 
t^ «t =t 
Us 0 ®s-t+l 
s^ 
0 
"r 
0 0 
s^ 
0 n -
e 
s ®t-s+l 
0 -
^^ st 
Table 6.2. Bounds on moments of and (t, s < n). 
t^ 
s^ % 
1 , 1 
"s % 
In the tables g. = 0 for i < 0 and 6 . is the Kronecker delta. We 1 — st 
first express (6.2) in the form 
n'^ { Z [2cW.U. + lë + 2cW.R. + 2U.R. +, 1^ ]}. 
n 
t t t t t t 
(6.5) 
t=p+l 
By Table 6.1, the expected value is less than 
P n 1 
n 2 [2cl^  + W^  + 0 + û + Iâ^ ] = O(-) . 
To evaluate the variance of (6.5) we use the formula 
n n n 
Var Z X. Y. = Z Z Cov(X Y , X Y ) 
t=l ^  ^  t=l s=l  ^^  ® ® 
along with the following covariances 
(6.6) 
Cov(W^ U^ , WgUg) = E(U^ Ug)E(W^ Wg) + E(U^ Wg)E(W^ Ug) < 
Cov(u|, If) = 2[E(Ut,Ug)]2 < 2l^ X' 2 t-s (6.7) 
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Cov(H^R^,W^R^) . E(W^W^)E(B^HJ + E(W^fi^)E(W^E^) < nM^, 
Ccv(U^R^,U^R^) = E(U^ U^ )E(R^ R^ ) + E(U^ R^ )E(U^ R^ ) < 
and 
Cov(R|,E2) = 2[E(R^ Rg)]2 < 2J^  . 
Using Leiùma 6.1, Result (6.6) and the covariances in (6.7), we find 
that Expression (6.5) has variance of order n"^ . Thus Expression (6.5) 
is Op(n" ^ /^ ). 
The expected value of (6,3) is 0(n' ^ ^^ ) from Table6.2. The 
variance of Expression (6,3) is 
0—p^ " a. S —«L 
< n"3 2 2 [nJ^ M + Wg] = 0(n"^ ) . 
t=p+l s=p+l 
Thus Expression (6,3) is 0^ (n" ^ ^^ ). 
Finally, Expression (6.4) is rewritten 
• (6-8) 
The expected value, using Table 6.1, is 0, Using (6.6) and Lemma 6.1, 
the variance of the quantity has order no greater than . 
S 5 - > . " 
 ^ Z {E(Vl"s-l'®'Vs' + ° + + 0) 
t=p+l s=p+l 
= 2 (ML + ML) = 0(n"~) . 
t=p+l  ^ ' 
= n"2 
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This establishes the fact that Expression (6.4) is 0 (n 
n P 
Recall that 2 IWf ,) = 0 (l). By our re ilts for the limit-
t=p+l P n 
ing distribution of n(p - l) it must also be that n^ (2 Tfr .) ^ = 0 (l). 
.2:^  -1/2 Since (no) Z Yf , = n 2 W? .+0 (n ' ) it must be that 
t=p+l t=p+l• P 
n 
n^ ( 2 ïf )' =6 (l) and thus 
t=p+l P . 
n^ ( 2 Y? )"^  - n^ c^ ( 2 W2 = 0 (n" (6.9) 
t=p+l t=p+l P 
Thus, using (6.2) and (6.4) we have 
T t^-l^ t 
+ 0^ (n~ -"Z^ ) 
_1 n n 
n 2 Y. ,e. nc 2 W ,e. 
tMP+l * *  -2 .^1 ' S ,€ » 
t=P+l t=p+l 
To investigate the behavior of the vector 9 we let be the matrix 
~ •—H 
of sums of squares and cross products of 
let B be the matrix 
HI 
n \ 
cf 2 Wf 0» \ 
 ^. t.p+1 
Ha 
where 0' = (0,0,0,...,0) and is the matrix of sums of squares and 
cross products of Zt-l'^ t-2'^ t-3'''''^ t-p+l' that ^  has ^  in 
its lower right corner and that the ij^  ^element of n "'"C^  converges in 
probability to yg,(i-j). We have shown that 
n'^  2 Yf  ^= c^ n-Z 2 + 0 (n' ^/^ ) . 
t=p+l ^  t=p+l P 
and (6.3) shows that the off diagonal elements in the first row and 
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and 
first column of D "^A are 0 (n" Thus we have shown that ML MIR-N P 
By (6.9), = Op<i) 
D'^  = 0 (1). Thus D (A"l - b'^ )D = 0 (n' and he theorem is 
Ml HlMl p -HI 'Ml 
proved, 0 
Corollary 6.1. Using the assumptions and notation of Theorem 6.1, let 
Then K (0 - 8) - % (&- 8) = 0^ (n" Ml Ml /s/ <w p 
Proof; Using results from the proof of Theorem 6,1 we have 
n n 
plim^ n ii J) = y?(0)^  j — f 
t=p+l % 
Z Y| = n-l(c2 2 w| + 0 (n" 
t=p+l t=p+l ^  P 
and 
n"^ ( Z  ^0(1). 
t=p+l ^  P 
The result is an immediate consequence of these order statements.D 
The next logical step is to try to extend the results of the 
theorem and corollary to p^ , and T .^ The lemma which follows 
shows that the order results in Tables 6.1 and 6.2 also hold for the 
analogous quantities for p^ . 
Lemma 6.2. Let <Y^ > and <Z^ > be sequences of random variables. Let 
the integers n,j, and p be such that n > p > j >0. Let 
- n n _ , n 
Y = (n-p)"-^  Z Y and Z, X = (n-p)"^  2 Z . If 
t=p+l t=p+l 
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lE(Y^Zg)l < f(ti) for t,s < n 
then 
If 
e1(Y^  - Y)(Zg - < 4f(n) for t,s < n 
1e(Y^ Z^ )| < xlt'^ lffn) for 0 < X < 1 and t,s < n 
then there exists a positive constant M such that 
|E(Y - Y)(Z^  - Z, ,01 < + oA)]. V » y —^  / 11 
Proof; The first result is true because 
|B(Yt - Y)(Z, -
= |Z(Y.ZJ - (n-p)-^  L E(Y Z J - (n-p)-l 2 E(Y ,Z ) 
^ ® i=P+l ^ i=P+l ® 
+ (n-p)"^  2 2 E(Yi A,,)| < 4f(n). 
i=p+l k=p+l ^ ^ 
The second result follows since, for |E(Y^ Z^ )| < xl^ '®lf(n), 
(n-p)"^  E 1E(Y Z )i < (n-p)-l 2 \^ f(n) = f(n) oA). 
i=p+l  ^ i=l 
The other terms are bounded similarly. [] 
Theorem 6.2. Let ^ '^^ t-l^ t^-l'" *'^ t-p+1 defined as in Theorem 6.1. 
Let £= ... ,êp)^  be a vector of regression coefficients for 
\-l'^ t-l"**'^ t-D+l by regressing Y^  on 1, Yt-l/^ t-l'"'"' 
Z t = p+l,p+2,...,n (i.e. there is an intercept term in the re-
"C-p+X 
gression). Let (^ - 8) = * * * ' ®p"®p^  where 
is the vector of regression coefficients in the regression of Z^  on 1, 
•'^ t-p+1' ^  ~ ... ,n, and 
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n , n 
n 
where W/ _\ = (n=p)" Z W. Tf. and c àre defined in Theorem 6,1, 
t=p+l  ^
Then D^ (| - f) = 
*1 - 8l - - *(-1))^ ]' - "(.l))st 
-1 
I D = Opt"' 
Proof; We follow the proof of Theorem 6.1 using Lemma 6.2 to extend the 
order results given. First note that = cW^  + so that 
- ^ (-1) = - "(-!)) + ("t - "(-1)' ^  - VD' 
Where ^(-1)' ^(-l) defined similarly to We first 
establish the following orders: 
- ^ (.1,)' - - «(.1))'] = OpC-
(6.10^  
n- 3/2[ S - Op(n- (6.11) 
*0—P+'X 
and 
(Vri^<-l)K - V = °p(»' (S.32) 
t=p+l t=p-i"l 
First note that 
- Sa-t < 
so that 
B(J[^ +i((Ut.l - û(.i)) + (Rt_i - Ff.!)):*)) 
n _ (6.13) 
= - S E(u/ n\e.) = 0(1) 
t=p+l  ^
and }  i  -  :<.i))]s[ss(nt.i - =(.1))] 
t=p+l s=p+l 
100 
< s L + 0(i))2 = 0(n). (6.14) 
t=p+l s=p+l 
The orders of Expressions (6.10), (6.11), and (6.12) are determined 
(6.13), (6.14), and expectations analogous to those in Tables 6.1 and 
6.2. Since Lemma 6.2 allows extension of the table results to our pre­
sent case, the order results follow, 
_P n _ 
Since n" Z (W.  ^ - W/ x^)^  is a positive definite quadratic form 
t=2 / 
which converges in distribution to a random variable having probability 
one of being positive and having finite variance, we see that 
n^ [ Z (^ t-l'"^ (-l)^ ^^ "^  = Op(l). It follows that n^ c^ ( 2 ^^ t-l"^ (-l)^ ^^ "^  
is also 0 (1). Thus we have 
P 
The remainder of the proof follows exactly as in Theorem 6.1. Q 
As an immediate consequence we have the following corollary. 
Corollary 6.2. using the assumptions and notation of Theorem 6.2, let 
M, . dlag(( Ê 
t=P+l t=P+l 
and 
g^=diagC=( S ( 2 ,(Zt.i-ij.i)):)'/', 
t=P+l t=P+l 
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Then (9 - 8) - - %) = 
Finally, we extend the theorems and corollaries to the estimators 
p and T . Again we look at order results for expressions analogous to 
T T 
(6.2), (6.3); and (6.4). We introduce a lemma which allows extension of 
the order results in Theorem. 6.1. 
Lemma 6.3. Let <ï^ > and <Z^ > be sequences such that, for some \ with 
0 < A. < 1 
1e(Y.Z )| < ?,L^"®LF(N) 
n 11*"1 -I 
for all j,8 < n. ]:,et t. = i - §, i = 1,2,3,...,n-l and C = ( 2 tf) 
 ^ " i=l ^  
" n(Sl)(n-2) •  ^ 1 then 
n-1 n—1 
E(Y - t c 2 Y t )(Z - t c Z Z t ) < Mf(n) 
 ^  ^ "i=P ^  1 ® s *i=p ^  ^  
for some constant M. If A, < 1 then 
=„ - % Cn 
for some constant M. 
Proof; If X = 1 then 
n-1 n-1 
Z 2 t 
i=l k=l 
< f(n) + nC f(n)(n(n-l)) + n^ C^ f(n)(^ %^^ )^  n -y, n 2 
since jt^ ) < n and jt^ j < n. Since is bounded, the first conclu­
sion follows. 
If \ < 1 then 
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n-1 n-1 
< + nc f(n) S + no f(ti) E 
i=p i=l 
+ n^ C^ f(n) 2 2 n^ X 
i=l k=l 
since i < n-1 => 1| < n. Thus the above quantity is less than 
f(n)(xlj-s| + o(i)). C] 
This result gives us the following theorem and corollary whose proofs 
are exactly like the ones just given. We retain the notation and defini­
tions of our previous theorems unless otherwise indicated. 
Theorem 6.3. Let be defined as before. Let 
£= be a vector of regression coefficients for 
t^-l/^ t-l/^ t-2'''''^ t-p+l obtained by regressing on 1, t-t,Y^ _^ , 
Z ,...,Z. , .t=iH-l,p+2,. ..,n where t = (n-p)'^  2 t. Let 
t-l t-p+i t=p+l 
(^ -^ ) = (^ x"®l'^ 2"®2'***'^ p"®p^ ' where is the vector of 
regression coefficients in the regression of Z^  on 1, t-t,Z^ _^ ,Z^ _2,..., 
t^-p+1' ^  ^  p+l,p+2,...,n and ^ -^8^  = [c S 2 where the 
are the residuals from the regression of on 1; t-t, t = p+l,p+2, 
...,n and the  ^are the residuals from the regression of on 1, 
t-t, t = p+l,p+2,...,n. Then = 0^ (n 
Corollary 6.3. Define and as residuals analogous to 
Theorem 6.3 and let 
M. 
and 
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Then M (ê-0) - ^ (^ -8) = 0„(n' 
To summarize, the limit distributions of the estimators p, 'and 
p are changed (because of the constant c) when we have higher order 
T 
autoregressive series of the types in Theorems 6.1, 6.2, and 6.3. The 
limit distributions of T, T , and T however are the same in these 
' |i' T 
higher order cases as they are in the first order case. 
As a check on these results a Monte Carlo study was done. Using 
the random number generator Super Duper, a series was 
®1 
formed with = and = XZ^ _^  + e^ , t = 2,3,.,..,100 where e^ ,^ 
yl-X 
e2,...,e^ QQ is a sequence of independent normal (0,l) random variables, 
A series %i/%2'''''^ 100 created using = 2 Z^. The regression of 
i=l 
on Y^  ^  and Z^  t = 2,3,4,...,100 was performed yielding estimates 
p and \ along with their t-statistics T and t . These values were re-
P & 
corded and the process repeated until 2000 values for each statistic 
were obtained. The sample percentiles for o-jr foriT statistics are given 
in Table 6.3, for X = -.8 and X = .8. The entries in the two p lines 
were multiplied by c = = .556 and c = 37^  = 5 respectively and 
thus are estimates of the percentiles in Table 5.1. 
lOk 
Table 6.3. Sample percentiles for second order process. 
Percentile .01 .025 .05 .10 .90 .95 .975 .99 
nc(p-l) -13.40 -10.36 -8.18 -5.69 .95 1.32 1.64 2.07 
00 X  - .90 - .87. - .87 - .85 -.68 -.64 -.61 -.58 
II T 
P 
-  2.6k 
- 2.31 
-1.99 -1.65 .93 1.27 1.74 2.00 
t 
X  
- 1.97 - 1.62 -I.34 - .96 1.63 2.01 2.34 2.64 
nc(p-l) -15.20 -11.45 -9.05 -6.25 1.35 2.05 2.75 3.65 
00 
II 
r .60 .63 .66 .70 .86 .88 .89 .90 
T 
P 
-2.56 -2.25 -1.97 -1.65 .92 1.32 1.75 2.21 
t 
X 
-2.42 -2.09 -1.79 -1.39 1.06 1.42 1.70 1.97 
The entire process above was repeated for the other two estimators 
yielding Tables 6,k and 6.5 below. That is, for Table 6.k the Monte 
Carlo procedure described above was repeated exactly except for the re­
gression which was replaced by the regression of on 1, and 
For Table 6.5 the regression of on 1, t, Y^ ^^  ^and was used. In 
each case, percentiles for the estimated coefficients and t-statistics 
for Y. - and 2. , are reported. The percentiles for n(p -l) and n(p -l) U-J. X i — J L  P. T 
were adjusted in the same manner So the percentiles for n(p-l). 
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Table 6^k, Sample percentiles for second order process mean removed. 
Percentile .01 .025 .05 .10 .90 .95 .975 .99 
nc(p -1) 
H" 
-19.57 -16.02 -13.09 -10.80 -.78 -.07 M  1,06 
V - . 88 -.86 -.02 -.83 -.65 -.61 -.58 -.55 
CO 
1 
T 
% 
t 
V 
- 3  M  -3.17 -2.87 
o\ CO 1 
-.04 .27 .64 
II 
-1.57 -1.21 -.91 -.54 1.98 2.36 2.63 2.97 
nc(p^ -l) 
-25.25 -19.85 -16.15 -12.50 -.60 .55 1.30 2.45 
.58 .61 .64 .67 .85 .86 .88 .89 
00 
" 
T 
-3.56 -3.24 -2.99 —2.66 —.26 .19 .59 .96 
t Î- -2.76 - 2 M  -2.16 -1.80 .82 1.15 1.48 2.01 A, 
lo6 
Table 6.5. Sample percentiles for second order process linear trend 
removed. 
Percentile .01 .025 .05 .10 .90 =95 .975 .99 
nc(p^ -i;) -26.88 -23.61 -20.42 -17.85 -3.76 -2.58 -1.74 - .90 
X 
T 
-.85 -.83 -.81 
ON 1 
-.59 -.56 -.53 -.50 
00 
I 
II 
-3.94 -3.73 -3.49 -3.22 -1.23 -.91 - .61 -.32 
t 
r 
T 
- .86 
- .53 - .20 .13 2.54 2.86 3.3.9 
cn 
nc(p' -1) 
T -39.30 -33.85 -27.85 -23.30 -4.35 -2.70 -1.30 .50 
r 
T .55 .59 .6 .65 .84 .86 .87 .88 
X> 
II 
<< 
T 
% 
t 
-if. 17 
-2.99 
-3.84 
-2.63 
-3.53 
-2.29 
-3.24 
-1.93 
-1.11 
.69 
-.75 
1.09 
-.31 
1.4o 
.08 
1.67 
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CHAPTER VII. EXAMPLES 
Velocity of Money 
Gould and Nelson (197^) discuss the stochastic structure of the 
velocity of money. Velocity of money is defined to be the ratio of 
national income to the stock of money. Yearly observations of this 
quantity from 1869 through i960 are given in Friedman and Schwartz 
(1963). The authors conclude that the logs of the observations are 
consistent with the model = X_^_^ + e^ where e^ 
Using the reported time series we fit a first order autoregressive 
model, a first order autoregressive model with nonzero mean and time 
trend, a first order autoregressive model with nonzero mean, and a 
second order autoregressive model with nonzero mean and time trend. 
The regression equations are 
X. - X- = 1,0044 (X. T - Xj + e., S^  = .0052 (7,1) 
 ^  ^ (,0094) ^ ^ 
X, = ,08l4 - .0013 (t-t) + ,8848 X. T + e., = ,004-9 (7,2) 
(,0464) (,0008) (.0579) 
X = ,0l4l + .9702 X. T + e., = ,0050 (7.3) 
 ^• (,0176) (.0199)  ^
and 
X. = .1033 - .0017 (t-t) + ,8591 X. T - ,1412 (X. p-X. J 
 ^ (.0492) (.0009) (.0611) (.1099) 
+ e^ , = .0049 (7.4) 
Note that in Model (T. 3). X^^ is subtracted from all observations leaving 
91 observations for analysis. The numbers in parentheses are the 
"standard errors" output by the regression program. For Model (7.1) 
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we compute n(p-l) = (9l)(A0044) = .4oo4 and T = = .4681. We would 
compare these to line 3 of Tables 5.1 and 5.2 respectively choosing the 
column appropriate to our alternative hypothesis and level of signifi­
cance. For example to test Hg:p = 1 versus H^ :p < 1 at the .05 signi­
ficance level we compare .4004 to -7.88 or compare .4681 to -1.95. The 
null hypothesis is not rejected in either case. 
For the Model (7.2) we could test the null hypothesis that the X^ 's 
were generated by a model = cc + pt + X^ _^  + e^  where 6 = 0 versus the 
alternative tMt they were generated by a model X^  = a + pt + pX^ _^  + e^  
where |p| <1, To do so we calculate n(p^ -l) = 92(.8848-1) = -10.5984 
or T = = -1.990. The .05 critical values for these two 
T .up 
statistics are -20.64 and -3.45 respectively. In neither case is the 
null hypothesis rejected. We note that n = 92 may be used here since 
the distribution of p^  is independent of the intercept a thus élimina-
ting the necessity of subtracting X^  ^from all the observations. 
If we suspect that p  ^0, we could use our normal distribution 
theory to test 
}^ :X^  = a + pt + X^ _2^  + e^ ; 3 0 
versus 
I^ ;X^  = OJ + pt + pX^ _2^  + e^  ^ p  ^Of |p| K 1, 
For example to test the above hypotheses we could compare = -I.660 
to the value -1.645 from the normal tables. Thus if we assume a non­
zero time trend in the model, the large sanple theory would lead to 
rejection of the hypothesis that p = 1 at the .05 level. 
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The statistics for Model (7,3) used to test 
o^'^ t = t^-1 + a = 0 
versus 
H^;X^ = a + P^t-1 ^ IP1 < 1 
are n(p -l) = 92(.9702-1) = -2.742 and T = = -1.50 which are [i |i • VXyy 
compared to -I3.7O and -2.90 " jspectively for a .05 significance level 
test. If we substitute a  ^ 0 for a = 0 in the null hypothesis we com­
pare -1.50 to the normal table value -1,65. In no case do we reject 
the null hypothesis. 
For Model (7.4) the main question of interest is whether the addi­
tional lag (X^ _2 - X^ _]_) is significant. By Theorem 6.3 we see that 
the limiting distribution of the coefficient of interest is normal. 
Comparing t = "'^ Q^  - -1.28 to the two-tailed .05 significance level 
points (+ 1.96) of the normal distribution, we do not reject the 
hypothesis that the coefficient is 0, 
To summarize there is slight evidence of a nonzero time trend or 
nonzero intercept (called "drift" by Gould and Nelson). The model 
seems consistent with the data. Our conclusion agrees 
with that of Gould and Nelson. 
Box and Jenkins Series D 
Box and Jenkins (1970, pg. 529) list 310 consecutive hourly 
readings of viscosity in a chemical process. As a second example of 
the use of our tables we used these observations to obtain the following 
regression statistics; 
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Y. = 1.27 + .86 Y. , + e., = .0901 (7.5) 
 ^ (.26) (.028)t-l  ^
Y. = 1.46 + .000^3 t + .83 Y. , + e., = .0892 (7.6) 
 ^ (.27) (.00021) (.031)^ -1  ^
and 
Y. = 1.30 + .87 Y. , - .017 Y.  ^+ e., = .0906. (7.7) 
^ (.27) (.057)t-l (.057) ^ 
From (7.5) we calculate statistics to test the null hypothesis 
that the observations were generated by the model Y^  = a + Y^ _^  + e^  
with a = 0 versus the alternative that they were generated by the model 
Y^  = a + pY^ _i + e^  with |pj < 1. We calculate n(p^ -l) = 3lO(.86-l) = 
-43.4 and  ^ = -5.00. Comparing these to -13.95 and -2.88 
respectively, we reject the null hypothesis at the .05 significance 
level. If we replace a = 0 by # / 0 in the null hypothesis, we compare 
-2.88 to -1.65 from the normal tables and again reject the null 
hypothesis. 
From (7.6) we calculate n(p -l) = 3lO(.83-l) = -21.70 and 
T 
T = = -5.48. Comparing these to =21.25 and -3.42 respectively 
T 
we reject the null hypothesis that the observations were generated 
from a model of the form Y^  = Œ + pt + Y^ ^^  ^+ with g = 0 in favor 
of the alternative that they were generated by a model of the form 
Y^  = cc + pt + PÏ^ _]_ + e.|. with jp| < 1. If we replace g = 0 by p / 0 
in the null hypothesis and compare -5.48 to the value -I.65 from the 
normal distribution we again reject the null hypothesis. 
From Expression (7.7) we calculate t = " ' =  - . 3 0  w h i c h  i s  
compared to -I.96 from the normal table in order to test the null 
Ill 
hypothesis that the coefficient of the additional lag is 0 versus the 
alternative that it is not. We do not reject this null hypothesis. 
To summarize, we conclude that the model is a first order auto-
regressive with the autoregressive coefficient less than 1. There is 
strong evidence of a nonzero mean and some evidence of a nonzero time 
trend in the model. 
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APHEKDIX • 
Let be an nxn matrix whose ij^  ^element is min(i,j). Let be 
the i^  ^largest eigenvalue of A^  and let be the nxn identity matrix. 
We wish to find lim (n"^ X. ). Defining D_(\) by 
_ . 1 U 00 
' |A„ - XlJ 
we have the difference equation in n 
D^ (\) = (1-2\)D^ _3_(X)-\2D^ _2(\). (A.l) 
n 4 
Let the characteristic polynomial for A be 2a The coefficients 
" j=0 
a j = 0,1,...,n; n = 1,2,3,^  are given in Table Ad. We also 
",•0 
include an n = 0 row for notational convenience. 
Table A.l. Coefficients for characteristic polynomial. 
n 1 \ 
0 1 
1 1 -1 
2 1 
-3 1 
3 1 -5 6 -1 
k 1 
-7 15 . -10 1. 
Using Equation (A.l) we note that 
®n,l " 
and 
%,j " Vl,d " "Vl,d-1 " *n-2,j-2 ' j - 2' 
Lemma A.l. The coefficients a . defined above are given by 
Ilk 
a . — j — 0,1,2,,n.; i\ - 0,1,2,... 
n, J J 
Proof; 
°n,0 " (2*) " 
*n,l = (-^ )âZ2/ = -2^ +1 
and for n,j >1 
\.i,j - 2Vi,j-l - V2,3-a = (-1)^  
/ .\j (2n-.i-2): f 1 . 2(2n-.1-l) 
- (j.2):(2A-2j-2): ^ jTFîy (2n-2j)(2n-2j-l)(j-l) 
- (2n-2j)(2n-2j-l)^  = = \^ y 
For n = 1 we get a, ^  = 1 and a, ^  = -1 so the proof is complete. 
Juf V/ X 
We thus can express the characteristic equation for as 
" 1 Z a = 0, 
j=0 
E = 0, 
j=0 J 
or 
(-1)^  2 (-X)^ 2k^ ) = 0. 
k=0 
The nonzero eigenvalues of A^  are the nonzero roots of 
s = 0. 
k=0 
Letting X = ^  we rewrite the characteristic equation 
where 
11? 
For fixed k, 
lim C , = 1. 
n^ oo 
Lemma A,2. For C.. as defined in (A.2) we have 
~~~~~~~~ n^ £ 
n->eo k 
Proof: 
C 
lim sup C T, < CO 
n,k+l (n+k+l)(n-k) , k(k+l)-n 
'Cr '  ^n,it 
so for k such that k(k+l) > n, k k(k+l) < n implies 
, ,T > C_ Thus sup , occurs at k. where k. is within 1 of 
+ r - ?. Substituting in (A.2) we get 
 ^  ^ 2k, 
(kg+2kQ-l)... (kg+1) (kg+2kQ+l) 
R; ^ 
0 
The proof is completed by noting that k^  —as n —and that 
llY 
lim = lim (1 + = e^ . 
X->oo X X->as 
Leom» A.3. For fixed X in (0,1], 
lim Z (.X)^  = co8(^ ). 
n^ oo k=0 I  ^
°° k 1 
Proof; Let e > 0 be given. Since Z (-X) , is absolutely con-
k=0 
vergent and lim sup C , < œ there is a number N, such that for all 
n4>» k 
n > Ni 
Il6 
00 
and 
4l-l^TèT<f 
X 
Since lim C , = 1 for fixed k, there is a number % > N, such that 
n->co 2 1 
n > Ng implies 
 ^ .k ^ n.k'l 
< f  
Thus for all n > we have 
n C 
5, (-2)^  TÊijr - c°s(7x:)l 
k=l 
<  ^ &Ti 
< G 
and the result is proved, Q 
Note the pointwise convergence on (0,l] implies uniform conver­
gence on any closed interval [a,b] contained in (0,l]. Further the 
sum of the eigenvalues of the nxn matrix is the trace of which 
is . The eigenvalues are all positive and the sum of the eigen­
values multiplied by n"^  is thus [O,^ ] contains all the 
limits of the normalized eigenvalues provided those limits exist. 
Henceforth, let 
f„(X) =  ^
and 
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f(X) = cos(^ ) . 
Note that f(X) is strictly monotone on each interval where 
j = 2,3,... 
and 
Il = 
Also, f(X) has exactly one root ( ^2j-j each 
Further, 
|f'(((2j-l)^ )^ )i > 1, j = 1,2,3,... (A.3) 
and 
= (-l)j, j = 1,2,... . (A.4) 
Also f(l) = cos(l) > .54. (A.5) 
Lemma A.4. For fixed K, there is an N such that n > N implies f^ (X)=0 
has at least one root in each I^ , j = 1,2,,..,K. 
Proof: We have noted that 
f^ (X) >f(X) 
K 
uniformly on U I<. Let N be such that n > N implies 
j=l J 
If^(X) - f(x)l <1 
K 
for X in U Ij. By (A.4) and (A,^ ) we see that f (X) crosses the X 
J=1 
axis at least once in each Ij, j = 1,2,,..,K. Since f^ (X) is contin­
uous,. the proof is complete. Q 
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Lemma A.3. For fixed K there exists N such that n > N Implies there is 
only one rcot of f (X) in each I., j = 1,2,Further, as n 4>œ 
n J 
this root approaches 
Proof; We prove the lemma by contradiction. Suppose there is some 
jg < K such that for every N there is some n > N for which f^ (X) = 0 
has at least two roots in I. . The roots of f(X) = 0 sum to ^  so we 
JQ 
can pick K' > K such that 
K' 
Let 
and let 
K' 
D = U I. 
j=l ^  
G g = {(X,Y):XèD and f(X)-e < Y < f(X) + e}. 
Now, for any e > 0 there is an (a function of e) such that 
{(X, f^ (X)):Xd)}cGg 
for all n > QL. Also for j < K' and e < ^  the intersection of G with 
«!• C» G 
I. (d < K') is a strict subinterval of I., call it A. , which contains 
« J . J 6 
( )n^ '^ (A'3) the length of A^  ^ can be made arbitrarily small 
by picking e small enough. Pick e > 0 so that the sum of the lengths of 
Ajg, j = 1,2....,K' is less than -I)tt^  ^ let n be large enough 
that U A. contains all the roots of f (X) = 0 which are contained in 
j=l n 
D. Then the sum of all the roots of f^ (X) = 0 must exceed 
1 1 / 2 \2 t 2 \2 ^  1 
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This contradicts the fact that the sum of the roots is °2n^ ^^  ' 0 
Note that the length of A. can be made arbitrarily small so that 
J s 
the roots of f^ (X) = 0 are converging to the roots of f(X) = 0 on 
K 
U I.. Thus we have proved the following theorem. 
j=l ^  
Theorem A.l. Let be an nxn matrix whose ij^  ^element is min(i,j). 
The limits of the K largest eigenvalues of û"^ A^  are 
((2i-l)TT  ^" 1,2, 
The quadratic form 
has a matrix B whose elements are 
bj^ j = mln(i,j) - (n-l)"^ (ij); i,j = 1,2 , . . . ,n-1. 
Note that b. , = b  ^ . = 0. Let C be the (n-2)x(n-2) matrix whose i,n-l n-l,j 
elements are those in the first n-2 rows and columns of B-XI. Let A 
denote the operator which replaces the i^  ^row of a matrix by itself 
minus the (i+l)^  ^row for all rows except the last which it leaves 
unchanged. Thus = A(AC) has the following form: 
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A^ C = 
2X-1 
-X 0 0 0 0 
0 
-X 2X-1 -X •. 0 0 0 
0 0 
-X 2X-1 «. 0 0 0 
0 0 0 
-X .. 0 0 
9 
0 
0 0 0 0 . -X 2X-1 -X 
0 0 0 0 0 -X 2X-1 
1 2 k n-4. ail n-2 
n-1 n-1 n-1 n-1 " n-1 n-1 n-1 
\ 
The eigenvalues of B are 0 and the roots of |c| =0 but |A^ C| = 0 has 
the same roots as |c) = 0. We expand |A^ c| on the bottom row to get 
vn-2 
k=l 
where 
= 
2X-1 
- X  
0 
2X"1 
0 
- X  
2X-1 
0 
0 
0 
2X-] 
for k > 0 
kxk 
and 
DqU) = 1: 
Let be the coefficient of X  in • We see ti^ t 
= (2X-1) 
which implies 
k^je " ^ k^-l,<e-l " '^ k-l,jî " '>'k-2,A-2 
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with initial conditions = 1, = -J., = 2. This is satisfied 
by 
as can be verified by substitution. 
Thus IA^ c) = 0 can be written 
""'z  ^ (2n-3-2k,^  ^_ = o 
k=i " •*• je=o 
or 
n-2 n-2-k 
xn-2[ Z l '  ^ x +^^ +l-n(.i)n-k-£-2^ 2(n-k-i-2)+£+lj_3_^^Q^ 
k=l Ji=0 
Further algebraic manipulation yields 
4 \ 1 n—2~j 
^)] -1 = 0. (A.6) 
Now 
n-2-J £ ' (n-l-k+j): rn+i _ 5:^ +11 
k=0 (n-2-k-j):(n-lf^ '*'^  
-
- & - (^>3 (A.Y) 
by Jolley (I96I, page 8). For fixed (A.?) approaches 01^ ,1+2)(2J+3)]"^  
as n ->00, This is the same situation we had in our previ.ous case. By 
the same argumente we used before we have pointwise convergence of the 
left side of (A.6) to 
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(A. 
on the interval (0,1] where X = » Expression (A.8) can be 
rewritten as 
Takir 
which is the Taylor's series expansion of /X sin (^ ). Following the 
steps in Lemmas A,2 through A.5 we establish the following theorem. 
Theorem A-2, Let be the nxn matrix with ij^  ^element b^ j ifhere 
= min(i,j) - (n-l)"^ ij; i,J = 1,2,...,n. 
The largest K eigenvalues of n approach 
(iir)"^ , i = 1, 2 , . . . ,K 
as n •>«, 
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