We consider the problem of allocating 5G radio resources over wireless communication links to control a series of independent low-latency wireless control systems common in industrial settings. Each control system sends state information to the base station to compute control signals under tight latency requirements. Such latency requirements can be met by restricting the uplink traffic to a single subframe in each 5G frame, thus ensuring a millisecond latency bound while leaving the remaining subframes available for scheduling overhead and coexisting broadband traffic. A linear assignment problem can be formulated to minimize the expected number of packet drops, but this alone is not sufficient to achieve good performance. We propose an optimal scheduling with respect to a control operation cost that allocates resources based on current control system needs. The resulting control-aware scheduling method is tested in simulation experiments that show drastically improved performance in 5G settings relative to control-agnostic scheduling under the proposed time-sliced frame structure.
I. INTRODUCTION
The increasing scale of modern IoT and industrial control systems has motivated the development of wireless control system technology that can achieve reliable performance in these settings [1] - [3] . One of the primary challenge of wireless control in industrial settings, however, is the time sensitive nature of the systems, thus requiring low latency wireless transmissions [1] . The noise of the wireless channel makes it difficult to simultaneously maintain high reliability while achieving low latency. This motivates the design of resource allocation and scheduling strategies that can both meet reliability and latency requirements of the industrial control system.
For such time-sensitive applications, generic delay-aware schedulers have been developed, such as EDF [4] , WFQ [5] , and M-LWDF [6] . However, recent developments and advancements in 5G cellular service [7] has created opportunity to meet latency and reliability standards for IoT systems in so-called ultra reliable low latency communications (URLLC) [8] - [12] . Such works look specifically at the flexible frame structure defined by the 5G standard to develop URLLC techniques that may be employed in modern cellular environments. None of these works, however, consider the underlying control systems that compose these IoT systems in making decisions for scheduling or radio resource allocation. Supported Each system contains a sensor that measure state information, which is transmitted to the controller over a wireless channel. The state information is used by the controller to determine control policies for each of the systems.The communication is assumed to be wireless in the uplink and ideal in the downlink.
Specifically in the context of wireless control systems, dynamic schedulers use control system information to provide access to the communication medium dynamically at each step. Resulting "control-aware" scheduling approaches make decisions explicitly based on current control system states [13] - [16] or wireless channel conditions [17] , [18] . These works, however, do not consider the low-latency requirements of industrial or IoT systems. A control-aware scheduling design for low-latency systems has previously been developed for next-generation WiFi [19] but has not yet been considered in cellular systems.
In this paper, we propose a scheduling framework for lowlatency control system traffic in 5G communication systems that specifically adapts to the underlying control system needs. We model the switched system dynamics of a wireless control system and use this to model a control-optimal scheduling problem. Using just a simple separation of low-latency traffic for wireless control systems and standard broadband coexisting in the network-i.e. "time" slicing-we demonstrate how control-awareness allows us to effectively schedule lowlatency traffic in just a single subframe. Numerical results demonstrate the benefit of control-optimal scheduling over standard throughput-based scheduling design.
II. PROBLEM FORMULATION
Consider a system of m independent control systems as show in Figure 1 , where each system i = 1, . . . , m maintains a state variable x i ∈ R p . The dynamics evolve over a discrete arXiv:1910.13587v1 [eess.SP] 30 Oct 2019 time index k. Given a control input u i,k ∈ R q , the state evolve based on the generic linear state space representation,
where A i ∈ R p×p and B i ∈ R p×q are matrices that define the system dynamics, and w k ∈ R p is i.i.d. random noise with zero mean and co-variance W i that captures the noise in the model. The plant dynamics in (1) is itself generic and can represent different systems found in IoT environments. Systems that have nonlinear dynamics can be modeled as approximately linear close to equilibrium points, with linearization error captured by w k . In modern IoT settings, such plants represent a set of devices, e.g. machinery or robotic systems, whose state is measured locally on-device but whose control signal input u i,k is computed by a centralized processor/coordinator. This so-called control loop is thus closed through wireless communication between the plants and the centralized controller co-located at a common wireless 5G base station (BS). The dynamics are modeled here as discrete, but in reality the plants evolve continuously over time. With fast dynamics and high sampling rates, many IoT devices require strict low latency between the time state information is measured by the plant to when it can be processed by the controller at the BS. Observe in Figure 1 that this model restricts its attention to wireless connections in uplink of the control loop, while downlink is assumed to occur over an ideal channel.
Aside from latency requirements, wireless communications is inherently noisy and prone to packet drops. Thus, to model the closed-loop dynamics of the plants, we must consider the effect of lost state information. To study the details, consider a generic linear control u i,k = K i x i,k for some matrix K i ∈ R q×p that drives the state x i,k to a desired operating point. When exact state information is not known to the BS due to packet drops, it estimates the state of device i at time k aŝ
where l i,k ≥ 1 is a counter of successive failed transmissions. Observe that in (2) we assume the BS/controller has knowledge of A i , B i , and K i , but not the noise w k . At time k, if the state information is received, the controller applies the input u i,k = K i x i,k using the exact state, and otherwise applies input u i,k = K ixi,k . At each cycle k we consider a binary variable γ i,k ∈ {0, 1} that indicates whether the uplink transmission was successful. We obtain then the following switched system dynamics for x i,k as
The previous transmission counter l i,k is updated at time k as
Observe that the successive error between the true and estimated state can be written as e i,k : 
It is evident that this error grows with the transmission counter l i,k . We proceed now to describe the 5G scheduling architecture and a framework for scheduling low-latency traffic to control IoT devices.
A. 5G scheduling architecture
The 5G scheduling framework provides a flexible two dimensional grid-like architecture for scheduling transmissions. Such transmissions are slotted into a continuous series of frames-each of which consists of 10 equally sized subframes of length 1 ms. Each subframe moreover consists of 14 OFDM symbols, two of which we assume are reserved for overheadsee, e.g., [20] , [21] . In modern IoT systems, standard broad-band wireless traffic is mixed with transmissions associated with control systems fast dynamics or time critical features. This latter traffic has strict latency and reliability requirements that make it incompatible with standard broadband scheduling methods. Various features of 5G, such as network slicing [11] and puncturing [12] , have been proposed to meet service requirements of low latency traffic, requiring varying degrees of complexity. Given the periodic nature of low-latency control system transmissions, we propose a simple separation of broadband and low-latency traffic by subframe-i.e. a timedomain slicing of low latency and broadband traffic. E.g., with a 10 ms sampling rate, we may reserve one or two subframes out of every frame for the scheduling of low-latency traffic while leaving the network free for broadband traffic during the remaining time. This free time may also be used for both control signal overhead in scheduling as well as computational effort in determining optimal schedules.
For the purposes of this paper and without loss of generality, we thus restrict our attention to a single subframe for the scheduling of low-latency traffic in every 10 millisecond long frame. Such an architecture ensures a 1 millisecond latency bound on the uplink of state information to the controller-a necessary requirement for many industrial control systems [1] . Within each subframe, the specific grid size is determined by a given numerology. A specified numerology determines both the number s of time-divided slots-each of length t s := 1/s milliseconds-and b physical resource blocks (PRBs)-each of bandwidth f b := 12f b , where f b is the so-called subcarrier spacing (SCS) of the given numerology. A higher index numerology will have more, shorter length slots and fewer, larger sized PRBs. We refer the reader to [7] , [22] for more details on the 5G frame structure.
In addition to an assignment of slots and PRBs, each transmission is given a modulation and coding scheme (MCS). For user i, its MCS µ i is selected from a discrete set of values M := {0, 1, . . . , η}. A higher MCS value indicates a higher modulation order and coding rate, which will generally increase the speed of transmission, or data rate, but with higher probability of packet error. To quantify these effects, we further consider a fading channel state, or effective SNR, vector for user i at cycle k as
is the fading channel gain in PRB j. We assume the channel coherence time is such that this state varies across control cycles but not within a single cycle. This is to say that h i,k is constant within a single 5G frame. Given an MCS µ and channel state h, we first define a function q(µ, h) which returns the probability of packet loss, otherwise called packet error rate (PER). Given the switched control dynamics in (3), we equivalently say that γ i,k = 0 with probability q(µ i,k , h i,k ). Likewise, we define τ (µ, B) to be a function that, given an MCS µ and bandwidth B, returns the maximum time taken for a single transmission attempt. Both of these functions play a critical role in determining scheduling decisions in time-sensitive wireless control system settings. We are, in particular, interested in exploring the trade-off between PER and transmission time with different slot, PRB, and MCS selections. Generally speaking, the functions q(µ, h) and τ (µ, B) relate to µ by
III. OPTIMAL SCHEDULING In each frame/control cycle, we are interested in scheduling the low-latency transmissions of plant states to the BS such as to maximize the performance of the system utilizing the time-sliced 5G framework in Fig. 2 -that is, scheduling low-latency control system uplinks in a single subframe of length 1 ms. The varying nature of both channel and plant states necessitates that the optimal scheduling decision be adaptive to current conditions of the system. For notation convenience, we define the collection of all plant states X k := [x 1,k ; . . . ; x m,k ] ∈ R m×p and channels H k := [h 1,k ; . . . ; h m,k ] ∈ R m×b ++ at cycle k. To specify a scheduling decision, recall that a subframe can be divided as a s × b grid, with s time slots and b frequency resource blocks. Each plant may be scheduled in any set of adjacent grid points of the sub-frame; we denote this allocation for plant i at cycle k by a binary matrix A i,k = {0, 1} s×b , where A i,k = 0 indicates no transmission. We further specify the set of grids with adjacent allocations as A and denote by l i,k and n i the number of adjacent allocations in the horizontal (time-wise) and vertical (frequency-wise) directions, respectively. The lengths can equivalently be seen respectively as the total time and bandwidth of the scheduling allocation. To avoid collision, we impose that i A i,k ≤ 11 T -at most one user may be assigned to any grid point.
Furthermore, each transmission is given an MCS allocation µ i,k that ultimately determines both its speed and probability of packet loss. Recalling the effect and MCS µ has on these metrics in (5) and given the fixed size of a single slot-t sand fixed size of PRBs-f b -it reasons to select the smallest µ i,k such that the transmission time is completed by the end of its assigned slots; this ensures the smallest possible packet error rate. The MCS µ i is then fully determined by its timeand frequency-wise allocation lengths l i,k and n i as
The optimal schedule is one that minimizes some cost or performance metric. Standard schedulers are ultimately interested in some measure of throughput. A natural cost to promote throughput is the expected number of successful transmissions per cycle. Given a set of scheduling assignments
, we may write this cost as
The optimal scheduling at cycle k in the given 5G framework can be written as the solution to the problem 
In (8), we minimize the cost in (7) under current channel conditions H k , subject to a constraint that restricts a single user to be scheduled in each slot or PRB. The problem in (8) is generally hard to solve, due to the discrete and combinatorial sized search space. However, if we restrict the scheduling assignments to a single grid point-i.e. each user is given a single slot and a fixed number ρ PRBs-then (8) reduces to a standard linear-sum assignment problem with n := s b/ρ distinct and mutually exclusive assignments, each incurring a cost of q(µ(A i ), h i ) In this case, the solution A * (H k ) can be found using the Hungarian method [23] , or a low complexity greedy approximation [24] - [26] . Thus, at every cycle, given the fading channel states H k , the optimal schedule is found by determining the slot/PRB assignments {A 1,k , . . . , A m,k } via (8) . The MCS selections then follow from (6) . The optimal schedules found via (8) may not, in practice, be enough to obtain strong performance over the tight latency constraints required. By limiting to a single subframe we are placing a potentially severe restriction on the number of plants that can be serviced in each cycle. As modern IoT system grow in size, the more traditional utility measure of (7) is not the most appropriate to adequately utilize the limited radio resources available. Observe that the optimal design problem (8) seeks to maximize the total number of successful transmission across the systems, but agnostic to the control plant states and dynamics. Thus, it does not capture any sense of priority or urgency with regard to certain plants over others. Indeed, an important insight to consider is the fact that we are ultimately interested in the performance of the control systems; the performance of the underlying communications network is only of interest in as far as it effects the plant dynamics in (3) . We proceed in the next section to derive a more accurate utility and optimal scheduling design problem for 5G architectures.
A. Control optimal scheduling
Incorporating the switch system plant dynamics in (3) and standard measure of control performance, we may construct a control-aware variation of the optimal scheduling problem in (8) . Consider the standard Lyapunov quadratic cost function L(x) := x T Px for a given positive definite matrix P ∈ R p×p . The quadratic cost L(x) measures the current cost of a control system in state x-e.g. if x represents some distance from desired operating point, we may set P = I and have L(x) reflect the Euclidean norm. We are then, after all, interested in designing 5G scheduling policies that achieve good performance across all systems, which can be measured with as the sum i L(x i,k at time k.
From here, we show how a scheduling decision impacts the control performance of each plant. Wireless communications are subject to random packet drops given the channel state, which ultimately effect the dynamic evolution of the plants. Recall the packet error rate experience by system i given a scheduling assignment A i and channel state h i given by q(µ(A i ), h i ). Using the two cases of dynamics given in (3), we may consider the expected quadratic cost under such a packet error rate given the known or estimated statex
The expectation in the left hand side of (9) is with respect to the random packet loss and system noise w, while the expectation in the right hand side is only with respect to w. Given states h i andx
and scheduling assignment A i , the expected cost at the next step is a convex combination of the two possible evolutions of x i under such a scheduling. We may further reduce the cost in (9) taking the expectation over w k and reducing as
are defined for notational convenience. We point out that algebraic details of the reduction from (9) to (10) can be found in the proof of [19, Proposition 1] .
The complete reduced form of the expected control cost in (10) reveals how the control-aware scheduling problem may be formulated. Firstly, observe that the effect of a scheduling assignment A i through the packet error rate q(µ(A i ), h i ) seen in the rightmost term in (10) is not impacted by the estimated state valuex (l i,k ) i,k . This implies that a scheduling decision does not require any estimation of the state, and only needs to know the counter l i,k of the last successful transmission. Thus, by removing the first term in the right hand side of (10) that does not depend uponx
i,k , we may consider the a cost of a complete scheduling A that sums the expected costs across all systems given channel conditions H and transmission counters l k := [l 1,k ; . . . ; l m,k ] as
where we have defined the control system weighting term for system i as
The control optimal scheduling at cycle k in the given 5G framework can then be written as the solution to the problem {A 1,k , . . . , A m,k } := argmin Ai,...,Am∈A
In (13) the scheduling allocation is determined so as to minimize the summation of the expected quadratic costs in (9) for all plants i = 1, . . . , m. This reduces to a linear scaling of the packet delivery rate q(µ(A i ), h i ) by a weighting term c i (l i,k ) < 0 for each system i, that takes into accounts the dynamics of plant i and its last transmission counter l i,k . As in the previous case, when restricting allocation to a single slot and ρ PRBs for each user, (13) becomes a standard linear cost assignment problem whose solution can be found using the Hungarian method [23] or a low complexity greedy approximation [24] - [26] . Note that, when m > n := s b/ρ , not all users can be scheduled in each frame.
The full scheduling algorithm can be summarized as follows. At each cycle k, the plant states are sampled locally at each device to be transmitted. In the current 5G transmission frame, we reserve a single subframes of length 1 ms to schedule for a total of n = s b/ρ scheduling assignment blocks. The scheduling decision is then made with the routine: 
IV. SIMULATION RESULTS
To evaluate the performance of the control-optimal scheduling procedure outlined in the previous section, we perform numerical simulations on the low latency control problem of maintaining a series of inverted pendulums on a horizontal cart over a wireless channel. The highly unstable dynamics of the inverted pendulum make it a representative example of control system that requires fast control cycles, and subsequently low-latency communications when being controlled over a wireless medium. Consider a series of m identical inverted pendulums-where each pendulum is attached at one end to a cart that can move along a single, horizontal axis-using the modeling of the inverted pendulum. The state is p = 4 dimensional vector that maintains the position and velocity of the cart along the horizontal axis, and the angular position and velocity of the pendulum, i.e. x i,k := [x i,k ,ẋ i,k , θ i,k ,θ i,k ]. The system input u i,k reflects a horizontal force placed upon ith pendulum. By applying a zeroth order hold on the continuous dynamics with a state sampling rate of 10 milliseconds and linearizing, we obtained the following discrete linear dynamic matrices of the pendulum system A i and B i . Because the Fig. 3 : Average distances from center vertical for m = 25 pendulums using different scheduling methods for a single trial. The control-optimal scheduling and round robin keep the pendulums while the PER optimal scheduling does not. Fig. 4 : The average distances from center vertical for increasing number of pendulums over 10 independent trials. The control-optimal scheduling maintains a small distance from center up to 60 total devices, while the PER optimal scheduling gets worse as system size grows. state x i,k measures the angle of the ith pendulum at time k, the goal is to keep this close to zero, signifying that the pendulum remains upright. We perform the scheduling using the proposed control-optimal formulation in (13), the packet error rate (PER)-optimal scheduling formulation (8), and a baseline round robin scheduling procedure. Each simulation is run for a total of 1000 seconds using an LQR controller. Our simulation environment consists of a 20MHz channel with devices dropped in a 50 m radius from the BS. The numerology includes 2 slots of length 500 µs and a subcarrier spacing of 30 kHz, with each user allocated n = 12 PRBs.
In Figure 4 , we show the average distance of each of m = 25 pendulums in a trial simulation using each of the three scheduling methods. Both the control-optimal scheduling and the round robin keep the pendulums upright, while the PER-optimal scheduling is not able to keep all the pendulums. For a more comprehensive view of the performance, we perform simulations with an increasing number of devices with multiple trials. In Figure 4 we show the average distance across 10 independent trials to the center across all the pendulums for increasing number of total devices sharing the 5G network. As can be seen, as the number of devices increase, the PER optimal schedule has a harder time keep the pendulums close to the center, while the control-optimal scheduling maintains a steady distance from the center even as the number of devices increase. The round robin scheduler is consistent across network size but cannot keep the pendulums close to center. This demonstrates that, in the control optimal scheduling, the consideration of the pendulum dynamics and the control state helps make stronger scheduling decisions in keeping the systems in good condition.
V. CONCLUSION
In this paper we develop a control-optimal approach towards scheduling for low-latency, or time sensitive, wireless control systems in 5G networks. Because many control systems in industrial settings require very low latency transmission to operate effectively, there is an intrinsic challenge in trading off the data rates necessary to achieve low latency with the packet error rates necessary for high reliability. We propose a simple time-slicing architecture that reserves a single or couple of subframes in each 5G frame for the scheduling of low-latency traffic used for the control systems. We further demonstrate that by allocating radio resources relative to underlying control system dynamics and states, we can more effectively utilize the limited scheduling resources available in the available subframes in low-latency 5G systems. Numerical results demonstrate stronger performance relative to controlagnostic scheduling in terms of the number of system that can be supported by the communication network.
