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In this paper, we study the Neyman-Pearson problem for convex expectations. The existence of
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1. Introduction
Neyman-Pearson lemma is a useful result in hypothesis testing, which tells us, for dis-
criminating between two probability measures, the most powerful test not only exists
but also satisfies some specific form. This result has important applications in statis-
tics, radar systems, financial mathematics and other fields. In 1954, Choquet extended
the probability measure to capacity and gave a nonlinear integral named after him
(Choquet, G. 1954). Afterwards many nonlinear expectations and risk measures have
been proposed. The g-expectation was initiated by Peng, S. (1999) and the coherent
risk measure was proposed by Artzner, et al. (1999). Then Fo¨llmer, H. and Schied, A.
(2002) extended the coherent risk measure to the convex risk measure. Along with the
development of these nonlinear expectations and risk measures, a great deal of non-
linear versions of Neyman-Pearson lemma have also been established. For examples,
Huber, P. and Strassen, V. (1973) studied hypothesis testing problem for Choquet ca-
pacities. Cvitanic´, J. and Karatzas, I. (2001) studied the min-max test by using convex
duality method. Schied, A. (2004) gave a Neyman-Pearson lemma for law-invariant risk
measures and robust utility functionals. Ji, S. and Zhou, X. (2010) studied hypothesis
tests for g-probabilities. Rudloff, B. and Karatzas, I. (2010) studied composite hypoth-
esis by using Fenchel duality. The similar problem also arises in incomplete financial
market(see e.g., Fo¨llmer, H. and Schied, A. (2002) and Rudloff, B. (2007)).
In Cvitanic´, J. and Karatzas, I. (2001), they focused on discriminating between two
families of probability measures P and Q which are absolutely continuous with respect
to some probability measure µ. For a significance level α, they looked for a test function
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X∗ that minimizes
sup
Q∈Q
EQ[1−X ],
over all test functions such that sup
P∈P
EP [X ] ≤ α. In order to get the pair (P ∗, Q∗), they
required the sets of densities are closed under the µ-a.e. convergence. If we define
ρ1(X) := sup
P∈P
EP [X ] and ρ2(X) := sup
Q∈Q
EQ[X ],
such a problem can also be considered as discriminating between two sublinear expec-
tations ρ1 and ρ2. Since the sublinear function is a special convex function and some
useful ones such as the entropic risk measure are convex not sublinear, in this paper, we
extend Cvitanic´ and Karatzas’ result through replacing sublinear expectations by convex
expectations. The problem we are interested is:
minimize ρ2(k2 −X), (1)
over the set Xα = {X ∈ L∞(µ) : k1 ≤ X ≤ k2, ρ1(X) ≤ α}, where ρ1 and ρ2 are
both convex expectations defined on L∞(µ)-spaces. Compared with the sublinear case,
the difficulty in solving this problem lies in how to deal with the penalty functions. To
ensure convex expectations can be generated by probability measures, we need they are
continuous from below. In order to get the pair (P ∗, Q∗), which are crucial in finding the
optimal test function, we assume the level sets of penalty functions are closed under the
µ-a.e. convergence.
The method we used is different from the ones used by Cvitanic´, J. and Karatzas, I.
(2001), Schied, A. (2004) and Huber, P. and Strassen, V. (1973). Based on the obser-
vation that the feasible set Xα is compact in the weak∗ topology σ(L∞, L1), with the
help of the minimax theorem, we turn the original nonlinear Neyman-Pearson problem
into a linear one. Then the form of the optimal test function follows from the classical
Neyman-Pearson lemma.
The paper is organized into three parts. In Section 2, we state our problem and give
the existence of the optimal test function. In Section 3, we employ the minimax theorem
to find the favorable probability measure Q∗. Then through solving the dual problem,
P ∗ has been found. Finally, we give out our main result that there exists an optimal test
function of (1) which has the form:
X∗ = k2I{θHQ∗>GP∗} +BI{θHQ∗=GP∗} + k1I{θHQ∗<GP∗}, µ− a.e.. (2)
In section 4, as complements, we show if convex expectations are continuous from above,
then our assumption that the level sets of penalty functions are closed under the µ-
a.e. convergence holds naturally. In the end, an example is presented, which shows this
assumption is just a sufficient condition for our conclusion.
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2. The existence of the optimal test function
Let (Ω,F , µ) be a probability space andM be the set of probability measures on (Ω,F)
that are absolutely continuous with respect to µ. P and Q are probability measures and
their Radon-Nikodym derivatives dP
dµ
and dQ
dµ
are denoted as GP and HQ respectively.
Definition 2.1. A mapping ρ: L∞(µ) → R is called a convex expectation if for any
X,Y ∈ L∞(µ), we have
(i) Monotonicity: If X ≥ Y , then ρ(X) ≥ ρ(Y );
(ii) Invariance: If c is a constant, then ρ(X + c) = ρ(X) + c;
(iii) Convexity: If λ ∈ [0, 1], then ρ
(
λX + (1 − λ)Y
)
≤ λρ(X) + (1 − λ)ρ(Y ).
If we take ρ′(X) := ρ(−X), then ρ′ is a convex risk measure.
Definition 2.2. We call a convex expectation ρ is continuous from below iff for any
sequence {Xn}n≥1 ⊂ L∞(µ) increases to some X ∈ L∞(µ), then ρ(Xn)→ ρ(X).
Theorem 2.1. If a convex expectation ρ is continuous from below, then
i) For any X ∈ L∞(µ),
ρ(X) = sup
P∈M
(
EP [X ]− ρ
∗(P )
)
, (3)
where ρ∗ is the penalty function of ρ and ρ∗(P ) = sup
X∈L∞(µ)
(
EP [X ]− ρ(X)
)
.
ii) For any bounded sequence {Xn}n≥1 ⊂ L∞(µ), if Xn converges to some X ∈ L∞(µ)
in probability, then ρ(X) ≤ lim inf
n→∞
ρ(Xn).
Proof. These results come from Theorem 6 and Proposition 7 in Fo¨llmer, H. and Schied, A.
(2002).
Lemma 2.1. If ρ is a convex expectation continuous from below, for any sequence
{Pn}n≥1 ⊂M and P0 ∈ M such that GPn converges to GP0 , µ-a.e., then
ρ∗(P0) ≤ lim inf
n→∞
ρ∗(Pn).
Proof. Since for any P ∈ M and X ∈ L∞(µ), there exists a positive constant m such
that X +m ≥ 0, µ-a.e. and
EP [X ]− ρ(X) = EP [X +m]− ρ(X +m),
then
ρ∗(P ) := sup
X∈L∞+ (µ)
(
EP [X ]− ρ(X)
)
,
where L∞+ (µ) := {X ∈ L
∞(µ) : X ≥ 0}.
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Take Jk := inf
n≥k
GPn . Then {Jk}k≥1 is an increasing sequence and GP0 = sup
k≥1
Jk. We
have
ρ∗(P0) = sup
X∈L∞+ (µ)
(
EP0 [X ]− ρ(X)
)
= sup
X∈L∞+ (µ)
(
Eµ[X(sup
k≥1
Jk)]− ρ(X)
)
= sup
X∈L∞+ (µ)
sup
k≥1
(
Eµ[XJk]− ρ(X)
)
=sup
k≥1
sup
X∈L∞+ (µ)
(
Eµ[XJk]− ρ(X)
)
=sup
k≥1
sup
X∈L∞+ (µ)
(
Eµ[ inf
n≥k
(XGPn)]− ρ(X)
)
≤sup
k≥1
sup
X∈L∞+ (µ)
inf
n≥k
(
EPn [X ]− ρ(X)
)
≤sup
k≥1
inf
n≥k
sup
X∈L∞+ (µ)
(
EPn [X ]− ρ(X)
)
=lim inf
n→∞
ρ∗(Pn).
Given two convex expectations ρ1 and ρ2, for a significance level α and nonnegative
constants k1 and k2(0 ≤ k1 < k2), we are interested in the problem:
minimize ρ2(k2 −X), (4)
over the set Xα := {X : k1 ≤ X ≤ k2, ρ1(X) ≤ α,X ∈ L∞(µ)}. Without loss of
generality, we assume ρ1(k1) ≤ α ≤ ρ1(k2). We call X∗ is the optimal test function of
(4) if X∗ ∈ Xα and
ρ2(k2 −X
∗) = inf
X∈Xα
ρ2(k2 −X). (5)
By (i) of Theorem 2.1,
ρ1(X) = sup
P∈M
EP [X ]− ρ
∗
1(P ) and ρ2(X) = sup
Q∈M
EQ[X ]− ρ
∗
2(Q).
If we denote
P := {P : P ∈M, ρ∗1(P ) <∞} and Q := {Q : Q ∈M, ρ
∗
2(Q) <∞},
then P and Q are nonempty convex sets and
ρ1(X) = sup
P∈P
EP [X ]− ρ
∗
1(P ) and ρ2(X) = sup
Q∈Q
EQ[X ]− ρ
∗
2(Q).
Thus, the problem (4) can also be considered as discriminating between two convex
expectations ρ1 and ρ2 generated by P and Q.
The following result shows the optimal test function exists.
Generalized Neyman-Pearson lemma 5
Theorem 2.2. If ρ1 and ρ2 are convex expectations continuous from below, then the
optimal test function of (4) exists.
Proof. Denote β := inf
X∈Xα
ρ2(k2 −X). Take a sequence {Xn}n≥1 ⊂ Xα such that
ρ2(k2 −Xn) < β +
1
2n
.
By the Komlo´s theorem, there exist a subsequence {Xni}i≥1 of {Xn}n≥1 and a random
variable X∗ such that
lim
k→∞
1
k
k∑
i=1
Xni = X
∗, µ− a.e.. (6)
Since for any n, k1 ≤ Xn ≤ k2, then k1 ≤ X∗ ≤ k2, µ-a.e.. By (ii) of Theorem 2.1, we
have
ρ1(X
∗) ≤ lim inf
k→∞
ρ1(
1
k
k∑
i=1
Xni) ≤ lim inf
k→∞
1
k
k∑
i=1
ρ1(Xni) ≤ α.
Then X∗ ∈ Xα. On the other hand,
ρ2(k2 −X
∗) ≤ lim inf
k→∞
1
k
k∑
i=1
ρ2(k2 −Xni) ≤ β + lim
k→∞
1
k
= β.
Thus,
ρ2(k2 −X
∗) = inf
X∈Xα
ρ2(k2 −X).
Since the optimal test function may not be unique, we denote X ∗α as the collection of
optimal test functions of (4).
Proposition 2.1. If ρ1 and ρ2 are convex expectations continuous from below, then X
∗
α
is a nonempty convex set and closed under the µ-a.e. convergence.
Proof. By Theorem 2.2, X ∗α is not empty. For any X
∗
1 , X
∗
2 ∈ X
∗
α and λ ∈ [0, 1], we have
ρ1
(
λX∗1 + (1− λ)X
∗
2
)
≤ λρ1(X
∗
1 ) + (1− λ)ρ1(X
∗
2 ) ≤ α
and
ρ2
(
k2 − (λX
∗
1 + (1− λ)X
∗
2 )
)
≤ λρ2(k2 −X
∗
1 ) + (1 − λ)ρ2(k2 −X
∗
2 ) = β,
where β := inf
X∈Xα
ρ2(k2 −X). These yield λX∗1 + (1− λ)X
∗
2 ∈ X
∗
α. Thus, X
∗
α is a convex
set.
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If there exists a sequence {X∗n}n≥1 ⊂ X
∗
α converges to some X
∗, µ-a.e., then k1 ≤
X∗ ≤ k2, µ-a.e.. By (ii) of Theorem 2.1, we have
ρ1(X
∗) ≤ lim inf
n→∞
ρ1(X
∗
n) ≤ α (7)
and
ρ2(k2 −X
∗) ≤ lim inf
n→∞
ρ2(k2 −X
∗
n) = inf
X∈Xα
ρ2(k2 −X). (8)
With (7) and (8), we have X∗ ∈ X ∗α.
The following simple example shows not all optimal test functions attain the signifi-
cance level α, i.e., sometimes ρ1(X
∗) < α.
Example 2.1. Let Ω := {0, 1}, F := {∅, {0}, {1},Ω}, P := I{0} and Q := I{1}. Take
k1 = 0, k2 = 1, ρ1(X) := EP [X ] and ρ2(X) := EQ[X ]. For any significance level α > 0,
I{1} is the optimal test function of (4). While ρ1(I{1}) = 0.
To deal with this case, we denote
α∗ := inf
X∗∈X ∗α
ρ1(X
∗). (9)
Then α∗ ≤ α and Xα∗ ⊂ Xα. We turn to solve the problem:
minimize ρ2(k2 −X), (10)
over the set Xα∗ := {X : k1 ≤ X ≤ k2, ρ1(X) ≤ α∗, X ∈ L∞(µ)}. The advantage of
solving the problem (10) is all its optimal test functions attain the significance level α∗.
Theorem 2.3. If ρ1 and ρ2 are convex expectations continuous from below, then there
exists an optimal test function X∗ of (4) that is also the optimal test function of (10).
Proof. Take a sequence {X∗n}n≥1 ⊂ X
∗
α such that
ρ1(X
∗
n) < α
∗ +
1
2n
.
By the Komlo´s theorem, there exist a subsequence {X∗ni}i≥1 of {X
∗
n}n≥1 and a random
variable X∗ such that
lim
k→∞
1
k
k∑
i=1
X∗ni = X
∗, µ− a.e.. (11)
Since X ∗α is convex and closed under the µ-a.e. convergence, then X
∗ ∈ X ∗α, i.e., X
∗ is
the optimal test function of (4). With Xα∗ ⊂ Xα, we have
ρ2(k2 −X
∗) = inf
X∈Xα
ρ2(k2 −X) ≤ inf
X∈Xα∗
ρ2(1−X).
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By (ii) of Theorem 2.1,
ρ1(X
∗) ≤ lim inf
k→∞
ρ1(
1
k
k∑
i=1
X∗ni) ≤ lim infk→∞
1
k
k∑
i=1
ρ1(X
∗
ni
) ≤ α∗.
Then X∗ ∈ Xα∗ . Thus,
ρ2(k2 −X
∗) = inf
X∈Xα∗
ρ2(1−X),
which shows X∗ is also the optimal test function of (10).
3. The form of the optimal test function
In the rest of this paper, we try to solve the problem (10) and use X∗ to denote its
optimal test function.
Since
inf
X∈Xα∗
ρ2(k2 −X) = inf
X∈Xα∗
sup
Q∈Q
(
EQ[k2 −X ]− ρ
∗
2(Q)
)
and
inf
X∈Xα∗
sup
Q∈Q
(
EQ[k2 −X ]− ρ
∗
2(Q)
)
= k2 − sup
X∈Xα∗
inf
Q∈Q
(
EQ[X ] + ρ
∗
2(Q)
)
,
we have
inf
X∈Xα∗
ρ2(k2 −X) = k2 − sup
X∈Xα∗
inf
Q∈Q
(
EQ[X ] + ρ
∗
2(Q)
)
.
Then X∗ is the optimal test function of (10) if and only if it is the optimal test function
of the problem:
maximize inf
Q∈Q
(
EQ[X ] + ρ
∗
2(Q)
)
, (12)
over Xα∗ . In this section, firstly, we focus on solving the problem (12).
Denote level sets of penalty functions ρ∗1 and ρ
∗
2 as
Gc := {GP : P ∈ P , ρ
∗
1(P ) ≤ c} and Hc := {HQ : Q ∈ Q, ρ
∗
2(Q) ≤ c},
where c is a constant. Since ρ∗1 and ρ
∗
2 are convex functions onM, then both Gc and Hc
are convex sets.
Assumption 3.1. There exist two constants u > max{0, k2 − k1 − ρ1(0)} and v >
max{0, k2−k1−ρ2(0)} such that Gu and Hv are both closed under the µ-a.e. convergence.
Since the penalty function of the sublinear expectation takes only the values 0 and +∞,
for sublinear case, Assumption 3.1 is equal to require G0 andH0 are both closed under the
µ-a.e. convergence, which is similar as the assumption given in Cvitanic´, J. and Karatzas, I.
(2001). In the last section, we will show if ρ1 and ρ2 are continuous from above, then
Assumption 3.1 holds naturally.
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3.1. To find Q∗
Lemma 3.1. For any sequence {Qn}n≥1 ⊂M, if HQn converges to some H0 ∈ L
1(µ),
µ-a.e., then
sup
X∈Xα∗
Eµ[XH0] ≤ lim inf
n→∞
sup
X∈Xα∗
EQn [X ]. (13)
Proof. Take Jk := inf
n≥k
HQn . Then
sup
X∈Xα∗
Eµ[XH0]
= sup
X∈Xα∗
Eµ[X(sup
k≥1
Jk)]
= sup
X∈Xα∗
sup
k≥1
Eµ[XJk]
=sup
k≥1
sup
X∈Xα∗
Eµ[XJk]
≤sup
k≥1
sup
X∈Xα∗
inf
n≥k
Eµ[XHQn ]
≤sup
k≥1
inf
n≥k
sup
X∈Xα∗
Eµ[XHQn ]
=lim inf
n→∞
sup
X∈Xα∗
EQn [X ].
Lemma 3.2. If ρ1 is a convex expectation continuous from below, then Xα∗ is compact
in the weak∗ topology σ(L∞(µ), L1(µ)).
Proof. Denote φ(Y ) := sup
X∈Xα∗
Eµ[X · Y ], where Y ∈ L1(µ). Then φ is a sublinear
function on L1(µ) and dominated by k2|| · ||L1(µ). Take
Xˆα∗ := {X ∈ L
∞(µ) : Eµ[X · Y ] ≤ φ(Y ) for any Y ∈ L
1(µ)}. (14)
By Theorem 4.2 of chapter I in Simons, S. (2008), Xˆα∗ is compact in the weak∗ topology
σ(L∞(µ), L1(µ)). Then we only need to show
Xα∗ = Xˆα∗ .
Since Xα∗ ⊂ Xˆα∗ obviously, in the next, we will show Xˆα∗ ⊂ Xα∗ .
Firstly, for any Xˆ ∈ Xˆα∗ , we show k1 ≤ Xˆ ≤ k2. If there exists Xˆ ∈ Xˆα∗ such that
µ({ω : Xˆ(ω) < k1}) 6= 0, then there will exist a constant ǫ > 0 such that µ(A) 6= 0, where
A := {ω : Xˆ(ω) ≤ k1 − ǫ}. For any X ∈ Xα∗ , since Xˆ ≤ k1 − ǫ on A, we have Xˆ ≤ X − ǫ
on A. Take hA := −
IA
µ(A)
. Then
Eµ[XˆhA] = −
1
µ(A)
Eµ[XˆIA] ≥ −
1
µ(A)
Eµ[(X − ǫ)IA] = Eµ[XhA] + ǫ.
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Due to X can be taken in Xα∗ arbitrarily, we have
Eµ[XˆhA] ≥ sup
X∈Xα∗
Eµ[XhA] + ǫ > sup
X∈Xα∗
Eµ[XhA] = φ(hA).
Since hA ∈ L1(µ), it contradicts with Xˆ ∈ Xˆα∗ . Thus, Xˆ ≥ k1, µ-a.e.. Similarly, we can
prove Xˆ ≤ k2, µ-a.e..
Next, we show for any Xˆ ∈ Xˆα∗ , ρ1(Xˆ) ≤ α∗. Since Xˆ ∈ Xˆα∗ , for any P ∈ P , we have
EP [Xˆ] = Eµ[XˆGP ] ≤ sup
X∈Xα∗
Eµ[XGP ] = sup
X∈Xα∗
EP [X ].
Then
EP [Xˆ ]− ρ
∗
1(P ) ≤ sup
X∈Xα∗
(
EP [X ]− ρ
∗
1(P )
)
.
We have
ρ1(Xˆ) =sup
P∈P
(
EP [Xˆ]− ρ∗1(P )
)
≤ sup
P∈P
sup
X∈Xα∗
(
EP [X ]− ρ∗1(P )
)
= sup
X∈Xα∗
sup
P∈P
(
EP [X ]− ρ∗1(P )
)
= sup
X∈Xα∗
ρ1(X) ≤ α∗.
Thus, Xˆ ∈ Xα∗ .
Lemma 3.3. If ρ1 and ρ2 are convex expectations continuous from below, then
sup
X∈Xα∗
inf
Q∈Q
(
EQ[X ] + ρ
∗
2(Q)
)
= inf
Q∈Q
sup
X∈Xα∗
(
EQ[X ] + ρ
∗
2(Q)
)
. (15)
Proof. Since for each X ∈ Xα∗ , EQ[X ] + ρ∗2(Q) is a convex function on Q and for each
Q ∈ Q, EQ[X ] + ρ
∗
2(Q) is a linear continuous function on L
∞(µ), with Xα∗ is compact
in the weak∗ topology σ(L∞(µ), L1(µ)), then by the minimax theorem (Refer Theorem
3.2 of chapter I in Simons, S. (2008)), the equation (15) holds.
Proposition 3.1. If ρ1 and ρ2 are convex expectations continuous from below and
Assumption 3.1 holds, then there exists Q∗ ∈ Q such that
sup
X∈Xα∗
EQ∗ [X ] + ρ
∗
2(Q
∗) = inf
Q∈Q
sup
X∈Xα∗
(
EQ[X ] + ρ
∗
2(Q)
)
. (16)
Proof. For υ defined in Assumption 3.1, take ǫ := υ−
(
k2 − k1 − ρ2(0)
)
and a sequence
{Qn}n≥1 ⊂ Q such that
sup
X∈Xα∗
EQn [X ] + ρ
∗
2(Qn) ≤ γ +
ǫ
2n
,
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where γ := inf
Q∈Q
sup
X∈Xα∗
(
EQ[X ] + ρ
∗
2(Q)
)
. By Lemma 3.3,
γ = inf
Q∈Q
sup
X∈Xα∗
(
EQ[X ] + ρ
∗
2(Q)
)
= sup
X∈Xα∗
inf
Q∈Q
(
EQ[X ] + ρ
∗
2(Q)
)
.
Since
ρ2(0) ≤ inf
X∈Xα∗
ρ2(k2 −X) = k2 − sup
X∈Xα∗
inf
Q∈Q
(
EQ[X ] + ρ
∗
2(Q)
)
= k2 − γ,
then γ − k2 + ρ2(0) ≤ 0. Since for any n,
k1 + ρ
∗
2(Qn) ≤ sup
X∈Xα∗
EQn [X ] + ρ
∗
2(Qn) ≤ γ +
ǫ
2n
≤ γ + ǫ,
then
ρ∗2(Qn) ≤ γ + ǫ− k1 = γ + υ − k2 + ρ2(0).
With γ − k2 + ρ2(0) ≤ 0, thus ρ∗2(Qn) ≤ υ. It implies {HQn}n≥1 ⊂ Hυ
By the Komlo´s Theorem, there exist a subsequence {Qni}i≥1 of {Qn}n≥1 and a ran-
dom variable H∗ ∈ L1(µ) such that
lim
k→∞
1
k
k∑
i=1
HQni = H
∗, µ− a.e..
Since Hv is a convex set and closed under the µ-a.e. convergence, then H∗ ∈ Hv. Take
Q∗ as the related probability measure of H∗. By Lemma 2.1 and Lemma 3.1, we have
sup
X∈Xα∗
EQ∗ [X ] + ρ
∗
2(Q
∗)
≤lim inf
k→∞
sup
X∈Xα∗
Eµ[X(
1
k
k∑
i=1
HQni )] + lim infk→∞
ρ∗2(
1
k
k∑
i=1
Qni)
≤lim inf
k→∞
sup
X∈Xα∗
1
k
k∑
i=1
(
EQni [X ] + ρ
∗
2(Qni)
)
≤lim inf
k→∞
1
k
k∑
i=1
sup
X∈Xα∗
(
EQni [X ] + ρ
∗
2(Qni)
)
≤ lim
k→∞
(γ +
ǫ
k
) = γ.
Since Q∗ ∈ Q, then
sup
X∈Xα∗
EQ∗ [X ] + ρ
∗
2(Q
∗) = inf
Q∈Q
sup
X∈Xα∗
(
EQ[X ] + ρ
∗
2(Q)
)
.
Theorem 3.1. If ρ1 and ρ2 are convex expectations continuous from below and As-
sumption 3.1 holds, then there exists Q∗ ∈ Q such that for any optimal test function X∗
of (10), we have
EQ∗ [X
∗] = sup
X∈Xα∗
EQ∗ [X ]. (17)
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Proof. By Proposition 3.1, there exists Q∗ ∈ Q such that
sup
X∈Xα∗
EQ∗ [X ] + ρ
∗
2(Q
∗) = inf
Q∈Q
sup
X∈Xα∗
(
EQ[X ] + ρ
∗
2(Q)
)
.
If X∗ is the optimal test function of (10), then
inf
Q∈Q
(
EQ[X
∗] + ρ∗2(Q)
)
= sup
X∈Xα∗
inf
Q∈Q
(
EQ[X ] + ρ
∗
2(Q)
)
.
By Lemma 3.3,
inf
Q∈Q
sup
X∈Xα∗
(
EQ[X ] + ρ
∗
2(Q)
)
= sup
X∈Xα∗
inf
Q∈Q
(
EQ[X ] + ρ
∗
2(Q)
)
.
Thus,
sup
X∈Xα∗
EQ∗ [X ] + ρ
∗
2(Q
∗) = inf
Q∈Q
(
EQ[X
∗] + ρ∗2(Q)
)
.
Since
inf
Q∈Q
(
EQ[X
∗] + ρ∗2(Q)
)
≤ EQ∗ [X
∗] + ρ∗2(Q
∗) ≤ sup
X∈Xα∗
EQ∗ [X ] + ρ
∗
2(Q
∗),
then
EQ∗ [X
∗] + ρ∗2(Q
∗) = sup
X∈Xα∗
EQ∗ [X ] + ρ
∗
2(Q
∗),
i.e.,
EQ∗ [X
∗] = sup
X∈Xα∗
EQ∗ [X ].
Example 3.1. Consider the probability space (Ω,F , µ), where Ω := {0, 1}, F :=
{∅, {0}, {1},Ω} and
µ(ω) :=
{
1
2 , if ω = 0,
1
2 , if ω = 1.
If k1 = 0, k2 = 1, α =
1
2 , ρ1(X) = Eµ[X ] and ρ2(X) = lnEQ0 [e
X ], where
Q0(ω) :=
{
3
4 , if ω = 0,
1
4 , if ω = 1
The problem still is:
minimize ρ2(1−X), (18)
over the set Xα.
Firstly, α∗ = α = 12 . Let Q = qI{0} + (1− q)I{1}, where 0 ≤ q ≤ 1. Then
ρ∗2(Q) = EQ0 [
dQ
dQ0
ln
dQ
dQ0
] = q ln q + (1− q) ln(1− q)− q ln 3 + 2 ln 2.
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Let X = x0I{0} + x1I{1}, where 0 ≤ x0, x1 ≤ 1. If X ∈ Xα, then
1
2x0 +
1
2x1 ≤
1
2 , i.e.,
x0 ≤ 1− x1. For any Q ∈ Q, we have
sup
X∈Xα
EQ[X ] + ρ
∗
2(Q)
= sup
0≤x0,x1≤1
x0≤1−x1
qx0 + (1− q)x1 + q ln q + (1 − q) ln(1− q)− q ln 3 + 2 ln 2
= sup
0≤x1≤1
q + (1− 2q)x1 + q ln q + (1 − q) ln(1− q)− q ln 3 + 2 ln 2.
If q ≥ 12 , we have x1 = 0 and
sup
X∈Xα
EQ[X ] + ρ
∗
2(Q) = q + q ln q + (1 − q) ln(1− q)− q ln 3 + 2 ln 2.
If q < 12 , we have x1 = 1 and
sup
X∈Xα
EQ[X ] + ρ
∗
2(Q) = 1− q + q ln q + (1− q) ln(1 − q)− q ln 3 + 2 ln 2.
When q = 3
e+3 , sup
X∈Xα∗
EQ[X ] + ρ
∗
2(Q) attains its minimum. Thus,
Q∗ =
3
e+ 3
I{0} +
e
e+ 3
I{1}
and the optimal test function is:
X∗ = I{0}.
3.2. To find P ∗
In the rest of this paper, we will always use Q∗ to denote the probability measure found
in Theorem 3.1, and for convenience, we will use γα∗ to denote sup
X∈Xα∗
EQ∗ [X ].
Lemma 3.4. If ρ1 and ρ2 are convex expectations continuous from below and Assump-
tion 3.1 holds, then for any optimal test function X∗ of (10), we have X∗ ∈ X γα∗ and
ρ1(X
∗) = inf
X∈X γα∗
ρ1(X), (19)
where X γα∗ := {X : EQ∗ [X ] ≥ γα∗ , k1 ≤ X ≤ k2, X ∈ L
∞(µ)}.
Proof. X∗ ∈ X γα∗ comes from Theorem 3.1. For any X ∈ Xα∗ , if ρ1(X) < α
∗, X will
not be the optimal test function of (10). Then by Theorem 3.1, we have EQ∗ [X ] < γα∗ .
Thus, for any X ∈ X γα∗ , we have ρ1(X) ≥ α∗. With ρ1(X∗) = α∗, the result holds.
Theorem 3.2. If ρ1 and ρ2 are convex expectations continuous from below and As-
sumption 3.1 holds, then there exists P ∗ ∈ P such that for any optimal test function X∗
of (10),
EP∗ [X
∗] = inf
X∈X γα∗
EP∗ [X ].
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Proof. If X∗ is the optimal test function of (10), by Lemma 3.4,
k2 − ρ1(X
∗) = k2 − inf
X∈X γα∗
ρ1(X).
i.e.,
inf
P∈P
(
EP [k2 −X
∗] + ρ∗1(P )
)
= sup
X∈X γα∗
inf
P∈P
(
EP [k2 −X ] + ρ
∗
1(P )
)
.
Take
Xk2−γα∗ := {X : EQ∗ [X ] ≤ k2 − γα∗ , 0 ≤ X ≤ k2 − k1, X ∈ L
∞(µ)}.
Then
sup
X∈X γα∗
inf
P∈P
(
EP [k2 −X ] + ρ
∗
1(P )
)
= sup
X∈Xk2−γα∗
inf
P∈P
(
EP [X ] + ρ
∗
1(P )
)
.
We have
inf
P∈P
(
EP [k2 −X
∗] + ρ∗1(P )
)
= sup
X∈Xk2−γα∗
inf
P∈P
(
EP [X ] + ρ
∗
1(P )
)
. (20)
In Lemma 3.2, if we take k1 as 0, k2 as k2 − k1, ρ1 as EQ∗ and α∗ as k2 − γα∗ , then we
will get Xk2−γα∗ is compact in the topology σ(L
∞(µ), L1(µ)). By the minimax theorem,
we have
sup
X∈Xk2−γα∗
inf
P∈P
(
EP [X ] + ρ
∗
1(P )
)
= inf
P∈P
sup
X∈Xk2−γα∗
(
EP [X ] + ρ
∗
1(P )
)
. (21)
We claim there exists a probability measure P ∗ ∈ P such that
sup
X∈Xk2−γα∗
(
EP∗ [X ] + ρ
∗
1(P
∗)
)
= inf
P∈P
sup
X∈Xk2−γα∗
(
EP [X ] + ρ
∗
1(P )
)
. (22)
Note that (22) is similar as (16). If we replace Xα∗ by Xk2−γα∗ , P by Q and ρ
∗
1 by ρ
∗
2
in (16), then (16) becomes (22). Repeat the proof of Proposition 3.1, then the equation
(22) holds.
By (20), (21) and (22), we have
sup
X∈Xk2−γα∗
EP∗ [X ] + ρ
∗
1(P
∗) = inf
P∈P
(
EP [k2 −X
∗] + ρ∗1(P )
)
.
Since
sup
X∈Xk2−γα∗
EP∗ [X ] + ρ
∗
1(P
∗) = sup
X∈X γα∗
EP∗ [k2 −X ] + ρ
∗
1(P
∗),
then
sup
X∈X γα∗
(
EP∗ [k2 −X ] + ρ
∗
1(P
∗)
)
= inf
P∈P
(
EP [k2 −X
∗] + ρ∗1(P )
)
.
With
inf
P∈P
(
EP [k2 −X∗] + ρ∗1(P )
)
≤EP∗ [k2 −X∗] + ρ∗1(P
∗)
≤ sup
X∈X γα∗
EP∗ [k2 −X ] + ρ∗1(P
∗),
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we have
EP∗ [k2 −X
∗] + ρ∗1(P
∗) = sup
X∈X γα∗
EP∗ [k2 −X ] + ρ
∗
1(P
∗).
Thus,
EP∗ [X
∗] = inf
X∈X γα∗
EP∗ [X ].
Example 3.2. Consider the probability space (Ω,F , µ), where Ω, F and µ are defined
as the same as in Example 3.1. Take ρ1(X) := lnEP0 [e
X ] and ρ2(X) := Eµ[X ], where
P0(ω) :=
{
1
4 , if ω = 0,
3
4 , if ω = 1.
If k1 = 0, k2 = 1 and α = ln(e+ 3)− 2 ln 2, the problem is:
minimize Eµ(1−X), (23)
over the set Xα = {X : 0 ≤ X ≤ 1, ρ1(X) ≤ ln(e + 3)− 2 ln 2}.
We can check that α = α∗ and
inf
X∈Xα
Eµ(1−X) =
1
2
,
i.e., γα =
1
2 . By Lemma 3.4, to solve (23) is equivalent to solve the problem:
minimize ρ1(X), (24)
over the set X γα := {X : Eµ[X ] ≥
1
2 , 0 ≤ X ≤ 1}. Let P = pI{0} + (1 − p)I{1}, where
0 ≤ p ≤ 1. Then
ρ∗1(P ) = EP0 [
dP
dP0
ln
dP
dP0
] = 2 ln 2 + p ln p+ (1− p) ln(1− p)− (1− p) ln 3.
Let X = x0I{0} + x1I{1}, where 0 ≤ x0, x1 ≤ 1. If X ∈ X
γα , then 12x0 +
1
2x1 ≥
1
2 , i.e.,
x0 ≥ 1− x1. For any P ∈ P, we have
inf
X∈X γα
EP [X ]− ρ
∗
1(P )
= inf
0≤x0,x1≤1
x0≥1−x1
px0 + (1− p)x1 − 2 ln 2− p ln p− (1− p) ln(1− p) + (1− p) ln 3
= inf
0≤x1≤1
p+ (1− 2p)x1 − 2 ln 2− p ln p− (1− p) ln(1− p) + (1− p) ln 3.
If p ≥ 12 , we have x1 = 1 and
inf
X∈X γα
EP [X ]− ρ
∗
1(P ) = 1− p− 2 ln 2− p ln p− (1 − p) ln(1− p) + (1 − p) ln 3.
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If p < 12 , we have x1 = 0 and
inf
X∈X γα
EP [X ]− ρ
∗
1(P ) = p− 2 ln 2− p ln p− (1− p) ln(1− p) + (1− p) ln 3.
When p = e
e+3 , infX∈X γα
EP [X ]− ρ∗1(P ) attains its supremum. Thus,
P ∗ =
e
e + 3
I{0} +
3
e+ 3
I{1}
and the optimal test function is:
X∗ = I{0}.
3.3. Main result
Theorem 3.3. If ρ1 and ρ2 are convex expectations continuous from below and As-
sumption 3.1 holds, then there exist P ∗ ∈ P and Q∗ ∈ Q such that for any optimal test
function X∗ of (10), it can be expressed as
X∗ = k2I{zHQ∗>GP∗} +BI{zHQ∗=GP∗} + k1I{zHQ∗<GP∗}, µ− a.e., (25)
where z is a constant and B is a random variable taking values in the interval [k1, k2].
Proof. By Theorem 3.2, X∗ is the optimal test function of the problem:
minimize EP∗ [X ],
over the set X γα∗ := {X : EQ∗ [X ] ≥ γα∗ , k1 ≤ X ≤ k2, X ∈ L∞(µ)}. Take
Y ∗ :=
k2 −X∗
k2 − k1
, Y :=
k2 −X
k2 − k1
and γ′α∗ :=
k2 − γα∗
k2 − k1
.
Then Y ∗ is the optimal test function of the problem:
maximize EP∗ [Y ], (26)
over the set Yγ′
α∗
:= {Y : EQ∗ [Y ] ≤ γ′α∗ , 0 ≤ Y ≤ 1, Y ∈ L
∞(µ)}.
By the classical Neyman-Pearson lemma (see Cvitanic´, J. and Karatzas, I. (2001) or
Theorem A.30 in Fo¨llmer, H. and Schied, A. (2002)), any optimal test function Y ∗ of
(26) has the form:
Y ∗ = I{zHQ∗<GP∗} +B
′ · I{zHQ∗=GP∗}, µ− a.e. (27)
for some constant z and random variable B′ taking values in the interval [0, 1]. Take
B = k2 − (k2 − k1)B
′.
Then
X∗ = k2I{zHQ∗>GP∗} +B · I{zHQ∗=GP∗} + k1I{zHQ∗<GP∗}, µ− a.e..
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Corollary 3.1. If the initial significance level α = α∗, then any optimal solution of (4)
has the form of (25). If α∗ < α, then there exists an optimal test function of (4) that
attains the significance level α∗ has the form of (25).
Proof. These are direct results of Theorem 2.3 and Theorem 3.3.
Example 3.3. Consider the probability space (Ω,F , µ), where Ω, F and µ are defined
as the same as in Example 3.1. Take ρ1(X) := lnEP0 [e
X ] and ρ2(X) := lnEQ0 [e
X ],
where Q0 is defined as in Example 3.1 and P0 is defined as in Example 3.2. If α :=
ln(e+ 3)− 2 ln 2, our problem is:
minimize ρ2(1−X), (28)
over the set Xα := {X : 0 ≤ X ≤ 1, ρ1(X) ≤ ln(e + 3)− 2 ln 2}.
Denote Z := {X : 0 ≤ X ≤ 1, Eµ[X ] ≤
1
2}. By Example 3.2, we have
inf
X∈Xα
Eµ[1−X ] =
1
2
, i.e., sup
X∈Xα
Eµ[X ] =
1
2
.
Then Xα ⊂ Z and
inf
X∈Z
ρ2(1 −X) ≤ inf
X∈Xα
ρ2(1−X). (29)
Take Xˆ := I{0}. By Example 3.1,
ρ2(1− Xˆ) = inf
X∈Z
ρ2(1−X).
Since Xˆ ∈ Xα, with (29), we have
ρ2(1 − Xˆ) = inf
X∈Xα
ρ2(1 −X),
which implies I{0} is the optimal test function of (28). Furthermore, if we take Q
∗ =
3
e+3I{0} +
e
e+3 I{1} and P
∗ = e
e+3I{0} +
3
e+3I{1} as in Examples 3.1 and 3.2, then
I{0} = I{zHQ∗>GP∗}
for z = 3
e
.
4. Complements
Definition 4.1. We call a convex expectation ρ is continuous from above iff for any
sequence {Xn}n≥1 ⊂ L∞(µ) decreases to some X ∈ L∞(µ), then ρ(Xn)→ ρ(X).
Proposition 4.1. If ρ1 and ρ2 are continuous from above, then Assumption 3.1 holds.
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Proof. We just show the result holds for ρ1. The proof for ρ2 is similar.
For any u > max{0, k2 − k1 − ρ1(0)}, we have u > max{0,−ρ1(0)}. By Theorem 3.6
in Kaina, M. and Rschendorf, L. (2009), Gu is uniformly integrable. For any sequence
{GPn}n≥1 ⊂ Gu that converges to GPˆ , µ-a.e., since {GPn}n≥1 is uniformly integrable,
then
Eµ[GPˆ ] = limn→∞
Eµ[GPn ] = 1,
which shows Pˆ ∈M. On the other hand, for any u > max{0, k2−k1−ρ1(0)}, by Lemma
2.1, we have
ρ∗(Pˆ ) ≤ lim inf
n→∞
ρ∗(Pn) ≤ u.
Then G
Pˆ
∈ Gu. Thus, Gu is closed under the µ-a.e. convergence.
We end our paper with an example. This example shows Assumption (3.1) is just a
sufficient condition for the existence of Q∗, i.e., even if the Assumption (3.1) does not
hold, the probability measure Q∗ may still exist.
Example 4.1. Consider the probability space (Ω,B, µ), where Ω is the interval [0, 1],
B is the collection of all Borel sets in [0, 1] and µ is the Lebesgue measure defined on [0,
1]. Take ρ1(X) := EP [X ] and ρ2(X) := lnEµ[e
X ], where
dP
dµ
=
{
e+1
e−1 , ω ∈ [0,
e−2
e−1 ],
3−e
e−1 , ω ∈ (
e−2
e−1 , 1].
If α = 3−e
e−1 , the problem is:
minimize ρ2(1−X), (30)
over the set Xα := {X : 0 ≤ X ≤ 1, EP [X ] ≤
3−e
e−1}.
In this example, Assumption 3.1 does not hold, but Q∗ still exists. Take X∗ as I( e−2
e−1 ,1]
and Q∗ as
dQ∗
dµ
=
{
e
e−1 , ω ∈ [0,
e−2
e−1 ],
1
e−1 , ω ∈ (
e−2
e−1 , 1].
We will show X∗ is the optimal test function of (30) and Q∗ satisfies
sup
X∈Xα
EQ∗ [X ] + ρ
∗
2(Q
∗) = inf
Q∈Q
sup
X∈Xα
(
EQ[X ] + ρ
∗
2(Q)
)
.
In fact, we just need to prove the following relationship:
ρ2(1 −X
∗) = inf
X∈Xα
ρ2(1 −X) = inf
X∈Xα
EQ∗ [1−X ]− α(Q
∗). (31)
Since
ρ∗2(Q
∗) = Eµ[
dQ∗
dµ
ln
dQ∗
dµ
] =
e2 − 2e
(e− 1)2
− ln(e− 1),
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then
EQ∗ [1−X
∗]− ρ∗2(Q
∗) =
e2 − 2e
(e− 1)2
−
e2 − 2e
(e− 1)2
+ ln(e− 1) = ln(e− 1).
Since
ρ2(1−X
∗) = lnEµ[e
I
[0,
e−2
e−1
] ] = ln(
e2 − 2e
e− 1
+
1
e− 1
) = ln(e− 1),
we have
EQ∗ [1−X
∗]− ρ∗2(Q
∗) = ρ2(1−X
∗).
By the classical Neyman-Pearson lemma for discriminating between probability measures
of P and Q∗, we have
EQ∗ [1−X
∗] = inf
X∈Xα
EQ∗ [1−X ],
i.e.,
EQ∗ [1−X
∗]− ρ∗2(Q
∗) = inf
X∈Xα
EQ∗ [1−X ]− ρ
∗
2(Q
∗).
Since
inf
X∈Xα
ρ2(1−X) ≥ inf
X∈Xα
EQ∗ [1−X ]− ρ
∗
2(Q
∗) = EQ∗ [1−X
∗]− ρ∗2(Q
∗)
and
EQ∗ [1−X
∗]− ρ∗2(Q
∗) = ρ2(1−X
∗) ≥ inf
X∈Xα
ρ2(1−X),
we have
ρ2(1 −X
∗) = inf
X∈Xα
ρ2(1−X) = inf
X∈Xα
EQ∗ [1−X ]− ρ
∗
2(Q
∗).
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