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Chapter 1
Introduction
1.1 Magnetism
A major theme in condensed matter physics is to understand emergent quantum
phenomena of a macroscopic number of particles due to the interplay between kinetic
energy (KE) and potential energy (U) in correlated electronic systems, where the
ground state and its collective excitations are fundamentally different from that of
the free Fermi gas. Despite the diverse exotic phases realized in correlated electronic
systems, the microscopic Hamiltonian can be written in a simple and quite generic
form, known as the Hubbard model, in terms of H = HK +HU , that
HK =
∑
i,j;σ
(tij − µδij)c†iσcjσ + h.c.,
HU =
U
2
∑
i
nˆi(nˆi − 1) = U
∑
i
nˆi↑nˆi↓, (1.1)
where cjσ is the annihilation operator for an electron with spin σ at site j, nˆi is the
electron density operator, U is the Hubbard repulsion, µ is the chemical potential that
is determined self-consistently by the filling fraction of the electrons. Importantly,
the kinetic energy HK tends to delocalize the electron while the potential energy HU
tends to localize the electron.
Besides the charge degree of freedom apparent in the Hubbard model, another
ingredient that drives a plethora of emergent quantum phases is magnetism when the
spin degree of freedom and quantum mechanics (Pauli exclusion) meet [1]. While HK
1
describes independent motion of electrons with spin σ, HU , rewritten as
HU =
U
2
∑
i
nˆi − 2U
3
∑
i
Sˆ2i , where Sˆi =
1
2
c†i~σci, (1.2)
tends to develop local spin moment in addition to localize the charge degree of free-
dom.
The emergent phases related with magnetism in correlated electronic systems can
be seen in two ways.
In the strong coupling limit, i.e., t  U , charge degree of freedom is frozen at
half integer filling. The low energy effective Hamiltonian can be expressed in terms
of spin operators, e.g. through superexchange process, as [1, 2]
Heff =
∑
ij
Jij Sˆi · Sˆj + ... , (1.3)
where ... stands for perturbations to the Heisenberg terms, which are generally small if
the spin-orbit-coupling is weak. Eq. (1.3) have been extensively studied over decades
for various configurations of {Jij}, which are determined by the lattice structure
and range of the couplings. Various magnetic phases arise as the ground state of the
Heisenberg model, such as magnetic dipole ordered state, valence bond solid, quantum
spin liquid, and etc. [3–6] “Frustration” plays an essential role in realizing different
types of exotic magnetic phases, where the classical ground state configurations are
extensively degenerate [3].
In the weak coupling limit when t & U , analyzing the electron band theory from
HK is a good starting point. Due to some Fermi surface instability, the ground state
can be different from an ordinary Fermi liquid. The specific form of the instability
that develops at the highest transition temperature depends to a large extent on the
band structure and the interactions between fermions not far from the Fermi surface
(compared to the band width). Strong effective attraction in some particular channel
leads to instabilities, such as superconductivity, charge/spin density wave order, or
even some “hidden” order that couples to the electromagnetic field at higher orders [7–
24]. Importantly, even if the ground state is not magnetic, magnetic fluctuations can
play an essential role to drive the system into exotic phases.
It is also important to note that magnetic fluctuation plays an important role in
the strong coupling limit in the transition between a Mott insulator with magnetic
order and a normal metal by varying certain external parameter, such as temperature
or doping level away from half-filling. For example, there have been a lot of discus-
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sions on the driving physics for the normal state pseudogap behavior in cuprates near
optimal doping. There are two types of theories. One class of theories approach
from the Heisenberg antiferromagnetism and study the evolution of the system with
electron/hole doping, where the effective coupling gets smaller due to electron screen-
ing [26–28]. Another class of theories examine the coupling effects of Fermi liquid
(stable on the overdoped side) with its collective bosonic fluctuations, which gets
stronger with decreasing doping from the overdoped side [29, 30]. Developing a self-
consistent theory that properly incorporate the key ingredient is challenging for both
directions of thinking.
In the remaining part of the introduction, I will expand the discussions of the last
three paragraphs, which lay the foundation of my Ph.D. researches. Due to the lack of
space and my research experience, some important aspects of magnetism in correlated
electronic systems will not be discussed in the introduction, such as Kondo physics
in heavy fermion compounds, quantum phase transition between different magnetic
phases and metal-insulator transition driven by magnetic fluctuations. We also note
that while Eq. (1.1) has been proven to be a good approximation for transition metal
compounds from 3d series, the orbital degrees of freedom and spin-orbit coupling
have been shown to drive interesting new physics in 4d and 5d compounds [31]. The
discussion will be limited to Kitaev materials in Chapter 3.
1.2 Frustrated Magnetism
Frustrated magnets refer to magnet systems whose classical ground state configu-
rations (labeled as Gcl) are extensively degenerate, though accidental rather than a
consequence of symmetries. There are generally two origins for the frustration. First,
the geometrical structure of the lattice, such as the kagome lattice formed by corner
sharing triangles and the pyrochlore lattice built from corner sharing tetrahedra, leads
to macroscopic degeneracy even for the simplest nearest neighbor Heisenberg anti-
ferromagnetic coupling. Second, competing interactions that favor orders in different
patterns, such as the Heisenberg J1-J2 triangular antiferromagnet with J1 (J2) refers
to the nearest (next-nearest) neighbor coupling, can also lead to classical ground state
(GS) degeneracy.
Due to the GS degeneracy, thermal and quantum fluctuations play important roles
in determining both the statistical mechanics and dynamical properties of the system,
and they give rise to very different physics from that in the unfrustrated magnets.
The most appealing feature for comparison could be the dependence on temper-
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Figure 1.1: (a) Typical inverse magnetic susceptibility v.s. temperature plot in frus-
trated magnets. (b) Schematic view of the phase space for low energy fluctuations.
The green curve indicates the accidental ground state degeneracy Gcl, arrows along x
and y indicate two types of low energy modes. See discussions below Chapter 1.2.1.
Figure adapted from [3].
ature T of the magnetic susceptability χ, which at high temperature have the linear
form
χ−1 ∝ T −ΘCW (1.4)
where the Curie-Weiss temperature ΘCW characterizes the sign and strength of in-
teractions. In an antiferromagnet ΘCW ∼ −JS2, where J is some characteristic
coupling energy, S is the spin value of the model. Without frustration, e.g. in a
nearest neighbor Heisenberg antiferromagnet on a square lattice, the magnetic or-
der appears [signaled by a cusp in χ−1, see Fig. 1.1 (a)] below the Neel temperature
TN ∼ ΘCW , which is the classical energy gap above the ground state. In a frustrated
antiferromagnet, ordering or spin freezing can appear at a lower temperature Tc, i.e.,
the ratio f ≡ |ΘCW |/Tc can very large.
While f can be large in frustrated magnets, the question is how ordering can de-
velop despite the extensive classical ground state degeneracy at low T . This requires
studying the effects of quantum or thermal fluctuations, which either lift the degen-
eracy and select some particular ordering pattern through the “order from disorder”
mechanism [32–35], or destroy any local order parameter but introduce coherence
between the classical ground state configurations [4, 36].
In practice, perturbations to the Hamiltonian may lift the accidental ground state
degeneracy classically, so order inevitably develop at a low temperature determined
by the strength of perturbations. On the other hand, an unambiguous manifestation
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of the quantum fluctuations also requires a low temperature study. In this respect,
searching for the fingerprints of “order from disorder” or quantum spin liquid in a
phase with some ordered ground state due to perturbations to the ideal model Hamil-
tonian at proper temperatures and energy scales is valuable to guide the research [37].
1.2.1 Order from disorder
The “order from disorder” mechanism is based on the distinction between energetic
and entropic contributions to the free energy [see Fig. 1.1 (b)]. At low temperature,
there are two types of low energy modes, one comes from the accidental ground
state degeneracy Gcl [labeled as x-direction in Fig. 1.1 (b)] and another comes from
the fluctuations orthogonal to Gcl around a given point in it [labeled as y-direction
in Fig. 1.1 (b)]. Importantly, as Gcl is accidental rather than protected by certain
symmetry, the fluctuations of the latter type can be very different around each point
in Gcl, and softer fluctuations reduce the entropic Free energy [see the red puddle in
Fig. 1.1 (b)]. As a result, ordering can develop when the entropic free energy wins
over the energetic one.
In the following, we focus on quantum fluctuations. Its effect can be formulated
precisely in the large S limit, where the zero point fluctuations around a given point
x ∈ Gcl gives
Heff (x) = 1
2
∑
l
~ωl(x). (1.5)
As ωl ∼ JS, the temperature that the ordering potentially develop is at Tc ∼ JS,
much smaller than ΘCW ∼ JS2 in unfrustrated magnets.
Practically, minimizing Eq. (1.5) is an optimization problem, which in general
requires large computation costs. Physical insights and some guiding principles in
finding the ordering pattern that minimize the free energy would be valuable. As
an example, the isotropic Heisenberg antiferromagnet on a triangular lattice in a
magnetic field has classical ground state degeneracy for any field h 6= 0. In Chap-
ter 2, I show that quantum fluctuations lead to a cascade of field induced magnetic
phase transitions and a half-magnetization plateau in a broad range of interaction
regime. The origin of such complex behavior is a competition between long- and
short-wavelength quantum fluctuations of magnons, that favor different symmetry
breaking ordering patterns [38].
It is important to note that while the “order from disorder” mechanism is accu-
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rately defined only in the large S limit, where the harmonic and anharmonic fluc-
tuations are well separated in powers of S, practically, it works well in identifying
the ordering pattern even for frustrated magnets with S = 1/2 if the order actually
develops [39].
1.2.2 Quantum spin liquids
On the other hand, developing conventional order is not the only fate of a frustrated
magnet. For example, as the anharmonic fluctuations are not perturbatively small
when S = 1/2, they may introduce quantum coherence between states in Gcl strongly
enough that no local order develops even at T → 0. The mathematical languages
to describe such quantum coherence have been developed over the past two decades,
and is still thriving with a plethora of new ideas formulated along the way, such
as topological order, quantum entanglement in solid state systems [6, 40]. A funda-
mental difference between a quantum spin liquid and an ordinary paramagnet is the
nature of the excitations, that the latter is local, such as magnon, while the former
is fractionalized and non-local, meaning any local operation to the ground state, say
Sˆ|GS〉, must create a pair of fractional excitations that may propagate with their
own momenta.
To understand how the conventional ordered state becomes unstable as the spin
value changes from large S to S = 1/2, in Chapter 2, we show the phase diagram of
a triangular lattice J1-J2 Heisenberg antiferromanget for arbitrary spin in a magnetic
field right below the saturation value. By obtaining the magnon spectrum renormal-
ized by strong interactions in the presence of a small magnon condensate, we show
that for S = 1/2 and S = 1, the transverse magnetic order is melted by quantum fluc-
tuations in a range of interactions. This opened new avenues to search for spin liquid
states or some exotic ordered states in further numerical and analytical studies [41].
On the experimental side, it is still an open question in identifying the smoking gun
evidence of a quantum spin liquid state. The challenges are two folds. First, materi-
als that can realize the quantum spin liquid state described by the theoretical model,
which is either too simple or too artificial, are scarce. However, there is been rapid
progress along this line in recent years, with the systematic route to realize the Kitaev
honeycomb model and its variants to be a prominent example [42,43]. Second, exper-
imental technique that can probe the fractionalized excitation directly has not been
developed. Instead, a combination of various probes in terms of spectroscopy (e.g.
neutron scattering, X-ray scattering, nuclear magnetic resonance), thermodynamics
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(e.g. specific heat, magnetic susceptibility) and transport (e.g. thermal conductivity),
serve to reveal the nature of a candidate quantum spin liquid material from multiple
facets.
Making further progress in search for quantum spin liquids require combined the-
oretical and experimental efforts. Proposals for experiment probe are highly desir-
able [44–48]. Also, as other factors, such as disorder, lattice vibration, may affect the
experimental observation significantly, critical examination of the data is demand-
ing [49,50].
Notably, the observation of quantized thermal Hall conductivity can serve as a
smoking gun evidence of a chiral spin liquid state. Recently, observation of quantiza-
tion of the thermal Hall conductivity at small Hall angle in “Kitaev material” α-RuCl3
has been reported [51]. However, the small Hall angle, i.e., κxx  κxy, suggests that
the spin-lattice coupling, which is the only portal to generate simultaneous non-zero
κxx and κxy must be considered to explain the observation critically. In Chapter 3,
we show the consequence of mixing of energy propagation between chiral edge modes
and bulk phonons in the observation of thermal Hall conductivity [49].
1.3 Magnetism in a weak-coupling theory
Weakly interacting Fermi liquid may develop instability in certain particle-particle or
particle-hole channel when the interactions are attractive in the proper channel and
strong enough.
To the zero-th order approximation, the two most plausible instability channels
are superconductivity and magnetism. An arbitrary weak attraction in the particle-
particle channel leads to superconducting instability with Tc ∼ e−Ef/λ. In a Fermi liq-
uid with Galilean invariance in two dimension (2D), according to the Kohn-Luttinger
mechanism, attractive particle-particle interaction channel must be present for at
least large enough angular momentum pairing [15, 52]. However, it does not neces-
sarily work in a lattice model when continuous rotation symmetry is broken. On
the other hand, spin density wave (SDW) is generally the only attractive channel
from bare Coulomb repulsion following a similar calculation as in Eq. (1.2). But
different from superconductivity, magnetic fluctuations from fermions near the Fermi
surface are generally non-singular, demanding a strong enough interaction to de-
velop the SDW instability. On the other hand, if the Fermi surface geometry is such
that particle-hole fluctuations with certain momentum Q are enhanced, namely the
Fermi surface is (nearly) nested, the system tend to develop magnetic instability with
7
wave vector Q at weak coupling. Moreover, as the particle-hole fluctuation is log-
arithmically singular when the Fermi surface is perfectly nested, an arbitrary weak
attraction in the spin channel stabilizes SDW state. Examples of Fermi surface (near)
nesting include the nearest neighbor tight binding model on a square lattice [25] or
a honeycomb lattice at proper electron fillings [53, 54], and compensated metals in
e.g. parent compound of iron-based superconductors [55] and some transition metal
dichalcogenides (TMDs) [56].
Importantly, there can be multiple the nesting vectors Q related by the lattice
symmetry, and linear combinations of the order parameter fields give rise to dis-
tinct SDW ordering patterns. In addition to breaking time-reversal symmetry, some
space group symmetries may be broken in a particular SDW phase, and the mag-
netic/electronic properties and quantum/thermal phase transitions show interesting
behaviors. For example, in the hole doped iron pnictides, there are two ordering
vectors at Q1 = (0, pi) and Q2 = (pi, 0) in the Fe-only Brillouin zone. Two types of
SDW order has been found in different compounds. One is the stripe order at single
ordering wave vector, which breaks the Z2 symmetry that relate the x and y direc-
tions. Another is the biaxial (double-Q) SDW order that may break Z4 translation
symmetry. Interestingly, for both phases, the phase transition is shown to take two
steps at T > 0: The system first recovers time-reversal symmetry, and second recovers
lattice symmetry (Z2 or Z4) as temperature increases [57,58]. The multi-wave-vector
SDW ordering may also introduce effective spin-orbit-coupling, which leads to inter-
esting electronic behavior. For example, there are three ordering vectors in 1/4 or
3/4 doped graphene near the van-Hove momenta. A tetrahedra SDW order has been
shown to minimize the Free energy and fully gap out the Fermi surface. The new
spectrum is shown to have non-zero Chern number and exhibit anomalous quantum
Hall effect [53]. In Chapter 4, I show another example in a compensated metal on a
triangular lattice, whose Fermi surface has two electron pockets around the Brillouin
zone corners ±K, and a hole pocket around the Brillouin zone center. A 120◦ SDW
order is shown to minimize the Free energy, and it introduces effective Ising type
spin-orbit coupling such that the remaining electron pockets at ±K has opposite spin
component [59].
The SDW order responds to a Zeeman magnetic field quite differently from that
in the localized spin picture even when the ordering patterns are the same. Chapter 4
shows the analysis for the 120◦ ordered state, which found an imaginary spin bond
order that doesn’t break time-reversal symmetry induced by the field in the presence
of SDW order. The underlining mechanism should also work for other compensated
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metals that develop SDW order. Such imaginary spin/charge bond orders have been
proposed in recent years from different mechanism, such as induced by spin-orbit-
coupling in the SDW state [60], stabilized due to electronic correlations particularly on
a hexagonal lattice [56,59], or as a finite temperature vestigial phase [61]. Identifying
its real space pattern and observing unambiguously in experiments are still open
questions.
To close this section, we note that phase diagram can be more complicated and
interesting in the following two scenarios. First, the above simple reasoning ignored
other complicities such as spin-orbit coupling and momentum dependence of fermion
interactions beyond onsite Coulomb repulsion. Taken these into consideration, other
phases can be stabilized as the leading instability [62]. Second, the interactions be-
tween low energy fermions can be strongly renormalized in the nesting scenario, where
particle-hole and particle-particle fluctuations should be treated on equal footings.
Remarkably, couplings in different channels may flip sign due to renormalization from
the high energy fermions, new instabilities besides superconductivity and SDW are
possible as the fixed point of the theory. In Chapter 4, the above mentioned model in
a compensated metal on a triangular lattice is analyzed, and a intriguing imaginary
charge bond ordered state is found as a fixed point of the theory [59].
1.4 Pseudogap physics in correlated electron sys-
tems
The pseudogap behavior, observed in several classes of materials, most notably the
copper-based high temperature superconductors (cuprates), remains one of the mostly
debated phenomenon in correlated electron systems. The term “pseudogap” was
suggested by Nevill Mott in 1968 [63] to name a minimum in the electronic density
of states of liquid mercury at the Fermi level.
We first summarize the experimental anomalies associated with pseudogap behav-
ior in cuprates [64].
Cuprates are a family of layered compounds with a common structural element
of copper-oxygen planes (CuO2), which are believed to be responsible for the exotic
physical properties. In the undoped materials, the chemical valence of copper and
oxygen is Cu2+ and O2−, respectively. While the outer shell of O2− is fully filled, the
magnetic ion Cu2+ is in 3d9 configuration. Due to crystal field splitting, the dx2−y2
orbital is half-filled. The stoichiometric material can be electron or hole doped, and
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Figure 1.2: Schematic phase diagram of cuprates.
the single band Hubbard model on a square lattice with nearest- (t) and next-nearest-
(t’) neighbor hopping [see Eq. (1.1)] is generally considered to be sufficient to capture
the essential electronic properties of cuprates.
All cuprates possess a similar phase diagram, schematically shown in Fig. 1.2.
On the hole doped side, the long range commensurate antiferromagnetic order (AF)
[with wave vector Q = (pi, pi)] is stable up to 3% ∼ 5% of doping. The phase diagram
exhibit a few distinct phases. Upon about 27% of doping, the system is a conventional
Fermi liquid. In between, in addition to the high transition temperature and dx2−y2
symmetry of their superconducting state (SC), the cuprates possess a remarkable
range of normal state anomalies. There are two puzzles here. The first one is in the
underdoped up to optimal doped region, shown as “pseudogap regime” in the Figure.
The second one is in the fan region above optimal doping, shown as “strange metal”
regime. In contrast to T 2 scaling of resistivity in a Fermi liquid, the strange metal
exhibits linear in temperature scaling of resistivity.
In the undoped sample, the AF long range order is stable up to TN ∼ 300K due
to the weak interlayer coupling J⊥, and the Heisenberg exchange coupling within the
CuO2 plane is J ∼ 0.1eV ∼ 1000K. Due to the Mermin-Wigner theorem, the long
range AF order disappears for any T > 0 in a pure two-dimensional system. So
when TN < T < 1000K, the system displays of two dimensional antiferromagnetic
physics. The pseudogap refers to a few anomalies seen in charge response (i.e., dc and
optical transport, Raman), spin response (i.e., nuclear magnetic resonance, inelastic
neutron scattering), scanning-tunneling microscopy and angle-resolved photoemis-
sion (ARPES) experiments. A hump at high energy is observed in spectral weight
and charge response measurements, even when the long range AF order vanishes.
An increase of magnetic correlation length as temperature decreases is observed in
spin response measurements. In particular, ARPES measurement of the momentum
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resolved spectral function shows Fermi liquid like feature along the Brillouin zone
diagonal and a transfer of spectral weight from zero energies to high energies near the
antinodal points, e.g. (pi, 0).
There are two key theoretical scenarios of the pseudogap, each supported by a
set of experiments. One is that the pseudogap is a finite temperature realization
of a distinct state of matter with some order, which is either bilinear in fermions
(e.g., loop current order [65, 66]), or a four-fermion composite order (e.g., a spin ne-
matic [57,67,68]), or a topological order that cannot be easily expressed via fermionic
operators [69]. Within this scenario, the experimentally detected onset temperature
of a pseudogap, Tp, is a phase transition temperature. The other scenario is that
the pseudogap is a precursor to an ordered state – SDW magnetism [29, 70–73], su-
perconductivity [74–77], or both, with the relative strength of the two precursors set
by doping/temperature (a precursor to SDW is the dominant one at smaller dop-
ing/higher temperature, and a precursor to superconductivity is the dominant one at
larger doping/lower temperature). Within this scenario, the system retains a dynam-
ical memory about the underlying order in some temperature range where the order
is already destroyed, and this memory gradually fades and disappears at around Tp.
At around this temperature the behavior of the spectral function crosses-over to that
in a (strange) metal. A similar but not equivalent scenario, is for pseudogap as a
precursor to Mott physics [78].
While the AF order has vanished in the pseudogap regime, there are a few support-
ing evidence that magnetic fluctuations may be the driving force. On the experimental
side, the collective short range magnetic fluctuations persist in a wide range of dop-
ing as seen from spin response measurements [79,80]. There have also been extensive
numerical efforts in understanding the underlining mechanism of pseudogap in the
2D Hubbard model on a square lattice (see e.g. [78,81,82]). The fluctuation diagnos-
tics method have identified the static antiferromangetic fluctuation as the dominant
contribution that gives rise to pseudogap behavior at T > 0 [81]. Another favorable
feature of the magnetic scenario is that near half-filling, the spin fluctuation exchange
is known to give rise to an attraction in a dx2−y2 channel [83], consistent with the
dx2−y2 SC paring symmetry observed in cuprates [84, 85].
It is convenient to separate the contributions from thermal and quantum fluctu-
ations in the analysis. At T = 0, it remains an open question to get a precursor
behavior due to magnetic fluctuations. The key theoretical challenge lies in the fact
that approaching from the overdoped Fermi liquid side, the quantum corrections to
the self-energy due to magnetic fluctuations are generally non-singular, disfavoring
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a depletion of spectral weight at low energy. On the other hand, at T > 0 when
quasi-static thermal fluctuations dominant, previous studies of quasi-2D systems on
a square lattice have found that the pseudogap does develop in some T range above
the critical TN towards the AF order [70, 71, 73]. In Chapter 5, we address whether
pseudogap is a generic property of a system near a magnetic ordered state, or there are
situations (e.g. for different lattice geometries) when magnetic thermal fluctuations
are logarithmically singular, but do not give rise to pseudogap behavior [86].
1.5 Organization of the thesis
The body of the thesis consists of three parts. We first discuss the frustrated magnets
with localized spins, with Chapter 2 and 3 devoted to the magnetic phase diagram
and theoretical interpretation of thermal transport experiment, respectively. Next,
Chapter 4 covers the unconventional magnetism in the weak coupling limit. Finally,
we show several aspects of the magnetic precursor scenario in understanding the
pseudogap physics in Chapter 5. An outline of each chapter is given in the following.
Chapter 2: Phase diagram of a triangular Heisenberg antiferromagnet in
a magnetic field
Motivated by the discovery of a quantum spin liquid state from numerical simu-
lations of a 2D isotropic Heisenberg antiferromagnet on a triangular lattice with
nearest-neighbor and next-nearest-neighbor interactions, in collaboration with An-
drey Chubukov, we study the phase diagram of the model in a magnetic field. In
particular, we show that the magnetic dipole order transverse to the field is melted
by semiclassical spin wave fluctuations when the magnetic field is right below the
saturation value (above which all spins are polarized along the field). We also find a
cascade of field induced magnetic transitions and a half-magnetization plateau over
a large range of magnetic interaction regimes.
Chapter 3: Quantization of thermal Hall conductivity at small Hall angles
The large longitudinal thermal conductivity and nearly quantized thermal Hall con-
ductivity observed in the putative chiral spin liquid phase begs for a careful analysis
of the mixing of energy propagation between bulk phonons and edge chiral Majorana
fermions. In collaboration with Ga´bor B. Hala´sz, Lucile Savary and Leon Balents, we
find that not only does the quantization persist in the presence of the phonons, but
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it relies upon them. We also discuss situations where the quantization breaks down
and predict notable experiments to test them.
Chapter 4: Unconventional magnetism and other ordered states from itin-
erant fermions on a triangular lattice
In collaboration with Andrey Chubukov, we explore several interesting and unique
aspects of magnetism in a multi-band electronic system, which shows different be-
havior compared to a single band Hubbard model. We study the magnetic order
patterns determined by fermion interactions, and the interplay between magnetism,
other density wave orders and superconductivity. We also show that a time rever-
sal symmetric imaginary-spin-bond order can be stabilized when a Zeeman field is
applied on a spin-density-wave state, and vice versa.
Chapter 5: Pseudogap due to spin-density-wave fluctuations
The underlying mechanism of pseudogap in correlated electron systems has been de-
bated for decades. In collaboration with Andrey Chubukov, we calculate the fermionic
spectral function in the spiral spin-density-wave (SDW) state of the Hubbard model
on a quasi-2D triangular lattice at small but finite temperature. We find that the spi-
ral nature of the SDW order introduces a control parameter, by which one can vary
the strength of the pseudogap behavior. We show that, except for a certain value
of the control parameter, the system does develop the pseudogap due to singular
magnetic fluctuations.
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Chapter 2
Phase diagram of a triangular
Heisenberg antiferromagnet
We present the zero temperature phase diagram of a Heisenberg antiferromagnet on
a frustrated triangular lattice with nearest neighbor (J1) and next nearest neighbor
(J2) interactions, in a magnetic field. We show that the classical model has an acci-
dental degeneracy for all J2/J1 and all fields, but the degeneracy is lifted by quantum
fluctuations.
We first show that at large S, for J2/J1 < 1/8, quantum fluctuations select the
same sequence of three sublattice co-planar states in a field as for J2 = 0, and for
1/8 < J2/J1 < 1, the phase diagram is rich due to competition between competing
four-sublattice quantum states which break either Z3 orientational symmetry or Z4
sublattice symmetry. At small and high fields, the ground state is a Z3-breaking
canted stripe state, but at intermediate fields the ordered states break Z4 sublattice
symmetry. The most noticeable of such states is “three up, one down” state in which
spins in three sublattices are directed along the field and in one sublattice opposite to
the field. Such a state breaks no continuous symmetry and has gapped excitations.
Consequently, the magnetization has a plateau at exactly one half of the saturation
value. We identify gapless states, which border the “three up, one down” state and
discuss the transitions between these states and the canted stripe state.
We then study the model with arbitrary S, including S = 1/2, near the saturation
field by exploring the fact that near saturation the density of bosons is small for all
S. We show that for S > 1, the transition remains first order, with a finite hysteresis
width, but for S = 1/2 and, possibly, S = 1, there appears a new intermediate phase,
likely without a spontaneous long-range order.
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2.1 Introduction
The Heisenberg antiferromagnet on a triangular lattice is considered as one of the
paradigmatic model in the study of frustrated magnetism. Frustration is believed to
weaken the system’s tendency to form conventional long range orders. Quite a few
models of FM systems on a triangular lattice have been proposed as candidates to
possess exotic quantum phases, both magnetically ordered and disordered, such as
spin nematic phase [87, 88], magnetization plateau state [89–95], valence bond solid
phase [96], spin density wave phase [93,97], and quantum spin liquid phase [36,98,99].
In this work, we study Heisenberg antiferromagnet on a triangular lattice with
nearest neighbor (J1) and next nearest neighbor (J2) interactions in the regime
J2 < J1. This system is highly frustrated in two aspects. First, triangular lattice
is geometrically frustrated and does not support a collinear antiferromagnetic order.
This generally increases the strength of quantum fluctuations. Indeed, although the
ground state of the nearest neighbor Heisenberg model on a triangular lattice is mag-
netically ordered, the order structure (120◦ Neel order) is non-collinear [100–103], and
the magnetization is substantially suppressed from its classical value due to quantum
fluctuations (by about 50% for S = 1/2 [102–105]). Second, as the next nearest
neighbor coupling J2 increases to around J1/8, the spin order in zero field changes
from the 120◦ Neel order to stripe order. At large spin S, the transition between 120◦
state and stripe state is first order [34, 106], but for S = 1/2 recent numerical stud-
ies [107–111] based on coupled cluster method, density matrix renormalization group
(DMRG), and variational Monte Carlo, found that, at least for S = 1/2, there exists
an intermediate quantum-disordered state in between the two ordered states, though
the nature of the non-magnetic phase is not yet fully determined. The width of the
quantum-disordered phase was identified numerically as 0.06 . J2/J1 . 0.17 [109].
Our studies focus on the model in an external magnetic field. The model is
described by
H = J1
∑
〈i,j〉
Si · Sj + J2
∑
〈〈i,j〉〉
Si · Sj − Sh ·
∑
i
Si (2.1)
where 〈i, j〉 and 〈〈i, j〉〉 run over all the nearest and next nearest neighbor bonds [See
Fig. 2.1 (a)].
The goal of these studies is two-fold. First, we want to understand what kind of
spin order emerges in the large S model in a finite field, and, in particular, how the
stripe order, detected at J2 > J1/8 in zero field, evolves as field increases. As we will
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Figure 2.1: (a) The nearest-neighbor (δi) and next-nearest-neighbor (li) bonds on a
triangular lattice. (b) Brillouin zone of the triangular lattice. Black solid line: single
sublattice. Blue (Red) dashed line: four (three) sublattice.
see, there is an infinite set of classically degenerate ordered states in a finite field,
and the selection of the actual order is done by quantum fluctuations via order from
disorder mechanism [34, 112]. Second, near a saturation field we take advantage of
the fact that spins are almost polarized in a direction selected by the field and the
density of Holstein-Primakoff bosons is small at arbitrary S [113, 114], and search
for a possible spin state without a spontaneous long-range order for S = 1/2, and
possibly, larger spins.
2.2 Quantum phase transition near the saturation
field
In this section, we analyze the nature of the quantum phase transition near J2/J1 =
1/8 right below the critical saturation field above which the system is a ferromagnet,
where the controlled perturbative calculation can be achieved. The phase transition
from ferromagnet to a nearly ferromagnetic spin ordered phase can be described by
magnon condensation at a certain momenta, and the order structure depends on
the structure of the magnon condensates. We found that for all S, the ferromagnet
becomes unstable towards the V phase when J2 < 1/8, and towards stripe phase at
J2 > 1/8. To determine the nature of the phase transition between the V and the
stripe phases, we studied the spin wave spectrum of the two states and obtained the
phase boundaries at arbitrary S. We found that the phase transition is first order
when S  1, but for S = 1/2 and, possibly, S = 1, the spin-wave stability regions
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of the V phase and the stripe phase do not overlap. In this situation, right below
hsat there exists a state in which a spontaneous long range magnetic order likely does
not develop. We note that there is apparently no such state near a saturation field
in J1 − J2 model on a square lattice [115,116].
2.2.1 High field phase diagram at large S
We first study the phase diagram at large S right below the saturation field hsat.
In the fully polarized state at h > hsat an exact elementary excitation is a gapped
magnon with spin quantum number Sz = 1. The magnon excitation gap decreases as
the field reduces and vanishes at h = hsat. A magnon condensation below hsat leads to
transverse magnetic order, whose structure can be identified by analyzing condensate
fields. Below we derive an effective Ginzburg-Landau functional to describe magnon
condensates near hsat and show that for J2 < 1/8 quantum fluctuations, acting at or-
der 1/S, select the same V phase as when J2 = 0, and for J2 > 1/8, these fluctuations
select the stripe phase.
The quadratic part of the spin wave Hamiltonian at h > hsat is
H(2) =
∑
k∈B.Z.
(Sωk − µ)a†kak
ωk = Jk − JQmin µ = S(J0 − JQmin)− Sh = S(hsat − h)
Jk =
∑
±δi
e±ik·δi + J2
∑
±li
e±ik·li
= 2(cos kx + 2 cos
kx
2
cos
√
3ky
2
) + 2J2(cos
√
3ky + 2 cos
√
3ky
2
cos
3kx
2
) (2.2)
The interaction terms (the ones we will need below) are, keeping corrections from
normal ordering at order 1/S,
H(4) = 1
2N
∑
k1,k2,q∈B.Z.
Vq(k1,k2)a
†
k1+q
a†k2−qak2ak1 (2.3)
H(6) = 1
16SN2
∑
k1,k2,k3,q,q′∈B.Z.
Uq,q′(k1,k2,k3)a
†
k1+q+q′a
†
k2−qa
†
k3−q′ak3ak2ak1 (2.4)
where
Vq(k1,k2) =
1
2
[(Jq + Jk2−k1−q)−
1
2
(1 +
1
8S
)(Jk1 + Jk1+q + Jk2 + Jk2−q)]
(2.5)
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Uq,q′(k1,k2,k3) =
1
9
(1 +
1
4S
)
(
Jk1+q + Jk3+q + Jk1+k3−k2+q + Jk1+q′ + Jk2+q′
+ Jk1+k2−k3+q′ + Jk2+k3−k1−q−q′ + Jk2−q−q′ + Jk3−q−q′
)
− 1
6
(1 +
3
4S
)(Jk1 + Jk2 + Jk3 + Jk1+q+q′ + Jk2−q + Jk3−q′)] (2.6)
Lowering the magnetic field below hsat makes the quadratic spectrum negative in some
momentum range and drives Bose-Einstein condensation of magnons at the minima
of the dispersion. At J2 < 1/8, the minima are at ±K = ±(4pi/3, 0); at J2 > 1/8, the
minima are at M1 = (0, 2pi/
√
3), M2 = (pi, pi/
√
3), M3 = (−pi, pi/
√
3); at J2 = 1/8,
the minima are at all the five momenta K, −K, M1, M2 and M3 (see Fig. 2.2). At
even larger J2 > 1, which we will not discuss here, the magnon condensates are at
incommensurate momenta. The magnon operator in the condensate background can
be written asak =
√
N∆1δk,K +
√
N∆2δk,−K + a˜k J2 < 1/8
ak =
√
NΦ1δk,M1 +
√
NΦ2δk,M2 +
√
NΦ3δk,M3 + a˜k J2 > 1/8
(2.7)
When J2 < 1/8, the ground state energy in terms of the uniform condensate fields ∆
is:
E∆/N = −µ(|∆1|2 + |∆2|2) + 1
2
Γ1(|∆1|4 + |∆2|4) + Γ2 |∆1|2|∆2|2 + Γu(∆¯31∆32 + h.c.)
(2.8)
When when J2 > 1/8, the ground state energy in terms of the uniform condensate
fields Φ is:
EΦ/N =− µ¯(|Φ1|2 + |Φ2|2 + |Φ3|2) + 1
2
Γ¯1(|Φ1|4 + |Φ2|4 + |Φ3|4) + Γ¯2(|Φ1|2|Φ2|2
+ |Φ1|2|Φ3|2 + |Φ2|2|Φ3|2) + Γ¯u(Φ¯21Φ22 + Φ¯22Φ23 + Φ¯23Φ21 + h.c.) (2.9)
where µ, µ¯ ∼ S(hsat − h). The selection of the condensates depends on the values of
the quartic coefficients Γi and Γ¯i (i = 1, 2), which are determined from the analysis of
the four-point vertex function. Γu and Γ¯u are from the Umklapp process. As we will
see, Γu term determines the relative phase between ∆1 and ∆2. Similarly, Γ¯u term
determines relative phases between Φi.
In the classical S → ∞ limit, Γ(0)1 = Γ(0)2 = 9, and Γ(1)u = 0 when J2 < 1/8;
Γ¯
(0)
1 = Γ¯
(0)
2 = 8(1 + J2), and Γ¯
(0)
u = 0 when J2 > 1/8. The superscript (i) labels the
order of perturbative expansion in power of 1/S. The minimization of the energy
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then yields |∆|21 + |∆|22 ≡ µ/Γ1 when J2 < 1/8, and |Φ|21 + |Φ|22 + |Φ|23 ≡ µ/Γ¯1 when
J2 > 1/8. Neither of these conditions specifies the ratio of |∆1|/|∆2| or |Φ2|/|Φ1|
and |Φ3|/|Φ1|. In other words, in the S →∞ limit, the condensed phases retain the
accidental degeneracy.
When quantum fluctuations of order 1/S are included, Γi and Γ¯i acquire additional
contributions, which are not necessarily equal for different Γi. We evaluated these
contributions following the computation steps in Ref. [117], where a similar problem
has been considered. Because our calculations parallel the ones in [117], we don’t
show the details of the derivations and just present the results. For J2 < 1/8, ∆Γ =
Γ2 − Γ1 = ∆Γ(0) + ∆Γ(1) = ∆Γ(1) is:
∆Γ =
1
SN
∑
k
( V 2k (K, K)
ωK+k + ωK−k
− 2V
2
k (K, −K)
ωK+k + ω−K−k
)
+
3− 2J2
8S
(2.10)
In the thermodynamic limit, 1
N
∑
k → 1AB.Z.
∫
k
. The first term in ∆Γ is the second-
order perturbation contribution from ∆21,2 a
†a† + h.c. and ∆1∆2 a†a† + h.c. terms in
the Hamiltonian, the second term comes from the corrections to the quartic vertex
associated with normal ordering of boson operators. Each of the two integrals in
Eq. 2.10 is logarithmically divergent as the denominator in each integrand behaves as
k2 at small k. The difference between the two terms is, however, finite. We evaluated
∆Γ at different J2 numerically and found that ∆Γ < 0 for all J2 < 1/8, i.e., Γ1 > Γ2.
An elementary analysis then shows that it is energetically favorable for the system
to develop both condensates ∆1 and ∆2 with equal amplitudes ρ = µ/(Γ1 + Γ2).
To understand the structure of such an order in real space we set ∆1 =
√
ρeiθ1 ,
∆2 =
√
ρeiθ2 , and define φ = (θ1 + θ2)/2 and ψ = (θ1 − θ2)/2. The magnetic order
〈Sr〉 is then
〈Sr〉 = (S−2ρ cos2 [K · r + ψ])zˆ+
√
4Sρ cos [K · r + ψ]× (cosφ xˆ+ sinφ yˆ) (2.11)
This order parameter has only two components, one along zˆ and the other along
cosφ xˆ+ sinφ yˆ in XY plane, i.e., the order is co-planar. The ground state manifold
has U(1)×U(1) symmetry. One of the U(1), associated with φ, is the freedom to select
the direction of 〈Sr〉 in the XY plane, another U(1), associated with ψ, is the freedom
to select the origin of the coordinate. A choice of some φ and some ψ spontaneously
breaks U(1)×U(1) symmetry. Beyond the order ∆4, the U(1) translational symmetry
is explicitly broken if Γu is non-zero. Within 1/S expansion, a non-zero Γu emerges
at order 1/S2. There are three contributions to Γu at this order. One, Γ
(n)
u , comes
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J2 0 0.1 1/8
∆Γ (1/S) -1.6 -6.9 -247.7
Γu (1/S
2) −0.68 -0.81 -0.85
Table 2.1: (From [41]) The parameters of the Ginzburg-Landau functional of the V
phase at different J2, to leading order in 1/S. ∆Γ = Γ2−Γ1 is the difference between
the prefactors of the two quartic terms, and Γu is the prefactor for the sixth order
term.
from normal ordering of the term of sixth order in bosons; another, Γ
(a)
u comes from
second order perturbation in cross-products of representatives ∆21,2 a
†a† + h.c and
1/S(∆31∆2a
†a†+h.c), 1/S(∆32∆1a
†a†+h.c); and third contribution, Γ(b)u , comes from
third order terms in ∆21,2 a
†a† + h.c and ∆1∆2 a†a+ h.c. In explicit form we have
Γ(n)u =
9(1− 2J2)
32S2
(2.12)
Γ(a)u = −
1
2S2
∑
k
Vk(K, K)
(
3Uk+2K, 2K(K, K, K)/4 + V−2K+k(0, −K)
)
ωK+k + ωK−k
(2.13)
Γ(b)u = −
2
S2
∑
k
Vk(−K, −K)Vk+Q(K, K)V−K(−k, K)
(ω−K+k + ω−K−k)(ω−K+k + ω−k)
(2.14)
where Vq(k1,k2) and Uq(k1,k2,k3) are defined in Eqs. 2.5, and Jq is defined in
Eq. 2.2. We verified that the total Γu = Γ
(n)
u + Γ
(a)
u + Γ
(b)
u + O( 1S3 ) is non-singular
(potential logarithmical terms cancel out), and computed Γu numerically for several
J2 < 1/8 and found that it is non-zero and negative (see Table 2.1). A negative Γu
breaks the U(1) translational symmetry down to Z3 and reduces the continuum set
of ψ to the discrete subset ψ = lpi
3
, l = 0, 1, 2. The order parameter in each of three
possible spin states has a V-type shape with two spins in each triad pointing in one
direction and the remaining spin in the other direction [93,117].
We did similar analysis for J2 > 1/8 and found that logarithmical singularities
from individual contributions to ∆Γ¯ = Γ¯2−Γ¯1 do not cancel. To logarithmic accuracy,
∆Γ¯ =
8(1 + J2)
2
pi
[
1√
4J2 − (1− 3J2)2
− 1√
4J2
]
| log µ¯|
S
(2.15)
This formula is valid up to J2 = 1, which, as we said, is the upper boundary (in J2)
of the stripe phase. We see that ∆Γ¯ = Γ¯2 − Γ¯1 > 0 everywhere, except for J2 = 1/3.
A positive Γ¯2 − Γ¯1 implies that it is energetically favorable for the system to develop
20
just one condensate, either Φ1, or Φ2, or Φ3 (i.e., to develop order parameter with one
out of three possible momenta Mi, (i = 1 − 3)). Setting Φ1 = √ρeiφ,Φ2 = Φ3 = 0,
we obtain spin configuration in real space
〈Sr〉 = (S − ρ)zˆ +
√
2Sρ(cos [M1 · r + φ]xˆ+ sin [M1 · r + φ]yˆ) (2.16)
For a generic M, such an order would be a non-coplanar cone phase. In our case,
however, Mi are special points for which M · δα = 0 or pi. One can easily verify
that in this situation the spins order in a stripe manner in XY plane – parallel in one
direction and anti-parallel in the other. Such an order is co-planar and is termed as
canted stripe.
Phase transition near hsat
To analyze the nature of the phase transition between the V and the stripe phase
near hsat we obtain the stability boundaries of the two phases by analyzing the spin
wave spectrum. Near hsat there are two small parameters – 1/S and the magnitude of
a magnon condensate ρ in each of the two phases. In this section, we study the limit
when 1/S is small enough such that | log ρ|/S  1. In the next section we explore
another limit when S = O(1) and | log ρ|/S  1.
We first calculate the spin wave spectrum in the V phase near hsat. Near the
saturation field the angles between sublattice magnetizations and the direction of
the magnetic field (the z axis) are small. In the classical limit, we obtain: θ1 =
(hsat−h)1/2/3, θ2 = −2(hsat−h)1/2/3. The leading order quantum corrections to the
tilt angles and to magnon self-energy are of order (hsat − h)| log(hsat − h)|/S.
We expand the Hamiltonian up to the quartic order in terms of the magnons
a, b, c defined in the local coordinates of Sa, Sb, Sc (see Appendix A for details) and
keep terms of order hsat − h (modulo logarithms). The quadratic term is
H(2) = H2,0 + δH2 (2.17)
where H2,0 is the same as in fully polarized state at h = hsat and δH2 ∼ (hsat − h) is
the perturbation to H2,0 due to the transverse magnetic order. We diagonalize H(2) in
two steps. First, we diagonalize H2,0 and find the eigenmodes φµ,k = {Ak, Bk, Ck}.
Then we express the whole H(2) with quantum corrections in the new basis Φµ,k =
{φµ,k, φ†µ,−k} and diagonalizeH(2) in this basis. The diagonalization ofH2,0 is elemen-
tary and is achieved by simply rotating the original basis (ak, bk, ck) to (Ak, Bk, Ck)
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Figure 2.2: (From [41]) The magnon spectrum in three sublattice representation at
J2 = 1/8, and h = hsat. In the regions between the dashed lines the magnon energy
is small and the dispersion is almost flat.
as akbk
ck
 =
1  ¯1 ¯ 
1 1 1

AkBk
Ck
 (2.18)
where  = ei2pi/3, ¯ = e−i2pi/3. A, B and C bands are
ω
(0)
A (k) = 3 + 2J2 µk + 2<[γk]
ω
(0)
B (k) = 3 + 2J2 µk −<[γk] +
√
3=[γk]
ω
(0)
C (k) = 3 + 2J2 µk −<[γk]−
√
3=[γk] (2.19)
where γk, µk are defined as
γk = (e
i kx + 2 cos
√
3
2
ky e
−i kx/2), µk = cos
√
3ky + 2 cos
√
3ky
2
cos
3
2
kx. (2.20)
The Brillouin zone for three sublattice description is shown in Fig. 2.1 (b). At J2 <
1/8, when we expect the V phase to be stable right below hsat, the dispersions of
B and C modes have zeros at the Γ point. At J2 = 1/8, ω
(0)
B has additional zero
modes at the M 1 = (2pi/3, 0),M 2 = (−pi/3,
√
3pi/3),M 3 = (−pi/3,−
√
3pi/3) and
ω
(0)
C has zero modes at −M 1, −M 2, −M 3. And when J2 > 1/8, the spectrum near
M becomes complex and the V phase is unstable. We are interested in how the
modes near the M points become unstable right below hsat. Accordingly, we set J2
to be near Jcri, expand in momentum near, say M1 as k = M 1 + q, |q| << 1, and
keep only the soft B and C modes (It has been checked explicitly that the inclusion of
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the gapped A mode does not change the conclusions below). With this, we computed
the 1/S corrections to the relation between θ1 and (hsat − h)1/2 from cubic terms in
the Hamiltonian, expressed in A, B and C bosons, and corrections to the classical
dispersion from three-boson and four-boson terms. Collecting all 1/S contributions
and combining them with classical result for H(2) to order (hsat − h) we obtain
H(2) = S
2
∑
q(
B†M1+q C−M1−q
)(ωq + (13 + δ1)(hsat − h) (−13 + δ2)(hsat − h)
(−1
3
+ δ2)(hsat − h) ω−q + (13 + δ1)(hsat − h)
)(
BM1+q
C†−M1−q
)
(2.21)
where ωq = 1 − 8J2 + 116(q2x + 21q2y), and δ1 and δ2 are 1/S quantum corrections to
the normal and anomalous self-energy at q = 0, ω = 0, J2 = 1/8. Note that other
terms like B†M1+qB
†
−M1−q, B
†
M1+q
CM1+q do not contribute to the spectrum near M1
to first order in 1/S. A simple algebra shows that the critical coupling of J2, at which
spin-wave excitations in the V phase becomes complex (and, as the consequence,
the phase becomes unstable) is J2V = 1/8 +
(1/3+δ1)−|1/3−δ2|
8
(hsat − h). In the limit
| log (hsat−h)|
S
 1, we found that to logarithmic accuracy, δ1 = 0.22S | log (hsat − h)| and
δ2 =
1.58
S
| log (hsat − h)|, thus J2V = 1/8 + 0.22S (hsat − h)| log (hsat − h)|.
Using a similar analysis for the stripe phase, we found J2stripe = 1/8− 0.07S (hsat −
h)| log (hsat − h)|. We show more details of calculations in Appendix A.
By looking at the sign of the corrections to the critical J2, we see that the phase
boundary of the V phase shifts to the right of 1/8 by O(1/S), while that of the stripe
phase shift to the left of 1/8, thus the stability regions of the two phases overlap near
J2 = 1/8. This implies that the transition between the V and stripe phase is first
order with finite hysteresis in the large S limit near hsat.
2.2.2 High field region for a model with a generic spin
We now discuss the phase diagram of the model with an arbitrary spin S = O(1),
with particular interest to S = 1/2. In a generic field, there is no small parameter to
justify perturbative calculations for S = O(1). However, right below hsat, the density
of magnon condensates is small, as we pointed out in Sec. 2.2.1. In this situation, one
can perturbatively expand in powers of magnon condensates (or, equivalently, in terms
of the tilt angle between a sublattice magnetization and the z axis). The coefficients
of this expansion can be obtained at arbitrary S, and this gives us an opportunity to
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study the transition between V and stripe phases outside of semiclassical limit.
Below we first identify the orders at small and large J2 near hsat, and find that
the same V and stripe phases are selected for an arbitrary spin, as in the large S
limit. Then we analyze the nature of the phase transition between the V phase and
the stripe phase for a generic S.
In general, there are three options for the phase transition. It can be a first order
transition with or without hysteresis, as in the classical and the large S cases. Or
there can be an intermediate co-existence phase, in which both orders are present
simultaneously. Or, one order looses it stability before the other becomes stable. In
the latter case there is a intermediate region in which neither the V phase nor the
canted phase are stable. This intermediate state may have some non-quasi-classical
long-range order with or without a continuous symmetry breaking, or may have no
spontaneous order. We illustrate these possibilities in Fig. 2.3. For the first two
possibilities the prefactors µ and µ¯ for the quadratic terms in ∆ and Φ in the Free
energy of the V and the stripe phases respectively (see Eq. 2.27) are both positive
over some range of J2 at a given h . hsat. Whether the phase transition is first
order or occurs via a co-existence phase is determined by the interplay between the
prefactors of the fourth-order terms in the Ginzburg-Landau model, which includes
both fields [118] (Fig. 2.3a and Fig. 2.3b). The third scenario occurs when both µ and
µ¯ are negative in a finite range near J2 = 1/8, i.e., neither of the two orders develop
(Fig. 2.3c).
We present Ginzburg-Landau analysis in Sec. 2.2.2 below and present the analysis
of spin-wave dispersion with quantum corrections in Sec. 2.2.2. We show that the
fields ∆ and Φ don’t coexist for arbitrary S. For S > 1, the regions where µ > 0
and µ¯ > 0 overlap. Then the system remains ordered at all J2, and the transition
between the V and the stripe phases is first order. However, when S = 1/2 and, most
likely, also S = 1, the two phases don’t overlap near J2 = 1/8. In this case, there
exists an intermediate phase without a quasi-classical long-range magnetic order. We
emphasize that this happens near h = hsat, where the density of magnons is small. To
identify the nature of this intermediate state one needs to go beyond the spin wave
framework, and we leave this for future studies.
Ginzburg-Landau formalism
Like we discussed in Sec. 2.2.1 the transition at h = hsat can be described as magnon
condensation, and the condensation energy at T = 0 can be expandeded in powers of
the condensate fields. For arbitrary S, the condensation energy in the V phase and
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µ¯ > 0
µ > 0 µ¯ > 0
µ > 0
µ¯ < 0 µ < 0
(a)
µ > 0 µ¯ > 0
µ > 0 µ¯ > 0
µ < 0µ¯ < 0
(b)
µ > 0 µ¯ > 0
µ¯ < 0µ < 0
µ < 0µ¯ < 0
(c)
Figure 2.3: (From [41]) Three possibilities of the phase transition between the V
phase and the canted stripe phase near hsat. (a) and (b): Condensates associated
with both the V and the stripe phase are stable over a range around J2 = 1/8 (the
region between the green and orange dashed lines). The phase transition can be either
(a) first order or (b) involve an intermediate co-existence phase, depending on the
interplay between quartic couplings Γi. (c) Neither of the two condensates are stable
over a finite range around J2 = 1/8 (shaded region). The transition between the V
and the stripe phase then necessarily occurs via an intermediate state, which either
has some non-quasi-classical long-range order with or without a continuous symmetry
breaking, or has no spontaneous order.
in the stripe phase has the same form as in Eq. 2.8 and Eq. 2.33, but the quartic
couplings Γ1,2 and Γ1,2 are proportional to the fully renormalized four-point vertex
function Γq(k1,k2), taken at certain momenta. In our case
Γ1 = Γq=0(K,K)
Γ2 = Γq=0(K,−K) + Γ−2K(K,−K)
Γ¯1 = Γq=0(M1,M1)
Γ¯2 = Γq=0(M1,M2) + ΓM2−M1(M1,M2) (2.22)
To find Γq(k1,k2), all orders of scattering of two excited magnons should be
counted. We show this in the diagrammatic formalism in Fig. 2.4. The ladder series
of diagrams is equivalent to the integral Bethe-Salpeter (BS) equation:
Γq(k1,k2) = Vq(k1,k2)− 1
N
∑
q′
Γq′(k1,k2)Vq−q′(k1 + q′,k2− q′)
S(ωk1+q′ + ωk2−q′)
(2.23)
where
Vq(k1,k2) =
1
2
[(Jq + Jk2−k1−q) + 2S(Ks − 1)(Jk1 + Jk1+q + Jk2 + Jk2−q)] (2.24)
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Figure 2.4: (From [41]) Self-consistency equation for the fully renormalized four-point
vertex function Γq(k1,k2), (double wavy line). A single wavy line is the four-boson
interaction potential Vq(k1,k2).
where Ks =
√
1− 1/2S. Ks is obtained by re-expressing the H-P expansion of
Sˆ+/Sˆ−, in terms of normally ordered bosons. This factor can can also be obtained
by matching the matrix element of spin operators Sˆ+/Sˆ− and their Bose represen-
tations [114]. We explicitly verified that for S = 1/2 this procedure yields the same
result as the one in which spin operators are mapped to hard core bosons.
One can easily make sure that for q, k1 and k2, which we need in Eq. 2.22, the
integrand scales as 1/(q′)2 at small q′, if we evaluate it right at h = hsat. The 2D
integral over q′ then diverges logarithmically. The log-divergence is cut at h < hsat
by hsat − h, which then appears under the logarithm. We already used this in the
calculations at large S. In the latter case, we used the fact that, as a function of S,
V = O(1) and k = Sωk = O(S), and Γq′(k1,k2) is restricted with only one scattering
process, i.e., replace Γq′(k1,k2) in the r.h.s. of Eq. 2.23 by Vq(k1,k2). This is how
we obtained terms (1/S)| log (hsat − h)|. Now S = O(1), but | log (hsat − h)| is still
large, and all terms in the ladder series matter.
The ladder series for Γ contain higher powers of (1/S)| log (hsat − h)|. We found
that the series are geometrical, to logarithmic accuracy. Because (1/S)| log (hsat − h)| 
1 for S = O(1) and h . hsat, the resulting Γ and Γ¯ are actually small in 1/| log (hsat − h)|.
For the V phase we found
Γ1 = Γ2 = (1− 6J2)4pi
√
3
S
| log (hsat − h)| (2.25)
We see that, to this accuracy, Γ1 = Γ2, like in the classical limit. However, the
equivalence between Γ1 and Γ2 gets broken once we go beyond the leading term
and compute contributions of order 1/| log (hsat − h)|2. We did this numerically for
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Figure 2.5: (From [41]) The difference between the two quartic coefficients, Γ1−Γ2, in
the Ginzburg-Landau expansion for the V phase, Eq. 2.8, for S = 1/2. The difference
scales as 1| log (hsat−h)|2 with a J2 dependent prefactor.
S = 1/2 and show the results in Fig. 2.5. We see that ∆Γ = Γ1−Γ2 is positive, like in
the quasiclassical limit. A positive ∆Γ implies that it is energetically favorable for a
system to develop both condensates, ∆1 and ∆2, with equal amplitude ρ = µ/(Γ1+Γ2)
(µ ∝ (hsat − h)). This implies that the ordered state at small J2 is coplanar. To
determine the specific type of a coplanar order, i.e. to specify the angle Ψ in Eq. 2.11,
one would, in principle, need to obtain Γtextu – the prefactor for (∆
3
1∆
3
2 +h.c.) term in
the condensation energy. This term selected the V phase in the quasiclassical limit.
The calculation of Γtextu at arbitrary S is rather involved and we didn’t do it. Rather,
we use the fact that the V state has been identified for S = 1/2 in the numerical
analysis at J2 = 0 [93], and assume that the same holds for finite J2, i.e., that Γtextu
is negative at arbitrary S, as it is at S  1.
As larger J2, the condensation energy is expressed in terms of three Φ fields (see
the second equation in Eq. 2.33). To leading order in 1/| log (hsat − h)| we obtained
Γ1 = 8pi
√
4J2 − (1− 3J2)2 S| log (hsat − h)|
Γ2 = 8pi
√
4J2
S
| log (hsat − h)| (2.26)
We see that Γ¯1 ≤ Γ¯2, the equality holds only when J2 = 1/3. This matches the
result that we obtained in the large S limit. For Γ¯2 > Γ¯1, only one out of three order
parameters Φi develops a non-zero value, and the resulting state is the canted stripe
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phase, same as at large S. Like we already said, the case J2 = 1/3 requires a separate
analysis.
We now use Ginzburg-Landau expansion to analyze the phase transition between
the V and the stripe phases at arbitrary S. We introduce ∆ field for the order
parameter in the V phase (∆1 = ∆2 = ∆/
√
2) and Φ field for the order parameter
in the stripe phase and derive the form of the condensation energy Ecri up to fourth
order in the coupled ∆ and Φ fields. The most generic form of Ecri is
Ecri/N = −µ|∆|2−µ¯|Φ|2+1
4
(Γ1+Γ2)|∆|4+1
2
Γ¯1|Φ|4+Γ∆,Φ|∆|2|Φ|2+Γ¯∆,Φ|∆|2|Φ|2 cos 2φ
(2.27)
where φ is chosen such that Ecri is minimized. In the classical limit µ = µ¯ = S(hsat−
h). Quantum fluctuations renormalize the slope of (hsat − h) dependence differently
for µ and µ¯, and the two are generally different.
In the next Section we use spin-wave formalism to find out how µ and µ¯ behave
near J2 = 1/8. Here we analyze the prefactors of the quartic terms. The calculations
are similar to the ones for the V and the stripe phases, and we just present the results.
To leading order in 1/| log (hsat − h)| we obtained
Γ1 =
√
3pi
S
| log (hsat − h)| , Γ2 =
√
3pi
S
| log (hsat − h)| , Γ¯1 =
√
7pi
S
| log (hsat − h)|
Γ¯2 = 4
√
2pi
S
| log (hsat − h)| , Γ∆,φ = 2
√
2pi
S
| log (hsat − h)| , Γ¯∆,φ = 0 (2.28)
We see that 1
2
(Γ1 + Γ2)Γ¯1 < Γ
2
∆,φ. An elementary analysis of Eq. 2.27 shows that in
this situation the V and the stripe orders repel each other and repulsion is strong
enough so that mutual co-existence is excluded. This leaves two possibilities: if the
regions around J2 = 1/8 where µ > 0 and µ¯ > 0 overlap, the phase transition between
the two phases is first order, like at large S (Fig. 2.3a). If upon increasing of J2, µ
changes sign from positive to negative before µ¯ changes from negative to positive, then
there is a region near J2 = 1/8 where neither V nor stripe order develops (Fig. 2.3c).
In this situation, the transition between the V and the stripe phase occurs via an
intermediate phase, which is either disordered or has some non-quasi-classical long-
range order, different from both the V and the stripe orders. This last option is not
realized at large S, but may develop at S = O(1). To check this we now analyze spin-
wave excitations at an arbitrary S and find the stability regions of the two phases.
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Spin wave calculations
We show the calculations for the V phase. The analysis of the stripe phase is per-
formed in the same way. To study the instability of the V phase as J2 increases from
0 to 1/8, we expand the Hamiltonian in powers of the Holstein-Primakoff bosons.
For an arbitrary spin, the prefactors in the expansion of S+− operators in powers
of the density of Holstein-Primakoff bosons contain complex dependence of S due
to the fact that one should perform normal ordering of the bosons after expanding√
1− a†a/(2S). The result of normal ordering is
S+r =
√
2S(1− 1
4S
(1 +
1
8S
+
1
32S2
+ ...)a†rar)ar +O(a5)
=
√
2S(1 + (
√
1− 1
2S
− 1)a†rar)ar +O(a5) (2.29)
The computations of the spin-wave dispersions follows the same steps as for large
S, but now we have to keep the explicit dependence on S in the prefactors of all
terms. Like at large S, we analyze the dispersion around, say, M1 point in the three-
sublattice Brillouin zone, where the instability develops in the large S analysis. The
low-energy Hamiltonian expressed in terms of soft B and C bosons has form similar
to Eq. 2.32:
H(2) = S
2
∑
q(
B†M1+q C−M1−q
)(ωq + (3 + 9δ1)θ2 (−3 + 9δ1)θ2
(−3 + 9δ1)θ2 ω−q + (3 + 9δ1)θ2
)(
BM1+q
C†−M1−q
)
(2.30)
where θ is the angle between the spin order on A sublattice and the field, ωq =
1−8J2 + 116(q2x + 21q2y) is the spin wave dispersion at h = hsat, and δ1 and δ2 originate
from magnon-magnon interactions. In distinction to large S, these two parameters are
no longer simply O(1/S), but have complex dependence on S. The relation between
θ2 and hsat − h is also affected by magnon-magnon interaction.
The computation of δ1, δ2 and θ at arbitrary S is somewhat involved. We show the
computational steps in Appendix A and here present the results. With logarithmic
accuracy, we found θ2 = α1(hsat − h)| log (hsat − h)|, α1 > 0, δ1 = −1/3 + O(1) and
δ2 = 1/3 +O( 1| log (hsat−h)|). Substituting these δ1,2 and θ2 into Eq. 2.30, we found, to
logarithmic accuracy, the dispersion near M1 in the form
ωM1+q =
(
1− 8J2 + (3 + 9δ1)α1(hsat − h)| log (hsat − h)|
)
+
1
16
(q2x + 21q
2
y) (2.31)
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S = 1/2 S = 1 1 S  | log (hsat − h)|
1/3 + δ1 −0.1 −0.02 +0.03/S
J2V − J2stripe − − +
((hsat − h)| log (hsat − h)|)
Table 2.2: (From [41]) Quantum corrections to the mass of V phase spectrum at
momentum M (first row), from which the width of overlap between the V phase and
the stripe phase can be obtained. A negative width (sign) indicates that the two
states don’t overlap near J2 = 1/8.
In the large-S limit we had (1/3+δ1) > 0 in Sec. 2.2.1. In this situation the instability
develops at q = 0, i.e., at k = M1 +q ≡M1, and the critical J2 = J2V > 1/8, i.e., the
stability region of the V phase extends to the right of J2 = 1/8. For arbitrary S we
found that the sign of (1/3 + δ1) depends on S. For S > 1, it is positive, like at large
S. For S = 1/2, however, we found that 1/3 + δ1 = −0.1 < 0. As the consequence,
the V phase becomes unstable before J2 reaches J2 = 1/8. For S = 1, our numerical
calculation yields a slightly negative 1/3 + δ1. We summarize our numerical results
for 1/3 + δ1 in Table 2.2.
We analyzed the spin wave spectrum in the stripe phase, near momentum ±K.
The low energy part of the quadratic Hamiltonian near ±K can be expressed as:
H(2) =S
2
∑
q
(2.32)
(
c†K+q c−K−q
)(ω˜q + (3/2 + 9/2 δ˜1)θ˜2 (3/2 + 9/2 δ˜2)θ˜2
(3/2 + 9/2 δ˜2)θ˜
2 ω˜−q + (3/2 + 9/2 δ˜1)θ˜2
)(
cK+q
c†−K−q
)
where θ˜ is the angle between the canted stripe order and the field, ω˜q = 8J2 − 1 +
3
16
(q2x + q
2
y). Similar to the V phase case, θ˜
2 = α2(hsat − h)| log (hsat − h)|, α2 > 0.
In the large S limit in Sec. 2.2.1, (1/3 + δ˜1) > 0. In this situation, the instability
develops at ±K, and at J2stripe < 1/8. At arbitrary S and h . hsat, we found that
3/2 + 9/2 δ˜1 and 3/2 + 9/2 δ˜2 both scale as 1/| log (hsat − h)|, and it is true as long
as S  | log (hsat − h)|. Hence, to logarithmic accuracy, the stripe phase becomes
unstable right at J2 = J2stripe = 1/8.
Comparing J2V and J2stripe, we see that for S > 1, the stability regions of the two
phases overlap. The Ginzburg-Landau analysis from the previous sub-section shows
that the transition between the two stable phases is first order. For S = 1/2 and,
possibly, S = 1, the situation is different because the V phase becomes unstable prior
to the J2 at which the stripe phase becomes stable. In this situation, there exists an
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intermediate phase at which neither the V phase nor the stripe phase is stable. We
illustrate this in the inset of Fig. 2.6.
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Figure 2.6: Phase diagram near hsat for arbitrary spin S (Sec. 2.2.2) Phase bound-
aries of the V phase and the stripe phase right below hsat are obtained without a
simplifying assumption that S is large. Dashed lines in light color (light green and
light orange) interpolate between finite S and large S data. At S = 1/2, the spin
wave stability regions of the V and the stripe phase don’t overlap, indicating an in-
termediate state (Gray) in between. The intermediate state has non-quasi-classical
long-range magnetic order.
Whether the intermediate phase at high-field is disordered or has some non-quasi-
classical long-range order is not clear at the moment. If we use Eq. 2.31 for the
dispersion, we find that at J2 = J2V the dispersion is quadratic at small q. For such
dispersion, quantum corrections to sublattice magnetization logarithmically diverge
in 2D and eliminate long-range order. We caution, however, that this spectrum was
obtained to leading order in 1/| log (hsat − h)|. Subleading terms can potentially halt
the divergence of the corrections to sublattice magnetization. Still, at S = 1/2,
subleading terms are small near h = hsat, i.e., quantum corrections to sublattice
magnetization are large and likely restore U(1) symmetry, at least near J2 = J2V .
A phase with a discrete, dimer-like order is another possibility. We verified that a
columnar dimer phase is not an option, but this does not exclude some other dimer-
like state. And yet another possibility is a disordered, spin-liquid type state, possibly
the same as has been detected in numerical studies of zero-field phase diagram around
J2 = 1/8 [108,109,111].
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2.3 A cascade of field induced magnetic transitions
and half-magnetization plateau
In this section, we show our analysis of the large S phase diagram in the range 1/8 <
J2/J1 < 1. The set of classical ground states are in four sublattice configurations,
in which four spins on two neighboring triads satisfy Sr + Sr+δ1 + Sr+δ2 + Sr+δ3 =
hS/(2(J1 + J2)) [See Fig. 2.1 (a)]. This condition does not uniquely specify spin
order, even at zero field. The selection of the order by quantum fluctuations at h = 0
has been analyzed by various means [107–109, 119], and the consensus is that for
1/8 < J2/J1 < 1 the winner is the stripe order with ferromagnetic alignment of
spins along one of three principle axes on a triangular lattice and antiferromagnetic
along the other two. The same order (the canted stripe state) is selected by quantum
fluctuations near the saturation field, and semiclassical (large S) spin-wave analysis
shows [41] that this state remains stable at all fields. It would seem natural to
conjecture that this state, with monotonic magnetization M(h), is the true quantum
ground state for 1/8 < J2/J1 < 1 in all fields.
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Figure 2.7: (From [38]) Schematic semiclassical phase diagram of a spin-S, J1 − J2
antiferromagnet on a triangular lattice, at 1/8 < J2/J1 < 1. Solid (dotted) lines are
second-order (first-order) phase transitions, which we identified and analyzed in this
work. Dashed line is a first-order transition, which we expect to hold, but didn’t
analyze. Arrows indicate magnetic order in the four-sublattice representation, and
symbols like U(1)×Z3 indicate the broken symmetry in each state. The physics in a
narrow range (at order 1/S) of J2/J1 near J2/J1 = 1/8 and J2/J1 = 1 is not analyzed
in this work.
We argue that the phase diagram of J1 − J2 model in a field is actually rather
complex, with multiple phases [see Fig. 2.7], and the stripe order is the ground state
configuration only in some range of fields and of J2/J1. For other values of h and
J2/J1 the ground state configurations are the co-planar states, similar to those at
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Figure 2.8: (From [38]) (a), (b) – two candidate quantum four-sublattice ground
states upon decreasing of the magnetic field h towards a half of saturation value. (a)
A Z3 breaking canted stripe state. As field goes down, the angle between two pairs of
parallel spins increases. (b) V¯ and UUUD states. Both break Z4 sublattice symmetry
by selecting one sublattice with a different spin orientation compared to the other
three. (c) Evolution from the UUUD state to the canted stripe state as h decreases
below hsat/2. (d) Evolution of the magnetic order below the UUUD state, depending
on sign of the K term in Eq. 2.35.
small J2. In particular, around h = hsat/2, the ground state is the UUUD state, in
which spins in three sublattices are aligned along the field and in the forth sublattice
opposite to the field. This spin order breaks Z4 sublattice symmetry, but doesn’t
break any continuous symmetry. As a result, spin-wave excitations are gapped, and
the magnetization has a plateau at exactly 1/2 of the saturation value. We argue
that the UUUD state exists for all J2 in the interval 1/8 < J2/J1 < 1, i.e., the
magnetization plateau exists for all J1 − J2 systems, either at 1/3 of the saturation
value, at J2/J1 < 1/8, or at 1/2 of the saturation value, at 1/8 < J2/J1 < 1. We also
analyze the proximate states to the UUUD state. Above the upper critical field hu, the
UUUD state becomes unstable towards a state in which three up-spins rotate in one
direction from the direction of h, and the down-spin rotates in the opposite direction
[see Fig. 2.8(b)]. Below the lower critical field hl, we found, at large S, a particular
coplanar state, in which down-spin does not move, while three up-spins again rotate,
but now one of these three spins splits from the other two (see Fig. 2.8(c)). A non-
coplanar, chiral umbrella state [106, 120] is close in energy and may be the ground
state near hl at smaller S [see Fig. 2.8 (d)].
A cascade of field-induced magnetic transitions at fields below hsat/2 has been
observed in 2H−AgNiO2 [121, 122]. It has been argued [123] that in this material
Ni2+ ions are localized and form a S = 1 triangular lattice antiferromagnet with
J2 = 0.15J1, single-ion easy axis anisotropy D, weak ferromagnetic exchange between
layers. And Classical Monte-Carlo calculations for this model have found [124] the
region of UUUD phase, whose width at T = 0 scales with D. We show that in a
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quantum model the UUUD phase is stable in a finite range of h already at D = 0.
We expect that future measurements of the magnetization in 2H−AgNiO2 at higher
fields will be able to detect the UUUD phase and also the cascade of phases above
hsat/2. The analysis of the high-field phases will allow one to distinguish whether
UUUD order is stabilized predominantly by quantum fluctuations or by single-ion
anisotropy 1
2.3.1 High field analysis
The first indication that the stripe phase is not the only ground state in a field comes
from the Ginzburg-Landau analysis of the order immediately below the saturation
field. We said in the Introduction that this analysis yields the stripe order. This is
true for all J2 in the interval of interest, however, with one exception – J2 = J1/3. To
see why this J2 is exceptional, we note that spin-wave excitations soften at h = hsat
at three points in the Brillouin zone (M1, M2, M3 in Fig. 2.1 (b). To understand
the order below hsat one then needs to introduce three condensates Φ1, Φ2, Φ3. The
ground state energy in terms of Φ is:
EΦ/N = −µ
∑
i=1,2,3
|Φi|2 + 1
2
Γ1
∑
i=1,2,3
|Φi|4
+ Γ2(|Φ1|2|Φ2|2 + |Φ1|2|Φ3|2 + |Φ2|2|Φ3|2) + Γ3(Φ21Φ22 + Φ22Φ23 + Φ23Φ21 + h.c.) (2.33)
where µ ∼ S(hsat − h). The type of spin order that minimizes EΦ depends on
the interplay between the quartic coefficients Γi. In the classical limit, Γ1 = Γ2 =
8(J1 + J2), Γ3 = 0, i.e., any state from the manifold |Φ|21 + |Φ|22 + |Φ|23 ≡ µ/Γ1 is the
ground state. Quantum fluctuations lift the degeneracy. To leading order in 1/S we
found [41], near J2 = J1/3,
Γ2 − Γ1 = 24
√
3J1
pi
(J2
J1
− 1/3)2 | log(hsat − h)|
S
− β1/S
Γ3 = −β2/S (2.34)
where β1,2 > 0 are numbers of order one. The logarithm | log(hsat − h)| is present
because of quadratic dispersion near M -points in Fig. 2.1 (b): e.g., near M1, ωk =
SJ1((1 +
9
2
α)k2x + (1− 32α)k2y)− µ, where q = k+M1 and α = J2/J1− 1/3. Because
1If the UUUD order is dominated by quantum fluctuations, one should expect to see both V¯
phase and canted stripe phase at higher fields, like in Fig. 2.7. If UUUD order is mostly due to
single-ion anisotropy, only V¯ phase is present, see Ref. [125].
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of the logarithm, Γ2 > Γ1, A straightforward analysis then shows that only one Φi
is non-zero because it costs extra energy to develop simultaneously condensates from
different valleys. The resulting order is the stripe state. A selection of Φi breaks Z3
symmetry, which for the stripe state can be understood as an orientational symmetry
(spins align ferromagnetically along one of the three spatial directions). However,
the prefactor for the logarithm in Γ2 − Γ1 in Eq. 2.34 is non-zero only when the
dispersion is anisotropic, and it vanishes at J2 = J1/3, when ωk becomes isotropic
(α = 0). For this J2/J1, the sign of Γ2 − Γ1 is determined by regular 1/S terms,
along with the sign of Γ3. We computed these terms and found Γ2 − Γ1 < 0, Γ3 < 0.
As a result, at J2/J1 = 1/3, all three condensates emerge with equal amplitudes
and relative phases 0 or pi (because Γ3 < 0). The four choices for (Φ1,Φ2,Φ3) are
(Φ,Φ,Φ), (Φ,−Φ,−Φ), (−Φ,Φ,−Φ), (−Φ,−Φ,Φ). In each of these states spins in
three sublattices tilt to one direction from the field, and in one sublattice tilt to the
opposite (see Fig. 2.8). We label such a state V¯ by analogy with the corresponding
V state 2 at J2 < J1/8 [93, 95, 126, 127]. The V¯ state breaks U(1) spin-rotational
symmetry in the plane perpendicular to the field, and also breaks a Z4 sublattice
symmetry by selecting a sublattice in which spin direction is different from that in
other three sublattices.
Immediately below hsat, the V¯ state is stable in the infinitesimally small range
around J2 = J1/3, at (J2/J1 − 1/3)2 < 1/| log(hsat − h)|. As h decreases, the width
grows and becomes O(1) at hsat − h = O(1). The V¯ and the stripe state break
different discrete symmetries (Z4 and Z3, respectively), hence the transition between
the two states is likely first order. The increase of the width of the V¯ state with
decreasing field can be understood as a generic consequence of the fact that this state
is favored by regular 1/S terms, i.e., by quantum fluctuations at short length scales,
while the stripe phase is favored by | log(hsat−h)|, which comes from long-wavelength
fluctuations. As the magnitude of the transverse order increases with decreasing field,
long wavelength fluctuations are suppressed, and V¯ state becomes more favorable.
2.3.2 Half-magnetization plateau
As the field decreases towards hsat/2, the V¯ state evolves: the spin in one sublattice
continuously rotates away from the field direction towards the direction antiparallel
to h. The spins in three other sublattices remain parallel to each other and first
rotate away from the field, and then rotate back. Eventually, near h = hsat/2, spins
2The three-sublattice V state has spins in two sublattices tilt in one direction from the field, and
in another sublattice to the opposite direction.
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in the three sublattices become parallel to h and spins in the fourth sublattice become
antiparallel to h [see Fig. 2.8 (b)]. Once this happens, the system enters into the new,
UUUD phase. In this phase, U(1) symmetry is restored (there is no sublattice spin
component transverse to the field), but Z4 symmetry is still broken. To obtain the
boundaries of the UUUD phase, we compute its excitation spectrum. For this, we
introduce four sets of Holstein-Primakoff (H-P) bosons and do spin-wave calculations
to order 1/S. In the classical, S → ∞ limit, the spin-wave excitations are stable
only at h = hsat/2, where the spectrum consists of one gapped spin wave branch (in-
phase precession of all spins around the field), and three gapless branches, with zero
modes at Γ point of the four-sublattice Brillouin zone [see Fig. 2.1 (b)]. Quantum 1/S
correction to spectrum, however, make it stable in a finite range of h around hsat/2.
Namely, all spin-wave branches become gapped (and positive) in a range hl < h < hu,
where hl = hsat/2− δ1 and hu = hsat/2 + δ2. We show the details of the calculations
in the Appendix A and present the results for δ1 and δ2 in Table 2.3. We found,
somewhat unexpected, that the stability width of the UUUD phase is finite for all
J2 in the interval 1/8 < J2/J1 < 1. We further computed the ground state energy of
the UUUD phase to order 1/S (classical energy plus 1/S corrections from zero point
fluctuations), and compared with that of the stripe phase. We found that for all J2
the energy of the UUUD state is lower. Because of this and because the UUUD state
naturally emerges from the V¯ state, we argue that the UUUD state is the true ground
state near h = hsat/2 for all 1/8 < J2/J1 < 1. As all excitations in the UUUD state
are gapped, this state has magnetization fixed at exactly 1/2 of the saturation value.
We also verified that at the upper critical field of the UUUD state, it becomes
unstable towards V¯ state. Namely, at h = hu one of the spin-wave branches condenses,
and the condensate leads to 〈Sx〉 = a for spins on three up-spin sublattices, and −3a
for the spins on the down-spin sublattice. This result in turn implies that the V¯ state,
which started at a point J2 = J1/3 at h = hsat, extends over the whole range of J2
near hsat/2 (see Fig. 2.7).
J2/J1 1/8 1/4 1/3 1/2 1
δ1(1/S) 0.46 0.15 0.11 0.11 0.28
δ2(1/S) 1.2 0.80 0.75 0.75 1.09
Table 2.3: (From [38]) Results for the boundaries of UUUD state for different J2/J1
(see SM for details of calculations). The UUUD state is stable in the range hl < h <
hu, where hl = hsat/2− δ1 and hu = hsat/2 + δ2 .
At the lower boundary of the UUUD phase, two other spin-wave modes become
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unstable at the Γ point. To determine the the spin order below hl, we again per-
form Landau Free energy analysis in terms of the corresponding two complex order
parameters ∆1 and ∆2. We present the details in the SM. The Free energy has the
form [128,129]:
E∆/N =− µ(|∆1|2 + |∆2|2) + 1
2
Γ(|∆1|2 + |∆2|2)2 + 1
2
K|∆21 + ∆22|2 (2.35)
Classically, Γ = hsat/4, K = 0. Then |∆1|2 + |∆2|2 ≡ µ/Γ, i.e. different ordered states
are degenerate. Quantum fluctuations lift the degeneracy, and the result depends on
the sign of K. If K > 0, ∆1 = ± i∆2. It can be checked that this gives rise to a non-
coplanar umbrella state, in which the down-spin remains intact, and three up-spins
split out and form a cone. Such a state breaks U(1)× Z4 × Z2 symmetry. If K < 0,
the relative phase between ∆1 and ∆2 is either 0 or pi, and the order is coplanar (see
Fig. 2.8 (b)).
We computed K to accuracy 1/S. The details of calculations are presented in
SM, and here we quote the result: K is the sum of logarithmical, | log(hl − h)|/S,
logS/S, and non-logarithmical, O(1/S) terms, much like Eq. 2.34. The logarithmical
term yields K < 0, however the prefactor for the logarithm vanishes at J2 = J1/3,
and at this value of J2 non-logarithmical terms become relevant. Near J2 = J1/3, we
have
K =− 2
√
3J1
pi
(J2
J1
− 1/3)2( | log(hl − h)|
S
+ βφ
logS
S
)− βK
S
. (2.36)
Where the | log(hl − h)|/S term is a contribution from spin wave modes which go as
k2 at h = hl, and logS/S term comes from another spin wave mode that softens at
h = hu = hl +O(1/S). In distinction to the situation near hsat, here we found that
K remains negative, even for J2/J1 = 1/3. This implies that the state below hl is
a co-planar state. An umbrella state is not ruled out, however, for smaller S as we
computed βK in Eq. 2.36 at S  1.
To determine the structure of the coplanar state below hl more work is actually
required because for K < 0, the Free energy to order ∆4 is E∆/N = −µ(|∆1|2 +
|∆2|2) + 12(Γ − |K|)(|∆1|2 + |∆2|2)2, i.e., the degeneracy is not fully lifted. To select
the order, one has to compute O(∆6) terms in the Free energy. We found (see SM
for detail) that sixth-order terms select the order in which of the three up-spins two
are tilting in one direction and another in the opposite direction, while the down spin
remains intact (see Fig. 2.8 (b)). This state breaks U(1) × Z4 × Z3 symmetry. It
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can potentially transform gradually into the stripe state, which breaks U(1) × Z3,
if the down spin begins rotating at higher deviations from hl and match the spin
from up-triad, which is separated from the other two. Or, the transition can be first
order. Either way, at small fields, the order becomes a stripe. A more complex phase
diagram at low fields is expected in the presence of a single-ion anisotropy [121,125].
2.4 Conclusion
In this Chapter, we studied the zero temperature phase diagram of a Heisenberg
antiferromagnet on a frustrated triangular lattice with nearest neighbor (J1) and next
nearest neighbor (J2) interactions, in a magnetic field. We analyzed the stabilization
of the ordered phases at smaller and larger J2/J1 via order from disorder phenomenon
and the phase transition between the ordered states at smaller and larger J2/J1. We
first considered the limit of large but finite S and obtained the semiclassical phase
diagram in all fields. We found that at J2/J1 < 1/8 +O(1/S), quantum fluctuations
select the same set of co-planar states as at J2 = 0: the Y state at fields h < hsat/3,
the V phase at h > hsat/3, and the UUD phase at h ≈ hsat/3. At J2 > 1/8−O(1/S),
quantum fluctuations select the canted stripe phase. The stability regions of the two
phases overlap around J2/J1 = 1/8, and semiclassical spin wave analysis shows that
the transition between the two phases is first order, with a finite hysteresis width, of
order 1/S. We next analyzed the phase diagram near the saturation field at arbitrary
S, by mapping the spin model to a dilute boson gas. We found the same V and stripe
phase at smaller and larger J2/J1. For S > 1 we also found that the stability regions
of the two states overlap, and the transition between them remains first order, like
at large S. However, for S = 1/2 and, possibly, S = 1, we found that there exists an
intermediate range near J2/J1 = 1/8, where neither of the two states is stable. We
emphasize that this happens already arbitrary close to the saturation field, when the
density of bosons is small. In the intermediate region the system either develops a
non-quasi-classical long-range order (e.g., becomes dimerized), or remains quantum
disordered. We note that the intermediate phase develops for the same J2/J1 ≈ 1/8
where at h = 0 numerical calculations found evidence for a disordered, possibly spin-
liquid state for S = 1/2 [108,109,111] (but, apparently, not S = 1 [99]). Whether the
state we found at h ≈ hsat is the same one as found at h = 0 remains to be seen. We
call for more numerical studies of J1 − J2 model in a finite field.
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Chapter 3
Quantization of thermal Hall
conductivity at small Hall angles
We consider the effect of coupling between phonons and a chiral Majorana edge in
a gapped chiral spin liquid with Ising anyons (e.g., Kitaev’s non-Abelian spin liquid
on the honeycomb lattice). This is especially important in the regime in which the
longitudinal bulk heat conductivity κxx due to phonons is much larger than the ex-
pected quantized thermal Hall conductance κqxy =
piT
12
k2B
~ of the ideal isolated edge
mode, so that the thermal Hall angle, i.e., the angle between the thermal current and
the temperature gradient, is small. By modeling the interaction between a Majorana
edge and bulk phonons, we show that the exchange of energy between the two sub-
systems leads to a transverse component of the bulk current and thereby an effective
Hall conductivity. Remarkably, the latter is equal to the quantized value when the
edge and bulk can thermalize, which occurs for a Hall bar of length L  `, where `
is a thermalization length. We obtain ` ∼ T−5 for a model of the Majorana-phonon
coupling. We also find that the quality of the quantization depends on the means of
measuring the temperature and, surprisingly, a more robust quantization is obtained
when the lattice, not the spin, temperature is measured. We present general hydro-
dynamic equations for the system, detailed results for the temperature and current
profiles, and an estimate for the coupling strength and its temperature dependence
based on a microscopic model Hamiltonian. Our results may explain recent exper-
iments observing a quantized thermal Hall conductivity in the regime of small Hall
angle, κxy/κxx ∼ 10−3, in α-RuCl3.
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3.1 Introduction
Non-Abelian statistics is a deep generalization of quantum statistics in two dimen-
sions, in which the final state depends upon the order in which exchanges of particles
– non-Abelian anyons – are performed [130–132]. In addition to its fundamental
interest, this provides a powerful paradigm for quantum computing, allowing for
fault-tolerant processes [133, 134]. The main platforms in which non-Abelian topo-
logical phases have been sought are the ν = 5/2 Fractional Quantum Hall Effect
(FQHE) [130, 131], where non-Abelian anyons are suspected but have not been es-
tablished, and hybrid semiconductor-superconductor structures, to which quantum
computing groups are devoting massive efforts [135], but where confirmation is still
awaited.
A third possible route to non-Abelian anyons is via a quantum spin liquid [6]. In
his seminal work [40], Kitaev presented a spin-1/2 model on the honeycomb lattice
with bond-dependent anisotropy which, in a magnetic field, realizes a non-Abelian
topological phase. This phase hosts Ising anyons, topologically the same anyon type
which is targeted by the hybrid efforts. A key and general characteristic of a topolog-
ical phase is the chiral central charge c, which characterizes its gapless edge modes.
It is directly measurable as a quantized thermal Hall conductivity, κqxy = picT/6
(~ = kB = 1). A non-integer value is an unambiguous indicator of a non-Abelian
phase, and c = 1/2 for Ising anyons.
Stimulated by the recognition that Kitaev’s anisotropic interactions arise natu-
rally in certain strongly spin-orbit coupled Mott insulators [42, 43], mounting efforts
have targeted such systems in the laboratory. There is now strong evidence that
Kitaev interactions are substantial in several 2d honeycomb lattice materials [136]:
α-Na2IrO3 [137], α-Li2IrO3 [138], and α-RuCl3 [139]. While it is clear that none of
these materials are exactly described by Kitaev’s model, the beauty of a topological
phase is its robustness: once obtained, it is stable to an arbitrary weak perturbation
and its essential properties are completely independent of the details of the Hamilto-
nian. A very recent experiment [51] presents observations of an apparent plateau with
a quantized thermal Hall conductivity with c = 1/2 in α-RuCl3 in an applied field of
9-10T, at temperatures of 3-5K. If confirmed, it could be a revolutionary discovery not
only in the non-Abelian context, but also as the first truly unambiguous signature of
a quantum spin liquid phase in experiment. These results appear to complement re-
cent experiments on quantum Hall systems which have observed half-integer thermal
conductance, but through rather different means [140].
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The α-RuCl3 experiments do, however, present at least one major puzzle. The
thermal Hall angle θH = tan
−1(κxy/κxx) = 10−3 is small, i.e., κxx  κxy. This is
incompatible with conduction solely through a Majorana edge mode. Indeed, in two
dimensional electron gases, a quantized Hall effect is only observed when the Hall
angle is large. This raises the fundamental question of whether the thermal Hall
effect is different: is quantization even expected and possible at small Hall angles?
We consider here a universal effective model for an Ising anyon phase, in which the
chiral Majorana edge mode is augmented by acoustic bulk phonons, which can provide
a diagonal bulk thermal conductivity. Remarkably, we find that not only does the
quantized thermal Hall effect persist in the presence of the phonons, but it relies upon
them. The ultimate view of the quantized transport is distinctly different from the
usual isolated edge mode picture, and we predict notable experimental consequences
of the mixing of edge and bulk heat propagation. Our considerations are quite general
and we expect that similar physics applies to thermal transport in other systems with
edge modes, such as topological superconductors and quantum Hall systems.
jex
( T )phH
( T )fH
Lx
Ly
Tf (x, y)
TrTl
jph(x, y)
If (x, y)
Tph(x, y)
Figure 3.1: (From [49]) Temperature maps of our rectangular system with dimensions
Lx and Ly consisting of a phonon bulk (lower box) and a Majorana fermion edge
(upper edge). The phonon temperatures at the left and right edges are assumed to be
fixed as Tl,r, respectively, due to the coupling of the lattice with the heater and thermal
bath. The black arrows for If along the edge denote the direction and magnitude of
the “clockwise” energy current associated with the chiral Majorana mode. The white
arrows in the bulk show a stream line of jph. The 3d white arrows for jex indicate the
energy current between the Majorana edge and bulk phonons. (∆T )phH and (∆T )
f
H
are the measured “Hall” temperature differences when the contacts are coupled to
the lattice or spins, respectively.
3.2 Hydrodynamic equations
We formulate the problem in terms of hydrodynamic equations describing the energy
transport. We consider the following two subsystems: the phonons, or lattice, located
in the bulk, and denoted with the index “ph”, and the Majorana fermions, or spins,
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confined to the edge and indexed by “f”, as well as a coupling between them. For
simplicity, we assume an isotropic bulk, with the relation
jph = −κ∇Tph, (3.1)
i.e., the energy current density in the bulk is parallel to the thermal gradient, with κ
a characteristic of the lattice. The “clockwise” edge current is that of a chiral fermion
with central charge c = 1/2, i.e.,
If =
picT 2f
12
. (3.2)
The heat exchange between the phonons and Majoranas can be modeled phenomeno-
logically through an energy current jex between the two subsystems (see the arrows in
Fig. 3.1). Microscopically, it is due to the scattering events between edge Majorana
fermions and bulk phonons, and is the rate of energy transfer at the edge per unit
length, i.e., jex ≡ 1L
(
∂E
∂t
)
ph→f = − 1L
(
∂E
∂t
)
f→ph, where L is the length of the edge in
evaluating
(
∂E
∂t
)
ph→f
1. This in turn implies that the phonons and Majoranas have
not fully thermalized with one another. Assuming, however, that thermalization is
almost complete, i.e., Tf ≈ Tph, and that the fermions are strictly confined to the
edge, jex can be linearized in the temperature difference Tph − Tf at the edge,
jex = λ(T )(Tph − Tf ), (3.3)
where, crucially, λ > 0 is a function of the overall constant temperature T ≈ Tph,f ,
and can be parametrized as λ(T ) ∼ Tα. We will determine α from a phase space
analysis of the scattering events.
We assume our (two-dimensional) system to be a rectangular slab of width Ly
and length Lx & Ly (see Fig. 3.1), and choose coordinates with |x| < x0 = Lx/2 and
|y| < y0 = Ly/2.
The continuity equation in the bulk in a steady state is ∇ · jph(x, y) = 0 which
implies the Laplace equation
∇2Tph(x, y) = 0. (3.4)
Energy conservation at the edges gives rise to appropriate boundary conditions. At
the left and right edges, we assume that only the lattice is coupled to thermal leads
and the phonons have fixed constant temperatures, Tl,r, respectively. At the top and
1Note that L = Lx, resp. L = Ly, for jex(top/bottom), resp. jex(left/right)
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bottom edges, the current out of the phonon subsystem must equal the exchange
current, hence ±jyph(x,±y0) = jex(x,±y0). Moreover, the continuity equations for
the edges imply ±∂xIf (x,±y0) = jex(x,±y0). Together these yield, given Eqs. (3.1)
and (3.2),
κ∂yTph(x,±y0) = −κqxy∂xTf (x,±y0). (3.5)
Note the appearance of the ideal quantized Hall conductivity κqxy = picT/6 = piT/12
here, using Tf ≈ T (valid within our linearized treatment).
3.2.1 Quantization in the infinitely long limit
For simplicity, we first solve our hydrodynamic equations in the limit of an infinitely
long system (Lx → ∞). Note that, even for finite systems with Lx  Ly, this
infinitely long limit is expected to be relevant far away from the left and right edges.
Since there is translation symmetry in the x direction, the boundary conditions
Tph(±x0, y) = Tr,l lead to a uniform temperature gradient dTdx = limLx→∞ Tr−TlLx , and
the phonon and Majorana temperatures must take the formsTph(x, y) = dTdxx+ Tˆ (y) + const.Tf (x,±y0) = dTdxx+ const.. (3.6)
Laplace’s equation, Eq. (3.4), immediately implies that Tˆ (y) must be a linear function
of y which we write Tˆ (y) =
(∆T )phH
Ly
y. Therefore, from Eq. (3.5), we get
∂yTph(x, y) = −
κqxy
κ
dT
dx
, (3.7)
since ∂yTph(x, y) = ∂yTph(x,±y0) = const.. From a phenomenological perspective, the
total current in the Hall bar geometry must flow only along x, but Eq. (3.7) implies
that the phonon thermal gradient is tilted from the current axis by a small Hall angle
of | tan θH | = κqxy/κ 1.
Next consider the view of Alice the experimentalist. She measures the temperature
gradients via three contacts, and assumes for the moment that these measurements
give the phonon temperature (the most reasonable assumption). To deduce the Hall
conductivity, she posits a bulk heat current satisfying j = −κph,expt ·∇T , and tries to
deduce the tensor κph,expt [the ph (f) superscript means this quantity is obtained from
a measurement of the phonon (Majorana fermion) temperature]. By measuring the
longitudinal temperature gradient, she obtains κph,exptxx = κ as expected, and then,
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imposing jy = 0, she equates the experimental Hall angle tan θH =
(∆T )phH
Ly
/dT
dx
to
κph,exptxy /κ
ph,expt
xx . By comparing this equation to the theoretical result in Eq. (3.7), we
immediately recognize that the magnitude of the effective Hall conductivity (denoted
simply as κexptxy in the rest of the text) is |κph,exptxy | = κqxy, i.e., the experimentally
measured thermal Hall conductivity takes the quantized value!
A few remarks are in order. First, a transverse temperature difference, (∆T )phH ,
leading to a “Hall thermal gradient” (∆T )phH /Ly = −κ
q
xy
κ
dT
dx
develops which allows
to compensate the transverse energy current jex at the edges and leads to a zero net
transverse current. Second, the effective thermal Hall conductivity is only found to be
quantized if the transverse temperature gradient is obtained from the phonon temper-
atures at the top and bottom edges. In contrast, if Bob somehow measures the Majo-
rana temperatures, the transverse temperature gradient is identified as (∆T )fH/Ly and
thus, from Eqs. (3.3) and (3.5), he finds a different effective thermal Hall conductivity
[see also Fig. 3.2(a)]:
κf,exptxy = −
κ(∆T )fH
Ly
dT
dx
= κqxy
(
1 +
2κ
λ(T )Ly
)
. (3.8)
Note that κf,exptxy ≈ κph,exptxy only for a large enough phonon-Majorana coupling λ(T )
κ/Ly.
3.2.2 General conditions for quantization
To understand how the quantization of the effective thermal Hall conductivity can
break down and determine the range of its applicability, we now extend the solution
of our hydrodynamic equations to a finite system with Lx & Ly, where we must
take into account all boundary conditions, i.e., include the right and left boundary
conditions on top of those in Eq. (3.5). Again assuming that the leads are coupled to
the phonons only, those are:Tph(±x0, y) = Tr,l,jex(±x0, y) = λ(T )(Tph − Tf ) = ∓κqxy∂yTf . (3.9)
Considering a small enough phonon-Majorana coupling λ, we aim to obtain a pertur-
bative solution of the hydrodynamic equations. To this end, we write
Tph,f (x, y) = T + T˜ph,f (x, y), (3.10)
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with T˜ph,f (x, y)  T . We express the temperature variations in series expansions
as T˜ph,f =
∑∞
n=0 T˜
(n)
ph,f and assume that terms of increasing order n are progressively
less important. Note also that T˜ph,f (x, y) = −T˜ph,f (−x,−y) generally follows from
the symmetries of the hydrodynamic equations. Starting from the λ = 0 solution,
T˜
(0)
ph (x, y) =
dT
dx
x and T˜
(0)
f (x, y) = 0, the temperature variations can then be found
by an iterative procedure. At each iteration step n > 0, we first solve the ordinary
differential equations [see Eqs. (3.5) and (3.9)]
κqxy∂xT˜
(n)
f = ±λ
[
T˜
(n−1)
ph − T˜ (n)f
]
for y = ±y0,
κqxy∂yT˜
(n)
f = ∓λ
[
T˜
(n−1)
ph − T˜ (n)f
]
for x = ±x0, (3.11)
for the Majorana temperature T˜
(n)
f along the edge. Then, using this solution, we
obtain an appropriate Laplace equation ∇2T˜ (n)ph = 0 for the phonon temperature T˜ (n)ph
in the bulk, along with Dirichlet boundary conditions T˜
(n)
ph (±x0, y) = 0 at the left and
right edges, and Neumann boundary conditions
∂yT˜
(n)
ph = ±
λ
κ
[
T˜
(n)
f − T˜ (n−1)ph
]
for y = ±y0, (3.12)
at the top and bottom edges. It is well known that such a Laplace equation with
mixed Dirichlet and Neumann boundary conditions has a unique solution that can
be obtained by standard methods. Our perturbative solution is convergent whenever
λ κ/Ly (see [141] for the error analysis).
Assuming this condition, we perform the first iteration step (see [141]) to calculate
the phonon temperature T˜
(1)
ph and obtain the effective thermal Hall conductivity in
terms of the transverse temperature difference (∆T )phH (x) [see Fig. 3.2(a)]:
κph,exptxy (x) = −
κ
dT
dx
Ly
[
T˜
(1)
ph (x, y0)− T˜ (1)ph (x,−y0)
]
. (3.13)
Note that κph,exptxy (x) generally depends on the position x at which the temperatures
are measured [see Fig. 3.2(b)]. Indeed, we find that κph,exptxy (x) only takes a quantized
(or even constant) value if Lx  Ly and Lx  ` ≡ κqxy/λ. First, an accurate
measurement of the thermal Hall conductivity generally requires an elongated system
with Lx  Ly. Second, the system size Lx must be larger than the characteristic
length ` associated with the thermalization of the Majorana edge mode (see Table 3.1
for a summary). Indeed, even for Lx  Ly, there are two regimes for the effective
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Figure 3.2: (From [49]) (a) Temperature profiles of the Majorana fermions (solid
lines) and phonons (dashed lines) at the top (red lines) and bottom (blue lines)
edges, Tf,ph(x,±y0). The measured “Hall” temperature differences (∆T )ph,fH (x) ≡
Tph,f (x, y0) − Tph,f (x,−y0) are shown with the black arrows. (b) Measured thermal
Hall conductivity κph,exptxy [Eq. (3.13)] as a function of the longitudinal position x at
which (∆T )phH is measured for dimensionless thermal couplings λLx/κ
q
xy = 100 (solid
line), 10 (dashed line), and 1 (dotted line) at fixed Lx/Ly = 100.
thermal Hall conductivity (see [141]):
κph,exptxy (x) ≈
{
piT
12
(Lx  `),
piT (L2x−4x2)
96`2
(Lx  `).
(3.14)
In the second regime we find that κph,exptxy (x) has a strong dependence on x and is
smaller than κqxy = (pi/12)T by a factor ∼ (Lx/`)2  1.
3.3 Estimation of the spin-lattice thermal coupling
The phenomenological spin-lattice coupling λ(T ) defined in Eq. (3.3) can be obtained
microscopically from, e.g., the Boltzmann equation. We calculate the rate of energy
exchange per unit length jex =
1
L
(
∂E
∂t
)
ph→f
due to the scattering at the edge. Com-
paring to the form in Eq. (3.3), we extract λ(T ) = λ0T
α, i.e., the exponent α and the
coefficient λ0.
We consider a coupling at the top edge y = y0 = Ly/2 of the form
Hint =
−igvf
4
∫
dx ζ(x)Kij∂iuj(x, y0)η(x)∂xη(x), (3.15)
where η(x), ~u(x, y), ζ(x) are the Majorana edge mode, the lattice displacement field,
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and disorder potential, respectively, g parametrizes the spin-lattice coupling, and vf
is the fermion velocity. Kij∂iuj with i, j = x, y is some linear combination of the
elastic tensor for u. Physically, Eq. (3.15) may be understood from the observation
that the lattice displacement modifies the velocity of the Majorana edge mode by
affecting the strength of the Kitaev coupling.
Using Eq. (3.15) and calculating the energy transfer rate using a Boltzmann equa-
tion, we obtain a large power α = 6. The reason for the large exponent is twofold.
First, the dispersions of both bulk phonons and edge Majoranas are linear which
reduces the low energy phase space. Second, the vertex necessarily involves two
gradients: one because η(x)η(x) = δ(0) is a c-number for Majorana fermions, and
another because the strain tensor includes a gradient. We note that, without disorder,
two-phonon processes are necessary to satisfy kinematic constraints in the physical
regime, where the velocity of the acoustic phonon vph is larger than vf . In that case
one obtains an even larger α = 8.
To estimate the coefficient λ0, we further assume that the averaged disorder po-
tential satisfies 〈ζ(x)ζ(x′)〉dis = ζ2 δ(x−x′), and consider an isotropic acoustic phonon
mode only. From the Boltzmann equation solution (see [141]), we obtain
λ =
g2ζ2
32(2pi)3v4phv
2
fρ0
f T 6, (3.16)
where ρ0 is the mass density of the lattice. In the model we consider, f = 4.2× 104.
Unfortunately, at this time an accurate quantitative estimate of λ for α-RuCl3 is not
possible due to the lack of knowledge of microscopic details of g, vf and ζ. However,
crudely applying Eq. (3.16), we estimate the characteristic length ` = κqxy/λ to be
several orders of magnitude larger than the lattice spacing at temperatures of a few
Kelvins. Importantly, due to the large exponent α, we expect that upon lowering the
temperature of the sample, ` grows rapidly and that the system enters the regime
where Lx  ` in Eq. (3.14) and thus the quantization of the thermal Hall conductivity
breaks down.
3.4 Summary and discussion
By carefully analyzing the interplay between the chiral Majorana edge mode of an
Ising anyon phase and the energy currents carried by bulk phonons, we have demon-
strated that the thermal Hall conductivity of such a non-Abelian topological phase
can be effectively quantized in the presence of a much larger longitudinal thermal
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conductivity. This is in accordance with recent experiments on α-RuCl3 [51]. How-
ever, this quantization only survives under certain conditions. The main results are
summarized in Table 3.1.
Coupling regime Weak Intermediate Strong
λ ∼ Tα λ . λf λf  λ λph λph  λ
Lx Lx . ` Lx  `
Ly Ly  κ/λ Ly  κ/λ
κph,exptxy κ
ph,expt
xy  κqxy κqxy κqxy
κf,exptxy – κ
f,expt
xy  κqxy κqxy
Table 3.1: (From [49]) Values of the effective thermal Hall conductivities extracted by
measuring the temperatures of the phonon (κph,exptxy ) or Majorana (κ
f,expt
xy ) subsystems
in three coupling regimes, defined by the value of λ relative to λf = κ
q
xy/Lx and
λph = κ/Ly. The three coupling regimes can also be identified by comparing the
system dimensions Lx, Ly to the characteristic lengths ` = κ
q
xy/λ and κ/λ. “–” in the
last line means that the quantization κf,exptxy relative to κ
q
xy is not generic (κ
f,expt
xy ≷ κqxy)
in the weak coupling regime λ . λf , i.e., it depends on the strength of λ and the
position x where the temperature is measured.
In words, those results are as follows. The quantization survives for a sufficiently
strong spin-lattice coupling λ  λf ≡ κqxy/Lx, while it immediately disappears in
the weak-coupling regime defined by λ . λf [see Fig. 3.2(b)]. Importantly, since
λ ∝ Tα is strongly dependent on the temperature, with α ≥ 6 for the mechanisms
considered in this work, we predict that the observed quantization of the thermal Hall
conductivity should eventually break down as the temperature is lowered.
Even within the range of quantization (λ  λf ), we can identify two separate
regimes, depending on how λ compares to λph ≡ κ/Ly  λf . In the strong-coupling
regime, defined by λ  λph, the spins and the lattice share the same temperature,
and the quantization of the thermal Hall conductivity follows from effectively having
a system with a diagonal conductivity κexptxx = κ
expt
yy = κ of the phonons and an off-
diagonal κexptxy = κ
q
xy of the Majoranas. Surprisingly, however, in the intermediate
regime defined by λf  λ  λph, the thermal Hall conductivity appears to be
quantized despite a large temperature mismatch between the spins and the lattice.
This is only true, however, if it is obtained by measuring the lattice temperatures
along the edge. If one could directly measure the local temperature of the Majorana
edge mode, it would appear to give a much larger thermal Hall conductivity.
Finally, we emphasize that our hydrodynamic equations are applicable far beyond
the scope of the present work. Here, by solving them, we obtained a wide range of
experimentally measurable quantities, such as detailed temperature profiles of various
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degrees of freedom (e.g., spins and lattice) across the system. However, due to their
phenomenological nature, the hydrodynamic equations we derived should readily ex-
tend to a rich variety of chiral topological phases and thus may find applications far
away from the field of quantum spin liquids.
49
Chapter 4
Unconventional magnetism in the
weak coupling theory
We consider a system of 2D fermions on a triangular lattice with well separated
electron and hole pockets of similar sizes, centered at certain high-symmetry-points in
the Brillouin zone. We first analyze Stoner-type spin-density-wave (SDW) magnetism.
We show that SDW order is degenerate at the mean-field level. Beyond mean-field,
the degeneracy is lifted and is either 120◦ “triangular” order (same as for localized
spins), or a collinear order with antiferromagnetic spin arrangement on two-thirds of
sites, and non-magnetic on the rest of sites. We also study a time-reversal symmetric
directional spin bond order, which emerges when some interactions are repulsive and
some are attractive. We show that this order is also degenerate at a mean-field
level, but beyond mean-field the degeneracy is again lifted. We next consider the
evolution of a magnetic order in a magnetic field starting from an SDW state in zero
field. We show that a field gives rise to a canting of an SDW spin configuration.
In addition, it necessarily triggers the directional bond order, which, we argue, is
linearly coupled to the SDW order in a finite field. We derive the corresponding term
in the Free energy. Finally, we consider the interplay between an SDW order and
superconductivity and charge order. For this, we analyze the flow of the couplings
within parquet renormalization group (pRG) scheme. We show that magnetism wins
if all interactions are repulsive and there is little energy space for pRG to develop.
However, if system parameters are such that pRG runs over a wide range of energies,
the system may develop either superconductivity or an unconventional charge order,
which breaks time-reversal symmetry.
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4.1 Introduction
The nature of a magnetic order in itinerant electron systems and the interplay be-
tween magnetism, superconductivity, and charge order has attracted a substantial
interest in the last decade [7–24], chiefly in the context of the analysis of cuprate and
iron-based superconductors (FeSCs). Recently, studies of itinerant magnetism and
its interplay with other orders have been extended to include itinerant systems on
hexagonal lattices, like doped graphene [53,54,142–144] and transition metal dichalco-
genides (TMDs) [56]. In localized spin system, a magnetic order on a hexagonal lattice
(a triangular, honeycomb, or a Kagome lattice) is strongly influenced by geometrical
frustration [3,5,145–147], and in certain cases a classical ground state magnetic con-
figuration can be infinite degenerate, like in, e.g., an antiferromagnet on a Kagome
lattice with nearest-neighbor Heisenberg interaction. However, such degeneracy is
almost certainly lifted by interactions involving further neighbors [146,148].
In itinerant systems, relevant interactions are in general long-ranged in real space
as they involve fermions near particular k−points in the Brillouin zone, where Fermi
surfaces (FSs) are located. Yet, magnetism in itinerant systems also shows a strong
frustration, this time because of competition between several symmetry-equivalent
magnetic orderings between different FSs. This holds already in systems on non-
frustrated lattices, e.g., in square lattice systems with a circular hole FS at (0, 0) and
electron FSs at (0, pi) and (pi, 0) (similar to parent compounds of Fe-pnictides). A
dipole spin-density-wave (SDW) order parameter in such a system can be M1 with
momenta (pi, 0) or M2 with momentum (0, pi). At a mean-field level, the Free energy
depends on M21 + M
2
2, i.e., the ground state is infinitely degenerate. The degeneracy
is lifted either by changing the FS geometry, e.g., making the electron pockets non-
circular, or by adding other interactions between fermions near hole and electron
pockets [55,57,61,149], which do not contribute to SDW instability at the mean-field
level, but distinguish between different ordered states from a degenerate manifold.
In this chapter we analyze the structure of an SDW order in a system of 2D
itinerant fermions on a triangular lattice. We consider a band metal with a hole pocket
at Γ = (0, 0) (c-band) and two electron pockets at ±K (f -band), where K = (4pi/3, 0)
(see Fig. 4.1a). We discuss the electronic structure and interactions in Sec. 4.2. In such
a system an SDW order parameter can be either with momentum K or with −K. The
SDW order parameters with K and −K are M±K = 12(∆±K + ∆∗∓K), where ∆K =∑
p〈f †K+p~σcp〉 and ∆−K =
∑
p〈f †−K+p~σcp〉. The two underlying order parameters
∆K and ∆−K are coupled within a set self-consistent equations for a magnetic order,
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Figure 4.1: (From [59])(a) The Brillouin zone and the locations of the Fermi surfaces.
There is one hole pocket, centered at Γ, (shown by the dashed line) and two electron
pockets, centered at K (green solid line) and −K (blue solid line). (b), (c): Real space
structure of on-site SDW order M±K = Mr±iMi. At the mean-field level the ground
state is infinitely degenerate for circular pockets (the ground state energy depends
only on M2r+M
2
i ), but beyond mean-field and/or for non-circular (but C3-symmetric)
pockets, the degeneracy is lifted. Panels (b) and (c) – the two SDW configurations
selected in the model – the 120◦ spiral order (the same as for localized spins) (b) and
the collinear magnetic order with antiferromagnetic spin arrangement on two-thirds
of sites, and no magnetization on the remaining one-third of the sites (a). The three
colors indicate the three-sublattice structure of the SDW order.
and in zero magnetic field turn out to be complex conjugate to each other (Sec. 4.3).
Then MK = ∆K , M−K = ∆∗K . However, because K and −K are in-equivalent
points (a reciprocal lattice vector is 3K, not 2K like in systems on a square lattice),
MK = ∆K is a complex variable: MK = M
∗
−K = Mr + iMi (the magnetization
at site r is M(r) = Mr cos Kr + Mi sin Kr). Keeping only the interactions in the
SDW channel, we find in Sec. III that the ground state manifold is degenerate and
the Free energy depends only on M2r + M
2
i . A unique SDW order is selected by
either interactions outside of SDW channel, or by the anisotropy of the pockets, or,
potentially, by other perturbations. We show in Sec. 4.3 that these additional terms
stabilize either a 120◦ spiral order with three-fold rotation symmetry (Mr ⊥ Mi,
|Mr| = |Mi|), or a collinear SDW with non-equal magnitude of magnetization on
different lattice sites (Mr ‖ Mi, or Mr = 0, or Mi = 0). In particular, when
|Mr| = 0, the SDW order is antiferromagnetic on two-third of sites and there is no
magnetization on the remaining one-third of sites. We show SDW configurations in
real space for these two types of order in Figs. 4.1b and Fig. 4.1c.
We also consider in Section 4.3 another type of magnetic order, with the order
parameter Φ±K = 12(∆±K −∆∗∓K). At zero magnetic field, self-consistent equations
for Φ±K and M±K decouple. The one for Φ±K yields ∆±K = −∆∗∓K , i.e., ΦK = ∆K ,
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Φ−K = −∆∗K . For repulsive interactions between low-energy fermions, the Free
energy for Φ order is higher than for M (SDW) order, i.e., the leading instability
is SDW. However, Φ order wins when some interactions are repulsive and some are
attractive. Like for SDW, the Φ order parameter is a complex vector, ΦK = Φr+iΦi.
At a mean-field level, the Free energy for the Φ depends on |Φ|2, i.e., the ground state
manifold is degenerate. The degeneracy is lifted by other interactions, like for an SDW
order, and the selected states are the analogs of 120◦ and collinear SDW states.
The order parameter Φ±K preserves the sign under time reversal and is similar to
iSDW order on a square lattice, discussed in the context of FeSCs [60,150–152] (the
direct analogy holds when ∆±K is purely imaginary and Φ−K = −Φ∗K). In real space,
a non-zero Φ±K does not give rise to either site or bond real magnetic order, but it
gives rise to a non-zero order parameter Φ, which is expressed via the imaginary part
of the expectation value of a spin operator on a bond between r + δ/2 and r− δ/2:
Φαr,δ =
i
~
δˆ〈f †r+δ/2σαcr−δ/2 + c†r+δ/2σαfr−δ/2 − h.c.〉 (4.1)
We label the order with a non-zero Φ as “imaginary” spin bond (ISB) order. We
show that one can associate Φαr,δ with a vector directed either along or opposite to δ,
depending on the sign of Φαr,δ. In Fig. 4.2 we display graphically ISB order parameter
in real space for two Φ states – one is the analog of the 120◦ SDW order [Φr ⊥ Φi,
|Φr| = |Φi|, panels (a) and (b) in Fig. 4.2]; the other is the analog of a partial collinear
SDW order [the case Φi = 0, panels (c) and (d) in Fig. 4.2]. In a multi-band system
an ISB order may give rise to circulating spin current [60] Jαr,δ ∼
∑
(a,b) t
(a,b)
r,δ Φ
α(a,b)
r,δ ,
if the hopping t
(a,b)
r,δ has a proper form ( a, b label orbitals of f - and c-fermions in
Eq. 4.1). This does not hold in our model, where a potential multi-orbital composition
of low-energy states are neglected. We show a potential circulating spin-current order
in Fig. 4.3.
We next return to SDW order and analyze in Sec. 4.4 its evolution in a small
magnetic field. We show that the 120◦ spiral order becomes cone-like, i.e. the order
in the plane transverse to the field remains 120◦ spiral, and the order in the direction
of the field is ferromagnetic, due to an imbalance of spin up and down electrons. In
this respect, the field evolution of the 120◦ order in an itinerant system is different
from the one in the Heisenberg model with nearest neighbor exchange, where spins
remain in the same plane during the field evolution and pass through an intermediate
up-up-down phase [38, 41, 112, 153]. We next argue that in a field, spin-polarization
operators for spin components along and transverse to the field become different,
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Figure 4.2: (From [59]) Real space structure of imaginary spin bond order Φ±K =
Φr ± iΦi (labeled as ISB order in the text). The order on the bonds between nearest
neighbors is shown. At the mean-field level the ground state is infinitely degenerate
for circular pockets (the ground state energy depends only on Φ2r + Φ
2
i , but beyond
mean-field and/or for non-circular (but C3-symmetric) pockets, the degeneracy is
lifted. In panels (a) - (d) we show two selected ISB configurations. Panels (a) and
(b) show ISB order, analogous to the 120◦ spiral SDW order from Fig. 4.1b. This
order corresponds to Φr ⊥ Φi, |Φr| = |Φi| (ϕx = 0, ϕy = pi/2 in Eq. 4.22. In units of
I0 ∼ h∆~µ , the magnitude of the ISB order is Ix1 =
√
3
4
I0 on a grey arrow and I
x
2 =
√
3
2
I0
on an orange arrow in panel (a), and Iy = 3
4
I0 on a purple arrow in (a). Panels (c)
and (d) show ISB order analogous to the partial collinear SDW order from Fig. 4.1c.
This ISB order configuration corresponds to Φi = 0. A dashed lines denote bonds
with zero magnitude of ISB order. Notice that Φxr,δ in (c) has the same pattern as in
(a), but Φyr,δ in (b) and (d) are very different.
and the bubbles made out of spin-up c−fermion and spin-down f−fermion and out
of spin-down c−fermion and spin-up f−fermion also become different. The first
discrepancy keeps ∆±K in the plane perpendicular to a field, the second breaks the
equivalence between ∆K and ∆
∗
−K . As the consequence, SDW and ISB orders get
linearly coupled. We explicitly derive the bilinear coupling term Fcross(M,Φ) in
the Free energy. We found that a Zeeman field, which is odd under time reversal,
serves as a glue that couples M and Φ, which are odd and even under time-reversal,
respectively. Because of the linear coupling of M and Φ, an itinerant system in a field
necessarily possesses both SDW and ISB orders, even if only SDW order was present
in zero field (and vice versa).
Finally, in Sec. 4.5 we return to zero field and consider a model with purely repul-
sive interactions, when the magnetic order is SDW. We use parquet renormalization
group (pRG) approach and analyze the competition between SDW magnetism and
other orders bilinear in fermions, such as superconductivity and conventional and
unconventional charge density-wave orders. Magnetism is an expected winner in an
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Ix1
Jxr, 
Figure 4.3: (From [59]) A potential circular spin current configuration generated from
the ISB order for a proper symmetry of hopping integrals. Such behavior may hold
in a multi-orbital 3 pocket model. The figure is obtained by changing the direction
of all red bonds directed towards green sites of panel Fig. 4.2 (a) and by changing by
half the magnitude of ISB order on these bonds.
itinerant system, if the corresponding instability temperature is high enough, because
at relatively high energies the only attractive 4-fermion interaction is in the SDW
channel. However, if an instability develops at a smaller energy/temperature, other
channels compete with SDW because in the process of the flow from higher to lower
energies, partial components of the interaction in some superconducting and charge-
density-wave channels change sign and become attractive. As the consequence, the
system may develop superconductivity or charge order instead of SDW magnetism.
We show that this actually happens, at least in some range of input parameters, and
the system develops either s±-wave superconductivity, or an unconventional charge-
order, which breaks time-reversal symmetry.
We present the summary of our results in Sec. 4.6.
4.2 Electronic structure and interactions
We consider a system of 2D itinerant fermions on a triangular lattice, with hole and
electron FSs. The hole FS is centered at Γ = (0, 0), and the two in-equivalent electron
pockets are centered at ±K (f -band), where K = (4pi/3, 0). We show the Brillouin
zone and the FSs in Fig. 4.1a. We label fermionic operators with momenta near Γ
as cp and the ones near ±K as f±K+p. The electronic dispersion is this three-pocket
(3p) model can be approximated as Γ,k = − k22mh + µh and ±K+k = k
2
2me
− µe. The
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quadratic Hamiltonian in zero field can be expressed via a 6-component electronic
spinor Ψk = {ck,σ, fK+k,σ, f−K+k,σ}T as
H0 = Ψ†kH0Ψk,
H0 =
Γ,kI 0 00 K+kI 0
0 0 −K+kI
 . (4.2)
where each time k is shifted from the center of a FS and I is the 2×2 identity matrix
in spin space.
There are 8 different four-fermion interactions between low-energy fermionic states
near hole and electron pockets. We show the fermion propagators and four-fermion
interactions graphically in Figs. 4.4 and 4.4. These 8 terms include inter-pocket and
exchange interactions between fermions near a hole pocket and an electron pocket (g1
and g2 terms, respectively), a pair hopping from a hole pocket into electron pockets at
K and −K (g3 term), intra-pocket interactions between fermions near a hole pocket
and one of electron pockets (g4 and g5 terms, respectively), inter-pocket density-
density and exchange interactions between fermions near the two electron pockets
(g6 and g7 terms, respectively), and umklapp interaction in which incoming fermions
are near a hole pocket and one of electron pockets and outgoing fermions are near
the other electron pocket. This last interaction is allowed because 3K is a reciprocal
lattice vector. We do not consider in this work potential multi-orbital composition of
the excitations around hole and electron pockets, like in Fe-based superconductors.
Accordingly, we treat gi as some constants, independent on the angles along the FSs.
For most of the paper we assume that all gi > 0, i.e, all interactions are repulsive.
  K  K
(1)
Figure 4.4: Fermion propagators.
4.3 Magnetic order and its selection by electronic
correlations
At low enough temperature interactions may give rise to an instability of the normal
state towards some form of electronic order. Like we said, the most natural candi-
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Figure 4.5: Four-fermion interactions.
date for the ordered state is SDW magnetism, because a magnetic order develops
when electron-electron interaction is repulsive, while other instabilities, like super-
conductivity and charge order, require an attraction in some partial channel. This is
particularly true if the instability develops at a relatively high energy, before inter-
actions get modified in the RG flow. In this section we assume that itinerant SDW
magnetism is the leading instability and study the structure of SDW order in zero
magnetic field. We also consider the case when g3 interaction is attractive, in which
case the leading magnetic instability is towards ISB order.
4.3.1 The development of a magnetic order
We introduce two complex spin operators, bilinear in fermions, with transferred mo-
mentum near K and −K:
∆ˆK+q =
∑
p
f †K+p+q~σcp, ∆ˆ−K+q =
∑
p
f †−K+p+q~σcp. (4.3)
Each order parameter is constructed out of a fermion near a hole pocket and near an
electron pocket. The SDW order parameters with momenta ±K are
M±K =
〈1
2
∑
p,α,β
(
f †±K+p,α~σαβcp,β + c
†
pα~σαβf∓K+p,β
)〉
=
1
2
(
∆±K + ∆∗∓K
)
(4.4)
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where ∆±K = 〈∆ˆ±K〉. In real space, M(r) = MKeiKr + M−Ke−iKr. The ISB order
parameters are
Φ±K =
〈1
2
∑
p,α,β
(
f †±K+p,α~σαβcp,β − c†pα~σαβf∓K+p,β
)〉
=
1
2
(
∆±K −∆∗∓K
)
(4.5)
Out of eight interactions, the two, g1 and g3, can be re-expressed as the interactions
between ∆ˆs as
H4 =
∑
p,p′,q,σ,σ′
g3
(
c†p+q,σc
†
p′−q,σ′fK+p′,σ′f−K+p,σ + h.c.
)
+
g1
(
c†p+q,σf
†
K+p′−q,σ′fK+p′,σ′cp,σ + (K → −K)
)
=− g3
2
(
∆ˆK−q∆ˆ−K+q + h.c.)
)− g1
2
(
∆ˆ†−K−q∆ˆK+q + (K → −K)
)
+ ..., (4.6)
The self-consistent equations on infinitesimal ∆K and ∆−K are obtained by summing
up series of ladder diagrams within the leading logarithmical approximation as shown
in Fig. 4.6.
 ⇤K
~  =
 ⇤K
g1 +
  K
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  K
~  =
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Figure 4.6: Linearized self-consistent equation for SDW order.
At zero magnetic field the equations for all three spin components of ∆±K are the
same, and we have
∆∗K = −(g1Π(+K)∆∗K + g3Π(−K)∆−K),
∆−K = −(g3Π(+K)∆∗K + g1Π(−K)∆−K), (4.7)
where Π(±K) = T
∑
ωn
∫
d2k
AB.Z.Gf (k ±K)Gc(k), and AB.Z. is the area of the Brillouin
zone. Because the dispersions near K and −K are identical, Π(+K) = Π(−K) = Π.
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Eq. 4.7 then decouples into
∆∗K + ∆−K = −(g1 + g3)Π (∆∗K + ∆−K) ,
∆∗K −∆−K = −(g1 − g3)Π (∆∗K −∆−K) (4.8)
or
M±K = −(g1 + g3)Π M±K ,
Φ±K = −(g1 − g3)Π Φ±K , (4.9)
We see that M and Φ channels are decoupled.
One can easily verify that (i) Π < 0 and (ii) its magnitude grows logarithmically
with decreasing T due to opposite signs of dispersions near Γ and near ±K, even
if the masses and chemical potentials of the two dispersions are different (i.e., even
if there is no true nesting). The mass difference only affects the prefactor for the
logarithm. This, however, only holds when the running energy E is larger than the
difference between µh and µe. When the two become comparable, the logarithm is
cut. For example, we found numerically that the logarithmic enhancement holds
down to T ∼ |µh − µe|/5 The combination of (i) and (ii) implies that the magnetic
instability develops already for small values of g1, g3, but still the interaction should
be above the threshold.
4.3.2 The SDW order
When both g1 and g3 are positive, the leading instability occurs when (g1+g3)|Π| = 1,
and the emerging order is SDW with ∆K = ∆
∗
−K , i.e., MK = ∆K = M
∗
−K . We
verified that the condition ∆K = ∆
∗
−K holds also for the solution of the full non-
linear self-consistent equation at a finite SDW order parameter.
Keeping MK = M
∗
−K and adding to the quadratic Hamiltonian the SDW terms
M¯±K =
gsdw
2
M±K , where gsdw = g1 + g3, we found that H0 modifies to
HM = Ψ†kHMΨk
HM =
 ΓkI −M¯K · ~σ −M¯−K · ~σ−M¯∗K · ~σ K+kI 0
−M¯∗−K · ~σ 0 −K+kI
 , (4.10)
Eq. 4.10 can be also obtained via Hubbard-Stratonovich transformation using the
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interaction terms projected to the SDW channel. We show the derivation in Ap-
pendix B. We emphasize that each component of M¯K is a complex variable because
in our case K and −K are not separated by a reciprocal lattice vector. In this re-
spect, SDW on a hexagonal lattice differs from commensurate SDW with M¯Q on a
square lattice as for the latter M¯Q is real because Q and -Q differ by a reciprocal
lattice vector. For convenience, we separate M¯K and M¯−K into M¯K = M¯r + iM¯i
and M¯−K = M¯r − iM¯i.
The quadratic HamiltonianHM can be diagonalized by two subsequent Bogolyubov
transformations (see Appendix B for details). The result is
HM =
∑
k,α
E+k e
†
k,αek,α + E
−
k p
†
k,αpk,α + K+kf¯
†
k,αf¯k,α) (4.11)
where
E±k =
Γ,k + K+k
2
±
√(
Γ,k − K+k
2
)2
+ 2M¯2, (4.12)
and M¯ =
√
|M¯r|2 + |M¯i|2. The operator f¯ is the linear combination of f operators
with momenta near K and −K, which does not get coupled to c-operators in the
presence of SDW order. Because of the last term in Eq. 4.11 the system remains
a metal in the SDW phase, even in case of perfect nesting Γ,k = −K+k, when
excitations described by E±k are all gapped.
The self-consistent equation for the order parameter M¯ reduces to
1 =
gsdw
2N
∑
k
1√(
Γ,k−K+k
2
)2
+ 2M¯2
(4.13)
As the dispersion depends on M¯ , but not separately on M¯r and M¯i, the SDW
ground state is degenerate for all configurations in the manifold of |M¯r|2+|M¯i|2 = M¯2.
The Landau Free energy in terms of M¯ is
F =a(M¯2r + M¯
2
i ) + b(M¯
2
r + M¯
2
i )
2 + .... (4.14)
Without loss of generality we can choose Mr and Mi to be in the x − y plane
and set Mr to be along x direction. We then have Mr = Mreˆx = M cos τ eˆx, Mi =
Mixeˆx + Miyeˆy = M sin τ cos θeˆx + M sin τ sin θeˆy. The SDW order parameter M(r)
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in real space is related to Mr,Mi as ( see Appendix B for derivation)
Mx(r) = 2(Mr cos Kr +Mix sin Kr)
= 2(M cos τ cos Kr +M sin τ cos θ sin Kr)
My(r) = 2Miy sin Kr = 2M sin τ sin θ sin Kr (4.15)
For example, when θ = pi/2, τ = pi/4, i.e. Mr⊥Mi and |Mr| = |Mi|, Mx(r) =√
2 M cos Kr, My(r) =
√
2 M sin Kr, i.e. the SDW order configuration is 120◦
spiral (see Fig. 4.1b). When θ, τ = pi/2, Mx(r) = 0, My(r) = 2M sin Kr, the SDW
configuration is antiferromagnetic on two-thirds of sites, while the remaining one
third of sites remains non-magnetic (see Fig. 4.1c). This kind of order is peculiar to
itinerant systems. A similar partial order has been found in the studies of magnetism
in in doped graphene [53,54] and in doped FeSCs [55,61].
The selection of the SDW order
Selection by the anisotropy of the spectrum – One way to lift the degeneracy is to
include the anisotropy of the dispersion near the two electron pockets. The points
K and -K are highly-symmetric points in the Brillouin zone, but still, the lattice
symmetry only implies that the dispersion should remain invariant under the rotation
by 120◦. Then the most generic dispersion near ±K is ±K+p = p22me − µ2 ± δ cos 3θp,
where θp is the angle between p and K. A conventional analysis, similar to the one
in Ref. [154], shows that a non-zero δ gives rise to additional quartic term in Landau
Free energy in the form c(Mr×Mi)2 with c < 0. The minimization of the Free energy
then yields Mr⊥Mi and |Mr| = |Mi|. This corresponds to the 120◦ SDW order.
Selection by the other couplings – Another way to lift the ground state degeneracy
is to go beyond mean-field and include the corrections to the ground state energy from
four-fermion couplings other than g1 and g3. These other couplings do not contribute
to SDW order at the mean-field level, but affect the Free energy beyond mean-field.
For simplicity of presentation, we analyze the effect of other couplings assuming that
Γ,k = −±K+k (a perfect nesting).
In our case, there are two contributions from other interactions. First, the terms
g4, g6, and g7 have non-zero expectation values in the SDW state. This effect is
similar to the one found in Fe-based systems [55, 57]. The contribution to the Free
energy from an average value of these additional interactions is
δFa = 2(g6 − g7 − 2g4)
(Mr ×Mi
M2
)2
(NFM¯)
2
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=
1
2
(g6 − g7 − 2g4)(NFM¯)2 sin2 θ sin2 2τ, (4.16)
where NF is the density of states near the Fermi surface. The selection of SDW order
depends on the relative strength of the couplings. When g6 − g7 − 2g4 < 0, δFa is
minimized when θ = pi/2 (mod pi) and τ = pi/4 (mod pi/2), i.e. when Mr⊥Mi and
|Mr| = |Mi|. This gives 120◦ spiral SDW order. When g6 − g7 − 2g4 > 0, θ = 0
(mod pi) or τ = 0 (mod pi/2). In the first case Mr ‖Mi, in the second either Mr or
Mi is equal to zero. In both cases, the SDW order is collinear and the ground state
manifold remains infinitely degenerate because for Mr ‖Mi, δFa = 0, and the ratio
Mi/Mr is arbitrary (Mi = 0 or Mr = 0 are the two limits of the degenerate set).
The second effect comes from the g8 term, which gives rise to SDW-mediated
coupling between fermions near K and near −K. Indeed, the g8 term is
Hg8 =g8
∑
p1,p2,p3,σ,σ′
(
f †K+p1,σf
†
K+p2,σ′f−K+p3,σ′cp1+p2−p3σ
+ f †−K+p1,σf
†
−K+p2,σ′fK+p3,σ′cp1+p2−p3σ + h.c.
)
. (4.17)
In the SDW state, this term acquires a piece quadratic in fermions
Hg8 → 2γ8
∑
f †K,σ(M¯K · ~σ)σ,σ′f−K,σ′ + h.c., (4.18)
where γ8 = g8/gsdw. In the second order in perturbation, this term gives the correction
to the Free energy, which also scales as M¯2:
δFb =−NF (γ8M¯)2(3 cos2 θ sin2 2τ
(
cos 2τ + 1)
+ cos2 2τ(3− cos 2τ)) (4.19)
The τ, θ that minimize δFb are
θ = −pi, 0 and τ = ±pi/6, ± 5pi/6,
or τ = ±pi/2 and θ arbitrary (4.20)
One can verify that both choices for θ and τ describe a collinear spin configuration
with antiferromagnetic spin ordering on two-thirds of sites, while the remaining one
third of sites remain non-magnetic (see Fig. 4.1c), i.e. δFb selects SDW configuration
which corresponds to Mr = 0. For example, when θ, τ = pi/2, we obtain from Eq. 4.15
Mx(r) = 0, My(r) = 2M sin Kr. In other words, δFb lifts the degeneracy of collinear
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Figure 4.7: (From [59]) δF (correction to the Free energy from 4-fermion interactions
) at θ = pi
2
. At θ = pi/2, δF can minimized in both SDW order configurations at
different τ : τ = pi
4
, 3pi
4
for 120◦ spiral order (Fig. 4.1b) and τ = pi
2
for collinear order
(Fig. 4.1c). At κ = −4 (thick red line), the ground state energy of the two SDW
order configurations are the same, indicating a first order phase transition.
SDW states in favor of the state with antiferromagnetism on 2/3 of lattice cites.
The SDW ground state configuration is obtained by minimizing the total δF =
δFa + δFb. We define the ratio of the prefactors for M¯
2 terms in δFa and δFb as
κ =
1
2
NF
(g6 − g7 − 2g4)
γ28
=
1
2
NFgsdw
(g6 − g7 − 2g4)gsdw
g28
. (4.21)
We find that for κ < −4 the system selects the 120◦ spiral state and for κ > −4
it selects the collinear antiferromagnetic state. At κ = −4 (highlighted in red in
Fig. 4.7), both states correspond to local minima, i.e., the transition between the two
is first order.
4.3.3 The ISB order
When g3 is negative, the leading instability in the magnetic channel is towards ISB
order Φ±K . For this order we have ∆K = −∆∗−K , i.e., ΦK = ∆K , Φ−K = ∆−K =
−Φ∗K . ΦK is also a complex vector ΦK = Φr + iΦi with Φ−K = −Φr + iΦi. At the
mean-field level the Free energy again depends on Φ2r + Φ
2
i , i.e., the ground state is
infinitely degenerate. The degeneracy is lifted by either the anisotropy of the electron
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pockets or by other interactions.
In real space, a non-zero ΦK gives rise to a finite value of an imaginary part of
an expectation value of a spin operator on a bond between r− δ/2 and r + δ/2. The
corresponding real order parameter is
Φαr,δ =
i
~
δˆ〈f †r+δ/2σαcr−δ/2 + c†r+δ/2σαfr−δ/2 − h.c.〉
=
8
~
δˆ|ΦαK | sin Kδ cos (Kr− φαK) (4.22)
where ΦαK = |ΦαK |eiφαK and φα−K = pi−φαK . This last condition implies that Φαr,δ does
not change under K→ −K.
Because Φαr,δ is an odd function of δ, the ISB order is “directional” in the sense
that for a given r, one can associate Φαr,δ with a vector directed either along or
opposite to δ, depending on the sign of Φαr,δ. In Fig. 4.2 we show Φ
α
r,δ for the two
ISB states selected by the lifting of the degeneracy. One is the analog of 120◦ SDW
spiral state, another is the analog of a partially ordered collinear state. In the first
case Φr ⊥ Φi, |Φr| = |Φi|, in the second Φi = 0. The direction of the arrow on each
bond is determined by the sign of Φαr,δ (if it is positive, the arrow goes from r− δ/2
to r+δ/2). In the “120◦” state (panels (a) and (b)), Φxr,δ and Φ
y
r,δ are both non-zero.
In the “collinear” state (panels (c) and (d)) only one component of Φr is non-zero.
We emphasize that Φαr,δ is not a spin current operator (Φ
α
r,δ at a given site is not
conserved, as it would be required for a current due to local spin conservation). In
a generic multi-orbital system a spin current is expressed in terms of ISB orders and
hopping integrals as Jαr,δ ∼
∑
(a,b) t
(a,b)
r,δ Φ
α(a,b)
r,δ , where (a, b) label the orbital components
of f - and c-fermions (see Ref. [60] for a discussion on the orbital currents). The
hopping parameters t
(a,b)
r,δ generally depend on r and, for a given r, may change the
sign between different δ. For a proper choice of t
(a,b)
r,δ between orbitals, J
α
r,δ may
become a spin current. For example, for the “collinear” Φ−order (panels (c) and (d)
in Fig. 4.2), a change of the direction and the magnitude on a half of the red bonds
directed towards green sites in Fig. 4.2, will give rise to a circulating current, which
obeys a local spin conservation. We show this in Fig. 4.3.
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4.4 A finite magnetic field: a cone SDW state and
a field-induced ISB order
In this section we consider the evolution of the SDW state in a Zeeman magnetic field.
In a free electron system a Zeeman field shifts spin-up bands down and spin-down
bands up, inducing a net magnetization along the field direction zˆ. For interacting
fermions the effect of a magnetic field is more complex. Suppose we start with 120◦
spin ordering in zero field. For a system of localized spins on a 2D triangular lattice
quantum fluctuations select field reorientation in which spins remain in the same
plane in a finite field [38, 41, 112]. We show below that for itinerant fermions the
evolution of the spin configuration with a field h = hzˆ proceeds differently – in a
finite field the SDW becomes a non-coplanar cone state in which spins preserve a
120◦ order in the xy plane and simultaneously develop a net magnetization along the
field. However, this is not the only effect of the field. We show that a magnetic field
triggers the appearance of an ISB order |Φ±K | ∝ (h/µ)|M±K |. We remind that Φ±K
is even under time-reversal and may give rise to circulating spin currents.
4.4.1 Spin order in a magnetic field
When a Zeeman field is applied, say along zˆ, it splits the spin-up and spin-down
bands, as shown in Fig. 4.8. It also breaks SU(2) spin rotation symmetry down to
U(1), which means that SDW instabilities in σ± and σz channels now develop at
different temperatures, which we label as Tc,tr and Tc,z respectively. Only the higher
Tc is meaningful. We show that the SDW order develops in the σ
± channel first, i.e.
SDW is locked in the plane transverse to the field.
To see this we define the order parameters ∆± and ∆z as:
∆±K,± =
∑
k,α,β
〈f †k±K,ασ±αβckβ〉
∆±K,z =
∑
k,α,β
〈f †k±K,ασzαβckβ〉 (4.23)
where α, β = {↑, ↓}. The linearized equations on ∆ in σ± channel are
∆K,+ = −(g1Π+∆K,+ + g3Π−∆∗−K,−),
∆∗−K,− = −(g3Π+∆K,+ + g1Π−∆∗−K,−), (4.24)
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Figure 4.8: (From [59]) Fermi surface geometry in a magnetic field. Spin-up (blue) and
spin-down (green) bands split by the Zeeman field. Double arrows connect electronic
states that form SDW order in the σ+ channel (grey arrow) and σ− channel (red
arrow). The quantity ∆±K,± is defined in Eq. 4.23.
where
Π± = T
∑
ωn,α,β
∫
d2k
AB.Z.G
f,α(k + K)σ±α,βGc,β(k).
It is essential that Π+ 6= Π− (see below). In the σz channel we have
∆K,z = −g1(Πz↑∆K,↑ − Πz↓∆K,↓)− g3(Πz↑∆∗−K,↑ − Πz↓∆∗−K,↓)
∆∗−K,z = −g1(Πz↑∆∗−K,↑ − Πz↓∆∗−K,↓)− g3(Πz↑∆K,↑ − Πz↓∆K,↓) (4.25)
where Πz,α = T
∑
ωn
∫
d2k
AB.Z.Gf,α(k+K)σzα,αGc,α(k). Both Πz,α and Π± do not change
under K→ −K).
To get qualitative understanding, consider first the case of perfect nesting, i.e. set
mh = me = m and µh = µe = µ such that Γ,k = −±K+k. Then the two larger FSs
with Fermi momentum k+F =
√
2m(µ+ h) are the electron FS for up spins and the
hole FS for down spins. The smaller FSs with k−F =
√
2m(µ− h) are the electron FS
for down spins and the hole FS for up spins (see Fig. 4.8). One can easily verify that
in this situation Πz↓ = Πz↑. Eq. 4.25 is then simplified to
∆K,z = −g1Πz∆K,z − g3Πz∆∗−K,z
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∆∗−K,z = −g1Πz∆∗−K,z − g3Πz∆K,z (4.26)
Solving Eqs. 4.24 and 4.26 we obtain the SDW instability conditions in (i) σ± and
(ii) σz channels as
(i) 1 +
1
2
(
g1(Π+ + Π−)−
(
(Π+ − Π−)2g21 + 4Π+Π−g23
)1/2)
= 0,
(ii) 1 + (g1 + g3)Πz = 0. (4.27)
Evaluating the expectation value of polarization operators Π± and Πz, we obtain at
h T (see Appendix B for details),
Πph,± = Πph,0 ∓ 1
2
NF
h
µ
,
Πph,z = Πph,0 + 0.43NF
h2
T 2
, (4.28)
where Πph,0 ≈ −(NF/2) log µ/T is the polarization at zero field. Substituting into
Eq. 4.27 we obtain the critical temperature of SDW order in the transverse and
longitudinal channels as
(i) Tc,tr(h) = Tc,0
[
1− g3 − g1
2g3
(g3 + g1)NF
(h
µ
)2]
,
(ii) Tc,z(h) = Tc,0
[
1− 0.86( h
T
)2]
(4.29)
where Tc,0 = µe
−2/(g1+g3)NF . Because T  µ, Tc,tr > Tc,z independent on the sign of
g3 − g1. For very low T , when in a finite field h  T , the expression for Tc,z gets
modified (see Appendix D), but still, Tc,tr > Tc,z. We also computed Tc,tr and Tc,z
without assuming perfect nesting, by expanding in δµ
µ
, and found that the condition
instability temperature in the σ± channel is larger than that in the σz channel.
4.4.2 SDW order in a field
Because Tc,tr > Tc,z, the SDW instability develops in the σ
± channel, i.e, the spon-
taneous order remains in xy plane. A finite field indeed also creates a magnetization
component in z direction simply because the total densities of spin-up and spin-down
fermions are now different. The ratio between ∆±K,± and ∆∗∓K,∓, however, changes in
the field. We remind that in zero field ∆±K = ∆∗∓K , i.e. ∆±K,± = ∆
∗
∓K,∓, such that
M±K = ∆±K and Φ±K = 0. At a finite field the solution of self-consistent equations
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on ∆±K,+ and ∆∗∓K,− yields
γ =
∆∗∓K,−
∆±K,+
= 1− (g3 − g1)NF
2g3|Π0|
h
µ
(4.30)
The ground state still remains degenerate at the mean-field level, i.e., SDW order in
xy plane can be either 1200 spiral or a collinear state with 2/3 of lattice sites ordered.
An arbitrary state from a degenerate manifold can be parametrized as
∆K,+ = cosφ∆+, ∆−K,+ = eiθ˜ sinφ∆+,
∆K,− = e−iθ˜ sinφ∆−, ∆−K,− = cosφ∆−, (4.31)
where φ, θ˜ ∈ (0, 2pi), ∆− = γ∆+ and without loss of generality we set ∆+ to be real.
We then have
MK =
1
2
(∆K + ∆
∗
−K) =
(1 + γ)∆+
4
{e−iθ˜(eiθ˜ cosφ+ sinφ), i e−iθ˜(eiθ˜ cosφ− sinφ), 0},
(4.32)
and MK = M
∗
−K . The 120
◦ spiral order corresponds to φ = 0, pi and θ˜ arbitrary
(and its symmetry equivalents). The collinear state with two-thirds sites ordered
corresponds to φ = −pi
4
and θ˜ = 0 (and symmetry equivalents). In the real space the
SDW order is
〈Mˆαr 〉 = 4|MαK | cos(Kr− φα), (4.33)
where α = x, y, z, and φα is the phase of the α component of MK in Eq. 4.32. In
these notations, the 120◦ spiral order corresponds to |MxK| = |MyK|, φx = 0, φy = pi/2
and the collinear order corresponds to |MxK| = 0, φy = pi/2.
To lift the degeneracy, one again has to include into consideration either the C3
anisotropy of electron pockets, or four-fermion interactions other than g1, g3. We
verified that if in zero field these terms select the 120◦ spiral SDW order, the same
order remains at h 6= 0, i.e. at least in this case a Zeeman field doesn’t change the
type of the SDW order.
4.4.3 Field-induced ISB order
Eq. 4.30 has another, more prominent consequence. Because ∆±K,+ 6= ∆∗∓K,−, SDW
and ISB channels no longer decouple, i.e., the emergence of a non-zero M±K =
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1
2
(∆±K +∆∗∓K) triggers a non-zero ISB order parameter Φ±K =
1
2
(∆±K−∆∗∓K). We
remind that M±K changes sign under time reversal, while Φ±K is symmetric under
time-reversal. For a state from a degenerate manifold parametrized by Eq. 4.31
ΦK =
1
2
(∆K −∆∗−K) =
(1− γ)∆+
4
{e−iθ˜(eiθ˜ cosφ− sinφ), i e−iθ˜(eiθ˜ cosφ+ sinφ), 0},
(4.34)
and ΦK = −Φ∗−K . The ISB order triggered by the 120◦ spiral SDW order is ΦK =
(1−γ)∆+
4
{1, i, 0}. Similarly, the ISB triggered by the partial collinear SDW order is
ΦK =
(1−γ)∆+
4
{1, 0, 0}.
We emphasize that at small field, when γ = 1−O(h/µ), the magnitude of ΦK is
linearly proportional to that of MK : |ΦK | ∝ (h/µ)|MK |. This implies that a non-
zero field mediates a linear coupling between SDW and ISB order parameters. This
is different (and stronger) effect than a potential generation of ΦK in a field due to
non-linear effects, considered in Ref [61].
We now derive explicitly the Fcross(M±K ,Φ±K) term in the Free energy.
The Free energy
The Free energy in terms of M¯±K and Φ¯±K can be obtained following the standard
Hubbard-Stratonovich transformation. We present the details in Appendix B and
here quote the result.
F [M¯±K, Φ¯±K] =
2
g1 + g3
(|M¯K |2 + |M¯−K |2) + 2
g1 − g3 (|Φ¯K |
2 + |Φ¯−K |2)
+
1
2
∫
k
Tr(G0,kV)2 + 1
4
∫
k
Tr(G0,kV)4 +O(∆6) (4.35)
where
∫
k
stands for integration over momentum and frequencies, V = VM + VΦ and
VM =−
 0 M¯K · ~σ M¯−K · ~σM¯−K · ~σ 0 0
M¯K · ~σ 0 0
 ,
VΦ =−
 0 Φ¯K · ~σ Φ¯−K · ~σ−Φ¯−K · ~σ 0 0
−Φ¯K · ~σ 0 0
 . (4.36)
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The Green’s function of free electrons in a field, G0,k, is:
G0,Γ =
(
(iω − Γ,q)I+ hσz
)−1
G0,±K =
(
(iω − ±K,q)I+ hσz
)−1
(4.37)
The bilinear coupling between M±K, Φ±K comes from the crossing terms of VM and
VΦ in 1
2
Tr(G0,kV)2,
Fcross =
1
2
∫
k
Tr
(G0,kVMG0,kVΦ + G0,kVΦG0,kVM)
=
1
2
∫
k
∑
i=±K
Tr
(G0,ΓMi · ~σ G0,iΦ∗i · ~σ + G0,ΓM∗i · ~σ G0,iΦi · ~σ + (Mi ↔ Φi))
=4
∑
i=±K
Im(Mi ×Φ∗i ) · ~h
∫
k
(G(0)20,Γ G(0)0,i − G(0)0,ΓG(0)20,i )
=− 2NF
µ
∑
i=±K
Im(Mi ×Φ∗i ) · ~h (4.38)
To obtain the last line in (4.38) we expanded G in powers of h as G0,Γ = G(0)0,Γ −
G(0)0,ΓhσzG(0)0,Γ +O(h2) and G0,i = G(0)0,i −G(0)0,i hσzG(0)0,i +O(h2). In zero field, Fcross = 0 as
the quantities under the trace in the upper line in Eq. 4.38 cancel each other. When
a magnetic field is applied, hσz doesn’t commute with σ
± components of SDW and
ISB orders, and Fcross becomes finite.
4.5 Competition between magnetic and other or-
ders
In this section we return back to the case of zero magnetic field and study the in-
terplay between magnetism, superconductivity and charge density wave order. We
remind that at the mean-field level, SDW magnetism is the leading instability because
this channel is attractive and because for positive pair-hopping interaction g3 the at-
traction is stronger than the one in ISB channel. The strength of the interactions in
SC and CDW channels depends on the values of the bare couplings g1 − g8. If we
set all bare couplings to be equal, the interactions in s++ SC channel and in CDW
channel are repulsive, and the ones in ISB, “imaginary” charge bond, and s+− SC
channel vanish.
In a system with one type of FSs, a vanishing pairing interaction can be converted
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into an attraction by going beyond mean-field and adding Kohn-Luttinger-type cor-
rections to the pairing vertex from the particle-hole channel [155]. However, the
corresponding SC Tc is smaller than the one for SDW, except for the case when all
couplings are truly small. The situation is different in systems with hole and electron
Fermi pockets. Here, a particle-hole bubble with the incoming momentum equal to
the distance between the pockets (±K in our case) behaves as logW/E at energies
E smaller than the bandwidth W but larger than, roughly, EF . As the consequence,
Kohn-Luttinger renormalization, as well as the renormalizations of the interaction
in CDW channels, become logarithmic. The renormalizations in the particle-particle
channel are also logarithmic in 2D at energies above EF , as long as fermionic dis-
persion can be approximated as parabolic. The presence of the logarithms in the
particle-hole and particle-particle channels implies that at energies between EF and
W the interactions g1 − g8 flow as one progressively integrates out fermions with
higher energies, and split from each other even if at the bare level all gi were set to
be equal. This flow can be captured within pRG computational scheme [156–165]
Because gi flow to different values, the interactions in some SC and CDW channels
may flip the sign below a certain E and become attractive. These newly attractive
interactions and the attractive interaction in SDW channel compete and mutually
affect each other. SDW order still develops first if there is not enough “space” in en-
ergy domain for the flow of the couplings. However, if the system allows the couplings
to flow over a sizable range of energies, the values of gi at an energy/temperature,
where the leading instability develops, are in general quite different from the bare
ones. Then there is no guarantee that the leading instability will still be in the SDW
channel, and not in one of SC or CDW channels. To find out which channel wins,
one needs to (a) analyze the flow of the couplings, (b) use the running couplings to
construct the effective interactions in different channels and compare their strength.
This is what we will do below. For the full analysis one also has to compute the flow of
the vertices in different channels and analyze the corresponding susceptibilities. This
last analysis is important for the selection of subleading instabilities [164, 166, 167]
and for computations in the channels where the bare susceptibility is non-logarithmic
(e.g., for a particle-hole channel with zero momentum transfer [151, 152]). We will
not consider such channels and will only be interested in the leading instability. For
such an analysis it will be sufficient to compare the effective interactions constructed
out of the running couplings.
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4.5.1 the RG flow
As we said, there are 8 different 4-fermion interactions between fermions near hole
and electron pockets, allowed by momentum conservation – the g1− g8 terms. These
couplings are shown graphically in Fig. 4.5. The flow of all 8 couplings can be obtained
by applying pRG analysis similar to how this was done for Fe-based materials, which
also have hole and electron pockets [151,152,160,162,163,166,167]. We perform one-
loop pRG calculation keeping only logarithmically singular terms in the diagrams
for the renormalizations of the couplings. In Fig. 4.9 we show diagrams for the
renormalizations of the representative set of the couplings g1, g2, g6 and g7. The
computation of the diagrams is time-consuming but straightforward, and we just
present the result. The flow of the couplings is described by the set of differential
equations:
g˙1 = g
2
1 + g
2
3 − g28
g˙2 = 2g2(g1 − g2)− g28
g˙3 = g3(4g1 − 2g2 − g5 − g6 − g7)
g˙4 = −g24
g˙5 = −g23 − g25
g˙6 = −g23 − g26 − g27 + 2g28
g˙7 = −g23 − 2g6g7
g˙8 = g8(3g1 − 2g2 + g3 − g4) (4.39)
The derivatives are with respect to the RG “time” t = ln(W/E), where, we recall,
W is the UV cutoff, of order bandwidth, and E is the running pRG scale. We
define the critical temperature that certain instability develops as Tins, the pRG flow
terminates at E ∼ max{Tins, EF}, below which either an order develops in some
channel at E ∼ Tins, when Tins > EF , or the flow equations become different, and
the renormalizations of the interactions in particle-hole and particle-particle channels
essentially decouple. The analysis of Eq. 4.39 shows that the equations for the intra-
electron pocket coupling g4 and for ge− = g6−g7 decouple from the equations for other
couplings. As g4 apparently flows to 0 and ge− does not contribute to the instabilities
which we consider here, and we neglect them. The remaining equations are
g˙1 = g
2
1 + g
2
3 − g28
g˙2 = 2g2(g1 − g2)− g28
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g˙3 = g3(4g1 − 2g2 − g5 − 2ge)
g˙5 = −g23 − g25
g˙e = −g23 − 2g2e + g28
g˙8 = g8(3g1 − 2g2 + g3 − g4), (4.40)
where ge =
g6+g7
2
. Comparing this set with the corresponding pRG equations for the
 g1 =
⇠2 :
+ +
 g2 = + + + +
 g6 = + + + +
 g7 = + + + +
+ 2 + 2
Figure 4.9: One loop diagrams for the renormalizations of the representative set of
the couplings g1, g2, g6 and g7.
3p model on a square lattice (one hole pocket at Γ and two electron pockets at (0, pi)
and (pi, 0)), we note that in our case the r.h.s of the flow equations contain additional
terms due to the presence of the Umklapp g8 term, which couples particle-particle
and particle-hole channels [56].
To analyze the fixed trajectories of the pRG flow we rewrite interactions as gi =
γig, where we choose g as one of the couplings, which increases under pRG and
eventually diverges along the fixed trajectory (as we verify a’posteriori), and assume
that γi tend to some constant values γ
∗
i at the fixed trajectory [162]. We then search
for the solutions
βi = γ˙i =
1
g
(g˙i − γig˙) = 0 (4.41)
The fixed trajectory is stable if small perturbations around it do not grow, i.e. the
73
real parts of the eigenvalues of the matrix Tij = ∂βi/∂γj|γ∗ are negative.
We focus on the effects of g8 in the RG flow and study the fixed trajectories
obtained by varying g8 from weak to strong relative to other interactions g1− g7. For
definiteness we set the bare values of all other interactions to be equal and positive,
i.e. set g
(0)
i = g
(0), i = 1, 2, 3, 5, e. We find two stable fixed trajectories by varying g
(0)
8 .
The pRG flow is towards one fixed trajectory when g
(0)
8 < g
(0)
8,c =
1
2
g(0) and towards
the other when g
(0)
8 > g
(0)
8,c . We show the pRG flow of the couplings for g
(0)
8 < g
(0)
8,c and
g
(0)
8 > g
(0)
8,c in Fig. 4.10. We checked that these two fixed trajectories are stable. We
didn’t search for other possible fixed trajectories in the 6-dimensional space of the
bare couplings.
The couplings along these two trajectories are:
(1) g
(0)
8 < g
(0)
8,c . We choose g1 = g, gi = γig1. We find g = (3/23)
1
(t0−t) , γ2 = γ8 =
0, γ3 = 2
√
5/3, γ5 = −1, γe = −4/3. On a more careful look we find that g8
still diverges, but with a smaller exponent, as g8 ∼ 1(t0−t)0.56 .
(2) g
(0)
8 > g
(0)
8,c . Now the system flows to another fixed point where g2 remains
the only leading divergent interaction and it changes sign in the process of
pRG flow and becomes negative along the fixed trajectory. We choose g2 =
g, gi = γig2, and obtain g = (−1/2) 1(t0−t) , γ1 = γ3 = γ5 = γe = γ8 = 0.
Again, on a more careful look we find that g8 and g1 actually also diverge
and are only logarithmically smaller than g: g8 =
1√
6
1
t0−t(log
1
t0−t)
−0.5, g1 =
−1
6
1
t0−t(log
1
t0−t)
−1.
4.5.2 Interactions in different channels
We now need to relate pRG results to the competition between different ordering ten-
dencies. To do this, we introduce infinitesimal vertices for various bilinear combina-
tions of fermions and find which combination of gi contributes to the renormalization
of each of these vertices. We recall that we consider the model in which interactions
are assumed to be independent on the angle along the pockets. In a more generic
multi-orbital model the interactions generally have some symmetry-induced angu-
lar dependence. In this case the pRG analysis becomes more involved [151,167], and
other instability channels, e.g. d-wave superconductivity or d-wave orbital order, may
become competitors to SDW, CDW, and s-wave SC. In the simple model considered
here, we introduce SDW and CDW vertices with incoming momentum ±K and SC
vertices for fermions near hole or electron pockets, with zero total momentum. These
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Figure 4.10: (From [59]) The renormalization group (RG) flow of the interactions and
the effective vertices. We assume that system parameters are such that parquet RG
flow runs over a wide range of energies. Panels (a) and (b) – the flow when the initial
values of the couplings are g
(0)
1 = g
(0)
2 = g
(0)
3 = g
(0)
5 = g
(0)
e = g(0) = 0.2, g
(0)
8 = 0.3g
(0).
At the beginning of the flow SDW vertex ΓrSDW is the largest, but near the fixed
trajectory the vertex Γ+−sc in superconducting s
+− channel diverges stronger than
other vertices. Panels (c) and (d): the flow when the initial values of the couplings
are g
(0)
1 = g
(0)
2 = g
(0)
3 = g
(0)
5 = g
(0)
e = g(0) = 0.2, g
(0)
8 = 2g
(0). The SDW vertex ΓrSDW
is again the largest one at the beginning of the flow, but near the fixed trajectory the
vertex ΓiCDW in ”imaginary” charge density wave channel becomes the largest. The
divergence of ΓiCDW signals an instability into a state with non-zero magnitude of the
imaginary part of the expectation value of a charge operator on a bond.
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Figure 4.11: (a)-(c): Linearized self-consistent equations for SDW, CDW, s-wave
superconductivity order, respectively.
vertices are
SDW ∆s±K ·
∑
k
c†k~σfk±K ,
CDW ∆c±K
∑
k
c†kσ
0fk±K ,
SC ∆sch
∑
k
c†kiσ
yc†−k, ∆
sc
e
∑
k
f †k+Kiσ
yf †−k−K (4.42)
where σ0, ~σ are the identity and the Pauli matrices in spin space, respectively. The
equations for different vertices are presented diagrammatically in Fig. 4.11a-4.11c.
We defined the couplings in the magnetic, charge, and SC channels as Γs,Γc, and
Γsc. The sign convention is such that the corresponding interaction is attractive if
Γc,Γs > 0 and Γsc < 0.
In the magnetic channel, the result is the same as in our earlier consideration –
the two order parameters are SDW and ISB, and the corresponding couplings are
Γr,is =g1 ± g3, (4.43)
where the superscript r stands for SDW and i stands for ISB ( symmetric and anti-
symmetric combinations of ∆s±K and (∆
s
±K)
∗, respectively).
In the charge channel we have
Γr,ic =g1 ∓ g3 − 2g2, (4.44)
where r and i again stand for symmetric and antisymmetric combinations of ∆c±K
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and (∆c±K)
∗. The symmetric solution describes a conventional CDW order and the
antisymmetric solution describes imaginary charge bond (ICB) order [160,168]. The
latter may give rise to circulating charge currents, if the hopping integrals have proper
symmetry properties.
In the SC channel we have
Γ+sc =
(g5 + 2ge) +
√
8g23 + (g5 − 2ge)2
2
,
Γ−sc =
(g5 + 2ge)−
√
8g23 + (g5 − 2ge)2
2
(4.45)
The solution with Γ+sc is a conventional s
++ pairing with ∆sch ,∆
sc
e having the same
sign. The solution with Γ−sc is a s
+− pairing for which ∆sch and ∆
sc
e having opposite
signs.
The transition temperatures of potential density-wave and pairing instabilities are
1 = −T r,is Γr,is Πph(±K), 1 = −T r,ic Γr,ic Πph(±K),
1 = −T+,−sc Γ+,−sc Πpp(0) (4.46)
where
Πph(±K) =
∑
ωm
∫
dkGc(k, ωm)Gf (k ±K,ωm),
Πpp(0) =
∑
ωm
∫
dkGc(k, ωm)Gc(−k,−ωm). (4.47)
At a perfect nesting, Πph(±K) = −Πpp(0). Then the leading instability will be in
the channel for which Γ is of proper sign and the largest by magnitude. Away from
perfect nesting, Πph(±K) and −Πpp(0) differ by the ratio of the masses mh/me, but
still are logarithmic. For simplicity, below we assume mh = me.
If we set the bare values of the couplings to be the same, the interactions in s++
SC channel and in CDW channel are repulsive, the ones in ISB, ICB, and s+− SC
channel vanish, and the interaction in SDW channel is attractive. At this level, the
SDW is the leading instability.
If, however, we allow RG to run and compare Γ’s for the couplings along the fixed
trajectory, we obtain different results. For the first fixed trajectory (smaller g
(0)
8 ) we
have
Γrs = Γ
i
c = 3.58g1, Γ
i
s = Γ
r
c = −1.58g1,
77
Γ+sc = 1.91g1, Γ
−
sc = −5.58g1, g1 =
3
23
1
t0 − t (4.48)
We see that the largest coupling is in s+− superconducting channel. For the second
fixed trajectory (larger g
(0)
8 ) we have
Γrs = Γ
i
s = 0, Γ
r
c = Γ
r
c = 2|g2| =
1
t0 − t ,
Γ+sc = Γ
−
sc = 0 (4.49)
Now the largest vertex is in CDW and ICB channels. To lift the degeneracy between
the two we notice that the condition γ1 = γ3 = 0 along this fixed trajectory does not
imply that g1 and g3 vanish but rather that they are parametrically smaller than |g2|.
For our purpose, it is sufficient to note that Γr,ic = g1 ± g3 − 2g2, and g3 > 0 remains
positive in the pRG flow. As the consequence, Γic > Γ
r
c, i.e., the leading instability
is towards an unconventional ICB order. A similar instability has been previously
found in 4p model on a hexagonal lattice [56].
4.6 Summary
In this work we studied the three-pocket itinerant fermion system on a 2D triangular
lattice. We assumed that there is a small hole pocket centered at Γ = (0, 0) and two
electron pockets centered at ±K = ±(4pi/3, 0). Our goals were to study in detail the
magnetic order in such a system in zero and a finite magnetic field, and the interplay
between magnetism and another potential orders like superconductivity and charge
order. We first analyzed Stoner type magnetism in zero field. We found that for
purely repulsive interaction the leading instability is towards a conventional SDW
order with momentum ±K. The SDW order parameter MK satisfies M−K = M∗K ,
but MK is a complex order parameter MK = Mr+iMi. In mean-field approximation
the Free energy depends on M2r + M
2
i , i.e., the ground state is infinitely divergent.
Different choices of Mr and Mi, subject to M
2
r+M
2
i = const, yield different spin con-
figurations from a degenerate manifold. Beyond mean-field, we found that the ground
state degeneracy is lifted. Depending on parameters, the ground state configuration
is either 120◦ “triangular” structure (same as for localized spins), or a collinear state
with antiferromagnetic spin order on 2/3 of sites and no magnetic order on the re-
maining 1/3 sites. Such partial order with non-equal magnitude of magnetization on
different sites cannot be realized in a localized spin system.
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When some interactions are repulsive and some attractive, the system develops
another type of order, which we labeled as ISB order. The corresponding order
parameter is the imaginary part of the (complex) expectation value of a spin operator
on a bond. This order parameter is even under time reversal. We argued that an
ISB state can possess circulating spin currents if the hopping integrals have a certain
symmetry.
We then returned to a system with purely repulsive interactions and considered a
magnetic order in a non-zero field. We found that 120◦ “triangular” spin configuration
becomes a non-coplanar cone state with 120◦ spin order in the plane perpendicular to
the field and ferromagnetic order along the field. We also found that a field generates
a bilinear coupling between SDW and ISB order parameters, i.e., a SDW order in a
field immediately triggers an ISB order. This is one of the central results of our work.
We next considered the interplay between magnetism and superconductivity and
charge order. For this, we analyzed the flow of the couplings within pRG and used the
running couplings to analyze the flow of the effective interactions in magnetic, SC, and
charge channels. We argued that magnetic order develops if there is little space for
pRG, however if the system parameters are such that pRG runs over a wide window
of energies, the couplings flow towards one of the two fixed trajectories (depending
on the values of the bare couplings), and for both fixed trajectories magnetism is not
the leading instability. For one fixed trajectory we found that the leading instability
is towards s± superconductivity, for the other the leading instability is towards ICB
order, which may support circulating charge currents. This highly unconventional
charge order is induced by the Umklapp scattering process (g8 term), which couples
particle-hole and particle-particle channels.
We call for the extension of our work to multi-orbital models of fermions on a
triangular lattice. Among other things, these studies should settle the issue whether
the ISB/ICB orders, which we found, support circulating spin/charge currents.
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Chapter 5
Pseudogap due to
spin-density-wave fluctuations
We calculate the fermionic spectral function Ak(ω) in the spiral spin-density-wave
(SDW) state of the Hubbard model on a quasi-2D triangular lattice at small but
finite temperature T . The spiral SDW order ∆(T ) develops below T = TN and has
momentum K = (4pi/3, 0). We pay special attention to fermions with momenta k,
for which k and k+K are close to Fermi surface in the absence of SDW. At the mean
field level, Ak(ω) for such fermions has peaks at ω = ±∆(T ) at T < TN and displays
a conventional Fermi liquid behavior at T > TN . We show that this behavior changes
qualitatively beyond mean-field due to singular self-energy contributions from ther-
mal fluctuations in a quasi-2D system. We use a non-perturbative eikonal approach
and sum up infinite series of thermal self-energy terms. We show that Ak(ω) shows
peak/dip/hump features at T < TN , with the peak position at ∆(T ) and hump posi-
tion at ∆(T = 0). Above TN , the hump survives up to T = Tp > TN , and in between
TN and Tp the spectral function displays the pseudogap behavior. We show that the
difference between Tp and TN is controlled by the ratio of in-plane and out-of-plane
static spin susceptibilities, which determines the combinatoric factors in the diagram-
matic series for the self-energy. For certain values of this ratio, Tp = TN , i.e., the
pseudogap region collapses. In this last case, thermal fluctuations are logarithmically
singular, yet they do not give rise to pseudogap behavior. Our computational method
can be used to study pseudogap physics due to thermal fluctuations in other systems.
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5.1 Introduction
The pseudogap behavior, observed in several classes of materials, most notably high
Tc cuprates, remains one of the mostly debated phenomenon in correlated electron
systems. There are two key scenarios of the pseudogap, each supported by a set of
experiments. One is that the pseudogap is a distinct state of matter with an order
parameter, which is either bilinear in fermions (e.g., loop current order [65,66]), or a
four-fermion composite order (e.g., a spin nematic [57,67,68]), or a topological order
that cannot be easily expressed via fermionic operators [69]. Within this scenario,
the experimentally detected onset temperature of a pseudogap, Tp, is a phase tran-
sition temperature. The other scenario is that the pseudogap is a precursor to an
ordered state – SDW magnetism [29,70–73], superconductivity [74–77], or both, with
the relative strength of the two precursors set by doping (a precursor to SDW is the
dominant one at smaller dopings, and a precursor to superconductivity is the dom-
inant one at larger dopings). Within this scenario, the system retains a dynamical
memory about the underlying order in some temperature range where the order is
already destroyed, and this memory gradually fades and disappears at around Tp. At
around this temperature the behavior of the spectral function crosses-over to that in
a (bad) metal. A similar but not equivalent scenario, is for pseudogap as a precursor
to Mott physics [78]. The precursor scenario is not strictly orthogonal to the com-
peting order scenario as, e.g., the depletion of the spectral weight at low energies in
the antinodal region due to pseudogap formation does enhance the system’s tendency
to develop a CDW order with axial momenta, consistent with the one observed in
the cuprates [30, 169–171]. The same holds for pair density-wave order [172–174].
Whether a pre-existing pseudogap helps the system to develop a topological order is
less clear.
In this Chapter we analyze several aspects of the precursor scenario. There is no
clear path to get a precursor behavior at T = 0, but earlier works [70–73, 76, 175]
have found that thermal (static) SDW and/or superconducting fluctuations do give
rise to precursors and associated pseudogap behavior. In particular, previous studies
of quasi-2D systems on a square lattice have found that the pseudogap does develop in
some T range above the critical TN towards a commensurate (pi, pi) SDW order due to
magnetic thermal fluctuations [70, 71, 73]. There have also been extensive numerical
efforts in understanding the underlining mechanism of pseudogap in the 2D Hubbard
model on a square lattice (see e.g. [78, 81, 82]). The fluctuation diagnostics method
have identified the static antiferromangetic fluctuation as the dominant contribution
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that gives rise to pseudogap behavior at T > 0 [81]. The question we address is
whether pseudogap is a generic property of a system near a magnetic ordered state,
or there are situations (e.g. for different lattice geometries) when magnetic thermal
fluctuations are logarithmically singular, but do not give rise to pseudogap behavior.
To analyze this, lowest-order perturbation theory is not sufficient, and one has to
sum up infinite series of singular self-energy corrections due to thermal SDW fluc-
tuations. There is a well established computational procedure for this, similar to
eikonal approximation in the scattering theory [176]. Here we consider, within the
same computational scheme, the effects of thermal SDW fluctuations for the Hubbard
model on a triangular lattice. Importantly, the SDW order on a triangular lattice is
coplanar but non-collinear in the large U limit near half-filling (with ordering wave
vector K = (4pi/3, 0)), and the in-plane and out-of-plane magnetic susceptibilities are
generally different.
We argue that the prefactors in the diagrammatic series for the thermal self-energy
depend on the ratio of the two susceptibilities, and by changing this ratio one can con-
trol the outcome of the summation of the series. This introduces a control parameter,
by which one can vary the strength of the pseudogap behavior. We show that, for a
certain value of the control parameter, the system does not develop the pseudogap,
despite that self-energy corrections are singular. We note in passing that there is a
similarity between this last case in our model and the “supermetal” scenario for 2D
fermions near a single Van-Hove point [177]. In both cases, corrections to fermionic
propagator are logarithmically singular, yet the system retains a conventional Fermi
liquid behavior.
As we said, we consider the Hubbard model on a triangular lattice, in the large
U limit. At T = 0, this model displays a co-planar, 1200 SDW order with ordering
momentum K = (4pi/3, 0). Within mean-field [178], the magnitude of the SDW order
is ∆(0) = U |〈~S〉| = U/2 at half-filling. Quantum fluctuations reduce |〈~S〉| by about
50% [102, 104], but do not destroy the order, nor change that ∆(0) ∼ U . The order
gaps fermions at hot spots, and the distance between the conduction and the valence
band is 2U |〈~S〉| (which in the mean-field approximation is the Hubbard U).
At a finite T , the order is strongly affected by thermal fluctuations. In a 2D
system, they destroy long-range order at any finite T . In a quasi-2D system, which
we consider, the corrections to |〈~S〉| scale as (T/J)| log |, where J = O(t2/U) is the
exchange interaction (t is the hopping), and  measures the deviations from pure two
dimensionality. Long-range order get destroyed at TN ∼ J/| log |.
In our analysis we primarily focus on the “hot spots” in momentum space, i.e., on
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the k points, for which k and k + K are both on the Fermi surface without SDW. An
SDW order ∆(T ) opens up a spectral gap at these k. In the mean-field approximation,
the spectral function Ak(ω) at hot spots then has two peaks at ω = ±∆(T ) (see
Fig. 5.1(a)). Within mean-field, the peak position scales with the magnitude of a
SDW order and vanishes right at TN , where the order disappears. At higher T ,
the spectral function of a hot fermion is peaked at ω = 0, as is expected for a
fermion on the Fermi surface in an ordinary paramagnetic metal (see Fig. 5.1(b)).
Thermal fluctuations can change this behavior. In general case, the spectral function
at T  TN and at T  TN are similar to that in the mean field approximation,
and Fig. 5.2(a) (Fig. 5.2 (e)) is equivalent to Fig. 5.1(a) (Fig. 5.1 (b)). However,
in the mean field approximation, there is no intermediate behavior, i.e., the spectral
function changes between Fig. 5.1(a) and Fig. 5.1(b) at T = TN . In the presence
of fluctuations, there is intermediate behavior, as shown in Fig. 5.2 (b, c, d). For a
generic value of our control parameter, Ak(ω) in a SDW state displays a peak, a dip,
and a hump. A peak is at ∆(T ), a hump is near ∆(T = 0), and a dip is in between
these two scales (see the dashed line in Fig. 5.2(b)). The spectral function almost
vanishes below the peak, i.e., a true gap is ∆(T ), like in a mean-field approximation.
However, the spectral weight in the peak is reduced compared to a mean-field Ak(ω),
and the difference is transferred into a hump. At TN , the peak disappears, but the
hump survives (see Fig. 5.2 (c)). In between TN and Tp, the spectral function at a
hot spot is non-zero at ω = 0, like at kF in a ordinary metal, but the maximum in
Ak(ω) remains at a finite frequency, i.e., the system displays a pseudogap behavior
(see Fig. 5.2(d)). As T increases towards Tp, the value of Ak(0) increases, and above
Tp, the maximum of Ak(ω) moves to ω = 0 (see Fig. 5.2(e)). Fig. 5.2 is the key result
of our analysis. We show later how it was obtained.
We also note that at a special value of the control parameter, the spectral function
below TN has only a peak at ω = ±∆(T ), but no hump. Above TN , the peak
disappears, and the spectral function has a single maximum at ω = 0, like in ordinary
paramagnetic metal. In this situation, precursor behavior does not develop. Still,
even in this case, the spectral function dressed by thermal SDW fluctuations is quite
different from the mean-field Ak(ω) (see Eq. (5.31)).
We will use three simplifications in our analysis. First, we neglect thermal varia-
tion of the chemical potential µ. In principle, µ(T ) has to be computed simultaneously
with the fermionic self-energy, from the condition on the total number of fermions.
In the SDW state, and in the pseudogap state above TN , µ(T ) by itself evolves with
temperature, and this evolution keeps the position of the hump at distance O(J) from
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Figure 5.1: (From [86]) The evolution of the spectral function in mean-field ap-
proximation, at a hot spot on the Fermi surface. (a) In the SDW state, the spectral
function has two peaks at energies ±∆(T ), where ∆(T ) is proportional to the magni-
tude of SDW order parameter. (b) At T = TN , the two peaks merge, and at T > TN ,
the spectral function has a single maximum at ω = 0, like in an ordinary metal.
The peaks are δ−functional in “pure” mean-field approximation, but get broadened
by regular (i.e., non-logarithmical) thermal and quantum fluctuations. We added a
finite broadening phenomenologically to model these effects.
the Fermi energy. As we said, our key goal is to analyze how the pseudogap behavior
varies as we change the control parameter. Because the distance between the two
humps at positive and negative ω in Fig. 5.2 does not depend on µ, we will not
include the thermal evolution of µ into our analysis and just use the non-pseudogap
normal state value for µ. As the consequence of keeping µ fixed, the spectral function
Ak(ω) at a hot spot is a symmetric function of frequency, and the positions of the
peak and the hump in the SDW state and the hump in the pseudogap state are all set
by U . Second, we compute the spectral function only at T < TN . This is enough for
our purpose. Indeed, it is clear from Fig. 5.2 that when the spectral function retains
a hump at T = TN − 0, it necessary displays a pseudogap behavior at T > TN . And,
likewise, when the spectral function does not have a hump at T = TN − 0, it does not
display a pseudogap behavior at T > TN . Third, in this work we only consider the
renormalization of the fermionic propagator due to an exchange of transverse spin
fluctuations. The self-energy due to an exchange of longitudinal spin fluctuations
is non-singular and we neglect it. We caution that this last approximation works
well at T substantially smaller than TN , when the transverse fluctuations are gapless,
but the longitudinal fluctuations are gapped. At T ≈ TN , the gap for longitudinal
fluctuations gets smaller, and these fluctuations may enhance the tendency towards
pseudogap behavior [70,71].
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Figure 5.2: (From [86]) The sketch of the evolution of the spectral function at a hot
spot, when series of logarithmical corrections from thermal fluctuations are included.
(a) Deep inside the SDW phase, the spectral function is the same as in mean-field
approximation - there are peaks at ω = ±∆(0) ∼ U . (b) At T ≤ TN , the spectral
weight vanishes at |ω| < ∆(T ), like in mean-field, but the spectral function also
develops a hump at |ω| ∼ ∆(0). (c) At T = TN , the true gap vanishes, but the hump
remains. (d) At T ≥ TN , the spectral function is non-zero at all frequencies, but has a
minimum at ω = 0 rather than a peak. This has been termed as pseudogap behavior.
(e) The conventional metallic behavior is restored only at T > Tp (T  TN). The
temperature around which the hump vanishes is defined as Tp. The solid lines in panel
(b) show the result for the spectral function, when only singular thermal self-energy
corrections are included. The dashed lines show the full result, including non-singular
self-energy corrections (see the discussion in Sec. 5.4.3).
Before we proceed, we briefly outline the computational procedure. As we said, it
is similar to the eikonal approximation in the scattering theory [176]. To our knowl-
edge, its was first applied in the solid state context in the study of one-dimensional
(1D) systems with charge density wave (CDW) fluctuations [179–182] (see also Refs. [183]).
The eikonal approximation been applied to cuprates to analyze the precursors of a
collinear (pi, pi) SDW state, in the paramagnetic phase [70, 71] and in the SDW
state [73]. It has also been used in the calculations of non-analytical corrections to
Fermi liquid behavior in a 2D metal [184]. In our analysis, we follow Ref. [73], in-
troduce valence and conduction bands in the SDW state, and derive the vertex for
the interaction between fermions and magnons (Goldstone modes of the transverse
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fluctuations of the order parameter). The 120◦ SDW order is co-planar, but not
collinear, which implies that it fully breaks the SU(2) spin rotation symmetry. As
the consequence, there are three Goldstone modes. The first two are associated with
transformations that rotate the plane, where the order sets in. The third one rotates
the SDW order parameter within the plane. Accordingly, there are two different
spin susceptibilities, χ⊥ and χ‖ [185, 186], for out-of-plane and in-plane rotations,
respectively.
At a finite temperature, the leading contributions to the renormalization of the
Green’s function come from scattering of thermal bosons (in Matsubara formalism,
this corresponds to scattering processes with zero transferred bosonic frequency).
These thermal self-energy contributions are logarithmically singular, and scale as
powers of T/J | log |, where, we remind,  measures the deviations from pure two
dimensionality (see Eq. (5.19) below). We use | log |  1 as a parameter, which
allows us to separate singular contributions due to thermal fluctuations from regular
contributions of these fluctuations (the terms of order T/J , without | log |), and
perturbative contributions of quantum fluctuations. The latter are of order one,
but are not relevant from physics perspective and can be safely neglected in our
analysis of the pseudogap due to precursors to SDW [29] (non-perturbative quantum
corrections may be quite relevant [69], but this goes beyond the scope of our work).
We assume that TN/J is small and for n-loop self-energy keep only the terms of order
(T/J | log |)n. These terms contain both self-energy and vertex corrections, which we
put on equal footings.
We show that the combinatoric factor at n-loop order, (which we define as Cn in
the text) scales factorially with n, and its magnitude depends on the ratio χ‖/χ⊥.
We sum the contributions from all orders and obtain the full self-energy. We then
convert from Matsubara to real axis and obtain the spectral function Ak(ω).
The rest of the Chapter is organized as follows. In Sec. 5.2 we introduce the Hamil-
tonian, discuss mean-field solution, and obtain the dynamical magnetic susceptibility
associated with the Goldstone modes, the effective 4-fermion interaction mediated by
magnons, and the magnon-fermion vertex function. In Sec. 5.3, we obtain and sum
up the series of leading logarithmical diagrams for the fermionic Green’s function. In
Sec. 5.4 we obtain the spectral function for different ratios of χ‖/χ⊥. This is the main
result of this Chapter. In Sec. 5.5 we discuss the results and summarize our findings.
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5.2 The model
5.2.1 The Hamiltonian and the mean field solution
The point of departure for our analysis is the one band Hubbard model for spin 1/2
fermions on a triangular lattice
H =−
∑
〈i,j〉,σ
ti,j(c
†
i,σcj,σ + c
†
j,σci,σ)− µ
∑
i
c†ici + U
∑
i
ni↑ni↓ (5.1)
Without loss of generality, we restrict the hopping to nearest neighbors.
We take as an input the fact that the ground state of the model for large U is the
120◦ co-planar SDW order. Without loss the generality, we set the global coordinate
such that the coplanar order is in the x-z plane, and 〈Szi 〉+ i〈Sxi 〉 = S¯ exp(±iK ·Ri),
where K = (4pi/3, 0) and S¯ is the magnitude of average magnetization (S¯ ≈ 1/2 at
mean field level near half-filling and in the large U limit). The ± sign in the exponent
determines whether the “direction” of the spiral, i.e., whether the order is +120◦ or
−120◦. Without loss of generality we consider the + case in the rest of the Chapter.
We introduce the rotating reference frame [178], in which all spins are along the same
direction z˜i. The transformation of fermionic operators ci to the new basis is given
by ci = Tic˜i, where Ti = exp(−iK ·Riσy/2). One can straightforwardly verify that
in the new coordinate frame 〈S˜i〉 = (1/2)〈c˜†i,ασαβ c˜i,β〉 = {0, 0, S¯}, i.e. the original
120◦ SDW order becomes ferromagnetic. The Hubbard Hamiltonian in the rotating
reference frame takes the form
H =−
∑
〈i,j〉
ti,j(c˜
†
iTi,j c˜j + c˜
†
jTj,ic˜i)− µ
∑
i
c˜†i c˜i + U
∑
i
c˜†i,+c˜i,+c˜
†
i,−c˜i,−, (5.2)
where Ti,j = T
†
i Tj. In explicit form, we have
Ti,j =
(
cos(K ·Rij/2) sin(K ·Rij/2)
− sin(K ·Rij/2) cos(K ·Rij/2)
)
, (5.3)
where Rij = Ri −Rj.
The quadratic Hamiltonian Eq. (5.2) in momentum space is:
Hquad =
∑
k
(
c˜†k,+ c˜
†
k,−
)((k+ + k−)/2− µ i(k+ − k−)/2
−i(k+ − k−)/2 (k+ + k−)/2− µ
)(
c˜k,+
c˜k,−
)
, (5.4)
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where k+ = k+K/2, k− = k−K/2 and k = −t
∑
〈i,j〉 exp(ik · rij) = −2t(cos kx +
4 cos kx/2 cos
√
3ky/2). To simplify notations, we define ωk =
1
2
(k+ + k−), ηk =
1
2
(k+ − k−). In these notations,
Hquad =
∑
k
(
c˜†k,+ c˜
†
k,−
)(ωk − µ iηk
−iηk ωk − µ
)(
c˜k,+
c˜k,−
)
. (5.5)
The mean-field approximation
In the SDW state, 〈c˜†i,+c˜i,+〉 = −〈c˜†i,−c˜i,−〉 = S¯. The interaction term in mean field
approximation reduces to
Hint = U
∑
i
c˜†i,+c˜i,+c˜
†
i,−c˜i,−
→ ∆c†i,−c˜i,− −∆c†i,+c˜i,+, (5.6)
where ∆ = US¯. The mean field Hamiltonian becomes
HMF =
(
c˜†k,+ c˜
†
k,−
)(ωk − µ−∆ i ηk
−i ηk ωk − µ+ ∆
)(
c˜k,+
c˜k,−
)
. (5.7)
This Hamiltonian can be diagonalized by introducing the operators of canonical modes
Γk = {γck, γvk}T via Γk = V †k c˜k, where the unitary matrix Vk is
Vk =
(
cosφk i sinφk
i sinφk cosφk
)
, (5.8)
and cosφk =
√
1
2
(
1− ∆√
∆2+η2k
)
, sinφk = −
√
1
2
(
1 + ∆√
∆2+η2k
)
. The mean-field Hamil-
tonian in terms of canonical modes is HMF = Γ†kΛkΓk. where Λk = V †kHMFVk is
diagonal. In explicit form
HMF =
∑
k
(Eckγ
c†
k γ
c
k + E
v
kγ
v†
k γ
v
k), (5.9)
and Eck = ωk +
√
∆2 + η2k, E
v
k = ωk −
√
∆2 + η2k.
A comment is in order here. The expressions for Eck and E
v
k are in the rotated
coordinate frame. At ∆ = 0, Ec,vk = ± = k±K/2. A hot spot location khs in the
rotated coordinate frame is defined as a point for which khs+K/2 = khs−K/2 = 0,
hence Eckhs = E
v
khs
= 0. However, once we shift khs by K, we find that E
c,v
khs+K
is
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either zero or khs+3K/2. The latter is numerically small at half-filling but strictly
vanishes only for a certain hole doping. In the SDW state we then have |Ec,vkhs| = ∆,
but |Ec,vkhs+K| is not exactly ∆, with some small correction at order t. Below we neglect
this complication and approximate |Ec,vkhs+K| by ∆.
The chemical potential µ and the SDW order parameter ∆ should be obtained self-
consistently as a function of the interaction strength U . At small U/t, self-consistent
analysis yields ∆ = 0, i.e., a paramagnetic Fermi liquid state with large Fermi surface
remains stable down to T = 0. This is similar to the case of the Hubbard model
on a square lattice with both nearest and next nearest neighbor hopping. Once the
interaction exceeds a threshold, U > Uc, the SDW order develops. This changes
the Fermi surface topology to a set of small electron and hole pockets. The sizes of
electron and hole pockets shrinks as U increases. At half-filling, both electron and
hole pockets vanish the large U limit, i.e., all excitations are gapped: there is a filled
valence band with energy Evk = ωk −
√
∆2 + η2k and an empty conduction band with
energy Eck = ωk +
√
∆2 + η2k. Such a state can be adiabatically connected to a Mott
insulator, which, strictly speaking, does not require magnetic order. Away from the
half-filling, the size of the remaining electron and hole pockets is determined by the
Luttinger theorem for a SDW state [187]. We show the evolution of Fermi surface
geometry with increasing U in Fig. 5.3.
Across the transition at Uc, the spectral function at the “hot spot” Ac,v(khs, ω) =
− 1
pi
ImGc,v(khs, ω) changes qualitatively (see Fig. 5.1). At ∆ = 0, Ac(khs, ω) =
Av(khs, ω) = 1/(ω + iδ), i.e., the spectral function is strongly peaked at ω = 0.
At a finite ∆, G
(0)
c,v(khs, ω) =
1
ω+iδ∓∆ , and the maximum shifts to ω = ±∆. In the
large U limit, ∆ = US¯, i.e., the distance between the two peaks is Hubbard U , like
in a Mott insulator.
5.2.2 Magnon-fermion interaction
To obtain the Green’s function renormalized by thermal fluctuations in the SDW
state, one should first find the effective magnon-fermion interaction vertex.
The magnon propagator can be obtained by either the linear spin wave analy-
sis [186] or by evaluating the spin susceptibility within the generalized RPA frame-
work in the large U limit [178]. We present the details of the spin wave analysis in
Appendix C and here list the results and use physical arguments to rationalize them.
We set the 120◦ coplanar order to be in the x − z plane and move to rotating
coordinate frame, where the order becomes ferromagnetic.
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Figure 5.3: (From [86]) The evolution of Fermi surface at T + 0 as the SDW order
∆ develops upon increasing of the Hubbard U . For definiteness, we consider the case
of weak hole doping. (a): The Fermi surface at U = Uc, ∆ = 0
+ in the original (not
rotated) coordinate frame. The Fermi surface for one spin component is shifted by K
compared to the Fermi surface for the other spin component. (b)-(d): The evolution
of the Fermi surface in the rotated (spin-dependent) coordinate frame. The Fermi
surfaces are shifted by K/2 compared to those in panel (a) (see Eq. (5.3)). The blue
and red dots mark the hot spots – the points where the two Fermi surfaces cross at
∆ = 0+. The three hot spots in blue (red) are connected by the wave vector ±K.
Panel (b) – Fermi surfaces at U = Uc, ∆ = 0
+, panels (c) and (d) – Fermi surfaces
at U > Uc, ∆ > 0. Both electron (orange line) and hole (green line) pockets shrink
as ∆ increases.
The local coordinates for the A, B, C sublattices are shown in Fig. 5.4(a). A
straightforward symmetry analysis shows that in the SDW state there should be
three gapless Goldstone modes, one associated with in-plane fluctuations, and two
associated with out-of-plane fluctuations [185,186]. From Fig. 5.4(b) we see that the
in-plane transverse spin wave is along x˜ for all sub-lattices, which means that this
Goldstone mode comes from fluctuations of Sx˜ at the Γ point. The corresponding
dynamical susceptibility is
χx˜x˜(q,Ω) =
ρ‖
Ω2 − v2‖q2
. (5.10)
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Figure 5.4: (From [86]) (a) Magnetic order (black arrow) on three sublattices A, B, C.
Blue and orange arrows indicate, respectively, global and local coordinates in spin
space. (b-d) Momentum and spin components for the three Goldstone modes [see
Eq. (5.13)]. The in-plane Goldstone mode in (b) is described by the pole in χx˜x˜(Γ),
and the linear combinations of the out-of-plane modes in (c) and (d) are described
by the poles in χy˜y˜(±K).
The other two Goldstone modes correspond to out-of-plane spin wave fluctuations.
Figs. 5.4(c,d) show two independent modes. In one of them spins on the A sublattice
are fixed, and spins on the B and C sublattices rotate along y(y˜) in the opposite
direction. In the other mode, spins on the B sublattice are fixed, and spins on the A
and C sublattices rotate along y in the opposite direction. The linear combinations of
the two fluctuations yield two Goldstone modes with equal velocities around ±K =
(±4pi/3, 0) in momentum space. The corresponding dynamical spin susceptibility is
χy˜y˜(q ±K,Ω) = ρ⊥
Ω2 − v2⊥q2
. (5.11)
In the rest of the Chapter, we drop the ∼ label for local coordinates unless there
is ambiguity.
In Hamiltonian approach, static χxx(q, 0) = χxx(q) and χyy(q, 0) = χyy(q) de-
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termine the effective static interaction between fermions, mediated by magnons. To
get this interaction, we take the Hubbard interaction Hint = U
∑
i c
†
i,+ci,+c
†
i,−ci,− =∑
i
U
2
(nˆi,+ + nˆi,−)− U2 Sˆ2i , dress it by RPA renormalization, and keep the spin part of
the dressed interaction [188] in the σxσx and σyσy channels. This yields
Hxx = −U
2
N
∑
k,k′,q
χxx(q)c†k+qσ
xck c
†
k′−qσ
xck′
Hyy = −U
2
N
∑
k,k′,q
χyy(q)c†k+q±Kσ
yck c
†
k′−q∓Kσ
yck′ (5.12)
We now introduce the magnon operators (exq , e
y
q±K) via
i
∫
dteiΩt〈Tex˜−q(t)ex˜q (0)〉 = χx˜x˜(q,Ω) =
ρ‖
Ω2 − v2‖q2
i
∫
dteiΩt〈Tey˜−q∓K(t)ey˜q±K(0)〉 = χy˜y˜(q ±K,Ω) =
ρ⊥
Ω2 − v2⊥q2
(5.13)
A little experimentation shows that Eq. (5.12) are reproduced if we set magnon-
fermion interaction to be
Hm−f = −U
√
2
N
∑
k,q
(
c†k+qσ
xck eˆ
x
q + c
†
k+q±Kσ
yck eˆ
y
q±K
)
(5.14)
In terms of the conduction and valence fermions, the interaction near the hot spot
can be approximated as
Hm−f = −U
√
2
N
∑
k,q
eˆxq (γ
c †
k+qγ
v
k + γ
v †
k+qγ
c
k)
− iU
√
2
N
∑
k,q
eˆyq±K(γ
c †
k+q±Kγ
v
k − γv †k+q±Kγck). (5.15)
We present this interaction graphically in Fig. 5.5. We use a double wavy line (e) for
magnon propagator and use a filled circle (•) for magnon-fermion vertex with outgoing
valence fermion (γv†) and incoming conduction fermion (γc), and an empty circle (◦)
for the vertex with outgoing conduction fermion (γc†) and incoming valence fermion
(γv). From Eq. (5.15), the magnon-fermion vertex for eˆy is purely imaginary, and is
of opposite sign for • and ◦ vertices. This turns out important when we calculate
the full Green’s function at the two-loop and higher orders. The interaction terms
involving only conduction or only valence fermions are small in q and will not be
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c v
magnon =
c v
eˆxq or
c v
eˆyq±K
v c
magnon =
v c
eˆxq or
v c
eˆyq±K
Figure 5.5: (From [86]) Magnon-fermion vertex. Double wavy line describes a magnon
propagator with a generic momentum and spin component. Dashed and single wavy
lines describe magnon propagators eˆxq near the Γ point and for magnon propagator
eˆyq±K near the ±K points, respectively. We use filled • (hollow ◦) circles to label ver-
tices with incoming (outgoing) conduction fermion and outgoing (incoming) valence
fermion.
relevant to our analysis. The presence of q in these terms is consistent with the Adler
principle, which states that the interaction between Goldstone bosons and fermions
from the same branch should be of gradient type, to preserve the Goldstone theorem
(see Ref. [189] for more discussions). Note that the strength of magnon-fermion
interaction is of order Hubbard U .
5.3 The full fermionic Green’s function in the SDW
state
We now use the expressions for the quadratic SDW Hamiltonian, Eq. (5.7), and
the magnon-fermion interaction, Eq. (5.15), and obtain the expression for the full
fermionic propagator Gc,v(khs, ω) at a finite temperature T . We show explicitly that
the leading corrections come from the exchange of thermal transverse spin wave fluc-
tuations. These corrections are logarithmically singular in quasi-2D systems, and
n-loop correction scales as | log |n, where, we remind,  measures the deviation from
pure two-dimensionality and serves as the infrared cutoff to regularize the divergence.
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The fully renormalized Green’s function at one of the hot spots is expressed as
Gc,v(khs, iωn, z) = G
c,v (0)(khs, iωn)
∞∑
n=0
Cn(z)(βU2)n
[
Gv,c (0)(khs, iωn)G
c,v (0)(khs, iωn)
]n
,
(5.16)
where the combinatoric factor Cn(z) increases factorially with n and depends on the
ratio of in-plane and out-of-plane spin-wave susceptibilities. The factor β = piTABZ |(χ‖−
2χ⊥)|| log | measures the strength of thermal fluctuations (see below).
To simplify the presentation below, we express the fully renormalized Green’s
function as
Gc,v(khs, iωn, z) = G
c,v (0)(khs, iωn) + [G
c,v (0)(khs, iωn)]
2Σ˜(khs, iωn), (5.17)
where Σ˜(khs, iωn) can be evaluated order by order in terms of β. We will use
Σ˜(m)(khs, iωn) to label the m
th-loop correction. Note that Σ˜(m)(khs, iωn) is not equiva-
lent to the mth-loop self-energy as it includes both irreducible and reducible diagrams,
which we will count on equal footings. Below we will use the term “reducible self-
energy” in reference to Σ˜.
5.3.1 Perturbation theory at one-loop order
k k + q
q
k k k + q ±K
q ±K
k
Figure 5.6: One-loop self-energy diagrams from the exchange of thermal transverse
spin fluctuations.
The fermion (reducible) self-energy in Matsubara frequency at one-loop order is
Σ˜c,v (1)(k, iωn) =
− U2 T
N
∑
q,m,j
χjj(q, iΩm)G
v,c (0)(k + q, iΩm + iωn) (5.18)
The two singular contributions to Σc,v (1)(k, iωn) come from xx and yy components
of the susceptibility. The contribution from χxx(q, iΩ) to the leading logarithmical
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order is
Σ˜c,v (1a)(k, iωn)
= −U2 T
N
∑
q,m
ρ‖
(iΩm)2 − v2‖q2
1
iΩm + iωn − Ev,ck+q
≈ −U2 T
N
∑
q,m=0
ρ‖
−v2‖q2
1
iωn − Ev,ck+q
= U2
ρ‖T
v2‖
∫
d2q
ABZ
1
q2
1
iωn − Ev,ck+q
≈ U2 piρ‖T
v2‖ABZ
| log | 1
iωn − Ev,ck
=
β1U
2
iωn − Ev,ck
, (5.19)
where we define β1 =
piρ‖T
v2‖ABZ
| log | = piχ‖TABZ | log |. The contributions from non-zero
bosonic Matsubara frequencies are finite, and we neglect them. The contribution
from χyy(q ±K, iΩ) is, similarly,
Σ˜c,v (1b)(k, iωn) ≈ U2 piρ⊥T
v2⊥ABZ
| log | 1
iωn − Ev,ck±K
=
β2U
2
iωn − Ev,ck±K
, (5.20)
where β2 =
piρ⊥T
v2⊥ABZ
| log | = piχ⊥TABZ | log |. At a hot spot, k = khs, E
v,c
khs
= Ev,ckhs+K = ∆.
The sum of the two singular contributions then gives Σ˜c,v (1)(k, iωn) =
(β1+2β2)U2
iωn−Ev,ckhs
. We
will see later that it is convenient to define β = |β1−2β2| and re-express Σ˜c,v (1)(k, iωn)
as Σ˜c,v (1)(k, iωn) =
(
β1+2β2
β
)
βU2Gv,c (0)(khs, iωn).
5.3.2 Perturbation theory at two-loop order
The reducible self-energy at the two-loop order is obtained by summing over 27 =
32 3!! diagrams, where (2n− 1)!!→ 3!! counts the number of diagrams with different
topology [see Fig. 5.7(a)]. As there are three Goldstone modes, there are 3n → 32
diagrams in each topology. The overall factor for each diagram is β1 or β2, like for
one-loop diagrams, but the sign is either plus or minus. To explain the origin of sign
alternation, consider the crossing diagram in Fig. 5.7(b) as an example. Because the
magnon-fermion vertex for eˆy is imaginary [see Eq. (5.15)], one can show that the
two-loop Green’s function from magnon propagator of eˆy (wavy line) has prefactor
1 = (±i)(∓i) when ending with vertices of the opposite type (◦e• or •e◦) as the
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Figure 5.7: (a) The generic structure of two-loop diagrams. (b) The two-loop crossing
diagrams from three magnon Goldstone modes. The overall factors in these diagrams
are, from left to right and top to bottom, β21 , −2β1β2, −2β1β2, (−2β2)2.
magnon-fermion vertices associated with eˆy contribute to a term (iγc†γv)(−iγv†γc)
in the expansion. Whereas it has prefactor −1 = (±i)(±i) when ending with ver-
tices of the same type (•e• or ◦e◦) as the term takes a form (iγc†γv)(iγc†γv) or
(−iγv†γc)(−iγv†γc). On the other hand, magnon propagator of eˆx (dashed line) has
the same prefactor U2 for both the two ways that vertices are connected. Following
these rules, we find that the two-loop reducible self-energy from crossing diagrams is
Σ˜c,v (2,crossing)(k, iωn) = (β1 − 2β2)2×
(U2)2Gv,c (0)(khs, iωn)
2Gc,v (0)(khs, iωn). (5.21)
Similarly, we find that the reducible self-energy from non-crossing diagrams [the last
two diagrams in Fig. 5.7(a)] is
Σ˜c,v (2,non−crossing)(k, iωn) = 2(β1 + 2β2)2×
(U2)2Gv,c (0)(khs, iωn)
2Gc,v (0)(khs, iωn). (5.22)
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The total reducible self-energy at the two-loop order is
Σ˜c,v (2)(k, iωn) =
C2(βU2)2Gv,c (0)(khs, iωn)2Gc,v (0)(khs, iωn), (5.23)
where β = |β1 − 2β2| and C2 = 1 + 2
(
β1+2β2
β
)2
.
5.3.3 perturbation theory at nth-loop
Following the same procedure of computing the prefactors for the diagrams in which
magnon propagators are connected by vertices of the same type or of opposite types,
we find the reducible self-energy at order n to be
Σ˜c,v (n)(k, iωn) =
Cn(z)(βU2)nGv,c (0)(khs, iωn)nGc,v (0)(khs, iωn)n−1, (5.24)
where
z =
β1 + 2β2
β
=
χ‖ + 2χ⊥
|χ‖ − 2χ⊥| , (5.25)
and the coefficient Cn(z) for n = 2m even and n = 2m + 1 odd is expressed as (see
Appendix C for details):
C2m(z) =
m∑
l=0
[ (2m) !
(2m− 2l) !!
]2 z2l
(2l) !
,
C2m+1(z) =
m∑
l=0
[ (2m+ 1) !
(2m− 2l) !!
]2 z2l+1
(2l + 1) !
, (5.26)
where l counts the number of magnon propagators (2l for n even, 2l + 1 for n odd)
which connect vertices of opposite type ◦e• or •e◦.
Summing up contributions from all loop orders, we find that the full fermionic
Green’s function can be expressed as
Gc,v(khs, iωn, z) = G
c,v (0)(khs, iωn)
∞∑
n=0
Cn(z)(βU2)n
[
Gv,c (0)(khs, iωn)G
c,v (0)(khs, iωn)
]n
.
(5.27)
where C0 = 1 (this also follows from Eq. (5.26), if we set m = 0).
We see from Eq. (5.25) that the value of z depends on microscopic details, which
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Figure 5.8: The structure of the diagrammatic series for the cases of (a) z = 1 and
(b) z =∞.
set the ratio of the susceptibilities. In the large U limit, the Hubbard model is well
approximated by the nearest-neighbor Heisenberg model [190, 191]. For the latter,
spin-wave calculations done at large S (the case reproduced by taking 2S flavors of
fermions) yield χ‖ = 29√3Ja2 (1 − 0.4492S ), χ⊥ = 29√3Ja2 (1 − 0.2852S ) [186]. Using these
expressions we find z = 3 − 0.32
S
+ O(1/S2). At smaller U , the value of z changes,
because there appear additional terms in the effective spin Hamiltonian, and, in
principle, can be any number. In particular, z = 1 when χ‖ = 0 or χ⊥ = 0; z = ∞
when χ⊥ = χ‖/2.
For these two limiting cases, the combinatoric factor Cn(z) can be obtained in a
closed form, as a function of n (as opposed to the sum for a generic z, as in Eq. (5.26)).
For z = 1, there is no distinction between magnon propagators which connect vertices
of opposite types, ◦e•, •e◦ or of the same type, ◦e◦, •e•. For n-loop diagrams,
there are 2n vertices, thus there are (2n − 1)!! topologically distinct diagrams [see
Fig. 5.8(a)]. In this situation, Cn(z = 1) = (2n − 1)!!. In the opposite limit z → ∞,
we need to introduce β′ via β = β
′
z
→ 0, and keep β′ as a constant. The most relevant
term in Eq. (5.26) at z → ∞ is the one with l = m. The corresponding diagrams
contain only magnon propagators connecting vertices of the opposite type ( ◦e• and
•e◦). At nth-loop order, there are n! topologically distinct diagrams [see Fig. 5.8(b)],
so βnCn(z =∞) = n!β′n, i.e., Cn(z =∞)→ n!.
We note in passing that the structure of multi-loop corrections to a fermionic
propagator for z = 1 and for z = ∞ is the same as quasi-1D models with CDW
order/fluctuations. The case z = 1 is realized at half-filling, when the ordering wave
vector is Q = pi). The case z = ∞ is realized in generic filling [179–182]. To our
knowledge, there have been no prior analysis of a generic z, only specific cases have
been considered. In our case, the value of z is determined by ratio of χ‖/χ⊥ and can
be arbitrary in the interval [1,∞). In the next section we analyze how the spectral
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function behaves for different z.
5.4 The spectral function
5.4.1 Evaluation
The spectral function is defined as Ac,v(khs, ω) = − 1pi ImGc,v(khs, ω + iδ), where ω
is a real frequency. Our goal is to evaluate Ac,v(khs, ω) analytically, starting from
Eqs. (5.26) and (5.27). The key technical challenge is to perform the summation
over n in Eq. (5.27) in a situation when Cn(z) is not expressed in a closed form. We
note that because Cn(z) ∼ O(n!), a numerical computation of Ac,v(khs, ω) is quite
challenging on its own.
Our strategy is to first sum over l in Eq. (5.26), and express Cn(z) in an integral
form as
Cn(z) = n!
2n2pii
∮ (0+)
dv
(1
v
)n+1 (1 + 2zv)n√
1− 4v2 (5.28)
for n ∈ Z (∮ (0+) means the contour integral goes around the pole at v = 0 counter-
clockwisely). Eq. (5.28) makes the analytic summation over n in Eq. (5.27) possible, as
n only appears as an overall factor n! and as an exponent in the integrand. Summing
over n and converting from Matsubara to real frequency (iωm → ω+ iδ), we find the
spectral function in the form of a single integral (see Appendix C for details).
Ac,v(khs, ω) =
1
pi
∣∣∣ 1
ω ∓∆
∣∣∣ ∫ 1(z−1)uω
1
(z+1)uω
dt e−t
1√
(uω t)2 − (1− uω t z)2
Θ(uω), (5.29)
where uω =
βU2
ω2−∆2 and Θ(uω) is the Heaviside step function. Eq. (5.29) is the main
result of this Chapter. In the next section we analyze qualitative features of the
spectral function for different z.
5.4.2 Results
We can extract from Eq. (5.29) a few generic properties of the spectral function.
• The presence of the Heaviside step function Θ( βU2
ω2−∆2 ) on the r.h.s. of Eq. (5.29)
means that Ac,v(khs, ω) vanishes for ω ∈ (−∆,∆), i.e., the SDW order parameter
defines the real gap at a hot spot.
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z=1,T=TN
Δ-Δ 1 2 3-1-2-3 ω ( β U)
βUA
(ω)
z=1
(a)
z=∞,T<TN
z=∞,T=TN
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(ω)
z=∞
(b)
z=3,T<TN
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Figure 5.9: (From [86]) The spectral function at a hot spot for different z = |χ‖−2χ⊥
χ‖+2χ⊥
|.
This spectral function includes the effects of series of scattering by transverse thermal
fluctuations. Green lines – deep in the ordered state, T  TN ; orange lines – at
T = TN , when ∆ = 0
+. Panels (a)-(c) are for z = 1, z =∞, and z = 3.
• At the point where SDW order disappears, ∆ = 0 and uω = βU2ω2 . One can
understand whether at this point the system displays a pseudogap behavior or
a conventional Fermi liquid behavior by analyzing how the spectral function
behaves at ω ∼ 0. When z > 1, the integral is bounded in the ultra-violet,
and a straightforward analysis shows that Ac,v(khs, ω) ∼ ω, i.e., the maximum
of Ac,v(khs, ω) is at a finite frequency. This implies that the system displays a
pseudogap behavior. At z = 1, the upper bound of the integral becomes infinite
( 1
(z−1)uω → ∞). Then Ac,v(khs, ω = 0) doesn’t vanish. One can expand in ω
and check that Ac,v(khs, ω) has a maximum at ω = 0. This is the expected
behavior in an ordinary Fermi liquid. We verified the dichotomy between the
cases z > 1 and z = 1 by analytical calculations for z = 1 and z = ∞ and
numerical calculations for an arbitrary z ∈ (1,∞), as we show below.
◆
◆ ◆
◆ ◆ ◆
◆ ◆ ◆ ◆ ◆
Fit: ωhump=1.08(z-1)0.46◆ Numerical
1.02 1.04 1.06 1.08 1.1
z
0.1
0.2
0.3
ωhump( β U)
Figure 5.10: (From [86]) The position of the hump, ωhump, as a function of z.
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Analytical result at z = 1. At z = 1, the upper bound of the integral goes to ∞
and the integral in Eq. (5.29) can be evaluated analytically. The result is
Ac,v(khs, ω)
=
1
pi
∣∣∣ 1
ω ∓∆
∣∣∣ ∫ ∞
1
2uω
dt e−t
1√
2uωt− 1
Θ(uω)
=
1
pi
∣∣∣ 1
ω ∓∆
∣∣∣ ∫ ∞
0
dη
1
2uω
e−
η+1
2uω
1√
η
Θ(uω)
=
1
pi
∣∣∣ 1
ω ∓∆
∣∣∣√ pi
2uω
e−
1
2uω Θ(uω)
= Θ(|ω| −∆)
√
1
2piβU2
√∣∣∣ω ±∆
ω ∓∆
∣∣∣e−ω2−∆22βU2 , (5.30)
The same result was obtained in Ref. [73]. We plot Ac,v(khs, ω) in Fig. 5.9(a). Taking
the limit ∆→ 0, we obtain
Ac,v(khs, ω) =
√
1
2piβU2
e
− ω2
2βU2 . (5.31)
We see that at ∆ → 0 (i.e., at T → TN) the spectral function is peaked at ω = 0.
This implies, as we anticipated, that for z = 1 thermal fluctuations do not give rise
to SDW precursors. We emphasize that this could not be anticipated from the few
first terms in loop expansion of the reducible self-energy as these terms show little
difference between z = 1 and larger values of z. In the SDW phase, the spectral
weight is zero at ω ∈ (−∆,∆), has a peak at ω = ±(∆ + 0), and gradually decays
at higher frequencies, i.e., it does not show peak/dip/hump structure. This is indeed
consistent with the absence of a pseudogap at T = TN .
Analytical result at z =∞. The integral in Eq. (5.29) can be evaluated analytically
also at z → ∞. As we discussed before, in this limit one should introduce β′ via
β = β
′
z
and keep β′ finite. Expanding the upper and lower bounds of the integral in
Eq. (5.29) as 1
(z∓1)uω =
ω2−∆2
β′U2 (1∓ 1z ), and substituting into Eq. (5.29), we obtain after
some algebra
Ac,v(khs, ω) = Θ(|ω| −∆) |ω ±∆|
β′U2
e
−ω2−∆2
β′U2 . (5.32)
This result is also obtained if we replace βnCn(z =∞) by n!β′n and directly sum up
over n. We show Ac,v(khs, ω) in Fig. 5.9 (b).
101
At T = TN , we have
Ac,v(khs, ω) =
ω
β′U2
e
− ω2
β′U2 . (5.33)
We see that now the spectral function scales as ∼ ω at small frequencies and has
a maximum (a hump) at a frequency ω ∼ √β′U . This implies that at T = TN the
system retains memory about an SDW state. As T increases above TN , the maximum
in the spectral function remains at a finite frequency over some range of T . This is a
canonical pseudogap (precursor to magnetism) behavior.
Numerical results at z ∈ (1,∞). We found numerically that for any z > 1 the
spectral function behaves qualitatively the same as at z =∞. Fig. 5.9 (c) shows the
spectral function for z = 3 (the value of z for our system at large U and large spin
S, i.e., large number of fermionic flavors). As we said above, this “universality” is
expected because the upper bound of the integral in Eq. (5.29) is finite, as long as
z > 1. Then Eq. (5.29) can be simplified as
Ac,v(khs, ω) =
1
pi
∣∣∣ Θ(u)
ω ∓∆
∣∣∣ ∫ 1(z−1)u
1
(z+1)u
dt e−t
1√(
1
(z−1)u − t
)(
t− 1
(z+1)u
)
(z − 1)u(1 + z)u
= Θ(|ω| −∆) |ω ±∆|
piβU2
√
(z − 1)(z + 1)
∫ 1
(z−1)u
1
(z+1)u
dt
e−t√(
1
(z−1)u − t
)(
t− 1
(z+1)u
) .
(5.34)
At T = TN , A
c,v(khs, ω) scales linearly with ω at small frequencies. This necessarily
implies pseudogap behavior in some range of temperatures above TN . We found
numerically that a maximum (a hump) is located at ω ∼ √βU .
To understand the behavior near z = 1 we calculated numerically the position of
the hump (ωhump) at T = TN , as a function of z. We show the result in Fig. 5.10.
Observe that ωhump increases quite rapidly, as (z − 1)0.46. This indicates that the
pseudogap feature at T = TN is quite robust, as long as z > 1, while z = 1 should be
viewed as a special case. However, we should note that varying the value of z changes
the temperature where the hump starts to show up in the spectral function. In this
Chapter, though an accurate analysis that maps the temperature T ∼ β with the
order parameter ∆ was not done, we can see the trend from a qualitative argument.
On the one hand, ωhump ∼ (z − 1)0.46
√
βU increases with temperature. On the other
hand, ∆ decreases with temperature. As the hump shows up when ωhump & ∆, a
higher temperature is needed to compensate for the smallness of (z− 1)0.46 as z → 1.
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5.4.3 Additional considerations
First, we note that the spectral function, which we obtained, doesn’t have the coherent
peak at ω = ±∆. This is an artifact of the approximation, in which we only include
logarithmically singular contributions to the reducible self-energy from thermal spin
fluctuations. A coherent peak at ω = ±∆ is recovered once we add contributions
to the self-energy from quantum fluctuations and non-singular self-energy piece from
thermal fluctuations. This issue has been addressed in Ref. [73]. We show the result
of including these additional terms into the self-energy (and the spectral function) by
dashed line in Fig. 5.2 (b).
Second, in this Chapter we considered the reducible self-energy due to exchange
of transverse spin-wave fluctuations. As we said, such an exchange gives rise to
series of logarithmically singular reducible self-energy terms. Deep inside the SDW
phase, longitudinal spin fluctuations are gapped and contribute only little to the
reducible self-energy. However, as the temperature increases towards TN , the gap
in the longitudinal fluctuations gets reduced. A more careful study at T . TN
should take into account the contribution from longitudinal channel. Such analysis
has been performed for a system on a square lattice [70, 71, 73], and the conclusion
was that longitudinal fluctuations enhance the tendency towards precursor behavior.
In mathematical terms, this happens because the combinatoric factor changes from
n! (only transverse fluctuations, z → ∞), to (2n + 1)!! (transverse and longitudinal
fluctuations). We note in this regard that our Cn(z) does not become (2n+1)!! for any
z. As a result, the behavior of spectral function near ω = 0 changes from ∼ ω to ∼ ω2,
and the energy of the hump increases. In our case (fermions on a triangular lattice)
the analysis of the reducible self-energy from longitudinal fluctuations is more involved
than in the case of square lattice, and we refrain from making a definite prediction.
Still, it is possible that longitudinal fluctuations induce some precursor behavior near
TN even for z = 1.
Third, it is interesting to compare our non-perturbative solution for the spectral
function with a conventional perturbative solution in which one restricts with the
one-loop self-energy. In our computational approach, this implies that one includes
irreducible diagrams for the Green’s function at one-loop order and only reducible
diagrams at higher orders. The perturbative result for the spectral function is then
Apertk (ω) = ReG
(0) × Im
∞∑
n=0
unω = ReG
(0) Im
1
1− uω = piδ(1− uω) ReG
(0) (5.35)
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where, we remind, uω =
βU2
ω2−∆2 . This result holds for any value of z. We see that
Apertk (ω) has two δ-functional peaks at ω = ±
√
∆2 + βU2. The peak frequency
remains finite at ∆ = 0, which implies that some evidence for a precursor to mag-
netism appears already within the perturbation theory. However, the full expression
(Eqs. (C.18) and (C.21) in Appendix C), is more involved:
Ak(ω) = ReG
(0) × Im
∞∑
n=0
Cn(z)unω
= ReG(0) Im
∫ 1
(z−1)uω
1
(z+1)uω
dt e−t
1√
1− 4v20
1
1− uω t z . (5.36)
The most essential difference is that the full Ak(ω) has contributions not only from
the pole but also from the branch cut (the 1√
1−4v20
term). The branch cut contribution
gives rise to the incoherent part of the spectral function. Combining the pole and the
branch cut contributions, we obtain both the gap below ∆(T ) and the hump at an
energy ∆(0) ≈ U/2 (and we recall that with respect to the renormalized µ(T ), the
hump is at energy of order J).
Fourth, there are certain visible similarities between the peak-dip-hump behavior
in our theory (see dashed line in Fig. 5.2(b)) and in Eliashberg theory of supercon-
ductivity, induced by soft bosonic fluctuations. However, the underlining physics is
different. In our case, the peak-dip-hump behavior emerges due to thermal (static)
bosonic fluctuations. While in Eliashberg theory, this behavior is a feedback from the
pairing by a dynamical boson (see e.g. Refs. [192–194]).
5.5 Summary
In this Chapter, we studied the effects of thermal fluctuations on the spectral function
of hot fermions on a triangular lattice, in the 120◦ SDW state (the ordering momentum
is K = (4pi/3, 0)).
We argued that the exchange of static Goldstone bosons between fermions in the
valence and the conduction band gives rise to logarithmically singular self-energy
corrections. We obtained fully renormalized Green’s function by summing up infinite
series of thermal reducible self-energy diagrams. In this sense, we went beyond a
conventional perturbation theory, which in practice includes only a few leading terms
in the series.
The key goal of our study was to understand whether the exchange of static ther-
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mal bosonic fluctuations necessarily gives rise to pseudogap behavior, or the system
may display a conventional Fermi liquid behavior despite that self-energy corrections
are logarithmically singular. We argued that one can address this issue by studying
fermions on a triangular lattice. Specifically, we showed that the contributions from
in-plane and out-of-plane spin-wave fluctuations are not equivalent, and the strength
of the self-energy renormalization depends on the ratio of in-plane and out-of-plane
spin-wave susceptibilities χ‖/χ⊥. This ratio is an input parameter for low-energy
theory, and by varying it one can study the changes in the structure of diagrammatic
series for the reducible self-energy. When χ‖/χ⊥ ∼ 1, our calculations show that
the behavior of the spectral function for a fermion at a hot spot (khs and khs + K
are both on the Fermi surface) is similar to that for the case of a square lattice and
collinear (pi, pi) SDW order: there is a real gap below ∆(T ) and a maximum (hump)
at an energy of order Hubbard U (see Fig. 5.2). The hump persists at T = TN , where
∆ vanishes, and survives in some range of T above TN . In this range the system
displays a pseudogap behavior. On the other hand, when χ‖/χ⊥  1 or χ‖/χ⊥  1,
the pseudogap behavior exists only near TN . In the limiting case when χ‖/χ⊥ = 0 or
χ‖/χ⊥ =∞, there is no pseudogap behavior at any T > TN , despite that perturbative
self-energy corrections are logarithmically singular.
The calculations we presented in this Chapter can be readily extended to other
microscopic models. The only requirement is to obtain the value of the control pa-
rameter for a specific model. Our results show that by looking at the structure
of perturbation series one would be able to immediately conclude whether singular
self-energy corrections lead to a pseudogap behavior, or to an ordinary Fermi liquid
behavior. We emphasize in this regard that, unless special conditions (z = 1) are
satisfied, a magnetic pseudogap is present independent on the lattice geometry. This
is consistent with the fact that pseudogap behavior near a magnetic transition has
been seen in many different systems.
As a final remark, the key assumption in our computation is that thermal (static)
fluctuations are dominant near a magnetic transition at a finite temperature. This
assumption has been supported by 2D numerics for the Hubbard model on a square
lattice [81]. We call for numerical studies of systems with different lattice geometries,
that in each case will identify the dominant fluctuation contribution. We hope that,
combined with our analytical results, this will push forward the understanding of the
underlining mechanism of pseudogap physics in correlated electron systems.
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Chapter 6
Summary and Outlook
The rapid progress in understanding the origins and consequences of emergent quan-
tum phenomena in correlated electron systems is pushed by the advances in theoretical
development, quantum material realization and experiment probes. Magnetism has
been found to be a driving force in many examples.
In this dissertation, I discussed several aspects of magnetism in correlated electron
systems.
In the strong coupling limit at half electron filling, the Mott insulating state
can exhibit exotic magnetic phases, such as unconventional ordered state due to the
“order from disorder” mechanism and quantum spin liquid with high entanglement.
In Chapter 2, I present our study of the phase diagram of triangular lattice Heisenberg
J1-J2 model in a magnetic field, which in different regimes of couplings and magnetic
field, can exhibit a half-magnetization plateau described by the “order from disorder”
mechanism or a disordered phase that may be smoothly connected to the quantum
spin liquid state observed numerically at zero field. The smoking gun experimental
evidence of a quantum spin liquid is still awaiting, and a combination of multiple
indirect probes is valuable to understand the physical properties of its elementary
excitations from multiple facets. In Chapter 3, I presented our study that showed
that the quantized thermal Hall measurement performed in Kitaev materials requires
a critical analysis due to the mixing of energy propagation between unconventional
chiral edge modes and conventional bulk phonon modes.
Magnetism can also play an important role in a metal, which may develop com-
peting orders as Fermi surface instabilities due to the interplay between magnetic
fluctuation and other fluctuation channels such as superconductivity and charge fluc-
tuation. In Chapter 4, I presented our study of a compensated metal on a hexagonal
lattice in the spin-density-wave state. The response of the magnetic order to a mag-
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netic field is fundamentally different from that in a Mott insulator, and the magnetic
field triggers a time-reversal-invariant bond ordered state.
The transition between a Mott insulator with magnetic order and a normal metal
by varying certain external parameter, such as temperature or the doping level away
from half-filling, exhibits anomalies of the electronic properties. In Chapter 5, I
presented our study of the pseudogap physics that shows maximum of spectral weight
at finite energy away from the Fermi level due to magnetic fluctuations at finite
temperature. In this study, we introduced a knob that controls the strength of the
pseudogap behavior, and showed that the pseudogap feature is quite generic in a
quasi-2D system with magnetic order. This study also finds a unique exception that
the system doesn’t exhibit any pseudogap physics.
Through the combined efforts in the theoretical, numerical and experimental com-
munities, the studies of magnetism in correlated electron systems are progressing
rapidly. I am particularly interested in the following few directions.
In the search for quantum spin liquid states, the relatively well developed theo-
retical models that can realize quantum spin liquid phase and lack of smoking gun
experiment requires more efforts that bridge the two. By means of indirect measure-
ment that couples the elementary excitations of a spin liquid to certain conventional
mode, the data may reveal the unique symmetry and dynamical properties of the
quantum spin liquid. For example, in an ongoing work, we examined the possibility
of sound attenuation experiment in search for the low energy Majorana fermions with
Dirac spectrum in Kitaev materials. It will be more revolutionary if new probe that
serves to directly measure single excitation of a quantum spin liquid is made possible.
In the understanding of pseudogap physics, a clear path that leads to the pseu-
dogap feature at zero temperature that explains well both the spectral and transport
data remains missing. In another ongoing work, we examined the condition when a
Fermi liquid coupled to the short range magnetic fluctuation can lead to the spectral
weight which resembles the pseudogap data in experiments. On the other hand, a
careful and critical analysis of the Hall measurement that goes beyond single particle
picture will be highly desirable.
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Appendix A
Appendix to Chapter 2
A.1 Holstein-Primakoff transformation
In this Appendix we review the basics of Holstein-Primakoff transformation and spin
wave formalism. In the formulas below, N is defined as the number of sites in one
sublattice, i.e. N = Ntot
nbands
. For example, for the three sublattice states, nbands = 3,
and N = 1
3
Ntot.
Spins polarized in the positive z direction are expressed in terms of Holstein-
Primakoff (H-P) bosons as:
Szr(z) = S − a†rar
S+r (z) =
√
2S
√
1− a
†
rar
2S
ar
S−r (z) =
√
2Sa†r
√
1− a
†
rar
2S
(A.1)
The spin operators Sα(l) in a local coordinate with the local z-axis along a vector
l = z cos θ − x sin θ are related with Sα(z) defined in the global coordinate as [104]:
Sx(z) = cos θSx(l)− sin θSz(l)
Sy(z) = Sy(l)
Sz(z) = sin θSx(l) + cos θSz(l) (A.2)
To express the Hamiltonian in terms of the H-P bosons, we expand
√
1− a†rar/2S
in powers of the bosons. For generic spin, due to the normal ordering of the bosons
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in the expansion, e.g. (a†rar)
2 = a†ra
†
rarar + a
†
rar, S
+
r can be written as:
S+r =
√
2S(1− 1
4S
(1 +
1
8S
+
1
32S2
+ ...)a†rar)ar +O(a5)
=
√
2S(1 + (
√
1− 1
2S
− 1)a†rar)ar +O(a5) (A.3)
In the limit S  1, keeping the leading order in 1/S:
S+r ≈
√
2S(1− 1
4S
a†rar)ar +O(a5) (A.4)
The Hamiltonian in powers of the H-P bosons can be expanded as:
H = H(0) +H(1) +H(2) + ...+H(n) + ... (A.5)
H(0) is the ground state energy. H(n) is the normal ordered n-bosons term.
The quadratic term H(2) can be written in the matrix form as:
H(2) = S
2
∑
k
Ψ†kHkΨk (A.6)
where Ψk =
(
aα,k, a
†
α,−k
)T
. To obtain the spin wave spectrum and the canonical
eigenmodes, one can solve the eigenvalue problem of a matrix defined asMk = τ3Hk.
τ3 ≡ σ3 ⊗ In, σ3 is the z-component of Pauli matrix that acts on the particle-hole
conjugate space and In is the identity matrix of size n that acts on the n-sublattice
space. To prove, define the Ψ′k as the vector formed by eigenmodes. There must exist
a matrix T such that Ψk = TΨ
′
k, the quadratic term in the Hamiltonian:
H(2) = 1
2
∑
k
Ψ†kHkΨk =
1
2
∑
k
Ψ
′†
kT
†HkTΨ′k (A.7)
Kk = T
†HkT is diagonal matrix. On the other hand, from the commutation relation
of boson operator which reads as [a†i , aj] = δi,j, we have Tτ3T
† = τ3. Combing the
two equations, we have:
τ3Kk = τ3T
†HkT = τ3(τ3T−1τ3)HkT
= T−1τ3HkT (A.8)
Thus solving for T and the eigenenergy of Hk is equivalent to the eigenvalue problem
of matrix Mk = τ3Hk. Q.E.D.
109
Different branches of the magnon modes can decouple for certain types of ordered
states, such as the stripe phase and 120◦ Neel phase discussed in the text. H(2) can
be written as:
H(2) = S
2
∑
α
φ†α,kHα,kφα,k
Hα,k =
(
Aα,k Bα,k
Bα,k Aα,−k
)
φα,k = (aα,k, a
†
α,−k)
T (A.9)
The eigenmodes of the quadratic Hamiltonian H are:
H(2) = S
2
∑
α
ωα,kη
†
α,kηα,k
ωα,k =
√
A2α,k −B2α,k
aα,k = uα,ka˜α,k + vα,ka˜
†
α,−k
ηα,k = (a˜α,k, a˜†α,−k)T (A.10)
uα,k and vα,k are defined as:
uα,k =
√
Aα,k + ωα,k
2ωα,k
vα,k = −sign(Bα,k)
√
Aα,k − ωα,k
2ωα,k
(A.11)
As φα,k is a linear combination of creation and annihilation canonical modes, the
vacuum expectation value of φ†kφk is non-zero:
〈a†α,kaα,k〉 =
〈Aα,k − ωα,k
2ωα,k
〉 〈a†α,ka†α,−k〉 = −〈 Bα,k2ωα,k 〉 (A.12)
〈...〉 is defined as the average over the Brillouin zone, 〈...〉 = 1
N
∑
k .... To obtain
the quantum corrections to the spectrum at the leading order in 1/S, one can work
in the basis of φk and calculate δAk and δBk at the order of 1/S. We replace
Ak → Ak + δAk and Bk → Bk + δBk. The normal and anomalous self-energy of the
canonical modes are:
δωk = δAk(u
2
k + v
2
k) + 2δBkukvk
=
AkδAk −BkδBk
ωk
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δωoffk = 2δAkukvk + δBk(u
2
k + v
2
k)
=
AkδBk −BkδAk
ωk
(A.13)
Thus the spectrum with quantum corrections is:
ω
(1)
k =
√
(ωk + δωk)2 − (δωoffk )2 =
√
(A2 −B2) + 2(AδA−BδB) + (δA2 − δB2)∣∣
k
(A.14)
When ωk ∼ O(1), the quantum corrections to ω(1)α,k is at the order of 1/S and they
won’t change the spectrum qualitatively as long as there is no singularity in δωk. We
have:
ω
(1)
k ' ωk + δωk (A.15)
When ωk ∼ 0, one needs to distinguish between two situations. Suppose it is a
classical zero mode at k = 0. It can be Ak=0 = Bk=0 = 0, which is generally the
case of accidental degeneracy. Thus the dispersion around k = 0 can be written as
ωk ∼ k2. It can also be |Ak=0| = |Bk=0| 6= 0, which is the case of linearly dispersing
zero mode, such as the Goldstone mode. Thus the dispersion around k = 0 can be
written as ωk ∼ vk. We define the quantum corrections to the spectrum as δm such
that ω
(1)
k '
√
ω2k + δm. δm to the leading order in 1/S is expressed in the two cases
as:
δm =
(δA2 − δB2)
∣∣
k=0
= δω2 − (δωoff)2∣∣
k=0
if A, B|k=0 = 0
2(AδA−BδB)∣∣
k=0
= 2ωδω
∣∣
k=0
if A, B|k=0 ∼ O(1)
(A.16)
We calculate δm at certain momentum following Eq. A.16. One can calculate either
δA, δB or δω, δωoff, whichever way is the easiest. For the second case, as δm is
linear in δA, δB, it is most straight forward to obtain the quantum corrections from
the cubic terms by calculating δω, δωoff, and corrections from the quartic terms by
δA, δB, and sum the two contributions.
A.2 Dilue bose gas approximation in high field
In this section, we show details of determining the quartic couplings Γ in the ex-
pressions of the condensate energy, i.e. Eq. 2.8, Eq. 2.33 and Eq. 2.27. The quartic
couplings Γ are at leading order in 1/S in Sec. ??, and are summed up to all orders
in 1/S in Sec. 2.2.2. In the following, we show how Γ is obtained for a generic spin.
The calculation of Γ at leading order in 1/S follows the same idea and is simpler, and
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it will not discussed further here. One can refer [117] for more details.
As shown in the main text, to determine the magnetic order structure, compared
with calculating the exact numerical values of Γ, the sign of the differences of Γs
(e.g. Γ1 v.s. Γ2,
1
2
(Γ1 + Γ2)Γ¯1 v.s. Γ
2
∆,φ) are more relevant. As the sign of the
differences of relevant Γs shouldn’t change across the 2nd order phase transition from
right above hsat to right below hsat, the criterion introduced above to know the order
structure slightly below hsat can be determined by the fully renormalized four-point
vertex function slightly above hsat.
The fully renormalized 2n-point vertex functions of ferromagnet can be determined
exactly above hsat for all spins, as the single-magnon excitations of the ferromagnet
are exact and the quantum corrections to the 2n-point vertex only come from magnon-
magnon scattering.
The four-point and six-point bare vertex functions are defined in Eq. 2.2 as
Vq(k1,k2) and Uq,q′(k1,k2,k3):
Vq(k1,k2) =
1
2
[(Jq + Jk2−k1−q) + 2S(Ks − 1)(Jk1 + Jk1+q + Jk2 + Jk2−q)] (A.17)
Jq is defined in Eq. 2.2. The expression includes normal ordering of the magnon to
all orders in 1/S by Ks =
√
1− 1
2S
. To the leading order in 1/S, Ks = 1 − 1/4S.
Uq,q′(k1,k2,k3) keeping the 1/S correction from the normal ordering is:
Uq,q′(k1,k2,k3) =
1
9
(1 + 1/4S)
(
Jk1+q + Jk3+q + Jk1+k3−k2+q + Jk1+q′ + Jk2+q′
+ Jk1+k2−k3+q′ + Jk2+k3−k1−q−q′ + Jk2−q−q′ + Jk3−q−q′
)
− 1
6
(1 + 3/4S)(Jk1 + Jk2 + Jk3 + Jk1+q+q′ + Jk2−q + Jk3−q′)]
(A.18)
We define the fully renormalized four-point vertex function as Γq(k1,k2). The quartic
coefficients Γ in the action are determined by Γq(k1,k2) at particular momenta as:
Γ1 = Γ0(K,K)
Γ2 = Γ0(K,−K) + Γ−2K(K,−K)
Γ¯1 = Γ0(M1,M1)
Γ¯2 = Γ0(M1,M2) + ΓM2−M1(M1,M2)
Γ∆,φ = Γ0(M1,K) + ΓK−M1(M1,K)
Γ¯∆,φ = ΓK−M1(M1,M1) + Γ−K−M1(M1,M1) (A.19)
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To find Γq(k1,k2), all orders of magnon-magnon scattering process should be
counted (see Fig. 2.4), which is equivalent to solving a consistency equation, also
known as Bethe-Salpeter (BS) equation:
Γq(k1,k2) = Vq(k1,k2)− 1
N
∑
q′
Γq′(k1,k2)Vq−q′(k1 + q′,k2− q′)
S(ωk1+q′ + ωk2−q′)
(A.20)
To solve for Γq(k1,k2), we follow the method introduced in [93], which converts the
problem of solving an integral equation to that of solving a matrix equation. As
Vq(k1,k2), Vq−q′(k1 +q′,k2−q′) can be expanded by lattice Harmonics, Γq(k1,k2)
can also be expressed by the lattice Harmonics. We write the ansatz for Γq(k1,k2)
as:
Γq(k1,k2) = A0 + Aα cos qα +Bα sin qα + A˜α cos q˜α + B˜α sin q˜α ≡ ATΓbq
Γbq = {1, cos qα, sin qα, cos q˜α, sin q˜α} (A.21)
α = 1, 2, 3 and qα , q˜α are defined as qα = q · δα, q˜α = q · lα. δα, lα are defined in
Fig. 2.1 (a). Express Vq(k1,k2), Vq−q′(k1 + q′,k2− q′) in the basis of Γbq as:
Vq(k1,k2) = AT0 Γbq
Vq−q′(k1 + q′,k2− q′) = ΓTbq′V0Γbq (A.22)
Eq. A.20 in the matrix form is:
ATΓbq = AT0 Γbq −AT
( 1
N
∑
q′
Γbq′Γ
T
bq′
S(ωk1+q′ + ωk2−q′)
)
V0Γbq (A.23)
Γq(k1,k2) relevant to find the quartic coupling Γ satisfies ωk1 = ωk2 = 0. So the sum
over q′, 1
N
∑
q′
Γbq′ΓTbq′
ωk1+q′+ωk2−q′
is logarithmically divergent. The solution to Eq. A.23
can be expanded order by order in 1| log µ| , where µ is the low energy cutoff with µ→ 0+
as h→ h+sat.
Solving for A in Eq. A.23 is however not efficient numerically. In the following,
we show the simplification of Eq. A.23 to Eq. A.36. The label of incoming momenta
(k1,k2) is omitted to keep the expressions compact. First take the average of Eq. A.20
with respect to q:
〈Γq〉q = 〈Vq〉q − 1
N
∑
q′
Γq′〈Vq−q′(k1 + q′,k2− q′)〉q
S(ωk1+q′ + ωk2−q′)
(A.24)
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As 〈cos qα〉 = 0, 〈sin qα〉 = 0, 〈cos q˜α〉 = 0, 〈sin q˜α〉 = 0, we have 〈Jq+k〉q = 0. Thus
Eq. A.24 gives:
A0 = S(Ks − 1)(Jk1 + Jk2)− S(Ks − 1)
1
N
∑
q′
Γq′(Jk1+q′ + Jk2−q′)
S(ωk1+q′ + ωk2−q′)
= S(Ks − 1)
(
(Jk1 + Jk2)−
〈Γq′(Jk1+q′ + Jk2−q′ − Jk1 − Jk2 + Jk1 + Jk2)
S(ωk1+q′ + ωk2−q′)
〉
q′
)
= S(Ks − 1)
(
(Jk1 + Jk2)(1−
〈 Γq′
S(ωk1+q′ + ωk2−q′)
〉
q′
)− A0/S
)
(A.25)
The first consistency equation gives:
Ks
Ks − 1A0 = S(Jk1 + Jk2)
(
1−
〈 Γq′
S(ωk1+q′ + ωk2−q′)
〉
q′
)
(A.26)
Secondly, plug the expression of Vq(k1,k2) into Eq. A.20
Γq(k1,k2) =
1
2
(Jq + Jk2−k1−q) + S(Ks − 1)(Jk1 + Jk1+q + Jk2 + Jk2−q)−
1
N
×∑
q′
Γq′
(
1
2
(Jq−q′ + Jk2−k1−q−q′) + S(Ks − 1)(Jk1+q′ + Jk1+q + Jk2−q′ + Jk2−q)
)
S(ωk1+q′ + ωk2−q′)
=
1
2
(Jq + Jk2−k1−q)−
1
N
∑
q′
Γq′
1
2
(Jq−q′ + Jk2−k1−q−q′)
S(ωk1+q′ + ωk2−q′)
+ S(Ks − 1)
(
(Jk1 + Jk2)−
1
N
∑
q′
Γq′(Jk1+q′ + Jk2−q′)
S(ωk1+q′ + ωk2−q′)
)
+ S(Ks − 1)(Jk1+q + Jk2−q)(1−
1
N
∑
q′
Γq′
S(ωk1+q′ + ωk2−q′)
) (A.27)
The second to last line is exactly A0 from the first line of Eq. A.25; the last line is
Ks
(Jk1+q+Jk2−q)
(Jk1+Jk2 )
A0 according to Eq. A.26, so we have:
Γq = (A.28)
1
2
(Jq + Jk2−k1−q)−
1
N
∑
q′
Γq′
1
2
(Jq−q′ + Jk2−k1−q−q′)
S(ωk1+q′ + ωk2−q′)
+ A0
(
1 +Ks
(Jk1+q + Jk2−q)
(Jk1 + Jk2)
)
(A.29)
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Define a integral matrix τ as:
τk1,k2 =
1
N
∑
q′
Γbq′Γ
T
bq′
S(ωk1+q′ + ωk2−q′) + 2µ
(A.30)
The consistency equations Eq. A.26, Eq. A.29 in the matrix form are:
idTΓbq = AT ( Ks
Ks − 1
1
S(Jk1 + Jk2)
+ τk1,k2) id · idTΓbq id = (1, 0, 0, 0, 0)T (A.31)
J TΓbq = AT (I + τk1,k2M−K)Γbq (A.32)
I is the identity matrix. J ,M and K depend on the two incoming momenta (k1,k2),
and they are defined as:
1
2
(Jq + Jk2−k1−q) = J TΓbq (A.33)
J = {0, 1 + cos(k2α − k1α), sin(k2α − k1α), J2(1 + cos(k˜2α − k˜1α)), J2 sin(k˜2α − k˜1α)}T
1
2
(Jq−q′ + Jk2−k1−q−q′) = Γ
T
bq′MΓbq (A.34)
M =

0 0 0 0 0
0 1 + cos kα sin kα 0 0
0 sin kα 1− cos kα 0 0
0 0 0 J2(1 + cos k˜α) J2 sin k˜α
0 0 0 J2 sin k˜α J2(1− cos k˜α)

kα, k˜α are defined as k · δα, k · lα respectively, k = k2 − k1.
A0
(
1 +Ks
(Jk1+q + Jk2−q)
(Jk1 + Jk2)
)
= ATKΓbq (A.35)
The first row of K is:
K1 =
{
1,
2Ks
Jk1 + Jk2
(cos k1α + cos k2α),
2Ks
Jk1 + Jk2
(− sin k1α + sin k2α),
2J2Ks
Jk1 + Jk2
(cos k˜1α + cos k˜2α),
2J2Ks
Jk1 + Jk2
(− sin k˜1α + sin k˜2α)
}
Other rows of K are zero.
Note that the matrix on the RHS of Eq. A.31 is nonzero only in the first column,
and the matrix on the RHS of Eq. A.32 is zero in the first column, i.e. combing the
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two equations by adding them doesn’t lose any information, and we have:
ATOk1,k2Γbq = J¯ TΓbq (A.36)
where Ok1,k2 = I + τk1,k2(M+ id · idT )− (Kk1,k2 −
Ks
Ks − 1
1
S(Jk1 + Jk2)
id · idT )
J¯ = J + id
As matrix M doesn’t depend on Ks, τk1,k2 in Ok1,k2 couple to Ks. To solve for AT
AT = J¯ TO−1k1,k2 (A.37)
Near hsat, at h = µ+hsat when µ→ 0+, the matrix elements of τk1,k2 is log divergent.
τk1,k2 is expressed as the sum of the log divergent part and the finite part.
τk1,k2 =
| log µ|
S
τ
(0)
k1,k2
+
1
S
τ
(1)
k1,k2
(A.38)
We keep the spin S explicit, and τ (0), τ (1) are independent of S. So we can solve for
A order by order in 1| logµ| . It is straight forward to find τ (0)k1,k2 using:
1
N
∑
q′
→ 1AB.Z.
∫
B.Z.
dq′
1
AB.Z.
∫
Λ
dq′
qαx q
β
y
aq2x + bq
2
y + µ
=
pi
AB.Z.
1√
a
α+1
1√
b
β+1
| log µ
Λ
|δα,0δβ,0 (A.39)
We find that the leading order of Γq = ATΓbq only depend on the log divergent part
of Ok1,k2 , so it doesn’t depend on Ks =
√
1− 1
2S
. The leading order of Γq should be
∼ S| logµ| , we get it by
Γ(0)q = (A(0))TΓbq =
S
| log µ| limµ→0
| log µ|
S
J¯ T (I + | log µ|
S
τ
(0)
k1,k2
(M+ id · idT ))−1Γbq
(A.40)
To solve Γq at higher orders, we solve Eq. A.37 exactly. The quartic couplings can
be obtained following Eq. A.19.
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Appendix B
Appendix to Chapter 4
B.1 Effective action for the spin order
In this section, we follow the standard Hubbard-Stratonovich transformation and
derive the effective action for the spin order. We show that the symmetric and
antisymmetric component of {M¯K , M¯∗−K} naturally decouple in zero field, and are
coupled by the magnetic field.
Consider interactions restricted to the spin channel, Eq. 4.6 in the main text,
H4 =
∑
q
−g3
2
(
∆ˆK−q∆ˆ−K+q + h.c.)
)− g1
2
(
∆ˆ†K−q∆ˆK+q + (K → −K)
)
+ ..., (B.1)
We apply the identity ew
†Aw =
∫ Dv e−v†A−1v+w†v+v†w (A should be positive definite
for convergence), and obtain the partition function in terms of 6-component fermionic
field Ψ and bosonic field v:
Z =
∫
DΨ¯DΨDv e−S[Ψ,v]. (B.2)
From Eq. B.1, w = {∆ˆK , ∆ˆ−K , ∆ˆ†K , ∆ˆ†−K}T and
A =
1
4

g1 0 0 g3
0 g1 g3 0
0 g3 g1 0
g3 0 0 g1
 (B.3)
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The action written in compact form as :
S[Ψ, v] =
∫
k
−Ψ†kG−10,kΨk + v†A−1v − w†v − v†w (B.4)
We express the bosonic field v as v = 1
2
{∆¯K , ∆¯−K , ∆¯∗K , ∆¯∗−K}T to relate it with the
order parameter field at mean field level. Eq. B.4 becomes:
S[Ψ, v] =
∫
k
−Ψ†kG−1k Ψk + v†A−1v (B.5)
where G−1k = G−10,k − V , with
V = −
 0 ∆¯K · ~σ ∆¯−K · ~σ∆¯∗K · ~σ 0 0
∆¯∗−K · ~σ 0 0
 , A−1 = 4
g21 − g23

g1 0 0 −g3
0 g1 −g3 0
0 −g3 g1 0
−g3 0 0 g1

(B.6)
The canonical bosonic fields can be obtained by diagonalizing A−1, and are
M¯±K =
1
2
(∆¯±K + ∆¯∗∓K),
Φ¯±K =
1
2
(∆¯±K − ∆¯∗∓K). (B.7)
We note that under time-reversal, ∆¯±K → −∆¯∗∓K . As a result, M¯±K is odd under
time-reversal and Φ¯±K is time-reversal symmetric. M±K and Φ±K , defined in mo-
mentum space, contributes to SDW and ISB order in real space, respectively. v†A−1v
becomes:
v†A−1v =
2
g1 + g3
(|M¯K |2 + |M¯−K |2) + 2
g1 − g3 (|Φ¯K |
2 + |Φ¯−K |2) (B.8)
The quadratic coupling of fermions V can be written as V = VM + VΦ, with
VM = −
 0 M¯K · ~σ M¯−K · ~σM¯−K · ~σ 0 0
M¯K · ~σ 0 0
 , VΦ = −
 0 Φ¯K · ~σ Φ¯−K · ~σ−Φ¯−K · ~σ 0 0
−Φ¯−K · ~σ 0 0
 .
(B.9)
Since the action is quadratic in fermion operators, it is straight forward to integrate
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out the fermion fields and obtain the effective action in terms of bosonic fields as
Seff [M¯K , M¯−K ] =− Tr ln
(
1− G0,kV
)
+
∫
q
2
g1 + g3
(|M¯K |2 + |M¯−K |2) + 2
g1 − g3 (|Φ¯K |
2 + |Φ¯−K |2)
(B.10)
Right below the transition temperature that the ordering instability starts developing,
Tr ln
(
1− G0,kV
)
can be expanded in powers of V as
Seff [M¯K , M¯−K ] =
∑
n
1
n
Tr(G0,kV)n
+
∫
q
2
g1 + g3
(|M¯K |2 + |M¯−K |2) + 2
g1 − g3 (|Φ¯K |
2 + |Φ¯−K |2),
(B.11)
where Tr(...) sums over momentum, frequency and spin indices. By solving self-
consistency equations, we verified that ∆¯±K =
gsdw
2
∆±K, Φ¯±K =
gsdw
2
Φ±K, M¯±K =
gsdw
2
M±K, where ∆±K,M±K,Φ±K are defined in the main text, e.g. Eq. 4.3.
B.1.1 Effective action in zero field
In zero field, evaluation of the trace 1
2
Tr(G0,kV)2 yields identical quadratic coefficients
for both |M¯|2 and |Φ¯|2, i.e.
Seff,2 =
∫
q
(
2
g1 + g3
+ ξ0)(|M¯K |2 + |M¯−K |2) + ( 2
g1 − g3 + ξ0)(|Φ¯K |
2 + |Φ¯−K |2)
(B.12)
where ξ0 = T
∑
ωm
∫
dkGc(k, ωm)Gf (k ±K,ωm) < 0.
At mean field level, due to the repulsive Coulomb interaction, g1 + g3 > g1 − g3.
As a result, the quadratic coefficient for M±K becomes negative first, i.e. the leading
instability should be SDW order. Beyond mean field, the four-fermion interactions are
strongly renormalized by the logarithmically singular fluctuations in particle-particle
and particle-hole channel. From the pRG analysis shown in Sec. 4.5, in the interaction
range that stabilize spin ordering, g1 + g3 > g1 − g3, again SDW order wins over ISB
order.
To be precise, if g1 − g3 < 0, i.e. the effective interaction in the antisymmetric
spin ordering channel is repulsive, Φ±K condensates are impossible to develop in any
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⇠1 : ⇠2 :
Figure B.1: Feynman diagrams for the quartic terms in the Landau Free energy in
Eq. B.13.
case. In this case, the formulation should be modified as the Hubbard-Stratonovich
for the channel with repulsion should be e−w
†Aw =
∫ Dv e−v†A−1v+iw†v−iv†w, A positive
definite. As there is no essential change of physics, we don’t consider this possibility
further.
As terms linear in Φ±K should vanish in the expansion due to time-reversal sym-
metry, the ISB instability cannot be triggered by the SDW order in zero field. We re-
strict to the SDW channel, and calculate the quartic term by evaluating 1
4
Tr(G(0)k V)4.
It is convenient to express the M¯±K in terms of real and imaginary component of
SDW order, and M¯K =
1√
2
(M¯r+ iM¯i), M¯−K = 1√2(M¯r− iM¯i). 14 Tr(G
(0)
k V)4 in terms
of {M¯r, M¯i} is:
Seff,4 = 2(ξ1 + ξ2)(M¯
2
r + M¯
2
i )
2 + 8(ξ1 − ξ2)(M¯r × M¯i)2 (B.13)
where ξ1 =
∫
k
(Gck)2(GfK+k)2, ξ2 =
∫
k
(Gck)2GfK+kGf−K+k and are shown diagrammatically
in Fig. B.1.
For circular Fermi surface, GfK+k = Gf−K+k, the second term in Eq. B.13 vanishes
and the degeneracy of SDW order cannot be lifted by the quartic term, consistent
with the analysis of Eq. 4.12.
Anisotropy in the Fermi surface breaks the degeneracy similar to the analysis
of the iron-based materials on a square lattice. Consider the quadratic spectrum
Γ,k =
k2
2m
− µ, ±K,k = k22m − µ + δµ ± δm cos 3θk, we find ξ2 − ξ1 > 0. Thus to lower
the free energy in Eq. B.13, Mr⊥Mi and |Mr| = |Mi|, i.e. the SDW in real space is
the 120◦ spiral order due to anisotropy of the electron Fermi surface.
B.1.2 Effective action in a Zeeman field
We now derive the effective action in a Zeeman field, and show that the Zeeman field
introduces bilinear coupling between M¯ and Φ¯ as Fcross = −2NFµ
∑
i=±K Im(M¯i ×
120
Φ¯∗i ) · ~h.
The Green’s function of free electrons in the normal state is:
G0,Γ =
(
(iω − Γ,q)I+ hσz
)−1
G0,±K =
(
(iω − ±K,q)I+ hσz
)−1
(B.14)
The bilinear coupling comes from the crossing terms of VM and VΦ in 1
2
Tr(G0,kV)2.
Fcross =
1
2β
Tr
(G0,kVMG0,kVΦ + G0,kVΦG0,kVM)
=
1
2β
∑
i=±K
Tr
(G0,ΓM¯i · ~σ G0,iΦ¯∗i · ~σ + G0,ΓM¯∗i · ~σ G0,iΦ¯i · ~σ + (M¯i ↔ Φ¯i))
=4
∑
i=±K
Im(M¯i × Φ¯∗i ) · ~h
∫
(G(0)20,Γ G(0)0,i − G(0)0,ΓG(0)20,i ) (B.15)
From the second to the third line, we expand G in powers of h as G0,Γ = G(0)0,Γ −
G(0)0,ΓhσzG(0)0,Γ +O(h2) and G0,i = G(0)0,i − G(0)0,i hσzG(0)0,i +O(h2), and use the identities for
tracing spin index
Tr[(σz~a · ~σ)(~b · ~σ)] = 2i(~a×~b) · zˆ, Tr[(~a · ~σ)(σz~b · ~σ)] = −2i(~a×~b) · zˆ. (B.16)
The integral I(3) = ∫
k
(G(0)2Γ G(0)i − G(0)Γ G(0)2i ) is:
I(3) =
∫
dω
2pi
d2k
B (G
(0)2
Γ G(0)i − G(0)Γ G(0)2i ) = NF
∫
dω
2pi
d
1
iω + 
1
iω − (
1
iω + 
− 1
iω − )
= −NF
2µ
(B.17)
B.2 Spin ordering instability in a magnetic field
In this section, we show details of solving the linearized spin ordering equations in (i)
σ± and (ii) σz channel assuming perfect nesting between electron and hole pockets
(Eq. 4.27 in the main text),
(i) 1 +
1
2
(
g1(Π+ + Π−)−
(
(Π+ − Π−)2g21 + 4Π+Π−g23
)1/2)
= 0,
(ii) 1 + (g1 + g3)Πz = 0. (B.18)
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To solve for Eq. B.18 requires calculating the particle-hole polarization Πph for dif-
ferent spin channels, where
Πph = T
∑
ωn
∫
d2k
AB.Z.G
f (k ±K)Gc(k) =
∫
d2k
AB.Z.
nF (k)− nF (k±K)
k − k±K
= NF
∫
dk
nF (k)− nF (k±K)
k − k±K . (B.19)
In the following, we discuss the result of the integral for different band structure
configurations.
In zero field, Πph is
Πph,0 = NF
∫ Λ
−µ
d
nF ()− nF (−)
2
= −1
2
NF
∫ Λ
−µ
d
tanh β
2

∼ −1
2
NF ln
µ
T
+ const.
(B.20)
In a Zeeman field, with HZ = −h ·
∑
k(c
†
kσck + f
†
kσfk), the particle and hole
pockets involved in the spin ordering in the σ± channel remain perfectly nested, and
k±K,↑ = −k,↓ = k22m − µ − h, k±K,↓ = −k,↑ = k
2
2m
− µ + h. As a result, the band
splitting only modifies the energy at the bottom of the band, i.e. the high energy
cutoff in the integral from µ→ µ± h.
Πph,± = −1
2
NF
∫ Λ∓h
−(µ±h)
d
tanh β
2

∼ −1
2
NF
(
ln
µ± h
T
+ const.
)
= −(|Πph,0| ± 1
2
NF
h
µ
)
(B.21)
Plug it into Eq. B.18, to the leading order in h/µ, the solution to the linearized
ordering equation in σ± channel becomes
1 + (g1 + g3)Π0(T )
(
1− g3 − g1
4g3
(NF
Π0
)2(h
µ
)2)
= 0. (B.22)
In the σz channel, the particle-hole symmetry between the involved bands is
broken. For example, in the evaluation of Πph,↑, as k±K,↑ = k
2
2m
− µ − h, k,↑ =
−( k2
2m
− µ+ h) = −k±K,↑ − 2h,
Πph,↑ =
∫
d2k
AB.Z.
nF (k,↑)− nF (k±K,↑)
k,↑ − k±K,↑ = NF
∫ Λ
−(µ+h)
d
nF (−− 2h)− nF ()
−2− 2h
= −NF
2
∫ Λ
−(µ+h)
d
1
+ h
( 1
eβ(−−2h) + 1
− 1
eβ + 1
)
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= −NF
2
∫ Λ
−µ
d
1

( 1
e−β−βh + 1
− 1
eβ−βh + 1
)
= −NF
2
∫ Λβ
−µβ
dx
1
x
( 1
e−x−βh + 1
− 1
ex−βh + 1
)
(B.23)
Similarly, Πph,↓ = −NF2
∫ Λ
−µ d
1

(
1
e−β+βh+1− 1eβ+βh+1
)
= Πph,↑. To evaluate the integral
in Eq. B.23, we note that the integrand is a function of βh, and it behaves differently
in the cases of βh 1 and βh 1.
The limit h T – The integral is suppressed only near  = 0, to the leading order
in βh, we have
Πph,↑ = −NF
2
∫ Λ
−µ
d
1

( 1
e−β−βh + 1
− 1
eβ−βh + 1
)
= −NF
2
∫ Λ
−µ
d
1

tanh
β
2
(
1− (βh)
2
4
1
cosh2 β
2
)
+O(βh)3
= −NF
2
(∫ Λ
−µ
d
1

tanh
β
2
− β2h2
∫ Λ
−µ
d
1
4
tanh
β
2
1
cosh2 β
2
)
= −(|Πph,0| − 0.85
2
NF
h2
T 2
) (B.24)
where
∫ Λ
−µ d
1
4
tanh β
2
1
cosh2 β
2
= 0.85 is evaluated numerically in the limit βµ, βΛ 1.
Plug Πph,↑,Πph,↓ into Eq. B.18, to the leading order in h/T , the solution to the
linearized ordering equation in σz channel becomes
1 + (g1 + g3)Π0(T )
(
1− 0.43 NF|Π0|
h2
T 2
)
= 0 (B.25)
Comparing Eq. B.22 and Eq. B.25, as NF|Π0|  1, hµ  hT , we conclude that the ordering
instability in the σ± channel develops first.
The limit h T – βhmodifies the integrand non perturbatively and sets the cutoff
in the integral as βh. As a result, Πph,↑ simply changes to Πph,↑ = −12NF (ln µh+const.).
Because h  T , Πph,↑  Πph,0 in this limit. The correction to Πph,± remains the
same dependance on h/µ as in the limit h T . Due to the further non-perturbative
suppression of Πph in σ
z channel, the ordering instability must also first develop in
the σ± channel in the h T limit.
We also did a similar analysis when the particle-hole symmetry of the band struc-
ture in zero field is slightly broken, i.e. k = −k±K+δµ, and δµ µ. The conclusion
remains unchanged.
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Appendix C
Appendix to Chapter 5
C.1 Goldstone modes
In this appendix, we give more mathematical details of how the momentum and
spin structure of the low energy bosonic collective modes in the SDW state, i.e., the
magnon Goldstone modes, can be obtained by studying the eigenstates of its corre-
sponding linear spin wave Hamiltonian. As we show in the main text, these universal
properties of the Goldstone modes are enough to obtain the effective magnon-fermion
interaction.
To be precise, as our starting point is the SDW state out of itinerant fermions, the
collective modes in the interacting fermion system, magnons in this case, should be
obtained in principle by calculating the spin correlation function. On the other hand,
as the low energy magnons are essentially the Goldstone modes which are uniquely de-
termined by the pattern of the spontaneous spin rotation symmetry breaking, the uni-
versal properties of the Goldstone modes can be obtained from other models that are
adiabatically connected to the Hubbard model in the large U limit, e.g. the isotropic
Heisenberg model. For the square lattice Hubbard model, it has been checked that the
spectrum calculated from the two methods match over the whole Brillouin [28, 195].
For the triangular lattice Hubbard model, though it turns more tricky at higher en-
ergy [178], the matching should work in principle for the low energy Goldstone modes
for the reason we explained above. We also checked that it is indeed the case. In
the following, we work with the nearest neighbor isotropic Heisenberg antiferromag-
netic model using linear spin wave analysis. The large S spin wave expansion can be
reproduced by taking 2S fermion flavors in the Hubbard model.
The global and local coordinates are set up as shown in Fig. 5.4(a). To obtain
the linear spin wave Hamiltonian, we express the spin operators in terms of Holstein-
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Primakoff bosons a, a†. In the local coordinate where the magnetic order is along z˜,
the spin operator is:
S+r (z˜) =
√
2S
√
1− a
†
rar
2S
ar, S
−
r (z˜) =
√
2Sa†r
√
1− a
†
rar
2S
, Szr (z˜) = S − a†rar
(C.1)
The spin operators in the global coordinate can be expressed as:
Sxi = S
x(z˜) cos θi + S
z(z˜) sin θi, S
y
i = S
y
i (z˜) S
z
i = −Sx(z˜) sin θi + Sz(z˜) cos θi,
(C.2)
where i is the sublattice index i = a, b, c, and θi = 0, 2pi/3, 4pi/3. The linear spin wave
Hamiltonian can be expressed as []
H(2) = S
2
∑
k
Ψ†kHkΨk, (C.3)
where Ψk = {ak, a†−k}T ,
Hk =
(
Ak Bk
Bk A−k
)
, (C.4)
Ak = J(3 +
1
2
γk), Bk = −32Jγk, γk = cos kx + 2 cos kx/2 cos
√
3ky/2. The spin wave
Hamiltonian can be diagonalized by the transformation Ψk = TΨ
′
k, where Ψ
′
k =
{ek, e†−k}T , such that T−1σzHkT = ωkσz. We found ωk =
√
A2k −B2k, and
Tk =
 √Ak+ωk2ωk −sgnBk√Ak−ωk2ωk
−sgnBk
√
Ak−ωk
2ωk
√
Ak+ωk
2ωk
 . (C.5)
As the SU(2) spin rotation symmetry of the Hamiltonian is fully broken by the
magnetic order, there are three Goldstone modes, associated with the three broken
symmetry generators. It is straight forward to show that there are three zero modes
at momentum Γ = (0, 0) and ±K = ±(4pi
3
, 0), respectively. To check if they are the
Goldstone modes and learn the spin structure, let us analyze the eigenmodes near
Γ,±K.
Near Γ – The spin wave spectrum is ωq+Γ =
3
√
3JS
4
q. The transformation matrix
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Tk is
Tq+Γ =
4
√
3√
2q
×
(
1 1
1 1
)
+
√
q
2
√
2 4
√
3
×
(
1 −1
−1 1
)
+O(q) (C.6)
The part singular in
√
q at order 1/
√
q corresponds to the Goldstone mode excitation,
which contributes to the divergent static susceptibility as q → 0, while the sublead-
ing term at order
√
q corresponds to the soft modes, whose static susceptibility is
finite at q = 0. From the singular part, we obtain the leading order dynamical spin
susceptibility (labeled by superscript “(0)”) at S = 1/2
−i〈TSx˜−q(t)Sx˜q (0)〉(0)ω = −
i
4
〈T (a−q(t) + a†q(t))(aq(0) + a†−q(0))〉ω
= −i〈T (e−q(t) + e†q(t))(eq(0) + e†−q(0))〉ω ×
( 4√3√
2q
)2
=
9JS
2
1
ω2 − ω2q
=
9J
4
1
ω2 − ω2q
−i〈TS y˜−q(t)S y˜q (0)〉(0)ω = 0. (C.7)
Similarly, we obtain from the
√
q order terms in Eq. (C.6) the next order dynamical
spin susceptibility (labeled by superscript “(1)”) at S = 1/2
−i〈TSx˜−q(t)Sx˜q (0)〉(1)ω = 0, −i〈TS y˜−q(t)S y˜q (0)〉(1)ω =
3Jq2
16
1
ω2 − ω2q
. (C.8)
Note that by x˜, y˜, we mean the spin component in the local coordinates. For
our interest of obtaining the logarithmical divergent contribution to the thermal self-
energy, only non-zero terms in Eq. (C.7) is needed, which physically means spin
fluctuations along the local x˜ direction at the Γ point (see Fig. 5.4(b)).
Near ±K – By doing the same analysis near ±K, we found the spin wave spectrum
is ωq±K = 3
√
3JS
2
√
2
q, and to the leading order in q,
Tq±K =
4
√
3
23/4
√
q
×
(
1 −1
−1 1
)
+O(√q). (C.9)
The leading order dynamical spin susceptibility at S = 1/2 is
−i〈TS y˜−q±K(t)S y˜q∓K(0)〉(0)ω =
9J
8
1
ω2 − ω2q±K
. (C.10)
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Eqs. (C.7) and (C.10) are essentially what we have in Eq. (5.13) in the main text.
The two Goldstone modes are shown graphically in Fig. 5.4(c),(d).
C.2 Calculation of Cn(z)
To obtain Cn(z) for a generic n, we review the rules found in Sec. 5.3.1. These are
• We use ◦ and • for magnon-fermion vertex eˆ γv†γc and eˆ γc†γv, respectively. As
vertices like eˆ γv†γv are not considered to the leading logarithmical order, the
renormalized Green’s function at n-loop order should have n pairs of alternating
◦ and • vertices;
• Adding contributions from χxx and χyy, each ◦e◦ or •e• magnon propagator
contribute a factor (β1 − 2β2)U2;
• Similarly, each ◦e• or •e◦ magnon propagator contribute a factor (β1 +
2β2)U
2.
All diagrammatic configurations at n-loop order can be grouped by the total number
of •e•, ◦e◦, ◦e• and •e◦ propagators, and the contribution from each diagram
is the same within a given group. In the following, we discuss n = 2m even and
n = 2m+ 1 odd seperately.
C.2.1 n=2m
Each diagram is in a group (labeled by l) that has m − l of •e•, m − l of ◦e◦
propagators, and a total 2l of •e◦ or ◦e• propagators, where l = 0, 1, ...,m. For
a given group labeled as l, the combinatoric factor contributing to the renormalized
Green’s function is{[C22mC22m−2..C22l+2
(m− l)!
]2
[(β1 − 2β2)U2]2(m−l)
}{
(2l)![(β1 + 2β2)U
2]2l
}
=(βU2)2m
{[ (2m)!
(2m− 2l)!!
]2 z2l
(2l)!
}
, (C.11)
where the first {...} in the first line above comes from contributions of •e• and
◦e◦ propagators, and the second {...} comes from contributions of •e◦ and ◦e•
propagators. Summing up all factors, we find C2m(z) =
∑m
l=0
[ (2m) !
(2m−2l) !!
]2 z2l
(2l) !
.
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C.2.2 n=2m+1
For n odd, as the total number of ◦ or • vertices used up for ◦e◦ or •e• propagators
must be even, there must be a total odd number of •e◦ and ◦e• propagators. As
a result, each group labeled by l has m− l of •e•, m− l of ◦e◦ propagators, and
a total 2l+ 1 of •e◦ and ◦e• propagators, where l = 0, 1, ...,m. The combinatoric
factor is{[C22m+1C22m−1..C22l+3
(m− l)!
]2
[(β1 − 2β2)U2]2(m−l)
}{
(2l + 1)![(β1 + 2β2)U
2]2l+1
}
=(βU2)2m+1
{[ (2m+ 1)!
(2m− 2l)!!
]2 z2l+1
(2l + 1)!
}
. (C.12)
Summing up all factors, we find C2m+1(z) =
∑m
l=0
[ (2m+1) !
(2m−2l) !!
]2 z2l+1
(2l+1) !
.
C.3 Evaluate the spectral function
We now evaluate the spectral function defined as Ac,v(khs, ω) = − 1pi ImGc,v(khs, ω+iδ)
analytically starting from Eqs. (5.26) and (5.27). The key challenge is to perform
the summation over n in Eq. (5.27) where Cn(z) doesn’t have a simple closed form.
Moreover, as Cn(z) ∼ O(n!), a numerical calculation of Ac,v(khs, ω) is quite challenging
on its own. Our point of departure is to sum over l in Eq. (5.26) by noting that from
(p+q) !
p !q !
= 1
2pii
∮ (0+)
dt t−p−1(1− t)−q−1 [p, q ∈ Integers (Z) and p+ q ≥ −2] [196],
1
[(2m− 2l) !!]2 =
1
22m−2l
1
(2m− 2l) !
1
2pii
∮ (0+)
dt t−m+l−1(1− t)−m+l−1, (C.13)
where
∮ (0+)
means the contour integral goes around the pole at t = 0 counter-
clockwisely [see Fig. C.1(a)]. For concreteness, we take n = 2m as an example.
Plug Eq. (C.13) into Eq. (5.26), we have
C2m(z) = (2m) !
22m
1
2pii
∮ (0+)
dt
[ 1
t(1− t)
]m+1 m∑
l=0
(2m) !
(2m− 2l) !(2l) !(2z)
2l[t(1− t)]l.
(C.14)
To sum over l in Eq. (C.14), we note that from (1 + x)m =
∑m
p=0
m!
(m−p)! p!x
p,
m∑
l=0
(2m) !
(2m− 2l) !(2l) !(2z)
2l[t(1− t)]l =
m∑
l=0
(2m) !
(2m− 2l) !(2l) !(2z)
2lv2l
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=
1
2
{
2m∑
p=0
(2m)!
(2m− p)! p! (2zv)
p +
2m∑
p=0
(2m)!
(2m− p)! p! (−2zv)
p}
=
1
2
[
(1 + 2zv)2m + (1− 2zv)2m], (C.15)
where we define v =
√
t(1− t). Note that by summing over l, non-analytic branch-
cuts must be introduced, which turns important to get the imaginary part of the
spectral function later. Changing variable from t to v, the integration contour changes
from a circle around t = 0 to a semi-circle around v = 0 on the right-half-plane, and
dt = 2v√
1−4v2 dv. By adding the two terms in Eq. (C.15) and changing variable v → −v
for the second term, Eq. (C.14) becomes [see Fig. C.1(b)]
C2m(z) = (2m) !
22m
1
2pii
∮ (0+)
dv
(1
v
)2m+2 v√
1− 4v2 (1 + 2zv)
2m. (C.16)
Similarly, we found that C2m+1(z) has the same form but changes 2m in the expression
to 2m+ 1, thus
Cn(z) = n!
2n
1
2pii
∮ (0+)
dv
(1
v
)n+2 v√
1− 4v2 (1 + 2zv)
n for n ∈ Z. (C.17)
From Eq. (C.14) to Eq. (C.17), we are essentially transforming the summation over l
in Eq. (C.14) into evaluating the residue of the integrand at v = 0 in Eq. (C.17). The
gain we have is that the number n now only appears as a simple coefficient n! and as
exponents in the integrand, which simplifies the summation over n in Eq. (5.27).
To find Ac,v(khs, ω), we analytically continue G
c,v(khs, ω) from Eq. (5.27) to real
frequencies by replacing iω → ω+ iδ. As long as the series over n converge, doing the
analytical continuation before or after the summation over n should give the same
result. For convenience, we perform the analytical continuation before the summation,
and have
Ac,v(khs, ω) = − 1
pi
ImGc,v(khs, ω + iδ)
= − 1
pi
Im{Gc,v (0)(khs, ω + iδ)
∞∑
n=0
Cn(z)[u(ω + iδ)]n}, (C.18)
where u(ω + iδ) = βU2Gv,c (0)(khs, ω + iδ)G
c,v (0)(khs, ω + iδ). The imaginary part
inside {...} comes from two places – from ImGc,v (0)(khs, ω + iδ) × Re
∑∞
n=0 ... and
from ReGc,v (0)(khs, ω + iδ)× Im
∑∞
n=0 .... As ImG
c,v (0)(khs, ω + iδ) = −ipiδ(ω ∓∆),
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the first contribution should be a delta-function peak at ω = ±∆ if ∫ ∆+0
∆−0 dωA(ω)
is finite. We checked that this integral actually vanishes. This implies that thermal
fluctuations destroy the delta-function peak. To evaluate the second contribution, we
use Eq. (C.17) and n! =
∫ +∞
0
dt e−ttn, express
∑∞
n=0 Cn(z)[u(ω + iδ)]n in Eq. (C.18)
as
∞∑
n=0
Cn(z)unω =
1
2pii
∞∑
n=0
n!
∮ (0+)
dv
1
v
1√
1− 4v2
[uω(1 + 2zv)
2v
]n
=
1
2pii
∫ +∞
0
dt e−t
∮ (0+)
dv
1
v
1√
1− 4v2
∞∑
n=0
[uω t (1 + 2zv)
2v
]n
=
1
2pii
∫ +∞
0
dt e−t
∮
dv
1
v
1√
1− 4v2
1
1− uω t (1+2zv)
2v
=
1
2pii
∫ +∞
0
dt e−t
∮ (0−v0,+)
dv
2√
1− 4v2
1
2v − uω t (1 + 2zv)
=
1
2pii
∫ +∞
0
dt e−t
∮ (0−v0,+)
dv
2√
1− 4v2
1
2(1− uω t z)(v − uω t2(1−uω t z))
,
(C.19)
where u(ω + iδ) is replaced by uω for brevity. Importantly, by summing over n, the
multi-pole at v = 0 vanishes, while a single pole at v = v0 =
uω t
2(1−uω t z) emerges
due to the non-analyticity at v = 0. Then the contour
∮ (0+)
changes to
∮ (0−v0,+),
where
∮ (0−v0,+) indicates a counter-clockwise contour enclosing v = 0 and v = v0 [see
Fig. C.1(c)]. Enforcing ω → ω+iδ, we find uω → uω−iδsgn(ω) and v0 → v0−iδsgn(ω).
As v0 remains on the lower or upper half-plane [depending on sgn(ω)] as t varies, the
integrals from 0 to v0 and from v0 to 0 cancel, and Eq. (C.19) becomes
∞∑
n=0
Cn(z)unω =
1
2pii
∫ +∞
0
dt e−t
∮ (v0+)
dv
1√
1− 4v2
1
(1− uω t z)(v − v0) . (C.20)
To obtain the imaginary part of Eq. (C.20), one can show that the only contribution
comes from the residue of the integrand of
∮ (v0+) when v0 sits at the branch cut, i.e.,
|v0| ≥ 1/2. By examining v0 = uω t2(1−uω t z) for t ∈ (0,∞), we find |v0| ≥ 1/2 only when
uω > 0 and t ∈ ( 1(z+1)uω , 1(z−1)uω ) [see Fig. C.1(d)]. In particular, if z = 1, the upper
bound for t is +∞. Thus the imaginary part of Eq. (C.20) when uω > 0 is
i Im
∞∑
n=0
Cn(z)unω =
∫ 1
(z−1)uω
1
(z+1)uω
dt e−t
1
2pii
∮ (v0+)
dv
1√
1− 4v2
1
(1− uω t z)(v − v0)
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=∫ 1
(z−1)uω
1
(z+1)uω
dt e−t
1√
1− 4v20
1
1− uω t z (C.21)
Re t
Im t
×
(a)
- 1
2
1
2
Re v
Im v
×
(b)
Re v
Im v 
v0
-1/2 1/2
(c)
uω>0
uω<0
1(z+1) uω 1z uω 1(z-1) uω t- 1
2
1
2
v0
(d)
Figure C.1: (a)-(c): The integration contours for the computation of the combinatoric
factors. (a) The integration contour for Eqs. (C.13) and (C.14). There is only one
multi-pole at t = 0 for each given n and l. (b) The contour for Eqs. (C.16) and
(C.17). The contour contains the multi-pole and the branch cuts (blue wavy lines).
The parts of the contour on the right (darker green line) and on the left (lighter green
line) come from the first and second terms in Eq. (C.15). (c) The integration contour
for Eq. (C.19). The multi-pole at v = 0 moves and becomes a single pole at v0. (d)
v0 as a function of t ∈ (0,∞) for uω > 0 and uω < 0.
In the following, let us consider ω > 0 for concreteness, so v0 → v0− iδ. Note that
1√
1−4v20
is pure imaginary when t ∈ ( 1
(z+1)uω
, 1
(z−1)uω ). As we explain below, it needs
some care to determine the sign at different t. From Fig. C.1(d), we see that when t ∈
( 1
(z+1)uω
, 1
zuω
), Re v0 > 1/2, so Im
1√
1−4v20
= 1√
1+2v0
√
1−2v0 =
−i√
1+2v0
√
2v0−1 =
−i√
4v20−1
,
1− uω t z > 0; when t ∈ ( 1z uω , 1(z−1)uω ), Re v0 < −1/2, so Im 1√1−4v20 =
1√
1+2v0
√
1−2v0 =
i√
4v20−1
, 1− uω t z < 0. So Eq. (C.21) becomes
i Im
∞∑
n=0
Cn(z)unω =
∫ 1
z uω
1
(z+1)uω
dt e−t
−i√
4v20 − 1
1
1− uω t z
+
∫ 1
(z−1)uω
1
z uω
dt e−t
i√
4v20 − 1
1
1− uω t z
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=∫ 1
(z−1)uω
1
(z+1)uω
dt e−t
−i√
(4v20 − 1)(1− uω t z)2
= −i
∫ 1
(z−1)uω
1
(z+1)uω
dt e−t
1√
(uω t)2 − (1− uω t z)2
, (C.22)
where the integral over t is convergent and positive definite. Similarly, we find when
ω < 0, i Im
∑∞
n=0 Cn(z)unω = i
∫ 1
(z−1)uω
1
(z+1)uω
dt e−t 1√
(uω t)2−(1−uω t z)2
. Plug them back to
Eq. (C.18), the spectral function is
Ac,v(khs, ω) =
1
pi
∣∣∣ 1
ω ∓∆
∣∣∣ ∫ 1(z−1)uω
1
(z+1)uω
dt e−t
1√
(uω t)2 − (1− uω t z)2
Θ(uω), (C.23)
where we remind uω =
βU2
ω2−∆2 .
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