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Motivation
• Smallsat swarms and constellations gaining traction
• Low acquisition cost
• Redundancy
• Distributed collection
• New mission needs
• Emergent has developed software to support autonomous and semi-
autonomous spacecraft operation
• Each flight software suite provides subsystem capabilities




• Configurable estimation within a cluster of 
cooperating assets
• Fuses measurements from cluster spacecraft
• Executes up to four independent filters in parallel
• Performs basic internal health checks and updates 
the published state if filter health degrades
• Supported navigation states:
• Absolute position and velocity
• Relative position and velocity
• GPS clock bias and drift
• Relative range sensor bias
• Unmodelled accelerations
For additional details, see: 
Schmidt, J. & Phillips, M. A distributed, redundant navigation and fault detection system for DARPA system F6. in AIAA 
Guidance, Navigation, and Control (GNC) Conference (AIAA, 2013). doi:10.2514/6.2013-4963
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Autopilot
• Provides semi-autonomous spacecraft guidance and control
• Service-oriented architecture that can be accessed by ground commands or by software like 
Commander
• Primary external services:
• Cluster Flight Manager
• Manages periodic activities including reconfiguring the relative positions of cluster modules, station-keeping, and 
checking the probability of collision between objects in the cluster. 
• Receives maneuver plans from MPS and manages maneuvers throughout their lifecycle. 
• Manages the cluster inventory, allowing modules to be added or removed from the cluster dynamically during operation
• Orbital Maneuvering Service
• Provides computations relating to closed-loop cluster activities, including reconfiguring, station-keeping, and probability 
of collision monitoring
• Validates planned maneuvers from MPS
• Maneuver Planning Service
• Stateless service for computing maneuver plans
• Uses simulated annealing, finite burn solver, and linear program solver to optimize maneuvers in operationally useful 
times
For additional details, see: 
O’Connor, B., Brown, A., Gordon, K., Schmidt, J. & Torre, R. De. A Service-based Architecture for Automated Guidance, 
Navigation, & Control Flight Software. Work. Spacecr. Flight Softw. (2013).
Brown, A. G. et al. Simulated Annealing Maneuver Planner for Cluster Flight. Int. Symp. Sp. Flight Dyn. 1–31 (2014).
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Guardian
• Provides fault management capabilities 
within multi-spacecraft mission 
architectures
• Hierarchical design with clearly defined 
levels, each having well-defined interfaces 
and functionality
• Primary services
• Navigation Monitor: implements Receiver 
Autonomous Integrity Monitoring for system-
level monitoring
• Thrust Monitor: uses probabilistic modeling to 
detect errors in the onboard thrusters
• Cluster Monitor: fuses data from multiple assets 
to validate navigation
• Diagnosis: configurable mission logic for fusing 
health messages and resolving conflicts 
• Recovery: configurable recovery actions 
expressed as state machines
Level of Hierarchy Description
1 Subsystem Level Monitors diagnosed health and commands 
recovery actions
2 System Level Detection and isolation components 
monitoring data with a very high 
guarantee of arrival
3 Cluster Level Detection and isolation components 
monitoring data subject to transmission 
outages
4 Diagnosis Fuses health reports into a single diagnosis 
of cluster health
5 Recovery Monitors diagnosed health and commands 
recovery actions
6 Supervisor Provides support for health conditions that 
have ambiguous causes that prevent safe 
automatic recovery
Guardian Hierarchy Levels
For additional details, see: 




• Performs onboard payload processing within a 
trusted, distributed network of space vehicles
• Mimics the structure of terrestrial cloud 
computing
• Enables computationally expensive tasks to be 
distributed to available computing nodes 
automatically and efficiently, without guidance 
from an end user
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Coordination via Commander
• Core software suites implemented 
with client/server model
• Commander 
• Coordinating framework for 
autonomous mission operations
• Distributed execution of a mission plan
• Implements three core apps
• Mission Manager: mission-level asset 
management
• Execution Manager: platform-level 
management
• Timeline Manager: planned tasks & 
deconfliction
• Timeline Manager slated to fly on a 
National Security Space Mission
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Ascent Simulation
• Distributed high-fidelity physics-based 
dynamic simulation
• Scalable message bus for integrating 
FSW and other external components for 
testing
• Containerized environment to maximize 
scalability and portability
• Demonstrated the capability to scale to 
provide FSW simulation for hundreds of 
vehicles making it ideal for FSW testing 
for distributed space missions
• Generates the simulated results for the 
missions described in this section
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Cislunar Mission
• Emulates one phase of a generic 
lunar science mission with a single 
spacecraft
• Maneuver and capture events 
triggered by Ascent telemetry
• Maneuver task publishes a maneuver 
to Ascent





Rendezvous and Proximity Operations
• Motivating scenario: Mars 
Sample Return
• Navigator and Autopilot 
provide needed localization and 
autonomous maneuvering
• Commander waits for 
Navigation, then initializes 
Autopilot
• Once Autopilot initialized, 
execute a series of 
reconfiguration actions to 
change the relative orbital 
elements
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Constellation Intelligence, Surveillance, and 
Reconnaissance
• Large-scale distributed missions 
• Components
• External planner for 
prioritization/optimization
• Commander for FSW execution
• Cirrus for image processing & target 
detection
• Planner assigns targets to 
constellation assets
• Ascent generates simulated images 
• Cirrus executes image processing to 





• Smallsat swarms and constellations have value to space mission operators
• Emergent FSW enables subsystem-level autonomy with onboard management 
by Commander
• Demonstrated demos including autonomous maneuvering, RPO, and ISR
