Abstract-The objective of Content-Based Image Retrieval (CBIR) methods is essentially to extract, from large (image) databases, a specified number of images similar in visual and semantic content to a so-called query image. To bridge the semantic gap that exists between the representation of an image by low-level features (namely, colour, shape, texture) and its high-level semantic content as perceived by humans, CBIR systems typically make use of the relevance feedback (RF) mechanism. RF iteratively incorporates user-given inputs regarding the relevance of retrieved images, to improve retrieval efficiency. One approach is to vary the weights of the features dynamically via feature reweighting. In this work, a novel approach has been proposed for improving the retrieval accuracy of CBIR system which incorporates RF based on feature reweighting using discriminant analysis. Results of a number of experiments have been presented to illustrate the significant improvement is retrieval accuracy with the proposed approach.
INTRODUCTION
Due to rapid advances in digital imaging technology, countless images are being generated everyday by innumerable sources like defense and civilian satellites, military reconnaissance and surveillance flights, fingerprinting and facial-image-capturing devices for security and forensic purposes, scientific experiments, biomedical imaging and home entertainment systems. Large repositories of images have become ubiquitous due to the availability of cheaper digital storage devices and the internet. However, maintaining such repositories is meaningless in the absence of methodologies that can enable a user to extract or retrieve information (in the form of images) of interest as and when required.
CBIR methods look for images in large databases that are very similar to a supplied query image, where the search is based on the contents of the image rather than metadata. The term content in this context might refer to colour, shape, texture or any other higher-level descriptor(s) that can be 
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derived from the image itself.
In a typical CBIR system, features are extracted from each image in the database and stored in the feature database. The same features are extracted from the query image as well. The system computes the distance or the similarity between the feature vectors for the query image and that of each image in the database, and retrieves images (usually a fixed number, specified by the user, known as the scope of the system) closest to the query image [1] , [2] . A lot of research has been taking place in this area, using a variety of paradigms, though the objective is the same. Instances of some state-of-the-art CBIR systems can be found in [3] , [4] .
The low-level features used to represent an image do not necessarily capture adequately the high-level semantics and human perception of that image. This leads to the so-called semantic gap in the CBIR context. A solution to this problem is user intervention in the form of Relevance Feedback (RF) [5] - [10] . For a given query, the system first retrieves a set of images ranked in order of their similarity to the query image, in terms of a similarity metric, which represents the distance between the feature vector of the query image and that of each image in the database. Then the user is asked to identify images that are relevant or irrelevant (or non-relevant) to his/her query. The system extracts information from these samples and uses that information to improve retrieval results, and a revised ranked list of images is presented to the user. This process continues until there is no further improvement in the result or the user is satisfied with the result. One way of attaining this objective is feature reweighting, which essentially assigns greater weights to features that discriminate well between relevant and non-relevant images, thus enhancing retrieval, and smaller weights to those features that do not.
In this work, a novel approach has been proposed for improving the retrieval accuracy of any CBIR system that uses relevance feedback based on feature reweighting through the application of the well-known statistical methodology known as discriminant analysis [11] . This was motivated by the observation that, with respect to any query image, every RF iteration generates two categories of images-relevant and non-relevant. To implement the next RF iteration, in which another set of relevant images are to be looked for among the remaining database images, a ranking procedure based on discriminant analysis is readily applicable, and actually leads to dramatic improvement in the retrieval accuracy with every RF iteration.
Organization of this paper is as follows. Section II provides an overview of the classical CBIR paradigm based on relevance feedback (RF). Section III presents the proposed approach. Results are presented in Section IV, summarizing the effectiveness of the contribution made by this work to CBIR.
II. CLASSICAL APPROACH TO CBIR
The user of a typical CBIR system supplies a query image to it and expects it to extract similar images from a large database. An important component of the system is a feature extraction algorithm which is used to process each image in the database and extract a set of features from it. For an image I, let 12 ( , , , ) ( , , , )
, whose j-th column is the d×1 feature vector of the j-th image in the database, represents the entire collection of feature vectors that are extracted and stored. The same feature extraction algorithm is used to process the query image Q too, and the query feature vector is obtained, say, 12 ( , , , ) .
The system subsequently uses an appropriate measure to compute the similarity between the query image and each image of the database, and retrieves a fixed number (specified by the user, known as the Scope) of images most similar or closest to the query image.
The inadequacy of the features to represent the perceived content of an image leads to a semantic gap, which is bridged through a relevance feedback technique (Section II-B).
Details of the basic components of a typical CBIR system are discussed briefly in the following sections.
A. Similarity Measures
The similarity between the query image Q and any other image I is inversely proportional to the distance between their respective feature vectors. Popular choices of distance measures in CBIR literature are 1 1 ( , ) ,
based on the L1-and L2-norms, respectively, which are commonly referred to as the Manhattan distance and the Euclidean distance. The usual practice is to initialize the weights as 
B. Relevance Feedback (RF)
As mentioned earlier, the relatively low-level features used to represent an image are generally not able to capture adequately its semantic content as perceived by human beings. This creates the so-called semantic gap in the CBIR context. Relevance Feedback (RF) is a commonly-used mechanism which aims to bridge this gap through user intervention [5] - [10] . For any given query, the system first retrieves a set of images from the database, ranked in order of their similarity to the query image. The user is then asked to identify images that are relevant or irrelevant (or non-relevant) to his/her query. The system extracts information from these samples, uses that information to improve retrieval results, and presents a revised ranked list of images to the user. This process is repeated until there is no further improvement in the result or the user is satisfied with the result.
One popular method for providing this feedback is feature reweighting, which is described below.
C. Feature Reweighting
This widely-used method for implementing relevance feedback assigns different weights to different features [2] , [12] . These weights are modified in each iteration of the relevance feedback. Larger weights are given to those features that discriminate well between relevant and non-relevant images and thus enhance retrieval accuracy. A choice of weights used by Das [12] is based on the ratio of feature variability over all retrieved to the relevant images that are 
When no relevant image (other than the query itself) is retrieved, the denominator is assigned a small positive value  to avoid the computational problem arising due to the denominator in (3) becoming zero. The value of  is chosen such that the weights do not change significantly.
An efficient way of using both positive and negative samples has been proposed by Wu and Zhang [2] . They used a discriminant ratio to determine the ability of a feature to separate relevant images from the non-relevant ones. If   
A discriminant ratio (as in [13] ) can be used to determine the ability of a feature component to separate the relevant images from the non-relevant ones: 
when there is not a single non-relevant image lying within the dominant range, maximum weight should be given to that feature component. Das [12] proposed a new weight, combining the two weights defined in (3) and (5) 
III. THE PROPOSED DISCRIMINANT ANALYSIS-BASED APPROACH
Here we propose a discriminant analysis-based approach that not only gives importance to the relevant images but also extracts valuable information from non-relevant images, thereby further enhancing the image retrieval performance.
A. Discriminant Analysis [11] Consider the problem of discriminating between two groups of objects 1 

The proposed method can be described succinctly by the following algorithm, where S denotes set of all database images, k = scope, and Q denotes the query image:
Step 1.
Initialize 
IV. IMPLEMENTATION AND RESULTS

A. Image Databases Used
To demonstrate the effectiveness of the proposed approach, three benchmark databases were used, which are listed and briefly described in Table I . 
B. Features Used
Standard features like those obtained from the Colour Co-occurrence Matrix (CCM) [13] - [15] and some visual descriptors from the MPEG-7 standard [16] , [17] have been used in this work. Predictably, they are based on properties like colour, shape, edge and texture, which are key descriptors of image content. These features are described below in brief. 
1) Features from the colour co-occurrence matrix (CCM)
An important representation of the spatial distribution of colour in an image is provided by the colour co-occurrence matrix (CCM) [13] - [15] LL  are good choices for number of quantization levels of H, S and V for specifying co-occurrence matrices. A co-occurrence distance d = 1 has been used in this work and pixel pairs in both vertical and horizontal directions have been considered, leading to symmetric co-occurrence matrices. Thus only upper diagonal elements of the CCMs needed to be considered. Consequently, D = (16 + 1 + 3 + 1 + 3 + 1) = 25 features were used in this work, following [12] .
2) Features from MPEG 7
MPEG-7 is a Multimedia Content Description standard, belonging to the MPEG (Moving Picture Experts Group) series [16] , [17] . It specifies a number of descriptors, out of which this work uses 1) the Color Structure Descriptor (CSD) which describes the local spatial distribution of colors, 2) the Color Layout Descriptor (CLD) which describes the global spatial distribution of colors, and 3) the Edge Histogram Descriptor (EHD) which specifies the spatial distribution of five types of edges in the image. The CBIR system which incorporates RF via feature reweighting using the weight defined in (6) is used as the baseline against which the proposed method is compared.
C. Implementation
To evaluate retrieval performance, the following measure, called Retrieval Efficiency (RE), which is inspired by the standard measure Precision but is more appropriate when RF is used [18] , has been computed: Tables II-IV provide details of the steady increase in RE over 6 RF iterations on the three databases listed above, using both the baseline and the proposed methods with the Manhattan distance as well as the Euclidean distance. It is immediately evident that the proposed method yields significant increase in RE at each iteration. The quantum of increase varies with the feature and/or the distance measure used. The RE corresponding to the most remarkable retrieval performance for each database is highlighted in bold font in the corresponding table.
V. CONCLUSION
The proposed method has been found to consistently and remarkably improve retrieval efficiency with every RF iteration, irrespective of the distance measure or the features used. Of course, the degree of improvement depends upon the complexity of the database and the optimal choice of features and/or distance measure is dependent on the database.
