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FIRST AND SECOND VARIATION FORMULAE FOR THE
SUB-RIEMANNIAN AREA IN THREE-DIMENSIONAL
PSEUDO-HERMITIAN MANIFOLDS
MATTEO GALLI
Abstract. We calculate the first and the second variation formula for the sub-Riemannian
area in three dimensional pseudo-hermitian manifolds. We consider general variations
that can move the singular set of a C2 surface and non-singular variation for C2
H
surfaces.
These formulas enable us to construct a stability operator for non-singular C2 surfaces
and another one for C2 (eventually singular) surfaces. Then we can obtain a necessary
condition for the stability of a non-singular surface in a pseudo-hermitian 3-manifold
in term of the pseudo-hermitian torsion and the Webster scalar curvature. Finally we
classify complete stable surfaces in the roto-traslation group RT .
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2 M. GALLI
1. Introduction
Over the last years considerable efforts have been devoted to the study of critical points
of the area functional in sub-Riemannian geometry and a large number of research papers
have provided variation formulas in sub-Riemannian manifolds, [2], [7], [9], [13], [12], [14],
[22], [21], [23], [24], [25], [32], [33] among others. In [32] the authors were able to produce a
first variation formula for C2 surfaces and solve the isoperimetric problem in this class. This
result gave a partial positive answer to a celebrated conjecture of Pansu, [28], which states
that isoperimetric regions in H1 are a one-parameter family of topological balls which are
not metric balls. In [23] the second variation formula allows to classify the entire stationary
graphs in the Heisenberg group H1 and to solve the sub-Riemannian Bernstein problem
in the class of C2 horizontal graphs. These techniques were generalized for the pseudo-
hermitian 3-sphere and 3-Sasakian sub-Riemannian space forms, [24] and [33]. Also [13] and
[14] are two interesting works related to the sub-Riemannian Bernstein problem in H1. In
[13] the authors construct a family of complete area-stationary intrinsic graphs that are not
stable and in [14] is shown that C2 complete stable area-stationary Euclidean graphs with
empty singular set must be vertical planes. Other remarkable work is [2], where the first
and the second variation formulas for intrinsic graphs are used to give a description of the
horizontal entire minimal intrinsic graphs in H1 and to show that the only stable ones are
vertical planes. In [9] and in [25] the authors find general first and second variation formulas
for surfaces inside pseudo-hermitian 3-manifolds and Carnot groups respectively. Finally
in [7] the authors present a definition of sub-Riemannian structure in terms of a metric,
perhaps degenerate, defined on the cotangent bundle. In this way they can be able to unify
the notions of area and mean curvature in Riemannian, pseudo-hermitian and contact sub-
Riemannian geometries and to give a first variation formula for an hypersurface in such a
sub-Riemannian manifold.
The aim of this paper is generalize the first and the second variation formulas to general
pseudo-hermitian manifolds in the spirit of [23], [24], [32] and [33]. We stress that with
respect to the cited works we introduce some technical improvements. We use the pseudo-
hermitian connection and the horizontal Jacobian, Lemma 3.2, that allow us to simplify
considerably some proofs, to obtains formulas with geometric terms more adapted to the
pseudo-hermitian structure and to move surfaces of class C2H outside the singular set. We
remark that the presence of a non-vanishing pseudo-hermitian torsion generates some non-
trivial problems in the computation of the second variation formula and in its applications.
The work is organized as follows. In section two we introduce some notations and pre-
liminaries.
In section three we produce a first variation formula for C2 (eventually singular) surfaces.
In section four we study special vector fields along characteristic curves, which are the
generalization to Jacobi vector fields in Sasakian manifolds [32, Section 3] and [33, Section 3].
These vector fields will play a key role to prove instability results in section nine.
In section five we study the local behavior of the singular set combining results of [9] and
[20]. Moreover in Theorem 5.7 we prove that the genus of a closed, bounded mean curvature
surface immersed in a contact sub-Riemannian manifold is less or equal then one. Using
the characterization given in [20] of how the mean curvature change applying the Darboux’s
diffeomorphism, we can extent the same result proved in [9] for pseudo-hermitian manifolds.
In section six we produce a first variation formula for non-singular C2
H
surfaces. We
underline the interest to work with C2
H
surfaces, that are only C1 from the Euclidean point
of view. In sub-Riemannian manifolds there are examples of minimizers with low regularity,
[10] and [30].
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In section seven we present second variation formulas in the regular set Σ − Σ0 or in
a neighborhood of the singular set Σ0. These formulas allow us to construct two different
stability operators in section eight. The first one is for C2 non-singular surfaces and coincides
with the second variation formula in [9] for C3 surfaces. The second stability operator we
construct is for C2 (eventually singular) surfaces. Recently in [7] the authors produce a
second variational formula moving a singular lines, but we underline that they need C3
surfaces since in the proof they differentiate the mean curvature.
In section nine we prove a necessary condition for C2 stable minimal surfaces with empty
singular set in a large class of pseudo-hermitian manifolds, that included the uni-modular
Lie groups, Proposition 9.8
Let Σ be a C2 complete orientable surface with empty singular set immersed in a
pseudo-hermitian 3-manifold (M, gH, ω, J) . We suppose that g(R(T, Z)νh, Z)−
Z(g(τ(Z), νh)) = 0 on Σ and the quantity W − c1g(τ(Z), νh) is constant
along characteristic curves. We also assume that all characteristic curves
in Σ are either closed or non-closed. If Σ is a stable minimal surface, then
W − c1g(τ(Z), νh) 6 0 on Σ. Moreover, if W − c1g(τ(Z), νh) = 0 then Σ is a
stable vertical surface.
This is an important class since in [29] is shown that simply connected contact Riemannian
3-manifolds homogeneous in the sense of Bootby and Wang, [4] (there exists a connected
Lie group acting transitively as a group of contact diffeomorphisms), are Lie groups. The
condition that we found involves the Webster scalar curvature W and the pseudo-hermitian
torsion τ of the manifold that are pseudo-hermitian invariants.
Finally in section ten we apply previous results to the roto-traslation group RT . We give
a classification of area-stationary surfaces with non-empty singular set, Lemma 10.3 and
Lemma 10.4
Let Σ be a complete area-stationary surface of class C2 with non-empty singular
set. Then Σ is a right-handed helicoid or a plane {(x, y, θ) ∈ RT : ax+by+c =
0, a, b ∈ R, c ∈ S1}.
and the classification of complete stable surfaces, Theorem 10.10
Let Σ be a C2 stable, immersed, oriented and complete surface in RT . Then
1. if Σ is a non-singular surface, then it is a vertical plane;
2. if Σ is a surface with singular set, then it is a right-handed helicoid.
The RT group is interesting for two reasons. From the geometric point of view it is one of
the simplest pseudo-hermitian manifolds which does not have zero torsion. Moreover it is a
model of the visual cortex of the human eye which play an important role in the theory of
image reconstruction, [11] and [35]. Given a boundary curve Γ, we can reconstruct an image
by solving a Plateau’s problem. This is equivalent to find a stable minimal surface Σ with
boundary Γ, i.e. to find Σ such that A′(Σ)(0) = 0 and A′′(Σ)(0) > 0, for variations that fix
∂Σ = Γ.
2. Preliminaries
A three-dimensional contact manifold [3] is a three-dimensional smooth manifold M so
that there exists a one-form ω such that dω is non-degenerate when restricted toH := ker(ω).
Since
dω(X,Y ) = X(ω(Y ))− Y (ω(X))− ω([X,Y ])
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the horizontal distribution H is completely non-integrable. It is well known the existence of
a unique Reeb vector field T in M so that
(2.1) ω(T ) = 1, (LTω)(X) = 0,
where L is the Lie derivative and X any smooth vector field onM . It is a direct consequence
that ω ∧ dω is an orientation form on M . A well-known example of contact manifold is the
Euclidean space R3 with the contact one-form
(2.2) ω0 := dt+ xdy − ydx.
A contact transformation between contact manifolds is a diffeomorphism preserving the
horizontal distribution. A strict contact transformation is a diffeomorphism preserving the
contact one-form. A strict contact transformation preserves the Reeb vector field. Darboux’s
Theorem [3, Theorem 3.1] shows that, given a contact manifold M and some point p ∈M ,
there exists an open neighborhood U of p and a strict contact transformation f from U into
a open set of R3 with its standard contact structure induced by ω0. Such a local chart will
be called a Darboux chart.
A positive definite metric gH on H defines a contact sub-Riemannian manifold (M, gH, ω)
on M [27]. The first Heisenberg group is the contact sub-Riemannian manifold H1 ≡
(R3, g0, ω0), where g0 is the Riemannian metric on H defined requiring that
X =
∂
∂x
+ y
∂
∂t
, Y =
∂
∂x
+ y
∂
∂t
form an orthonormal basis at each point.
The length of a piecewise horizontal curve γ : I →M is defined by
L(γ) :=
∫
I
|γ′(t)| dt,
where the modulus is computed with respect to the metric gH. The Carnot-Carathe´odory
distance d(p, q) between p, q ∈ M is defined as the infimum of the lengths of piecewise
smooth horizontal curves joining p and q. A minimizing geodesic is any curve γ : I → M
such that d(γ(t), γ(t′)) = |t− t′| for each t, t′ ∈ I. From [27, Chap. 5] a minimizing geodesic
in a contact sub-Riemannian manifold is a smooth curve that satisfies the geodesic equations,
i.e., it is normal.
The metric gH can be extended to a Riemannian metric g on M by requiring that T
be a unit vector orthogonal to H. The scalar product of two vector fields X and Y with
respect to the metric g will be often denoted by
〈
X,Y
〉
instead of g(X,Y ). The Levi-Civita
connection induced by g will be denoted by D. An important property of the metric g is
that the integral curves of the Reeb vector field T are geodesics [3, Theorem 4.5].
A usual class defined in contact geometry is the one of contact Riemannian manifolds,
see [3], [38]. Given a contact manifold, one can assure the existence of a Riemannian metric
g and an (1, 1)-tensor field J so that
(2.3) g(T,X) = ω(X), 2g(X, J(Y )) = dω(X,Y ), J2(X) = −X + ω(X)T.
The structure given by (M,ω, g, J) is called a contact Riemannian manifold. The class of
contact sub-Riemannian manifolds is different from this one. Recall that, in our definition,
the metric gH is given, and it is extended to a Riemannian metric g in TM . However,
there is not in general an (1, 1)-tensor field J satisfying all conditions in (2.3). Observe
that the second condition in (2.3) uniquely defines J on H, but this J does not satisfy in
general the third condition in (2.3), as it is easily seen in (R3, ω0) choosing an appropriate
positive definite metric in ker(ω0). When M is three-dimensional the structure (M,ω, g, J)
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is equivalent to a strongly pseudo-convex pseudo-hermitian structure [3, Corollary 6.4] and
we will call briefly (M, gH, ω, J) a pseudo-hermitian manifold.
The Riemannian volume form dvg in (M, g) is Popp’s measure [27, § 10.6]. The volume
of a set E ⊂M with respect to the Riemannian metric g will be denoted by |E|.
A contact isometry in (M, gH, ω) is a strict contact transformation that preserves gH.
Contact isometries preserve the Reeb vector fields and they are isometries of the Riemannian
manifold (M, g).
In a contact sub-Riemannian 3-manifold (M, gH, ω) , we define a linear operator J : H →
H on an orthonormal basis {X,Y } of H respect to the metric gH by
(2.4) g(J(X), Y ) = −g(J(Y ), X) = sgn(c1), g(J(X), X) = g(J(Y ), Y ) = 0,
where we have denoted c1(p) = −g([X,Y ](p), Tp). We remark that c1(p) never vanish since
span{X,Y } = TM and sgn(c1) equals 1 or −1 in the whole manifold. Furthermore J can be
extended to the whole tangent space by requiring J(T ) = 0. Now we define a connection ∇,
that we will call the (contact) sub-Riemannian connection, as the unique connection having
non-vanishing torsion defined by
(2.5) Tor(X,Y ) = g(X,T )τ(Y )− g(Y, T )τ(X) + c1g(J(X), Y )T,
where τ : TM → H is defined by
τ(V ) = −1
2
J(LT J)(V )
for all V ∈ TM . Clearly τ vanishes outside H. Alternatively if we consider the endomor-
phism
σ(V ) := DV T : TM → H.
we have that
(2.6) g(σ(V ), Z) = g(τ(V ), Z) +
c1
2
g(J(V ), Z).
Last equation can be viewed as an alternative definition of J and τ , where J and τ are
antisymmetric and symmetric respectively. We shall call τ the (contact) sub-Riemannian
torsion. We remark that ∇ and τ are generalization of the well-known pseudo-hermitian
connection and pseudo-hermitian torsion in pseudo-hermitian 3-manifold (M, gH, ω, J) ,[9,
Appendix] and [15]. From the above definitions follows easily
(2.7) ∇V T = 0,
(2.8) (∇V J)Z = 0
and
(2.9) g(J(V ), V ) = 0,
for all V, Z ∈ TM . Here J2 = −Id on H but satisfies the second equation in (2.3) if
and only if (M, g, J) is a pseudo-hermitian manifold. It implies the normalization c1 = 2
and at my knowledge all definition of pseudo-hermitian manifolds and Riemannian contact
manifolds require it implicitly. But exists interesting examples that do not satisfy c1 = 2 as
the roto-traslation group RT that we will study in the last section. The difference between
Levi-Civita and pseudo-hermitian connections can be computed using the Koszul’s formulas
as in [15, p.38]
(2.10) 2g(DXY −∇XY, Z) = g(Tor(X,Z), Y ) + g(Tor(Y, Z), X)− g(Tor(X,Y ), Z).
In a contact sub-Riemannian 3-manifold (M, gH, ω) we can generalize the definition of
the Webster scalar curvature known in pseudo-hermitian 3-manifold (M, gH, ω, J) by
(2.11) W := −g(R(X,Y )Y,X),
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where {X,Y } is an orthonormal basis of H and R is the pseudo-hermitian curvature tensor
defined by
(2.12) R(Z,W )V = ∇W∇ZV −∇Z∇WV +∇[Z,W ]V,
for all Z,W, V ∈ TM .
In the following we restrict ourself to the case in which c1 is a constant. We briefly call a
such manifold a pseudo-hermitian 3-manifold (M, gH, ω, J), as it has analogous properties
respect to a pseudo-hermitian manifold defined in [9, Appendix] and [15].
3. The first variation formula for C2 surfaces.
We define the area of a C1 surface Σ immersed in M by
(3.1) A(Σ) =
∫
Σ
|Nh|dΣ,
where N is the unit normal vector with respect to the metric g, Nh is the orthogonal
projection of N to H and dΣ is the Riemannian area element of Σ. The singular set Σ0
consists of those points p where Hp coincides with the tangent plane TpΣ of M . We define
the horizontal unit normal vector νh(p) and the characteristic vector field Z(p) by
(3.2) νh(p) :=
Nh(p)
|Nh(p)| , Z(p) := J(νh)(p)
for all p ∈ Σ − Σ0. Since Zp is orthogonal to νh and horizontal, we get that Zp is tangent
to Σ and generates TpΣ∩Hp. We call characteristic curves of Σ the integral curves of Z in
Σ− Σ0. Now setting
(3.3) S := g(N, T )νh − |Nh|T
we get that {Zp, Sp} is an orthonormal basis of TpΣ for p ∈ Σ− Σ0.
Now we consider a C1 vector field U with compact support on Σ and denote by Σt the
variation of Σ induced by U , i.e., Σt = {expp(tUp)|p ∈ Σ}, where exp is the exponential
map of M with respect to g. Furthermore we denote by B the Riemannian shape operator
and by θ the 1-form associated to the connection ∇ and νh
(3.4) θ(v) := g(∇vνh, Z),
for all v ∈ TpM .
Lemma 3.1. Let Σ be an oriented immersed C2 surface in a contact sub-Riemannian three-
dimensional manifold (M, gH, ω). Consider a point p ∈ Σ − Σ0, the horizontal Gauss map
νh and the basis {Z, S} of TpM already defined. For any v ∈ TpM we have
(i) |Nh|Z(|Nh|) = −g(N, T )Z(g(N, T ));
(ii) |Nh|−1Z(g(N, T )) = |Nh|Z(g(N, T ))− g(N, T )Z(|Nh|);
(iii) g(B(Z), S) = c12 −g(τ(Z), νh)+|Nh|−1Z(g(N, T )) = −g(σ(Z), νh)+|Nh|−1Z(g(N, T ));
(iv) g(B(S), Z) = −g(N, T )2g(τ(νh), Z) + c12 (|Nh|2 − g(N, T )2)− |Nh|θ(S);
(v) |Nh|−1Z(g(N, T )) = −c1g(N, T )2 + |Nh|2g(τ(Z), νh)− |Nh|θ(S).
Proof. From Z(|Nh|2) = Z(1− g(N, T )2) we immediately obtain (i). Using (i) and |N | = 1
we get
|Nh|Z(g(N, T ))− g(N, T )Z(|Nh|) = (|Nh|+ |Nh|−1g(N, T ))Z(g(N, T ))
= |Nh|−1Z(g(N, T ))
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which proves (ii). From N = g(N, T )T + |Nh|νh, (2.6) and (3.3) we have
g(DZN,S) = Z(g(N, T ))g(T, S) + g(N, T )g(σ(Z), S) + Z(|Nh|)g(νh, S) + |Nh|g(DZνh, S)
= g((c1/2)J(Z) + τ(Z), νh) + |Nh|Z(g(N, T ))− g(N, T )Z(|Nh|),
where we have used
g(DZνh, S) = −|Nh|g(DZνh, T ) = |Nh|g(σ(Z), νh).
Now from (ii) we get (iii). On the other hand
g(DSN,Z) = g(N, T )g(σ(S), Z) + |Nh|g(DSνh, Z),
by (2.10) and (3.3) we obtain (iv). Finally we get (v) subtracting (iii) and (iv) since
g(B(Z), S)− g(B(S), Z) = 0. 
The next lemma is proved in [31] for the Heisenberg group Hn, but it holds in a general
contact sub-Riemannian 3-manifold (M, gH, ω) with the same proof.
Lemma 3.2. Let Σ be a C1 surface in M , p ∈ Σ and {E1, E2} any basis of TpΣ. Then we
have
|Nh|(p) = |vp|
G(E1, E2)1/2
,
where vp := g(Tp, E1)E2−g(Tp, E2)E1 and G(E1, E2) is the Gram determinant of {E1, E2}.
Proof. We consider
(3.5) Nh = λE1 + µE2 + |Nh|2N
so that |Nh|2g(N, T ) = −(λg(E1, T ) + µg(E2, T )). From Nh = N − g(N, T )T we have
(3.6) g(Nh, Ei) = −g(N, T )g(T,Ei), i = 1, 2.
Now compute λ and µ taking scalar product in (3.5) with E1 and E2 in (3.5) and using (3.6)
we have
(
λ
µ
)
=
−g(N, T )
G(E1, E2)
(
g(E2, E2) −g(E1, E2)
−g(E1, E2) g(E1, E1)
)(
g(T,E1)
g(T,E2)
)
.
Hence we have obtained
|Nh|2g(N, T ) = g(N, T )
G(E1, E2)
|v|2
which prove the statement in the case g(N, T ) 6= 0. If g(N, T ) = 0 we simply check that
|v|2 = G(E1, E2)2, writing E1 and E2 in term of an orthonormal basis {w, T } of TpΣ. 
Now we introduce the notion of intrinsic regularity, [17], [18] and [19]. Let Ω be an open
subset of M , we say f : Ω → R of class C1
H
in Ω when Xf exists and it is continuous for
any X ∈ H. We define f ∈ Ck
H
(Ω) when Xf ∈ Ck−1
H
(Ω) for all X ∈ H. Since c1 is a real
constant immediately we obtain that f ∈ C2k
H
(Ω) implies f ∈ Ck(Ω). We define a surface Σ a
H-regular surface of class Ck
H
if for any p ∈ Σ exist Br(p), a metric ball of radius r centered
in p, and a function f ∈ Ck
H
such that
Σ ∩Br(p) = {p ∈ Br(p) : f(p) = 0,∇Hf(p) 6= 0},
see [17] for the definition in the Heisenberg group.
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Lemma 3.3. Let Σ be an oriented immersed C2 surface in a contact sub-Riemannian three-
dimensional manifold (M, gH, ω) and let f ∈ C1(M). Then we have
divΣ(fS) = S(f) + fg(N, T )θ(Z)− f |Nh|g(τ(Z), Z),
and
divΣ(fZ) = Z(f)− fg(N, T )θ(S) + fg(N, T )|Nh|g(τ(νh), Z) + c1fg(N, T )|Nh|g(J(νh), Z),
where divΣ is the Riemannian divergence with respect to an orthonormal basis of TΣ.
Proof. We have
divΣ(fZ) = Z(f) + fg(DSZ, S)
and by (3.3)
g(DSZ, S) = g(N, T )g(DSZ, νh)− g(N, T )|Nh|g(DνhZ, T )
and using (2.10) we prove the second equation. For the first one we note that
divΣ(fS) = S(f) + fg(DZS,Z)
and we can conclude using
g(DZS,Z) = g(N, T )g(DZνh, Z)− |Nh|g(DZT, Z)
together with 2.10. 
Now we can present the key Lemma to obtain the first variation.
Lemma 3.4. Let Σ be an oriented immersed C1 surface in a contact sub-Riemannian three-
dimensional manifold (M, gH, ω). Then the first variation of the sub-Riemannian area in-
duced by the vector field U , that is C10(Σ) along the variation, is given by
(3.7)
d
ds
∣∣∣
s=0
A(ϕs(Σ)) =
∫
Σ−Σ0
{ − S(g(U, T )) + c1g(N, T )g(J(νh), Uh)
+ |Nh|g(∇ZUh, Z) + |Nh|g(U, T )g(τ(Z), Z)}dΣ.
Proof. For every p ∈ Σ and the orthonormal basis {Z, S} of TpΣ, we consider extensions
E1(s), E2(s) of Z, S along the curve s 7→ ϕs(p) so that [Ei, U ] = 0, i.e., the vector fields Ei
are invariant under the flow generated by U . By Lemma 3.2 the Jacobian of the map ϕs at
p is given by G(E1(s), E2(s))
1/2. We get
A(ϕs(Σ)) =
∫
Σ
|V (s)|dΣ,
where V (s) := g(T,E1(s))E2(s) − g(T,E2(s))E1(s). We can express the first derivative of
the area as
d
ds
∣∣∣
s=0
A(ϕs(Σ− Σ0)) =
∫
Σ
g(∇UV, V (0))
|V (0)| dΣ.
Now g(T,E1(0)) = 0 and g(T,E2(s)) = −|Nh| imply V (0) = |Nh|Z. Since [Ei, U ] = 0 and
(2.7) we have
g(DUV, V (0))
|V (0)| = −U(g(E2, T )) + |Nh|g(∇UE1, Z) = −(g(∇UE2, T )) + |Nh|g(∇UE1, Z)
and substituting we obtain
d
ds
∣∣∣
s=0
A(ϕs(Σ)) =
∫
Σ−Σ0
{−g(∇UE2, T ) + |Nh|g(∇UE1, Z)}dΣ.
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Finally since
g(∇UE2, T )) = g(∇SU, T )− c1g(N, T )g(J(νh), U)
= S(g(U, T ))− c1g(N, T )g(J(νh), U)
and from
g(∇UE1, E1) = g(∇ZUh, Z) + g(U, T )g(τ(Z), Z)
we get (3.7).

Now we are able to get variation formulas in generic directions.
Corollary 3.5. Let Σ be an oriented immersed C2 surface in a contact sub-Riemannian
three-dimensional manifold (M, gH, ω). Then the first variation of the area induced by the
tangent vector field U = lZ + hS, with l, h ∈ C10(Σ− Σ0), is
d
ds
∣∣∣
s=0
A(ϕs(Σ)) =
∫
Σ
divΣ(|Nh|U))dΣ.
Furthermore when ∂Σ = ∅ the above term vanishes.
Proof. By (3.7) we get
d
ds
∣∣∣
s=0
A(ϕs(Σ)) =
∫
Σ−Σ0
{c1lg(N, T )g(J(νh), Z) + |Nh|Z(l)}dΣ
+
∫
Σ−Σ0
{S(|Nh|h) + hg(N, T )|Nh|g(∇Zνh, Z)− h|Nh|2g(τ(Z), Z)}dΣ
=
∫
Σ
divΣ(l|Nh|Z)dΣ +
∫
Σ
divΣ(h|Nh|S)dΣ,
where we have used |Nh|Z(l) = Z(|Nh|l)− lZ(|Nh|), Lemma 3.1, formula (3.7) and Lemma
3.3. When ∂Σ = ∅ we can use the Riemannian divergence theorem to prove that the variation
vanishes. 
Corollary 3.6. Let Σ be an oriented immersed C2 surface in a contact sub-Riemannian
3-manifold (M, gH, ω) . Then the first variation of the area induced by a normal vector field
U = uN , with u ∈ C10(Σ), is
d
ds
∣∣∣
s=0
A(ϕs(Σ)) =
∫
Σ
u g(∇Zνh, Z)dΣ−
∫
Σ
divΣ(ug(N, T )S)dΣ.
Furthermore if u ∈ C10(Σ− Σ0) we get
d
ds
∣∣∣
s=0
A(ϕs(Σ)) =
∫
Σ
u g(∇Zνh, Z)dΣ.
Proof. By (3.7) and Lemma 3.3 we get
d
ds
∣∣∣
s=0
A(ϕs(Σ)) =
∫
Σ
{−S(g(N, T )u) + u|Nh|2g(∇Zνh, Z) + ug(N, T )|Nh|g(τ(Z), Z)}dΣ
=
∫
Σ
u g(∇Zνh, Z)dΣ−
∫
Σ
divΣ(ug(N, T )S)dΣ.
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When u ∈ C10(Σ− Σ0), we can use the Riemannian divergence theorem to conclude∫
Σ
divΣ(ug(N, T )S)dΣ = 0.

Remark 3.7. When (M, gH, ω) is the Heisenberg group H
1 we have that Corollary 3.6
coincides with [32, Lemma 4.3]. Furthermore Corollary 3.6 coincides with [9, eq. (2.8’)] where
the authors consider non-singular variations in a pseudo-hermitian 3-manifold (M, gH, ω, J)
. Different versions of Corollary 3.6 can be found also in [25], [26] and [21], [22], for Carnot
groups and vertically rigid manifolds, respectively.
Definition . Let Σ be a surface of class C2
H
. Corollary 3.6 allows us to define the mean
curvature of Σ in a point p ∈ Σ− Σ0 as
(3.8) H := −g(∇Zνh, Z).
We call minimal surface a surface of class C2H whose mean curvature H vanishes.
We note that our definition of mean curvature coincides with [1], [9], [21] and [32] among
others, for surfaces of class C2 and it is motived by Proposition 6.3 in Section 6. In [31] the
author also defines the mean curvature for surfaces of class C2
H
.
4. Characteristic Curves and Jacobi-like vector fields.
In this section we give a characterization of characteristic curves in a constant mean
curvature surface and we define special vector fields along characteristic curves that are the
natural generalization of Jacobi vector fields along geodesics in Sasakian sub-Riemannian
manifolds.
Proposition 4.1. Let Σ be an oriented immersed C2
H
surface of constant mean curvature
H = c1λ in a contact sub-Riemannian three-dimensional manifold (M, gH, ω). Then, outside
the singular set, the equation of characteristic curves is
(4.1) ∇ZZ + c1λJ(Z) = 0,
where ∇ denote the pseudo-hermitian connection. We will call λ the curvature of the char-
acteristic curve.
Proof. It is an immediate consequence of (2.7), (3.8) and |Z| = 1. 
Remark 4.2. Let γ be a Carnot-Caratheodory geodesic in a pseudo-hermitian 3-manifold
(M, gH, ω, J) . Then the unit tangent vector field γ˙ to γ satisfies [34, Proposition 15]
(4.2)
{
∇γ˙ γ˙ + c1λJ(γ˙) = 0
γ˙(λ) = − 1c1 g(τ(γ˙), γ˙),
where ∇ is the pseudo-hermitian connection. This implies that characteristic curves in a
constant mean curvature surface are sub-Riemannian geodesics if and only if g(τ(γ˙), γ˙) = 0.
For instance, this is satisfied in manifolds with vanishing torsion.
Proposition 4.3. We consider a pseudo-hermitian 3-manifold (M, gH, ω, J) , a curve α :
I → M of class C1 defined on some interval I ⊂ M and a C1 unit horizontal vector field
U along α. For fixed λ ∈ R, suppose we have a well-defined map F : I × I ′ → M given by
F (ε, s) = γε(s), where I
′ is a open interval containing the origin, and γε(s) is a characteristic
curve of curvature λ with initial conditions γε(0) = α(ε) and γ˙ε(0) = U(ε). Then the vector
field Vε(s) := (∂F/∂ε)(ε, s) satisfies the following properties:
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(i) Vε is a C∞ vector field along γε and satisfies [γ˙ε, Vε] = 0;
(ii) along γε we have
γ˙ε(λg(Vε, T ) + g(Vε, γ˙ε)) = −g(Vε, T )g(τ(γ˙ε), γ˙ε),
in particular λg(Vε, T ) + g(Vε, γ˙ε) is constant along sub-Riemannian geodesics;
(iii) Vε satisfies the equation
(4.3) V ′′ε +R(γ˙ε, Vε)γ˙ε + c1λ{J(V ′ε ) + g(Vε, T )J(τ(γ˙ε))}+∇γ˙εTor(Vε, γ˙ε) = 0,
∇γ˙εTor(Vε, γ˙ε) = −g(Vε, T )′′T + g(Vε, T )′τ(γ˙ε) + g(Vε, T )∇γ˙ετ(γ˙ε)
where V ′ denotes the covariant derivative along γε and R the curvature tensor with
respect to the pseudo-hermitian connection.
(iv) the vertical component of Vε satisfies the differential equation
g(Vε, T )
′′′ + β1(s)g(Vε, T )
′ + c1β2(s)g(Vε, T ) = 0,
with
β1(s) =W − c1g(τ(γ˙ε), J(γ˙ε)) + c21λ2
β2(s) = c1λg(τ(γ˙ε), γ˙ε) + g(R(γ˙ε, T )γ˙ε, J(γ˙ε))− γ˙ε(g(τ(γ˙ε), J(γ˙ε))),
where W is the pseudo-hermitian scalar curvature and ′ is the derivative respect to s.
Proof. For simplicity we avoid the subscript ε in the computation. The proof of (i) is
analogous to the one of [33, Lemma 3.3 (i)]. From [γ˙, V ] = 0 and (2.5) we have
(4.4)
g(V, T )′ = γ˙(g(V, T )) = g(∇γ˙V, T ) = g(∇V γ˙ + Tor(γ˙, V ), T )
= g(Tor(γ˙, V ), T ) = c1g(J(γ˙), V ).
Here ′ denotes the derivative of a function. (4.4) together with
g(V, γ˙)′ = g(Tor(γ˙, V ), γ˙)− c1λg(V, J(γ˙)) = −g(V, T )g(τ(γ˙), γ˙)− c1λg(V, J(γ˙))
proves (ii). Now using (2.8) we get
∇V J(γ˙) = J(∇V γ˙) = J(V ′) + g(V, T )J(τ(γ˙)),
that permits us to compute ∇V (∇γ˙ γ˙ + c1λJ(γ˙)) to obtain the first equation in (iii). The
second one is simply obtained using (2.5) and (4.4).
To prove (iv) we have, differentiating (4.4)
(4.5)
1
c1
g(V, T )′′ = c1λg(γ˙, V ) + g(J(γ˙), V
′)
and consequently
1
c1
g(V, T )′′′ = γ˙(c1λg(γ˙, V )) + c1λg(γ˙, V
′) + g(V ′′, J(γ˙))
= 2c1λg(V, γ˙)
′ + c1λ
2g(V, T )′ + g(V ′′, J(γ˙)).
Taking into account (ii) we get
(4.6)
1
c1
g(V, T )′′′ = −c1λ2g(V, T )′ − 2c1λg(V, T )g(τ(γ˙), γ˙) + g(V ′′, J(γ˙)).
The only term you have to dial with is g(R(γ˙, V )γ˙ + c1λJ(V
′), J(V ′)). Now by point (iii)
we have
g(V ′′, J(γ˙)) =− g(R(γ˙, V )γ˙, J(γ˙))− c1λ{g(V, T )g(τ(γ˙), γ˙) + g(V ′, γ˙)}
− g(V, T )′g(τ(γ˙), J(γ˙))− g(V, T )g(∇γ˙τ(γ˙), J(γ˙)).
From V = g(V, T )T + g(V, γ˙)γ˙ + g(V, J(γ˙))J(γ˙) we obtain
−g(R(γ˙, V )γ˙, J(γ˙)) = −g(V, J(γ˙))W − g(V, T )g(R(γ˙, T )γ˙, J(γ˙)).
12 M. GALLI
Furthermore since
−g(∇γ˙τ(γ˙), J(γ˙)) = −γ˙(τ(γ˙), J(γ˙)) + c1λg(τ(γ˙), γ˙)
and
g(V ′, γ˙) = g(V, γ˙)′ − g(∇γ˙ γ˙, V ) = −g(V, T )g(τ(γ˙), γ˙)
we finally get
(4.7)
g(V ′′, J(γ˙)) =− 1
c1
g(V, T )′W + c1λg(V, T )g(τ(γ˙), γ˙)− g(τ(γ˙), J(γ˙))g(V, T )′
− g(V, T ){g(R(γ˙, T )γ˙, J(γ˙))− γ˙(g(τ(γ˙)), J(γ˙))}.
We conclude summing (4.6) and (4.7) and simplifying. 
Definition . Let γ : I → Σ be a characteristic curve, where I is a real interval and Σ is a
surface. A vector field V along γ is called a Jacobi-like field if it satisfies (4.3) for all s ∈ I.
Remark 4.4. Special cases of Proposition 4.3 can be found in [6], [32] and [33].
5. The structure of the singular set.
The local model of a three-dimensional contact sub-Riemannian manifold is the contact
manifold (R3, ω0), where ω0 defined in (2.2) is the standard contact form in R
3, together
with an arbitrary positive definite metric gH0 in H0. A basis of the horizontal distribution
is given by
X :=
∂
∂x
+ y
∂
∂t
, Y :=
∂
∂y
+ x
∂
∂t
,
and the Reeb vector field is
T :=
∂
∂t
.
The metric gH0 will be extended to a Riemannian metric on R
3 so that the Reeb vector field
is unitary and orthogonal to H0. We shall usually denote the set of vector fields {X,Y } by
{Z1, Z2}. The coordinates of R3 will be denoted by (x, y, t), and the first 2 coordinates will
be abbreviated by z. We shall consider the map F : R2 → R2 defined by
F (x, y) := (−y, x).
Given a C2 function u : Ω ⊂ R2 → R defined on an open subset Ω, we define the graph
Gu := {(z, t) : z ∈ Ω, t = u(z)}. By (3.1), the sub-Riemannian area of the graph is given by
A(Gu) =
∫
Gu
|Nh| dGu,
where dGu is the Riemannian metric of the graph and |Nh| is the modulus of the horizontal
projection of a unit normal to Gu. We consider on Ω the basis of vector fields
{
∂
∂x ,
∂
∂y
}
.
By the Riemannian area formula
(5.1) dGu = Jac dL2,
where dL2 is Lebesgue measure in R2 and Jac is the Jacobian of the canonical map Ω→ Gu
given by
(5.2) Jac = {det(g) + g11(uy + x)2 + g22(ux − y)2 − 2g12(ux − y)(uy + x)}1/2
where g is the matrix of the metric, with elements gij := g(Zi, Zj).
Let us compute the composition of |Nh| with the map Ω→ Gu. The tangent space TGu
is spanned by
(5.3) X + (ux − y)T, Y + (uy + x)T.
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So the projection to Ω of the singular set (Gu)0 is the set Ω0 ⊂ Ω defined by Ω0 := {z ∈
Ω : (∇u + F ) = 0}, where ∇ is the Euclidean gradient in R2. Let us compute a downward
pointing normal vector N˜ to Gu writing
(5.4) N˜ =
2∑
i=1
(aiZi)− T.
The horizontal component of N˜ is N˜h =
∑2
i=1 aiZi. We have
2∑
i=1
aigij = g(N˜h, Zj) = g(N˜ , Zj) = −(∇u+ F )j
〈
N˜, T
〉
= (∇u + F )j ,
since Zj is horizontal, N˜ is orthogonal to Zj defined by (5.3), and (5.4). Hence
(a1, a2) = b(∇u+ F ),
where b is the inverse of the matrix {gij}i,j=1,2. So we get
(5.5) |N˜ | = (1 + 〈∇u + F, b(∇u+ F )〉)1/2,
and
|N˜h| =
〈∇u+ F, b(∇u + F )〉1/2,
where
〈
,
〉
is the Euclidean Riemannian metric in R2, and so
(5.6) |Nh| = |N˜h||N˜ | =
〈∇u+ F, b(∇u + F )〉1/2(
1 +
〈∇u+ F, b(∇u+ F )〉)1/2 .
Observe that, from (5.4) and (5.5) we also get
(5.7) g(N, T ) = − 1(
1 +
〈∇u+ F, b(∇u + F )〉)1/2 .
Hence we obtain from (3.1), (5.1), (5.2) and (5.6)
(5.8) A(Gu) =
∫
Ω
〈∇u+ F, b(∇u + F )〉1/2 det(gij + (∇u+ F )i(∇u + F )j)1/2(
1 +
〈∇u+ F, b(∇u + F )〉)1/2 dL2.
We can compute the mean curvature of a graph Gu [20, Lemma 4.2]
Lemma 5.1. Let us consider the contact sub-Riemannian manifold (R3, gH0 , ω0), where ω0
is the standard contact form in R3 and gH0 is a positive definite metric in the horizontal
distribution H0. Let u : Ω ⊂ R2 → R be a C2 function. We denote by g = (gij)i,j=1,2
the metric matrix and by b = g−1 = (gij)i,j=1,2 the inverse metric matrix. Then the mean
curvature of the graph Gu, computed with respect to the downward pointing normal, is given
by
(5.9) − div
(
b(∇u+ F )〈∇u+ F, b(∇u+ F )〉1/2
)
+ µ,
where µ is a bounded function in Ω \ Ω0, and div is the usual Euclidean divergence in Ω.
Furthermore in dimension three we get
Lemma 5.2. Let us consider the contact sub-Riemannian manifold (R3, gH0 , ω0), where ω0
is the standard contact form in R3 and gH0 is a positive definite metric in the horizontal
distribution H0. Let u : Ω ⊂ R2 → R be a C2 function. Then
div
(
b(∇u+ F )〈∇u+ F, b(∇u + F )〉1/2
)
= det(g) div
( ∇u+ F〈∇u+ F,∇u + F〉1/2
)
+ ρ,
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where ρ is a bounded function in Ω \ Ω0.
Proof. The proof is a standard computation. We only note that ρ is of the form
ρ1(b)(ux − y)3 + ρ2(b)(uy + x)3 + ρ3(b)(ux − y)2(uy + x) + ρ4(b)(ux − y)(uy + x)2
(g11(ux − y)2 + 2g12(ux − y)(uy + x) + g22(uy + x)2)3/2 ,
where ρi(b) are sums and products of the coefficients g
ij . 
Let Σ ⊂ M a C2 surface and let p ∈ Σ0. Then there exists a neighborhood U of p
that is a Darboux chart and Σ can be view as a graph Gu in (R
3, gH0 , ω0) above defined.
The projection Ω0 of the singular set in (Gu)0 do not depend by the metric gH0 . The
characteristic curves in Gu with respect to gH0 and the standard Heisenberg metric g0
coincide, as they are determined by TGu ∩H. This implies
Theorem 5.3. Let Σ be a C2 oriented immersed surface with constant mean curvature
H in (M, gH, ω). Then the singular set Σ0 consists of isolated points and C1 curves with
non-vanishing tangent vector. Moreover, we have
(i) if p ∈ Σ0 is isolated then there is r > 0 and λ ∈ R with |2λ| = |H | such that the set
described as
Dr(p) = {γλp,v(s)|v ∈ TpΣ, |v| = 1, s ∈ [0, r)},
is an open neighborhood of p in Σ, where γλp,v denote the characteristic curve starting
from p in the direction v with curvature λ (4.1);
(ii) if p is not isolated, it is contained in a C1 curve Γ ⊂ Σ0. Furthermore there is a
neighborhood B of p in Σ such that B−Γ is the union of two disjoint connected open
sets B+ and B− contained in Σ − Σ0, and νh extends continuously to Γ from both
sides of B − Γ, i.e., the limits
ν+h (q) = limx→q,x∈B+
νh(x), ν
−
h (q) = limx→q,x∈B
−
νh(x)
exist for any q ∈ Γ ∩ B. These extensions satisfy ν+h (q) = −ν−h (q). Moreover,
there are exactly two characteristic curves γλ1 ⊂ B+ and γλ2 ⊂ B− starting from q
and meeting transversally Γ at q with initial velocities (γλ1 )
′(0) = −(γλ2 )′(0). The
curvature λ does not depend on q and satisfies |λ| = |H |.
Proof. By [9, Theorem B], Lemma 5.1 and Lemma 5.2, Σ0 consists of isolated points and
C1 curves with non-vanishing tangent vector. Also (i) follows easily.
Writing
νh =
b(∇u+ F )〈∇u + F, b(∇u+ F )〉1/2
because of [9, Theorem 3.10, Corollary 3.6], we get (ii). 
Corollary 5.4. Let Σ be a C2 minimal surface with singular set Σ0. Then Σ is area
stationary if and only if the characteristic curves meet the singular curves orthogonally with
respect the metric g.
The proof is a straightforward adaptation of the Heisenberg one, [32, Theorem 4.16].
Another version of the last corollary is presented in [10, Proposition 6.2] and [7, p. 20].
Remark 5.5. [32, Proposition 4.19] implies that, for Σ a C2 oriented immersed area-
stationary surface (with or without a volume constraint), any singular curve of Σ is a C2
smooth curve.
FIRST AND SECOND VARIATION FORMULAE FOR THE SUB-RIEMANNIAN AREA 15
Remark 5.6. Another approach to characterize the local behavior of the singular set is
provided in [36], where the author constructs a circle bundle over the surface and studies
the projection of the singular set.
Now we are able to generalize [9, Theorem E] to general three-dimensional contact sub-
Riemannian manifolds.
Theorem 5.7. Let Σ be a C2 closed, connected surface immersed in a three-dimensional
contact sub-Riemannian manifold M , with bounded mean curvature. Then g(Σ) 6 1, where
g(Σ) denote the genus of Σ.
Proof. By Theorem 5.3 the singular set Σ0 consists of singular curves and isolated singular
points. The line field associated to the characteristic foliation, extended to the singular
curves, has a contribution to the index only due to the isolated singular points, Theorem
5.3. Now consider a partition of unity {ηi}i∈I subordinate to a covering of Σ with Darboux’s
charts {Ui}i∈I . By [9, Lemma 3.8] the index associated to the characteristic line field with
respect to the Heisenberg metric in the Darboux coordinates is 1 and follows that the index
of the vector field ∑
i∈I
ηi(ϕ
−1
i (Z0))
is 1 in each singular point of Σ, since the Darboux’s diffeomorphism preserve the index, [37,
Lemma 27, p. 446]. Here ϕi denotes the Darboux’s diffeomorphism in each chart Ui and Z0
denote the characteristic vector field associate to the Heisenberg metric in ϕi(Ui). We get
χ(Σ) > 0, by the Hopf index Theorem, [37].
On the other hand for a closed surface χ(Σ) = 2− 2g(Σ), which implies g(Σ) 6 1. 
Remark 5.8. When Σ is a compact C2 surface without boundary in a three-dimensional
pseudo-hermitian sub-Riemannian manifold, Theorem I in [8] implies immediately χ(Σ) > 0.
Then g(Σ) 6 1.
6. The first variation formula for C2
H
surfaces
Now we present a first variation formula for surfaces of class C2
H
using variations supported
in the non-singular set. Given a surface Σ of class C2H, we can express Σ as the zero level
set of a function f ∈ C2
H
with non-vanishing horizontal gradient.
Remark 6.1. In H1, by [16, Proposition 1.20], see also [2, Lemma 2.4] and the proof of
Theorem 6.5, step 1, in [17], the family of smooth surfaces {Σj}j∈N = {p ∈M : fj(p) = 0},
where fj := ρj ∗ f and ρj are the standard Friedrichs’ mollifiers, converge to Σ on compact
subsets of Σ − Σ0. Furthermore also the second order derivatives of fj with respect to
horizontal vectors fields converge to the second derivatives of f . We denote by Zj, (νh)j
and Nj , respectively, the characteristic vector field, the horizontal unit normal and the unit
normal of Σj . Furthermore let (Zj(p), Sj(p)) be an orthonormal basis of TpΣj . We have
that
νh =
(Xf)X + (Y f)Y√
(Xf)2 + (Y f)2
, Z =
−(Y f)X + (Xf)Y√
(Xf)2 + (Y f)2
and
(νh)j =
(Xfj)X + (Y fj)Y√
(Xfj)2 + (Y fj)2
, Zj =
−(Y fj)X + (Xfj)Y√
(Xfj)2 + (Y fj)2
so Zj ( resp. (νj)) converges to Z (resp. νh) with theirs horizontal derivatives. On the other
hand
N =
(Xf)X + (Y f)Y + (Tf)T√
(Xf)2 + (Y f)2 + (Tf)2
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and
Nj =
(Xfj)X + (Y fj)Y + (Tfj)T√
(Xfj)2 + (Y fj)2 + (Tfj)2
,
which implies that Nj (resp. Sj) converges to N (resp. S) but there are not convergence of
theirs derivatives.
Lemma 6.2. Let Σ be a C1 surface immersed in M , such that the derivative in the Z-
direction of νh exists and is continuous. Assume Σ0 = ∅. Then exists a family of smooth
surfaces {Σj}i∈N such that
lim
j→+∞
g(∇Zj (νh)j , Zj) = g(∇Zνh, Z)
uniformly on compact subsets of Σ.
Proof. It is sufficient to prove the result locally in a Darboux’s chart. So we consider Σ in
(R3,H0, gH0), where gH0 is an arbitrary positive definite smooth metric in H0. We denote
by (νh)0 the horizontal unit normal with respect the Heisenberg metric g0. By Remark 6.1
the statement holds in the Heisenberg metric. As in (5.4) and (5.5) we have
(νh)j =
(g11X(fj) + g
12Y (fj))X + (g
12X(fj) + g
22Y (fj))Y√〈
(X(fj), Y (fj)), b(X(fj), Y (fj))
〉
and
((νh)j)0 =
X(fj)X + Y (fj)Y√〈
(X(fj), Y (fj)), b(X(fj), Y (fj))
〉 .
Similar expressions hold for νh and (νh)0. The Z-direction does not depend on the metric,
since it is determined by TΣ ∩ H. Furthermore, since the coefficients gil are smooth, the
convergence also holds in the arbitrary metric.

Now we are able to prove
Proposition 6.3. Let Σ be an oriented immersed C2
H
surface in a contact sub-Riemannian
three-dimensional manifold (M, gH, ω). Then the first variation of the area induced by the
vector field U = fνh + lZ + hT , with f, l, h ∈ C10(Σ− Σ0), is
d
ds
∣∣∣
s=0
A(ϕs(Σ)) = −
∫
Σ
g(U,N)HdΣ.
Proof. Due to the linearity of (3.7) respect to U we can compute separatly the variations
in the direction of Z, νh and T . By (3.7) the variation in the direction of νh becomes∫
Σ
f |Nh|g(∇Zνh, Z)dΣ.
The variation produced by T is (3.7)∫
Σ
{−S(h) + hg(N, T )|Nh|g(τ(Z), Z)}dΣ =
∫
Σ
hg(N, T )g(∇Zνh, Z)dΣ,
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because of∫
Σ
{−S(h) + hg(N, T )|Nh|g(τ(Z), Z)}dΣ = lim
j→+∞
∫
Σj
{−Sj(h) + hg(Nj, T )|(Nh)j |g(τ(Zj), Zj)}dΣj
= lim
j→+∞
{∫
Σj
hg(Nj, T ) g(∇Zjνjh, Zj)dΣj −
∫
Σj
divΣj (hg(Nj, T )
2Sj)dΣj
}
=
∫
Σ
hg(N, T ) g(∇Zνh, Z)dΣ,
where we have used the Riemannian divergence theorem in the last equality. In an analog
way∫
Σ
{c1g(N, T )g(J(νh), Z) + |Nh|Z(l)}dΣ = lim
j→+∞
∫
Σj
{c1g(Nj, T )g(J((νh))j , Zj) + |(Nh)j |Zj(l)}dΣj .
Now since |Nh|Z(l) = Z(|Nh|l)− lZ(|Nh|), by Lemma 3.1 and Lemma 3.3 we get∫
Σ
{c1g(N, T )g(J(νh), Z) + |Nh|Z(l)}dΣ = lim
j→+∞
∫
Σj
divΣj (l|(Nh)j |Zj)dΣj = 0,
so we have proved that the variation produced by Z vanishes. Since g(U,N) = f |Nh| +
hg(N, T ) we finally get
d
ds
∣∣∣
s=0
A(ϕs(Σ)) = −
∫
Σ
g(U,N)HdΣ.

Remark 6.4. Proposition 6.3 holds also for a C1 surface Σ in which νh (or equivantelly Z)
is C1 in the Z-direction. It does not imply the C2
H
regularity when TΣ ∩ H has dimension
one. We thank F. Serra Cassano for pointing out this fact.
7. Second variation formulas
In this section we will compute a second variation formula for a minimal surface consid-
ering variations in the direction of N and T in the regular part and variation induced by
the Reeb vector field supported near the singular set of the surface. We restrict ourself to
the case of pseudo-hermitian manifolds. Consider the orthonormal basis {Z, νh, T }, we can
compute
(7.1)
[Z, νh] = c1T + θ(Z)Z + θ(νh)νh
[Z, T ] = g(τ(Z), Z)Z + {g(τ(Z), νh) + θ(T )}νh
[νh, T ] = {g(τ(Z), νh)− θ(T )}Z + g(τ(νh), νh)νh
where θ defined in 3.4 and we have computed θ(T ) = −1 + g(DT νh, Z) using (2.10).
Lemma 7.1. Let Σ be a C2 immersed oriented surface with constant mean curvature H in a
pseudo-hermitian 3-manifold (M, gH, ω, J) . We consider a point p ∈ Σ−Σ0 and we denote
by α : I → Σ − Σ0 the integral curve of Sp. Then the results in Proposition 4.3 hold with
Uα(ε) = Zα(ε). Furthermore in Σ − Σ0, the normal vector N is C∞ in the direction of the
characteristic field Z.
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Proof. From (i) in Proposition 4.3 and from (4.1) follows that Vε and γ˙ε are C∞ along
characteristic curves and we express the unit normal to Σ along γε by
N = ± γ˙ε × Vε|γ˙ε × Vε| ,
where × denote the cross product in (M, g). We conclude that N is C∞ along γε. 
7.1. Second variation in the regular set. Now we present a variation formula in the
regular part of the surface induced by a vector field of the form vN + wT .
Lemma 7.2. Let Σ be a C2 surface of constant mean curvature H in a pseudo-hermitian
3-manifold (M, gH, ω, J) . Then we have
(7.2)
g(R(T, Z)νh, Z) = −νh(g(τ(Z), Z)) + Z(g(τ(Z), νh))− 2ω(νh)g(τ(Z), νh) + 2Hg(τ(Z), Z).
Proof. By (2.10) it is not difficult show (see [15, Theorem 1.6] for the case in which c1 = 2)
(7.3) g(R(T, Z)νh, Z) = g(R
LC(νh, Z)T, Z),
where RLC is the curvature tensor with respect to the Levi-Civita connection, that can be
easily computed as
g(RLC(νh, Z)T, Z) = −νh(g(τ(Z), Z))+Z(g(τ(Z), νh))−2ω(νh)g(τ(Z), νh)+2Hg(τ(Z), Z),
take in account (2.10) and (2.6). 
Theorem 7.3. Let Σ be a C2 minimal surface in a pseudo-hermitian 3-manifold (M, gH, ω, J)
, with singular set Σ0. We consider a C1 vector field U = vN + wT , where N is the unit
normal vector to Σ and w, v ∈ C10(Σ − Σ0). Then the second derivative of the area for the
variation induced by U is given by
(7.4) A′′(0) =
∫
Σ
{|Nh|−1Z(u)2 + u2q}dΣ+
∫
Σ
divΣ(ξZ + ζZ + ηS)dΣ,
with
ξ = g(N, T ){|Nh|θ(S) + c1g(N, T )2 + (1 + g(N, T )2)g(τ(Z), νh)}u2,
ζ = |Nh|2|{g(N, T )(|Nh|θ(S)+c1g(N, T )2+(1+g(N, T )2)g(τ(Z), νh))w2−2g(B(Z), S)vw},
η = (|Nh|2v2 − (g(N, T )v + w)2)g(τ(Z), Z)
and
q = |Nh|{−W + c21 + c1g(τ(Z), νh)} − |Nh|(|Nh|(c1 + g(τ(Z), νh))− θ(S))2
+ g(N, T )g(R(Z, T )νh, Z)− g(N, T )Z(g(τ(Z), νh)),
where u = g(U,N), R is the pseudo-hermitian curvature tensor and B is the Riemannian
shape operator.
Remark 7.4. If Σ is area stationary without boundary, then∫
Σ
divΣ(fS) = 0,
for every f ∈ C10(Σ), by Corollary 5.4.
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Proof. (of Theorem 7.3) We can reason as in the proof of the first variation formula. We
have
U(|V |) = 1|V |g(∇UV, V )
and
U(U(|V |)) = − 1|V |3 g(∇UV, V )
2 +
1
|V |
(
g(∇U∇UV, V ) + |∇UV |2
)
.
We fix
λ := g(∇UV, V ),
so we get
(7.5) U(U(|V |)) = 1|V |

g(∇U∇UV, V )︸ ︷︷ ︸II + g(∇UV,∇UV −
λ
|V |2V )︸ ︷︷ ︸
I

 .
As V = g(E1, T )E2 − g(E2, T )E1 we compute
(7.6) ∇UV (0) = U(g(E1, T ))S − U(g(T,E2))Z + |Nh|∇UE1.
Observing g(E1, T ) = 0 and
− λV (0)|V (0)|2 = −g(∇UV, Z)Z,
we have
(7.7) ∇UV − λV (0)|V (0)|2 = U(g(E1, T ))S + |Nh|g(∇UE1, S)S + |Nh|g(∇UE1, N)N.
By |Nh|S = g(N, T )N − T and |Nh|N + g(N, T )S = νh we obtain
I = g(∇UE1, N)2.
Using (i) in lemma 3.1, T = g(N, T )N − |Nh|S and νh = g(N, T )S + |Nh|N we have
(7.8) I = {Z(g(U,N) + g(N, T )|Nh|g(U,N)(c1 + g(τ(Z), νh))− g(U, S)|Nh|θ(S)}2
and
(I)
|Nh|−1I = |Nh|−1Z(u)2 + 2g(N, T )uZ(u)(c1 + g(τ(Z), νh))
+ g(N, T )2|Nh|u2(c1 + g(τ(Z), νh))2 + 2Z(u)|Nh|wθ(S)
+ 2g(N, T )|Nh|2uwθ(S)(c1 + g(τ(Z), νh)) + w2|Nh|3θ(S)2,
where u = g(U,N).
Now we consider
|Nh|−1II = g(R(V, U)U,Z)︸ ︷︷ ︸
A
+ g(∇V∇UU,Z)︸ ︷︷ ︸
B
+ g(∇[U,V ]U,Z) + g(∇U [U, V ], Z)︸ ︷︷ ︸
C
+ g(∇UTor∇(U, V ), Z)︸ ︷︷ ︸
D
,
as
g(∇U∇V U, V ) = g(R(V, U)U, V ) + g(∇V∇UU, V ) + g(∇[U,V ]U, V ).
By equation (2.10) we obtain
(7.9) ∇UU = −g(U, νh)2g(τ(Z), Z)T − g(U, T )g(U, νh)(c1Z + τ(νh)),
furthermore by (i) in Lemma 3.1 and DUU = 0 we have
B =− Z(v(g(N, T )v + w)|Nh|2(c1g(τ(Z), νh)))
− g(N, T )Z(g(N, T ))v(g(N, T )v + w)(c1g(τ(Z), νh))
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and for the linearity of R we get
A = |Nh|2v(R(Z,U)νh, Z).
On the other hand as [U, V ] = U(g(E1, T ))E2 − U(g(E2, T ))E1 and Σ stationary we have
C = (Z(g(U, T )) + c1g(U, νh))(2g(U, νh)θ(S)− (g(N, T )g(U, T )− |Nh|g(U, νh))g(τ(Z), νh))
− S(g(U, T ))g(U, T )g(τ(Z), Z)− U(U(g(T,E2)))
and writing −U(U(g(T,E2)) as
−S(g(∇UU, T )) + c1g(N, T )g(∇UU,Z)− c1g(∇SU, J(U))− c1g(Tor∇(U, S), J(U))
that is
− S(g(U, νh)2g(τ(Z), Z))− c1g(N, T )g(U, T )g(U, νh)(2g(τ(Z), νh))
+ c1g(U, νh)(g(N, T )g(U, T )− |Nh|g(U, νh))g(τ(Z), νh)− c1g(U, νh)2θ(S),
we get that C equals
Z(g(N, T )v + w)ug(τ(Z), νh) + c1|Nh|2v2θ(S)− c1g(N, T )|Nh|(g(N, T )v + w)v(2g(τ(Z), νh))
+ 2Z(g(N, T )v + w)|Nh|vθ(S) + S(g(U, νh)2g(τ(Z), Z)) − S(g(U, T ))g(U, T )g(τ(Z), Z).
Now V ∈ H implies D = −|Nh|g(U, νh)2(g(τ(Z), Z))2 + g(U, T )g(∇Uτ(V ), Z). On the
other hand
g(∇Uτ(V ), Z) = g(∇Uτ(V )−∇V U,Z) + g(∇V τ(U), Z),
where g(∇V τ(U), Z) = Z(|Nh|g(U, νh)g(τ(Z), νh))− Z(|Nh|)g(U, νh)g(τ(Z), νh) and
g(∇Uτ(V )−∇V τ(U), Z) = g((∇Uτ)V − (∇V τ)U,Z) + g(τ(Z), [U, V ] + Tor(U, V )).
We have that g((∇Uτ)V − (∇V τ)U,Z) is equal to
|Nh|g(U, νh)g((∇νhτ)Z − (∇Zτ)νh, Z) + g(U, T )|Nh|g((∇T τ)Z,Z)
and by Theorem 1.6 in [15] and the fact that (∇Xτ)Y is a tensor we obtain
g((∇Uτ)V − (∇V τ)U,Z) = −|Nh|g(U, νh)g(R(T, Z)νh, Z) + |Nh|g(U, T )(T (g(τ(Z), Z))
+ 2g(τ(Z), νh)ω(T )).
Finally since g(Tor(U, V ), τ(Z)) = g(U, T )|Nh|(g(τ(Z), νh)2 + (g(τ(Z), Z))2) and writing
g(τ(Z), [U, V ]) as
− S(g(U, T ))g(U, T )g(τ(Z), Z) + g(N, T )g(τ(Z), νh)(Z(g(U, T )) + c1g(U, νh))
together with (i) in Lemma 3.1 we obtain that D equals
− |Nh|g(U, νh)2(g(τ(Z), Z))2 + |Nh|(g(N, T )v + w)2(T (g(τ(Z), Z)) + g(τ(Z), νh)2
+ (g(τ(Z), Z))2)− |Nh|2(g(N, T )v + w)vg(R(T, Z)νh, Z) + 2ω(T )g(τ(Z), νh)
+ |Nh|(g(N, T )v + w)Z(|Nh|vg(τ(Z), νh)) + c1g(N, T )|Nh|v(g(N, T )v + w)g(τ(Z), νh)
− S(g(U, T ))g(U, T )g(τ(Z), Z) + g(N, T )Z(g(N, T )v + w)(g(N, T )v + w)g(τ(Z), νh).
The sum of all terms that contain g(τ(Z), Z), after have used lemma 3.3 is
divΣ((|Nh|2v2 − (g(N, T )v + w)2)g(τ(Z), Z)S) + g(N, T )(g(N, T )v + w)2νh(g(τ(Z), Z)).
By the definition of θ we have
(7.10)
Z(θ(S)) = g(R(S,Z)νh, Z) + θ([Z, S])
= g(R(S,Z)νh, Z) + g(N, T )θ(S)
2 − g(N, T )|Nh|θ(S)(c1 + g(τ(Z), νh)),
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where we used that [Z, S] is tangent to Σ. We note that since ∇Zνh ≡ 0 (7.10) make
sense when Σ is of class C2. Furthermore by Lemma 3.3 and equation (7.10) we have that
2Z(u)|Nh|wθ(S) + 2Z(g(N, T )v + w)|Nh|vθ(S) is equal to
divΣ(g(N, T )|Nh|(v2 + w2)θ(S)Z) + Z(g(N, T ))|Nh| θ(S)(v
2 + w2)
+2divΣ(|Nh|vwθ(S)Z)− 2vwZ(|Nh|)θ(S)− 2vw|Nh|g(R(S,Z)νh, Z)
− g(N, T )|Nh|(v2 + w2)g(R(S,Z)νh, Z)
and similary B equals
c1g(N, T )|Nh|v(g(N, T )v + w)(c1g(τ(Z), νh))−divΣ(|Nh|2v(g(N, T )v + w)(c1g(τ(Z), νh))Z).
In the same way g(N, T )Z(u2)(g(τ(Z), νh)) + g(N, T )
2|Nh|u2(c1 + g(τ(Z), νh))2 can be ex-
pressed
divΣ(g(N, T )u
2(g(τ(Z), νh))Z)− g(N, T )u2Z(g(τ(Z), νh))+u2|Nh|c1(c1 + g(τ(Z), νh))
+ u2(g(τ(Z), νh))θ(S)−u2|Nh|3(g(τ(Z), νh))2.
Furthermore−Z(g(N, T )v+w)(u+g(N, T )2v−g(N, T )w)+|Nh|(g(N, T )v+w)Z(|Nh|vg(τ(Z), νh))
become
divΣ(g(τ(Z), νh)(g(N, T )v + w)(v + g(N, T )w)Z)
+ g(N, T )(−θ(S)− |Nh|(2g(τ(Z), νh)))g(τ(Z), νh)(g(N, T )v + w)(v + g(N, T )w)
− g(N, T )(g(N, T )v + w)2Z(g(τ(Z), νh))− Z(g(N, T ))g(τ(Z), νh)w(g(N, T )v + w)
and all the other terms not considered are
|Nh|−1Z(u)2 + |Nh|3v2g(R(Z, νh)νh, Z)− 2|Nh|2v(g(N, T )v + w)g(R(T, Z)νh, Z)
and
2g(N, T )|Nh|2uwθ(S)(2g(τ(Z), νh)) + |Nh|3θ(S)2w2 + 2|Nh|2v2θ(S)
− 4g(N, T )|Nh|v(g(N, T )v + w) − |Nh|(g(N, T )v + w)2(g(τ(Z), νh)2 − 2ω(T )g(τ(Z), νh)).
Since g(R(Z, νh)νh, Z) = −W we have that the terms in which appear the curvature tensor
are equal to
(7.11) −|Nh|Wu2 + g(N, T )|Nh|2(w2 − v2)g(R(T, Z)νh, Z)
and by equation (7.2) we have (7.11) sums with g(N, T )(g(N, T )v + w)2(νh(g(τ(Z), Z)) +
2ω(νh)g(τ(Z), νh)− Z(g(τ(Z), νh))) is
−|Nh|Wu2 − g(N, T )u2g(R(T, Z)νh, Z).
Finally a long but standard computation shows that the remaining terms add up to
c1u
2|Nh|(c1 + g(τ(Z), νh))− |Nh|(|Nh|(c1 + g(τ(Z), νh))− θ(S))2u2 − g(N, T )u2Z(g(τ(Z), νh))
+ g(N, T )(g(N, T )v + w)2(νh(g(τ(Z), Z)) + 2ω(νh)g(τ(Z), νh)− Z(g(τ(Z), νh))).
Since that u2 = v2 + 2g(N, T )vw + g(N, T )2w2, we get the statement.

Remark 7.5. If we suppose that our variation is not by Riemannian geodesics, i.e. we
remove the hypothesis DUU = 0, we get the additional term
(7.12) −
∫
Σ
divΣ(|Nh|g(DUU,Z)Z)dΣ+
∫
Σ
divΣ(g(DUU, T )S)dΣ.
It is worth mention to remark that (7.12) vanishes when the variation functions w, v have
support in the regular set.
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Proof. From the term −U(U(g(E2, T ))) we have S(g(DUU, T ))− c1g(N, T )g(DUU,Z). Fur-
thermore
|Nh|g(∇ZDUU,Z) = −Z(|Nh|g(DUU,Z)) + g(DUU,Z)Z(|Nh|)
and |Nh|−1g(DUU, T )g(τ(V ), V ) = g(DUU, T )|Nh|g(τ(Z), Z). By lemma 3.1 we have
Z(|Nh|) = g(N, T )(|Nh|θ(S) + c1 − |Nh|2(2g(τ(Z), νh)))
and, as no others terms are involved, we conclude applying Lemma 3.3. 
7.2. Second variation moving the singular set. By Theorem 5.3 the singular set of a
C2 surface is composed of singular curves and isolated singular points without accumulation
points. First we present a second variation formula induced by a vertical variation near a
singular curve, i.e. in a tubular neighborhood of radius ε > 0 of the singular curve that is
the union of all the characteristic curves centered at (Σ0)c defined in the interval [−ε, ε].
Lemma 7.6. Let Σ be a complete C2 area-stationary surface immersed in M , with a sin-
gular curve Γ of class C3. Let w ∈ C20(Σ). We consider the variation of Σ given by
p → expp(rw(p)Tp). Let U be a tubular neighborhood of supp(w) ∩ Γ, and assume that
w is constant along the characteristic curves in U . Then there is a tubular neighborhood
U ′ ⊂ U of supp(w) ∩ Γ so that
A′′(ϕr(U
′)) =
d2
dr2
A(ϕr(U
′)) =
∫
Σ
{2w2|Nh|(g(τ(Z), νh)2 + g(τ(Z), Z)2)}dΣ
+
∫
Σ
divΣ(w
2g(τ(Z), Z)S)dΣ +
∫
Γ
S(w)2dΓ.
Proof. We consider the singular curve Γ parametrized by arc-length with variable ε. By
Theorem 5.4 we can parametrize Σ in a neighborhood of supp(w) ∩ Γ by (s, ε), so that the
curves with ε constant are the characteristic curves of Σ. As Ei are Jacobi-like vector fields
it is easy to prove that g(Ei, T )
′′ = 0, so that g(Ei, T ) = g(Ei, T )
′(0)r+ g(Ei, T )(0) and, in
particular, we have g(E1, T ) = 0. This means that |V (r)| = |g(E2, T )||E1| = |F (p, s, r)||E1|
which vanishes if and only if F (p, s, r) = 0. As
∂F (p, 0, 0)
∂s
= −Z(|Nh|) = g(N, T )
Nh
Z(g(N, T )) = −c1,
we can apply the implicit function theorem i.e., there exists s(ε, r) such that the curve
F (p, s(ε, r), r) = 0 is a graph on Γ(ε). We have obtained
A(ϕr(U
′)) =
s0∫
−s0
ε0∫
−ε0
|F (p, s, r)||E1|dsdε
=
ε0∫
−ε0


s(ε,r)∫
−s0
F (p, s, r)|E1|ds−
s0∫
s(ε,r)
F (p, s, r)|E1|ds

 dε =
ε0∫
−ε0
fε(r)dε
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and
f ′′ε (r) = 2
∂F (p, s(ε, r), r)
∂r
|E1|∂s(ε, r)
∂r
+
s(ε,r)∫
−s0
(2
∂F (p, s, r)
∂r
∂|E1|
∂r
+ F (p.s, r)
∂2|E1|
∂r2
)ds
−
s0∫
s(ε,r)
(
2
∂F (p, s, r)
∂r
∂|E1|
∂r
+ F (p, s, r)
∂2|E1|
∂r2
)
ds
= w˙(ε)2 +
s0∫
−s0
2S(w)U(|E1|) + |Nh|U(U(|E1|))ds
we have that the second variation formula becomes
A′′(ϕr(U
′)) =
∫
(Σ0)c
S(w)2 +
∫
Σ
{2S(w)U(|E1|) + |Nh|U(U(|E1|))}dΣ
=
∫
Σ
{2wS(w)g(τ(Z), Z) + w2|Nh|(2g(τ(Z), νh)2 + g(τ(Z), Z)2)}dΣ
+
∫
(Σ0)c
S(w)2
=
∫
Σ
{2w2|Nh|(g(τ(Z), νh)2 + g(τ(Z), Z)2)}dΣ+
∫
Σ
divΣ(w
2g(τ(Z), Z)S)dΣ
+
∫
(Σ0)c
S(w)2,
where we have used lemma 3.3 and
U(U(|E1|)) = g(∇U∇UE1, E1) + g(∇UE1,∇UE1 − (g(∇UE1, E1)/|E1|2)E1)
= wg(∇Uτ(E1), E1) + g(∇UE1, N)2 + g(∇UE1, E2)2
= Z(w)2 + w2{2g(τ(Z), νh)2 + g(τ(Z), Z)2}
as
g(∇Uτ(E1), E1) = w(g(τ(Z), Z)2 + g(τ(Z), νh)2)
because of [15, equation 1.77].

Remark 7.7. The hypothesis Γ ∈ C3 is purely technical. We only need it when we apply
the implicit function theorem and it can be weakened. On the other hand in all examples
in our knowledge singular curves in area-stationary surfaces are C∞.
Finally we consider a variation which are constant in a neighborhood of the singular set.
This hypothesis is reasonable when we move the surface close to isolated singular points,
otherwise the second variation blow-up. By a tubular neighborhood of a singular point q we
mean the union of all the characteristic segments of length ε going in q or coming out from
q.
Lemma 7.8. Let Σ be a complete C2 area-stationary surface immersed in M with an
isolated singular point p0. Let w ∈ C20(Σ). We consider the variation of Σ given by
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p → expp(rw(p)Tp). Let U be a tubular neighborhood of p0 and assume that w is constant
near p0. Then there is a tubular neighborhood U
′ ⊂ U of p0 so that
A′′(ϕr(U
′)) =
∫
Σ
{2w2|Nh|(g(τ(Z), νh)2 + g(τ(Z), Z)2)}dΣ.
The proof is an analog of the previous one using variations moving singular curves. We
note that in this case F (p, s, r) = 0 if and only if p is equal to the original singular point p0
and the statement follows.
Remark 7.9. We note that Theorem 7.3 coincide with [23, Theorem 3.7] in the spacial case
of the Heisenberg group H1 and with [33, Theorem 5.2] for three Sasakian sub-Riemannian
manifolds. It can be easily see by (iv) in Lemma 3.1. Furthermore we will see in the next
section that (7.4) generalize the second variation formula in [9].
8. Two stability operators.
The first stability operator which we present gives a criteria for instability in the regular
set of a surface. It is the counterpart of the Riemannian one.
Proposition 8.1. Let Σ be a C2 immersed surface with unit normal vector N and singular
set Σ0 in a pseudo-hermitian manifold (M, gH, ω, J). Consider two functions u ∈ C0(Σ−Σ0)
and v ∈ C0(Σ− Σ0) which are C1 and C2 in the Z-direction respectively. If Σ is stable then
the index form
I(u, v) :=
∫
Σ
{|Nh|−1Z(u)Z(v) + quv}dΣ = −
∫
Σ
uL(v)dΣ > 0
where L is the following second order differential operator
(8.1)
L(v) := |Nh|−1{Z(Z(v))+|Nh|−1g(N, T )(−2|Nh|θ(S)−c1+2|Nh|2(c1+g(τ(Z), νh)))Z(v)−q|Nh|v},
with q defined in Theorem 7.3.
Proof. Following [23, Proposition 3.14] we prove that L(v) = divΣ(|Nh|−1Z(v)Z)+ |Nh|−1q.
In fact
divΣ(|Nh|−1Z(v)Z) = Z(|Nh|−1Z(v)) + |Nh|−1Z(v)divΣZ.
So by Lemma 3.1 we have
Z(|Nh|−1Z(v)) = |Nh|−1Z(Z(v))+|Nh|−2g(N, T )(−|Nh|θ(S)−c1+|Nh|2(c1+g(τ(Z), νh)))Z(v)
and divΣ(Z) = −g(N, T )θ(S) + g(N, T )|Nh|(c1 + g(τ(Z), νh)).
Finally it is sufficient to observe
0 =
∫
Σ
divΣ(|Nh|−1Z(v)uZ)dΣ =
∫
Σ
u divΣ(|Nh|−1Z(v)Z)dΣ +
∫
Σ
|Nh|−1Z(v)Z(u)dΣ
=
∫
Σ
uL(v)dΣ + I(u, v).
Really we need u, v ∈ C10(Σ − Σ0), but this condition can be weakened with an approxi-
mation argument, as in [23, Proposition 3.2].

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Now we present the analogous of [23, Lemma 3.17] and [23, Lemma 4.1], which are a sort
of integration by parts and a useful stability operator for non-singular surfaces respectively.
The proofs of the following Lemmae are straightforward generalization of the Heisenberg
case.
Lemma 8.2. Let Σ be a C2 immersed surface in a pseudo-hermitian 3-manifold (M, gH, ω, J)
, with unit normal vector N and singular set Σ0. Consider two functions u ∈ C0(Σ − Σ0)
and v ∈ C(Σ− Σ0) which are C1 and C2 in the Z-direction respectively. Then we have∫
Σ
|Nh|{Z(u)Z(v) + uZ(Z(v)) + c1|Nh|−1g(N, T )uZ(v)}dΣ = 0.
Lemma 8.3. Let Σ be a C2 immersed minimal surface in a pseudo-hermitian 3-manifold
(M, gH, ω, J) , with unit normal vector N and singular set Σ0. For any function u ∈
C0(Σ− Σ0) which is also C1 in the Z-direction we have
I(u|Nh|, u|Nh|) =
∫
Σ
|Nh|{Z(u)2 − L(|Nh|)u2}dΣ.
Now it is interesting compute L(|Nh|).
Lemma 8.4. Let Σ be a C2 immersed minimal surface in a pseudo-hermitian 3-manifold
(M, gH, ω, J) . Then
L(|Nh|) =W + c1g(τ(Z), νh)− 2c1|Nh|−2(|Nh|θ(S)− |Nh|2g(τ(Z), νh))− c21|Nh|−2g(N, T )2).
Proof. (of Lemma 8.4) By (v) in Lemma 3.1 we have that
Z(|Nh|) = g(N, T )(|Nh|θ(S) + c1 − |Nh|2(c1 + g(τ(Z), νh)))
and so
Z(Z(|Nh|)) =− |Nh|(|Nh|θ(S) + c1 − |Nh|2(c1 + g(τ(Z), νh)))2
+ Z(|Nh|)(g(N, T )θ(S)− 2g(N, T )|Nh|(c1 + g(τ(Z), νh)))
+ g(N, T )|Nh|Z(θ(S))− g(N, T )|Nh|2Z(g(τ(Z), νh)).
Now we observe that
−g(N, T )(c1|Nh|−1 + θ(S))Z(|Nh|) = Z(|Nh|)(g(N, T )θ(S)− g(N, T )|Nh|(c1 + g(τ(Z), νh)))
+
g(N, T )
|Nh| (−2|Nh|θ(S)− c1 + |Nh|
2(c1 + g(τ(Z), νh)))Z(|Nh|)
and
−|Nh|(|Nh|θ(S) + c1 − |Nh|2(c1+g(τ(Z), νh)))2 = −|Nh|3(θ(S)− |Nh|(c1 + g(τ(Z), νh)))2
− c21|Nh| − 2c1|Nh|2(θ(S)− |Nh|(c1 + g(τ(Z), νh))).
Now it is sufficient to substitute, use Lemma 3.1 (v), and (7.10) to obtain the required
formula.

Remark 8.5. By Lemma 8.4 it is simple to prove that our formula coincide with the one
in [9] in the special case of C3 surfaces, as the authors obtained that formula by deriving the
mean curvature. By
Z
(
g(N, T )
|Nh|
)
= |Nh|−3Z(g(N, T ))
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and (v) in Lemma 3.1 we have
(8.2) L(|Nh|) =W − c1g(τ(Z), νh) + 2c1Z
(g(N, T )
|Nh|
)
+ c21
g(N, T )2
|Nh|2 .
Equation (8.2) gives an easy criterion for the stability of vertical surfaces, which are the
surfaces in which g(N, T ) ≡ 0 holds. In the Heisenberg group these surfaces are vertical
planes and their stability was first proved in [14].
We conclude this section pasting the variations in the regular and in the singular set, to
obtain a stability operator in the spirit of [23, Proposition 4.11]. By a tubular neighborhood
of (Σ0)c ∩ supp(u) we mean the union of the tubular neighborhood of each singular curve
and each singular point lie in supp(u). We note that we are interested in a finite number
of singular curves and singular points, as we use variation function u compactly supported
and by Theorem 5.3.
Theorem 8.6. Let Σ be a C2 oriented minimal surface immersed in a pseudo-hermitian
3-manifold (M, gH, ω, J) , with singular set Σ0 and ∂Σ = ∅. If Σ is stable then, for any
function u ∈ C10(Σ) such that Z(u) = 0 in a tubular neighborhood of a singular curve and
constant in a tubular neighborhood of an isolated singular point, we have Q(u) > 0, where
Q(u) :=
∫
Σ
{|Nh|−1Z(u)2 + qu2}dΣ+ 2
∫
(Σ0)c
(ξ + ζ)g(Z, ν)u2d(Σ0)c +
∫
(Σ0)c
S(u)2d(Σ0)c.
Here d(Σ0)c is the Riemannian length measure on (Σ0)c, ν is the external unit normal to
(Σ0)c and q, ξ, ζ are defined in Theorem 7.3.
Proof. First we observe that Q(u) is well defined for any u ∈ C0(Σ), which is piecewise C1
in the Z-direction and C1 when restricted to Σ0. First we prove
(8.3)
Q(v) > 0, for any v ∈ C10(Σ) such that Z(v/g(N, T )) = 0 in a small tubular
neighborhood E of (Σ0)c.
Here we denote Σ0 ∩ supp(u) by (Σ0)c. Clearly the last hypothesis implies |Nh|−1Z(u)2 ∈
L1(Σ). Denoting by σ0 the radius of E and by K the support of v, respectively, we let Eσ be
the tubular neighborhood of (Σ0)c of radius σ ∈ (0, σ0/2) and let hσ, gσ be C∞0 (Σ) functions
such that gσ = 1 on K ∩ Eσ, supp(gσ) ⊂ E2σ and hσ + gσ = 1 on K. Finally we define
(8.4) Uσ = (hσv)N + gσ
v
g(N, T )
T.
Observe that supp(Uσ) ⊂ K and g(Uσ, N) = v on K. Now we define a variation ϕσr (p) =
expp(r(Uσ)p) and the area functional Aσ(r) = A(ϕ
σ
r (Σ)). As this variation is vertical when
restricted to Eσ we have that A
′′(ϕσr (Eσ)) is given by
A′′(ϕσ0 (Eσ)) =
∫
Eσ
{2v2|Nh|(g(τ(Z), νh)2 + g(τ(Z), Z)2)}dΣ+
∫
(Σ0)c
S(v)2dΣ0
and by Theorem 7.3 we have
A′′(ϕσ0 (Σ− Eσ)) =
∫
Σ−Eσ
{|Nh|−1Z(u)2 + u2q}dΣ+
∫
Σ−Eσ
divΣ(ξZ + ζZ + ηS)dΣ.
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If Σ is stable then A′′(0) > 0, so using the Riemannian divergence theorem we have∫
Eσ
{2v2|Nh|(g(τ(Z), νh)2 + (g(τ(Z), Z))2)}dΣ +
∫
(Σ0)c
S(v)2dΣ0
+
∫
Σ−Eσ
{|Nh|−1Z(u)2 + u2q}dΣ+ 2
∫
∂Eσ
(ξZ + ζZ)g(Z, ν)dl > 0,
where ν is the unit normal pointing into Eσ and dl denote the Riemannian length element.
Letting σ → 0, by the dominated convergence theorem we have proved condition 8.3.
Now we suppose u ∈ C10(Σ) with Z(u) = 0 in a tubular neighborhood E of (Σ0)c. Then
for any σ ∈ (0, 1) let Dσ be the open neighborhood of (Σ0)c such that |g(N, T )| = 1 − σ
on ∂Dσ. Exists σ0 > 0 such that Dσ ⊂ E for σ ∈ (0, σ0). Now we define the function
φσ : Σ→ [0, 1] given by
φσ =
{
|g(N, T )|, in Dσ,
1− σ, in Σ−Dσ.
We note that φσ is continuous, piecewise C1 in the Z-direction and the sequence {φσ}σ∈(0,σ0)
pointwise converge to 1 when σ → 0. Using Lemma 3.1 we have that |Nh|−1Z(g(N, T ))2
extends to a continuous function on Σ, so
lim
σ→σ0
∫
Σ
|Nh|−1Z(φσ)2dΣ = 0.
Now little modifying φσ around ∂Dσ we can consider a sequence of C1 functions {ψσ}σ∈(0,σ0)
with the same properties. Defining vσ = ψσu we have Q(vσ) > 0 for any σ ∈ (0, σ0) by
condition 8.3. Now is sufficient use the dominated convergence theorem and the Cauchy-
Schwartz inequality in L2(Σ) to show Q(vσ)→ Q(u) for σ → 0 and prove the statement.

9. Stable minimal surfaces inside a three-dimensional pseudo-hermitian
sub-Riemannian manifolds.
We present a generalization of [33, Proposition 6.2] in the case of a minimal vertical
surface of class C2 inside a three dimensional pseudo-hermitian manifold. A surface Σ with
unit normal vector N is a vertical surface if g(N, T ) ≡ 0. Obviously a vertical surface has
empty singular set.
Proposition 9.1. Let Σ be a C2 vertical minimal surface inside a pseudo-hermitian 3-
manifold (M, gH, ω, J) .
(i) If W − c1g(τ(Z), νh) > 0 on Σ, then Σ is unstable.
(ii) If W − c1g(τ(Z), νh) 6 0 on Σ, then Σ is stable.
Proof. For vertical surfaces 8.2 becomes
I(u|Nh|, u|Nh|) =
∫
Σ
|Nh|
{
Z(u)2 − (W − c1g(τ(Z), νh))u2
}
dΣ.
When W − c1g(τ(Z), νh) > 0 and Σ is compact we can use the function u ≡ 1 to get the
instability. In the non-compact case we can prove (i) with a suitable cut off of the constant
function 1. Point (ii) is immediate. 
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It is remarkable that the sign of the quantities W − c1g(τ(Z), νh) can be studied at least
for three-dimensional Lie groups carrying out a pseudo-hermitian structure. We have the
following classification result [29, Theorem 3.1]
Proposition 9.2. Let M be a simply connected contact 3-manifolds, homogeneous in the
sense of Boothby and Wang, [4]. Then M is one of the following Lie group:
(1) if M is unimodular
– the first Heisenberg group H1 when W = |τ | = 0;
– the three-sphere group SU(2) when W > 2|τ |;
– the group ˜SL(2,R) when −2|τ | 6=W < 2|τ |;
– the group E˜(2), universal cover of the group of rigid motions of the Euclidean
plane, when W = 2|τ | > 0;
– the group E(1, 1) of rigid motus of Minkowski 2-space, when W = −2|τ | < 0;
(2) if M is non-unimodular, the Lie algebra is given by
[X,Y ] = αY + 2T, [X,T ] = γY, [Y, T ] = 0, α 6= 0,
where {X,Y } is an orthonormal basis of H, J(X) = Y and T is the Reeb vector field.
In this case W < 2|τ | and when γ = 0 the structure is Sasakian and W = −α2.
Here |τ | denote the norm of the matrix of the pseudo-hermitian torsion with respect to an
orthonormal basis.
A Lie Group is unimodular when his left invariant Haar measure is also right invariant
[29, p. 248].
We remark that in [29] the author gives the classification in terms of the equivalent
invariant W1 =W/4 and |τ1| = 2
√
2|τ |. It is simple to show that if M is unimodular then
(9.1) W =
c1(c3 − c2)
2
and |τ | = |c2 + c3|
2
,
where the Lie algebra of M is defined by
[X,Y ] = c1T, [X,T ] = c2Y, [Y, T ] = c3X,
with {X,Y } orthonormal basis of H, J(X) = Y , T the Reeb vector field and the normal-
ization c1 = −2. In the non-unimodular case we have
(9.2) W = −α2 − γ and |τ | = |γ|.
Furthermore in a unimodular sub-Riemannian Lie group G the matrix of τ in the X,Y, T
basis is 
 0 c2+c32 0c2+c3
2 0 0
0 0 0


and by [15, p. 38] we can compute the following derivatives
(9.3)
∇XX = 0, ∇YX = 0, ∇TX = c3 − c2
2
Y,
∇XY = 0, ∇Y Y = 0, ∇TY = c2 − c3
2
X.
If we consider another orthonormal basis {X1, Y1, T } where J(X1) = Y1, X1 = a1X +
a2Y, Y1 = −a2X + a1Y the new torsion matrix becomes
(9.4)

 (c2 + c3)a1a2 c2+c32 (a21 − a22) 0c2+c3
2 (a
2
1 − a22) (c2 + c3)a1a2 0
0 0 0

 .
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Lemma 9.3. Let Σ a surface of constant mean curvature H immersed in a unimodular Lie
group G . Then
g(R(T, Z)νh, Z)− Z(g(τ(Z), νh)) = 2Hg(τ(Z), Z),
which vanishes when Σ is minimal.
Proof. By (9.4) we can express g(τ(Z), νh) = (c2 + c3)(1 − 2g(Z,X)2)/2 and
Z(g(τ(Z), νh)) = −2(c2 + c3)g(Z,X)(g(∇ZZ,X) + g(∇ZX,Z)).
Taking into account (4.1) and (9.3) we obtain
(9.5) Z(g(τ(Z), νh)) = 2Hg(τ(νh), νh).
On the other hand νh(g(τ(Z), Z)) = (c2 + c3)νh(g(νh, X)g(νh, Y )), calculating
(9.6)
νh(g(τ(Z), Z)) =(c2 + c3)g(νh, Y )(g(∇νhνh, X) + g(∇νhX, νh))
+ (c2 + c3)g(νh, X)(g(∇νhνh, Y ) + g(∇νhY, νh))
= −2θ(νh)g(τ(Z), νh),
where we have used (9.3). Finally taking into account (7.3), (7.2), (9.5) and (9.6) we get
the claim. 
Lemma 9.4. Let Σ be a C2 immersed minimal surface in M . Consider two functions
u ∈ C(Σ−Σ0) and v ∈ C(Σ−Σ0) which are C1 and C2 in the Z-direction, respectively. If v
never vanishes, then
(9.7)
I(uv−1|Nh|, uv−1|Nh|) =
∫
Σ
|Nh|v−2Z(u)2dΣ
+
∫
Σ
|Nh|u2{Z(v−1)2 − 1
2
Z(Z(v−4))− c1
2
g(N, T )
|Nh| Z(v
−4)}dΣ
−
∫
Σ
|Nh|L(|Nh|)(uv−1)2dΣ.
The proof is the same as of [23, Lemma 4.3] except that Lemma 8.2 is used instead of
[23, Lemma 3.17].
Proposition 9.5. Let Σ be a complete orientable C2 minimal surface with empty sin-
gular set immersed in a pseudo-hermitian 3-manifold (M, gH, ω, J) . We suppose that
g(R(T, Z)νh, Z)− Z(g(τ(Z), νh)) = 0 on Σ . If
(W − c1g(τ(Z), νh))(p0) > 0
for some p0 ∈ Σ, then the operator L satisfies L(|Nh|) > 0 on the characteristic curve
γ0 passing through p0. Moreover, L(|Nh|) = 0 over Σ if and only if g(N, T ) = 0 and
W − c1g(τ(Z), νh) = 0 on γ0.
Proof. We consider a point p ∈ Σ. Let I an open interval containing the origin and α : I → Σ
a piece of the integral curve of S passing through p. Consider the characteristic curve γε(s)
of Σ with γε(0) = α(ε). We define the map F : I × R → Σ given by F (ε, s) = γε(s) and
denote V (s) := (∂F/∂ε)(0, s) which is a Jacobi-like vector field along γ0, Proposition 4.3.
Clearly V (0) = (S)p. We denote by
′ the derivatives of functions depending on s, and the
covariant derivative along γ0 respect to ∇ and γ˙0 by Z. By (4.4) and (4.5)
(9.8) g(V, T )′ = −c1g(V, νh),
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(9.9)
1
c1
g(V, T )′′ = c1λg(V, Z)− Z(g(V, νh))
since
g(V ′, νh) = Z(g(V, νh)) + g(V, J(∇ZZ)) = Z(g(V, νh)).
Now we show that {V, Z} is a basis of TΣ along γ0. It is sufficient to show that g(V, T )
and g(V, νh) do not vanish simultaneously. Suppose there exists s0 such that g(V, T )(s0) =
g(V, νh)(s0) = 0. This means that V (s0) is co-linear with (Z)s0 and
g(V, T )′(s0) = g(V, T )
′′(s0) = 0
by (9.8) and (9.9). As g(V, T ) satisfies the differential equation in Proposition 4.3 (iv) we
deduce g(V, T ) = 0 along γ0 which is impossible as g(V, T )(0) = −|Nh| < 0. We have proved
that g(V, T ) never vanishes along γ0 as Σ0 is empty.
By (9.5) we have W − c1g(τ(Z), νh) = k2, with k > 0. If k = 0 then solving the ordinary
differential equation in Proposition 4.3 (iv) we have
g(V, T )(s) = as2 + bs+ c,
where a, b, c are given by
a = g(V, T )′′(0)/2 = −c1Z(g(N, T ))/2,
b = g(V, T )′(0) = −c1g(N, T ),
c = g(V, T )(0) = −|Nh|.
Now g(V, T ) 6= 0 implies b2 − 4ac < 0 or a = b = 0. In the first case we get
b2 − 4ac = {c21g(N, T )2 − 2c1|Nh|Z(g(N, T ))} > −{c21g(N, T )2 + 2c1|Nh|Z(g(N, T ))}
and the right term is equal to
−|Nh|2
{
2c1Z
(
g(N, T )
|Nh|
)
+ c21
g(N, T )2
|Nh|2
}
,
which implies L(|Nh|) > 0. On the other hand a = b = 0 implies that Σ is a vertical surface
and L(|Nh|) = 0. We note that in any vertical surface b2 − 4ac = 0 so that L(|Nh|) = 0.
Now we suppose k 6= 0. Then by Proposition 4.3 (iv) we get
g(V, T )(s) =
1
k
(a sin(ks)− b cos(ks)) + c,
with a, b, c given by
a = g(V, T )′(0) = −c1g(N, T ),
b =
1
k
g(V, T )′′(0) = −c1
k
Z(g(N, T )),
c =
1
k2
g(V, T )′′(0) + g(V, T )(0) =
b
k
− |Nh|.
As in [33, Proof of Proposition 6.6] we have g(V, T )(s) 6= 0 for all s if and only if
0 < k2|Nh|2 − 2k|Nh|b − a2 = |Nh|2L(|Nh|),
which implies L(|Nh|) > 0.

Lemma 9.6. Let Σ be a C2 complete, oriented, immersed, CMC surface with empty singular
set in a pseudo-hermitian 3-manifold (M, gH, ω, J) . Then any characteristic curve of Σ is
an injective curve or a close curve.
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Proof. Since characteristic curves are the trajectories of the vector field Z, they are injectives
or closed curves.

Remark 9.7. It is remarkable that Lemma 9.6, together with [33, Remark 6.8], implies
that [33, Theorem 6.7] holds for all homogeneous Sasakian sub-Riemannian 3-manifolds.
We only have to reason as in the last part of the proof of Proposition 9.8 below.
Proposition 9.8. Let Σ be a C2 complete orientable surface with empty singular set im-
mersed in a pseudo-hermitian 3-manifold (M, gH, ω, J) . We suppose that g(R(T, Z)νh, Z)−
Z(g(τ(Z), νh)) = 0 on Σ and the quantity W − c1g(τ(Z), νh) is constant along character-
istic curves. We also assume that all characteristic curves in Σ are either closed or non-
closed. If Σ is a stable minimal surface, then W − c1g(τ(Z), νh) 6 0 on Σ. Moreover, if
W − c1g(τ(Z), νh) = 0 then Σ is a stable vertical surface.
Proof. We need to prove that when exists p ∈ Σ such that W − c1g(τ(Z), νh) > 0 in p
and L(|Nh|) 6= 0 over the characteristic curve passing through p in Σ, then Σ is unstable,
in virtue of Proposition 9.5. We consider p ∈ Σ such that L(|Nh|)(p) > 0. We denote
by γ0(s) the characteristic curve passing through p and we denote by α(ε) the integral
curve of S passing through p, parametrized by arc-length. As the surface is not singular
Σ is foliated by characteristic curves, we denote by γε(s) the characteristic curve passing
through α(ε) parametrized by arc-length. We obtain a C1 map F : I × I ′ → Σ given
by F (ε, s) = γε(s) which parametrizes a neighborhood of the characteristic curve γ0 on
Σ, where I ′ is an interval, compact or not, where live the parameter s and I = [−ε0, ε0]
with ε0 ∈ R eventually small. By Proposition 4.3 Vε(s) := (∂F/∂ε)(ε, s) is a Jacobi-like
vector field along γε and the function g(Vε, T ) never vanishes since Σ0 = ∅. Furthermore
Vε(0) = (S)α(ε) implies that g(Vε, T ) < 0. We define the function fε := g(Vε, S) and it is
immediate that g(Vε, T ) = −fε|Nh| and g(Vε, νh) = fεg(N, T ) where |Nh| and g(N, T ) are
evaluated along γε. The Riemannian area element of Σ with respect to the coordinates (ε, s)
is given by
dΣ = (|Vε|2 − g(Vε, γ˙ε))1/2 = fε ds dε.
We define the function
(9.10) v(ε, s) := |g(Vε, T )(s)|1/2 = (fε|Nh|)1/2,
which is positive, continuous on I × I ′ and C∞ along characteristic curves, by Proposition
4.3. Denoting vε(s) = v(ε, s) and denoting by
′ the derivatives with respect to s, by (9.8)
and (9.9) we get
(v−2ε )
′ = g(Vε, T )
−2g(Vε, T )
′ = −c1 g(N, T )
fε|Nh|2 ,
(v−4ε )
′ = −2g(Vε, T )−3g(Vε, T )′ = −2c1 g(N, T )
f2ε |Nh|3
,
(v−4ε )
′′ = 6g(Vε, T )
−4(g(Vε, T )
′)2 − 2g(Vε, T )−3g(Vε, T )′′ = 4c21
g(N, T )2
f2ε |Nh|4
− 2c1Z(|Nh|
−1g(N, T ))
f2ε |Nh|2
,
where we have used g(Vε, νh) = −g(Vε, T )|Nh|−1g(N, T ), and consequently
(9.11)
((v−2ε )
′)2 − 1
2
(v−4ε )
′′ − c1
2
g(N, T )
|Nh| (v
−4
ε )
′ = c1
Z(|Nh|−1g(N, T ))
f2ε |Nh|2
=
L(|Nh|)
2f2ε |Nh|2
− W − c1 g(τ(Z), νh)+c
2
1|Nh|−2g(N, T )2
2f2ε |Nh|2
.
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Now we consider a function φ : R → R such that φ ∈ C∞0 (I) and φ(0) > 0. Let ρ a
positive constant such that |φ′(ε)| 6 ρ for any ε ∈ R. We distinguish two cases. First we
suppose that the family of curves γε is defined in the whole real line for ε small enough. For
any n ∈ N we consider the function un : I × I ′ → R defined by un(ε, s) := φ(ε)φ(s/n), with
I ′ = R. At this point we can conclude as in [33, proof of Theorem 6.7].
In the second case we consider a family of closed curves γε with eventually different length
lε. We can parametrize all the curves as γε(t) : I
′ → Σ, with t = s l0/lε and I ′ = [0, l0]. In
this case we get
((v−2ε )
′)2 − 1
2
(v−4ε )
′′ − c1
2
g(N, T )
|Nh| (v
−4
ε )
′ =
l0
lε
c1
Z(|Nh|−1g(N, T ))
f2ε |Nh|2
=
lo
lε
L(|Nh|)
2f2ε |Nh|2
− l0
lε
W − c1 g(τ(Z), νh)+c21|Nh|−2g(N, T )2
2f2ε |Nh|2
.
Now it is sufficient reasoning as above changing the definition of the function φn(t) := φ(0)
to conclude as in [33, proof of Theorem 6.7].
We observe that, chosen a point p ∈ Σ, the curve γ0 passing through p can be closed
(resp. non-closed) but the other characteristic curves γε can be non-closed (reps. closed)
even for ε0 small. In this case we can choose our initial point in another non-closed (reps.
closed) curves.

Remark 9.9. The proof of Proposition 9.8 works under weaker assumptions, i.e. when the
closed and non-closed characteristic curves of Σ are not dense the ones in the others.
Corollary 9.10. There are not complete stable minimal surfaces with empty singular set
in the three-sphere group SU(2).
Proof. By Proposition 9.2 in SU(2) we haveW −2g(τ(Z), νh) > 0 and we get the statement
using Theorem 9.8. 
Remark 9.11. In [33, Corollary 6.9(ii)] the author shows that complete stable minimal
surfaces with empty singular set do not exist in the pseudo-hermitian 3-sphere, which is the
only Sasakian structure of SU(2).
10. Classification of complete, stable, minimal surfaces in the
roto-traslation group RT .
We consider the group of rigid motions of the Euclidean plane. The underlying manifold
is R2 × S1 where the horizontal distribution H is generated by the vector fields
X =
∂
∂α
and Y = cos(α)
∂
∂x
+ sin(α)
∂
∂y
,
the Reeb vector field is
T = sin(α)
∂
∂x
− cos(α) ∂
∂y
and the contact form is ω = sin(α) dx − cos(α) dy, [5]. Furthermore we have the following
Lie brackets
[X,Y ] = −T, [X,T ] = Y, [Y, T ] = 0
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which imply W = 1/2 and that the matrix of the pseudo-hermitian torsion with respect to
the basis {X,Y, T } is 
 0 12 01
2 0 0
0 0 0


By [22, Theorem 1.2] a characteristic curve γ(t) = (x(t), y(t), α(t)) of curvature λ = 0
with initial conditions γ(0) = (x0, y0, α0) and ˙γ(0) = (x˙0, y˙0, α˙0) in RT is of the form
(10.1) γ(t) = (x0 +R0 cos(α0)t, y0 +R0 sin(α0)t, α0)
when θ0 = 0 or
(10.2) γ(t) = (x0+(R0/α˙0)(sin(α(t))−sin(α0)), y0+(R0/α˙0)(cos(α0)−cos(α(t))), α0+α˙0t)
otherwise, where R0 =
√
x˙0
2 + y˙0
2. We underline that the first family of curves is composed
by sub-Riemannian geodesic but the second one only when R0 = 0.
We investigate the equation of a minimal surface Σ defined as the zero level set of a
function u(α, x, y). We consider the horizontal unit normal and the characteristic field
νH =
(uαX + (cos(α)ux + sin(α)uy)Y )
(u2α + cos
2(α)u2x + sin
2(α)u2y)
1/2
, Z =
(cos(α)ux + sin(α)uy)X − uαY
(u2α + cos
2(α)u2x + sin
2(α)u2y)
1/2
respectively. By a direct computation we get the minimal surface equation
(10.3)
u2α(cos
2(α)uxx + 2 cos(α) sin(α)uxy + sin
2(α)uyy) + (cos(α)ux + sin(α)uy)
2uαα
− uα(cos(α)ux + sin(α)uy)(2 cos(α)uαx + 2 sin(α)uαy − sin(α)ux + cos(α)uy) = 0.
Remark 10.1. In RT we can express
g(τ(Z), Z) = g(Z,X)g(Z, Y ) = −g(νh, X)g(νh, Y )
and
g(τ(Z), νh) = 1/2− g(νh, Y )2
which imply W − g(τ(Z), νh) = g(νh, Y )2 = g(Z,X)2.
Corollary 10.2. Let Σ be a C2 stable, oriented, complete, immersed minimal surface in
RT with empty singular set. Then Σ is a vertical plane of the form Σa = {(x, y, α) ∈ RT :
α = a ∈ S1} .
We note that there exists another family of vertical surfaces composed of the left-handed
helicoids Σb = {(x, y, α) ∈ RT : cos(b α)x+sin(b α)y = 0, b ∈ S1}, that are unstable minimal
surfaces. In fact the horizontal normal of Σb is
νh =
(− sin(α)x + cos(α)y)X + Y
(1 + (− sin(α)x + cos(α)y)2)1/2
which implies W − g(τ(Z), νh) > 0 outside the line {x = y = 0}.
Lemma 10.3. In RT there do not exist minimal surfaces with isolated singular points.
Proof. We can suppose that the singular point is the origin. Then T0Σ = span{∂x, ∂α}.
The unique way to construct a minimal surface is to to put together all characteristic curves
starting from 0, in the directions of T0Σ with curvature λ = 0, Theorem 5.3. But in this way
we construct a right-handed helicoid denoted Σc below, which contains a singular line. 
Lemma 10.4. Let Σ be a complete area-stationary surface of class C2 in RT which contains
a singular curve Γ. Then Σ is a right-handed helicoid Σc or a plane Σa,b,c defined below.
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Proof. We consider a singular curve Γ(ε) in Σ. Then as Σ is foliated by characteristic
curves we can parametrize it by the map F (ε, s) = γε(s), where γε(s) is the characteristic
curves with initial data γε(0) = Γ(ε) and γ˙ε(0) = J(Γ˙(ε)). We define the function Vε(s) :=
(∂F/∂ε)(s, ε) that is a smooth Jacobi-like vector field along γε(s). The vertical component
of Vε satisfies the ordinary differential equation
g(Vε, T )
′′′ + kε g(Vε, T )
′ = 0,
with kε = g(γ˙ε(s), X)
2 that is constant along γε(s). We suppose that a characteristic curve
γε˜(s) is not a sub-Riemannian geodesic, it means that 0 < kε˜ < 1. As g(Vε, T )
′(0) = 0 and
g(Vε, T )
′′(0) = 0 by (4.4), (4.5) and the fact that Γ is a singular curve, we get
(10.4) g(Vε, T )(s) = − 1√
kε
sin(
√
kε s)
and we find another singular point at distance pi/
√
kε. The singular point is contained in a
singular curve Γ1 composed of points of the type γε(sε), with sε = pi/
√
kε. Σ area-stationary
implies g(Γ˙1(ε), J(γ˙ε(sε))) = 0. Now we prove that g(Vε, γ˙ε)(s) is constant along γε. It is
zero in the initial point and we suppose it is increasing or decreasing. By point (ii) in
Proposition 4.3 we get that it has a maximum or a minimum in sε and so Vε(sε) and γ˙ε(sε)
are co-linear. This is impossible and we have proved Vε(sε) = Γ˙1(ε). Finally integrating
g(Vε, γ˙ε)(s) along γε by point (ii) in Proposition 4.3 we get
0 =
sε∫
0
g(Vε, γ˙ε)
′(s)ds = −
sε∫
0
g(Vε, T )(s)g(τ(γ˙ε), γ˙ε)(s)ds,
that is impossible since g(Vε, T ) > 0 on (0, sε) and g(τ(γ˙ε), γ˙ε) = g(γ˙ε, X)
√
1− g(γ˙ε, X)2 is
a constant different from zero. We have proved that each γε is a sub-Riemannian geodesic
and k = kε is equal to 0 or 1. When k = 0 we get the surface a right-hand helicoid and
when k = 1 we get a plane.

Remark 10.5. In [36, Example 2.1] the author gives examples of minimal surfaces of
equations ax + b sin(α) + c = 0 and x − y + c(sin(α + cos(α))) + d = 0. Also the surfaces
ay − b cos(α) + c = 0 and x + y + c(sin(α + cos(α))) + d = 0 are minimal surfaces with a
similar property, in fact they satisfy g(τ(Z), νh) = 0 . We remark that all these examples
are not area-stationary.
For example in the surface described by x + sin(α) = 0 we have Z = (− cos(α)X +
cos(α)Y/(2| cos(α)|) that is not orthogonal to the singular curves Γ1 = {(−1, y, pi/2) ∈ RT :
y ∈ R} and Γ2 = {(1, y, 3pi/2) ∈ RT : y ∈ R}.
Lemma 10.6. Let Σ be a surface defined by a function u(x, y) = 0, with u : R2 → R of
class C2 and (ux, uy) 6= (0, 0). Then Σ is a minimal surface that is area-stationary if and
only if it is a plane Σa,b,c = {(x, y, α) ∈ RT : ax+ by + c = 0, a, b ∈ R, c ∈ S1}.
Proof. It is sufficient observe that uα or uαα multiply each term of equation (10.3). Fur-
thermore it is clear that a surface Σ of the type u = u(x, y) contains two singular curves
whose union is Σ0 = {(x, y, α)RT : cos(α)ux+sin(α)uy = 0}; by Lemma 10.4 the surface is
a plane Σa,b,c = {(x, y, α) ∈ RT : ax+ by + c = 0, a, b ∈ R, c ∈ S1} . 
In the sequel we investigate the stability of the two families of area-stationary surfaces
that contains singular curves.
Proposition 10.7. All planes Σa,b,c = {(x, y, α) ∈ RT : ax+ by + c = 0, a, b ∈ R, c ∈ S1}
are unstable area-stationary surfaces.
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Proof. We take for simplicity a plane of equation y = 0. Then we have
νh =
sin(α)
| sin(α)|Y Z =
sin(α)
| sin(α)|X.
Then we get g(τ(Z), νh) = −1/2 and W − g(τ(Z), νh) = 1 by Remark 10.1. Furthermore
using (9.3) we can compute θ(S) = −|Nh| and putting a function u = u(x), with u ∈
C∞0 ([−x0, x0]) and x0 > 0, in the stability operator in Theorem 8.6 we get
Q(u) =

 ∫
[−x0,x0]
u(x)2 dx



− ∫
[0,2pi]
1
4
| sin(α)|3| cos(α)| dα

 + 2 ∫
[−x0,x0]
u′(x)2 dx
and as
inf



∫
R
u′(x) dx



∫
R
u(x)2 dx

−1 : u ∈ C∞0 (R)

 = 0,
there exists a function u ∈ C∞0 ([−x0, x0]) such that Q(u) < 0.

Remark 10.8. A plane characterized by equation ax + by + cα = d is not minimal if
a, b, c 6= 0.
Proof. That plane is minimal if and only if the following equation hold:
c{ab(cos2 α− sin2 α) + cosα sinα(b2 − a2)} = 0,
that implies c = 0 or a = b = 0. 
Proposition 10.9. Let Σc = {(x, y, α) ∈ RT : x sin(c α) − y cos(c α) = 0, c ∈ S1}. Then
Σc is a stable, area-stationary surface.
Proof. By a direct substitution in (10.3) Σc is minimal. Now we suppose c = 1 for simplicity
and we have
νh =
x cos(α) + y sin(α)
|x cos(α) + y sin(α)|X, Z =
x cos(α) + y sin(α)
|x cos(α) + y sin(α)|Y
outside the only singular curve Γ0 = {(x, y, α) ∈ S1 : x = y = 0}, so the characteristic
curves meet orthogonally the singular one.
Now by (9.3) we have θ(S) = |Nh| and by Remark 10.1 we get −W + g(τ(Z), νh)) = 0
and g(τ(Z), νh) = 1/2. Then the stability operator for non-singular surfaces in Theorem 8.6
become
Q(u) =
∫
Σ
{
|Nh|−1Z(u)2 + |Nh|
(
1− 1
4
|Nh|2
)
u2
}
dΣ + 4
∫
Γ0
(u
∣∣
Γ0
)2dΓ0 +
∫
Γ0
S(u
∣∣
Γ0
)2dΓ0,
which is non-negative for all functions u ∈ C10(Σc). 
Theorem 10.10. Let Σ be a stable, immersed, oriented and complete surface of class C2 in
RT . Then we distinguish two cases:
(i) if Σ is a non-singular surface, then it is a vertical plane Σa;
(ii) if Σ is a surface with non-empty singular set, then it is the right-handed helicoid Σc.
Finally we would remark that the family of planes Σa are area-minimizing by a standard
calibration argument, in fact they form a family of area-stationary surfaces who foliate RT .
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