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Abstract
The stability of linear neutral delay-di/erential systems with a single delay via Routh–Hurwitz and Schur–Cohn criteria
is investigated. Some algebraic criteria for delay-independent stability are presented. These criteria may complement those
reported in the literature. Finally, two examples illustrate the criteria. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Consider a linear neutral delay-di/erential system
x˙(t) = Ax(t) + Bx(t − ) + Cx˙(t − ); (1)
where A, B and C are n×n real constant matrices, and  is a positive constant. Many practical prob-
lems can be described by neutral delay-di/erential systems. For example, automatic control [5,7,15],
circuit theory [1], population dynamics [6] and bioengineering [19]. As is well-known, the stability
criteria for system (1) can be divided into two categories according to their dependence upon the
size of delays. The criteria which do not include information on delays are called delay-independent
whereas those carrying information on the delays are referred to as delay-dependent criteria. The
investigation for the stability of (1) has attracted much attention [1–3,5,6,8–12,14–16,18,20,21] More-
over, some “simple” suBcient conditions for the stability of (1) have been proposed by introducing
the measure of a matrix in [1,10,12,18,20]. The word “simple” means that the conditions are easy to
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check, such as Routh–Hurwitz criterion, Schur–Cohn criterion, the diagonal dominance condition or
the positivity minors of a matrix, etc. Along the same line, the stability of (1) via Routh–Hurwitz
and Schur–Cohn criteria is investigated in this paper. Some simple criteria for delay-independent
stability are presented. The criteria may complement those in [1,10,12,18,20]. An outline of the
paper is as follows. First, suBcient conditions for delay-independent stability of (1) will be derived.
Next, two simple criteria for stability of (1) via Routh–Hurwitz and Schur–Cohn criteria are given.
Finally, two examples illustrate the criteria proposed.
2. Stability of linear NDDEs
The following theorem is our main result in the section.
Theorem 2.1. System (1) is asymptotically stable if the conditions
R	i(A)¡ 0; (i = 1; : : : ; n) (2)
and
sup[(I − A)−1(B+ C)]¡ 1 ∀ ∈ C such that R¿0 (3)
hold; where 	i(F) and (F) stand for the ith eigenvalue and the spectral radius; respectively; of a
complex-valued matrix F.
The Laplace transformation for (1) implies
= det[(sI − A)− (B+ Cs) exp(−s)] = 0 (4)
as its characteristic equation. Thus, the stability analysis of (1) is reduced to the corresponding
root-locus problem. First, we recall the following lemma.
Lemma 2.1. [9] If
aD = {supRs:= 0}
and aD¡ 0; then the system (1) is asymptotically stable.
Proof of Theorem 2.1. The characteristic equation of (1) is
= P(s; exp(−s)) = 0;
For Rs¿0, we have
P(s; exp(−s)) = det [sI − A] det [I − (sI − A)−1(B+ Cs) exp(−s)]
= det[sI − A]
n∏
i=1
(1− 	i[(sI − A)−1(B+ Cs) exp(−s)])
and
|	i[(sI − A)−1(B+ Cs)] exp(−s)|6[(sI − A)−1(B+ Cs)]|exp(−s)|¡ 1 (i = 1; 2; : : : ; n):
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Thus, we have
P(s; exp(− s)) = 0 for Rs¿0;
i.e.,
= P(s; exp(− s)) = 0
implies Rs¡ 0:
Assume that there is a sequence of roots sn of the characteristic Eq. (4) whose real parts are not
bounded away from zero, i.e., Rsn → 0 and Rsn ¡ 0. Since R	i(A)¡ 0, each eigenvalue
	i[(sI − A)−1(B+ Cs)]
is an analytic function of s for Rs¿0: Because |	i[(sI − A)−1(B + Cs)]| can obtain its maximum
for Rs¿0: Assumption (3) implies that there exists a positive constant  and
sup[(sI − A)−1(B+ Cs)] = sup max
i
|	i[(sI − A)−1(B+ Cs)]|= 1−  for Rs¿0:
Hence, we have
sup[(I − A)−1(B+ C)]61−  for R= 0:
For suBciently large n there exist a positive constant 1 and a characteristic root sn (we choose
16) such that, |Rsn| suBciently small, Rsn ¡ 0 and∣∣∣∣maxi |	i[(snI − A)−1(B+ Csn)]| − sup[(I − A)−1(B+ C)]
∣∣∣∣¡1:
For R= 0; we have
|	i[(snI − A)−1(B+ Csn)]|6 sup[(I − A)−1(B+ C)] + 1
6 1− + 1¡ 1:
By choosing n large enough we have
|	i[(snI − A)−1(B+ Csn)]| exp(−sn)¡ 1
and thus,
= det[snI − A] det[I − (snI − A)−1(B+ Csn) exp(−sn)] = 0
for Rsn ¡ 0 and Rsn → 0. This contradicts the assumptions that there is a sequence of roots sn such
that Rs¡ 0 and Rs → 0. In view of Lemma 2.1, the proof is completed.
Denition 2.1. Assume that R	i(A)¡ 0 for i = 1; : : : ; n: We deKne the following matrices:
L= (I − A)−1(B+ C);
M = (I − A)−1(B− C);
and
N = (I − A)−1(I + A):
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Theorem 2.2. If
(i)
s=
1− z
1 + z
for Rs¿0 and |z|61
and
(ii)
R	i(A)¡ 0; (i = 1; : : : ; n);
then we have that the equality
(sI − A)−1(B+ sC) = (I − zN )−1(L+ zM)
holds for Rs¿0 and |z|61.
Proof. It is easy to obtain
(I − zN ) =
[
I − 1− s
1 + s
(I − A)−1(I + A)
]
= [I(1 + s)− (1− s)(I − A)−1(I + A)](1 + s)−1
= (I − A)−1[(I − A)(1 + s)− (1− s)(I + A)](1 + s)−1
= 2(I − A)−1(sI − A)(1 + s)−1:
For Rs¿0 and R	i(A)¡ 0; we have |z|61; and (I − zN )−1 exists. We can obtain
(L+ zM) =
[
(I − A)−1(B+ C) + 1− s
1 + s
(I − A)−1(B− C)
]
= (I − A)−1[(B+ C)(1 + s) + (B− C)(1− s)](1 + s)−1
= 2(I − A)−1(B+ Cs)(1 + s)−1:
Hence, we complete the proof.
In view of Theorems 2.1 and 2.2, we can obtain the following theorem immediately.
Theorem 2.3. System (1) is asymptotically stable if the conditions
(i)
R	i(A)¡ 0; (i = 1; : : : ; n)
and
(ii)
sup[(I − zN )−1(L+ zM)]¡ 1 ∀z ∈ C and |z|61
hold.
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3. Algebraic stability criteria for NDDEs
We notice the following deKnitions and lemmas.
Denition 3.1 (Lancaster and Tismenetsky [17]). Let W ∈Cn×n with elements wjk and |W | denote
the nonnegative matrix in Rn×n with elements |wjk |. Let W = {wjk} and V = {vjk} be matrices in
Rn×n. We write W¿V if and only if wjk¿vjk for each (j; k).
Lemma 3.1 (Lancaster and Tismenetsky [17]). Let W ∈Cn×n and V ∈Rn×n: If |W |6V; then (W )
6(V ):
Lemma 3.2 (Lancaster and Tismenetsky [17]). If (W )¡ 1; then (I −W )−1 exists and
(I −W )−1 = I +W +W 2 + · · · :
Denition 3.2. Assume (|N |)¡ 1: For an integer q¿1, we deKne the matrices
X (0) = (I − |N |)−1(|NL|+ |NM |);
X (q) =
q∑
j=1
{|NjL|+ |NjM |}+ (I − |N |)−1(|Nq+1L|+ |Nq+1M |);
G0 = |L|+ |M |+ X (0);
and
Gq = |L|+ |M |+ X (q);
where the matrices L;M; and N are given by DeKnition 2.1.
We can obtain the following two theorems.
Theorem 3.1. Assume that (|N |)¡ 1 and |z|61; then;
|(I − zN )−1(L+ zM)|6|L|+ |M |+ X (q)6|L|+ |M |+ X (0)
and
X (q+ 1)6X (q) for integer q¿1:
Proof. Let zN = T . We have |T |6|N | for |z|61. In view of Lemma 3.2
|(I − zN )−1(L+ zM)| = |(I + T + T 2 + · · ·)(L+ zM)|
= |(L+ zM) + (T + T 2 + · · ·)(L+ zM)|
6 |L|+ |M |+ |(T + T 2 + · · ·)(L+ zM)|
= |L|+ |M |+ |(I + T + T 2 + · · ·)(TL+ TzM)|;
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i.e.,
|(I − zN )−1(L+ zM)|6|L|+ |M |+ |(I + T + T 2 + · · ·)(TL+ TzM)|: (5)
In view of inequality (5), |T |6|N |, |T jL|6|NjL| and |T jzM |6|NjM | for positive integer j, we
obtain
(I − zN )−1(L+ zM)|6|L|+ |M |+
∣∣∣∣∣∣
q∑
j=1
(T jL+ T jzM) + (I − T )−1(Tq+1L+ Tq+1zM)
∣∣∣∣∣∣
6|L|+ |M |+
q∑
j=1
(|NjL|+ |NjM |) + (I − |N |)−1(|Nq+1L|+ |Nq+1M |)
= |L|+ |M |+ X (q):
We will prove the inequality X (q)6X (0) holds for integer q¿1: We have
X (q) =
q∑
j=1
(|NjL|+ |NjM |) + (I − |N |)−1(|Nq+1L|+ |Nq+1M |)
=
q∑
j=1
(|NjL|+ |NjM |) + (I + |N |+ |N |2 + · · ·)(|Nq+1L|+ |Nq+1M |)
=
q∑
j=1
(|NjL|+ |NjM |) + |Nq+1L|+ |Nq+1M |
+|N ||Nq+1L|+ |N ||Nq+1M |+ |N |2|Nq+1L|+ |N |2|Nq+1M |+ · · ·
6 (|NL|+ |NM |) + |N |(|NL|+ |NM |) + |N |2(|NL|+ |NM |) + · · ·
+|N |q(|NM |+ |NL|) + · · ·
= (I + |N |+ |N |2 + |N |3 + · · ·)(|NL|+ |NM |)
= X (0):
Similarly, we can prove the inequality X (q+1)6X (q) holds for q¿1: The proof is completed.
In view of Theorem 3.1 and Lemma 3.1, it is easy to prove the following result.
Theorem 3.2. If R	i(A)¡ 0 and (|N |)¡ 1; then
[|(I − zN )−1(L+ zM)|]6(Gq)6(G0);
and
(Gq+1)6(Gq)
hold for |z|61 and integer q¿1; where the matrices G0 and Gq are given by De?nition 3:2.
G.-D. Hu et al. / Journal of Computational and Applied Mathematics 135 (2001) 125–133 131
By means of Theorems 2.3 and 3.2, we can obtain our main results as follows.
Theorem 3.3. If
(i) R	i(A)¡ 0; (i = 1; : : : ; n)
and
(ii) (|N |)¡ 1 and (G0)¡ 1
hold; then system (1) is asymptotically stable; where the matrix G0 is given by De?nition 3:2.
A further criterion is:
Theorem 3.4. If
(i) R	i(A)¡ 0; (i = 1; : : : ; n)
and
(ii) (|N |)¡ 1 and (Gq)¡ 1 for some integer q¿1
hold; then system (1) is asymptotically stable; where the matrix Gq is given by De?nition 3:2.
Remark 3.1. If the linear continuous system
u˙(t) = Au(t) (6)
and the two linear di/erence systems
y(j + 1) = G0y(j) (7)
and
z(j + 1) = |N |z(j) (8)
are asymptotically stable, then system (1) is asymptotically stable. It is easy to check the stability
of system (6) by Routh–Hurwitz Criterion [13] and systems (7) and (8) by Schur–Cohn Criterion
[13], respectively. Because of Gq6G0; for integer q¿1; Theorem 3.4 is sharper than Theorem 3.3.
4. Two examples
We will illustrate our stability criterion (Theorem 3.3) for system (1) using two examples. All
computations in the section are carried out by Matlab. The formulae of matrix norm and matrix
measure
‖A‖2 =
√
	max(ATA)
and
.2[A] = 12 [	max(A+ A
T)]
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can be found in [4]. We will compare Theorem 3.3 with the following four criteria for asymptotic
stability of system (1) in the case of ‖C‖2¡ 1: Criterion 1 [10,12]:
k1 = .2[A] + ‖B‖2 +
‖CA‖2 + ‖CB‖2
1− ‖C‖2
¡ 0;
criterion 2 [18]:
k2 = .2[A] + ‖B‖2 +
‖C‖2‖A‖2 + ‖C‖2‖B‖2
1− ‖C‖2
¡ 0;
criterion 3 [1]:
k3 = .2[A] +
‖AC + B‖2
1− ‖C‖2
¡ 0;
and criterion 4 [20]:
k4 = s(A# + |B|+ |C|(I − |C|)−1(|A|+ |B|))¡ 0;
(|C|)¡ 1;
where A# = (a#ij); a
#
ij := |aij| if i = j and a#ii :=R(aii); |B| := (|bij|); |A| and |C| are deKned similarly.
The function s(M) = maxi R(	i(M)); and (|C|) is the spectral radius of |C|.
Example 1. Consider system (1) with
A=
[−29 0
−3 −30
]
; B=
[
0:01 0:1
−0:2 0:1
]
and C =
[
0:3 −0:6
−0:2 0:5
]
:
We have ‖C‖2 = 0:8595¡ 1; k1 = 149:8769; k2 = 164:1055; k3 = 142:9314; k4 = 75:81497361 and
(|C|)= 0:5196152. Hence we cannot determine whether system (1) is stable using the four criteria
since k1; k2; k3 and k4 are positive. For system (1) with the above matrices, we have R	i(A)¡ 0 for
i = 1; 2 and (|N |) = 0:9355¡ 1: Now we compute (G0) = 0:8778¡ 1; where G0 = |L| + |M | +
[I − |N |]−1[|NL|+ |NM |]: According to Theorem 3.3; system (1) is asymptotically stable.
Example 2. Consider system (1) with
A=
[−29 1
−2 −30
]
; B=
[
0:5 0
−0:2 0:1
]
and C =
[
0:7 −0:1
−0:6 0:3
]
:
We can obtain ‖C‖2 = 0:9621¡ 1, and k1 = 718:0785; k2 = 753:8733; k3 = 694:4738, and k4 =
−27:32281581 (|C|) = 0:8162277660: In this example, k1; k2 and k3 are positive and hence, we
cannot determine whether system (1) is stable using the Krst three criteria. System (1) is asymp-
totically stable using criteria 4. For system (1) with the above matrices, we have R	i(A)¡ 0 for
i = 1; 2 and (|N |) = 0:9378¡ 1: Now we obtain (G0) = 0:8350¡ 1; where G0 = |L|+ |M |+ [I −
|N |]−1[|NL|+|NM |]: The conditions of Theorem 3.3 are satisKed; system (1) is asymptotically stable.
Remark 4.1. The above two examples show that the criteria of the present paper may complement
those reported in [1,10,12,18,20].
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Remark 4.2. It is an open problem to extend the criteria of the present paper to linear neutral
systems with multiple delays.
Acknowledgements
The authors would like to thank the referee for the valuable suggestions.
References
[1] A. Bellen, N. Guglielmi, A.E. Ruehli, Methods for linear systems of circuit delay di/erential equations of neutral
type, IEEE Trans. Circuits Systems I CAS-46 (1) (1999) 212–216.
[2] B. Cahlon, Uniform stability for neutral delay di/erential equations, Proceedings of the 13th annual on applied
mathematics, University of Central Oaklahoma, Edmond, Oaklahoma, 1997, pp. 68–71.
[3] B. Cahlon, D. Schmidt, On stability of systems of delay di/erential equations, J. Comput. Appl. Math. 117 (2)
(2000) 137–158.
[4] C.A. Desoer, M. Vidyasagar, Feedback Systems: Input–Output Properties, Academic Press, New York, 1975.
[5] L. Dugard, E.I. Verriest (Eds.), Stability and Control of Time Delay Systems, Springer, London, 1998.
[6] K. Gopalsamy, Stability and Oscillations in Delay Di/erential Equations of Population Dynamics, Kluwer Academic
Publishers, Boston, 1992.
[7] H. GQorecki, S. Fuksa, P. Grabowski, A. Korytowski, Analysis and Synthesis of Time Delay Systems, PWN, Warsaw,
1989.
[8] J.K. Hale, E.F. Infante, F.P. Tsen, Stability in linear delay equations, J. Math. Anal. Appl. 105 (1985) 533–555.
[9] J.K. Hale, S.M. Verduyn Lunel, Introduction to Functional Di/erential Equations, Springer, New York, 1993.
[10] G.-Da Hu, G.-Di Hu, Simple criteria for stability of neutral systems with multiple delays, Int. J. Systems Science
28 (12) (1997) 1325–1328.
[11] G.-Da Hu, G.-Di Hu, Stability of neutral delay-di/erential systems: boundary criteria, Appl. Math. Comput. 87
(1997) 247–259.
[12] G.-Di Hu, G.-Da Hu, Some simple stability criteria of neutral delay-di/erential systems, Appl. Math. Comput. 80
(1996) 257–271.
[13] E.I. Jury, Inners and Stability of Dynamics Systems, Wiley, New York, 1974.
[14] D. Ya Khusainov, E.A. Yun’kova, Investigation of the stability of linear systems of neutral type by the Lyapunov
function method, Di/. Uravn. 24 (1988) 613–621 (in English translation).
[15] V. Kolmanovskii, A. Myshkis, Applied Theory of Functional Di/erential Equations, Kluwer Academic Publishers,
Dordrecht, 1992.
[16] J.X. Kuang, J.X. Xiang, H.J. Tian, The asymptotic stability of one-parameter methods for neutral di/erential
equations, BIT 34 (1994) 400–408.
[17] P. Lancaster, M. Tismenetsky, The Theory of Matrices, Academic Press, Orlando, Florida, 1985.
[18] L.M. Li, Stability of linear neutral delay-di/erential systems, Bull. Austral. Math. Soc. 38 (1988) 339–344.
[19] A.S.C. Sinha, M.A. El-sharkawy, M.E. Rizkalla, D.A. Suzuki, A constructive algorithm for stabilization of nonlinear
neutral time-delayed systems occurring in bioengineering, Int. J. Systems Science 27 (1) (1996) 17–25.
[20] U. Stroinski, Delay-independent stability criteria for neutral di/erential equations, Di/erential Integral Equations
7 (1) (1994) 593–599.
[21] M. Zennaro, Delay di/erential equations: Theory and numerics, in: M. Ainsworth et al. (Eds.), Theory and Numerics
of Ordinary and Partial Di/erential Equations, Oxford University Press, Oxford, 1995, pp. 291–333.
