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[The critical scientific method of trial and error:]
It is the method to draw up bold hypotheses and subject them to
the severest criticism, to find out where we were wrong.
Karl Popper
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Abstract
During the last decade, Laser Interference Metallurgy (LIMET) was employed on a va-
riety of metallic surfaces to deliberately modify their physical properties in a spatially
ordered and periodic manner. Its application to multilayered metallic thin films was
envisioned to enable the synthesis of bioinspired composite materials. Further research
was needed to understand the processes governing phase selection and formation.
The present thesis is focused on elucidating the relation between LIMET and the
theoretical framework of pulsed-laser induced rapid solidification, partitionless trans-
formations from the melt and super lateral grain growth. As model materials, the
thermodynamically well-known binary systems Ni/Al, Ti/Al and Ni/Ti were chosen.
Depending on substrate material and local stoichiometry, different metastable and or-
dered equilibrium phases were formed and frozen-in to room temperature. By means of
correlative microscopy, localised structural and compositional data on the sub-µm and
nm scales were obtained to derive an explanation for the heat-induced mechanisms at
the multilayer interfaces. Here, a combination of selected area diffraction in a transmis-
sion electron microscope and atom probe tomography was successfully employed. It was
accompanied by finite-element thermal simulations. In contrast to former studies, here,
the contributions from released energies of mixing were accounted for, thus yielding an
improved approximation to the real heat-affected zone.
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Kurzfassung
Im vergangenen Jahrzehnt wurde Laser Interferenz Metallurgie (LIMET) zur gezielten
Modifikation metallischer Oberflächen genutzt, um die physikalischen Eigenschaften in
einer räumlich-periodischen Anordnung zu verändern. Ihre Anwendung auf metallische
Multilagen-Dünnschichten wurde als Zugang zur Herstellung bioinspirierter Komposite
erachtet. Die Mechanismen von Phasenselektion und -bildung blieben jedoch unklar.
Die vorliegende Studie ordnet LIMET in das theoretische Rahmenwerk laserinduzierter
schneller Erstarrung, partitionsloser Phasenumwandlungen und des superlateralen Ko-
rnwachstums ein. Als Modell wurden die thermodynamisch gut erforschten Zweistoff-
systeme Ni/Al, Ti/Al und Ni/Ti ausgewählt. Abhängig vom Substrat und der lokalen
Stöchiometrie wurden metastabile und geordnete Gleichgewichtsphasen gebildet und bis
Raumtemperatur eingefroren. Anhand korrelativer Mikroskopie wurden lokalisiert struk-
turelle und chemische Informationen auf sub-µm- und nm-Skala gewonnen, die zur Aufk-
lärung der wärmeinduzierten Prozesse an den Grenzflächen der Multischicht dienten.
Hierzu wurde Feinbereichsbeugung im Transmissionselektronenmikroskop mit Atom-
sondentomographie erfolgreich kombiniert. Dies wurde ergänzt durch Finite-Elemente-
basierte thermische Simulationen, welche die energetischen Beiträge des Durchmischens
der Komponenten berücksichtigten, so dass eine getreue Abbildung der real vorliegenden
Wärmeeinflusszone gewonnen wurde.
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Introduction
1
1. Introduction
1.1. Background and motivation
Materials research during the 20th century is primarily characterised by the evolution
from the use and production of materials based on empirical knowledge to a more enlight-
ened or guided approach relying on a profound understanding of the governing physical
mechanisms of the global behaviour. Especially the role of the microstructure (present
phases, chemical distributions, boundaries and defects) on the resulting material prop-
erties represents a key issue both in basic research and in actual production. Besides the
rather obvious effects on the material behaviour exerted by phase-specific properties and
their anisotropy, textures and phase composition, there are several other contributing
factors, whose impact was studied intensively in the last decades. Mainly, these are size
and size distribution of the individual grains forming the material and the controlled
formation of metastable phases with desirable properties. A further influence is intro-
duced by the design of architectured microstructures : a designed spatial arrangement
and volume ratio of the present phases allows for new concepts of composite materials.
Size effects on material properties were summarised by Arzt in his widely recognised
comprehensive overview on this topic [1]. Their implications can be attributed to an
interaction of length scales that are characteristic of the microstructure, e.g. grain and
precipitate sizes, average distances between the latter, and a dimensional constraint of
the physical mechanism underlying the property under investigation. Arzt discussed
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this in the context of well-known hardening mechanisms like Hall-Petch and Orowan,
both related to the characteristic dimensions of the dislocations responsible for plastic
behaviour. Together with Gleiter´s proposition during the 1980s regarding the prospec-
tive outstanding capabilities of nanostructured materials, the manufacture and scientific
assessment of dimensionally constrained microstructures and the associated defect types
and densities experienced rapid development [2][3][4]. During this time, thin film systems
received special attention due their increasingly broad application field as protective
coatings or structural and functional elements in miniaturised microelectromechanical
systems (MEMS) [5]. Moreover, multilayered films with bilayer periods on the nm scale
were found to exhibit enhanced yield strengths due to dislocation pinning effected by
the close proximity of interfaces [6][7].
Also in the 1980s, Spaepen reviewed both the development of processing techniques
leading to the formation of metastable phases and the theoretical background in ther-
modynamics and kinetics needed to explain the resulting nucleation processes, phase
transformations and microstructural morphology. His summary mainly aimed at high-
lighting the possibilities of controlling the outcome of the processing by employing pro-
duction methods which allow for manipulating suitable processing parameters [8]. Since
metastable phases are mostly formed by increasing the free energy of educt materials
through heating and subsequent energy removal via quenching, the parameters to control
are heating and cooling rates as well as solidification velocities. Besides other techniques
like melt-spinning or splat-quenching covering cooling rates of 106 to 108 K/s, it was
particularly the use of newly developed Q-switched ultra-short pulsed laser radiation
which significantly enhanced the range of accessible rates. With these reaching the or-
der of 1012 K/s, an effective reduction of atomic mobility during solidification can be
achieved leading to e.g. solid solutions with unusually high solute content or configura-
tionally frozen phases by suppressing further transformations. In consequence, not only
amorphous metals could successfully be produced; the whole field of research dealing
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with nucleation and growth processes during solidification benefited from the emerging
systematic experimental assessments yielding satisfying theories both on slowly moving
(s)-(l) fronts as well as rapid solidification conditions.
According to Brechet´s recent concise review on architectured materials, the ability
to control phase composition and morphology as inferred by Spaepen´s summary, rep-
resents only one facet in the design of novel materials [9]. The envisioned deliberate
production of engineered materials with adapted properties for structural applications
as well as specific functions at the same time affords additional considerations. These
encompass the use of dedicated design strategies, which account for appropriate material
combinations, optimised geometries with respect to the microstructure and the overall
system as well as an adjusted spatial distribution of phases while ensuring high mutual
cohesion. Most notably, the increased interest in biological composite materials led to
the derivation of new models for composite materials. Especially nacre, antler and bone
were seen as promising archetypes due to their unique combination of high elasticity and
high fracture toughness not usually encountered in technical materials [10][11][12][13].
Key to this successful integration is the ordered spatial distribution of a brittle, hard
ceramic phase in a ductile, crack-stopping collagen matrix on length scales on the order
of 1 nm to 10µm [14][15][16].
The cunning combination of these three disciplines could lead to a promising pro-
cessing route, useful in the guided development of metallic thin film microstructures,
tailored to the requirements of mechanically and/or tribologically loaded surfaces both
in macroscopic and miniaturised applications. Laser Interference Metallurgy (LIMET),
as a possible means to µm scale periodic surface modifications with long-range order
over several mm2, was found to combine the needed features in one technique [17][18].
It simultaneously allows for control of processing parameters, large cooling rates and
a simple geometric approach to create spatially ordered microstructural arrangements
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on a length scale relevant to trigger mechanically active dimensional constraints. Prior
to this thesis, the feasibility of this approach was principally evaluated by structuring
Ni/Al multilayer specimens in order to generate hard intermetallic grains embedded
with good cohesion into the ductile multilayer matrix and subsequently measuring the
local and global mechanical response [19][17][18]. In a first approximation, the overall
elastic behaviour fitted fairly well to the predictions of a bio-inspired composite model
introduced by Jäger and Fratzl [20][21][22][15][23][24]. It describes the lowest hierarchy
level of bone and calculates a scalability of the effective elastic modulus as inversely
proportional to the square of the structure periodicity.
This thesis returns to a more basic treatment of the underlying models regarding mi-
crostructure formation and phase selection in the context of rapid solidification. Its aim
is to derive design guidelines and limits appropriate for the successful employment of
LIMET on metallic multilayer thin films based on thermodynamic and kinetic consider-
ations. Furthermore, through the combined use of high resolution and complementary
characterisation techniques like transmission electron microscopy (TEM) and atom probe
tomography (APT) with FEM-based thermal simulations, the processes associated with
microstructure and phase formation during LIMET shall be elucidated.
1.2. State of the art – Laser rapid solidification
The widespread use of continuous-wave (cw) and pulsed laser radiation in materials pro-
cessing applications like topographic surface structuring or component welding led to
an increased interest in the accompanying microstructural modifications. Especially in
the case of laser welding by moving cw lasers it becomes evident, that the solidification
conditions in the heat-affected zone dictate the performance and durability of the bond-
ing under load. As the previous discussion infers, the microstructure formed there and
in the adjacent regions strongly affects the resulting mechanical properties. This rep-
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resented a strong incentive for experimental and theoretical investigations concerning
laser-induced rapid solidification processes and their implications on the formation of
phases and morphologies [25]. In association with research conducted on other process-
ing techniques capable of fast heat extraction, a range of cooling rates spanning several
orders of magnitude (from 106 to 1012 K/s) could systematically be assessed with respect
to the governing thermodynamic and kinetic mechanisms. Ultimately, adequate theories
for microstructure and phase selection valid in different solidification velocity regimes
could be derived and will be summarised in the third chapter of this thesis.
A significant boost to this field was experienced in the early 1980s with the advent
of reliable Q-switched pulsed laser systems permitting pulse durations on the ns and ps
scale. Mehrabian, Poate and Baeri discuss in their instructive reviews the early devel-
opment of this technology and the Materials Research Society Symposium Proceedings
of the years 1983 to 1986 collected a large set of related basic investigations [25][26][27].
The first systematic studies were concentrated on relatively simple, dilute material com-
binations with different tuned tendencies for solubility of the constituent elements. Thus,
an assortment of model systems with differing and simple phase diagram shapes could
be accessed. Particularly the surfaces of Si samples, in the form of amorphous (a) or
single crystalline (sc) pure material and ion-implanted dilute alloys, were ideal for laser
annealing 1 experiments. In order to learn more about the dynamics of these fast melt-
ing and solidification processes, Peercy and Thompson devised the so called transient
conductance and reflectance technique (TCR). Employing this, actual solidification front
velocities can be observed which effected a refined theoretical derivation and subsequent
experimental verification of the kinetic models for rapid solidification. In the case of Si,
melting and resolidification took place within 100 ns yielding melt depths of 100 nm and
1Poate relatively early pointed out, that this term, despite its widespread use, is rather misleading
when considering the given probability of transitions between (s) and (l) state to occur. Hence, laser
resolidification is the better fitting choice [26].
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solidification front velocities of 1 to 30m/s [26][27]. Depending on the pulse duration,
the solidification of an atomic monolayer thus takes place in time intervals critical for
atomic diffusion in the (l) phase. Employing ps or even shorter pulses, the melt can be
quenched below its configurational freezing temperature effecting the formation of amor-
phous states. For ns pulses, a monolayer solidifies in an interval of 10 to 100 ps which
corresponds to the time needed for an atom to diffuse in (l) phase over an interatomic
distance [27].
Consequentially, the solidification front can travel at speeds higher than the rate of
solute rejection at its location, leading to a burying of large amounts of comparatively
immobile solute atoms in the fast expanding (s) phase. Hence, the formation of a ran-
dom solid solution with solute contents substantially exceeding those predicted by the
corresponding equilibrium phase diagram can be expected [28]. This solute trapping
behaviour was experimentally confirmed by laser annealing performed on sc-Si whose
surface prior to the treatment had been either ion-implanted, e.g. with As or Bi, or
coated with thin metallic layers like Ni [29][27][30][31][32]. The spatial distribution of
the solute element content was subsequently analysed using STEM-EDX, AES or RBS
in a quantitative manner. Using these concentration profiles, the understanding of the
kinetics at planar (s)-(l) interfaces could be increased, culminating with the development
of the interface attachment theory for solute trapping by Aziz and coworkers and sev-
eral derivate treatments [33][34][30]. For front speeds reaching or exceeding (l) diffusion
velocity, these concordantly predict a (l)-(s) transition without changing the chemical
composition. This process is called partitionless solidification and represents a remark-
able characteristic of rapid solidification [35][36][37].
Besides these considerations on an atomistic level, macroscopic models for the heat
flow at the solidification front were formulated, since the crystal growth rate strongly
depends on the balance between heat removal from the moving (s)-(l) front through
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the local temperature gradient and the added heats of mixing or phase formation re-
leased there. From the standpoint of thermodynamic driving force for phase transitions,
solidification requires the temperature at the growing interface to be lower than the equi-
librium transformation temperature for the given chemical composition. In the vicinity
of a moving (s)-(l) interface, the magnitude of the kinetic undercooling effective there is
connected to the solidification velocity, according to findings of Spaepen and Turnbull
[38][27].
In a parallel development, several research groups tackled the same set of problems
associated to the laser treatment of metallic and intermetallic surfaces both in bulk and
thin film specimens. Most notably the initial work of von Allmen et al. and Spaepen
and coworkers shall be introduced here, since it partially prepared the ground for the
LIMET approach pursued in this thesis. Bearing in mind the aforementioned discussion
on possible kinetic hindrances, it is comprehensible that their principal interest was cen-
tred around the glass forming ability of metals and alloys. Using a multilayer approach
with bilayer thicknesses on the order of 3 nm, model thin film specimens on Ni-, Ti- and
Co-basis were prepared [39][40][41][42]. A more complete intermixing of the constituent
metallic elements during melting and resolidification was thus intended as well as to
willingly select the compositional region of interest in the corresponding phase diagram.
Especially in conjunction with the T0 concept of partitionless solidification, the ki-
netics and thermodynamics of metallic metastable phase formation, both amorphous
and crystalline, could be addressed [35][36][37]. Due to the comparatively enhanced
quench rates of laser processes, the composition range capable of glass formation could
be increased in certain metal combinations. Spaepen´s work on Ni/Nb and Nb/Si mul-
tilayers on different substrate materials gave first insights into the interplay between the
formation of amorphous and intermetallic phases and its relation to selected composition
and kinetic limitations [42][43]. Moreover, by altering the underlying substrate material
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according to its thermal conductivity, Spaepen introduced a further means to system-
atically altering heat flow vectors and quench rates. Based on heat-flow considerations
they were estimated to be on the order of 100m/s or even above for metals, which was
confirmed in experiment by employing the aforementioned TCR technique [44].
The majority of the laser treatments discussed so far was performed using beam diam-
eters on the order of several mm, which is significantly larger than the microstructural
features present and the total thickness in the case of thin films. By means of beam
focusing, projection masks or interference setups, the irradiated width can be reduced
to length scales on the order of several tens of µm and below. This effects an altered ori-
entation of the associated heat flow vector. For the examples discussed above, the heat
was extracted parallel to the depth direction making this a one-dimensional problem.
A narrower irradiation gives rise to an additional, increasingly dominating lateral flow
component which necessitates a two-dimensional treatment. Since growth occurs along
the thermal gradient, it is obvious that the resulting microstructure is directly affected
by these different heat flow conditions. During the mid 1990s, the first observations of
super lateral growth (SLG) phenomena in 50 to 100 nm thick amorphous (a) and poly-
crystalline (pc) Si films on bulk single crystalline (sc) Si and SiO2 substrates were made
by the groups of Im, Grigoropoulos and Aichmayr [45][46][47][48][49][50].
In their experiments, the confined laser irradiation effected a complete melting of the
film to the substrate and a melting front moving laterally within the thin film plane.
As soon as the melting process abated, heterogeneous crystallisation set in and the un-
molten thin film directly in contact with the (s)-(l) front acted as a nucleation seed. The
ensuing resolidification front also travels laterally but in opposite direction leaving a mi-
crostructure closely resembling the one encountered in conventional chill casting. There,
mainly elongated crystals are observed, with their long axis aligned parallel to thermal
gradient. In SLG, the resulting in-plane grain size was observed to reach the order of
1 to 10µm, significantly exceeding the film´s total thickness. Similar observations were
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made in monolithic metallic thin films of comparable and slightly larger thicknesses by
the groups of Kline and Leonard as well as Mücklich [51][52][53][54][55][56][57]. While the
first group employed a projection mask technique on Cu and Au, Mücklich´s researchers
used LIMET on Au, Pt, Ti, Cu and W to not only create these enlarged grains but to
also willingly distribute them in a spatially ordered manner with periodicities on the
order of the attained grain size. The latter represents one of the remarkable features
of LIMET, since this technique combines a local irradiation spatially confined to length
scales comparable to those of microstructure characteristics with a tailored geometrical
arrangement of the heat-affected zones on the same dimensional order.
Figure 1.1.: Schematic representation of two adjacent interference maxima (max ) embedded
into a minimum region (min). The heat-affected zone (grey) is suitable for a through reaction
(a). Corresponding TEM foil extracted perpendicular to the periodic line pattern (b) with
close-up image of the modified surface layers (c). The structural situation within unaffected
(d) and processed multilayer (e) is shown in according SADs (modified from [19]).
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Joining Spaepen´s multilayer approach with LIMET could be the desired combina-
tion of techniques capable of producing thin film composite materials with architectured
phase composition and microstructure. Daniel´s thesis evaluated this notion with a first
approximation in Ni/Al multilayers with 50 nm bilayer periodicity and was accompa-
nied by Lasagni´s investigations in Fe/Al and Cu/Al systems [58][19][59][17][18][60]. In
order to achieve the envisioned composite thin film, it is necessary that the laser inter-
ference treatment produces spatially distinct heat-affected zones that reach down to the
multilayer-substrate interface. A schematic representation of this desired through reac-
tion is depicted in figure 1.1(a). This complete separation of the compliant multilayer
matrix from the intended intermetallic stiff phase meets a prerequisite for a meaningful
application of the mechanical composite models [20][23]. The microstructure modifi-
cation in Ni/Al was characterised by TEM analysis of site-specifically prepared foils
containing both heat-affected zones and adjacent multilayers [19].
Obviously, for the LIMET conditions selected in that thesis, the heat-affected zone did
not extend to the substrate. Together with FEM thermal simulations, a close-up exam-
ination of maximum sites (see figure 1.1(c)) and the determination of the local crystal
structure ((d) and (e)) led Daniel to the observation that the laser processing effected
melting of the topmost layers, high speed deformation of the initially flat thin film stack
and diffusion (see contrast change in the layers in figure 1.1(c)) rather than the forma-
tion of a substantial volume fraction of intermetallic phases. The existence of the latter,
namely Ni3Al4, NiAl and Ni3Al, was attributed to cooling rates on the order of 1010 K/s
as approximated by FEM. TEM dark-field imaging visualised those phases embedded
into the deformed layers as mostly equiaxed grains with sizes less or approximately equal
to the thickness of the unreacted Al and Ni, hence between 20 and 30 nm.
Using nanoindentation and the wafer-bow technique local and global mechanical prop-
erties were analysed in order to verify the modulation in elastic modulus and hardness
as well as the composite´s overall stiffness [5][61][62][63]. As displayed in figure 1.2(a),
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nanoindentation revealed an increase in both reduced elastic modulus and the indenta-
tion hardness in heat-affected zones by 30 and 60%, respectively, when compared to the
untreated matrix.
Figure 1.2.: Local variation of indentation hardness and reduced elastic modulus between adja-
cent min and max positions (a). Wafer-bow results of the global elastic behaviour of large-area
LIMET treated Ni/Al multilayers plotted as a function of 1/d2 with linear regression following
Jäger´s bone model (taken from [19]).
Performing wafer-bow measurements on entirely LIMET-structured samples with in-
dividual periodicities d between 2.5 and 10µm, it was attempted to substantiate the
presence of a scaling law [19]. Plotting the results of the global thin film stiffness as a
function of 1/d2, as shown in figure 1.2(b), and assuming a linear relation, Daniel con-
cluded that a composite behaviour along the lines of Jäger´s prediction for natural bone
[20] was confirmed for LIMET-processed metallic thin films [19]. Seen in conjunction
with the microstructure present, the measured local mechanical effects were to be at-
tributed mostly to the high speed deformation introducing compressive residual stresses
and an anisotropic grain growth close to the multilayer surface, especially taking place
in Al layers [19].
1. Introduction 13
In hindsight, the appraisal of the global behaviour remains controversial considering
that the interpretation of the linear fit to the wafer-bow data in figure 1.2(b) was rather
optimistic2. In turn, the locally achieved spatially varying modulation of the elasticity
and the hardness (figure 1.2(a)) seems to be a promising achievement for potential ap-
plications. Yet, even their conclusive interpretation is difficult in light of the commonly
known boundary conditions for nanoindentation experiments. Especially the lacking
through reaction poses a problem, since the stress field induced by the indenter tip is
evidently not confined to a single grain. It interacts with a combination of different
phases and interdiffusion zones atop unaffected multilayer structures, thus generating a
convoluted signal [63].
1.3. Objectives and organisation of the thesis
Considering these results it is clear, that the former thesis was mostly concerned with
elaborating the potentials of LIMET regarding an application-oriented property modi-
fication. However, its scope did not address more basic theoretical issues necessary to
evolve this processing technique into a reliable tool for the manufacture of architectured
materials. The thesis presented here aims at achieving this by focusing on the following
topics:
1. Identifying the ideal conditions to achieve a heat-affected zone spanning the whole
thickness of the multilayer and finally effecting a homogeneous through-reaction of
the constituent elements. To this end, the parameters governing the processing
need to be varied systematically both experimentally and in thermal simulations.
Thus, the combination of periodicity d and fluence F as well as material selection
2During his discussion, Daniel ascribed this to the problem with the idealised assumption of a phase
being infinitely stiff in comparison to its matrix which can obviously not be fulfilled for metallic
materials.
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concerning both the multilayer and the underlying substrate are in focus [42][27].
2. Identifying the physical processes determining the microstructural modification
achieved by the localised laser heat treatment in metals. In order to achieve
this, the correlative use of characterisation techniques allowing for high resolution
chemical, structural and microstructural analysis on the nm-µm length scale in
question here is necessary.
3. Comparing the relation between the LIMET-induced heat-affected zones as mea-
sured in microstructural characterisation and their FEM-estimated dimensions.
Up to now, this has been only rarely systematically and conclusively analysed. As
the theses of Lasagni and Daniel describe [19][60], their simulations of the micro-
scopic spatial and temporal temperature distribution did not include free energies
of mixing or heats of formation which are released during the intermixing process
while melting or the solidification of phases. Overcoming this flaw would gener-
ate more realistic simulation data allowing for reliable à priori knowledge on the
attained dimensional modification.
4. Joining the obtained data on microstructural modification concerning dimensions,
morphology, local chemistry and present phases with well-established theories on
non-equilibrium processes. A deeper coverage of the extensive research on the
kinetic and thermodynamic implications of resolidification seems a logical vantage
point for further development. As described in the previous section 1.2, current
literature already offers a considerably large body of information dealing with laser-
induced rapid solidification processes. It thus is intended to identify parameters
governing microstructure and phase selection, like solidification velocity, and their
relation to the processing parameters accessible by LIMET and specimen design.
To tackle the first set of issues, the material basis of the multilayer-substrate system
is enhanced. The choice of the substrate material with respect to its thermal diffusivity
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holds the key to investigate the heat propagation in its duration as well as in its lateral
and depth expansion. Still, the substrate has to fit to the needs of MEMS, reason for
which fused silica (a-SiO2), silicon nitride (a-SixNy) and sc-Si are chosen [64]. They
encompass two orders of magnitude of thermal conductivity, thus enabling a systematic
scrutinisation. Also, the combination of multilayer constituents is revised. Here, besides
the technical applicability, the constituents´ individual melting points and thermal dif-
fusivities as well as their binary equilibrium phase diagrams play a role. Strictly, the
latter are not applicable to explain phase formation in the case of ns-pulsed laser heating
of thin films, which both represent situations of strong non-equilibrium. Nevertheless,
they and their associated free energy characteristics may prove useful as a guideline in
the interpretation of the resulting microstructure and phase composition. To this end,
Ni/Al, Ti/Al and Ni/Ti were selected as multilayer systems to be studied, each repre-
senting a well-investigated binary system with a wide range of technical uses. Special
interest is laid on the Ni/Al system, since it forms the main basis for comparison with
the results from former theses.
The second set of questions is strongly related to the ability to perform site-specific
and unequivocal analyses with respect to the attained structural, microstructural and
compositional modification. Those in turn need to be compared to the results of the
FEM thermal simulations. Special attention is given to the complementary use of TEM
and, for the first time in context with LIMET, APT3. In the end, it is only the thorough
correlation of the results of both the microstructural investigation and the thermal simu-
lation that holds the clue to the successful explanation of the local processes induced by
laser irradiation. Therefore, a correlative microscopy approach is pursued in this thesis.
3First results of this approach performed on Ti/Al multilayers have already been published by the
author in [65].
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2. Laser-matter interaction
The use of laser radiation to manipulate the surface properties of materials is motivated
by its unique characteristics and by the multitude of processes which can be activated
by its interaction with matter. Said properties can be summarised as monochromacity,
tunability, high degree of spatial and temporal coherence, high directionality and high
energy density. The latter are complex in nature and depend on the relation between
processing parameters - like laser intensity and pulse duration - and material-related
threshold values as well as characteristic time and length scales of the process involved.
These include absorption leading to heating, melting, evaporation and plasma forma-
tion. Material transport in the form of diffusion or convection can be induced, enabling
modifications to the chemical composition necessary for alloying and induction of phase
transitions among others [66][67][68].
Since lasers have been used in technical applications for decades, the focus of the
present theoretical chapter is not placed on a detailed description of the generation of
laser radiation1. However, the role of a laser as a source of heat shall be elucidated,
as well as the associated boundary conditions. Special attention will be given to the
interaction of laser radiation with metals, main material class of this thesis, and to the
behaviour of thin films, whose reduction in one length scale results in differences with
respect to bulk properties.
1The reader may consult the following references as introductory treatises to this area: [69][70][71].
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2.1. Absorption of light in metals
The energy transported by an electromagnetic wave is equally distributed among its
electric and magnetic components. It can be calculated by introducing the Poynting
vector which represents the instantaneous energy flux per unit area and unit time. Since
the frequency ν of optically relevant electromagnetic fields is on the order of 109 to
1018 Hz, a direct measurement of the instantaneous magnitude of the Poynting vector is
not possible. Nevertheless, its time-average2 is experimentally accessible:
〈~S〉∆t = c
20
2
| ~E0 × ~B0| (2.1)
with ~E0 and ~B0 as magnitudes of the electric and magnetic field components. As indi-
cated by the vector product, the energy of the electromagnetic wave in vacuum prop-
agates in a direction ~k perpendicular to the plane formed by ~E and ~B. Equation 2.1
gives the net energy flux per unit area, which is also called intensity I[70]:
I ≡ 〈~S〉∆t = c
20
2
| ~E0|2 (2.2)
In the presence of matter, both components of the electromagnetic field are altered
according to the electric and magnetic properties of the material. This means that
electric dipoles, magnetic moments, polarisation charges and induced currents can be
caused by interaction [72][73].
As the last paragraphs of the section above infer, the interaction of light and matter
is related to the ability of matter to create polarisation under an electric field and to
produce a net magnetic moment per volume under a magnetic induction. Looking at a
single electron being the smallest buliding block of matter, the force ~F exerted by an
electromagnetic field is calculated according to the Lorentz force. Since the electrical
2The time-average of a harmonic function in a time interval ∆t is given by
〈f(t)〉∆t =
∫ t+∆t/2
t+∆t/2
f(t)dt = 〈exp[iωt]〉∆t = sinc (ω∆t/2) exp[iωt]
.
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field magnitude surpasses that of the magnetic field by several orders of magnitude, the
latter field component can be neglected. Using a plane wave solution it is clear, that the
electric field stimulates the electron to enforced harmonic oscillations having the same
frequency. This corresponds to the electron absorbing the energy of the wave. Hence,
the atomic response to the interaction with an electromagnetic wave, is over a large part
of the spectrum determined by its electrons. In the case of dielectrics where electrons are
bound to the atoms, Lorentz theory describes the optical behaviour [70][74][68]. A part
of the electrons in metals are free or only loosely bound, which is accounted for in Drude
theory. As a first approximation to the response of metals, only the contribution of the
conduction electrons is considered [75][70][74]. Without going into a detailed derivation
on how electric conduction currents are considered, the dispersion relation of metals is
formulated to
n2(ω) = 1 +
σe/0
iω
(
1 + iω 1
γe
) = 1 + σe/0
iω
(
1 + iω Nq
2
e
V meσe
) (2.3)
including angular frequency of the electromagnetic wave ω, the average frequency of
thrusts between conduction electrons γe, electric conductivity σe and vacuum dielec-
tric constant 0 [74][70]. Actually, the complex index of refraction n is a complex and
anisotropic value, since it is linked to relative permittivity r representing the polaris-
ability of a medium via
r = r,re − ir,im (2.4)
written in scalar form which transforms to
n2 = r = (nre − inim)2 (2.5)
where the imaginary part nim represents the attenuation of an electromagnetic wave
when propagating in matter due to the energy dissipation in atomic oscillators. Take for
example a linearly polarised electromagnetic wave propagating in the z direction with
its electric field vector parallel to x:
~E = E0,xexp
[
iω
(
t− nrez
c
)]
exp
[
−ωnimz
c
]
(2.6)
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The first exponential function in equation 2.6 has a complex argument, thus representing
an oscillating wave propagating in the z direction with velocity c/nre. On the contrary,
the argument of the second one is real resulting in an exponential decay. Calculating
the intensity of this wave according to equation 2.2 yields
I ∝
(
exp
[
−ωnimz
c
])2
= exp
[
−2ωnimz
c
]
= exp [−βz] (2.7)
with the absorption coefficient β as known from Lambert-Beer´s law [72][70]. To get
a feeling for the optical behaviour of metals, it is instructive to perform a case-by-case
analysis of equation 2.3 with respect to the frequency ω of the perturbing wave:
1. Small ω (i.e. ω  γe and ω  σe/0): In this case, the real and imaginary parts of
n become equal with nre = nim =
√
σe/20ω. Introducing this into our example of
an attenuated electromagnetic wave in equation 2.6 we can see, that an imaginary
part this large yields a strong attenuation of the wave in metals. Again looking
at equation 2.7, we can calculate the depth δ at which the intensity of the wave is
only 1/e of its original value:
δ =
√
20c2
σeω
(2.8)
Per definition, this corresponds to the penetration depth of electromagnetic waves
in metals3, also called skin depth. For UV radiation δ is on the order of sub-nm,
while for IR several nm can be reached [70].
2. Very large ω (i.e. ω  γe): Here, the electrons are forced to perform a large
number of oscillations in between two thrusts. Therefore, the damping effect γe
can be neglected, making n2(ω) a real value with
n2(ω) = 1− N
V
q2e
me0ω2
= 1−
(ωp
ω
)2
< 1 (2.9)
with number of atoms N within a volume V . ωp =
√
Nq2e/V me0 represents
the plasma frequency as a characteristic threshold for metals which is situated
3Hence, the inverse of β from equation 2.7 is the penetration depth.
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approximately in the UV and X-ray regions of the spectrum. For values of ω
above ωp, the aforementioned relation for n2(ω) remains valid, which means that
the metal is transparent to the wave and the absorption is low; otherwise, the
refractive index remains a complex value and the wave is attenuated [74][70].
Summarising these theoretical considerations, it can generally be stated that the inter-
action of light, including the monochromatic laser light used in this thesis in particular,
strongly depends on the electronic structure of the processed material. The grade of
absorption, and consequenty the generation of heat, depends on the convenient choice
of the frequency ω, or (via ω = 2pic/λ) the wavelength λ, of the applied laser light
according to the material properties. Since metals are of foremost interest here, r, σe
and ωp are of importance.
The presented treatment implicitly assumed that the electromagnetic wave under in-
vestigation was travelling in an infinitely-stretched and homogeneous medium. In reality
electromagnetic waves propagate through different media j, each with a complex refrac-
tive index nj. At every medium interface, light can be reflected (ref), absorbed (abs)
and transmitted (trn). While propagation in a medium is governed by the refractive in-
dex, the optical behaviour at the interfaces is given by the length over which the optical
properties change from one medium to another. If this change happens over a distance
of several wavelengths of the used radiation, the amount of reflection is generally low.
In the present case of a wave approaching the interface between air and metal, the prop-
erties change abruptly in under a wavelength promoting the aforementioned interface
effects [74][70]. Our main interest in using laser light lies in delivering energy to a ma-
terial in order to heat it up.
Particularly the reflectivity R of a surface needs to be discussed, since it reduces the
absorbance A and transmittance T . This can be readily understood by formulating
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energy conservation at an interface irradiated by light with intensity I0:
1 =
Iref
I0
+
Iabs
I0
+
Itrn
I0
= R + A+ T (2.10)
which reduces to
1 = R + A (2.11)
when the material thickness is significantly larger than the optical penetration depth as
calculated by equations 2.7 or 2.8. Since the latter holds for the present case where also
the laser beam impinges almost parallel to the surface normal, we will continue using
relation 2.11 [69].
2.2. Laser as a heat source and heat transfer in matter
Up to this point, light has been considered as continuous wave. Laser light sources,
however, produce pulsed radiation: even in continuous wave (cw) lasers, where the time
between two pulses is very short [69]. Hence, the interaction cannot be viewed as being
static, but rather a transient process. Whether a laser can be used as a heat source,
strongly depends on the duration τp of a pulse and the characteristic time scale of the
prevailing thermalisation mechanisms in the material. Since metals absorb via their con-
duction electrons, their interaction with each other and with lattice vibrations, quantised
as phonons, governs the heat generation and transfer. In the first case of absorbtion,
the time between two collisions τe = 1/γe is on the order of 10−14 s to 10−12 s, while in
the second case a relaxation time τe−ph of 10−12 s to 10−10 s can be estimated. If the
excitation duration, here τp, is smaller than the relaxation time, we speak of a non-
thermally activated or photochemical process. Otherwise, a thermally activated process
can be induced. A combination of both types is referred to as photophysical [76][67]. In
the present case, we are dealing with thermally activated processes due to the use of a
laser with τp =10·10−9 s.
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The localised thermal processing of thin metallic multilayers with such a laser radiation
requires the use of comparatively low or medium intensities (see section 5.2.2) in order to
hinder the vaporisation of the coating. In this intensity range, the laser can be treated as
a heat soure located directly at the sample surface and all the light energy absorbed by
the medium assumed transformed to heat. According to the Poynting vector as defined
in equation 2.2, the term describing a heat source is
Q(~r, t) = −∇〈~S(~r, t)〉∆t + U(~r, t)
= −∇I(~r, t)− Urad − Uconv + Utrans (2.12)
with U(~r, t) accounting for heat variation due to processes which accompany the laser
treatment or are even induced by it [67]. Besides reflection, whose effects on the term
I(~r, t) will be discussed later on, energy loss can take place at the surface via emission
of radiation Urad and convection Uconv in the surrounding gaseous medium. The first
contribution is described using the Stefan-Boltzmann law of radiation
Urad = Aσ
(
T 4 − T 4amb
)
(2.13)
with σ the Stefan-Boltzmann constant, A the surface area of the sample, Tamb the
ambient temperature and  the surface emissivity (≈ 1 for black surfaces) [77]. The
convection loss, due to the thermal conduction of the fluid together with its particle
motion, presents a more labourous calculation [78]. Here, Newton´s empirical cooling
law is introduced
Uconv = αconvA∆T (2.14)
where αconv represents the heat transfer coefficient, which is independent of the ma-
terial´s properties. It must be experimentally determined for each condition since it
mostly depends on the geometry of the material-fluid system (especially its roughness),
the surface temperature distribution and the thin laminar fluid film next to it [77].
These effects can be omitted to some degree when using pulsed laser radiation [79]. The
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ns-pulsed laser used in this thesis produces a linearly polarised, monochromatic electro-
magnetic wave in approximate normal incidence (z direction) on the material´s surface.
The function describing the absorbed intensity I(~r, t) can be formulated as
I(~r, t) = I(x, y, z = 0, t) (1−R)A(z)P (t) (2.15)
where the reflectivity R accounts for the lateral intensity distribution at the surface
as in equation 2.11, I(x, y, z = 0, t)4, the factor A(z) represents the depth attenuation
according to Lambert-Beer´s law in equation 2.7
A(z) = exp [−βz] (2.16)
and P (t) introduces the effect of a finite pulse duration τp
P (t) =
1
ς
√
2pi
exp
[−(t− tp)2
2ς2
]
. (2.17)
The laser pulse is assumed Gaussian over time, impinging on the surface at time tp with
a variance of ς = τp/2
√
2ln(2) [67][79][80].
In the absence of (s)-(l) phase transitions in a solid, the heat transfer away from the
irradiated region is governed by heat conduction. The present case of pulsed heating
is a transient excitation and requires the introduction of thermal diffusivity Dth in the
description of this non-stationary phenomenon5 [81][82]. Considering a single, homoge-
neous and isotropic material, the thermal diffusivity is defined as scalar
Dth =
λth
ρcP
∼= λth
ρcP
= Dth (2.18)
with a density ρ, and the specific heat capacity cP at constant pressure. Thus, Dth is the
ratio of propagating to stored heat, through and inside a volume, respectively [82]. For
4If the interaction of only one beam is of interest, a gaussian shape perpendicular to the propagation
direction z is selected, which holds for TEM00 rays [69].
5The thermal conductivity λth is used, counterintuitively, only when the temperature is constant
over time and the heat capacity per unit volume C = ρcP holds for static problems, where the
temperature is independent of position and time.
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a Gaussian thermal energy distribution both in space and time, the 1/e spatial decay of
the temperature distribution is described by the thermal diffusion length
lth = 2
√
Dthτp (2.19)
This characteristic length plays a role in determining which directional component of the
heat flow dominates in a homogeneous material. lth is compared with other characteristic
dimensions: the optical penetration depth 1/β and the dimensions of the laser-irradiated
area, for depth and lateral propagations, respectively [67]. Multilayered materials, in
contrast, must be treated as composites: conglomerates of different materials and ther-
mal properties. In this case, the thermal waves transporting the heat undergo reflection
and transmission at each interface analogous to electromagnetic waves (see section 2.1).
The equivalent thermal behaviour of a homogeneous material can be calculated for a
multilayer using convenient rules of mixture and serial/parallel circuit models, which
will be shown in the following assuming a diphase multilayer with volume fractions ν1
and ν2. According to equation 2.18 ρcP must be replaced by an effective heat capacity
per unit volume
(ρcP )eff = ν1ρ1cP,1 + ν2ρ2cP,2 = ν1
λth,1
Dth,1
+ ν1
λth,1
Dth,1
(2.20)
following a simple rule of mixture. The thermal conductivities parallel (lateral) and
perpendicular (depth) to the layer´s surface follow the composite models of Voigt and
Reuss6, respectively:
λth,lat = ν1λth,1 + ν2λth,2 (2.21)
1
λth,dep
=
ν1
λth,1
+
ν2
λth,2
(2.22)
6The analogy to mechanical models holds, when the elastic moduli in both models are replaced by
thermal effusivity eth = λth/
√
Dth representing a material´s ability to exchange heat with its envi-
ronment [81].
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Consequently, equation 2.18 is modified to account for those orientational dependen-
cies [81][83][82]:
Dth,lat =
ν1λth,1 + ν2λth,2
ν1
λth,1
Dth,1
+ ν1
λth,1
Dth,1
(2.23)
1
Dth,dep
=
ν21
Dth,1
+
ν22
Dth,2
+ ν1ν2
(
λth,2
λth,1Dth,2
+
λth,1
λth,1Dth,1
)
(2.24)
Concluding these theoretical considerations, a statement as to the experimental reality
is necessary. All material properties related to optical and thermal response, are strictly
a function of the temperature. Thus, the material under laser processing will alter its
behaviour during the treatment due to temperature change. This can only be accounted
for when experimental data on individual thermal dependencies is given in literature (see
section 5.3). Changes also arise, when the dimensions of the material are significantly
reduced, e.g. thin films. In this case, lth needs to be compared with the mean free path
of free electrons and phonons in confined media [67].
3. Rapid solidification and phase
formation
As discussed in the previous chapter, melting induced by pulsed laser irradiation gives
rise to resolidification and phase formation on short time scales. The theoretical frame-
work necessary to understand and describe the resulting microstructure goes well beyond
classical textbook knowledge on conventional solidification theories, as will be shown in
this chapter. Especially the complex interplay between compositional and thermal dis-
tributions at the liquid-solid interface as well as the kinetic and thermodynamic implica-
tions associated with high processing velocities effect strong deviations from equilibrium.
This can only be explained by enhancing the common theories which came about during
the 1960s and the following three decades. Throughout this development, two different
processing approaches to rapid solidification were introduced, which differ in the ther-
mal conditions imposed on the melt: atomisation, where the liquid phase is significantly
undercooled prior to solid nucleation; and substrate quenching, where a high amount of
heat extraction from the melt plays a decisive role [84].
Although the cooling rates associated with those processing routes (104 to 107 K/s) ex-
ceed the 102 K/s of conventional chill casting by several orders of magnitude, Jacobson
et al. emphasise in their review on this topic, that a distinction based on the cooling
rate alone is not reasonable [84][37]. Instead, deviations from commonly encountered
microstructure formations and morphologies are in focus, achievable by large solid-liquid
interface velocities associated with high cooling rates together with suppressed nucle-
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ation at lower ones. Generally, the developed processing techniques allow for a certain
degree of control over heat introduction and its subsequent removal as well as local
stoichimetry. These factors, in turn, together govern the resulting formation and mor-
phology of microstructure and phases [84][68]. Hence, research led not only to a more
systematic and profound understanding of the mechanisms of phase selection, nucleation
and grain growth as a function of the solidification velocity, it had a strong impact on
the study of metastable phases, be they amorphous or crystalline [85][36][86][87]. To
some extent, 2011´s Nobel prize in chemistry awarded to Daniel Shechtman (Technion,
Haifa) for his discovery of quasicrystals in rapidly solidified Al alloys can be seen as
recognition for the outstanding efforts in this field [88][89].
Since the research field of rapid solidification spans all relevant material classes and
a multitude of individual processing techniques, the aim of the present chapter is solely
to give a comprehensive summarisation of its aspects associated with pulsed laser-based
techniques and processing of metallic bulk and thin film systems. Laser-induced reso-
lidification during surface alloying, melt quenching or welding can be attributed to the
substrate quenching techniques and is particularly of interest due its cooling rates ex-
ceeding 109 K/s. The scope of this topic is covered in the following journal reviews
[25][90][35][84][91] and basic textbooks on materials science [37][92][93] as well as on
laser processing [68], which served as basis for the oncoming sections.
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3.1. Nucleation and growth
The concept of solidification and the associated processes of nucleation and growth are re-
capitulated in various textbooks on physical metallurgy. As foundation for the following
discussion, the descriptions given in [93] and [92] were consulted and briefly summarised
here. This section aims at highlighting the generally known aspects of solidification un-
der comparatively low transformation rates. On the contrary, the following section 3.2
introduces the alterations necessary when considering rapid solidification processes.
Since solidifying corresponds to the advance of the solid (s) into the liquid (l) phase,
one needs to understand the atomistic processes associated with the movement of the
interface. Those mechanisms hold for all processes in physical metallurgy which are
based on nucleation and growth. Assuming a thermodynamic equilibrium at the melt-
ing temperature Tm, where the free energy of both phases is the same (G(s) = G(l)),
the disturbance introduced by the presence of the interface creates an excess free energy
γ(s)−(l) at the location of the (s)-(l) interface.
The type of interface a system presents depends on its possibilities to minimise this ex-
cess energy. As a rule of thumb, a criterion was derived based on the ratio between the
latent heat of melting ∆Hm and Tm, which equals the entropy of melting ∆Sm. Jack-
son et al. argued that systems whose ratio is larger than 4R are likely to exhibit flat
interfaces. This is the case for most single-component semiconductors and intermetallic
compounds. Metals and their alloys on the contrary fall short of this critical value with
∆Hm/Tm ≈ R, thus leading to rough interfaces, where potentially all interface sites may
serve as sites for crystallisation events [94][34].
3.1.1. Nucleation
During the nucleation of a new phase, an interface is created which then migrates into
the parent phase during its growth. The growth of (s) can be subdivided into two lim-
iting cases. If the chemical composition of the phases is the same, the growth of the
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new phase is limited only by the ability of the atoms to cross the interface. Should the
rate of these jumps be low, an interface-controlled process occurs: atoms impinging the
(s)-(l) interfaces encounter a limited number of potential accommodation sites and only
find a place in the advancing (s) through ledge growth as is typical for sharp interfaces.
Conversely, if the jumps over the interface are fast and easy, growth is limited only by
the necessity to transport atoms via long-range diffusion to the newly formed phase.
This diffusion-controlled process has a higher accommodation possibility for incoming
atoms, as is known from rough interfaces. Such a continuous growth solidification leads
to differing product compositions. In order to get a mathematical grip on the propaga-
tion of the advancing (s)-(l) front, a rate theory is applied as will be discussed in more
detail in section 3.2.1.
Figure 3.1.: Change in volume free energy (a) in dependence on temperature in (s) and (l) and
change in free energy (b) during homogeneous nucleation of a sphere with radius r. (c) schemati-
cally shows the energetic difference between homogeneous and heterogeneous nucleation (all
modified from [93]).
Soldidification initiates with the formation of stable (s) nuclei in the (l) phase through
a statistical process where atoms in (l) join together to form sufficiently large clusters
or embryos. To this end, sufficient undercooling ∆Ti is needed at the (s)-(l) interface of
(l) with respect to Tm in the case of pure metals or the liquidus temperature Tliq in the
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case of alloys (see figure 3.1(a)). From a free energy standpoint, nucleation can be seen
as a competition between the released free energy ∆GV per unit volume of (s) formation
in thermodynamic equilibrium1
∆GV = GV,(l) −GV,(s) = ∆Hm,V ∆Ti
Tm
(3.1)
and the energy consumed by the creation of a new interface γ(s)−(l):
∆Gr =
[
−4
3
pir3∆GV + 4pir
2γ(s)−(l)
]
· s(θ) (3.2)
where ∆Gr is the change in free energy due to nucleation of a sphere with radius r, as
depicted in figure 3.1(b). Factor s(θ) accounts for the influence of nucleating agents like
nucleants or mold walls by lowering the energy barrier set up by the excess free energy
∆Gex of (s) clusters (c.f. figure 3.1(c)):
∆Gex =
16piγ3(s)−(l)
3∆GV
=
(
16piγ3(s)−(l)T
2
m
3∆H2m,V
)
· s(θ)
(∆Ti)2
(3.3)
where
s(θ) =
1
4
(2 + cos(θ)) (1− cos(θ))2 . (3.4)
and 0 < s(θ) ≤ 1. Angle θ stems from the wetting behaviour between (l) and (s) ex-
pressed in terms of the balance of their interfacial tensions. In absence of nucleants,
s(θ) = 1 and homogeneous nucleation is attained. All other values of s(θ) yield a reduc-
tion in the nucleation energy barrier, which is associated with heterogeneous nucleation.
The critical radius rcrit of a stable nucleus is the same for both situations (see figure
3.1(c)) and calculates to
rcrit =
2γ(s)−(l)
∆GV
=
2γ(s)−(l)Tm
∆Hm,V ∆Ti
. (3.5)
which corresponds to a free energy increase due to capillarity described by the Gibbs-
Thomson effect. Obviously, good wetting behaviour (low values of wetting angle θ)
1The underlying assumption concerning the entropy of melting ∆Sm,V = Hm,V /Tm strictly holds for
T = Tm, but is also employed as an approximation for temperatures other than Tm [68].
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goes hand in hand with improved nucleation2. This effect can be exploited deliberately
in order to influence the phase selection during solidification. As studies of Herlach
and coworkers revealed, bringing an external nucleation seed in contact with the melt
helps to circumvent spontaneous nucleation by offering energetically more attractive
heterogeneus nucleation sites. Clearly, the seed material needs to be chosen such that it
resembles closely the structure of the intended solidification product [95][96]. Moreover,
rcrit is affected only by the amount of melt undercooling. Since this effect has a significant
influence on the formation of the microstructure resulting from rapid solidification, its
implications on free energy are discussed in section 3.2.
3.1.2. Growth
Figure 3.2.: Schematic situation at a (s)-(l) interface when (a) heat is extracted into (s) and
(b) heat is conducted into a supercooled liquid: temperature distribution (left) and associated
isotherms (right) (modified from [93]).
So far, growth has only been adressed with respect to different modes in which atoms
accommodate into (s)-(l) interfaces. A description of the crystal growth process itself
affords a closer look at the thermal and compositional situation directly at and around
the moving interface. It is clear that alloy solidification needs a treatment that deals
2If θ=0 °, the above mentioned wetting model is invalid.
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with both parameters, while a pure solid depends solely on the thermal distribution. For
the sake of simplicity, we first deal with this case assuming a planar boundary between
(s) and (l). Equation 3.1 gives the driving force for solidification in thermodynamic
equilibrium. Therein, the necessary condition for solidification is evidently related to
the interfacial undercooling ∆Ti, which here is created only by the contribution of the
thermal conditions in the melt (thermal undercooling ∆Tth).
As described in the introduction to this chapter, there are two different processing ap-
proaches for rapid solidification: atomisation and substrate quenching. The main dif-
ference lies in the direction of the thermal gradient perpendicular to the interface, and
thus the heat flow, across the phase boundary. Figures 3.2 (a) and (b) directly compare
the respective interfacial situations. In (a), the thermal gradient in (l) at the interface is
positive (∇Ti,(l) > 0) leading to a heat flux from the superheated (l) to (s) as encountered
in substrate quenching. (b) on the contrary depicts a negative gradient (∇Ti,(l) < 0),
and thus a heat flow into the undercooled (l) characteristic for atomisation methods.
The interfacial growth rate vi then follows for both cases by calculating the balance of
heat flows at the interface:
λth,(s) · ∇Ti,(s) = λth,(l) · ∇Ti,(l) + vi ·∆Hm,V (3.6)
where the heat flow (λth,(·) · ∇Ti,(·)) in (s) and (l) as well as the latent heat of melting
per unit volume ∆Hm,V released during the solidification at the interface are taken into
account3. Hence, the solidification rate vi of a single component system is governed by
the conduction of heat away from the (s)-(l) interface, resembling a competition between
the release of latent heat and the rate of external heat extraction [25].
The different algebraic signs of ∇Ti,(l) in the aforementioned cases have direct conse-
quences on the ability of the interface to maintain a planar front during propagation.
All effects related to this behaviour are summarised under the term interfacial stability.
3Please be aware of the role of the algebraic sign of velocity vi. Since our discussion deals with
solidification, vi is positive taking into account the coordinate system introduced in figure 3.2 (a).
Negative values represent the case of melting [68].
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In the event of heat extraction into (s), a planar interface can be sustained. Other-
wise, interfacial stability is jeopardised since heat loss from (s) protrusions into the (l)
locally increases the undercooling, thus yielding a preferential growth of this feature
ahead of the interface. Finally, a microstructure consisting of thermal dendrites can be
achieved, if there is a sufficiently large curvature of the unstable interface, making the
Gibbs-Thomson effect no longer negligible. By this, a further contribution to ∆Ti is
introduced
∆Tr =
2γ(s)−(l)Tm
r∆Hm,V
=
2Γ
r
(3.7)
where r represents the curvature radius of the destabilised interface and Γ the Gibbs-
Thomson coefficient. Thus, this effect leads to a reduction of the melting temperature by
curvature undercooling ∆Tr = Tm−Ti. Due to the fact that the occurrence of interfacial
instabilites is more pronounced in growth under rapid solidification conditions, a more
in-depth treatment of the contributing factors will be given in section 3.2.
Figure 3.3.: Hypothetical binary phase diagram with linearised phase boundaries (a) and as-
sumed idealised situation (b) for unidirectional planar solidification of an alloy with composition
X0 (modified from [93]).
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Introducing even the slightest amount of a different type of atoms in the melt subjects
the solidification process to the influence of chemical composition. The behaviour of a
solidifying alloy is often discussed considering a simplifyed binary eutectic system, whose
phase diagram exhibits linearised phase boundaries (see figure 3.3 (a)). Strictly, this
simplification applies only to dilute alloys [37]. Following this approach, we take a look
at a hypothetical alloy with a composition of X0 (given in mole fractions of the solute
atoms4). The ratio between the composition of the newly formed (s) and the (l), as
given by the solidus and liquidus lines at X0
keq =
X(s)
X(l)
(3.8)
represents the equilibrium partition coefficient. A thermal condition at the interface,
∇Ti,(l) > 0 shall be assumed (c.f. figure 3.3 (b)). Furthermore, three limiting cases
can be distinguished depending on the spatial distribution of the composition X(s) of
the newly formed (s). They differ in their thermodynamic stability leading to different
possibilities of atomic exchange between (l) and (s):
1. Unhindered mixing in both phases, with a homogeneous (s) composition X0. This
can be achieved through very slow cooling, i.e. thermodynamic equilibrium.
2. No diffusion (s) but perfect mixing in (l) leads to a compositional distribution along
the path travelled by the (s)-(l) interface. It is described by the Scheil equations
which hold for local equilibrium.
3. No diffusion in (s) and only diffusional exchange in (l) is also able to create a
homogeneous (s) composition X0 over large parts of the distance travelled by the
front under steady state growth conditions (depicted in figure 3.3 (c)).
Our discussion here shall be restricted to the third case, because it describes best the
mechanisms present during rapid solidification. The conditions for atomic transport re-
4Unless stated otherwise, all concentrations given in the following represent the solute content in order
to ensure a more clearly arranged notation.
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quired for this case are achieved when the temperature drop occurs fast, thus impeding
(s) diffusion. As for the (l) phase, no permanent convectional matter transport takes
place, leaving solute atom diffusion as the only option. Therefore, solute atoms which
are not built into (s) can only be transported away from the advancing solidification
front by (l) diffusion. Consequently, the (l) directly ahead of the interface contains a
growing amount of solute atoms leading to an increasing (s) content starting from keqX0.
As soon as the solidus temperature for X0 is reached at the interface (T3 in figure 3.3
(a)), the steady state is achieved with constant solidification rate vi. The newly formed
(s) then reaches a constant composition X0, while the (l) adjacent to the front presents
a concentration profile with a steep gradient from X0/keq to X0. During steady state
growth, the concentration profile ahead of the moving front is maintained.
Figure 3.4.: Constitutional undercooling at a planar solidification front: composition profile
during steady-state growth (a) and temperature profile T(l) (b) for heat extraction into (s)
along with equilibrium liquidus temperature characteristic Te (modified from [93]).
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Analogous to the treatment of pure metal solidification, a flow balance at the interface
can be formulated for the case of alloys. The following expression focuses on solute atom
exchange across the front instead of heat flow:
−D(l) · ∇c(l) = vi ·
(
c(l) − c(s)
)
(3.9)
D(l) represents the diffusivity of the solute atoms at the given temperature and concen-
tration gradient ∇c(l) in (l). Equation 3.9 expresses the balance between the down-hill
solute diffusion away from the front due to ∇c(l) and the rate of solute rejection during
solidification. The solution to this diffusion equation for the assumed planar growth,
corresponding to unidirectional solidification (here in x direction), yields
X(l) = X0
(
1 +
1− keq
keq
· exp
[
− x
(D(l)/vi)
])
(3.10)
describing the (l) concentration profile moving with the solidification front. The denom-
inator of the exponential function´s argument gives the width of the profile, which is
reduced if convection is present in (l). There is another implication from the analogy
between equations 3.6 and 3.9 and thus between pure metal and alloy solidification.
The transfer of solute atoms into (l) in the second case corresponds in the first case
to conducting latent heat ∆Hm,V in the same direction. By this, the thermal gradient
∇Ti,(l) at the interface is influenced locally, leading to interfacial instabilities which were
already discussed. Figure 3.4 shows a schematic close-up view of the compositional (a)
and thermal distribution (b) encountered at the (s)-(l) interface. When considered in
conjunction with figure 3.3 (a), it becomes clear, that the increased amount of solute in
(l) (c.f. equation 3.10) leads to a reduction of the liquidus temperature Tliq following
the composition dependence of the liquidus line (see line Te in figure 3.4 (b)). The ac-
tual temperature distribution in the melt T(l) remains unaffected. As introduced in this
figure, a critical temperature gradient
∇Te,crit = T1 − T3
D(l)/vi
=
Tliq − Tsol
D(l)/vi
(3.11)
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can be defined and compared to the actual gradient ∇Ti,(l). For gradients larger than
∇Te,crit, planar solidification is kept stable. If the actual gradient falls below the critical
one, the (l) ahead of the interface exists at a temperature below its Tliq and is thus
undercooled. The amount of this constitutional undercooling introduced by chemical
composition is ∆Tc = Tliq − T . Moreover, the interfacial stability is compromised en-
abling the growth of protrusions. Cellular structures form depending on the decline of
∇Ti,(l), small gradients of which produce dendrites.
In the course of this section, several implications concerning solidification have been in-
troduced which will prove useful when dealing with rapid solidification conditions. First,
temperature distribution, interface curvature and chemical composition were shown to
contribute to the undercooling necessary to create the driving force for the transforma-
tion:
∆Ti = ∆Tth + ∆Tr + ∆Tc (3.12)
Second, equations 3.10 and 3.11 show an evident influence of the solidification rate vi
on the growth process and the resulting microstructure. This velocity dependence is
the first hint as to the rapid solidification mechanisms, to be discussed in the oncoming
section. Furthermore, the processes of accommodating atoms into the moving (s)-(l)
front cannot be neglected, making interfacial kinetics a critical factor especially when
large velocities are involved.
3.2. Interfacial kinetics and metastable
thermodynamics
For the further theoretical treatment of rapid solidification, the previous section intro-
duced three decisive factors: undercooling ∆Ti, thermal gradient∇Ti,(l) and solidification
velocity vi. Bormann argues in his review on non-equilibrium phase reactions, that it
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is the (s)-(l) interface which governs the degree of undercooling and heterogeneous nu-
cleation. Moreover, its mobility exerts more control over phase formation than their
respective energetic stabilities do [86]. Aziz and coworkers, as well as Boettinger and
Perepezko confirm this observation, when deriving functions for the local composition
and temperature conditions at the moving interface [33][90][35][34][30]. Hence, it holds
the key to approaching an explanation for the selection of phases and microstructure
encountered in experiments. To this end, the first part of this section deals with the
kinetic aspects of the accommodation of atoms into a front moving at high velocities.
The other contribution consists of competing processes in nucleation and growth, which
at the same time influence the microstructure evolution.
3.2.1. Interfacial kinetics
Most of the theoretical and experimental work related to non-equilibrium interface ki-
netics encountered in rapid solidification processes was performed from the 1970s to the
mid-1990s. Especially the groups of Turnbull, Aziz, Perepezko, Boettinger, Thompson,
Kurz and Trivedi contributed substantial insight to this field. Their work mostly con-
centrated on pure semiconductors or metals and dilute alloys of both5. Following the
basic treatment of Aziz [33], a rate theory approach is employed to describe the atom-
istic processes at an advancing front. This is schematically depicted in figure 3.5 (a),
where a one-dimensional movement is assumed. Both solute and solvent atoms in (l)
independently jump across the interface and are built into (s). Rate theory then sums
up the individual jump rates of both species to and from (s). The length of those jumps,
assuming a convenient potential well in (s), is less than the distance denoted lD (compare
arrows 1 to 5 in 3.5 (a)). The latter is on the order of interatomic distances a0 in (s)
and corresponds to the length of diffusive jumps in (l) [33].
5Dilute refers in this context to alloys containing less than 10% of solute atoms in order to maintain
the approximation of linearised phase boundaries (c.f. figure 3.3 (a)) [34].
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Figure 3.5.: Schematic atomic arrangement during growth of a solidification front from left to
right (a) depicting the trapping a solute atom (no. 4) into (s) (taken from [33]). (b) general
free energy characteristic for transformations involving an activated state of higher free energy
(modified from [93]).
Solute atoms, such as no. 4 in the same figure, exhibit a different behaviour regarding
their inclusion in (s) depending on the type of interfaces and thus the growth mode
of the material (see section 3.1.1). In ledge growth, the interface steps laterally and
the solvent atoms take on their new (s) positions in a time smaller than τ = lD/vi,
making this process instantaneous. τ corresponds to the time needed to solidify a step
or a monolayer of atoms. During this time, the solute atom tries to diffuse back to
(l). If this should take longer than τ , the next monolayer is solidified and stays at
this position, since (s) diffusion is neglected. According to Aziz, continuous growth in
turn shows a seemingly reversed motion. There, the solute located in (l) is dragged to
a site in (s) during this period of time, while it tries to impede this by diffusing away [33].
Rate theory for a kinetic description of interfacial velocity vi, affords a closer look at
the energetic disposition of the atoms located there for a duration τ . Figure 3.5 (b)
shows a general schematic of the Gibbs free energy of solvent atoms applicable for this
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purpose [93]. There, the difference in molar free energy between (l) and (s) is given
by ∆G, being equal to the already introduced driving force for solidification. Before a
solvent atom can change from (l) into an (s) site, it needs to overcome an energy barrier
∆G∗, making this a thermally activated process. The interface velocity vi results from
the net jump rate between (s) and (l) and thus from the difference between the respective
fluxrates j(·)→(·) [97][93]:
vi = a0 ·
(
j(l)→(s) − j(s)→(l)
)
= a0 · A · ν · exp
[
−∆G
∗
RTi
]
·
(
1− exp
[
−∆G
RTi
])
= v0 ·
(
1− exp
[
−∆G
RTi
])
(3.13)
with accommodation factor A describing the fraction of possible (s) sites accepting atoms
crossing the interface, ν the frequency of atomic vibration and v0 as a kinetic prefac-
tor of the interface mobility. According to Aziz et al., the latter equals a hypothetical
maximum in growth velocity for the case of an infinite driving force [34]. A approaches
unity for rough (s)-(l) interfaces and assumes low values in the case of sharp ones. Thus,
the slowest process in the competition between diffusion to and accommodation in the
interface dominates the behaviour [93]. Thompson et al. and Aziz et al. follow Turn-
bull´s approach in relating the kinetic prefactor to liquid diffusivity D(l) [98][34]. This
is based on the assumption, that the rate of atoms being built into (s) is approximately
the same as the rate of solvent atomic diffusion in the melt6:
v0 = vD = c1
D(l)
a0
(3.14)
where c1 is a geometrical factor close to unity [34]. Moreover, the Stokes-Einstein relation
can be employed to relate v0 to the shear viscosity ηS representing an experimentally
accessible value:
v0 = c2
kBT
ηS
(3.15)
6It shall be emphasised that those equations contain material parameters which are strictly tempera-
ture dependent.
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with c2, another geometrical factor on the order of unity [34]. Finally, a useful expression
of the prefactor can be formulated to
v0 ∼= AkBT
3pia20ηS
=
A
a0
D(l). (3.16)
[99][97][38][98]. Inserting this into equation 3.13, the competition between kinetics and
thermodynamics, which was mentioned above only in qualitative terms, becomes evident
[68]. For high (l) temperatures, where diffusion is easily possible, the undercooling
is insufficient to generate the driving force needed for phase transformation (compare
equation 3.1 for pure metal solidification). Consequentially, the exponential containing
∆G determines growth under those conditions. Low temperatures on the contrary effect
high undercooling ∆Ti, which increases ∆G. Now the kinetic prefactor is rate limiting
due to the exponential increase in viscosity ηS, which results from the significantly
reduced diffusivity.
Figure 3.6.: Range of solidification front velocities typically encountered in rapid solidification
(a) including distinct intervals of different dominating phenomena (according to [91]). Func-
tional course of non-equilibrium patition coefficient kv under rapid solidification conditions (b)
in dependence of normalised interface velocity equal to the Péclet number (modified from [34]).
Apparently, the diffusive speed vD plays an important role in interface mobility. Kurz
and Trivedi examined its relation to the growth velocity vi by observing the solidified
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microstructure [91]. In their review, a distinction of three velocity regimes is intro-
duced, based on a comparison of diffusive distance lD to length scales characteristic
for microstructure. Figure 3.6 (a) summarises their assessment for growth velocities
ranging between 10−2 and 103 m/s, which is the typical interval in rapid solidification
of semiconductors and metals [91]. On the lower branch of vi up to 10−2 m/s, where
cellular or dendritic growth can be observed (concurrent with the discussion in section
3.1.2), the characteristic length lcrit of microstructural features auch as dendrite radius
or the spacings between cells and eutectic lamellae. In this regime, the product l2crit · vi
is constant [93]. As long as lcrit surpasses lD, unhindered bulk diffusion takes place and
the Einstein equation can be used to calculate
lD = 2
√
D(l)t = 2D(l)/vi (3.17)
analogously to the thermal diffusion length in equation 2.19 [91]. As soon as lcrit ap-
proaches lD or even falls below it, the size of the diffusional field is constrained by the
microstructural feature.
In the range between 10−2 and 1m/s the transition to steady state growth is observed.
Our previous discussion of this case in section 3.1.2 already introduced the appropriate
critical length. Equation 3.10 gives the concentration profile in (l) directly ahead of the
interface having a width of D(l)/vi. With increasing solidification rates, lD approaches
this value, finally leading to the loss of local interfacial equilibrium. Introducing the
Péclet number βPe, a boundary value can be derived yielding a straightforward means
to assess the conditions leading to the loss. βPe is a well known dimensionless number in
fluid dynamics describing the relation between convective and diffusive flow of mass or
heat [78]. Here, it is calculated by relating the velocities of growth and atomic diffusivity
in (l) [33][91][100]
βPe =
vi
vD
=
vilcrit
2D(l)
. (3.18)
As soon as the interfacial velocity reaches the diffusive speed defined in equation 3.14,
βPe approaches unity and therefore steady state conditions, i.e. local equilibrium, are
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no longer valid [25]. From an atomistic perspective as depicted in figure 3.5 (a), the
interface then travels so fast that the diffusional motion of the atoms cannot outrun it.
Hence, solute atoms can be extensively incorporated into (s), possibly exceeding equi-
librium solubility limits. This so called solute trapping is one of the remarkable features
of rapid solidification [33][91][100][34].
Once again, it was Turnbull and coworkers who proposed an upper limit to vi based on
the sound velocity vS. It was shown to be applicable for melts of pure metals and sim-
ple monomolecular substances. They argue that crystallisation under those conditions
is collision limited, meaning that every collision of an atom in (l) with the approach-
ing interface results in a crystallisation event. This holds especially for metals having
activation barriers ∆G∗ significantly smaller than the driving force ∆G. Thus, the so-
lidification rate is limited by the rate of impingement only, resulting in large interface
mobility, which is in turn restricted by vS. A rule of thumb applicable to (l) metals,
states that vS is three orders of magnitude larger than vD. In terms of the growth
modes introduced in section 3.1.1, interface velocities lower than vD are characteristic
for diffusion-controlled processes. For higher velocities, interface control is established,
which then translates to collsion-limited growth when vS is reached [101][34][30].
Returning to the compositional implications arising in solute trapping, a model rel-
evant to the material systems under investigation here shall be introduced. Aziz and
Kaplan developed an analytic approach describing single-phase continuous growth of
rough interfaces in dilute disordered alloys (compare figure 3.3(a)) [102]. In order to
account for the velocity dependence of the composition, βPe serves well to modify the
equilibrium partition coefficient keq in equation 3.8 to
kv =
Xneq(s),i
Xneq(l),i
=
keq + βPe
1 + βPe
(3.19)
as kinetic partition coefficient governed by the non-equilibrium composition Xneq(·),i of (s)
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and (l) at the interface [33][100]. Figure 3.6 (b) shows the general behaviour of kv as a
function of normalised interface velocity βPe. Especially the high velocity branch of kv at
Péclet numbers way above unity hints at another decisive feature of rapid solidification:
kv approaches unity, which is equivalent to the melt and the formed (s) having the same
composition. This finding is called partitionless solidification and will be of importance
later on.
Figure 3.7.: Fractional contributions of solute drag, solute trapping and kinetics to the resulting
interfacial undercooling as a function of logarithmic normalised interface velocity (equal to
logarithmic Péclet number). As shown, for each velocity regime the atomic attachment is
dominated by one of these undercooling contributions (modified from [103]).
As the compositional situation depicted in figure 3.4 (a) already infers, the solute
accumulated in front of the (s)-(l) interface reduces the driving force for solidification.
This is due to the transition of the diffusional behaviour from a diffusion absence in (s)
to high diffusivity in the interface and the adjacent (l). The resulting increased solute
concentration acts as an obstacle, thus slowing the migration down by solute drag effect
[34][28][104][105]. The total energy dissipation at the moving interface is associated to
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the acting driving forces via further additive contributions to interfacial undercooling
∆Ti as introduced in equation 3.12: kinetic undercooling ∆Tkin, and the addends due
to solute trapping ∆Ttrap and solute drag ∆Ttrap. Clearly, these undercooling addends
are also velocity dependent, which has been elaborated by Aziz and Boettinger from a
kinetic standpoint [34][103]. Depending on the underlying mechanism, each contribution
has an interface velocity regime in which it is most effective. Figure 3.7 summarises this
depicting fractional undercooling as a function of βPe. As expected, solute drag works
best at low velocities where diffusion is still decisive. Transition to steady state growth at
βPe ≈ 1 makes solute trapping dominant. Velocities approaching the collision limit lead
to kinetic undercooling suppressing the other components. Assadi and Greer transferred
the impact of these undercooling contributions to thermodynamics, which is dealt with
in the next section [103].
3.2.2. Thermodynamic considerations and metastability
Based on the theory of regular solutions in heterogeneous systems, the free energy of an
alloy Galloy with a solution of B in A is given by
Galloy = X
A
(s)G
A +XB(s)G
B + ∆Gmix
= XA(s)G
A +XB(s)G
B + ∆Hmix − T∆Smix (3.20)
where ∆Gmix corresponds to the change in free energy due to the mixing of both compo-
nents j = (A,B) and Xj(s) to the respective (s) composition
7. Figure 3.8 (a) depicts an
idealised free energy vs. composition characteristic of an alloy system with a mixing ten-
dency. Adding to this the G-X curve of the melt as shown in figure 3.8 (b), a graphical
7In this framework, the enthalpy of mixing ∆Hmix = ΩXA(s)X
B
(s) stems from the theory of reg-
ular solutions, whereas the theory of ideal solution gives the entropy of mixing ∆Smix =
RT
(
XA(s)ln
(
XA(s)
)
+XB(s)ln
(
XB(s)
))
. The parameter Ω accounts for the binding energy of the A-B
system and assumes negative values for preferred mixing (exothermic reactions) while positive values
stand for demixing tendencies (endothermic reactions)[93].
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method for the determination of thermodynamic equilibrium between these two phases
can be employed. Under said condition, the chemical potentials µj(·) of all components
j in all phases (·) must be equal [68][93]. For a given temperature T and composition
X(l), this prerequisite is graphically expressed by a common tangent to both G curves
as shown in figure 3.8 (b). Applying this common tangent rule to a system for different
temperatures yields the equilibrium phase diagram.
Figure 3.8.: Molar free energy curve (a) for a solid solution, where the pure components A
and B share the same crystal structure (modified from [93]). Concept of the rule of parallel
tangents: (b) schematic free energy diagram of two phases at liquidus temperature TL and (c)
the situation for an arbitrary nucleation temperature TN < TL (modified from [98][37]).
In order to determine the driving force for the nucleation of a (s) phase, Hillert,
Thompson and Spaepen proposed the rule of parallel tangents and labelled it as a ‘partly
thermodynamic approach’ [98][37]. Figure 3.8 (c) depicts its application to an alloy melt
undercooled to temperature TN below Tliq. The maximum driving force ∆Galloy,max for
alloy formation is reached when the formed (s) has a composition leading to equal
differences in chemical potential between (s) and (l) for both components [98][37]:
∆µA =
(
µA(s) − µA(l)
)
=
(
µB(s) − µB(l)
)
= ∆µB. (3.21)
This equality corresponds graphically to the difference in the G-X plots between the
common tangent of the system at equilibrium and the parallel at TN (see figures 3.8 (b)
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and (c) in comparison)8. Not only does this provide ∆Galloy,max = ∆µA = ∆µB; the
most probable composition XN of the first stable (s) nuclei can be determined from the
tangent point of Galloy and the constructed parallel9. [98][37].
As already stated in the introduction to this chapter, material processing employ-
ing ultra-short pulsed laser radiation generates strong non-equlilibrium conditions. Von
Allmen and Greer attribute this tendency to the short heating and cooling time scales
promoting small length scales of material modification. Together, these contributions
generate large magnitudes of thermal gradients ∇Ti,(l) and irreversible heat flow. Both
heat and mass flows act simultaneously in the same volume and influence each other
[39][68][106]. Such short transient processes can effect local equilibria at the (s)-(l) in-
terface, in which stable or metastable phases are formed or even lead to a complete loss
of equilibrium. Consequentially, the application of equilibrium phase diagrams for the
assessment of potential resulting phases is not advisable. For this purpose, metastable
phase diagrams can be employed to some extent. Those can be calculated using e.g.
CALPHAD methods, when thermodynamic data on the involved phases is experimen-
tally available. Then, the parallel tangent rule introduced before, can be used to assess
and compare driving forces for possible transformations in the system of interest, even
if metastable states are involved [36][107][108][86].
The cause for the stable existence of thermodynamically unfavoured, configurationally
frozen states can be found when considering kinetic barriers for transformations to
other states. Overcoming those hindrances requires thermally activated jumps of atoms
[36][37]. For our discussion, both composition and structure resulting from solidification
8Naturally, this task is not as simple as it seems, since it requires knowledge on the thermal and
compositional behaviour of free energy of both alloy and melt, which is not readily available for all
phases and situations.
9Assuming B has vanishing solubility in A, the maximum driving force calculates to ∆Galloy,max =
(Tliq − T ) ·
(
∆SAm −Rln(XA(l))
)
[98].
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play decisive roles as will be made clear in this theoretical part and the oncoming ex-
perimental discussion. Another energetic perspective was brought on by Bormann. He
argues, that even in the case of non-equilibrium phases resulting from highly undercooled
(l)-(s) transitions, the energetic difference between those states and the thermodynam-
ically stable one is rather low. Accordingly, the driving forces for the transition to the
stable state are also reduced [86].
Figure 3.9.: Effect of the different contributions to interfacial undercooling as introduced in
figure 3.6 on the shape of a hypothetical phase diagram: true kinetic undercooling (a) shifts
the phase boundaries to lower temperatures, solute drag (c) effects skewing and the boundaries
fall on the T0 line for solute trapping (c) in effect (modified from [103]).
In order to assess the implications imposed by the undercooling contributions effected
by the moving interface (see section 3.2.1) on phase diagram shape, Assadi and Greer
analysed a simple hypothetical alloy system. They argued, as did Turnbull, that alloy
solidification genuinely is a collision-limited process. The driving force for propagation
of the (s)-(l) interface is reduced by dissipation mechanisms. Hence, the growth veloc-
ity vi is reduced, making the process appear diffusion-limited. From the standpoint of
interfacial undercooling ∆T totali , this means that the kinetic undercooling ∆Tkin that is
promoting the growth is reduced by the undercooling addends ∆Tdrag and ∆Ttrap, which
can be seen as a different way to interpret the statements in figure 3.7. Concluding
their theoretical treatment, Assadi and Greer transferred these findings to assess the
consequences on phase diagrams imposed by the individual effects. This yields accord-
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ingly modified kinetic liquidus and solidus lines as depicted in figure [103]. Since kinetic
undercooling is independent of interfacial composition, it produces a translation of the
phase boundaries in the negative T direction without altering their shape and curvature.
It is obvious that solute drag cannot take place in pure components, which skews the
boundaries to lower temperatures while maintaining the partition coefficient and their
intersection at Tm. When both Xneq(l),i and X
neq
(s),i approach the same value, as observed in
solute trapping, the liquidus and solidus curves collapse onto one common line, denoted
as T0 line [103].
Biloni and Boettinger (see chapter 8 in [37]) describe this line as the thermodynam-
ically highest possible interface temperature allowing for congruent solidification, thus
defining a limit for polymorphous phase transitions [35]. The latter are characterised
by the formation of any phase without changing the actual composition. During solid-
ification, this constrains an alloy system to maintain chemical homogeneity during the
transition from (l) to (s), which was already introduced as partitionless solidification.
Based on this, Johnson argues that polymorphous transitions only consist of topological
rearrangements of atoms. This fits the discussion above, since solute trapping occurs
at interface velocities vi on the order of or larger than solute diffusion velocity vD (see
equation 3.17 and figure 3.7), effectively inhibiting the long-range mass transport needed
for compositional changes [36].
Hence, T0 can be seen as a boundary of the enhanced solute concentration encountered in
rapidly solidified alloys under solute trapping conditions [35]. In order to actually work
with the T0 concept as a means to estimate possible phase formation, it is necessary to
be able to construct this boundary line. To this end, two approaches can be pursued.
One relies on the use of known thermodynamic data of all involved phases [107][108],
while the other is used if this information is not available and represents an approxi-
mation based on the equilibrium phase diagram [109]. In the case of known free energy
vs. compostition functions for (l) and the possible (s) phases, the T0 line is constructed
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by looking at the corresponding G(·)-X curves at a set of different temperatures. By
connecting the intersection points between the G(l) and G(s)-X curves, where the free
energy of (l) and (s) phases is equal (∆G=0), the progression of T0 as a function of
composition can be evaluated. The advantage of this approach lies in its applicability
to thermodynamically known metastable (s) phases. On the contrary, the above-stated
simplified approach introduced by Ishihara and coworkers, is not capable of including
those phases since it relies on equilibrium phase diagrams. Here, the T0 line is achieved
by connecting the midpoints between solidus and liquidus lines for a set of temperatures.
Evidently, this only holds above eutectic or peritectic temperatures [109]. To estimate
the behaviour encountered below these limits, metastable liquidus and solidus lines are
assumed to continue the curvature of the stable lines into the low temperature region.
Clearly, this corresponds to an extrapolation of the equilibrium phase boundaries and
thus caution is to be taken whilst employing this method [90][35].
3.2.3. Microstructure and phase selection
During the discussion of growth under steady state conditions and heat flow into the
newly formed (s) in section 3.1.2, the role of the interfacial temperature gradient ∇Ti,(l)
on the stability of the advancing front was pointed out. Equation 3.11 introduced critical
temperature gradient ∇Te,crit as the lower boundary for planar growth without segre-
gation processes. Since this value obviously is a function of vi, it is straightforward to
deduce that the different regimes of interfacial velocities presented in section 3.2.1 not
only influence the chemical composition of the resulting (s). Clearly, they contribute to
the control over the formed microstructure and thus need to be considered in conjunc-
tion with the effects of thermal gradients and alloy composition [25][84]. Kurz, Trivedi
and coworkers authored a set of useful review publications on these issues and their
mutual interactions in the 1990s [110][111][100][91]. Figure 3.10 (a) and (b) summarise
the general findings on microstructural development as a function of growth velocity vi,
temperature gradient ∇Ti,(l) and alloy composition X0 respectively.
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Figure 3.10.: Schematic representation of regions of different resulting solidifcation microstruc-
tures for different selections of solidification parameters: (a) temperature gradient vs. interfacial
velocity (taken from [84]) and (b) alloy composition vs. interfacial velocity (taken from [110]).
Those results are based on theoretical considerations concerning interfacial tempera-
ture and composition similar to those presented in the previous two sections and were
experimentally confirmed for laser-induced resolidification of doped semiconductors and
dilute metallic alloys. Both figures show regions where dendritic, cellular or planar
growth is favoured by the corresponding pair of parameters. The regions in turn are
separated by boundary lines, whose characteristcs can be calculated with the knowledge
given so far in this text.
Looking at the ∇Ti,(l)-vi diagram on the left hand side, two limiting cases for a fixed
alloy composition X0 can be distinguished. On the low velocity branch constitutional
undercooling governs the transition between cellular and planar growth. The critical
velocity is found by simply reorganising equation 3.11
ve,crit =
∇Ti,(l)D(l)
Tliq − Tsol (3.22)
which is a function of the equilibrium solidification interval (see denominator) and the
interfacial temperature gradient. On the high velocity side exists an upper limit for vi,
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which clearly is independent of the temperature gradiend at hand. The limit of absolute
stability va alike marks the transition to segregation-free solidification:
va =
(T neqliq − T neqsol )D(l)
kvΓ
(3.23)
where the corresponding non-equilibrium values are employed along with Gibbs-Thomson
coefficient Γ of equation 3.7. Replacing ve,crit in equation 3.22 with va, the appendant
upper limit to the temperature gradient ∇Ta follows directly:
∇Ta = (1/kvΓ) · (Tliq − Tsol) · (T neqliq − T neqsol ) (3.24)
Explicitly, for a fixed intermediate temperature gradient, increasing vi leads to a mi-
crostructural evolution from initially planar, over cellular and dendtritic, back to planar
growth at high velocities [84][100][91]. Figure 3.10 (b) represents the complementary
situation for a fixed interfacial temperature gradient, and thus as a function of vi and
X0. Here, the limiting lines of constitutional undercooling ve,crit and absolute stability va
are supplemented by the boundary of solute trapping vtrap at higher velocites. The lower
part of this figure evidences that planar growth is preferred by dilute alloys. For higher
concentrated solutions, cellular or dendritic structures are formed, which effectively are
suppressed only when the trapping mechanism evolves at high vi according to figure 3.7
[110].
Kurz ultimately reasoned that a system being rapidly solidified under local equilib-
rium conditions is likely to prefer those microstructural morphologies which exist at
the highest possible interfacial temperature. Furthermore, he extended this notion to
the prediction of phase selection [100]. Concerning this topic, Bormann emphasised the
role of the interfacial undercooling on the driving force for nucleation of (s) phases. He
pointed out, that interface mobility plays a more influential role than considerations of
energetic stability of the candidate phases [86]. This was confirmed by Spaepen, who
attributes the control over phase selection to such kinetic factors and additionally as-
signed a cooling rate T˙ and nucleation probability [8]. The latter was of special interest
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for Perepezko and coworkers, who contributed analyses on the role of nucleation and on
the competition between phases during nucleation and growth [112].
Directly related to nuclei formation is one of the most widely used criteria for phase se-
lection brought forward by Turnbull. He reasoned that the reaction paths most probable
to be favoured by kinetics are those associated with the least amount of atomic rearrange-
ment or movement. This corresponds to fast transitions where only small differences in
entropy between parent and product phase are observed. The resulting arrangement of
atoms in (s) is thus likely to exhibit short range order, be it topological or compositional
in nature, and can either be amorphous or crystalline [85]. For the latter, Turnbull pro-
posed that kinetics favour the formation of simple isotropic crystal structures with small
unit cells [8]. Moreover, Greer suggested that phases are favourably nucleated if they ex-
ist over wide composition intervals, allow high interdiffusivities and enable fast interface
mobilities. Concerning the selection between amorphous and crystalline (s) phases, he
noted that amorphous phases are preferred when kinetic hindrances are in effect, while
the formation of crystalline metastable phases is due to thermodynamic reasons [106].
In sum, the selection of phases and the microstructure resulting from rapid solidifica-
tion are governed by competing processes during nucleation and growth of all possible
(s) phases, stable or metastable, whose free energy is lower than that of the (l) state [27].
Finalising these general considerations on kinetics and thermodynamics, the applica-
tion of these concepts to the main field of interest of this thesis ensues, namely, the
pulsed laser treatment of metallic thin films. To this end, it is necessary to couple these
findings with the temporal and spatial implications inherent to pulsed laser treatments
on the one hand and the energetic and diffusional peculiarities of confined media on the
other [113]. This was summarised by Greer in a treatise devoted to a comprehensive
discussion about the role of diffusion on reactions in such arbitrarily designed systems
as multilayered thin film media [106].
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Figure 3.11.: Greer´s simplified master curves on (a) thermodynamic interaction and diffu-
sional mass transport of pure multilayer components and (b) pulsed laser treatment parameters
with critical diffusional and microstructural dimensions (both taken from [106]).
Greer´s approach consists in relating the thermodynamic interaction between the
pure elements forming the multilayer with their possibilities to perform diffusional mass
transfer as governed by kinetics. Hereunto, he joined up the most important parameters
characterising these processes in one plot, depicted in figure 3.11 (a). There, the heat
of mixing ∆Hmix (introduced in equation 3.20) as a thermodynamic quantity of the
alloy and the ratio between the constituent atomic radii (rat,s/rat,l) outline the regions
of the different phases and microstructures formed10. The latter suggests that these two
parameters normally cannot be considered independently. According to the theory of
regular solutions [93], the region of ∆Hmix ≈ 0 corresponds to ideal mixing conditions
leading to the formation of chemically random solid solutions. While positive values
are associated with demixing and clustering (due to increasing γ(s)−(l)), negative ∆Hmix
10Greer pointed out, that ∆Hmix can be used irrespective of the mixing taking place in (s) or (l).
Furthermore, he employed Goldschmidt radii as atomic radii, knowing that these deviate from
accurate values especially when large negative ∆Hmix are involved [106].
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favours the formation of chemical order or even compounds. To account for entropic
effects associated with Gibbs free energy of mixing, the demarcation between these re-
gions is slightly shifted from ∆Hmix = 0 towards positive values. Increasingly negative
mixing enthalpies are likely to promote the quenching of amorphous phases. This hap-
pens especially when the radii of the mixing components exhibit a large difference and
thus small radius ratios. The plot here is restricted to a lower radius ratio of 0.59 which
corresponds to the classical limit of interstitial diffusion11. With increasing radius ratio,
the interstitial mechanism is displaced by the substitutional one. The aforementioned
condition for solid solution formation is naturally supported by ratios approaching 1.0.
Hence, figure 3.11 (a) can be seen as a master curve enabling the assessment of the
possibilities of phase formation in a given matching material.
Greer complemented this by coupling the most decisive parameters of pulsed laser
treatment with the critical dimensions of material transport and microstructure dis-
cussed above. Figure 3.11 (b) is thus the master curve for different processing regions as
delineated by dimensional and temporal constraints. The associated demarcations are
given as straight lines in the graph and were estimated by a set of simplified equations
originally devised by Spaepen et al. and von Allmen et al. [39][42][43]. Since they were
only considering the case of laser irradiation normal to metallic alloy thin films on sub-
strates, one-dimensional heat transfer towards the substrate was scrutinised. Thus, the
melt depth dmelt is the characteristic processing parameter, governed by pulse duration
τp, irradiation power P and the material´s thermal properties. Especially the latter ef-
fect further heating of the already molten layer taking place for times t > τp, leading to
a superheating of (l) and thus ∇Ti,(l) > 0. The double logarithmic scale of figure 3.11 (b)
simplifies the depiction of the functions T˙ , lth,(l) and lmono to straight lines. Herein, the
transition to partitionless solidification is achieved when lmono < 2rat, which is favoured
11Deviating from this limit, Greer reports observations of interstitial diffusion at ratios approaching 1.0
taking place in binary systems with large negative ∆Hmix.
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by high cooling rates. Moreover, the behaviour of dmelt shows, that short τ(l) and thus
high T˙ generate comparatively low melting depths, leading to a more surface-confined
heat treatment with reduced possibilities of diffusional intermixing as in concordance
with experimental findings [25].
Combining the curves in figure 3.10 with those in figure 3.11, a set of four clearly
simplified master curves might be at hand which could support the interpretation of
experimental results from microstructure and phase composition after laser processing.
Vice versa, it might enable a more guided approach to the design of dedicated microstruc-
tures by appropriately selecting materials and processing parameters beforehand.
4. Materials selection
The objectives of this thesis require the materials selection process to be tackled from
different vantage points and background data. Based on the described governing mecha-
nisms of rapid solidification, the foremost prerequisite for their systematic application in
the microstructural design of metallic alloys is a precise à priori knowledge on a different
set of thermodynamic, diffusional and kinetic material parameters. Preferably, these
data need to be present as functions of temperature and composition. As intended, the
combination of the pure elements forming the multilayer thin film not only governs the
possibilities of phase and microstructure formation. Consequentially, it controls the re-
sulting functional properties of the modified material, both by structural characteristics
of the solid and the microstructural dimensions formed [1]. In order to reasonably reduce
the complexity of the problem, only binary material combinations shall be in focus of
the analysis here.
In addition, the possibility to arbitrarily design the multilayer-substrate combination
opens up the opportunity to exert influence on the heat transfer process away from the
superheated melt. Hence, both melt lifetime τ(l), limiting diffusional intermixing, and
solidification front velocity vi are likely to be affected by purposedly choosing convenient
substrate materials. Simultaneously, an appropriate adhesion behaviour to the multi-
layer must be ensured. In order to systematically assess the prospects of controlling the
outcome of LIMET treatments, it is necessary to reasonably narrow down the possible
candidate combinations to well-investigated material systems.
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4.1. Substrate materials
Besides ensuring integrity of the metallic thin film during laser treatment, the main
purpose of the substrate is to extract heat from the processed region. Thus, the thermal
properties introduced in section 2.2 play the decisive role. To impede disturbances to the
melting and resolidification process of the multilayer, the substrate must ensure stable
geometrical conditions at its surface. Phase transitions in (s) or the transition to (l)
state can effect alterations in density or a softening of the elastic coefficients, both of
which can jeopardise this condition. Obviously, an intermixing between the multilayer
and the substrate elements is also to be impeded, in order to keep impurity contents
as low as possible. To this end, the substrate should not exhibit phase transitions in
the temperature interval from room temperature to the melting points of the multilayer
constituents. From an application point of view, the use of MEMS materials is rec-
ommendable, since their properties are well known and their production methods are
established and yield reproducible results [64][114]. Furthermore, their successful use
as LIMET-capable substrates could repeatedly be shown, also in conjunction with ap-
plications in small scale mechanical and tribological composite behaviour [17][115][65].
A set of standard MEMS materials was assessed accordingly with respect to their
melting temperature, softening point, thermal conductivity and diffusivity. As soon as
the presence of a disturbing phase transition was ruled out, the parameters governing
heat conduction were used to refine the search. In order to systematically analyse the
possibility to control melt lifetime τ(l), it was intended to achieve a reasonably wide
interval, preferably spanning some orders of magnitude in conductivity and diffusiv-
ity. Single-crystalline silicon (sc-Si), amorphous silicon nitride (SixNy) and fused silica
(SiO2) representing the most frequently employed MEMS material systems [64], show
convenient characteristics at room temperature. Table 4.1 summarises these data and
rounds them up with relevant thermodynamic values. Since both SixNy and SiO2 are
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Substrate materials
Property
Silicon (sc-Si) Silicon nitride (SixNy) Fused silica (SiO2)
λth (W/mK) 150.0 30.0 1.4
ρ (kg/m3) 2330 3170 2210
Dth (10−5 m2/s) 9.04 1.33 0.09
cP (J/kgK) 702.2 710.6 745.0
Tsoft (K) / / 1953
Tm (K) 1687 2173 2003
Tb (K) 3538 / 2473
Literature / [116] [117]
Table 4.1.: Relevant thermal and thermodynamic properties of the employed MEMS substrate
materials at room temperature along with their literature sources. Tm is amended by boiling
point Tb and softening temperature Tsoft if applicable (SixNy decomposes at 2173K). Until
otherwise stated, the data are valid for bulk material and stem from [118].
employed in their amorphous form (see section 5.1), no relevant phase transitions are
likely to be observed in the temperature range of interest for all selected substrates.
Most importantly, the spread in thermal properties spans three orders of magnitude in
conductivity λth and in diffusivity Dth, making these substrates the ideal choice for the
purposes of this thesis.
4.2. Metallic multilayer systems
The necessity to base the search for convenient binary metallic systems both on the
availability of comprehensive thermodynamic data and desirable functional properties,
considerably narrows down the number of candidate metal combinations. Moreover,
Turnbull´s kinetic argument of phase selection (see section 3.2.3) suggests to concentrate
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on prospective phases with comparatively simple crystal structures. In addition, the
implications on driving the force discussed in conjunction with the T0 concept (c.f.
section 3.2.2) indicate a preference towards systems exhibiting intermetallic phases with
large existance range over compound phases with narrow composition intervals.
Multilayer components
Property
Aluminum (Al) Nickel (Ni) Titanium (Ti)
λth (W/mK) 237.0 90.7 21.9
ρ (kg/m3) 2700 8910 4510
Dth (10−5 m2/s) 9.91 2.29 0.93
cP (J/kgK) 897.0 444.0 523.0
Tm (K) 933 1728 1941
Tb (K) 2792 3186 3560
αth (10−6/K) 23.1 13.4 8.6
rat (pm) 124.6 144.8 143.2
R (1) 0.935 0.428 0.440
Table 4.2.: Relevant thermal and thermodynamic properties at room temperature of the metal-
lic materials employed for multilayer deposition (from [118]).
A literature survey accounting for these issues points to three of the best-investigated
systems with respect to their thermodynamics as well as their functional characteris-
tics: Ni/Al, Ti/Al and Ni/Ti. All three have in common, that an intermetallic phase
fulfilling these preconditions is located at the stoichiometric composition of the con-
stituent elements (see figures 4.1 to 4.3) [119][120][121][122]. Moreover, it is possible
just by combining only three different pure metals (atomic radii; see table 4.2) to access
a multitude of different thermodynamic, diffusional and kinetic behaviours. Thus, the
applicability of Greer´s master curves to à priori microstructural design can systemati-
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cally be assessed. Adopting the multilayer approach to the design of the metallic thin
film allows for an arbitrary selection of composition and potentially unusual material
combinations [8][106]. The following brief description of the candidate material systems
will be restricted to the phases at and adjacent to the stoichiometric composition. More
detailed information on the relevant involved phases is given in appendix V.
4.2.1. Nickel-Aluminium System (Ni/Al)
The Ni/Al system is mostly known for its remarkable mechanical properties and good
corrosion resistance even up to the elevated temperatures encountered in turbine appli-
cations. Desai et al., Ansara et al. and Pasturel and coworkers summarised the ther-
modynamic data necessary to calculate the phase diagram (figure 4.1) and free energy
characteristics [123][124][125][126].
Figure 4.1.: Equilibrium phase diagram of Ni/Al system (taken from [127]).
Especially the intermetallic phases NiAl, referred to as β with cubic B2 structure, and
Ni3Al, also called γ′ exhibiting a fcc ordered L12 structure, were subject to intensive
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research (see figure 4.1(b)). [120][127][128][129]. β-NiAl shows the desired extended
compositional range and melts congruently at 1950K for compositions close to stoi-
chiometry, while keeping its order.
For compositions on the Ni-rich part of its range, a thermally induced martensitic
transformation to a tetragonal L10 structure is observed, which was first noticed during
the 1960s [130][131][132][133][134]. Its associated Martensite start temperature MS is
strongly composition-dependent and ranges approximately between 33 and 1273K for
contents of 60 to 70 at.% Ni, and can further be modified by adding Mn and/or Fe
[120][135]. It is worth mentioning, that cosputtering and self-propagating exothermic
solid-state reactions (SHS) in multilayers can yield metastable phases [128][136]. Espe-
cially the process mentioned last, benefits from the β-phase exhibiting an appropriate
energy density (861 kJ/cm3) and enthaply of formation (59 kJ/mol) to enable a self-
sustaining reaction front [137][138][139][140].
4.2.2. Titanium-Aluminium System (Ti/Al)
Alloys based on titanium aluminide phases share the same properties and application
fields with those of the Ni/Al system [120][141]. Intensive research was devoted to as-
sessing the phase diagram (see figure 4.2 (a)) and thermodynamic equilibria especially
by Kainuma et al. and Desai and coworkers [142][123][143][144][145][146][147][148] while
Colinet summarises the associated formation enthalpies [149]. Both phases exhibit com-
paratively large existence ranges as depicted in figure 4.2 (a).
γ-TiAl keeps its ordered L10 structure up to the melting point and is also known for its
capability to be formed in exothermic self-propagating reactions during combustion syn-
thesis like β-NiAl [120][150]. Therein, an energy density of 788 kJ/cm3 and an enthaply
of formation 40 kJ/mol are observed [151][152]. Like in the Ni/Al system, the differ-
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ence in melting points of the constituent elements is large, but only β-Ti(Al) exhibits a
melting transition above those temperatures.
Figure 4.2.: Equilibrium phase diagram of Ti/Al system (taken from [141]).
4.2.3. Nickel-Titanium System (Ni/Ti)
The system Ni/Ti is well-known for its capability to perform a thermally induced shape
memory effect due to a (s) state transition between the ordered austenite B2 NiTi
and martensite tetragonal B19’ (P21/m) phases located in an existence range at the
equiatomic composition (see phase diagram in figure 4.3). Since the first publication by
Buehler et al. in 1962 [153], intensive research on this martensitic transformation and the
factors influencing its efficiency was performed both with respect to bulk and thin film
applications. This progress and the resulting technical applications are reviewed in the
following publications [154][155][156][157][37] (there chapter 16). The thermodynamic
data and free energy characteristics are reviewed in [158][159][160][161][162][163].
With respect to the existence ranges, the phase diagram only shows hexagonal Ni3Ti
phase as possible candidate besides B2 NiTi and the disordered solid solutions of the
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constituent elements. Moreover, like the phases in the vicinity of the stoichiometric
composition in the material systems discussed before, B2 NiTi can be formed during
self-propagating reactions in (s) state, with an energy density of 563 kJ/cm3 and an
enthaply of formation of 34 kJ/mol [164][165].
Figure 4.3.: Equilibrium phase diagram of Ni/Ti system (taken from [163]).
Part III.
Experimental part
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5. Experiments and methods
5.1. Design of experiment
As the master curves depicted in figures 3.10 and 3.11 infer, a set of key parameters
is thought to determine both the outcome of microstructure morphology and phases
in rapid solidification: solidification velocity vi, interfacial temperature gradient ∇Ti,(l),
cooling rate T˙ , alloy composition X0, enthalpy of mixing ∆Hmix and the ratio of the
atomic radii. Section 3.2.3 revealed some hints on how to manipulate them by an appro-
priate selection of experimental conditions. Transferred to the possibilities of LIMET,
three main levers can be identified: The materials used for substrate and multilayer,
the actual design of the thin film stack (regarding total ttot and bilayer thickness Λ) and
the laser processing parameters employed (irradiation intensity I, embodied by fluence
F , and pattern periodicity d). Their individual impact and their mutual relation need
to be considered while planning systematic experiments, especially when taking into
account the prospective number of parameter variations, which is needed to be kept at
a reasonable minimum.
Since the role of the underlying substrate in adjusting vi and ∇Ti,(l) is already clearcut,
the multilayer design shall be in focus here. By selecting the individual layer thicknesses
ti of the constituents and adjusting their mutual ratio, its overall composition X0 is
controlled. Since it is intended to willingly trigger the formation of intermetallic phases
with reasonable grain size and volume fraction, X0 is chosen bearing in mind Turnbull´s
criterion on phase selection [85]. Hence, it is situated in a region of the binary phase
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diagram, where a phase with a large existence range and a preferably simple crystal
structure can be found. For the three binary systems under discussion here, section 4.2
showed X0 = 0.5 to be the appropriate choice, which is maintained constant throughout
this thesis. Very much like ∆Hmix and the radius ratio, the sum of the thicknesses of two
adjacent layers, bilayer period Λ, governs the extent of achievable intermixing during
the laser processing. If it is chosen too large, say on the 100 nm order, ns-pulsed laser
is likely to yield an incomplete mix of the metals (compare with equation 3.17 describ-
ing diffusion length). In turn, adopting a narrow Λ of approx. 3 nm as in Spaepen´s
early studies [42][43], the probability of an increased intermix to be achieved already
during the deposition process is increased [166]. Therefore, an intermediate Λ of 50 nm
is adopted for all material systems, as in Daniel´s thesis, which enables a good basis
for comparison [19]. Concluding the matters of materials selection and specimen design,
total multilayer thickness ttot is addressed. It is chosen to be on the order of 400 nm
both to increase the likelihood of achieving the through reaction and to be able to assess
substrate influence.
Figure 5.1.: Intended specimen stack design with respective capping and adhesive layers in-
cluding the devised nominal values for individual layer ti and total stack thicknesses ttot.
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Figure 5.1 shows the specimen stack design for all systems. The multilayer contains
at least six bilayers, which are deposited onto an adhesion-promoting layer. Each stack
is completed by a capping layer made of the component with a higher melting tempera-
ture, consistent with the findings of Lasagni [79]. To ensure that absorption of the laser
radiation takes place in a volume where no transition to another material takes place,
the thickness of the capping is selected according to the corresponding skin depth δ (see
equation 2.8). Here, 2ti is sufficient.
LIMET offers fluence F and periodicity d as experimental variables. Since pulse du-
ration τp is a fixed value for the ns-pulsed laser in use, its impact on T˙ cannot be
systematically varied. As Baeri summarised [27], the irradiation area density F not only
determines the temperature in the interference maximum position Tmax, it also governs
the duration of the melt τ(l) together with the substrate material. Hence, the impact on
T˙ and ∇Ti,(l) can be expected. Periodicity d comes into play when considering the role
of proximity between adjacent interference maxima. The closer they are to each other,
the less effective the lateral heat transport, due to modified ∇Ti,(l) and thus prolonged
τ(l) as well as reduced vi are in disposition. A misplaced selection of those parameters
can either lead to an incomplete processing of the multilayer, or in combination with a
disadvantageous adhesion to the substrate, to damaging the thin film by ablation. Thus,
a convenient processing window for F and d must be determined, both by experiment
and by simulation.
The result of LIMET patterning is observed post-mortem by a combination of stan-
dard and dedicated high-resolution imaging techniques. Especially for the latter ones,
like TEM and APT, rather tedious preparation and analysis procedures are necessary
to ensure good quality data. Their use is thus restricted to selected cases, whereas the
standard methods were readily applied. Nevertheless, in order to cover the large pa-
rameter space presented above, it makes no sense to try to analyse all possible variable
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combinations. Looking at only one composition per material system and three differ-
ent substrates already implies a vast variety with regard to the basic specimen settings
themselves. By means of FEM simulations, it is intended to identify suitable combina-
tions of F and d within the processing window, which lead to a through-reaction with
minimum F and a stable lateral (s)-(l) front propagation. Since Ni/Al already has a
comparatively large body of LIMET-related results, most of the experimental work of
this thesis will be concentrated there, dealing with smaller intervals of F and d in order
to get reliable data for a conclusive comparison and a subsequent improvement of the
FEM simulations. To cross-check with the other material systems, their modification
will be assessed at individually chosen combinations of F and d.
5.2. Specimen preparation, Laser processing and
characterisation
5.2.1. Ion beam Physical Vapor Deposition
The thin film specimens needed for this thesis were prepared using ion beam physical
vapour deposition (I-PVD), an easily controllable and reproducible deposition technique.
Its main difference with other PVD techniques is the absence of an electric field between
the target and the substrate [167][168]. The PVD equipment used here is a modified
Roth&Rau UniLab system, the schematics of which can be seen in figure 5.2 (a). The
original filament ion source was replaced by a HF-generator-driven ion gun (Hüttinger
Elektronik PFG 300 RF) for plasma creation, operating with a forward power Pfwd of
110W at a frequency ν of 13.54MHz. The geometrical setup of the system, i.e. the sput-
ter target mounting, allows for a sequential layer deposition. It supports water-cooling
and hydraulic rotation for two separate 10 cm-diameter sputter target discs, bonded on
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a Cu holder plate with bayonet fixing, as depicted in figure 5.2 (a). Single-metal targets
with 99.6 to 99.995 at.% purity were used. As indicated, the distance between ion gun
and target is approximately 20 cm with an inclination of roughly 40 ° between the ion
beam and the target´s normal direction.
Figure 5.2.: General outline of (a) the I-PVD chamber used (ion beam direction and sput-
ter plume indicated schematically) and (b) the custom-made rotation holder for the different
substrates.
The process chamber was generally kept at a base pressure pbase of 7.7·10−7 to 2.6·10−6
mbar. Especially the deposition of Ti is prone to oxidation during the process if the
chamber pressure is worse than 10−6 mbar [169]. The custom-made square rotation
holder allows for target pre-sputtering and consecutive deposition on three substrates
without breaking the vacuum of the process chamber. Due to the limited space inside
the chamber, the maximum substrate size is restricted to 75×25×1mm3. The optimum
orientation of the substrate surface with respect to the sputter plume is parallel to the
target material surface (see figure 5.2 (a)) at a fixed distance of 6 cm.
In order to ensure result comparability, every sample set was sputtered in one session.
Identical deposition parameters and boundary conditions could thus be guaranteed for
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the whole sample set. The main process parameters of this PVD system, besides the
aformentioned HF and base pressure settings are summarised in table 5.1. Keeping these
conditions, the production of oxide- and porosity-free as-deposited thin films could be
achieved as shown in section 6.2.1.
Pfwd Pref Ubeam jbeam Uacc jacc fAr pAr
(W) (W) (V) (mA) (V) (mA) (sccm) (10−3 mbar)
110 5 - 11 450 17 - 22 120 2 8.0 - 8.5 3.5 - 3.8
Table 5.1.: Optimum process parameters for I-PVD deposition of metallic multilayered thin
films applicable to all employed target materials.
Pre-sputtering was performed for each target for 600 s at Ubeam=600V and jbeam=23mA,
while all other parameters were set as given in the table above. Online monitoring of
the deposition process was performed using in-situ thickness measurements by a quartz
crystal microbalance (type TecTra MTM-10). Calibration of the microbalance was
achieved in a separate set of deposition experiments by SEM imaging of FIB-prepared
cross sections.
5.2.2. Laser interference metallurgy
The theoretical basis of a precise and adjustable spatial intensity distribution of light
with periodicities on the µm scale lies in the use of the superposition principle [70][79][170].
This distinguishes Laser interference metallurgy (LIMET) from other laser surface pat-
terning techniques. It states that the algebraic sums of a number n of wave functions j
solving the wave equation are solutions to the wave equation themselves:
~Esum(~r, t) =
n∑
j=1
cj ~Ej(~r, t) (5.1)
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is the general notation, where cj represents a weighting coefficient (here, cj=1 is con-
venient). Equation 5.1 calculates the inhomogeneous spatial distribution of the electro-
magnetic field ~Esum resulting from the interaction of n overlapping waves, with special
interest on the region where interference takes place [70]. In general, linear superposi-
tions are applicable only with light intensity low enough to avoid a non-linear optical
response from the medium in which it is travelling [70].
This is the case for the Nd:YAG ns-pulsed solid state laser (Newport-SpectraPhysics
Quanta-Ray 290) used here. In order to design a spatial arrangement of ~Esum and
intensity Isum via equation 2.2, an inverse problem approach is generally necessary.
The desired intensity distribution is transformed into Fourier space, yielding n waves
and their individual geometrical arrangement to form the desired interference pattern
[79][170].
As presented in section 1, a hierarchically ordered pattern of periodic parallel lines is
the basis for the envisioned biomimetic composite thin films. Therefore, the controlled
interference of but two sub-beams (n=2) of the aforementioned laser is necessary, allow-
ing a simpler way to calculate the pattern. As discussed in section 2.2, the light emitted
by the laser is best described as a linearly polarised monochromatic electromagnetic
plane wave. Then, equation 5.1 yields
~Eline(~r, t) = ~E0,1exp
[
i(~k1 · ~r − ωt)
]
+ ~E0,2exp
[
i(~k2 · ~r − ωt)
]
(5.2)
since both interfering waves originate at the same source. Using equation 2.2 the inten-
sity Iline is calculated [70]
Iline(~r, t) = 2c
20| ~E0|2(1 + cos(φ)) = 4I0cos2
(
φ
2
)
(5.3)
representing the intensity distribution of an interference of two beams (see figure 5.3
(a)) having the same electric field magnitude and polarisation ( ~E0,1 = ~E0,2 = ~E0 and
I2(~r, t) = I1(~r, t) = I0). Complete destructive (Iline = 0 = Imin) and complete construc-
tive (Iline = 4I0 = Imax) interferences occur for even and odd integer multiples of 2pi
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values of φ, respectively [70]. For pulsed laser systems, the intensity I0 is experimentally
determined in terms of the energy flux per unit area known as fluence
F =
ηP
fA
≡ I0 (5.4)
with optical setup efficiency η, laser beam power P , pulse repetition rate f and beam
area A.
Figure 5.3.: Calculated two-beam interference pattern (a) according to equation 5.3 (modified
from [171]) and general two-beam LIMET setup (b) with general coordinate frame used in this
thesis (modified from [172] and [173]).
Looking at the experimental interference setup used in this thesis and its coordinate
system as displayed in figure 5.3 (b), it becomes clear that the phase argument φ is only
determined by the divergence angle 2α between the two beams coinciding at the sample
surface, with
φ = 2x|~k|sin(α) (5.5)
where |~k| = 2pi/λ [79]. A parallel line interference pattern of alternating maximum Imax
and minimum Imin intensity lines is thus generated on the sample surface plane (x− y),
with a spatial periodicity d:
d =
λ
2sin(α)
. (5.6)
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Applying the superposition principle to a technical application like surface patterning,
requires the generation of a stable interference pattern at the sample surface, which is
achieved when coherency between the sub-beams is maintained.
As discussed in section 5.1, the optical properties of Ni and Ti at the multilayer sur-
face suggest the use of the laser´s third harmonic having a wavelength λ of 355 nm. The
pulse duration τp amounts to 10−8 s and a maximum fluence of Fmax=1.9 J/cm2 (accord-
ing to equation 5.4) can be achieved. Due to the fact that periodicites d in the µm-range
are intended, incidence angles 2α on the order of 1 ° can be expected for the second
sub-beam. Therefore, reflectance can be treated as in normal incidence. The actual
spot size was determined using both dark-field imaging in a light microscope (Olympus
BX60) and white light interferometry (WLI, Zygo NewView 7300). The latter was
also employed for topographical analyses of the irradiated areas. For the structuring
process itself, the sample was aligned perpendicular to the primary beam direction and
mounted on a customised x-y translation stage.
Concluding, the main process parameters of LIMET for the present thesis were the
periodicity d and the laser fluence F , which were systematically varied in order to attain
a comprehensive understanding of their effects on the thermally induced modification of
the multilayer microstructure and its underlying mechanisms as discussed in section 3.
Three periodicities (4.0, 8.0 and 16.0µm) were adjusted by modifying the geometrical
LIMET setup according to equation 5.6. The criterion was the formation of sufficiently
separated interference maxima to allow for a correct analysis of the lateral heat flow
as a function of both periodicity and substrate material. For each selected period, the
nominal fluence F was varied from 50.0 to 750.0mJ/cm2. This corresponds to an interval
of 0.26 to 40% of Fmax according to prior investigations [174][171][172][80][175]. The
fluence was incremented 25.0mJ/cm2 for fluences below 300.0mJ/cm2 and 50.0mJ/cm2
for values above. While the last interval was mainly used to determine the ablation
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threshold fluence of each substrate-multilayer-periodicity system, the first interval served
to deliver controlled amounts of energy to the interference maxima positions.
5.2.3. Scanning electron and focused ion beam microscopy
Combining high-resolution scanning electron microscopy (SEM) with focused ion beam
(FIB) into one SEM/FIB dual beam microscope has had a strong impact on microstruc-
tural characterisation since its advent in the early 21st century. The possibility to use
the well-developed analytical methods of SEM while locally removing specimen material
on the µm/sub-µm scale with FIB, enhanced the methodological spectrum not only in
solid state physics and microelectronics, but also in biology and especially in materials
science [176][177]. As a consequence, nowadays SEM/FIB not only represents a char-
acterisation technique capable of imaging, chemical and structural analysis of surfaces
and the underlying volume; it is also a versatile patterning tool, which proves useful in
site-specific sample preparation for localised analyses using other techniques like trans-
mission electron microscopy (TEM) or atom probe tomography (APT). In light of this
and the discussion in section 5.1 it becomes evident, that the successful application of
SEM/FIB is the backbone of the microstructural analyses of this thesis.
To this end, two different dual beam systems were employed: a FEI Helios 600 Nanolab
and a FEI Strata DB 235. Both are equipped with a field emission gun as an electron
source, a Ga liquid metal ion source and diverse gas injectoion systems allowing for
electron- or ion-induced chemical vapour deposition (E-CVD or I-CVD) of protective
coatings necessary to reduce ion beam damage to the regions of interest [176]. Besides
top-view imaging of individually selected laser spots in secondary electron (SE) contrast,
the SEM/FIB technique was employed in dedicated site-specific sample preparation.
TEM sample preparation of selected microstructural features is one of the key achieve-
ments of the SEM/FIB technique [176]. Today, its general procedures are regarded as
an established standard operation mode and are summarised in [178]. Introducing a
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low-kV ion irradiation as a final step of the preparation, both Ga contamination and
ion beam damage are significantly reduced, thus contributing to an improved TEM foil
quality [179][178][180]. As section 5.2.5 will elucidate, the production of cone-shaped
samples suitable for APT is increasingly performed by the use of SEM/FIB systems.
The tip radii needed for electric field-induced evaporation of atoms are on the order of
50 nm. Conventionally, those specimen tips can be achieved by electrochemically thin-
ning a wire prepared by macroscopic cutting techniques [181][182][183]. Besides the
sometimes troublesome search for convenient etching solutions, this procedure fails to
provide a site-specific preparation. In contrast, the SEM/FIB approach used here is
basically derived from the TEM foil machining [184][181][185]. A preliminary wedge-
shaped specimen with 25.0µm length, 2.0µm width and 60 ° opening angle is extracted
from the sample1.
Figure 5.4.: Sequence of SEM micrographs depicting FIB machining of APT specimens: pre-
liminary wedge-shaped specimen attached to micromanipulator directly after site-specific lift-
out (a). LIMET maximum location at microtip array post prior to Pt-deposition (b) and final
APT specimen tip of this region (c) after annular milling and low-kV polishing.
By means of the micromanipulator, the wedge is transferred to a commerically avail-
1In order to better identify the top layer of the multilayer specimen in SE images of the subsequent
preparation steps, the protection coating used here consists of a 200 nm thick E-PVD C deposition
which itself is protected by the usual E- and I-CVD Pt coatings used in TEM foil preparation.
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able tip holder called microtip array [181]: a Si 7.0×3.0×1.0mm3 plate which has been
micromachined by deep reactive ion etching to expose 36 equally spaced cylinders 2.0µm
in diameter and 110.0µm in height in a six by six array at its surface. The flat top of
each cylinder, also called post, serves as a mounting base for individual APT tips. Using
the micromanipulator, the free end of the extracted wegde is carefully placed in the
centre of a post and attached there by I-CVD Pt depostion. After this, it is cut off the
remaining wedge by the ion beam and the procedure can be repeated until all of the
wedge has been distributed onto posts. On average, a wedge of the size discussed here
yields up to eight APT tips. The final tip shape as discussed above is formed when
the post is aligned parallel to the ion beam direction such that the latter can perform a
sequence of annular milling steps with decreasing inner radius and ion beam voltage. In
analogy to the final step of TEM foil machining, a low-kV milling is performed at 2 kV
[184][181].
5.2.4. Transmission electron microscopy
TEM is an established method for microstructural, chemical and structural analysis
enabling lateral resolution in the sub-nm range, especially since the development of
aberration-corrected electron optics [186][187][188][189]. Its use in this thesis is of special
importance, because it ensures site-specific determination of present phases. Moreover,
it is crucial in identifying microstructural features discovered in APT analysis and there-
fore plays the role of a complementary technique. For the aim of this work, the data
gathered in TEM serves as basis for the correlation of post-LIMET microstructure with
FEM simulation results, as a means to better assess the APT-derived local elemental
distributions and as a guide to the interpretation of the phases formed, their location
with respect to the interference maximum and their relation to the thermodynamic and
kinetic mechanisms presented in the theoretical part (cf. chapter 3.2).
Site-specific preparation of TEM foils as introduced above was the prerequisite of the
analyses performed using a conventional, non abberation-corrected JEOL 2010 TEM.
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Its electron source is a LaB6 cathode thermal emitter and its acceleration voltage was
200 kV. The main operation modes of the TEM in this project were Z-contrast imaging,
selected area diffraction (SAD) for structural investigations and subsequent bright-field
(BF) and centred dark-field (C-DF) imaging. All images were recorded using a CCD
camera (type Gatan) with 1024×1024 pixels and data acqusition software Gatan Digi-
tal Micrograph V3.10.1. Phase identification through SAD patterns interpretation
was a central issue. To this end, the TEM grids were mounted in a double tilt holder
allowing for a convenient orientation of the TEM foil with respect to the direct electron
beam for recording zone-axis SAD patterns. Only the latter were taken as a reliable
source of structure information and were manually analysed using the vector graphics
software CorelDraw X4 along with the sources of crystallographic data [190]. Moreover,
correct calibration of the TEM system was ensured in each session by taking zone-
axis SAD patterns of a foil made of single-crystalline Si and comparing the measured
d-spacings to the corresponding ICDD pattern (27-1402 [190]).
5.2.5. Atom probe tomography
Kelly and Miller characterised atom probe tomography (APT) as a specially suitable
method for quantitative examinations of interfaces in layered materials, since it is able to
unveil chemical intermixing and interface morphologies by sub-nm resolved imaging and
compositional information with < 10 ppm sensitivity at the same time [182][191]. Thus,
its use as a complementary technique to the crystallographic and microstructural anal-
yses obtained by TEM makes it an ideal option to complete the characterisation of the
present multilayers and their chemistry [192][185][183]. In particular, the alteration of
the elemental distributions as a function of the distance to a laser interference maximum
was of interest. APT was derived by combining some principles of field-ion microscopy
(FIM), which is a lensless point-projection technique for atomically resolved imaging
of ideally shaped needle-specimens, with time-of-flight mass-spectroscopy (TOF-MS) for
compositional analysis regarding elements and isotopes [193][192]. A representation of
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the main setup of the latest development of the APT technique is depicted in figure
5.5. It shows the schematic of a local electrode atom probe (LEAP) as used in this thesis
(CAMECA LEAP 3000X HR).
Figure 5.5.: Schematic representation of the general setup of the APT system employed in this
thesis. The trajectory of the ions through the reflectron lens is indicated by the curved lines
(modified and rearranged after [182][192][183]).
The FIB-milled specimen tip (see section 5.2.3) is brought into a UHV chamber at a
pressure p <10−8 Pa and cooled down to cryogenic temperatures between 20 and 70K
[185][183]. Its apex, having a radius rtip of approximately 50 nm, is positioned opposite
to the 30 to 50µm circular opening of a cone-shaped counter-electrode (local electrode)
at a distance less than the aperture diameter. Applying a high positive DC potential
UDC of 2 to 15 kV to the specimen, the average electric field at its tip calculates to
Etip =
UDC + Upulse
krtip
(5.7)
where k ≈ 3.3 represents a geometrical factor necessary to correct for the deviation of the
cone-like specimen from a perfect sphere [194][193][195]. Typical electric field magnitudes
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range between 15 and 65V/nm. Depending on the specimen material and its atomic
binding energies, these values are sufficient to remove atoms at the tip´s surface by field
evaporation [183][195]. Upon leaving the tip, the positively charged ions can change their
charge state by post-ionisation within the enhanced electrical field in the vicinity of the
tip [196]. Subsequently they are accelerated by the field and attain their final velocity v
within a distance roughly corresponding to a few tip radii. v is assumed constant on the
whole path [182]. They then travel along diverging trajectories to a position-sensitive
detector at a distance s from the specimen, where imaging magnifications M exceeding
106 can be achieved as calculated by
M =
s
κrtip
(5.8)
with κ ≈ 1.65 as the image compression factor according to [194][192][193][195]. In order
to use these processes to obtain reliable spatially resolved elemental distribution maps,
a precise control of the evaporation is mandatory. To this end, two different approaches
are useful to trigger the evaporation:
• Voltage pulsing: Limited to conductive materials (with conductivities larger than
104 S/m), the standing positive DC voltage UDC at the tip can be superimposed
by applying a negative polarity voltage pulse to the local electrode as shown in
figure 5.5. Hence, it enhances the effective electric field at the tip and thus triggers
the trace of the mass spectrometer for chemical analysis. Common values for the
amplitude of the voltage pulse Upulse are on the order of 0.15 to 0.2 UDC and its
duration is on the order of ns. These parameters and applied temperature T , need
to be chosen such that no atoms are preferentially evaporated by the standing
voltage and that all surface atoms have the same probability to be removed during
a pulse [182][185]. Depending on the ionisation state n of the removed atom,
energy conservation as the basis for the TOF analysis is formulated as follows:
m
n
=
2qe
s2
(UDC + Upulse) t
2
TOF (5.9)
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with ion travel time tTOF and mass-to-charge ratio m/n in Daltons or amu repre-
senting the elemental or isotopical information [193][182].
• Laser pulsing: A certain evaporation rate can be attained with a lower total poten-
tial field compared to voltage runs by irradiating the end tip with a focused pulsed
laser beam of energy per pulse EP . To date, lasers with pulse durations in the ps
and fs scale and wavelengths between 355 and 532 nm are utilised. The physical
mechanisms of this laser-induced atom evaporation are still under discussion, but
range between the mere addition of thermal energy, direct photo-ionisation and the
generation of a pulsed electric field at the specimen apex. As with voltage pulsing,
here the laser pulse represents the trigger event for field-evaporation. Introduc-
ing this operation mode, the spectrum of materials analysable with APT could
be widened to even include insulators. It needs to be mentioned, that especially
the geometry of the specimen tip needs to be adapted suitably to laser pulsing,
since its mass resolution is sensitive to the duration of heat extraction from the
tip [194][182][185].
Both pulsing methods effectively remove atoms layer by layer from the tip, which grad-
ually increases rtip thus yielding an increase in UDC (equation 5.7) in order to maintain
a constant evaporation rate. Ultimately, this leads to early sample fractures when the
mechanical stresses imposed by the electrical field overcome the cohesive forces of the
tip material, which is more likely to happen in voltage pulse APT since higher field
magnitudes can be expected [194][185].
Looking at the flight path of the ions in figure 5.5, three components that are important
for the superior performance of the LEAP system over preceding APT instruments can be
discerned. The local electrode concept reduces the standing voltages and Upulse necessary
to induce evaporation and it enables the use of higher pulse frequencies between 50
and 250 kHz. The latter significantly reduces measurement time and thus enhances the
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accessible field-of-view [182][185]. Introducing an electrostatic mirror (reflectron) into
the flight path, the ion trajectories are altered mainly in their length. The resulting
energy compensation enhances the possible mass resolution when compared to straight-
flight-path APT systems. Finally, the ions hit a position sensitive detector consisting of
a multichannel plate (MCP) and delay line detectors. There, the TOF signal carrying
information on chemistry and original location of the ion in the depth direction z is
combined with its impact location on the MCP yielding the complete (x, y, z,m/n) data
needed for a computerbased three-dimensional reconstruction of the specimen tip [192].
The current design of the MCP restricts the detection efficiency of the LEAP systems
to 60% due to ions hitting insensitive wiring [182]. The actual efficiency of the system
employed here amounts to ca. 37% due to the reflectron mesh. Moreover, evaporation
rates larger than 2% increase the probability of multiple ion hits at the same time,
which makes them indiscernible. With these characteristics and under ideal conditions,
actual LEAP systems are able to reach detection rates on the order of 5×106 ions/min
and mass resolutions m/∆m FWHM of 1200 [185].
Pulse energy EP Pulse frequency f Temperature T Evaporation rate
(nJ) (kHz) (K) (%)
1.0 50 40 0.5
Table 5.2.: Optimum process parameters for laser pulsing APT analyses of metallic multilay-
ered thin films. An effective charge-state-ratio (CSR) of 0.024 was obtained.
As already stated, a great deal of experimental effort needs to be placed into esti-
mating optimum measurement conditions for APT tips. Especially the material and
temperature dependent evaporation fields need to be taken into account [196]. The
present multilayer specimen mostly consisted of elemental combinations with signifi-
cantly different fields leading to inhomogeneous evaporation and thus to problematic re-
constructions of spatial distributions. Preliminary tests showed that the tips were prone
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to early fracture when measured with voltage pulsing. Most probably this was due to the
multilayer-substrate adhesion being weak compared to the electric field strengths. Hence,
all specimens were scrutinised using laser pulsing APT at λ = 532 nm and τp = 10 ps,
which automatically restricted the analyses of those multilayer stacks deposited on Si
for thermal conductivity reasons (see above). The parameters given in table 5.2 proved
reliable irrespective of the type of multilayer under investigation.
5.3. Finite element thermal simulations
Figure 5.6.: Schematic depiction of a half-period of multilayer stack and substrate as used in
the FEM simulations along with the spatial intensity distribution effective during LIMET: I(x)
representing the lateral and I(z) the depth component (modified from [80]).
Trying to explain the microstructural evolution induced by LIMET only through post
mortem characterisation would be an incomplete approach. This would omit the thermal
history of the specimen embodied by the spatial and temporal temperature distribution
T (~r, t), which gives a clue to possibly initated phase transformations and microstruc-
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tural changes within the heat-affected volume. The small dimensions both in space and
time associated with this problem of ns-pulsed laser heat treatment of thin films hinder
a reasonably well resolved experimental determination of T (~r, t). Hence, former projects
dealt with this problem by providing estimations obtained by performing numerical ap-
proximations combining the Finite Element Method (FEM ) with convenient analytical
solutions for selected input data [19][79][171][80].
Their general approach was adopted here for the sake of comparison, yet adapted to
the present materials and multilayer stackings. The aim is a possible explanation for the
observed phase formation and its dependence on the relevant parameters periodicity d,
fluence F and most notably the substrate material selected. Only a thorough correlation
and interpretation of the resulting T (~r, t) datasets with the aforementioned microstruc-
tural information can deliver the insights needed.
Section 2.2 described the physical mechanisms underlying the use of laser radiation as a
heat source. Combining these with the geometrical interference setup used for LIMET
and its resulting spatial intensity distribution (see equation 5.3), the calculation of the
spatial and temporal distribution of heat within the metallic thin film (geometry see fig-
ure 5.6) can be achieved by solving the homogeneous heat diffusion equation according
to Fourier´s second law [68][67][83][81][79]
ρ(T )cp(T )
∂T (~r, t)
∂t
−∇ (λth(T )∇T (~r, t)) = Q(~r, t) (5.10)
with Q(~r, t) representing the heat source term given in equation 2.12. Here, all rele-
vant material parameters are introduced as values depending on temperature T , which
must be accounted for when trying to solve equation 5.10 by means of FEM2. The soft-
ware package used here (Comsol Multiphysics V3.5a) already provides a database with
temperature-dependent functions of density ρ, specific heat capacity cp and thermal con-
ductivity λth for most of the materials under investigation in this thesis.
2For the sake of clarity, the temperature dependent notation of the variables will be omitted in further
equations.
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Those not covered can be introduced by the user when adequate literature data is avail-
able to generate sectionally continuously differentiable functions for the interval from
ambient to boiling temperature. Solving this differential equation 5.10 leads to a normal
parabolic diffusion of heat in a body, where the thermal diffusion length of equation 2.19
is valid [67][81]. The following necessary boundary conditions and assumptions form the
basis of the simulations performed here according to successfully applied approximations
in prior theses [19][79][171][80]:
• Geometrical setup: The two-beam interference pattern used for LIMET allows
some simplifications with respect to dimensionality and size of the specimen por-
tion that is simulated. Hence, the simulations could be run more efficiently from a
numerical standpoint. Due to symmetry, only a two-dimensional cut in the (x-z)
plane needs to be considered, where x denotes the base vector perpendicular to the
interference lines and z the vector in the depth direction (cf. coordinate system in
figure 5.3 (b) and the cross-section model in figure 5.6).
As shown by [80], the lateral dimensions of the simulation can sufficiently be
restricted to the distance between an interference maximum and an adjacent in-
terference minimum location x ∈ [0, d/2] and depth z ∈ [0, 5µm]. While the first
was introduced due to symmetry, the latter was established considering the ther-
mal diffusion length of the materials forming the multilayer-substrate system with
respect to the time interval of the simulation (t ∈ [t0 = 0, tsim]). Adjusting the
interference pattern given in equation 5.3 to this simulation of a half-period yields
I(x, y, z = 0, t) = 4I0cos2
(pi
d
x
)
(5.11)
as a convenient representation of the intensity distribution at the surface intro-
duced in equation 2.15.
• The simulation time tsim was selected to be 250 ns and thus 2.5 times longer than
the simulations of [171][80] due to the introduction of fused silica as additional
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substrate material. By this, a closer examination of the temporal temperature
decay was possible. The laser pulse itself was initiated at t = tp=30ns.
• The boundary conditions for the initial temperature assumed the specimen in ther-
mal equilibrium with its surroundings: T (x = 0, z = 0) = T (x = d/2, z = 0) =
Tamb=298K and the same for the temperatures at maximum depth z=5µm. More-
over, ∂T
∂z
|z=0 = 0 impeding heat conduction through the surface (see also the last
two items of this list).
• Phase transformations are included only with respect to transitions from solid to
liquid and liquid to vapour (and vice versa), thus introducing contributions Qm
and Qb to Utrans in equation 2.12. Accounting for other transitions, e.g. of inter-
metallic phase formation, would require exact knowledge, not only of the phases
formed, but also of their respective volume fractions. In analogy to [79][171][80]
the temperature functions at phase transitions, which normally exhibit numerically
problematic discontinuities, are rendered continuously differentiable by introduc-
ing the error function. 50K was taken as temperature interval ∆T0,trans, during
which the latent heat of the transition is added or released in concordance with
[79][80]:
Qj = Ljρ
∂
∂t
(
1
2
erfc
(
T − Tj
∆T0,trans
))
(5.12)
with j = (m, b) when considering melting or boiling with their respective transition
temperatures Tj and latent heats Lj.
• Radiation losses at the specimen surface are not taken into account, yielding
Urad=0 (see equation 2.12).
• Convection losses both due to the surrounding atmosphere and due to molten
material moved by surface tension gradients, gravitation or electromagnetic forces
are neglected, yielding Uconv=0 (see equation 2.12).
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Especially the last two issues can be explained as consequences of the limitations of
the FEM approach to this problem. Calculating radiative losses at the surface would
require a dynamical adaptation of the surface emissivity as a function of temperature
and present phases. Convection in turn can be introduced in Comsol Multiphysics, but
the necessary heat transfer coefficient αconv is not straightforward to determine as stated
in section 2.2. Including both into a suitable FEM code would require substantial sim-
ulation effort, which was beyond the scope of this thesis.
These above-summarised assumptions along with equations 2.15 to 2.17 were used to
reformulate equation 2.12 to describe the heat source term Q(~r, t) of the parabolic heat
diffusion in equation 5.10 for the present laser irradiation:
Q(~r, t) = −∇I(~r, t) + Utrans
= 4I0cos2
(pi
d
x
)
(1−R) δexp [−δz]P (t)−Qm −Qb (5.13)
where pulse duration function P(t), the surface´s optical properties, reflectivity R and
absorbance A(z), are introduced as discussed in section 2.2. Here, the absorption co-
efficient β of equation 2.16 is replaced by the skin depth δ (see equation 2.8) of the
topmost metal layer in concordance with the design of the multilayer stack, cf. sec-
tion 5.1. In the same section, the dependence of the optical properties on the actual
temperature was pointed out. As already discussed in [79], especially the reflectivity
R regulates the heat introduced into the material and its variation with temperature
needs consideration. Literature, however, shows that in the case of relatively low re-
flectivity at room temperature, its impact on the resulting heating of the sample can
be neglected [197][198][199][200][201]. This is valid in the present situation of either Ni
or Ti assuming the toplayer and for a laser wavelength of 355 nm. These and all other
material properties relevant for the simulations are taken from the materials library of
Comsol Multiphysics V3.5a and [118].
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The simulations performed here served in a dual role. On the one hand, their results
were interpreted in conjunction with microstructural SEM and TEM analyses, especially
when looking at the expansion of molten material volume both in the lateral and the
depth directions (see section 6.2.2). On the other hand, they were intended to deliver
a broader overview of the impact of the critical processing parameters reaching beyond
the scope of the LIMET experiments and their subsequent microstructural evaluation.
6. Results
6.1. FEM thermal simulations
Prior to actually laser-patterning the multilayers, thermal simulations were performed
in order to assess the spatial and temporal temperature distribution T (~r, t). It serves as
a basis for subsequent assumptions concerning the dimensional expansion of the heat-
affected material volume in which a sufficient intermixing of the constituent elements and
a through reaction can be achieved. Moreover, approximations of the melt time interval
τ(l) can be extracted, enabling an estimation of the relevant processing time scale. The
ultimate motive of these simulations is to define a reasonable LIMET processing window
regarding fluence F and periodicity d, wherein comparable material modifications are
likely to be achieved. Since the simulations do not contain contributions of processes
which lead to the damage of the multilayer by delamination or dewetting, a more com-
plete view of the processing window is attained only when coupled with microstructural
observations. To get a feeling for the influence of the substrate material, the fluence and
the periodicity, the Ni/Al system is taken as the principal system. The differences in
behaviour arising in the other multilayer material systems are discussed later on. A criti-
cal prerequisite to the simulation tasks here is the knowledge on temperature-dependent
heat transport properties of all involved materials as inferred by section 2.2. An ac-
cording literature research revealed, that sufficient data is available for all components
in question except for thin film a-SixNy. Most studies of their transport behaviour are
restricted to temperatures up to 400K [202][203], and thus not suitable for the temper-
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ature range to be expected here based on prior results [19]. Hence, a-SixNy is excluded
from the simulation tests, but serves as a comparison in actual experiments because its
room temperature heat transport properties are situated between those of the other two
substrates (see table 4.1).
Figure 6.1.: 2D representation of the T (~r, t) results (a) of the FEM thermal simulation ob-
tained for Ni/Al on sc-Si irradiated using a nominal fluence F of 275mJ/cm2. General coor-
dinate frame used in the following for the description of the FEM results (b) introducing the
propagation coordinates of the (s)-(l) interface (points A and B of the component with smaller
Tm) as well as the effective thermal gradient ∇T there.
Figure 6.1 (a) depicts a representative simulation of the two-dimensional temperature
distribution at the maximum lateral and depth expansion of the heat-affected zone. To
clarify the type of spatial heat propagation, lines of constant temperature, isotherms
(e.g. see line between points A and B) are included. They are selected to match crit-
ical temperatures of the metallic components, like the melting point Tm and 0.3 · Tm,
which are of interest in assessing the melting and the diffusion behaviour, respectively.
Obviously, the almost perpendicular alignment of the isotherms with respect to the mul-
tilayer surface, points to a pronounced lateral propagation of the heat as expected for
SLG conditions [57]. In a first approximation, the volume which is bounded by the
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isotherm representing the melting temperature of the metallic component with lower Tm
is treated here as an ideally intermixed region. Therein, the temperature is higher than
the melting temperature, thus a more complete blend is expected to be achieved due to
an enhanced mobility of atoms in (l) phase and possible convection effects. Moreover,
the corresponding region in actual specimens can readily be identified by cross-sectional
imaging of the microstructure. In figure 6.1 (b) a simplified schematic of the intermixed
region is given along with a definition of experimentally accessible values needed for a
quantitative comparison between the thermal simulation and the laser processing. The
lateral expansion along the x-axis is primarily measured by ltop, describing the position
of point A. Point B describes the isotherm propagation both in depth tdep and later-
ally lbot. As long as the isotherm only intersects the z-axis, tdep is the sole measurable
value. When the isotherm reaches the multilayer-substrate interface, which is indicative
of a through reaction, tdep is constantly equal to ttot while its intersection point B then
travels parallel to x in the interfacial plane at a distance lbot. To reasonably compare
specimens with different periodicities and/or multilayer thicknesses, these three values
are normalised with respect to d/2 and ttot.
6.1.1. Influence of substrate, periodicity and fluence – Ni/Al
Besides the melt life span τ(l) and the normalised coordinates of points A and B, other
primary values to compare the different processing influences can be extracted from
the temperature distribution field T (~r, t). These are the surface temperature at the
centre (0,0) of the interference maximum Tmax and the fractional portion f(l) of molten
low-Tm metal, here Al. Based on previous simulation studies of LIMET processing
[19][79][171][80], the range in F and d can be narrowed down to 100 to 300mJ/cm2
and 2 to 24µm, respectively. The following figure 6.2 compiles the (d,F )-dependence of
Tmax, f(l) and τ(l) encountered in Ni/Al multilayers deposited onto sc-Si (highlighted by
). It is brought together with the corresponding data for a-SiO2 (designated with )
allowing for a direct comparison of the substrate effect.
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Figure 6.2.: Direct comparison of the thermal simulation results obtained for Ni/Al on sc-
Si () and fused silica () when varying d and F : (a) maximum temperature Tmax at the
multilayer surface of the interference maximum location. (b) fraction of molten Al and (c)
duration of the Al melt.
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Obviously, Tmax as a function F and d (shown in 6.2 (a)) follows the same functional
trend for sc-Si and a-SiO2, except for the fact that the result surface1 representing the
latter is shifted to higher temperatures by approximately 20 to 30%. This does not
seem surprising when taking into account the considerably large difference between the
involved thermal transport parameters. The much lower λth and Dth of fused silica does
not allow for a quick removal of the delivered heat, leading to this behaviour. The result
surface is exemplarily described for the case of the sc-Si substrate. Increasing the fluence
leads to an almost linear increase in Tmax. In turn, with rising periodicity, an increase
in Tmax can be observed, which saturates to a constant value for d equal or greater than
8µm. If restricted to the stationary part of the result surface, calculated Tmax increases
with F from ca. 900 to 1900K for Si and ca. 1000 to 2100K for fused silica.
Conversely, while a fluence of 100mJ/cm2 is not sufficient to melt a significant part
of the Al layers in the case of sc-Si irrespective of d (c.f. figure 6.2 (b), wherein the
corresponding molten fraction f(l) is depicted), on a-SiO2 already 10% of the topmost
Al is molten, when the 8µm threshold is exceeded. In contrast to Tmax(d,F ), the result
surface for f(l) of both substrates shows a different behaviour. For intermediate fluences,
f(l) increases with increasing d in analogy to the corresponding Tmax characteristic, lead-
ing to a stationary melt fraction of ca. 35%. Looking at the same irradiation conditions
for a-SiO2, a strikingly different course of the function is revealed. At 2µm periodicity,
already 70% of the Al layers are in (l) state. With rising d, the fraction sharply drops
to a then constant value of 50%. A possible explanation for this difference lies in a co-
operative hindrance on heat transport imposed both by the poorly conducting substrate
and the close proximity of the adjacent interference maxima at d=2µm. Under these
conditions, lateral and depth heat transfer are just as difficult.
1The term result surface in the following will refer to the 3D representation of a simulation result for
a certain substrate as a function of d and F .
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This is even more pronounced at 300mJ/cm2 irradiation, where a complete melting
of Al is calculated even for a 4µm periodicity, followed by a similar drop to a constant
60%. Then, even on the sc-Si substrate the influence of the proximity of the interference
maximum can be observed, albeit with a significantly smaller molten portion of 50%,
which reduces by ca. 10% upon entering the stationary d range. Hence, figure 6.2 (b)
infers to preferably employ fluences above 200mJ/cm2 and it strengthens the argument
for the already derived 8µm periodicity threshold.
Figure 6.2 (c) compares the calculated melt life spans τ(l) within the same (d,F ) pa-
rameter field. Once again, for Si a behaviour analogous to its Tmax(d,F ) surface is a
result of the simulations. At 200mJ/cm2 fluence, τ(l) increases from 7 to 40 ns, while a
similar course ranging between 25 and 100 ns is seen for 300mJ/cm2 with both curves ap-
pearing to follow a linear function. As expected, fused silica exhibits significantly larger
melt durations. With intermediately intensive irradiation, a similar increase is observed
there, but ranging from 25 to 170 nm, corresponding to an approximate increase by a
factor of four. Only at the smallest periodicity, an increased melt duration of 35 ns
is registered in concordance with the diminished heat transport capabilities. The data
from the 300mJ/cm2 fluence can be assessed only up to d=8µm, since the melt duration
of higher periodicities exceeds the total simulation time tsim. Attempts to increase tsim
were unsuccessful due to convergence problems in COMSOL´s solver routine and were
not pursued further. Even so, τ(l) increases from 175 to 210 ns for lower d if not in a
linear manner. Taking into account the findings on d-related behaviour so far, it seems
reasonable to narrow down the associated interval to 4 to 16µm.
For comparison with cross-sectional micrographs later on, the normalised dimensions
of melt expansion need to be considered, which are compiled in figure 6.3, continuing
the combined depiction of the two substrates under consideration.The lateral position
of point A at the multilayer surface (cf. figure 6.1) is given in figure 6.3 (a).
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Figure 6.3.: Direct comparison of the thermal simulation results obtained for Ni/Al on sc-Si
() and fused silica () when varying d and F : normalised lateral propagation of point A ltop
(a) and normalised propagation of point B in lateral lbot (b) as well as in depth direction tdep
(c) (all quantities introduced in figure 6.1 (b)).
6. Results 97
For sc-Si the F dependence of normalised ltop takes on the same functional form for
all selected periodicities. A non-linear increase with F is observed, which reaches a sat-
uration at approx. 50 to 60% of d/2 for fluences above 250mJ/cm2. Moreover, thanks
to the normalised representation, it is clearly visible that even the fraction of lateral
expansion assumes the same values irrespective of d, supporting earlier findings on f(l).
Looking at the normalised lateral position of point B located at the multilayer-substrate
interface (see 6.3 (b)), a similar behaviour can be seen, except for a slightly lagging
lateral travel, first setting in at fluences above 150mJ/cm2 and finally reaching only
40 to 50% of d/2. This means that on sc-Si a through reaction is to be expected for
F exceeding 200mJ/cm2. This is confirmed by figure 6.3 (b), showing the normalised
travel in depth of point B. It reaches 100%, and thus a complete melting down to the
substrate for the fluence threshold stated above. Returning to the interpretation of the
lateral lag of point B, conclusions can be drawn concerning the alignment of the isotherm
with respect to the z-axis representing the normal of the film plane. Here, the isotherm
seems to be slightly inclined with respect to the z-axis, which can be interpreted as fol-
lows: a superposition of velocity components in x- and z-directions dictates the overall
propagation of the isotherm.
Turning to the expansion behaviour of a-SiO2, similar functional shapes can be ob-
served, which nonetheless exhibit two considerable differences. First, the two lateral
characteristics shown in figures 6.3 (a) and (b) are shifted to higher d/2 fractions. For
periodicities equal or greater than 8µm, the shift amounts to ca. 30%. Analogously, a
threshold fluence for a through reaction can be observed there and with the aid of figure
6.3 (c). Its value is approximately located at 150mJ/cm2 and thus 50mJ/cm2 less than
the corresponding value for sc-Si. Moreover, for d=4µm, no saturation in lateral prop-
agation both at the surface and the interface is visible. Here, a rather linear behaviour
with respect to F can be observed. Second, except for F=100mJ/cm2, the fractions
of lateral travel both of point A and B assume the same value. In the sense of the
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discussion above, this indicates the isotherm propagation in multilayers on fused silica
to take place purely laterally. The interpretation of the lag in lateral travel between
points A and B as an indicator for the isotherm orientation already implies that more
data can be extracted from the simulations dealing with the actual direction of the heat
flow within the given coordinate frame.
Returning to figure 6.1 (b), the location of point A is depicted as a reference coor-
dinate for two thermal gradient vectors, ∇Tlat and ∇Tdep, whose superposition yields
the effective gradient vector ∇T . In line with the basic theories of heat transport, ∇T
points in the direction of the actual heat flow. Both of its vector components at A (see
figure 6.1 (b)) can be calculated by conveniently fitting the local thermal distribution
along the two coordinate axes2 and subsequently differentiating with respect to x and z.
The results of these calculations as a function of F and d for both substrates are shown
in figures 6.4 (a), for ∇Tlat and (b), for ∇Tdep. Both are estimated to be situated mostly
on the order of intermediate 108 to lower 109 K/m values. The most striking insight can
be gained in figure 6.4 (a).
Apparently, the two substrates do no effect a significant difference in the lateral compo-
nent of the thermal gradient. Both ∇Tlat(F, d) result surfaces match each other exactly
with relative deviations on the order of only 10%. They show a non-linear decline with
increasing d, which saturates at 0.10 to 0.25·109 K/m for periodicities above 8µm, ir-
respective of F . Increasing fluence in turn effects a pronounced rise in magnitude of
the gradient component at lower periodicities. At d=2µm it ranges between 0.50 and
1.00·109 K/m. The effect of substrate selection only becomes evident when looking at
the depth component (see figure 6.4 (b)). Here, only the shape of the ∇Tdep(F, d) result
2As equation 5.3 describing the spatial distribution of intensity generated by LIMET implies, the
thermal distribution along x is fitted best by a function proportional to cos2(x). In the depth
direction, a linear fit served well.
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Figure 6.4.: Direct comparison of the thermal simulation results obtained for Ni/Al on sc-Si
() and fused silica () when varying d and F : Thermal gradient at A-B boundary in lateral (a)
as well as in depth direction (b). Corresponding heat flow angle α (c) (all quantities introduced
in figure 6.1 (b)).
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surfaces is the same, which shall be described exemplarily for sc-Si. Increasing d does
not significantly affect the magnitude of ∇Tdep, giving a constant value, which rises from
0.25 to approximately 0.70·109 K/m with increasing F . The result surface associated
with fused silica is shifted to values 40 to 50% of those of sc-Si, restoring the intuitive
perception of the situation.
In order to figure out the orientation of the resulting heat flow vector, figure 6.1 (b)
introduced angle α between the multilayer surface and effective thermal gradient ∇T .
To perform a first order approximation, the composite effect of multilayer stacking on
the heat transport properties (introduced in section 2.2) must be assessed according to
equations 2.20 to 2.24 and the data of the individual components given in table 4.1. In
the case of Ni/Al at room temperature, the lateral composite thermal diffusivity amounts
to 59m2/s and 58m2/s in depth, while the conductivities are calculated to 180W/mK
and 145W/mK, respectively (see table 4 in appendix V). Their differences are negligi-
ble, hence it is sufficient to calculate α based on the geometric relation between both
gradient components, as summarised in figure 6.4 (c).
When taking into account the results of the two individual gradient components, it
can be expected, that once again the resulting functional shape is the same for both
substrate materials, which is the case. Apparently, F does not exert a significant influ-
ence on the magnitude of α for both substrates; rather, periodicity mostly dictates its
behaviour. Both α(d, F ) result surfaces are displaced by roughly 10 to 20 °. For d below
8µm, α is considerably low, with a constant 25 ° for a-SiO2 and 40 to 50 ° for sc-Si. With
increasing d, a steep rise in α takes place reaching 65 ° and 75 °, respectively. The smaller
angles between the effective heat flow vector and the multilayer surface for d equal or
less than 8µm point to a more pronounced lateral flow component. This confirms the
findings described above concerning the hindrance exerted by the close proximity of
heat sources at lower d. The significance of heat propagation in depth finally rises with
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increasing periodicities and especially on sc-Si with its more favourable heat transport
capabilities.
Summarising these initial approximations, first indications on a desirable processing
window can be derived. Depending on substrate choice, the intended through reaction
can be achieved when F exceeds a certain threshold value, which mostly is independent
of d. As could expressly be shown in figure 6.3 (c), this value lies at 150mJ/cm2 for
fused silica and 200mJ/cm2 for sc-Si. Their F vicinity should preferably be targeted
during LIMET experiments. Moreover, the difference of these thresholds might point
to a rule of thumb on how to identify reasonably comparable specimen states in the
different substrate situations. In order to impede the discussed proximity problem, to
achieve a more constant fraction of molten material (especially according to figure 6.2
(b)) and thus a more stable expansion of the heat-affected volume, periodicities above
8µm are of interest. Clearly, these statements can only represent lower boundaries, since
the effects of damaging phenomena are not seriously accounted for in the simulations.
6.1.2. Influence of multilayer material combination
Based on these perceptions, the effort put into simulating the effect of the combination
of metallic elements can further be reduced. Following the concluding argument of the
previous section, it seems reasonable to assume that restricting the perspective only to
the F dependence at d = 8µm yields sufficient results for a meaningful comparison.
Figure 6.5 lines up the according results of Tmax (a), f(l) (b) and τ(l) (c), where the
individual material combinations are designated as 1 (Ni/Al) serving as reference, 2
(Ti/Al) and 3 (Ni/Ti) as well as empty (sc-Si) or filled (a-SiO2) symbols for the allocation
of substrate material. Like Ni/Al, the two other binary systems exhibit a linear rise in
Tmax with increasing F , with the exception that the Tmax characteristics of the different
substrates are not separated by 20 to 30%. In fact, the difference in both curves for
those systems does not exceed 3%.
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Figure 6.5.: Direct comparison of the thermal simulation results obtained for the three multi-
layer material systems (1-Ni/Al, 2-Ti/Al and 3-Ni/Ti) on sc-Si (open forms) and fused silica
(filled forms) when varying F for a constant periodicity of 8µm: (a) maximum temperature
Tmax at the multilayer surface of the interference maximum location. (b) fraction of molten
Tm,low component and (c) corresponding melt duration.
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Directly compared with Ni/Al, they show a steeper rise and a significantly elevated
temperature level. The latter is calculated to almost reach 3000K for F at 300mJ/cm2
and thus is slightly lower than the boiling point of the respective topmost material layer
(c.f. table 4.1). Apparently, both the reduced thermal transport capabilities of the cap-
ping layer alone in the case of Ti/Al and the combination of two materials with bad
conduction and diffusivity like Ni/Ti lead to the same effect (see table 4 in appendix
V). The heat deposited at the interference maximum cannot be efficiently transported
away leading to more increased surface temperatures due to its accumulation close to
the surface.
Turning to the volume fraction of molten low-Tm material shown in figure 6.5 (b),
the behaviour of Ti/Al is equal to the already described characteristic of Ni/Al even
with respect to both substrates. This also holds for their melt life spans τ(l) depicted in
figure 6.5 (c). For obvious reasons, Ni/Ti deviates from this in both parameters. There,
significant portions of melt are only formed when F surpasses 250mJ/cm2. On sc-Si,
20% of Ni is molten during 25 ns for F = 300mJ/cm2. Under the same irradiation
conditions but on fused silica, 30% f(l) can be achieved for twice the time interval. The
discussed near-surface accumulation of heat for Ti/Al and Ni/Ti should also be visible
in the normalised dimensional expansion of the heat-affected volume shown in figure
6.6. Here also, the coordinate convention as well as the nomenclature of points A and
B introduced in figure 6.1 (b) is applied. On a-SiO2, Ti/Al once again closely matches
the behaviour of Ni/Al in all normalised parameters (see 6.6 (a) to (c) and compare
characteristics 1 and 2). sc-Si largely follows this similarity, especially with the lateral
movement of A exactly following the trace of its fused silica counterpart. As for point
B´s travel in x-direction, figure 6.6 (b) reveals its initiation at fluences increased by
50mJ/cm2 compared to a-SiO2, but finally assuming a comparable fraction of d/2 of
roughly 40%. It seems likely, that these two observations together, can be attributed to
the accumulation effect. A look at the normalised depth expansion in figure 6.6 (c),
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Figure 6.6.: Direct comparison of the thermal simulation results obtained for the three multi-
layer material systems (1-Ni/Al, 2-Ti/Al and 3-Ni/Ti) on sc-Si (open forms) and fused silica
(filled forms) when varying F for a constant periodicity of 8µm: normalised lateral propagation
of point A ltop (a) and normalised propagation of point B in lateral lbot (b) as well as in depth
direction tdep (c) (all quantities introduced in figure 6.1 (b)).
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evidences that Ni/Al and Ti/Al are similar even with respect to the threshold fluences
for a through reaction on both substrates. Ni/Ti, as the most unfavourable material
combination with respect to heat transport capabilities, not surprisingly exhibits a dif-
ferent expansion behaviour. Within the F interval under investigation here, no through
reaction is expected to be achieved according to figures 6.6 (b) and (c). The normalised
depth expansion depicted in (c) shows no major difference between sc-Si and fused silica
up to 250mJ/cm2. Upon reaching 300mJ/cm2, the heat-affected zone on Si expanded
approximately 60% of ttot in depth, while it attains a value of almost 90% on a-SiO2.
Concerning the propagation of point A (in 6.6 (a)), the substrate choice has no appar-
ent influence. In contrast to the other binary systems, which incorporate Al, the compar-
atively diminished heat transport properties lead to an accordingly reduced normalised
lateral expansion of only 45% at best. These observations also are in concordance with
the notion of near-surface heat accumulation. In conclusion, these FEM-based esti-
mations can be interpreted such that the choice of the metallic multilayer components
dictates the expansion of the heat-affected zone.
To some extent, their influence is even more pronounced than that of the substrate
selection: The presence of a high-Tm metal with unfavourable heat transfer deteriorates
both the transport of laser energy away from the interference maximum and the achieve-
ment of a good mixture of constituent atoms. As for Ti/Al, this can be compensated
by Al, leading to similar simulation results and thus the same conclusions regarding
threshold fluences for through reaction on both substrates. Ni/Ti in turn affords the use
of higher fluences above 300mJ/cm2 to yield the desired heat-affected volume, which in
the case of sc-Si is likely to effect boiling of the capping layer at the interference max-
imum position, unwanted due to impending damage to the multilayer. These findings
are included in the implementation of the subsequent LIMET experiments.
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6.2. Microstructural characterisation and structure
determination
6.2.1. As-deposited multilayers
To meet the requirement of specimen comparability, the specimen holder described in
section 5.2.1 was crucial, since it enabled serial deposition of each multilayer set onto the
three substrate types without breaking the vacuum of the I-PVD chamber. Initial tests
to discover optimum deposition conditions showed that the sputter plume exhibited a
directional characteristic leading to inhomogeneous film thicknesses on the substrates
compared to macroscopic length scales. By a systematic assessment of local thickness
distribution using FIB cross-sections, it could be shown, that this variation was negligible
for areas on the order of a masked LIMET pattern. Thus, macroscopic areas with
thicknesses ideal for the treatment could accordingly be identified and were focused
on exclusively. Directly after deposition, all thin films presented untarnished metallic
reflection and showed no macroscopic flaws like delamination or propagating cracks
[204][205][206][113], irrespective of the substrate employed. This spoke in favour of the
employed vacuum conditions and process gas quality as well as adhesive layer selection.
Ni/Al specimen sets
TEM cross-section imaging (as figure 6.7 (a) shows exemplarily for the case of Ni/Al on
sc-Si) confirmed clearly distinct layers of the constituent metals Ni and Al in as-deposited
state. No traces of other phases, like possible intermetallics or oxides could be found.
This was confirmed by global structure analysis of the different substrates via GIXRD
(for sake of brevity not shown here). Obviously, the grain sizes both in and out-of-plane
(along normal direction n) did not exceed the respective ti. Grain morphology thus was
mostly globular and in concordance with structure zone models of thin film deposition
for the I-PVD parameters used [207][208][209][210].
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Figure 6.7.: Ni/Al as-deposited multilayer on sc-Si: TEM micrograph (a) and corresponding
SADP (b) with qualitative phase analysis.
The cross-section moreover revealed several instances critical for the interpretation of
the microstructural modifications issued by LIMET later on. Table 5 in appendix V
compares the intended with the actually reached layer thicknesses as measured in the
micrograph. Especially the Al layers, exhibited an enhanced film topography. Seen in
conjunction with common theories of thin film growth as summarised by Thompson et
al. [211], this was interpreted as a result of Al´s growth behaviour.
After initial cluster formation, island growth and their coagulation in the substrate
surface plane, growth along normal direction sets in. Here, Al seemed to exhibit a re-
duced coagulation leading to spatially separated islands which then individually grew
along the n direction. The gaps between them were filled with other incoming Al atoms,
finally closing them up but lagging behind in n growth. Literature mainly attributes this
observation to the surface energy of the deposited species, which governs the wetting
and thus the coagulation behaviour [211]. As a result, a strong layer topography was
formed, which was transferred to all subsequently deposited layers.
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As can be inferred from table 5, the intended 1.00 overall composition ratio of the
multilayer was shifted to the Ni-rich part of the phase diagram. Based only on the
mean ti values and also accounting for the actual contributions of the capping and the
adhesive layer, a ratio of Al to Ni atoms of 0.66 (i.e. approximately Al 40 at.% and Ni
60 at.%) was achieved, which still was within the targeted composition range of B2-NiAl
thus making this difference less important3. It is necessary to note, that this approach
to estimate thin film chemical composition can only be treated as a zero order approx-
imation, since it is based on employing bulk densities which seldom are present in thin
film regime [206][113].
Temperature measurements by thermocouple and temperature-sensitive adhesive stri-
pes performed in situ during deposition at the site of the mounted substrate showed
the specimen to remain at 50 to 60 ° throughout the whole process4. Hence, thermal
energy imposed by deposition was too low to initiate diffusion at the layer boundaries
leaving only the topographic effect as an explanation for the observed diminished con-
trast. Besides these microstructural observations, local diffraction analysis with SAD
patterns (SADP) was undertaken. Figure 6.7 (b) depicts the SADP taken in the central
part of the multilayer using the smallest possible SAD aperture having an approximate
diameter of 180 nm. It is shown to scale along with its location in figure 6.7 (a). Using
star-quality ICDD reference charts, the qualitative phase analysis was performed.
The SADP exhibits a ring-like distribution of the principal reflections showing no clear
orientation relation with respect to the substrate normal vector n thus emphasising the
3Attempts to confirm this result by EDX measurements in SEM were not conclusive. This was due to
the unideal experimental conditions associated with using normal-incidence electrons for generation
of characteristic X-rays, which is usually encountered when dealing with thin films and multilayers
of this thickness range. The same held for analogous measurements of the other sample systems.
4The same temperature level was consistently recorded for the deposition processes of the other mul-
tilayer material systems.
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notion of an untextured as-deposited multilayer. Here also, no signal of other phases
could be accounted for. In the vicinity of the overlapping Ni {111} and Al {200} re-
flections a slightly diffuse background signal could be detected. Attempts to perform
a meaningful analysis of deposition residual stresses based on X-ray diffraction meth-
ods were rendered impossible due to the diminished diffracted X-ray intensity of the
higher-indexed planes of both phases.
Ti/Al and Ni/Ti specimen sets
Figure 6.8.: Ti/Al as-deposited multilayer on sc-Si: TEM micrograph (a) and corresponding
SADP (b) with qualitative phase analysis.
The same analysis procedure was performed on Ti/Al and Ni/Ti specimens. FIB cross-
section imaging of all specimen types showed comparable deposition results within the
respective sets. Figure 6.8 (a) shows the TEM bright field micrograph taken from the
Ti/Al multilayer deposited on sc-Si, which exhibited distinctly different features when
compared to Ni/Al. Likewise, globular grains with sizes corresponding to the individual
layer thicknesses (see table 6 in appendix V) were seen. Looking at the adhesion layer,
here made of Ti, it was striking to observe its comparatively homogeneous thickness and
thus low topography. This effected the clearly more smooth growth of all following layers,
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closely resembling the intended multilayer design. Considering the aforementioned table
6, the calculation of the actual overall multilayer composition ratio led to 0.87 Al to Ti
atoms (i.e. approximately Al 46 at.% and Ti 54 at.%) still lying at the Ti-rich border of
the L10-TiAl phase field.
Figure 6.9.: Ni/Ti as-deposited multilayer on sc-Si: TEM micrograph (a) and corresponding
SADP (b) with qualitative phase analysis.
Similar observations on layer topography and grain morphology were made in the
cross-sectional TEM micrograph of Ni/Ti on sc-Si as shown in figure 6.9 (a). The selec-
tion of Ti as adhesion promoter here also proved useful in supporting desirable growth
conditions (see table 7 in appendix V). Unfortunately these could not be brought on for
Ni/Al specimens also, since the I-PVD facility employed in this study only allows for
mounting of two different targets. It would afford breaking vacuum after deposition of
the adhesion layer onto the substrates before multilayer growth, which cannot be recom-
mended due to Ti being prone to fast oxidation when exposed to ambient atmosphere.
The actual ratio of Ti to Ni atoms in the whole stack was calculated to 0.89 correspond-
ing to ca. 53 at.% Ti and 47 at.% Ni thus being situated at the Ti-rich phase boundary of
the intended B2-NiTi phase field. Local structural characterisation of Ti/Al and Ni/Ti
by SAD patterns (see (b) of figures 6.8 and 6.9) essentially yielded the same result.
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In both cases, only diffraction peaks of crystalline constituent metals were detected and
verified by star-quality ICDD data. Ti always appeared in its low-temperature α form.
Interplanar spacings d{hkl} of all reflections were close to the reported standard values.
The most striking difference with Ni/Al´s as-deposited SADP was found when consid-
ering the distribution of diffraction peaks with respect to the specimen normal direction
n. Along the indicated n vector, only spots of α-Ti {002} and Al {111} as well as α-Ti
{002} and Ni {111}, respectively, were aligned. All other reflections were at the cor-
rect angular locations as set by crystallography. In those two cases, the expected PVD
growth texture with the close-packed planes of the constituent phases lying in the sub-
strate plane was visible. Clearly, the growth of these planes occurred along the incident
direction of the sputtered ions finally leading to fibre textures. Most of the reflections
showed an angular distribution slightly below 15 ° around n pointing to a slight texture
spread.
6.2.2. LIMET-processed multilayers
Surface characterisation
Section 5.2.2 already introduced the experimental systematics for the LIMET processing
of the multilayer stacks. A fluence series between 50 and 750mJ/cm2 was performed
employing the three periodicity setups (4, 8 and 16µm) identified by thermal simula-
tions (see section 6.1) on all sample types. The aim of this was to get information on
critical irradiation density thresholds for damage and ablation as well as on quality and
homogeneity of the interference pattern. To this end, the individual spot areas were ex-
amined in top-view both by light microscopy (in bright and dark field mode) and SEM.
Ablation represented a reasonable choice as a parameter to sort the irradiation spots,
since it bears twofold significance. First, increased ablation obviously impedes the use
of the LIMET-treated multilayer in real applications.
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Figure 6.10.: Characterisation of the spatial intensity distribution of a LIMET spot obtained
by beam profiling (a) (modified from [172]): 2D colour coded representation (top) and 1D
profile measured along the dash dot line (bottom). SEM top-view micrograph of a typical
LIMET spot (b): zone suitable for site-specific specimen preparation (prep zone) indicated.
Second, it can rather easily be made experimentally accessible by means of bright-field
light microscopy and an according subsequent image data processing. Since ablation ex-
poses the underlying substrate, the bright-field image shows a well-detectable difference
in greyscale with respect to the intact regions showing metallic reflection. This differ-
ence can be utilised in defining a convenient greyscale threshold which separates these
distinct regions in the spot. Before going into further detail on these procedures, it is
instructive to take a closer look at the spatial distribution of the laser intensity within
the irradiated spot. Figure 6.10 (a) shows quantitative information on this in 2D (top)
and 1D (bottom) obtained by beam profiling measurements of a single laser pulse using
a MetroLux, beamlux II basic area detector system [172].
Without anticipating the oncoming results, the situation depicted in this figure gave
clues necessary to comprehend not only the practical assessment of ablation and the
definition of a degree still tolerable for the purposes of this thesis. It also evidenced a
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critical limitation of the LIMET setup used. As visible in the top part of figure 6.10 (a),
the intensity distribution within the square-shaped spot showed neighbouring dot-like
areas of locally increased intensity (yellow-red) directly embedded into low-intensity re-
gions (green-blue). The high-intensity dots were arranged in a clear geometrical pattern,
which could be described as a regular 2D square array with a dot-spacing of approxi-
mately 350µm in both dimensions. Obviously, the LIMET optics were not capable of
transferring a homogeneous distribution of laser intensity to the specimen surface. This
was confirmed by the intensity profile shown below, which was recorded along the indi-
cated dash-dot line passing through the centre of the spot.
There, a more or less Gaussian beam shape could be visualised being in concordance
with the characteristics of the initial laser beam before passing through the interfer-
ence setup. The larger fluctuations of actual intensity around the inserted Gaussian fit
function seem to coincide with the high-intensity dots observed in 2D view. A look at
the SEM top-view micrograph taken from a correspondingly treated multilayer in figure
6.10 (b), shows regions of material damage (bright contrast), which exactly match the
positions and the geometrical pattern of the dots recorded by beam-profiling. From a
standpoint of optics, the physical origin of their arrangement seemed to be straightfor-
ward and explained by near-field or Fresnel-diffraction at the square mask used to form
the shape of the LIMET spot [70]. Thus, both the laser system´s inherent intensity dis-
tribution perpendicular to the propagation direction and the diffraction effects taking
place at the optical elements jointly contributed to a flawed inhomogeneous irradiation
of the spot area. Considering these circumstances it was assumed, that ablation was
likely to take place in the dots even for fluences at the lower end of the series. Hence,
a trade-off between through reaction and the degree of ablation was to be expected and
to be taken care of by finding an appropriate compromise between sufficient heat energy
delivery and damage induction. FIB cross-section micrographs to measure the process-
ing depth together with the proposed greyscale threshold in light microscope top-views
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for ablation area assessment were utilised to look for suitable fluence levels. Aim of this
procedure was to assure that the heat-affected zone of the interference maxima spanned
the complete stack thickness ttot for most of the spot area, while keeping ablation at
a low level. For sake of brevity, only the final results of this combined approach shall
briefly be summarised here.
Ni/Al specimen sets
It was found for fluences effecting 10 to 15% ablation of the spot area, that patterning led
to a sufficient modification in depth of the multilayer. For Ni/Al specimens, this meant
that depending on the substrate, different threshold fluences were identified: specimens
on fused silica 150mJ/cm2, a-SixNy 175mJ/cm2 and sc-Si 275mJ/cm2 met the stated
requirements. This further narrowed down the range of employable fluences predicted
by the thermal simulations, still lying well within the projected interval. Figure 6.11
portrays a line-up of SEM micrographs obtained from Ni/Al specimens on the different
substrates which were LIMET-treated at fluences above the tolerable 15% ablation area
limit. The type of damage inflicted is essentially the same. At the centre of a dot,
Figure 6.11.: SEM top-view micrographs of the damage inflicted to Ni/Al multilayers on the
different substrates (sc-Si (a), a-SixNy (b) and fused silica (c)) when using fluences slightly above
the identified ablation limit. The inserts show close-up images to the scale of the highlighting
boxes.
6. Results 115
the energy delivered to the maximum site led to an increase in temperature up to the
boiling point of the component metals. Convection effected the melt to move away from
the maximum towards the minimum sites thus exposing the underlying substrate. Most
probably, the thermal stresses acting on the interface between the unmolten multilayer
and the substrate at the interference minima caused the remaining stack to delaminate.
To confirm these suppositions, the inserts shown in the top-left corner of the individual
images were taken from regions located at the transition from the dot to neighbouring
areas as indicated by the white boxes. By this, the initial stages of the damage mech-
anisms could be visualised due to the slightly reduced local intensity compared to the
dot itself. Apparently, increased temperature levels at the maximum location initiated
material flow leading to formation of holes (see lower left corner in all inserts), a step
prior to the already observed complete material removal.
In contrast to the specimen on sc-Si, those on the substrates with worse heat transfer
capabilities exhibited two remarkable damage features besides hole formation. First, in
the interference minima a ladder-like surface morphology was formed. Their rungs were
oriented parallel to each other and perpendicular to the interference maximum lines,
corresponding to the orientation of the heat flow direction simulated for these cases in
section 6.1, figure 6.4. Second, two types of cracks appeared at or in the vicinity of the
interference maxima sites.
While a-SixNy (b) only showed cracks exactly at the maximum centre expanding through
the whole film thickness and parallel to the interference line, fused silica (c) in addition
exhibited cracks threading perpendicularly. The initiation site of both types was unclear
at this stage of the investigation, whereas it seemed sound to speculate that their physical
origin seemed to be linked to differences in thermal expansion of the present phases
(post-treatment thermal stresses).
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Figure 6.12.: SEM top-view micrographs of the damage inflicted to Ni/Al multilayers when
using different periodicities (4µm (a), 8µm (b) and 16µm (c)) at a constant fluence of
275mJ/cm2.
In order to reduce the overall amount of these damage types, the above stated fluence
limits were kept for the patterning of the different Ni/Al specimen types. Due to that,
the effect of periodicity was checked on Ni/Al on sc-Si at F = 275mJ/cm2 as shown in
figure 6.12. The results depicted there stem from the same type of location as the inserts
of figure 6.11, which is confirmed by the absence of the damage patterns encountered
there. In concordance with the FEM findings (see section 6.1), an increase in width of
the interference maxima was observed5.
The SE-contrast observed at and within the maximum lines already gave hints as to
the thin films´ topography being altered by the Marangoni convection effects imposed
on the melt, which were analysed by FIB cross-sections (see following section). Only the
specimen with 4µm periodicity (c.f. (a)) exhibited the ladder pattern observed before
at the multilayers on substrates with restricted heat transport capacities, supporting the
discussed interpretation of this effect.
5A more in-depth and quantitative assessment of the relation between simulation and actually encoun-
tered dimensions of the heat-affected zones is discussed in the following section.
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Ti/Al and Ni/Ti specimen sets
Figure 6.13.: SEM top-view micrographs of the damage inflicted the three multilayer material
systems deposited on sc-Si (Ni/Al (a), Ti/Al (b) and Ni/Ti (c)) when using the same (d,F )
conditions.
Following the same experimental approach, the resulting surface morphologies of the
other multilayer material systems were also assessed. Figure 6.13 lines up SEM micro-
graphs obtained from all three candidates deposited on sc-Si substrates and irradiated
under the same conditions6. It was evident that the same set of irradiation condi-
tions (d,F ) had a less pronounced effect on the surface quality in comparison to the
observations made on Ni/Al. Both Ti/Al (b) and Ni/Ti (c) experienced a much lower
degree of ablation, for the same fluence that had led to over 15% ablation in Ni/Al (a).
Nevertheless, due to its physical origin, the spatial pattern of damage within the spot
corresponded closely to the already encountered form.
In a first appraisal, the reason for this result was thought to be associated to the compar-
atively inferior heat transport properties of these two multilayer systems. To be able to
produce comparable results between the sample sets during the following experiments,
6An according cross-examination of substrate influence on these specimen sets essentially yielded the
same effects and relations already observed in the Ni/Al sets. Therefore, a more detailed description
is skipped here in order to focus more closely on the differences in multilayer behaviour.
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a conservative approach concerning the threshold fluences was pursued. Following the
principle of the weakest link, this would imply applying the previously determined values
for Ni/Al to the other material systems. With the simulations showing the need to use
slightly higher fluences to achieve a through reaction there (see figure 6.6), this princi-
ple was employed in a lesser version: For all specimens, an interval of fluences around
the indicated threshold was analysed concerning the cross-sectional microstructure. The
width of the interval laid between 50 and 75mJ/cm2 depending on the structuring re-
sults encountered. Unanimously, all these results emphasise the critical role that pattern
homogeneity played in the further course of this thesis.
The FEM findings discussed before strictly assumed a totally equal distribution of
laser intensity throughout the spot area. Experimental reality, in turn, pointed to addi-
tional limitations of the simulations, imposed by the optical implications of the LIMET
setup. Irradiation inhomogeneity further implied that a comparable examination of the
resulting microstructure and the phase formation as well as local chemistry by TEM
and APT afforded to search for an area within the spot, which could reproducibly be
identified in all samples and was situated in a region representing the average patterning
result of the spot. Based on the top-view micrographs in conjunction with the beam-
profiling analysis depicted in figure 6.10, a reasonable workaround for this situation was
devised.
In the top-part of figure 6.10 (a), two areas representing the extreme opposite in irra-
diation density are encircled: (i) showing increased ablation even in the vicinity of the
high-intensity dots and (ii) with only weak effects in the dot surroundings. As figure 6.10
(b) proves, both regions were visible in the SEM micrographs for intermediate and high
fluences. Of them, only (i) even appeared at lower F , making it the perfect landmark
for a reproducible identification of a suitably selected preparation area for comparable
site-specifically prepared samples. The latter was defined according to the 2D inten-
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sity distribution measured by profiling and comparing it with regions of homogeneous
greyscale representation in the corresponding SEM top-views. In figure 6.10 (b), the
area more closely meeting these conditions is highlighted (prep zone) and henceforth
served for these purposes.
Cross-sectional characterisation of microstructure and structure
By means of cross-section imaging, data critical for the interpretation of microstructure
and phase evolution were made accessible. Moreover, its results on actual expansion
of the heat-affected zone at the interference maxima were directly compared to the
numerical predictions attained by FEM. Especially the latter represents a novelty with
respect to the experimental scope and the systematic of the approach already introduced
in section 6.1. Since site-specific FIB preparation of cross-sections and TEM foils are
both time-consuming and, from time to time, tedious procedures, only a limited amount
of specimen and interference maxima therein could be analysed. Mostly, the lateral field
of view of these two views contained at best three neighbouring interference maxima.
Hence, the dimensional measurements presented in the following section were calculated
as mean values of the visible features, discarding associated standard deviations due to
the reduced data set at hand. Nevertheless, the following section will be able to draw a
reliable picture of the relation between reality and simulation.
Ni/Al specimen sets
At first, the patterning result of Ni/Al multilayers on the different substrate materials
was analysed within a 50mJ/cm2 interval around the above discussed fluence thresh-
olds for intermediate d=8µm. The modifications to the thin film stack encountered
at the interference maxima of the presumed optimum irradiation density are shown in
figure 6.14. The SE contrast images given there were taken from FIB cross-sections
of interference maxima for each of the substrates. Evidently, the contrast conditions
within the interesting part of the section did not allow for a meaningful analysis of grain
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morphology or even size. In turn, adhesion and interface conditions between stack and
substrate, resulting topography and the sought-after expansion of heat-affected volume
were accessible.
Figure 6.14.: SEM/FIB cross-section micrographs obtained for Ni/Al multilayers on the dif-
ferent substrates (sc-Si (a), a-SixNy (b) and fused silica (c)) for LIMET processing at d = 8µm
using the individual optimum fluences for LIMET given there.
Section 5.2.2 already introduced the experimental systematics for the LIMET process-
ing of the multilayer stacks. A fluence series between 50 and 750mJ/cm2 was performed
employing the three periodicity setups (4, 8 and 16µm) identified by thermal simula-
tions (see section 6.1) on all sample types. The aim of this was to get information on
critical irradiation density thresholds for damage and ablation as well as on quality and
homogeneity of the interference pattern. To this end, the individual spot areas were ex-
amined in top-view both by light microscopy (in bright and dark field mode) and SEM.
6. Results 121
As figures 6.14 (a) and (b) show, a layered microstructure was visible in the left- and
rightmost parts of the cross-section, which abruptly vanished approaching the interfer-
ence maximum, where no distinct contrast was recorded. The latter was interpreted as
thin film volume wherein significant, if not total intermixing of the constituent metallic
elements was achieved. Hence, it was easy to discern these two regions and to attribute
their boundary with points A and B as indicated in the figure. In a first approximation,
it was assumed that this condition could be achieved, if one of the components was
molten and thus the more efficient atomic mobility within (l) phases could be exploited.
A look at the cross-section obtained from the fused silica (figure 6.14 (c)) reveals
that FIB cross-sections were not always capable of yielding sufficient contrast to un-
equivocally recognise remaining multilayer structures. In most cases, this was due to
charging effects encountered in the vicinity of the substrate and could only be circum-
vented by extracting these data from TEM foils instead. Fortunately, the micrographs
unanimously confirmed that the optimum fluence derived by simulation and ablation
degree was sufficient to extend the heat-affected zone throughout the whole multilayer
thickness. Another common denominator was found considering the evolution of the
topography along the lateral coordinate of the cross-section. When seen from minimum
to maximum, the total thickness of the stack started to drop gradually as soon as point
A was reached. This trend continued up to the closer vicinity of the maximum loca-
tion, but did not leave the substrate exposed. Then, a sudden increase in thickness was
visible, merging into a plateau of almost constant thickness, which even surpassed the
stack´s original ttot. Qualitatively, it can be stated, that the degree of induced topogra-
phy change increased for substrates with inferior heat transport capabilities. Here, the
multilayer on fused silica (figure 6.14 (c)) was the extreme case showing no significant
alteration.
According to von Allmen et al. [68], the general shape encountered there corresponds
closely to topographic modifications induced by Marangoni type convection flow in the
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melt. Due to the well-known relation between convection flow and gradients in melt
temperature and surface energy discussed by Marangoni, it seemed worthwhile consult-
ing the FEM results described in section 6.1. Figure 6.4 there, summarised the findings
on local temperature gradients in the lateral and depth directions for the extreme cases
of sc-Si and a-SiO2. Looking at the calculated heat flow angle α (c) of the respective
irradiation conditions (d,F ) it could be seen, that the melt on sc-Si experienced a pro-
nounced flow in the depth direction (approx. 50 °), while on fused silica the lateral flow
component (ca. 25 °) is stronger in effect. Hence, one might argue the differently formed
degree in topography.
Figure 6.15.: SEM/FIB cross-section micrographs obtained for Ni/Al multilayers on sc-Si sub-
strate for different LIMET periodicities (4µm (a), 8µm (b) and 16µm (c)) using the optimum
fluence 275mJ/cm2.
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Finally, the presence of these topographic shapes proved that beside (l) diffusion,
convection was active in the melt which additionally contributed to a more efficient in-
termixing of the component metals. Similar observations were made when analysing the
effect of periodicity on the cross-sectional morphology of the interference maxima when
keeping the fluence constant. The behaviour encountered there will exemplarily be dis-
cussed for the sc-Si specimen set (at optimum 275mJ/cm2), since the above mentioned
findings on substrate-related phenomena could be reproduced for the other periodici-
ties. Figure 6.15 delineates FIB cross-sections obtained at 4, 8 and 16µm periodicity,
wherein a sufficiently clear contrast was achieved allowing for an unequivocal identi-
fication of points A and B. Shape and course of the topography modification closely
resembled the one encountered in the substrate variation analysis. Here, the degree of
topography was found to increase with increasing periodicity d. This fell in line with
the simulated results on heat flow angle α given in figure 6.4 (c). With increasing d, α
increased from ca. 35, over 50 to finally 60 ° for the periodicities analysed here, which
perfectly fitted to the experimental results.
Due to the fact that the drop in topography was generally gradual and that its onset
could be related to the location of point A, it was assumed that the results of the ther-
mal simulations with respect to the expansion of the heat-affected zone (c.f. section
6.1) could still be utilised despite their lack in accounting for these fluid-dynamic ef-
fects. Obviously, the definition of points A and B was devised sufficiently general to fit
the needs of different effects. Therefore, a comparison of the estimated and the actu-
ally measured dimensions of heat-affected zones seemed appropriate. To the author´s
knowledge, no LIMET-related study conducted so far tackled this question on the basis
of an extended parameter set as considered here. The comparisons were made based on
the data depicted in figure 6.3, where the lateral and depth coordinates of A and B are
given relative to d/2 and ttot, respectively. For the sake of clarity, the results for sc-Si
(see figure 6.16) and a-SiO2 (figure 6.17) will be discussed separately, with micrograph
results designated with  and those of FEM with .
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Figure 6.16.: Direct comparison between FEM estimated normalised dimensions of the heat-
affected zone (designated ) and the corresponding results obtained by cross-sectional imaging
() for Ni/Al on sc-Si substrate: lateral expansion at the multilayer surface ltop (a), lateral
expansion at the substrate interface lbot (b) and depth expansion tdep (c).
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Figure 6.17.: Direct comparison between FEM estimated normalised dimensions of the heat-
affected zone (designated ) and the corresponding results obtained by cross-sectional imaging
() for Ni/Al on a-SiO2 substrate: lateral expansion at the multilayer surface ltop (a), lateral
expansion at the substrate interface lbot (b) and depth expansion tdep (c).
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Irrespective of the applied periodicity, the actually measured normalised lateral ex-
pansion surpassed the FEM estimated value by 0.1 to 0.2 in absolute terms. The same
difference was observed for the corresponding value at the multilayer-substrate interface
(b). Moreover, a close resemblance of the functional course between simulation and real-
ity was visible. Concerning the depth expansion (c), both results overlapped predicting
a through reaction for the fluence range in question. Nevertheless, the relative deviation
of the values amounted to 20 to 40%, which exceeded the range of tolerable deviation
when compared to typical experimental errors.
The data on a-SiO2 substrates depicted in figure 6.17, essentially yielded the same pic-
ture concerning the relation of functional course and deviation in values. Only the nor-
malised depth expansion posed an exception, since the simulation predicted the through
reaction to set in at slightly lower fluences (less by 50mJ/cm2). Considering these com-
parisons jointly, the following conclusions were drawn. Both the similar functional shape
and the fact that FEM systematically underestimated the real situation made the overall
result appear nevertheless promising. Two possible reasons were proposed.
First, the actual heat transport properties of the multilayer material could be even
worse compared to the tabulated data in literature. This seemed reasonable, since it is
well-known that thin film media might exhibit different physical properties than their
bulk counterparts. Especially density can differ due to deposition-inherent phenomena.
Nevertheless, these influences were assessed not likely to yield significant differences like
on one order of a magnitude. Second, the design of the FEM thermal simulations was
not capable of accounting for additional heat sources. As previously implicitly assumed,
a significant amount of elemental intermixing was likely to have taken place within the
volume of the interference maximum delineated by the A-B boundary. Since mixing of
Ni and Al is an exothermic process, at least the release of enthalpy of mixing of the
respective components should be considered. Hence, it was seen worthy to undertake
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energetic estimations based on thermodynamic data of the original and the final phases
in order to try to balance the deviations. This in turn afforded more detailed local data
on local phase composition (TEM) and chemistry describing the outcome of the different
phenomena contributing to elemental intermixing. For the latter, APT was employed,
whose results are given in the following section 6.3. Therefore, the description and im-
plementation of this approach are postponed to the discussion (c.f. chapter 7).
A more clear view on grain morphologies and sizes resulting from the LIMET-induced
resolidification was obtained by TEM imaging along with localised phase analyses. Fol-
lowing the joint insights provided by FEM and the cross-sectional microstructure char-
acterisation so far, a specimen set was selected, which was deemed representative for
the different introduced parameter selections (d,F ). Thermal simulations (see especially
figure 6.2) indicated less significant variations in the heat flow conditions for period-
icities larger than 8µm. Both FEM and FIB cross-sections showed effective through
reactions for the projected optimum fluence value. Hence, TEM analysis was performed
on this selection of LIMET parameters for the individual substrate systems. The at-
tained through reaction was essential in order to achieve grains sufficiently large to yield
zone-axis SADPs, an achievement not yet reached in related studies. Especially this
processing result ensured that phase identification could be performed under controlled
and reproducible conditions.
Only unequivocally indexed zone-axis SADPs with correctly measured angular rela-
tions between the reflections of a phase as given by crystallography were considered
sufficiently reliable for this task. Preferably, these were recorded along different zone
axes within the same grain as a confirmation, but not all will be shown in the following
text for the sake of clarity. Figure 6.18 compares the same set of cross-sections already
shown in figure 6.14 but here in the form of TEM bright-field images with a clearer
contrast. As visible in figure 6.18 (c), for multilayers deposited on a-SiO2 even the A-B
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Figure 6.18.: TEM micrographs obtained for Ni/Al multilayers on the different substrates (sc-
Si (a), a-SixNy (b) and fused silica (c)) for LIMET processing at d = 8µm using the individual
optimum fluences for LIMET given there. The schematic representation of the heat-affected
zone and its surroundings (d) introduces the designation of three distinct regions with different
processing result ((I) to (III)) along with the A-B boundary representing the Tm.low isothermal.
boundary could readily be discerned. Without going into further detail, all three TEM
images (a) to (c) exhibited grain sizes significantly surpassing the as-deposited state.
Looking at the centre region of an interference maximum (centred part of the micro-
graphs, region (III) in the schematic representation given in figure 6.18 (d)), most of
its volume was composed by a only limited number of grains, which spanned the whole
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thickness of the stack and whose lateral expansion corresponded to several ttot. A more
in-depth analysis on present morphologies and sizes will be discussed at each close-up
analysis of the different regions encountered in individual specimens, but it already can
be stated that the observed growth followed a SLG mode. The schematic representation
of an interference maximum and its surroundings shown in figure 6.18 (d) introduces
two additional regions (I) and (II) besides the centre region (III). As will be cleared
up in the following discussion, these portions also show clearly distinct microstructural
features, whose properties were useful in deducing a hypothesis on the nature and path
of effects taking place during the resolidification process. Together with the region (III)
microstructure, clues on processing history could be derived.
First, figure 6.18 (a)´s case of Ni/Al on sc-Si was considered. To this end, close-up
imaging was performed starting in the section of the remaining multilayer microstruc-
ture (see figure 6.19) and ending in the centre region (c.f. figure 6.20). In the following,
the images summarising the TEM findings are organised as follows. The top-left corner
(a) shows the micrograph of the cross-sectional region in question along with specimen
normal direction n and the areas targeted for SAD analysis, given to scale with the
employed aperture. The corresponding recorded diffraction patterns are associated to
the individual areas by black arrows. Figure 6.19 shows the situation encountered at the
transition region (II) between the still visible and apparently unmodified multilayer (I)
and the onset of complete intermixing (III). Comparing the SADPs in clockwise order
starting from (b) the top-right (corresponding to a path from the interference minimum
to the maximum location), a significant alteration in the present phase composition
could be observed.
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Figure 6.19.: TEM structural analysis of the vicinity of an interference maximum obtained for
Ni/Al on sc-Si after LIMET treatment using d = 8µm and F = 275mJ/cm2: TEM micrograph
(a) indicating the different processing regions and the location of the site-specific SAD analyses.
SADP of the unmodified region (I) (b), the transition between regions (I) and (II) (c) as well
as region (II) alone.
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While the diffraction pattern taken in region (I) not surprisingly resembled the one
recorded in the as-deposited sample state (compare with figure 6.7 (b)), the other two
SADPs differed from it despite the fact that they obviously were taken from regions,
where the multilayer still seemed intact. When approaching the border to region (III),
the remaining stack exhibited an evolution with respect to the diffraction signal stem-
ming from the Al phase. Its signal at first gradually decreased and blurred, as can be
seen in the SADP from the transition between regions (I) and (II) (figure 6.19 (c)).
In region (II) in turn (figure 6.19 (d)), it totally vanished leaving behind crystalline
Ni reflections and an elevated background in the vicinity of the interplanar spacings of
low-indexed Al planes. This finding could be correlated directly to the evolution of the
greyscale signal visible in the micrograph 6.19 (a). Following the same path, the Al lay-
ers appeared increasingly darker when compared to the contrast situation encountered
in region (I), where Al yielded a bright signal.
Taking into account the Z-contrast underlying the employed type of TEM imaging, a
hypothesis concerning the effects taking place was devised. Clearly, a darker greyscale
representation directly corresponded to an increase in mass density in the region under
question. It seemed therefore sound to assume, that the species with higher atomic
number, Ni, diffused into the Al layers. For those located in region (II) a homogeneous
greyscale signal was encountered, pointing to a very efficient atomic exchange process
taking place in a significant magnitude. Its extent could only be assessed by the use of
APT, whose results are discussed in the following chapter. Region (II) stretched over
the whole stack thickness and measured approximately 500 nm in in-plane length. Inter-
estingly, the form of its boundary to region (I) was aligned exactly parallel to the A-B
boundary (both demarcations are highlighted in the micrograph 6.19 (a) as dash-dot
and dash line, respectively). Remarkably, the equilibrium phase diagram of the Ni/Al
system (see figure 4.1), clarifies that an α-Al solid solution only accepts limited amounts
of Ni in its lattice. Bearing in mind the implications of the FEM results (see section
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6.1), in this region a thermal field magnitude sufficient for such intensive atomic move-
ments could possibly be achieved only for a very limited amount of time, on the order
of several ns. In a first approximation it was deemed likely that this kind of intermixing
could be attributed an enhanced mobility of Ni species within the still (s) Al layers. The
latter were subsequently quenched as amorphous solid solution thus freezing in the Ni
atoms, which was corroborated by the already discussed blurred Al diffraction signal in
the SADPs of transition (I)-(II) and region (II). Especially the fact that the TEM mi-
crograph did not reveal any signs of dewetting from the substrate and that no significant
alteration to layer topography could be found, supported the assumed (s) state reaction.
Furthermore, considering figure 6.1 (a) helped in assessing this situation. There, the
2D temperature distribution exactly for this combination of multilayer, substrate and
LIMET parameters is given: a blue isotherm is depicted which corresponds to 0.3 · TAlm .
It is also oriented parallel to the A-B boundary, but at a distance of approximately 1µm.
This isotherm was selected such that it accompanies the one associated to the actual
melting point. Together they confine a volume of enhanced diffusion in concordance
with standard theories. The closer to A-B, the higher the local temperature and thus an
increased diffusion is qualitatively predicted by the Stokes-Einstein equation (see equa-
tion 3.15). Especially in the vicinity of the yellow isotherm representing 0.3 · TNim these
phenomena are likely to be even more effective. Its distance from the A-B boundary is
approximately 580 nm, which perfectly fits to the in-plane elongation of region (II) stated
before. Within this volume a sufficiently high temperature for these two phenomena is
in effect over significantly longer times than those associated with the melting duration
alone. Under these conditions, enhanced diffusional transport of Ni into (s) Al and the
subsequent loss of crystalline order of the latter is the most likely explanation of these
findings.
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Figure 6.20.: TEM structural analysis of an interference maximum obtained for Ni/Al on sc-Si
after LIMET treatment using d = 8µm and F = 275mJ/cm2: TEM micrograph (a) indicating
the location of the site-specific SAD analyses. SADP zone axis images of region (III) flank (b),
and two individual grains within region (III) plateau (c) and (d).
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Micrograph 6.19 (a) also revealed insights into the microstructure of region (III) di-
rectly at the A-B boundary. According to the working hypothesis, it is assumed that
the resolidification front originates there and subsequently travels back to the interfer-
ence maximum site. Hence, more data on nucleation and growth could be extracted by
examining this onset. Apparently, the whole region consisted of a single grain next to a
material portion exhibiting residual traces of former Ni layers. In depth, these residues
were seen to bend upwards to the stack´s surface. There in turn, the Ni capping layer still
seemed to have remained intact (see darker greyscale representation) up to the location
of the topography depression deep within region (III) as can be seen in the micrograph
of figure 6.20 (a). A structural analysis of the single grain (figure 6.20 (b)) revealed a
zone-axis SADP of the martensitic low-temperature NiAl phase (L10 structure). Using
the (02¯0) reflection, a TEM dark-field image was taken as shown in the insert. The
dark-field both confirmed the martensite grain to stretch through the whole thin film
thickness (except for the residual Ni capping) and over 750 nm in-plane up to the point
of lowest topographic depression. Deviating from usual materialographic procedures of
grain size determination, the geometric arrangement of both the multilayer stack and
the simulated lateral travel of the resolidification front afforded the selection of a more
convenient coordinate frame of measurement. Here, the dimensions were captured par-
allel to depth z and lateral coordinate x, respectively.
Once again looking at the microstructural features from the onset of region (III) up
to the interference maximum centre, two more grains could be imaged. The first one,
directly adjacent to the L10 grain, stretched over the whole thickness (ca. 370 nm) and
reached from the topographic depression well into the constant thickness plateau, over
a length of approximately 700 nm. Its corresponding zone-axis SADP also identified the
NiAl L10 phase (figure 6.20 (c)). Only the third grain, finally reaching the original site of
the interference maximum, could be attributed to another phase: the high-temperature
austenitic B2-NiAl (see figure 6.20 (d)). A (101) dark-field image (see insert there) ex-
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hibited a depth coordinate size equal to the plateau value of 370 nm and an in-plane size
of 780 nm. Besides their comparable in-plane sizes, another remarkable common denom-
inator of these three grains was identified in the orientation of their grain boundaries.
All of them were aligned perfectly parallel to the specimen normal vector n. Taking
these two observations together, a strong indication for a planar solidification front trav-
elling laterally in the film plane was at hand pointing to the growth mode most probably
in effect here. Moreover, comparing the orientation of individual (hkl) reflections with
respect to the n vector, those crystallographic planes parallel to the grain boundaries
would be identified: (020) for the L10 grain in the onset, (331) for the one adjacent to
it, and finally (310) for the B2-grain in the centre. Obviously, the phases discovered at
the interference maximum allowed to draw two conclusions concerning phase formation:
First, the phases located in the targeted part of the phase diagram were formed during
the LIMET processing of a stoichiometrically designed multilayer. Second, their loca-
tion relative to the lateral coordinate reaching from the interference minimum to the
maximum can be taken as sign of the thermal history of the laser treatment and thus of
the phase selection processes.
The same analyses were performed on the Ni/Al stack deposited onto a-SixNy and
essentially yielded similar results showing only slight deviations. For the sake of brevity,
the results obtained there shall be discussed shortly. Here, directly at the A-B boundary
two drop-shaped grains were spotted on top of each other (see figure 6.18 (b)), both
having comparable sizes of 200 nm in depth (≈ ttot/2) and 930 nm in-plane. Each of
them was identified to be formed of L10 phase. Closing in to the centre only one other
grain was discerned with a depth of 380 nm (thus corresponding to ttot) and a width of
600 nm. Like on sc-Si, B2-NiAl could be assigned to this centre grain.
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Figure 6.21.: TEM structural analysis of an interference maximum obtained for Ni/Al on a-
SiO2 after LIMET treatment using d = 8µm and F = 150mJ/cm2: TEM micrograph (a)
indicating the location of the site-specific SAD analyses. SADP zone axis images of two indi-
vidual grains within region (III) (b) and (c) as well as region (II) (d).
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Turning to the specimen set on fused silica, more pronounced deviations in the mi-
crostructural and structural outcome were observed, which are summarised in figure
6.21. The micrograph given there (a) depicts an interference maximum cut in half, with
the residuals of the multilayer located at the lower part of the image. Thus, following
the SADPs from there but in counter-clockwise sense, the same path from minimum to
maximum is followed as before. In figure 6.21 (d), the diffraction pattern taken from
the remaining multilayer only consisted of crystalline Ni signal and diffuse background
close to the d{hkl}-spacing of Al. This was consistent with the findings on early inter-
mixing beyond the A-B boundary as discussed for the case of Ni/Al on sc-Si (c.f. figure
6.19). Not shown here is the SADP obtained at the interference minimum location,
which yielded exactly the same result. The Z-contrast encountered in the layers corre-
sponding to the original Al deposition confirmed this result. Obviously, the same effect
leading to this enhanced diffusional transport of Ni into (s) Al took place but to a more
pronounced extent. Since the same result was obtained from a-SixNy, it was sound to as-
sume that the inferior heat transport of these two materials was the origin of this finding.
A FEM-simulated 2D thermal distribution for the stack on a-SiO2, comparable to
those shown in figure 6.1 (a), showed the 0.3 · Tm isotherms of both of Ni and Al even
reaching the interference minimum location and keeping a sufficiently high temperature
level for a longer period of time. The microstructure in region (III) here exhibited only
two grains spanning the whole in-plane length from the A-B boundary to the centre of the
interference maximum. Both of them expand completely over ttot in depth. The outward
grain (figure 6.21 (c)) had an in-plane length of ca. 820 nm and was identified as a B2-
NiAl austenitic phase, in contrast with the discovery of L10 at the corresponding sites
of sc-Si and a-SixNy. The inner grain (figure 6.21 (b)), in turn, once again fitted to the
already encountered situation of B2-NiAl at the interference maximum centre. Its lateral
expansion was measured to 420 nm. In concordance to the sc-Si result, here also the grain
boundaries were aligned parallel to the specimen normal vector n, thus confirming the
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assumed planar lateral growth of the resolidification front. The crystallographic planes
parallel to the grain boundary were identified as (111) for the outer and (213) for the
inner grain.
Ti/Al and Ni/Ti specimen sets
Figure 6.22.: TEM micrographs obtained for Ti/Al and Ni/Ti multilayers on the different
substrates (sc-Si (a) and (c) as well as fused silica (b) and (d)) for LIMET processing at
d = 8µm using the individual optimum fluences for LIMET given there. The identified A-B
boundaries are indicated.
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Figure 6.22 depicts bright-field TEM cross-sectional views on the patterning result ob-
tained at the other multilayer component/substrate material combinations. Following
the discussion on selection of LIMET parameters in sections 6.1 and 6.2.2, cross-sections
were prepared on specimens which were patterned using a fluence lying within a 50 to
75mJ/cm2 wide interval around the assumed fluence threshold. Each of the images given
there, represents the structuring result for optimum F at d=8µm. Especially for those
sample sets deposited on a-SiO2, the simulation result of figure 6.6 held true, since the
intended through reaction could only be achieved when the fluence level sufficient for
Ni/Al was increased by 50mJ/cm2. The induced topography shape at the interference
maximum site corresponded closely to the one observed for Ni/Al (see figure 6.14) and
even fitted to the substrate influence discovered there. The sole but consistent differ-
ence in shape could be found at the maximum (see 6.22 (a) for Ti/Al on sc-Si), which
exhibited a convex curved form instead of the plateau seen in Ni/Al.
Once again the multilayer on a-SiO2 (see 6.22 (b)), did not exhibit a significant modi-
fication of topography. Ni/Ti essentially behaved in the same way but showed an even
further reduced degree of topographic alteration. Like before, on fused silica (d) no
depression was visible. Looking at the expansion of the heat-affected zone, a significant
difference to Ni/Al could be found which was revealed by direct comparison with figure
6.18.
Considering the composite heat transport properties assessed by equations 2.21 to
2.23, it became clear that the heat introduced was preferably transported within the
film plane than along the depth direction. This was reflected in the extended displace-
ment of point A compared to the one of point B as visible there. Moreover, the multilayer
morphology encountered at the transition from the interference minimum to the max-
imum was found to be exactly the same as in the case of Ni/Al: The closer to the
A-B boundary, the more blurred the original layer structure appeared also pointing to
a region of initial intermixing in front of the assumed (s)-(l) interface.
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A more quantitative view on the differences in expansion behaviour of the heat-affected
zone could be achieved by performing the same comparison between FEM simulations
and cross-section analyses as depicted in figures 6.16 and 6.17 but accounting for the
different multilayer systems. In line with section 6.1.2, the analysis here was restricted
to the case of 8µm periodicity (see simulation results depicted in figure 6.6), as can be
seen in figure 6.23 for the case of the sc-Si substrate and figure 6.24 for fused silica. As
already introduced, the different material systems are designated by Ni/Al (1), Ti/Al
(2) and Ni/Ti (3).
Compared to Ni/Al on sc-Si, where the simulation results consistently underestimated
the actually attained expansion by 20 to 40%, the situation found for Ti/Al and Ni/Ti
was quite heterogeneous. Ti/Al simulations always overestimated the affected volume
by at least 50% in the lateral displacement of both A and B, while the depth coordinate
was well met. Ni/Ti, in turn, showed acceptable agreement in the case of the normalised
lateral expansion at the stack surface, with a 30% underestimation. Looking at the cor-
responding value at the stack-substrate interface in the depth direction, the simulation
did not predict a through reaction to occur, while cross-sectional imaging confirmed its
presence.
The fused silica (see figure 6.24) did not yield better agreement. The comparison there
rather reflected the one already discussed for sc-Si. At least in the case of Ni/Ti (3),
a change from under- to overestimation of the simulation results was observed for the
position of point A. At this stage of the thesis it was unclear, which effects contributed to
these findings, especially when taking into account the quite promising outcome observed
in the case of Ni/Al for both substrate materials under investigation.
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Figure 6.23.: Direct comparison between FEM estimated normalised dimensions of the heat-
affected zone (open forms) obtained for the three multilayer material systems (1-Ni/Al, 2-Ti/Al
and 3-Ni/Ti) and the corresponding results obtained by cross-sectional imaging (filled forms)
on sc-Si substrate when varying F for a constant periodicity of 8µm: lateral expansion at
the multilayer surface ltop (a), lateral expansion at the substrate interface lbot (b) and depth
expansion tdep (c).
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Figure 6.24.: Direct comparison between FEM estimated normalised dimensions of the heat-
affected zone (open forms) obtained for the three multilayer material systems (1-Ni/Al, 2-Ti/Al
and 3-Ni/Ti) and the corresponding results obtained by cross-sectional imaging (filled forms)
on a-SiO2 substrate when varying F for a constant periodicity of 8µm: lateral expansion at
the multilayer surface ltop (a), lateral expansion at the substrate interface lbot (b) and depth
expansion tdep (c).
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Figure 6.25 shows the situation encountered at an interference maximum site and its
direct vicinity for Ti/Al on sc-Si after irradiation with 275mJ/cm2 fluence. Following
the resolidification path from the residual multilayer microstructure in region (II) to
the maximum region (III), the SAD images revealed a significantly different outcome of
phases concerning present crystallinity. While all Ni/Al specimen sets were composed of
crystalline phases in region (III) irrespective of the substrate employed, the micrograph
of Ti/Al´s maximum (figure 6.25 (a)) showed a portion of homogeneous contrast span-
ning the whole lateral expansion of the heat-affected zone without any signs of internal
boundaries or individual grains. While reaching the film-substrate interface, this por-
tion was found to be covered by drop-shaped domains at the thin film´s surface. Those
showed a darker Z-contrast signal due to higher mass density.
The SADP taken from the homogeneous formation (see figure 6.25 (c)) only consisted
of blurred, homogeneous diffraction rings embedded into an elevated diffuse background
signal. The rings were located at the d{hkl}-spacings of the lower-indexed planes of both
constituent phases, α-Ti {100} and {002} as well as Al {111}. Their appearance and
shape could only be explained by the homogeneous formation consisting of an amor-
phous phase based on the constituting metals. According to the literature, the Ti/Al
system is known to form metastable amorphous phases when prepared by ball-milling
or mechanical alloying [212]. Especially the work of Bonetti at al. and Gerasimov et al.
with the last mentioned technique produced a metastable hcp structure within the stoi-
chiometry field of γ-TiAl (L10), the targeted at hand [213][214]. Here, the contrast and
the background in the SADP only allowed to unequivocally image the aforementioned
ring, thus impeding a deeper analysis.
Turning to the SADP stemming from one of the drop-shaped formations at the film´s
surface (see 6.25 (d)), discrete reflections of two neighbouring crystals were recorded.
They both could be identified as high-temperature β-Ti(Al) solid solution by zone axis
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Figure 6.25.: TEM structural analysis of an interference maximum obtained for Ti/Al on sc-Si
after LIMET treatment using d = 8µm and F = 275mJ/cm2: TEM micrograph (a) indicating
the location of the site-specific SAD analyses. SADP zone axis images of region (III) flank (b),
and region (III) centre at the thin film surface (c) as well as close to the substrate interface (d).
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determination. The dark-field image shown in the insert revealed the respective grain
to correspond to a singular drop-formation. These drops were not equiaxed and showed
dimensions on the order of approximately 400 nm along the lateral and 150 nm along the
depth coordinates. Looking more closely at the topographic depression, the amorphous
formation was covered by an elongated grain which seemed to have evolved from the
original Ti capping layer. Its SADP is given in 6.25 (b) and surprisingly shows the grain
consists of a α2-Ti3Al (D019) intermetallic phase. As the corresponding dark-field image
in the insert shows, the grain had an in-plane length of ca. 800 nm, while its thickness of
60 nm only slightly surpassed the original capping value. Considering the structure re-
sults of the crystals only, no metastable phase could be identified and the present phases
mostly are associated to the Ti-rich part of the equilibrium phase diagram (c.f. figure
4.2). Apparently, the local chemical composition of the achieved intermix played a deci-
sive role in determining the phases formed, a supposition affording confirmation by APT.
Analogous analyses performed on Ti/Al deposited onto fused silica and irradiated
with 200mJ/cm2 fluence (micrograph see figure 6.26 (a)) yielded quite similar results
with respect to he encountered phases. Despite the less convenient heat transport of the
substrate material, the core of the maximum portion still consisted of the amorphous
phase (see 6.26 (b)), but its size was reduced compared to the situation on sc-Si. In
turn, the crystals covering the amorphous portion were found to be significantly larger
and their outward shape no longer resembled drops. Instead, they turned out to be
polygonal grains now entirely covering the whole surface of the interference maximum
location. Their grain boundaries were found to be in contact exactly at the centre of the
maximum and were aligned parallel to the specimen normal vector n. Like in the case
of Ni/Al, this was taken as proof for a planar solidification front propagating laterally
in the film´s plane.
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Figure 6.26.: TEM structural analysis of an interference maximum obtained for Ti/Al on a-
SiO2 after LIMET treatment using d = 8µm and F = 200mJ/cm2: TEM micrograph (a)
indicating the location of the site-specific SAD analyses. SADP zone axis images of region (III)
flank close to the substrate interface (b) and at the thin film surface (c) as well as region (III)
centre (d).
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The SADP taken from the left-hand side grain (see 6.26 (c)) shows two overlapping
zone-axis diffraction patterns, which could be assigned to β-Ti(Al) in solid solution
and intermetallic γ-TiAl (L10). Unfortunately, the respective diffraction spots were
located so close to each other, that a dark-field image would be composed of signals
stemming from both phases, thus impeding separate images of the original grains (see
insert). Hence, instead of a single grain, the size of the crystalline zone was estimated
to 1030 nm in-plane and 170 nm in depth elongation. Considering the relative orienta-
tion of diffraction spots to the direction of the normal vector n, β-Ti(Al) (110) planes
were identified to be aligned parallel to the grain boundary. The diffraction information
on the right-hand side (see figure 6.26 (d)) was determined to consist of overlapping
β-Ti(Al) solid solution and α2-Ti3Al intermetallic zone axes. Like before, the spots were
located too close to each other for individual imaging of the grains (see insert) and the
crystalline portion measured 670 nm laterally and 180 nm in depth. Here, β-Ti(Al) (1¯10)
and Ti3Al (2¯20) planes were found to be parallel to the grain boundary. Both the close
vicinity of the diffraction spots and the identified zone axes of the phases showed an
orientation relation between the β and α2 crystals. The crystallographically equivalent
hexagonal basal plane of α2 and the octahedron plane of β were also found to be parallel.
The microstructural morphology of the Ni/Ti sample sets (see micrographs in figures
6.22 (c) and (d)) seemed to be in line with the progression from crystalline products
(Ni/Al) over a mixture of crystalline and amorphous phases (Ti/Al) to a completely
amorphous product. Within both cross-sections a homogeneous contrast was visible
and no distinct grain structures could be discerned. This was confirmed by close-up
micrographs taken from specimens on both substrate materials (see bright-field image
(a) of figures 6.27 for sc-Si and 6.28 for a-SiO2, respectively). Following the minimum-
maximum path in figure 6.27 (counter-clockwise order of the SADPs), diffraction imaging
confirmed a gradual transition from crystalline educt phases to an amorphous product
at the interference maximum site. Already at the border between region (II) and (III)
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Figure 6.27.: TEM structural analysis of an interference maximum obtained for Ni/Ti on sc-Si
after LIMET treatment using d = 8µm and F = 275mJ/cm2: TEM micrograph (a) indicating
the location of the site-specific SAD analyses. SADP zone axis images of region (III) flank (b)
and (c) as well as region (III) centre.
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(figure 6.27 (b)), the SADP showed slight differences compared to the as-deposited
state shown in figure 6.9 (b). Reflections associated with Ni appeared more diffuse,
while α-Ti still yielded a pronounced signal. Nevertheless, their orientation relative
to specimen normal vector n was unaltered thus showing the persistence of the afore-
mentioned fibre texture. In addition, two β-Ti reflections (110) emerged. Apparently,
the introduced heat led to the transformation of Ti from α to its high-temperature β
modification. Closing in to region (III)´s onset (see 6.27 (c)), both Ti and Ni signals
got more diffuse. While Ti only showed blurred individual reflections, Ni assumed a
homogeneous ring-shaped distribution pointing to the loss of texture. It was assumed
that this stemmed from the same effect observed in the case of Ni/Al: Ti atoms from
the adjacent layers diffused into (s) Ni layers, finally being buried there during quenching.
At the maximum centre (6.27 (d)) only one homogeneously diffuse and broad ring
was visible located between the d{hkl}-spacings of β-Ti {110} and Ni {111}. This finally
confirmed the assumed presence of an amorphous phase, most probably a quenched-
in Ni(Ti) amorphous solid solution, since the ring was found at a larger d{hkl}-spacing
than the one of Ni {111}-planes. The possibility to form amorphous alloys in the Ni/Ti
system via mechanical alloying or melt quenching is known since the work of Schwarz
et al. and Bormann et al. in the 1980s [215][159]. The group of Hollanders employed
mechanical alloying to produce amorphous alloys [216]. The metastable phase diagram
applicable to this system was determined by thermodynamic calculations and confirmed
by XRD in Bormann´s group [159], while Aliaga et al. determined the ideal glass form-
ing conditions in this system [217].
In principle, the LIMET-patterning of Ni/Ti on fused silica yielded the same result,
as figure 6.28 reveals. Once again following the SADPs in counter-clockwise sense, the
evolution towards the maximum zone was visualised. Here, already in the transition
between region (II) and (III) both the transition from α- to β-Ti and a pronounced blur
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Figure 6.28.: TEM structural analysis of an interference maximum obtained for Ni/Ti on a-
SiO2 after LIMET treatment using d = 8µm and F = 200mJ/cm2: TEM micrograph (a)
indicating the location of the site-specific SAD analyses. SADP zone axis images of the transi-
tion between region (II) and region (III) flank (b), region (III) flank alone (c) as well as region
(III) centre.
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of Ni-reflections could be confirmed (figure 6.28 (b)). Reaching the onset of region
(III), a generally elevated background was found along with an increasingly ring-shaped
diffuse Ni signal also exhibiting an enlarged d{hkl}-spacing (figure 6.28 (c)). At the
maximum´s centre (see figure 6.28 (d)) the same completely diffuse ring-pattern was
found as in the case of sc-Si. Here, only minute traces of residual α-Ti could still be
found in the vicinity of the specimen normal direction n.
6.3. Localised chemical analysis by APT
Especially the initial intermix observed in region (II) (e.g. see figure 6.19 for respective
micrographs and SADPs recorded from Ni/Al on sc-Si) afforded the use of APT to im-
age the elemental distribution with reasonable spatial resolution and chemical sensitivity.
In concordance with literature [195], the type of substrate significantly determined the
ability to measure APT sample tips. Since laser-assisted evaporation yielded stable con-
ditions (see table 5.2), the substrate’s heat transport capability governs the quality of
the obtained mass spectrum and the peak shapes therein [218]. Essentially, all APT
measurements were restricted to sc-Si specimen sets because of two reasons. First, the
peaks consistently exhibited reduced thermal tails effected by retarded evaporation due
to inhibited heat flow from the APT sample. Second, as the microstructural examination
given in the section before revealed, only these allowed for a clear distinction between
the processing regions (I) to (III) as introduced in figure 6.18 (d). Hence, sc-Si allowed
for a more comprehensive view of the different intermix results.
In advance, it shall be mentioned that all attempts to run APT specimens extracted at
the interference minimum position and within region (I) failed. In all cases, the samples
ruptured and were lost when the evaporation reached the interface between the individual
as-deposited layers. This could be attributed to differences in the evaporation fields of
the respective metallic components according to image hump theory and post-ionisation
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theory [196][195]. While measuring, the standing DC voltage UDC is increased due to
the changing tip radius rtip in order to maintain a constant evaporation rate. During
the transition from an Al layer requiring low fields for evaporation (19V/nm) to Ti
or Ni layers both affording higher field values (26 and 35V/nm respectively), UDC is
increased further to maintain a constant evaporation rate. As soon as the next layer
made of the species with lower evaporation field is reached, UDC is already too high and
exerts high mechanical stresses on the sample tip. Cohesion forces between the atoms
can be exceeded thus causing tip fracture and catastrophic failure of the measurement.
Successful measurements could first be obtained when tips were extracted from region
(II). There, the close vicinity of an individual atom was composed of a mixture of both
species thus reducing the effective difference in evaporation field. Conversely, this finding
could be taken as an indication of the quality of the I-PVD deposition process. The
failure of region (I) samples pointed to a low or even negligible amount of intermixing
between the individual as-deposited layers, representing the intended reference situation.
Following the same sequence of description, the results on Ni/Al shall be addressed first,
being followed by Ti/Al and Ni/Ti. Initial results obtained from Ti/Al multilayers on
sc-Si were already published by the author and coworkers in [65] and will be discussed
in revised manner here. In contrast to the measurements performed on the other two
material systems, these data were obtained at the experimental facilities of CAMECA
using the systems LEAP 3000X HR and LA-WATAP.
Ni/Al on sc-Si
Figure 6.29 displays a typical mass spectrum recorded during an APT measurement of
a Ni/Al specimen tip. Besides the main elements of the multilayer, both single and
complex ionic species of other contributions were detected. Mainly these stemmed from
the sputtering chamber, either from residual gases adsorbed onto walls or moving parts
in the line of sight of the ion beam during sputter deposition (C+, N+ and O+) or from
the stainless steel chamber material itself (Cr+, Mn+ and Fe+). As table 6.1 confirms,
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Figure 6.29.: Background corrected mass-spectrum typical for the Ni/Al multilayer specimens
(correction based on protocol contained in analysis software IVAS): 58.2 Mio ions recorded,
47.8 Mio analysed, background level 2.68 ppm/ns with peak characteristics FWHM 1201.7 and
FWTM 575.5.
APT sample tip extraction Component fraction ci (at.%)
location
Ni Al C N O Fe Mn Cr
region (II) 51.69 46.55 0.17 0.04 1.06 0.35 0.02 0.09
flank (III) 49.23 49.11 0.16 0.05 1.04 0.33 0.02 0.10
plateau (III) 47.48 51.00 0.12 0.02 0.90 0.29 0.03 0.10
Table 6.1.: Decomposed atomic composition of the overall recorded ions for the Ni/Al APT
specimens (rounded to two digits).
their contribution to the overall chemical composition was considerably minute, mostly
below 1 at.% for all recorded specimens. The same held for traces of Ga+ ions which
were introduced to the sample tips during the FIB annular milling routine. The presence
of complex ionic species like AlO2+ was attributed to the rather high laser energy of 1 nJ
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employed to assist evaporation. In line with the argument Dmitrieva et al. elaborated,
the increased presence of 1+ in relation to 2+ charge states of the constituent species
was taken as an indication of high laser energies [219]. Here, the detected low CSR of
0.024 for both principal elements confirmed the increased laser energy level. Despite
this, the peaks of the mass spectrum did not show pronounced thermal tails confirming
the appropriate choice of APT parameters and sample geometry. As the table shows fur-
ther, irrespective of the extraction position and thus the processing state, the intended
compositional relation between Ni and Al atoms was met quite well7. Even the undesir-
able incorporation of O was kept to a reasonable minimum of approximately 1.0 at.%,
speaking in favour of the deposition process.
Looking at figure 6.30, the tip extraction positions within an interference maximum
(see TEM bright-field image (a)) are designated along with respective SEM micrographs
of APT specimen and 3D reconstructions of the encountered elemental distribution.
Following the individual depictions there in clockwise order, the images follow the so-
lidification path from region (II) into the lower (flank) and higher topography (plateau)
parts of region (III). For visualisation reasons, the reconstructions were restricted to the
two principal metallic elements (of which only 0.3% of the recorded atoms are shown
there) and the O distribution (100% visibility).
In figure 6.30 (b), the situation in region (II) is given. Apparently, the individual
metallic layers still could be discerned and the O atoms were not distributed homoge-
neously throughout the tip. Instead, O seemed to have aggregated to a compact layer
which was always found atop a Ni layer. Entering region (III) in the flank part (figure
6.30 (c)), the traces of individual layers vanished leaving a qualitatively homogeneous
7This finding emphasises the problems associated with layer thickness based composition determination
discussed in section 6.2.1.
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Figure 6.30.: Site-specific APT analysis of distinct processing regions of LIMET treated Ni/Al
on sc-Si substrates: The TEM micrograph (a) indicates the approximate extraction locations
for the subsequently analysed APT specimen tips. The latter are shown along with their
corresponding APT 3D reconstructions in (b) for region (II), (c) for region (III) flank and (d)
region (III) plateau. For the sake of better visibility 0.3% of the Ni and the Al atoms and
100% of the O atoms are visualised there.
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mixture of Ni and Al. The only exception to this observation was the seemingly un-
affected Ni capping layer at the top of the reconstructed tip. Also, the O distribution
was altered to larger, separated aggregates whose arrangement resembled the original
stack layering. At the centre part of the maximum (figure 6.30 (d)), the homogeneous
dispersion of Ni and Al even included the region of the former capping layer. O in
turn further continued its aggregation to finally form globular clusters being distributed
homogeneously within the measured tip. These rather qualitative descriptions of the
3D reconstructions were backed both by the accompanying micrographs and the close
examination of the elemental distribution by 1D concentration profiles (see figure 6.31).
Those profiles are given along with the region of interest (ROI) they were calculated
from. Consistently throughout this thesis, the ROIs were selected to be of cylindrical
shape with 40 nm diameter and length spanning through the whole tip height. The
data inside these ROIs was sampled using fixed counts to account for any slight density
variation. As the inserts to each 1D concentration profile reveal, it was intended to
orient the ROIs perpendicularly to the layers forming the stack. This proved difficult
due to layer morphology, thus causing some inaccuracies in the 1D profiles. The profile
of region (II) shown in figure 6.31 (b) impressively confirmed the assumption of (s) Ni
dissolving into (l) Al, which was so far only deduced from Z-contrast observations in
figure 6.19. Here, Ni very clearly entered into the surrounding Al layers to be finally
buried at approximately 20 to 30 at.% thus widely exceeding the equilibrium solubility of
Ni in Al (0.11 at.% at the eutectic temperature [220]). Depicted in the same figure, this
nicely shows the gradual change from a crystalline to an amorphous diffraction signal
for Al. The latter, in turn, seemed not to have crossed the layer interfaces into Ni as
its maximum content there could be quantified between 0 to 2.5 at.%. This variation
might also be attributed to the initially present layer topography as found in the TEM
cross-section in figure 6.7 (a).
6. Results 157
Figure 6.31.: Site-specific APT analysis of distinct processing regions of LIMET treated Ni/Al
on sc-Si substrates: The TEM micrograph (a) indicates the approximate extraction locations
for the subsequently analysed APT specimen tips. The 1D-concentration profiles calculated
from a 40 nm-diameter cylindric ROI of the latter are shown in (b) for region (II), (c) for region
(III) flank and (d) region (III) plateau.
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Returning to the functional course of the components´ composition ci, the signal of
Ni and Al showed interesting individual features, which were linked by the calculation
method for the individual fractional portions. Looking at the width of the layers, it
could be stated that it increased with an increasing z-coordinate in depth. After the
third bilayer from the left (counting from the top) the layer width assumed a constant
value of ca. 34 nm up to the end of the APT measurement8. According to pertinent
literature, this effect can be attributed to dynamic effects taking place during an APT
measurement, such as varying tip radius rtip, tip geometry factor k or image compression
factor κ [221][222][195].
With the voltage curve of this particular APT measurement exhibiting pronounced
oscillations associated with the evaporation propagating into layers of materials with
significantly different evaporation field (not shown here), this notion was confirmed.
The evolution to the constant layer width representation might then be interpreted
as an effect of more stable measuring conditions. Considering the large compositional
variation within the Al layers given before, another feature was revealed in all bilayers.
While Ni increases by 10 at.% with increasing z-coordinate, Al is reduced by the same
amount. This finding was taken as an artefact of the reconstruction associated to the
variation of layer widths discussed above. Studies of Vurpillot et al. dealing with APT
reconstructions of precipitations in a metal matrix provide a possible explanation. They
report variations in recorded atomic density at the interfaces between materials having a
large difference in evaporation field. Those depleted zones were observed within the low-
field material, which was also the case here in those parts of Al layers close to the interface
with Ni (2D density plot not shown here). These observations fit the concept of local
magnification representing the most prominent artefact known in APT reconstruction
[223][224].
8The width was measured by calculating the difference between the intersection coordinates of the
ci-plots of Ni and Al.
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The lower concentration part of this graph is given magnified in order to depict the
distribution of trace elements more clearly. While the traces of C were found to be
homogeneously distributed within the ROI, the signal of O and N followed the layering
sequence as stated qualitatively earlier. Since O yielded the prominent contribution, its
course shall be described here more closely. The O content was found to rise from a
minimum 0.3 to a maximum between 3.5 and 4.5 at.% within a Ni layer when approach-
ing the boundary to the underlying Al layer9. This was consistently reported for every
bilayer within the specimen tip, which could be analysed using proximity histograms
(proxigrams) calculated from 50 at.% isoconcentration surfaces (iso-surface) of Ni in fig-
ure 6.32 (a). There, two mean composition traces entering a Ni layer from the top (figure
6.32 (b)) and from the bottom (figure 6.32 (c)) are depicted.
A possible explanation for this distribution was devised when considering the depo-
sition sequence of the I-PVD sputtering for multilayer production. As figure 5.2 (a)
clearly shows, the targets were mounted onto a rotating holder. While one target was
sputtered, the other faced the opposite wall of the chamber and thus was exposed to
residual gases which the vacuum system was not able to effectively remove from the
chamber. Target materials known for their potential as O getters like Al and Ti are
especially likely to be covered by adsorbate layers within short time periods. A single
layer deposition took around 5min., enough to completely cover the Al target. As soon
as the target was turned to face the ion beam, the adsorbate layers were removed before
the actual target material was reached. Therefore, the initial parts of an Al layer were
composed of a mixture of O, N and Al which evolved into dominating Al content with
9O content was determined using the O+ peak at 16Da alone. Following the argument of Bachhav et
al., this peak was assumed to correspond to O+ rather than O2+2 due to the low number of multiple
hits observed during the APT measurement [225]. Moreover, at 32Da the peaks of Ni2+ and O+2
overlap, affording a peak deconvolution. Since the absolute peak height there amounted to less than
10% of the 16Da-peak, its contribution was deemed negligible.
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Figure 6.32.: Dedicated analysis of Ni/Al region (II) APT specimen tip: 3D reconstruction
(a) of the specimen showing 50.0 at.% Ni iso-surfaces. (b) and (c) show proxigrams of these
iso-surfaces summarised over upper (b) and lower (c) layer interfaces.
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the ongoing sputter cleaning. Table 6.1 shows that the overall O content nevertheless
was considerably low throughout the stack, making alterations to the deposition process
unnecessary. Turning to the 1D concentration profile of the flank portion of region (III)
shown in figure 6.31 (c), the compositional distributions both of Ni and Al turned into a
more homogeneous intermixed state. As the qualitative view on the reconstructed tip in
figure 6.30 inferred, Ni capping still was present at the top of the APT specimen which
thus could be quantified at approximately 60 at.% Ni and 40 at.% Al. Following the z-
coordinate in depth, the fractions of both elements varied around 50 at.% in an interval
of ca. ±5 at.% width. The variation of the trace elements still resembled the original
stacking sequence, with the exception of the width of the O aggregates increasing in
comparison to the situation encountered in region (II). Even the O content itself was
found to be equal in magnitude. Within the plateau of region (III), the concentration
profiles of the constituent metals (figure 6.31 (d)) were even more flattened to 50 at.%
over the whole depth in a more narrow composition interval.
Only towards the end of the tip at a considerable distance from the multilayer surface,
did the mixture depart from this ideal situation with a linear increase of Al to 55 at.%
and an according decrease of Ni to 45 at.%. The O aggregates in turn enlarged further,
keeping their general composition, but now showing no residual traces of the original
stack. Taken together, these findings confirmed the LIMET process to have effected a
complete intermix of the metallic constituents to the intended stoichiometry within the
reach of region (III). It was seen reasonable to assume, that at least two different atomic
exchange processes led to this result. The situation encountered in region (II) could be
attributed to fast diffusion processes in (s) state, which also have taken place in region
(III) before the laser irradiation effected even higher temperatures. As soon as these set
in, the Ni layers transformed to (l) state, leaving behind a pool of completely molten
material.
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Figure 6.33.: Dedicated analysis of Ni/Al region (III) flank APT specimen tip: close-up TEM
micrograph and corresponding 3D reconstruction (a) of the specimen showing only the O
4.0 at.% iso-surfaces. The latter are confirming the presence of differently shaped O aggregates.
(b) to (d) show proxigrams of individual O aggregates found at different depth coordinates z
of the specimen tip.
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Together with the topography observed in the cross-sectional micrographs (see figure
6.14), it was obvious to assume that Marangoni convection was active in this region,
thus leading to even more efficient intermixing. Using the iso-surface approach, the
O aggregates encountered in the two parts of region (III) were examined closer and
compared to highly magnified TEM bright-field images. Figure 6.33 shows proxigrams
calculated for 50 at.% Ni iso-surfaces taken from three different depth regions (from top
to bottom of the APT sample tip in clockwise sequence). Obviously, the compositional
distribution across the interface of the iso-surface exhibits the same behaviour. Coming
from the left, the exterior of all iso-surfaces showed a 50:50 set Ni/Al mixture with a
very low amount of residual gases. In the interior, the Ni content gradually dropped to
approximately 5.0 at.%, while the ones associated to O and Al rose in the same manner
to 20 and 70 at.%, respectively.
Figure 6.34.: Dedicated analysis of Ni/Al region (III) plateau APT specimen tip: close-up
TEM micrograph and corresponding 3D reconstruction (a) of the specimen showing only the
O 4.0 at.% iso-surfaces. Both images confirm the presence of globular O aggregates. (b) shows
a proxigram calculated of five individual O aggregates.
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Closer to the thin film surface, the shape of the iso-surfaces was more globular, while in
the lower parts a gradual transition to flat ellipsoids and once again a compact layer could
be visualised (see tip reconstruction in figure 6.33 (a)). The accompanying bright-field
image taken from the vicinity of the thin film surface shows similar globular formations
within the homogeneously contrasted matrix (see white circles). In the literature, no
information on a crystalline phase of these elements is reported for the measured sto-
ichiometry. The same results were obtained for the O aggregates encountered at the
plateau of region (III). As figure 6.34 (a) reveals, the tip extracted there contained only
globular aggregates, which were homogeneously distributed within the volume.
Ti/Al and Ni/Ti on sc-Si
Figure 6.35.: Background corrected mass-spectrum for the Ti/Al multilayer specimens (cor-
rection based on IVAS protocol, courtesy of Cameca Instruments Inc.).
Due to the fact, that the measurements on Ti/Al were performed by personnel and
facilities of CAMECA in the framework of preliminary tests, the analysis of the data
was not as comprehensive as shown for the case of Ni/Al above and Ni/Ti discussed
later. Unfortunately, the raw data was not transferred to the author, which would have
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allowed pursuing this systematic approach autonomously. Nevertheless, the data fur-
nished was useful to grasp the essence of the intermix result of Ti/Al in the different
identified regions. Figure 6.35 shows the mass spectrum typically obtained from the
Ti/Al APT specimens. Its principal shape and features are similar to those of Ni/Al
(see figure 6.29): it contains single- and multiple-charged ions of the constituent met-
als, besides traces of residual gases (C+, O+ and N+) and complex ionic species (most
prominently formed of the metals in conjuction with H, O and N). In contrast to the
spectrum of Ni/Al, here the peaks show pronounced thermal tails which could be an
incentive to reevaluate the APT measuring parameters for this material combination.
The 3D reconstructions and 1D concentration profiles shown in figure 6.36 and 6.37,
respectively were already published in [65]. Therein, figure 6 showed their relation to
the microstructure of an interference maximum. In the light of the findings on Ni/Al
described above, the author reviewed the TEM micrographs taken from the specific
Ti/Al sample in order to correctly identify the three processing regions according to
figure 6.18 (d). As the bright-field images (a) of both figure 6.36 and 6.37 reveal, the
revised allocation differed from the published one. Especially, the paper´s statement to
contain data on the interference minimum region was successfully refuted by the reasons
discussed above. Hence, the bright-field images contain a slightly shifted assignment
of the respective APT sample target areas. Both in figure 6.36 (b) and 6.37) (b) the
situation formerly assigned to the interference minimum is depicted, which then was
found to originate from region (II), as clearly could be deduced from the oscillating 1D-
concentration profile. There, Ti could be proven to have entered the Al layers leading to
a content between 35 and 40 at.%, thus exceeding the equilibrium solubility of Ti in Al
(0.6 at.% at the eutectic temperature [226]). The Al content in Ti layers in turn did not
exceed ca. 3.0 at.%. Even the spatial distribution of O showed a behaviour similar to the
situation in Ni/Al. Here, O content increased from ca. 1.0 at.% in Al- to 10 at.% within
the Ti layers also exhibiting maximum values for the layer portions being deposited first.
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Figure 6.36.: Site-specific APT analysis of distinct processing regions of LIMET treated Ti/Al
on sc-Si substrates (modified and corrected from [65]): The TEM micrograph (a) indicates the
approximate extraction locations for the subsequently analysed APT specimen tips. The latter
are shown along with their corresponding APT 3D reconstructions in (b) for region (II), (c) for
region (III) flank and (d) region (III) centre (SEM micrographs of the specimen tips courtesy
of Cameca Instruments Inc.; modified from [65]).
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Figure 6.37.: Site-specific APT analysis of distinct processing regions of LIMET treated Ti/Al
on sc-Si substrates (modified and corrected from [65]): The TEM micrograph (a) indicates
the approximate extraction locations for the subsequently analysed APT specimen tips. The
1D-concentration profiles calculated from a cylindric ROI of the latter are shown in (b) for
region (II), (c) for region (III) flank and (d) region (III) centre (modified from [65]).
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The switch from Al to Ti containing O was straightforward due to Ti being widely
known for its capability as O getter. Consequentially, the pronounced O content of
50 at.% could be attributed to the same material property. The second APT specimen
((c) both in figure 6.36 and 6.37) was extracted at the transition between regions (II) and
(III), which was deduced from the still visible composition fluctuations for Al and Ti.
Here, the former Al layers contained a 50:50 mixture of Ti and Al and were surrounded
by residual Ti layers showing a reduced width of less than 10 nm which is the value found
for region (II). The shape of the O signal further sharpened keeping those atoms within
the narrower Ti layers, with the same maximum amount of 10 at.%. With the stack
sequence still clearly visible, it was assumed that the specimen tip represented those
parts of the multilayer located closer to the substrate interface. This was confirmed by
the microstructure presented in the associated TEM bright-field image.
Approaching region (III) (see (d) both in figure 6.36 and 6.37), no residues of the
original stacking were left in the 3D representation or the 1D concentration profile. At
the top of the APT specimen an obviously large O content of 40 at.% was recorded,
which sharply decreased within a z depth of 20 nm to a value of less than 5.0 at.% which
then was mostly constant throughout the remaining depth. At the same location, both
Ti and Al content rose comparably steep to a then constant 60 at.% and 35 at.%, re-
spectively. Taking these findings together with the bright-field image here and the TEM
analysis presented in figure 6.25, it was concluded that this specimen tip was extracted
from a near-surface part of central region (III). The close similarity of the evolution of
concentration profiles for Ni/Al and Ti/Al proved, that LIMET was able to activate the
two discussed mass transport effects in this case also. Only the stoichiometric ratio of
the metallic constituents was met differently depending on the depth from which the
APT specimens originated. As a working hypothesis, this was attributed to the already
widely discussed differences in heat propagation behaviour between the two multilayer
systems on the one hand and along lateral and depth direction on the other hand.
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Concluding the description of the APT results, the Ni/Ti sample sets shall be discussed
in the following. The typical mass spectrum obtained for Ni/Ti samples is given in figure
6.38, in perfect concordance with the two mass spectra discussed before. Since Ni/Ti
once again was measured using the APT facility at Saarland University, more tests were
possible to determine better measurement parameters and specimen geometries. This is
reflected in improved mass resolution and only minute thermal tail contribution.
Figure 6.38.: Background corrected mass-spectrum typical for the Ni/Ti multilayer specimens
(correction based on IVAS protocol): 55.9 Mio ions recorded, 34.7 Mio analysed, background
level 5.74 ppm/ns with peak characteristics FWHM 1259.1 and FWTM 653.5.
In this case, APT measurements were successfully carried out for sample tips prepared
from the region (III) flank and centre only, as figure 6.39 for the 3D reconstructions and
figure 6.40 depict. The overall chemical composition encountered there is summarised
in table 6.2 including the contributions of residues from gaseous species and chamber
wall material. Within the probed volume of both specimens, the intended 50:50 ratio of
Ni/Ti was achieved, once again confirming the stability of the deposition process. Be-
sides the O content which reached ca. 2.0 at.%, all other contributions were significantly
less than 1.0 at.% and were thus considered negligible. Looking at the actual spatial
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APT sample tip extraction Component fraction ci (at.%)
location
Ni Ti C N O Fe Mn Cr
flank (III) 48.16 47.38 0.52 0.74 2.17 0.61 0.06 0.22
centre (III) 48.27 47.65 0.42 0.69 2.07 0.58 0.06 0.21
Table 6.2.: Decomposed atomic composition of the overall recorded ions for the Ni/Ti APT
specimens (rounded to two digits)
distribution inside the volume measured from the APT specimen, essentially the same
features can be found as in the two cases discussed before. The tip extracted from the
flank part of region (III), see (b) in figures 6.39 and 6.40, showed two different regimes
of intermixing along the depth coordinate z. The near-surface portion up to z=100 nm
already exhibited a considerable exchange of atoms leading to a mean composition of
ca. 48 at.% in both principal metallic elements. This exchange still was superposed with
a weak oscillation stemming from the former stacking sequence. With increasing depth,
the compositional amplitude increased for both elements pointing to a reduced intermix-
ing due to lower local temperature in the near-substrate portion. This behaviour could
also be visualised in the SEM micrograph of the specimen before the APT measurement
(see figure 6.39 (b)), where the top region exhibited a homogeneous grey-scale represen-
tation, whereas the lower part showed a periodic contrast change associated with the
residual multilayer structure.
In both APT specimens, the Ni content in Ti clearly exceeded the equilibrium sol-
ubility of Ni in Ti (10 at.% at the eutectic temperature [163]). As the magnified low-
concentration part of the 1D concentration profile (see figure 6.40 (b)) reveals, the O
content also oscillated with the original stacking sequence and showed maximum values
of 3.0 to 6.2 at.% at the location of the former Ti layers. Within the adjacent former Ni
layers, the O content did not exceed 1.2 at.%. This fitted quite well with the behaviour
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Figure 6.39.: Site-specific APT analysis of distinct processing regions of LIMET treated Ni/Ti
on sc-Si substrates: The TEM micrograph (a) indicates the approximate extraction locations
for the subsequently analysed APT specimen tips. The latter are shown along with their
corresponding APT 3D reconstructions in (b) for region (III) flank and (c) region (III) centre.
For the sake of better visibility 1% of the Ni and the Ti atoms and 100% of the O atoms are
visualised there.
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Figure 6.40.: Site-specific APT analysis of distinct processing regions of LIMET treated Ni/Al
on sc-Si substrates: The TEM micrograph (a) indicates the approximate extraction locations
for the subsequently analysed APT specimen tips. The 1D-concentration profiles calculated
from a 40 nm-diameter cylindric ROI of the latter are shown in (b) for region (III) flank and
(C) region (III) plateau.
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of O encountered in the Ti/Al specimen and thus confirmed the interpretation given
there. The same effect here could also be recorded for N atoms, which showed a maximum
at the same locations, but only attained a maximum content of approximately 1.3 at.%.
As could be expected following the findings so far, at the centre of region (III) the
achieved intermixing was more complete (see (c) in figures 6.39 and 6.40). In contrast
to Ni/Al and Ti/Al though, the composition signal of the metallic elements still showed
an oscillating behaviour around the 48 at.% mean value, but with a significantly reduced
amplitude of approximately 5.0 at.%. The SEM micrograph of the tip in figure 6.39 (c)
confirmed this observation, since the tip showed no distinct contrast change. As for
the gaseous species, the oscillation of O and N remained detectable. For both of them,
the amplitude was reduced and the distribution within the former Ti layer broadened
when compared to the flank portion. The maximum value for O attained 2.5 to 3.3 at.%,
whereas the minimum was located at around 2.0 at.%.
Figure 6.41.: Dedicated analysis of Ni/Ti region (III) centre APT specimen tip: close-up TEM
micrograph (a) and corresponding 3D reconstruction (b) of the specimen showing only the O
5.0 at.% (left) and N 2.5 at.% iso-surfaces (right). Both images confirm the presence of globular
aggregates taken as residues from the original Ti layer.
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Using TEM bright-field imaging with high magnifications, it was attempted to vi-
sualise the microstructure at this part of the interference maximum, which is shown
in figure 6.41 (a): bright-contrasted and apparently globular clusters could be found.
These were arranged to parallel lines separated by a homogenous dark matrix and were
spaced by ca. 50 nm, which exactly corresponded to the bilayer periodicity. Due to the
projection effects associated with TEM imaging, it was deemed unreasonable to try to
determine a mean size of those clusters. Taking these findings in conjunction with the
oscillating O and N signals of the 1D concentration profiles, it was concluded that these
formations were associated to remainders of the original Ti layers. This was further cor-
roborated by iso-surfaces calculated for O and N as depicted in figure 6.41 (b). Therein
it could clearly be visualised, that their spatial distribution, mutual arrangement and
individual shape perfectly fitted to the agglomerations encountered in the TEM foil.
Considering the comparatively low topographic modification effected by the LIMET
processing in this material combination (see figure 6.22 (c) and (d)) together with the
APT results clearly showing undeformed residues of the original stack structure, led to
the assumption that Marangoni convection did not contribute to the intermixing process
in Ni/Ti samples.
6.4. Correlative summary of the results
In order to be able to reasonably discuss the results described before, a comprehensive
overview is afforded encompassing all local data obtained by the different techniques.
Figure 6.42 shows the concept of this lineup for the case of the Ni/Al sc-Si (a) and a-
SiO2 (b) specimen sets. The TEM micrographs shown there span over a single LIMET
half-period as do the simulated 2D temperature distributions directly below. For the
sake of argument, the deviations between the simulation and the microstructural result
(e.g. figures 6.16 and 6.17) were deemed acceptable to a first order approximation.
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For sc-Si, at the centre of the interference minimum (region (I)) unaffected multilayers
of crystalline Ni and Al were found, in agreement with the simulated temperature below
0.3 · TNim . Entering region (II) where this temperature was exceeded, SADPs showed an
increasingly amorphous diffraction signal associated with Al, while Ni remained crys-
talline. The APT specimen extracted from this region revealed asymmetric diffusion
taking place with Ni entering the Al layers at up to 30 at.%, while Al was immobile.
The Al content of only 3 at.% within the Ni layers might as well be attributed to the
layer topography analysed in section 6.2.1. As the close-up micrograph in figure 6.20
(a) corroborated, the multilayers in this region were still intact and showed no signs of
deformation caused by convection effects or delamination from the substrate. Following
this microstructural evidence, it was deduced that Al was not molten in region (II) as
predicted by simulation. Looking at the exact location of the A-B boundary, the under-
estimation associated with the FE results in figure 6.16 is clearly visible.
Figure 6.42.: Comparative overview of TEM, APT and FEM results obtained on Ni/Al mul-
tilayers on sc-Si (a) and a-SiO2 substrate (b). Isotherms of TAlm (left) and 0.3 · TNim (right) are
included in each case.
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Within region (III), the simulated temperature did rise to 1540K at the maximum
centre thus exceeding TNim only there. According to figures 6.2 (c) and 6.5 (c), the dura-
tion of the Al melt τ(l) could be approximated to 40 ns with FEM. Both the homogeneous
greyscale and the topography indicated an intermixing based on convection, which was
confirmed by atom probe measuring the intended composition relation of 1:1 between
the constituents. From a structural standpoint, it makes sense following the path taken
by the (s)-(l) front during resolidification (to the left of the A-B boundary). From the
indicated boundary of region (III) to the initial part of the topography plateau, the
martensitic L10-NiAl was observed. Finally, the high temperature phase B2-NiAl was
formed close to the interference maximum centre. Both findings fit the chemical com-
position encountered there. The same sequence of phases could be confirmed for the
a-SixNy specimen with L10-NiAl confined to a single grain directly at the A-B boundary.
For the multilayer on a-SiO2 (see figure 6.42 (b)) both regions (I) and (II) showed unde-
formed residual multilayers in the TEM micrograph indicating a similar microstructural
modification. As the encountered greyscale of the Al layers indicated, the asymmetric
diffusion of Ni into Al already took place at the interference minimum (see right-hand
edge) despite the lower fluence. Analogously to the former case, an underestimation of
the extension of the heat-affected zone by FEM was visible when comparing the A-B
boundaries. From a structural standpoint, the SADP of region (II) (figure 6.21 (d))
revealed the simultaneous presence of crystalline Ni and amorphous Al, in concordance
with the simulated local temperature. In region (III) a maximum temperature of 1150K
was achieved. Large grains free of multilayer traces were formed there, identified as B2-
NiAl equilibrium phase. The estimated τ(l) amounted to ca. 60 ns lasting 50% longer
than in the sc-Si case. Using figures 6.2 (c) and 6.5 (c), the difference between the melt
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duration effected by the substrate could be estimated for individual (d,F ) selections10.
Irrespective of the multilayer system under investigation, τ(l) on sc-Si only amounted to
25% of the duration achieved on a-SiO2 for the same (d,F ) combination.
Figure 6.43.: Comparative overview of TEM, APT and FEM results obtained on Ti/Al mul-
tilayers on sc-Si (a) and a-SiO2 substrate (b). Isotherms of TAlm (left) and 0.3 · T T im (right) are
included in each case.
Figure 6.43 (a) depicts the situation encountered in Ti/Al on sc-Si. Region (I) therein
consisted of the unaffected multilayer structure, where only fibre-textured crystalline
diffraction signals of α-Ti and Al could be recorded. Entering region (II), an undis-
turbed multilayered microstructure still was visible, with the Al layers showing evidence
of asymmetric diffusion of Ti into them. This finding was confirmed both by TEM,
with a crystalline signal of α-Ti and an amorphous one of Al; and by APT, showing a
Ti content of up to 40 at.% in Al and 4 at.% of Al in Ti layers. Directly at the A-B
boundary, a residual layer structure was imaged with the chemical analysis and revealed
10To this end, only those τ(l) values not exceeding simulation time tsim were used.
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the Al layers to contain 50 at.% of Ti while the Ti layers accumulated up to 20 at.% of
Al. Clearly, the FEM simulations overestimated the lateral travel of the A-B boundary.
Within region (III), a maximum temperature of 2500K was estimated representing an
upper bound as does the melt duration of 50 ns. Both the homogeneous greyscale of
the TEM micrograph and the 1D concentration profiles obtained by APT indicated an
effective intermixing of both constituents. Together with the topography profile, con-
vection was identified as an effective mechanism there. APT measured the near-surface
composition at 60 at.% Ti and 40 at.% Al. This supported the discovery of a Ti3Al
equilibrium phase close to the thin film surface stretching from the A-B boundary to
the topographic depression. At the maximum location, β-Ti solid solution was found at
the surface. Both crystalline phases covered an amorphous mixture identified by SADP
in the depth of the thin film.
The findings on Ti/Al deposited on a-SiO2 are given in figure 6.43 (b). In contrast
to Ni/Al, region (I) here exhibited an intact layer microstructure made of crystalline
α-Ti and Al. Evidence of asymmetric diffusion of Ti into Al was discovered in region
(II), wherein crystalline α-Ti and amorphous Al were confirmed by TEM. Here also,
the A-B boundary from FEM overestimated the location discovered in the TEM mi-
crograph. Within region (III), an upper bound maximum temperature of 2000K was
approximated along with a τ(l) of 100 ns. Both the spatial sequence and composition of
the phases corresponded to the situation encountered in the former case, as holds for the
amorphous mixture in depth. Directly at the interference maximum, equlibrium γ-TiAl
(L10) phase was formed at the film surface.
Finalising this summary, figure 6.44 lines up the results obtained for the Ni/Ti speci-
men sets. On sc-Si (a), the interference minimum exhibited the pristine multilayer mi-
crostructure consisiting of crystalline Ni and α-Ti. Crossing the 0.3 · T T im isotherm, the
TEM micrograph revealed an altered greyscale representation of the Ti layers pointing to
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asymmetric diffusion of Ni. The simulated temperature within region (II) exceeded the
transition temperature for the α → β transformation of Ti (1150K). With the SADPs
of this region confirming the presence of β-Ti, the thermal simulations were proven to
yield reliable first order approximations.
Figure 6.44.: Comparative overview of TEM, APT and FEM results obtained on Ni/Ti mul-
tilayers on sc-Si (a) and a-SiO2 substrates (b). Isotherms of TNim (left) and 0.3 · T T im (right) are
included in each case.
Based on this, it was deemed worthwhile trying to pursue further improvements to
them, which will be discussed in upcoming section 7.1.2. Passing the A-B boundary, the
TEM micrograph showed a homogeneous greyscale within the whole thin film pointing to
complete intermixing of both constituents, which was backed by two APT measurements.
Phase analysis directly at the boundary exhibited a crystalline signal of β-Ti along
with an amorphous one stemming from Ni. In region (III) an amorphous mixture was
formed spanning the whole thickness. The maximum temperature there reached an
approximate 2400K and τ(l) was simulated to 20 ns. Together with the comparatively
low topography alteration achieved in region (III) this pointed to convection playing a
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minor role in mass transport here. The result on a-SiO2 (b) essentially yielded the same
modifications concerning intermixing, formation of phases and their spatial distribution
as well as topography. The simulated maximum temperature reached 2100K while τ(l)
only amounted to 12 ns. In both situations, the duration of the melt was comparatively
low. Nevertheless, the temperature level within region (II) and its holding time obviously
were sufficient to efficiently promote diffusion throughout the heat-affected zone.
7. Discussion
7.1. Solidification and phase formation
Based on the joint assessment of the experimental data, it was possible to devise a
working hypothesis on the processes taking place in a LIMET-treated multilayer. Figure
7.1 lines up a schematic representation of the temporal sequence of the heating cycle:
1. As the laser-pulse (a) started interacting with the pristine multilayer (b) at t0,
heating to Tmax took place within half of the pulse duration τp. This corresponds
to a heating rate T˙ on the order of 1011 K/s. According to figure 6.4 (c), for
periodicities d ≤ 8µm, most of the heat subsequently was transported laterally
into the adjacent multilayer portions.
2. When the local temperature reached 0.3 · Tm of the higher melting component,
both TEM micrographs and APT measurements confirmed enhanced asymmetric
diffusion leading to chemical compositions far from the equilibrium solubility range
(see figure 7.1 (c) for t1). As close-up TEM images of this region revealed (see
figures 6.19 (a), 6.25 (a) and 6.27 (a)), the layers accepting the diffusing atoms did
not exhibit any signs of grain boundaries within the intermixed zone. Moreover,
no evidence of layer deformation or delamination could be found in the whole
stack. In addition, APT revealed a peculiar distribution of O atoms covering the
individual Ni layers. While the APT specimens taken from adjacent region (III)
revealed individual coagulated O clusters (see figure 6.30 (c)
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Figure 7.1.: Schematic visualisation of the working hypothesis on mass transport and solid-
ification: spatial distribution of laser intensity (a) over a half-period of a pristine multilayer
(b). Setting in of enhanced (s) diffusion and thus solid state amorphisation in region (II) (c).
Subsequent formation of region (III) by melting of the low-Tm component (d) with Marangoni
convection active. Situation of maximum expansion of the heat-affected zone before onset of
resolidification (e).
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and (d)), the one extracted in region (II) (see figure 6.30 (b)) showed a closed O
layer. The latter could only be kept stable thoughout the LIMET process if it was
not exposed to a (l) phase. Taking together these typical results of region (II), it
was concluded that these processes took place in (s) state. While in the case of the
multilayers containing Al, the higher melting component was mobile, in the Ni/Ti
specimen sets the reverse situation was encountered. For all material systems,
SADPs of region (II) confirmed the presence of an amorphous phase, which was
formed within the layer of the immobile species. Hence, solid state amorphisation
was inferred as the process characterising region (II).
3. As soon as melting of the component with lower Tm was achieved (figure 7.1 (d) for
t2), the melt front travelled laterally towards the interference minimum location.
Within the volume delineated by the associated Tm isotherm, TEM and APT
both yielded evidence of an efficient intermixing of the constituents. Obviously
this took place despite the fact that the melting temperature of the other only
component was reached in a confined volume at the interference maximum. This
could be explained by the high-Tm layers in region (III) being completely dissolved
in the low-Tm melt. Additionally, the topographic changes observed past the A-
B boundary strongly indicated Marangoni convection to be the dominating mass
transport process. This was supported by the aforementioned individual globular
O clusters present in the formerly molten volume.
4. Depending on the melting point combination of the multilayer components, the
LIMET parameters (d,F ) and the substrate material employed, the molten volume
is kept in (l) state for different time intervals τ(l). At t3, when the low-Tm isotherm
reached its maximum lateral expansion, the post-mortem measurable heat-affected
zone was attained and solidification set in (see (e)). The (s)-(l) front then travelled
laterally back towards the interference maximum. Following Herlach et al. and Im
et al., it is assumed that crystallites in region (II) located directly at the interface
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act as crystallisation seeds. The latter effect heterogeneous nucleation and influence
phase selection (c.f. section 3.1) [95][227]. Cross sectional microstructure analysis
(see section 6.2.2) clearly proved that the crystalline phases formed within region
(III) exhibited lateral grain sizes twice the initial multilayer thickness and showed
no traces of segregation. The multilayers on a-SiO2 even surpassed this factor.
Moreover, the phase and grain boundaries were consistently found to be planar in
shape and oriented parallel to the substrate normal direction (e.g. figures 6.20 (a)
and 6.21 (a) for the situation in Ni/Al specimen sets). In consequence, super lateral
growth (SLG) as introduced in section 1.2 was identified to take place in region (III)
[45][46]. Since the simulated melt durations ranged between tens to hundreds of ns
leading to approximate cooling rates on the order of 1010 K/s, rapid solidification
was in effect. Hence, looking at the phase sequence and the local chemistry along
its path opened up the possibility to make assumptions concerning phase selection
and formation.
In the following, the results of section 6.4 will be discussed separately for regions (II) and
(III) in the light of concepts on solid state amorphisation (briefly introduced there) and
rapid solidification (as given in chapter 3 of the theoretical part). Qualitatively, it can be
stated that the microstructural modification achieved for the three multilayer material
systems reflects different degrees of superposition of these processes. Apparently, the
impact of the substrate material was restricted to dictating τ(l), the phase sequence and
grain sizes. While Ni/Al presents dominating rapid solidification, Ni/Ti shows prevalent
solid state amorphisation. Ti/Al in turn, can be regarded as a balanced mixture of both
mechanisms.
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7.1.1. Region (II) – Solid-state amorphisation
First observations of amorphisation reactions in multilayered metallic thin films sub-
jected to conventional homogenisation heat treatment were made by Schwarz et al. in
the early 1980s [228]. Au/La, the material combination under investigation there, was
deposited by thermal evaporation to form thin film stacks with thickness characteristics
comparable to those in the present study. Besides the multilayer approach, the literature
reports other techniques to achieve amorphous phases in (s) state like high energy ball
milling and ion irradiation [36][229]. As Saunders et al. emphasised in their treatment
on thermodynamics of amorphous phase formation, this finding showed that quenching
under large cooling rates is not necessary to trigger amorphisation [230].
Anomalous fast diffusion was discussed as the origin of this reaction taking place
between initially crystalline materials at temperatures below the known crystallisation
temperature of the amorphous alloy. The atoms entering the parent lattice introduce
defects and disorder thus effecting amorphisation by nucleation and growth [36]. In this
case, solute and self-diffusion data of crystalline La revealed Au to be significantly more
mobile than La in its own lattice. Since only one component was highly mobile, dif-
fusion yielded a pronounced asymmetric composition profile perpendicular to the layer
plane. Moreover, mixing both constituents must yield an exothermic reaction with large
energy output. Following the thermodynamic data available for the phases under con-
sideration in this study and according to experimental evidence accessible in literature
[107][159][231][232] and shown in section 6.4, solid state amorphisation is proven to be
possible in all three systems. Thompson elaborated the impact of diffusional aspects in
his review on interfacial reactions [233]. According to his summary, interdiffusion of the
constituents in the direction perpendicular to the interface must precede nucleation and
the subsequent growth of the new phase within the layer plane.
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Phase selection in those reactions is constrained by thermodynamic and kinetic con-
straints, the latter encompassing competitive effects during nucleation and growth. In-
troducing interdiffusion as a prior step, this could be circumvented to base predictive
calculations on barely known or even unknown kinetic constants or thermodynamic val-
ues. Thompson further emphasised the necessity of asymmetric diffusion as a constraint
to polymorphic formation of metastable phases. Fast diffusion of one constituent into
the lattice of the other together with low self-diffusion in the parent phase favours these
transformations. The product phase is rich in the slow-moving component and exhibits
a large range of stability with respect to compositional changes. Based on experimental
data obtained on Ni/Zr, a material system known for its solid-state amorphisation ca-
pability, Thompson derived a rule of thumb allowing for an assessment of the diffusional
behaviour of an exothermically reacting material combination with respect to solid-state
amorphisation. In order to favour amorphisation, self-diffusion in the parent phase must
be at least three orders of magnitude less than solute diffusion therein.
As for thermodynamic hindrances to nucleation, Desré and coworkers developed an
approach based on the chemical gradient present at the interface between the layers of
the different constituents [234][235][236]. Assuming that interdiffusion already formed an
amorphous layer in between, figure 7.2 (a) shows a schematic representation of assumed
composition profilesX i(z) in normal direction z within it. There, two different situations
of compositional gradients are depicted with ∇X ilow(z) < ∇X ihigh(z). Figure 7.2 (b)
below shows the associated free energy G-X i for an amorphous (Ga) and an intermetallic
phase (GIP ) of stoichiometry X iIP , in competition at the interface. Desré argued that
the presence of steep concentration gradients reduces the driving force ∆Gac for the
nucleation of the intermetallic phase. Additionally, large negative enthalpies of mixing
∆Hmix and the alloy free energy ∆Galloy of the amorphous phase ∆Ga contribute to the
increase in stability of the metastable state. Assuming that crystallising the intermetallic
phase affords a nucleus of radius 2r, as in classical theory of homogeneous nucleation,
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Figure 7.2.: Schematic visualisation of Desré´s treatment on thermodynamic nucleation barri-
ers: two assumed compositional gradients ∇Xi(z) over an amorphous layer (a) (please note the
counterintuitive selection of coordinate axes) and the G-Xi curves associated to the amorphous
and the intermetallic phase under consideration (modified from [234])
figure 7.2 (a) allows to determine its chemical composition at opposite edges (X i(−r),
X i(+r)), whose magnitudes vary depending on the actual compositional gradient∇X i(z).
Constructing tangents to the Ga curve at these compositions in figure 7.2 (b) allows a
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graphical explanation of Desré´s hypothesis. In order to nucleate the intermetallic phase,
the tangents must touch its free energy curve GIP . As long as the chemical gradient
does not fall below a critical value, the tangents fail to fulfil this requirement, which
corresponds to the amorphous phase being stable. Clearly, with increasing magnitude
of ∆Hmix, the curvature κX of Ga also increases thus further reducing the probability
of the tangents intersecting GIP . Apart from this catchy qualitative approach, Desré
derived an expression for the free energy ∆GN necessary for polymorphous nucleation
of the intermetallic based on the free energy of nonuniform systems according to Cahn
and Hilliard´s treatment as well as the theory of homogeneous nucleation [237][234]:
∆GN = 24γpcr
2 + 8ρ
[
∆Gpc(X
i
IP )−NAχ(∇X i)2
]
r3 +
4
3
ρκX(∇X i)2r5 (7.1)
with γpc the interfacial energy of the polymorphous crystallisation front, ρ the atomic
density, ∆Gpc the free energy of polymorphous crystallisation and χ a constant. The
first addend represents the energetic contribution of a cubic nucleus surface. The second
term, i.e. the volume and the third, i.e. the effect of the Ga curvature (κX), together
stand for the driving force ∆Gac for the crystallisation of the amorphous phase. Ignoring
anisotropy and local variations of κX , the analysis of equation 7.1 with respect to the
conditions that first give ∆GN > 0 yields an approximation for the critical composi-
tion gradient ∇X icrit(z). Based on experimental data and adapted estimations, Desré
calculated this value for multilayers which were conventionally homogenised at 600K.
For Ni/Zr, ∇X icrit(z) amounted to 4.85·107 1/m and for Ni/Al to 1.10·108 1/m. The
diffusional asymmetry in the latter system first was investigated by Ma et al. [238].
Different authors, including Johnson, Thompson, Saunders and Bormann, dealt with
thermodynamic approaches to explain the presence of the amorphous phase making use
of free energy diagrams G-X i [36][230][107][233][108]. As Johnson compiled, the T0 con-
cept discussed in section 3.2.2 could be used to construct polymorphous phase diagrams
to assess possible transformations, if and when the material processing led to a chemi-
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cally homogeneous situation which did not allow for segregation. Those conditions are
given when processing takes place sufficiently fast, as in this study, since polymorphic
reactions are kinetically faster as they rely on topological rearrangements which do not
require long-range mass transport. Consequentially, the latter corresponds to a kinetic
hindrance to crystallisation. Polymorphous solidification of a phase is only possible when
its free energy at the given composition and temperature is lower than the one of the
liquid phase.
Using CALPHADmethods alongside experimentally determined thermodynamic func-
tions, the free energy curves of the possible phases form the basis to assess possible
transformations [108][239]. While obtaining these data for equilibrium phases is a rather
straightforward task, metastable and amorphous ones require more effort. Especially for
the latter, high temperature data are difficult to gather due to their instability under
these circumstances. In case no experimental data are accessible, the use of an empirical
approach devised by Miedema et al. is quite common, which yields only qualitatively
reasonable data in the low-temperature range [240][241]. There, the amorphous phase
is treated as an undercooled liquid with ideal solution entropy [107]. Thus, the free
energy of (l) state G(l) is taken to represent the amorphous phase. As Bormann et al.
and Saunders et al. emphasised, this method unfortunately underestimates the energy
of mixing of the amorphous phase, since it neglects the short-range order which is re-
sponsible for the phase´s stability at low temperature [230][108]. As can be inferred
from Desré´s discussion, the magnitude of the intermetallic phase free energy of poly-
morphous crystallisation can be estimated to be 10% greater than the free energy of
the amorphous alloy Ga [230][234]. This is qualitatively accounted for in the schematics
of figures 7.2 (b) and 7.3 (a). Using the rule of parallel tangents as introduced in sec-
tion 3.2.2, the maximum driving force for each transition can be assessed graphically.
The mean chemical potential at the layer interface serves as a reference line as deter-
mined by the common tangent between the pure component G-X i curves. Thus, from a
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thermodynamic standpoint, the formation of intermetallic phases is always energetically
preferred over amorphisation reactions. Here, the aforementioned nucleation hindrances
exert their effects [36].
Figure 7.3.: General approach of using G-Xi curves to assess phase formation under metastable
conditions (a) and corresponding G-XNi curve for Ni/Al system at T=700K according to
Thermocalc and [231] (b). Grey-coloured area corresponds to the APT-determined composition
within the indicated region.
Since the time scale of LIMET processing generates cooling rates on the order of
1010 K/s, the common tangent rule of equilibrium thermodynamics cannot be applied
to assess the resulting phases. Nevertheless, the G-X i characteristics at the processing
temperature T can still be employed for this purpose. Figure 7.3 (a) depicts an accord-
ing hypothetical schematic containing curves of an amorphous phase Ga, a solid solution
crystal G(s) and three intermetallic phases (two having existence range GIP,1 and GIP,2,
one being a line phase GIP,3). For argument’s sake, an initial situation of two crystalline
layers in direct contact made of pure components i and j is assumed. Heat treatment
induces asymmetric diffusion of component i into the adjacent j layer, leading content
X i to rise from zero (see step (1) indicated in the schematic). Since the crystalline solid
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solution is initially stable there, this process can be described by following the G(s)-X i
characteristic. With increasing X i an increasing amount of defects is introduced into the
solid solution finally leading to a loss of lattice stability. This polymorphous amorphi-
sation reaction sets in for X i contents exceeding a threshold value X i(T0). The latter is
found according to the T0 concept at the intersection point of the free energy characteris-
tics of solid solution and the amorphous phase (see step (2) there). For further increasing
X i content, the amorphous phase is kept stable which is represented by following the
Ga-X i curve (step (3)) having a more negative free energy. Reaching the end of the heat
treatment, a final intermix X iact is achieved. The amorphous phase will then either be
frozen in or, if the composition is conveniently placed with respect to the stoichiome-
try of intermetallic phases and the hindraces can be circumvented, crystallisation sets in.
Turning to the experimental results achieved by TEM and APT on the different spec-
imen sets (see section 6.4), the tools of metastable thermodynamics described above can
be applied to explain the outcome discovered in region (II). As the effective temperature
within this region, the midpoint of the temperature interval [0.3 · Tm,high, Tm,low] was
assumed. Hence, for the Al-containing systems 700K and for Ni/Ti 1100K was used
to extract appropriate G-X i curves for equilibrium phases from the thermodynamic
database Thermo-Calc (Version 4.1.2.37, 2006, courtesy of Saarland University,
Chair of Metallic Materials). As for reliable data on the metastable amorphous phases,
the literature provided studies on the amorphisation behaviour of these material systems
at temperatures between 500 and 700K performed by the group of Bormann [231][232]
[159]. Since the temperature level encountered in Ni/Ti was comparatively elevated, the
use of (l)-phase free energy to represent Ga was deemed appropriate after comparison of
the Ga- and G(l)-X i curves in both sources.
Figure 7.3 (b) showing the characteristics at 700K for the Ni/Al system also delineates
the Ni concentration XNi encountered in the Al layers. Due to the discussed APT
artefacts (see section 6.3), a range of compositions needs to be assumed, hence the rep-
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resentation as a grey-coloured interval. Up to XNi(T0) ≈ 0.10, the fcc solid solution
of Al remained in crystalline state. Beyond this threshold, an amorphous phase was
stable, which also holds for the aforementioned compositional range. It is apparent that
the rapid extraction of heat froze-in both the state of the intermix and the metastable
amorphous phase, which was confirmed by the joint chemical and structural analysis
(see figure 6.42 (a)), thus reinforcing this thermodynamics based argumentation. Ener-
getically, the formation of the line-compound NiAl3 would have been favoured but was
inhibited by the hindrances discussed above.
Similar findings were made by Blobaum, whose study was dedicated to elucidating
the thermodynamics and kinetics of magnetron-sputtered Ni/Al multilayers designed
for SHS. There, an amorphous phase identified as Al9Ni2 was discovered to be the first
phase formed at the interfaces during the reaction sequence [136]. The TEM micro-
graphs there even confirmed the asymmetric diffusion of Ni into the Al layers. While
the stoichiometry of this phase fits quite well to the composition range within Al layers
found in this study, the SADPs of region (II) did not allow for its conclusive identification.
Turning to Ti/Al (see figure 7.4 (a)), the same approach can be utilised. In this
material system, the difference in free energy between the undercooled (l) and the amor-
phous phase was significant at 700K. The work of Kyllesbech Larsen on ion-irradiated
multilayered Ti/Al yielded more accurate data on Ga, making it the appropriate source
for the temperature range in question [232]. Here again, the Al fcc solid solution was
initially stable and gave way to the energetically favoured amorphous phase at a Ti
content of XT i(T0) ≈ 0.37. This intersection of the G-X i curves was located within the
compositional range encountered by APT in region (II) as figure 6.43 (a) confirms.
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Figure 7.4.: G-XT i curve for Ti/Al system at T=700K according to Thermocalc and [232](a)
and G-XNi curve for Ni/Ti system at T=1100K according to Thermocalc (b). Grey-coloured
areas correspond to the APT determined compositions within the indicated regions.
The corresponding SADP showed the presence of an amorphous phase instead of the
energetically favoured Ti3Al intermetallic. As the TEM micrograph in figure 7.4 (a) re-
vealed, region (III) also exhibited an amorphous portion close to the substrate interface.
A closer look at its morphology (compare figure 6.25 (a) with 6.37 (a) and (c)) showed
residual Ti layers and APT confirmed an optimum intermix in the Al layers. Within
this compositional interval (see grey-coloured interval (III) in figure 7.4 (a)) the energetic
difference between the amorphous phase and the two competing intermetallics (TiAl and
Ti3Al) is comparatively low. This kept the amorphous phase stable as confirmed by the
SADP taken there.
The results obtained from Ni/Ti further reinforced the mutual affirmation of an ex-
perimental and a metastable thermodynamics approach. As Ni started entering the Ti
layers, the bcc α-Ti solid solution was stable. Passing XNi(T0) ≈ 0.20, Ga exhibited
the most negative free energy. Reaching the compositional range of intermix achieved
in the Ti layers (see grey zone around XNi(T0) = 0.50) both in region (II) and (III), the
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amorphous phase competed with B2-NiTi and was frozen-in as shown by local structural
analysis (see figure 6.44 (a)). Bormann´s analysis of Ni/Ti amorphisation showed that
this reaction could be achieved for cooling rates on the order of 106 K/s, which clearly
are surpassed by those estimated for LIMET [159]. It must be emphasised, that these
results stand in contrast to those obtained by Hollanders et al. on Ni/Ti multilayers
isothermally heat-treated at ca. 600K for up to 220 h [216][242][243]. In the course
of their diffusional studies it was shown that Ti dissolved into a crystalline Ni matrix,
which is opposed by the present APT measurements and the TEM imaging in Z-contrast.
The discussion up to this point made it clear that the so far experimentally inferred
solid state amorphisation could be confirmed via thermodynamic argumentation based
on the established theories. Moreover, the discussed hindrances were effectively imped-
ing the formation of any crystalline phase in region (II). Looking at the 1D concentration
profiles obtained there for the individual material combinations (c.f. figures 6.31 (b),
6.37 (b) and 6.40 (b)) and estimating the interfacial width to ca. 4 nm (according to
the proxigrams in figures 6.32 (b) and (c)), the actual composition gradient ∇X i(z) was
calculated to a range between 0.5 and 2.3·108 1/m, well in the range of Desré´s esti-
mations of the critical gradient for solid-state amorphisation ∇X icrit(z) given above. In
fact, since these estimations were determined post-mortem, the initially effective chem-
ical gradients surely surpassed the critical value necessary to impede nucleation of the
crystalline phase.
As a preliminary conclusion, it can be stated that the use of thermodynamic data both
on equilibrium and metastable phases, if experimentally known, allows for a reasonable
post-processing explanation of the obtained results. Since diffusional mass transport
forms the basis of these processes, the LIMET-induced intermix obtained in region (II)
needs to be assessed from the standpoint of effective duration of the heat treatment.
The literature dealing mainly with diffusion in multilayered thin film media in general is
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focused on conventional long-term isothermal homogenisation at temperatures around
0.7 · Tm,low. First of all, the thin film diffusion behaviour of the material systems under
investigation here is not well researched yet. Only the aforementioned study of Hol-
landers et al. concerning Ni/Ti contains data on bulk and grain boundary diffusion as
well as on the mass transport in the amorphous phase [216][242][243]. Second, and most
important, the studies do not fit to the boundary conditions of the ultra-short transient
heating delivered by LIMET.
Still, the conventionally employed Einstein equation (see equation 3.17) might serve
as a means to describe mass transport in (s) state. The thus estimated diffusivities may
serve as a zero-order estimation of an effective D(s), which in turn can be compared
with literature values of different possible diffusion mechanisms. Obviously, the abun-
dant data on volume and grain boundary diffusion obtained from bulk specimens of the
individual metallic components cannot serve for these purposes. For argument´s sake,
the following assumptions were made based both on the present multilayer design and
the measured intermix: as diffusion length, half the thickness of an individual layer ti/2
was taken, since the diffusing species could enter from opposing interfaces. Moreover,
the FEM simulated melt duration intervals τ(l) were employed as lower-bound approxi-
mations for the heat holding time, which amounted to 50 ns for sc-Si and 200 ns for the
a-SiO2 substrate. Einstein´s equation then calculated an effective D(s) on the order of
10−9 m2/s.
The literature on bulk metallic glasses offers a basis of comparison to this limit. As
Masuhr et al. summarise, viscosimetry performed on a set of different metallic melts
together with Stokes-Einstein relation (equation 3.15) resulted in the same level of dif-
fusivity at Tm [244]. Since Einstein´s equation is based on the underlying assumption
of an isothermal processing this relation is known to yield overestimated values [245].
Hence, the estimated D(s) of region (II) can only represent an upper limit, which might
be taken as further confirmation of solid-state amorphisation.
7. Discussion 196
7.1.2. Region (III) – Rapid solidification
In order to conclusively show that region (III) underwent rapid solidification, the rea-
soning based on microstructural observations given so far needs further reinforcement.
As discussed in the theoretical part (see sections 3.1 and 3.2), the parameters needed
to assess both the resulting microstructure and phases are the thermal gradient at the
(s)-(l) front ∇Ti,(l), the solidification velocity vi, the interfacial cooling rate T˙i and Pé-
clet number βPe. Whether LIMET led to conditions for rapid solidification or not (see
sections 3.2.1 and 3.2.3), should be tested by determining these values. Due to the
typically small dimensions of heat-affected zones encountered there, in-situ and time
resolved techniques like TCR (section 1.2) are not applicable.
A means to generate approximations might be found in the FEM thermal simulations
since they provide T (~r, t) data, which can be processed to yield the aforementioned
values. According to the comprehensive summary given in section 6.4, the FEM data
presented in section 6.1 can be trusted qualitatively. The inability to account for released
portions of free energy, be it due to mixing of the constituent elements ∆Gmix or due
to phase formation ∆Gf , directly within the model, led to a consistent underestimation
of the volume of the heat-affected zone. This finding opened up a relatively simple
workaround whose applicability will be shown exemplarily with the Ni/Al specimen sets.
The latter were chosen since their region (III) consisted of solidified material only, where
optimum (l) phase intermixing was achieved. Basically, the approach is constructed as
follows:
1. A perfectly homogeneous LIMET spot is assumed, allowing for calculating the
energy delivered to an individual interference maximum line EL based on simple
geometrical considerations and the employed nominal fluence F .
2. With the FEM results so far underestimating the heat-affected volume, the latter
can be treated as a lower-bound approximation of the multilayer portion wherein
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optimum intermixing took place. To this end, the calculated fraction of molten Al
f(l) can be used. By this, the number of atoms of each species within this volume
can be calculated based on the idealised multilayer geometry (see figure 5.1 (a)).
3. As region (III) was completely liquefied, the free energy characteristics of the melt
G(l)-X i can be taken to represent the energetics of constituent intermixing. Here,
the maximum temperature attained within region (III) was taken as a basis to
check thermodynamic databases like Landolt-Börnstein or Thermocalc on accord-
ing information. In this regime of elevated temperatures, the energetic difference
between G(l) and GIP is on the order of 10%. Hence, G(l) alone can be taken as a
source of released energy considering the local chemical composition.
4. Since a direct measurement of (l) phase composition was not accessible, the post-
treatment data obtained by APT was assumed a reasonable approximation. This
could be inferred due to the chemical composition of region (III) being homoge-
neous and equal to the average composition of the as-deposited multilayer.
5. Joining the molar free energy G(l) with the estimated number of atoms within f(l),
an approximated energy release due to elemental mixing Emix could be calculated.
This amount was added to the energy per interference maximum EL calculated
before to yield a lower-bound estimate of the total energy Etot present at an indi-
vidual maximum line.
The nominal energy EL was delivered within time τp and intermixing in region (III)
took place during melt duration interval τ(l) with both values being largely on the same
order of magnitude. This similarity of time scales allowed the assumption, that the sim-
ulated laser could be treated as carrying EL and Emix simultaneously. In consequence,
a modified actual fluence Fact could be calculated now accounting for both the energetic
contribution of the laser and of the material, thus allowing to bypass the flaw of the FEM
model in a first-order approximation. Since the simulation itself is based on balancing
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the heat flow (see equation 3.6), one possible source of error remained: this energetic
workaround is not capable of accounting for phase formation in the sense of replacing
the multilayer in the altered volume with a material having different thermal transport
properties.
Figure 7.5.: Relative increase of fluence ∆F/F through the released ∆Gmix for Ni/Al on sc-
Si (a) and a-SiO2 (b). In both cases, the characteristic calculated for 4µm, 8µm and 16µm
periodicity are depicted (dashed lines).
The literature reports for bulk B2-NiAl a room temperature thermal conductivity of
92W/mK and a diffusivity of 26·10−6 m2/s [246]. Both amount to half of the effective
composite values calculated for the multilayer in section 6.1.1, thus being in reasonable
proximity to each other effecting a negligible error, especially when seen in conjunction
with according properties of the substrates. Figure 7.5 depicts the initial result of this
approach by plotting the relative increase
∆F
F
=
Fact − F
F
(7.2)
thus representing the relative contribution of released free energy due to the mixing
process as a function of LIMET parameters (d,F ). Starting with the results obtained
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on the sc-Si substrate, the functional behaviour of ∆F/F with respect to the nominal
fluence F showed a similar course. With increasing F , the fraction of additional energy
increased linearly up to a threshold fluence of 200mJ/cm2 irrespective of the periodicity
d. For higher F , ∆F/F assumes a constant value, which differs for each d. At 4µm, the
plateau settled at an energetic increase of 10%, which increased to 20% for 8µm and
reached ca. 35% for 16µm, with the rate of increase scaling almost linearly with the
relation between the individual d.
Turning to a-SiO2, the same functional behaviour could be observed, with the thresh-
old already being reached for 150mJ/cm2 and the plateau values being increased from
20 to 30 and then to 60% with increasing d. These differences are straightforward when
considering the fact that increasing d, increases EL and that τ(l) differed by a factor of
four between both substrates. Conversely, the presence of a F threshold value which
is dependent on the substrate choice only, allows to readily account for the added free
energy. In the case of the Ni/Al specimens which underwent dedicated scrutinisation
(see section 6.4, d = 8µm), the above presented analysis transforms nominal fluence
275mJ/cm2 in the sc-Si case to a Fact of 330mJ/cm2, while 150mJ/cm2 for a-SiO2 ac-
tually corresponds to 195mJ/cm2. These modified values can then be used for further
analysis of the simulation data obtained for these Fact.
Being able to calculate this relative increase, it is possible to reevaluate the compar-
ison between FEM estimated and actually measured dimensions of heat-affected zones
discussed in section 6.2.2 (c.f. figures 6.16 and 6.17) in order to assess the potential of
this workaround. To this end, the F coordinate of the measured expansions is corrected
by adding the mixing contribution, thus replacing F with the larger Fact. Figure 7.6
lines up the reevaluated comparison between FEM (designated by ) and the modified
cross-sectional results () for sc-Si.
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Figure 7.6.: Reevaluated direct comparison between FEM estimated normalised dimensions of
the heat-affected zone (designated ) and the modified results of cross-sectional imaging () for
Ni/Al on sc-Si substrate: lateral expansion at the multilayer surface ltop (a), lateral expansion
at the substrate interface lbot (b) and depth expansion tdep (c).
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Figure 7.7.: Reevaluated direct comparison between FEM estimated normalised dimensions
of the heat-affected zone (designated ) and the modified results of cross-sectional imaging
() for Ni/Al on a-SiO2 substrate: lateral expansion at the multilayer surface ltop (a), lateral
expansion at the substrate interface lbot (b) and depth expansion tdep (c).
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As before, the expansion lengths are normalised with respect to d/2 and ttot. In con-
trast to the unmodified results, the workaround significantly reduced the relative differ-
ence between simulation and measurement for all expansion lengths and every selection
(d,F ). While in figure 6.16 the difference ranged between 20 and 40%, the workaround
consistently effected the functional courses to overlap closely with a relative difference of
less than 10%. Figure 7.7 depicts the same comparison for the a-SiO2 substrate proving
the same beneficial effect of the modification, but with a relative difference of ca. 15%
in the worst case.
The significantly lowered relative difference between measurement and simulation in
both cases reveals that the proposed approach was capable of yielding more accurate
estimations of Fact as well as heat-affected volume. It thus was concluded, that a deeper
analysis of simulation results obtained from the respective (d,Fact) selections has the po-
tential to extract reasonable approximations for the aforementioned decisive parameters
governing solidification. In the following, special focus is laid on vi and T˙i as a function
of the LIMET parameters.
Since the actual temperature at the (s)-(l) front was unknown, it was assumed that
the TAlm isotherm could be taken as representation. Bearing this in mind, vi thus was
approximated by the velocity of this isotherm viso, which was determined using the
x-t characteristics of the boundary demarcation points (A,B) and performing a linear
fit within the time interval of stable back propagation. The calculated slopes yielded
the respective viso, which was similar for both points under the same (d,F ) conditions.
Figure 7.8 shows the accordingly determined viso for point A as a function of the LIMET
parameter field.
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Figure 7.8.: FEM estimated isotherm velocities viso as a function of periodicity (continuous
line for d = 8µm) and fluence (dash dot lines at 200mJ/cm2 and 300mJ/cm2, respectively)
for sc-Si (a) and a-SiO2 substrate (b).
The results obtained for Ni/Al sc-Si shown in figure 7.8 (a) reveal two superposed ten-
dencies. In the example of viso as a function of F for a constant periodicity of 8µm it can
be seen, that lower fluences effect high isotherm velocities, here 86m/s at 200mJ/cm2.
Increasing F led to an almost linear decrease of viso, reaching 30m/s for 350mJ/cm2.
This is consistent with an observation of Baeri et al. made on pulsed laser melting and
resolidification of bulk sc-Si [27]. They confirmed experimentally that viso principally
depends on pulse duration τp, absorption length 1/β and energy density F . Modifying
these parameters might effect a variation in viso within one order of magnitude or higher.
Qualitatively, the velocity is increased for materials with large absorption coefficients β
or by employing a pulsed laser with low τp. Baeri also observed, that the use of increas-
ing energy density results in a reduction of viso in concordance with the present results.
Looking at the behaviour of viso as a function of periodicity d two regimes could be iden-
tified. For low fluences (200mJ/cm2), the velocity increases in linear manner with rising
periodicity, reaching up to 200m/s at 24µm. At constant F = 300mJ/cm2. the same
functional course is revealed however, with a significantly lower slope. For d = 2µm a
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viso of 46m/s is calculated, which only mildly increases to 56m/s at 24µm. Turning to
the calculations for a-SiO2 substrate, a differently shaped viso(d,F ) field was found with
a significantly lowered velocity magnitude irrespective of the selected (d,F ) combina-
tion. For constant d = 8µm, the observation of Baeri once again is confirmed. At a low
fluence of 150mJ/cm2, viso amounted to 30m/s, which was reduced to a constant value
of 20m/s for fluences surpassing 200mJ/cm2. The d-dependent behaviour was analysed
for 200 and 300mJ/cm2 fluence. Both showed a similar functional course with the low-d
velocity at 30m/s, which was reduced to a constant 15m/s in the first and 7m/s in the
second case for periodicities larger than 8µm.1
From these data it is straightforward to conceive that both fluence and periodicity
control the energy density delivered to an individual interference maximum and thus
govern viso. The influence of the fluence was already discussed above. Increasing d
corresponds to an increasing amount of energy deposited per interference maximum.
Hence, this should yield a decrease in viso, which was found for the simulations con-
cerning the a-SiO2 substrate. Looking at the sc-Si simulations, results presented here
seem ambivalent in this respect. While the F -dependent behaviour fitted to the afore-
mentioned conception, the variation of d effected a counterintuitive result. Especially
at lower fluences, rising d yielded a steeply increasing viso. Yet seen in conjunction with
the calculated thermal gradients at the (s)-(l) interface (c.f. figures 6.4 (a) and (b))
for both substrates, this could be attributed to the larger magnitude of heat extraction
when sc-Si is employed.
Looking more closely at the viso(d,F ) fields for both substrates, another implication can
be considered. Both the lowered magnitude and more constant viso values encountered
on a-SiO2 seem to be accessible for multilayers deposited on sc-Si as well. The viso(d,F )
1It should be noted, that rapid solidification studies performed on free-standing Ni/Al thin films using
comparable fluences effected solidification front velocities on the order of 2m/s. This value was
determined by Bostanjoglo et al. using a Dynamic TEM technique [247].
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field at fluences exceeding 350mJ/cm2 encountered there (figure 7.8 (a)) fits the mag-
nitude and the d-dependence of the low F -branch of a-SiO2. Hence, by increasing F
the behaviour of both substrates might be adapted to each other, if multilayer adhesion
to the substrate remains intact. Since a nominal fluence of 300mJ/cm2 (corresponding
to an actual 360mJ/cm2) was already sufficient to inflict significant delamination, an
experimental confirmation was not reasonable.
For the further discussion of the LIMET-induced microstructure and phase formation,
a closer look at viso achieved by the employed actual fluences Fact is necessary. On sc-Si,
an estimated 35m/s were calculated, while on a-SiO2, only 17m/s were reached. In
comparison to values reported in the literature (see section 1.2), these individual results
are located at the upper bound of the TCR-measured solidification velocities for sc-Si
(1 to 30m/s according to [26][27]) and at the lower end of those encountered in metals
(ranging from 30 to 100m/s [44][51]). Considering however the results calculated for
sc-Si as a whole, a good agreement with the measured values can be found. Bearing this
in mind, these results can be related to the theoretical treatment of interfacial kinetics
presented in section 3.2.1.
There, equation 3.18 introduced the Péclet number βPe representing the quotient be-
tween the velocities of interfacial growth vi and solute diffusion in (l)-phase vD. Using
this value it can be determined whether conditions suitable for rapid solidification were
achieved, which is the case when βPe reaches unity. In order to do so, it is necessary
to calculate vD by relating solute diffusivity D(l) to an estimated diffusion length within
(l). In the present case it can be assumed, that region (III) can be described as Al
melt wherein Ni atoms are dissolved. Considering the 10% increase in volume taking
place during the melting transition [93] and the data on solute diffusion in molten Al
determined by Du et al. [248], vD can be estimated. Accounting for the effect of the
actual fluence on Tmax in region (III), a maximum temperature of 1900K can be as-
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sumed (c.f. 6.2 (a)). D(l) then amounts to 18.4·10−9 m2/s leading to a diffusive speed of
approximately 40m/s. Thus, replacing vi with the simulated viso, βPe for the example
on sc-Si reaches 0.88, while on a-SiO2 0.43 was achieved.
Both the absolute velocities viso and the respective βPe values can then be compared
to the velocity-dependent solidification regimes depicted in figure 3.6. With both calcu-
lated absolute velocities being on the order of 101 m/s, the findings of Kurz et al. shown
in figure 3.6 (a) confirm rapid solidification takes place with active solute trapping. With
figure 3.6 (b) giving the functional behaviour of the non-equilibrium partition coefficient
kv (c.f. equation 3.19) in dependence on normalised velocity, embodied by the Péclet
number, the degree of solute trapping is accessible [34]. With βPe of sc-Si being close
to unity, an effective kv of 0.9 was achieved which corresponds to partitionless solidifi-
cation. Even for the slightly reduced βPe of a-SiO2 where kv approximately amounted
to 0.8, the same can be concluded. Together with local chemical composition as well as
microstructure and phases formed in region (III) given in figure 6.42, the argument in
favour of partitionless solidification is further reinforced.
Final confirmation was achieved considering the temperature gradient at (s)-(l) inter-
face ∇Ti for both Fact. Figures 6.4 (a) and (b) reveal that on sc-Si approximately
1.0·109 K/m were obtained, while the multilayer on a-SiO2 experienced a gradient of
0.5·109 K/m, when calculating the geometric mean of ∇Tlat and ∇Tdep. Mehrabian re-
ports experimental observations on this value made during rapid solidification of dilute
Al/Cu alloys [25]. There, planar partitionless solidification was achieved for an alloy
containing 0.1 at.% of Cu when the processing yielded gradients on the order of 107 K/m
and an interfacial velocity vi of approximately 1m/s. Both the interfacial velocities and
the gradients effected by LIMET were sufficient to surpass the critical values for absolute
stability of the (s)-(l) interface (va and ∇Ta, see equations 3.23 and 3.24 respectively).
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So far, only the solidification mode and the microstructural evolution were addressed.
In order to tackle issues of phase selection and formation, the information gathered on
estimated solidification velocity viso needs to be accompanied by data on cooling rates
present at the (s)-(l) interface [27]. The FEM studies performed on LIMET so far only
calculated T˙ directly at the centre of an interference maximum thus yielding exaggerated
values [19][79]. In the course of this thesis, effort was made to improve this situation.
Figure 7.9 lines up the T˙i results obtained at the A-B boundary. They were extracted
from simulated T (~r, t) data in the time instant, the demarcation reached its largest lat-
eral travel. Hence, the T˙i depicted there represent the cooling rate when resolidification
is initiated.
Figure 7.9.: FEM estimated cooling rates T˙i at the TAlm isotherm at its maximum lateral prop-
agation as a function of periodicity (continuous line for 4µm, 8µm and 16µm) for sc-Si (a)
and a-SiO2 (b).
In figure 7.9 (a) the (d,F ) charcteristics encountered for the sc-Si substrate are shown.
T˙i there seemed to be only slightly affected by variations in these parameters and ranged
on the order of 109 K/s, thus being one order of magnitude lower than the estimation
given while presenting the working hypothesis in section 7.1. It is apparent that both in-
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creasing d and increasing F effect a slight reduction of T˙i to the upper region of 108 K/s.
In contrast to this, the results obtained for a-SiO2 exhibited a differently shaped T˙i(d,F )
field. For periodicities equal or lower than 8µm, the behaviour resembled the one en-
countered in sc-Si, but with a more steep loss of magnitude. Here, T˙i was even reduced
to values on the order of 107 K/s with increasing F . For d = 16µm both the same
magnitude and functional course as for sc-Si were obtained. This is in concordance with
the general result of the simulations (see section 6.1.1) showing stable conditions for
periodicities larger than 8µm. In the case of the actual fluences in question here, a
cooling rate of ca. 1.0·109 K/s was determined for the multilayer on the sc-Si substrate
while on a-SiO2 only 30% of this value was achieved.
This difference in cooling rate is likely to exert an influence on the phase sequence
observed along the travel path of the solidification front. Figure 6.42 (a) and (b) already
lined up the structural data needed to assess phase formation in the Ni/Al specimen
sets. In the multilayer on fused silica (see figure 6.42 (b)), LIMET transformed region
(III) to contain B2-NiAl only. On sc-Si (figure 6.42 (a)), martensitic L10-NiAl was iden-
tified as the first formed phase. According to literature on martensitic transition in
Ni/Al system, the presence of this phase only is possible for compositions on the Ni-rich
part of the NiAl-phase field (between 60 to 70 at.%). In the vicinity of the adjacent
two-phase region, the crystal structure accommodates the off-stoichiometric composi-
tion by substituting Ni on the Al sublattice [131][249][250]. This stands in conflict with
the compositional data obtained by APT within whole region (III) where Ni and Al
were found to be intermixed 1:1. Consequentially, the LIMET-triggered reaction path
leading to the formation of L10-NiAl cannot be based on the conventionally postulated
(s)-state mechanisms. This notion is backed both by theoretical considerations devised
Boettinger and Aziz [251] [252] and experimental evidence gathered in studies of As-
sadi and Greer [253][254]. In their work, a long-range ordered bulk intermetallic Ni3Al
specimen is molten by pulsed-laser radiation and subsequently resolidified. Boettinger
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described the solidification of an intermetallic compound under non-equilibrium condi-
tions. His studies included an approach to account for the degree of order as a function
of solidification front velocity vi. In analogy to the solute trapping treatment (described
in section 3.2.1), a function describing the behaviour of the long-range order parame-
ter η in dependence of vi was developed on thermodynamic grounds [252]. Increasing
vi beyond a threshold value leads to a complete loss of order (η = 0), which corre-
sponds to disorder trapping during solidification. The consecutive work of Assadi and
Greer showed, that ordering takes place after the solidification front passed the specified
volume. Both by simulation and actual experiments, they could confirm this hypothesis.
Transferred to the present situation, these findings were interpreted as follows. When
the (s)-(l) front started receding and solidification set in, a disordered solid solution
was formed first, which subsequently made a transition to either an ordered L10- or
B2-NiAl. The selection between these two structural possibilities most likely is governed
by a concurrence of two effects:
• Heterogeneous nucleation: Theoretical section 3.1 already introduced the concept
of heterogeneous nucleation triggered by seeding crystals as devised by Herlach
and coworkers [95][227]. Similar assumptions were made by Im et al. when ex-
plaining phase selection during laser-induced SLG-mode crystal growth [45][46]. In
the present context, the remaining Ni-crystals within region (II) directly adjacent
to the (s)-(l) interface were taken as possible seeds. Hence, the aforementioned
disordered solid solution was likely to exhibit a face-centred cubic (fcc) structure
as imposed by the seed since this process only affords short-ranged atomic dis-
placements. Following Robertson and Wayman, the L10-structure can be treated
as ordered tetragonal phase either of face-centred (fct) or of body-centred (bct)
Bravais type [250]. Thus, the close similarity between fcc disordered solid solution
and fct-martensite made a preferred transition to L10-NiAl more probable.
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• Time interval available for achieving the ordering: It was deduced, that the high
interfacial cooling rates at the A-B boundary encountered on Si substrates (see
figure 7.9 (a)) support the initial martensite formation. As the (s)-(l) front propa-
gated further, austenitic B2-NiAl was formed, especially at the interference max-
imum centre where the material was molten for most of τ(l). Thus, a reduced T˙i
could be inferred, which fits this hypothesis.
A closer look at the interference maximum of Ni/Al on sc-Si (see figure 7.10 (a)) re-
veals an interesting feature supporting the argumentation of the first effect. The TEM
dark-field image (b) taken at the onset of the topographic maximum of region (III),
shows a twinned microstructure close to the thin film surface and right between L10-
and B2-NiAl. The habit plane m clearly can be discerned in the image along with
the orientation of both twin variants (s1 and s2). Perpendicular to both sj a periodic
modulation of the transmitted intensity could be seen, pointing to the presence of a
fine-twinned substructure within the variants. This interpretation is supported by the
SADP (c) taken from this L10 grain. There, streaking was observed along reciprocal
[02h0]-direction. The streaks were oriented parallel to the intensity modulation within
a twin variant, as indicated by the sj vectors in (b) and (c).
Similar observations in LIMET treated Ni/Al multilayers were made during a prelim-
inary study under supervision of the author [172]. From the standpoint of the geometric
diffraction theory, streaking occurs when a relrod lies within the plane of the TEM foil,
thus weakening the geometric diffraction condition [188]. Those relrods arise for ex-
ample, when the crystal structure is modulated by planar faults to form a periodically
recurring structure element with a modulation length larger than the interplanar spac-
ing. Since the streaks here exhibited a diffuse intensity distribution without discrete and
equally spaced reflections along sj, the modulation here was not commensurate [186].
7. Discussion 211
Figure 7.10.: TEM micrograph of Ni/Al region (III) on sc-Si substrate (a). dark-field imaging
of L10-NiAl herring-bone morphology (b) and corresponding SADP (c): habit plane m and
two twin orientation variants s1 and s2 indicated. Close-up dark-field imaging of central region
(III) exhibiting prospective anti phase boundary (APB) structures in B2-NiAl (d).
7. Discussion 212
According to literature on the martensitic transformations in Ni/Al, these streaks can
be attributed to an intermediate phase being formed to accommodate the structural
mismatch between B2 to L10. As Khachaturyan et al. elaborated, it is formed by a
stacked structure, where the repeated element consists of seven layers having pseudo-
orthorhombic structure. This adaptive 7R phase appears in order to reduce the elas-
tic energy associated with the mismatch between the martensite and austenite phase
[255][256]. The first observations of this structure in bulk Ni/Al were made by Robert-
son et al. and were called tweed microstructure [249][250]. In Ni/Ti related research, it
is commonly referred to as herring-bone morphology according to Kockar and coworkers
[257]. Both its presence and its location were taken as confirmation of the proposed
transition sequence.
Dedicated TEM analysis of the centre of region (III) further revealed evidence sup-
porting the aforementioned (s)-state ordering process. Assadi et al. both predicted
numerically and proved experimentally, that a transition of this kind yields anti-phase
boundaries (APBs) or domains of them. Figure 7.10 (d) shows a C-DF image taken
in B2-NiAl, wherein a clearly visible domain structure was encountered which closely
resembles an image taken from an APB network found in a rapidly solidified bulk Ni3Al
specimen [258]. Taken together with the 7R structure, it could finally be concluded that
also in the case of LIMET the ordering step takes place in (s) state.
Concluding this discussion, the main statements on rapid solidification induced by
LIMET shall be summarised. The presented improved interpretation of FEM data
clearly confirmed polymorphous partitionless solidification in SLG regime. Phase selec-
tion is triggered by crystalline seeds at the boundary to region (II) enabling preferred
heterogeneous nucleation. According to the joint analysis of local chemistry and struc-
ture along with the interfacial cooling rate, the resulting phases or even phase sequence
could be conclusively explained. Irrespective of the cooling rate, the phases formed lie
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exactly within the intended compositional range as imposed by the multilayer design.
Hence, it was concluded that the local chemical composition within the melt dictates
the stoichiometry of the possible (s) phases being formed upon cooling. The cooling rate
in turn governs whether the subsequent polymorphous solidification yields a frozen in
amorphous state or a crystalline phase.
In order to assess the applicability of these conclusions to other material systems,
the results obtained from Ti/Al specimens (c.f. figure 6.43 (a) for sc-Si and (b) for the
a-SiO2 substrate) shall be discussed accordingly. For both substrates, only a limited
melt depth was achieved. Because of this, and due to the Ti capping layer, the (l) phase
contained 10 at.% more Ti than planned, as confirmed by APT. This effect was increased
in the flank part of region (III) due to the clearly anisotropic thermal transport within
the multilayer. Hence, Ti-rich phases like β-Ti or Ti3Al should preferably form during
solidification, as the TEM analyses confirmed. Since the initial cooling rate was found
larger than those closer to the interference maximum, the transition to β-Ti could be
bypassed and Ti3Al was formed in the flank. Closing in to the centre, β-Ti was confirmed
in line with the hypothesis. For the fused silica substrate, where a larger melt depth was
achieved and the increased τ(l) effected more efficient intermixing, L10-TiAl was achieved
in the intended composition range. By this, the capability of the presented hypothesis
is successfully demonstrated.
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7.2. Consequences on designing LIMET processing
To approach the intended systematic application of LIMET to multilayer thin film pro-
cessing, the role and mutual interdependence of the different processing parameters as
determined in this study shall be lined up here. In addition, the applicability of the mas-
ter curves (see figures 3.10 and 3.11, section 3.2.3) describing the microstructural and
phase selection based on kinetic and thermodynamic approximations will be addressed.
In a nutshell, three different aspects of the processing result can be influenced to some
extent:
1. Type of transformation – (s)-state interreaction or (l)-(s) transition:
Here, parameters addressing the mixing behaviour and the duration of this process
are of primary interest. Thus, the material combination forming the multilayer
exerts the most significant influence. For both observed transformations a large
negative enthalpy of mixing ∆Hmix is beneficial since it promotes an efficient in-
termixing of the constituents both in (s) and (l) state. In order to trigger whether
solidification or a (s) reaction takes place, the combination of melting temperatures
Tm and seems to be paramount. Using one low-melting component supports the
dissolution of the other into it at temperatures lower than Tm,high, thus facilitating
the intermixing even at lower employed fluences. The same effect is evoked by
using a substrate material with bad thermal transport properties, which also leads
to increased mix durations. Moreover, solute diffusivity and its relation to self
diffusion in solid-state amorphisation should also be considered.
2. Phase selection – Metastable or equilibrium phases or mixtures of both:
Beside the implications imposed by the favoured type of transformation, the pa-
rameters governing the cooling rate and the velocity of the solidification front step
into the foreground. Thus, LIMET parameters (d,F ) and the substrate are in
focus here. As can be inferred by the modified simulation results, both rising d
and F effect a decrease in viso, which can be adjusted by appropriately selecting
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these two parameters. This decrease is significantly altered by the substrate ma-
terial, with a-SiO2 effecting a more constant and low-speed viso(d,F ) field. With
the velocity allowing for partitionless solidification, the local composition achieved
in the molten volume narrows down the range of possible phases.
Finally, the interfacial cooling rate T˙i and its evolution along the solidification
path dictates the possibility to bypass crystallisation or ordering transitions and
thus the locally resulting phase. Here, the multilayer material selection once again
comes into play because phases with large compositional existence ranges and
simple structures are preferred. The experiments of this study confirmed these
implications of Turnbull´s rule (see section 3.2.3). Periodicity and fluence serve
the same purpose in determining the energy deposited in an individual interference
maximum. For periodicities above 8µm, the cooling rate becomes independent of
the selected substrate. Moreover, the interaction of adjacent maximum positions
is avoided, which is inferred by T˙i behaving more independent from F for large d.
The minimum fluence to achieve a complete modification of the multilayer down
to the substrate, 150mJ/cm2 is necessary on a-SiO2 and sc-Si affords 250mJ/cm2
irrespective of d. Keeping in mind the need to sustain substrate adhesion, a max-
imum fluence threshold exists, here found on the order of only 50 to 100mJ/cm2
above these limits, thus narrowing down the processing window.
3. Microstructure – Transformed volume fraction and resulting grain morphology:
Here, the capability to transport heat away from the interference maximum zone
is paramount due to its implications on the solidification front velocity vi and the
local temperature gradient ∇Ti. Initially, the composite heat transport behaviour
of the multilayer material combination is important. In order to promote a through
reaction, a more or less isotropic or preferably depth-oriented transfer proves useful.
The example of Ti/Al showed that a more lateral transport leads to a more spread
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out and surface-concentrated heat distribution effecting a less efficient intermixing
within the heat-affected volume. Judging from simulated results for ∇Ti, the
transport of heat into the substrate prevails for periodicities larger than 8µm.
It is intuitively clear that its magnitude is increased if a substrate with better
thermal transport properties is employed. Nevertheless, the microstructure found
here proved that planar solidification was favoured irrespective of substrate or
multilayer material. As for the size of the heat-affected zone, substrate as well as
(d,F )-selection exert a joint effect. Consistently, increasing F leads to an increasing
modified volume, reaching a saturation value of 40% of the half-period volume for
sc-Si and 60% for a-SiO2. Applying periodicities smaller than 8µm, and fluences
larger than 250mJ/cm2, the adjacent maxima influence each other leading to even
larger heat-affected volumes up to a complete modification.
Transferring the results of this thesis to the aforementioned master curves draws an
ambivalent picture of their usability. Looking at the microstructural findings confirming
planar and segregation free solidification it is qualitatively clear, that either the limit of
the thermal gradient or of the solidification front velocity associated with the absolute
stability of the (s)-(l) interface (see figure 3.10 (a)) were effectively surpassed. With the
available data it could not be conclusively distinguished, whether LIMET managed to
overcome only one or even both of them. Figure 3.10 (b) depicts the corresponding limit
associated with chemical composition. Since this schematic was elaborated for dilute
alloys, the significant supersaturations achieved by LIMET make its use questionable.
Hence it was concluded for the present case, that these schematics serve well as a means
to theoretically describe the interdependence of these parameters and to explain the
microstructural outcome after the treatment. Conversely, they cannot be applied for
predictive purposes.
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Figure 7.11.: Updated version of figure 3.11 (modified from [106]) containing information on
the material systems investigated here and the simulation results (grey-coloured areas): Greer´s
master curves on (a) thermodynamic interaction and diffusional mass transport of pure mul-
tilayer components and (b) pulsed laser treatment parameters with critical diffusional and
microstructural dimensions.
In order to assess Greer’s master curves (see figure 3.11) dealing with the thermody-
namics of phase formation and diffusional mass transport in confined media (a) as well
as critical dimensions of mass transport during pulsed-laser treatments (b), the data of
the present study were inscribed there. Figure 7.11 shows the thus altered diagrams
containing the properties of the material systems under investigation here (a) and the
critical time scales obtained by FEM simulations (b).
Since the argument on phase formation (c.f. figure 7.11 (a)) was devised for transforma-
tions in (s) and (l) state, the outcome of both identified LIMET-triggered mechanisms
might be evaluated. The ratio of atomic sizes and the enthalpy of mixing both of Ni/Al
and Ti/Al are located closely to the boundary delineating the parameter fields indi-
cating the formation of compound and amorphous phases. This fits reasonably to the
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experimental findings described above. In contrast to this, Ni/Ti is located close to the
boundary between compound and solid solution formation, which is not backed by the
results of this thesis.
Introducing the typical range of simulated data on melt duration τ(l) and cooling rate
T˙i (see grey-coloured fields in figure 7.11 (a)) into the diagram relating critical time
scales, the limitation of the employed simplifications becomes evident. Just looking at
the simulated τ(l), the experimentally observed partitionless solidification is confirmed.
Extending this range along the simplified relation between τ(l) and T˙i, cooling rates on
the order of 1010 to 1012 K/s are predicted (see dashed straight lines). This stands in
contrast to the simulated cooling rates at the solidification front, which according to
Greer´s calculation are effected by melt durations three orders of magnitude larger than
FEM estimations.
It is apparent that the simplifications employed to devise both of these diagrams are
too coarse to allow for meaningful predictions even with some tolerance. Finally, both
sets of master curves can be treated as being capable of indicating tendencies regarding
the resulting phases and microstructure, but fail in respect to reliability making post-
mortem experimental evaluation indispensable.
Part IV.
Conclusions and outlook
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8. Conclusions and outlook
The main task of the present thesis was to elucidate whether LIMET heat treatment of
multilayered metallic thin films might be turned into a reproducible processing method
allowing for the manufacture of à priori designed architecture materials on the µm scale.
To this end, four different branches of investigation were identified (see section 1.3) and
successfully pursued, as the oncoming summary will show:
1. It was possible to determine appropriate selections of LIMET parameters (d,F )
and material combinations which led to a heat-affected zone spanning the whole
stack thickness. Both via actual experiments and FEM simulations a reasonable
LIMET processing window was identified in dependence on the chosen substrate.
This window allows for stable, saturated modification conditions whilst imped-
ing mutual interaction of adjacent interference maximum sites and circumventing
damage to the thin film-substrate system. Especially when comparing the TEM
cross-sectional views on interference maximum locations obtained in the present
thesis to those of preceding studies ([19][60]), the efficiency and reproducibility
of the identified processing window becomes evident. To this end, the reader is
invited to compare figure 1.1 representing the extent of modification achieved in
Daniel´s thesis to figures 6.18 and 6.19 showing the present results.
2. The combined use of the complementary, high-resolution characterisation tech-
niques TEM and APT in scrutinising the local modification of structure, mi-
crostructure and chemistry proved useful in the identification of the metal physical
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processes triggered by the LIMET process. Through this correlative microscopy
approach it was possible to show, that both induced transformations types are
of polymorphous nature. Initially, the multilayers underwent a solid state amor-
phisation reaction. Only if a significant amount of liquefied material could be
generated, resolidification became the dominant process. It was found, that the
latter is treated best according to present theories on partitionless rapid solidi-
fication under super lateral growth conditions. It is worthwhile trying to apply
these findings to the structural and microstrutural modification achieved during
Daniel´s thesis [19]. As can be inferred from figure 1.1 (c) to (e), LIMET there
effected only asymmetric diffusion and formation of small intermetallic nuclei in a
near-surface portion of the thin film stack.
3. This systematic comparison of FEM estimations and experimental measurment
provided the dimensions of the obtained LIMET heat-affected zones for the first
time. It consistently showed that FEM thermal simulations yield underestimated
values which could be attributed to the model not accounting for released amounts
of free energy of mixing from compound formation. Due to the fact that the rel-
ative energetic difference between those to contributions only amounts to 10%, it
was deemed a negligible error if free energy of the liquid phase was taken to repre-
sent the intermixing process. Then, the simulated laser was treated as a carrier for
both the laser-delivered energy and the energetic contribution of elemental mixing.
Using the resulting actual fluence, a workaround to fix this underestimation was
devised by replacing the values of nominal fluence measured during the LIMET
processing. This approach yielded a close agreement between simulation and real-
ity making it a powerful amendment which enables an accurate à priori estimation
of the modified material volume.
4. Thanks to joining the localised data obtained by correlative microscopy with data
extracted from the modified simulations, the aforementioned metal physical mech-
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anisms could not only be unequivocally identified: together with approaches of
non equilibrium thermodynamics and diffusional considerations they allowed to
identify the main parameters governing microstructure and phase selection (so-
lidification front velocity vi, Péclet number βPe, interfacial thermal gradient ∇Ti
and cooling rate T˙i) as well as their relation to the LIMET processing parame-
ters. Clearly, phase selection here is governed by the locally present cooling rates
and chemistry. Especially the latter can only be scrutinised by high-resolution
methods on the nm-µm scale, once again reinforcing the utility of the correlative
approach. Applying G-X i characteristics in case of solid-state amorphisation and
equilibrium phase diagrams in rapid solidification together with simulated effec-
tive temperatures and local chemical composition, a conclusive explanation of the
present composition and distribution of phases was possible.
Clearly, the main results of this thesis made crucial contributions to a better understand-
ing of the LIMET-induced modifications imposed on multilayered metallic thin films.
Thanks to the correlative microscopy approach not only a reasonable processing window
and the underlying mechanisms were elucidated; the simulation tool was improved to
yield more accurate data useful to estimate LIMET-modified dimensions as well as to
estimate critical processing parameters fitting the current theories on solid state amor-
phisation and rapid solidification. Moreover, for the first time within the framework of
LIMET, the possibilities of non-equilibrium thermodynamics were addressed and suc-
cessfully applied to explain phase selection. Additionally, resulting implications on the
design of the multilayer-substrate combination were elaborated.
For more focused future studies in this field, this thesis provides the basis for a rea-
sonable systematic approach encompassing material selection, processing parameters as
well as experimental planning and theoretical considerations to assess the processing re-
sult. As a potential field for further development, material systems promoting solid state
amorphisation might be of interest. The production of a composite material consisting
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of long-range ordered adjacent crystalline and amorphous portions with good mutual
cohesion opens up new possibilities to modify the mechanical behaviour of surfaces.
Especially the combination of the different mechanisms in crystalline and amorphous
metallic media with respect to elasticity, plasticity and crack propagation might yield
interesting effects in fracture mechanics and tribological applications.
More generally, further improvements to LIMET processing of thin films are necessary
to push this technique closer to application. First of all, the spatial inhomogeniety of
the laser intensity distribution within the spot area needs to be removed or at least
smoothed out. To this end, the optical setup needs alterations in order to remove the
superposed near-field diffraction Fresnel pattern; a task actually being pursued in the
course of another doctoral thesis. Second, the damage inflicted by delamination or de-
cohesion from the substrate due to irradiation with higher fluences remains an issue.
For this purpose, an approach devised by Kline and Leonard based on encapsulating
the thin film might be pursued in oncoming studies [51][52]. There, the thin film of
interest receives an additional capping layer of transparent a-SiO2 which transmits the
laser intensity and suppresses dewetting between film and substrate as well as increased
topographic alterations. Incorporating and evolving these improvements to the amend-
ments to LIMET achieved in this thesis might finally yield the potential to create a
reliable, semi-empirically architectured composite for thin film applications.
Part V.
Appendices
A
Material data on selected phases
Ni/Al system: relevant phases
Phase
Al NiAl NiAl Ni3Al Ni
Designation / β / γ’ γ
Strukturbericht A1 B2 L10 L12 A1
Space group Fm3¯m Pm3¯m P4/mmm Fm3¯m Fm3¯m
ICDD reference 04-0787 41-1188 [255] [259] 04-0850
Table 1.: Structural data on the relevant phases of the Ni/Al system. Until otherwise stated,
the structure data is taken from [190][163].
B
Material data on selected phases C
Ti/Al system: relevant phases
Phase
Al TiAl Ti3Al Ti Ti
Designation / γ α2 β α
Strukturbericht A1 L10 D019 A2 A3
Space group Fm3¯m P4/mmm P63/mmc Im3¯m P63/mmc
ICDD reference 04-0787 [260] [260] 44-1288 44-1294
Table 2.: Structural data on the relevant phases of the Ti/Al system. Until otherwise stated,
the structure data is taken from [190][141].
Ni/Ti system: relevant phases
Phase
Ni NiTi NiTi Ti Ti
Designation / / / / /
Strukturbericht A1 B2 B19’ A2 A3
Space group Fm3¯m Pm3¯m P21m Im3¯m P63/mmc
ICDD reference 04-0787 [261] [261] 44-1288 44-1294
Table 3.: Structural data on the relevant phases of the Ti/Al system. Until otherwise stated,
the structure data is taken from [190][163].
Material data on selected phases D
Composite thermal transport properties
Multilayer
λth,lat (W/mK) λth,dep (W/mK) Dth,lat (10−6m2/s) Dth,dep (10−6m2/s)
Ni/Al 180 145 59 57
Ti/Al 131 40 55 18
Ni/Ti 49 31 16 22
Table 4.: Composite thermal properties of the investigated multilayer systems. Calculation
based on equations 2.21 to 2.24 as well as the room temperature data given in table 4.2.
Multilayer thickness analysis
Thickness
Layer i
intended ti (nm) actual ti (nm) |∆ti|/ti (%)
Ni capping 40.0 37.8±1.6 5.6
Al adhesive 50.0 41.9±6.0 16.3
Ni 20.0 22.7±1.5 13.7
Al 30.0 22.3±2.5 11.6
total 390.0 349.9±3.3 10.3
Table 5.: Comparison of intended and actual layer thickness as well as their relative deviation
|∆ti|/ti for as-deposited Ni/Al multilayers.
E
Multilayer thickness analysis F
Thickness
Layer i
intended ti (nm) actual ti (nm) |∆ti|/ti (%)
Ti capping 50.0 55.4±2.8 10.8
Ti adhesive 50.0 55.9±2.1 11.8
Ti 25.0 27.0±1.4 7.9
Al 25.0 25.4±1.4 1.6
total 425.0 451.6±2.5 6.3
Table 6.: Comparison of intended and actual layer thickness as well as their relative deviation
|∆ti|/ti for as-deposited Ti/Al multilayers.
Thickness
Layer i
intended ti (nm) actual ti (nm) |∆ti|/ti (%)
Ti capping 40.0 49.1±5.2 1.8
Ti adhesive 50.0 45.8±2.9 8.5
Ni 20.0 19.9±1.4 0.2
Ti 30.0 25.4±0.4 15.4
total 410.0 386.9±7.4 5.6
Table 7.: Comparison of intended and actual layer thickness as well as their relative deviation
|∆ti|/ti for as-deposited Ni/Ti multilayers.
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