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Abstract
In typical video compression algorithms, the DCT is applied to the video, and the
resulting DCT coefficients are quantized and encoded for transmission or storage. Most
of the DCT coefficients are quantized to zero. Efficient encoding of the DCT coefficients
is usually achieved by encoding the location and the amplitude of the non-zero
coefficients. Since in typical MC-DCT compression algorithms, up to 90% of the
available bit rate is used to encode the locations and the amplitudes of the non-zero DCT
coefficients, efficient encoding of the location and amplitude information is extremely
important for high quality compression.
A novel approach to encoding of the location and amplitude information, the
position-dependent encoding, is being examined. Position-dependent runlength encoding
and position-dependent amplitude encoding exploit the inherent differences in statistical
properties of the runlengths and amplitudes as a function of position within the 8x8 DCT
coefficient block. This novel method is being compared to the classical single-codebook
separate runlength and amplitude encoding, as well as to the single-codebook joint
runlength / amplitude encoding.
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Title: Professor of Electrical Engineering
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Chapter 1
Introduction
The objective of digital compression systems is to reduce the amount of
information available to them in order to transmit it or store it within a constrained
medium, while keeping the fidelity at an acceptable level. Video compression systems
used for transmission purposes, such as High Definition Television systems, have a very
constrained medium: bandwidth. Therefore, it is crucial to achieve the highest quality
possible within as few bits as possible. In typical MC-DCT compression schemes, the
quantized DCT coefficients take up to 90% of the bits. Efficient encoding of the DCT
coefficients is then of utmost importance to the quality of the compression, since any
improvement in the coding performance will yield significant improvements to the
overall system.
Before discussing the encoding of the quantized DCT coefficients in Chapter 2, it
is appropriate to begin, in this chapter, with a brief overview of video compression
systems.
Video Compression Systems
A typical video compression system consists of three distinct but interrelated
stages: representation stage, quantization stage, and encoding stage (Figure 1-1).
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The representation stage performs the necessary transformations on the incoming
video signal to minimize the correlation that exists along the three dimensions of the
signal (color, temporal, and spatial). The most commonly used transformations are: the
color space conversion from RGB (red, green, blue) to YUV (luminance and two
chrominance components); motion-compensated prediction along the temporal
dimension; and the 8x8 spatial-block Discrete Cosine Transform (DCT) from the spatial
domain of the video into the frequency domain.
Figure 1-1: A typical video compression system.
The quantization stage performs the actual selection and reduction of the
information content of the video, in order to enable digital transmission or storage within
the available bandwidth or memory. Usually incorporated within the quantization stage
is a model of the human visual system. For example, the human eye is more sensitive to
low-frequency quantization noise than to high-frequency quantization noise; therefore,
11
the low-frequency coefficients are quantized more finely then the high-frequency
coefficients.
The encoding stage converts the quantized coefficients into an outgoing bit stream
to be transmitted or stored. A variety of entropy coding schemes may be used, such as
Huffman coding or arithmetic coding, to minimize the average number of bits required
for coding of the quantized coefficients. A number of factors have led to Huffman coding
being the near-universal choice for image and video compression algorithms today.
For a description of general video compression approaches please refer to [1,2].
For an in-depth look at the techniques mentioned above see [3,4].
Constant Bit Rate Constraint
Video compression systems typically operate at either a constant quantization
level, such as assumed in Figure 1-1, or at a constant outgoing bit rate, in which case an
implementation as shown in Figure 1-2 is required. Compression systems with constant
quantization levels have a variable bit rate, while systems with a constant bit rate
constraint must incorporate adaptive quantization in order to keep the bit rate constant.
Many compression applications, and in particular most of the broadcast scenarios, have
the constant bit rate constraint. In these situations it is particularly important to perform
the adaptive quantization in such a manner as to maintain the highest video quality while
satisfying the constant bit rate constraint.
Adaptive quantization may be performed on either a frame by frame basis (global
buffer control), or on a block by block basis (local buffer control). The buffer keeps track
of the aggregate bit rate for the last few frames or blocks and tries to keep it within some
tolerable (predetermined) bounds around the target bit rate. If there is buffer overflow at
the current quantization level, the current frame or block is quantized more and more
coarsely until the aggregate bit rate falls within the predetermined bounds. Conversely, if
12
there is buffer underflow, the current frame or block is quantized more and more finely
until the aggregate bit rate falls within the predetermined bounds. Note that with a finite
number of quantization levels, the constant bit rate can be achieved only approximately.
Therefore, the bounds around the target bit rate are necessary as a decision criterion for
stopping the adaptive quantization process on the current frame or block.
Video
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Figure 1-2: A video compression system with a buffer and a feedback loop
added, in order to maintain a constant bit rate.
A possible implementation of a constant bit rate video compression system, such
as High Definition Television, is presented in Figure 1-3, integrating the techniques
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discussed so far in this chapter. The general scheme presented is the one used in both the
MIT/GI Channel-Compatible DigiCipher digital HDTV system [4], and the MPEG2
video coding standard [5,6].
.am
Figure 1-3: A constant bit rate video compression system, such as for HDTV.
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In typical applications of the constant-bit-rate video compression systems almost
90% of the available bit rate is used for coding the DCT coefficients (the rest being used
for motion vectors and overhead information). Therefore, a large gain in coding
efficiency can be obtained through better coding of the DCT coefficients. For that
reason, efficient coding of the DCT coefficients is highly important.
The next chapter (Chapter 2) explains the conventional approaches to coding of
the quantized DCT coefficients. A new scheme for encoding the DCT coefficients, the
position-dependent encoding (PDE), is presented in Chapter 3. Chapter 4 introduces
escape codes into the PDE. The results of comparisons to other encoding schemes are
summarized in Chapter 5 to illustrate the superior performance of the PDE scheme.
Finally, Chapter 6 presents conclusions as well as suggestions for further research.
The research presented was conducted specifically with HDTV in mind.
Therefore, this thesis concentrates on the compression of video, and incorporates methods
for coding both intra- and inter-mode DCT blocks. Considering that the coding of still
images involves only intra-mode DCT blocks, the results obtained in video coding are
immediately extendible to image coding.
Although the results to be presented are based on a compression scheme using the
Block DCT, the ideas developed are also applicable to any other compression scheme
based on a spatial-domain to frequency-domain transformation (e.g. wavelet transform,
subband transform). Furthermore, the general concepts are also applicable to other
compression applications, such as speech or audio.
15
Chapter 2
Conventional Coding Approaches
The encoder in Figure 1-3 receives a sequence of 8x8 blocks of quantized DCT
coefficients, such as the one in Figure 2-1. In typical video compression applications,
and specifically in HDTV, most of the DCT coefficients in a block are quantized to zero,
therefore, producing a sparse 8x8 matrix. An efficient way to encode the information
contained in a sparse matrix is to encode the location and amplitude of only the non-zero
coefficients.
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Figure 2-1: An example 8x8 block of quantized DCT coefficients. Non-zero
coefficients are shaded. k1 is the horizontal frequency, k2 the vertical frequency; DC
is in the bottom left corner.
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Zigzag Scanning and Runlength Coding
One of the most frequently used approaches to encoding the location and
amplitude information is illustrated in Figure 2-2. The quantized coefficients are ordered
into a one-dimensional vector, such as through zigzag scanning of the block, starting at
coefficient (0,0) (i.e. DC), and finishing at coefficient (7,7). The locations of the non-
zero coefficients are described by encoding the runlengths, that is the runs of zero
coefficients between the subsequent non-zero coefficients in this particular ordering of
coefficients. The first coefficient after a non-zero coefficient is considered the starting
position of the appropriate runlength. In addition, the amplitudes of non-zero coefficients
are encoded.
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Figure 2-2: Zigzag scanning of the DCT block and ordering of the quantized
coefficients. The scan starts at DC (0,0) and ends at (7,7).
For example, the sequence of events to be encoded in Figure 2-2 is:
(1) runlength 0;
(2) amplitude of (0,0) coefficient;
(3) runlength 0;
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(4) amplitude of (1,0) coefficient;
(5) runlength 50;
(6) amplitude of (6,4) coefficient; and
(7) EOB (End of Block) "runlength".
The EOB event signifies that there are no more non-zero coefficients in this block.
Although EOB is technically not a runlength, it is treated as such for coding purposes.
The above scheme is, actually, used for the inter-mode blocks only. In the intra-mode
blocks the amplitude of the DC coefficient is always coded since it is almost never zero.
So, if the block in Figure 2-2 were an intra-mode one, the sequence of events to be
encoded would be the following:
(1) amplitude of (0,0) coefficient;
(2) runlength 0;
(3) amplitude of (1,0) coefficient;
(4) runlength 50;
(5) amplitude of (6,4) coefficient; and
(6) EOB.
Huffman Coding
In order to minimize the average bit rate, encoders in typical compression systems
use Huffman codebooks. Huffman codes are a type of entropy codes [1], where variable
length codewords are used. Huffman codes exploit the statistics of the data to be encoded
by assigning shorter codewords to the events that are more likely, and longer codewords
to the events that are less likely. The probability distributions that are necessary for
creating the Huffman codebooks are usually obtained by collecting the relevant statistics
from a set of video sequences (the training set).
18
Separate and Joint Huffman Codebooks
The runlengths and amplitudes can be treated as separate events, in which case
one codebook is used to encode the runlengths, and another codebook is used to encode
the amplitudes. This approach is henceforth referred to as the separate coding of
runlengths and amplitudes. Obviously, both codebooks are one-dimensional.
On the other hand, a runlength and the following amplitude can be treated jointly
as a single event, in which case only one codebook is needed. However, this codebook is
two-dimensional. The advantage of the joint coding approach (which is the MPEG2
standard [5]) is that it exploits the correlation between a runlength and the following
amplitude. As will be illustrated in Chapter 3, short runlengths are usually followed by
large amplitudes, and, conversely, long runlengths are usually followed by small
amplitudes.
Differences in Statistics and Motivation for PDE
In typical video low-frequency components usually have higher energy than the
high-frequency components. Also, because of the properties of the human visual system
that are incorporated within the quantization stage (see discussion in Chapter 1), the
compression scheme places more importance on the low-frequency DCT coefficients than
on the high-frequency DCT coefficients. As a consequence of these two factors, the non-
zero quantized coefficients are usually concentrated in the low-frequency region of the
8x8 blocks, and are very sparse throughout the high-frequency region. Therefore, it is
very likely, that in the zigzag ordering of the DCT coefficients, a low-frequency non-zero
coefficient is followed by another non-zero coefficient, producing a 0 runlength, as in the
example of Figure 2-2. Conversely, the most likely event after a high-frequency non-zero
coefficient is EOB (i.e. no more non-zero coefficients).
19
Because of the finer quantization of the low-frequency DCT coefficients, as well
as because of the fact that they have higher energy to begin with, they may have large
amplitudes. In the high-frequency region, the coefficients have generally smaller energy
and are quantized more coarsely, and, therefore, are most likely small.
The position-dependent encoding scheme, that is to be discussed in Chapter 3,
exploits the differences in statistics of runlengths and amplitudes as a function of
frequency (i.e. the position in the 8x8 block), as mentioned above. The two schemes
described previously in this chapter (single-codebook separate and single-codebook joint
runlength and amplitude encoding) do not exploit these inherent differences in statistics,
since the codebooks they use are designed based on the average statistics of all the non-
zero quantized DCT coefficients in the block. In essence, the single-codebook schemes
are designed to perform reasonably well everywhere in the block.
Although the position-dependent encoding approach to be discussed is developed
as an extension of separate encoding of runlengths and amplitudes, the idea behind it is
equally applicable to developing a position-dependent extension of joint encoding of
runlengths and amplitudes.
20
Chapter 3
Position-Dependent Encoding
The position-dependent encoding (PDE) is developed on the basis of the separate
coding of runlengths and amplitudes. The PDE introduces multiple codebooks based on
the starting position of the runlength, or the position of the non-zero coefficient, in order
to exploit the differences in range and statistics of runlengths and amplitudes as a
function of their position in the block [7,8]. The runlength encoding and the amplitude
encoding are discussed in Section 3.1 and Section 3.2, respectively. Section 3.3 discusses
the differences in statistics between the intra-mode blocks and the inter-mode blocks, as
well as between the luminance component and the chrominance components.
3.1 Position-Dependent Runlength Encoding
Position-dependent runlength encoding exploits the differences in range and
statistics of the runlengths as a function of the starting position of the runlength within
the 8x8 block. The differences are illustrated using Figure 3-1.
Because the compression system places more importance on low-frequency DCT
coefficients, the non-zero quantized coefficients are concentrated in the low-frequency
region. Therefore, it is very likely that a non-zero low-frequency coefficient (such as
DC) will be followed by another non-zero coefficient (i.e. coefficient (1,0)), resulting in 0
runlength. If this were an intra block, the above runlength would be the first runlength
21
event. If it were an inter block, it would be the second runlength event, with the first
runlength event being a 0 runlength as well (since the first non-zero coefficient is at DC).
A high-frequency coefficient, such as (6,4), is most likely the last non-zero coefficient of
the block, therefore it most likely followed by an EOB "runlength". As was explained in
Chapter 2, although EOB is not a runlength, it is treated as such for coding purposes, and
is, therefore, an entry in the runlength codebooks.
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Figure 3-1: Statistics of the runlengths depend on their starting position
within the block.
The range of runlengths possible at a certain starting position depends on where
that starting position is within the zigzag order. For example, the runlengths starting at
position (1,0) (i.e. after the non-zero DC coefficient) can be anywhere between 0 and 62.
The runlengths starting at position (7,3) (i.e. after the non-zero coefficient at (6,4)) can be
between 0 and 10. EOB is of course a possibility after either of the two non-zero
coefficients mentioned above. So, even if a uniform encoder (i.e. an encoder with
uniform-length codeword assignment) were used, the number of bits necessary to encode
all the runlength possibilities (i.e. the length of the uniform-length codewords) would
decrease as a function of the position within the block. For the runlengths starting at first
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32 positions in the zigzag ordering, 6 bits are required to encode all the possibilities
distinctly, while for the next 16 starting positions only 5 are needed, and so on.
These observations lead to the idea of using one codebook for coding the
runlengths starting at position (1,0) and another codebook for coding the runlengths
starting at (7,3). In fact, the whole 8x8 block can be partitioned into regions which use
different codebooks. The coefficients are grouped based on the similarities in statistics of
the runlengths starting at those positions. An example assignment of codebooks is shown
in Figure 3-2. The runlengths starting at the positions marked with identical patterns
share codebooks.
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Figure 3-2: An example assignment of runlength codebooks.
3.2 Position-Dependent Amplitude Encoding
Position-dependent amplitude encoding exploits the differences in statistics of
amplitudes of the non-zero quantized DCT coefficients as a function of their position
within the 8x8 block. The differences are illustrated using Figure 3-3.
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The video compression system places more importance on the low-frequency
coefficients than on the high-frequency coefficients, i.e. the low-frequency coefficients
are more finely quantized than the high-frequency ones. Also, the low-frequency
coefficients typically have higher energy than the high-frequency coefficients to begin
with. Therefore, the vast majority of the non-zero quantized high-frequency coefficients
has small amplitudes, as opposed to the low-frequency coefficients, which may have
large as well as small amplitudes. For example, the coefficient (0,0) may be large as well
as small, while the coefficient (6,4) is most likely going to be small.
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Figure 3-3: Statistics of the amplitudes depend on their position within the block.
This observation leads to the idea of using one codebook for coding the
amplitudes at (0,0), and another one for coding the amplitudes at (6,4). In fact, the whole
8x8 block can be partitioned into regions which use different codebooks. The
coefficients are grouped based on the similarities in statistics of amplitudes of the non-
zero quantized DCT coefficients at those positions. An example assignment of
codebooks is shown in Figure 3-4. The non-zero quantized DCT coefficients at positions
marked with identical patterns share codebooks.
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Figure 3-4: An example assignment of amplitude codebooks.
3.3 Intra vs. Inter and Luminance vs. Chrominance
The runlength and amplitude statistics do not only depend on their position in the
8x8 quantized DCT coefficient block, but also on what type of block they come from.
The statistics are different depending on whether the block is intra-mode or inter-mode,
and whether it is in the luminance component (Y) or in one of the chrominance
components (U or V).
The non-zero quantized DCT coefficients in the intra blocks are highly
concentrated in the low-frequency regions of the blocks. The inter blocks, on the other
hand, correspond to the MC-prediction residual, so they tend to have significant mid- and
high-frequency content, as well as low-frequency content. Consequently, the coefficients
are spread more evenly and sparsely throughout the block. Obviously, this results in
significantly different runlength and amplitude statistics in intra and inter blocks.
25
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Significant differences also exist between the luminance and chrominance
components. Since the human visual system has a reduced frequency response to the
chrominance components as opposed to the luminance component, typical compression
systems low pass filter and subsample the chrominance by a factor of 2 along both spatial
directions (4:1:1 subsampling). This operation results in different statistics for the
runlengths and amplitudes for the chrominance as compared to the luminance. The two
chrominance components have similar statistics.
These observations motivate introduction of different sets of codebooks for each
of the following four types of blocks for both runlengths and amplitudes: intra Y, intra
UV, inter Y, and inter UV.
It is interesting to note that the 4:1:1 subsampling results in four luminance blocks
for every two chrominance blocks (one block for each of the two chrominance
components). Most of the bit rate is then occupied by the luminance bits. This fact
suggests that exploiting differences in statistics in luminance blocks is more important
then exploiting the analogous differences in the chrominance blocks, since the potential
overall gain is higher for the luminance. As will be discussed in Chapter 5 and illustrated
in Appendix A, more codebooks are used for coding of the luminance component than for
coding of the chrominance components exactly because of the higher importance of the
luminance component in the bit rate.
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Chapter 4
Practical Considerations
An escape code is a sequence of bits introduced into the bitstream to signify that
the following event is not coded using a codeword from a Huffman codebook, but using a
corresponding uniform-length codeword. There are two practical issues that motivate the
introduction of escape codes. The first issue is the fact that both the complexity of the
implementation and the size of the memory required to store the codebooks increase
dramatically for the PDE approach as compared to the two single-codebook approaches.
The increase in the complexity and the memory requirement are due to the increased
number of codebooks used in the PDE.
The second issue is the inability to come up with the perfect set of runlength and
amplitude statistics. Namely, the statistics used to design the Huffman codebooks are
collected from a training set of sequences. An event that did not occur in the training set
will end up with an exceedingly long Huffman codeword. As long as the test sequences
conform to the statistical model used to design the Huffman codebooks, the scheme
performs well. However, if an event that is deemed unlikely by the Huffman codebook
actually occurs, the scheme performs poorly (i.e. the local bit rate increases dramatically).
This of course can happen with the single-codebook encoding as well. However, the
probability is higher for the PDE scheme since the same amount of training data is
divided up between different codebooks. In a smaller data set there are more events that
do not occur at all, so there are more events the PDE performs poorly on.
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In theory, neither memory availability (cost) nor the finiteness of the training data
set is an issue. However, since the ultimate purpose of a video compression system is its
application, these issues need to be dealt with.
The two issues discussed above suggest two different approaches to determining
the escape codes and selecting the events to be escape coded. The two approaches will be
discussed next. The first approach tries to solve the problem of the exceedingly long
codewords, while the second one tackles the problem of the increased complexity and the
increased memory requirement.
4.1 Limiting the Codeword Length
The second problem, i.e. the inability of a finite training set to predict the relative
probabilities of all possible events, has as a consequence that the PDE scheme performs
poorly when those events that were not predicted occur (the corresponding codewords are
exceedingly long). Therefore, the codeword length of such unlikely events needs to be
limited.
One approach is to consider the uniform-coder codeword length the benchmark
which determines which events are to be escape coded and which ones are not. If a
codeword for an event is longer than that benchmark length, the event is to be escape
coded, and vice versa. The aggregate probability of all events that are to be escape coded
determines the escape sequence. Since this process changes the codeword assignments
for even the non-escape-coded events, there may be additional events in the new
codebook with codewords longer than the benchmark. Therefore, the procedure is
repeated until all non-escape-coded events have codewords shorter or equal to the
benchmark length. Hence, the events are ultimately divided into two categories: the first
category are the events that are entropy (Huffman) coded and that have variable length
codewords not longer than the codewords in the uniform coder; the second are the events
28
that are coded with the escape code followed by their corresponding uniform-coder
codeword.
Although this scheme for determining the escape codes is iterative and therefore
complex, determination of escape codes and codebooks happens only once, so the
complexity is irrelevant.
4.2 Limiting the Codebook Size
The problems of the increased complexity and the increased memory requirement
are most easily solved by limiting the codebook size. Once the number of entries in the
codebooks (i.e. the size of the codebooks) is chosen, that many events are selected to be
entropy encoded and all other events are escape coded. The events to be entropy coded
could either be the few most likely events, or, to keep the implementation simple, the first
few events in the ordering used.
The aggregate probability of events to be escape coded determines the escape
code. This process changes the codeword assignments for even the events that are not
escape coded. However, since the constrain is the number of entries in the codebooks
and not the length of the codewords, the procedure does not need to be repeated. The
code for the escape-coded events is comprised of the escape code followed by the
appropriate uniform-coder codeword. This approach is much simpler than the approach
discussed in Section 4.1 since it is a one-step procedure.
In the case that the first few events in a regular codebook are picked to be entropy
coded the complexity of the implementation is smaller than if the few most probable
events are picked to be entropy coded. If the first few events in this particular ordering
are also the most likely ones (at least most of the time) only little performance is
sacrificed as compared to always selecting the most likely events to be entropy coded.
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Chapter 5
Results
This chapter presents the results of comparisons of the position-dependent
encoding approach to the single-codebook separate and joint encoding approaches. First,
though, is Section 5.1 which describes in detail the experiments performed.
5.1 Experimental Setup
The different encoding approaches were all implemented within the same CCDC-
like compression system [4]. The compression algorithm used was based, as illustrated in
Figure 5-1, on motion-compensated prediction and 8x8 spatial-block DCT. Adaptive
quantization was performed on the basis of MPEG2-prescribed weighting tables [5]. An
equal number of bits was assigned to both intra (I) and predicted (P) frames. No
bidirectionally-predicted (B) frames were used. Video was progressively refreshed at the
rate of 3 entire frames per second, as described in [4].
Bit Rate Considerations
The bit rate was nominally 0.35 bits/pixel. Constant bit rate was maintained using
global buffer control. However, as will be obvious from Figures 5-2, 5-3, 5-4, and 5-5,
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the actual bit rate fluctuated around the 0.35 bits/pixel mark. There were two causes of
these fluctuations.
RGB -> YUV
MC - Prediction
8x8 Spatial Block DCT
weaI -
_I Adaptive I
DCT coefficients
Quantization I
~'~~~~~~
Quantized DCT coefficients
.
nof Buffer / Estimator:
\ Constant Bit Rate? J
_O
______jyes
Bitstream
Huffman -
Encoding
Figure 5-1: The compression system used for comparison of the encoding schemes. The
Buffer/Estimator performs a quick estimate of the number of bits needed to encode a frame at
the current quantization level.
31
Video
I
First, the actual buffer control was achieved by quickly estimating the bit rate at a
particular quantization level, instead of actually computing the exact number of bits
needed to encode a frame at a different quantization level in each new iteration. The
shortcut was taken because of the much improved efficiency in computing the quantized
coefficients. The estimator used tended to underestimate the bit rate.
Second, the global (frame by frame) buffer control used in the compression
system does not exploit the bit rate available as efficiently as the local (block by block)
buffer control. Therefore, there tends to be a fraction of the bit rate left unused when the
global control is used. This decreases the bit rate.
As can be seen from the bit rates achieved by using single-codebook separate or
single-codebook joint encoding (Tables 5-2, 5-3, 5-4, 5-5), 9 out of 12 sequences had bit
rates higher than the nominal 0.35 bits/pixel, while the other 3 have bit rates only slightly
below the nominal bit rate. It can then be concluded that the first cause of the bit rate
fluctuations dominated.
Comparison Basis
In order to pinpoint the differences in performance caused by the different
runlength and amplitude encoding schemes, a common Intra DC coding scheme was
chosen. In this particular implementation the Intra DC coefficient was encoded using a
DPCM (Differential Pulse Code Modulation) scheme. This was necessary since the
CCDC system [4] and the MPEG2 system [5] use different approaches to encoding the
Intra DC coefficient, although both always encode it, as was mentioned in Chapter 2.
Actually both systems use a version of the DPCM scheme, but with different
implementation details. The basis of comparison is then the encoding of all coefficients
other than Intra DC.
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Sequences and Codebooks
The quantized DCT coefficient statistics were collected from 12 different video
sequences, all of them progressively scanned. Six of these were 60 Hz camera video
sequences obtained from Zenith (sequences 1-6), another four were 24 Hz film sequences
obtained from Kodak and coded at 60 frames/second (sequences 7-10), while two were
synthetically generated (zoom and pan) at MIT from stills obtained from Kodak
(sequences 11 and 12). Other characteristics of the video sequences used are summarized
in Table 5-1.
Table 5-1: Summary of the characteristics of the sequences used in training and testing.
source 60 Hz Video 24 Hz Film Synthetic
sequence 1 2 3 4 5 6 7 8 9 10 11 12
vertical resolution 720 720 720 720 720 720 704 880 880 880 512 720
horizontal resolution 1024 11024 11024 11024 11024 11024 1200 1200 1200 1200 512 1024
numberofframes used 10 10 10 10 10 10 8 10 10 10 20 20
The Huffman codebooks were trained based on the set of runlength and amplitude
statistics obtained as a weighted sum of the individual statistics of the twelve sequences.
The tests were performed on the same twelve sequences. The results are summarized in
the following sections.
5.2 The Ultimate Position-Dependent Encoding
If the position-dependent encoding approach is taken to its extreme, every DCT
coefficient should have its own codebook. Theoretically, having the Huffman codebooks
trained to the most local of the statistics, should produce coding performance superior to
any other distribution of codebooks. Given the finite training set, the ultimate PDE
should perform the best, at least, on average.
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A total of 254 codebooks were used for runlength coding: 63 codebooks for
coding of the Intra luminance component (Y) runlengths, 63 codebooks for Intra
chrominance components (UV) runlengths, 64 for Inter Y runlengths, and 64 for Inter UV
runlengths. Similarly, 254 codebooks were used for amplitude coding: 63 codebooks for
each Intra Y amplitudes and Intra UV amplitudes, and 64 codebooks for each Inter Y and
Inter UV amplitudes. Since Intra DC coefficients are not coded using the PDE, as noted
in Section 5.1, only 63 codebooks are used for intra blocks, as opposed to 64 used for
inter blocks.
The performance results are summarized in Table 5-2 and Figure 5-2. The
bit/pixel rates shown are the ratio of the total number of bits used for encoding a
particular video sequence to the total number of pixels in that sequence (i.e. the number
of frames multiplied by the horizontal and vertical resolutions). The performance of the
PDE is presented in terms of the percentage decrease of the bit/pixel rate of the PDE over
the two single-codebook encoding schemes. All tests were, of course, done on the exact
same sets of quantized DCT coefficients. Figures 5-2 (a)-(i) graph the bit/pixel rates for
intra and inter block runlengths and amplitudes, both individually and for various totals.
As the plots and table indicate, the largest improvement was achieved in coding
the intra-block runlengths, while the smallest improvement was achieved in coding the
inter-block amplitudes. In general, runlength coding yields a larger decrease in the bit
rate than amplitude coding. Since runlengths occupy more than 60% of the total bit rate,
this is advantageous. The coding of intra blocks yields a larger improvement then does
the coding of inter blocks. However, since intra blocks occupy less than 30% of the bit
rate, this does not produce any advantage.
The ultimate PDE performs better then either of the single-codebook schemes for
all twelve sequences. However, as can be seen from Figure 5-2 (i), the differences
between the PDE and the joint encoding vary widely across sequences. The average total
decrease in the bit rate achieved with the PDE when compared to the single-codebook
34
separate encoding is 6.6%. The average total decrease in the bit rate achieved with the
PDE when compared to the single-codebook joint encoding is 6.2%, only slightly lower
than the 6.6% decrease.
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Figure 5-2: The Ultimate PDE vs. single-codebook separate and joint encoding: (a) Intra
Runlengths, (b) Inter Runlengths.
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(c) Intra Amplitudes
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Figure 5-2: (continued) The Ultimate PDE vs. single-codebook separate and joint encoding:
(c) Intra Amplitudes, (d) Inter Amplitudes.
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Figure 5-2: (continued) The Ultimate PDE vs. single-codebook separate and joint encoding:
(e) Runlengths Total, (f) Amplitudes Total.
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Figure 5-2: (continued) The Ultimate PDE vs. single-codebook separate and joint encoding:
(g) Intra Total, (h) Inter Total.
40
n LOn ') -H 0
0 0 0 . 0 C 0
0 0 0 0
T9xTd / sq
___ -- single-codebook separate encoding
position-dependent encoding
........ single-codebook joint encoding
Figure 5-2: (continued) The Ultimate PDE vs. single-codebook separate and joint encoding:
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5.3 The Proposed Position-Dependent Encoding
A total of 508 codebooks was used for the ultimate PDE scheme discussed in
Section 5.2. Considering the memory requirement, the scheme with this many codebooks
is absolutely impractical. Therefore, it is imperative to decrease the number of
codebooks by having the coefficients share codebooks.
A decrease in the number of codebooks also means decrease in the coding
benefits of the PDE. But the two are not necessarily commensurate. As the results
presented in this section show, it is still possible to get most of the performance gain with
significantly fewer codebooks.
The proposed PDE scheme, also described in [7], uses 94 codebooks for runlength
coding: 31 for Intra Y runlengths, 15 for Intra UV, 32 for Inter Y, and 16 for Inter UV. A
total of 14 amplitude codebooks was distributed in the following manner: 3 for each Intra
Y and Intra UV, and 4 for each Inter Y and Inter UV. The exact pattern for the codebook
selection is included in Appendix A. Since improving runlength coding is of greater
importance than improving amplitude coding (as noted in Section 5.2), many more
codebooks of the total 108 have been devoted to runlengths than to amplitudes. An
(almost) equal number of codebooks was assigned to both the intra and inter blocks.
While the intra blocks yield larger relative improvement with the same number of
codebooks than the inter blocks, the inter blocks are more important since they occupy
more bit rate. Each intra block was assigned one codebook less than the corresponding
inter block because, while Inter DC had its own codebook, Intra DC was not coded using
the PDE.
The results for the proposed PDE scheme are summarized in Table 5-3 and
Figures 5-3 (a)-(i). The proposed PDE performs better than both the single-codebook
separate encoding (by 6.1%), and the single-codebook joint encoding (by 5.8%). As can
be seen by comparing these results to the ones of Section 5.2, the 108-codebooks PDE
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actually outperforms the 508-codebooks PDE on 5 out of 12 sequences. Also, note that
the performance gain in coding the amplitudes is virtually unchanged: 3.8% improvement
with the 508-codebook scheme, and 3.7% improvement with the 108-codebook scheme.
On average the ultimate PDE still performs better by a difference of 0.5%. However, the
sacrifice of a half of a percent out of over 6% is minor compared to the reduction in the
number of codebooks used.
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Figure 5-3: The Proposed PDE vs. single-codebook separate and joint encoding: (a) Intra
Runlengths, (b) Inter Runlengths.
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(c) Intra Amplitudes
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Figure 5-3: (continued) The Proposed PDE vs. single-codebook separate and joint encoding:
(c) Intra Amplitudes, (d) Inter Amplitudes.
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Figure 5-3: (continued) The Proposed PDE vs. single-codebook separate and joint encoding:
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Figure 5-3: (continued) The Proposed PDE vs. single-codebook separate and joint encoding:
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Figure 5-3: (continued) The Proposed PDE vs. single-codebook separate and joint encoding:
(i) Total.
49
Hrq
0o
'-a
0h
amc
0
6qU1
t Vm
d)
m
CuID JJ
us)
eq
5.4 The Position-Dependent Encoding with Escape
Codes Limiting the Codeword Length
The finite training set cannot predict the probabilities of all possible runlength and
amplitude events. The events that did not occur within the training set then have
exceedingly long codewords in the Huffman codebooks. Those events could occur in
new sequences, however, and in that case the PDE would perform poorly. In order to
prevent that from happening, codeword length needs to be limited by introducing the
escape codes. In this section escape codes were created using the approach described in
Section 4-1. A sample codebook with escape codes is included in Appendix B.
The performance results for the 108-codebooks PDE with escape codes chosen in
the above manner are summarized in Table 5-4 and Figures 5-4 (a)-(i). As can be seen
from the material included, the performance improvement of the proposed PDE is
diminished by a difference of about 3% (3.8% improvement over separate encoding and
2.8% improvement over joint encoding). The gain over the single-codebook encoding
approaches has diminished to half of its original value. Although, the PDE scheme with
escape codes still performs better, on average, than either of the other two approaches, it
actually performs worse than single-codebook joint encoding on 5 out of 12 sequences.
Henceforth, there is not much motivation to use the PDE scheme with escape codes
limiting the codeword length over the single-codebook approaches, especially the joint
encoding scheme.
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Figure 5-4: The PDE with Escape Codes limiting the codeword length vs. single-codebook
separate and joint encoding: (a) Intra Runlengths, (b) Inter Runlengths.
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Figure 5-4: (continued) The PDE with Escape Codes limiting the codeword length vs. single-
codebook separate and joint encoding: (c) Intra Amplitudes, (d) Inter Amplitudes.
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Figure 5-4: (continued) The PDE with Escape Codes limiting the codeword length vs. single-
codebook separate and joint encoding: (e) Runlcngths Total, (1) Amplitudes Total.
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Figure 5-4: (continued) The PDE with Escape Codes limiting the codeword length vs. single-
codebook separate and joint encoding: (g) Intra Total, (h) Inter Total.
55
0LO Ln C) H I Ln 0
0 C) 0 0
ITxTd / sqTq
___ -- single-codebook separate encoding
position-dependent encoding
........ single-codebook joint encoding
Figure 5-4: (continued) The PDE with Escape Codes limiting the codeword length vs. single-
codebook separate and joint encoding: (i) Total.
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5.5 The Position-Dependent Encoding with Escape
Codes Limiting the Codebook Size
It was pointed out in Section 5-3, as well as Section 4-2, that memory is an
important constraint. To further decrease the memory needed and to simplify the
implementation, the number of entries in each codebook was limited to a preselected
number.
In the experiments presented here the number of entries in both runlength and
amplitude codebooks was set at fifteen, with an additional entry for the escape codes.
The first fifteen entries of the complete codebook (i.e. one that was not limited by the
number of entries) were kept in the new codebook, while all others were escape coded. A
sample codebook is shown in Appendix B.
The performance results for the 108-codebook PDE with escape codes chosen in
the above manner are summarized in Table 5-5 and Figures 5-5 (a)-(i). Of course, the
PDE with escape codes chosen to limit the codebook size performs worse than the PDE
without escape codes (by a difference of 1.8% in the performance gain). However, it still
performs better than either of the two single-codebook approaches both on average (4.3%
improvement over the single-codebook separate encoding, and 3.9% improvement over
the single-codebook joint encoding) and sequence by sequence. The approach taken here
performs much better than the escape coding approach taken in Section 5-4, despite its
simplicity. If the specific coding application requires that escape codes are introduced
into the PDE scheme, then, this is the approach to be taken.
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Figure 5-5: The PDE with Escape Codes limiting the codebook size vs. single-codebook
separate and joint encoding: (a) Intra Runlengths, (b) Inter Runlengths.
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Figure 5-5: (continued) The PDE with Escape Codes limiting the codebook size vs. single-
codebook separate and joint encoding: (c) Intra Amplitudes, (d) Inter Amplitudes.
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Figure 5-5: (continued) The PDE with Escape Codes limiting the codebook size vs. single-
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Figure 5-5: (continued) The PDE with Escape Codes limiting the codebook size vs. single-
codebook separate and joint encoding: (g) Intra Total, (h) Inter Total.
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Figure 5-5: (continued) The PDE with Escape Codes limiting the codebook size vs. single-
codebook separate and joint encoding: (i) Total.
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Chapter 6
Conclusions and Future Research
Comments and Reservations
A couple of comments in regard to the tests performed are in order. Most
importantly, the appropriate performance test should be (1) to train the codebooks with
one set of sequences and (2) to examine the performance on another set of different
sequences. This is the desired test, since it best emulates the training and running of an
eventual encoder. However, the results presented here, as was already pointed out in
Section 5-1, were obtained by testing the encoding scheme on the same set of sequences
that was used for training of the codebooks. During the testing, the goal was to produce
the best set of codebooks given the sequences that were available. Therefore, all the
video sequences available were used for the training and then for the testing. The end
result is that the PDE bit rates listed may be optimistic as compared to what would be
achieved in an actual coding environment.
The PDE and the single-codebook separate encoding were both trained and tested
in the exact same manner (i.e. with the same 12 sequences), and therefore the
comparison between the two is entirely valid.
As far as the comparison between the PDE and the single-codebook joint
encoding is concerned, two reservations are in order. First, while the PDE codebooks
were optimized for the test sequences, the joint encoding codebooks were not (since they
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were prescribed by the MPEG2 standard [5]). Second, the MPEG2 codebooks were
designed with the use of the B frames as well as the I and P frames. As was already
pointed out in Section 5-1, no B frames were used in tests performed here. Of course, the
PDE approach could be extended to include additional codebooks specifically designed
for B frames.
To conclude, while the absolute bit rate numbers for the PDE may be optimistic,
the comparison between the PDE and the single-codebook separate encoding is entirely
valid, and the comparison between the PDE and the single-codebook joint encoding
should be observed while keeping the two reservations mentioned above in mind.
The Importance of the Results
The results obtained are of great significance. The average reduction in the bit
rate obtained by using the proposed PDE is about 6% (4% for the PDE with escape
codes). Typical HDTV bit rates are 20 Mbits/second, with the quantized DCT
coefficients occupying about 18 Mbits/second. That means that the proposed PDE
produces average savings of over 1 Mbit/second (over 0.7 Mbits/second for the PDE with
escape codes).
These are substantial savings, especially in an application where there is a hard
limit on the amount of the medium (bandwidth) available. In HDTV it is of utmost
importance to compress the data as much as possible while preserving an acceptable
video quality. Therefore, a lossless scheme that reduces the bit rate, such as the PDE, is a
great asset. The extra bits available with the PDE (1 Mbit/second) can be used for
improving the video quality, or for additional services (such as additional audio channels,
or data services). As a matter of fact, 1 Mbit/second is an equivalent of 8 independently-
coded CD-quality audio channels [4].
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Broad Applicability of the PDE
As was already suggested in Chapter 1, the results obtained using the PDE in a
video compression context are immediately extendible to an image compression context.
Namely, the PDE already provides for coding of the intra-mode blocks, which is the only
type of blocks present in image compression. Moreover, the percentage decrease in the
bit rate should be even larger for image coding than for video coding. It was discussed in
Section 5.2, and can be seen from the results reported in Sections 5.3, 5.4, and 5.5 as
well, that intra-mode blocks yield consistently larger performance improvement than do
inter-mode blocks. The expected decrease in the bit rate in an image coding environment
of the PDE over the single-codebook separate encoding should be about 10% based on
the Intra block results from Section 5.3.
The position-dependent encoding presented in this thesis was developed as an
extension of the separate runlength and amplitude encoding approach. The idea of
introducing multiple codebooks is equally applicable to the joint runlength / amplitude
encoding approach. In the position-dependent joint encoding approach each runlength /
amplitude event would select a codebook based on the starting position of the run.
Differences in statistics as a function of position of the joint runlength / amplitude events
are a simple extension of the differences in statistics of the separate runlength and
amplitude events discussed in Chapters 2 and 3. In the low-frequency region of a
quantized DCT coefficient block, the most likely event is a short runlength followed by a
large amplitude. In the high-frequency region the most likely event is a long runlength
followed by a small amplitude. Given that the joint encoding codebooks are two-
dimensional and, therefore, large and complex, the possibility of having many such
codebooks may seem overwhelming. However, introduction of escape codes would solve
the problems by limiting the codebooks only to a small number of entries.
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The compression scheme, within which the PDE approach was tested, was based
on the Block DCT. The idea of using multiple codebooks, based on the position of the
coefficient to be encoded on a frequency-domain grid, can be applied to any compression
scheme using a spatial-domain to frequency-domain transformation (e.g. wavelet
transform, subband transform). Moreover, it is adaptable to other compression
applications, such as audio, or speech.
Future Research
The immediate goal of future research should be to perform the tests suggested at
the beginning of this chapter, i.e. to test the PDE codebooks on a set of sequences
different than the training set. Also, both the PDE and the joint encoding codebooks
should be trained on the same set of sequences.
Open to further investigation is the important problem of fully describing the
trade-off between the number of codebooks and performance. The parameters would not
only be the total number and size of the codebooks, but also the distinction between intra
and inter blocks, the luminance and the chrominance, progressive and interlaced
scanning, different sequence sources, etc. These questions are intimately tied to the
implementation issues, but possibly some general conclusions can be drawn, and
guidelines established for finding an optimal trade-off. The optimality of a trade-off,
however, is also ultimately defined by the constraints of a specific application.
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Appendix A
Distribution of Codebooks for the
Proposed Position-Dependent Encoding
This appendix contains the exact distribution of codebooks for coding of both
runlengths and amplitudes for the Proposed PDE scheme, as described in Section 5.3.
The codebook distribution is, of course, the same for the PDE scheme with escape codes
introduced to limit the codeword length (described in Sections 4.1 and 5.4), and the PDE
scheme with escape codes introduced to limit the codebook size (described in Sections
4.2 and 5.5).
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Figure A-i: Distribution of runlength codebooks for the Proposed PDE scheme
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Figure A-1: (continued) Distribution of runlength codebooks for the Proposed PDE
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Figure A-2: (continued) Distribution of amplitude codebooks for the Proposed
PDE scheme for: (d) Inter UV amplitudes.
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Appendix B
Sample Codebooks
This appendix contains a sample codebook for the Proposed PDE scheme, as well
as for the two PDE schemes with escape codes. The sample codebook included for the
three schemes is runlength codebook 16 (see Figure A-i). Note that because of the
position of this particular codebook, runlengths of 40 through 63 are not possible.
Therefore, the only events that have codewords are EOB and runlengths 0 through 39.
As discussed in Section 4.1, in the final codebook for the PDE with escape codes
limiting the codeword length (see Table B-2) there are no entries with codewords longer
than the uniform-coder codeword length (in this case 6). In the codebook for the PDE
with escape codes limiting the codebook size (see Table B-3) there are a total of 16
entries (15 runlengths and the escape code). In both cases the bit sequences for the
escape-coded events consist of the escape code followed by the appropriate uniform-
coder codewords.
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Table B-I: Runlength codebook 16 for the Proposed PDE. No escape codes used.
Runlength# of bits codeword
EOB 4 1111
0 1 0
1 3 110
2 4 1011
3 4 1001
4 5 11100
5 5 10000
6 7 1110110
7 7 1010110
8 6 100010
9 7 1110111
10 6 100011
11 6 101010
12 6 101000
13 6 111010
14 8 10101110
15 8 10100101
16 9 101001111
17 9 101001001
18 9 101001110
19 9 101001101
20 10 1010111101
21 10 1010010000
22 10 1010111110
23 10 1010011000
24 10 1010111100
25 10 1010010001
26 12 101011111110
27 13 1010111111110
28 12 101011111101
29 12 101001100111
30 11 10100110010
31 12 101011111100
32 13 1010111111111
33 19 1010011001100100001
34 13 1010011001101
35 19 1010011001100100000
36 15 101001100110011
37 14 10100110011000
38 19 1010011001100100011
39 19 1010011001100100010
40 - 63 not possible
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Table B-2: (a) Runlength codebook 16 for the PDE with Escape Codes introduced to limit the
codeword length. (b) Complete list of all possible runlength events with their respective bit
sequences.
(a) (b)
Runlength I # of bits Icodeword
EOB 4 1111
0 1 0
1 3 110
2 4 1011
3 4 1000
4 5 11100
5 6 111011
8 6 100100
10 6 100101
11 6 100111
12 6 100110
13 6 111010
Escape code 4 1010
Runlength # of bits Icodeword
EOB 4 1111
0 1 0
1 3 110
2 4 1011
3 4 1000
4 5 11100
5 6 111011
6 10 1010 + 000110
7 10 1010 + 000111
8 6 100100
9 10 1010 + 001001
10 6 100101
11 6 100111
12 6 100110
13 6 111010
14 10 1010 +001110
15 10 1010 +001111
16 10 1010 + 010000
17 10 1010 + 010001
18 10 1010 + 010010
19 10 1010 + 010011
20 10 1010 + 010100
21 10 1010 + 010101
22 10 1010 + 010110
23 10 1010 + 010111
24 10 1010 + 011000
25 10 1010 + 011001
26 10 1010 + 011010
27 10 1010 + 011011
28 10 1010 + 011100
29 10 1010 + 011101
30 10 1010 +011110
31 10 1010 +011111
32 10 1010+ 100000
33 10 1010 + 100001
34 10 1010 + 100010
35 10 1010 + 100011
36 10 1010 + 100100
37 10 1010 + 100101
38 10 1010 + 100110
39 10 1010+ 100111
40 - 63 not possible
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Table B-3: (a) Runlength codebook 16 for the PDE with Escape Codes introduced to limit the
codebook size. (b) Complete list of all possible runlength events with their respective bit
sequences.
(a)
Runlength # of bits codeword
EOB 4 1111
0 1 0
1 3 110
2 4 1011
3 4 1001
4 5 10101
5 5 10000
6 7 1110101
7 7 1110100
8 6 100011
9 6 100010
10 6 101000
11 6 111000
12 6 101001
13 6 111001
Escape code 6 111011
(b)
Runlength # of bits codeword
EOB 4 1111
0 1 0
1 3 110
2 4 1011
3 4 1001
4 5 10101
5 5 10000
6 7 1110101
7 7 1110100
8 6 100011
9 6 100010
10 6 101000
11 6 111000
12 6 101001
13 6 111001
14 12 111011 + 001110
15 12 111011 +001111
16 12 111011 + 010000
17 12 111011+ 010001
18 12 111011 +010010
19 12 111011 + 010011
20 12 111011 + 010100
21 12 111011 + 010101
22 12 111011+010110
23 12 111011+010111
24 12 111011 +011000
25 12 111011 + 011001
26 12 111011 +011010
27 12 111011 +011011
28 12 111011 +011100
29 12 111011+011101
30 12 111011 +011110
31 12 111011 +011111
32 12 111011 + 100000
33 12 111011 + 100001
34 12 111011 + 100010
35 12 111011 + 100011
36 12 111011 + 100100
37 12 111011 + 100101
38 12 111011 +100110
39 12 111011 + 100111
40 - 63 not possible
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