Conclusions
In this paper we investigate the problem of fault diagnosis in rigid-link robotic manipulators. A learning architecture, with neural networks as on-line approximators of the o -nominal system behavior, is used for monitoring the robotic system for faults. The approximation of the onominal behavior provides a model of the fault characteristics which is used for the detection of faults. The stability and performance properties of the proposed fault detection scheme in the presence of system failure are rigorously established. Simulation examples illustrate the ability of the neural network based fault diagnosis methodology described in this paper to detect and accommodate faults in a two-link robotic system. This paper presents an approach for designing nonlinear fault diagnosis algorithms. This methodology can be enhanced by combination with parameter estimation methods, parity equations and fuzzy approaches 2, 7]. 8, 19] . The main idea behind feedback linearization is to transform the nonlinear system into a linear one through a change of coordinates and nonlinear feedback. If feedback linearization is achievable (see 8, 19] for conditions under which a system is feedback linearizable), then it is possible to obtain, rst, cancelation of the nonlinear functions and, second, desired closed-loop performance through the application of powerful linear control methodologies. Based on the postfault robotic system model given by
where^ is the neural network output and using the feedback linearization technique, the control law (3) can be recon gured to
where is the nominal control law and r is the recon gured control law. Figure 3 shows the trajectories of the robotic system and the torque inputs when the recon gured control law is used. By comparing this gure with Figure 2 it can be concluded that the trajectory tracking error is considerably reduced by using the control law (14). These results illustrate the ability of the proposed fault diagnosis scheme to provide a post-failure model that can be used for accommodating system failures via control recon guration. All the simulations are performed in MATLAB.
We simulate the robotic system with a fault which occurs at t = 3s and results in a 50% change in the mass of link 1. Note that a sudden change in the mass of the link causes a deviation in M(q), V m (q; _ q) and G(q) resulting in a change (which depends nonlinearly on the current positions and velocities of the joints) in the dynamics of the robotic system. Figure 2 shows the plot of the joint angles and the neural network outputs. The gure shows that prior to the occurrence of the fault (i.e., t 3s), the control law causes the joint angles to follow the required trajectories and in this case the outputs of the neural networks remain zero. From the gure we also see that the fault causes a signi cant tracking error in both the links. The neural network outputs jump to non-zero values very quickly after the fault occurs thus indicating the occurrence of a fault. A crucial advantage of learning methodologies in fault diagnosis is that they can be used not only to detect the occurrence of a fault but also to provide a model of the fault via the input/output characteristics of the neural network. This fault model can potentially be used for failure diagnosis as well as accommodation by recon guring the control law. Automated failure accommodation (also referred to as self-correction) is one of the major challenges in designing intelligent robotic systems 26].
One of the nonlinear control tools available for controller recon guration is feedback linearization By combining the above inequality, which guarantees that _ V 0 for j j > j j=p and the fact that j^ j M, we establish ;~ 2 L 1 .
Thus the above result guarantees the boundedness of the velocity estimation error and the network parameters. This in conjunction with assumption A1 leads to the conclusion that the overall system remains stable even in the presence of error term . It is noted that the learning algorithm requires no knowledge of a bound on .
It can also be seen that the norm of the velocity estimation error is bounded by the norm of the error term . This can be shown by integrating (13) from t = 0 to any nite time t = t f to
which implies that the extended L 2 -norm of the estimation error is, at most, of the same order as the extended L 2 -norm of . Hence, this inequality gives a quantitative relationship between the performance of the learning scheme and the error term .
Simulation Results
To illustrate the proposed fault detection scheme, example simulations are carried out on a simple two-link planar robot manipulator. The manipulator is modeled as two rigid links of lengths l 1 and l 2 with point masses m 1 and m 2 at the distal ends of the links. The dynamic equations of the robotic manipulator are given in 9]. The link parameters are given in Table 1 The controller gains in the control law (3) are chosen as follows: K p = 100I 2 2 , K d = 20I 2 2 , where I n n represents an identity matrix of dimension n n. The desired trajectories for both the links is a sinusoid whose amplitude is 11.45 degrees and frequency is 1=2 Hz. We use a three-layer sigmoidal neural network with 35 neurons in the hidden layer. Note that, since the control law (3) is a function of q and _ q only, the neural network is used to estimate the function (q; _ q) := (q; _ q; (q; _ q)); in all of our simulations; i.e., the inputs to the neural network are the vectors q and _ q. The lter pole p in the estimation model is chosen as p = 1, the learning rate is set to ? = 2:5I, and the size of the hypersphere for the projection algorithm was selected as M = 10. Once the error dynamics are represented in the above form, standard techniques from robust adaptive control 6] can be used to establish the stability properties of the overall fault detection scheme in the presence of abrupt failures. Consider the Lyapunov function candidate
The time derivative of V along the solution of (7) and (10) We de ne an \arti cial" quantity^ as the value of^ that minimizes the distance between (q; _ q; ) and^ (q; _ q; ;^ ) over all (q; _ q; ) in some compact learning domain D, subject to the restriction that^ belongs to M^ , i.e., 
It is easy to see that ( (0);^ (0)) = (0;^ 0 ) is an equilibrium point of the di erential equations (9) and (7). Hence, the parameter vector^ will not change during t < T. Next, we consider the time period after the fault occurs, i.e., t T. In the case of an abrupt 
where denotes the indicator function given by:
A fault is declared whenever the output of the neural network becomes nonzero, which is in general equivalent to the estimation error becoming non-zero. A straightforward way of improving the robustness of the algorithm with respect to modeling uncertainties is to declare a fault whenever j j , where > 0 is a design parameter that depends on the magnitude of the modeling uncertainties. A block diagram representation of the overall fault detection architecture of the robotic system is shown in Figure 1 .
Analysis
In this section, we investigate the stability and performance properties of the proposed fault detection algorithm. These results are derived for the case of an abrupt failure (i.e., the case where is a step function) that occurs at some unknown time instant T. The abrupt fault changes the dynamics of the robotic manipulator but retains the boundedness of the position and velocities of the joints (assumption A1).
We begin the stability analysis by substituting (6) into (1) 
Fault Detection
Consider a sigmoidal neural network whose input-output characteristics are described by y =^ (q; _ q; ;^ );
where (q; _ q; ) 2 R n R n R n is the input to the network, y 2 R n is the output of the network and 2 R p represents the adjustable weights of the network. Let the weights^ (0) =^ 0 of the selected neural network be initialized such that (q; _ q; ;^ 0 ) = 0; 8 q; _ q; ;
corresponding to the no-failure situation. Note that this can be achieved simply by initializing the output weights of the network to zero. Starting from these initial conditions, the main objective is to adjust (using input/output information) the parameter estimate^ (t) at each time t so that (q; _ q; ;^ ) approximates the unknown function (t ? T) (q; _ q; ) as closely as possible. Once this is achieved the output of the neural network^ can be used not only to detect any system failures but also to provide an estimate of the fault as a function of the states q, _ q and the input .
In order to update the parameter vector^ , an error measure between and^ is required. Since is unknown and unmeasurable, a suitable error quantity for adjusting the network weights needs to be obtained. We propose the following estimation model to generate the error measure required for updating the weights of the neural network:
where ! 2 R n is the estimate of the manipulator velocity vector and p is a positive design constant. The estimate !(0) is initialized so that !(0) = _ q(0). Note that the estimation model (6) The construction of an appropriate estimation model, able to follow any changes in the input/output behavior of the physical system, is a crucial component in the development of the overall fault detection scheme. The proposed estimation model (6) is not only easy to implement but, more importantly, has some desirable stability and performance properties, which are presented in the next subsection.
approximate the unknown nonlinear function on-line. However, recent advances in both hardware implementation and software simulation tools have rendered possible the use of sigmoidal neural networks for approximating and analyzing nonlinear models 24]. Position control laws for robot manipulators operating in the absence of faults can be obtained using a number of techniques including computed-torque methods 9, 20], robust control methods 4], adaptive control methods 14, 15], and neural control methods 16]. In this paper, we use the computed-torque method to obtain a trajectory-tracking controller for the robotic manipulator (1). The control law using this technique depends on the joint position and velocity measurements and is given by
where q d is the desired trajectory, e := q d ? q is the tracking error, K d is an n n diagonal matrix of damping gains, K p is an n n diagonal matrix of position gains. If the robot dynamics are known exactly, then these matrices can be chosen so that the control law leads to an exponentially convergent tracking error 9, 20]. It is noted that the fault detection scheme developed in this paper is independent of the type of controller applied to the robotic system. In general, however, the selected control law in uences the fault accommodation process.
Fault Detection Scheme
In this section, we propose a fault diagnosis scheme for robotic manipulators described by (1). We rst describe a learning based methodology for detecting robotic system faults and then analyze the overall scheme for stability and performance. The construction of the fault diagnosis scheme relies on the following assumptions: A1 The robotic manipulator has no modeling uncertainties. A2 In the presence of a fault, the states of the robotic system remain bounded; i.e., q; _ q 2 L 1 .
Assumption A1 states that the dynamics of the robotic system are known a priori. In practice, the presence of modeling errors will cause discrepancy between the actual plant and the nominal model, which may result in false alarms. During the last few years the design of so called robust fault diagnosis schemes have resulted in a variety of (mostly) heuristic tools for dealing with modeling uncertainties 11]. One approach uses a small threshold in the residual error to account for modeling uncertainties; in this case a fault is declared if the residual error is greater than the selected threshold. Another approach attempts to decouple the e ects of faults and disturbances as a way of dealing with modeling uncertainties. In general, the design and analysis of stable robust fault diagnosis architectures for robotic systems needs further investigation.
Robot Dynamics
Consider a robotic manipulator governed by = M(q) q + V m (q; _ q) _ q + G(q) ? (t ? T)~ (q; _ q; );
(1) where q; _ q; q 2 R n are vectors of joint positions, velocities and accelerations respectively, 2 R n is the input torque vector, M(q) 2 R n n is the inertia matrix (whose inverse exists 9], 20]), V m (q; _ q) 2 R n n is a matrix containing the centripetal and Coriolis terms and G(q) 2 R n is the gravity vector. The term~ (q; _ q; ) 2 R n is a vector which represents the fault in the robot manipulator, (t ? T) 2 R represents the time pro le of the fault, and T is the time of occurrence of the fault.
Without loss of generality and for the sake of convenience of interpretation as well as analysis, we represent the changes in the dynamics of the robot system due to a fault as (q; _ q; ) := M(q) (q; _ q; );
where (q; _ q; ) 2 R n . With this representation of the fault and simple algebraic manipulations, the dynamics of the manipulator can be rewritten as
Most of the literature on fault diagnosis in robotic manipulators has concentrated on linear nominal models and additive failures; i.e., failures that can be represented as external additive inputs (functions of time) 25]. In this case (t) is a function of time, and not an explicit function of the position q, the velocity _ q and the input . Although convenient from an analytical viewpoint, such additive failures cannot describe many practical robotic system faults. Manipulator failures are typically characterized by changes in critical system parameters (for instance, mass of a link), or introduction of some unknown structural dynamics, both of which result in nonlinear changes in the dynamics of the manipulator. Hence an accurate description of fault conditions requires nonlinear modeling of faults which is what is described by in (2). The nonlinear modeling capability is re ected in allowing the deviations (due to faults) to be nonlinear functions of the positions and velocities of the joints and the torque inputs to the links.
For example, suppose that the inertia matrix changes from M(q) toM(q) due to a failure. It can readily seen that this failure situation can be represented in the formulation described in (2) by de ning as (q; _ q; ) = (M ?1 (q) ? M ?1 (q)) ? V m (q; _ q) _ q ? G(q)]:
The price that one has to pay for the potential to model a much larger class of faults is the need to 21] and accommodation of such faults using the time regulation and torque distribution method is proposed.
In 10], a special force-torque-sensor is applied for automatic fault detection by analysis of its signal in the frequency domain. Almost all of the above fault diagnosis schemes have dealt exclusively with the use of linear nominal robotic models subject to faults which are modeled as external additive input signals (of time). Since accurate representation of robotic systems requires nonlinear modeling, the use of linear techniques results in signi cant modeling error possibly leading to degraded performance of the fault diagnosis scheme. Moreover, robotic system faults often cause unpredictable nonlinear changes in the dynamics of the system. Therefore, to capture a large class of practical failure situations, a nonlinear modeling framework is required.
This paper presents a learning methodology, based on nonlinear modeling techniques, for detecting faults in rigid link robotic manipulators. The robotic manipulator dynamics prior to the occurrence of a fault are assumed to be known exactly. The main idea behind this approach is to use sigmoidal neural networks to monitor the robotic system for any changes in the dynamics of the system due to faults. By using the approximation capabilities of sigmoidal neural networks, the network can be used not only to detect the occurrence of system failures but also to provide an on-line estimate of the fault characteristics. The emergence of the neural network paradigm as a powerful tool for learning complex mappings from a set of examples enables the use of such models for on-line nonlinear estimation purposes 24]. It should be noted however that a number of other on-line approximators, for example, polynomials, splines, wavelets, etc., can be used in a similar setting.
The key component in the proposed fault diagnosis architecture is the development of a nonlinear estimation scheme that allows the use of systematic learning procedures for detecting and isolating any faults. The stability and performance properties of the fault diagnosis scheme are rigorously established. This result is obtained in the presence of network reconstruction errors 12, 17]; i.e., errors arising as a result of imperfect modeling of the system deviations due to faults by the neural network. The fault diagnosis algorithm presented in this paper relies on measurements from sensors used for control of the robotic manipulator; in other words, this approach does not warrant any additional instrumentation.
The organization of the paper is as follows: In Section 2, the robot dynamics and its control law are described. In Section 3, the fault detection methodology is described and analyzed. Simulation results showing the application of the neural network based fault detection methodology to a twolink robotic manipulator are presented in Section 4. Section 5 has some concluding remarks.
Introduction
Robotic systems are widely used in complex engineering applications which demand very high performance, productivity and, above-all, safe operation. Furthermore, robotic manipulators often operate in environments which are remote and hazardous. Application environments include manufacturing processes 5], hazardous waste management and clean-up 4], and space-based systems 22]. In such operations, robotic system faults (which are typically characterized by critical changes in the system parameters or even, by changes in the inherent dynamics of the manipulator) can potentially result not only in the loss of productivity but also in unsafe operation of the manipulator. Moreover, di cult and often dangerous environments limit the ability of humans to perform any supervisory and/or corrective tasks. Hence automated monitoring of the robotic manipulator for any faults and e ective accommodation of such faults play a crucial role in the use of robotic manipulators as autonomous systems 1].
The process of system fault characterization can be broken up into three steps: (i) detection deals with determining if a malfunction has occurred in the system; (ii) diagnosis considers the problem of isolating and/or identifying a fault; and (iii) accommodation attempts to self-correct a particular fault, usually through recon guration of the control system. In many practical applications, fault detection architectures are built using hardware redundancy. In these schemes, redundant physical subsystems (for example, multiple sensors) are incorporated into the system under development. The output signals of each redundant subsystem are compared for consistency; in the event of a failure, a subsystem backup is activated in. Often times, the additional cost and/or complexity of incorporating redundant hardware makes these architectures unattractive. An alternative approach to build fault detection architectures uses analytical redundancy. In these architectures, sensory measurements are processed to estimate the value of a desired variable using a quantitative or a qualitative nominal model of the physical system. The estimate is then compared with the measured value of the variable to generate a residual. A fault is declared if the residual exceeds a certain threshold value.
A number of researchers have worked on the problem of designing automated fault diagnosis schemes for robotic systems using analytical redundancy methods. State estimation techniques are used in 18] and 25] for detecting faults in robotic systems; it is concluded in 25] that the fault capability of the nonlinear observer based fault detection approach is signi cantly better than the linear Luenberger observer based fault diagnosis approach. Parameter estimation methods are used in 5] and 13] to monitor and identify changes in critical parameters due to faults in robotic systems. Expert system methodologies have also been considered for failure detection purposes in 22] and 23], among others. In 3], time series analysis of the data is used for detecting faults in a robotic system. The issue of faulty behavior in robotic systems due to actuator saturation is addressed in
