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Abstract
Multilayer transformer networks consist
of interleaved self-attention and feedfor-
ward sublayers. Could ordering the sub-
layers in a different pattern achieve bet-
ter performance? We generate randomly
ordered transformers and train them with
the language modeling objective. We ob-
serve that some of these models are able
to achieve better performance than the
interleaved baseline, and that those suc-
cessful variants tend to have more self-
attention at the bottom and more feedfor-
ward sublayers at the top. We propose
a new transformer design pattern that ad-
heres to this property, the sandwich trans-
former, and show that it improves perplex-
ity on the WikiText-103 language model-
ing benchmark, at no cost in parameters,
memory, or training time.
1 Introduction
The transformer layer (Vaswani et al., 2017)
is currently the primary modeling component
in natural language processing, playing a lead
role in recent innovations such as BERT (De-
vlin et al., 2019) and GPT-2 (Radford et al.,
2019). Each transformer layer consists of a
self-attention sublayer (s) followed by a feed-
forward sublayer (f), creating an interleaving
pattern of self-attention and feedforward sub-
layers (sfsfsf · · · ) throughout a multilayer
transformer network. To the best of our knowl-
sfsfsfsfsfsfsfsfsfsfsfsfsfsf
(a)
sssssssfsfsfsfsfsfsfsfffffff
(b)
Figure 1: A transformer network (a) is composed
of interleaved self-attention (green) and feedfor-
ward (purple) sublayers. Our sandwich trans-
former (b), a reordering of the transformer sublay-
ers, performs better on language modeling.
edge, there is no a priori reason to expect this
particular pattern to be optimal. We conduct a
series of explorations to obtain insights about
the nature of transformer orderings that work
well, and based on this, we design a new trans-
former ordering pattern that improves upon the
baseline.
First, we generate random transformer mod-
els, varying the number of each type of sub-
layer, and their ordering, while keeping the
number of parameters constant. We train these
models on the standard WikiText-103 language
modeling benchmark (Merity et al., 2016),
and observe that some of these random mod-
els outperform the original interleaved trans-
former network, even when the number of self-
attention and feedforward layers is not equal.
Our analysis shows that models with more self-
attention toward the bottom and more feedfor-
ward sublayers toward the top tend to perform
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better in general.
Based on this insight, we design a new fam-
ily of transformer models that follow a distinct
sublayer ordering pattern: sandwich transform-
ers (Figure 1). Our experiments demonstrate
that a sandwich transformer outperforms the
baseline (of Baevski and Auli, 2019) by 0.44
perplexity. This result is made more interest-
ing by the fact that our sandwich transformer
is simply a reordering of the sublayers in the
baseline model, and does not require more pa-
rameters, memory, or training time.
2 Notation
Each transformer layer consists of a self-
attention sublayer followed by a feedforward
sublayer, modifying a sequence of vectorsX0
as follows:1
X1 = self-attention(X0) +X0
X2 = feedforward(X1) +X1
Stacking multiple transformer layers creates
an interleaved network of sublayers. We de-
note these models as strings, with s and f
representing self-attention and feedforward
sublayers, respectively. A three-layer trans-
former network, for example, would be de-
noted sfsfsf, with the flow of computation
moving from input on the left to output on
the right. Thus, any string in the regular lan-
guage (s|f)∗ defines a valid network that uses
the same building blocks as the original trans-
former. For simplicity, we refer to these alter-
natives as transformers as well.
3 Random Search
We conduct a series of experiments to under-
stand which transformer networks work well
and whether particular architectural patterns
can improve performance. First, we generate
1We omit dropout (Srivastava et al., 2014) and layer
normalization (Ba et al., 2016) to simplify the notation.
random transformer models while keeping con-
stant the number of parameters. We then train
these random models to determine whether the
interleaving pattern (sfsfsf · · · ) is optimal
(Section 3.1), and whether balancing the num-
ber of self-attention and feedforward sublayers
is desirable (Section 3.2). Finally, we analyze
additional properties of these random models,
and find that those with more self-attention at
the beginning and more feedforward sublayers
near the end tend to outperform the standard
interleaved model (Section 3.3).
Experimental Setup Our baseline is the
strong transformer language model of Baevski
and Auli (2019), trained on WikiText-103
(Merity et al., 2016).2 This model contains
16 transformer layers of d = 1024 dimen-
sions, with 16 heads in each self-attention sub-
layer, and feedforward sublayers with an in-
ner dimension of 4096. In this setting, each
self-attention sublayer contains 4d2 parame-
ters, while each feedforward sublayer contains
8d2 parameters (excluding bias terms, which
have a marginal contribution). Thus, each f
sublayer contains twice the parameters of a
s sublayer, following the parameter ratio be-
tween self-attention and feedforward sublayers
described in Vaswani et al. (2017).
All of our experiments use the same hy-
perparameters as Baevski and Auli’s original
model. To set an accurate baseline, we train
the baseline model (the standard interleaved
transformer stack) with five different random
seeds, achieving 18.65 ± 0.24 perplexity on
the development set. Unless otherwise men-
tioned, we do not modify the random seed in
the other experiments.
2WikiText-103 contains roughly 103 million tokens
from English Wikipedia, split into train, development,
and test sets by article.
Random Models:
 Shuffling
Baseline
18
19
20
21
Pe
rp
le
xi
ty
Figure 2: The perplexities on the WikiText-103
development set of 20 randomly generated
models with 16 self-attention and 16 feed-
forward sublayers and of the 5 baselines
(the standard transformer trained with differ-
ent random seeds). The best random model
(sfsfssfsssffsfsfsfsffffssffsfssf)
obtains 18.19 perplexity.
3.1 Is Interleaving Optimal?
In the baseline 16-layer transformer model, 16
sublayers of each type are interleaved. Can we
improve model performance by simply rear-
ranging them? We thus generate 20 random
transformer models with 16 self-attention sub-
layers and 16 feedforward sublayers, randomly
permuted, and train these models from scratch,
without modifying any of the hyperparameters.
Figure 2 shows that 7 of the 20 randomly-
permuted models perform at least as well as
the interleaved baseline’s average performance,
with the best model achieving 18.19 perplex-
ity (full results are in Table 2 in the appendix).
While the average performance of the base-
line model beats the average performance of
these random models, the fact that a third of
our random models outperformed the average
baseline suggests that a better ordering than
interleaving probably exists.
3.2 Are Balanced Stacks Better?
Is it necessary to have an identical number of
sublayers of each type, or could models with
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Figure 3: The perplexities on the WikiText-103
development set of 20 randomly generated
models with the same number of parame-
ters as the baseline, and of the 5 baselines
(the standard transformer trained with differ-
ent random seeds). The best random model
(ssssssfsssffffsfsfffffffffffsf) obtains
18.12 perplexity.
more self-attention (or more feedforward) sub-
layers yield better results? To find out, we
generate 20 unbalanced transformer models by
randomly selecting one sublayer at a time (ei-
ther s or f with equal probability) until the
parameter budget is exhausted. Since a feed-
forward sublayer contains double the parame-
ters of a self-attention sublayer, the networks’
depth is not necessarily 32 sublayers as before
and can range from 24 (all f) to 48 (all s).
Figure 3 shows that four of the generated un-
balanced models outperform the average base-
line transformer (full results are in Table 3 in
the appendix). The best performing random
model reaches a perplexity of 18.12 and has
12 self-attention and 18 feedforward sublayers.
Both the average and the median perplexities
of this sample of unbalanced models are worse
than those of the balanced permuted models in
Section 3.1. We do not observe any preference
for more sublayers of one type over the other;
there are self-attention-heavy and feedforward-
heavy models in both the top five and the bot-
tom five of the results table. While offering
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Figure 4: Analysis of sublayer distribution in models that do better or worse than the average baseline,
split across bottom (a) and top (b) halves of the model.
no guarantees – given the small sample sizes
and fixed hyperparameters – we take from the
above explorations that balancing the number
of self-attention and feedforward sublayers ap-
pears to be a desirable property, though not a
necessary one.
3.3 Attention First, Feedforward Later
So far, it is not clear which characteristics
make one transformer model more successful
than another; for example, measuring the num-
ber of times each sublayer type appears in the
network does not reveal any strong correlation
with performance. However, analyzing the bot-
tom (or top) half of the network in isolation
reveals an interesting property.
We first split the models to those that per-
form better than the average baseline and those
that do not. We then slice each one of the
previously-generated random models in half
by parameter count (e.g., ssssff would be
split to ssss and ff, since every f contains
twice as many parameters as an s), and count
how many sublayers of each type appear in
each slice.
Figure 4 shows that models that outperform
the average baseline tend to have more self-
attention s in the first (bottom) half of the
network and more f in the second (top) half.
While we do not have a good hypothesis to
explain this phenomenon, we can, however,
exploit it to improve transformers (Section 4).
4 Designing a Better Transformer
Our analysis in the previous section motivates
designing a transformer model that is heavy on
self-attention at the bottom and feedforward
sublayers at the top, while at the same time con-
taining a more-or-less balanced amount of both
sublayer types. As a first attempt to manually
design a better transformer, we take this hy-
pothesis to the extreme, and train a transformer
model of 16 self-attention sublayers followed
by 16 feedforward sublayers (s16f16). This
model achieves 18.82 perplexity, which is com-
parable to the performance of the baseline with
the same number of parameters.
We next generalize this model and the origi-
nal interleaved transformer, creating the family
of sandwich transformers. A sandwichnk trans-
former consists of 2n sublayers in total (n of
each type), conforming to the regular expres-
sion sk(sf)n−k fk. The first k sublayers are
purely self-attention (s), while the last k are
feedforward sublayers (f). In between, we use
the original interleaving pattern (sf) to fill the
remaining 2(n − k) sublayers. When k = 0,
we get the original transformer stack, and when
k = n− 1 (its maximal value) we get the pre-
viously mentioned snfn model. We refer to k
as the transformer’s sandwich coefficient.
We train sandwich transformers for n = 16
(to remain within the same parameter budget
as our baseline language model) and all val-
ues of k ∈ {0, . . . , 15}. Figure 5 shows the
transformer’s performance as a function of
the sandwich coefficient k. With the excep-
tion of k = 14, 15, all sandwich transform-
ers achieve lower perplexities than the aver-
age baseline transformer. Of those, 6 mod-
els outperform the best baseline transformer
(k = 5, 6, 8, 9, 10, 11). The best performance
of 17.84 perplexity is obtained when k = 6.
We then take our best model and compare it
to the best baseline (selected via development
set perplexity) on WikiText-103’s test set and
find that our sandwich transformer indeed out-
performs the original transformer by 0.44 per-
plexity (Table 1). To check whether this advan-
tage is consistent, we train 4 more sandwich166
models with different random seeds (5 in total)
and evaluate them on the development set (to
avoid running more than once on the test set).
Figure 6 compares the distribution of sandwich
transformer perplexities to the baseline’s; we
obtain a mean perplexity value of 17.98 with a
standard deviation of 0.10, while the baseline
achieves 18.65 ± 0.24 perplexity.
Despite its simple and even heuristic design,
the sandwich transformer consistently outper-
forms the standard interleaved transformer.
This improvement comes at no extra cost in
parameters, data, memory, or computation.
5 Related Work
Neural Architecture Search In this pa-
per, we manually searched through a con-
strained transformer architecture space, after
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Figure 5: Sandwich model’s sandwich coefficient
(k) and perplexity, for k ∈ {1, . . . , 15}. The dot-
ted line is the average baseline model’s perplex-
ity (trained with different random seeds), and the
dashed line is the best baseline model’s perplexity.
Model Test
sfsfsfsfsfsfsfsfsfsfsfsfsfsfsfsf 18.40
sssssssfsfsfsfsfsfsfsfsfsfffffff 17.96
Table 1: The sandwich166 transformer achieves bet-
ter language modeling perplexity than the unmod-
ified, interleaved transformer (sandwich160 ) on the
WikiText-103 test set.
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Figure 6: The perplexities on the WikiText-103 de-
velopment set of the sandwich166 transformer and
the baseline. Each model is trained with 5 different
random seeds to assess the perplexity distribution.
analyzing the results of small-scale random
searches. This human-in-the-loop for archi-
tecture method has advantages over previous
methods (Jozefowicz et al., 2015; Zoph and
Le, 2016; Tan and Le, 2019) since it requires
that only a few dozen models be trained, un-
like typical architecture search methods that
require training thousands, consuming massive
computational resources.
While we do find a better performing trans-
former, our goal is not only to do so, but to bet-
ter understand how sublayer ordering affects
transformer models. Future work could apply
methods from the architecture space literature
to the sublayer ordering problem. Furthermore,
a better understanding of the inner workings
of transformers could inspire more efficient,
constrained architecture search.
Transformer Modifications Unlike recent
papers that tried to improve the transformer
by modifying the sublayers such as So et al.
(2019); Guo et al. (2019); Zhang et al. (2019);
Correia et al. (2019), in this paper we do not
modify the sublayers at all, but simply rear-
range their order. The performance gains from
sublayer reordering are orthogonal to improv-
ing the sublayers themselves and could be com-
bined to achieve even better performance.
6 Conclusion
We train random transformer models with re-
ordered sublayers, and find that some per-
form better than the baseline interleaved trans-
former in language modeling. We observe that,
on average, better models contain more self-
attention sublayers at the bottom and more
feedforward sublayer at the top. This leads
us to design a new transformer stack, the sand-
wich transformer, which consistently improves
performance over the baseline at no cost.
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A Appendix
This section contains detailed results of the
experiments described in Section 3. Table 2
shows the performance of permuted but bal-
anced transformers (Section 3.1). Table 3
shows the performance of unbalanced trans-
formers (Section 3.2).
Model PPL
fsfsfffsffsfsssffsfssfssssffsffs 20.74
sfssffsffffssssfsfffsfsffsfssssf 20.64
fsffssffssssffsssssffsfssfsfffff 20.33
fsffffffsssfssffsfssffsfsssffsss 20.27
fssffffffsfsssfffssssfffssssffss 19.98
sssfssfsffffssfsfsfsssffsfsfffsf 19.92
fffsfsssfsffsfsffsffsssssffssffs 19.69
fffsffssffsssfssfsssfffffsfsssfs 19.54
sfsfsfsfsfsfsfsfsfsfsfsfsfsfsfsf 19.13
fsffssfssfffssssfffsssffffsfssfs 19.08
sfsffssssffssffffsssffsssfsffsff 18.90
sfsfsfsfsfsfsfsfsfsfsfsfsfsfsfsf 18.83
sssssssffsffsfsfsffffsfffsfssffs 18.83
sffsfsffsfsssffssfssssssfffffffs 18.77
sssfssffsfssfsffsfffssffsfsffssf 18.68
fffsssssfffsfssssffsfsfsfssffsff 18.64
sfffsssfsfssfsssssfssfffffsfffsf 18.61
ssffssfssssffffffssffsssfsffssff 18.60
fsfsssssfsfsfffffsfffsffssffssss 18.55
sfsfsfsfsfsfsfsfsfsfsfsfsfsfsfsf 18.54
sfsfsfsfsfsfsfsfsfsfsfsfsfsfsfsf 18.49
fsfsssssfsfffssfsffsfsfsfsffffss 18.38
sfssffsfsfsffsssssfffsssfffsffsf 18.28
sfsfsfsfsfsfsfsfsfsfsfsfsfsfsfsf 18.25
sfsfssfsssffsfsfsfsffffssffsfssf 18.19
Table 2: Randomly generated models with 16 self-
attention (s) and 16 feedforward (f) sublayers,
and their perplexity on the WikiText-103 develop-
ment set. The baselines (the standard transformer
trained with different random seeds) are in bold.
Model PPL
sfffssfsfsfssffffsfsffsffffff 22.80
sffssfsssssssssssssfsfsssfsffsssfsssfs 21.02
ssssssffsffffssfffffsssfsfsssssssss 20.98
fffffffffsffssffsffssssfsfsssf 20.75
fssfsssffffffssfsssfsfffssssfsfss 20.43
sffsffffffsfsfssfsssfsfsfssfssfs 20.28
sffssffsfffsfsfssssffffffssssff 20.02
fsffsfssffffsfsfffsfffssfffsss 19.93
sffsffssffsfsffsssfsssssfsssfffsss 19.85
ssfffffffssfffssfssffsfsfsffsf 19.82
sfsfsfffsfffssfsfffsffssfsfsfss 19.77
sfsffsssffsffsssfssfffffssssfsssf 19.55
sffsfssfffsffsfssssfsfsffffsfsss 19.49
sffffsffssssfsssfssfffsssfssssfsfs 19.47
fsssffssssssfsfsfsffsffffssfsfssss 19.25
sfsfsfsfsfsfsfsfsfsfsfsfsfsfsfsf 19.13
fssssssfsfsfsfffsfsssfssffssssfsff 18.86
sfsfsfsfsfsfsfsfsfsfsfsfsfsfsfsf 18.83
ssfsfsssfsssssffsfsfsssfssfsfsssssssf 18.62
sfsfsfsfsfsfsfsfsfsfsfsfsfsfsfsf 18.54
sfsfsfsfsfsfsfsfsfsfsfsfsfsfsfsf 18.49
sssfsffsfssfsssffsffffffssfsfff 18.34
sssfsfsffsssfsfffffsfsffffsssff 18.31
sfsfsfsfsfsfsfsfsfsfsfsfsfsfsfsf 18.25
ssssssfsssffffsfsfffffffffffsf 18.12
Table 3: Randomly generated models with the
same number of parameters as the baseline, and
their perplexity on the WikiText-103 development
set. The baselines (the standard transformer
trained with different random seeds) are in bold.
