Abstract-Irreversible visual impairment is often caused by primary angle-closure glaucoma, which could be detected via Anterior Segment Optical Coherence Tomography (AS-OCT). In this paper, an automated system based on deep learning is presented for angle-closure detection in AS-OCT images. Our system learns a discriminative representation from training data that captures subtle visual cues not modeled by handcrafted features. A Multi-Level Deep Network (MLDN) is proposed to formulate this learning, which utilizes three particular AS-OCT regions based on clinical priors: the global anterior segment structure, local iris region, and anterior chamber angle (ACA) patch. In our method, a sliding window based detector is designed to localize the ACA region, which addresses ACA detection as a regression task. Then, three parallel sub-networks are applied to extract AS-OCT representations for the global image and at clinically-relevant local regions. Finally, the extracted deep features of these sub-networks are concatenated into one fully connected layer to predict the angle-closure detection result. In the experiments, our system is shown to surpass previous detection methods and other deep learning systems on two clinical AS-OCT datasets.
I. INTRODUCTION
The foremost cause of irreversible blindness is glaucoma, with primary angle-closure glaucoma (PACG) being a major cause of blindness in Asia [1] , [2] . Since vision loss from PACG cannot be undone, it is essential to screen people at early asymptomatic stages of the disease to prevent vision loss. In general, gonioscopy is a convenient tool for simple opportunistic case detection in clinics, but imaging is envisaged to reduce this burden of screening for angle closure. Recently, anterior segment optical coherence tomography (AS-OCT) technology has enabled high-resolution imaging of anterior segment structures [3] , [4] . In contrast to fundus imaging, AS-OCT imaging provides clear cross-sections of the entire anterior chamber for observation. In a specific type of angleclosure, the anterior chamber angle (ACA) between the iris and cornea is narrow and leads to blockage of drainage channels as in Fig. 1 (C) . This blockage can result in rising eye pressure and optic nerve damage [5] . Previous studies have suggested that several anterior chamber measurements such as the anterior chamber angle, width and lens vault are associated with angle closure [6] , [7] . When clinicians use AS-OCT to image the angles for diagnosing angle closure in their patients, the AS-OCT images require a degree of interpretation. Moreover, AS-OCT imaging has limitations when used in clinical management, because of the lack of automated methods to interpret AS-OCT images for the presence of angle closure. Several automated assessment methods for wide-scale angle-closure detection using AS-OCT have been studied [8] - [12] . A semi-automated system is provided in [13] vector machine (SVM) [9] , [10] . In [11] , [14] , a label transfer method is proposed to combine segmentation, measurement and detection of AS-OCT structures. However, these methods mainly depend on segmentation to extract handcrafted representations, and then conduct angle-closure detection. Recently, deep learning techniques have been shown to surpass the performance of handcrafted features in many areas [15] - [17] . For example, Convolutional Neural Networks (CNNs) have led to improved performance in image classification [18] , object detection [19] and image segmentation [20] . For retinal fundus images, there have also been several recent works achieving significant performance gains for diabetic retinopathy [21] - [23] , age-related macular degeneration [24] , [25] and glaucoma [26] , [27] . These works inspire our examination of deep learning for angle-closure detection in AS-OCT images, and how clinical priors can be utilized to guide development of a suitable deep learning architecture.
In this paper, a deep learning system is proposed for angleclosure detection that makes use of two clinical observations: 1) the main clinical parameters for angle-closure are measured from different regions of the cornea, iris and anterior chamber, and are evident at different scales [6] , [28] ; 2) the intensities of AS-OCT images could vary among different AS-OCT imaging devices, which could degrade feature extraction and classification. Based on these clinical priors, we introduce a Multi-Level Deep Network (MLDN). In our method, multiple parallel sub-networks jointly learn multi-level representations from the multiple regions/levels known to be informative for angle-closure detection in an AS-OCT image. Furthermore, we also propose an intensity-based data augmentation method to elevate robustness to different AS-OCT imaging modalities. Our contributions can be summarized as follows: 1) We propose an automated angle-closure detection system by introducing a deep learning algorithm for the purpose of obtaining predictive representations in AS-OCT images. 2) A multi-level deep architecture is developed to account for clinical priors at different image areas and levels, in which multi-level features are extracted on different image levels through separate and parallel deep subnetworks. 3) An efficient and simple ACA detection method is utilized based on sliding-window regression, which formulates the ACA localization task as a regression problem. 4) Intensity-based data augmentation is presented to effectively handle intensity variations among the different AS-OCT imaging modalities. 5) Two clinical AS-OCT datasets are collected for evaluation, including the Visante AS-OCT and Cirrus HD-OCT modalities. Experiments show that the proposed MLDN outperforms the previous assessment methods and other deep learning architectures.
The rest of the paper is organized as follows: Sec. II reviews some related works. Sec. III introduces the proposed MLDN method and its main components. Sec. IV presents an evaluation of our method on two AS-OCT datasets, and Sec. V concludes the paper.
II. RELATED WORK A. Angle-closure detection in AS-OCT image
The angle-closure detection systems in AS-OCT images can be categorized into two classes. The first is clinical quantitative parameter based, which calculates clinically-relevant measurements based on segmentation results for classification into glaucoma types [8] , [11] , [29] , [30] . The clinical quantitative parameters are predefined based on anatomical structures [6] , [28] , [31] , [32] (e.g., anterior chamber width, lens-vault, and trabecular-iris angle), which have explicit clinical meaning used for reference in making a diagnosis. Although such parameters are helpful to clinicians, their measurement depends heavily on the performance of AS-OCT segmentation. A different kind of screening method directly extracts visual features from the AS-OCT images [9] , [10] , [33] . Visual representations could mine a wider set of image information, and can obtain better screening performance than from clinical parameters. For example, the works in [9] , [10] employ the Histogram of Oriented Gradients (HOG) [34] and histogram equalized pixel (HEP) [35] with linear SVM to represent the ACA region. An Anterior Chamber Shape feature is proposed in [33] to describes iris shape information. However, hand-crafted visual features such as these may not provide sufficiently discriminative representations. In our work, we present a method based on visual features, but learn a rich hierarchical representation for angle-closure detection in AS-OCT through deep learning.
B. Deep learning
Based on advances in discriminative representations and large scale data analysis, deep learning techniques have been demonstrated to achieve significant performance gains in many areas, e.g., image classification [18] , [36] , object detection [37] - [39] , image segmentation [20] , [40] , [41] , and person re-identification [42] , [43] . For learning a rich hierarchical representation, the concept of multi-scale and multiregion networks have been proposed. For example, the multicolumn network [44] , [45] has different receptive field sizes for each sub-network, and combines the output maps, as shown in Fig. 2 (A) . The skip-layer network [46] , [47] combines features from different pooling layers to build a representation, as shown in Fig. 2 (B). Another deep architecture is the multi-region network [37] , [48] , which distinguishes object regions/proposals by using individual networks, as shown in Fig. 2 (C). The target regions are selected by using general object detectors [49] , [50] . Our multi-level network extracts image representations at different levels, but generates a more concise feature focusing both on global and local clinicallyrelevant regions. The clinical guidance is introduced to extract appropriate regions for angle-closure detection, as shown in Fig. 2 (D) . Avoiding redundant information in this manner facilitates deep network training.
III. PROPOSED METHOD
In this paper, a Multi-Level Deep Network (MLDN) for automated angle-closure detection in AS-OCT images is proposed. As shown in Fig. 3 , in our system, the ACA region is detected by using sliding windows, and then the proposed MLDN combines global and local level representations for angle-closure detection in AS-OCT images. Our MLDN consists of three parallel sub-networks to extract hierarchical representations from different clinically-relevant regions in an AS-OCT image, including the global anterior segment structure, local iris region, and ACA patch. Finally, the output maps of the three sub-networks are concatenated as input into one fully connected layer to predict the angle-closure detection result.
A. ACA region detection
The Anterior Chamber Angle (ACA) lies at the junction of the cornea and the iris, as shown in Fig. 1 (B) , and is a major bio-marker in AS-OCT images, providing key risk indicators for angle closure. Several methods have been proposed to detect the ACA region. For example, the work in [9] proposed a geometric method based on edge detection and shape properties to detect the ACA region. But this method only works well for certain AS-OCT imagery, and the quality of image will greatly affect performance. Tian et al. provided an algorithm to localize the ACA for High-Definition OCT (HD-OCT) images by using the Schwalbe's line [8] . However, it is limited to HD-OCT images and not valid for low resolution modalities like AS-OCT. An automated AS-OCT structure segmentation based on label transfer was presented in [11] , which transfers manually marked labels to the target image for guiding segmentation. In our work, we only require localization of the ACA region without pixellevel segmentation. We instead employ a simple but effective method based on a sliding window regression framework. In our method, we first segment the corneal boundary, and then a series of ROIs are extracted along the corneal boundary as regression candidates. The aim is to detect the Scleral Spur (SS) as a landmark, and crop a small region of interest (ROI) centered on the detected SS as the ACA patch.
Given the AS-OCT image, we first segment the corneal boundary, which is the top curve of the anterior segment region, as shown in Fig. 4 (A) . After reducing speckle noise with a 2-D Gaussian filter, we calculate the vertical gradient map of the AS-OCT image, as shown in Fig. 4 (B) . The corneal upper and bottom boundaries appear at the top negative and positive impulse responses in each column of the gradient map, respectively, as shown in Fig. 4 (C) . We estimate the initial points by finding the top two edge points for each column in the AS-OCT, as shown in Fig. 4 (D) , and then two fourth-order polynomials [11] are fitted to estimate the corneal boundary as shown in Fig. 4 (E) .
With the detected corneal boundary, we sample a series of ROIs (with a size of 120 × 120 in our paper) as candidates along the corneal bottom boundary to localize the SS point, which is formulated as a regression task, as shown in Fig. 4 (F). For regression, the distance between the ROI center to the SS point is used:
where the v r and v s denote the horizontal coordinates of the ROI center and SS point, respectively. W r is the width of the ROI. The min{1, * } ensures that the distance lies in the range of [0, 1] when the SS point is outside of the ROI. In our method, we employ L2-regularized support vector regression (SVR) [51] :
where C > 0 is a regularization parameter, w r is the regression parameter vector, and l is the training number. The parameter is employed so that the loss is zero if |w
are the ROI-label pairs with the feature vector x i and corresponding distance d i of ROI i. For ACA detection, we repeat the steps, and output the ROI with the smallest regression value as the ACA patch. In this paper, we implement the SVR model based on the liblinear toolbox [51] , and the HOG [34] feature is utilized to represent the ROI.
B. Network architecture
Our proposed Multi-Level Deep Network (MLDN) consists of three parallel sub-networks to generate representations for multiple clinically-relevant regions in an AS-OCT image, as shown in Fig. 5 , including the global anterior segment structure, local iris region, and ACA patch. Each sub-network contains a sequence of convolutional blocks composed of a convolutional layer, batch normalization [52] , and ReLU activation [18] . In them, the convolutional layers learn and generate local feature maps based on local receptive fields over its input, while the batch normalization acts as a regularization that helps to avoid overfitting [52] . The ReLU is employed as the activation function following the convolutional layer.
The first sub-network of our MLDN works on the global AS-OCT image to represent the whole anterior segment structure. The anterior segment structure provides multiple clinical measurements [28] , such as lens vault and anterior chamber structure. The second sub-network focuses on the local region containing the iris structure, as iris-related parameters (e.g., angle recess area, anterior chamber depth, iris shape and curvature) are widely used in clinical diagnosis of angleclosure [33] . This local region is obtained by cropping half of the AS-OCT image containing only one ACA region. The last sub-network processes a small patch centered on the ACA area. In clinical diagnosis, the ACA area is the most important because several major risk factors for angle-closure detection are calculated from it [6] (e.g., trabecular-iris angle and angle opening distance). For each sub-network, we resize the input images to 224 × 224 to implement other pre-trained deep models conveniently [18] , [53] .
The feature maps of the three sub-networks are combined and fed into one fully connected layer with softmax regression to predict the final detection result. As a binary classification task, the binary cross-entropy is utilized as the loss function for angle-closure detection:
where p i is estimated probability for the i-th image, y i ∈ {0, 1} is the angle-closure label, and N denotes the number of training images.
C. Intensity-based data augmentation
The AS-OCT images are captured along the perpendicular direction of the eye, and anterior chamber structures generally appear at consistent positions in AS-OCT images. As a result, . general image augmentation operations by rotation and scaling do not facilitate training for AS-OCT images. Moreover, the different AS-OCT modalities may lead to varied image intensities, which can degrade detection performance. Based on this, an intensity-based data augmentation is introduced on the training data, specifically by re-scaling image intensities by a factor of k I (k I = [0.5, 1, 1.5] in this paper). We note that errors may exist in the localization of the ACA patch. To reduce the effect of such errors, we also augment the data by shifting the ACA center to generate different patches for input into the ACA sub-network.
IV. EXPERIMENTS A. Clinical AS-OCT dataset
For experimentation, we collected two clinical AS-OCT datasets for different devices, namely a Carl Zeiss Visante AS-OCT and a Cirrus HD-OCT.
Visante AS-OCT dataset is captured using a Visante AS-OCT machine (Model 1000, Carl-Zeiss Meditec). The dataset is composed of 4135 AS-OCT images from 2113 subjects. Cirrus HD-OCT dataset is captured using a Cirrus HD-OCT machine (Model HD 5000, Version 8.0, Carl-Zeiss Meditec, Germany). It contains 701 AS-OCT images in total from 202 subjects. Same as with Visante AS-OCT, two ACA images are extracted from each AS-OCT image, and finally we obtain 1102 open-angle and 300 angle-closure ACA images. Different from the Visante AS-OCT imaging, post-processing is done during Cirrus machine imaging, where the corneal boundary is made clearer, as shown in Fig. 6 . However, the posterior border of the iris and the iris trabecular contact points are not obvious in all images.
In the experiment, each dataset is divided randomly into training and testing sets at a patient level, which ensures that the ACA images from one patient fall into the same training or test set.
B. Implementation
Training of the proposed MLDN is composed of two phases. First, the pre-trained model trained from ImageNet is loaded in each sub-network as the initialization, and then each subnetwork is fine-tuned individually on the training dataset. Second, we combine the three trained sub-networks together into the MLDN and fine-tune the last fully connected layer on the training dataset. To optimize our deep models, stochastic gradient descent (SGD) is conducted on mini-batches with a learning rate of 1e − 4 and a momentum of 0.9. The whole framework is implemented by using Keras with Tensorflow. Fine-tuning (200 epochs) requires approximately five hours on one NVIDIA K40 GPU. In testing, the detection result is produced within 500 ms per AS-OCT image including ACA detection and classification.
C. Experimental criterion and baseline
For detection evaluation, Receiver Operating Characteristic (ROC) curves and area under ROC (AUC) curve by applying different thresholds are reported. Moreover, we also represent the highest point on the ROC curve as the diagnostic threshold to calculate four evaluation criteria, namely Sensitivity (Sen), Specificity (Spe), Balanced Accuracy (BAcc), and F-measure (F m ):
where T P , T N , F P and F N denote the number of true positives, true negatives, false positives and false negatives, respectively. We compare our algorithm with some angle-closure detection methods and deep learning networks:
-Clinical parameter based method [11] , which segments the AS-OCT image by using the label transfer technique and calculates the pre-defined clinical parameters. The screening result is then obtained from the clinical parameters via a linear SVM.
-Visual feature based method [9] , which detects the ACA region based on corneal structure and employs HOG features for classifying the angle-closure. The HOG feature is extracted from a 150 × 150 patch centered on the ACA region, and a linear SVM is used to predict the detection result.
-Single-network Deep Model. Three state-of-the-art deep learning architectures are used as baselines: VGG-16 [53] , Inception-V3 [54] , and ResNet50 [36] . VGG-16 has 13 convolutional layers and 3 fully connected layers [53] . Inception-V3 utilizes factorized smaller convolutions and aggressive spatial regularization to avoid representational bottlenecks [54] . ResNet50 employs a residual function to gain accuracy from considerably increased depth [36] . For each deep model, we report three results: one is based on the original global image (Img), the second is local iris region (Loc) as used in our second sub-network, and the last is based on the ACA patch (ACA) used in our third sub-network.
-Multi-Scale Deep Model: We also report results from two types of multi-scale deep learning models. The first is the multi-column deep model used in [44] , [45] with different receptive field sizes for each sub-network, as shown in Fig. 2  (A) . The second is the skip-layer deep model [46] , [47] , which combines different pooling layers to build the representation on a primary sub-network, as shown in Fig. 2 (B) .
D. Detection evaluation
We test our MLDN on the Visante and Cirrus datasets. The performances are reported in Table I and Fig. 7 . Most clinical measurements are defined according to anatomical structures, which are known to have specific physical significance in making a diagnosis. However, the clinical parameters do not represent information beyond what clinicians observed, and do account for detailed visual context of the AS-OCT. Thus the performance with clinical parameters does not perform best in automated screening based on AS-OCT. Visual representations could mine more image details, and is found to achieve better scores than the clinical parameter based method as expected. This was also observed in previous work [11] .
The deep learning based methods can learn rich representations more powerful than clinical parameters and handcrafted visual features. In the Visante AS-OCT dataset, the deep models (e.g., VGG-16 and Inception-V3) perform better than visual features at all scales (Img, Loc, and ACA). But in the Cirrus HD-OCT dataset, only the performance of the VGG-16 model on Loc and ACA are higher than for visual features. A possible reason for this is that deeper architectures such as Inception-V3 and ResNet require larger-scale datasets for effective fine-tuning, while in our case only smaller-sized datasets (e.g., Cirrus HD-OCT dataset) are available. For different scales of inputs, the ACA patch focuses on the most highly relevant details, and in all the deep models, the results on the ACA patch are higher than for the global image or local iris region. For multi-scale deep models (Multi-Column and Skip-Layer models), the shallow layers can be easier to optimize, resulting in similar performance on both datasets. Our MLDN outperforms the other networks, showing that the proposed combination of multi-level clinically-relevant regions improves the detection performance, with AUC of 0.9619 (95% Confidence Interval (CI): 0.9499-0.9711) on the Visante AS-OCT dataset and 0.9524 (95% CI: 0.9208-0.9718) on the Cirrus HD-OCT dataset, respectively. Note that the AS-OCT images were captured with the standardized position and direction, which leads them to have similar structure locations. Alignment pre-processing is thus not needed. Moreover, the data augmentation of the deep learning method promotes robustness of our method against slight shifts and rotations.
E. Component evaluation
Our multi-level architecture employs three sub-networks to generate the screening result. To evaluate the effectiveness of each sub-network, we report the results on different combinations of both datasets, as shown in Table II and Fig. 8 . From the results, we can see that the performance on global images is the worst. Single sub-networks on local regions and ACA patches obtain similar scores. Combinations of two sub-networks perform better than a single sub-network, and our final architecture with all sub-networks obtains the best performance. Moreover, we report results obtained without the intensity-based augmentation (Our MLDN w/o AG). We can observe that the intensity-based augmentation yields clear improvements, with the AUC score increasing from 0.950 to 0.962 on the Visante AS-OCT dataset and from 0.937 to 0.952 on the Cirrus HD-OCT dataset.
V. CONCLUSION
In this paper, we presented an automated angle-closure detection system for AS-OCT images. A multi-level deep network was designed to obtain multi-level AS-OCT representations on clinically meaningful regions. In addition, an intensity-based augmentation for AS-OCT was introduced in the training phase. Experiments on two clinical AS-OCT datasets demonstrate that the proposed MLDN method outperforms previous detection methods and other deep learning networks. The design of MLDN was guided by clinical prior knowledge, and the intensity-based augmentation could also be utilized in other OCT-related tasks. Moreover, our MLDN architecture is a general framework not limited to AS-OCT images. Actually, it can be used in any real-life application that would benefit from extraction of a meaningful foreground region and integrating it with global context. In the future, we will examine further applications of MLDN. 
