Abstract: By exploiting diversity techniques, the information capacity of communications systems can be significantly increased. Research has recently been focused on a set of codes that introduce spatial and temporal correlation into signals transmitted from multiple antennas to provide diversity and coding gain at the receiver. Such codes are called space-time codes. The paper provides an overview of various space-time coding techniques, which include space-time trellis coding, space-time block coding, concatenated space-time coding, differential space-time coding, space-frequency coding and layered space-time codes. We present some of the latest research in these topics, in addition to presenting some design criteria and example codes.
Space-time trellis coding
Space-time trellis (STT) codes are effectively a joint design of error control coding, modulation, transmit and receive diversity to combat the effects of fading. In [5] Tarokh et al. introduced the concept of space-time coding and derived criteria to obtain codes for slow and fast Rayleigh fading channels. Figure 1 depicts a generic STT encoder.
As shown in Fig. 1 the input to the encoder is a sequence of bits that are divided into m streams at any time t. The kth input sequence c k ¼ ðc . . . ; m, is passed to the kth shift register and multiplied by an encoder coefficient set g k . Given we have P transmit antennas, the coefficient set can be described as [1] 
where j represents the delay in the encoder. These outputs are elements of a quadrature modulated signal set. x t is a space-time symbol at time t and given by . . . ; x P t are transmitted simultaneously through P transmit antennas [1] . The encoder has v memory elements where
and v k is given as [6] 
where k ¼ 1; 2; . . . ; m and bxc denotes the largest integer smaller than x. The encoder has 2 v trellis states.
Design criteria
We consider that the probability that the decoder decides erroneously in favour of the legitimate code vector sequence e ¼ ½ðe The N Â N error matrix A is defined as [7] Aðx; eÞ
where (.) * denotes the conjugate operation for scalars and the conjugate transpose for matrices and vectors. If ideal channel state information (CSI) H ðlÞ, l ¼ 1; . . . ; L is available at the receiver then it can be shown that the probability of transmitting x and deciding in favour of e is upper bounded for slow fading Rayleigh channels when the diversity order of the system is three or less by [6] P ðx ! eÞ
where E s is the symbol energy and N o is the noise spectral density, r is the rank of the error matrix A and l i , i ¼ 1; . . . ; r are the nonzero eigenvalues of the error matrix A.
Q is the number of receive antennas. The probability of error bound in (5) is similar to the probability of error bound for trellis-coded modulation for fading channels. The term y r ¼ Q r i¼1 l i represents the coding gain achieved by the space-time code (STC) and the term ðE s =4N o Þ ÀrQ represents a diversity gain of rQ. Since r P , the overall diversity order is always less or equal to QP. For small values of QP the error probability at high SNRs are dominated by the minimum rank r of the error matrix Aðx; eÞ over all possible code word pairs, therefore we must maximise r. In addition, we must also maximise the minimum product of nonzero eigenvalues, Q r i¼1 l i of matrix Aðx; eÞ along the pairs of distinct codewords with minimum rank, thereby minimising the error probability. The above criteria are referred to as the rank and determinant criteria or Tarokh/Seshadri/Calderbank (TSC) criteria [1] .
When the diversity order of the system is greater than three the minimum pairwise error probability is approximated by [8] P ðx ! eÞ
By maximising the minimum trace P r i¼1 l i of matrix Aðx; eÞ over all pairs of distinct codewords, it is equivalent to maximising the Euclidean distance between all pairs of distinct codewords. We must also ensure that the minimum rank r of matrix Aðx; eÞ over all pairs of distinct codewords is such that rQ ! 4.
An important point to note is that when the number of independent subchannels rQ is large the effects of fading are reduced and consequently the channel approaches an AWGN model. The proposed design criteria are consistent with those for trellis codes over fading channels with a large number of diversity branches [1] .
For fast fading channels, when the diversity order of the system is three or less the pairwise error probability is
given by [6] P ðx ! eÞ Y t2vðx;eÞ
where t 2 vðx; eÞ denotes the time instances when kx t À e t k is non-zero, and d H denotes the symbol-wise Hamming distance. In this instance, to minimise the error probability we must maximise the minimum space-time symbol-wise Hamming distance d H between all pairs of distinct codewords. In addition, we should maximise the minimum distance product Q t2vðx;eÞ jc t À e t j 2 taken over distinct codewords e and x [5] .
For systems with a greater diversity order, the pairwise error probability is given by [1] 
where d 2 E is the accumulated squared Euclidean distance between the two space-time symbol sequences given by [1] 
At high SNR, the frame error probability is dominated by the pairwise error probability with the minimum squared Euclidean distance. Part of the design criteria is to thus ensure the product of the minimum space-time symbol-wise Hamming distance and the number of receive antennas is Z 4. It is also important to maximise the minimum Euclidean distance among all pairs of distinct codewords.
Example
For a 4-state space-time trellis code (STTC) 4-PSK scheme with two transmit antennas we could define the coefficients in the generator matrix as thus
For a binary input sequence of Din ¼ ½0 0 0 1 1 0 1 1 0 0
We can define the input data to the encoder shown in Fig. 1 as
Using (1) the output symbols will be
Note that this example is actually a delay diversity scheme. The trellis structure for this code is shown in Fig. 2 
Optimum code search
In [5] , Tarokh et al. hand-designed codes that achieved the maximal possible diversity gain, but not necessarily full coding gain. Tarokh's 4-PSK, 8-PSK and 16QAM codes operate within 2-3 dB of the outage capacity derived by Foschini and Gans [4] . Reference [9] then proposed three new novel trellis codes for 4-PSK systems by performing a random computer search that improved on Tarokh codes by between 0.62 and 1.5 dB if receive diversity is used. Reference [8] proposed a new performance bound ( provided above) and design criterion for STTCs on slow Rayleigh fading channels for a large product (43) of the numbers of transmit and receive antennas. The authors of [8] presented a number of new codes for two transmit antennas that showed significant gains over the codes presented in [5] and [9] .
The only way to ensure optimal STTC in consideration of design criteria for a particular set of transmit antennas is to perform a full code search over all possible combinations of coefficients in the generator matrix. This presents difficulties when looking for codes for a high number of transmit antennas, with a high number of states and/or high modulation indices, as in this situation there are a few billion possible combinations in the generator matrix. Reference [10] proposed some new higher performing STTCs for 4-PSK systems by utilising a simple strategy to reduce the code search. By using the ðP À 1Þ-tuple code coefficients obtained for the good codes found with P À 1 transmit antennas and only doing the exhaustive search for the last elements of P-tuple coefficients a sub-optimal search method is obtained. While the code search is reduced to only a fraction of the total number of combinations G, the method does not take into account all possible combinations of the distance matrix B ¼ A:A H , where ð:Þ H denotes the transpose conjugate (Hermitian). Further more, the method cannot be extended to systems employing extra states since the scheme only works for independent inputs and due to the convolution properties of the code it is not possible to implement [6] .
In [6] two novel code search criteria were proposed, which although do not lower the number of searches required for the sub-optimal method, when used together reduce the code search by twice the factorial of the number of transmit antennas under consideration without effecting the optimality of the codes obtained. In [6] it was shown that when performing a full search with all possible codewords and all possible error event paths for each set of coefficients, the search is duplicated by evaluating the mirror image of the difference matrix. Effectively the same calculations are performed on A and A * . It was shown that by extracting the coefficients and corresponding conjugates from the constellations the code search can be minimised by up to 25%. The authors of [6] also showed that when performing a full code search on the coefficients on the G matrix, where each column in the matrix represents the coefficient for a particular transmit antenna, the search is repeated over columns of the G matrix but with the columns in different orders. Furthermore it was demonstrated that permutations of the generator matrix do not affect the parameters of interest in satisfying the code design criteria to obtain optimum STTC. Using this search criterion more novel STTCs were presented.
Space-time block coding
STT codes perform extremely well at the cost of relatively high complexity. When the number of antennas is fixed, the decoding complexity of STT coding (measured by the number of trellis states at the decoder) increases exponentially as a function of the diversity level and transmission rate [5] . Alamouti [11] proposed a simple transmit diversity technique for two transmit antennas, which can be generalised for an arbitary number of receive antennas. Tarokh et al. further generalised the scheme, [12] to include an arbitrary number of transmit antennas by applying the theory of orthogonal designs, thus leading to the concept of space-time block (STB) codes. Alamouti's scheme supports maximum-likelihood (ML) detection based only on linear processing at the receiver in contrast to the vector Viterbi required for STT codes [7] . An understanding of maximalratio combining techniques is important in understanding the construction of STB codes. The received signal at each antenna is defined as
where x is the original transmitted signal. The received signals at the two antennas r 0 and r 1 are multiplied by the complex conjugate of the channel coefficient h 0 and h 1 respectively. The two resulting signals are then summed to yield the following equatioñ
where h Ã 0 and h Ã 1 are the complex conjugates of h 0 and h 1 respectively. The above equation can be expanded and simplified as follows
The combined output signal is then passed to the maximum likelihood detector, as shown in Fig. 3 . Based on the Euclidean distances between the combined output signal and all possible transmitted symbols, the most likely transmitted symbol is determined by the maximum likelihood detector. The simplified decision rule is based on choosing x i if and only if
where distðA; BÞ is the Euclidean distance between signals A and B, and the index j spans all possible transmitted signals.
From the above equation we can see that the maximum likelihood transmitted symbol is the one having the minimum Euclidean distance from the combined output signal [1] . The block diagram for Alamouti's transmit diversity scheme can be seen in Fig. 4 .
Modulated symbols x 0 and x 1 are passed to the spacetime encoder. At time t the encoder transmits x 0 from antenna zero and x 1 from antenna one simultaneously. At the next time slot t þ T , where T is the symbol duration, the encoder transmits Àx 
Fig. 4 Two antenna transmit diversity technique
matrix X C is defined as
Here the number of columns is equal to the number of transmit antennas P and the number of rows represents the number of transmission time slots n. Since there are k ¼ 2 possible input symbols and n ¼ 2 transmission time slots the code rate (R) is defined as R ¼ k=n, which in this case is equal to one. We will see later that this is a special case. This scheme assumes that the fading coefficients of the channel are constant during two consecutive symbols, thus [11] 
The received signals are the expressed as
where n 0 and n 1 are independent noise samples. The original symbols x 0 and x 1 can be extracted by combining the received signals r 0 and r 1 as follows
Owing to the orthogonality of the space-time code described above we are able to cancel out the unwanted signals x 1 fromx 0 and x 0 fromx 1 in the combiner. Both signals are then passed to the maximum likelihood decoder which applies (15) to determine the most likely transmitted symbols. When simulating the simple Alamouti two-transmitter STB code described above to obtain performance graphs of BER against average SNR in a Rayleigh fading channel, the Alamouti scheme performs 3 dB worse than the two branch MRRC system, though significantly better than a system without diversity. However in the simulations performed it is assumed that the transmit power from the two antennas is the same as the transmit power from the single transmit antenna for MRRC, thus the reason for the 3 dB penalty.
Analogues of Alamouti's scheme was created by Tarokh et al. in [12] by applying the theory of orthogonal designs and he consequently introduced the theory of generalised orthogonal designs. If we have a P Â n real transmission matrix X that satisfies [1] 
where c is a constant and I P is a P Â P identity matrix, then the space-time block code can achieve a full diversity order of PQ. Tarokh in [12] showed proof that orthogonal designs are delay optimal for P ¼ 2, 4 and 8 only, these matrices are defined below 
Other P Â n real transmission matrices for P ¼ 3, 5, 6 and 7 that achieve full rate were derived by Tarokh and can be found in [12] , the minimum value of n for these transmission matrices are 4,
The X 2 transmission matrix derived by Alamouti is unique in that it is the only P Â P orthogonal STB code known that not only achieves maximum diversity but also achieves a full rate of one. Therefore the goal is to design high-rate transmission matrices that can achieve full diversity with minimum coding delay (i.e. minimise n) and minimum decoding complexity. Tarokh proceeded in [12] to design half rate complex transmission matrices X C 3 , X C 4 and threequarter rate transmission matrices for P ¼ 3 and P ¼ 4. In [13] the authors proposed two new orthogonal STB codes of rates 7/11 and 3/5 for five and six transmit antennas respectively and in [14] a STB code of rate 2/3 for five transmit antennas was presented.
Concatenated space-time coding
By concatenating space-time codes with other coding schemes, it is possible to further improve their code performance. Owing to the simplicity of STBCs it is a popular choice to concatenate it with convolutional codes (CC), turbo convolutional codes (TCC), turbo BoseChaudhuri-Hocquenghem (TBCH) codes, trellis-coded modulation (TCM) and turbo trellis-coded modulation (TTCM), to name a few. All of the aforementioned coding schemes have very good error correction capabilities and are widely employed in communications systems ranging from satellite terminals to consumer-based products such as mobile telephones systems. Figure 5 shows a system overview of STB codes and different channel coding schemes.
The binary information bits are encoded by one of the schemes discussed above, which are then passed to a modulator. The output of the modulator is passed to a space-time encoder ready for transmission via multiple transmit antennas.
It is worth discussing turbo coding since this is a relatively new invention, which out-performs other known coding schemes in terms of its error correction properties. et al. [15] . They showed that the error correction capabilities approached the Shannonian predictions. A block diagram of a turbo encoder can be seen in Fig. 6 . The information sequence is encoded twice, with an interleaver between the two encoders. The output data from the encoders are possibly punctured and then multiplexed to form one single encoded data stream. A popular choice is to use recursive systematic convolutional (RSC) encoders. It is the combination of the interleaver and second encoder which increases the error-correction properties of turbo codes over that of other codes. It appears that turbo codes can be thought of as having a performance gain proportional to the interleaver length used [16] . The turbo decoder operates iteratively. The decoder accepts soft inputs and provides soft outputs for the decoded sequence. These soft inputs and outputs provide a likelihood ratio, which gives a probability that the bit has been correctly decoded. A more detailed discussion of turbo codes can be found in [16] .
It is natural to concatenate the superior performing turbo codes with STCs in MIMO systems. It should be noted that owing to the use of an interleaver, turbo codes are not recommended for delay sensitive applications, in this instant other coding schemes should be considered. Different concatenated space-time coding schemes can be found in [17, 18] . In particular, [17] has already given a very thorough investigation/overview of concatenated space-time coding including the space-time turbo coding. Therefore, we refer the reader to this paper for details of concatenated spacetime coding, leaving this Section short.
Differential space-time coding
With the coding schemes discussed so far, we have assumed that there is perfect channel state information available at the receiver and hence coherent detection is employed. When the channel fading conditions alter slowly compared to the transmit symbol rate, the transmitter can send pilot sequences which enable the receiver to estimate the channel accurately [19] . However, in high mobility environments or environments where the channel fading conditions change rapidly it may be difficult and/or costly to accurately estimate the channel. For this reason it is useful to develop space-time coding techniques that do not employ channel estimators at the receiver or transmitter.
There exist a number of differential modulation schemes that can be employed in single antenna link systems that do not require channel estimators and hence invoke non-coherent detection. One such scheme, depicted in Fig. 7 , is differential phase-shift keying (DPSK).
The input bit sequence i 0 ; i 1 ; i 2 ; . . . ; i t is mapped to generate a modulated symbol sequence s 0 ; s 1 ; s 2 ; . . . ; s t where the signal constellation is M-PSK with M signal points. The signal constellation can be represented by
The differential modulated sequence x 0 ; x 1 ; x 2 ; . . . ; x t is obtained as follows
The resulting information is sent in the difference of the phases of two consecutive symbols. At the demodulator the decision output depends upon received symbols in every two consecutive symbol periods and not earlier demodulation decisions and channel state information. Providing the channel is approximately constant over two consecutive symbol periods the demodulator performs within 3 dB of coherent receiver systems in Gaussian channels [1] . It is natural to extend such differential schemes to MIMO system. In [20] Tarokh presented a differential space-time block encoder and decoder based on the Alamouti STB code. A block diagram of Tarokh's proposed encoding scheme can be seen in Fig. 8 .
The performance of the differential block coded schemes is 3 dB worse when compared with their respective spacetime block coded receivers incorporating coherent detection at high SNRs. By employing the theory of generalised orthogonal designs, Tarokh et al. extended the differential transmit diversity technique to systems employing more than two transmit antennas and presented this in [21] .
In [22] a differential STBC (DSTBC) scheme was proposed that improved the performance of the above differential schemes by 1 dB. The architecture is similar to that shown in Fig. 8 with the fundamental difference that the information block set is mapped to an enlarged 'super differential coefficient set' in the differential encoder. The super differential coefficient set is of a larger size than the information block set and thus redundancy is introduced. The outputs states are therefore constrained and can be described by a trellis. The 1 dB improvement is made possible owing to the coding gain achieved by adding redundancy. The scheme can be decoded using a Viterbi decoding algorithm, the complexity of which depends upon the number of states in the code trellis. STBC encoder x 2t +1 , x 2t + 2
Fig. 8 Differential STBC encoder
Reference [23] proposed a rate-2 differential Alamouti STBC by combining the benefits of the differential scheme proposed by Tarokh [20] and techniques to double the achievable rate of the Alamouti scheme using the linear spatio-temporal interference cancellation scheme proposed in [2] . The complexity of the ML detector grows exponentially with the signal constellation size, information rate, and numbers of transmit antennas per information stream. Furthermore, the scheme assumes that the channel coefficients remain constant over 8 consecutive symbol instances. In contrast to the rate-1 differential schemes, owing to the presence of inter-stream interference the performance gap between the coherent and differential ML receivers is significantly more than 3 dB.
At about the same time that Tarokh et al. developed the DSTBC, the authors of [24] proposed unitary space-time codes. An important theorem was re-iterated; the channel capacity could not be increased by making the number of transmit antennas greater than the length of the fading interval [24] . Unitary space time modulation with P transmit antennas and spectral efficiency Z bits/s/Hz is defined by a set of M distinct P Â P unitary signal matrices [1] V
where
Owing to the orthogonality of the unitary signal matrices they can be used as space-time transmission matrices to achieve full transmit diversity. The ith row of each matrix represents the signal sequence transmitted from the ith transmit antenna over P symbol periods. Differential unitary space-time modulation was proposed in [25] . ZP bits are mapped into a modulation signal set at the tth modulation block and a unitary matrix V Zt , is chosen, where Zt 2 f0; 1; 2; . . . ; M À 1g. Initially an identity matrix is transmitted as a reference ðX 0 ¼ I P Þ. The differential operation is defined as [25] X
The assumption is made that the channel fading coefficients are constant over two consecutive transmission blocks. Given that we have Q receive antennas, the received signals for a tth transmission block can be represented by a Q Â P matrix for R t as
It is clear to see that differential demodulation depends upon the current and previous received signals and not knowledge of the channel fading coefficients. These codes have exponential encoding and decoding complexity. The maximum likelihood differential demodulation rule is given by [25] 
where k Á k denotes the Frobenius norm of a matrix, which is the sum of the norms of all the matrix elements [25] .
Space-frequency coding (STC-OFDM)
Much of the research discussed above has been conducted on channels that are assumed to be flat fading. This can be considered true of low symbol rate or narrow bandwidth communications systems. For higher symbol rate transmissions, fading is frequency selective and so this poses a greater challenge given limited link budget and the severity of the wireless environment. Designing space-time codes in frequency selective channels are challenging because the transmitted signals are mixed both temporally and spatially. In order to take advantage of existing space-time codes designs for flat fading channels a two-step approach can be taken [26] (i) Mitigate the inter-symbol interference (ISI) and convert frequency-selective fading channels into flat fading ones.
(ii) Design space-time coders and decoders for the resulting flat fading channels.
It is possible to mitigate the ISI in broadband space-time coded systems by employing a multiple-input multipleoutput equalisation (MIMO-EQ) at the receiver. The drawback of doing this is the high receiver complexity [26] . In order to maintain receiver simplicity, space-time codes can be designed for orthogonal frequency division multiplexing (OFDM) MIMO modulation systems. In this way, the high data rate stream is split into a high number of low data rate streams transmitted over flat fading subchannels. Figure 9 shows a typical block diagram of a conventional OFDM system. The binary input data sequence is mapped to a quadrature modulated serial data sequence of length T . These modulated data are fed into an inverse fast Fourier transform (IFFT) circuit and an OFDM signal is generated. At this point the OFDM signal could be transmitted and providing there is no inter-carrier interference (ICI), the individual sub-channels can be completely separated using an FFT at the receiver. However in practice, the transmitted signal is distorted by channel effects, such as multipath fading, and this can cause each of the subchannels to spread their power into adjacent channels. A widely employed technique to eliminate ISI is to create a cyclically extended guard interval, where each OFDM symbol is preceded by a periodic extension of the signal itself. The total symbol duration is defined as T o ¼ T g þ T s where T g is the duration of the guard interval. The duration of the guard interval should be such that it is longer than the channel impulse response or the multipath delay. We can denote the sub-carrier frequencies as f 0 ; f 1 ; . . . ; f KÀ1 where the sub-carrier frequencies are separated by multiples of Df ¼ 1=KT s . Given we have P transmit antennas, at each time instant t, a block of information bits is encoded to generate a spacetime codeword which consists of PL modulated symbols the space-time codeword is given by where the pth row is the data sequence for the pth transmit antenna. In the following analysis we assume that the codeword length L is equal to the number of OFDM subcarriers K. At receive antenna q the output is given by [1]
where H t;k q;p is the channel frequency response for the path from the pth transmit antenna to the qth receive antenna on the kth OFDM sub-channel, and N q t;k is the noise sample for the kth OFDM sub-channel at the qth receive antenna with power spectral density N o . For the performance analysis, ideal frame and synchronisation between transmitter and receiver is assumed and the sub-channels are modelled by uncorrelated quasi-static Rayleigh fading. Assuming that perfect CSI is available at the receiver the maximum likelihood decoding rule is given by [27] X t ¼ arg min
Channel capacity
Since the channel is described by a non-ergodic random process, the instantaneous channel capacity is defined as the mutual information conditioned on the channel response and is a random variable. For each realisation of the random channel frequency response H t;k q;p , the instantaneous channel capacity of an OFDM based MIMO system is given by [1] 
where I Q is the identity matrix of size Q, H K is an Q Â P channel matrix with its ðq; pÞth entry H t;k q;p , and SNR is the signal to noise ratio per receive antenna. In the above case the channel is perfectly known to the receiver and not the transmitter and is assumed to be quasi-static fading.
If the channel is ergodic, we can average the instantaneous capacity in equation (31) 
Performance analysis
If we assume that equal power is transmitted from all transmit antennas, the pairwise error probability ( PEP) of transmitting x t and deciding in favour of e t is upper bounded by [27] H q ð34Þ where
The PEP of an STC-OFDM system over a frequencyselective fading channel by averaging equation (31) 
Design criteria
From the generic design shown in Fig. 10 the highest possible diversity order the systems can provide is (PQL), i.e. the product of the number of tranmsit antennas, the number of receive antennas and the number of selectivefading diversity order [27] . To achieve the maximum possible diversity order the space-time code should exploit both the multipath channel delay spread and transmit diversity. Hence, the symbol wise Hamming distance d H should be Z LP, otherwise the diversity gain is d H Q. Since the channel characteristic is not known to the transmitter and L is associated with the channel characteristic, it is preferable to have a STC with a large effective length [27] . The structure of D H ðx t ; e t Þ depends upon both the channel delay profile and code structure, as a result the decoding performance may vary unfavourably with different channel delay profiles. This problem is alleviated by the use of an interleaver to scramble the output of the STC encoder.
Example codes
Reference [28] proposed a simple space-frequency OFDM (SF-OFDM) system by combining the Alamouti scheme in [11] [5] and also showed the results of concatenating a 1=2 rate RS code with the same STC-OFDM scheme.
The attraction of utilising STC-OFDM lies in its ability to exploit all the available diversity resource [27] . In fact, MIMO-OFDM has already been identified as a key technology for 4G wireless and mobile communications.
Layered space-time codes
Foschini [30] proposed one of the first MIMO architectures for data rate maximisation, the layered space-time (LST) architecture. This architecture allows for processing of multi-dimensional signals in the space domain by 1-D (one dimensional in space) processing steps. There are various LST architectures depending upon whether error control coding is used or not and by the way that modulated symbols are assigned to the transmit antennas [1] . Such architectures include the vertical layered spacetime (VLST) scheme [31] , horizontal layered space-time (HLST) architecture [32] , diagonal layered space-time (DLST) architecture [32] and threaded layered space-time (TLST) structure [33] . Various LST transmitter architectures can be seen in Fig. 11 , for a deeper understanding of LST we refer the reader to the references provided.
At the receiver the individual bit streams are separated and estimated after having identified the mixing channel matrix through training symbols. This process occurs in much the same way as three unknowns are resolved from a linear system of three equations. The assumption is that each pair of transmit and receive antennas yields a single scalar channel coefficient, hence flat fading conditions [7] . However using OFDM techniques as discussed previously, extensions to frequency selective cases are possible.
Conclusions
Space-time coding is a relatively new signal processing technique for systems with multiple transmit antennas and multiple receive antennas, to increase capacity in wireless communications without sacrificing bandwidth. The coding schemes discussed in the paper can be broadly categorised into two sections, space-time block coding and space-time trellis coding. Space-time trellis coding has the potential to offer maximum diversity and coding gain but at the expense of complex decoding algorithms. Space-time block coding is a much simpler scheme offering transmit diversity and requires far less complex decoding algorithms. Channel codes can be combined with space-time coding to further enhance their performance. Differential space-time codes can be used to eliminate the requirements for channel estimation. However, because these types of codes require earlier received signal as a demodulation reference, (i.e. comparing noisy symbols with noisy symbols), the theoretical performance is up-to 3 dB worse. Space-time coding for OFDM can be used to increase the channel capacity for wide-band communications. Here the high data rate signals are split into a high number of low data rate streams which are modulated on different frequencies to be transmitted over flat fading sub-channels. Finally we briefly presented layered space-time codes which have a more spectrally efficient architecture at the expense of diversity gain.
Owing to what it promises for the wireless communications market, many wireless communications standards are now incorporating these space-time coding ideas. Research in space-time coding will continue to flourish in the years to come and a wide variety of applications of STC in mobile communications and wireless LANs will surely come into place in the near future.
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