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GENERALIZED EXPONENTS OF SMALL REPRESENTATIONS.
II.
BOGDAN ION
Introduction
This work is part of a series that aims to give manifestly non-negative formulas
for generalized exponents, and in fact all t-weight multiplicities, corresponding to
small weights. It is a direct continuation of [3] where the overall structure of the
argument was illustrated for root systems of type A. The notation and conventions
on finite root systems used here are those set up in [3, § 1].
The results contained in this paper correspond to those in [3, § 3] which form
the backbone of the entire argument. More precisely, we give formulas for Fourier
coefficients (or partition function coefficients) of the degenerate Cherednik kernel
C(t) =
∏
α∈R+
1− eα
1− teα
Unlike the usual partition function, the answer in this case encodes only the combi-
natorics of minimal expressions of a weight as a sum of roots and, in consequence, is
amenable to a full description. Sections 1 and 2 are devoted to developing the nec-
essary foundations for the combinatorics of minimal expressions. The main results
are contained in Section 3 and Appendix B (in their explicit form).
Let λ be a weight. A minimal expression for λ is an expression of λ as a sum of
roots that contains the fewest possible number of terms. The number of terms in a
minimal expression for λ is called the co-length of λ (denoted by ℓ∗(λ)). For small
dominant weights we specify a certain distinguished expression (and in fact a dis-
tinguished way of ordering the terms in the expression) which we call the canonical
expression. It coincides to the canonical decomposition of dimension vectors for
representations of quivers [5, § 2.8]. Furthermore, on the set of roots contributing
to a fixed expression we define an equivalence relation whose equivalence classes we
call blocks. The canonical block decomposition of a small dominant weight is the
block structure of the canonical expression of that weight.
It turns out that recording the block sizes in canonical block decompositions gives
a natural parametrization of small dominant weights that also contains information
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about the inclusion relation between the closures of the convex hulls of their Weyl
group orbits and the canonical block decomposition of weights in such a convex hull.
Furthermore, together with some information about co-length two small weights it
leads to a complete (weighted) enumeration of minimal expressions of any small
weight.
The symbol of λ (denoted by [λ]) is a sequence of positive integers each representing
the size of a block in the canonical block decomposition of λ. Sometimes these in-
tegers have to be adorned with extra information such as the length of the roots in
particular blocks (if the root system is not simply laced) or the irreducible compo-
nent of a root system (when reducible root systems have to be considered). Below,
we give the details of how to recover a dominant weight from such information.
Convention. Since the root systems of type An where treated in [3] and the non-
zero small weights in type G2 are the dominant roots, we henceforth assume that
R is a finite irreducible root system not of type An or G2.
Nevertheless, the root systems excluded above do not deviate from the behaviour
we will describe. The convention is motivated by the fact that the analysis for G2
is essentially empty and that for An complicates the arguments by a significant
factor.
Assume that Γ is a parabolic root sub-system of R. We use the symbol [1Γ,Xℓ ],
and [1Γ,Xs ], to refer to the dominant long and, respectively, short root of the irre-
ducible component of Γ of Dynkin type X . If there are several components with the
same Dynkin type we might need to distinguish them further by adding subscripts
a, b, c, . . . . It is important to note that the reference to length refers to the long
and respectively short of roots in R. For example, if R is simply laced we drop the
reference to length from the subscript but the reference to length remains relevant
when Γ is simply laced and R is not simply laced.
When X refers to a simply laced Dynkin type, we denote by [2Γ,X ] the dominant
weight 2θΓ,X−αθΓ,X , where θΓ,X is the dominant root in the irreducible component
of Γ of type X and αθΓ,X is a simple root in the indicated irreducible component
that is not orthogonal on θΓ,X . When Γ is of type A there are two simple roots
that are not orthogonal on the dominant root and one needs to specify further
from which simple root [2] is constructed. It turns out that only one of the choices
produces a dominant small weight for R. This situation appears only for the root
system E6 so we will prefer to spell out these details when necessary rather than
introduce more notation.
When Γ is implicit we may drop it from the notation. When Γ is irreducible we
do not need to specify its Dynkin type and we may also drop it from the notation.
For consistence we use [∅] to refer to the zero weight.
3By Γ[1Xs ], Γ[1Xℓ ], and Γ[2X ], we refer to the parabolic sub-systems of the irreducible
component of Γ of Dynkin type X spanned by the simple roots that are orthogonal
on the dominant short root, the dominant long root, and on both θΓ,X and θΓ,X −
αθΓ,X , respectively.
Let [aX11 , a
X2
2 , . . . , a
XN
N ] be a sequence of symbols with ai from the set {1s, 1ℓ, 2}
and Xi Dynkin types. By convention, the root system Γ[∅] is Γ. Define inductively
the root systems
Γ
[a
X1
1 ,a
X2
2 ,...,a
XN
N ]
:=
(
Γ
[a
X1
1 ,a
X2
2 ,...,a
XN−1
N−1 ]
)
[a
XN
N ]
The same sequence [aX11 , a
X2
2 , . . . , a
XN
N ] will also refer to the following weight of R
λ :=
N∑
i=1
[
aΓi,Xii
]
where Γi above is an abbreviation for Γ[aX11 ,a
X2
2 ,...,a
Xi
i ]
. The symbol arising from
the canonical block decomposition of λ turns out to be [aX11 , a
X2
2 , . . . , a
XN
N ]. When
2 does not appear in the sequence the construction of weights described here is
known as the Kostant cascade construction. We are now ready to state our first
result.
Theorem 1. The symbols arising from the canonical block decomposition of non-
zero small dominant weights of R are the following
Bn : [1
Bn
s ]
[1Bnℓ , 1
Bn−2
ℓ , . . . , 1
Bn−2k
ℓ ], 0 ≤ k ≤ (n− 2)/2
[1Bnℓ , 1
Bn−2
ℓ , . . . , 1
Bn−2k
ℓ , 1
Bn−2k−2
s ], 0 ≤ k ≤ (n− 3)/2
Cn : [1
Cn
ℓ ]
[1Cns , 1
Cn−2
s , . . . , 1
Cn−2k
s ], 0 ≤ k ≤ (n− 2)/2
[1Cnℓ , 1
Cn−1
s , . . . , 1
Cn−2k−1
s ], 0 ≤ k ≤ (n− 3)/2
Dn : [1
Dn , 1A1 ], [2Dn ]
[1Dn , 1Dn−2 , . . . , 1Dn−2k ], 0 ≤ k ≤ (n− 2)/2
[2Dn , 1Dn−3 , 1Dn−5 , . . . , 1Dn−2k−3 ], 0 ≤ k ≤ (n− 5)/2
E6 : [1
E6 ], [1E6, 1A5 ], [2E6 ], [2E6 , 1A2 ], [2E6 , 2A2 ]
E7 : [1
E7 ], [1E7, 1D6 ], [1E7, 1D6 , 1D4 ], [2E7 ], [2E7 , 1A5 ]
E8 : [1
E8 ], [1E8, 1E7 ], [2E8 ], [2E8 , 1E6]
F4 : [1
F4
s ], [1
F4
ℓ ], [1
F4
ℓ , 1
C3
s ]
G2 : [1
G2
s ], [1
G2
ℓ ]
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If there are weights having the same symbol they are conjugate under the action of
the automorphism group of the Dynkin diagram of R.
Note that by [3, (1.4)] the representations with highest weights that are conjugate
under Dynkin diagram automorphisms have identical generalized exponents.
Let us specify the symbols that parametrize more than one small dominant weight.
In typeDn with n ≥ 6 even and k = (n−2)/2, we getDn−2k = A1+A1 and therefore
we have two weights parametrized by the symbol [1Dn , 1Dn−2 , . . . , 1D4 , 1A1 ]. If in
addition n = 4 there are three weights parametrized by [1Dn , 1A1 ] (the root system
R[1] has three connected components, all of type A1). In type Dn with n ≥ 5 odd
and k = (n− 5)/2, we get Dn−2k−3 = A1 +A1 and therefore we have two weights
parametrized by the symbol [2Dn , 1Dn−3 , 1Dn−5 , . . . , 1D4 , 1A1 ].
In type E6, the root system R[2] has two connected components, both of type A2
and hence there are two dominant weights parametrized by the symbol [2E6, 1A2 ]
and again two parametrized by the symbol [2E6 , 2A2 ]. Regarding the latter case,
there are two simple roots that are not orthogonal on the dominant root in A2; the
weight [2A2 ] is the weight constructed from the simple root which is furthest away
from the degree three node in the diagram of E6.
Let us briefly mention what is corresponding result for root systems of type An. A
small dominant weight and its contragredient have the same symbol so it is enough
to consider first layer weights. If λ = (λ1, . . . , λn+1) is a first layer dominant weight,
its symbol is
[λ1 + 1, λ2 + 1, . . . , λn+1 + 1]
which is a partition of n+1 of length n+1− ℓ∗(λ). As it can be seen, the canonical
block decomposition can be a lot more complicated in type An than in any other
type. From this point of view, the symbol of a small dominant weight is a natural
root system analogue of a partition.
With the list available it makes sense to try to remove redundant information from
our notation. To make the notation for symbols more compact we will write ak
if a appears k times consecutively in [λ]. In a symbol [aX11 , a
X2
2 , . . . , a
XN
N ] we will
drop any reference to the Xi’s unless it is absolutely necessary. By inspecting the
list in Theorem 1 we observe that the only symbol that requires information about
components is [1Dn , 1A1 ]. In this case we will still choose drop the reference to
roots systems but we will write [1, 1] rather than [12] which refers to [1Dn , 1Dn−2 ].
Using Theorem 1 it is rather easy to describe the cover relations for the partial order
relation on dominant small weights given by the inclusion of closures of convex hulls
of Weyl group orbits. This is done in Theorem 2.5.
Furthermore, Theorem 1 leads to a computation of E[λ], the number of minimal
expressions of λ weighted by the size of the blocks that appear in each minimal
5expression (see Section 2.3 for definitions). It turns out that there are two kinds of
weights. Some have the property that E[λ] depends only on ℓ
∗(λ) and are charac-
terized by the fact that no 2 appears in [λ]. We call this normal (i.e. orthogonal)
weights motivated by the fact that all roots in their canonical decomposition are
mutually orthogonal. In type An however, all small weights are normal. When
referring to E[λ] for normal weights, we can therefore drop the reference to length
from the symbol of [λ]. For λ of co-length at most 2 we denote
η[λ] := E[λ]
It is easy to see that η[1] = 1 and η[2] = 2.
Theorem 2. With the notation above we have
i) E[1N ] = η[1]η[12] · · · η[1N ], where η[1N ] = (η[12] − 1)(N − 1) + η[1], N ≥ 1.
ii) E[2,1N ] = η[1]η[12] · · · η[1N+1]η[2,1N ], where η[2,1N ] = (η[12]−1)N+η[2], N ≥ 0.
iii) E[1,1] = η[1]η[1,1].
iv) E[22] = η[1]η[12]η[2,1]η[22], where η[22] = η[12]η[2].
Therefore, the enumeration of minimal expressions depends only on the enumera-
tion for weights of co-length two (i.e. on the constants η[12], η[1,1], and η[2]) which
must be computed separately for each root system. Often, a more convenient in-
variant is δ = η[12] − η[2]. The numerical values are given at the end of Section 2.
In type An, η[12] = 2, δ = 0, and E[λ] = E[1ℓ∗(λ)] = ℓ
∗(λ)!
We are now ready to discuss our main result. We will use the conventions and
notation spelled out in Section 3.1. The Fourier coefficient cλ(t) of a small weight
λ is expressed in terms of the height ht(λ) of λ and some data ℵλ that contains
information about the negative roots that appear in minimal expressions of λ. For
normal weights, ℵλ is a vector aλ ∈ Zℓ
∗(λ), which in turn can be expressed as
aλ = dλ − η[λ]
with dλ ∈ Z
ℓ∗(λ)
≥0 (called defect vector) and η[1,1] := (η[1,1], η[1]) and
η[λ] := (η[1ℓ∗(λ)], . . . , η[1])
for all the other normal weights (called cut-off vector). The terminology is moti-
vated by the fact that cλ(t) is zero as soon as one of the components of aλ becomes
non-negative. The defect vector counts the number of negative roots in R that par-
ticipate in the minimal expressions of λ (it is therefore the zero vector for dominant
weights). In this case, (1 − tℵλ) denotes
(1 − taλ)
For non-normal weights other than those with symbols [22] in type E6 and [2, 1]
in types E7 and E8, the data ℵλ is a 4-tuple (aλ, a˜λ, δλ, a¯λ), with aλ ∈ Z
ℓ∗(λ),
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a˜λ, δλ ∈ Z, and a¯λ ∈ Zℓ
∗(λ)−1 with each of the four parts being a difference of
vectors as for normal weights. In this case, (1− tℵλ) denotes
(1− taλ)− ta˜λ(1− tδλ)(1 − ta¯λ)
For the remaining weights the data ℵλ is a 7-tuple (aλ, a˜
′
λ, δ
′
λ, a¯
′
λ, a˜
′′
λ, δ
′′
λ, a¯
′′
λ) with
aλ ∈ Zℓ
∗(λ), a˜′λ, a˜
′′
λ, δ
′
λ, δ
′′
λ ∈ Z, and a¯
′
λ, a¯
′′
λ ∈ Z
ℓ∗(λ)−1 satisfying similar properties.
In this case, (1− tℵλ) denotes
(1− taλ)− ta˜
′
λ(1− tδ
′
λ)(1 − ta¯
′
λ)− ta˜
′′
λ (1 − tδ
′′
λ )(1− ta¯
′′
λ )
We refer to Section 3.4 for the details. The following statement sums up the results
proved in Theorem 3.2, Theorem 3.3, Theorem 3.5, and Theorem 3.6.
Theorem 3. Let λ be a small weight. Then,
cλ(t) = t
ht(λ)(1− tℵλ)
The corresponding result in type An is [3, Theorem 3.5]. The explicit definition
of defect vectors is contained in Appendix B. For normal weights there should be
a more canonical way to specify the defect vector by investigating some strongly
regular graphs that are naturally constructed from the combinatorics of minimal
expressions. For non-normal weights it is arguable to what degree the defect vectors
are canonical since for such weights (1−tℵλ) can be written in several ways as a sum
of two terms, respectively three terms. In Section 3.2 we define symmetry groups
and the notion of constrained orbit of a group. This is relevant for the understanding
of the different expressions of (1−tℵλ) as a sum of two, and respectively three terms.
Below, E(Vλ) are the generalized exponents, wt(λ) is the set of weights, andmλµ are
the weight multiplicities of Vλ, the irreducible representation with highest weight
λ. The following is the analogue of [3, Theorem 3.7] and an immediate consequence
of Theorem 3.
Theorem 4. Let λ be a small dominant weight. Then,
E(Vλ) =
∑
µ∈wt(λ)
mλµt
ht(µ)(1− tℵµ)
For the adjoint representation the above formula becomes the Shapiro-Steinberg
formula for classical exponents. As revealed in [3, § 4] a further refinement is
possible. It is based on the notion of quasisymmetric function which naturally
emerges from the combinatorics of the defect data. We pursue this in [4].
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the Max Planck Institute for Mathematics, Bonn during June–July 2008. I thank
MPIM for their hospitality and support.
71. Parametrization
1.1. Notation. We adopt the notation and conventions from [3, § 1]. In addition,
for S a set consisting of dominant weights consider
RS := {α ∈ R | (λ, α) = 0 for all λ ∈ S}
It is well known that RS is root system that is spanned by the simple roots con-
tained in RS which, in consequence, form a basis of RS . In general, RS is not
irreducible. Pictorially, the irreducible components can be represented by the con-
nected components of the graph obtained by removing from the Dynkin diagram
of R the nodes corresponding to simple roots that are not in RS .
For S = {θℓ}, or S = {θs}, there is a unique simple root which is not in RS . This
simple root will be denoted by αθℓ and, respectively αθs .
1.2. Co-length.
Definition 1.1. Let λ be a weight.
(a) The co-length of λ, denoted ℓ∗(λ), is the minimal number of roots necessary
to write λ as a sum of roots.
(b) A minimal expression for λ is a sum
(1.1) λ =
ℓ∗(λ)∑
i=1
βi
where βi are roots. Two minimal expressions coincide if their terms coin-
cide up to order.
(c) A root that appears in a minimal expression for λ will be called λ-relevant.
(d) A sub-expression of λ is a partial sum in a minimal expression of λ.
The co-length is constant on Weyl group orbits. A weight λ has co-length zero if
and only if it is the zero weight and it has co-length one if and only if it is a root.
Note that in general some terms of the sum (1.1) might appear with multiplicity.
We will show in Section 1.4 that for small weights any minimal expression must be
multiplicity free.
Lemma 1.2. Let λ be a weight and consider a fixed minimal expression for λ as
in (1.1). Then, all the scalar products (βi, βj) are non-negative. In particular,
(1.2) (λ, β∨) ≥ 2
for any λ-relevant root β.
Proof. Indeed, assume that for some i and j we have (βi, βj) < 0. Then, either
(β∨i , βj) = −1 or (βi, β
∨
j ) = −1 (or both)
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Assuming that (β∨i , βj) = −1 we see that
βi + βj = sβi(βj)
which is again a root. Therefore, the expression (1.1) cannot be minimal.
The remaining claim is an immediate consequence. 
Proposition 1.3. Let λ be a dominant weight. Then, all the λ-relevant roots are
positive.
Proof. Consider a minimal expression as in (1.1). Then, by Lemma 1.2, we have
that (λ, β∨i ) ≥ 2 for any 1 ≤ i ≤ ℓ
∗(λ). The weight λ being dominant, the roots βi
must positive. 
Proposition 1.4. Let λ and µ be weights such that µ is a convex linear combination
of λ and sα(λ) for some root α. Then,
ℓ∗(µ) ≤ ℓ∗(λ)
Proof. If λ and α are orthogonal the claim is trivial. By exchanging the role of λ
and sα(λ) if needed, we may assume that
k := (λ, α∨) > 0
The weight µ must therefore be of the form
µ = λ− tα
for some integer 0 ≤ t ≤ k. Let
λ =
ℓ∗(λ)∑
i=1
βi
be a minimal expression for λ. By rearranging the terms in the sum we may assume
that the first s terms are those which have strictly positive scalar product with α.
Therefore, µ can be written as
s∑
i=1
(βi − jiα) +
ℓ∗(λ)∑
i=s+1
βi
for some integers ji such that 0 ≤ ji ≤ (βi, α∨). But for all such integers βi−jiα are
roots so we managed to write µ as a sum of ℓ∗(λ) roots. The conclusion immediately
follows. 
91.3. Canonical expressions.
Proposition 1.5. Let λ be a dominant weight and let α be a λ-relevant root of
smallest possible height. Then, λ− α is dominant.
Proof. Indeed, if there is a simple root αi such that
(1.3) (λ − α, α∨i ) < 0
then 2 ≥ (α, α∨i ) ≥ 1 so si(α) is a root of height strictly smaller than that of α.
This forces (λ, α∨i ) to be 0 or 1. In the former case, si(λ) = λ so si(α) is λ-relevant
which contradicts the choice of α. In the latter case, we must have (α, α∨i ) = 2.
Now α 6= αi because α, being λ-relevant, must satisfy (1.2) which can be written
as
(λ − α, α∨) ≥ 0
Therefore, si(α) = α− 2αi and α− αi is again a root. If
λ = α+
ℓ∗(λ)∑
j=2
βj
is a minimal expression containing α then by applying si to this equality we obtain
λ− αi = (α− 2αi) +
ℓ∗(λ)∑
j=2
si(βj)
In conclusion
λ = (α − αi) +
ℓ∗(λ)∑
j=2
si(βj)
is another minimal expression for λ which means that α−αi is λ-relevant and this
contradicts the choice of α. Hence, there is no simple root satisfying (1.3). 
Definition 1.6. A canonical expression of a dominant weight is defined inductively
on co-length as follows.
(a) The canonical expression of the zero weight is by definition λ = 0.
(b) Let λ be a dominant weight of co-length N ≥ 1. The minimal expression
λ = β1 + · · ·+ βN
is a canonical expression of λ if βN is a λ-relevant root of smallest possible
height and
λ− βN = β1 + · · ·+ βN−1
is a canonical expression of λ− βN .
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Note that by Proposition 1.5, the weight λ− βN is a dominant weight of co-length
N − 1. Proposition 1.5 assures in fact that any dominant weight has at least
one canonical expression. The fact that small dominant weights have exactly one
canonical expression is a consequence of the unicity of their canonical block de-
composition which is proved in Section 1.10. Until then, remark that the unicity
can be easily established for small dominant weights of co-length two. Indeed, if
λ is a small dominant weight of co-length two then the first term in a canonical
expression must be a dominant root. In case there are two dominant roots that are
λ-relevant then the longest one must participate in the canonical expression. This
uniquely identifies the first term of the canonical expression and consequently the
entire expression.
1.4. Multiplicities.
Proposition 1.7. Let λ be a small weight. Then any sub-expression of λ is small.
Proof. It is safe to assume that λ is dominant. We prove by induction on ℓ∗(λ)
that any sub-expression of λ is small.
The claim is easily verified for dominant weights of co-length one. We assume that
ℓ∗(λ) ≥ 2 and that the claim is true for all small dominant weights of strictly
smaller co-length. By making use of the induction hypothesis it is enough to show
that any sub-expression of λ of co-length ℓ∗(λ)− 1 is small. Let
λ =
ℓ∗(λ)∑
i=1
βi
be a minimal expression for λ and let j be an arbitrary element of [ℓ∗(λ)]. We will
show that
λ− βj =
∑
i6=j
βi
lies in the convex hull of the W orbit of λ and, in consequence, it is a small weight.
The integer k := (λ, β∨j ) is at least 2 as guaranteed by Lemma 1.2. Then,
λ− βj = (1 −
1
k
)λ +
1
k
sβj (λ)
is a weight which is a nontrivial convex linear combination of λ and sβj (λ). There-
fore, λ− βj lies in the convex hull of the W orbit of λ. 
Proposition 1.8. Let λ be a small weight. Then, any minimal expression of λ is
multiplicity free.
Proof. The claim is an immediate consequence of the previous Proposition. Indeed,
let
λ =
r∑
i=1
miβi
11
a minimal expression for λ such that the roots βi, 1 ≤ i ≤ r are distinct and
the positive integers mi are their multiplicities. Then every partial sum miβi is
a sub-expression of λ and therefore small. This immediately implies that all the
multiplicities mi are necessarily equal to one. 
1.5. Small weights of co-length two. The small weights of co-length two play an
especially important role in the forthcoming arguments. We state here some facts
about their possible minimal expressions. Full proofs can be found in Appendix A.
Definition 1.9. Let λ be a small dominant weight of co-length two such that all
its minimal expressions consist of orthogonal roots. Define η2(λ) to be the total
number of minimal expressions of λ.
Using Lemma A.8 it is very easy to list the values of η2(λ) for all weights λ that
satisfy the conditions (they are as many as connected components of Rθ).
An: η2(λ) = 2
Bn: η2(λ) = 3
Cn: η2(λ) = 3
Dn: η2(λ) ∈ {3, n− 1}
E6: η2(λ) = 4
E7: η2(λ) = 5
E8: η2(λ) = 7
The values were also computed in [2, Section 5.6]. For F4 there are no such weights.
What is important for us is that in all cases η2(λ) ≥ 3 and this is one crucial aspect
that differentiates root systems of type An from the other roots systems. As we
will see, this fact forces blocks (defined in Section 1.6) to have rather small size, as
opposed to the type A case where they can have the size as large as the rank.
Proposition 1.10. Let λ be a small weight of co-length two.
(a) If R is simply laced and λ has a minimal expression consisting of non-
orthogonal roots then this is the unique minimal expression of λ. If λ is in
addition dominant then this unique minimal expression is
λ = θ + (θ − αθ)
(b) If R is not simply laced and λ has a minimal expression consisting of non-
orthogonal roots then this expression is the unique one consisting of non-
orthogonal roots, it is not canonical, its constituents are short roots, and
λ has other minimal expressions, each consisting of orthogonal roots of
different length. If λ is in addition dominant then
λ = θs + (θs − αθs)
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Its canonical expression is
λ = θℓ + (2θs − θℓ − αθs)
and any root having positive scalar product with both roots in the canonical
expression is λ-relevant.
(c) If all minimal expressions of λ consist of orthogonal roots then the roots that
have positive scalar product with both terms in a fixed minimal expression
are λ-relevant. Moreover, η2(λ) is at least 3. If λ is in addition dominant
then its canonical expression is
λ = θ1 + θ2
where θ1 is a dominant root in R and θ2 is a dominant root in Rθ1 whose
length does not exceed the length of θ1.
1.6. Blocks. Let λ be a small weight and
λ =
ℓ∗(λ)∑
i=1
βi
a minimal expression for λ. We define an equivalence relation 6⊥ on the set of roots
that appear in the above expression as follows
βi 6⊥ βj if and only if (βi, βj) > 0
The only thing that needs justification is transitivity. Assume that βi 6⊥ βj and
βj 6⊥ βk. From Lemma 1.2 the scalar product between βi and βk is non-negative.
If βi and βk are orthogonal then, by Proposition 1.10(c)
βj + (βi + βk − βj)
is a minimal decomposition of βi + βk. Therefore,
λ = βj + (βi + βk − βj) +
∑
s6=i,k
βs
is a minimal expression of λ in which βj appears with multiplicity 2; this is in
contradiction with Proposition 1.8. In consequence, βi 6⊥ βk and 6⊥ is an equivalence
relation. It is worth mentioning that from Proposition 1.10(a,b) the scalar products
(βi, β
∨
j ) between equivalent roots are all 1.
Definition 1.11. Let λ be a small weight,
λ =
ℓ∗(λ)∑
i=1
βi
a minimal expression for λ, and 6⊥ the equivalence relation on the set of roots that
appear in this expression, defined as above. The equivalence classes with respect to
this equivalence relation will be called blocks. A λ-block is a block for some minimal
expression of λ.
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If B is a λ-block, we will use {B} and B to refer to the block as a set of roots and,
respectively, the weight ∑
α∈{B}
α
For example, the number of elements in {B} is ℓ∗(B) and the sum of the heights
the elements in {B} is ht(B).
1.7. Canonical block decompositions.
Proposition 1.12. Let λ be a small dominant weight and denote by B a λ-block
of smallest possible height. Then, λ−B is dominant.
Proof. If {B} has only one element then this is exactly Proposition 1.5. Hence, we
may assume that {B} has more than one element. From Proposition 1.10(a,b) we
know that either R is simply laced or R is not simply laced and the elements of
{B} are short roots. What is important for us is that if
(β, α∨) = ±2
for β an element of {B} and α an arbitrary root then β = ±α.
Assume that there is a simple root αi such that
(1.4) (λ−B,α∨i ) ≤ −1
With the notation s := (λ, α∨i ), t := (B,α
∨
i ), this can be restated as
t ≥ s+ 1 ≥ 1
Let
λ = B1 + · · ·+Bk +B
be the block decomposition of a minimal expression that contains B. We claim
that
(1.5) λ = si(B1) + · · ·+ si(Bk) + (si(B) + sαi)
is another minimal expression for λ. Since ℓ∗(Bj) = ℓ
∗(si(Bj)) for any 1 ≤ j ≤ k
and
ℓ∗(B − (t− s)αi) ≤ ℓ
∗(B)
as assured by Lemma 1.4, we see that (1.5) is indeed a minimal expression for λ.
The elements of each si(Bj), 1 ≤ j ≤ k, stay in the same equivalence class of the
minimal expression (1.5). Since
si(B) + sαi = B − (t− s)αi
its height is strictly smaller than that of B. All the elements in any minimal ex-
pression of si(B) + sαi are therefore forced to be equivalent to elements of si(Bj),
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1 ≤ j ≤ k, since the ones that would not satisfy this property would form equiva-
lence classes which have smaller height that of B.
Let {B′} and {B′′} be non-empty complementary subsets of {B}. We keep the same
convention for subsets of {B} that we use for blocks, leaving out the parentheses
to refer to the sum of elements. If
(B′, α∨i ) ≥ s
then the weight B′ − sαi is a convex linear combination of B′ and si(B′) and by
Lemma 1.4
ℓ∗(si(B
′) + sαi) ≤ ℓ
∗(si(B
′))
In consequence,
ℓ∗(si(B
′) + sαi) + ℓ
∗(si(B
′′)) ≤ ℓ∗(si(B
′)) + ℓ∗(si(B
′′)) = ℓ∗(si(B))
which forces equality in the above equation. This simply means that if we have a
minimal expression for si(B
′)+sαi and a minimal expression for si(B
′′), we obtain
a minimal expression for si(B) + sαi merely by summing these two expression. In
such a scenario the elements of si(B
′′) are not equivalent to any element of si(Bj)
for any 1 ≤ j ≤ k, which is not acceptable. From this discussion we conclude that
(B′, α∨i ) < s
for any subset {B′} of {B}.
Now, let β be an element of {B}, {B′′} = {β} and let {B′} be the complement of
{B′′} inside {B}. By the above considerations
s > (B′, α∨i ) = t− (β, α
∨
i ) ≥ s+ 1− (β, α
∨
i )
which means that (β, α∨i ) = 2 and, as remarked at the beginning of the proof,
β = αi. As the chosen element of {B} was arbitrary and {B} has at least two
elements we obtain from Proposition 1.7 that λ is not small. This contradicts the
hypothesis. The assumption (1.4) must be false and the conclusion follows. 
Definition 1.13. A canonical block decomposition of a small dominant weight is
defined inductively on co-length as follows.
(a) The canonical block decomposition of the zero weight is by definition λ = 0.
(b) Let λ be a dominant weight of co-length N ≥ 1. The block decomposition
λ = B1 + · · ·+BN
is a canonical block decomposition of λ if BN is a λ-relevant block of smallest
possible height (among all λ-blocks) and
λ−BN = B1 + · · ·+BN−1
is a canonical block decomposition of λ− βN .
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The following result is a straightforward consequence of Proposition 1.10.
Lemma 1.14. Let λ be a small dominant weight of co-length 2. Then a canonical
block decomposition of λ is the block decomposition of a canonical expression. In
particular, it is unique.
1.8. Blocks of size three. In this section we show that a small weight does not
have any blocks of size three. Here our convention on the root system R is especially
important since the root systems of type An are the only ones for which a small
weight can have blocks of arbitrary size (less than n). The reason is different for
simply laced and non-simply laced root systems and we treat them separately.
Lemma 1.15. Assume that R is not simply laced and let λ be a small weight of
co-length 3. Then there is no λ-block of size three.
Proof. It is enough to prove the claim for dominant weights. Assume that λ has a
minimal expression
(1.6) λ = β1 + β2 + β3
with only one block. From Proposition 1.10(b) we know that the weight β1 + β2
has at least one other minimal expression
β1 + β2 = α+ β4
consisting of orthogonal roots of different length. We denoted by α the long root.
From (1.6) we obtain that
(λ, β∨3 ) = 4
Hence,
4 = (α, β∨3 ) + (β4, β
∨
3 ) + 2
Analysing the possible values of the scalar product it is easy to see that we must
have
(α, β∨3 ) = 2 and (β4, β
∨
3 ) = 0
In other words, the set {α, β3} is a block of size two of the minimal expression
λ = α+ β4 + β3
In particular, α + β3 must be a small weight of co-length two but the lengths of
α and β3 do not satisfy the conditions in Proposition 1.10(b). Our assumption on
the existence of a λ-block of size three is therefore false. 
Lemma 1.16. Assume that R is simply laced and let λ be a small weight of co-
length 3. Then there is no λ-block of size three.
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Proof. It is enough to prove the claim for dominant weights. Assume that λ has a
minimal expression
(1.7) λ = β1 + β2 + β3
with a single block. We may assume that the terms of the sum are written in the
descending order of their heights. Let us remark first that this must be the unique
minimal expression for λ. Indeed, if
(1.8) λ = β4 + β5 + β6
is another minimal expression, then
4 = (λ, β1) = (β4, β1) + (β5, β1) + (β6, β1)
and at least one of the scalar product on the right hand side must equal two. Hence,
the root β1 appears also in the second expression and by keeping in mind that from
Proposition 1.10(a) the weight β1 has a unique minimal expression we deduce that
the expressions (1.7) and (1.8) coincide.
The expression (1.7) being the unique minimal expression for λ is a canonical ex-
pression. Again, from Proposition 1.10(a) we know that
β1 = θ and β2 = θ − αθ
The fact that the minimal expression has a single block allows the third term to be
written as
β3 = θ − αθ − α
with α a positive root satisfying
(α, θ) = 0 and (α, αθ) = −1
Now, we remark that the weight λ− 2θ must have co-length at least 2, otherwise λ
would not be small. Also
λ = −αθ + (θ − αθ − α)
= −(αθ + α) + (θ − αθ)
are two expressions of λ as sum of two orthogonal roots, so ℓ∗(λ− 2θ) = 2.
We claim that −αθ and −(αθ + α) are the only (λ − 2θ)-relevant negative roots.
Indeed, assume that β is a (λ − 2θ)-relevant negative root. Applying Lemma A.7
for both expressions we find that either β appears in one of these expressions or
(β,−αθ) = (β, θ − αθ − α) = 1 and (β,−αθ − α) = (β, θ − αθ) = 1
In the latter case, the above equalities imply that
(β, 2θ − αθ) = 2
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But, 2θ−αθ is a dominant weight (again, Proposition 1.10(a)) and β is a negative
root. We arrived at a contradiction so β appears necessarily in one of the two
indicated minimal expressions of λ− 2θ.
From Proposition 1.10(c) we know that there must be at least one other minimal
expression of λ − 2θ and, from the above considerations, this minimal expression
consists of positive roots.
We have proved that λ − 2θ is a sum of two positive roots which means that λ is
not small, in contradiction with the hypothesis. In conclusion, there is no λ-block
of size three. 
Proposition 1.17. Small weights have λ-blocks of size at most two.
Proof. Immediate from Lemma 1.15, Lemma 1.16, and Proposition 1.7. 
1.9. Further constraints. We collect here some constraints on the block sizes of
a small weight as well as on their distribution in a canonical block decomposition
of a small dominant weight.
Lemma 1.18. Assume that R is not simply laced and let λ be a small weight.
Then, any block decomposition of λ has at most one block of size two.
Proof. The claim can be checked directly. In type B all short roots are orthogonal
so, by Proposition 1.10(b), all blocks must have one element. In type C a block
of size two can be written as a sum between a long root and a short root, and the
sum of any two long roots is twice a root hence there cannot be two blocks with
two elements.
In type F , assume that λ is a small weight of co-length 4, that has a minimal
expression
λ = B1 +B2
consisting of two blocks, each with two elements. By replacing λ with an element
in its orbit we may assume that B1 is a dominant weight and hence, by Proposition
1.10(b)
B1 = θs + (θs − αθs)
The weight B2 is a weight in the root system R{θs,B1} which, in this case, is the root
system of type A2 spanned by the two simple long roots in R. From Lemma A.2
we know that B2 cannot be a small weight, contradicting the smallness of λ. 
The case of simply laced root systems is sightly more delicate. Assume that R is
simply laced and denote by αj the unique simple root that is not orthogonal on θ.
Consider now the root system R{θ,2θ−αj} and denote by I the set of nodes of the
Dynkin diagram of R corresponding to αj and its neighbours. It is clear that the
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nodes corresponding to the basis of R{θ,2θ−αj} are exactly those in the complement
of I.
Let θ′ be the dominant root in an irreducible component of R{θ,2θ−αj}, and assume
that αk is a simple root in R{θ,2θ−αj} that is not orthogonal on θ
′ and orthogonal
on all simple roots indexed by elements of I.
Lemma 1.19. With the notation above, the weight
λ = (2θ − αj) + (2θ
′ − αk)
is not small.
Proof. Remark first that λ is dominant and that it can be written as a sum of four
roots
(1.9) λ = θ + (θ − αj) + θ
′ + (θ′ − αk)
We claim that λ has co-length four so the above expression is a minimal expression
for λ. Indeed, consider
λ = B1 +B2 + · · ·
a canonical block decomposition for λ. If {B1} has one element, then
B1 = θ and (λ, θ) = 2
But, from (1.9) we must have (λ, θ) = 3 which contradicts the above equality.
Therefore, {B1} must have size two and, consequently,
B1 = θ + (θ − αj)
Now,
λ−B1 = θ
′ + (θ′ − αk)
which clearly has co-length two. The claim is therefore proved.
Let αt be the simple root defined as the neighbour of αj that is closest to αk in the
Dynkin diagram. It should be noted that
(θ′, αt) = −1
otherwise θ′ would be dominant in a root system that contains R{θ,2θ−αj} strictly.
Let
α = θ − αj − αt = −sθsj(αt)
Then,
(θ, α) = (θ′, α) = (θ − αj , α) = (θ
′ − αk, α) = 1
From, Proposition 1.10(c) we know that α is both (θ + θ′)-relevant and (θ − αj +
θ′ − αk)-relevant. In consequence,
λ = 2α+ (θ + θ′ − α) + (θ − αj + θ
′ − αk − α)
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is a minimal expression of λ which is not multiplicity free and therefore λ is not
small. 
Corollary 1.20. Assume that R is simply laced. A small weight has a minimal
expression with two blocks of size two only if R is of type E6.
Proof. Let λ be a small weight which has a minimal expression with two blocks
of size two. By considering the weight given by the sum of the the two blocks
of size two we may assume that λ has co-length four. Moreover, by replacing λ
with an element in its orbit we may assume that the first block is dominant (and
hence it equals 2θ − αθs) and the second is dominant in an irreducible component
of R{θ,2θ−αθs}. It is straightforward check that the hypotheses of Lemma 1.19 are
satisfied for R of type Dn, E7 and E8. Therefore, R is forced to be of type E6. 
We should stress the if R is of type E6 then there is indeed a small dominant weight
of length four which has a minimal expression consisting of two blocks. With the
notation as in the discussion before Lemma 1.19, the root system R{θ,2θ−αj} has
two irreducible components, each of type A2. The root θ
′ is dominant in one of the
components and as such it is not orthogonal on any of the two simple roots which
form the basis. One of the two simple roots, let us call it αl, does not satisfy the
conditions required for αk and
2θ − αj + 2θ
′ − αl
is a small dominant weight of length four which has a minimal expression consisting
of two blocks. The other dominant weight, constructed from the second irreducible
component of R{θ,2θ−αj} is in fact the image of the first one via the non-trivial
automorphism of the Dynkin diagram.
Before moving on to revisit the canonical block decomposition of small dominant
weights we need one last, rather empirical, observation. Assume that R is simply
laced, consider the root system Rθ, and let θ
′ be the dominant root in an irreducible
component of rank at least two of Rθ. Denote by αk a simple root in Rθ that is
not orthogonal on θ′.
Lemma 1.21. With the notation above, the weight
λ = θ + (2θ′ − αk)
is not dominant.
Proof. We observe that αθ and αk are in fact orthogonal. Also, (θ
′, αθ) = −1
otherwise θ′ would be dominant in R. Now,
(λ, αθ) = −1
so λ is not dominant. 
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Lemma 1.22. Assume that R is simply laced, let λ be a small dominant weight
and
(1.10) λ = B1 + · · ·+Bk
a canonical block decomposition. The size of the blocks that appear is decreasing.
Proof. If there is a block of size one (say Bi) followed by a block of size two then
apply Lemma 1.21 for Bi +Bi+1 which is dominant in R{B1}∪...{Bi−1}. 
Lemma 1.23. Assume that R is simply laced, let λ be a small weight which does
not have more than two blocks of size two in any minimal expression. Then any
minimal expression of λ has the same number of blocks of size two.
Proof. The claim obvious for weights of co-length one and two. In what follows we
assume that λ has co-length at least three. Let
λ = β1 + · · ·+ βN
= γ1 + · · ·+ γN
two minimal expressions for λ. Let us assume that β1 and β2 form block of size 2
in the first expression. We will show that the second expression must have also a
block of size two. Indeed, if all the roots that appear in the second expression are
mutually orthogonal, then either β1 appears also in the second expression or there
exist three roots in the second expression (say γ1, γ2 and γ3) such that
(β1, γi) = 1, 1 ≤ i ≤ 3
In the latter situation, we know from Lemma A.7 that
λ = β1 + (γ1 + γ2 − β1) + γ3 + · · ·+ γN
is a minimal expression for λ. But (γ1 + γ2 − β1, γ3) = −1, contradicting Lemma
1.2. Therefore, this situation cannot occur and β1 must also appear in the second
expression. The same argument shows that β2 must also appear in the second
expression and hence together with β1 forms a block of size two, contradicting our
assumption.
We have shown that the second expression must also have a block of size two. In
fact we have shown a little bit more: if β1 is part of a bock of size two in the first
expression then two of the roots in the second expression that are not orthogonal
on β1 must form a block of size two.
Let us assume now that there are two blocks of size two (say {β1, β2} and {β3, β4})
in the first expression. We know from the above argument that, for each βi, 1 ≤ i ≤
4, there must exist a block of size two in the second expression whose constituents
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are not orthogonal on βi. If the second expression has a single block of size two
(say {γ1, γ2}) then
(γ1, βi) = 1, 1 ≤ i ≤ 4
Invoking again Lemma A.7 we obtain that
λ = γ1 + (β1 + β3 − γ1) + β2 + β4 + · · ·+ βN
is a minimal decomposition of λ. However, β2 6⊥ γ1 6⊥ β4, contradicting the fact
that β2 and β4 are orthogonal. In conclusion, there must be a second block of size
two in the second expression. 
Lemma 1.24. Assume that R is not simply laced, let λ be a small dominant weight
and
(1.11) λ = B1 + · · ·+Bk
a canonical block decomposition. Then, all the blocks above have size one.
Proof. We prove this by induction on k. If k = 1 then λ cannot have co-length two,
as assured by Proposition 1.10(b).
Assume now that k is at least two and that the claim holds for all small dominant
weights which have strictly fewer than k blocks in a canonical block decomposition.
For example, the conclusion holds for λ−Bk so the first k− 1 blocks in (1.11) have
exactly one element Bi = βi. We only need to examine {Bk}. If it has more than
one element, then by Proposition 1.17 it must have two elements and Proposition
1.10(b) assures that Bk can also be written as
Bk = βk + βk+1
where βk and βk+1 are orthogonal positive roots, βk is short and βk+1 is long. In
the minimal expression
λ = β1 + · · ·+ βk−1 + βk + βk+1
the root βk+1 is not equivalent to any other root because it is long (we are again
appealing to Proposition 1.10(b)). In other words, {βk+1} is a block in the above
expression. Furthermore, its height is strictly smaller than the height of Bk con-
tradicting thus the fact that Bk has minimal height among all λ-blocks. Our as-
sumption was therefore false, so {Bk} has also size one. 
Lemma 1.25. Assume that R is not simply laced, let λ be a small weight and let
λ = β1 + · · ·+ βN
= β′1 + · · ·+ β
′
N
two minimal expressions for λ, each consisting of orthogonal roots. If the first
expression contains a long root then the second expression contains a long root.
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Proof. Let is assume that N ≥ 2, β1 is a long root and all the roots appearing in
the second expression are short. Since (λ, β∨1 )=2, there must be two roots (say β
′
1
and β′2) such that
(β′1, β1) = (β
′
2, β1) = 1
But then the norm of β1− β′1− β
′
2 equals zero, which implies that β1 = β
′
1+ β
′
2. In
particular, the second expression is not minimal contradicting the hypothesis. 
Lemma 1.26. Assume that R is not simply laced, let λ be a small dominant weight
and
(1.12) λ = β1 + · · ·+ βN
a canonical block decomposition. The length of the roots that appear is decreasing.
Proof. If there is a short root (say βi) followed by a long root then apply Lemma A.8
for βi+βi+1 which is a dominant weight of co-length two in R{β1,β1+β2,...,β1+···+βi−1}.

1.10. Uniqueness of canonical decompositions. We are now in position to
prove that small dominant weights have unique canonical block decompositions
and canonical expressions. Furthermore, we show that small dominant weights are
essentially parametrized by the block sizes in their canonical block decomposition.
Theorem 1.27. Let λ be a small dominant weight. Then λ has a unique canonical
block decomposition.
Proof. We prove the claim by induction on the rank of R.
If R is not simply laced then Lemma 1.24 assures that any canonical block decom-
position of λ has only blocks of size one. The first roots that appear in any two
canonical block decompositions are equal since they are dominant and they have
the same length as assured by Lemma 1.25 and Lemma 1.26. Let
λ = β1 + · · ·+ βN
be a canonical block decomposition. The weight λ− β1 is a small dominant weight
in the roots system Rβ1 (which has smaller rank than the rank of R) and
λ− β1 = β2 + · · ·+ βN
is a canonical block decomposition which is unique by the induction hypothesis. In
conclusion there is a unique canonical block decomposition for λ.
If R is simply laced then the first blocks that appear in any two canonical block
decompositions are equal by Lemma 1.23, Lemma 1.22, and Proposition 1.10(a).
Let
λ = B1 + · · ·+BN
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be a canonical block decomposition. The weight λ−B1 is a small dominant weight
in the root system R{B1} (which has smaller rank than the rank of R) and
λ− B1 = B2 + · · ·+BN
is a canonical block decomposition which is unique by the induction hypothesis. In
conclusion there is a unique canonical block decomposition for λ. 
Theorem 1.28. Let λ be a small dominant weight. Then λ has a unique canonical
expression.
Proof. We prove that a canonical expression is necessarily the expression giving the
canonical block decomposition. Indeed, assume that this claim is false and let R
the smallest rank root system for which it fails. Let λ be a small dominant weight
of minimal co-length such that λ has a minimal expression
λ = γ1 + · · ·+ γN
that is different from the expression
λ = β1 + · · ·+ βN
giving the canonical block decomposition. In such a case, it is easy to verify that
N ≥ 3, that γN is part of a block of size two in the first expression and that γN
must have non-zero scalar product with β1 and βN . But then, ht(γN ) is strictly
smaller than ht(βN ) and therefore the root
β1 + βN − γN
has height strictly larger than the height of β1. Taking into account Lemma 1.26
we see that this is a contradiction. 
Now, it is easy to see that the block sizes and information about the length of roots
in blocks of size one in the canonical block decomposition of a small dominant
weight determine that weight uniquely. Indeed, if R is simply laced then the size
of the first block determines that block uniquely. Also, the weight minus its first
block is a small dominant weight in the root system R{B1} and its canonical block
decomposition is the one given. If R{B1} is not irreducible then we need to specify
the irreducible components in which B2 lays. repeating this process, we reconstruct
the dominant weight in question. For R not simply laced all the blocks in the
canonical block decomposition have size one but they might contain a short root or
a long root. If this information is provided we can reconstruct the weight exactly
as before. The notation from Introduction makes all this procedure precise.
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1.11. Proof of Theorem 1. From the above discussion above it is clear that the
canonical block decomposition of a small weight must be constructed following the
procedure described in Introduction. We also take into account the restrictions
from Section 1.9. Eliminating from the list the symbols that correspond to weights
that are not small (e.g. [1ℓ, 1ℓ] in type C) we obtain the list specified in the
statement. 
2. Numerical invariants
2.1. Scalar products. The analysis of the block structure of small weights allows
us to easily study the scalar product values (λ, α∨) for α a root. Let us remark
first that as an immediate consequence of Theorem 1 we know that if the root α
is λ–relevant then (λ, α∨) ∈ {2, 3}. Motivated by this fact, for i a positive integer,
we define
Ai(λ) := {α ∈ R | (λ, α
∨) = i} and A±i (λ) := {α ∈ R
± | (λ, α∨) = i}
Proposition 2.1. Let λ be small and let α be an element of A3(λ). Then, α is
λ-relevant. Moreover, if a minimal expression for λ is fixed, then α has positive
scalar product with at most two blocks in the expression and it is orthogonal on all
other roots participating in the expression.
Proof. Fix a minimal expression of λ. Then, either α participates in this expression
or, since blocks have at most size two and consist of short roots, α has positive scalar
product with at least two orthogonal roots (say β1 and β2) that appear in the
expression. But then, by Proposition 1.10(c), α is (β1 + β2)-relevant and hence λ-
relevant. If there exists a third root β3 participating in the fixed minimal expression
for λ such that β3 is orthogonal on β1, β2 and with positive scalar product with α
then, after replacing β1 + β2 with α + (β1 + β2 − α) we obtain that the roots β3
and β1+β2−α participate in the same minimal expression for λ and have negative
scalar product, contradicting Lemma 1.2. 
Proposition 2.2. For λ small and i ≥ 4 the set Ai(λ) is empty.
Proof. Proceeding as in the proof of the previous result, we find that a root in
Ai(λ) must be λ-relevant. But then, (λ, α
∨) ≤ 3. 
Proposition 2.3. Let λ be small and let α be an element of A2(λ). Then, α
has non-negative scalar product with any λ-relevant root. Moreover, α cannot have
positive scalar product with more than two blocks that appear in the same minimal
expression for λ. If α is not relevant then it has positive scalar product with exactly
one block in any given minimal expression.
Proof. Fix a minimal expression and proceed as in the proof of Proposition 2.1. 
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These results allow for a strengthening of Lemma 1.2.
Corollary 2.4. For a small weight λ, any two λ-relevant roots have non-negative
scalar product.
As we have just seen, all the elements of A3(λ) are λ-relevant but the situation
with A2(λ) can be different. Hence, we define
Ar2(λ) := {α ∈ A2(λ) | α is λ-relevant} and A
nr
2 (λ) := A2(λ) \A
r
2(λ)
The subsets A±,r2 (λ) and A
±,nr
2 (λ) of A
±
2 (λ) are defined in the same fashion. Of
course the set of λ-relevant roots is Ar2(λ) ∪A3(λ).
2.2. Convex hulls. With such information available it is quite easy to specify the
inclusion relations between the convex hulls of orbits of small weights. Indeed,
it is enough to observe that if α is a λ-relevant root then λ − α is convex linear
combination of λ and sα(λ) and
ℓ∗(λ− α) = ℓ∗(λ) − 1
Similarly, if α is in Anr2 (λ) then λ− α is convex linear combination of λ and sα(λ)
and
ℓ∗(λ− α) = ℓ∗(λ)
Proposition 2.1 and Proposition 2.3 also allow us to specify exactly how the block
decompositions of λ and λ−α are related. These observations allow us to describe
concisely the inclusion relations between convex hulls of small weights.
Theorem 2.5. In the partial order relation on orbits of small weights given by the
inclusion of convex hulls induces a partial order on symbols whose covers are
Bn : [1
k
ℓ , 1s]⋗ [1
k
ℓ ]⋗ [1
k−1
ℓ , 1s]
[1ℓ]⋗ [1s]⋗ [∅]
Cn : [1ℓ, 1
k
s ]⋗ [1ℓ, 1
k−1
s ]
[1ℓ, 1
k
s ]⋗ [1
k+1
s ]⋗ [1
k
s ]
[1ℓ]⋗ [1s]⋗ [∅]
Dn : [2, 1
k]⋗ [2, 1k−1]
[2, 1k]⋗ [1k+2]⋗ [1k+1]
[2]⋗ [1, 1]⋗ [1]⋗ [∅]
E6 : [2
2]⋗ [2, 1]⋗ [2]⋗ [12]⋗ [1]⋗ [∅]
E7 : [2, 1]⋗ [1
3]⋗ [12]⋗ [1]⋗ [∅]
[2, 1]⋗ [2]⋗ [12]
E8 : [2, 1]⋗ [2]⋗ [1
2]⋗ [1]⋗ [∅]
F4 : [1ℓ, 1s]⋗ [1ℓ]⋗ [1s]⋗ [∅]
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Proof. Straightforward from the above remarks. 
For the root system of type An the symbols of small dominant weights are partitions
of n+1 and the partial order relation described in Theorem 2.5 is the usual partial
order on partitions. In fact, it is easy to see the partial order relations described
in Theorem 2.5 can be described combinatorially in the same fashion as the partial
order on partitions.
2.3. Counting minimal expressions. Let λ be a small weight. For e a minimal
expression for λ denote by E[λ],e the product of block sizes that appear in e. From
Theorem 1 it is clear that the possible values for E[λ],e are 1, 2, and 4. Define,
E[λ] =
∑
e
E[λ],e
where the sum is over all minimal expressions of λ. This positive integer counts
the total number of minimal expressions for λ (or any other weight in its orbit)
weighted by the size of the blocks that appear in each expression.
Lemma 2.6. Let λ be a small weight. Then,
(2.1)
∑
α∈Ar2(λ)∪A3(λ)
((λ, α∨)− 1)E[λ−α] = E[λ]ℓ
∗(λ)
Proof. Keep in mind that Ar2(λ) ∪ A3(λ) is the set of λ-relevant roots. Fix α a
λ-relevant root. Then,
((λ, α∨)− 1)E[λ−α] =
∑
α∈e
E[λ],e
where the sum is over minimal expressions of λ in which α participates. Therefore,
the left hand side of (2.1) counts all minimal expressions for λ, each with multiplicity
ℓ∗(λ) which is exactly the right hand side. 
Definition 2.7. For λ small define the following quantities
D[λ] =
∑
α∈Ar2(λ)∪A3(λ)
((λ, α∨)− 1) and D±λ =
∑
α∈A±,r2 (λ)∪A
±
3 (λ)
((λ, α∨)− 1)
The positive integer D−λ will be called the total defect of λ.
The integer D[λ] is a weighted count of all the λ-relevant roots. As such, it depends
only on the orbit of λ. The total defect of λ is a weighted count of all the negative
λ-relevant roots. Of course,
D[λ] = D
+
λ +D
−
λ
Definition 2.8. A small dominant weight is said to be normal if all the blocks in
its canonical block decomposition have size one. A small weight is said to be normal
if the dominant weight in its orbit is normal.
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The terminology is motivated by the fact that the roots that appear in the canon-
ical decomposition of such a weight are mutually orthogonal. However, they are
distinguished by a more important property: if R is fixed then E[λ] for such weights
depends only on the co-length of λ. One of the reasons the type An is so well-
behaved is that all small weights have this property; it is therefore natural to say
that all small weights in type An are normal.
In our situation, it is easy to verify directly that for normal weights of co-length
two E[λ] depends only of the root system. We use E[12] to refer to this integer even
for non-simply laced root systems. The only exception is in type D where there
are two normal weights of co-length two: [12] and [1, 1]. In this case we stick to the
usual notation E[12] and E[1,1]. If λ has co-length one then E[λ] equals one regardless
of the root system.
From Lemma 2.6 it is clear that for normal weights of co-length two D[λ] depends
only of the root system, except for the situation noted above. We adopt the same
convention and use D[12] to refer to this integer even for non-simply laced root
systems and D[1,1] for the exception.
For non-simply laced root systems all small weights are normal. For simply laced
root systems a small weight is small if and only if it has one expression consisting
of mutually orthogonal roots as assured by Lemma 1.23.
Proposition 2.9. Let λ be a normal weight of co-length at least three. Then, E[λ]
depends only on R and ℓ∗(λ).
Proof. Let λ be a normal dominant weight of co-length N ≥ 3 and
β1 + β2 + · · ·+ βN
the canonical block decomposition of λ. For each 2 ≤ i ≤ N denote by Si the
set of (β1 + βi)-relevant roots different from β1 and βi. From Proposition 2.1 and
Proposition 2.3 we know that α an element of Si is orthogonal on βj for all j 6= 1, i
and hence λ−α is a normal weight of co-length N − 1. It is important to note that
(α, β∨1 ) = 1 for any element of Si.
Let S denote the set of minimal expressions that do not contain β1.
Now, we claim that
(2.2)
N∑
i=2
∑
α∈Si
((λ, α∨)− 1)E[λ−α] = 2
∑
e∈S
E[λ],e
For α in Si and e˜ a minimal expression of λ− α
((λ, α∨)− 1)E[λ−α],e˜ = E[λ],e
where e is the minimal expression of λ which is obtained by adjoining α to e˜. We
need to investigate what kind of expressions e appear in this fashion. Our claim
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(2.2) is that the expressions e that appear are exactly those in S and each appears
precisely twice.
Let
γ1 + · · ·+ γN
be an expression in S. Since (λ, β∨1 ) = 2 we deduce that there are exactly two roots
in this expression (say γ1 and γ2) such that
(γ1, β
∨
1 ) = (γ2, β
∨
1 ) = 1
Therefore, γ1 and γ2 are the only roots that can potentially lead to e as described
in the previous paragraph. Of course, (λ, γ∨1 ) ≥ 2. If there is a βi such that
(βi, γ1) > 0 then γ1 is in Si. The only other possibility would be (β1, γ
∨
1 ) = 2 and
(βi, γ1) = 0 for all 2 ≤ i ≤ N . In this case, γ1 is a short λ-relevant root and β1 is
the long dominant root. Hence βN is also short and γ1 is in SN . The same story
is valid for γ2. In any case, e appears as described above and so exactly twice: by
adjoining γ1 to λ − γ1 and by adjoining γ2 to λ− γ2. The claim (2.2) is therefore
proved.
Assume now that E[λ−α] depends only on co-length and denote the common value
by E[1N−1]. The equality (2.2) now reads
(2.3)
(
D[12]
2
− 1
)
(N − 1) =
E[λ]
E[1N−1]
− 1
which shows that indeed E[λ] depends only on N . To conclude, the case N = 3
of our statement follows from the verification for N = 2 and the fact that for the
root system of type D and [λ] = [13], all the roots α that appear in (2.2) satisfy
[λ − α] = [12]. We can therefore proceed by induction on co-length and use (2.3)
to validate the induction step. 
It is therefore natural to denote by E[1N ] the common value of E[λ] for all normal
weights λ of co-length N . We also define the following integer
η[1N ] :=
E[1N ]
E[1N−1]
For consistency we also use η[1] = E[1] = 1.
The non-normal weights behave similarly. For N ≥ 0 denote
η[2,1N ] :=
E[2,1N ]
E[1N+1]
and also
η[22] :=
E[22]
E[2,1]
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Then, by the proceeding as in the proof of Proposition 2.9 one can obtain the
analogues of (2.3)
(2.4) 2N(η[12] − 1)E[1N+1] = 2(E[2,1N ] − 2E[1N+1]), N ≥ 0
(2.5) 2(η[12] − 1)E[2,1] = E[22] − 2E[2,1]
We will not insist any further on the proof of these equalities which, as already
mentioned, are rather routine once the proof of Proposition 2.9 is examined.
2.4. Proof of Theorem 2. Straightforward from (2.3), (2.4), and (2.5). 
Corollary 2.10. Let λ be a normal weight. Then,
D[λ] = η[λ]ℓ
∗(λ)
Proof. Straightforward from Theorem 2 and (2.1). 
For normal weights η[1N ] is in fact equal to the total number of minimal expression
for [1N ] divided by the total number a relevant root appears in all these expressions.
For non-normal weights there is another quantity that plays a similar role.
We also need to consider the following quantity. For λ weight with symbol [2] we
denote by ηnr the total number of expressions of λ as a sum of three mutually
orthogonal roots (obviously, non-relevant roots will have to be involved) divided by
the number of times a root appears in all such expressions. Since there are only a
few non-normal weights, we can compute this integer directly. We also define
η˜ := ηnr + |A3(λ)|
Also, for the root systems that have a weight with symbol [2] denote
δ := η[12] − η[2]
Below we list the values of η[λ] (and, if applicable of η˜ and δ) for each root system.
We leave out η[1] = 1 and η[2] = 2 which are independent of root system. For
completeness, we also include An.
An: η[λ] = ℓ
∗(λ); δ = 0
Bn: η[1N ] = 2N − 1
Cn: η[1N ] = 2N − 1
Dn: η[1,1] = n− 1; η[1N ] = 2N − 1; η[2,1N ] = 2N + 2; η˜ = n− 1; δ = 1
E6: η[12] = 4; η[2,1] = 5; η[22] = 8; η˜ = 5; δ = 2
E7: η[12] = 5; η[13] = 9; η[2,1] = 6; η˜ = 7; δ = 3
E8: η[12] = 7; η[2,1] = 8; η˜ = 11; δ = 5
F4: η[12] = 5
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It is interesting to note that all the integers corresponding to normal weights are
classical exponents for the root system in question. As we will see in what follows,
Fourier coefficients of small dominant weights can be expressed only in terms of the
height of the weight in question and the above integers.
3. Fourier coefficients
We are now in position to describe the Fourier coefficients of small weights. The
normal weights have especially nice formulas, entirely similar to the formulas in
type An. As already mentioned, all small weight in type An have the property
that E[λ] depends only on ℓ
∗(λ) (in fact E[λ] = ℓ
∗(λ)!) and this is the property that
distinguishes the normal weights from the rest for the root systems considered in
this paper. The formulas for non-normal weights are similar but have one or two
correction terms.
3.1. Notation. First, let us briefly recall a very important convention introduced
in [3, §3.1]. As a general convention, if S is a subset the integers we use the notation
(3.1) (1− tS)
to refer to 1 if S is the empty set and to
∏
s∈S(1−t
min{0,s}) otherwise. The product
is zero unless S consists of negative integers. We will use the analogue notation
for (tS − 1). If v = (v1, . . . , vk) is a vector in Rk and its coordinates in the usual
standard basis are integers then we use
(1− tv)
to refer to (1 − tS) with S = {v1, · · · , vk}.
The zero vector in Rk will be denoted by 0. Note that we suppressed any reference
to k from the notation this information being hopefully unambiguous from the
context. If v and w are two vectors in Rk we write
v < w
if and only if vi < wi for all 1 ≤ i ≤ k. For any fixed 1 ≤ i ≤ k we denote by vˆi the
vector in Rk−1 obtained by omitting the i-th coordinate from v. We use the same
notation in the case we need to omit more than one coordinate.
3.2. Symmetry groups. For the description of Fourier coefficients of non-normal
weights we need some more notation pertaining to finite group actions. Let K be a
finite group acting on the set Y . The group consisting of bijective functions from Y
to itself, with the multiplication given by composition will be denoted by S(Y ).The
orbit of the element y is denoted by K · y.
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Let ς¨ be an involution of Y . We write ς¨ · y for ς¨(y). Define the ς¨-extended orbit of
y as
K〈ς¨〉K · y := (K · y) ∪ (K ς¨K · y)
Note that generally the subgroup of S(Y ) generated by the action of K and ς¨ is
not finite and K ∪K ς¨K might not be a group.
Assume that K = {ki}
u
i=1 is a set of generators for K consisting of order two
elements. For any 1 ≤ i ≤ u let Ci a (potentially empty) finite set of real-valued
functions on Y such that each ki stabilizes the set Ci (under the induced left action
on functions). We refer to the sets Ci as local constraints and we say that y ∈ Y
satisfies the local constraints Ci if all the functions in Ci vanish at y. The hypothesis
assures that y satisfies Ci if and only if ki · y satisfies Ci.
Definition 3.1. With the notation established above, we say that z ∈ Y is an
element of the constrained orbit of y ∈ Y with respect to the action of K and
relative to the set of generators K = {ki}ui=1 and the local constraints C = {Ci}
u
i=1
if there exists an element g ∈ K such that z = g · y, g = kis · · · ki1 and kir · · · ki1 · y
satisfies Cir+1 for all 0 ≤ r ≤ s− 1. We denote the constrained orbit of y by K ⋄ y.
The notion of constrained orbit can be carried on to ς¨-extended orbits by taking
into account an extra local constraint for ς¨.
We will be particularly interested in the situations described below.
3.2.1. A symmetric group action. Let N ≥ 2 be an integer and denote by SN+1
the symmetric group on N + 1 letters. The group SN+1 is generated by the N
elementary transpositions σj = (j, j + 1), 1 ≤ j ≤ N .
Define
Y (N) = {(v, v˜, ∂) | v ∈ ZN , v˜, ∂ ∈ Z}
For 1 ≤ j ≤ N and y = (v, v˜, ∂) ∈ Y (N) let
yσj := (vσj , v˜σj , ∂σj )
the 3-tuple defined by
v̂σj
j
:= v̂j , vσj (j) := v˜(3.2a)
∂σj := v˜ + ∂ − v(j), v˜σj := v(j)(3.2b)
Our claim is that the formula (3.2) defines an SN+1 action on Y (N). Indeed, it is
easy to check the relations satisfied by the elementary transpositions
yσjσj = y for 1 ≤ j ≤ N
yσjσkσj = yσkσjσk if |j − k| = 1
yσjσk = yσkσj if |j − k| ≥ 2
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Therefore, there is a group action
SN+1 × Y (N) → Y (N), (w, y) 7→ w · y
such that σj · y = yσj for all 1 ≤ j ≤ N .
We now consider the following sets
Y(N) = {(v, v˜, ∂, v¯) | v ∈ ZN , v˜, ∂ ∈ Z, v¯ ∈ ZN−1}
Z(N) = {(v, v˜, ∂, v¯) | v ∈ ZN≤0, v˜, ∂ ∈ Z≤0, v¯ ∈ Z
N−1
≤0 }
The symmetric group SN+1 acts on Y(N) by acting trivially on the last entry of a
4-tuple and by (3.2) on the first three entries. We say that ℵ = (v, v˜, ∂, v¯) ∈ Y(N)
satisfies the the local constraint for the generator σj if
(3.3) v̂j = v¯
The reason for which such a local constraint is natural is the following. Let us
suspend for a moment from the convention (3.1) the part that replaces exponents
of t by zero if they are strictly positive and for ℵ an element of Y(N) as above let
us use the notation
(3.4) (1− tℵ) := (1− tv)− tv˜(1− t∂)(1 − tv¯)
If ℵ satisfies the constraint (3.3) then (1 − tℵ) = (1 − tσj ·ℵ) as it can be easily
checked. Therefore, (1 − tℵ) does not change if we replace ℵ by an element of its
constrained orbit SN+1 ⋄ ℵ. If we restore the convention (3.1) and we keep the
notation (3.4) then (1− tℵ) does not change if we replace an element ℵ ∈ Z(N) by
an element of (SN+1 ⋄ ℵ) ∩ Z(N).
3.2.2. A dihedral group action. We use the symbol
(
a b
c
;
d e f
g h
)
to refer
to the fact that all the entries are integers and that
(3.5) a+ b = c, d+ e = g, e+ f = h
Denote by Y˙ the set of all such symbols.
Remark that in any equilateral triangle having entries as vertices, it is sufficient
to specify only two entries. We take advantage of this fact by marking with • any
entry that can be deduced using (3.5).
We define two involutions in S(Y˙ ) by
ς˙1 ·
(
a b
•
;
• e •
g h
)
=
(
e b
•
;
• a •
h g
)
ς˙2 ·
(
a b
•
;
• e •
g h
)
=
(
a e
•
;
• b •
g h
)
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It is straightforward to verify that ς˙1 and ς˙2 have indeed order two and that ς˙1ς˙2
has order six. Therefore the group generated by them is D12, the dihedral group
of order 12 and there is a group action
D12 × Y˙ → Y˙ , (w, y) 7→ w · y
that extends the above action of ς˙1 and ς˙2.
It is also easy to verify that the groupD6 generated by (ς˙1ς˙2)
2 and ς˙2 is the dihedral
group of order six and it is acting on symbols
(
a b
•
;
• e •
g h
)
by permuting
the underscored entries a, b, e and fixing g and h. One complement of D6 in D12 is
C2, the cyclic group of order two generated by (ς˙1ς˙2)
3, which acts by interchanging
g and h and fixing the underscored entries. Note that D12 is the internal direct
product of D6 and C2.
We now consider the following sets
Y˙ = {(v, v˜, ∂, v¯) | v ∈ Z3, v˜, ∂ ∈ Z, v¯ ∈ Z2}
Z˙ = {(v, v˜, ∂, v¯) | v ∈ Z3≤0, v˜, ∂ ∈ Z≤0, v¯ ∈ Z
2
≤0}
To an element ℵ = (v, v˜, ∂, v¯) we can associate the symbol(
v(1) v(2)
•
;
∂ v˜ v¯(1)
• •
)
This associated symbol contains all the information about ℵ except for the coor-
dinates v(3) and v¯(2). If we let the dihedral group D12 act on ℵ ∈ Y˙ by acting
trivially on v(3) and v¯(2) and on the other entries by the action induced from the
action on symbols via the above correspondence, we obtain a D12 action on Y˙. We
say that ℵ = (v, v˜, ∂, v¯) ∈ Y˙ satisfies the the local constraint for the generator ς˙1
(and for ς˙2 also) if
(3.6) v(3) = v¯(2), v(1) + v(2) = v˜ + ∂ + v¯(1)
The reason for which such a local constraint is natural is the following. Let us
suspend for a moment from the convention (3.1) the part that replaces exponents
by zero if they are strictly positive and for ℵ an element of Y˙ as above let us use
the notation (3.4). If ℵ satisfies the constraint (3.6) then (1− tℵ) = (1− tς˙1·ℵ), and
similarly for ς˙2, as it can be easily checked. Therefore, (1 − tℵ) does not change
if we replace ℵ by an element of its constrained orbit D12 ⋄ ℵ. If we restore the
convention (3.1) and we keep the notation (3.4) then (1− tℵ) does not change if we
replace an element ℵ ∈ Z˙ by an element of (D12 ⋄ ℵ) ∩ Z˙.
34 BOGDAN ION
3.2.3. A S4 × S4 action. We use the symbol
(
a b
c
;
d e f
g h
;
i j k
l m
)
to refer to the fact that all the entries are integers and that
(3.7) a+ b = c, d+ e = g, e+ f = h, i+ j = l, j + k = m
Denote by Y¨ the set of all such symbols.
Remark that in any equilateral triangle having entries as vertices, it is sufficient
to specify only two entries. We take advantage of this fact by marking with • any
entry that can be deduced using (3.7).
We define five involutions in S(Y¨ ) as follows
ς¨1 ·
(
a b
•
;
• e •
g h
;
• j •
l m
)
=
(
e b
•
;
• a •
h g
;
• j •
l m
)
ς¨2 ·
(
a b
•
;
• e •
g h
;
• j •
l m
)
=
(
a e
•
;
• b •
g h
;
• j •
l m
)
ς¨3 ·
(
a b
•
;
• e •
g h
;
• j •
l m
)
=
(
a b
•
;
• j •
l m
;
• e •
g h
)
ς¨4 ·
(
a b
•
;
• e •
g h
;
• j •
l m
)
=
(
a b
•
;
• e •
g m
;
• j •
l h
)
ς¨ ·
(
a •
c
;
• e f
g •
;
• j •
l m
)
=
(
e •
c
;
• a f
g •
;
• j •
l h
)
It is clear that the action of ς¨1 and ς¨2 coincides with the action of ς˙1 and ς˙2 on
the first two segments of a symbol. The subgroup of S(Y¨ ) generated by (ς¨1ς¨2)
2,
ς¨2, and (ς¨2ς¨3)
2 is isomorphic to S4 and is acting by permuting the underscored
entries and is keeping g, h, l,m fixed. The subgroup of S(Y¨ ) generated by (ς¨1ς¨2)
3
and (ς¨2ς¨3)
3 is isomorphic to D8 the dihedral group of order eight and is acting
by permuting g, h, l,m and keeping the underscored entries fixed. The subgroup
of S(Y¨ ) generated by this copy of D8 and by ς¨4 is isomorphic to S4 and is also
acting by permuting g, h, l,m and keeping the underscored entries fixed. The group
generated by {ς¨i}3i=1 is isomorphic to S4×D8 and the group by {ς¨i}
4
i=1 is isomorphic
to S4 × S4.
Therefore, we have a group action
(S4 × S4)× Y¨ → Y¨ , (w, y) 7→ w · y
that extends the action of {ς¨i}4i=1.
We now consider the following sets
Y¨ = {(v, v˜′, ∂′, v¯′, v˜′′, ∂′′, v¯′′) | v ∈ Z3, v˜′, ∂′, v˜′′, ∂′′ ∈ Z, v¯′, v¯′′ ∈ Z2}
Z¨ = {(v, v˜′, ∂′, v¯′, v˜′′, ∂′′, v¯′′) | v ∈ Z3≤0, v˜
′, ∂′, v˜′′, ∂′′ ∈ Z≤0, v¯
′, v¯′′ ∈ Z2≤0}
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For an element
ℵ = (v, v˜′, ∂′, v¯′, v˜′′, ∂′′, v¯′′)
we will use the notation
ℵ
′ := (v, v˜′, ∂′, v¯′) ′ℵ := (v˜′′, ∂′′, v¯′′)
ℵ
′′ := (v, v˜′′, ∂′′, v¯′′) ′′ℵ := (v˜′, ∂′, v¯′)
To an element ℵ as above we associate the symbol(
v(1) v(2)
•
;
∂′ v˜′ v¯′(1)
• •
;
∂′′ v˜′′ v¯′′(1)
• •
)
This associated symbol contains all the information about ℵ except for the coor-
dinates v(3), v¯′(2), and v¯′′(2). If we let S4 × S4 and respectively ς¨ act on ℵ ∈ Y¨
by acting trivially on v(3), v¯′(2), and v¯′′(2) and on the other entries by the action
induced from the action on symbols via the above correspondence, we obtain a
S4 × S4 action and respectively a ς¨ action on Y¨. We say that ℵ ∈ Y¨ satisfies the
the local constraint for the generator ς¨1 (and for ς¨2 also) if
(3.8) v(3) = v¯′(2), v(1) + v(2) = v˜′ + ∂′ + v¯′(1)
There is no local constraint for the action of ς¨3. We say that ℵ ∈ Y¨ satisfies the
the local constraint for the generator ς¨4 if
(3.9) ∂′ = ∂′′, v¯′(2) = v¯′′(2)
Finally, we say that ℵ ∈ Y¨ satisfies the the local constraint for the generator ς¨ if
(3.10) v(3) = v¯′(2), v(1) = v˜′ + v¯′(1)
As before, let us see what these local constraints allow us to do. Denote
(3.11) (1− tℵ) := (1− tv)− tv˜
′
(1− t∂
′
)(1− tv¯
′
)− tv˜
′′
(1 − t∂
′′
)(1− tv¯
′′
)
Suspend from the convention (3.1) the part that replaces exponents by zero if they
are strictly positive. If ℵ satisfies the constraint for one ς¨i, or for ς¨, then (1 − t
ℵ)
equals (1 − tς¨i·ℵ) or, respectively (1− tς¨·ℵ), as it can be directly verified.
Therefore, (1− tℵ) does not change if we replace ℵ by an element of its ς¨-extended
constrained orbit (S4 × S4)〈ς¨〉(S4 × S4) ⋄ ℵ. If we restore the convention (3.1) and
we keep the notation (3.4) then (1 − tℵ) does not change if we replace an element
ℵ ∈ Z¨ by an element of ((S4 × S4)〈ς¨〉(S4 × S4) ⋄ ℵ) ∩ Z¨.
36 BOGDAN ION
3.3. Normal weights. We are now ready to indicate the general shape of the
formula for Fourier coefficients cλ(t) for a normal weight λ. For any normal weight
λ assume there is vector
aλ = (a1(λ), . . . , aℓ∗(λ)(λ))
in Zℓ
∗(λ) such that the following properties are satisfied
asθ(λ) 6< 0, if λ is dominant(3.12a)
aλ−αi 6< 0 and asi(λ) 6< 0, if aλ 6< 0 and (λ, α
∨
i ) > 0(3.12b)
The conditions (3.12c)–(3.12e) hold if aλ < 0.
aλ = asi(λ) = aλ−αi , if αi ∈ A1(λ) ∪A
nr
2 (λ)(3.12c)
aˆ
j
λ = aˆ
j
si(λ)
= aλ−αi
asi(λ)(j) = aλ(j) + 1
for some j, if αi ∈ A
r
2(λ)(3.12d)
aˆkλ = aˆ
j
si(λ)
= aλ−αi
asi(λ)(j) = aλ(k) + 2
for some j, k, if αi ∈ A3(λ)(3.12e)
Theorem 3.2. Let λ be a normal weight and aλ a vector with the properties de-
scribed above. Then,
cλ(t) = t
ht(λ)(1− taλ)
Proof. From Theorem 2.5 we know that if Γ is the union of the convex hulls of
W -orbits of all normal weights for R then Γ ∩ Q consists only of normal weights.
Therefore, from [3, Corollary 1.3], it is enough to check that the proposed formula
for cλ(t) satisfies the system Sys(Γ).
For the equation [3, (1.8b)] we have to check that if λ is dominant then
csθ(λ)(t) = 0
which is equivalent to (3.12a) above. We will now verify [3, (1.8a)]
csi(λ)(t)− t
−1cλ(t) = −cλ−αi(t) + t
−1csi(λ)+αi(t) if (λ, α
∨
i ) > 0
If aλ−αi 6< 0 then (3.12b)–(3.12e) imply that all the terms that appear are zero so
the desired equality is trivially satisfied.
If aλ−αi < 0 we need to verify that
(1− tasi(λ))− (1− tasi(λ−αi)) = t(λ,α
∨
i )−1 ((1− taλ)− (1 − taλ−αi ))
When αi ∈ A1(λ) ∪ Anr2 (λ) then (3.12c) assures that both the left-hand side and
the right-hand side are zero. If αi ∈ Ar2(λ) ∪ A3(λ) then (3.12d) and(3.12e) imply
the desired equality. By Proposition 2.2 here are no other possibilities. 
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A vector aλ with the required properties can be constructed from information
extracted from the combinatorics of minimal expressions of λ. This vector, which
we refer to as the aggregate vector of λ, is a difference of two vectors
(3.13) aλ := dλ − η[λ]
The first vector
dλ = (d1(λ), . . . ,dℓ∗(λ)(λ)) ∈ Z
ℓ∗(λ)
≥0
will be referred to as the defect vector of λ. The terminology is motivated by the
fact that the sum of coordinates equals the total defect
(3.14)
ℓ∗(λ)∑
i=1
di(λ) = D
−
λ
The second vector, which will be referred to as the cut-off vector, is defined by
η[1,1] := (η[1,1], η[1])
and
η[λ] := (η[1ℓ∗(λ)], . . . , η[1])
for all the other normal weights. Except for the normal weights of co-length two in
type Dn, the cut-off vector depends only on the co-length of λ.
Theorem 3.2 should be compared with Theorem 3.5 in [3] which is the corresponding
result in type An. Upon inspection, it can be seen that the aggregate vector in [3]
also satisfies (3.13) and (3.14).
As confirmed by Theorem 3.2 the aggregate vector and, in consequence, the de-
fect vector (or at least their coordinates) are canonical entities. In principle, the
coordinates of the defect vector encode a canonical partition of the set of negative
λ-relevant roots. We have not been able to give a conceptual, concise description
of how the total defect is distributed among the components of the defect vector.
One description had to do with the graph constructed in the following fashion: the
vertices are λ-relevant roots α (counted with multiplicity (λ, α∨)−1) and two roots
are connected by and edge if and only if they are orthogonal. For λ normal of
co-length N this graph is strongly regular of type
(D[1N ],D[1N−1],D[1N−2],D[1N−1]
N − 2
N − 1
)
These graphs seem to admit a partition of the set of vertices into η[1N ] subsets with
N elements such that sub-graphs induced by each subset are all isomorphic and as
disconnected as possible. The coordinates of the defect vector count the number of
vertices represented by negative roots in each sub-graph. Such considerations are
of independent interest and not very illuminating for the present discussion. We
hope to return to this point of view in a future publication.
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For now, we postpone the definition of dλ until Appendix B where we will explicitly
specify the defect vector for all small weights.
For normal weights of co-length one or two the defect vector can be easily defined.
If λ is of co-length one then dλ = D
−
λ . If λ is of co-length two then dλ = (D
−
λ , 0)
if D−λ ≤ η[λ] and dλ = (η[λ],D
−
λ − η[λ]) if D
−
λ ≥ η[λ]. It is straightforward to verify
that the properties (3.12) are satisfied.
3.4. Non-normal weights. The Fourier coefficients of non-normal weights have
very similar formulas, generically the only difference being a correction term which
appears because δ > 0. There are however exceptions due to peculiar features of
some weights: the top weights in exceptional root systems ([22] in type E6 and
[2, 1] in type E7, E8) need two corrections term. For all the other non-normal
weights the formulas are uniform but the relationship between two coefficients as
in (3.12) will require some special attention for weights with symbol [2, 1] in type
E6. Hence, we will need treat some weights separately. Below, the word generic
refers specifically to weights with symbol [2, 1k], k ≥ 0 in type D, or weights with
symbol [2] in type E.
3.4.1. The generic case. Let us first fix some notation. For an integer N ≥ 2 the
data describing the Fourier coefficient for a generic non-normal weight of co-length
N will consist of an element of the set Y(N) defined as in Section 3.2.1.
Let ℵ = (v, v˜, ∂, v¯) ∈ Y(N). For any fixed 1 ≤ j ≤ N and 1 ≤ k ≤ N − 1 we denote
ℵ̂
j|k
= (v̂j , v˜, ∂, ̂¯vk)
We use a similar notation if we need to omit more than one coordinate.
Below, whenever λ is a normal weight, aλ refers to a vector with properties (3.12).
For any λ a generic non-normal weight of co-length N , assume there exists
ℵλ = (aλ, a˜λ, δλ, a¯λ) ∈ Y(N)
such that, eventually after replacing it with an element of (SN+1 ⋄ Y(N))∩Z(N) if
ℵλ ∈ Z(N), the conditions (3.15) are satisfied
either a¯λ 6< 0 or δλ = 0 (or both) if aλ 6< 0(3.15a)
asθ(λ) 6< 0, if λ is dominant(3.15b)
aλ−αi 6< 0 and asi(λ) 6< 0, if aλ 6< 0 and (λ, α
∨
i ) > 0(3.15c)
a¯λ−αi 6< 0 and a¯si(λ) 6< 0, if a¯λ 6< 0 and αi ∈ A
r
2(λ)(3.15d)
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The remaining conditions hold if aλ < 0.
ℵλ = ℵsi(λ) if αi ∈ A1(λ)(3.15e)
ℵsi(λ) = ℵλ + (0, 1, 0,0), aλ = aλ−αi if αi ∈ A
nr
2 (λ)(3.15f)
ℵ̂
j|k
si(λ) = ℵ̂
j|k
λ = ℵλ−αi
asi(λ)(j) = aλ(j) + 1
a¯si(λ)(k) = a¯λ(k) + 1
for some j, k, if αi ∈ A
r
2(λ)(3.15g)
aˆkλ = aˆ
j
si(λ)
= aλ−αi
asi(λ)(j) = aλ(k) + 2, a¯si(λ) = a¯λ
a˜si(λ) = a˜λ + 2, δsi(λ) = δλ
for some j, k, if αi ∈ A3(λ)(3.15h)
Before we move on to the proof on the next result it is necessary to make a few
remarks on the nature of the weights with symbol [2] in type Dn. For λ a weight
with symbol [2, 1k], k ≥ 1 and α ∈ Ar2(λ) we have [λ−α] = [2, 1
k−1]; for α ∈ Anr2 (λ)
we have [λ−α] = [1k+1]. For λ with symbol [2], there are no relevant roots in A2(λ)
but, in turn, if α ∈ Anr2 (λ) then [λ − α] is either [1
2] or [1, 1]. It turns out that
the weights with symbol [1, 1] have features similar to those with symbol [2, 1k],
k ≥ 0, and it is in fact useful to think about them as being part of that series. In
consequence, we set [2, 1−1] := [1, 1] and for weights with symbol [2] we redefine
(3.16) Ar2(λ) := {α ∈ A2(λ)|[λ−α] = [1, 1]}, A
nr
2 (λ) := {α ∈ A2(λ)|[λ−α] = [1
2]}
With this notation, in order to make sense out of (3.15g) we need to specify ℵλ for
[λ] = [1, 1]. For such a weight and aλ = (aλ(1), aλ(2)) a vector satisfying (3.12) we
set
(3.17) ℵλ := (aλ(2), aλ(1), aλ(2), ∅)
which clearly satisfies
(1 − tℵλ) = (1− taλ)
Theorem 3.3. Let λ be a generic non-normal weight and ℵλ a 4-tuple with the
properties described above. Then,
cλ(t) = t
ht(λ)(1− tℵλ)
Proof. Let Γ be the union of the convex hulls of W -orbits of all normal and generic
non-normal weights. As before, it is enough to check that the proposed formula for
cλ(t) satisfies the system Sys(Γ).
For the equation [3, (1.8b)] we have to check that if λ is dominant then
csθ(λ)(t) = 0
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which immediately follows from (3.15b) above. We will now verify [3, 1.8a)]
csi(λ)(t)− t
−1cλ(t) = −cλ−αi(t) + t
−1csi(λ)+αi(t) if (λ, α
∨
i ) > 0
If aλ−αi 6< 0 then (3.15e)–(3.15h) together with (3.15a) imply that all the terms
that appear are zero so the desired equality is trivially satisfied. Therefore, in what
follows we can safely assume that aλ−αi 6< 0, which by (3.15c) implies also aλ < 0.
If αi ∈ A1(λ) we need to verify that
csi(λ)(t) = t
−1cλ(t)
which is an immediate consequence of (3.15e).
If αi ∈ Ar2(λ) we need to verify that
(3.18) csi(λ)(t)− t
−1cλ(t) = (t
−1 − 1)cλ−αi(t)
The set Ari (λ) is non-empty only in type Dn. Hence, we have [λ−αi] = [2, 1
ℓ∗(λ)−3]
(keep in mind our convention for ℓ∗(λ) = 2) and (3.15g) implies the desired equality.
If αi ∈ A
nr
2 (λ) we need to verify again (3.18). In this case [λ − αi] = [1
ℓ∗(λ)] and
(3.15f) assures that the equality holds.
If αi ∈ A3(λ) then [λ−αi] = [λ− 2αi] = [1ℓ
∗(λ)−1] and αi ∈ A1(λ−αi). Therefore,
taking into account (3.12c), we need to verify that
csi(λ)(t)− t
−1cλ(t) = (t
−2 − 1)cλ−αi(t)
This equality follows from (3.15h). 
Again, we are left with the task of specifying ℵλ (called aggregate data) with
the required properties. We will do this in Appendix B; for now we only say a
few words regarding the relationship between this data and the combinatorics of
minimal expressions. As for the case of normal weights the data takes the form
aλ := dλ − η[1ℓ∗(λ)]
a˜λ := d˜λ − η˜
δλ := ∂λ − δ
a¯λ := dλ − η[1ℓ∗(λ)−1]
(3.19)
The first quantities after the equal sign will be referred to as the defect data and
the second quantities will be referred to as the cut-off data. The cut-off data is of
course the data specified at the end of Section 2.3.
The defect data always consists of non-negative integers; it counts in some fashion
the number elements in A−2 (λ) ∪ A
−
3 (λ). For example, the sum of coordinates of
dλ equals D
−
λ + ∂λ; the sum of coordinates of dλ equals |A
−,r
2 | and d˜λ + ∂λ equals
|A−,nr2 (λ) ∪A
−
3 (λ)|.
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3.4.2. Weights with symbol [2E6 , 1A2 ]. We now move on to discuss the non-generic
weights. These are the weights with symbols [2, 1] in type E and those with symbol
[22] in type E6. For each, the combinatorics of minimal expressions is special in its
own way. In this section we look at weights with symbol [2, 1] in type E6. These
are very close to being generic, the only difference being that A2(λ) = A
r
2(λ) since
there are no small weights with symbol [13] in type E6.
For any λ with symbol [2, 1] assume there exists
ℵλ = (aλ, a˜λ, δλ, a¯λ) ∈ Y˙
such that, eventually after replacing it with an element of (D12⋄Y˙)∩Z˙ if ℵλ ∈ Z˙, the
conditions (3.15) are satisfied (keep in mind that Anr2 (λ) = ∅). Of course, whenever
a normal weight µ appears in (3.15), aµ refers to a vector with properties (3.12)
and whenever a weight µ with symbol [2] appears ℵµ ∈ Y(2) refers to an element
satisfying properties (3.15).
The following result has exactly the same proof as Theorem 3.3.
Theorem 3.4. Let λ be a weight with symbol [2, 1] and ℵλ a 4-tuple with the
properties described above. Then,
cλ(t) = t
ht(λ)(1− tℵλ)
The 4-tuples ℵλ with the required properties will again take the form (3.19) with
the note that η[13], which appears in the definition of η[13], is defined as
η[13] := 1 + 2(η[12] − 1) = 7
as it would have been had a weight with symbol [13] existed in type E6.
3.4.3. Weights with symbol [2E7 , 1A5 ] or [2E8 , 1E6 ]. In this section we look at the
weights with symbol [2, 1] in root systems of type E7 and E8. Below, whenever
a normal weight µ appears in (3.15), aµ refers to a vector with properties (3.12)
and whenever a weight µ with symbol [2] appears, ℵµ ∈ Y(2) refers to an element
satisfying properties (3.15). For any λ with symbol [2, 1] assume there exists
ℵλ = (aλ, a˜
′
λ, δ
′
λ, a¯
′
λ, a˜
′′
λ, δ
′′
λ, a¯
′′
λ) ∈ Y¨
such that eventually after replacing it with an element of (S4×S4)〈ς¨〉(S4×S4)⋄Y¨)∩Z¨
if ℵλ ∈ Z˙, the conditions (3.20) are satisfied (note that Anr2 (λ) = ∅ in type E8)
either a¯′λ 6< 0 or δ
′
λ = 0 (or both)
either a¯′′λ 6< 0 or δ
′′
λ = 0 (or both)
if aλ 6< 0(3.20a)
asθ(λ) 6< 0, if λ is dominant(3.20b)
aλ−αi 6< 0 and asi(λ) 6< 0, if aλ 6< 0 and (λ, α
∨
i ) > 0(3.20c)
a¯λ−αi 6< 0 and a¯si(λ) 6< 0, if a¯
′
λ 6< 0 and αi ∈ A
r
2(λ)(3.20d)
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The conditions (3.20e)–(3.20h) hold if aλ < 0.
ℵλ = ℵsi(λ) if αi ∈ A1(λ)(3.20e)
ℵsi(λ) = ℵλ + (0, 1, 0,0, 1, 0,0)
aλ = aλ−αi
if αi ∈ A
nr
2 (λ)(3.20f)
aˆkλ = aˆ
j
si(λ)
= aλ−αi , asi(λ)(j) = aλ(k) + 2
′
ℵsi(λ) =
′
ℵλ + (2, 0,0)
′′
ℵsi(λ) =
′′
ℵλ + (2, 0,0)
for some j, k, if αi ∈ A3(λ)(3.20g)
If αi ∈ Ar2(λ) then for some j, k then one of the following sets of equations hold
ℵ̂
′
j|k
si(λ) = ℵ̂
′
j|k
λ = ℵλ−αi
′
ℵsi(λ) =
′
ℵλ + (1, 0,0)
asi(λ)(j) = aλ(j) + 1
a¯′si(λ)(k) = a¯
′
λ(k) + 1
ℵ̂
′′
j|k
si(λ) = ℵ̂
′′
j|k
λ = ℵλ−αi
′′
ℵsi(λ) =
′′
ℵλ + (1, 0,0)
asi(λ)(j) = aλ(j) + 1
a¯′′si(λ)(k) = a¯
′′
λ(k) + 1
(3.20h)
Theorem 3.5. Let λ be a weight with symbol [2, 1] and ℵλ a 7-tuple with the
properties described above. Then,
cλ(t) = t
ht(λ)(1− tℵλ)
Proof. Let Γ be the union of the convex hulls of W -orbits of all small weights. We
check that the proposed formula for cλ(t) satisfies the system Sys(Γ). For small
weights of symbols other than [2, 1] the relevant equations have been checked in
Theorem 3.2 and Theorem 3.3.
For the equation [3, (1.8b)] we have to check that if λ is dominant then
csθ(λ)(t) = 0
which immediately follows from (3.20a) and (3.20b). We will now verify [3, (1.8a)]
csi(λ)(t)− t
−1cλ(t) = −cλ−αi(t) + t
−1csi(λ)+αi(t) if (λ, α
∨
i ) > 0
If aλ−αi 6< 0 then (3.20e)–(3.20h) together with (3.20a) imply that all the terms
that appear are zero so the desired equality is trivially satisfied. Therefore, in what
follows we can safely assume that aλ−αi < 0, which by (3.20c) implies also aλ < 0.
If αi ∈ A1(λ) we need to verify that
csi(λ)(t) = t
−1cλ(t)
which is an immediate consequence of (3.20e).
If αi ∈ Ar2(λ) we need to verify that
(3.21) csi(λ)(t)− t
−1cλ(t) = (t
−1 − 1)cλ−αi(t)
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We have [λ− αi] = [2] and (3.20h) implies the desired equality.
If αi ∈ Anr2 (λ) we need to verify again (3.21). In this case [λ − αi] = [1
3] (so this
may occur only in type E7) and (3.20f) assures that the equality holds.
If αi ∈ A3(λ) then [λ − αi] = [λ − 2αi] = [12] and αi ∈ A1(λ − αi). Therefore,
taking into account (3.12c), we need to verify that
csi(λ)(t)− t
−1cλ(t) = (t
−2 − 1)cλ−αi(t)
This equality follows from (3.20g). 
An explicit 7-tuple ℵλ (called aggregate data) with the required properties will
be presented in Appendix B. As before, it encodes the information about the
combinatorics of minimal expressions. The data (modulo the constrained action of
the corresponding symmetry groups) takes the form
aλ := dλ − η[13] − (δ, 0, 0) a˜
′
λ := d˜
′
λ − η[13]
δ′λ := ∂
′
λ − δ
a¯′λ := d
′
λ − η[12]
a˜′′λ := d˜
′′
λ − η˜
δ′′λ := ∂
′′
λ − δ
a¯′′λ := d
′′
λ − η[12]
(3.22)
The first quantities after the equal sign will be referred to as the defect data and
the second quantities will be referred to as the cut-off data. To keep some formulas
in Appendix B more compact we will sometimes need to replace the cut-off data by
its image under ς¨2 (note that the cut-off data satisfies the local constraint for ς¨2).
We will specify when this is necessary, the assumption being that unless specified
otherwise the cut-off data is the one in (3.22).
Note that η[13] that appears above is defined as
η[13] := 1 + 2(η[12] − 1)
even if a small root with symbol [13] does not exist (which is the case in type
E8). The defect data always consists of non-negative integers which count in some
fashion the number of elements in A−2 (λ) ∪A
−
3 (λ).
3.4.4. Weights with symbol [2E6 , 2A2 ]. In this section λ will denote a weight with
symbol [22]. If α ∈ Anr2 (λ) then λ−α would have to be a small weight with symbol
[2, 12] but there are no such weights in E6. We conclude that A2(λ) must be empty
and the set of roots that have positive scalar product with λ is A1(λ) ∪A3(λ).
It is important to note that from (2.4) and (2.5) we know that E[22] = 160 so
there are 40 minimal expressions for a weight with this symbol. Each relevant root
appears E[2,1]/2 = 10 times in all these expressions. Hence, there are exactly 16
elements in A3(λ) for any λ with symbol [2
2]. The integer η[22] is exactly half of
this number. If α is in A3(λ) then λ− α and λ− 2α have symbol [2, 1].
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The defect data consists of a single integer
dλ := |A
−
3 (λ)|
In order to be able to write the formula more compactly we define
d′λ := min{dλ, 4} and d
′′
λ := max{dλ − 4, 0}
Of course,
dλ = d
′
λ + d
′′
λ
The defect data for weights with symbol [2, 1] that will be defined in Appendix B has
(up to the constrained D12 action on Y˙) the following properties. Let αi ∈ A3(λ).
Then
dsθ(λ) ≥ 8 if λ is dominant(3.23a)
aλ−αi 6< 0 if dλ ≥ 8(3.23b)
dλ−αi = (dλ, 0, 0), d˜λ−αi = 0
∂λ−αi = 0, d¯λ−αi = (dλ, 0)
if 0 ≤ dλ ≤ 3(3.23c)
If 4 ≤ dλ ≤ 7 then one of the following is true
dλ−αi = (dλ, 0, 0), d˜λ−αi = 3
∂λ−αi = 0, d¯λ−αi = (dλ − 3, 0)
or aλ−αi 6< 0(3.23d)
As in the case of the top small weights in types E7 and E8 the Fourier coefficients
for top weights in type E6 can be described by a 7-tuple (called aggregate data)
ℵλ = (aλ, a˜
′
λ, δ
′
λ, a¯
′
λ, a˜
′′
λ, δ
′′
λ, a¯
′′
λ)
with aλ ∈ Z4, a˜′λ, a˜
′′
λ, δ
′
λ, δ
′′
λ ∈ Z, and a¯
′
λ, a¯
′′
λ ∈ Z
3. We also use the same notation
as in (3.11). Define, aλ, a¯
′
λ, a¯
′′
λ 6< 0 if aλ−α 6< 0 for some α ∈ A
+
3 (λ). Otherwise,
define
aλ := (dλ − 8,dλ − 7,−4,−1)
a¯′λ := (d
′′
λ − 4,d
′′
λ − 3,−1)
a¯′′λ := (d
′
λ − 5,d
′
λ − 4,−1)
a˜′λ := 2d
′
λ − 10
δ′λ := −2
a˜′′λ := 2d
′′
λ − 5
δ′′λ := −2
(3.24)
Theorem 3.6. Let λ be a weight with symbol [22]. If the defect data for weights
with symbol [2E6 , 1A2 ] satisfies (3.23) then
cλ(t) = t
ht(λ)(1− tℵλ)
Proof. We proceed in the usual fashion. If λ is dominant then
csθ(λ)(t) = 0
as assured by (3.23a) above.
If αi ∈ A1(λ) then
dλ = dsi(λ)
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so, csi(λ)(t) = t
−1cλ(t) which is the desired equality.
If αi ∈ A3(λ) then we need to verify that
csi(λ)(t)− t
−1cλ(t) = (t
−2 − 1)cλ−αi(t)
Now, dsi(λ) = dλ + 1. If dλ ≥ 8 then by taking into account (3.23b) all the terms
above are zero. If dλ ≤ 7 then (3.23c), (3.23d) and Theorem 3.3 imply the desired
equality. 
3.5. Proof of Theorem 4. Straightforward from Theorem 3 and [3, (1.3)]. 
The Fourier coefficients of small dominant weights are particularly simple.
Corollary 3.7. Let λ be a small dominant weight. Then, cλ(t) equals
i) (1 − t−η[1,1]) if [λ] = [1, 1]
ii) (1 − t−η[1])(1− t−η[12])(1− t−η[2,1])(1− t−η[22]) if [λ] = [22]
iii) (1 − t
−η
[1ℓ
∗(λ)]) if λ is normal, [λ] 6= [1, 1]
iv) (1− t
−η
[1ℓ
∗(λ)])− t−η˜(1− t−δ)(1− t
−η
[1ℓ
∗(λ)−1]) if λ is non-normal, [λ] 6= [22]
Appendix A. Small weights of co-length two
We now embark on a through analysis of the small weights of co-length two and
their minimal expressions. Our goal is to provide justification for all the statements
in Proposition 1.10. Throughout this section λ will denote a weight of co-length
two.
Lemma A.1. Assume that R is not simply laced and let λ = β1+β2 be a minimal
expression such that β1 and β2 are non-orthogonal and have different lengths. Then
λ is not small.
Proof. Assume that β1 is short, β2 is long, and they are not orthogonal. Then,
(β1, β
∨
2 ) = 1 and
1
2
λ+
1
2
sβ1−β2(λ) = 2β1
Therefore, 2β1 is in the convex hull of theW orbit of λ and in consequence in wt(λ).
Hence λ is not a small weight. 
Lemma A.2. Assume that R is not simply laced and let λ = β1+β2 be a minimal
expression such that β1 and β2 are non-orthogonal long roots. Then λ is not small.
Proof. The hypothesis is also satisfied by all the elements in the W orbit of λ so
we can safely assume that λ is dominant.
Remark first that if λ has another minimal expression λ = β3 + β4 then,
3 = (β∨1 , λ) = (β
∨
1 , β3) + (β
∨
1 , β4) ≤ 2
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leading to a contradiction.
Therefore, λ = β1 + β2 is the unique (and hence canonical) minimal expression of
λ. Then, β1 must be the dominant long root θℓ. Since λ is dominant it follows that
(β2, αk) ≥ 0
for all αk 6= αθℓ . If in addition (β2, αθℓ) ≥ 0 then β2 would also be dominant and
since it is long it must be θℓ. Therefore, λ = 2θℓ which is not small. On the other
hand, if
(β2, αθℓ) < 0
then,
2 ≥ (θ∨ℓ , sαθℓ (β2)) ≥ 1− (β2, α
∨
θℓ
) ≥ 2
Consequently, sαθℓ (β2) = β2 + αθℓ is a long root such that
(θ∨ℓ , β2 + αθℓ) = 2
which implies that θℓ = β2 + αθℓ .
Now, remark that αθℓ = sθℓ(αθℓ − θℓ) is also a long root. Furthermore, αθℓ is
orthogonal on θs and keeping in mind that (θs, θℓ) = 1 it is easy to check that
1
2
sγ(λ) +
1
2
λ = 2θs
with γ = sθℓ−θs(αθℓ). This means that 2θs is in the convex hull of the W orbit of
λ or, equivalently, that λ is not small. 
Lemma A.3. Assume that R is not simply laced and that λ is a small dominant
weight. Let
λ = β1 + β2
be a minimal expression such that β1 and β2 are non-orthogonal short roots. Then,
the above expression must necessarily be
λ = θs + (θs − αθs)
The canonical expression of λ is
λ = θℓ + (2θs − θℓ − αθs)
Furthermore, all minimal expressions of λ consisting of orthogonal roots have one
root of each length.
Proof. Let us assume that the root β3 := β1 − β2 is positive. Then
λ = 2β1 − β3
and by keeping in mind that λ is dominant it is easy to see that β1 must be
dominant. In consequence, β1 = θs. By repeating the argument from the proof of
Lemma A.2 one can show that β2 = θs − αθs and that αθs is a short root.
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Now, let us check that
λ = θℓ + (2θs − θℓ − αθs)
is another minimal expression. Indeed, sθs(θℓ) = θℓ − 2θs and
2θs − θℓ − αθs = ssθs (θℓ)(−αθs)
is a short root that is orthogonal on θℓ. Since this expression contains the highest
root it must be the canonical expression for λ.
We are left to argue that if
λ = β3 + β4
is a minimal expression for λ consisting of orthogonal roots then β3 and β4 must
have different lengths. Indeed, remark that both β3 and β4 are different from θs
and
3 = (λ, θ∨s ) = (β3, θ
∨
s ) + (β4, θ
∨
s )
so one of the scalar products must equal 2 (and the corresponding root is long) and
the other must equal 1 (and the corresponding root is short). 
As an immediate consequence of the above considerations we obtain the following
Corollary A.4. Assume that R is not simply laced and that λ is small and has a
minimal expression consisting non-orthogonal roots. Then this minimal expression
is the unique minimal expression consisting of non-orthogonal roots, other minimal
expressions of λ exist and they each consist of orthogonal roots of both lengths.
Lemma A.5. Assume that R is not simply laced and that λ is a dominant weight.
Fix
λ = β1 + β2
a minimal expression for λ. If |β1| < |β2| then this expression is not canonical.
Proof. Assume that |β1| < |β2| and that the given expression is canonical. In
particular, β1 is dominant so it must be θs.
The scalar product between θs and β2 is non-negative. Let us consider first the
case when they are orthogonal. In this case, β2 must lie in Rθs and since λ is
dominant β2 must be a dominant root in one of the irreducible components of Rθs .
Note that β2 and θℓ are not orthogonal since if that is the case there must be an
irreducible component of Rθs which is also an irreducible component of R{θs,θℓ}
and β2 is the long dominant root for this irreducible root system. This situation is
only encountered in type C and it is easy to check that θs + β2 is not dominant.
Therefore, the scalar product (β2, θℓ) = 1 and
θs + β2 − θℓ = sβ2sθℓ(θs)
48 BOGDAN ION
is a root. In consequence,
λ = θℓ + (θs + β2 − θℓ)
is the canonical expression for λ. 
Lemma A.6. Assume that R is simply laced and that λ is small and has a minimal
expression consisting non-orthogonal roots. Then this minimal expression is the
unique minimal expression of λ. If λ is dominant then
λ = θ + (θ − αθ)
Proof. It is of course enough to assume that λ is in addition dominant. Then, by
repeating the argument from the proof of Lemma A.2 one can show that
λ = θ + (θ − αθ)
Keeping in mind that θ is the highest root it is clear that λ can not be written as
a different sum of two roots. 
Lemma A.7. Let λ = β1 + β2 be a minimal expression consisting of orthogonal
roots. Then, any root α which has positive scalar product with both β1 and β2 is
λ-relevant. Moreover, if R is simply laced a λ-relevant root is either one of β1, β2,
or has positive scalar product with both.
Proof. If α has positive scalar product with both β1 and β2 then α − β1 is a root
which has positive scalar product with β2. Therefore β2 + β1 −α is also a root. Of
course,
λ = (β1 + β2 − α) + α
is a minimal expression for λ so α is λ-relevant.
Assume now that R is simply laced and that α is a λ-relevant root different from
β1 and β2. Then, there exists a root β3 such that
λ = α+ β3
The roots α and β3 are orthogonal otherwise by Lemma A.6 the above expression
would be the unique expression for λ, contradicting the hypothesis. Therefore,
2 = (λ, α∨) = (β1, α
∨) + (β2, α
∨)
and the conclusion follows. 
Lemma A.8. Assume that λ is a small dominant weight and that
λ = β1 + β2
is a canonical expression consisting of orthogonal roots. Then, |β1| ≥ |β2|, β1 is
dominant in R and β2 is dominant in Rβ1 .
Proof. The claims follow from Lemma A.5 and the fact that λ is dominant. 
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Appendix B. Defect data
B.1. Notation. We will describe now the defect data for each irreducible root
system. Thanks to our convention (3.1), once aλ 6< 0 it does not matter what is
the exact formula for aλ and we will take advantage of this fact.
The defect data we will define in what follows does satisfy the conditions (3.12),
(3.15), (3.23), and (3.20). For non-normal weights the aggregate data might be
replaced by any element of its constrained orbit under the relevant symmetry group.
Although some of the symmetry groups are large, in practice it turns out that
the constrained orbits are generally very small. While checking the conditions
mentioned above we rarely need to alter the aggregate data and when do need to
alter it is always by applying less than four generators in the symmetry group. For
example, in type Dn the aggregate data might need to be altered by applying at
most one generator of the symmetric group. Using the full ς¨-extended orbit is also
seldom necessary. In type E7, for example, we only need it once when inspecting
the defect data in (B.39).
The verification itself is entirely trivial for all weights in classical root systems. It is
also very easy for all the weights of exceptional root systems except for those with
symbol [2, 1] in types E7 and E8. For this latter case the verification of (3.20) is
still straightforward but admittedly a lot more tedious.
Henceforward, we will refer to the realization of root systems in [1, pg. 265-290].
In all that follows we denote by {εi}1≤i≤n the standard basis of Rn and by (·, ·) its
canonical scalar product.
Next, we introduce some notation that will be used throughout this section. For a
vector λ = (λ1, · · · , λn) ∈ Zn, we denote by ‖ λ ‖ the sum of the absolute values of
its coordinates.
Assume that λ = (λ1, · · · , λn) ∈ Zn has all coordinates of absolute value at most
1. Define
I(λ) := {i | λi = −1}
As usual we write |I(λ)| for the number of elements in I(λ). The maximum number
of elements of I(λ) is ‖ λ ‖. If I(λ) is not empty we list its elements
I(λ) = {i1, i2, . . . }
in increasing order. For 1 ≤ j ≤‖ λ ‖, define
(B.1) dλ(j) :=
∑
k>ij
|λk|
with the convention that dλ(j) is understood to be zero if |I(λ)| < j. Also, denote
‖ dλ ‖:=
∑
j≥1
dλ(j)
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Sometimes we need similar quantities but for a different ordering of the elements
in I(λ). Assume I(λ) is not empty and list its elements
I(λ) = {j1, j2, . . . }
in decreasing order. For 1 ≤ k ≤‖ λ ‖, define
(B.2) drevλ (k) :=
∑
s<jk
|λs|
with the convention that drevλ (k) is understood to be zero if |I(λ)| < j. Keep the
same notation as above for ‖ drevλ ‖.
Also for λ = (λ1, · · · , λn) ∈ Zn with coordinates of absolute value at most 1, let
(B.3) λ♮ :=
λ if ‖ λ ‖ even(λ1, . . . , λn, 1) ∈ Zn+1 if ‖ λ ‖ odd
Assume now that λ = (λ1, · · · , λn) ∈ Zn and its coordinates have absolute value at
most 1 with the exception of exactly one coordinate whose absolute value is 2. Let
us assume that |λi| = 2. We denote by λ
♯ ∈ Zn+1 and λ♭ ∈ Zn the vectors defined
by
λ♯k := λk, 1 ≤ k < i
λ♯k := λi/2, k = i, i+ 1
λ♯k := λk−1, i+ 2 ≤ k ≤ n+ 1
(B.4)
and
λ♭k := λk, k 6= i
λ♭i := 0
(B.5)
Note that, in particular, λ− λ♭ = ±2εi. We define sgn(λ) as
sgn(λ) := 0, if λ− λ♭ = 2εi
sgn(λ) := 1, if λ− λ♭ = −2εi
(B.6)
and define ind(λ) as
(B.7) ind(λ) := i, if λ− λ♭ = ±2εi
Assume now that λ = (λ1, · · · , λn) ∈
1
2Z
n and its coordinates have absolute value
at most 1/2 with the exception of exactly one coordinate whose absolute value is
5/2. In this case define
(B.8) ind(λ) := i, if λi = ±5/2
and
sgn(λ) := 0, if λind(λ) = 5/2
sgn(λ) := 1, if λind(λ) = −5/2
(B.9)
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Furthermore, let
oλ =
|{j | ind(λ) < j, λj = 12}| if sgn(λ) = 0|{j | j < ind(λ), |λj | = 12}|+ |{j | ind(λ) < j, λj = 12}| if sgn(λ) = 1
and
pλ = |{j | ind(λ) < j, λj = −
1
2
}|
Finally, assume that λ = (λ1, · · · , λn) ∈
1
2Z
n and its coordinates have absolute
value 0, 1/2 or 3/2. Define
(B.10) J(λ) := {i | |λi| =
3
2
} and J±(λ) := {i | λi = ±
3
2
}
For i ∈ J(λ), define
(B.11) J(λ, i) =
{j | i < j, λj = − 12} if i ∈ J+(λ){j | j < i, |λj | = 12} ∪ {j | i < j, λj = − 12} if i ∈ J−(λ)
Also, let
h
(N)
λ :=
∑
S⊆J(λ)
|S|=N
| ∩i∈S J(λ, i)| and hλ =
∑
i∈J−(λ)
|{j | j < i, j ∈ J(λ)}|
In Section B.6 we also need the following definition
(B.12) Jrev(λ, i) =
{j | j < i, λj = − 12} if i ∈ J+(λ){j | i < j, |λj | = 12} ∪ {j | j < i, λj = − 12} if i ∈ J−(λ)
and
h
(N),rev
λ :=
∑
S⊆Jrev(λ)
|S|=N
| ∩i∈S J
rev(λ, i)|
B.2. Classical root systems. In this section we will work with a root system of
type Bn, Cn, or Dn. The Euclidean vector space (h
∗
R
, (·, ·)) can be identified to
(Rn, (·, ·)). Under this identification the root lattice Q is Zn if R = Bn and consists
of the elements in Zn whose sum of the coordinates is even if R = Cn, Dn.
The simple roots are
αi = εi − εi+1, 1 ≤ i ≤ n− 1
and αn is εn, 2εn, or εn−1 + εn if R is Bn, Cn, or Dn, respectively. The dominant
roots are θℓ = ε1 + ε2, θs = ε1 in type Bn, θℓ = 2ε1, θs = ε1 + ε2 in type Cn,
and θ = ε1 + ε2 in type Dn. For R = Bn, Cn the Weyl group is Sn ⋉ Z
n
2 where
the symmetric group acts by permuting the coordinates and Zn2 by changing their
signs. For Dn the Weyl group is the subgroup of Sn ⋉Z
n
2 which allows only for an
even number of sign changes.
With the definitions below, (3.14) holds and the verification of (3.12) is straight-
forward.
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B.2.1. Type Bn. The dominant non-zero small weights are ε1+ · · ·+εk, 1 ≤ k ≤ n.
For λ a small dominant weight, the co-length equals
ℓ∗(λ) =
1
2
‖ λ♮ ‖
If |I(λ)| > ℓ∗(λ) then aλ 6< 0. Else, the defect vector dλ = (d1(λ), . . . ,dℓ∗(λ)(λ))
is defined as
(B.13) dλ(j) := dλ♮(j), 1 ≤ j ≤ ℓ
∗(λ)
The aggregate vector aλ is the defined by (3.13). As anticipated, the components
of the defect vector can be described as
dλ(j) = |{−εij ± εk | k > ij} ∩A2(λ)| + |{−εij} ∩A2(λ)|
The second term is obviously 1.
B.2.2. Type Cn. The dominant non-zero small weights are ε1 + · · ·+ ε2k, 1 ≤ k ≤
n/2 and 2ε1 + ε2 + · · ·+ ε2k−1, 1 ≤ k ≤ (n+1)/2. For λ a small dominant weight,
the co-length equals
ℓ∗(λ) =
1
2
‖ λ ‖
Let λ be in the Weyl group orbit of a weight of the form ε1+ · · ·+ε2k, 1 ≤ k ≤ n/2.
If |I(λ)| > ℓ∗(λ) then aλ 6< 0. Else, the defect vector dλ = (d1(λ), . . . ,dℓ∗(λ)(λ))
is defined as
(B.14) dλ(j) := dλ(j), 1 ≤ j ≤ ℓ
∗(λ)
Let λ be in the Weyl group orbit of a weight of the form 2ε1 + ε2 + · · · + ε2k−1,
1 ≤ k ≤ (n + 1)/2. If |I(λ♯)| > ℓ∗(λ) then aλ 6< 0. Otherwise, the defect vector
dλ = (d1(λ), . . . ,dℓ∗(λ)(λ)) is defined as
(B.15) dλ(j) := dλ♯(j), 1 ≤ j ≤ ℓ
∗(λ)
The aggregate vector aλ is the defined by (3.13). The components of the defect
vector can be described in the same fashion as for type Bn with the exception
that for the second class of weights the elements of A−3 (λ) are also counted, with
multiplicity 2.
B.2.3. Type Dn. The dominant non-zero small weights are, up to diagram auto-
morphisms, 2ε1, 2ε1 + ε2 + · · · + ε2k−1, 2 ≤ k ≤ (n + 1)/2, and ε1 + · · · + ε2k,
1 ≤ k ≤ n/2.
The weights ±2εi have symbol [1, 1] and co-length two. For small weights of co-
length two the defect vector dλ = (dλ(1),dλ(2)) was described in the last paragraph
of Section 3.3. More explicitly,
d2εi(1) := i− 1, d2εi(2) = 0
d−2εi(1) := n− 1, d−2εi(2) = n− i
(B.16)
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For all the other small weights the co-length equals
ℓ∗(λ) =
1
2
‖ λ ‖
The weights λ in the Weyl group orbit of a weight of the form ε1 + · · · + ε2k,
1 ≤ k ≤ n/2 are normal. If |I(λ)| > ℓ∗(λ) then aλ 6< 0. Otherwise, the defect
vector dλ = (d1(λ), . . . ,dℓ∗(λ)(λ)) is defined as
(B.17) dλ(j) := dλ(j), 1 ≤ j ≤ ℓ
∗(λ)
The aggregate vector aλ is the defined by (3.13). The verification of (3.12) is
straightforward.
The weights λ in the Weyl group orbit of a weight of the form 2ε1+ε2+ · · ·+ε2k−1,
1 ≤ k ≤ (n+ 1)/2 are non-normal. If |I(λ♯)| > ℓ∗(λ) then aλ 6< 0. Otherwise, the
defect data is defined as
dλ(j) := dλ♯(j), 1 ≤ j ≤ ℓ
∗(λ)
d¯λ(j) := dλ♭(j), 1 ≤ j ≤ ℓ
∗(λ) − 1
∂λ := sgn(λ)
d˜λ := (2(n− ind(λ)) − 1) sgn(λ) +
∑
j<ind(λ)
(1 − λj)
(B.18)
For later use let define
(B.19) d˜revλ := (2(ind(λ)− 1)− 1) sgn(λ) +
∑
ind(λ)<j≤5
(1− λj)
The aggregate vector aλ is the defined by (3.19). The definition of d˜λ has the
following interpretation. When λ − λ♭ = 2εi, d˜λ + ∂λ equals the number of zero
coordinates of λ to the left of 2εi (that is |A
−,nr
2 (λ)|) plus twice the number of
negative entries to the left of 2εi (that is 2|A
−
3 (λ)|). When λ− λ
♭ = −2εi, d˜λ + ∂λ
equals the number of zero coordinates of λ plus the number of zero coordinates to
the right of −2εi (that is |A
−,nr
2 (λ)|) plus twice the number of negative entries to
the left of −2εi plus the number of non-zero coordinates to the right of −2εi(that
is 2|A−3 (λ)|).
With the definition above, it is necessary to replace ℵ by an element in its con-
strained orbit only when sgn(λ) 6= sgn(si(λ)) in which case we need to apply σk
where k is the smallest integer for which dλ(k) = 0.
B.3. The root system E6. Denote
ε˜6 := (−ε6 − ε7 + ε8) ∈ R
8 and V = Rε1 + Rε2 + Rε3 + Rε4 + Rε5 + Rε˜6 ⊂ R
8
The Euclidean vector space (h∗
R
, (·, ·)) can be identified to (V, (·, ·)). The simple
roots are α1 =
1
2 (ε1 − ε2 − ε3 − ε4 − ε5) +
1
2 ε˜6, α2 = ε1 + ε2, αi = −εi−2 + εi−1,
3 ≤ i ≤ 6. The dominant root is θ = 12 (ε1+ε2+ε3+ε4+ε5)+
1
2 ε˜6. The Weyl group
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orbit of an element of the root lattice cannot be described concisely in general. For
this reason we will split an orbit into orbits under WD5 , the parabolic Weyl group
of type D5 obtained by excluding the simple root α1. This group acts only on the
first five coordinates of a vector in R8 by permuting them and possibly changing
an even number of signs.
The positive roots are ±εi + εj , 1 ≤ i < j ≤ 5 and the elements of the WD5 orbit
of θ. The dominant non-zero small weights are 12 (ε1 + ε2 + ε3 + ε4 + ε5) +
1
2 ε˜6
(with symbol [1]), ε5 + ε˜6 (with symbol [1
2]), ε3 + ε4 + ε5 + ε˜6 (with symbol [2]),
ε4 + 2ε5 + ε˜6 and
1
2 (−ε1 + ε2 + ε3 + ε4 + ε5) +
3
2 ε˜6 (with symbol [2, 1]), 3ε5 + ε˜6
and 2ε˜6 (with symbol [2
2]). We will describe separately the defect data for each of
these weights. One common feature is that aλ 6< 0 if the coefficient of ε˜6 in λ is
strictly negative.
Some of these weights are in fact in the root lattice of the parabolic root subsystem
of type D5 mentioned above. For these, it is convenient to use the detect data
defined in Section B.2.3 and it is this data we refer to when we use notation such
as dD5λ . However, remark that the indexing of the nodes of the Dynkin diagram in
Section B.2.3 differs from the one induced here on the parabolic roots subsystem
of type D5. To obtain the correct formulas one needs to use d
rev
λ in the formulas
(B.17) and (B.18) and also d˜revλ as defined by (B.19).
B.3.1. Weights with symbol [1]. These are the roots. The defect vector is defined
by dα = 0 if α ∈ R+ and dα = 1 if α ∈ R−.
B.3.2. Weights with symbol [12]. We describe the Weyl group orbit of ε5 + ε˜6 by
specifying the WD5 orbits it contains. These are the WD5 orbits of ε5 + ε˜6, 2ε5,
ε2 + ε3 + ε4 + ε5,
1
2 (−ε1 + ε2 + ε3 + ε4 + 3ε5) +
1
2 ε˜6, ε5 − ε˜6, and
1
2 (ε1 + ε2 + ε3 +
ε4+3ε5)−
1
2 ε˜6. For the elements of the last two WD5 orbits the coordinate of ε˜6 is
strictly negative and we set aλ 6< 0. We focus our attention on the first four orbits.
For λ inWD5 (ε5+ε˜6), the defect vector is defined by dλ = (0, 0). For λ inWD5(2ε5),
the defect vector is defined by dλ = d
D5
λ . Let λ in WD5(ε2 + ε3 + ε4 + ε5). Note
that |A2(ε2 + ε3 + ε4 + ε5)| = 1. If |I(λ)| > 2 then aλ 6< 0. Otherwise, define
dλ = d
D5
λ + (1, 0)
For λ inWD5(
1
2 (−ε1+ε2+ε3+ε4+3ε5)+
1
2 ε˜6) the defect vector is dλ = (fλ− 12 ε˜6 , 0).
The defect data presented in the section is nothing else but the one defined in the
last paragraph of Section 3.3.
B.3.3. Weights with symbol [2]. We describe the Weyl group orbit of ε3+ε4+ε5+ε˜6
by specifying the WD5 orbits it contains. These are the WD5 orbits of ε3 + ε4 +
ε5 + ε˜6, ε3 + ε4 + 2ε5,
1
2 (ε1 + ε2 + ε3 + 3ε4 + 3ε5) +
1
2 ε˜6, ε3 + ε4 + ε5 − ε˜6, and
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1
2 (−ε1 + ε2 + ε3 + 3ε4 + 3ε5) −
1
2 ε˜6. For the elements of the last two WD5 orbits
the coordinate of ε˜6 is strictly negative and we set aλ 6< 0. We focus our attention
on the first three orbits.
Let λ in WD5 (ε3 + ε4 + ε5 + ε˜6). The defect vector is defined by
dλ := (0, 0),
d˜λ :=‖ d
rev
λ ‖,
d¯λ := 0
∂λ := 0
(B.20)
Let λ in WD5(ε3 + ε4 + 2ε5). If |I(λ
♯)| > 2 then set aλ 6< 0. Otherwise, the defect
data is defined by
dλ := d
D5
λ + (2, 0),
d˜λ := d˜
D5
λ + 1,
d¯λ := d¯
D5
λ
∂λ := ∂
D5
λ + 1
(B.21)
Note that |A−,nr2 (ε2 + ε3 + ε4 + 2ε5)| = 2 and this is reflected in the constants
present in the formulas above.
Let λ in WD5 (
1
2 (ε1 + ε2 + ε3 + 3ε4 + 3ε5) +
1
2 ε˜6). The defect data is defined by
dλ := (min{h
(2)
λ− 12 ε˜6
, δ}+ 2hλ, 0),
d˜λ := h
(1)
λ− 12 ε˜6
−min{h
(2)
λ− 12 ε˜6
, δ}+ 2hλ,
d¯λ := 0
∂λ := min{h
(2)
λ− 12 ε˜6
, δ}
(B.22)
B.3.4. Weights with symbol [2, 1]. There are two dominant weights with this sym-
bol, as described above. The first orbit is the union of theWD5 orbits of ε4+2ε5+ε˜6,
ε1+ε2+ε3+ε4+2ε5,
1
2 (ε1+ε2+ε3+ε4+5ε5)+
1
2 ε˜6,
1
2 (ε1+ε2+3ε3+3ε4+3ε5)−
1
2 ε˜6,
ε1 + ε2 + ε3 + ε4 + ε5 − ε˜6, and
1
2 (ε1 + ε2 + ε3 + ε4 + ε5) −
3
2 ε˜6. The sec-
ond orbit is the union of the WD5 orbits of
1
2 (−ε1 + ε2 + ε3 + ε4 + ε5) +
3
2 ε˜6,
−ε1+ε2+ε3+ε4+ε5+ε˜6,
1
2 (−ε1+ε2+3ε3+3ε4+3ε5)+
1
2 ε˜6, −ε1+ε2+ε3+ε4+2ε5,
1
2 (−ε1 + ε2 + ε3 + ε4 + 5ε5)−
1
2 ε˜6, and ε4 + 2ε5 − ε˜6. For the elements of the WD5
orbits for which the coordinate of ε˜6 is strictly negative we set aλ 6< 0.
Let λ in WD5 (e4 + 2ε5 + ε˜6). The defect data is defined as
dλ(1) := (2(ind(λ) − 1)− 1) sgn(λ) +
∑
ind(λ)<j≤5
(1− λj)
d¯λ(1) := (−2 + 2
∑
j<ind(λ)
(1 − |λj |)) sgn(λ) +
∑
ind(λ)<j≤5
(1 − |λj |)
dλ(2) := 0, dλ(3) := 0, d¯λ(2) := 0
d˜λ := (1 + 2
∑
j<ind(λ)
|λj |) sgn(λ) +
∑
ind(λ)<j≤5
(|λj | − λj), ∂λ := 0
(B.23)
The definitions of dλ(1), d¯λ(1), and d˜λ have the following interpretation. When
sgn(λ) = 0, dλ(1) + sgn(λ) equals the number of zero coordinates of λ to the right
of 2εi (that is |A
−,nr
2 (λ)|) plus twice the number of negative entries to the right of
2εi (that is 2|A
−
3 (λ)|). When sgn(λ) = 1, dλ(1)+ sgn(λ) equals the number of zero
56 BOGDAN ION
coordinates of λ plus the number of zero coordinates to the right of −2εi (that is
|A−,nr2 (λ)|) plus twice the number of negative entries to the right of −2εi plus the
number of non-zero coordinates to the left of −2εi(that is 2|A
−
3 (λ)|). Similarly, it
can be seen that d¯λ(1)+2 sgn(λ) equals |A
−,nr
2 (λ)| and d˜λ−sgn(λ) equals 2|A
−
3 (λ)|.
Let λ in WD5 (
1
2 (ε1 + ε2 + ε3 + ε4 + 5ε5) +
1
2 ε˜6). The defect data is defined as
dλ(1) := 2(ind(λ)− 1) sgn(λ) + 2pλ− 12 ε˜6 +min{pλ−
1
2 ε˜6
, δ}+ oλ− 12 ε˜6 − dλ(2)
dλ(2) := 2
⌈
1
2
(ind(λ)− 1)
⌉
sgn(λ) + 2
⌊
1
2
max{pλ− 12 ε˜6 − δ, 0}
⌋
+min{pλ− 12 ε˜6 , δ}
dλ(3) := 0
d¯λ(1) := min{pλ− 12 ε˜6 , δ}+ oλ− 12 ε˜6 , d¯λ(2) := 0
∂λ := min{pλ− 12 ε˜6 , δ}
d˜λ := 2(ind(λ)− 1) sgn(λ) + 2pλ− 12 ε˜6 −min{pλ− 12 ε˜6 , δ}
(B.24)
The quantities that appear above have the following meaning: 2(ind(λ)−1) sgn(λ)+
2pλ− 12 ε˜6 equals 2|A
−
3 (λ)| and oλ− 12 ε˜6 equals |A
−
2 (λ)|.
Let λ in WD5(±ε1 + ε2 + ε3 + ε4 +2ε5). If |I(λ
♯)| > 3 then set aλ 6< 0. Otherwise,
the defect data is defined by
dλ := d
D5
λ + (2, 1, 0),
d˜λ := d˜
D5
λ + 1,
d¯λ := d¯
D5
λ + (1, 0)
∂λ := ∂
D5
λ + 1
(B.25)
Note that |A−,r2 (±ε1+ ε2+ ε3+ ε4+2ε5)| = 4 and this is reflected in the constants
present in the formulas above.
For λ in WD5(
1
2 (−ε1 + ε2 + ε3 + ε4 + ε5) +
3
2 ε˜6) define the defect data to be
dλ := (0, 0, 0),
d˜λ := 0,
d¯λ := (0, 0)
∂λ := 0
(B.26)
For λ in WD5(−ε1 + ε2 + ε3 + ε4 + ε5 + ε˜6) define the defect data to be
dλ := (‖ d
rev
λ−ε˜6 ‖ − ‖ d
rev
λ−λ1ε1−λ2ε2−ε˜6 ‖, 0, 0)
d¯λ := (‖ d
rev
λ−ε˜6 ‖ −2 ‖ d
rev
λ−λ1ε1−λ2ε2−ε˜6 ‖, 0)
d˜λ :=‖ d
rev
λ−λ1ε1−λ2ε2−ε˜6 ‖, ∂λ := 0
(B.27)
Let λ in WD5 (
1
2 (−ε1 + ε2 + 3ε3 + 3ε4 + 3ε5) +
1
2 ε˜6). If hλ = 3, or if hλ = 2 and
h
(1)
λ− 12 ε˜6
≥ 4, then we set aλ 6< 0. Otherwise, the defect data is defined as follows.
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If hλ ≤ 1 the defect data is defined by
dλ := (h
(1)
λ− 12 ε˜6
+ 2hλ, h
(3)
λ− 12 ε˜6
, 0) + (1, 0, 0)
d¯λ := (h
(1)
λ− 12 ε˜6
− h
(2)
λ− 12 ε˜6
+ h
(3)
λ− 12 ε˜6
− ∂λ, 0) + (1, 0)
∂λ := max{h
(3)
λ− 12 ε˜6
−
⌊
1
2
h
(2)
λ− 12 ε˜6
⌋
, 0}
d˜λ := h
(2)
λ− 12 ε˜6
+ 2hλ
(B.28a)
If hλ = 2, h
(1)
λ− 12 ε˜6
≤ 2, and h
(2)
λ− 12 ε˜6
≤ 1 the defect data is defined by
dλ := (h
(1)
λ− 12 ε˜6
, h
(2)
λ− 12 ε˜6
, 0) + (5, 1, 0)
d¯λ := (h
(1)
λ− 12 ε˜6
− h
(3)
λ− 12 ε˜6
, 0) + (2, 0)
∂λ := h
(2)
λ− 12 ε˜6
+ 1
d˜λ := h
(3)
λ− 12 ε˜6
+ 3
(B.28b)
Note that |A−,r2 (
1
2 (−ε1 + ε2 + 3ε3 + 3ε4 + 3ε5) +
1
2 ε˜6)| = 1 and this is reflected in
the constants present in the formulas above.
B.3.5. Weights with symbol [22]. There are two dominant weights with this symbol,
as described above. The first orbit is the union of the WD5 orbits of 3ε5 + ε˜6,
1
2 (3ε1 + 3ε2 + 3ε3 + 3ε4 + 3ε5) −
1
2 ε˜6, and −2ε˜6. The second orbit is the union of
the WD5 orbits of −2ε˜6,
1
2 (−3ε1 + 3ε2 + 3ε3 + 3ε4 + 3ε5) +
1
2 ε˜6, and 3ε5 − ε˜6. For
the elements of the WD5 orbits for which the coordinate of ε˜6 is strictly negative
or the coordinate of ε5 is −
3
2 , we set aλ 6< 0. For all the other weights we need to
specify dλ.
If λ = 3εi + ε˜6 then dλ = 5 − i. If λ = −3εi + ε˜6 then dλ = 3 + i. For λ = 2ε˜6
we have dλ = 0 and for λ ∈ WD5(
1
2 (−3ε1 + 3ε2 + 3ε3 + 3ε4 + 3ε5) +
1
2 ε˜6) we have
dλ = hλ− 12 ε˜6 + 1.
B.4. The root system E7. Denote
ε˜7 := (−ε7+ ε8) ∈ R
8 and V7 = Rε1+Rε2+Rε3+Rε4+Rε5+Rε6+Rε˜7 ⊂ R
8
The Euclidean vector space (h∗
R
, (·, ·)) can be identified to (V7, (·, ·)). The simple
roots are α1 =
1
2 (ε1− ε2− ε3− ε4− ε5− ε6)+
1
2 ε˜7, α2 = ε1+ ε2, αi = −εi−2+ εi−1,
3 ≤ i ≤ 7. The dominant root is θ = ε˜7. The Weyl group orbit of an element of the
root lattice cannot be described concisely in general. For this reason we will split
an orbit into orbits under WD6 , the parabolic Weyl group of type D6 obtained by
excluding the simple root α1. This group acts only on the first six coordinates of a
vector in R8 by permuting them and possibly changing an even number of signs.
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The positive roots are ±εi+εj , 1 ≤ i < j ≤ 6, ε˜7, and the elements of theWD6 orbit
of α1. The dominant non-zero small weights are ε˜7 (with symbol [1]), ε5 + ε6 + ε˜7
(with symbol [12]), 2ε6+ ε˜7 (with symbol [1
3]), 12 (−ε1+ε2+ε3+ε4+ε5+ε6)+
3
2 ε˜7
(with symbol [2]), and 12 (ε1 + ε2 + ε3 + ε4 + ε5 + 3ε6) +
3
2 ε˜7 (with symbol [2, 1]).
We will describe separately the defect data for each of these weights. One common
feature is that aλ 6< 0 if the coefficient of ε˜7 in λ is strictly negative.
Some of these weights are in fact in the root lattice of the parabolic root subsystem
of type D6 mentioned above. For these, it is convenient to use the detect data
defined in Section B.2.3 and it is this data we refer to when we use notation such as
dD6λ . Note that the indexing of the nodes of the Dynkin diagram in Section B.2.3
differs from the one induced here on the parabolic roots subsystem of type D6. To
obtain the correct formulas one needs to use drevλ in the formulas (B.17) and (B.18)
and also d˜revλ as defined by (B.19). We will also make reference to the parabolic
root system of type E6 obtained by excluding α7.
B.4.1. Weights with symbol [1]. These are the roots. The defect vector is defined
by dα = 0 if α ∈ R
+ and dα = 1 if α ∈ R
−.
B.4.2. Weights with symbol [12]. We describe the Weyl group orbit of ε5 + ε6 + ε˜7
by specifying the WD6 orbits it contains. These are the WD6 orbits of ε5+ ε6 + ε˜7,
2ε6, ε3 + ε4 + ε5 + ε6,
1
2 (ε1 + ε2 + ε3 + ε4 + ε5 + 3ε6) +
1
2 ε˜7, ε5 + ε6 − ε˜7, and
1
2 (ε1 + ε2 + ε3 + ε4 + ε5 + 3ε6)−
1
2 ε˜6. For the elements of the last two WD6 orbits
the coordinate of ε˜6 is strictly negative and we set aλ 6< 0. We focus our attention
on the first four orbits.
For λ in WD6(ε5+ε6+ ε˜7), the defect vector is defined by dλ = (d
D6
λ−ε˜7
, 0). For λ in
WD6(2ε6), the defect vector is defined by dλ = d
D6
λ . Let λ inWD6(ε3+ε4+ε5+ε6).
Note that |A−2 (ε3+ ε4+ ε5+ ε6)| = 2. If |I(λ)| > 2 then aλ 6< 0. Otherwise, define
dλ = d
D6
λ + (2, 0)
For λ inWD6(
1
2 (ε1+ε2+ε3+ε4+ε5+3ε6)+
1
2 ε˜7) the defect vector is dλ = (h
(1)
λ− 12 ε˜7
, 0).
The defect data presented in the section is nothing else but the one defined in the
last paragraph of Section 3.3.
B.4.3. Weights with symbol [13]. The Weyl group orbit of 2ε6 + ε˜7 consists of the
WD6 orbits of 2ε6 + ε˜7, ε1 + ε2 + ε3 + ε4 + ε5 + ε6, and 2ε6 − ε˜7. The elements of
the last WD6 orbit have the coordinate of ε˜6 strictly negative and we set aλ 6< 0.
For λ inWD6 (2ε6+ ε˜7), the defect vector is defined by dλ = (d
D6
λ−ε˜7
(1),dD6λ−ε˜7 (2), 0).
Let λ in WD6 (ε1 + ε2 + ε3 + ε4 + ε5 + ε6). Note that |A
−
2 (ε3 + ε4 + ε5 + ε6)| = 6.
If |I(λ)| > 3 then aλ 6< 0. Otherwise, define
dλ = (d
D6
λ (2),d
D6
λ (1),d
D6
λ (3)) + (6, 0, 0)
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B.4.4. Weights with symbol [2]. We describe the Weyl group orbit of 12 (−ε1+ ε2 +
ε3+ε4+ε5+ε6)+
3
2 ε˜7 by specifying the WD6 orbits it contains. These are the WD6
orbits of 12 (−ε1+ ε2+ ε3+ ε4+ ε5+ ε6) +
3
2 ε˜7, ε3+ ε4+ ε5+ ε6+ ε˜7, ε4+ ε5+2ε6,
1
2 (−ε1+ε2+ε3+ε4+3ε5+3ε6)+
1
2 ε˜7, −ε1+ε2+ε3+ε4+ε5+ε6,
1
2 (−ε1+ε2+ε3+
ε4+ε5+ε6)−
3
2 ε˜7, ε3+ε4+ε5+ε6− ε˜7, and
1
2 (−ε1+ε2+ε3+ε4+3ε5+3ε6)−
1
2 ε˜7.
For the elements of the last three W6 orbits the coordinate of ε˜6 is strictly negative
and we set aλ 6< 0. We focus our attention on the first five orbits.
For λ in WD6 (
1
2 (−ε1 + ε2 + ε3 + ε4 + ε5 + ε6) +
3
2 ε˜7) the defect data is defined by
dλ := (0, 0),
d˜λ := 0,
d¯λ := 0
∂λ := 0
(B.29)
Let λ in WD6 (ε3 + ε4 + ε5 + ε6 + ε˜7). Then λ = λaεa + λbεb + λcεc + λdεd + ε˜7 for
some 1 ≤ a < b < c < d ≤ 6. The defect vector is defined by
dλ := (‖ d
rev
λcεc+λdεd
‖, 0),
d˜λ :=‖ d
rev
λ−ε˜7 ‖ − ‖ d
rev
λcεc+λdεd ‖,
d¯λ := 0
∂λ :=‖ d
rev
λcεc+λdεd ‖
(B.30)
Let λ in WD6(ε4 + ε5 + 2ε6). If |I(λ
♯)| > 2 then set aλ 6< 0. Otherwise, the defect
data is defined by
dλ := d
D6
λ + (2, 0),
d˜λ := d˜
D6
λ + 2,
d¯λ := d¯
D6
λ
∂λ := ∂
D6
λ + 2
(B.31)
Note that |A−,nr2 (ε4 + ε5 + 2ε6)| = 3 and |A
−,r
2 (ε4 + ε5 + 2ε6)| = 1 and this is
reflected in the constants present in the formulas above.
Let λ in WD6(
1
2 (−ε1 + ε2 + ε3 + ε4 + 3ε5 + 3ε6) +
1
2 ε˜7). The defect data is defined
by
dλ := (min{h
(2)
λ− 12 ε˜7
, δ}+ 2hλ, 0), d¯λ := 0
d˜λ := h
(1)
λ− 12 ε˜7
−min{h
(2)
λ− 12 ε˜7
, δ}+ 2hλ,
∂λ := min{h
(2)
λ− 12 ε˜7
, δ}
(B.32)
Let λ inWD6(−ε1+ε2+ε3+ε4+ε5+ε6). If |I(λ)| > 3 then set aλ 6< 0. Otherwise,
the defect data is defined by
dλ := (d
D6
λ (2),d
D6
λ (3)) + (2, 0),
d˜λ := d
D6
λ (1) + 2,
d¯λ := d
D6
λ (3)
∂λ := d
D6
λ (2)
(B.33)
Note that |A−3 (−ε1+ε2+ε3+ε4+ε5+ε6)| = 1 and this is reflected in the constants
present in the formulas above.
60 BOGDAN ION
B.4.5. Weights with symbol [2, 1]. We describe the Weyl group orbit of 12 (ε1+ ε2+
ε3+ε4+ε5+3ε6)+
3
2 ε˜7 by specifying theWD6 orbits it contains. These are theWD6
orbits of 12 (ε1+ε2+ε3+ε4+ε5+3ε6)+
3
2 ε˜7, ε4+ε5+2ε6+ ε˜7, ε1+ε2+ε3+ε4+ε5+
ε6+ ε˜7,
1
2 (ε1+ε2+ε3+3ε4+3ε5+3ε6)+
1
2 ε˜7,
1
2 (−ε1+ε2+ε3+ε4+ε5+5ε6)+
1
2 ε˜7,
ε2 + ε3 + ε4 + ε5 + 2ε6,
1
2 (ε1 + ε2 + ε3 + ε4 + ε5 + 3ε6) −
3
2 ε˜7, ε4 + ε5 + 2ε6 − ε˜7,
ε1 + ε2 + ε3 + ε4 + ε5 + ε6 − ε˜7,
1
2 (ε1 + ε2 + ε3 + 3ε4 + 3ε5 + 3ε6) −
1
2 ε˜7, and
1
2 (−ε1+ ε2+ ε3+ ε4+ ε5+5ε6)−
1
2 ε˜7. For the elements of the last five WD6 orbits
the coordinate of ε˜7 is strictly negative and we set aλ 6< 0.
To keep some of the formulas below more compact is convenient to sometime replace
the cut-off data in (3.22) by its image under ς¨2. This is the case for (B.35), (B.38a),
and (B.38c). For all the other formulas the cut-off data is the one in (3.22).
Let λ in WD6(ε1+ ε2+ ε3+ ε4+ ε5+ ε6+ ε˜7). The defect data is defined as follows.
If drevλ−ε˜7(1) ≤ 4 then
dλ := (‖ d
rev
λ−ε˜6 ‖, 0, 0)
d¯′λ := (dλ(1)− d˜
′
λ, 0),
∂′λ := 0,
d˜′λ := d
rev
λ−ε˜7(1) + d
rev
λ−λ1ε1+λ2ε2−ε˜6(2),
d¯′′λ := (d˜
′
λ, 0)
∂′′λ := 0
d˜′′λ := d
′
λ(1)
(B.34a)
If drevλ−ε˜7(1) = 5 then λ lies in the parabolic subsystem of type E6 and
dλ := d
E6
λ + (5, 1, 0)
d¯′λ := d¯
E6
λ + (1, 0),
∂′λ := ∂
E6
λ + 1,
d˜′λ := d˜
E6
λ + 4,
d¯′′λ := (5, 0)
∂′′λ := 0
d˜′′λ :=‖ d
rev
λ−ε˜7 ‖ −5
(B.34b)
Let λ in WD6(
1
2 (−ε1+ ε2+ ε3+ ε4+ ε5+5ε6)+
1
2 ε˜7). The defect data is defined as
dλ(1) := 2(ind(λ)− 1) sgn(λ) + 2pλ− 12 ε˜7 +min{pλ− 12 ε˜7 , δ}+ oλ− 12 ε˜7 − dλ(2)
dλ(2) := 2
⌈
1
2
(ind(λ)− 1)
⌉
sgn(λ) + 2
⌊
1
2
max{pλ− 12 ε˜7 − δ, 0}
⌋
+min{pλ− 12 ε˜7 , δ}
dλ(3) := 0
d¯′λ := (0, 0), d¯
′′
λ := (min{pλ− 12 ε˜7 , δ}+ oλ−
1
2 ε˜7
, 0)
∂′λ := 0, ∂
′′
λ := min{pλ− 12 ε˜7 , δ}
d˜′λ := 1 + dλ(1) + dλ(2)
d˜′′λ := 1 + 2(ind(λ)− 1) sgn(λ) + 2pλ− 12 ε˜7 −min{pλ− 12 ε˜7 , δ}
(B.35)
The quantities that appear above have the following meaning: 2(ind(λ)−1) sgn(λ)+
2pλ− 12 ε˜6 equals 2|A
−
3 (λ)| and oλ− 12 ε˜6 equals |A
−,r
2 (λ)|. Note that |A
−,nr
2 (
1
2 (−ε1 +
61
ε2+ ε3 + ε4 + ε5+ 5ε6) +
1
2 ε˜7)| = 1 and this is reflected in the constants present in
the formulas above.
Let λ in WD6(
1
2 (ε1 + ε2 + ε3 + ε4 + ε5 + 3ε6) +
3
2 ε˜7). The defect data is defined by
dλ := (h
(1)
λ− 32 ε˜7
, 0, 0)
d¯′λ := (0, 0),
∂′λ := 0,
d˜′λ := 0,
d¯′′λ := (h
(1)
λ− 32 ε˜7
, 0)
∂′′λ := 0
d˜′′λ := 0
(B.36)
Let λ in WD6(ε2 + ε3 + ε4 + ε5 + 2ε6). If |I(λ
♯)| > 3 then set aλ 6< 0. Otherwise,
the defect data is defined by
dλ := d
D6
λ + (7, 2, 0)
d¯′λ := d¯
D6
λ + (2, 0),
∂′λ := ∂
D6
λ + 2,
d˜′λ := d˜
D6
λ + 4,
d¯′′λ := (5, 0)
∂′′λ := 1
d˜′′λ := d˜
D6
λ + ∂
D6
λ + ‖ d¯
D6
λ ‖ +1
(B.37)
Note that |A−,r2 (ε2+ ε3 + ε4+ ε5 +2ε6)| = 4 and |A
−
3 (ε2 + ε3+ ε4 + ε5+2ε6)| = 1
and this is reflected in the constants present in the formulas above.
Let λ inWD6(e4+ε5+2ε6+ ε˜7). The defect data is defined as follows. If sgn(λ) = 0
then
dλ := (
∑
ind(λ)<j≤6
(1− λj),max{d
rev
(λ−ε˜7)♯
(1)− 2, 0}, 0)
d¯′λ := (0, 0), d¯
′′
λ := (dλ(2) +
∑
ind(λ)<j≤6
(1− |λj |), 0)
∂′λ := 0, ∂
′′
λ := dλ(2)
d˜′λ := dλ(1) + dλ(2), d˜
′′
λ := d˜
′
λ − d¯
′′
λ(1)
(B.38a)
If sgn(λ) = 1 and
∑
ind(λ)<j≤6 λj = 2 then
dλ := (ind(λ) + 2, 0, 0)
d¯′λ := (ind(λ) − 1, 0), d¯
′′
λ := (3, 0)
∂′λ := 0, ∂
′′
λ := 0
d˜′λ := 3, d˜
′′
λ := ind(λ) − 1
(B.38b)
Note that in this case |Ar2(λ)| = 3 + (ind(λ) − 1).
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If sgn(λ) = 1 and
∑
ind(λ)<j≤6 λj 6= 2 then
dλ := (2 ind(λ)− 3 +
∑
ind(λ)<j≤6
(1 − λj), 1, 0)
d¯′λ := (0, 0), d¯
′′
λ := (2 +
∑
1≤j<ind(λ)
(1− |λj |), 0)
∂′λ := 0, ∂
′′
λ := 1
d˜′λ :=‖ dλ ‖ + ‖ d
rev
λ♭−ε˜7
‖, d˜′′λ :=‖ d
rev
(λ−ε˜7)♯
‖ −1
(B.38c)
Let λ in WD6 (
1
2 (ε1+ ε2+ ε3+3ε4+3ε5+3ε6)+
1
2 ε˜7). Note that |A
−,r
2 (
1
2 (ε1+ ε2+
ε3+3ε4+3ε5+3ε6)+
1
2 ε˜7)| = 3 and this constant will be reflected in the formulas
below. We set aλ 6< 0 unless λ satisfies one of the conditions below. Otherwise, the
defect data is defined as follows.
If hλ ≤ 1 the defect data is defined by
dλ := (h
(1)
λ− 12 ε˜7
+ h
(2)
λ− 12 ε˜7
+ 2hλ− 12 ε˜7 , h
(3)
λ− 12 ε˜7
, 0) + (3, 0, 0)
d¯′λ := (h
(1)
λ− 12 ε˜7
, 0) + (2, 0), d¯′′λ := (h
(2)
λ− 12 ε˜7
, 0) + (1, 0)
∂′λ := h
(3)
λ− 12 ε˜7
, ∂′′λ := h
(3)
λ− 12 ε˜7
d˜′λ := 3 + h
(2)
λ− 12 ε˜7
+ 2hλ− 12 ε˜7 , d˜
′′
λ := h
(1)
λ− 12 ε˜7
+ 2hλ− 12 ε˜7
(B.39a)
If hλ = 2 and h
(3)
λ− 12 ε˜7
≤ 1 the defect data is defined by
dλ := (h
(1)
λ− 12 ε˜7
+ h
(2)
λ− 12 ε˜7
, h
(3)
λ− 12 ε˜7
, 0) + (7, 2, 0)
d¯′λ := (h
(1)
λ− 12 ε˜7
, 0) + (2, 0), d¯′′λ := (h
(2)
λ− 12 ε˜7
, 0) + (3, 0)
∂′λ := 2 + h
(3)
λ− 12 ε˜7
, ∂′′λ := h
(3)
λ− 12 ε˜7
d˜′λ := 5 + h
(2)
λ− 12 ε˜7
, d˜′′λ := 4 + h
(1)
λ− 12 ε˜7
(B.39b)
If hλ = 2, and h
(i)
λ− 12 ε˜7
= 2, i ≤ 3 the defect data is defined by
dλ := (11, 3, 0)
d¯′λ := (3, 0), d¯
′′
λ := (3, 0)
∂′λ := 3, ∂
′′
λ := 3
d˜′λ := 8, d˜
′′
λ := 7
(B.39c)
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If hλ = 3, and h
(i)
λ− 12 ε˜7
≤ 3− i, i ≤ 3 the defect data is defined by
dλ := (h
(1)
λ− 12 ε˜7
+ h
(2)
λ− 12 ε˜7
, 0, 0) + (6, 4, 0)
d¯′λ := (h
(1)
λ− 12 ε˜7
+ h
(2)
λ− 12 ε˜7
, 0), d¯′′λ := (4, 0)
∂′λ := 2, ∂
′′
λ := 2
d˜′λ := h
(2)
λ− 12 ε˜7
+ 6, d˜′′λ := h
(1)
λ− 12 ε˜7
+ 3
(B.39d)
B.5. The root system E8. The Euclidean vector space (h
∗
R
, (·, ·)) can be identified
to
(
R
8, (·, ·)
)
. The simple roots are α1 =
1
2 (ε1 − ε2 − ε3 − ε4 − ε5 − ε6 − ε7) +
1
2ε8,
α2 = ε1+ ε2, αi = −εi−2+ εi−1, 3 ≤ i ≤ 8. The dominant root is θ = ε7+ ε8. The
Weyl group orbit of an element of the root lattice cannot be described concisely in
general. For this reason we will split an orbit into orbits under WD7 , the parabolic
Weyl group of type D7 obtained by excluding the simple root α1. This group acts
only on the first seven coordinates of a vector in R8 by permuting them and possibly
changing an even number of signs.
The positive roots are ±εi+εj , 1 ≤ i < j ≤ 8, and the elements of the WD7 orbit of
α1. The dominant non-zero small weights are ε7 + ε8 (with symbol [1]), 2ε8 (with
symbol [12]), ε6+ε7+2ε8 (with symbol [2]), and
1
2 (ε1+ε2+ε3+ε4+ε5+ε6+ε7)+
5
2ε8
(with symbol [2, 1]). We will describe separately the defect data for each of these
weights. One common feature is that aλ 6< 0 if the coefficient of ε8 in λ is strictly
negative.
Some of these weights are in fact in the root lattice of the parabolic root subsystem
of type D7 mentioned above. For these, it is convenient to use the detect data
defined in Section B.2.3 and it is this data we refer to when we use notation such as
dD7λ . Note that the indexing of the nodes of the Dynkin diagram in Section B.2.3
differs from the one induced here on the parabolic roots subsystem of type D7. To
obtain the correct formulas one needs to use drevλ in the formulas (B.17) and (B.18)
and also d˜revλ as defined by (B.19). We will also make reference to the parabolic
root system of type E7 obtained by excluding α8.
B.5.1. Weights with symbol [1]. These are the roots. The defect vector is defined
by dα = 0 if α ∈ R+ and dα = 1 if α ∈ R−.
B.5.2. Weights with symbol [12]. We describe the Weyl group orbit of 2ε8 by speci-
fying theWD7 orbits it contains. These are theWD7 orbits of 2ε8, 2ε7, ε4+ε5+ε6+
ε7, ε5+ε6+ε7+ε8,
1
2 (−ε1+ε2+ε3+ε4+ε5+ε6+ε7)+
3
2ε8,
1
2 (−ε1+ε2+ε3+ε4+
ε5+ε6+3ε7)+
1
2ε8, −2ε8, ε5+ε6+ε7−ε8,
1
2 (ε1+ε2+ε3+ε4+ε5+ε6+ε7)−
3
2ε8,
and 12 (ε1 + ε2 + ε3 + ε4 + ε5 + ε6 + 3ε7) −
1
2ε8. For the elements of the last four
WD7 orbits the coordinate of ε8 is strictly negative and we set aλ 6< 0. We focus
our attention on the first six orbits.
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For λ = 2ε8 and λ ∈ WD7(
1
2 (−ε1+ε2+ε3+ε4+ε5+ε6+ε7)+
3
2ε8) the defect vector
is defined by dλ = (0, 0). For λ in WD7(2ε7), the defect vector is defined by dλ =
dD7λ +(1, 0). Let λ in WD7(ε4+ε5+ε6+ε7). Note that |A
−
2 (ε3+ε4+ε5+ε6)| = 4.
If |I(λ)| > 2 then aλ 6< 0. Otherwise, define
dλ = d
D7
λ + (4, 0)
For λ in WD7(
1
2 (−ε1 + ε2 + ε3 + ε4 + ε5 + ε6 + 3ε7) +
1
2ε8) the defect vector is
dλ = (h
(1)
λ− 12 ε8
+ 1, 0)
Let λ in WD7 (ε5 + ε6 + ε7 + ε8). The defect vector is defined by
dλ := (‖ d
rev
λ ‖, 0)
The defect data presented in the section is nothing else but the one defined in the
last paragraph of Section 3.3.
B.5.3. Weights with symbol [2]. We describe the Weyl group orbit of ε6 + ε7 + 2ε8
by specifying the WD7 orbits it contains. These are the WD7 orbits of ε6+ε7+2ε8,
ε5 + ε6 + 2ε7, ε6 + 2ε7+ ε8, ε3 + ε4 + ε5 + ε6 + ε7 + ε8, ε2 + ε3 + ε4 + ε5 + ε6 + ε7,
1
2 (ε1+ ε2+ ε3+ ε4+ ε5+ ε6+3ε7)+
3
2ε8,
1
2 (ε1+ ε2+ ε3+ ε4+ ε5+3ε6+3ε7)+
1
2ε8,
ε6+ ε7− 2ε8, ε6+2ε7− ε8, ε3+ ε4+ ε5+ ε6+ ε7− ε8,
1
2 (−ε1 + ε2 + ε3 + ε4+ ε5+
ε6 + 3ε7)−
3
2ε8, and
1
2 (−ε1 + ε2 + ε3 + ε4 + ε5 + 3ε6 + 3ε7)−
1
2ε8.
For the elements of the last five WD7 orbits the coordinate of ε8 is strictly negative
and we set aλ 6< 0. We focus our attention on the first seven orbits.
Let λ in WD7 (ε6 + ε7 + 2ε8). The defect vector is defined by
dλ := (0, 0),
d˜λ :=‖ d
rev
λ♭ ‖,
d¯λ := 0
∂λ := 0
(B.40)
Let λ in WD7(ε5 + ε6 + 2ε7). If |I(λ
♯)| > 2 then set aλ 6< 0. Otherwise, the defect
data is defined by
dλ := d
D7
λ + (4, 0),
d˜λ := d˜
D7
λ + 5,
d¯λ := d¯
D7
λ
∂λ := ∂
D7
λ + 4
(B.41)
Note that |A−,nr2 (ε4 + ε5 + 2ε6)| = 9 and this is reflected in the constants present
in the formulas above.
Let λ in WD7 (ε6 + 2ε7 + ε8). The defect data is defined by
dλ := (‖ d
rev
λ♯ ‖, 0), d¯λ := 0
∂λ := sgn(λ)
d˜λ := sgn(λ)(2(ind(λ)− 1)− 1) +
∑
ind(λ)<j≤7
(1− λj)
(B.42)
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Let λ inWD7(ε3+ε4+ε5+ε6+ε7+ε8). Then λ = λaεa+λbεb+λcεc+λdεd+λeεe+ε8
for some 1 ≤ a < b < c < d < e ≤ 7. The defect vector is defined by
dλ := (‖ d
rev
λcεc+λdεd+λeεe ‖, 0),
d˜λ :=‖ d
rev
λ ‖ −dλ(1) + 2,
d¯λ := 0
∂λ := dλ(1)
(B.43)
Note that |A−,nr2 (ε3+ε4+ε5+ε6+ε7+ε8)| = 2 and this is reflected in the constants
present in the formulas above.
Let λ in WD7(
1
2 (ε1+ ε2+ ε3+ ε4+ ε5+ ε6+3ε7)+
3
2ε8). The defect data is defined
by
dλ := (0, 0),
d˜λ := h
(1)
λ ,
d¯λ := 0
∂λ := 0
(B.44)
Let λ in WD7(ε2+ ε3+ ε4+ ε5+ ε6+ ε7). If |I(λ)| > 3 then set aλ 6< 0. Otherwise,
the defect data is defined by
dλ := (d
D7
λ (1),d
D7
λ (3)) + (2, 0),
d˜λ := d
D7
λ (2) + 8,
d¯λ := d
D7
λ (3)
∂λ := d
D7
λ (1)
(B.45)
Note that |A−3 (ε2 + ε3 + ε4 + ε5 + ε6 + ε7 + ε8)| = 1 and |A
−,nr
2 (ε2 + ε3 + ε4 +
ε5+ ε6+ ε7+ ε8)| = 6 and this is reflected in the constants present in the formulas
above.
Let λ in WD7 (
1
2 (ε1+ε2+ε3+ε4+ε5+3ε6+3ε7)+
1
2ε8). The defect data is defined
by
dλ := (min{h
(2)
λ , δ}+ 2hλ, 0),
d˜λ := h
(1)
λ −min{h
(2)
λ , δ}+ 2hλ,
d¯λ := 0
∂λ := dλ(1)
(B.46)
Note that |A−,nr2 (
1
2 (ε1+ε2+ε3+ε4+ε5+3ε6+3ε7)+
1
2ε8)| = 5 and this is reflected
in the constants present in the formulas above.
B.5.4. Weights with symbol [2, 1]. We describe the Weyl group orbit of 12 (ε1+ ε2+
ε3 + ε4 + ε5 + ε6 + ε7) +
5
2ε8 by specifying the WD7 orbits it contains. These
are the WD7 orbits of
1
2 (ε1 + ε2 + ε3 + ε4 + ε5 + ε6 + ε7) +
5
2ε8,
1
2 (−ε1 + ε2 +
ε3 + ε4 + ε5 + 3ε6 + 3ε7) +
3
2ε8,
1
2 (−ε1 + ε2 + ε3 + ε4 + 3ε5 + 3ε6 + 3ε7) +
1
2ε8,
1
2 (ε1 + ε2 + ε3 + ε4 + ε5 + ε6 + 5ε7) +
1
2ε8, ε4 + ε5 + ε6 + ε7 + 2ε8, ε4 + ε5 +
ε6 + 2ε7 + ε8, −ε1 + ε2 + ε3 + ε4 + ε5 + ε6 + ε7 + ε8, ε3 + ε4 + ε5 + ε6 + 2ε7,
1
2 (−ε1+ε2+ε3+ε4+ε5+ε6+ε7)−
5
2ε8,
1
2 (ε1+ε2+ε3+ε4+ε5+3ε6+3ε7)−
3
2ε8,
1
2 (ε1+ε2+ε3+ε4+3ε5+3ε6+3ε7)−
1
2ε8,
1
2 (−ε1+ε2+ε3+ε4+ε5+ε6+5ε7)−
1
2ε8,
ε4+ε5+ε6+ε7−2ε8, ε4+ε5+ε6+2ε7−ε8, and ε1+ε2+ε3+ε4+ε5+ε6+ε7−ε8. For
the elements of the last seven WD7 orbits the coordinate of ε8 is strictly negative
and we set aλ 6< 0.
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Let λ in WD7 (
1
2 (ε1+ ε2+ ε3+ ε4+ ε5+ ε6+ ε7) +
5
2ε8). The defect data is defined
by
dλ := (0, 0, 0)
d¯′λ := (0, 0),
∂′λ := 0,
d˜′λ := 0,
d¯′′λ := (0, 0)
∂′′λ := 0
d˜′′λ := 0
(B.47)
Let λ in WD7(
1
2 (ε1+ ε2+ ε3+ ε4+ ε5+ ε6+5ε7)+
1
2ε8). The defect data is defined
by
dλ(1) := 2(ind(λ) − 1) sgn(λ) + 2pλ +min{pλ, δ}+ oλ− 12 ε8 − dλ(2) + 8
dλ(2) := 2
⌈
1
2
(ind(λ)− 1)
⌉
sgn(λ) + 2
⌊
1
2
max{pλ − δ, 0}
⌋
+min{pλ, δ}+ 1
dλ(3) := 0
d¯′λ(1) := min{pλ, δ}+ oλ− 12 ε8 + 1, d¯
′
λ(2) := 0, d¯
′′
λ := (7, 0)
∂′λ := min{pλ, δ}+ 1, ∂
′′
λ := 0
d˜′λ := 6 + 2(ind(λ) − 1) sgn(λ) + 2pλ −min{pλ, δ}, d˜
′′
λ := dλ(1) + dλ(2)
(B.48)
The quantities that appear above have the following meaning: 2(ind(λ)−1) sgn(λ)+
2pλ equals 2|A
−
3 (λ)| and oλ+7 equals |A
−
2 (λ)|. Note that |A
−,r
2 (
1
2 (−ε1+ ε2+ ε3+
ε4 + ε5 + ε6 + 5ε7) +
1
2ε8)| = 7 and this is reflected in the constants present in the
formulas above.
Let λ in WD7(ε4 + ε5 + ε6 + ε7 + 2ε8). Then λ = λaεa + λbεb + λcεc + λdεd + 2ε8
for some 1 ≤ a < b < c < d ≤ 7. The defect data is defined as
dλ := (‖ d
rev
λ−2ε8 ‖, 0, 0)
d¯′λ := (‖ d
rev
λ−λaεa−λbεb−2ε8
‖, 0), d¯′′λ := (dλ(1)− d¯
′
λ(1), 0)
∂′λ := 0, ∂
′′
λ := 0
d˜′λ := d¯
′′
λ, d˜
′′
λ := d¯
′
λ
(B.49)
Let λ in WD7 (
1
2 (−ε1 + ε2 + ε3 + ε4 + ε5 + 3ε6 + 3ε7) +
3
2ε8). The defect data is
defined by
dλ := (h
(1)
λ + h
(2)
λ + 2hλ + 1, 0, 0)
d¯′λ := (h
(2)
λ , 0), d¯
′′
λ := (h
(1)
λ + 1, 0)
∂′λ := 0, ∂
′′
λ := 0
d˜′λ := d¯
′′
λ(1) + 2hλ, d˜
′′
λ := d¯
′
λ(1) + 2hλ
(B.50)
Note that |A−2 (
1
2 (−ε1+ε2+ε3+ε4+ε5+3ε6+3ε7)+
3
2ε8)| = 1 and this is reflected
in the constants present in the formulas above.
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For λ in WD7 (−ε1+ε2+ε3+ε4+ε5+ε6+ε7+ε8) define the defect data as follows
(need to specify the cut off vector too). If drevλ (1) ≤ 5 then
dλ := (‖ d
rev
λ ‖ − ‖ d
rev
λ5ε5+λ6ε6 ‖, ‖ d
rev
λ5ε5+λ6ε6 ‖, 0) + (2, 0, 0)
d¯′λ := (d˜
′′
λ − 2, 0)
d¯′′λ := (d
rev
λ (1)− dλ(2) + d
rev
λ−λ1ε1−λ2ε2(2) + d
rev
λ−λ1ε1−λ2ε2(3), 0)
∂′λ :=‖ d
rev
λ5ε5+λ6ε6 ‖, ∂
′′
λ :=‖ d
rev
λ5ε5+λ6ε6 ‖
d˜′λ := d¯
′′
λ(1) + 2, d˜
′′
λ := dλ(1)− d¯
′′
λ(1)
(B.51a)
If drevλ = 6 then λ lies in the parabolic subsystem of type E7 and
dλ := d
E7
λ + (6, 2, 0)
d¯′λ := d¯
′E7
λ + (2, 0),
∂′λ := ∂
′E7
λ + 2,
d˜′λ := d˜
′E7
λ + 4,
d¯′′λ := d¯
′′E7
λ + (2, 0)
∂′′λ := ∂
′′E7
λ + 2
d˜′′λ := d˜
′′E7
λ + 4
(B.51b)
Note that |A−3 (−ε1 + ε2 + ε3 + ε4 + ε5 + ε6 + ε7 + ε8)| = 1 and this is reflected in
the constants present in the formulas above.
Let λ in WD7(ε3 + ε4 + ε5 + ε6 + 2ε7). If |I(λ
♯)| > 3 then set aλ 6< 0. Otherwise,
the defect data is defined by
dλ := d
D7
λ + (13, 4, 0)
d¯′λ := d¯
D7
λ + (4, 0),
∂′λ := ∂
D7
λ + 4,
d˜′λ := d˜
D7
λ + 7,
d¯′′λ := (7, 0)
∂′′λ := 2
d˜′′λ :=‖ d¯
D7
λ ‖ +d˜
D7
λ + ∂
D7
λ + 6
(B.52)
Note that |A−r2 (ε3 + ε4 + ε5 + ε6 + 2ε7)| = 9 and |A
−
3 (ε3 + ε4 + ε5 + ε6 + 2ε7)| = 2
and this is reflected in the constants present in the formulas above.
Let λ in WD7(ε4 + ε5 + ε6 +2ε7 + ε8). Note that |A
−
2 (ε4 + ε5 + ε6 + 2ε7+ ε8)| = 4
and this is reflected in the constants present in the formulas below. The defect data
is defined as follows. If sgn(λ) = 0 then
dλ(1) :=‖ d
rev
λ♯ ‖ +
∑
ind(λ)<j≤7
(1 − |λj |) + 4, dλ(3) := 0
dλ(2) := max{d
rev
λ♯ (1)− 2, 0}+max{d
rev
λ♯ (2)− 2, 0}
d¯′λ := (dλ(2) +
∑
ind(λ)<j≤7
(1 − |λj |), 0), d¯
′′
λ := (‖ d
rev
λ♭ ‖ +4, 0)
∂′λ := dλ(2), ∂
′′
λ := 0
d˜′λ := dλ(1)− d¯
′
λ(1), d˜
′′
λ := dλ(1)− d¯
′′
λ(1)
(B.53a)
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If sgn(λ) = 1 and
∑
ind(λ)<j≤7 λj = 3 then
dλ := (ind(λ) + 6, 0, 0)
d¯′λ := (3, 0), d¯
′′
λ := (ind(λ) + 3, 0)
∂′λ := 0, ∂
′′
λ := 0
d˜′λ := ind(λ) + 3, d˜
′′
λ := 3
(B.53b)
Note that in this case |A−,r2 (λ)| = 7 + (ind(λ) − 1).
If sgn(λ) = 1 and
∑
ind(λ)<j≤7 λj 6= 3 then
λ♯ = λaεa + λbεb + λcεc + λdεd + λeεe + ε8
for some 1 ≤ a < b < c < d < e ≤ 7. The defect data in this case is defined as
dλ := (d˜
′′
λ + d¯
′′
λ(1) + 2, ∂
′′
λ, 0)
d¯′λ := (‖ d
rev
λ♭ ‖ +4, 0), d¯
′′
λ := (1 + ∂
′′
λ +
∑
j<ind(λ)
(1− |λj |), 0)
∂′λ := 1, ∂
′′
λ := 1 + max{‖ d
rev
λcεc+λdεd+λeεe
‖ −1, 0}
d˜′λ := dλ(1)− d¯
′
λ(1) + 2, d˜
′′
λ :=‖ d
rev
λ♯ ‖ −∂
′′
λ + 2
(B.53c)
Let λ inWD7(
1
2 (−ε1+ε2+ε3+ε4+3ε5+3ε6+3ε7)+
1
2ε8). Note that |A
−
2 (
1
2 (−ε1+
ε2 + ε3 + ε4 + 3ε5 + 3ε6 + 3ε7) +
1
2ε8)| = 6 and |A
−
3 (
1
2 (−ε1 + ε2 + ε3 + ε4 + 3ε5 +
3ε6 + 3ε7) +
1
2ε8)| = 1 and these constants will be reflected in the formulas below.
We set aλ 6< 0 unless λ satisfies one of the conditions below. Otherwise, the defect
data is defined as follows.
If hλ ≤ 1 the defect data is defined by
dλ := (h
(1)
λ + h
(2)
λ + 2hλ, h
(3)
λ , 0) + (7, 1, 0)
d¯′λ := (h
(1)
λ , 0) + (3, 0), d¯
′′
λ := (h
(2)
λ , 0) + (2, 0)
∂′λ := h
(3)
λ + 1, ∂
′′
λ := h
(3)
λ + 1
d˜′λ := h
(2)
λ + 2hλ + 6, d˜
′′
λ := h
(1)
λ + 2hλ + 3
(B.54a)
If h
(3)
λ ≤ 2 and hλ = 2 the defect data is defined by
dλ := (h
(1)
λ + h
(2)
λ , h
(3)
λ , 0) + (11, 3, 0)
d¯′λ := (h
(1)
λ , 0) + (3, 0), d¯
′′
λ := (h
(2)
λ , 0) + (4, 0)
∂′λ := h
(3)
λ + 3, ∂
′′
λ := h
(3)
λ + 1
d˜′λ := h
(2)
λ + 8, d˜
′′
λ := h
(1)
λ + 7
(B.54b)
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If hλ = 2, h
(3)
λ = 3 and h
(1)
λ = 3, h
(2)
λ = 3 the defect data is defined by
dλ := (17, 5, 0)
d¯′λ := (5, 0), d¯
′′
λ := (5, 0)
∂′λ := 5, ∂
′′
λ := 5
d˜′λ := 12, d˜
′′
λ := 11
(B.54c)
If hλ = 3, h
(3)
λ = 0 and h
(2)
λ ≤ 2 the defect data is defined by
dλ := (d¯
′
λ(1) + d˜
′
λ, ∂
′
λ + 2, 0)
d¯′λ := (h
(1)
λ + 3, 0), d¯
′′
λ := (min(h
(2)
λ , 1) + 6, 0)
∂′λ := 3 + h
(2)
λ −min(h
(2)
λ , 1), ∂
′′
λ := 2
d˜′λ := min(h
(2)
λ , 1) + 10, d˜
′′
λ := d¯
′
λ(1) + ∂
′
λ + 1
(B.54d)
If hλ = 3, h
(3)
λ = 1 and h
(2)
λ ≤ 2, h
(1)
λ ≤ 3 the defect data is defined by
dλ := (h
(1)
λ + h
(2)
λ + 12, 6, 0)
d¯′λ := (h
(1)
λ + h
(2)
λ + 2, 0), d¯
′′
λ := (6, 0)
∂′λ := 4, ∂
′′
λ := 4
d˜′λ := h
(2)
λ + 10, d˜
′′
λ := h
(1)
λ + 7
(B.54e)
B.6. The root system F4. The Euclidean vector space (h
∗
R
, (·, ·)) can be identified
to
(
R4, (·, ·)
)
. The simple roots are αi = εi+1 − εi+2, 1 ≤ i ≤ 2, α3 = ε4, and
α4 =
1
2ε1 −
1
2 (ε2 + ε3 + ε4). The dominant root is θ = ε1 + ε2. The Weyl group
orbit of an element of the root lattice cannot be described concisely in general. For
this reason we will split an orbit into orbits under WB3 , the parabolic Weyl group
of type B3 obtained by excluding the simple root α4. This group acts only on the
last three coordinates of a vector in R4 by permuting them and possibly changing
their signs.
The positive roots are εi, 1 ≤ i ≤ 4, εi ± εj, 1 ≤ i < j ≤ 4, and the elements of the
WB3 orbit of α4. The dominant non-zero small weights are ε1 (with symbol [1s]),
ε1+ ε2 (with symbol [1ℓ]), and
3
2ε1+
1
2 (ε2+ ε3+ ε4) (with symbol [1ℓ, 1s]). We will
describe separately the defect data for each of these weights. One common feature
is that aλ 6< 0 if the coefficient of ε1 in λ is strictly negative.
Some of these weights are in fact in the root lattice of the parabolic root subsystem
of type B3 mentioned above. For these, it is convenient to use the detect data
defined in Section B.2.3 and it is this data we refer to when we use notation such
as dB3λ .
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B.6.1. Weights with symbol [1]. These are the roots. The defect vector is defined
by dα = 0 if α ∈ R+ and dα = 1 if α ∈ R−.
B.6.2. Weights with symbol [12]. We describe the Weyl group orbit of 32ε1+
1
2 (ε2+
ε3 + ε4) by specifying the WB3 orbits it contains. These are the WB3 orbits of
3
2ε1 +
1
2 (ε2 + ε3 + ε4),
1
2ε1 +
1
2 (3ε2 + ε3 + ε4), ε1 + ε2 + ε3, ε2 + ε3 + ε4, −
3
2ε1 +
1
2 (ε2 + ε3 + ε4), −
1
2ε1 +
1
2 (3ε2 + ε3 + ε4), and −ε1 + ε2 + ε3. For the elements of
the last four WB3 orbits the coordinate of ε1 is strictly negative and we set aλ 6< 0.
We focus our attention on the first four orbits.
For λ ∈WB3 (
3
2ε1 +
1
2 (ε2 + ε3 + ε4)) the defect vector is defined by dλ = (0, 0).
For λ in WB3(
1
2ε1 +
1
2 (3ε2 + ε3 + ε4)), the defect vector is defined by
dλ = (h
rev,(1)
λ + 2hλ+ε1 , 0)
For λ in WB3(ε1 + ε2 + ε3), the defect vector is defined by
dλ := (‖ dλ♮ ‖, 0)
For λ in WB3(ε2 + ε3 + ε4), the defect vector is defined by
dλ := d
B3
λ + (2, 0)
Note that |A−3 (ε2 + ε3 + ε4)| = 1 and this is reflected in the formula above.
The defect data presented in the section is nothing else but the one defined in the
last paragraph of Section 3.3.
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