Multimodal medical image fusion plays a vital role in clinical diagnoses and treatment planning. In many image fusion methods-based pulse coupled neural network (PCNN), normalized coefficients are used to motivate the PCNN, and this makes the fused image blur, detail loss, and decreases contrast. Moreover, they are limited in dealing with medical images with different modalities. In this article, we present a new multimodal medical image fusion method based on discrete Tchebichef moments and pulse coupled neural network to overcome the aforementioned problems. First, medical images are divided into equal-size blocks and the Tchebichef moments are calculated to characterize image shape, and energy of blocks is computed as the sum of squared non-DC moment values. Then to retain edges and textures, the energy of Tchebichef moments for blocks is introduced to motivate the PCNN with adaptive linking strength. Finally, large firing times are selected as coefficients of the fused image. Experimental results show that the proposed scheme outperforms state-of-theart methods and it is more effective in processing medical images with different modalities.
I. INTRODUCTION
To provide more accurate comprehensive pathological information to doctors for better diagnosis and treatment, multimodal medical image fusion has become an important issue in medical image analysis. Medical images are often with different modalities, which can be classified into anatomical and functional. Anatomical imaging modalities include computed tomography (CT), magnetic resonance imaging (MRI), and ultrasonography imaging, which provide morphologic details of human body. Functional imaging modalities such as single photon emission computed tomography (SPECT) and positron emission computed tomography (PET) provide metabolic information without anatomical context. Multimodal medical image fusion offers an important approach by integrating complimentary features of different imaging modalities into one fused image. By fusion of CT with MRI images, it is possible to provide bones information correlation to the normal and pathological soft tissues information, which is used in brachytherapy treatment planning (Krempien et al., 2003) . Fusion of functional image with an anatomical image is used in oncology for tumor segmentation and localization for radiation therapy treatment planning (Paulino et al., 2003) .
In the past few years, various medical image fusion algorithms have been proposed. These approaches were developed based on gradient pyramid (GP; Petrovic and Xydeas, 2004) , wavelet transform (WT; Qu et al., 2001) , and contourlet transform (CT; Yang et al., 2008a,b) , non-subsampled contourlet transform (NSCT; , and so on. Although these methods produce high-quality images, they yet will lead to loss of information, pixel distortion (Bhatnagar et al., 2015) . Recently, pulse coupled neural network (PCNN), which is a biologically inspired spiking neural network based on cats visual cortex has been utilized in image fusion (Wang et al., 2010) . The basic model of PCNN has more number of parameters, which are difficult to be reliably determined. Modified version of PCNN: Unit-linking PCNN with contrast-based linking strength has been used in (Kong and Liu, 2013) . The modified models of PCNN such as dual-channel PCNN have been used for image fusion (Wang and Ma, 2008; Zhang et al., 2013a,b) . However, in these methods, external stimulus to PCNN for approximate and detail subbands is normalized coefficient value, which cause blur and loss of details in the fused image. To solve these problems, some researchers proposed new medical fusion methods with the frequency or modified spatial frequency to motivate PCNN (Das and Kundu, 2012; Liu et al., 2014) . In their methods, the parameters of PCNN are fixed, which are not applicable to different medical image modalities. Although the modified spatial frequency be used as the input of PCNN, which are more sensitive to directional than the edge information (Das and Kundu, 2012) . The aforementioned problems were solved using edge features to motivate the PCNN since human eyes are more sensitive to the edge information, furthermore medical images of different modalities contain large amount of edges features, which are quite often very subtle in nature. In this article, we present a new multimodal medical image fusion method based on discrete Tchebichef moments and PCNN. Tchebichef moment is very efficient in shape representation, it can effective capture edge features (Mukundan et al., 2001) . Medical images are divided into equal-size blocks and the Tchebichef moments are calculated to characterize image shape, and energy of blocks are computed as the sum of squared non-DC moment values, the energy of Tchebichef moments for blocks (ETMB) is used to motivate the PCNN. To adapt to different modalities medical image fusion, adaptive linking strength of PCNN are proposed, which is also determined according to the edge features. The proposed method is advantageous over the existing methods for processing medical images with different modalities.
II. TCHEBICHEF MOMENTS AND PULSE COUPLED NEURAL NETWORK
A. Tchebichef Moments. Tchebichef moment is a kind of discrete moment, which is very efficient in shape representation. Tchebichef moments are defined directly on image coordinates, the nth order, N-point Tchebichef kernel is defined as:
To avoid numerical instabilities, weighted Tchebichef kernel is usually used: 
where m 2 f0; 1; 2; Á Á Á ; M21g, n 2 f0; 1; 2; Á Á Á ; N21g. T 00 equals the average intensity value of an image, which denotes the DC component (Mukundan et al., 2001) . In this article, we prefer to using Tchebichef moments to capture edge features.
B. Pulse Coupled Neural Network. The traditional PCNN is a feedback network. There are many parameters need to be determined. In this article, we use a simplified PCNN neuron model (Wang et al., 2010) , which is explained in Figure 1 . There are three modules: the dendritic tree, the linking modulation, and the pulse generator. The dendritic module comprises of two input parts: feeding input F i;j and linking input L i;j which are denoted by:
where W is the synaptic weight matrices, i,j represent the pixel locations, k,l refer to the dislocation in a symmetric neighbourhood around a pixel. S i;j ðnÞ is the external stimulus. In this article, the external stimulus of PCNN is replaced by the ETMB. V L and a L are normalizing constants. The linking modulation is given by:
where, U i;j ðnÞ is total internal activity of the neuron. The linking parameter bis an important parameter, which varies the weight of linking field. The dynamic threshold of the neuron is formulated as
where a T denotes the attenuation coefficient and V T denotes the threshold magnitude coefficient.Y i;j ðnÞdepends on the internal state and threshold, which stands for the pulse output of neurons. Y i;j ðnÞ is formulated as
III. PROPOSED MULTIMODALITY MEDICAL IMAGES FUSION SCHEME A. Energy of Tchebichef Moments for Blocks. It has been widely accepted that structures are important for image quality assessment (Wang et al., 2004) . Recently, attempts have been done to use Tchebichef moments for image quality assessment (Li et al., 2014 (Li et al., , 2016 Gu et al., 2014; Gu et al., 2015b,c, in press ). Typically, image structures are present in the form of edge and gradient. Orthogonal moments have been shown effective in capturing edge features in digital images (Bin et al., 2008) . We can know that human eyes are sensitive to edge information. So the ETMB can denote the edge feature, we choose the ETMB as the external stimulus of PCNN. Specifically, medical images are divided into equal-size blocks and the Tchebichef moments are computed. The energy of a block is calculated using the sum of squared non-DC moment values. A medical image is denoted byIðx; yÞ, x 2 f1; 2; 3; Á Á Á Mg,y 2 f1; 2; 3; Á Á Á ; Ng. Iðx; yÞis divided into blocks with equal-size D3D. We first padded the original images with zeros so that the padded image can be divided into integral number of blocks. After fusion, the padded pixels are then removed to obtain the final fused image. The image block set is denoted byfB I ij g,i 2 f1; 2; 3; Á Á Á Pgj 2 f1; 2; 3; Á Á Á Qg, where P5bM=Dc,Q5bN=Dc, bÁc is the floor operator. The Tchebichef moments of the image blocks in fB I ij g are computed and denoted by fT ij g
wherem; n 2 f0; 1; 2; Á Á Á ðD21Þg, The energy of Tchebichef moment values is computed and denoted by
to measure the energies of edges and shapes, which are mainly ac components, ðT 00 Þ 2 is removed, because the zeroth order moment denotes the DC component of the image.
B. Adaptive PCNN. Adaptive linking strengthbof PCNN plays important roles in the model. Once the input images are changed, the defined parameters may no longer be suitable for the new images. Thus, to make full use of the biological characteristics of PCNN, we combine the PCNN properties and the image characteristics to adaptively determine the parameters. In practice, humans tend to judge the sharpness of an image according to the visually salient regions. One such example is shown in Figures 2a and 2c C. Fusion Strategy. The framework of the proposed fusion algorithm is shown in Figure 3 . We suppose that A and B are two medical images with different modalities, and F is the fused image. ETMB denote the ETMB. The detailed fusion scheme is summarized as following steps. First, the ETMB of A and B are computed according to Eq. (10).
where ETMB(Á) denotes the ETMB functions, which described in subsection III.A. Second, the E A ij and E B ij are used as the stimulus of the PCNN for processing A and B, respectively, SPECT. For each group, four sets of images are used in the experiments. All images have the same size of 256 3 256 pixels, with 256-level gray scale.
In the experiments, the proposed method is compared with following five fusion algorithms, including NSCT-based multimodal medical image fusion using pulse-coupled neural network and modified spatial frequency (NSCT-PCNN-SF; Das and Kundu, 2012) , medical image fusion based on nuclear norm minimization (NNM; Liu et al., 2015a,b) , image fusion with guided filtering (GFF; Li et al., 2013) , a general framework for image fusion based on multiscale transform and sparse representation (LP-SR; Liu et al., 2015a,b) , image fusion algorithm based on spatial frequency motivated pulse coupled neural networks in nonsubsampled contourlet transform domain (NSCT-SF-PCNN; Qu et al., 2008) . The size of the blocks is determined by experiments. In implementation, the size of block is 4 3 4, 8 3 8, 12 3 12, respectively, in four pairs of multimodal medical images (Fig. 4) . We find the results of 8 3 8 in objective evaluation metrics are best. As shown in the Table I , each reported value is the average result of all the source images, and a value labeled in bold indicates the best performance. The maximum order of moment is set to 14. The parameters of PCNN used in the experiments are set as follows: W 5 [0.7071,1,0.7071;1,0,1; 0.7071,1,0.7071], V L 51.0, a L 50.06931, a T 50.2, N max 5400. Figures  5a-5f , it is easy to find that the fused images by all the methods contain both the bones and tissues information. However, some difference can be clearly seen. Artifacts are introduced in the fused images in Figure 5b . The results of NSCT-SF-PCNN method may decrease the contrast of soft-tissue structures, thus make some details blur. The results show that the edge structures are blurring or invisible in Figures 5a, 5c, and 5d . Comparing the fused images, the image fused by our proposed algorithm not only preserves edge information but also improves the detail information (highlighted by arrows).
B. Results and Analysis. From the fusion results in
From the fusion results in Figures 6a-6f , it is clear that the image fused by our method reaches better visual effect among all the fused images. From Figures 6a, 6b, and 6d , it can be seen that contrast of the focal lesions may decrease, some edge detail structures are blur or invisible in Figures 6c and 6e . Therefore, the image fused by our proposed algorithm not only preserves edge spectral information but also improves the spatial detail information (highlighted by arrows). Figure 7 show the fused image by two source medical images captured using T2-weighted MR and PET, respectively. The results in Figures 7a, 7c, and 7e show that the contrast of image may decrease, and some details blur, the edge structure of metabolites are invisible in Figures 7b and 7d . The images fused by our method obtain best results. Edge, details and texture information are clearly visible, while the metabolic information is presented clearly (highlighted by arrows), which is useful in diagnoses for doctors. Figures 8a, 8d, and 8e show that contrast of image may decrease, thus make some details blur and several focal lesions are not clear, from Figures 8b and 8c , we can see that the abnormal metabolic changes were invisible in edge structure. However, the images fused by our method obtain best results, which preserves details information and the metabolites edge information (highlighted by arrows). The comparisons show that the proposed scheme is most effective among the six algorithms. The popular approach used in fusion quality evaluation is simultaneously based on both two source images and the fused image. Different fusion metrics have different computational strategies. Four popular metrics, that is, information theorybased metric (MI; Qu et al., 2002) , contrast-based metric (SD; Liu et al., 2015a,b) , feature-based metrics(Q G ; Xydeas and Petrovic, 2000) , structure-based metrics (Q Y ; Yang et al., 2008) . Mutual information (MI) measures the amount of information transferred to the fused image from the source images. Standard deviation (SD) measures the contrast in the fused image. The gradient-based fusion metric Q G proposed by Xydeas and Petrovic, which evaluate the success of edge information or gradient information injected into the fused image from the source images. Yang et al.'s metric Q Y (Yang et al., 2008a,b) uses structural similarity (SSIM; Wang et al., 2004) for fusion assessment, which measures how well the structural information of source images is preserved. In general, the larger the values of MI, SD,Q G , andQ Y indicate better fusion quality. Tables (II-V) summarize the simulation results of the proposed method and five state-of-the-art methods on four groups medical images, where the best result is marked in boldface. Only in Tables III and IV, Q Y value of G4 and Q G value of G3 are rank second, respectively. The other values of proposed method are superior to all the other methods. From the objective criteria shown in Tables (II-V) , our algorithm not only contain the richest information and edge information but also preserve the detail and texture of source images. Thus, the proposed algorithm can adjust to different types of medical images.
V. CONCLUSIONS
In this article, we have presented a multimodal medical image fusion method based on discrete Tchebichef moments and PCNN. SDSP feature is used as the linking strength of the PCNN, which is suitable for the responses to human vision. Tchebichef moments can effective capture edge features, the ETMB can be used as the external stimulus of PCNN. The proposed method is compared with five fusion methods, the experiments have shown that the proposed scheme outperforms the state-of-the-art fusion methods in terms of both the subjective and objective performance valuation. 
