1.
-2Ĩ ntroduction.
Parametric as well as nonparametric testing procedures for poassible shifts in the location of a distribution function (df) occurring at unknown time points between consecutively taken observations have been proposed and studied by Page (1955) , Chernoff and Zacks (1964) , Kander and Zacks (1966) , Mustafi (1968) , Bhattacharyya and Johnson (1968) , Sen and Srivastava (1975) and Sen (1977) , among others. The object of the present investigation is to consider a related problem of regression where a change in the regression coefficient may occur at a unknown time point and to develop suitable testing procedures.
Given the observations on independent random variables (rv) Y. = Y(t.), 1 1 . . , i = 1, ... ,n, taken at time points t l ' ... , t n (where tl:S ... :s t n with at least one strict inequality sign), consider the following regression model:
... 
Yet) = 0.+ I(t<T)a(t-T) + I(t~T)y(t-T) + e(t) ,
where a., a, y and Tare unkn01JJn parameters (tl:S T :S t n ), I (A) stands for the indicator function of the set A and e(t) is a white noise i.e., for every real e, the df (1. 2) F(e) = P{e(t) :S e} does not depend on t (tl:S t:S t n ) .
Note that if T = t 1 or t , n then (1.1) reduces to a simple regression model,
..
while for t l < T < t n and a~y, it relates to a segmented regression model with a common intercept (a.) at time point T and two different slopes a and y for t < T and t~T, respectively; T is termed a transition point. We assume that (1. 3) t l < T < t n while a and y mayor may not be equal .
Then, under (1. 3)~(1.1) relates to a simple regression model only when a = y.
Such a segmented regression model is not very uncommon in practical problems.
If we let the t. 1 stand for the do8~8 of a drug and the Y. 1 for the responses, such a segmented dose-response regre88ion also arises in some problems, where, at a higher dose, the regression pattern may differ from the one at a lower dose.
We desire to test for (1. 4) 
are independent) and, bearing in mind the two simple regression models pertaining to these samples, one might have tested for the identity of the two slopes Band y. Since T is not specified, our problem is somewhat more complicated .
Moreover, we do not assume that F in (1.2) is of a specified form (e.g., normal), and, for this reason, we take recourse to tests based on rank statistics and the classical least squares estimators.
In Section 2, along with the preliminary notions, the proposed test statistics are formulated. Some invariance principles for least squares estimators (LSE) are considered in Section 3 and also these are incorporated there in the study of the asumptotic properties of the tests based on the LSE. Similar invariance principles are developed for (aligned) linear rank statistics (LRS) in Section 4 and these are utilized then in the study of the asymptotic properties of the proposed rank tests. Section 5 deals with the asymptotic comparison of the procedures based on LSE and LRS.
2.
-4-Preliminary notions and the proposed tests.
Let us define
Note that T~is~in k(~l For every real b: -00 < b < 00, let (2.11) where Rki(b)=rankofYi-bt i among Yl-btl""'Yk-btk for l:;;i:;;k. Then [cf. . and a =-l. la (1) • n n 1= n
The test procedure will be formulated in Section 4.
3.
Asymptotic properties of the tests based on M+ and M. n n For the study of the asymptotic distribution theory of M+ and M n n (under the null as well as local alternative hypothesis), we need to study first some invariance principles relating to the LSE. For this asymptotic study, we consider a triangular array of time-variables and {Y. = yet .), 1 sis n; n~l} are defined accordingly as in (1.1 nn n1 n as n -.. 00 • Let then UnO = U nl = 0 and for k~2
and define a stochastic process w(l) = {w(l) (u), 0~u~I} be letting n n Proof. First, we establish the convergence of the finite-dimensional distribu-
and for an arbitrary nl (in i), where 0(> 0) is so small that limit -t klK I~< E/4. Hence, to prove (3.11), n-.oo nq n n u it suffices to show that for every E I > 0 and n I > 0, there exist a 0: 0 < 0 < 1 and an (3.18) such that for and every k:
If we let V. = (t .-tu )Y., k~i~q, then the V. are independent, EV. =0, nl. nl. nq l. nl. nl. Q.E.D.
Let us now consider the process where 
where the rhs of (3.25) is bounded from below by 1-2 exp(-2t 2 ) and is practically equal to this lower bound when t is not very small. On equating the rhs of (3.24) and (3.25) to 1-£, where £ is the desired level of significance e (0 < £ < 1), we denote the solutions by l1; and l1£ respectively. Then, by In practice~mostly, a is not specified, We consider the estimator We proceed on to the case where H~may not hold. Here, we assume, that (i) the df F admits of an absolutely continuous probability density function (4.9) . it suffi~es to prove the conunder {K* } as well. Towards this, we define
cr <5[p(l-t)-V(T-~(V)){(l-t)~(v)-~(h(t))+t~(I)
In view of the similarity of this proof with that of Then, for every (fixed) mC~1) and 0~ul < .,. <urn~1, defining k. = k*(u.) We are now in a position to study the invariance principles for our aligned LRS{L* . 0~k~nL n,k' Consider a sequence {K b} of alternative hypotheses, where n,..., -20- 
and note that {(t+I)WO(t~d1 
