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Sommario
L’Uomo e` in grado di collegare le informazioni che riceve dagli organi di senso fino a
percepire in modo consapevole l’ambiente che lo circonda come uno scenario unifi-
cato, costituito da oggetti coerenti invece che da dati disorganizzati. Nella mia tesi
presento le principali descrizioni di questo fenomeno di sintesi percettiva, fornisco
una rassegna critica dei modelli neuroscientifici che cercano di spiegarlo e illustro
il contributo che un’indagine filosofica e logica puo` fornire al riguardo. Ne con-
cludo che si tratta di un fenomeno unitario ma articolato in piu` livelli descrittivi,
interpretabile come una forma di ragionamento in condizioni d’incertezza e preci-
samente come inferenza bayesiana. Questa soluzione e` compatibile con l’evidenza
sperimentale e permette di preservare il carattere soggettivo della percezione spesso
evidenziato dagli epistemologi.
Parole chiave: problema del collegamento | percezione | incertezza | inferenza
bayesiana | filosofia della percezione
Abstract
Humans can bind informations they get from sense organs to consciously perceive
the surrounding environment as a whole dotted with coherent objects rather than
with raw data. In my thesis I report on the main accounts of this synthetic process of
perception, I critically review the neuroscientific models which seek to explain it and
I show how philosophy and logic may be useful to improve our understanding of the
topic. I conclude that despite its different levels of description the process still retains
unity and can be conceived as a form of uncertain reasoning. More precisely, binding
is a form of Bayesian inference. This solution fits with experimental evidences as
well as with the subjective character of perception, which epistemologists often point
out.
Keywords: binding problem | perception | uncertainty | Bayesian inference | phi-
losophy of perception
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Capitolo 1
Introduzione: che cos’e` il
problema del collegamento?
Davanti ai vostri occhi c’e` una pagina fitta di caratteri Computer modern neri in
campo bianco; ciascuno di essi e` formato da un certo numero di pixel o punti sulla
carta che si susseguono l’uno all’altro lungo precise linee orizzontali e verticali. Quei
punti e quelle linee per voi si fondono senza sforzo a costituire delle lettere, la cui
forma complessiva vi e` cos`ı nota che le percepite nella loro interezza senza mai
soffermarvi su ciascuno degli elementi che le compongono; anzi, una certa pratica
della lettura e` sufficiente a farvi vedere simultaneamente parole o righe intere.
Se poi, com’e` probabile, qualcosa di piu` interessante vi ha distolto dalla pagina
fitta di caratteri Computer modern, davanti a voi si presenta uno spettacolo ben piu`
variegato e complesso: carpite forma, colore e contenuto della scrivania davanti alla
quale siete seduti, afferrate tutti i particolari della stanza in cui vi trovate o godete
di tutto quanto il panorama che si presenta alla vostra finestra.
L’intervallo di tempo in cui i singoli particolari si fondono in un solo scenario e`
cos`ı esiguo che non potete esserne consapevoli – non siete voi a decidere di integrare
i dettagli in un insieme piu` ampio. Chi o che cosa allora assembla le diverse in-
formazioni dello scenario, selezionando le piu` rilevanti e legandole fra loro? Questo
interrogativo prende il nome di “binding problem”, vale a dire appunto “problema
del collegamento”.
Un problema, ossia un quesito di cui non si conosce la soluzione, mi sembra
ben posto se tutti coloro che sono impegnati a superarlo lo formulano con le stesse
parole (o sinonimi), ossia concordano sull’oggetto del problema; e risolubile se tutti
coloro che sono impegnati a superarlo sanno quando si potra` ritenere la discussione
conclusa, ossia concordano sull’accettabilita` di certe soluzioni proposte.
Il problema del collegamento e` stato formulato in modi cos`ı diversi e affronta-
to secondo tradizioni scientifiche e accademiche tanto distanti l’una dall’altra che
apparentemente non e` ne´ ben fondato, ne´ risolubile: i lavori di Feldman (2012) e
Di Lollo (2012a, b, c) nascono proprio dall’esigenza di chiarire se l’indagine intorno
vi
1al binding problem e` frutto d’incomprensioni ed equivoci oppure e` una genuina im-
presa scientifica, anche se nel corso della tesi cerchero` di sostenere questa seconda
alternativa.
Il resto del lavoro e` organizzato come segue. Dedichero` il cap. 2 proprio alle
differenti descrizioni del problema, cercando di ridurle ad alcuni principi comuni
e soffermandomi in particolare su alcuni ambiti che mi sembrano particolarmente
fecondi; nel cap. 3 illustrero` invece le proposte di soluzione finora avanzate, esa-
minandone evidenze a favore e critiche; infine nel cap. 4 discutero` i risultati finora
raggiunti e mi concentrero` sul contributo che un’indagine filosofica e logica puo`
fornire alla comprensione del binding problem.
Capitolo 2
Il problema del collegamento:
descrizione
La prima formulazione del “problema del collegamento” puo` essere fatta risalire,
in tempi recenti, a von der Malsburg (1981) (cfr. Roskies 1999, p. 7). Da allora,
esso e` stato descritto, enunciato e classificato in molti modi diversi. Si tratta di
un problema solo o di una classe di problemi? E almeno alcune delle formulazioni
proposte sono intercambiabili fra loro? Cerchero` di rispondere a queste domande
nel capitolo che segue.
Sebbene alcuni suddividano la materia in piu` problemi distinti, credo che sia
preferibile intenderla come un solo problema articolato in tre diversi livelli de-
scrittivi, che ho disposto in ordine crescente di generalita` e astrazione: collegamento
inteso come “rappresentazione sensoriale unitaria” (sez. 2.1), come “integra-
zione nervosa” (sez. 2.2) e infine come “collegamento di variabile” (sez. 2.3).
Nella sez. 2.4 riassumero` infine le evidenze sperimentali che mostrano l’esistenza del
problema e concludero` il capitolo cercando di difendere l’idea di una presentazione
unitaria dell’argomento.
2.1 Collegamento come rappresentazione sensoriale uni-
taria
Un primo gruppo di lavori (Scholz 2001, Holcombe 2009, Di Lollo 2012a) identifica
collegamento e “rappresentazione unitaria”, “integrata” e “coerente” di informazioni
provenienti da stimoli sensoriali diversi; questi articoli si concentrano in particolare
sulla variante detta “collegamento visivo”, vista da alcuni come il “collegamento”
per antonomasia.
Scholz (2001) constata che nel sistema nervoso ci sono pochi o nessun luogo in
cui sia localizzata tutta l’informazione necessaria a svolgere un particolare compito.
Di conseguenza, i processi sensitivi, cognitivi e motori devono essere il prodotto di
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interazioni parallele fra grandi popolazioni di neuroni in regioni differenti del cervello
(Scholz 2001, p. 1; corsivo mio).
In questo caso compaiono alcuni termini ed espressioni di cui sarebbe necessa-
rio caratterizzare il significato: informazione, compito, informazione necessaria a
svolgere un determinato compito. Scholz (2001) non si sofferma sulla precisa spie-
gazione di queste parole, che in effetti ricorrono molto spesso nella letteratura sul
problema del collegamento, sebbene siano raramente definite o almeno delucidate e
siano invece per lo piu` intese in modo intuitivo.
Per la sua importanza cruciale, il concetto di informazione riceve pero` un trat-
tamento esplicito in Tononi (2010) e ho cercato di discuterlo piu` avanti, nella sez. 4.
Propongo di intendere invece un compito come un insieme di istruzioni esplicite che
un esecutore deve svolgere per produrre un risultato misurabile tramite opportune
tecniche sperimentali.
Scholz (2001) concorda con molta della letteratura piu` recente (ad es. Feldman
2012, Di Lollo 2012a, ecc.) sul fatto che vi siano molti compiti diversi che possono
essere compresi sotto il nome di “collegamento”. Egli distingue innanzitutto fra
“collegamento percettivo” (o perceptual binding, [PB]) e “collegamento cognitivo”
(cognitive binding, [CB]). PB riguarderebbe il collegamento fra informazioni all’in-
terno di ciascun sistema sensoriale, mentre CB sarebbe il processo che integra le
informazioni di diversi sistemi sensoriali fra loro e con i sistemi preposti al controllo
motorio, alla memoria, al linguaggio ecc.
Roskies (1999), da cui questa suddivisione ha tratto origine, spiega che percep-
tual binding problems significa semplicemente “[problemi che] riguardano aspetti
unificanti delle percezioni”; la distinzione percettivo/cognitivo e` “in qualche modo
artificiale” e serve soltanto a evidenziare il fatto che il collegamento ricorre in molti
tipi diversi di processi cerebrali (Roskies 1999, pp.7-8). Mi sembra piu` opportuno
rimandare l’esame di CB alla sez. 2.2, giacche´ il “collegamento cognitivo” e` un altro
modo per indicare i processi di integrazione fra segnali nervosi in generale e dunque
si colloca a un livello descrittivo piu` alto.
In ogni caso, Scholz (2001) afferma che il “problema del collegamento” riguarda
proprio la “combinazione delle caratteristiche degli stimoli per formare la rappre-
sentazione di un oggetto” e puo` essere tradotto nella seguente domanda: –Come fa
l’informazione variamente distribuita in schemi [pattern] di potenziali d’azione
neurali a produrre come risultato rappresentazioni coerenti? (ibid., p. 1).
Sarebbe opportuno precisare che cosa si intende per “oggetto” e soprattutto
“rappresentazione coerente”. Anche in questo caso l’uso di un lessico d’impronta
filosofica lascia spazio a qualche dubbio e non poche ambiguita`, come cerchero` di
illustrare nella sez. 4.
Qualcosa di analogo si ritrova in Holcombe (2009). Per Holcombe, il “pro-
blema del collegamento” e` questo: nella percezione il cervello deve “rappresentare
(sic)” quali caratteristiche appartengono al medesimo oggetto. Puo` essere chiamato
“collegamento” qualsiasi caso in cui il cervello rappresenti come associati due stimoli
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o caratteristiche che nelle prime fasi della percezione sono analizzati separatamente;
in particolare, un sottoinsieme di questi casi e` l’accoppiamento di caratteristiche che
appartengono a un oggetto comune (Holcombe 2009, p. 1).
Inoltre, bisognerebbe chiarire quali sono gli argomenti a supporto dell’afferma-
zione secondo cui esistono “rappresentazioni iniziali” separate di due caratteristiche
o stimoli: con ogni probabilita` Holcombe si riferisce agli studi sulla maggiore o
minore responsivita` di alcune cellule retiniche o corticali di fronte a stimoli visivi
opportunamente scelti e disposti, un filone di enorme successo sperimentale fin dai
tempi di Hubel e Wiesel (1959, 1962) e ancora prima.
E ancora: perche´ riferirsi a coppie di caratteristiche anziche´ a gruppi di caratte-
ristiche (senza specificarne il numero)? Sarebbe anzi interessante stabilire qual e` il
numero medio e massimo di caratteristiche di un oggetto che e` possibile percepire
simultaneamente.
Di Lollo (2012a) si concentra sul caso visivo e sostiene che il “binding problem”
sorge quando si assume che caratteristiche visive diverse (colore, orientamento) siano
codificate in moduli cerebrali diversi e debbano percio` essere integrate in percetti
unitari. In effetti, secondo l’autore, nel mondo di tutti i giorni noi percepiamo gli
oggetti come “interi coerenti e unificati”, e piu` in generale percepiamo “un mondo
visivo integrato e unitario” (Di Lollo 2012a, p. 317).
In questa descrizione del problema si puo` apprezzare l’importanza di un’assun-
zione cruciale nella letteratura sul “binding problem”: “Nel mondo di tutti i giorni,
percepiamo gli oggetti come interi coerenti e unificati”. Sebbene questo risulti molto
plausibile dal punto di vista dell’esperienza soggettiva quotidiana, sarebbe necessa-
rio esaminare con cura se ci sono evidenze al riguardo, e se e` possibile immaginare
un esperimento per corroborare o smentire questa impressione di coerenza e unita`
degli oggetti (cfr. sez. 4.2).
Ma forse e` la piu` vasta nozione di un “mondo visivo integrato e unitario” che
dovrebbe essere analizzata e discussa a lungo. Per esempio, numerosi esperimenti di
“cecita` al cambiamento” [change blindness] mostrano che in assenza di attenzione
a un osservatore sfuggono cambiamenti anche notevoli dello scenario visivo.
Inoltre, integrazione e unita` degli oggetti non significano necessariamente si-
multaneita`, che pure mi sembra una condizione necessaria perche´ abbia luogo un
“percetto unitario” che ha per contenuto “interi coerenti e unificati”. Spesso un
oggetto non e` presente tutto intero agli occhi di un osservatore: egli lo percepisce
sotto particolari condizioni di luce, contrasto e cos`ı via; una porzione dell’oggetto
puo` essere occultata da ostacoli.
Come fa allora l’osservatore a capire che si tratta sempre del medesimo oggetto?
E` questo il “problema dell’invarianza delle rappresentazioni” citato gia` da von der
Malsburg (1981, sez. 2.2.3, p. 7). Forse e` soltanto risolvendo quest’ultimo proble-
ma che il collegamento puo` aver luogo, ma l’invarianza potrebbe essere conseguita
per mezzo di meccanismi di memoria che per definizione non sono simultanei alla
percezione.
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Un’ulteriore formulazione proposta da Di Lollo e` questa: il “problema del col-
legamento” sorge quando caratteristiche sconnesse devono essere ricombinate fino
a ottenere “una rappresentazione veridica dello stimolo originale”. Per caratteri-
stica Di Lollo intende un “attributo irriducibile” di un oggetto, quali il suo colore,
orientamento, luminosita`, forma o moto; di solito si dice che la percezione di questi
attributi sia mediata da moduli specializzati nel sistema visivo (Di Lollo 2012a, p.
317).
In tal caso, l’assunzione e` che lo “stimolo originale” sia portatore di tutte le
informazioni rilevanti che devono essere dapprima decomposte, poi ricombinate dal
cervello in una “rappresentazione veridica” dello stimolo stesso. Che cosa accade,
pero`, quando il cervello deve trattare dati incompleti o parziali? Alcune illusioni
visive (ad es. il “triangolo di Kanizsa”) possono essere considerate come evidenze a
sostegno del fatto che il cervello interpola i dati sensoriali, oltre che “ricombinarli”:
cfr. sez. 4.3.
In effetti, affermare che lo stimolo originale dev’essere rappresentato “veridica-
mente” dal cervello e` un’asserzione onerosa e non indispensabile. “Veridico” sembra
presupporre che ci sia un modo in cui stanno le cose, stimolo incluso, e che il compito
del cervello sia rispecchiarlo (rappresentarlo) con perfetta fedelta` – o almeno cos`ı
appare attenendosi al significato piu` intuitivo possibile dei termini, sebbene anche
in questo caso la valenza filosofica di queste parole sia indubbia (cfr. piu` avanti, sez.
4).
Forse un’assunzione piu` economica e` la seguente: il cervello non realizza una
“rappresentazione veridica dello stimolo originale”, ma solo una rappresentazione
probabile di un oggetto di cui assume l’esistenza. Cerchero` di approfondire il legame
fra percezione, collegamento e probabilita` nella sez. 4.3, interamente dedicata a
questo tema.
Anche affermare che esistono “attributi irriducibili di un oggetto” e` una tesi
gravida di conseguenze filosofiche e presuppone il dibattito sulle proprieta` costitutive
(metafisiche) degli oggetti che ha conosciuto uno sviluppo ininterrotto dall’antichita`
a oggi, o almeno la distinzione fra qualita` primarie e secondarie sancita da Locke
nel suo Saggio sull’intelletto umano (libro II, cap. VIII, par. 9-10). Tuttavia Di
Lollo include fra gli “attributi irriducibili di un oggetto” tanto qualita` primarie
(forma, moto, orientamento) quanto secondarie (colore, luminosita`), rendendo poco
perspicuo il significato dell’espressione.
Verosimilmente anche per evitare d’incorrere in problemi lessicali eccessivi Wolfe
(2012) e Holcombe e Clifford (2012) descrivono il “problema del collegamento” per
mezzo di una definizione operativa, la quale fa appello a circostanze concrete in cui
esso si presenta.
Per Wolfe (2012) il “binding problem” e` il problema di sapere come le “carat-
teristiche di base” si rapportano l’una all’altra (Wolfe 2012, p. 307), anche se manca
una precisa descrizione di queste caratteristiche, la quale aiuterebbe a comprende-
re se sapere come le caratteristiche di base si rapportano l’una all’altra equivale a
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Figura 2.1: Il problema del collegamento secondo Wolfe (2012)
sapere come sono ricombinate (Di Lollo 2012, Scholz 2001) o integrate (Di Lollo
2012) dal cervello oppure a sapere in che modo esso le mette in corrispondenza a un
oggetto (Holcombe 2009).
In effetti, Wolfe (2012) preferisce illustrare piu` direttamente il suo approccio per
mezzo della figura qui riprodotta (fig. 2.1).
Quando un osservatore esamina l’oggetto posto nell’angolo in alto a sinistra, gli
appare chiaramente che esso consiste di regioni verticali viola e regioni orizzontali
verdi. Senza dirigere la sua attenzione, egli puo` vedere che il resto dell’immagine
contiene oggetti simili e osservare con facilita` che alcuni di questi oggetti sono ruotati
di 45◦, ma gli sara` impossibile constatare se alcuni oggetti possiedono regioni verdi
verticali od orizzontali a meno di esaminarli.
Pertanto, l’osservatore e` in grado di estrarre rapidamente da una scena carat-
teristiche globali come l’inclinazione degli oggetti, ma ha bisogno di piu` tempo per
cogliere particolari come la colorazione delle singole parti di un oggetto. E` appunto
da questa differenza di velocita` che sorge il “binding problem” (Wolfe 2012, p. 307).
Wolfe (2012) fa pero` osservare che si tratta pur sempre di una figura dimostrativa,
in cui peraltro potrebbero esserci effetti di “affollamento” [crowding ] dei simboli.
Tuttavia, egli rimanda agli analoghi risultati ottenuti in laboratorio da Wolfe e
Bennett (1997) con un numero molto ridotto di oggetti ben distanziati fra loro
(Wolfe 2012, p. 307).
Una definizione operazionale come questa, fondata sopra un’unica immagine, e`
sufficiente a caratterizzare il “binding problem”? La risposta mi sembra affermativa,
purche´ siano rispettati due vincoli: da una parte voler circoscrivere l’indagine al solo
sistema visivo e al ruolo che in esso ricopre l’attenzione, dall’altra intendere con la
parola “problema” le difficolta` dimostrate dal cervello nell’unificare l’informazione
che proviene da stimoli multipli.
In effetti gia` Roskies (1999) ripresa da Mashour (2004a, p. 428) afferma che si
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puo` parlare di “problema” del collegamento in almeno due sensi diversi:
1. in primo luogo esso e` un problema scientifico: non sappiamo ancora quali
siano i meccanismi d’integrazione dei dati sensoriali;
2. in secondo luogo, esso e` un problema per il cervello quando le circostanze
ostacolano l’integrazione dei dati sensoriali (cfr. sotto, sez. 2.2).
Holcombe e Clifford (2012) prendono invece le mosse da una constatazione:
alcuni studi hanno mostrato che gli osservatori a volte commettono errori gravi nel
collegare colore, forma e moto “spazialmente coincidenti”. Si puo` avere esperienza
in prima persona di questi errori guardando una semplice animazione in rete.
I. Sullo schermo, un campo di punti [field of dots] si muove alternativamente verso
sinistra e verso destra. I punti sono neri quando si muovono verso sinistra, bianchi
quando si muovono verso destra.
II. Quando la direzione cambia lentamente, e` facile percepire l’accoppiamento di
colore e moto;
III. quando invece la direzione cambia approssimativamente piu` di 6 volte al secondo,
gli osservatori non sono piu` in grado di percepire se i punti sono bianchi o neri quando
si muovono verso sinistra. Tuttavia, i “colori” (bianco e nero) e moti (verso sinistra
e verso destra) restano facilmente percepibili. Sono questi errori di associazione fra
caratteristiche a costituire il “binding problem” (Holcombe e Clifford 2012, p. 402).
Anche in questo caso si sceglie il secondo senso di “problema” indicato da Ma-
shour (2004a, p. 428): l’approccio e` in effetti molto simile a Wolfe (2012) e le
due definizioni operative sono compatibili fra loro, sebbene non si sovrappongano
completamente a causa del fatto che gli errori di collegamento sono registrati in
due ambienti piuttosto diversi, statico nel lavoro di Wolfe e dinamico in quello di
Holcombe e Clifford. Un possibile tema d’indagine futura e` anzi proprio la precisa
localizzazione delle aree cerebrali coinvolte nelle due situazioni problematiche, al
fine di individuare connessioni e differenze.
Una terza possibilita` di caratterizzare operativamente il “binding problem” pro-
viene infine dagli studi clinici, che riportano casi di pazienti che incontrano difficolta`
nel percepire in modo simultaneo le diverse caratteristiche di un oggetto o piu` ogget-
ti collocati nel medesimo scenario: costoro sono infatti colpiti da gravi disturbi del
sistema visivo provocati da lesioni cerebrali, come la simultagnosia. Per un esame
piu` esteso di questo argomento rimando alla sez. 2.5.
2.2 Collegamento come integrazione nervosa
Finora il “binding problem” e` stato caratterizzato come la difficolta` che incontra
il cervello nel collegare informazioni all’interno di uno o piu` sistemi sensoriali per
ottenere un percetto visivo, uditivo, polimodale e cos`ı via. D’altra parte il problema
di integrare e sintetizzare l’informazione si ripresenta quando a essere collegati non
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sono singoli moduli di un certo sistema (come le diverse aree della corteccia visiva),
ma gruppi di cellule ancora piu` vasti.
Infatti, una densa rete di connessioni cortico-corticali unisce i diversi sistemi
sensoriali fra loro e li mette in relazione con moduli cerebrali le cui attivita` correlano
piuttosto con compiti di memoria, controllo motorio, pianificazione di decisioni e cos`ı
via. A questo livello piu` alto si puo` intendere il problema del collegamento come
problema dell’integrazione dei segnali nervosi in generale; ed e` proprio a
questo livello che va ricondotta la descrizione del problema fatta da von der Malsburg
(1981).
von der Malsburg (1981) presenta un rapporto che descrive a grandi linee il
modello esplicativo piu` accreditato nella ricerca sul cervello (da lui chiamato “teoria
della localizzazione [localization theory ]”) e alcune difficolta` interne al modello stesso.
Secondo la teoria della localizzazione, il cervello e` suddiviso in aree altamente
specializzate: a ogni funzione (vista, tatto, udito, olfatto, memoria, movimento,
ecc.) corrisponde un gruppo di cellule che si attiva in modo selettivo e preferen-
ziale rispetto a tutte le altre quando quella funzione e` messa in atto dall’animale
studiato, come confermano numerosissimi studi dedicati alle lesioni cerebrali e alla
registrazione delle attivita` elettriche e chimiche dei neuroni (cfr. sotto, sez. 2.5). La
stessa corrispondenza si attua fra sotto-funzioni e sottoinsiemi dei gruppi di cellule,
per esempio fra visione dei colori e una certa porzione della corteccia visiva.
Ebbene, per von der Malsburg questa organizzazione modulare del cervello pone
un problema generale, il “problema dell’integrazione nervosa”: posto che a ogni
funzione o sotto-funzione corrisponda uno schema di attivita` (pattern of activity)
da parte di certe cellule nervose e non altre, come interagiscono fra loro i diversi
schemi (ibid., p. 6)? E` noto che le singole aree specializzate sono collegate fra loro
da una complessa rete di fibre nervose, gli assoni: ma qual e` la precisa organizzazione
di tale rete? Questo interrogativo e` appunto una delle forme piu` generali di quello
che sarebbe stato chiamato in seguito “binding problem”.
Un particolare aspetto di questo problema generale, un sotto-problema, per cos`ı
dire, e` quello che l’autore chiama “rappresentazione degli oggetti strutturati”: in
altre parole il collegamento percettivo viene sussunto dal collegamento inteso come
integrazione dei segnali nervosi.
Allo stesso livello descrittivo di von der Malsburg (1981) si collocano anche alcune
caratterizzazioni piu` recenti: e` il caso di Tononi (2010) e Mashour (2004a, 2004b,
2008).
Per Tononi (2010) il “binding problem” riguarda il collegamento o integrazione
dell’attivita` di “gruppi neuronali diversi”, assumendo che “la loro attivita` corrispon-
da a aspetti diversi della nostra esperienza cosciente” (Tononi 2010, p. 66). Sarebbe
interessante specificare quali criteri fanno concludere che due gruppi neuronali sono
diversi, sebbene Tononi non si soffermi sul tema: spesso una popolazione di neuro-
ni e` distinta da un’altra sulla base della maggiore o minore responsivita` a stimoli
opportuni, ma altri criteri sono possibili, per esempio di ordine temporale (cfr. piu`
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avanti, sez. 3.2).
Una variante del problema del collegamento molto simile e` quella considerata
anche dagli studi di Mashour (2004a, 2004b, 2006, 2008). Egli s’interessa
infatti a quello che in Scholz (2001) e` chiamato “cognitive binding”, di cui fornisce
una caratterizzazione esplicita: il problema del collegamento cognitivo e` quello che
s’interroga sui meccanismi che “mediano l’unita` della nostra esperienza” integrando
l’informazione che e` processata da gruppi di neuroni spazialmente e funzionalmente
discreti (Mashour 2004a, p. 428).
Come ho anticipato, Mashour precisa che il “cognitive binding” e` un problema in
due sensi che occorre tenere distinti. In primo luogo esso e` un problema scientifico,
ossia un quesito ancora in attesa di ricevere una risposta dai ricercatori che devono
colmare lo scarto fra la “suddivisione del lavoro nel cervello” e la “nostra esperienza
unificata”. In secondo luogo, esso e` un problema per il cervello che ha “difficolta` nel
sintetizzare informazione quando stimoli multipli sono presentati in rapida succes-
sione (ibid., p. 428)”. Nel corso dei suoi lavori, l’autore si attiene sempre al primo
significato.
Mashour (2004a) assume senza discuterla la nozione di “esperienza unificata” o
“unita` [unity ] dell’esperienza”; del pari Mashour (2004b, p. 29) parla di “manifesta
unita` [oneness] dell’esperienza” senza ulteriori commenti. L’autore stesso fa risalire
questa nozione – e quella affine di “unita` della coscienza” – all’opera filosofica di
Kant.
A supporto di questa ricostruzione, Mashour (2008) cita un passo tratto dalla
prima edizione della Critica della ragion pura, passo in realta` poi escluso dalla
seconda edizione e completamente riscritto (Analitica dei concetti, cap. 2, sez. 2
della prima ed.). Il brano e` dedicato all’unita` trascendentale dell’appercezione: nelle
parole di Mashour, essa sarebbe il principio che secondo Kant integra le diverse
“facolta` mentali” fra loro. Nella sez. 4.2 cerchero` di discutere se e come le tesi
appena viste possano essere genuinamente attribuite a Kant, e se il riferimento alla
Critica della ragion pura e` adeguato allo scopo.
Secondo Mashour, lo sviluppo delle indagini sperimentali sul cervello si sarebbe
incaricato di riformulare e perfezionare le posizioni di Kant in termini neuroscienti-
fici, a partire dallo studio del sistema visivo, inteso come modello per lo studio della
coscienza in generale.
Il “cognitive binding problem” diventa allora piu` precisamente l’esame dei pro-
cessi con cui “il cervello sintetizza gli elementi dell’analisi visiva [svolta in] luoghi cor-
ticali discreti per generare una percezione visiva unificata (Mashour 2006, p. 977)”.
Resta da esaminare se questo problema sperimentale sia una semplice riformulazione
delle dottrine di Kant: cfr. sez. 4.2.
Ad ogni modo, al netto della sua presenza nel pensiero di Kant l’unita` della
coscienza sarebbe “qualcosa che ciascuno di noi esperisce direttamente”: i “feno-
meni sensori” sarebbero allo stesso tempo vissuti come “complessi ma nondimeno
singolari”. Un esempio sarebbe l’“esperienza di vedere il giornale del mattino [e]
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simultaneamente assaporare il caffe`, percepire il tavolo della cucina, e sentire lo
scoppiettio del tostapane (Mashour 2008, p. 209, corsivo mio)”.
Sarebbe interessante discutere se sia legittimo invocare un’esperienza soggettiva
diretta in sede di discussione scientifica intorno all’unita` della coscienza: a questo
proposito rimando alla sez. 4.2.
Sempre nell’articolo del 2008 Mashour ribadisce peraltro che il collegamento ha
luogo non solo all’interno di una specifica modalita` sensoriale come la vista, ma
anche fra modalita` diverse, e pertanto appare necessaria “on a global information
processing scale [...] (ibid., p. 209)”, avvicinandosi cos`ı al gia` citato Tononi (2010)
per l’estensione attribuita al concetto di “binding”.
2.3 Collegamento di variabile
Come si e` appena visto, il risultato del collegamento inteso come “integrazione
nervosa” e` molto generale: anziche´ singoli percetti, come nella sez. 2.1, si ottiene
una proprieta` globale chiamata “coscienza” o “unita` dell’esperienza” (sugli stretti
legami fra queste due espressioni cfr. sotto, sez. 4.2). L’assunzione cruciale pero`
continua a essere la stessa: e` il cervello dell’Uomo o di un’altra specie animale che
deve svolgere l’attivita` di collegamento, sfruttando le sue peculiari caratteristiche
anatomiche, elettriche e chimiche.
D’altra parte, e` senza dubbio possibile chiedersi se lo stesso risultato (integra-
zione e sintesi d’informazioni fino a raggiungere una certa proprieta` generale) e`
conseguibile per mezzo di un sistema che non sia strettamente biologico o costruito
in modo da rispecchiare un sistema biologico; per esempio, un calcolatore capace
di simulare almeno in parte le prestazioni di un cervello pur obbedendo a principi
organizzativi del tutto diversi, ossia un calcolatore funzionalmente equivalente a un
cervello.
Il vantaggio di questo approccio e` duplice. Da un lato si scopre che il problema
del collegamento, finora circoscritto prima a singoli sistemi sensoriali, poi al cervello
nel suo complesso, puo` essere ulteriormente generalizzato riproponendo sempre la
stessa domanda di fondo (com’e` possibile integrare e sintetizzare l’informazione per
ottenere un risultato piu` generale dei dati di partenza? ).
Dall’altro, poter momentaneamente trascurare certi dettagli empirici (spesso non
ancora del tutto chiariti) permette di concentrarsi su una possibile struttura logica
astratta che potenzialmente presiede al collegamento in tutti i suoi livelli descrittivi,
pur ammettendo che sia implementata in modi molto diversi fra loro nei vari contesti.
L’obiettivo di queste ricerche diventa allora scoprire quali sono le analogie che
unificano aspetti del “binding problem” cos`ı diversi da aver fornito spesso l’impres-
sione che si tratti di problemi distinti. Forse e` proprio a questo livello di massi-
ma generalita` che la filosofia, per mezzo della logica, puo` fornire il contributo piu`
significativo alla comprensione del problema del collegamento (cfr. sez. 4.3).
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Per Barrett et al. (2006) comune a tutte le varianti del problema e` un
obiettivo: sapere come un sistema altamente parallelo riesca a conseguire “coerenza”
(ibid., p. 1; sul concetto di coerenza cfr. sotto, sez. 4.3). Il preciso tema d’indagine
di Barrett e colleghi e` il cosiddetto “variable binding”: per comprendere di che cosa
si tratti, bisogna precisare il significato di alcune parole.
Il singolo concetto piu` importante dell’informatica teorica e` probabilmente quello
di “computazione”. Per computazione o algoritmo s’intende una successione finita
d’istruzioni comprensibili da parte di un esecutore che applicandole l’una dopo l’altra
produce un certo risultato atteso; una procedura meccanica che richiede soltanto
fedelta` alle istruzioni per poter essere condotta a termine.
Questa idea intuitiva e` alla base di notevoli sviluppi matematici, promossi da
David Hilbert e culminati nei lavori di Alonzo Church e Alan Turing del 1936, nei
quali si elabora una controparte formale rigorosa al concetto intuitivo di computa-
zione e si propone che tale controparte sia del tutto adeguata all’idea di partenza:
in altre parole, ogniqualvolta si descrive un algoritmo in modo informale si avrebbe
la certezza di trovare un algoritmo formale equivalente, e viceversa. E` questa la
cosiddetta tesi di Church-Turing (cfr. Turing (1936), p. 232, pp. 249 e seg.).
Qualsiasi algoritmo formale puo` essere eseguito per mezzo di un opportuno for-
malismo logico: una macchina di Turing o un sistema equivalente, che rappresenta
il modello teorico di tutti i calcolatori, siano essi umani o artificiali – il modello di
tutti i computer, appunto.
Ora, se si assume che da una parte l’attivita` elettrica del cervello sia descrivibile
nei termini di un algoritmo (intuitivo) e dall’altra valga la tesi di Church-Turing, si
puo` concludere che l’attivita` elettrica del cervello si riduce a un algoritmo formale
eseguibile da una macchina di Turing o da un sistema equivalente.
Di conseguenza, grandi sforzi sono stati dedicati allo sviluppo di una teoria della
computazione neurale capace di descrivere matematicamente l’attivita` dei neuroni
di tutto quanto il sistema nervoso o almeno di una sua porzione, spesso il sistema
visivo. In ogni caso, Barrett e colleghi presuppongono questo filone d’indagine e lo
applicano all’ambito ristretto del binding problem, o meglio al tipo di collegamento
noto come “variable binding”. Di che cosa si tratta?
Nella computazione convenzionale (cioe` quell’ambito di ricerca che si occupa di
macchine capaci di eseguire solo cio` per cui sono state programmate) si assume che
diversi moduli di un programma abbiano tutti quanti accesso al valore delle variabili
(globali) e possano modificare il loro comportamento in modo conveniente. Una
teoria della computazione neurale ha bisogno di postulare l’esistenza di meccanismi
analoghi anche nel cervello per raggiungere questo tipo di effetto globale (Barrett
et al. 2006, p. 1).
La classificazione del “variable binding” non e` agevole. Una prima ipotesi po-
trebbe essere scomporlo nei suoi corrispettivi biologici piu` plausibili, ma questo non
riflette la generalita` molto piu` ampia che lo caratterizza rispetto al collegamento
percettivo: infatti non presuppone necessariamente un sistema sensoriale biologico
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e neppure un cervello che lo esegue, anche se in definitiva la struttura logica cos`ı
elaborata dovra` descrivere funzionalmente anche i sistemi biologici di cui interessa
elaborare un modello.
La richiesta di chiarire i processi attraverso i quali le informazioni vengono in-
tegrate fra loro in modo coerente e` qui intesa nel modo piu` astratto, badando alla
struttura logica e alla descrizione funzionale dei processi medesimi senza particolari
vincoli di plausibilita` empirica. D’altra parte, si potrebbe invece sussumere proprio
i corrispettivi biologici sotto il “variable binding”, di cui essi diventerebbero casi
particolari. Quest’ultimo e` l’approccio di Hayworth (2012).
Hayworth (2012) si colloca nello stesso filone computazionale di Barrett et
al. (2006), ma si distingue per alcune peculiarita`. Hayworth descrive un “neural
binding problem” molto simile a quello di Barrett e colleghi: “l’atto di assegnare
un simbolo a una variabile e l’atto di applicare una regola il cui uso
dipende dalla sintassi non hanno un corrispettivo neurobiologico preciso
(Hayworth 2012, p. 1)”, sebbene entrambi questi atti siano operazioni trattate senza
problemi nella computazione convenzionale.
In effetti, i modelli computazionali dell’attivita` cerebrale a cui si e` fatto cenno
sopra assumono spesso che “il cervello abbia la capacita` di codificare simboli che
rappresentano caratteristiche del mondo esterno (ibid., p. 1, corsivo mio)”. A
questo proposito, occorre distinguere fra:
• simboli atomici che “formano il vocabolario di base di un sistema e rappre-
sentano qualita` indivisibili come ‘blu’, ‘rosso’, ‘cerchio’, ‘quadrato’, ‘sopra’,
‘sotto’ (ibid., pp. 1-2, corsivo mio)”;
• simboli composti, che raggruppano i simboli atomici in strutture piu` complesse
costruite secondo le regole di un’opportuna sintassi, ad es. ‘cerchio blu’ oppure
‘il cerchio blu e` sopra il quadrato rosso’ (ibid., p. 2).
Il cervello dovra` essere in grado di manipolare i simboli e riconoscere differenze
sintattiche. Esistono evidenze sperimentali in proposito? Secondo Hayworth, ci
sarebbe un ampio consenso sul fatto che a ogni simbolo atomico corrisponde uno
specifico schema di attivita` da parte di un peculiare insieme di neuroni: per esempio,
“se una certa regione del cervello e` specializzata nel rappresentare il colore di un
certo oggetto, allora ciascun colore unico sara` associato con un certo schema di
attivazione attraverso i neuroni di questa regione del cervello (ibid., p. 2)”.
Tuttavia, credo che ci siano molte difficolta` al riguardo: capire che cosa pos-
sa ambire al titolo di “qualita` indivisibile” e identificare il corrispondente schema
d’attivazione non e` affatto agevole. Riprendendo l’esempio visto sopra, bisogna po-
stulare uno schema diverso per ogni particolare sfumatura di colore percepibile?
Oppure gli schemi si riferiscono solo alle proprieta` generali ch’e` possibile estrarre da
un gran numero di percetti in condizioni diverse di luce, contrasto e cos`ı via? Nes-
suna delle due soluzioni sembra davvero soddisfacente: la prima richiede un enorme
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numero di schemi, la seconda non spiega le fini differenze che un osservatore riesce
a individuare fra le singole istanze delle supposte “qualita` indivisibili”.
Ad ogni modo, al netto di questi dettagli un problema riconosciuto anche da
Hayworth e` il seguente: la rappresentazione di un simbolo composto che usa la stessa
modalita` (ad es. forma o colore) due volte e` impossibile. Infatti, come codificare
per esempio il simbolo ‘cerchio rosso e quadrato blu’? Gli schemi di attivazione per
‘cerchio rosso’ e ‘quadrato blu’, se sovrapposti, producono un terzo schema diverso
da tutt’e due gli schemi di partenza: si tratta del “problema della sovrapposizione”
(cfr. von der Malsburg 1999).
Inoltre, anche ammesso di poter superare il problema della sovrapposizione, il
cervello (o qualunque altro sistema capace di manipolare simboli) non ha la pos-
sibilita` di indicare che il colore ‘rosso’ e` collegato alla forma ‘cerchio’ e ‘blu’ a
‘quadrato’. Questo esempio permette a Hayworth di declinare il problema generale
nel caso specifico del sistema visivo in modo del tutto diverso da Barrett e colleghi.
Infatti, “nella visione il collegamento puo` essere descritto in sintesi come l’abilita` di
rappresentare il fatto che alcune proprieta` appartengono a un oggetto mentre altre
proprieta` appartengono a un altro oggetto (ibid., p. 1)”.
Per Hayworth, il “problema classico del collegamento” si puo` riassumere nella
domanda: come fa il cervello a rappresentare due oggetti simultaneamente? Vice-
versa, non ci sarebbero problemi allorche´ il cervello deve collegare piu` caratteristiche
che appartengono a un solo oggetto: le teorie correnti sulla codifica simultanea delle
proprieta` da parte di cellule specializzate negli ultimi strati della corteccia visiva (cio`
che Hayworth chiama feature hierarchy model) offrirebbero una spiegazione “perfet-
tamente ragionevole” sui meccanismi con cui il colore di un oggetto e` collegato alla
sua forma per mezzo dell’attenzione [ibid., p. 3].
Mi sembra pero` che l’evidenza sperimentale prodotta da tutta la letteratura
esaminata finora conduca a una conclusione di segno opposto: il feature hierarchy
model non da` conto della codifica simultanea di piu` caratteristiche appartenenti al
medesimo oggetto in modo pienamente adeguato.
Hayworth ribadisce che il problema del collegamento non si limita al sistema
visivo. Un esempio che coinvolge “concetti non visivi” e` questo: si considerino le
frasi (i concetti) ‘John ama Mary’ e ‘Mary ama John’. Per rappresentare il primo
concetto occorrerebbe legare il simbolo atomico ‘John’ alla posizione della frase
corrispondente al soggetto, e il simbolo atomico ‘Mary’ alla posizione che corrisponde
al complemento oggetto. Se tutte le persone fossero rappresentate per mezzo di un
singolo insieme di neuroni i problemi di sovrapposizione e ambiguita` visti prima
sorgerebbero di nuovo (ibid., p. 2).
Malgrado la generalita` del modello di Hayworth (2012) permetta di comprendere
numerose istanze del “binding problem” sotto la medesima descrizione, a molti ap-
pare probabile che le differenze fra i diversi ambiti a cui si applica il collegamento si
riflettano in differenti processi biologici di volta in volta richiesti: su queste diversita`
insistono coloro che propongono di separare in modo definitivo i diversi ambiti del
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Figura 2.2: Tre esempi di principi della Gestalt: A–prossimita`; B–somiglianza
(colore); C–chiusura, continuita` (da Scholz 2001, p. 2)
problema (cfr. sez. 3.4).
Tuttavia, e` desiderabile ricercare la spiegazione piu` economica e unitaria possi-
bile: infatti in questo modo il numero di assunzioni necessarie tende a ridursi e per
mezzo di pochi principi diventa possibile spiegare un’ampia classe di fenomeni. E`
per questo che ho cercato di presentare il problema del collegamento nei termini piu`
generali possibili.
A mio giudizio, infatti, in tutti i livelli descrittivi esaminati ricorre la
stessa richiesta: spiegare i processi con cui le informazioni sono integrate
fra loro in una combinazione coerente (percetto, esperienza, coppie simbolo-
variabile). A cambiare (in natura ed estensione) sono solo i supporti di
questi processi, i mezzi con cui vengono attuati.
2.4 Un esempio: raggruppamento percettivo visivo
Vorrei ora presentare un caso specifico del “binding problem”: lo studio dei processi
di raggruppamento delle percezioni visive (visual perceptual grouping), spesso
considerato esemplare dalla letteratura. Lo studio del collegamento in quest’ambito
e` infatti il piu` comprovato da evidenze sperimentali e il piu` trattato dai diversi
modelli teorici che cerchero` di esaminare nella sez. 3.
Tutte le volte che un osservatore esamina una scena, ha davanti agli occhi un
complesso schema di caratteristiche (features), di cui alcune sono statiche, altre si
muovono in varie direzioni e a varie velocita`. Nonostante questa complessita`, il
sistema visivo umano e` in grado di identificare rapidamente le caratteristiche che
appartengono a un certo oggetto.
In particolare, l’osservatore tendera` a raggruppare quelle caratteristiche visive
salienti che esibiscono le proprieta` indicate dai principi gestaltici di prossimita`, so-
miglianza, continuita`, chiusura e sorte comune (v. figura 2.2). Le caratteristiche
che possiedono questi tratti tendono a essere collegate come unita` coerenti, in modo
automatico. Se vi e` conflitto tra le caratteristiche, quella piu` debole viene trascu-
rata (Scholz 2001, p. 2): non vi e` consenso sul meccanismo selettivo, che per molti
sarebbe pero` mediato dall’attenzione (cfr. Darlymple et al. (2013) e sez. 3.3).
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Poiche´ il cervello e` in grado di raggruppare i dati sensoriali che provengono
dal sistema visivo in una grande varieta` di circostanze e condizioni, Scholz (2001,
p. 2) afferma che il processo di perceptual grouping possiede una capacita` infinita
di adattamento, sebbene resti da chiarire come sia possibile che ci sia qualcosa
come un insieme infinito di possibili operazioni di raggruppamento svolte da un
cervello umano finito. Del resto, poco dopo Scholz (2001, p. 3) si afferma che
i meccanismi neuronali deputati a questo scopo devono avere semplicemente una
“grande” capacita` combinatoria, di cui sarebbe interessante ottenere una stima.
Come tutti gli altri processi di collegamento, anche per il raggruppamento si po-
stula che abbia luogo simultaneamente in diverse porzioni del campo visivo (ibid., p.
2), sebbene si ripresentino le consuete difficolta` connesse alla nozione di simultaneita`:
il raggruppamento simultaneo e` misurabile? Avviene esattamente nel medesimo mo-
mento in punti diversi del campo visivo? Mi sembra conveniente definire simultanei
processi al di sotto del minimo intervallo temporale distinguibile in modo cosciente,
da accertare con misure psicometriche.
Per Scholz (2001) il raggruppamento percettivo (visivo) deve aver luogo almeno
tanto velocemente da poter essere compreso nell’intervallo tra due saccadi, poiche´
l’immagine retinica cambia a ogni nuova fissazione dello sguardo (Scholz 2001, p. 3).
Mi pare nondimeno possibile che un osservatore guardi un oggetto senza prestarvi
attenzione, cioe` senza farne una rappresentazione conscia (in cui avrebbe luogo il col-
legamento). Un movimento saccadico, ad esempio, non implica sempre attenzione:
cfr. sez. 2.5.
Secondo Clifford et al. (2004), basta alternare due insiemi di punti, gli uni rossi,
gli altri verdi, a una frequenza pari o superiore a 3 Hz perche´ diventi impossibile
discriminare la figura formata da ciascuno dei due gruppi (e costruita ad arte).
Riportando questi dati, Holcombe (2009) rileva che il collegamento e` lento e richiede
molto piu` tempo dell’identificazione delle caratteristiche costituenti di un oggetto
(ibid., p. 5). Anche in questo caso occorrerebbe misurare la differenza di tempo
richiesto nelle due operazioni.
Piu` genericamente, per Tononi (2010) “l’integrazione percettiva avviene in tempi
che vanno da pochi centinaia di millesecondi a pochi secondi”: i dati a cui rimanda
non sono pero` molto aggiornati (1977). Il piu` recente Singer (2011) parla invece di
scale temporali che si estendono da decine a poche centinaia di millisecondi (ibid.,
p. 191). Resta aperto il problema di accertare misure piu` precise.
Collegare caratteristiche visive sulla base di una collocazione comune e` abba-
stanza agevole, poiche´ il sistema visivo possiede molte aree organizzate spazial-
mente. Viceversa, esso non dispone (per quanto si sa oggi) di aree organizzate
cronotopicamente.
Com’e` possibile fornire un contrassegno temporale alle caratteristiche? Cio` sa-
rebbe superfluo se tutte le caratteristiche fossero processate nel medesimo intervallo
di tempo. Tuttavia, e` noto da Schmolesky et al. (1998) che esse subiscono l’effetto
di ritardi sensoriali [sensory latencies] differenti e sono processate in tempi diversi.
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Inoltre, osserva Holcombe (2009), dopo che le caratteristiche sono state “colle-
gate dalla percezione (sic)”, perche´ un osservatore possa identificare cambiamenti
in una scena i legami cos`ı ottenuti devono essere conservati dalla memoria visiva a
breve termine. Quest’ultima, pero`, ha una capacita` molto limitata, e per oggetti
che si muovono la corrispondenza tra caratteristiche e oggetti puo` andare perduta
con facilita`. Percio`
[...] Understanding the role of bound object representations versus
individual feature representations in real-world behavior requires more
investigation of the demands binding places not only on initial percep-
tion, but also on sustained attention and memory (Holcombe 2009, p.
7).
In effetti e` molto comune postulare che tutti i tipi di collegamento percettivo
richiedano qualche forma di attenzione; il concetto di “attenzione” e` in effetti cen-
trale in uno dei modelli proposti per risolvere il “binding problem”, ossia la Feature
Integration Theory (FIT) (cfr. sez. 3.3), ma nel corso del tempo ha subito oscilla-
zioni di significato anche notevoli, di cui danno conto Darlymple et al. (2013): per
una discussione al riguardo, cfr. sez. 2.2 e 3.3.
Piu` in generale, resta da chiarire quale sia il legame fra i diversi tipi di colle-
gamento, l’attenzione e lo stato di coscienza. Su questi temi cfr. a vario titolo
Treisman (1996), Tononi (2010) e Mashour (2004a, 2004b, 2006, 2008, 2012).
2.5 Evidenze sperimentali
Le descrizioni viste finora enunciano per lo piu` il “binding problem” come problema
scientifico: ignoriamo i meccanismi che conducono di volta in volta a una rappresen-
tazione sensoriale unitaria, a un’esperienza coerente e consapevole, all’assegnamento
di un simbolo a una variabile; siamo percio` interessati a scoprirli.
In questo senso il problema e` semplicemente dettato dalla mancanza di cono-
scenza e non ha bisogno di evidenze sperimentali. Tuttavia, perche´ la ricerca di una
soluzione avesse senso occorreva provare sperimentalmente i seguenti fatti:
1. i meccanismi di collegamento, sebbene ancora ignoti, esistono;
2. un’alterazione di questi meccanismi o altre circostanze rendono il collegamento
un problema per il cervello che lo effettua (cfr. il gia` citato Mashour 2004a,
p. 428).
Indizi diretti: connessioni cerebrali e sviluppo
Una prova diretta di 1. e` spesso considerata la fitta rete di connessioni ner-
vose che collegano le diverse aree specializzate della corteccia cerebrale, rete che
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puo` essere rappresentata con un’opportuna mappa chiamata connettoma corticale.
Si reputa che questo amplissimo circuito, a oggi quasi del tutto ignoto, permetta
al cervello di integrare le informazioni processate da moduli altamente selettivi per
singoli aspetti della percezione (forma, colore, moto e cos`ı via).
In particolare, i diversi sistemi sensoriali sembrano interagire fra loro in due
modi: da un lato attraverso aree di confine i cui neuroni rispondono selettivamente
a caratteristiche polimodali; dall’altro per mezzo di collegamenti a lungo raggio la
cui anatomia e funzione non e` ancora del tutto chiara (cfr. oltre, sez. 3.2.3). Una
parte considerevole della corteccia sembra comunque occupata da aree associative
in cui le informazioni visive, uditive ecc. sono processate insieme.
Un ulteriore indizio e` dato dal fatto che i bambini hanno capacita` di collegamento
ridotte rispetto agli adulti e integrano sempre meglio i dati sensoriali (all’interno di
una o piu` modalita`) in parallelo con lo sviluppo cerebrale, che porta a modificare
e perfezionare le connessioni fra neuroni soprattutto nei primi anni d’eta`.
Secondo Nardini et al. (2010) solo i bambini dagli 8 anni in poi sono capaci di
usare insieme la vista, l’udito, il tatto ecc. per ottenere informazioni piu` sicure di
quelle che otterrebbero ricorrendo a una sola modalita`. Nardini e colleghi mostrano
poi che la capacita` di integrare compiutamente informazioni di piu` tipi (stereoscopia
e topografia superficiale) per stimare meglio l’inclinazione di una superficie emerge
solo a partire dai 12 anni d’eta` (ibid., p. 1).
D’altra parte, per ottenere l’effetto che gli autori chiamano fusione sensoriale o
percetto integrato il sistema visivo perde la capacita` di considerare separatamente
le informazioni che riguardano la stereoscopia e la topografia superficiale. Questa
capacita` e` ancora presente nei bambini di 6 anni d’eta`, i quali infatti sono piu` precisi
degli adulti nel discernere stimoli in cui vi e` un conflitto fra i due tipi d’informazione.
Inoltre, la grande velocita` con cui essi migliorano i propri risultati fa supporre che
la loro strategia consista nel seguire il singolo indizio (stereoscopico o topografico)
che si presenta piu` velocemente.
Queste differenze testimonierebbero che il sistema visivo immaturo sia specia-
lizzato nel cogliere percetti rapidi e nell’individuare conflitti sensoriali, mentre al
compimento dello sviluppo esso cambia obiettivo e cerca di ridurre il piu` possibi-
le l’incertezza dei dati sensoriali collegando sempre meglio le diverse informazioni.
Il passaggio da una specializzazione all’altra sembra mediato proprio dai conflitti
sensoriali: essi inviando segnali d’errore permettono al bambino di capire qual e` il
legame tra le varie fonti d’informazione, legame compreso e affinato sempre piu` con
il progresso dell’esperienza (cfr. ibid.).
Indizi indiretti: lesioni e anestesia
Finora ho considerato solo indizi diretti del fatto che nel cervello esistano specifici
meccanismi di collegamento; tuttavia ci sono molte prove sperimentali anche (e
soprattutto) riguardo al collegamento in condizioni diverse da quelle ordinarie.
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Infatti, l’esistenza dei meccanismi di collegamento e` provata in primo luogo per
difetto: alcuni soggetti che hanno subito lesioni cerebrali localizzate non sono piu`
capaci di volta in volta di percepire oggetti interi, di cogliere simultaneamente piu`
porzioni di uno scenario, di attribuire un significato a un oggetto, ecc. pur mante-
nendo inalterate le altre capacita` sensoriali. Questo suggerisce che esistano circuiti
nervosi specializzati per integrare i dati che arrivano dai sensi, distinti dai circuiti
che raccolgono i dati e li trasmettono.
Le evidenze sono particolarmente numerose e accertate nel caso del sistema visi-
vo. In generale, si chiama agnosia un percetto normale a cui il soggetto percipiente
non e` in grado di attribuire un significato; ad esempio un’agnosia visiva sara` “un
disordine cognitivo e comportamentale confinato al regno visivo, in cui un paziente
sveglio, con attenzione normale, intelligente e non-afasico che ha una percezione
visiva normale da` segno di non conoscere il significato degli stimoli visivi, cioe` di
non riconoscere gli stimoli visivi (Damasio et al. 2000, p. 332)”.
Un paziente affetto da agnosia visiva, pertanto, percepisce e riconosce tutti gli
stimoli sensoriali non-visivi; percepisce ma non riconosce gli stimoli visivi. Egli e`
in grado di descrivere forme, numero e distribuzione spaziale degli stimoli, menzio-
nando i loro contorni e la profondita` spaziale, cos`ı come di copiare un disegno di un
oggetto, oppure di associare un oggetto con il disegno o la fotografia corrispondente;
tuttavia, il paziente dichiara spesso di non sapere che cosa sia un certo oggetto e a
che cosa serva.
L’incapacita` di comprendere che cosa sia un oggetto va tenuta distinta dal-
l’incapacita` di nominarlo: la prima implica la seconda, ma non viceversa (ibid., p.
334). Percio` l’agnosia visiva e` un difetto del riconoscimento non-verbale ben distinto
dall’anomia, ossia l’inabilita` ad associare nomi e oggetti che riguarda il rapporto fra
informazioni verbali e sensoriali, al di fuori del collegamento come e` stato descritto
nelle sez. 2.1-2.3.
Un tipo di agnosia particolarmente interessante per gli studi sul collegamento e`
la cosiddetta prosopagnosia, vale a dire la condizione di chi vede ma non riconosce
volti di persone gia` note e non impara a riconoscere volti nuovi. Anche in questo
caso il difetto e` molto selettivo: i pazienti infatti riescono a identificare le persone di
cui non riconoscono i volti sulla base di indizi uditivi (come la voce) o visivi purche´
esterni al volto (corporatura, postura, ecc.).
A rigore la prosopagnosia non riguarda pero` solo i volti umani, bens`ı tutti gli
stimoli ambigui, cioe` stimoli formati dallo stesso tipo di componenti, disposti nello
stesso ordine e distinguibili solo tramite piccole differenze di forma o dimensioni
dei componenti (ibid., p. 335): per esempio i singoli musi di un gruppo d’animali
conosciuti, le specie di un genere d’oggetti noto, ecc.
Pertanto, mi sembra che i prosopagnosici effettuino per cos`ı dire un collegamen-
to puntuale anziche´ continuo nel tempo: percepiscono correttamente le parti di un
oggetto d’un certo tipo e l’oggetto nel suo complesso, ma non sono in grado di colle-
gare ciascuna rappresentazione dell’oggetto con le altre gia` acquisite in precedenza.
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Questo accade perche´ essi non mettono in relazione la memoria visiva con i dati
sensoriali, mentre il legame fra gli altri tipi di memoria e l’oggetto considerato resta
intatto (cfr. ibid.).
La causa della prosopagnosia e` di solito una lesione bilaterale che colpisce le
cortecce associative visive inferiori e mediane nel giro linguale e in quello fusiforme,
oppure la materia bianca collocata sotto di esse (ibid.).
I pazienti che oltre a non riconoscere le specie di un genere d’oggetti noto (come
accade per la prosopagnosia) non riconoscono neppure il genere soffrono di agnosia
visiva degli oggetti (a.v.o.), la quale a sua volta puo` riguardare tutti i generi di
oggetti (a.v.o. generale) o soltanto alcuni (a.v.o. categoriale).
Il tipo generale presenta al suo interno una variante peculiare, a volte chiamata
agnosia visiva statica. In questo caso i pazienti riconoscono gli oggetti e sono in
grado di distinguerne genere, specie e uso solo quando li possono vedere muoversi
lentamente; si potrebbe dire che al contrario dei prosopagnosici costoro hanno un
collegamento continuo ma non puntuale. Il fatto che i visuoagnosici statici abbiano
probabilmente una percezione molto debole delle frequenze spaziali basse e medie
suggerirebbe pero` di escluderli dagli agnosici veri e propri.
A provocare l’a.v.o. generale sono lesioni simili a quelle che causano la proso-
pagnosia, ma piu` estese: infatti si tratta di “lesioni bilaterali nelle parti ventrali e
mediane delle aree visive occipitotemporali, che spesso si estendono dorsalmente e
lateralmente (ibid., p. 342)”. I pazienti di questo tipo sono quasi sempre affetti
anche da aless`ıa, cioe` capaci di vedere le lettere ma incapaci di leggere.
Riguardi al tipo categoriale, invece, il caso piu` noto e studiato e` quello dei
pazienti che non riconoscono soltanto gli oggetti manipolabili, a causa di danni a
una porzione di corteccia temporale posteriore e laterale vicina all’omologo umano
dell’area medio-temporale (MT) del Macaco (ibid.).
L’acromatopsia e` la mancanza di visione a colori, in tutto quanto il campo
visivo o in una sua regione, a seguito di lesioni nella corteccia associativa visiva in
un’area occipitotemporale che comprende i giri fusiforme e linguale (quasi le stesse
zone coinvolte nell’agnosia visiva, con cui infatti e` spesso associata). Chi soffre di
acromatopsia conserva pero` inalterata la percezione delle forme e della profondita`
spaziale: si puo` concludere che la percezione simultanea delle forme e dei colori nello
spazio richiede il collegamento di diverse aree specializzate.
Un’alterazione ancora piu` grave dei processi di collegamento e` dovuta alla simul-
tagnosia: un disturbo dell’attenzione visiva a causa del quale il paziente percepisce
interi scenari e oggetti in modo frammentario e caotico, senza poterli ordinare in
rappresentazioni complessive ordinate e coerenti (cfr. Dalrymple et al. 2013, p. 1).
In alcuni casi i simultagnosici percepiscono solo un oggetto alla volta, in altri
addirittura solo una parte di ciascun oggetto alla volta; data questa grave incapacita`
di avvertire che i singoli oggetti o le singole parti sono compresi in strutture piu`
grandi, essi non sono in grado di usare un punto di riferimento e collocare nello
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spazio cio` che vedono (ibid.). Un sinonimo per la malattia e` percio` “disorientamento
visivo” (Damasio et al. 2000, p. 353).
In particolare, la simultagnosia consente il collegamento percettivo solo in una
porzione molto limitata del campo visivo, una finestra che per di piu` si sposta in
modo imprevedibile; di solito questo accade sebbene non ci sia nessun difetto nel
funzionamento della retina.
I movimenti casuali della finestra fanno s`ı che per il paziente gli oggetti appaiano
o scompaiano all’improvviso: proprio per questo egli riferisce di percepire solo “uno
o due componenti del campo visivo in ciascun istante” (ibid.), vale a dire parti di
oggetti o singoli elementi di uno scenario che gli osservatori sani percepirebbero
tutto intero senza difficolta`.
A rigore bisogna distinguere fra la cosiddetta simultagnosia dorsale e quella
ventrale. La prima e` causata da lesioni bilaterali parieto-occipitali e permette la
percezione di un solo oggetto alla volta isolato dal suo contesto (Dalrymple et al.
2013, ibid.), mentre la seconda e` dovuta a lesioni nella regione occipito-temporale
inferiore sinistra e consente di percepire piu` oggetti contemporaneamente, ma di
riconoscerne soltanto uno in ciascun momento: una sua manifestazione tipica e` la
lettura lettera per lettera.
Qualora il paziente manifesti nello stesso tempo simultagnosia, atassia ottica
e aprassia oculare egli e` affetto dalla sindrome di Ba´lint. Per atassia ottica si
intende “un’incapacita` di fissare un obiettivo in modo accurato” attraverso indica-
zioni visive (Damasio et al. 2000, p. 354); l’aprassia oculare e` invece “l’incapacita`
di dirigere volontariamente lo sguardo verso un nuovo stimolo che e` apparso nella
periferia del campo visivo (ibid.)”.
Damasio e colleghi associano la sindrome di Ba´lint a lesioni bilaterali nella re-
gione occipito-parietale, collocate pero` in una zona piu` dorsale rispetto a quelle
che provocano invece le agnosie visive (ibid.); i danni spesso coinvolgono l’area 7
di Brodmann, che secondo alcune evidenze sarebbe cruciale per spostare lo sguardo
verso stimoli nuovi e rilevanti e controllare i movimenti manuali verso obiettivi visivi
(ibid., p. 357).
Infine, il collegamento puo` cessare del tutto in modo artificiale, cioe` attraverso
un’anestesia: infatti secondo Mashour (2004a, 2012) la somministrazione di aneste-
tici ha successo perche´ interrompe le connessioni fra aree corticali diverse anziche´
influire sull’attivita` chimica ed elettrica di ciascuna singola area, attivita` che infatti
appare largamente preservata.
La tabella 2.1 riepiloga le evidenze che dimostrano l’esistenza del collegamen-
to, suddivise per tipo di circostanza in cui e` possibile rilevarle. Nella tabella non
e` incluso un altro tipo di alterazione del collegamento provocata ad arte, cioe` le
“congiunzioni illusorie” sulle quali cfr. sotto, sez. 3.3.
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Stato di collegamento Variante Evidenza
normale sviluppato (adulto) connessioni anatomiche
non sviluppato collegamento nei bambini
alterato speciale ma non generale prosopagnosia, acromatopsia
ne´ speciale ne´ generale agnosia visiva degli oggetti
molto alterato o assente naturalmente simultagnosia, Ba´lint
artificialmente anestesia
Tabella 2.1: Evidenze del collegamento, suddivise per circostanze in cui e` possibile
individuarle.
Capitolo 3
Il problema del collegamento:
proposte di soluzione
In questo capitolo presento una rassegna delle principali proposte teoriche per ri-
solvere il “binding problem” inteso nelle sue diverse accezioni, proposte che devono
accordarsi all’evidenza sperimentale esaminata nella sez. 2.5.
Ho diviso le proposte in due gruppi, adottando parzialmente la nomenclatura di
Mashour (2004a): “collegamento per convergenza” (sez. 3.1) e “collegamento
per sincronia” (sez. 3.2); un caso a parte e` la cosiddetta “feature integration theory
(FIT)” (sez. 3.3). Nella sez. 3.4 presentero` invece alcuni tentativi di negare l’unita`
del problema, risolvendolo cos`ı per scomposizione; infine nella sez. 3.5 cerchero` di
indagare la possibilita` di un modello unificato.
Ciascuna tradizione di ricerca tende a concepire il proprio livello descrittivo del
problema come l’unico; percio` di solito ognuna di esse formula le proprie proposte di
soluzione a quel particolare livello (percettivo, integrativo, di variabile). Tuttavia,
si e` visto che le distinzioni fra i diversi tipi di problema dipendono dal loro grado di
generalita` e astrazione e non si escludono a vicenda, bens`ı si integrano.
Allo stesso modo, vorrei mostrare che quasi tutti i modelli di volta in volta sug-
geriti per risolvere il “binding problem” possono essere da una parte generalizzati
ai livelli descrittivi piu` alti o piu` bassi, e dall’altra conciliati con i modelli ritenuti
concorrenti, sia pure al prezzo di opportune restrizioni.
3.1 Collegamento per convergenza
3.1.1 Formulazione
Nei modelli di “collegamento per convergenza” il collegamento richiede il concorso di
pochi neuroni specializzati (o “unita` di rappresentazione” nei modelli che non sono
vincolati a un’implementazione biologica). In particolare, la soluzione piu` semplice
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di tutte sarebbe avere un singolo neurone (o un’altra “unita` di rappresentazione”)
per ogni possibile combinazione di caratteristiche.
Tuttavia, considerato che diverse dimensioni delle caratteristiche [feature dimen-
sions] come il colore, la forma e la “tessitura [texture]” possono avere centinaia di
valori, appare improbabile e poco pratico (per semplici considerazioni combinatorie)
che vi sia un neurone (o unita`) per ogni combinazione possibile (Holcombe 2009, p.
1).
Limitandosi al “variable binding problem” e proponendo il proprio modello
“strettamente localista”, in cui cioe` il collegamento e` assicurato dal concorso conver-
gente di poche “unita` di rappresentazione”, Barrett et al. (2006) osservano che
nessuna delle soluzioni che lo hanno preceduto e` stata insieme computazionalmente
completa (cioe` in grado di esprimere tutte le funzioni calcolabili da una macchina
di Turing) e coerente con le evidenze biologiche (ibid., p. 2).
Infatti, Barrett e colleghi citano tre modelli per risolvere il “variable binding
problem” elaborati prima della loro proposta, tutti e tre “generalmente plausibili da
un punto di vista neurologico” (cioe` compatibili con l’evidenza sperimentale corrente
sul problema) ma nessuno del tutto soddisfacente:
I. Enumerazione di tutti i possibili collegamenti per mezzo della “forza bruta
di calcolo”. Questo approccio appare impraticabile con un numero di variabili che
non sia esiguo;
II.Propagazione di firme [signature propagation]. In questo caso, ogni variabile
ha un proprio nodo (“un gruppo di neuroni che lavorano insieme”). Il nodo accoglie
poi una particolare firma che corrisponde a un concetto: la firma e` percio` considerata
alla stregua di un nome per l’oggetto (Barrett et al. 2006, p. 2).
Bisognerebbe pero` definire e articolare in modo rigoroso questa relazione di cor-
rispondenza che ha luogo tra “firme (computazionali)” e “concetti”: a quanti con-
cetti si fa ricorso? Come puo` la firma codificare il contenuto del concetto? Come si
riconoscono eventuali errori di corrispondenza?
In ogni caso, le firme possono essere propagate da un nodo all’altro quando si
verifica una “unificazione”. Tra i vari metodi di propagazione, vi e` la modulazione di
ampiezza (dove la grandezza dell’attivazione corrisponde a un concetto: a grandezze
differenti sono associati concetti differenti) e la modulazione di frequenza (dove un
certo tasso di emissione di potenziali d’azione (PdA) corrisponde a un dato concetto)
(ibid., p. 2).
III. Sincronizzazione di fase, o sincronia. Questo approccio suddivide il ciclo di
emissione dei PdA in sezioni discrete di tempo. Quando un nodo che corrisponde a
una variabile emette PdA in fase con un nodo che corrisponde a un concetto, questo
rappresenta un collegamento tra i due nodi. Per esempio, se il nodo che rappresenta
“Fido” emette PdA simultaneamente al nodo per “cane”, allora questo indica che
“Fido” ha la proprieta` “cane”.
Vi sono tuttavia due ostacoli: da un lato la necessita` di ottenere che i nodi emet-
tano PdA in fase comporta iterazioni ripetute del processo e conseguente perdita
3.1. COLLEGAMENTO PER CONVERGENZA 23
di velocita`; dall’altro il sistema puo` supportare in modo plausibile solo un numero
limitato di fasi (e pertanto un numero limitato di collegamenti) (ibid., p. 2).
Al momento mancherebbero evidenze decisive tanto a favore quanto contro III:
per un esame dettagliato rimando alla sez. 3.2, dedicata proprio al collegamento
per sincronia. Ad ogni modo, resta il fatto che la fine sincronia descritta in questo
tipo di approccio non e` stata ancora osservata.
La proposta di Barrett et al. (2006) si distingue per il fatto che combina le
strategie II. e III. Ipotizzare che una rete neurale possa far circolare abbastanza
informazione attraverso le firme per identificare ogni possibile concetto non e` cre-
dibile da un punto di vista biologico: la mole di lavoro richiesta alla rete sarebbe
eccessiva. Pertanto, gli autori ricorrono alla tecnica dell’indirizzamento indiretto,
usuale nell’arte della programmazione (ibid., p. 2).
Ai tre autori e` noto che le persone possono trattare simultaneamente solo con
un limitato numero di variabili (fra 5 e 9), sebbene non menzionino evidenze psico-
fisiche stringenti. Essi suppongono ora di richiedere a una rete neurale soltanto di
manipolare schemi (pattern) che determinano “quale fra circa 8 entita` e` coinvolto
nel processo di ragionamento corrente (ibid., pp. 3-4)”.
In tal caso, si possono riutilizzare molte delle medesime strutture proposte in
origine per gli approcci sincronici (III.). Il modello di Barrett e colleghi usa una
struttura centralizzata per rappresentare concretamente la corrispondenza tra fir-
ma ed entita`. Questo “permette di unificare firme che rappresentano il medesimo
oggetto (ibid., pp. 3-4)”.
Hayworth (2012) propone a sua volta una soluzione per convergenza (“anato-
mica”) al problema del collegamento, sia pure inteso nella peculiare accezione vista
nella sez. 2.1.4 (‘come fa il cervello a rappresentare un simbolo composto che usa la
stessa modalita` due volte o due oggetti allo stesso tempo?’).
Supporre che a ciascun simbolo da rappresentare corrisponda uno specifico sche-
ma d’attivazione delle unita` di base sembra plausibile solo in un calcolatore artifi-
ciale: pertanto, Hayworth ipotizza che a ciascun simbolo corrisponda “una porzione
di un attrattore stabile globale [a piece of a global stable attractor state]”.
L’ipotesi e` tradotta in pratica da una “rete associativa frazionabile in mo-
do dinamico [Dynamically Partitionable AutoAssociative Network (DPAAN)]”,
capace di svolgere (sotto opportune condizioni) il “variable binding”, compreso il
collegamento percettivo.
Formalmente, “un DPAAN consiste in K insiemi di neuroni detti partizioni
(o finestre [slots]), dove in generale ciascuna partizione puo` contenere un numero
differente di neuroni N1, N2, ..., NK [Hayworth 2012, p. 7]”. Se una certa partizione
e` attiva, l’attivazione e` rappresentata con il vettore xk, dove k ∈ 1, 2, ...,K. Nel suo
complesso la rete DPAAN contiene allora N = ΣKk=1Nk neuroni (ibid., p. 7).
Se tutti quanti i neuroni sono attivati, la loro attivazione sara` rappresentata con
il vettore concatenato x = [x1;x2; ...;xK ], e l’attivazione dei singoli neuroni sara`
indicata con il vettore xi(i ∈ 1, 2, ..., N). Il DPAAN e` una “rete autoassociativa
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completamente connessa con pesi wij dove wij e` il peso verso l’unita` postsinap-
tica i dall’unita` presinaptica j. Questi pesi sono modificati per mezzo di regole
d’apprendimento con quella di Hopfield, di Hebb, ecc. (ibid., p. 7)”.
Nel modello DPAAN il collegamento avviene attraverso “modelli tradizionalmen-
te accettati di riconoscimento di schemi [pattern recognition] e memoria associativa”
senza complesse codifiche temporali dell’informazione, come invece accade nelle pro-
poste che saranno descritte nella sez. 3.2. Pertanto, a giudizio dell’autore, DPAAN
e` compatibile con le attuali conoscenze di neurofisiologia e non richiede prestazioni
computazionali che eccedono la plausibilita` biologica (Hayworth 2012, p. 1).
3.1.2 Evidenze a sostegno del modello
Per Holcombe (2009), il sistema visivo contiene neuroni selettivi per deter-
minate combinazioni di caratteristiche, ed essi potrebbero essere sufficienti a
risolvere, in alcuni casi, il problema del collegamento (come indicano Riesenhuber e
Poggio 1999) (Holcombe 2009, p. 1).
Scholz (2001) constata che la corteccia visiva e` organizzata secondo un
principio gerarchico: ogni livello della gerarchia svolge operazioni che dipendono
da segnali inviati dai livelli precedenti; i neuroni di una data area inviano segnali
divergenti in uscita a molte altre popolazioni neurali, ciascuna delle quali a sua volta
riceve segnali convergenti in entrata da parecchie zone distinte.
Questo processo conduce a un aumento della “complessita` delle rappresenta-
zioni neurali” (ibid., p. 4)], sebbene anche in questo caso manchi un’opportuna
definizione di “complessita`” alla stregua di quella proposta da Tononi (2010) per il
“collegamento per sincronia”: cfr. infra, sez. 3.2.
Aggiungerei peraltro che un crescente numero di studi postula anche processi top-
down, in cui cioe` sono i livelli superiori della gerarchia a influenzare i livelli inferiori:
nel caso del sistema visivo, questo e` coerente con numerose evidenze sperimentali
sulla presenza di connessioni (spesso interneuroni inibitori) che dalle ultime stazioni
della corteccia visiva (V4, V3, V2) discendono verso la corteccia visiva primaria.
Caratteristiche degli stimoli via via piu` complesse sarebbero rappresentate da
livelli piu` alti nella gerarchia, come sembrano indicare 1) connessioni in avanti (feed-
forward) convergenti; 2) compiti di discriminazione sensoriale: ai livelli piu` alti, i
neuroni esibiscono risposte selettive a stimoli simili a oggetti [object-like stimuli ].
Da questa organizzazione discenderebbe la possibilita` che le operazioni di rag-
gruppamento siano espresse dall’attivita` di piccoli gruppi di neuroni o perfino da un
singolo neurone. Caratteristiche e “costellazioni di caratteristiche” sono rappresen-
tate dall’attivita` di neuroni che ricevono segnali d’ingresso (input) da popolazioni
di neuroni collocate a livelli piu` bassi nella gerarchia (Scholz 2001, p. 4).
Esistono esperimenti che in effetti mostrano come singole popolazioni neurali (ad
es. nella corteccia extrastriata) svolgono specifiche operazioni di raggruppamento e
rispondono a stimoli complessi, composti da “costellazioni di caratteristiche”, come
volti di esseri umani (cfr. ad es. Kanwisher et al. 1997). Altre evidenze a supporto
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dei modelli a convergenza potrebbero essere l’organizzazione modulare del cervello
e le mappe retinotopiche.
3.1.3 Critiche
Sempre limitandosi al collegamento visivo Scholz (2001) enuncia cos`ı il problema
combinatorio a cui accenna anche Holcombe (2009): “il numero di oggetti che
puo` condividere un contorno comune e` molto grande; questo significa che i neuroni
di livello piu` alto, i cui campi recettivi codificano per oggetti che condividono un
contorno comune, dovrebbero tutti ricevere segnali [input ] dai neuroni attivati dal
contorno comune (Scholz 2001, p. 4)”.
I neuroni di livello piu` alto codificano per “oggetti” che condividono un contorno
comune o per i soli contorni comuni? Solitamente si assume infatti che a questo livel-
lo di analisi delle informazioni un “oggetto” non esiste ancora, poiche´ sara` percepito
nella sua interezza soltanto a collegamento avvenuto.
Come si e` accennato, resta pero` l’ipotesi che processi top-down determinino
nell’osservatore dapprima una percezione grossolana ma globale dell’oggetto e poi
una percezione piu` dettagliata: questa ipotesi permette forse di attenuare il pro-
blema combinatorio attraverso una selezione dall’alto al basso di ipotesi sempre piu`
raffinate, attraverso le regole del ragionamento probabilistico bayesiano: cfr. sez.
4.3.
In ogni caso, la difficolta` maggiore per l’autore e` la seguente:
One can see that this type of mechanism quickly becomes untenable,
when it is realized that the number of objects capable of sharing a com-
mon contour is very large. Each neuron would have to send an equally
large number of connections to the next successive stage of the hierar-
chy, leading to an unacceptably large number of connections. It would
require as many binding units as there are distinguishable objects, if all
possible conjunctions were to be represented explicitly by conjunction
neurons (Scholz 2001, p. 4).
Ho riportato la citazione letterale per poter piu` facilmente commentare la cri-
tica di Scholz e ricostruirne la struttura argomentativa. In questo caso ci sono tre
premesse:
1) i neuroni di livello piu` basso attivati da un contorno comune (CC) inviano
segnali ai neuroni di livello piu` alto;
2) i campi recettivi dei neuroni di livello piu` alto codificano per oggetti che
condividono un CC;
3) il numero di oggetti capaci di condividere un CC e` “molto grande [very large]”.
Se 2) e 3), allora:
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4) i campi recettivi dei neuroni di livello piu` alto codificano per un numero “molto
grande” di oggetti che condividono un CC.
Se 1) e 4), allora:
5) I neuroni di livello piu` basso attivati da un CC mandano segnali ai neuroni
di livello piu` alto che codificano per un numero “molto grande” di oggetti che
condividono un CC.
Ora, 5) e` diverso da
6)* I neuroni di livello piu` basso attivati da un CC mandano segnali a un numero
di neuroni di livello piu` alto che e` “tanto grande” quanto il numero “molto
grande” di oggetti che condividono un CC,
che sarebbe la conclusione desiderata da Scholz (2001). In effetti, se vale 5) il
numero di connessioni dai neuroni di livello piu` basso a quelli di livello piu` alto non
e` “intollerabilmente grande”, perche´ ciascun neurone di livello piu` alto codifica per
un numero “molto grande” di oggetti che condividono un CC e non per un singolo
oggetto con un particolare CC. Resta il problema di stabilire come saranno distinti
due oggetti codificati dallo stesso neurone, ma appunto per questo non ci sara` un
neurone per ogni oggetto codificato come vorrebbe Scholz.
Si e` visto con Hayworth (2012) che secondo molti il problema combinatorio
potrebbe essere superato con una semplice modifica di quello che [Scholz 2001] chia-
ma “codice convergente”, ossia la codifica delle informazioni percettive tramite la
gerarchia di livelli suggerita nelle soluzioni a convergenza.
Anziche´ rappresentare l’integrazione delle caratteristiche tramite l’attivita` di po-
chi neuroni o addirittura un singolo neurone in uno specifico punto della corteccia,
le combinazioni complesse di caratteristiche potrebbero essere rappresentate dal-
l’attivita` di una popolazione di neuroni distribuita all’interno e attraverso i livelli
della gerarchia corticale: ogni schema di stimolo [stimulus pattern] potrebbe esse-
re rappresentato da uno schema peculiare di emissione di PdA in una popolazione
distribuita di cellule.
Il vantaggio sarebbe questo: il numero di schemi di attivita` distinti l’uno dal-
l’altro supera di gran lunga il numero di neuroni disponibili per rappresentare gli
stimoli (Scholz 2001, p. 4). Inoltre, si puo` calcolare la differenza tra numero di
schemi di attivita` e numero di neuroni, dimostrando che il codice di popolazione
richiede meno neuroni (ibid., p. 5).
Tuttavia, questa modifica ai modelli a convergenza conduce al “problema di
sovrapposizione”: si supponga che vi sia piu` di uno stimolo, e si assuma che essi
siano presenti nello stesso tempo. Allora, devono esserci due popolazioni di neuroni
che emettono potenziali d’azione; com’e` possibile distinguerle? Se le caratteristiche
e gli oggetti sono rappresentati soltanto attraverso l’emissione di PdA da parte di
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popolazioni distribuite di cellule, sembra difficile poter fare distinzioni all’interno
del gran numero di neuroni attivi nella corteccia (cfr. ibid., p. 5).
Contro i modelli di collegamento per convergenza si era espresso gia` von der
Malsburg (1981). All’epoca, si era postulata l’esistenza di “cellule cardinali” in
grado di rispondere a stimoli molto complessi, in cui le caratteristiche fossero legate
fra loro. Von der Malsburg pone allora la seguente alternativa:
– o una cellula cardinale e` in grado di rappresentare un’intera classe di oggetti; ma
in tal caso l’oggetto individuale non puo` essere rappresentato in dettaglio, perche´ il
segnale di una singola cellula cardinale e` troppo grossolano (too crude);
– oppure deve esserci una cellula cardinale per ogni schema (pattern) –e si noti che ad
es. una persona con una nuova espressione facciale costituirebbe un nuovo schema–;
ma allora il numero di cellule richieste sarebbe proibitivo, e diventerebbe impossibile
riconoscere nuovi schemi che differiscano da quelli familiari solo nei dettagli (von der
Malsburg 1981, p. 8).
Non solo: una cellula cardinale dovrebbe rimanere silente (magari per decenni)
fino a quando il suo schema comparira` di nuovo, ma ci sono ragioni per credere che
una cellula obbligata a restare silente per un giorno (ad esempio per deafferentazione)
cambiera` il suo “assetto sinaptico [synaptic make-up]” per diventare nuovamente
attiva, cioe` tendera` a non preservare le connessioni inattive (von der Malsburg 1981,
p. 8).
From this discussion it follows that high-level feature detectors do
not solve any of the nervous integration problems. Low-level feature
detectors, on the other hand, are an experimental fact and have to be
the building blocks of any theory under the roof of localization theory
(von der Malsburg 1981, p. 8).
L’ipotesi delle cellule cardinali e` stata criticata anche in seguito: cfr. Mashour
(2004a, p. 429; 2004b, p. 430). I sostenitori dei modelli a sincronia se ne sono
spesso serviti per descrivere la posizione dei loro concorrenti, i sostenitori dei modelli
a convergenza, ma secondo Merker (2013, p. 411) nessun modello scientifico della
visione corrente negli ultimi anni ha mai preso in seria considerazione l’ipotesi. Resta
il problema di stabilire quanto a lungo un neurone puo` conservare una connessione
inattiva.
Hayworth (2012) riporta a sua volta un argomento piuttosto affine contro i mo-
delli a convergenza. Si immagini di dover costruire un sistema per segnalare si-
multaneamente che un certo oggetto (1) e` un quadrato blu e un altro oggetto (2)
e` un cerchio rosso. Per Hayworth, la strategia piu` diretta consiste nell’eseguire
la segnalazione con due distinti insiemi di neuroni per ciascuna modalita` (forma e
colore).
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Ad esempio, X1 rappresenti il colore di 1, Y1 la forma di 1, X2 il colore di 2, Y2
la forma di 2; allora la segnalazione simultanea consiste semplicemente nel vettore
concatenato di X1, X2, Y1, Y2. Questa strategia puo` essere facilmente eseguita su
un calcolatore: basta “assegnare una variabile (X1) per il colore dell’oggetto 1 e una
variabile separata (X2) per il colore dell’oggetto 2, e due variabili (Y1, Y2) per le
forme degli oggetti [ibid., p. 2]”.
Ciascuna variabile e` una cella che rappresenta una (singola unita` d’immagazzi-
namento [storage cell ]. Cos`ı conclude Hayworth: “L’analogia e` che ciascun neurone
e` come una di queste singole unita` d’immagazzinamento. Qualsiasi programma che
usi queste quattro variabili e` scritto per comprendere che le variabili X1 e Y1 sono
riferite al medesimo oggetto e le variabili X2 e Y2 si riferiscono a loro volta a un
singolo oggetto distinto dal primo oggetto [ibid., p. 2]”.
Ebbene, l’obiezione che si potrebbe muovere a questa strategia e` la sua scarsa
plausibilita` biologica. Infatti, fra i neuroni di X1 e quelli di X2 dovrebbe esserci una
corrispondenza biunivoca nello stesso modo in cui c’e` una corrispondenza biunivoca
fra i bit di due registri di memoria di un computer attuale.
Nel caso del calcolatore la corrispondenza e` assicurata da un sistema di circuiti
elettrici disegnato appositamente allo scopo, cosicche´ diventa possibile “confrontare
due registri, sommare il contenuto di due registri e trasferire la somma a un terzo”
e cos`ı via. Nel caso di un cervello, invece, le connessioni analoghe ai circuiti elettrici
del calcolatore sono formate attraverso “processi di sviluppo” che rendono molto
poco probabile l’esistenza di una corrispondenza cos`ı precisa e stabile fra coppie di
neuroni (ibid., p. 4).
Si puo` riformulare l’obiezione anche nel modo seguente: posto che il cervello
codifichi forme e colori degli oggetti 1 e 2 per mezzo degli insiemi separati di neuro-
ni X1;Y1 e X2;Y2, “lo schema di attivazione che codifica il colore rosso in X1 non
avrebbe niente in comune con lo schema di attivazione che codifica il colore rosso in
X2”; percio` non sarebbe possibile svolgere quelle azioni che richiedono di compren-
dere che il colore e` sempre rosso, sia che si attivi lo schema di X1 sia che si attivi
quello di X2 [ibid., p. 4].
Hayworth replica che l’obiezione neutralizza solo i modelli piu` semplici di collega-
mento per convergenza, mentre DPAAN ne sarebbe immune. Infatti, nella proposta
di Hayworth una variabile e` rappresentata come una particolare partizione della
rete autoassociativa globale. Una variabile Xk contiene il simbolo S
l se lo schema
di attivazione neurale nella k-esima partizione e` xk = P
l
k. Assegnare il simbolo nella
variabile Xk alla variabile X
′
k significa permettere alla dinamica della rete di con-
durre la partizione k′ nello stesso stato attrattore globale in cui si trova la partizione
k.
In questo modo “un simbolo non e` associato con un particolare schema di atti-
vazione (come sarebbe in un calcolatore progettato da un uomo); invece un simbolo
di DPAAN e` associato con una porzione [piece] di uno degli stati attrattori globali
di DPAAN (ibid., p. 21)”. In termini biologici, questo significherebbe soltanto po-
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stulare che nel cervello vi sia una memoria associativa globale formata da numerose
aree corticali legate da interconnessioni che possono di volta in volta essere inibite
o facilitate (ibid., p. 21).
3.2 Collegamento per sincronia
3.2.1 Formulazione
Di tenore all’apparenza molto diverso sono invece le proposte che cercano di risolve-
re il problema del collegamento per sincronia: in questo caso la presenza simultanea
di certe caratteristiche dello scenario in cui si trova un certo individuo o una cer-
ta proprieta` globale data dall’integrazione di molti segnali nervosi sono codificate
facendo uso essenziale delle informazioni temporali.
Tononi (2010) presenta un modello di questo tipo. Poiche´ egli descrive il pro-
blema come collegamento integrativo, cioe` in termini molto generali, la sua proposta
considera innanzitutto il concetto di “integrazione dell’informazione”. L’autore
attinge alla teoria dell’informazione classica, e in particolare alla misura di mutua
informazione tra il trasmettitore e il ricevitore di opportuni segnali lungo un canale.
La mutua informazione tra il trasmettitore e il ricevitore e` correlata a due
parametri:
1. la variabilita` del segnale del trasmettitore, che indica se il segnale stesso
contiene “informazione”;
2. l’adeguatezza della trasmissione dell’informazione, assicurata da una sufficiente
dipendenza statistica tra i segnali trasmessi e quelli ricevuti (cfr. Tononi
(2010), pp. 70-71).
Maggiori sono variabilita` e adeguatezza, maggiore e` la mutua informazione. Mo-
dificando in modo opportuno questo concetto classico si puo` fornire una definizio-
ne di “integrazione” e in particolare di “integrazione dell’informazione” di portata
generale, ma utile soprattutto a risolvere il “binding problem”.
Da un punto di vista intuitivo, “l’integrazione e` tanto maggiore quanto maggiore
il numero e la forza delle interazioni tra gli elementi di un sistema [ibid., p. 72]”.
Bisognerebbe peraltro stabilire se le due variabili considerate (numero e forza delle
interazioni tra gli elementi di un sistema) correlano in modo ugualmente stretto con
l’integrazione o vi sono differenze.
Nel caso in cui il sistema considerato sia il cervello, gli elementi distinti da con-
siderare saranno le sue diverse “aree funzionalmente specializzate”. La dipendenza
statistica totale fra queste aree misura l’integrazione del sistema. La dipendenza
statistica definisce anche la mutua informazione fra chi trasmette e chi riceve segna-
li nel sistema, ossia misura la trasmissione d’informazione “fra due sottoinsiemi di
aree cerebrali (ibid., p. 72)”.
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complessita` caratteristiche del sistema
nulla “elementi completamente indipendenti”
scarsa “elementi che sono fortemente dipendenti,
ma si comportano in modo omogeneo sia
su piccola che su larga scala”
elevata “elementi [...] relativamente indipenden-
ti (segregati) se considerati a due a due,
a tre a tre ecc., ma fortemente dipenden-
ti (integrati) se considerati tutti assieme
(ibid., pp. 72-73)”
Tabella 3.1: Rapporto fra complessita` e dipendenza degli elementi di un sistema
Il legame tra mutua informazione e integrazione e` dato dal seguente teorema: “
la somma della mutua informazione media per tutte le bipartizioni di un sistema
(suddivisioni in due parti l’una il complemento dell’altra), dalle bipartizioni tra un
elemento e tutti gli altri a quelle tra meta` degli elementi e tutti gli altri, definisce
esattamente l’integrazione dell’informazione nel sistema (ibid., p. 72)”.
L’integrazione dell’informazione nel sistema e` chiamata anche “complessita`”, o
“complessita` neurale” nel caso del cervello. La tabella 3.1 prova a illustrare meglio
il legame che unisce complessita` e dipendenza fra elementi di un sistema.
All’interno del cervello, e` la corteccia a mostrare la complessita` piu` elevata, a
causa delle sue peculiari caratteristiche anatomiche e fisiologiche su cui cfr. sez.
3.2.2. Un’elevata complessita` e` propria, secondo Tononi, dei sistemi biologici in
generale e dei sistemi sociali (ibid., p. 73): sarebbe interessante stilare una classifica
di complessita` e comprendere qual e` la posizione in cui si colloca il cervello (o la
corteccia in particolare).
L’integrazione dell’informazione sarebbe ottenuta, nel cervello, per mezzo di “un
processo di segnalazione sinaptica parallela e recursiva” che Tononi chiama “rien-
tro”. Simulazioni al calcolatore dimostrerebbero che esso produce “correlazioni
temporali assai stringenti nell’attivita` di scarica di gruppi neuronali (Tononi 2010,
p. 69)”. Per mezzo del “rientro” si puo` fornire un modello del raggruppamento
percettivo [perceptual grouping ] e della segregazione figura-sfondo (cfr. Sporns et al.
1991).
Affini alle teorie di Tononi sono quelle di W. Singer: il collegamento sarebbe
rappresentato attraverso l’emissione ritmica sincronizzata di PdA da parte
dei neuroni che rispondono maggiormente alle caratteristiche accoppia-
te. L’attivita` congiunta di questi neuroni permetterebbe ad altre aree di processare
insieme quelle caratteristiche che essi analizzavano separatamente, escludendo le ca-
ratteristiche che appartengono ad altri oggetti. Vi sono molti esempi di risposte
sincronizzate da parte di gruppi di neuroni diversi e l’attenzione prestata agli sti-
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moli visivi puo` accrescere l’effetto, ma il preciso rapporto tra questo fenomeno e il
collegamento percettivo rimane oscura (Holcombe 2009, p. 1).
Singer (2011) dichiara che la mappa delle connessioni neurali nella corteccia
cerebrale (o “connettoma corticale”) esibisce le proprieta` di una “rete da piccolo
mondo small world network)”. Questo assicura che tutti quanti i nodi nella rete
possono comunicare l’uno con l’altro mediante percorsi di lunghezza minima e il
minimo numero di nodi interposti (ibid., p. 191), dove dati due nodi A e B un terzo
nodo C e` interposto fra i due se e` preceduto da A e precede B.
La comunicazione fra i nodi della rete dev’essere regolata da soglie d’accesso, allo
scopo di selezionare l’informazione sensoriale rilevante e configurare circuiti funzio-
nali adattati in modo ottimale al rispettivo scopo di comportamento [behavioral
goal ]. Questo richiede che il controllo dinamico dell’informazione scorra nell’ordine
di decine o poche centinaia di millisecondi all’interno della densa rete di connes-
sioni anatomiche prefissate: di conseguenza, l’efficienza delle connessioni dev’essere
continuamente aggiustata (ibid., p. 191), rafforzandone alcune e inibendone altre.
Mi sembra pero` che stabilire una corrispondenza rigida fra ciascun circuito e
un solo scopo di comportamento [behavioral goal ] presenti qualche difficolta`: se
un circuito raggiunge un “adattamento ottimale al suo scopo” , idealmente non
dovrebbe essere in grado di svolgere nessun altro compito: ma questo appare non
solo inefficiente, bens`ı anche implausibile date le numerose evidenze sulla capacita`
dei circuiti stessi di adattarsi a nuove funzioni a seguito di malattie, lesioni, ecc.
Una connessione puo` essere resa piu` efficace se le sue scariche si verificano a fre-
quenze piu` alte (sommazione temporale) o coincidono con quelle di altre connessioni
che convergono sulla medesima cellula obiettivo (sommazione spaziale). Sia l’effi-
cienza delle sinapsi, sia la responsivita` dei neuroni post-sinaptici puo` essere cambiata
da meccanismi multipli che operano su varie scale di tempo e si modificano con l’u-
so. Il segnale d’ingresso (input) eccitatorio puo` essere reso inefficace se coincide con
un evento inibitorio simultaneo, che provoca un effetto di cortocircuito [shunting ] o
iperpolarizza il neurone post-sinaptico (ibid., p. 191).
Che cosa assicura il coordinamento dinamico dei circuiti funzionali? Di solito
s’invocano meccanismi attenzionali; nel caso di una modulazione dal basso verso
l’alto [bottom-up] dell’attenzione sono stati messi in luce alcuni meccanismi, ma
riguardo agli effetti dall’alto al basso [top-down] si ignora tuttora come gli effetti
osservati lungo i processi sensoriali prendano avvio e siano mediati.
Al momento si dispone soltanto della nozione (piuttosto insoddisfacente) secondo
cui i circuiti funzionali “ovviamente” si auto-organizzano in una maniera dipendente
dal contesto e dallo scopo (ibid., pp. 192-193). Anche posto che l’adattamento dei
circuiti funzionali sia un fatto palese e ampiamente diffuso, resta aperto il problema
di determinare come si svolge il processo di organizzazione.
Sul tema cos`ı si esprime Scholz (2001): se la sincronizzazione delle risposte ser-
ve come meccanismo per raggrupparle, le connessioni sincronizzate devono essere
suscettibili di modifiche dipendenti dall’uso. In effetti, la probabilita` di sincronizza-
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zione fra gruppi di neuroni aumenta se essi sono coinvolti ripetutamente in emissioni
sincronizzate di PdA; questa probabilita` puo` essere ridotta di nuovo se le medesime
cellule sono coinvolte in schemi oscillatori di emissione di PdA (oscillatory firing
patterns) che sono decorrelati (ibid., p. 5).
3.2.2 Evidenze a sostegno del modello
Per Scholz (2001, pp. 4-5) a sostegno del modello sincronico si possono citare diversi
indizi: il sistema di fibre orizzontali e la registrazione di attivita` di scarica sincroniz-
zata “in una scala temporale di 1 ms”, attivita` la cui grandezza sembra correlare con
la presentazione di stimoli dotati di proprieta` affini, in accordo ai principi gestaltici
citati nella sez. 2.4.
Le evidenze di solito ritenute piu` significative sono pero` quelle che si riferiscono ai
segnali di singole unita` corticali nella corteccia visiva primaria del Gatto
(Gray et al. 1989). In questo tipo di ricerche le condizioni sperimentali prevedono la
registrazione simultanea dell’attivita` elettrica di piu` unita` in contemporanea e hanno
come obiettivo quello di “simulare la presenza di oggetti visivi coerenti (Merker 2013,
p. 10)”.
Ebbene, queste unita`, dotate di campi recettivi non sovrapposti, emettono po-
tenziali d’azione in modo sincronizzato alla frequenza di potenziali di campo locali
(LFP) registrati nello stesso tempo nell’intervallo gamma (30–100 Hz); questo ac-
cade solo “quando il movimento dello stimolo all’interno dei loro campi recettivi [e`]
tale da riflettere potenzialmente il movimento di un solo oggetto-stimolo [...], ma
non altrimenti (ibid., p. 2)”.
L’attivita` sincronica registrata non era tuttavia uniforme: infatti quando la di-
stanza fra gli elettrodi di registrazione e` abbastanza considerevole (circa 7 mm) la
sincronia si verifica solo per cellule che condividono una certa selettivita` per l’orien-
tamento, mentre a distanze minori essa si verifica anche fra cellule con selettivita`
per l’orientamento diverse fra loro (ibid., p. 10).
Fin dai primi lavori cos`ı concepiti venne formulata l’ipotesi che la sincronia osser-
vata nell’intervallo gamma potesse fornire “un meccanismo per il raggruppamento
percettivo accoppiando temporalmente l’attivita` di singoli neuroni che rappresenta-
vano il medesimo oggetto (ibid., p. 2)”. In altre parole, si trattava di una potenziale
soluzione al collegamento percettivo (sez. 2.1), ma ben presto il modello venne esteso
al collegamento integrativo (sez. 2.2).
Infatti, a giudizio di Singer (2011) per il cervello eseguire “funzioni cognitive ed
esecutive” sarebbe impossibile se distinte popolazioni neurali non si coordinassero
fra loro:
The cerebral cortex of mammals and in particular of primates is
organized into a large number of functionally specialized areas that need
to cooperate in a context- and goal-directed way in order to support
cognitive and executive functions (ibid., p. 191)
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L’autore assume gia` che le funzioni cognitive ed esecutive siano supportate da
una coalizione di aree funzionalmente specializzate e diverse tra loro, le quali “hanno
bisogno di cooperare” per eseguire queste funzioni; ma in assenza di dati sperimentali
persuasivi si corre il rischio di una petizione di principio. Resta peraltro una difficolta`
di non facile soluzione: come si possono separare le funzioni cognitive da quelle
esecutive? L’evidenza raccolta al riguardo potrebbe essere fonte di equivoci (cfr.
Merker 2013 e infra, sez. 3.2.3).
Le proprieta` di piccolo mondo [small world properties] del connettoma corticale
citate nella sez. 3.2.1 sarebbero poi messe in luce da meta-analisi delle connessioni
cortico-corticali anatomicamente comprovate, cos`ı come da registrazioni dell’attivita`
elettrica in piu` punti dello scalpo e dalla acquisizione d’immagini con risonanza
magnetica funzionale (fMRI) (ibid., p. 191).
Come si e` detto, fin dagli studi di Gray e colleghi (fra i quali lo stesso Singer) del
1989 e` noto che sotto opportune condizioni i neuroni corticali esibiscono un’attivita`
oscillatoria negli intervalli di frequenze beta e gamma. Se inizialmente si riteneva
che la sincronia fosse indotta dalla presenza di oggetti visivi coerenti, per Singer
(2011) basta che i neuroni corticali siano “coinvolti nel processamento [d’informa-
zioni] [ibid., p. 191]”; al riguardo non vi e` pero` un consenso unanime, come evidenzia
ancora Merker (2013): cfr. infra, sez. 3.2.3.
Ad ogni modo, l’attivita` oscillatoria e` moderata da reti ben individuabili di in-
terneuroni inibitori, che a loro volta “tendono a oscillare in intervalli caratteristici
di frequenze a causa di mutue interazioni mediate da sinapsi chimiche ed elettriche
(ibid., p.191)”. Non solo: nella corteccia gli interneuroni sono collegati alle cellule
principali (eccitatorie) nelle loro vicinanze, e pertanto entrambi i gruppi possono
sincronizzarsi fra loro. Il fatto che l’attivita` oscillatoria sia un fenomeno comune an-
che negli interneuroni inibitori ha fatto dubitare dell’esistenza di un legame speciale
fra sincronia e “funzioni cognitive”, come cerchero` di mostrare nella sez. 3.2.3.
Poiche´ anche i neuroni inibitori oscillano, si assiste a una regolare alternanza di
potenziali post-sinaptici eccitatori (EPSP) e inibitori (IPSP) che generano correnti
dirette verso l’interno e verso l’esterno delle cellule; le correnti si sommano e generano
un potenziale di campo locale (LFP). In questo modo, quando sono interessati da
un’attivita` oscillatoria i neuroni non rispondono sempre in modo uniforme ai segnali
eccitatori: la risposta e` massima attorno al picco della fase di depolarizzazione, e
minima quando la scarica inibitoria sincronizzata provoca un effetto di cortocircuito
[shunting ] sulla membrana.
Pertanto, i neuroni che oscillano possono “ascoltare i messaggi inviati dalle altre
cellule solo durante una ristretta finestra d’opportunita` (ibid., p. 191)”; maggiore e`
la frequenza d’oscillazione, minore e` la durata di questa finestra, che nel caso delle
frequenze gamma elevate [high gamma] (64–128 Hz) si riduce a pochi millisecon-
di. L’esistenza di questo ristretto intervallo temporale avrebbe un effetto notevole:
sarebbe sufficiente spostare le relazioni di fase [phase relations] per selezionare il
“flusso d’informazioni tra gruppi di cellule che oscillano alla stessa frequenza [...]
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(ibid., p. 191)”.
Questi spostamenti di fase secondo Singer possono essere conseguiti velocemente
e a un costo energetico molto basso, come mostrerebbe lo studio di reti costituite da
oscillatori accoppiati. Non solo: posto che vi siano molte frequenze di oscillazione
diverse (come in effetti accade nella corteccia cerebrale), si puo` selezionare in modo
differenziato e parallelo l’accoppiamento fra gli oscillatori: e` cos`ı che riescono a
coesistere diverse sotto-reti, le quali “possono rimanere funzionalmente isolate l’una
dall’altra e nondimeno condividere la stessa dorsale anatomica (ibid., p. 191)”.
Singer rimanda poi a Hipp et al.(2011) per evidenze sul fatto che questi mec-
canismi di coordinazione fra diversi gruppi di neuroni sono effettivamente coinvolti
nelle funzioni corticali.
Nello studio di Hipp e colleghi viene utilizzato uno stimolo audiovisivo ambiguo:
due sbarre si avvicinano, si incrociano e infine si allontanano l’una dall’altra; nel
momento in cui si incrociano le sbarre, i soggetti dell’esperimento odono uno scatto.
In condizioni ordinarie (senza scatto), questo stimolo viene percepito ora come due
sbarre che urtano e si respingono (1.), ora come due sbarre che passano l’una sopra
l’altra (2.). Aggiungendo lo scatto, la percezione prevalente diventa la 1.: questo
indicherebbe una “integrazione polimodale” fra stimolo visivo e auditivo.
Hipp e colleghi rilevano che presentando lo stimolo si registra un netto incremento
nell’attivita` gamma elevata (64–128 Hz) di buona parte della corteccia visiva, e si
rileva una rete di neuroni corticali ben definita che mostra una superiore coerenza
nell’intervallo di frequenze beta (15–23 Hz).
Secondo gli autori, la coerenza nell’intervallo beta riuscirebbe addirittura a pre-
dire se la percezione dei soggetti sara` di tipo 1. o 2.: infatti, le percezioni di tipo
1. sono correlate a un aumento della coerenza nell’intervallo beta, aumento che si
verifica prima che le sbarre s’incrocino.
Infine, i soggetti che passano piu` facilmente da percezioni di tipo 2. a percezioni
di tipo 1. a seguito dello scatto mostrano una variazione piu` contenuta dell’attivita`
nelle frequenze gamma rispetto a quelli che invece si mostrano meno influenzabili
dallo scatto.
Per gli autori, questo indicherebbe che “soggetti i quali attribuiscono costitutiva-
mente meno significato allo stimolo uditivo devono investire di piu` nelle operazioni
di collegamento dinamico (Singer 2011, p. 192)”, dove “investire” e` verosimilmente
da intendersi in termini di costo energetico. D’altra parte, il legame fra le oscilla-
zioni gamma e operazioni di collegamento e` stato recentemente messo in dubbio da
Merker (2013): anche in questo caso rimando alla sez. 3.2.3.
Singer per primo, in ogni caso, riconosce che anche Hipp et al. (2011), pur mo-
strando “stringenti relazioni” fra sincronia di gruppi neurali e percezioni (arrivando
a mostrare che le misure di sincronia permettono di prevedere il tipo di percetto),
presenta evidenze che sono ancora solo di natura correlativa: in altre parole, non e`
ancora possibile isolare le cause dagli effetti (Singer 2011, p. 192).
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Di tenore simile a quelli di Singer, sebbene piu` generali, sono anche gli argomenti
di Tononi a sostegno dei modelli di collegamento per sincronia:
Studi neurofisiologici recenti [...] hanno confermato che gruppi neu-
ronali anche molto distanti possono mostrare correlazioni temporali nella
loro attivita`, correlazioni che si modificano dinamicamente in relazione
all’attivita` percettiva o cognitiva. Nell’esperienza clinica, l’integrazione
e` dimostrata palesemente, per difetto, nel caso delle sindromi (la discon-
nessione, in cui il danno funzionale non e` dovuto tanto alla distruzione
di particolari aree, quanto all’interferenza con la comunicazione e percio`
con l’integrazione di aree diverse). Infine, la dimostrazione piu` diretta
dell’integrazione cerebrale e` data [...] dall’unita` dell’esperienza coscien-
te e dall’unita` del comportamento che ne deriva (Tononi 2010, p. 69,
corsivo mio).
Come si vede, la posizione di Tononi e` affine a quella di Mashour (2004a, 2004b,
2006, 2008), sia per l’uso di evidenze cliniche (sulle quali cfr. sez. 2.2) sia per
l’appello a due postulati (come tali, passibili di discussione): l’“unita` dell’esperienza
cosciente” e l’“unita` del comportamento che ne deriva”, due esperienze soggettive
definibili con difficolta`, le quali si prestano poco a essere trattate sperimentalmente:
cerchero` di parlarne in modo piu` ampio nella sez. 4.2.
3.2.3 Critiche
Le ipotesi di collegamento per sincronia, e in primo luogo il supposto ruolo delle
oscillazioni beta e gamma nell’assicurare il collegamento stesso, sono state critica-
te fin dalla loro apparizione su basi metodologiche e sperimentali. Merker (2013)
fornisce un’ampia rassegna di queste critiche e suggerisce che la presenza di oscilla-
zioni gamma indichi “uno stato di attivazione fisiologica del tessuto corticale, e in
particolare il bisogno correlato di bilanciare l’eccitazione con l’inibizione (ibid., p.
1)”.
In tal caso, le oscillazioni gamma agirebbero come controllori generali del tessuto
nervoso assicurando alle cellule di ciascuna area cerebrale la possibilita` di svolgere le
loro funzioni, senza pero` ricoprire a loro volta un ruolo in quelle funzioni specifiche,
comprese quelle necessarie al collegamento nelle sue diverse varianti. Se questa ipo-
tesi e` corretta, le oscillazioni accompagnano, ma non svolgono le operazioni
di collegamento in quanto tali.
Le oscillazioni gamma, in effetti, non sono associate in modo peculiare con atti-
vita` che per essere eseguite dovrebbero richiedere un collegamento di qualche tipo,
con specifiche aree della corteccia -negli animali che la possiedono- o con particolari
condizioni del tessuto nervoso: oscillazioni fra i 30 e i 100 Hz sono state registrate
nel bulbo olfattivo e nella corteccia piriforme del Riccio, nel lobo ottico della Mosca,
nel lobo antennale (olfattivo) e nella retina della Locusta.
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Nei mammiferi, esse sono documentate nelle aree visive, somatosensoriali, udi-
tive, frontoparietali e motorie dell’isocorteccia, nell’ippocampo allocorticale e anche
al di fuori della corteccia (amigdala, talamo, gangli basali, collicolo superiore, nucleo
peduncolopontino, cervelletto).
Infine, si possono osservare oscillazioni gamma nelle preparazioni anestetizzate,
nel sonno a onde lente, in porzioni isolate della corteccia mantenute in una partico-
lare preparazione in vitro (tissue slice bath) e nella fase d’incoscienza che i pazienti
epilettici attraversano quando si riprendono dalle convulsioni generalizzate (ibid.,
pp. 401-402).
Data l’amplissima varieta` di condizioni sperimentali in cui e` dato rilevare oscilla-
zioni gamma, e` ragionevole supporre che il loro ruolo sia altrettanto generale: Merker
rimanda a numerose rassegne di studi (come Whittington et al. 2011) secondo le
quali le oscillazioni fra i 30 e i 100 Hz avrebbero un ruolo di supporto elementare:
un’ipotesi verosimile e` appunto che mantengano l’equilibrio fra eccitazione e inibi-
zione in “reti i cui elementi principali sono eccitatori”, com’e` il caso della corteccia
cerebrale.
In effetti, secondo stime recenti circa il 70-80% dei neuroni corticali sono ecci-
tatori; circa l’85% delle sinapsi sulle cellule principali, per lo piu` connesse ad altre
cellule della corteccia, sono eccitatorie. Le connessioni corticali da cellule eccita-
torie ad altre cellule eccitatorie provocherebbero convulsioni “a livello di rete” e i
singoli neuroni emetterebbero potenziali d’azione in numero eccessivo, se i circuiti
eccitatori non fossero moderati dal restante 20%-30% di cellule corticali inibitorie
(interneuroni).
E` possibile studiare l’attivita` elettrica di popolazioni neurali di questo tipo,
composte da elementi eccitatori e inibitori, attraverso un’opportuna simulazione al
calcolatore: i risultati indicano in modo concorde che le “reti neurali” cos`ı ottenute
producono rapidamente oscillazioni.
Evidenze sperimentali suggeriscono peraltro che le oscillazioni corticali siano di
almeno due tipi distinti: gli interneuroni tendono a oscillare a frequenze gamma, le
cellule piramidali a frequenze teta (4–12 Hz). La retroazione [feedback ] inibitoria
degli interneuroni sarebbe abbastanza rapida da seguire l’andamento di ciascun ciclo
successivo delle oscillazioni gamma (Merker 2013, p. 3).
Due indizi ulteriori rivelano ancor di piu` la preminenza dell’attivita` inibitoria
nella genesi delle oscillazioni gamma. In primo luogo, per generare oscillazioni fra
i 30 e i 100 Hz in una fettina [slice] di tessuto corticale “e` sufficiente eccitare quel
tessuto in modo casuale aggiungendo piccole quantita` di agonisti dei trasmettitori
eccitatori al perfusato (ibid., p. 3)”. Al crescere della concentrazione dell’agonista
cresce anche l’intensita` delle oscillazioni gamma, fino ad arrivare a convulsioni.
In secondo luogo, il tessuto corticale oscilla a frequenze gamma anche quando le
cellule piramidali emettono potenziali d’azione in modo aperiodico: resta pertanto
che le oscillazioni nei potenziali di campo registrate nella corteccia siano dovute agli
interneuroni inibitori. Cos`ı riassume Merker:
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Taken together, these circumstances mean that the mere presence
of oscillatory synchrony in the gamma range need carry no functional
significance beyond indicating that the tissue from which it is being
recorded is sufficiently activated to exhibit oscillatory activity at the
population level. The obligatory recruitment of local inhibition during
activation of cortical circuitry [...] puts that circuitry into a state of
“balanced tension” (intuitively speaking), and gamma activity would on
this view reflect the level of that “tension” (ibid., p. 5).
Per l’autore, la letteratura che attribuisce uno speciale significato “cognitivo” alle
oscillazioni gamma avrebbe ignorato questa ipotesi minimale, che pure bisognava
escludere con opportuni esperimenti prima di procedere a ipotesi piu` complesse
come quelle avanzate da Singer e colleghi. In effetti, nella pratica sperimentale e`
raccomandabile falsificare in via preliminare l’ipotesi nulla [null hypothesis] –quella
che postula l’assenza di correlazione fra due fenomeni– e poi proseguire l’indagine
vera e propria, sebbene questa falsificazione sia un difficile problema statistico.
Un paragone interessante e` offerto dai meccanismi di controllo del flusso san-
guigno cerebrale: si ipotizza che la variazione del flusso correli con l’esecuzione di
particolari compiti da parte delle cellule che richiedono piu` sangue, cioe` un maggiore
apporto energetico (sebbene un maggior consumo di energia possa essere determi-
nato da attivita` inibitorie). Questa correlazione non implica pero` che sia il flusso
sanguigno di per se´ a svolgere quei compiti: esso si limita ad assicurare che i neuroni
siano nelle migliori condizioni per eseguire le loro specifiche operazioni, e un ruolo
simile spetterebbe anche alle oscillazioni gamma.
In effetti, studi recenti suggeriscono un considerevole legame proprio fra le oscilla-
zioni gamma e il segnale BOLD. Del resto, al momento non si puo` neppure affermare
con certezza che le oscillazioni in quanto tali abbiano una funzione di supporto: po-
trebbero essere soltanto un epifenomeno che accompagna l’attivazione di un circuito
inibitorio. Per comprendere che cosa accada non sara` piu` sufficiente osservare che
inibizione e oscillazioni gamma sono correlate [ibid., p. 6].
Come interpretare allora le evidenze sperimentali accumulate da Singer e colleghi
e riassunte nella sez. 3.2.2? L’attivita` sincronica esibita da alcune cellule di V1 nel
Gatto (cellule che condividono la selettivita` per l’orientamento o sono vicine nello
spazio) sarebbe spiegata dal fatto che le connessioni orizzontali che le collegano sono
eccitatorie e “la loro attivazione induce potenziali post-sinaptici eccitatori monosi-
naptici troncati da [potenziali] disinaptici inibitori nelle cellule obiettivo (ibid., p.
10)”.
Per spiegare l’attivita` oscillatoria in queste condizioni – un circuito eccitatorio
moderato da interneuroni inibitori – sara` allora sufficiente l’ipotesi minimale di
Merker. Il fatto che solo alcune cellule si sincronizzano sara` poi giustificato dalla
natura delle connessioni orizzontali, che raggruppano appunto neuroni vicini fra loro
o selettivi per il medesimo orientamento.
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Un ulteriore indizio presentato a favore del collegamento per sincronia (in com-
binazione con gli altri) sarebbe l’assenza di oscillazioni quando gli stimoli sono due
sbarre che si muovono in direzioni opposte: per Singer e colleghi, con questi stimoli
viene simulata l’assenza di un oggetto coerente.
Merker costruisce pero` un controesempio: una sbarra che gira come un’elica
attorno a un punto in mezzo a due campi recettivi nella corteccia visiva “attraversera`
i due campi [...] in direzioni opposte, pur continuando a costituire un oggetto fisico
e percettivo coerente (ibid., p. 10)”. Pertanto, se il modello di Singer e colleghi
fosse corretto si dovrebbe registrare attivita` sincronica anche in questo caso.
In generale, per l’autore opporre un “collegamento per sincronia” a un “col-
legamento per convergenza” appare poco ragionevole, perche´ la sincronia diventa
un vantaggio nella percezione di uno stimolo soltanto se i potenziali di due cellule
sincronizzate “convergono, lungo vie assonali convergenti, su un albero dendritico
condiviso il cui monticolo assonale sara` innescato quando quei potenziali afferenti ar-
rivano vicini nel tempo, ma non negli altri casi. Togliete la convergenza anatomica,
e la sincronia neuronale e` senza conseguenze neurali (ibid., p. 11)”.
In caso contrario, conclude Merker con una punta d’ironia, le cellule saranno
s`ı “collegate”, ma solo nella mente del fisiologo che registra i segnali elettrici sin-
cronizzati (ibid., p. 11). In definitiva, per l’autore la soluzione al problema del
collegamento dev’essere per convergenza, e a suo avviso l’indizio principale e` dato
dalla conservazione delle mappe retinotopiche in tutte le aree della corteccia visiva,
comprese quelle superiori, attraverso connessioni bidirezionali.
Egli stesso riconosce pero` che la retinotopia e` tipica delle aree specializzate nel-
l’analisi di informazioni settoriali come il colore, mentre e` piu` grossolana nelle aree
visive superiori ed e` “abbandonata [...] ai piu` alti livelli della gerarchia, dove il siste-
ma confluisce nelle aree frontolimbiche (ibid., p. 11)”: il che significa a mio giudizio
spostare soltanto il problema di pochi centimetri di tessuto corticale, sebbene una
piu` precisa conoscenza delle sofisticate connessioni fra le cellule della corteccia sia
decisiva per comprendere come avvenga il collegamento stesso.
3.3 Feature Integration Theory (FIT)
3.3.1 Formulazione
Un caso controverso e` poi la teoria FIT, un modello psicologico introdotto da Trei-
sman e Gelade (1980): infatti, non e` semplice trovare un’implementazione neuro-
biologica della teoria, in modo da poterla confrontare con le altre finora esaminate.
Secondo la descrizione fornita da Holcombe (2009), la teoria FIT presuppone
che il collegamento sia conseguito tramite un atto di attenzione selettiva ed e`
composta da tre elementi.
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1) Caratteristiche come colore e forma sono rappresentate separatamente nel cer-
vello, ma per ciascuna caratteristica (come il colore rosso) c’e` una mappa [feature
map] che indica la posizione di ogni istanza della caratteristica nel campo visivo.
Grazie alla loro posizione relativa (rispetto alle altre unita` nella mappa) le
unita` che rappresentano la caratteristica codificano implicitamente anche il luogo,
segnalando tanto l’identita` della caratteristica quanto la sua collocazione spaziale.
2) Gli oggetti di una scena inizialmente fanno s`ı che le rappresentazioni delle varie
caratteristiche di tutti gli oggetti diventino attive; il sistema visivo non mostra
ancora quali caratteristiche appartengono al medesimo oggetto.
3) Il collegamento avviene quando l’attenzione e` diretta verso un luogo particolare.
I neuroni che corrispondono a questo luogo in ogni mappa di caratteristica [feature
map] diventano attivi escludendo(verosimilmente per mezzo di circuiti inibitori)
quelli corrispondenti ad altri luoghi e le caratteristiche che occupano quel luogo
sono collegate (ibid., pp. 1-2).
Se si ricerca un obiettivo (target) all’interno di una scena si impiega solitamente
piu` tempo rispetto a quando si ricerca un oggetto che contiene una caratteristica
diversa da quelle di tutti gli altri oggetti. In questo secondo caso, per svolgere il
compito sarebbe sufficiente una sola mappa di caratteristica (feature map). Secondo
la teoria FIT, la ragione per cui le ricerche del primo tipo sono piu` difficili e` il fatto
che il “passo di collegamento (binding step)” richiede tempo e puo` essere svolto in
un solo luogo alla volta (ibid., p. 2).
Uno degli scopi della teoria FIT e` spiegare la classe di errori di collegamen-
to chiamati“congiunzioni illusorie”: caratteristiche che appartengono a due oggetti
sono combinate accidentalmente in un oggetto solo.
Per Holcombe (2009), le congiunzioni illusorie sono piu` comuni quando le “richie-
ste percettive (perceptual demands)” sono alte, ma non e` chiaro se questo rifletta un
ruolo cruciale per l’attenzione, oppure mostri che il collegamento esige un processo
sensoriale aggiuntivo oltre a quello richiesto per identificare le caratteristiche (ibid.,
p. 3). Sarebbe peraltro necessario trovare un criterio condiviso per stabilire quando
le richieste percettive sono “alte” o “basse”.
3.3.2 Evidenze a sostegno del modello
A favore della teoria FIT, o almeno a sostegno di ipotesi in cui la localizzazione
delle caratteristiche e` cruciale per il collegamento, si possono citare alcune evidenze
cliniche, come quelle viste nella sez. 2.5. Per esempio, lesioni parietali bilaterali
provocano in alcuni pazienti l’incapacita` di accoppiare correttamente colore e forma,
anche quando la percezione dell’uno e dell’altra si conserva quasi intatta, ed effetti
simili si registrano in pazienti che hanno subito lesioni al pulvinar (Holcombe 2009,
pp. 4-5).
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3.3.3 Critiche
Malgrado l’interesse suscitato, la teoria FIT presenta una difficolta`: al suo interno il
concetto di attenzione e` trattato in termini vaghi. Secondo Di Lollo (2012a),
di solito l’attenzione e` descritta come una risorsa limitata usata per selezionare
aspetti del mondo visivo che sono rilevanti per l’esecuzione del compito che si sta per
eseguire. La FIT, pero`, non specifica quali processi permetterebbero all’attenzione
di collegare le caratteristiche in oggetti veri e propri.
[...] the term ‘attention’ should be treated like other general terms,
such as ‘memory’, as connoting a broad range of phenomena that are
probably mediated by different mechanisms. [...] In the domain of at-
tention, they would correspond to different basic functions of attention,
such as selection, modulation, and vigilance (Di Lollo 2012a, p. 318).
Termini come “selezione”, “modulazione” e “vigilanza” dovrebbero essere peral-
tro chiariti a loro volta.
A questo proposito, Dalrymple et al. (2013) presenta una rassegna delle princi-
pali proposte correnti per caratterizzare il concetto di attenzione. Anche per questo
autore vi e` consenso sul fatto che l’attenzione sia un meccanismo che permette al si-
stema visivo di selezionare alcune informazioni a discapito di altre; peraltro sarebbe
interessante comprendere che cosa succeda quando a essere opportunamente filtrate
sono invece informazioni uditive, tattili, ecc.
D’altra parte, non vi e` accordo su quale tipo di meccanismo si tratti: per alcuni
“l’attenzione e` diretta a oggetti che sono definiti basandosi su una segmentazione
pre-attentiva in accordo con principi basilari di raggruppamento”; per altri “l’atten-
zione e` diretta a luoghi nello spazio senza badare al fatto che vi siano oggetti (ibid.,
2013, pp. 1-2)”.
3.4 Negare (dissolvere) il problema
Sono stati avanzati alcuni argomenti per mostrare che il “binding problem” e` un
falso problema, cioe` (cfr. [1.1]) e` mal posto oppure irrisolvibile. In particolare si
possono citare:
I. la conferenza di Feldman (2012), che separa accuratamente il problema del “va-
riable binding” da quello della “unita` soggettiva della percezione” (cfr. riferimenti
sopra a “interi unificati e coerenti”, “mondo visivo unitario e coerente”, ecc.); egli
dichiara che il primo e` “risolubile, ma completamente irrisolto”, il secondo, invece,
e` un sottocaso del problema mente-corpo e come tale e` un “mistero irrisolvibile”.
Dedichero` maggiore spazio al tema nella sez. 4.2.
II. Di Lollo (2012a, b, c), il quale asserisce che l’intero problema e` stato formulato,
in origine, sulla base dell’ipotesi che caratteristiche sensoriali diverse siano processate
da moduli indipendenti, i cui segnali d’uscita (output) dovrebbero poi essere legati
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insieme per ricostruire l’immagine iniziale. Egli ritiene che ricerche recenti abbiano
smentito l’ipotesi; percio`, mancando la premessa, il problema e` oggi mal posto o
almeno controverso.
L’autore dichiara che ad esempio “specifiche combinazioni di colore e forma sono
processate simultaneamente da neuroni specializzati attraverso la corteccia visiva
(Di Lollo 2012a, p. 318)”.
Vi sono in effetti alcuni indizi in proposito: molte cellule che rispondono selet-
tivamente ai colori nella corteccia visiva secondaria sarebbero selettive anche per
l’orientamento o altre caratteristiche, come le dimensioni o la direzione del moto (si
veda per esempio Seymour et al. 2010). Tuttavia, anche se l’evidenza sperimentale
al riguardo fosse incontrovertibile rimarrebbero da individuare neuroni selettivi per
tutte le altre coppie o gruppi di caratteristiche.
Del resto, credo che alcune difficolta` incontrate da chi cerca di risolvere il “bin-
ding problem” risiedano proprio nell’eccessivo numero di caratteristiche di cui si
postula il collegamento in un percetto unificato da parte del cervello. Segno di que-
ste richieste forse spropositate sono le descrizioni del problema in cui si fa riferimento
a oggetti percepiti come “interi unificati”, a un “mondo visivo integrato”, ecc. In
effetti alcune evidenze sperimentali sembrano indicare che il numero di proprieta`
percepite in modo simultaneo non e` molto elevato: ne parlero` piu` estesamente nella
sez. 4.2.
Per Di Lollo, e` sbagliato supporre che la percezione cosciente di un oggetto
sia il frutto del collegamento fra elementi primitivi, cioe` le singole caratteristiche
dell’oggetto percepito (come “colore, orientamento, luminanza, forma o moto”).
Egli suppone invece che le singole caratteristiche primitive siano “le unita` di base
dell’informazione alle quali sono comparate e correlate ipotesi percettive di alto
livello (ibid., p. 318)”; il processo di comparazione e correlazione sarebbe eseguito
tramite un processo iterativo di rientro, affine (almeno nel nome) a quello suggerito
da Tononi (2010) su cui cfr. sez. 3.2.1.
Per comprendere che cosa si intenda qui per “ipotesi percettive di alto livello”
bisogna prima definire il concetto di “rappresentazione invariante”: essa e` “una
rappresentazione neurale d’informazione visiva in grado di mediare la percezione di
un’immagine in ingresso indipendentemente da attributi come dimensioni, contrasto,
collocazione sulla retina e angolo di visuale [angle of view ]. Le rappresentazioni
invarianti sono categorie precettive astratte di oggetti o scene la cui complessita`
varia con il livello gerarchico (Di Lollo 2012a, p. 317)”.
Questa definizione non e` del tutto perspicua. Al netto dell’uso consueto della
parola “rappresentazione” su cui cfr. sez. 4.2, Di Lollo non spiega che cos’e` pre-
cisamente una “categoria percettiva astratta”. Soprattutto, come si puo` percepire
un’immagine in ingresso indipendentemente dai suoi attributi? Si potrebbe obietta-
re che, se penso a un triangolo, penso sempre a un triangolo particolare con le sue
dimensioni, contrasto, ecc., come suggeriva gia` Hume (1748, cap. XII, sez. 1).
Per Di Lollo, invece, e` essenziale che le rappresentazioni invarianti siano anche
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piu` astratte e “prive di dettagli [detail-free]” rispetto a una sagoma o a un modello
generico. Esse sono addirittura paragonate alle “forme ideali di Platone (sic) (ibid.,
p. 319)”: per esempio la rappresentazione invariante di una foglia “non corrisponde
a nessuna foglia particolare, ma a un concetto astratto e privo di dettagli di ‘foglita`
[leafness]’ (sic) (ibid., p. 319)”.
Il riferimento in verita` un po’ improprio alle idee platoniche non contribuisce
a rendere piu` intelligibile il significato delle “rappresentazioni invarianti”. In ogni
caso, le “ipotesi percettive” sono “rappresentazioni invarianti codificate a livelli re-
lativamente alti all’interno del sistema gerarchico (ibid., p. 317)”. Ciascuno stimolo
puo` innescare nel cervello diverse ipotesi percettive, le quali poi “discendono attra-
verso vie di rientro ai livelli piu` bassi, dove si confrontano [match themselves] con
l’attivita` [sensoriale] corrente (ibid., p. 317, corsivi miei)”.
Poiche´ le ipotesi in quanto tali non possono discendere e confrontarsi con l’at-
tivita` sensoriale, sarebbe necessario tradurre la metafora dell’autore in piu` precisi
termini neurofisiologici, soprattutto per comprendere com’e` svolto il confronto tra
input sensoriale e ipotesi percettive che secondo la teoria stabilisce se l’uno e le altre
sono coerenti fra loro.
Risponde in parte a questa esigenza la definizione di “processo rientrante”
o rientro che Di Lollo (2012a) fornisce a p. 317: una “segnalazione iterativa fra
regioni nel cervello visivo (sic) collegate da connessioni reciproche”, che sarebbe in
grado di aumentare il rapporto segnale-rumore e stabilire se un’ipotesi percettiva e`
confermata o smentita dai dati sensoriali.
In definitiva, le percezioni sarebbero il frutto di questo scambio ripetuto
d’informazioni: lo stimolo iniziale attiva diverse rappresentazioni invarianti e in
particolare un loro sottoinsieme – le ipotesi percettive – nella corteccia inferotem-
porale (IT): infatti qui per di Lollo le cellule “codificano per interi oggetti (ibid.,
p. 319)” anziche´ per semplici aggregati di caratteristiche (come avverrebbe nella
corteccia visiva primaria), sebbene non siano citate evidenze al riguardo.
I segnali elettrici cos`ı prodotti sarebbero inviati di nuovo ai livelli inferiori: poiche´
anche le cellule di questi livelli hanno una propria attivita` elettrica dipendente dai
dati sensoriali, l’incontro fra i due tipi di segnali risulta nella loro integrazione se
l’ipotesi percettiva combacia con le informazioni gia` raccolte dai livelli inferiori;
altrimenti, viene rinviato un segnale alle regioni piu` alte e il processo e` ripetuto
fino a selezionare l’ipotesi percettiva migliore, la piu` appropriata ai dati in ingresso
(ibid., p. 319).
Se necessario, l’ipotesi prevalente e` poi ritoccata tramite un algoritmo di ri-
lassamento [relaxation algorithm]. Esso permetterebbe di percepire anche oggetti
inconsueti e bizzarri, molto lontani da quelli percepiti nell’esperienza ordinaria: un
esempio e` la giraffa viola alata di Treisman (1998).
Viceversa, il rientro potrebbe essere superfluo nel caso di oggetti molto comuni
(ibid., p. 320). Ad ogni modo, compiuto questo processo di selezione, “segue la
percezione cosciente dello stimolo iniziale (ibid., p. 320)”, sebbene il passaggio a
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questa fase finale non sia chiarito nei dettagli.
Affinche´ tanto gli oggetti quotidiani quanto quelli inusuali siano percepiti e` cru-
ciale la formazione di opportune ipotesi percettive (ad esempio per le giraffe e le ali
nel caso descritto sopra): Di Lollo suggerisce che esse siano costituite e conservate
nel tempo attraverso una forma di apprendimento hebbiano, ma questa al momento
rimane una congettura tutta da verificare.
L’autore non spiega che cosa succederebbe se l’algoritmo trovasse piu` ipotesi
altrettanto soddisfacenti; probabilmente avrebbe luogo il fenomeno della bistabilita`
percettiva. Il sistema descritto dall’autore assume poi che nella corteccia inferotem-
porale vi siano comunque ipotesi percettive, ma reputo che la varieta` delle esperienze
visive e l’alta precisione richiesta alle ipotesi stesse obbligherebbero a postularne un
gran numero. Questo pero` e` poco plausibile, proprio come accade per i modelli a
convergenza che immaginano specifici gruppi di cellule per ciascuna possibile com-
binazione di caratteristiche: si ripresenta cioe` il problema combinatorio della sez.
3.1.3.
Infine, sebbene si dichiari che un sistema di riconoscimento degli oggetti fondato
su questi principi non richieda alcuna forma di “binding” (ibid.,p. 319), a mio parere
risulta difficile interpretare il confronto tra ipotesi percettive e dati sensoriali se non
in termini di collegamento, questa volta inteso non piu` come collegamento percettivo
ma come “variable binding”, su cui cfr. sez. 2.1.3. In altre parole, il problema non
sarebbe dissolto ma soltanto ricondotto al suo caso piu` generale.
Per Di Lollo, nel dibattito corrente si possono individuare due tendenze: la pri-
ma ridefinisce il collegamento per tenere conto dei suoi diversi sotto-casi, ciascuno
dei quali avrebbe un suo meccanismo specifico e indipendente (riconoscendo cos`ı
che non esiste una soluzione generale al problema); la seconda interpreta il “bin-
ding problem” come un problema di riconoscimento di schemi [pattern recognition],
approdando a soluzioni non distanti da quella dell’autore.
Di Lollo (2012a) ha suscitato un certo dibattito. Wolfe (2012) replica che il
problema e` ben posto, in quanto e` un problema per il sistema visivo e per il cervello
in generale: si adotta cioe` il secondo senso di “binding problem” suggerito da Ro-
skies (1999) e Mashour (2004a). Anche ammettendo per ipotesi che il cervello non
segreghi l’analisi delle singole caratteristiche o dettagli di un’immagine attraverso
un’organizzazione rigidamente modulare, la difficolta` resta tutta intera.
Infatti, il cervello puo` percepire un numero limitato di oggetti per volta, e lo
fa selezionando attraverso l’attenzione un particolare “insieme di caratteristiche”
fra tanti, che Wolfe chiama “proto-oggetto”; gli altri insiemi di caratteristiche non
formano oggetti riconoscibili, ma quello selezionato dall’attenzione s`ı. Per chiarire
la propria tesi, egli si serve della figura riprodotta nella sez. 2.1.4 (fig. 2.1).
L’autore ripropone cioe` un modello di collegamento in cui il ruolo decisivo e`
ricoperto dal concetto di attenzione, il quale mi sembra pero` vessato dalle ambiguita`
di significato ed estensione a cui ho fatto cenno nella sez. 3.3.3. Il fatto che vi siano
“proto-oggetti” suggerisce l’esistenza di un’organizzazione pre-attentiva degli insiemi
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di caratteristiche, la quale dovrebbe essere portata a compimento dall’attenzione
stessa, ma la materia resta incerta.
Di Lollo (2012b) replica affermando che la fig. 2.2 mette in luce un problema
reale di riconoscimento degli oggetti, il quale non sarebbe tuttavia un problema
di collegamento. Egli infatti nega che l’attenzione debba riunire insiemi sparsi di
caratteristiche in oggetti veri e propri e ripropone la teoria descritta in Di Lollo
(2012a): in questo caso solo ulteriori verifiche sperimentali potranno dirimere la
controversia, posto di aver prima individuato una definizione soddisfacente per il
concetto di attenzione, che Di Lollo reputa “nebuloso”.
Holcombe e Clifford (2012) contestano alcune delle evidenze sperimentali elen-
cate da Di Lollo (2012a) a smentita della tradizionale organizzazione modulare del
cervello: la selettivita` congiunta per colore e forma non e` del tutto acclarata e so-
no state proposti modelli alternativi in cui il colore non e` processato insieme alla
“forma globale”, bens`ı all’orientamento locale (Holcombe e Clifford 2012, p. 402).
I due autori propongono a loro volta l’animazione che ho menzionato nella sez. 2.1
per ribadire l’esistenza e fondatezza del problema.
Di Lollo risponde a Holcombe e Clifford con una strategia analoga a quella seguita
per Wolfe: l’animazione di punti bianchi e neri segnala un problema di percezione
degli oggetti, anziche´ di collegamento fra caratteristiche primitive. Egli propone poi
di spiegare gli effetti prodotti dal filmato per mezzo del suo sistema a rientro:
– se i punti bianchi e neri si alternano lentamente, quando le ipotesi percettive
attivate dalla presentazione degli stimoli ritornano ai livelli inferiori della gerarchia
l’attivita` elettrica di questi ultimi (“schema di attivita` di basso livello”) non si e`
ancora modificata, e pertanto e` possibile correlare ipotesi e dati sensoriali in modo
corretto;
– se i punti bianchi e neri si alternano velocemente, quando le ipotesi percettive
ritornano ai livelli bassi della gerarchia i dati sensoriali e la corrispondente attivita`
elettrica sono gia` cambiati, impedendo cos`ı la correlazione appropriata; il risultato
finale sara` allora un percetto illusorio (Di Lollo 2012c, p. 403).
3.5 Approcci ibridi
Come si e` visto, una delle possibilita` contemplate da Di Lollo e` che ciascun sotto-
problema di collegamento abbia la propria soluzione, indipendente da tutte le altre.
In effetti, se si riuniscono tutte le proposte esaminate finora si osserva che poche
(almeno nella loro formulazione originale) sono cos`ı generali da comprendere tutti i
casi descritti nella sez. 2, come mostra la tabella nella prossima pagina.
Come si vede, nei livelli piu` generali di descrizione del problema prevale un
particolare tipo di soluzione: modelli a sincronia per il collegamento inteso come
integrazione nervosa, modelli a convergenza per il collegamento di variabile. Le
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Tabella 3.2: Proposte di soluzione nei diversi livelli descrittivi del problema
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proposte per il collegamento inteso come rappresentazione sensoriale unitaria sono
invece molto variegate, da quelle piu` conservatrici a quelle piu` radicali che negano
l’esistenza stessa del “binding problem”, ma sembrano godere del consenso piu` largo
i modelli che postulano un ruolo decisivo per l’attenzione.
Si potrebbe concludere che questa differenza nelle proposte di soluzione riflette
una differenza di problemi. In tal caso gli autori non hanno sviluppato teorie con-
correnti, ma complementari: a ciascun livello descrittivo corrispondera` un tipo di
approccio piu` consono (attentivo per il collegamento sensoriale, sincronico per l’in-
tegrazione nervosa, convergente per il “variable binding”). Scomposto il problema
originale, ciascun sotto-problema distinto avrebbe cos`ı la propria spiegazione.
Tuttavia io reputo che le vere cause che hanno portato a modelli distinti siano
altre:
– da un lato le diverse tradizioni di ricerca spesso fanno propendere verso una
soluzione per fedelta` a un certo linguaggio disciplinare e a una certa scuola di pen-
siero (cos`ı gli informatici sono tutti inclini a modelli convergenti, medici e psicologi
ricorrono quasi sempre all’attenzione);
– dall’altro, nel caso del collegamento sensoriale la maggior abbondanza di da-
ti sperimentali ha portato a numerose spiegazioni alternative fra loro, che si
escludono a vicenda anziche´ integrarsi.
Questo porta a ritenere che scomporre il problema non sia la strategia migliore:
infatti le distinzioni di scuola sono convenzionali e possono scomparire con la nascita
di un linguaggio unificato per descrivere il problema (cfr. cap. 5), mentre al crescere
delle evidenze sperimentali anche i due livelli descrittivi piu` astratti del collegamento
(integrazione nervosa e “variable binding” vedranno con ogni probabilita` la nascita
di un’attiva competizione fra modelli anche molto diversi, come e` gia` accaduto per
il collegamento sensoriale.
D’altra parte, posto che si tratti di un solo problema con diversi livelli di descri-
zione (come ho cercato di sostenere dalla sez. 2.1 in poi) la ricerca di un approccio
unitario resta consigliabile anche per ragioni di economia. Gli argomenti di Merker
(2013) (cfr. sez. 3.2.3) suggeriscono con forza che qualsiasi proposta di soluzione,
anche sincronica, debba individuare un supporto anatomico preciso che svolga le
operazioni di collegamento, attraverso connessioni convergenti o divergenti.
Nel cervello l’integrazione dei segnali elettrici e chimici ha bisogno di un supporto
materiale ineludibile: gli assoni e i dendriti dei neuroni che lo compongono, sebbene
a tratti i sostenitori dei modelli sincronici si siano allontanati da questo principio
postulando meccanismi d’integrazione del tutto diversi (e in larga parte da chiarire),
la cui diversita` rispetto alle connessioni corticali stabili previste negli altri approcci
e` esplicita (cfr. Merker 2013, p. 411).
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E` probabile che le oscillazioni gamma in quanto tali non intervengano diretta-
mente nelle operazioni di collegamento. Resta pero` la possibilita` che la sincronia
dell’attivita` elettrica di cellule diverse, avvantaggiando l’integrazione dei segnali
elettrici (com’e` ormai riconosciuto), favorisca la formazione di percetti unitari.
L’importanza della sincronia sarebbe allora considerevole soprattutto nei primi
anni di vita, quando le connessioni nel sistema visivo sono ancora imperfette e
molto plastiche. In effetti vi sono evidenze che il collegamento e` un problema di non
facilissima soluzione per il cervello dei bambini (come si e` visto nella sez. 2.2) e –
soprattutto– la simultaneita` delle risposte e` un principio cardine dell’apprendimento
hebbiano.
Si puo` allora concepire una soluzione ibrida in cui lo sviluppo di connes-
sioni anatomiche convergenti e` influenzato dalla sincronia; oppure si puo`
immaginare che la sincronia intervenga anche nel sistema visivo maturo, come sug-
gerisce Scholz (2001). Fra le diverse soluzioni considerate egli include anche quella
che chiama “strategia della doppia codifica”:
1. “specifiche unita` di collegamento” rappresentano “congiunzioni stereotipate e
frequenti di caratteristiche [...], poiche´ questa strategia e` piu` veloce e meno
influenzata da errori di collegamento”;
2. “codici di popolazione”, cioe` gruppi di neuroni associati in modo tempora-
neo o stabile, rappresenterebbero invece le “meta-congiunzioni [sic]”, cioe` le
combinazioni rare o bizzarre di congiunzioni stereotipate e frequenti alle quali
(per l’enorme numero di combinazioni possibili) non sono riservate specifiche
“unita` di collegamento” (ibid., p. 6).
In particolare, la sincronia fra diverse “unita` di collegamento” facilita l’integra-
zione dei loro segnali e ne accresce la salienza: questo renderebbe a sua volta piu`
probabile la loro “valutazione congiunta (collegamento)” nei livelli piu` alti della ge-
rarchia di aree corticali che ricevono quei segnali (se necessario iterando il processo)
(ibid., p. 6).
Peraltro, credo che anche questo approccio eclettico presenti qualche difficolta`:
bisognerebbe individuare in modo accurato le “congiunzioni stereotipate e frequenti
di caratteristiche” e misurare (con opportune simulazioni di reti neurali al calcola-
tore) l’effettivo vantaggio di velocita` e precisione delle “specifiche unita` di collega-
mento” sui “codici di popolazione”. Solo ulteriori indagini sperimentali potranno
confermare o smentire la plausibilita` di questo ulteriore modello.
Il fatto che i vantaggi della sincronia siano implementabili solo per mezzo di
connessioni anatomiche del tipo previsto dai modelli a convergenza e che sia possibile
elaborare approcci ibridi a prima vista non contraddittori rafforzano a mio parere
la tesi che vi sia un solo problema del collegamento, articolato in tre diversi livelli
di descrizione come ho cercato di sostenere dalla sez. 2 in poi, anziche´ piu` problemi
distinti come per Di Lollo (2012a).
Capitolo 4
Filosofia e logica del
collegamento
In quest’ultimo capitolo vorrei ricapitolare e approfondire il legame fra il problema
del collegamento, nei suoi tre livelli di descrizione, e la ricerca in filosofia – partico-
larmente negli ambiti di filosofia della percezione, filosofia della mente e logica – a
partire dagli accenni che sono stati fatti nei capitoli 1-3. Mi piacerebbe esaminare
il legame in entrambe le direzioni: infatti
–da un lato occorre mettere in luce le assunzioni filosofiche di buona parte della
letteratura che si occupa del “binding problem”, esaminandone la plausibilita` e
cercando di approfondirne le conseguenze;
–dall’altro bisogna comprendere se il problema in quanto tale e le proposte di solu-
zione ampliano e arricchiscono il dibattito filosofico, sollevando difficolta` per alcune
posizioni, rafforzandone altre o suggerendo nuovi sviluppi.
Nella sez. 4.1 cerchero` di affrontare due problemi: da un lato lo scarto fra
l’analisi sperimentale delle percezioni unificate e coerenti (collegamento sensoria-
le: cfr. sez. 2.1) e i cosiddetti resoconti soggettivi delle percezioni stesse, che
secondo alcuni sarebbero dotati di proprieta` peculiari chiamate qualia ; dall’altro il
divario fra il concetto di “rappresentazione” usato in neuroscienze e quello og-
gi prevalente in filosofia della percezione. Descrivero` in seguito un’obiezione che e`
possibile formulare sulla base del “binding problem” contro una teoria corrente in
filosofia della percezione, la cosiddetta “teoria avverbiale”.
Vorrei poi esaminare nella sez. 4.2 il rapporto fra la nozione di “unita` del-
l’esperienza” o “unita` della coscienza” usata da alcuni teorici del collegamento
integrativo (cfr. sez. 2.2) e quella di “unita` dell’appercezione” (formulata da
Kant) che secondo Mashour (2004a, b, 2008) ne sarebbe il corrispettivo filosofico.
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Dedichero` quindi la sez. 4.3 al contributo che una disciplina filosofica in parti-
colare, la logica, puo` fornire alla comprensione del problema del collegamento, con
speciale riguardo al legame fra logica, probabilita` e informazioni sensoriali
che ha portato alcuni autori a intendere la percezione come una forma di inferenza
bayesiana. Presentero` infine le mie conclusioni e alcuni possibili sviluppi futuri
nella sez. 4.4.
4.1 Qualia e rappresentazioni
4.1.1 Collegamento e “carattere fenomenico”
Come si e` visto, il punto di partenza di tutte le indagini che descrivono il collega-
mento come rappresentazione sensoriale unitaria (cfr. sez. 2.1) e` duplice.
• In primo luogo vi e` il fatto che gli esseri umani, nella vita di tutti i giorni,
hanno l’impressione di vivere in un ambiente di cui colgono piu` aspetti in
contemporanea attraverso la vista, l’udito e gli altri sensi. Indichero` questi
diversi aspetti ambientali con il generico termine di proprieta`, e indichero` con
percetto ciascun particolare insieme d’informazioni estratto dall’ambiente per
mezzo di uno o piu` sistemi sensoriali.
Ad esempio, per mezzo della vista gli esseri umani ottengono informazioni
su proprieta` che hanno chiamato “colore”, “forma”, “profondita`” e cos`ı via;
qualcosa di analogo accade per l’udito (“frequenza”, “intensita`”, ecc.) e per
gli altri sensi. Queste proprieta` di solito non sono percepite in modo contrad-
dittorio e neppure isolato: sono percepite come parte di insiemi piu` ampi e
coerenti che prendono il nome di “oggetti” (senza indagare in questa sede se
gli oggetti siano soltanto la somma delle loro proprieta` oppure no). Chiamero`
scenario un insieme coerente di oggetti, che a sua volta puo` essere percepito
al pari dei suoi elementi costitutivi.
• In secondo luogo, tutte le evidenze sperimentali finora esaminate mostrano
una stretta correlazione fra la presentazione di certi tipi di stimoli (concepiti
come mezzo per isolare una data proprieta`) e un certo tipo di attivita` elettrica
e chimica in un particolare sistema sensoriale dell’Uomo e di altri animali:
la corrispondenza e` cos`ı stretta che si puo` parlare ad esempio di cellule nel
sistema visisvo che “codificano” le informazioni sul colore, la forma, ecc.
A molti autori e` parso allora naturale supporre che la percezione di oggetti o
scenari (1.) dovesse esibire una correlazione analoga a quella indicata da (2.) per
le singole proprieta`: in altre parole, a stimoli che non isolano ma integrano diverse
proprieta` deve corrispondere un ulteriore, peculiare insieme di segnali chimici ed
elettrici nel cervello (siano essi convergenti, sincronici, ecc.): trovarlo significherebbe
risolvere il problema del collegamento. Da qui in avanti chiamero` stato cerebrale la
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configurazione dell’attivita` elettrica e chimica del cervello in un certo intervallo di
tempo.
Ebbene, vorrei riassumere la posizione di questi autori affermando che a ciascun
percetto (di una proprieta`, di un oggetto, di uno scenario) deve corrispondere un
particolare stato cerebrale, che e` tradizionalmente designato con il nome di correlato
neurale. Ottengo cos`ı la seguente
Tesi della correlazione percettiva (TCP) Ciascun percetto e` accompagnato da
un particolare correlato neurale.
L’esistenza stessa del problema del collegamento mostra che non e` stato ancora
identificato un correlato neurale inequivocabile per i percetti di oggetti interi e sce-
nari. A rigore si potrebbe sostenere una tesi piu` conservatrice di TCP e affermare
che i percetti di oggetti interi o scenari non sono accompagnati da un correlato neu-
rale, ma sono di natura del tutto diversa dai percetti di singole proprieta`: cerchero`
di occuparmene piu` avanti. Ad ogni modo, tutta la letteratura neuroscientifica sul
“binding problem” che ho potuto esaminare accetta implicitamente TCP.
TCP puo` essere interpretata in almeno due modi. Nel primo caso si intende che
ciascun percetto e` soltanto accompagnato da un correlato neurale, ma percetti e
correlati restano distinti sia concettualmente che di fatto; TCP diventa allora una
Tesi della separazione percettiva (TSP) Ciascun percetto e` accompagnato da
un particolare correlato neurale e ciascun percetto e` distinto dal suo correlato
neurale.
Nel secondo caso si intende che ciascun percetto e` un particolare correlato
neurale; TCP e` quindi riformulata come
Tesi della riduzione percettiva (TRIP) Ciascun percetto e` un particolare sta-
to cerebrale [stato cerebrale e non correlato neurale, perche´ vi e` una vera e propria
identificazione].
Tanto TSP quanto TRIP possono essere generalizzate. In particolare si puo`
ritenere che non solo i percetti, ma qualunque altro aspetto della “attivita` mentale”
degli uomini o di altri esseri senzienti sia accompagnato da correlati neurali: giudizi,
umori, ecc., che riuniro` sotto termine di stati mentali (in cui rientrano come caso
particolare anche i percetti). Da TSP si arriva cos`ı alla
Tesi della separazione (TS) Ciascuno stato mentale e` accompagnato da un par-
ticolare correlato neurale e ciascuno stato mentale e` distinto dal suo correlato neu-
rale.
Viceversa, in modo del tutto analogo da TRIP si giunge alla
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Tesi della riduzione o tesi dell’identita` (TI) Ciascuno stato mentale e` un par-
ticolare stato cerebrale.
L’espressione tesi dell’identita` e` comune in filosofia della mente e da qui in avanti
mi atterro` a quest’uso tradizionale.
Per definizione, TI implica TRIP (ma non viceversa) e TS implica TSP (ma non
viceversa); dunque se TRIP e` falsa, allora TI e` falsa e se TS e` falsa, allora TSP
e` falsa. Cercare di mostrare che TSP e` falsa (che TRIP e` falsa) diventa allora un
modo per mostrare che TS e` falsa (che TI e` falsa). TRIP e TSP sono incompatibili
fra loro: se una e` vera l’altra e` falsa e viceversa, dunque le obiezioni mosse a una
delle due sono altrettanti argomenti a sostegno dell’altra.
Le due tesi generali dell’identita` e della separazione sono spesso dibattute in
filosofia della mente, ma non di rado la varieta` dei fenomeni considerati e la difficolta`
di trovarne una descrizione soddisfacente ostacolano l’indagine e il confronto fra
posizioni diverse.
Poter ridurre la discussione da TI e TS a TRIP e TSP presenta invece il van-
taggio di limitarsi a un argomento piu` circoscritto, approfittando delle evidenze
sperimentali e delle riflessioni teoriche sul problema del collegamento viste finora; le
conseguenze investono pero` il dibattito nella sua generalita`.
Per questo motivo cerchero` ora di esaminare alcune difficolta` che potrebbe in-
contrare chi sostiene la tesi della separazione percettiva (TSP). Posto che i percetti
non sono semplicemente particolari configurazioni dell’attivita` elettrica e chimica
del cervello in un certo intervallo di tempo, quale sarebbe la loro natura?
Buona parte della letteratura contemporanea in filosofia della percezione asseri-
sce in generale che i percetti di qualunque modalita` sensoriale hanno un carattere
soggettivo, o come si dice un carattere fenomenico [phenomenal character ]. Per
comprendere che cosa s’intenda di preciso con questa espressione occorre fissare il
significato di alcuni termini correnti nella filosofia della percezione.
Per gli scopi attuali, seguendo Wilson (2013) chiamero` esperienza percettiva qual-
siasi episodio in cui un soggetto individuale fa uso della vista, dell’udito o di qualsiasi
altra modalita` sensoriale per una certa durata di tempo ben delimitata (cfr. Wilson
2013, p. 3).
Ogni esperienza percettiva ha un contenuto: per alcuni filosofi esso e` una “rap-
presentazione” di uno scenario, per altri e` l’insieme degli oggetti percepiti, cioe` lo
scenario stesso. Il carattere fenomenico e` allora per Wilson un particolare aspetto
soggettivo di ciascuna esperienza percettiva, aspetto che “fa parte (o puo` far parte)
dello stato cosciente del soggetto considerato”.
L’esistenza del carattere fenomenico sarebbe “intuitivamente evidente”: gli esseri
umani in genere avvertono una differenza fra la visione di un pomodoro rosso e quella
di uno verde, fra la sensazione al tatto di una superficie ruvida e quella di una liscia
e cos`ı via; cio` che distingue un’esperienza percettiva dall’altra sarebbe proprio il
suo peculiare carattere fenomenico (ibid., p. 5). Tye (2013) cita episodi del tutto
analoghi e conclude che “il carattere fenomenico di un’esperienza e` cio` che si prova
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[what it is like] soggettivamente a passare attraverso l’esperienza [stessa] (Tye 2013,
sez. 1)”.
Wilson (2013, p. 5) riconosce che malgrado la sua presunta evidenza intuitiva la
nozione di “carattere fenomenico” e` molto controversa: ci sono definizioni alternative
a quella vista sopra? Il carattere fenomenico spiega fenomeni che non possono essere
spiegati dalla neurofisiologia? E` ragionevole supporre che un’esperienza percettiva
abbia una qualita` (il carattere fenomenico) distinta da quelle del suo contenuto?
Malgrado questi interrogativi non abbiano ancora ricevuto una risposta che rac-
colga il consenso di tutti, nelle analisi filosofiche della percezione e` comune assumere
che i caratteri fenomenici esistano e che forniscano la base per un’ipotesi ancora piu`
audace.
Secondo Tye (2013), quando qualcuno dirige la propria attenzione sul carattere
fenomenico di un’esperienza vissuta in prima persona, nel farlo scopre di essere
consapevole di certe “qualita`” a cui si puo` accedere per via di “introspezione”,
qualita` che “nel loro insieme costituiscono il carattere fenomenico dell’esperienza e
che sono chiamate qualia (singolare quale) (ibid., sez. 1)”.
Tye da` conto di usi piu` specializzati di questo vocabolo, ma afferma che molti
filosofi contemporanei ritengono i qualia caratteristiche intrinseche delle esperienze
percettive, caratteristiche che
a) sono accessibili all’introspezione;
b) possono variare senza nessuna variazione nei contenuti delle esperienze;
c) sono controparti mentali di qualche proprieta` “direttamente” percepibile; per
esempio, nel caso delle esperienze visive i qualia sono controparti mentali di
qualche proprieta` “direttamente” visibile, come il colore;
d) solo i soli determinanti del carattere fenomenico delle esperienze (cfr. [ibid.,
sez. 1]).
[a]-[d] descrivono cio` che contrassegna i qualia, senza specificare se la loro natura
e` fisica, cioe` sono riducibili a stati cerebrali (in accordo con TI) o non-fisica (in
accordo con TS), o altro ancora. Poiche´ in questa sezione vorrei esaminare alcune
difficolta` di TSP, nel seguito assumero` che in accordo con TSP i qualia non abbiano
natura fisica e riformulero` cos`ı la tesi della separazione percettiva:
Tesi della separazione percettiva* (TSP*) Ciascun percetto e` accompagnato
da un particolare correlato neurale e ciascun percetto e` un quale distinto dal suo
correlato neurale.
Di seguito presento tre potenziali difficolta` che secondo me incontrano i sosteni-
tori della tesi della separazione percettiva.
I. Non e` chiaro che cosa s’intenda di preciso per “introspezione”: Wil-
son (2013, p. 5) per esempio la caratterizza come “riflessione in prima persona
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intorno all’esperienza, senza stabilire in anticipo la natura o i processi coinvolti
nell’auto-riflessione”.
Egli esclude in ogni caso che si tratti di una “facolta`” per ottenere da se´ infor-
mazioni sui contenuti delle proprie esperienze; ma se l’introspezione non e` altro che
un’attivita` (riflettere sulle proprie esperienze, appunto), la grande varieta` dei sog-
getti che la praticano e delle circostanze in cui e` praticata suggerisce che due persone
diverse (o la stessa persona in tempi diversi) avranno “introspezioni” diverse: che
cosa assicura allora che le “qualita`” scoperte siano un’acquisizione stabile e comune
a tutti i soggetti?
II. Nella condizione [c] si parla di qualita` direttamente percepibili: l’esempio
scelto pero` non contribuisce a chiarire il senso dell’avverbio, dal momento che il co-
lore e` avvertito in modo consapevole (conscio) solo in congiunzione con altre qualita`,
come la forma, come attestano proprio la letteratura sul collegamento e l’esistenza
del problema stesso. Si noti che tanto per Tye (2013) quanto per Wilson (2013) e`
indispensabile che le esperienze considerate siano consapevoli, perche´ altrimenti non
sarebbe possibile accorgersi introspettivamente dei qualia.
Questo pero` confligge con le evidenze sul problema del collegamento: ad esem-
pio non siamo consapevoli del ‘rosso’ isolato da tutto il resto, ma solo di oggetti
rossi gia` unificati e coerenti. La percezione del colore rosso separato da ogni altra
informazione visiva non e` consapevole, perche´ avviene a uno stadio di analisi delle
informazioni visive anteriore al collegamento.
Pertanto, ricorrere all’attenzione per diventare consapevoli dei qualia rischia di
essere fuorviante: infatti si e` visto (sez. 3) che l’attenzione al piu` collega le diverse
caratteristiche anziche´ separarle; il colore rosso puo` essere separato dal suo scenario
solo per mezzo di un processo di astrazione.
In altre parole, le caratteristiche [a] e [c] mi sembrano incompatibili fra
loro: le proprieta` “direttamente percepibili” non sono avvertite in modo consapevole
l’una separatamente dall’altra, ma le loro supposte controparti mentali dovrebbero
esserlo. Si avrebbe cioe` consapevolezza di cio` che non puo` essere consapevole, il che
e` assurdo.
III. E` interessante notare che molte esperienze citate da Tye e Wilson a soste-
gno dell’esistenza dei qualia sono in effetti esperienze di collegamento fra diverse
proprieta` integrate fra loro: fissare in modo consapevole [stare] un campione di “lu-
minoso color turchese” e un campione di “opaco color marrone” (Tye 2013, sez. 1),
guardare un pomodoro rosso o uno verde, toccare una superficie liscia o ruvida (Wil-
son 2013, p. 5) o addirittura “annusare l’aria di mare” o “maneggiare una pelliccia”
(Tye 2013, sez. 2).
Tutte queste esperienze richiedono il collegamento fra molte proprieta` che si
combinano fra loro; per [a] e [c] occorre postulare che ciascuna di queste proprieta`
abbia una controparte mentale consapevole (un quale) che deve combinarsi con tutte
le altre per dare origine (secondo [d]) al “carattere fenomenico” dell’esperienza nel
suo complesso.
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Pertanto, se le proprieta` come il colore, la forma ecc. fossero avvertite in modo
consapevole e valesse TSP*, per ottenere la percezione cosciente di un singolo oggetto
unificato dovrebbero avere luogo due processi di collegamento:
– il cervello attraverso mezzi puramente fisici (attivita` elettrica e chimica) dovrebbe
collegare le informazioni processate dalle singole aree sensoriali;
– qualcos’altro(una mente incorporea?) attraverso mezzi non-fisici dovrebbe colle-
gare ciascuna esperienza cosciente non-fisica di ogni singolo aspetto: ma allora un
essere umano avrebbe in qualche modo piu` “coscienze separate” da collegare, il che
di nuovo mi appare molto controintuitivo e privo di evidenze sperimentali.
Per sfuggire a queste obiezioni mantenendo in ogni caso una posizione affine
a TSP* si potrebbe dire che solo i percetti di interi oggetti o scenari sono qualia,
laddove i percetti di singoli aspetti di uno scenario sono puri e semplici stati cerebrali.
In questo caso, pero`, bisognerebbe spiegare com’e` possibile la transizione da
percetti inconsapevoli di singoli dettagli interamente spiegabili in termini neuro-
fisiologici a percetti consapevoli dotati di un carattere fenomenico, carattere che
a questo punto (contraddicendo [d]) non puo` derivare dall’integrazione dei singoli
qualia in un quale riferito all’oggetto o scenario percepito nella sua interezza, bens`ı
deve trarre origine da un processo interamente diverso e misterioso.
Questa sarebbe in effetti una nuova proposta di soluzione del “binding problem”,
una proposta che pero` concepirebbe il collegamento come un processo che nasce fisico
(un’opportuna attivita` elettrica e chimica del cervello) e con un brusco salto termina
in modo non-fisico, incorporeo: una spiegazione che non e` semplice ne´ economica e
rischia di complicare il problema anziche´ risolverlo.
4.1.2 Il concetto di rappresentazione
Nel corso dei capp. 2 e 3 si e` visto che, indipendentemente dal modello di
soluzione adottato, la letteratura sul problema del collegamento inteso nel senso della
sez. 2.1 descrive il risultato del collegamento come una “rappresentazione”. Di nuovo
occorre registrare una certa distanza fra l’uso di questa parola in neuroscienze e nella
filosofia della percezione. Wilson (2013) ad esempio cita come “casi paradigmatici”
di rappresentazione le fotografie, le mappe e il linguaggio verbale e afferma che
ognuna di esse in generale e` caratterizzata da:
1. Distinzione contenuto/veicolo: e` possibile distinguere fra il veicolo della
rappresentazione (ad es. la carta fotografica o lo schermo di un computer;
la carta su cui e` impressa la mappa; i proferimenti) e il contenuto della rap-
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presentazione (ad es. un’immagine; un territorio; i pensieri di chi parla o
scrive).
2. Capacita` di distorcere [misrepresent ]: il contenuto di una rappresentazione
ha una serie di condizioni di verita` C; se C sono soddisfatte il contenuto e`
accurato, se C non sono soddisfatte il contenuto e` inaccurato, cioe` distorto.
3. Veridicalita`: se il contenuto e` accurato la rappresentazione e` veridica, se il
contenuto e` inaccurato la rappresentazione e` falsidica [ibid., pp. 5-7].
Posto che la percezione sia una forma di rappresentazione, per Wilson di solito si
assume che il veicolo sia il sistema nervoso centrale (anche se non mancano proposte
che includono anche altri veicoli, come certe caratteristiche dell’ambiente fisico e
linguistico del soggetto percipiente).
Vi sono invece numerose controversie riguardo al contenuto delle percezioni, su
cui cfr. Siegel (2013) dove in ogni caso si afferma che il contenuto percettivo dev’es-
sere pensato come qualcosa di analogo al contenuto (informativo) di un’articolo di
giornale piu` che al contenuto (spaziale) di un mastello (ibid., sez. 2); in generale la
condizione che per molti autori contraddistingue il contenuto stesso e` proprio quella
di accuratezza e inaccuratezza nel senso visto sopra.
Veicolo e contenuto non sono indipendenti fra loro, in quanto l’uno si modifica in
funzione dell’altro, e viceversa: e` la cosiddetta covarianza di veicolo e contenuto di
una rappresentazione (Wilson 2013, p. 6). Per Wilson, l’attivita` nervosa puo` avere
una “corrispondenza” di questo tipo con “gli attributi percepibili di qualche oggetto
esterno”, ma “tale covarianza non e` comunque sufficiente per la rappresentazione [...]
dev’esserci anche la possibilita` di una rappresentazione distorta tale che il contenuto
rilevante possa essere o accurato o inaccurato (ibid., p. 7)”.
In generale, per l’autore l’attivita` elettrica e chimica dei neuroni in risposta a
stimoli esterni puo` essere al massimo un veicolo rappresentativo ma non una rappre-
sentazione in senso pieno: “tali schemi stimolo-risposta sono semplicemente tracce
causali di eventi e interazioni esterni che, sebbene possano trasportare informazione,
non formano una rappresentazione a meno che [siano] parte di un sistema inten-
sionale piu` complesso (ibid., p. 8; corsivi miei)”; l’attivita` neurale al piu` sarebbe
“correlata con le sue cause prossime o remote (ibid., p. 8)”.
Wilson ritiene che nella letteratura neuroscientifica “rappresentazione” sia in-
teso come puro sinonimo di “trasporto d’informazioni”, e pertanto in questi lavori
(che comprendono evidentemente quelli visti finora a proposito del collegamento)
non si potrebbe parlare di rappresentazione nel senso inteso da molti filosofi della
percezione, senso che dovrebbe fare appello alla “nozione filosofica di intenzionalita`
[...] [ossia] lo stato di essere diretti [directedness] verso qualche oggetto o proprieta`”
inclusi nel contenuto della rappresentazione stessa (ibid., p. 8).
Un sostenitore di TRIP potrebbe far notare che il concetto di intenzionalita`, assai
dibattuto e controverso, puo` essere sostituito ai fini dell’indagine presente con quello
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piu` neutrale di “attenzione”, che forse e` sufficiente a spiegare gli aspetti soggettivi
della percezione a cui si e` dato nome di “carattere fenomenico”. Gli stati cerebrali
rispettano la condizione 1. vista sopra, mentre 2. e 3. potrebbero essere riformulate
o abbandonate.
Infatti l’idea stessa di “condizioni di verita`” per i contenuti percettivi e “veri-
dicalita`” delle rappresentazioni tende a suggerire che vi sia un insieme di “oggetti
esterni”, per usare l’espressione di Wilson (p. 7), e che le rappresentazioni debbano
rispecchiarne fedelmente le caratteristiche, salvo aggiungere ai percetti un “carattere
fenomenico” del tutto peculiare e soggettivo.
Questo resoconto della percezione, piuttosto comune nell’odierno dibattito filo-
sofico (cfr. Siegel 2013, sez. 2), introduce pertanto due fratture misteriose: una fra
un postulato “mondo esterno” di oggetti percepibili e un postulato soggetto perci-
piente, e un’altra fra i gli aspetti oggettivi e quelli fenomenici che farebbero parte
dell’“esperienza percettiva” opportunamente “rappresentata”.
Non stupisce allora che la ricca attivita` cerebrale che presiede alla percezione
sia presentata come un semplice “trasporto d’informazioni”, un cieco “veicolo rap-
presentativo” capace di reagire soltanto agli stimoli (“schemi stimolo-risposta”, cfr.
sopra): questa pretesa passivita` trascina con se´ l’ipotesi che tutte le capacita` di
trasformazione ed elaborazione cosciente degli stimoli debbano essere trasferite al-
trove, nel “mondo mentale” privato contrapposto ai cosiddetti “oggetti pubblici”
(cfr. Siegel 2013, sez. 2.1, 3.1; Crane 2011, sez. 1.2, 2.1.1, 3.3).
Sebbene ne´ Wilson, ne´ Siegel, ne´ Crane considerino in modo esplicito il proble-
ma del collegamento, ritengo che le loro posizioni contrastino singolarmente con le
descrizioni del “binding problem” (sez. 2.1-2.3), con le evidenze sperimentali che
ne indicano l’esistenza (sez. 2.5) e con le diverse proposte di soluzione viste finora
(cap. 3).
In effetti, queste descrizioni, evidenze e proposte sono tutte quante tese a mettere
in luce il ruolo attivo dei neuroni, i quali non si limitano a ricevere informazioni dai
diversi sistemi sensoriali, bens`ı le rielaborano e le integrano nel modo di volta in
volta piu` conveniente per l’organismo. Forse allora “veicolo” e “contenuto” non
variano semplicemente insieme, ma si determinano a vicenda: cerchero` di parlarne
in modo piu` diffuso nella sez. 4.3.
Collegamento e teoria avverbiale
Il rapporto tra filosofia e neuroscienze e` bidirezionale: da un lato la filosofia
puo` chiarire alcune idee correnti in neuroscienze, dall’altro le neuroscienze posso-
no fornire contributi al dibattito filosofico. In particolare, un esempio di analisi
filosofica dell’attivita` percettiva che dovrebbe essere rivista alla luce degli studi sul
collegamento e` la cosiddetta “teoria avverbiale” della percezione.
Per i sostenitori della “teoria avverbiale” le qualita` percepite quando si esercitano
i sensi sono qualita` proprie dell’esperienza percettiva anziche´ di oggetti esterni a chi
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percepisce: poiche´ si tratta di “qualita` intrinseche fenomeniche”, cioe` qualia (Crane
2011, sez. 3.2), reputo che la teoria avverbiale sia una variante di TSP* (cfr. sopra,
p. 52).
Il fatto che i qualia siano proprieta` dell’esperienza percettiva e` espresso per mezzo
di opportuni avverbi: pertanto, “invece di descrivere un’esperienza come ‘l’atto di
percepire con la vista un quadrato marrone’ compiuto da qualcuno, la teoria afferma
che qualcuno sta ‘percependo con la vista marrona-mente e quadrata-mente’ (Crane
2011, sez. 3.2)”.
Questa astrusa convenzione linguistica da` il nome alla teoria e grazie ad essa si
puo` eliminare qualsiasi riferimento a pretesi “oggetti percepiti”: infatti per vedere
“marrona-mente” e “quadrata-mente” e` sufficiente un’opportuna esperienza e non e`
necessario che esista un oggetto fisico o mentale o di altro tipo che e` letteralmente
marrone e quadrato (cfr. BonJour 2013, sez. 1.3).
Questo non implica che gli oggetti fisici non esistano; semplicemente, dato che
le esperienze percettive possono aver luogo anche in assenza di quegli oggetti (per
esempio durante un’allucinazione), la teoria avverbiale cerca di spiegare le percezioni
anche in quei casi in cui non c’e` un oggetto fisico a cui sia lecito riferirsi come causa
dell’esperienza in esame, e per questo introduce la convenzione appena vista (cfr.
Tye 1984, pp. 196-197, nota 3).
Crane (2011, sez. 3.2.2) riporta un’obiezione classica alla teoria avverbiale, obie-
zione che a mio giudizio e` a tutti gli effetti un’istanza del “binding problem”. Se
una persona percepisce in modo simultaneo un quadrato marrone e un triangolo
verde (esperienza E1), allora per la teoria avverbiale egli ‘percepisce marrona-mente
e quadrata-mente e verde-mente e triangolar-mente’.
Questa descrizione di E1 e` pero` ugualmente compatibile con un’altra esperien-
za percettiva: quella in cui la persona considerata percepisce invece un quadrato
verde e un triangolo marrone (esperienza E2). La teoria pertanto non permette di
distinguere E1 e E2, in quanto le descrive con gli stessi termini.
Per Crane, la difficolta` consiste nel fatto che occorre una descrizione in cui il quale
associato al colore marrone si combina con il quale associato alla forma quadrata,
e analogamente il quale associato al colore verde si combina con il quale associato
alla forma triangolare. Ma eseguire questa descrizione senza mai fare riferimento a
oggetti verdi, marroni, quadrati o triangolari oppure a un “campo visivo con una
struttura spaziale (ibid.)” sembra molto difficile.
L’obiezione riferita da Crane presenta a tutti gli effetti un caso del problema
del collegamento, quello descritto da Hayworth (2012) (cfr. sopra, sez. 2.2). Tye
(1984, pp. 218-219) cerca di contrastare l’obiezione fornendo un proprio resoconto
di quello che oggi sarebbe chiamato collegamento nel senso di Hayworth (2012),
resoconto compatibile con la teoria avverbiale.
A questo scopo egli introduce una funzione binaria (‘coincidenza’, abbreviato in
Coin) che presi due avverbi restituisce un avverbio composto; nell’esempio appena
visto, presi ‘marrona-mente’ e ‘quadrata-mente’ Coin restituisce l’avverbio compo-
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sto ‘marrona-mente coincidente con quadrata-mente’ e lo stesso per ‘verde-mente’ e
‘triangolar-mente’.
Per Tye questa e` la “funzione che e` tipicamente operativa in casi di sensazione
che riguardano soggetti percipienti normali, come risultato del fatto che quei soggetti
percipienti vedono, in circostanze ordinarie, un oggetto fisico reale” che e` tanto verde
(marrone) quanto triangolare (quadrato) (cfr. ibid., p. 218; corsivi miei).
A mio giudizio, l’appello a condizioni tipiche e soggetti normali sembra presup-
porre che i qualia di piu` soggetti percipienti siano confrontabili al punto da poterne
estrarre le caratteristiche stereotipate comuni alle esperienze percettive di molte
persone. Questo confronto e` pero` ostacolato dal fatto che l’esistenza dei qualia e`
assicurata solo dall’introspezione soggettiva, sul cui uso e reale significato ho gia`
mosso qualche rilievo (cfr. sopra, sez. 4.1.1).
Al contrario, caratterizzare un insieme di circostanze ordinarie e osservatori tipici
sembra molto piu` naturale in un’analisi sperimentale del collegamento, che fa a meno
del “carattere fenomenico” e cerca di ottenere tramite opportune misure un modello
condiviso della percezione anziche´ un resoconto strettamente privato come quello
che sarebbe fornito dall’introspezione: cerchero` di approfondire questa differenza
nella sez. 4.2.
4.2 Unita` dell’esperienza e introspezione
4.2.1 Esperienza unitaria e consapevolezza: il caso di Kant
Chi descrive il collegamento come fenomeno d’integrazione fra l’attivita` di gruppi
di neuroni (reali o artificiali) per raggiungere una proprieta` globale (cfr. sez. 2.2)
indica spesso questo risultato conclusivo con il nome di “unita` dell’esperienza” o
“unita` della coscienza” (cfr. per esempio Mashour 2004a, p. 428; Mashour 2004b,
p. 29).
Questa nozione e` ricondotta da Mashour all’opera filosofica di Kant e in parti-
colare alla Critica della ragion pura, di cui Mashour (2008, p. 207) cita un passo
tratto dalla prima edizione, in seguito soppresso da Kant (Analitica dei concetti,
cap. II, sez. 2); riporto di seguito la mia traduzione del testo tedesco.
Ora, in noi non puo` aver luogo nessuna conoscenza, nessun colle-
gamento e unita` di una [conoscenza] con l’altra senza quell’unita` della
coscienza che precede tutti i dati delle intuizioni, e solo in relazione
alla quale ogni rappresentazione di oggetti e` possibile. [...] poiche´ la
consapevolezza interiore (das Gemu¨th) non potrebbe pensare l’identita`
di se stessa nella molteplicita` delle proprie rappresentazioni, e pensarla
precisamente a priori, se non avesse sotto gli occhi l’identita` della pro-
pria azione, che sottopone ogni sintesi dell’apprensione (che e` empirica) a
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un’unita` trascendentale e rende possibile dapprincipio la loro connessione
secondo regole a priori (Kant 1781, A 107-108 (AA IV 81-82)1).
Per Mashour, questo passo testimonierebbe che Kant avrebbe concepito la “men-
te” come un insieme di varie facolta` distinte, integrate pero` fra loro da un “princi-
pio”: l’“unita` della coscienza che precede tutti i dati delle intuizioni” chiamata anche
(nella pagina successiva) unita` trascendentale dell’appercezione (ibid., A 108). Que-
sto principio e` parafrasato da Mashour come “unita` dell’esperienza”. Kant percio`
avrebbe sostenuto allo stesso tempo tre tesi:
1. la mente si articola in facolta` distinte e adatte a percepire ciascuna un diverso
aspetto del mondo;
2. una percezione ha significato solo se le sue qualita` distinte sono riunite in una
singola esperienza;
3. dev’esserci un “meccanismo in virtu` del quale i diversi e complessi processi
della mente sono sintetizzati per generare una singola percezione” (Mashour
2006, pp. 976-977).
Per intendere il significato del brano citato da Mashour e discutere l’interpreta-
zione che egli ne offre bisogna precisare il significato di alcune parole. Kant indica
con rappresentazione quello che oggi verrebbe chiamato contenuto di un qualsiasi
stato mentale; essa e` un genere articolato in diverse specie.
In particolare la rappresentazione puo` venire accompagnata o meno dalla coscien-
za: se e` una rappresentazione cosciente il suo nome e` percezione. Una percezione
relativa solo al soggetto percipiente (in quanto e` solo una modifica del suo stato)
viene chiamata sensazione; una percezione relativa a un oggetto viene chiamata
conoscenza.
Una conoscenza e` poi un’intuizione oppure un concetto: un’intuizione se si
riferisce immediatamente a un oggetto ed e` singola, un concetto se si riferisce me-
diatamente a un oggetto per mezzo di una caratteristica che puo` condividere con
altri oggetti (Kant 1781, A 320, B 376-377).
Tanto le intuizioni quanto i concetti possono essere empirici o puri : intuizioni
empiriche e concetti empirici sono conoscenze ricavate dall’esperienza, intuizioni
pure e concetti puri sono conoscenze indipendenti dall’esperienza, cioe` a priori.
Un’intuizione contiene una molteplicita` di dati non organizzati; questi ultimi
sono distinguibili l’uno dall’altro solo se ciascuno di essi occorre in un diverso istante
all’interno della medesima sequenza temporale. Com’e` possibile distinguerli, cos`ı e`
possibile unirli: l’operazione che esaminando e raccogliendo insieme la molteplicita`
1Convenzionalmente la lettera A indica la prima edizione della Critica della ragion pura (1781),
la lettera B la seconda (1787). Il testo che ho seguito e` quello dell’Akademie Ausgabe (AA), vol.
IV, p. 81-82.
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dei dati produce un’unica intuizione si chiama sintesi dell’apprensione (Kant
1781, A 99).
Un oggetto puo` essere pensato con un’intuizione anche se non e` presente ai sensi:
la capacita` che permette di fare questo prende il nome di immaginazione (ibid., B
151). Quando due rappresentazioni seguono l’una all’altra esse diventano associate,
cos`ı che la prima richiama la seconda in una sequenza ordinata in accordo a una
regola fissa, o viceversa: e` questa la legge empirica della riproduzione. Ebbene,
l’immaginazione richiama o meglio riproduce quelle rappresentazioni anche quando
gli oggetti a cui esse si riferiscono non ci sono piu`, cioe` compie una sintesi della
riproduzione.
Le rappresentazioni qui considerate si riferiscono a oggetti dell’intuizione em-
pirica, chiamati apparenze (ibid., A 20, B 34). Per Kant, l’esistenza della leg-
ge empirica della riproduzione presuppone che la regola fissa a cui soggiacciono le
rappresentazioni governi anche le apparenze: solo apparenze sequenziali e ordinate
possono dar luogo a rappresentazioni sequenziali e ordinate. Si parlera` allora in
breve di riproducibilita` delle apparenze. Il fatto che le apparenze siano riproducibili
per mezzo dell’immaginazione sarebbe poi il presupposto dell’esperienza in quanto
tale.
Infatti chi ad esempio finge nel pensiero di disegnare una linea deve apprende-
re (nel senso tecnico appena visto) una dopo l’altra le varie rappresentazioni che
occorrono per svolgere il compito; ma se egli dimenticasse le rappresentazioni prece-
denti, vale a dire i tratti della linea gia` disegnati, e non fosse in grado di riprodurli
nell’immaginazione mentre procede nel disegno, non potrebbe ottenere una rappre-
sentazione completa della linea. Sintesi dell’apprensione e sintesi della riproduzione
sono pertanto collegate “inseparabilmente” (ibid., A 102).
D’altra parte, per essere utile la sintesi della riproduzione deve venire accompa-
gnata dalla coscienza che la rappresentazione appresa all’istante t e quella riprodotta
all’istante t + 1 sono la stessa rappresentazione. In caso contrario, infatti, a ogni
istante corrisponderebbe una rappresentazione del tutto nuova; dunque una molte-
plicita` di dati non organizzati non costituirebbe mai un “intero” (ein Ganzes), vale
a dire un concetto o un’intuizione, poiche´ questo intero “sarebbe privo dell’unita`
che solo la coscienza puo` procurargli (ibid., A 103)”.
La coscienza (cioe` la consapevolezza delle rappresentazioni) secondo Kant e` pro-
prio cio` che “congiunge la molteplicita` a poco a poco intuita, e poi anche riprodotta,
in una rappresentazione [ibid., A 103]”. Sebbene a volte essa sia cos`ı debole da esse-
re riferita solo al contenuto della rappresentazione e non alla sua generazione, essa
nondimeno accompagna tutte le fasi della sintesi dei dati di partenza in un “intero”
e in particolare permette di riconoscere l’identita` di rappresentazioni successive nel
tempo. Per questo si parla di sintesi del riconoscimento in un concetto.
In definitiva, noi conosciamo un oggetto quando abbiamo compiuto tre processi
di unificazione, cioe` di sintesi:
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1. produciamo un’unica intuizione esaminando e raccogliendo insieme una mol-
teplicita` di dati (sintesi dell’apprensione);
2. siamo in grado di riprodurre tramite l’immaginazione quella molteplicita`, uni-
ficata in una rappresentazione, anche quando l’oggetto a cui si riferisce la
rappresentazione e` assente (sintesi della riproduzione);
3. siamo consapevoli che piu` rappresentazioni si riferiscono a un solo oggetto e
formano pertanto un’unica conoscenza, grazie alla quale riconosciamo l’oggetto
in diversi istanti temporali (sintesi del riconoscimento).
Per 3. la coscienza fa s`ı che possiamo conoscere gli oggetti a cui le rappresentazio-
ni si riferiscono; ora, secondo Kant gli oggetti dell’intuizione empirica, cioe` le appa-
renze, sono a loro volta solo “rappresentazioni sensibili che in quanto tali non devono
essere considerate come oggetti (al di fuori della capacita` di rappresentazione) (ibid.,
A 104)”.
Gli oggetti allora dovranno essere intesi come “qualcosa che dev’essere distinto
da tutte le nostre rappresentazioni”. Essi sono paragonabili a delle incognite, poiche´
e` impossibile conoscerli al di fuori di quel che possiamo sapere di essi attraverso le
rappresentazioni (ibid., A 104).
Per Kant il legame fra rappresentazioni (particolarmente conoscenze) e oggetti
non e` arbitrario o casuale. Il pensiero della relazione fra le une e gli altri “porta con
se´ qualcosa di necessario”: un oggetto “viene considerato come cio` che impedisce che
le nostre conoscenze siano a casaccio [sic] o di qualsiasi tipo”. Grazie agli oggetti
le conoscenze sono invece “determinate a priori in un certo modo, poiche´, nella
misura in cui esse devono riferirsi a un oggetto, devono concordare fra loro in modo
necessario nel riferimento a questo [oggetto], cioe` devono possedere quell’unita` che
costituisce il concetto di un oggetto (ibid., A 104-105, corsivi miei)”.
L’unita` di una conoscenza e` allora l’insieme delle relazioni necessarie che ciascu-
na rappresentazione intrattiene con le altre rappresentazioni e con l’oggetto a cui si
riferisce. Essa e` resa necessaria dall’oggetto, ma non e` una proprieta` dell’oggetto
stesso. Infatti gli oggetti intesi come qualcosa di distinto da tutte le rappresenta-
zioni sono inconoscibili, e pertanto non e` possibile scoprire alcuna loro proprieta`.
Poiche´ non e` una proprieta` degli oggetti, per Kant si puo` concludere che l’unita` resa
necessaria dagli oggetti e` soltanto l’“unita` formale della coscienza nella sintesi della
molteplicita` delle rappresentazioni (ibid., A 105)”.
Secondo Kant a fondamento di ogni necessita` vi e` una condizione trascendentale:
una condizione a priori, indipendente dall’esperienza, che rende possibile l’esperien-
za stessa e in particolare la sintesi delle rappresentazioni riferite a un certo oggetto
in modo concorde e necessario, vale a dire la sintesi di tutti gli oggetti dell’espe-
rienza (siano essi colti attraverso l’intuizione o un concetto). Tale condizione e`
l’appercezione trascendentale, dove “appercezione” e` sinonimo di “coscienza”.
L’appercezione trascendentale dev’essere tenuta accuratamente distinta dalla co-
siddetta appercezione empirica o senso interno, cioe` la consapevolezza che una
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persona ha di se stessa attraverso la propriocezione (innere Wahrnehmung) (ibid.,
A 107). Il senso interno e` soggetto a continui cambiamenti, dunque non puo` fornire
quel fondamento necessario che e` invece presupposto da tutte le operazioni di sin-
tesi: “non puo` esserci nessun se´ stabile e permanente in questo flusso di apparenze
interne (ibid., A 107)”.
D’altra parte, il “se´ stabile e permanente” che l’unita` delle conoscenze ottenu-
te sinteticamente richiede come condizione e` proprio l’appercezione trascendentale,
detta anche unita` sintetica dell’appercezione: una coscienza unitaria che e` pura-
mente formale, cioe` priva di contenuto, poiche´ essa e` solo la condizione che rende
possibile ogni altra coscienza.
Si comprende dunque perche´ per Kant, nel passo citato da Mashour, “in noi non
puo` aver luogo nessuna conoscenza, nessun collegamento e unita` di una [conoscenza]
con l’altra senza quell’unita` della coscienza che precede tutti i dati delle intuizioni,
e solo in relazione alla quale ogni rappresentazione di oggetti e` possibile”. Questa
coscienza unitaria infatti “sottopone ogni sintesi dell’apprensione (che e` empirica) a
un’unita` trascendentale e rende possibile dapprincipio la loro connessione secondo
regole a priori”.
La ricostruzione fornita da Mashour (tesi 1.-3., v. sopra) dovrebbe essere per-
tanto precisata e integrata. Riguardo alla tesi 1., per Kant non vi e` una “mente”
nel senso usuale del termine: anche se la traduzione inglese usata da Mashour ren-
de das Gemu¨th con mind, il termine tedesco e` usato da Kant per indicare la sola
consapevolezza che una persona ha di se stessa.
D’altra parte Kant e` esplicito nel parlare di “due fonti basilari del Gemu¨th” da
cui scaturirebbero tutte le conoscenze. Queste due fonti sono:
• la sensibilita`, cioe` la capacita` di ricevere rappresentazioni con la quale “ci
viene dato un oggetto”;
• l’intelletto, vale a dire il potere di riconoscere l’oggetto che ci viene dato
attraverso la sensibilita`: esso e` il potere di pensare l’oggetto di un’intuizione
sensibile in relazione a ciascuna rappresentazione (ibid., A 50, B 74), potere
che culmina nell’unita` sintetica dell’appercezione (ibid., B 134).
In questo senso si puo` parlare di “facolta`” distinte l’una dall’altra e dotate di
oggetti diversi, ma il centro a cui si riferiscono (l’unita` sintetica dell’appercezio-
ne) e` puramente formale: non e` un’entita` dotata di contenuto proprio e capace di
esistere separatamente dal corpo, come invece s’intende spesso quando si parla di
“mente”. Del pari nella tesi 2. va precisato che non solo le percezioni, ma tutte le
rappresentazioni devono essere sintetiche per reclamare a buon diritto il loro nome.
Infine la tesi 3. parla di un “meccanismo” che presiederebbe alla sintesi dei vari
“processi mentali”; pero` si e` visto che un “meccanismo” puo` al massimo produrre
l’appercezione empirica, non quella trascendentale. Quest’ultima e` la condizione di
una sintesi necessaria di rappresentazioni, che in quanto necessaria per Kant non
puo` essere ricavata dall’esperienza.
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Su questo tema Kant si esprime in modo ancora piu` deciso nella seconda edizione
della Critica della ragion pura: qui egli dopo aver identificato sintesi e “collega-
mento (Verbindung, coniunctio)” afferma che il collegamento “non puo` mai
avvenire in noi attraverso i sensi [...] non possiamo rappresentarci come collegato
in un oggetto niente senza averlo in precedenza collegato noi stessi, e fra tutte le
rappresentazioni il collegamento e` l’unico che non puo` essere dato attraverso gli og-
getti, bens`ı eseguito solo dal soggetto stesso, poiche´ esso e` un atto della sua attivita`
spontanea (ibid., B 129-130)”.
L’obiettivo di Mashour era rintracciare un antecedente al problema del collega-
mento cos`ı com’e` inteso oggi, fondandosi su questo assunto: il problema di trovare
un principio che unifichi l’attivita` di “facolta` mentali” diverse (sensibilita` e intel-
letto) e` analogo a quello di trovare un principio che unifichi l’attivita` di “facolta`
cerebrali” distinte non solo per la loro funzione ma anche per la loro collocazione
spaziale (Mashour 2008, p. 207).
Come si e` visto, pero`, nel caso di Kant il collegamento e` una condizione necessa-
ria e a priori di qualsiasi esperienza; nel caso del “binding problem” (inteso, seguen-
do Mashour, come problema dell’integrazione nervosa: cfr. sez. 2.2) il collegamento
e` invece il risultato di un’esperienza descrivibile in termini puramente materiali.
Il carattere incerto e instabile di questo risultato si contrappone direttamente alla
necessita` che secondo Kant governa le relazioni fra diverse rappresentazioni e fra
ciascuna rappresentazione e l’oggetto a cui si riferisce.
D’altra parte Kant si oppone tanto a chi concepisce la mente come una sostanza
separata, capace di esistere senza il corpo e governata da leggi non-fisiche, quanto
a chi sostiene un analogo di TI (cfr. sopra): a questo tema egli dedica uno speci-
fico paragrafo della Critica, il secondo dei “Paralogismi della ragione” nella prima
edizione.
Ebbene, per Kant domandarsi se un essere pensante “in se´” (inteso quindi come
oggetto distinto da tutte le sue possibili rappresentazioni) e` materiale oppure no e`
semplicemente illegittimo, perche´ la domanda mette a confronto un oggetto vero e
proprio (un essere pensante) con una semplice apparenza (la materia). Chi accetta
le premesse epistemologiche di Kant deve concludere che TI e TSP sono entrambe
posizioni insostenibili, e dunque non puo` giovarsi degli argomenti a favore dell’una
o dell’altra per comprendere meglio la natura del collegamento.
Mashour (2004b) e` consapevole di queste differenze, generate da due concezioni
della conoscenza addirittura opposte, ma afferma che l’analogia fra l’unita` trascen-
dentale dell’appercezione e i diversi modelli di collegamento oggi studiati resti valida:
infatti a suo giudizio “Kant tratta di una ‘sintesi dell’apprensione’ che e` empirica, e
dunque a posteriori (ibid., p. 30)”.
In realta` si e` visto che a essere empiriche sono solo le “molteplicita` di dati non
organizzati” sintetizzate in un’intuizione; l’operazione di sintesi dell’apprensione in
quanto tale e` il presupposto dell’esperienza e pertanto non puo` essere a sua volta
empirica. Lo stesso vale per la sintesi della riproduzione e quella del riconoscimento,
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le quali poggiano infine sull’unita` trascendentale dell’appercezione. Conciliare la
teoria della conoscenza di Kant con le idee correnti sul collegamento sembra percio`
molto difficile.
4.2.2 Collegamento, introspezione e modelli condivisi
Secondo Mashour (2008, p. 207), Kant avrebbe costruito la sua peculiare teoria
del collegamento per mezzo di una “pura introspezione”. Questo vocabolo, gia`
incontrato nella sez. 4.1 a proposito del “carattere fenomenico”, e` spesso utilizzato
da chi fornisce resconti filosofici della percezione, della coscienza e del loro legame.
Il significato piu` semplice di “introspezione” e` quello di “attivita` di chi riflette
in prima persona sull’esperienza” che individua il gia` ricordato Wilson (2013, p. 5):
in questo senso si puo` dire che Kant ha praticato l’introspezione per individuare
le diverse fasi del collegamento e il loro ruolo, ma cos`ı facendo si rischia di non
catturare il carattere sistematico del suo metodo d’indagine. Del resto, chi interpreta
l’introspezione come attivita` riflessiva personale si espone a mio parere ai rischi che
ho indicato sopra (cfr. sez. 4.1.1).
Se invece per “introspezione” si intende cio` che Kant chiama piu` precisamente
“senso interno” (cfr. sopra), l’opinione di Mashour appare poco fondata. Infatti
il senso interno permette soltanto di essere consapevoli del proprio stato interno
in modo intermittente e instabile, mentre all’inizio dell’Analitica dei concetti Kant
(1781-87, A 67, B 92) chiarisce che per isolare i singoli aspetti dell’intelletto che
presiedono alle varie operazioni di sintesi occorre procedere in modo sistematico e
rigoroso.
Peraltro Tononi (2010, p. 69) invoca qualcosa di affine al senso interno quando
afferma che l’“unita` dell’esperienza cosciente” e l’“unita` del comportamento che ne
deriva” dimostrerebbero direttamente l’esistenza del collegamento integrativo (cfr.
sez. 2.2).
Anche fare appello all’introspezione cos`ı intesa comporta qualche pericolo: le
esperienze a cui si rimanda sono private e incerte e per questo non possono avere
il valore universale di una prova; per di piu` queste esperienze richiederebbero una
speciale “facolta`” la cui origine, struttura e funzione nell’ambito del sistema nervoso
(o di una “mente” separata) non sembrano molto chiare: su questo cfr. sopra, sez.
4.1. Non stupisce allora che per Barrett et al. (2006, p. 1) tutti i casi di collegamento
riportati in modo soggettivo (cioe` ricorrendo all’introspezione) restano “intrattabili”
per l’indagine sperimentale.
Questa conseguenza del resto non sembra turbare chi e` convinto della natura
non-fisica (o non esclusivamente fisica) dei processi percettivi e mentali in generale.
Scrive Tononi:
La constatazione della soggettivita` dell’esperienza cosciente [di cui le
percezioni unificate degli oggetti e degli scenari sono parte] e` stata spes-
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so accompagnata dall’intuizione che quest’ultima e` irriducibile a meri
processi fisici (Tononi 2010, p. 79).
Queste due tesi (“soggettivita`” dell’esperienza cosciente e irriducibilita` della co-
scienza a processi fisici) devono essere inevitabilmente congiunte? Mi sembra che la
risposta sia negativa. Infatti, e` vero che ad esempio nessuna teoria scientifica della
coscienza e` in grado di descrivere ciascuna esperienza soggettiva di scenari visivi,
uditivi ecc. integrati e coerenti in termini di semplice attivita` elettrica e chimica;
ma sarebbe un errore prendere per un tratto costitutivo della coscienza quella che e`
solo una caratteristica delle teorie che provano a spiegarla.
La caratteristica di non poter spiegare ciascun caso particolare, del resto, e` una
proprieta` indispensabile per qualunque teoria che si proponga di fornire le cause
di un ampio numero di fenomeni. Infatti non e` possibile tenere conto di tutte le
variabili coinvolte in ciascuna circostanza in cui quei fenomeni hanno luogo, e nep-
pure e` desiderabile: perche´ sia utile, una teoria dev’essere sufficientemente astratta
e generale da poter essere compendiata in leggi di carattere approssimativo.
Un resoconto cos`ı minuzioso da considerare ogni dettaglio di ogni singolo feno-
meno all’interno di un certo insieme non permetterebbe ne´ di cogliere i tratti condi-
visi da tutti gli elementi dell’insieme, ne´ di formulare previsioni per altri fenomeni.
In altre parole, quello che si ricerca e` un modello condiviso fra piu` osservatori
che concordano su quali semplificazioni adottare, quali termini adoperare e quali
imprecisioni reputare accettabili.
Questo presupposto ha permesso di costruire un modello condiviso anche del co-
siddetto “mondo esterno”, quell’ambito che anche i teorici della natura soggettiva,
“irriducibile” della coscienza e dei processi di collegamento ritengono puramente fisi-
co. Ma a rigore, anche i fenomeni interpretati nei modelli del “mondo esterno” sono
“irriducibili a meri processi fisici”, proprio perche´ tra le premesse figurano “espe-
rienze coscienti” soggettive e private, da cui (per astrazione e descrizione linguistica)
si estrapolano solo le informazioni rilevanti e comunicabili agli altri osservatori.
Perche´ non estendere questo tipo di modelli condivisi fino a includere l’espe-
rienza cosciente stessa e in particolare i processi di collegamento, o meglio una loro
descrizione astratta e in qualche modo idealizzata, com’e` proprio di tutti i modelli?
La fiducia nella possibilita` di costruire una teoria di questo tipo anima in effetti
tutti i tentativi di descrivere e risolvere il “binding problem” visti nei capp. 2 e 3.
Anche la nozione di “unita` dell’esperienza” o “unita` della coscienza” se opportu-
namente semplificata, fino a poterla descrivere in modo intersoggettivo, diventerebbe
percio` trattabile con metodi sperimentali (pace Barrett et al. 2001, p. 1). Limitan-
dosi alla sola modalita` visiva, un modo per farlo e` tracciare i movimenti oculari di
un soggetto attraverso opportuni strumenti: e` la cosiddetta oculometria.
Assumendo che i movimenti oculari siano una traccia fisica dell’attenzione, seb-
bene imperfetta, e` possibile mostrare che in un dato intervallo di tempo gli occhi
esaminano solo porzioni limitate di uno scenario, anziche´ lo scenario nel suo com-
plesso. La scelta delle porzioni esaminate dipende in modo peculiare dal compito
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in funzione del quale le informazioni visive sono raccolte e dall’esperienza acquisi-
ta; infatti lo stesso stimolo, nello stesso scenario, ha una rilevanza diversa secondo
l’azione che il soggetto deve compiere.
I movimenti oculari tendono percio` a concentrarsi sulle aree dello scenario ri-
tenute interessanti, ritornandoci piu` e piu` volte; viceversa, le aree prive di rilievo
sono afferrate in modo approssimativo e sporadico. Le informazioni gia` raccolte
permettono poi di esaminare piu` rapidamente e sommariamente una scena gia` vista
in precedenza (cfr. il classico lavoro di Yarbus (1967), cap. 7).
Questo mette in luce un legame fra unita` della percezione e azione che (per
quanto mi e` noto) i resoconti filosofici dell’attivita` percettiva tendono a ignorare:
pertanto dedichero` la prossima sezione proprio a questo tema e cerchero` di mostrare
quanto sia utile a comprendere meglio il problema del collegamento.
4.3 Percezione e inferenza bayesiana
4.3.1 Incertezza sensoriale e probabilita`
Chi descrive il collegamento come rappresentazione sensoriale unificata (sez. 2.1) o
come integrazione nervosa (sez. 2.2) tende a parlare della percezione, della coscienza
e dell’“unita` dell’esperienza” come fenomeni isolati e fini a se stessi: si potrebbe
dire che per questi autori esercitare i sensi, unificare le informazioni che da essi
provengono e diventarne consapevoli siano vere e proprie attivita` contemplative.
Se cos`ı fosse, la percezione e la coscienza sarebbero senz’altro possibili, ma sol-
tanto nelle aule di un dipartimento universitario. Del resto, l’uomo e le altre specie
animali hanno sviluppato i propri sistemi sensoriali e il sistema nervoso in gene-
rale in assenza di comodita` accademiche, nel corso di un lungo processo evolutivo
in cui le mutazioni favorevoli alla sopravvivenza si sono conservate meglio e quelle
sfavorevoli sono state via via emarginate.
Mi sembra percio` ragionevole assumere che il collegamento di diversi percetti
in uno scenario integrato sia evolutivamente vantaggioso, in quanto permette
di identificare meglio tanto le opportunita` quanto i pericoli di un certo ambiente.
In altre parole il collegamento non e` fine a se stesso, ma offre un beneficio che ha
permesso alle specie che ne sono provviste –in primo luogo l’Uomo– di crescere e
prosperare.
Pertanto, credo che sia possibile immaginare un modello evolutivo del collega-
mento in cui gli scenari sono intesi come insiemi di segnali che gli esseri viventi
sfruttano per trarne tutte le informazioni utili alla loro sopravvivenza. I segnali che
provengono da una certa porzione dello scenario in modo simultaneo e costante per
un certo periodo di tempo sono raggruppati dai sistemi sensoriali fino a ottenere
collezioni stabili di segnali: gli oggetti.
In questo modello la forma, il contorno e ogni altra caratteristica degli oggetti
saranno percio` il prodotto di un’interazione fra le proprieta` fisiche dei segnali rac-
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colti e i sistemi sensoriali che ha come scopo quello di massimizzare i benefici per
l’organismo; a questi benefici si puo` dare il nome di utilita`.
Percepire meglio significa poter agire meglio. Il collegamento fra piu` percetti
simultanei permette di manipolare con piu` efficacia l’ambiente, raccogliendo e orga-
nizzando i segnali in strutture il cui ordine riflette in buona parte le esigenze dell’es-
sere vivente che effettua il collegamento stesso. Per soddisfare queste esigenze nei
limiti imposti dalla fisiologia i sistemi sensoriali sacrificano le informazioni meno ri-
levanti e semplificano le relazioni fra le diverse parti dello scenario: essi produrranno
cos`ı percetti il piu` possibile stabili e soggetti al minor numero di cambiamenti.
L’impressione di un ordine stabile e` probabilmente rafforzata, nell’Uomo, dalla
sua capacita` di rappresentare le relazioni fra gli elementi di uno scenario per mezzo
del linguaggio verbale. Un nome, per esempio, permette di riferirsi costantemente
a un certo gruppo di segnali riuniti sulla base di affinita` scelte di volta in volta per
soddisfare un bisogno particolare; un verbo puo` indicare una relazione fra gruppi
diversi di segnali; e cos`ı via. In questo modo e` facile supporre che nomi costanti
siano il riflesso di proprieta` costanti, sebbene non di rado sia vero il contrario.
In effetti, tutti i segnali raccolti dai sistemi sensoriali sono incerti. L’incertezza
riguarda il luogo e il tempo d’origine dei segnali, cos`ı come il numero e il tipo
d’informazioni che essi veicolano. L’esperienza permette di raffinare il processo
rendendolo sempre piu` preciso e attendibile in funzione delle conoscenze gia` ottenute
e dei bisogni d’un organismo; tuttavia, i limiti fisiologici degli organi di senso e
del sistema nervoso nel suo complesso permettono soltanto di attenuare –e non
eliminare– l’incertezza dei dati a partire dai quali si ottiene il collegamento.
Alcuni autori hanno percio` inteso la percezione come una forma di inferenza
che si svolge in condizioni d’incertezza: un meccanismo che a partire da alcune
premesse incerte deriva conclusioni incerte per mezzo di una o piu` regole (regole
d’inferenza). L’incertezza delle premesse non si trasmette sempre inalterata alle
conclusioni: talvolta essa sara` accresciuta o piu` spesso ridotta.
Nel caso della percezione le premesse incerte saranno i dati sensoriali, le con-
clusioni incerte i percetti unificati. In generale, lo studio delle inferenze in tutte
le possibili condizioni (di certezza o incertezza) appartiene alla logica; alcune no-
zioni usate dai logici per catturare le proprieta` formali delle inferenze permettono
di esprimere in modo molto conciso ed efficace il legame fra segnali dello scenario,
percezione, benefici o utilita` per l’organismo percipiente e azioni compiute a seguito
dell’attivita` percettiva.
Io reputo che queste nozioni siano applicabili anche nel caso del colle-
gamento, sebbene non sia agevole rintracciare un riferimento diretto al “binding
problem” anche in lavori che si propongono esplicitamente di fornire modelli inferen-
ziali della visione (come Yuille e Kertsen 2011) o addirittura del riconoscimento di
oggetti (Kertsen et al. 2011). In ogni caso, a mio giudizio questo incontro fecondo
tra logica e studio della percezione permetterebbe di affrontare l’argomento a un
livello descrittivo ancora piu` generale del “collegamento di variabile” visto nella sez.
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2.3.
Per conseguire questo obiettivo, a mio parere la singola operazione piu` importan-
te e piu` delicata e` il passaggio da un’idea intuitiva di incertezza dei dati sensoriali a
una precisa controparte formale: quella di probabilita`. Ottenuto questo risultato,
e` possibile caratterizzare l’attivita` dei sistemi sensoriali nei termini della teoria del-
le decisioni, teoria che collega le conclusioni raggiunte attraverso inferenze incerte
(conformi ai teoremi sul calcolo delle probabilita`) alle azioni compiute da particolari
individui (“decisori”).
Probabilita` soggettiva e teorema di Bayes
Un individuo in condizioni di incertezza ha un dato grado di fiducia nel ve-
rificarsi di un evento, il quale sara` ritenuto di volta in volta certo, impossibile o
possibile. Questa convinzione e` piuttosto vaga e qualitativa; per esempio, un indi-
viduo potra` dire ‘e` possibile che laggiu` ci sia una mela rossa’ senza specificare con
precisione quanto ritenga plausibile questa ipotesi formata per mezzo dell’attivita`
sensoriale.
Tuttavia, secondo uno dei padri della moderna teoria della probabilita`, B. De
Finetti (1980), “e` sempre possibile (e, quando l’indicazione vaga non basta, neces-
sario) tradurre il proprio convincimento, il proprio grado di fiducia, in un’indicazione
numerica (ibid., p. 1149)”. Questa indicazione prende il nome di probabilita`.
De Finetti indica la condizione di incertezza con il punto interrogativo ?, cioe`
attraverso un simbolo non matematico. Ebbene, come si spiega il salto da ? a
una valutazione espressa da un numero n, con n ∈ [0, 1]? Non e` possibile definire
direttamente una funzione da ? a numeri reali, perche´ il dominio e` indefinito.
Come accade sempre quando si tenta di esprimere in modo quantitativo un con-
cetto qualitativo, occorre dapprima semplificare e astrarre con una certa arbitrarieta`
il concetto intutivo di partenza; la mossa e` poi giustificata mostrando che la nozione
formale cos`ı ottenuta non porta a risultati che contrastano con l’intuizione iniziale.
Questa concordia permette infine di stabilire una tesi secondo la quale la contro-
parte formale e` pienamente adeguata, come ho cercato di far vedere nella sez. 2.3 a
proposito degli algoritmi.
Nel caso della probabilita`, occorre innanzitutto persuadersi che e` lecito misurare
e assoggettare a una trattazione matematica i gradi di fiducia. Le opinioni di un
individuo sono spesso determinate in modo approssimativo e grossolano, e quelle che
riguardano il verificarsi di un certo evento non fanno eccezione: a prima vista per
classificarle si deve ricorrere a una scala puramente qualitativa, con poche gradazioni
(ad esempio: ‘ e` molto verosimile, abbastanza verosimile, poco verosimile che laggiu`
ci sia una mela rossa’).
La stessa difficolta` si presenta in tutti i casi pratici in cui occorre misurare una
grandezza: c’e` sempre un limite, a sua volta non molto ben determinato, entro il
quale “la differenza di due grandezze e` inapprezzabile (ibid.)”. Questo problema e`
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ben noto nel caso dei sistemi sensoriali: il numero di recettori, i vincoli temporali e
spaziali della propagazione dei segnali elettrici e cos`ı via sono altrettanti vincoli che
restringono la capacita` dei sensi di discriminare fra due stimoli.
Per poter applicare anche a questi casi la matematica bisogna allora stabilire per
convenzione che le grandezze misurate abbiano un valore preciso. D’altra parte, chi
fa uso della matematica in questi ambiti per giungere da premesse approssimate a
conclusioni approssimate “deve passare, sia pure considerandolo come un artificio,
attraverso un algoritmo esatto (ibid.)”. L’unico requisito indispensabile e` il seguente:
questa procedura esatta deve tener conto degli effetti distorsivi che l’imprecisione o
l’indeterminatezza delle premesse possono produrre.
Da questo punto di vista, il calcolo delle probabilita` e` effettivamente
assimilabile a una scienza sperimentale [...]. Nelle scienze sperimentali si
sostituisce al mondo delle sensazioni un mondo fittizio in cui le grandezze
abbiano un valore esattamente determinabile; nel calcolo delle probabi-
lita` sostituisco al mio stato d’animo vago e inafferrabile quello d’un in-
dividuo fittizio che non conoscesse incertezze nel giudicare le gradazioni
della propria fiducia (De Finetti 1931, par. 24-25).
Per descrivere il processo di acquisizione, elaborazione e trasformazione dei dati
sensoriali usare la probabilita` sara` quindi legittimo tanto quanto ricorrere alle tec-
niche sperimentali a cui si e` fatto cenno nei cap. 2 e 3: in entrambi i casi si assume
che sia precisamente quantificabile un certo insieme di grandezze che e` in realta` piu`
incerto, ma grazie a questa semplificazione in seguito e` possibile sviluppare una vera
e propria teoria.
D’altra parte, misurare direttamente una sensazione psicologica soggettiva (co-
me un grado di fiducia) e` un problema piuttosto indeterminato (a differenza della
misura di grandezze fisiche). Di solito gli errori si accumulano e s’ingigantiscono:
occorre partire da misure molto esatte per giungere a conclusioni attendibili. Se cos`ı
avvenisse anche per il calcolo delle probabilita`, in nessun caso pratico avrebbe senso
una valutazione numerica o un calcolo aritmetico, se non come curiosita` o esempio
(De Finetti 1931, par. 26).
Per fortuna, l’algoritmo del calcolo della probabilita` consente di migliorare in
modo sorprendente la precisione delle misure iniziali, ricavando da premesse d’indo-
le qualitativa o grossolanamente approssimata delle conseguenze precise, almeno a
scopi pratici. Cos`ı ad es. in principio il sistema visivo puo` stimare in modo molto
vago e oscillante la presenza di una mela rossa (per esempio se la mela e` in pe-
nombra, e` lontana dall’osservatore, ecc.); ma al crescere dell’esperienza la precisione
delle sue stime aumenta.
Poiche´ sembra ragionevole quantificare i gradi di fiducia, indico di seguito un
modo per farlo. Per esempio, si puo` pensare che attribuire una probabilita` a un
evento E (come ‘laggiu` c’e` una mela rossa’) sia analogo a scommettere su quell’e-
vento: il denaro puntato dallo scommettitore su una delle due possibili alternative
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(‘E si verifica’, ‘E non si verifica’: ad es. ‘laggiu` c’e` una mela rossa’ , ‘laggiu` non
c’e` una mela rossa’) quantifica la sua fiducia nel fatto che E si avveri oppure no.
Dire che la probabilita` di un evento E, secondo un dato individuo,
vale p significa dire che egli giudicherebbe equo scambiare il diritto a ri-
cevere –se E risultasse vero– un importo generico S (positivo o negativo;
non troppo grande) in cambio dell’importo pS(certo) (De Finetti 1978,
p. 451).
Il principio ispiratore e` questo: il grado di probabilita` attribuito da un dato
individuo a un evento e` rivelato dalle condizioni a cui egli e` disposto a scommettere
su quell’evento (De Finetti 1935, par. 1). L’inciso “non troppo grande” e` reso
necessario da alcune difficolta` legate a scommesse monetarie, che renderebbero piu`
opportuno il riferimento, anziche´ ai valori monetari, alle utilita` previste, come si
vedra` piu` avanti.
Una volta che un individuo ha cos`ı stabilito la probabilita` da lui attribuita a
certi eventi, o e` possibile scommettere con lui in modo tale da essere certi di poter
ottenere un guadagno, oppure questo e` impossibile. Nel primo caso le sue valutazioni
di probabilita` saranno dette incoerenti, nel secondo coerenti.
Viceversa, se i gradi di fiducia assegnati a una classe di eventi sono coerenti,
allora tali gradi di fiducia devono essere delle valutazioni probabilistiche, e cioe`
combinarsi secondo le regole del calcolo delle probabilita`. Quest’ultimo risultato
prende il nome di teorema della scommessa olandese (o Dutch book, come si
e` soliti dire). Per Dutch book si intende proprio una scommessa che permette a un
competitore di guadagnare a colpo sicuro sull’avversario.
Il teorema della scommessa olandese dimostra che se un individuo e` coerente,
allora dovra` ragionare come se conoscesse il calcolo delle probabilita`. Questo per-
mette di descrivere il comportamento di quell’individuo in termini probabilistici,
anche se egli non ha alcuna cognizione di matematica; in particolare, sara` lecito
costruire un modello probabilistico della sua attivita` percettiva, senza preoccuparsi
di individuare (se c’e`) un meccanismo che codifichi sotto forma di segnali elettrici e
chimici qualcosa di analogo alle regole del calcolo matematico qui considerato.
Finora, seguendo strettamente De Finetti, ho caratterizzato la probabilita` come
corrispettivo formale dei gradi di fiducia soggettivi di un certo individuo. D’altra
parte, chi non condivide le giustificazioni intuitive viste sopra preferisce intendere
la probabilita` come limite della frequenza che un certo evento possiede nel cor-
so del tempo: e` la cosiddetta interpretazione oggettiva della probabilita`. Questa
interpretazione presenta pero` almeno due svantaggi:
1. tende a confondere i concetti di “probabilita`” e “frequenza” che e` bene tenere
distinti. Per esempio: se si considerano n eventi E1, E2, ..., En, la loro somma
X = E1 +E2 + ...+En e` il numero m dei successi (degli Eh che si verificano,
cioe` che sono uguali a 1), mentre Xn ne e` la frequenza.
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La frequenza si potra` poi scrivere mn , ma solo dopo aver conosciuto il valore
di X. Prima di conoscerne l’esito, che cosa e` possibile dire di X? Non certo il
valore effettivo; se ne puo` tuttavia indicare la previsione, P (X) = P (E1+E2+
... + En) che e` pari alla somma delle probabilita` (De Finetti 1980, p. 1170);
2. postula l’esistenza di eventi ripetibili, perche´ altrimenti la nozione stessa di
frequenza non potrebbe essere applicata. D’altra parte si puo` pensare che
un evento non si ripeta mai due volte in modo del tutto identico. Questo e`
particolarmente evidente nel caso dei percetti, i quali si riferiscono a scenari
che mutano senza sosta.
Assumere per esempio che vedere una mela rossa qui e ora o in altre circo-
stanze di spazio e di tempo sia sempre lo stesso evento che si ripete sembra
controintuitivo (la mela cambiera` colore, lo spazio in cui si trova subira` modi-
fiche, ecc.) e non e` necessario: infatti l’approccio di De Finetti fa a meno di
questa ipotesi molto impegnativa e permette di dimostrare ugualmente tutti i
teoremi del calcolo delle probabilita`.
Come ho anticipato parlando del teorema della scommessa olandese, per De
Finetti l’unico requisito che gli agenti devono rispettare scommettendo sul verificarsi
di un evento e` quello della coerenza, da lui caratterizzata come segue:
un agente puo` dare, alla probabilita` di ciascun evento, qualunque
valore che vuole (tra 0 e 1, conformemente al suo giudizio), badando pero`
di non dare a un competitore la possibilita` di guadagnare a colpo sicuro
stipulando un’opportuna combinazione di scommesse alle condizioni da
lui indicate (De Finetti 1978, p. 455).
In caso contrario, un individuo accetterebbe di subire una perdita monetaria
certa, come illustra il teorema del Dutch book visto sopra.
Anziche´ identificare qualcosa come la coerenza in quanto tale, si preferisce in-
dicare un certo modo di agire come “coerente” sulla base del contrasto con una
condotta “incoerente”. Ma perche´ caratterizzare il comportamento di chi si espone
a perdite monetarie certe come incoerente?
De Finetti assume che la stima delle probabilita` serva a compiere nel modo piu`
avveduto possibile particolari decisioni, chiamate decisioni in condizioni d’in-
certezza. Si tratta di scelte fra diverse alternative in cui un individuo non puo`
obbedire soltanto alle proprie preferenze, ma deve tenere conto anche di fattori al
di fuori del suo controllo valutando quanto e` plausibile, cioe` probabile, che ciascuno
di essi interferisca con i suoi piani.
Una decisione dipende dal confronto fra i benefici o utilita` ch’e` possibile atten-
dersi da ogni alternativa (o da un insieme di alternative tra loro compatibili). Non
c’e` bisogno di imporre alcun vincolo sulla natura di questi benefici, ne´ la teoria lo
consente: in alcuni casi di decisione economica si trattera` di benefici monetari in
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senso stretto (ricavi e profitti), ma in generale le quantita` di denaro saranno solo
numeri con cui rappresentare e calcolare le variabili piu` diverse.
Per esempio, nel caso della percezione una “decisione” sara` la scelta di una
cellula di inviare oppure no un segnale ad altre cellule, oppure la scelta che un
sistema sensoriale compie fra diverse interpretazioni di un particolare scenario. I
“ricavi” potrebbero essere le informazioni ottenute grazie all’attivita` dei sistemi
visivo, uditivo, ecc; a questi “ricavi” si contrapporranno dei “costi”, come il consumo
di tempo o di energia, l’imprecisione di un percetto, ecc.
Questo linguaggio e` soltanto metaforico; cio` che conta e` che un decisore si com-
porti come se eseguisse un’analisi dei costi e dei benefici e perseguisse quanti piu`
benefici possibile, cioe` che agisca da massimizzatore di utilita`.
Si cerca allora di tradurre tutti gli elementi del confronto fra alternative in ter-
mini quantitativi e di raffinare valutazioni e previsioni di chi e` chiamato a decidere
acquistando nuove informazioni. Poiche´ in caso di incertezza intervengono circo-
stanze di cui devono essere valutate le probabilita`, a essere considerati non saranno
i valori monetari effettivi, ma la loro previsione (detta anche speranza matematica
o valor medio in senso probabilistico).
In ogni caso, a essere rappresentati sotto forma di quantita` di denaro saranno
tutti i vantaggi (e svantaggi) connessi con la decisione: esporsi a perdite monetarie
sicure non significa percio` rinunciare a un guadagno finanziario, ma rinunciare a
perseguire i benefici che si assume costituiscano il fine del decisore, comportandosi
cos`ı in modo incoerente.
Un osservatore incoerente che per esempio assegni probabilita` 0,6 all’evento ‘lag-
giu` c’e` una mela rossa’ e probabilita` 0,5 all’evento ‘laggiu` non c’e` una mela rossa’ di
sicuro aumenta l’imprecisione dei suoi percetti e pertanto non massimizza i benefici
che un osservatore coerente perseguirebbe con successo.
Conformarsi al requisito di coerenza equivale a non violare il seguente
Teorema 4.3.1 (Teorema delle probabilita` totali) La probabilita` che si veri-
fichi l’uno o l’altro di due (o anche piu`) eventi incompatibili e` la somma delle loro
probabilita`.
I singoli individui tendono a non violare il teorema 4.3.1, vale a dire preservano
la coerenza con facilita` (salvo sviste), perche´, come si e` visto, essere coerenti significa
astenersi dal praticare una condotta che conduce a perdite certe di denaro senza ri-
cavare vantaggio alcuno, dove il valore delle perdite e del vantaggio e` completamente
(soggettivamente) determinato dall’individuo.
Nel caso della percezione, la stima dei “costi” e dei “ricavi” avviene in modo in-
consapevole: e` plausibile che nel corso del loro processo evolutivo i sistemi sensoriali
siano stati selezionati per avere prestazioni ottimali, cioe` per minimizzare i “costi” e
massimizzare i “ricavi” appropriati a ciascun ambito. Un sistema sensoriale coeren-
te pertanto non produce mai percetti che contengono informazioni contraddittorie,
perche´ essi hanno un ricavo nullo e un costo molto elevato.
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La caratterizzazione che ho dato finora riguarda sempre casi in cui l’evento da
esaminare e` uno solo. Il decisore, disponendo di informazioni incomplete e im-
perfette, cerchera` di esprimere il proprio grado di fiducia riguardo al verificarsi di
quell’evento per mezzo di una distribuzione di probabilita` rispettosa del requisito
della coerenza, scegliendo infine l’alternativa che massimizza la sua utilita` sperata.
Che cosa succede, tuttavia, quando gli eventi da considerare sono piu` di uno
e, oltre a disporsi lungo una linea temporale, sono fra loro in qualche modo con-
catenati? In questo caso dinamico gli individui dovranno fare uso della nozione di
ragionamento induttivo e in particolare del teorema di Bayes.
Il ragionamento induttivo e` uno schema di ragionamento composto da:
1. uno stato di informazioni iniziale, k0;
2. una valutazione di probabilita` iniziale p(E) subordinata a k0, p(E|k0);
3. una o piu` regole per adeguare p(E|k0) alle nuove informazioni acquisite con
una serie di esperienze successive, ciascuna delle quali associata a un certo
stato di informazioni k1 . . . kn.
Il ragionamento induttivo puo` essere considerato una conseguenza del teorema
di Bayes. Per mostrarlo, bisogna introdurre la nozione di evento subordinato o
condizionale.
Si chiama evento subordinato o condizionale H un evento (condizione) che
deve verificarsi insieme a un altro evento E perche´ in una scommessa sotto condizione
lo scommettitore che ha pagato un certo importo pS riceva S (dove S e` un importo
generico e p la probabilita` di H). Se H non si verifica, la scommessa viene annullata.
Per esempio, un decisore puo` chiedersi non solo che probabilita` assegnare al
fatto che ci sia una mela rossa in una certa zona del campo visivo, ma anche come
si modifica la probabilita` di questo evento se la visibilita` e` scarsa, oppure ci sono
alberi con frutti rossi che pero` non sono mele, ecc. In questo caso E corrisponde
al percetto della mela rossa, H e` una qualsiasi delle circostanze che se verificate
possono alterare la probabilita` che il percetto sia plausibile.
Si indica poi con P (E|H) la probabilita` di E subordinatamente ad H (detta
anche probabilita` dell’evento subordinato E|H). Sulla base di queste considerazioni,
si passa a dimostrare il seguente teorema riguardo al calcolo della probabilita` di due
eventi.
Teorema 4.3.2 (Teorema delle probabilita` composte) La probabilita` di HE
(prodotto dei due eventi) e` uguale al prodotto P (H)P (E|H):
P (HE) = P (H)P (E|H),
o anche
P (HE) = P (E)P (H|E).
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Dimostrazione. Pagando l’importo P (H)P (E|H) e` infatti possibile vincere, se
H si verifica, l’importo P (E|H). Ma P (E|H) e` l’importo che occorre pagare per
vincere 1 se si verifica E. Ora, P (HE) e` l’importo che occorre pagare per ricevere 1
se si verificano sia H che E. Risulta allora
P (HE) = P (H)P (E|H).
Analogamente per P (HE) = P (E)P (H|E).
Se si riscrivono le due espressioni del teorema moltiplicando e dividendo, rispet-
tivamente, per P (E) e P (H), si ottiene:
P (HE) = P (H)P (E)
P (E|H)
P (E)
= P (E)P (H)
P (H|E)
P (H)
,
quindi
P (E|H)
P (E)
=
P (H|E)
P (H)
.
Questo risultato e` esprimibile anche in forma puramente qualitativa: se E′ e
E′′ sono contenuti in E, allora E′|E e` piu` probabile, ugualmente probabile o meno
probabile di E′′|E secondo che E′ sia piu`, ugualmente o meno probabile di E′′.
Si sono cos`ı illustrate le relazioni che legano le probabilita` di due eventi E
ed H, cioe` P (E), P (H), P (EH), P (E|H), P (H|E). Il loro ruolo nel ragionamento
induttivo e` regolato dal seguente teorema fondamentale:
Teorema 4.3.3 (Teorema di Bayes) La probabilita` dell’evento H, subordinato
a E, e` uguale alla probabilita` di H moltiplicata per il rapporto fra la probabilita`
dell’evento E, subordinato a H, e la probabilita` di E:
P (H|E) = P (H)P (E|H)
P (E)
.
Dimostrazione. Segue direttamente dalla riscrittura del teorema delle probabilita`
composte:
P (E|H)
P (E)
=
P (H|E)
P (H)
,
da cui
P (H|E) = P (H)P (E|H)
P (E)
.
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Tutto questo cattura formalmente l’idea di “apprendimento per mezzo dell’e-
sperienza” che rappresenta il nocciolo del ragionamento induttivo. E` fuorviante
descrivere il processo di conoscenza (almeno empirica) come un salto da uno stato
iniziale di “ignoranza” a uno di “certezza”. Piuttosto, si associa l’opinione iniziale a
un aggiornamento continuo delle valutazioni di probabilita` degli eventi, subordinati
e sovraordinati, combinate secondo le indicazioni fornite dal teorema.
La probabilita` di E, quando si conosce il risultato H, non e` qualcosa di com-
pletamente nuovo; non e` affatto indipendente dalla probabilita` iniziale e non la
sostituisce. Al contrario, essa “e` una conseguenza proprio della valutazione a priori
da cui toglie, per cos`ı dire, gli elementi di incertezza relativi alle prove di cui ormai
conosciamo il risultato (De Finetti 1935, par. 3)”.
Per applicare il teorema di Bayes occorre attribuire delle probabilita` alle ipotesi
prese in considerazione, vedere poi come variano in seguito alle successive osser-
vazioni e informazioni e infine, in base a cio`, trarre le conclusioni. La statistica
bayesiana e` concepita per utilizzare al meglio i dati via via raccolti, proprio perche´
(sulla base del teorema 4.3.3) si preoccupa di aggiornare continuamente per loro
tramite la stima iniziale delle probabilita`.
Cos`ı un osservatore assegna una certa probabilita` iniziale (anche arbitraria) al-
l’ipotesi ‘c’e` una mela rossa’; in seguito la precisione del suo percetto, espressa dalla
probabilita`, aumenta sulla base delle informazioni che riesce a ottenere (avvicinan-
dosi alla mela, rivolgendo lo sguardo direttamente alla regione in cui ipotizzava la
presenza della mela, ecc.).
Questo miglioramento si rispecchia nel cambiamento che la probabilita` dell’ipo-
tesi iniziale subisce: per il sistema visivo sara` piu` o meno probabile di prima che in
un certo luogo ci sia una mela rossa.
4.3.2 Un modello bayesiano del collegamento
Visione come inferenza bayesiana
Grazie a questi risultati teorici, Schrater e Kertsen (2001) e poi Kertsen
et al. (2011) si propongono di elaborare un modello della visione che precisa e
formalizza alcuni principi visti sopra per la percezione in generale:
• la visione ha un ruolo funzionale al comportamento nel suo complesso;
• la visione e` una forma di inferenza in condizioni d’incertezza;
• l’esecuzione di un compito visivo puo` attingere alla conoscenza dello scenario
gia` accumulata dal sistema visivo in precedenza;
• “il valore dei risultati di un compito eseguito determinano i costi e i benefici
dell’acquisizione di conoscenza visiva” (cfr. ibid., p. 6).
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Nelle parole degli autori, si tratta di un “modello probabilistico del mondo di
un osservatore e dei suoi segnali sensoriali in entrata” che prende il nome di “teoria
delle inferenze di schemi (Pattern inference theory)”: la teoria consiste di un insieme
di oggetti e un insieme di operazioni.
• Gli oggetti della teoria sono: l’insieme I delle possibili misure di un’immagine;
l’insieme S delle possibili descrizioni di uno scenario; la distribuzione congiunta
di probabilita` p(S, I) di S e I.
• Le operazioni della teoria sono date dal calcolo delle probabilita`, e in par-
ticolare le decisioni sono descritte come funzionali di costo sulle probabilita`
(Schrater e Kertsen 2001, p. 6).
A giudizio di Schrater e Kertsen p(S, I) contiene informazioni tanto sulle pro-
prieta` fisiche degli oggetti materiali quanto sulle esperienze passate degli osservatori,
esperienze che hanno permesso loro di formare delle valutazioni iniziali di probabi-
lita` (nel senso visto sopra). Lo scopo della teoria sara` allora sfruttare p(S, I) per
comprendere come e con quanta efficacia il sistema visivo aggiorni le valutazioni
iniziali in modo bayesiano a seguito di nuove esperienze.
Un osservatore ideale e` in grado di estrapolare dallo stimolo luminoso che col-
pisce la retina l’interpretazione piu` probabile dello scenario in cui si trova. Per
conseguire questo obiettivo egli si fonda su una particolare distribuzione a poste-
riori della probabilita` p(S|I), ossia “la probabilita` di ciascun possibile stato (...)
dello scenario dato lo stimolo retinico (Kertsen et al. 2011, p. 4)”.
In particolare, l’osservatore ideale ritiene piu` plausibile lo stato con la piu` alta
probabilita` a posterori: per questo la sua strategia e` detta maximum a posteriori
(MAP). Per il teorema di Bayes, la distribuzione a posteriori della probabilita`
p(S|I) e` proporzionale al prodotto dei seguenti fattori:
• la distribuzione a priori della probabilita` o valutazione iniziale, p(S),
vale a dire, nel caso della percezione visiva, “la probabilita` di ciascun possibile
stato dello scenario prima di ricevere lo stimolo retinico”;
• la verosimiglianza p(I|S), cioe` (sempre nell’ambito della visione) “la pro-
babilita` dello stimolo dato ciascun possibile stato dello scenario (ibid., p.
4)”.
In generale quindi vale
p(S|I) = p(I|S)p(S)
p(I)
,
che e` una semplice istanza del teorema di Bayes.
Kertsen e colleghi (2011) usano queste nozioni per introdurre il concetto di mo-
dello generativo di un’immagine S → I, il quale indica come la descrizione S di una
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scena determina la descrizione I di un’immagine. Gli autori si riferiscono sempre a
immagini naturali, poiche´ gli stimoli schematici conducono spesso a generalizzazioni
indebite sul funzionamento dei sistemi percettivi (Yuille e Kertsen 2011, p. 1).
S potra` essere ad esempio “un vettore con variabili che rappresentano la forma
delle superfici, la riflettanza, la direzione d’illuminazione e il punto di vista”; I
conterra` invece “i valori d’intensita` dell’immagine o le caratteristiche che si possono
estrapolare da essi (ibid.)”.
Il modello generativo e` dato dal prodotto della verosimiglianza delle caratteri-
stiche dell’immagine, p(I|S), con la distribuzione a priori della probabilita` di S: il
risultato e` p(S, I) = p(I|S)p(S).
D’altra parte, la scelta dello stato piu` plausibile dipende anche dal particolare
compito assegnato al sistema visivo in ciascuna circostanza: infatti stimare in modo
ottimale tutte le misure di un’immagine causa un notevole dispendio di energie e
non e` necessario per svolgere rapidamente e con efficacia azioni circoscritte. Ogni
misura avra` quindi un’importanza che cresce o diminuisce in funzione del contesto.
Un compito consiste di quattro elementi:
1. l’insieme delle variabili di scenario rilevanti o primarie S1;
2. l’insieme delle variabili di scenario irrilevanti o secondarie S2;
3. le variabili di scenario gia` conosciute Sf ;
4. il tipo di decisione che dev’essere presa (cfr. Schrater e Kertsen 2001, p. 7;
Kertsen et al. 2011, p. 5).
Per esempio, se il compito consiste nell’identificare i colori di un gruppo di ogget-
ti, S1 sono le misure delle forme e dei colori che compaiono in una certa immagine;
S2 e` la direzione d’illuminazione; Sf rappresenta la conoscenza dello spettro della
sorgente di luce; la decisione e` la stima delle proprieta` cromatiche delle superfici,
condotta in modo da minimizzare gli errori (cfr. Schrater e Kertsen 2001, p. 8).
La scelta di un particolare compito determina il costo o rischio di ciascun possi-
bile errore inferenziale: infatti il costo associato a una variabile v cambia se v ∈ S1
oppure v ∈ S2, ecc. Un osservatore ideale allora si comportera` come se minimizzas-
se il rischio scegliendo sempre l’interpretazione piu` probabile dello scenario, tenuto
conto delle informazioni gia` acquisite con l’esperienza passata. Poiche´ l’utilita` (cfr.
sopra, sez. 4.3.1) e` l’opposto del costo, in questo modo egli massimizza l’utilita` che
ricava dal percetto.
In definitiva, allora, un modello bayesiano della visione e` “una soluzione inversa,
I → S1 al modello generativo, che stima le variabili S1 data l’immagine I e sconta
le variabili secondarie [S2](Kertsen et al. 2011, p. 5)”. Grazie a questa soluzione
l’osservatore ideale decide in modo ottimale quale stato considerare piu` plausibile
sulla base della probabilita` a posteriori.
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Egli convolve poi la distribuzione a posteriori con una funzione d’utilita` definita
sulla base del compito percettivo che si propone di svolgere: ottiene cos`ı l’utilita`
prevista “associata con ogni possibile interpretazione dello stimolo (ibid.)” e in
particolare sceglie l’interpretazione con la piu` alta utilita` prevista.
Percezione bayesiana e “analisi via sintesi”
L’incertezza dei segnali raccolti e il fatto che per ciascun segnale siano possibili
piu` interpretazioni obbligano pertanto i sistemi sensoriali a esibire un’attivita` de-
scrivibile nei termini del teorema di Bayes: essi infatti devono regolare nel modo
di volta in volta piu` opportuno il rapporto fra l’affidabilita` delle caratteristiche in-
dividuate in un’immagine, codificate dalla verosimiglianza p(I|S) e le informazioni
indicate dalla probabilita` a priori p(S).
Alcuni percetti (stereotipati e frequenti) risentiranno di piu` della valutazione
iniziale di probabilita`, altri terranno invece in maggior conto i dati sensoriali (ibid.,
p. 8). A mio giudizio questa differenza di strategia risulta molto naturale nell’ambito
di un modello probabilistico della percezione, che la spiega nel contesto di una teoria
uniforme anziche´ postulare meccanismi ad hoc come gli “approcci ibridi” di cui ho
parlato nella sez. 3.5.
Reputo che il modello di Kertsen e colleghi restituisca plausibilita` anche alle
“ipotesi percettive” suggerite da Di Lollo (2012 a, b, c) (cfr. sez. 3.4): infatti e`
sufficiente intenderle come informazioni racchiuse dalla distribuzione a priori della
probabilita`, senza impegnarsi a individuare un loro preciso equivalente biologico.
Del resto l’espressione perceptual hypotheses ricorre gia` in (Kersten et al. 2011, pp.
4, 6, 15), anche se qui viene intesa in modo intuitivo, senza ricorrere alla descrizione
che ne fornira` Di Lollo.
(Yuille e Kersten 2011, p. 4) propone in effetti qualcosa di simile al meccanismo
di rientro proposto da Di Lollo (cfr. sez. 3.4). Nelle loro parole, il sistema visivo
applicherebbe una strategia di “analisi via sintesi”: “indizi percettivi [cues] di
basso livello, combinati con principi di raggruppamento spaziale (simili alle leggi
gestaltiche) formulano proposte dal basso verso l’alto che attivano ipotesi riguardo
oggetti e strutture degli scenari (ibid.)”.
Le proposte sono piu` o meno attendibili, e per questo possono essere ordinate
per mezzo di opportune valutazioni di probabilita` che misurano il peso loro attri-
buito. Le ipotesi sugli oggetti e sugli scenari sono poi “confrontate in modo diret-
to” con la codifica dell’immagine espressa dai segnali elettrici del sistema visivo e
conseguentemente accettate o rifiutate.
Il confronto potrebbe essere svolto per mezzo di connessioni dalle aree visive
superiori a quelle inferiori, ma gli autori si mostrano molto cauti al riguardo; in
effetti a mio giudizio anche in questo caso bisognerebbe prima mostrare che quelle
connessioni non hanno ruoli di controllo dell’attivita` eccitatoria o analoghi compi-
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ti di supporto: c’e` un significativo parallelo con le obiezioni mosse ai modelli di
collegamento per sincronia (cfr. sopra, sez. 3.2.3).
Resta infine la possibilita` che proposte abbastanza plausibili (per es. ottenute
con indizi non troppo ambigui) attivino ipotesi che sono accettate subito, senza
ulteriori controlli, in tempi compatibili con le rapide prestazioni misurate in alcuni
contesti per mezzo di tecniche psicofisiche (ibid., p. 4).
Il modello visto finora e` sufficientemente astratto e generale da poter essere
applicato anche allo sviluppo di sistemi visivi artificiali (la cosiddetta computer
vision). Tuttavia Kersten et al. (2011, p. 11) si chiedono quale sia l’origine di una
conoscenza come quella espressa dalla probabilita` a priori nei sistemi visivi biologici.
In particolare, questi autori ipotizzano che le informazioni a priori siano codifica-
te nei geni, ma ribadiscono che si tratta di una proposta puramente speculativa, da
verificare con opportuni esperimenti. Alcune evidenze suggeriscono in ogni caso che
lo sviluppo delle capacita` percettive e in genere associative nei bambini sia regolato
geneticamente (cfr. anche sez. 2.5).
Collegamento bayesiano
Kersten e colleghi applicano il proprio modello anche allo studio dell’“integrazione
fra misure dell’immagine e indizi percettivi”: data la descrizione che essi forni-
scono di questo processo, credo di poterlo identificare con quello che ho chiamato
“collegamento come rappresentazione sensoriale unitaria” (cfr. sez. 2.1).
Qualora ad esempio ci siano due indizi in conflitto, il modo piu` semplice per
integrarli potrebbe essere un processo equivalente alla media dei due valori; se la
disparita` e` notevole un indizio potrebbe essere classificato come “dato anomalo” e
scartato a preferenza dell’altro.
Secondo gli autori escludere i dati anomali e` possibile all’interno di una singola
modalita` sensoriale; viceversa, alcune evidenze sperimentali suggerirebbero che que-
sto non accada quando a essere collegate sono informazioni che provengono da sensi
differenti, come la vista e il tatto (Kersten et al. 2011, p. 14).
In effetti, il cervello sembra combinare le informazioni visive e uditive necessarie
per cogliere le dimensioni di un oggetto attribuendo loro un peso proporzionale
all’affidabilita` della fonte, con un processo analogo alle valutazioni probabilistiche
viste sopra: il risultato sarebbe un’“integrazione ottimale” degli indizi percet-
tivi (ibid.), dove “ottimale” significa conforme al comportamento di un osservatore
bayesiano ideale.
Un esempio classico di collegamento come il raggruppamento percettivo visivo
(cfr. sez. 2.4) potrebbe a sua volta essere frutto di una combinazione ottimale di
informazioni che riguardano la frequenza spaziale e l’orientamento; lo stesso acca-
drebbe quando il compito del sistema visivo e` capire com’e` orientato un oggetto
piano, integrando informazioni sulla simmetria obliqua e sulla disparita` binoculare
(ibid.).
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Il peso attribuito a un indizio sembrerebbe influenzare anche il modo con cui il
cervello considera le diverse informazioni sensoriali note a priori: infatti maggiore e`
l’affidabilita` attribuita a un indizio, maggiore e` il peso della distribuzione a priori
che corrisponde a quel tipo di indizio (ibid.).
La velocita` di queste operazioni e il fatto che raramente gli osservatori abbiano
dubbi espliciti sull’interpretazione degli scenari indicano che il collegamento e` una
forma di “inferenza inconscia”, la quale richiede un’elaborazione consapevole solo
nei rari casi in cui piu` ipotesi sono altrettanto plausibili (come accade nei fenomeni
di bistabilita` percettiva).
Il modello bayesiano di Kersten et al. rafforza percio` l’impressione che la co-
scienza degli osservatori sia un prodotto del collegamento, anziche´ un presupposto
come invece sembrano affermare i teorici del “carattere fenomenico” e prima ancora
Kant (1781), sia pure con argomenti molto diversi fra loro.
Resta il problema di verificare se gli osservatori umani integrano in modo otti-
male tutte quante le informazioni sensoriali rilevanti che giungono loro in un dato
intervallo di tempo fino a ottenere un vero e proprio scenario integrato e coerente.
Ulteriori indagini potranno fornire evidenze a favore o indizi contrari, ma queste
osservazioni sperimentali, anziche´ rimanere isolate, saranno messe a confronto con
una teoria molto generale come quella della percezione bayesiana. Questa teoria
ha il merito di rendere esplicito il legame fra incertezza dei dati sensoriali,
elaborazione inconsapevole dei dati, coerenza dei percetti cos`ı ottenuti e
azioni compiute a seguito dell’attivita` percettiva: un legame di cui le ricerche
future dovranno tenere conto per comprendere sempre meglio la nascita e lo sviluppo
del collegamento in tutte le sue forme.
Capitolo 5
Conclusioni e possibili sviluppi
Nel corso di questa tesi ho cercato di mostrare che il problema del collegamento
e` una genuina impresa scientifica, articolata in livelli di descrizione differenti ma
complementari. La ricerca di un approccio risolutivo comune a tutti gli aspetti del
problema, malgrado la sua complessita`, mi ha portato a ritenere che l’integrazione
fra i modelli ibridi (sez. 3.5) e la teoria bayesiana della percezione (sez. 4.3)
sia la strada piu` promettente e feconda.
Solo ulteriori ricerche sperimentali in grado di fornire una precisa mappa delle
connessioni corticali permetteranno di comprendere fino in fondo i meccanismi con
cui il cervello integra i segnali elettrici e l’informazione codificata in questi segnali.
Tuttavia, dopo aver esaminato le varie proposte di soluzione (cap. 2) mi sono
persuaso che le differenze fra i diversi modelli siano quasi sempre soltanto scolastiche:
qualsiasi modello deve presupporre che il collegamento avvenga tramite connessioni
anatomiche, in cui la simultaneita` dei segnali plausibilmente consolida i legami fra
gruppi di cellule anche distanti fra loro.
Comprendere la natura del collegamento richiede pero` di intendere con precisione
quale sia il suo ruolo nella vita degli esseri senzienti: in altre parole, quale funzione
svolge e quali benefici apporta per la sopravvivenza dell’uomo e degli altri animali
che hanno la capacita` di costruire scenari sensoriali unificati e coerenti.
Credo che la funzione e i vantaggi del collegamento siano messi bene in luce se
si intende questa attivita` integrativa (dal livello sensoriale a quello logico) come un
mezzo per ridurre l’incertezza dei percetti e massimizzare le informazioni
che e` possibile ricavare dall’ambiente. Una minore incertezza permette a sua
volta di pianificare le azioni e condurle a termine con un’efficienza notevolmente
accresciuta.
Interpreto cos`ı tutte le attivita` di collegamento come inferenze che guidano
e supportano l’azione degli individui, secondo principi che non sono distanti
da quelli su cui si fonda l’induzione bayesiana. Pertanto ho cercato di mostrare che
la coerenza e l’unita` del “mondo percettivo” costruito attraverso il collegamento
sono il risultato di un’operazione pratica che semplifica e riordina i dati sensoriali
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per aumentare la capacita` di controllo sull’ambiente; proprio per questo coerenza e
unita` non vanno confuse con proprieta` intrinseche degli “oggetti esterni”.
Chi parla di “oggetti esterni” tende spesso a contrapporre queste entita` a un
“interno”: il soggetto cosciente, di solito inteso come irriducibilmente diverso dal
mondo fisico con cui interagisce e dagli altri soggetti, come indicherebbe il peculiare
“carattere fenomenico” delle sue esperienze – un concetto il cui uso mi pare peraltro
incerto e potenzialmente rischioso per i suoi sostenitori (sez. 4.1).
In ogni caso, lo studio del collegamento indica che la percezione dei cosiddetti
“oggetti esterni” e` in gran parte frutto di processi inconsapevoli, i quali per defini-
zione non possono avere alcun carattere fenomenico. Mi sembra quindi ragionevole
concludere che gli “oggetti” siano piuttosto il risultato dell’interazione fisica tra
un essere senziente e l’ambiente che lo circonda, un’interazione in cui la
coscienza e` un prodotto anziche´ un presupposto del collegamento stesso (sez. 4.2).
Il fatto che l’interazione sia fisica non significa in alcun modo annullare o diminui-
re l’importanza dell’individuo percipiente: la teoria bayesiana della percezione
mostra che l’esperienza da lui accumulata in passato e` all’origine di assunzioni pro-
babilistiche senza le quali ogni percetto sarebbe isolato e in definitiva privato di gran
parte della sua importanza.
Ne´ significa che le percezioni siano uniformi e omologate: le loro sottili sfuma-
ture qualitative, diverse non solo da individuo a individuo ma anche da momento
a momento, sono anzi preservate dall’approccio soggettivo alla probabilita` che ho
scelto di presentare.
D’altra parte, come difendere l’importanza del soggetto percipiente non deve
condurci ad attribuirgli poteri che valicano i confini della fisica e della fisiologia, cos`ı
ribadire che ciascun individuo percepisce l’ambiente a modo suo e avverte sensazioni
che non sono del tutto equiparabili a quelle degli altri individui non deve indurci a
ritenere che un modello condiviso del collegamento sia impossibile. Si trattera`
di una descrizione approssimata, ma la semplificazione non e` meno necessaria alla
ricerca che alla vita.
Certamente il modello che occorre per comprendere il collegamento, e del quale
ho provato a descrivere alcune caratteristiche, non dovra` essere pero` grossolano.
Combinare un modello ibrido con il concetto di inferenza bayesiana e` solo un primo
passo: in futuro sarebbe interessante approfondire sempre di piu` il confronto tra
l’analisi scientifica del collegamento e i resoconti filosofici e logici della percezione,
passati e presenti. Entrambi i campi, influenzandosi a vicenda, potrebbero infine
confluire in una sola teoria.
Per conseguire questo obiettivo in futuro bisognerebbe elaborare un lessico co-
mune alle diverse comunita` di ricerca che si occupano del collegamento: questo
aiuterebbe a superare contrapposizioni generate piu` dalle parole che dalle idee o dai
fatti. Un esempio e` dato dal concetto di “informazione”, che nella letteratura sul
collegamento di volta in volta e` inteso in modo informale, sintattico o semantico:
chiarirne le diverse accezioni e ricondurle a una descrizione il piu` possibile ampia e
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costante sarebbe prioritario.
Di sicuro l’interazione fra percipiente e percepito e` centrale nei processi di colle-
gamento, ma il modello bayesiano che ho cercato di illustrare chiarisce solo in parte
la sua effettiva importanza. Pertanto, uno studio piu` approfondito della pro-
babilita` e dei suoi legami con l’incertezza sensoriale aiuterebbe a intendere
sempre meglio la relazione da cui questa pagina fitta di caratteri Computer modern
prende vita davanti ai vostri occhi.
Per qualcuno noi saremmo individui prigionieri d’impressioni private e incomu-
nicabili, che riusciamo a tenere insieme solo grazie alle stesse forze misteriose che
ora ci avvicinano, ora ci allontanano da una realta` fisica da cui saremmo irrime-
diabilmente separati. A questa immagine ho preferito sostituire una descrizione del
collegamento in cui chi percepisce e cio` che e` percepito fanno parte dello stesso
scenario comune e sono spiegati dal medesimo modello comune.
C’e` un legame fra le conoscenze dei singoli individui non meno che fra i singoli
percetti: unire sempre meglio le une e gli altri e` il compito che spetta a chi cerca di
risolvere il problema del collegamento.
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