The massive point cloud data obtained through the computer vision is uneven in density together with a lot of noise and outliers, which will greatly reduce the point cloud search efficiency and affect the surface reconstruction. Based on that, this paper presents a filtering algorithm based on Voxel Grid Statistical Outlier (VGSO): Firstly, 3D voxel grid is created for the massive point cloud data approximating other points inside the voxel with the centroid of all points; then, the neighborhood of discrete points is analyzed statistically, calculating average distance of every point to its neighboring points and filtering the outliers outside the reference ranges of average distance from the data set; finally, the segmentation rules are improved according to the characteristics of KD-Tree. A large amount of experimental results show that this stable and reliable algorithm can compress and filter the point cloud data quickly and effectively. At the same time, it greatly accelerates the search speed.
RELATED WORKS
With the development of high precision laser scanning device and the computer vision technology (Chen et al.2008; Chen and Li.2004) , point cloud technology has been widely used in surface reconstruction and threedimensional simulation etc. But the huge point cloud data collected are very dense, and usually not very uniform because of the interference factors with the superposition of many outliers and noises, which will seriously affect the subsequent work, such as point cloud data search or 3D reconstruction process. Filtering for point cloud data mainly includes the algorithms based on mathematical morphology, the triangulation, wavelet transform etc. Zhang (Zhang et al.2003) proposed a method of morphological filtering method based on incremental window scale which firstly interpolates the point cloud data to be regular grid data, and then uses the assumed initial structure window and threshold for opening operation. Sithole (Sithole.2001) resampled the discrete point cloud to generate regular grid data and then filtered using the method of image processing. This method is superior in terms of processing speed, and can make use of mature image processing theory. The shortcomings are yet the need of interpolation and resampling for the point cloud data, which will lose some accuracy. Jiang (Jiang et al.2007 )used Delaunay or KD-tree method to organize the discrete point cloud. It has relatively high accuracy due to the processing of primitive point cloud without resampling and interpolation. But the filtering algorithm in this way is relatively complex with low efficiency. Domestic and foreign scholars have studied the identification and filtering of outliers of the discrete point cloud. Recognition methods of outlier (Papadimitriou et al.2003) are mainly based on depth, distribution, distance and density (Xu et al.2008) . Method based on depth proposed by Johnson (Johnson et al.1998) required to calculate the convex body of point cloud in different levels, with high computational complexity. Knorr (Knorr et al.2000) defined the outliers belonging to none of the point sets. This method cannot calculate the recognition results of optimal outlier. Breunig (Breunig et al.2000 ) put forward Local Outlier Factor which can deal with general scattered point cloud data and must first estimate outlier density according to the point cloud density change. These references about filtering algorithm are mostly based on the point cloud data acquired from Lidar. However, domestic and foreign research on he point cloud data based on computer vision is still in its infancy stage domestic and foreign. (Chen et al.2012 ). Due to the above question, this paper put forward a filtering algorithm based on VGSO. Firstly, 3D voxel grid is created for the mass point cloud data with the centroid of all points to approximate other points inside the voxel and sampling can greatly reduce the point cloud density and homogenize the point cloud density; then, statistical analysis is carried out on the discrete points, calculating average distance of all neighboring points to every point, and filtering the outliers outside the reference ranges of average distance from the data set; finally, the segmentation rules are improved according to the characteristics of KD-Tree.
MAJOR ALGORITHM
The basic idea of point cloud data of octree structure is to describe the point cloud space by octree model (Elseberg et al.2013; Bianca et al.2013) . The root node of the hierarchical structure represents a cube containing the entire point cloud. If the cube is empty or the number is less than the specified value,then there is no segmentation, otherwise it will be divided into eight small cubes with equal size. For every such small cube, if it is empty or the number is less than the specified number, there is no segmentation, then it will be divided into eight smaller cubes again until it is no need to split or reaches the required level according to this rule.
Figures 1: Octree data storage structure KD-Tree (Schopfer et al.2011) refers to the binary search tree in k dimensions, on which fast nearest neighbor search can be achieved for the given k dimensions data. Each node of KD-Tree represents a point in k dimensional space, and each layer of the tree can make the branch decisions according to the resolution device. The resolution device of i layer is defined as: i mod k. Storage rules are those: if any node of the i layer in the left subtree is not empty, then i mod k dimension values of any node on left subtree are less than the value of node n; if the right subtree is not empty, then i mod k dimension values of any node on right subtree are greater than the value of node n; and its left and right subtrees are KD-Tree respectively. The point cloud data is three-dimensional, so it can number three axis x,y, z of the point cloud data to 0,1,2, namely split={0,1,2}. We suppose six 3D data points { ( 2,3,8 ), ( 7,5,4 ), ( 8,7,2 ) , ( 3, 7, 6 ) , ( 8, 3, 7 ) , ( 9,4,5 ) }, and the processing steps of algorithm are as follows: 1) Determine the value the split field should take: Calculating data variance of x, y, z axis, determining the split threshold and selecting the segmentation direction. In this case: D(x)=[(2-6.12)^2+(7-6.12)^2+(8-6.12)^2+(3-6.12)^2 + (8-6.12)^2+ ( According to above result, variance in x direction is maximum. Therefore, the split field selects the x direction.
2) Determine the Node-data threshold: according to the axis direction step 1) determines, ranking all the point cloud data in this direction, calculating median value and getting the Node-data=(7,5,4). The split hyperplane of this node is the plane through the point (7,5,4) and perpendicular to the X axis.
Figures 2: The example of a 3-dimensional KD-Tree 3) Divide the space into two parts through the figure 1: through the recursive call, the split of KD-Tree can be achieved after repeating the operation for the root node to left and right subspace data. The nearest neighbor search (NNS), also known as "the closest point search ", is an optimization problem to find the nearest points in scale space. Description of the problem is as follows: given a set of points S and a target q∈M in the scale space M, to find the nearest point to q in S. In many cases, M is a multidimensional Euclidean space, and distance is determined by the Euclidean distance or Manhattan distance.
Figures 3: The example of nearest neighbor search In order to speed up the search speed of neighbor classification, there are two common methods: fast nearest-neighbor samples search algorithm or simple and effective data structure, such as KD-Tree, Partial Distance Search; pretreatment and compression of data, such as Condensed Nearest Neighbor and Reduced Nearest Neighbor Rule.
IMPROVED METHOD VGSO point cloud filtering algorithm
Voxel, which is a group of cube units distributing in center of the orthogonal grid, can be understood as the extension of two-dimensional pixel in threedimensional space. The point cloud data generated by computer vision method is usually density-uneven. It samples by the voxel grid method and creates 3D voxel grid for the inputting point cloud data, with centroid of all the points in voxel to approximate the other points, all of which can not only reduce the point cloud data, but also maintain the shape characteristics of point cloud and more accurate approximation of the surface. All points in the voxel are expressed with a centroid, then:
Among them, S is the total number of discrete points in voxels A . Point cloud data with non-uniform density can be homogenized through the 3D voxel grid filtering, but in measurement computer vision device will produce sparse outliers which is not good for the processing of local point cloud. Statistical analysis is carried out on the discrete points, calculating average distance of every point to all its neighboring points and filtering the outliers outside the reference ranges of average distance from the data set. The process of SO algorithm is introduced following: 1) Calculate mean value and variance of the global distance
where n is the number of point cloud, dis is the distance between two points. 2) Calculate the global distance threshold
3) Calculate the average distance between a point and its neighborhood point, and determine its relationship with global distance threshold , outliers
It will be easy to remove the outliers from the point cloud data through above algorithm.
Improved KD-tree segmentation rule
Essentially, KD-Tree is a two-fork tree, and each nonleaf node can be divided into two subspaces by split plane. In segmentation, the normal direction of the split plane is selected firstly. Although the direction is optional, it is apparent to be difficult in a direction parallel to the coordinate axes, therefore, we consider only the splitting plane whose normal direction is parallel to the axis. When the direction is selected, it is need to choose the splitting plane position which determines the proportion of two subspaces. According to the different structures of splitting plane, KD-Tree is divided into: midpoint split KD-Tree, proportionate KD-Tree and sliding mid point KD-Tree. The split plane of midpoint KD-Tree lies in the space center, with shared position characteristics of nodes between adjacent layers. The split plane of proportionate KDTree uses one of the nodes to make points on both sides of the split plane basically equal. The split plane of sliding midpoint KD-Tree moves the split spane at the center of subspace to the nearest point to segment KDTree. According to traditional idea of binary tree, a full binary tree will be produced after the split of KD-Tree, namely the two nodes in every split should contain the same number of point elements. But it has some problems: Firstly, this method requires to sort the point elements to find a point in the middle; secondly, it must record each split position in the node data, otherwise it cannot determine the space size of current node when accessing the node, and such steps will increase each node space consumption. We first determine the local coordinate system and the size of bounding box of discrete point cloud 
L is a symmetric positive semi-definite matrix with feature vectors orthogonal to each other, then eigenvalue is solved: 
Then the center of bounding box is: Max x y z z  , then plane parallel to z is chosen as split plane. This method only requires to save the space size and position of root node, generates the same split sequence every time, and when the KD-Tree is generated, follows the same split rules to access. The nodes of each KD-Tree level have the same space size and split direction.
ALGORITHM TESTING

Search for unfiltered point cloud data
This algorithm is based on the open Point Cloud Library (PCL) and C++ language, and tested in machine of the CPU I7-3610QM 2.3GHz, memory 8GB, graphics card GTX Geforce 680M. The discrete point cloud data are provided by PCL, such as the table, with a total of 460400 discrete points, very intensive point cloud and a large number of outliers.
Figures 4: The original point cloud figure of table This experiment firstly used octree structure to organize the scattered point cloud data, set the k value of neighbor of k as 100, and calculated the time to search a point cloud data, as the following table shows: K nearest neighbor search at (0.481 0.263 1.197) with K=100. Here we show only the top ten search results with total time of 1143 milliseconds. Following, we tested the KD-Tree structure to organize the point cloud data, set the k value of k neighbor is 100, and calculated the time to search a point cloud data, as the following Here we show only the top ten search results, total time of 984 milliseconds. For Octree subdivision, when the point cloud has a large amount of data and local point cloud is dense, it will cause point cloud data unbalanced and redundant data structure, and reduce the search efficiency. KD-Tree is superior in the neighborhood search efficiency, but the record of each splitting node position increase the storage space of nodes.
Filtering effect based on VGSO filtering algorithm
For Figure 4 , sampling point cloud density is very big and exist much outliers.Therefore filtering is proposed in this paper based on VGSO algorithm:
Step1.The original point cloud data are filtered using Voxel Grid filter, setting the minimum voxel volume 1cm 3 . Filtering results is in Figure 5 . Figure 6 Step3. Improve KD-Tree split rules, input point cloud data after filtering, and build data structure of KD-Tree. As above, VoxeGrid filtering makes the point cloud data more uniform, and greatly reduces the density of point cloud at the basis of the quality. But in local area, such as the red circle shows, there are still a large number of outliers. The algorithm is not good in processing outlier. Based on this process, we need to carry out the statistical analysis of local information. As shown in Figure 6 , the Statistical Outlier removed a total of 1559 obvious outlier from point cloud in Figure  5 the red circles show, and point cloud data obtained can be better applied to the later. We build KD-Tree using the point cloud data, the search key point ( 0.481,0.264,1.197 ) , and K to 100 to obtain the following search results, at the consumption of 78 ms search time. As shown in Table 4 , the search time of point cloud data in figure 4 and Figure 6 are tested based on KDTree. From the Figure 7 , in order to check correctness and effectiveness of this algorithm, 6 groups of point cloud data of different types and scene are tested with large data scale. From table 5, we know in the case of ensuring the point cloud quality, when compression rate reached 67.5%, the highest compression ratio of point cloud can reach to 92.3%. In view of this kind of point cloud data such as Kitchen, with particularly dense and non-uniform point cloud data, the filtering effect is very good, which can be the same with all kinds of data collected from different places.. 
CONCLUSIONS
This paper put forward a filtering algorithm based on VGSO. Firstly, the VG algorithm can greatly reduce the point cloud density and homogenize the point cloud density; then, the SO algorithm filter the discrete points; finally, the segmentation rules are improved according to the characteristics of KD-Tree. The experimental data showed that the algorithm is effective and feasible, but there are some problems. As shown in Figure 9 , part of the body in the Wolf point cloud model was empty. Therefore, future research work will further study curvature judgment of point clouds to reduce the misjudgment of SO filtering algorithm.
