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Abstract
In this work, we study the validity of Entropy inequalities under decorrelation assumptions at large-scales,
and also we study the problem of Weighted Meyers estimate in perforated domains. As a consequence, we
obtain the hypercontractivity of correctors with Neumann boundary conditions.
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1 Introduction
In recent years the theory of quantitative stochastic homogenization based on spectral gaps has undergone fast
and with remarkable developments, see [9, 13, 23] for very recent contributions on this topic. In this paper we
focus on special entropy inequalities which are very useful in stochastic homogenization, and, we mainly extend
such well-known inequalities to others in which very rigid hypothesis need to be considered. More specifically,
we are concerned with the “coarsen ” entropy inequality
Entµ
(
F 2
) ≤ 1
ρ
〈
‖∂F
∂a
‖2
〉
, (1)
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driven by a family of random coefficient fields a, and also with the “coarsen ” multiscale Poincare´ inequality
Var(f(a)) ≤ 1
ρ
〈ˆ ∞
0
ˆ
Rd
(ˆ
Bℓ+1(x)
∂f(a)
∂a
)2
(ℓ + 1)−dπ(x, ℓ)dxdℓ
〉
, (2)
where sometimes we make use of the short notation 〈·〉 for the averaged with respect to a fixed measure µ. The
first inequality (1) was used in [18] in the context of quantitative estimates on correctors entitled with a large
scale-regularity, while the second can be understood as a generalization of this one in [12]. Many regularity
properties of random nonlinear operators have been established in recent years through two different approaches.
Among of these regularity results, it is worth mention the C1,1 regularity of harmonic functions given in [18], the
sublinear properties of correctors in [14, 15], sublinearity through a weaker form of ellipticity in [8], and the large-
scale regularity for fully non-linear operators in [2, 3, 4, 5]. At this stage of the development of the quantitative
theory of stochastic homogenization, it is natural to investigate the typical case of perforated domains, since
homogenization in such microstructures is governed by a small parameter and then a quantitative regularity at
the small-scale need to be used. One of the most important tools of regularity theory, that eventually led to
the effective development of such quantitative theory of stochastic homogenization, is the Meyer’s inequality
for uniformly elliptic operators. Meyer in [24] established the following: Let a : Rd → R(m×d)2 be a uniformly
elliptic and bounded coefficient field with ellipticity and boundedness constants λ and Λ. Let R > 0 be arbitrary.
Let v ∈ H1 (Rd,Rm) and g ∈ L2(Rd,Rm×d) be functions related through
−∇ · a∇v = ∇ · g. (3)
There exists a Meyers exponent p˜ > 2 and a constant c > 0, which both only depend on d,m, λ,Λ such that for
all 2 ≤ p < p˜, all α1 < c, and all 0 < α0 < α1 we have
(ˆ
Rd
|∇v|p
(
1 +
|x|
R
)α0
dx
) 1
p
≤ C
(ˆ
Rd
|g|p
(
1 +
|x|
R
)α1
dx
) 1
p
, (4)
where the constant C depends only on d,m, λ,Λ, α0, α1. See [13, Lemma 35] for its proof that is mainly based
on [16, Theorem 6.38]. It provides a description of ∇u or its behavior at large scales, i.e., when |x − y| > R
for some y ∈ Rd and R > 0 sufficiently large. Our main goal in this paper is to discuss a variety of spectrals
gaps used in quantitative stochastic homogenization, and in particular, we prove the validity of (1) and (2)
under suitable hypotheses on random fields. Subsequently, since the study of inequalities like (4) are of interest
in perforated domains, we also illustrate how engagging spectral inequalities with them. Our result stated in
Lemma 3.2, show that under very geometric assumptions and stronger conditions on random fields, inequality
(1) holds, i.e., let assume a family of random fields {a(x)}x∈Rd indexed in Rd with correlation matrix
C(x) = 〈a(x)a(0)〉 ,
and that there exists a nonincreasing function Γ : R+ → R+ such that
|C(x)| ≤ Γ(|x|),
ˆ
Rd
Γ(|x|) (|x|+ 1)−d(β+1) <∞ (5)
for some β ∈ (0, 1). We show that there exists a suitable partition {D} of Rd not too “coarse ” in the sense
of definition 3.1 below such that inequality (1) holds. In this situation C is allowed to be concentrated in
the box m :=
(− 123m, 123m], m ∈ N, used to prove large-scale properties in parabolic equations governed by
random coefficients, see [5]. We also comment that it represents a generalization of the following Brascamp-
Lieb inequality discussed in [10]: Consider an arbitrary probability measure µ on a normed vector space (E, ‖·‖)
with density exp(−V (x)), x ∈ B, with respect to Lebesgue measure where V is a convex function on some open
convex set B ⊂ E. Moreover, assume that, for all s, t > 0 with t+ s = 1 and all x, y ∈ B,
tV (x) + sV (y)− V (tx+ sy) ≥ cts‖x− y‖
2
2
(6)
2
for some c > 0. Under (6), it is possible to prove that
Entµ(f
2) ≤ 2
c
ˆ
‖∇f‖2∗dµ,
and f smooth enough. On the other hand, even if inequality (2) is not strictly related to (1), they share a
similar structure on random fields, i.e., in our result stated in Proposition 3.5, we assume that for some R ≥ 1
sup
BR(x)
|C(·)| ≤ Γ(·, |x|). (7)
In this case, we take π(x, ℓ) := |∂ℓΓ(x, ℓ)|. Let consider ε > 0, and Yε : Rd → Rk be any Gaussian processes
whose correlations behaves as in (5), i.e.,
|Cov (Yε(x), Yε(y)) | ≤ 1
1 +
(
1
ε
|x− y|)d+β
for some β > 0, then, the random fields aε : R
d → Rk defined as
aε(x) = f(Yε)
for some Lipschitz map f : Rk → Rk become of interest since inequality (2) holds with respect the σ-algebra
generated by {aε}, and also inequality (1). The paper is organized as follows. After the preliminary section
2, where we collect basic notation, and basic facts about Brascamp-Lieb type inequalities, quantification of
ergodicity through spectral gaps, in section 3 we present the main arguments to ensure the validity of (1) and
(2). We dedicate section 4 to the study of (4) in perforated domains, and also, we show the relation of (2) with
the usual Poincare´ inequality at different lenght-scales.
2 Preliminaries
A particular emphasis is placed on families of inequalities relating, Markov chains and the homogenization of
random elliptic operators. The first goal is to introduce such families of inequalities which we called spectral
gaps. It is well-known that typical functionals like the variance, the Lp-norms leading to the main inequalities
of interest, like the Sobolev inequality, Stein inequality, Nash inequality, the logarithmic Sobolev inequality.
Similar inequalities are investigated at the level of semigroups, in particular, the main interest is related to
semigroups driven by random operators which give rise to heat kernel estimates. The Poincare´ or the spectral
inequality is the most elementary inequality which quantifies ergodicity and controls convergence to equilibrium
of Markovian semigroups towards invariant measures providing not only among qualitative properties, more
even, the velocity of convergence. Let us consider a measurable space (Ω,F) endowed with a probability
measure µ, we define the variance of a real value function f in L2(Ω, µ) as
Varµ (f) =
ˆ
Ω
f2dµ−
(ˆ
Ω
fdµ
)2
(8)
Definition 2.1. A Dirichlet form E defined in L2(Ω, µ) is said to satisfy a Poincare´, or spectral gap, inequality
with constant ρ > 0 if for all function f : Ω→ R in the Dirichlet domain D(E),
Varµ (f) ≤ ρE(f).
The best constant ρ for which this inequality is realized is called the Poincare´ constant associated to (Ω, µ, E).
A special case is given by the standard Gaussian measure for which ρ = 1 and the Dirichlet form is given by
E(f) =
ˆ
Rd
|∇f |2dµ.
A classical consequence of this Poincare´ type inequality with respect the Lebesgue measure is the well-known
embedding Sobolev immersion, typically, that if a function f on Rd is Lp(Rd) together with its first weak
derivatives then it is in Lq(Rn) for q = pd
d−p constrained q < +∞. The fundamental role that Sobolev inequalities
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have played in the study of linear, semilinear and nonlinear elliptic equations is well-known. In recent years,
stochastic systems require an extension of this very powerful inequality. First contributions in this direction
were given by Gross [21] who introduced the logarithmic Sobolev inequalities. Given a probability measure µ
on some measurable space (Ω,F), for every non-negative function f defined on (Ω,F), define its entropy as
Entµ(f) =
ˆ
Ω
f log(f)dµ −
ˆ
Ω
fdµlog
(ˆ
Ω
fdµ
)
, (9)
if
´
Ω
f log(1 + f)dµ < +∞, and +∞ otherwise.
Definition 2.2. A triple (Ω, µ, E) is said to satisfy a logarithmic Sobolev inequality with constant ρ > 0 if for
all function f : Ω→ R in the Dirichlet domain D(E)
Entµ(f) ≤ ρE(f).
While the Poincare´ inequality for the Gaussian measure on Rd can be easily established by using a Wiener
decomposition, the proof of the logarithmic Sobolev inequality is more subtle. Yet, it is possible to show that
for the Gaussian measure this inequality holds with ρ = 1 independently of the dimensionality, and which,
it contributes to look further properties on infinite dimensional contexts. This is the content of the following
proposition.
Proposition 2.3. Let us consider µ to be a probability measure defined on (Ω,F). A logarithmic Sobolev
inequality with constant ρ implies a Sobolev inequality with constant ρ2
Proof. Let us consider f = 1+ εg where g ∈ D(E) with ´
Ω
gdµ = 0. By a Taylor expansion
Entµ(f
2) = 2ε2
ˆ
Ω
g2dµ+ o(ε2)
while E(f) = ε2E(g). It follows that
2
ˆ
Ω
g2dµ ≤ ρE(g).
In terms of Sobolev embeddings, under a logarithmic Sobolev inequality, functions in H1 do not belong neces-
sarily to some Lp-space for p > 2. However the freedom of the logarithmic Sobolev constant allows generalizes
the following well-known fact for infinite-dimensional spaces.
Proposition 2.4. Let us consider µ to be the standard Gaussian measure on Rd, i.e., dµ(x) = (2π)−
d
2 e−
|x|2
2 dx
and its associated Dirichlet form
E(f) =
ˆ
Rd
|∇f |2dµ.
For every smooth enough function f on Rd,
Entµ(f) ≤ 2E(f).
To give a proof of this result, we concern with integration by part formulas and further properties that may
be established by introducing Malliavin derivatives, for details and a self-contained treatment of these facts,
we refer to [25]. This argument can be extended to measures on arbitrary metric spaces provided a natural
extension of the lenght of the gradient is chosen. Indeed, given a locally Lipschitz function f on a metric space
(X, d), define the length of the gradient of f at the point x ∈ X as
|∇f |(x) = lim sup
y→x
|f(y)− f(x)|
d(x, y)
.
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In this direction, a lot of contributions can be found, in particular, this metric slope of f playing an important
role on gradient flows structures of some well-understood parabolic PDE’s in Wasserstein spaces [1]. A first
consequence of the validity of the logarithmic Sobolev inequality for the Gaussian measure is the following
concentration of measure principle (cf. [22, Proposition 2.17]): Every 1-Lipschitz function f : Rd → R integrable
with respect the Gaussian measure µ satisfy
µ
({
f ≥
ˆ
fdµ+ r
})
≤ e− r
2
2ρ
for any r ≥ 0. In probability theory, the concentration of measure is a property of random variables depending
on a large numbers of others, such as in large laws of numbers. Let be X1, X2, . . . be a sequence of independent
random variables taking values ±1 with equal probability, and set, for any n ≥ 1, Sn := X1 + . . . + Xn. We
think of Sn as a function of each individual variable Xi, the classical law of large numbers saying that Sn is
essentially constant (equal to zero). Of course, by the central limit theorem, the fluctuations of Sn are of order√
n which is hardly zero. But as Sn take values as large as n, this is the scale at which one should measure Sn,
in fact, we need considering Sn
n
and which is essentially zero as is expressed by
P
({ |Sn|
n
≥ r
})
≤ e−n r
2
2 , r ≥ 0.
Then a random variable that depends on the influence of many independent random variables is essentially
constant. A natural question is, therefore, the following: for a fixed n can we assess the distance between
the law of Sn and the corresponding limit law?. In other terms, can we estimate the error one makes when
approximates the limit law throughout the law of Sn/n? Answering questions of this type corresponds to
quantitative central limit theorems. On this subject, see for instance [25, Theorem 3.7.1].
2.1 Stein inequalities
Formally, let f : Xn → R be a real-valued function of n variables, where X is a suitable measurable space. If
X1, . . . , Xn are n random variables taking values in X , then we define the real-valued random variable
Sn = f(X1, . . . , Xn).
When Xi are independent random variables, it is obvious that
Var(Sn) =
n∑
i=1
Var(Xi)
Of course the proof of this last observation uses independence only through the parwise orthogonality ofXi−EXi.
Now it is a natural idea to bound the variance of a general function by expressing Z−EZ as the sum martingale
differences and uses the orthogonality of these differences. This is the general strategy to proof the following
Proposition:
Proposition 2.5 (Stein inequality). Let X1, . . . , Xn be independent random variables with probability dis-
tribution denoted by µi for each i = 1, . . . , n and let Z = f(X1, . . . , Xn) be a square-integrable function of
(X1, . . . , Xn). Then
Var(Z) ≤
n∑
i=1
E
((
Z− Ei(Z))2)
where
E
i(Z) :=
ˆ
X
f(X1, . . . , Xi−1, xi, Xi+1, . . . , Xn)dµi
is the conditional expectation with respect the σ-field generated by {Xj : j 6= i}.
This motivates the following extension to probability space indexed by Zd.
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2.1.1 Glauber dynamics
To make clear the first generalization of these inequalities discussed before, we now introduce some notations
that we use throughout the present manuscript. We start by considering an admisible set of random fields
Ω :=
{
a : Rd → Rd×d} (10)
that are uniformly elliptic and bounded, i.e., for any x ∈ Rd
∀ξ ∈ Rd : ξa(x)ξ ≥ λ|ξ|2 and |a(x)ξ| ≤ |ξ|. (11)
Following the convention in statistical mechanics, we call a probability measure on Ω also an ensemble and
denote the associated ensemble average by 〈·〉. Here and below λ ∈ (0, 1) denotes the ellipticity constant which
is fixed throughout this section. Unless otherwise stated we always assume that 〈·〉 is stationary, i.e., for all
translations Z ∈ Rd the coefficient fields a and τza have the same joint distribution. Let Tz : Ω→ Ω, a 7→ a(·+z)
to be a dynamical system. Then 〈·〉 is stationary if and only if Tz is 〈·〉-preserving for all shifts z ∈ Rd. As a
special case, we consider the set Ω0 of coefficient fields defined on Z
d, i.e., we consider
Ω0 :=
{
a : Zd → Rd×d} (12)
which can be written as the Zd-fold of all uniformly elliptic and bounded matrices from Rd×d. Hence, we equip
Ω0 with the product topology for which all the projections Ω0 ∋ a 7→ a(x) ∈ Rd×d, x ∈ Zd are continuous. A
random variable is a measurable function on Ω. We denote with Lp(Ω), 1 ≤ p ≤ +∞, the usual Banach spaces
of random variables with Lp-norm. Moreover, Ω0 is a metrizable space and we can denote C(Ω0) the Banach
space of all continuous and bounded functions equipped with the norm ‖ξ‖∞ = supa |ξ(a)| < +∞.
Definition 2.6 (Stein derivative). Let 〈·〉 be an arbitrary ensemble. For all y ∈ Zd and ξ ∈ L2(Ω) we define
〈ξ〉y =
〈
ξ|{a(x) : x 6= y, x ∈ Zd}〉 ,
i.e., the conditional expectation with respect the σ-field {a(x) : x 6= y, x ∈ Zd}. We define the Stein derivative
or “vertical” derivative at point y ∈ Zd as
∂ξ
∂y
= ξ − 〈ξ〉y . (13)
Remark 2.7. The vertical derivative ∂
∂y
can be interpreted as a discrete version of the Fre´chet or Malliavin
derivative along a(y). It monitors how sensitively a random variable ξ depends on the value of the projection
coefficient field {Zd ∋ x 7→ a(x)} at site y. Yet, owed the discreteness this derivative does not satisfy a chain
rule. Moreover, the vertical derivative does not commute with the shift operator. In fact, we have
〈ξ ◦ Tx〉y = 〈ξ ◦ Tx|{a(z) : z 6= y}〉
= 〈ξ ◦ Tx|{τxa(z − x) : z 6= y}〉
= 〈ξ ◦ Tx|{τxa(z′) : z 6= y − x}〉
= 〈ξ〉y−x ◦ Tx.
Definition 2.8. We say that 〈·〉 satisfy the Stein inequality or a spectral gap for the Glauber dynamics with
constant ρ > 0 if for all ξ ∈ L2(Ω) we have
Var(ξ) ≤ ρ
∑
y∈Zd
〈(
∂ξ
∂y
)2〉
. (14)
From the analytical point of view, this spectral gap is a Poincare´ inequality on L2(Ω) for the vertical derivative
∂
∂y
. Since each y ∈ Zd is endowed with a vertical derivative, the number of degrees of freedom that we control
with the right-hand side fo the spectral gap estimate matches the dimensionality of the underlying probability
space Ω. A fundamental example satisfying this inequality (14) are ensembles associated with independent and
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identically distribuited coefficients, which means that the coordinates projections Ω ∋ a 7→ a(x), x ∈ Zd, are
independent and identically distributed. This fact is related to the following observation: let us consider Ω˜0 the
set composed by all matrices from Rd satisfying (11), then
Ω0 := Ω˜
⊗Zd
0
from which an ensemble 〈·〉 is associated with independent and identically distributed coefficients if and only
if it can be written as the product of a probability measure on Ω˜0. A generalization of Proposition 2.5 is the
following.
Proposition 2.9. Let β be a probability measure defined on Ω˜ and for each ξ ∈ C(Ω0) define 〈·〉 as
〈ξ〉 =
ˆ
Ω0
ξ(a)β⊗Z
d
(a).
Then 〈·〉 satisfy a Stein inequality of the form (14), i.e.,
Var(ξ) ≤ ρ
∑
y∈Zd
〈(
∂ξ
∂y
)2〉
.
For the sake of simplicity we consider ξ ∈ L2(Ω) such that 〈ξ〉 = 0.
Proof. The proof is divided in two part, the first one corresponds to a Martigale decomposition. By an ap-
proximation argument it suffices to consider local random variables, i.e., random variables ξ that only depends
on the value of the coefficient field at a finite number of sites y. For commodity, we make use of the following
notation. Let yn with n = 1, 2, 3, . . . be an enumeration of Z
d and 〈·〉≤n denote the L2(Ω)-orthogonal projection
onto the subspace of L2(Ω)-random variables that do not depend on the coefficients a(y1), . . . , a(yn), and set
ξn = 〈ξ〉≤n for n ≥ 1 and ξ0 := 〈ξ〉≤0 = ξ. Note that 〈·〉≤n is precisely the conditional expectation where we
condition on the value of a at all sites except y1, . . . , yn, i.e.,
〈ξ〉n =
ˆ
Ω˜⊗n
ξ(a)dβ(a(y1)× . . .× dβ(a(yn)).
We claim that
〈
ξ2
〉
=
∑∞
n=1
〈
(ξn−1 − ξn)2
〉
. Let us consider N sufficiently large enough such that ξN = 〈ξ〉 = 0
and thus
ξ =
N∑
n=1
ξn−1 − ξn.
Taking the square and the expectation yields
〈
ξ2
〉
=
N∑
n=1
N∑
m=1
〈(ξn−1 − ξn) (ξm−1 − ξm)〉 .
Let us consider m > n. Since by construction ξm−1 − ξm does not depend on a(y1), . . . , a(ym−1) we have
ξm−1 − ξm = 〈ξm−1 − ξm〉m−1 ,
and by general properties on conditional expectation we get
〈ξn−1 − ξn〉m−1 =
〈〈ξ〉n−1〉m−1 − 〈〈ξ〉n〉m−1 = 〈ξ〉m−1 − 〈ξ〉m−1 = 0.
Thus, since 〈·〉m−1 is symmetric, we get
〈(ξn−1 − ξn) (ξm−1 − ξm)〉 =
〈
(ξn−1 − ξn)
(〈ξm−1 − ξm〉m−1)〉〈〈ξn−1 − ξn〉m−1 (ξm−1 − ξm)〉 = 0.
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Now, we prove that
〈
(ξn−1 − ξn)2
〉
≤
〈(
∂ξ
∂yn
)2〉
.
For the argument, recall that the ensemble is the driven by the Zd-fold of β. As a consequence
ξn =
〈
〈ξ〉yn
〉
n−1
Hence,
〈
(ξn−1 − ξn)2
〉
=
〈〈(
ξ − 〈ξ〉yn
)〉2
n−1
〉
≤
〈〈(
ξ − 〈ξ〉yn
)2〉
n−1
〉
=
〈(
ξ − 〈ξ〉yn
)2〉
=
〈(
∂ξ
∂yn
)2〉
.
A first consequence is a possibility of quantifying ergodicity on probability spaces where such an inequality
holds. To make clear this assertion some notations need to be introduced. With a random variable ξ : Ω → R
we associate its stationary extension random field ξ : Ω × Zd → R via ξ(a, x) = ξ(τx(a)). In particular, we
say that a random variable ξ˜ : Ω → R is stationary if there exists a random field ξ : Ω × Zd → R such that
ξ(τxa) = ξ(a, x) for all x ∈ Zd. If 〈·〉 is stationary, then the expectation of the stationary extension of a random
variable ξ is independent of x ∈ Zd, i.e., we simply write 〈ξ〉 rather than 〈ξ(x)〉. For fields ν : Zd → R, vector
fields ξ = (ξ1, . . . , ξd) : Z
d → Rd and all i = 1, . . . , d we define the spatial derivatives,{
∇iν := ν(x + ei)− ν(x), ∇∗i ν(x) := ν(x− ei)− ν(x),
∇ν = (∇1ν, . . . ,∇dν), ∇∗ξ =
∑d
i=1∇∗i ξi.
(15)
Here e1, . . . , ed is the canonical basis of R
d, when confussion not occurs,∇ is the discrete gradient for functions on
Z
d and −∇∗ is the discrete divergence for vector fields on Zd. Next, we introduce a similar structure for random
variables: for scalar random variables ψ : Ω → R, vector-valued random variables φ = (φ1, . . . , φd) : Ω → Rd
and i = 1, . . . , d we define the horizontal derivatives,{
Diψ(a) := ψ(a(·+ ei))− ψ(a), D∗i ψ(a) := ψ(a(· − ei))− ψ(a),
Dψ := (D1ψ, . . . , Ddψ), D
∗φ :=
∑d
i=1D
∗
i φi.
(16)
Definition 2.10. By definition an ensemble 〈·〉 is stationary if and only if TxΩ→ Ω,a 7→ a(·+ x) is measure
preserving. Let 〈·〉 to be stationary. A measurable set A ⊂ Ω0 is called shift invariant if
A = τxA
for all x ∈ Zd. A measurable function ξ : Ω→ R is called shift invariant if
ξ(τxa) = ξ(a) for all x ∈ Zd and 〈·〉-a.e a ∈ Ω.
Definition 2.11. We denote by INV2(Ω0) the set of shift invariant functions in L
2(Ω0). An stationary ensemble
〈·〉 is called ergodic, if
INV2(Ω0) = {ξ ∈ L2(Ω) : ξ = 〈ξ〉 almost surely}.
Lemma 2.12 ([19, Corollary 5]). Let 〈·〉 be stationary. Then the following statements are equivalent:
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(1) 〈·〉 is ergodic
(2) for every ξ ∈ L2(Ω) with 〈ξ〉 = 0 we have
lim
t↑+∞
〈|exp(−tD∗D)ξ|2〉 = 0. (17)
Remark 2.13. From both the point of view of probability and analysis, these ergodic properties may be seen as
convergence to equilibrium, the equilibrium being the invariant measure associated with the semigroup generated
by 〈exp(−tD∗D)〉. The analysis of convergence to equilibrium plays an important role in many fields, and many
of the methods and functional inequalities developed in this work will lead to (precise) quantitative bounds on the
convergence to equilibrium, but more even, the convergence of random PDE to deterministic PDE’s. A natural
question is the following: Can we establish the velocity of convergence on (17)?. If yes, such bound describe how
much our probability space is ergodic, and such property is somewhat will be named quantification of ergodicity.
2.1.2 Quantification of ergodicity by a Stein inequality
To give a better comprehension of remark (2.13), we introduce further tools to give a precise description about
the sense of quantification of ergodicity. Let us consider the following parabolic equation{
d
dt
u(t) +D∗a(0)Du(t) = 0,
u(t) = ξ
(18)
where D and D∗ are defined as in (16), a belongs to Ω0 and a(0) is the projection map at point x = 0. We
consider the operatorD∗a(0)D : X → X whereX is a Banach space possibly Lp(Ω0) with 1 ≤ p <∞. Formally,
u(t) can be expressed as
u(t) = exp(−tD∗a(0)D)ξ.
Definition 2.14. The parabolic Green’s function
G : R+ × Ω× Zd × Zd → R
is defined as follows: For all a ∈ Ω0 and y ∈ Zd we denote by (t, y) 7→ G(t,a, x, y) the function in C∞(R, ℓ1(Zd))
given by
G(t,a, ·, y) = exp(−t∇∗(·)∇)δ(· − y)
where δ(x) is the Dirac mass defined as
δ(x) =
{
1, if x = 0,
0, otherwise.
When confussion do not occur, we write G(t, x) := G(t, x, id, 0) where a(0) = id is the identity matrix.
Next result, and which it was firstly proved by Gloria Neukamm and Otto allow us quantifying ergodicity in
form of a Stein inequality.
Proposition 2.15 (Proposition 1 in [19]). Let 〈·〉 be stationary and satisfy the Stein inequality (14) with
constant ρ > 0. Then for all ξ ∈ L2(Ω0) with 〈ξ〉 = 0 we have
〈
(exp(−tD∗D)ξ)2
〉 1
2 ≤ C(ρ)

∑
z∈Zd
G2(t, z)


1
2 ∑
y∈Zd
〈(
∂ξ
∂y
)2〉 12
up to a multiplicative constant C(ρ) that depends on ρ.
9
Next estimate firstly owed to Aronson and De Giorgi [6] provides an upper bound to the constant Green’s
function: The constant coefficient Green’s function satisfies∑
x∈Zd
G2(t, x) ≤ C(d)(t+ 1)− d2
up to a multiplicative constant C(d) > 0 that depends of the dimension d. In consequence, by recalling remark
(2.13), 〈·〉 is ergodic if and only if for any ξ ∈ L2(Ω) with 〈ξ〉 = 0
〈
(exp(−tD∗D)ξ)2
〉 1
2 ≤ C(d, ρ)(t + 1)−d4
∑
y∈Zd
〈(
∂ξ
∂y
)2〉 12
.
A main interest consists to extend such Proposition 2.15 for a wide class of random matrices a, more even, we
would like considering Lp-spaces for 1 ≤ p ≤ ∞. Indeed, a first generalization which can be done is related
to the structure of the random matrices. To our knowledge the following theorem holds for diagonal random
matrices:
Proposition 2.16 (Theorem 2 in [19]). Assume that a(0) ∈ Ω˜0 is diagonal and that is uniformlly elliptic and
bounded with elliptic constant λ > 0. Assume that 〈·〉 admits the Stein inequality (14). Then there exists an
exponent 1 ≤ p0 <∞ that only depends on λ and d such that for all p0 ≤ p <∞ and t ≥ 0 the function
u(t) := exp (−tD∗a(0)D)D∗ξ, ξ ∈ C(Ω0)d,
satisfies
〈|u(t)|2p〉 12p ≤ C(d, ρ, λ, p)(t+ 1)−(d4+ 12 )
〈∑
y∈Zd
(
∂ξ
∂y
)2
p〉 12p
up to a multiplicative constant C(d, ρ, λ, p) that only depends on d, ρ, λ, p.
This proposition generalizes the Proposition 2.15 to the random diagonal case. Yet, as we can observe, a stronger
requirement on the initial condition u(t = 0) = D∗ξ needs to be done. To make a better quantitative estimate,
we leave Stein inequality by introducing the oscillation of random variables. Here, the oscillation Osc ξ of a
function ξ ∈ Cb(Ω0) is defined by taking the oscillation over all a ∈ Ω0 as:


Osc
a(x)
ξ(a) : = sup{ξ(a˜) : a˜ ∈ Ω, a˜(y) = a(x) ∀x 6= y, x, y ∈ Zd}
− inf{ξ(a˜) : a˜ ∈ Ω, a˜(y) = a(x) ∀x 6= y, x, y ∈ Zd}.
(19)
Definition 2.17. We say that 〈·〉 satisfy a logarithmic Sobolev inequality with constant ρ > 0 if for any
ξ ∈ C(Ω0) we have
〈
ξ2log
ξ2
〈|ξ|2〉
〉
≤ 1
2ρ
〈∑
x∈Zd
(
Osc
a(x)
ξ
)2〉
. (20)
A first consequence of this inequality is the following inequality:
Lemma 2.18. Let 〈·〉 satisfy the logarithmic Sobolev inequality (20) with constant ρ > 0. Then for any
1 ≤ p <∞ and ξ bounded and continuous real function defined on Ω0, in short, ξ ∈ Cb(Ω0) it holds that
〈|ξ − 〈ξ〉 |2p〉 ≤ C(p, ρ)
〈
∑
x∈Zd
(
Osc
a(x)
ξ(a)
)2
p〉
up to a multiplicative constant C(p, ρ) that depends on ρ, p.
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Proof. Without loss of generality assume that ξ ∈ Cb(Ω0) and 〈ξ〉 = 0. The triangle inequality and the
logarithmic Sobolev inequality (20) yield
〈|ξ|2p〉 ≤ 2〈(|ξ|p − 〈|ξ|p〉)2〉+ 2 (〈|ξ|p〉)2
≤ 2
ρ
〈∑
x∈Zd
(
Osc
a(x)
|ξ|p
)2〉
+ 2
〈|ξ|2p〉 p−2p−1 〈|ξ|2〉 pp−1 .
By Young’s inequality, we may absorb
〈|ξ|2p〉 on the left-hand side and we obtain that
〈|ξ|2p〉 ≤ 2
ρ
〈∑
x∈Zd
(
Osc
a(x)
|ξ|p
)2〉
+ C(p)
〈|ξ|2〉p .
Notice that from (20) we have
〈
ξ2
〉p ≤ ρ−p
〈∑
x∈Zd
Osc
a(x)
|ξ|2
〉p
for each ξ ∈ Cb(Ω0) such that 〈ξ〉 = 0. Moreover, by Jensen’s inequality
〈
ξ2
〉p ≤ ρ−p
〈∑
x∈Zd
Osc
a(x)
|ξ|2


p〉
.
On the other hand, we note that the inequality |t− s|p ≤ C(p) (|t|p−1|t− s|+ |t− s|p) for all t, s ≥ 0 yields for
every two coefficient fields a, a˜ ∈ Ω:
||ξ(a)|p − |ξ(a˜)|p| ≤ C(p) (|ξ(a)|p−1|ξ(a)− ξ(a˜)|+ |ξ(a)− ξ(a˜)|p) .
Letting a˜ run over all the coefficient fields that differs with a only at point x ∈ Zd yields
Osc
a(x)
|ξ|p ≤ C(p)
(
|ξ|p−1Osc
a(x)
ξ +
(
Osc
a(x)
ξ
)p)
.
Consequently we obtain〈∑
x∈Zd
(
Osc
a(x)
|ξ|p
)2〉
≤ C(p)
〈
|ξ|2(p−1)
∑
x∈Zd
(
Osc
a(x)
ξ
)2〉
+ C(p)
〈∑
x∈Zd
(
Osc
a(x)
ξ
)2p〉
≤ C(p) 〈|ξ|2p〉 p−1p
〈∑
x∈Zd
(
Osc
a(x)
ξ
)2
p〉 1p
+ C(p)
〈
∑
x∈Zd
(
Osc
a(x)
ξ
)2
p〉
by Ho¨lder’s inequality and the ℓ2-ℓp inequality. Hence
〈|ξ|2p〉 ≤ C(p, ρ)

〈|ξ|2p〉 p−1p
〈
∑
x∈Zd
(
Osc
a(x)
ξ
)2
p〉 1p
+
〈
∑
x∈Zd
(
Osc
a(x)
ξ
)2
p〉 .
Again by Young’s inequality we may absorb the term
〈|ξ|2p〉 concluding the proof of Lemma 2.18.
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Consider p, q related by 1
p
+ 1
q
= 1. Assume that there exists α > 0 such that 2pα > d and
sup
a˜∈Ω0

∑
y∈Zd
(∇yG(t, a˜, 0, y)wα(t, y))2q


1
2q
≤ C(p, d, λ, ρ)(t+ 1)−( d2+ 12 )+ d2 12q (21)
for some constant C(p, d, λ, ρ) that only depends on d, λ, p, ρ. Here, ρ is the spectral constant associated to a
specific spectral inequality. We now formulate Proposition 2.16 in the following form:
Theorem 2.19. Assume that 〈·〉 satisfy the logarithmic Sobolev inequality (20) and that Green’s function admits
the inequality (21). Then there exists an exponent 1 ≤ p0 < ∞ that only depends on d, λ such that for any
p0 ≤ p <∞ and t ≥ 0 the function
u(t) := exp (−tD∗a(0)D)D∗ξ, ξ ∈ C(Ω0)d,
satisfies
〈|u(t)|2p〉 12p ≤ C(d, ρ, λ, p)(t + 1)−(d4+ 12 ) ∑
x∈Zd
〈(
Osc
a(x)
ξ(a)
)2p〉 12p
up to a multiplicative constant C(d, ρ, λ, p) that only depends on d, ρ, λ, p.
Proof. We assume that 〈u(t)〉 = 0 for each t > 0. By Lemma 2.18, we have
〈|u(t)|2p〉 ≤ C(p, ρ)
〈∑
x∈Zd
(
Osc
a(x)
u(t)(a)
)2
p〉
.
Now we aim to derive an explicit formula for Osc
a(x)
u(t)(a). Let us consider a random field a that differs from a
only at point x ∈ Zd. Let us consider the stationary extension of the equation{
d
dt
u(t) +D∗a(0)Du(t) = 0,
u(t = 0) = D∗ξ
given by {
d
dt
u(t, x) +∇∗a(x)∇u(t) = 0,
u(t = 0) = ∇∗ξ.
Let consider
g0(x) := ∇∗ξ(a˜, x)−∇∗ξ(a˜, x),
g(t, x) := −∇∗ (a˜(x)− a(x))∇u(t, x, a).
By Duhamel’s formula
u(t, a˜, x)− u(t, a, x) =
∑
y∈Zd
G(t, a˜, x, y)g0(y)
+
ˆ t
0
∑
y∈Zd
G(t− s, a˜, x, y)g(s, y)ds.
Hence,
Osc
a(x)
u(t)(a) ≤
∑
y∈Zd
∇yG(t, a˜, 0, y)Osc
a(x)
ξ(a, y)
+
ˆ t
0
∑
y∈Zd
∇yG(t− s, a˜, 0, y) · (δa(y))∇u(t, y, a)ds
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where δa(y) = δ(y − x) (a(x) − a˜(x)). Thus
Osc
a(x)
u(t)(a) ≤
∑
y∈Zd
∇yG(t, a˜, 0, y)Osc
a(x)
ξ(a, y)
+
ˆ t
0
∇xG(t− s, a˜, 0, x) · ∇u(t, x, a)ds
since |a˜ − a| ≤ 1. Using this representation of Osc
a(x)
u(t)(a), and the triangle inequality with respect to
〈(∑
x∈Zd(·)2
)p〉 12p


〈
u(t)2p
〉 1
2p ≤
〈(∑
x∈Zd
(∑
y∈Zd ∇yG(t, a˜, 0, y)Osc
a(x)
ξ(a, y)
)2)p〉 12p
+
〈(∑
x∈Zd
´ t
0 |∇xG(t− s, a˜, 0, x)|2|∇u(t, x, a)|2
)p〉 12p
.
(22)
We now estimate each term on the right-hand side of (22). By the triangle inequality
〈∑
x∈Zd

∑
y∈Zd
∇yG(t, a˜, 0, y)Osc
a(x)
ξ(a, y)


2


p〉 12p
≤ C(p)
∑
x∈Zd
〈∑
y∈Zd
(
∇yG(t, a˜, 0, y)Osc
a(x)
ξ(a, y)
)2
p〉 12p
up to a constant C(p) that depends on p. On the other hand, let q = p
p−1 denote the dual exponent to p, by
Ho¨lder inequality with exponents (p, q) we have
∑
y∈Zd
(
∇yG(t, a˜, 0, y)Osc
a(x)
ξ(a, y)
)2
≤

∑
y∈Zd
(∇yG(t, a˜, 0, y)wα(t, y))2q


1
q

∑
y∈Zd
(
w−α(t, y)Osc
a(x)
ξ(a, y)
)2p
1
p
.
Hence,
〈∑
x∈Zd

∑
y∈Zd
∇yG(t, a˜, 0, y)Osc
a(x)
ξ(a, y)


2


p〉 12p
≤ sup
a˜∈Ω

∑
y∈Zd
(∇yG(t, a˜, 0, y)wα(t, y))2q


1
2q
×
∑
x∈Zd

∑
y∈Zd
w−2pα(t, y)
〈(
Osc
a(x)
ξ(a, y)
)2p〉
1
2p
.
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By stationarity of ξ we finally get that
〈∑
x∈Zd

∑
y∈Zd
∇yG(t, a˜, 0, y)Osc
a(x)
ξ(a, y)


2


p〉 12p
≤ sup
a˜∈Ω

∑
y∈Zd
(∇yG(t, a˜, 0, y)wα(t, y))2q


1
2q
×

∑
y∈Zd
ω−2pα


1
2p ∑
x∈Zd
〈(
Osc
a(x)
ξ(a)
)2p〉 12p
,
with
ω(t, x) :=
( |x|2
t+ 1
+ 1
) 1
2
.
On the other hand, chosen α > 0 such that 2pα > d we have

∑
y∈Zd
ω−2pα


1
2p
≤ (t+ 1) d2 12p ,
and by the assumption (21), we have
〈∑
x∈Zd

∑
y∈Zd
∇yG(t, a˜, 0, y)Osc
a(x)
ξ(a, y)


2


p〉 12p
. (t+ 1)−(
d
2+
1
2 )+
d
2
1
2q (t+ 1)
d
2
1
2p
∑
x∈Zd
〈(
Osc
a(x)
ξ(a)
)2p〉 12p
. (t+ 1)−(
d
4+
1
2 )
∑
x∈Zd
〈(
Osc
a(x)
ξ(a)
)2p〉 12p
.
By the same estrategy, we finally get


〈
u2p(t)
〉 1
2p . (t+ 1)−(
d
4+
1
2 )× ∑x∈Zd
〈(
Osc
a(x)
ξ(a)
)2p〉 12p
+
´ t
0 (t− s+ 1)−(
d
4+
1
2 )
〈|Du(s)|2p〉 12p ds.
(23)
We now make use of Caccioppoli’s inequality in the form of [17, Lemma 3.1] which allow us concluding the
proof.
2.2 Preko´pa-Leindler towards coarsened logarithmic Sobolev inequalities
In this part, we aim to use an approach to logarithmic Sobolev inequalities based on the Preko´pa-Leindler
theorem. The Preko´pa-Leindler theorem is a functional form of the geometric Brunn-Minkowski inequality
which indicates that whenever s, t > 0, t+ s = 1, and u, v, w are non-negative measurable functions on Rd such
that for all x, y ∈ Rd
w(tx + sy) ≥ u(x)tv(y)s,
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then
ˆ
wdx ≥
(ˆ
udx
)t (ˆ
vdx
)s
. (24)
Applied to the characteristic functions of bounded measurable sets A and B in Rd, it yields the multiplicative
form of the Brunn-Minkowski inequality
vol(tA+ sB) ≥ (vol(A))t (vol(B))s ,
for every t, s ≥ 0, t + s = 1. For a detailed exposition we refer to[26, 27, 28]. This inequality has been
extensively investigated by Brascamp and Lieb in [11], and, they proved that whenever V is strictly convex, for
every smooth function f on Rd
Varµ(f) ≤
ˆ 〈
V ′′−1∇f,∇f〉dµ (25)
where V ′′−1 denotes the inverse of the Hessian of V, and dµ
dx
= exp(−V (x)), an inequality which extend
considerably the Gaussian case treated before, see Definition 2.1. Under the condition
V ′′ ≥ cId
for some c > 0, the inequality (25) has been strengthened into a logarithmic Sobolev inequality by means of
Bakry-Emery approach in
Entµ(f
2) ≤ 2
c
ˆ
|∇f |2dµ
for any smooth function f on Rd, see for instance [7]. In the present part of this work, we make use of the
Pre´kopa-Leidler argument to strength the inequality (25), and, which we further extend to infinity dimensional
spaces. Yet, we need to add a quite restrictive convex assumption. On this subject, we refer to [10, Proposition
3.1]. Indeed, for the sake of simplicity, let (E, ‖·‖) be a finite dimensional normed space with a fixed Lebesgue
measure dx. Denote by E∗, ‖·‖∗ the dual normed space. Consider an arbitrary probability measure µ on E
with density exp(−V (x)), x ∈ B, with respect to Lebesgue measure where V is a convex function on some open
convex set B ⊂ E. Moreover, we assume that, for all s, t > 0 with t+ s = 1 and all x, y ∈ B,
tV (x) + sV (y)− V (tx+ sy) ≥ cts‖x− y‖
2
2
(26)
for some c > 0.
Proposition 2.20 ([10, Proposition 2.1]). Assume that V is twice continuosly differentiable and strictly convex
on B ⊂ E. Then, for every smooth enough function on B,
Varµ(f) ≤
ˆ 〈
V ′′−1∇f,∇f〉 dµ (27)
where V ′′−1 denotes the inverse of the Hessian of V.
For the sake of simplicity, we discuss its argument.
Proof. We assume for simplicity that E = Rd equipped with its Euclidean scalar product 〈·, ·〉. We may
further assume that f is smooth with compact support and takes nonnegative values. By a simple perturbation
argument, we concern with V ′′ ≥ ρId where Id denotes the idenity map, and ρ > 0 a positive constant. For
s, t > 0, t+ s = 1 consider
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u(x) := exp(
f(x)
t
− V (x)), v(y) := exp(−V (y)),
w(z) = exp(ft(z)− V (z)),
ft(z) sup
z=tx+sy
(f(x)− [tV (x) + sV (y)− V (tx+ sy)])
for z, x, y ∈ B. From (24)
ˆ
exp(ft − V )dx ≥
(ˆ
exp
(
f
t
− V
)
dx
)t(ˆ
exp(−V )dx
)s
,
and then
ˆ
exp(ft)dµ ≥
(ˆ
exp
(
f
t
)
dµ
)t
. (28)
When z = tx+ sy, then x = z + s
t
(z − y). Hence, setting z − y = h,
ft(z) := sup
h
(
f
(
z +
s
t
h
)
−
(
tV
(
z +
s
t
h
)
+ sV (z − h)− V (z)
))
(29)
where the supremum is running over all h’s such that z + s
t
h, z − h ∈ B. Now let us fix t = s = 12 . Let further
δ > 0 and suppose that the supremum in (29) is attained at some point hδ. Then,
0 = f ′t(z + hδ) = f
′(z + hδ) · hδ + 1
2
(V ′(z − hδ)hδ − V ′(z + hδ))
from which,
f ′(z + hδ) =
1
2
(V ′(z + hδ)− V ′(z − hδ))
where we write for simplicity f ′, V ′ for the gradients of f and V. So, since f is smooth with compact support,
and since V is strictly convex, hδ ց 0 as δ ց 0. Actually, since, V ′′ ≥ ρId and f ′ is bounded,
δf ′(z) = V ′′(z)hδ + o(δ). (30)
Let denote the optimal function in (29) with f˜δ, by Taylor’s formula
f˜δ(z) = δf(z + hδ)−
(
1
2
V (z + hδ) +
1
2
V (z − hδ)− V (z)
)
= δf(z) + δ 〈f ′(z), hδ〉 − 1
2
〈V ′′(z)hδ, hδ〉+ o(δ2).
By (30), it follows that
f˜δ(z) = δf(z) + 〈V ′′(z)hδ, hδ〉 − 1
2
〈V ′′(z)hδ, hδ〉+ o(δ2)
= δf(z) +
1
2
〈V ′′(z)hδ, hδ〉+ o(δ2)
= δf(z) +
δ2
2
〈
f(z), V ′′−1f ′(z)
〉
+ o(δ2),
i.e.,
f˜δ(z) = δf(z) +
δ2
2
〈
f(z), V ′′−1f ′(z)
〉
+ o(δ2). (31)
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Now, (28) read as
ˆ
exp (2δf)dµ ≤
(ˆ
exp
(
f˜δ
)
dµ
)2
,
where, ˆ
exp (2δf)dµ = 1 + 2δ
ˆ
fdµ+ 2δ2
ˆ
f2dµ+ o(δ2),
(ˆ
exp
(
f˜δ
)
dµ
)2
= 1 + 2δ
ˆ
fdµ+ δ2
(ˆ
fdµ
)2
+ δ2
ˆ
f2dµ+ δ2
ˆ 〈
V ′′−1f ′, f ′
〉
dµ+ o(δ2)
which conclude the proof as δ ց 0.
Last argument can be used to proof the following proposition
Proposition 2.21. Under (26), for every smooth function f on B
Entµ(f
2) ≤ 2
c
ˆ
‖∇f‖2∗dµ.
Another formulation of this fact can be established, and that for the sake of simplicity we now state as follows.
Proposition 2.22 ([10, Proposition 3.4]). Assume that V is twice differentiable and strictly convex on B.
Assume furthermore that for any h ∈ E, the function
x 7→ 〈V ′′(x)h, h〉
is concave on B. Then, for every smooth function f on B,
Entµ(f
2) ≤ 3
ˆ 〈
V ′′−1∇f,∇f〉 dµ. (32)
Proof. Let start from (28) and assume that V ′′ ≥ ρId. Consider
L(s) = tV (x) + sV (y)− V (tx+ sy), t, s ≥ 0, t+ s = 1,
and x, y ∈ B, with z = tx+ sy. We make use of the following representation
L(s) =
ts
2
ˆ 1
0
[s 〈V ′′(rz + (1− r)x)k, k〉 + t 〈V ′′(rz + (1− r)y)k, k〉] dr2
where k = x− y. By concavity of V ′′ and convexity of V,
〈V ′′(rz + (1 − r)x)k, k〉 ≥ r 〈V ′′(z)k, k〉+ (1− r) 〈V ′′(x)k, k〉 ≥ r 〈V ′′(z)k, k〉 .
Therefore
L(s) ≥ ts
2
ˆ 1
0
rdr2 〈V ′′(z)k, k〉 = ts
3
〈V ′′(z)k, k〉 .
Thus
gt(z) ≤ sup
z=tx+sy
(
g(x)− ts
3
〈V ′′(z)k, k〉
)
with z, x, y ∈ B, and k = y − x where g playing the role of smooth function in (29). Since x = z + sk, by
Taylor’s formula
gt(z) ≤ sup
k,x
(
g(z + sk)− ts
3
〈V ′′(z)k, k〉
)
≤ g(z) + s sup
k
(
〈g′(z), k〉 − t
3
〈V ′′(z)k, k〉+ |k|2O(s)
)
.
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Arguing as before
g′(z + tk) =
1
2
(V ′(z + tk)− V ′(z − tk)) ,
and since V ′′ ≥ ρId and g′ is bounded,
g′(z) ≈ V ′′(z)tk. (33)
Hence,
gt(z) ≤ g(z) + s sup
k
(
3t
4
〈V ′′(z)k, k〉+ |k|2O(s)
)
≤ g(z) + s sup
k
(
3
4
〈V ′′(z)k, k〉+ |k|2O(s)
)
as tց 1. Hence,
exp(gt(z)) ≤ exp(g(z)) + 3s
4
〈
V ′′−1(z)g′(z), g′(z)
〉
exp(g(z)) + O(s2),
and thus ˆ
exp(gt)dµ ≤
ˆ
exp(g)dµ+
3s
4
ˆ 〈
V ′′−1g′, g′
〉
exp(g)dµ+O(s2),
and with ˆ
exp(gt)dµ ≥
ˆ
exp(g)dµ+ sEntµ(exp(g)) +O(s
2)
one has
Entµ(exp(g)) ≤ 3
4
ˆ 〈
V ′′−1g′, g′
〉
exp(g)dµ.
We conclude with f2 = exp(g).
2.2.1 Hypercontractivity
In this part, we change a litle the last arguments to introduce a class of spectral inequalities used in quantitative
stochastic homogenzation, and that also are new in probability. Let recall that in [21] Gross put forward the
equivalence between some class of logarithmic Sobolev inequalities and hypercontractivity of the associated
heat semigroup. Let us consider for instance a probability measure µ on the Borel sets of Rd satisfying the
logarithmic Sobolev inequality
Entµ(f
2) ≤ 2
ρ
ˆ
‖∇f‖2∗dµ (34)
for some ρ > 0 and all smooth enough functions f on Rd. We before showed that the canonical Gaussian measure
dµ(x) = (2π)−
d
2 exp
(
− |x|22
)
dx is the basic example of measure satisfying the inequality (34) below with ρ = 1,
and that, in general we may consider measures of the form dµ(x) = exp(−u(x))dx for some well-behaved smooth
function u on Rd. Let also consider the second order operator
L := ∆− 〈∇u,∇〉
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with invariant measure µ. Under very mild growth assumptions on u, one may consider the time reversible
Markov processes (Pt)t with generator L. Given f in the domain of L, consider u = u(x, t) = Ptf(x) given as
the fundamental solution of the initial value problem
∂u
∂t
− Lu = 0 in Rd × (0,+∞),
u(x, t = 0) = f.
One of the main contributions by Gross is that the logarithmic Sobolev inequality (34) for µ holds if and only
if the associated heat semigroup (Pt)t≥0 is hypercontractive in the sense that, for every (or some) 1 < p < q
and every f ∈ Lp(Ω, µ)
‖Ptf‖Lq(Ω,µ) ≤ ‖f‖Lp(Ω,µ) (35)
for every t > 0 large enough so that
exp(2ρt) ≥ q − 1
p− 1 . (36)
In this part, one of our main interest concern of providing suitable estimates of the form (35) for random walks
driven by second-order operators of the discrete type. Also, I would like to provide such estimates in the context
of homogenization in perforated domains. In this sense, we enlarge the class of suitable Brascamp inequalities
in which one may only require nicely behavior of the oscillation of random variables, or even, controlling its
associated Gateaux derivatives throughout PDE arguments such as intrinsic Meyer’s inequality (4). In this
context, we firstly discuss these inequalities in probability spaces that exhibit a product structure. In this part,
we will use the following probability space
Ω :=
{
r˜ : Zd → (λ, 1/2]} ,
and its role will be clear in applications. Further, we endow Ω with a stationary probability measure which we
denote by P, and, we also denote 〈·〉 the averaged with respect them. For simplicity, we assume that 〈·〉 satisfies
the logarithmic Sobolev inequality with constant ρ > 0〈
ξ2log
ξ2
〈|ξ|2〉
〉
≤ 1
2ρ
〈∑
x∈Zd
(
Osc
r(x)
ξ
)2〉
(37)
for all ξ ∈ Cb(Ω). We recall that Osc
r(x)
ξ is defined as


Osc
r(x)
ξ(r) : = sup{ξ(r˜) : r˜ ∈ Ω, r˜(y) = r(x) ∀x 6= y, x, y ∈ Zd}
− inf{ξ(r˜) : r˜ ∈ Ω, r˜(y) = r(x) ∀x 6= y, x, y ∈ Zd}.
We now aim to show that higher moments of some well-behaved random variables can be controlled through
2th-moments as soon as their oscillations are finite:
Lemma 2.23. Let 〈·〉 satisfy the logarithmic Sobolev inequality(LSI) (37) with constant ρ > 0. Then we have
〈|ξ|2p〉 12p ≤ C(d, ρ, p, β) 〈|ξ|2〉 12 + δ
〈
∑
x∈Zd
(
Osc
r˜(x)
ξ
)2
p〉 12p
(38)
for any δ > 0, and 1 ≤ p <∞ and ξ ∈ Cb(Ω).
The difference to the usual spectral gap (25), or even with respect (46) lies in the fact that the improved
integrability properties of (38) allow us to choose δ > 0 arbitrary small. This fact allows us to pass the
Oscillation on the left-hand-side and infer that the only essential point is to identify if the variance of ξ is finite
to conclude about its higher moments. In this sense, this coarsen inequality reveals to be a robust inequality
when the underlying probability space Ω can be recast as the Zd-fold of a further probability space. Such
structure is satisfactory when we concern with the stochastic process indexed by numerable sites.
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Proof of Lemma 2.23. Let us consider p = 1, we claim that for any δ > 0, we get
〈
ξ2
〉 1
2 ≤
(
exp
(
2
ρδ2
+
ρδ2
2x
))
〈|ξ|〉+ δ
〈∑
x
(
Osc
r(x)
ξ(r˜)
)2〉 12
.
Let us assume that
〈
ξ2
〉
= 1. We have that
ξ2 ≤


exp
(
2
ρδ2
)
if |ξ| ≤ exp
(
2
ρδ2
)
ρδ2
4 ξ
2logξ2 if |ξ| ≥ exp
(
2
ρδ2
)
.
Since ylogy is bounded from below by 1
x
, we have that 2
x
|ξ|+ ξ2logξ2 ≥ 0 for all ξ. It follows that
ξ2 ≤
(
exp
(
2
ρδ2
+
ρδ2
2x
))
|ξ|+ ρδ
2
4
ξ2logξ2.
Hence, applying the ensemble 〈·〉, we get
〈
ξ2
〉 ≤ (exp( 2
ρδ2
+
ρδ2
2x
))
〈|ξ|〉+ ρδ
2
4
〈
ξ2logξ2
〉
.
Since
〈
ξ2
〉
= 1, by Young’s inequality we have
〈|ξ|〉 ≤ 1
2
(
exp
(
2
ρδ2
+
ρδ2
2x
))
〈|ξ|〉2 + 1
2
(
exp
(
2
ρδ2
+
ρδ2
2x
))−1
≤ 1
2
(
exp
(
2
ρδ2
+
ρδ2
2x
))
〈|ξ|〉2 + 1
2
(
exp
(
2
ρδ2
+
ρδ2
2x
))−1 〈
ξ2
〉
.
Combinining, these inequalities, we actually proved that
〈
ξ2
〉 ≤ (exp( 2
ρδ2
+
ρδ2
2x
))
〈|ξ|〉2 + ρδ
2
2
〈
ξ2logξ2
〉
.
Hence, by the LSI, one has
〈
ξ2
〉 ≤ (exp( 2
ρδ2
+
ρδ2
2x
))2
〈|ξ|〉2 + δ2
〈∑
x
(
Osc
r(x)
ξ(r˜)
)2〉
.
Applying that
√
a+ b ≤ √a +
√
b for all numbers a, b ≥ 0, we obtain the desired estimate. Next, we consider
the case p ≥ 1, by choosing |ξ|p, the last argument yields
〈|ξ|2p〉 ≤ (exp( 2
ρδ2
+
ρδ2
2x
))2
〈|ξ|〉2p + δ2
〈∑
x
(
Osc
r(x)
|ξ|p
)2〉
.
Further,
Osc
r(x)
|ξ|p ≤ C(p)
(
|ξ|p−1Osc
r(x)
ξ +
(
Osc
r(x)
ξ
)p)
,
which come out of |ξp− ξ′p| ≤ C(p) (ξp−1|ξ − ξ′|+ |ξ − ξ′|p) for all number ξ, ξ′ ≥ 0 and the fact that Osc
r(x)
|ξ| ≤
Osc
r(x)
ξ. Hence, we actually have
〈|ξ|2p〉 ≤ C(p, ρ, δ) 〈|ξ|〉2p + 2δC(p)
(
|ξ|2p−2
∑
x
(
Osc
r(x)
ξ
)2)
+ 2δC(p)
(∑
x
(
Osc
r(x)
ξ
)2p)
.
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On the other hand, we estimate
∑
x
(
Osc
r(x)
ξ
)2p
≤
(∑
x
(
Osc
r(x)
ξ
)2)p
,
and by Ho¨lder followed of Young’s inequality, we obtain
〈
|ξ|2p−2
∑
x
(
Osc
r(x)
ξ
)2〉
≤ 〈|ξ|2p〉1− 1p
〈(∑
x
(
Osc
r(x)
ξ
)2)p〉 1p
≤ 1
4C(p)δ
〈|ξ|2p〉+ (4C(p)δ)p−1
〈(∑
x
(
Osc
r(x)
ξ
)2)p〉
.
Hence,
〈|ξ|2p〉 ≤ C(p, δ, ρ) 〈|ξ|〉2p + 2 (2C(p)δ + (4C(p)δ)p)
〈(∑
x
(
Osc
r(x)
ξ
)2)p〉
.
By redefining δ, we obtain the coarsened inequality (38).
In contrast, we must then examine if whenever a stronger form of such inequality (38) can be proved as soon
as an enriched variant of (37) is concerned. Therefore, it does possible to prove a similar result when we endow
our probability among a stronger logarithmic Sobolev inequality. In (37), we replace Osc ξ with its Malliavin
derivative ∂ξ
∂r(x) along discrete coordinates:
Lemma 2.24. Assume that 〈·〉 admits the logarithmic Sobolev inequality
〈
ξ2log
ξ2
〈|ξ|2〉
〉
≤ 1
2ρ
〈∑
x∈Zd
(
∂ξ
r(x)
)2〉
(39)
for some ρ > 0. Then we have
〈|ξ|2p〉 12p ≤ 1
ρ
〈|ξ|2〉 12 + δ
〈∑
x∈Zd
(
∂ξ
∂r(x)
)2
p〉 12p
(40)
for any δ > 0, and 1 ≤ p <∞ and ξ ∈ Cb(Ω).
Proof of Lemma 2.24. As before, let us assume the case p = 1 and that
〈
ξ2
〉
= 1. Thus,
〈
ξ2
〉 ≤ (exp( 2
ρδ2
+
ρδ2
2x
))
〈|ξ|〉+ ρδ
2
4
〈
ξ2logξ2
〉
.
Hence, by the LSI one has,
〈
ξ2
〉 ≤ (exp( 2
ρδ2
+
ρδ2
2x
))2
〈|ξ|〉2 + δ2
〈∑
x
(
∂ξ
∂r(x)
)2〉
.
Then, by Ho¨lder and Young’s inequality we conclude that
〈|ξ|2〉 12 ≤ C(p, δ, ρ) 〈|ξ|〉+ δ
〈∑
x
(
∂ξ
∂r(x)
)2〉 12
≤ C(p, δ, ρ) 〈|ξ2|〉 12 + δ
〈∑
x
(
∂ξ
∂r(x)
)2〉 12
.
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Next, consider p ≥ 1. One has that
〈|ξ|2p〉 ≤ (exp( 2
ρδ2
+
ρδ2
2x
))2
〈|ξ|p〉2 + δ2
〈∑
x
(
∂|ξ|p
∂r(x)
)2〉
,
where,
∂|ξ|p
∂r(x)
= |ξ|p−1 ∂ξ
∂r(x)
.
Hence, by Ho¨lder and Young’s inequality
〈|ξ|2p〉 ≤ C(ρ, δ) 〈|ξ|〉2p + 2δC(p)
(
|ξ|2p−2
∑
x
(
∂ξ
r(x)
)2)
≤ C(ρ, δ) 〈|ξ|〉2p + 2δC(p)
(
1
4C(p)δ
〈|ξ|2p〉+ (4C(p)δ)p−1
〈(∑
x
(
∂ξ
r(x)
)2)p〉)
from which we conclude,
〈|ξ|2p〉 ≤ 2C(ρ, δ) 〈|ξ|〉2p + (4C(p)δ)p
〈(∑
x
(
∂ξ
r(x)
)2)p〉
.
Redifining δ and by using that
√
a+ b ≤ √a+
√
b for a, b ≥ 0 then it follows (40).
3 Coarsen inequalities
For our purpose, we would then consider a generalization of (32) to infinity dimensional spaces. In particular,
we ask for its version in probability spaces driven infinity many coordinate directions. For instance, we replace
the usual index set Zd by Rd, and we consider the set
Ω :=
{
a : Rd → Rd×d} (41)
of matrix valued functions endowed with a probability measure. In applications, we shall measure the influence
of changes of a on random variables F via Malliavin derivatives ∂F
∂a
= ∂F
∂a
(a, x), that is, the L2(Rd)-gradient of
F. On this subject, let us recall that for any bounded compactly supported infinitesimal perturbation δa = δa(x)
of a coefficient field a, the functional derivative is characterized by
lim
t↓+0
1
t
(F (a+ tδa)− F (a)) =
ˆ
Rd
∂F
∂a
(a, x)δa(x)dx. (42)
However, rather than in this differential structure itself we are interested in the L1-norm of the gradient on
some measurable set D ⊂ Rd which in view of (42) can be charatcterized by duality as follows:
ˆ
D
∣∣∣∣∂F∂a
∣∣∣∣ = sup
{
lim sup
t↓0+
1
t
(F (a+ tδa)− F (a)) : sup
x∈D
|δa| ≤ 1, δa = 0 in Dc
}
(43)
This quantity measures the sensitivity of the random variable F on changes in the coefficient field localized to
D. With the Brascamp inequality (32) in mind, we seek an L2-way of consolidating such local sensitivities.
This is done by working with a partition {D} of Rd and the following Malliavin derivative
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‖∂F
∂a
‖2 =
∑
D
(ˆ
D
∣∣∣∣∂F∂a
∣∣∣∣
2
)
(44)
To make careful the choice of {D}, we now make use of the following definition:
Definition 3.1. Let consider a partition {D} of Rd. We say that it is not coarse or not too coarse (not
coarsened), if there there exists an exponent β ∈ (0, 1) such that
diam(D) ≤ (dist(D) + 1)β ≤ C(d)diam(D)
where
diam(D) := sup
x,y∈D
|x− y|, dist(D) := inf
x∈D
|x|. (45)
The reason to ask for almost coarse partitions like in (3.1) is the following. We would like to prove that
Entµ
(
F 2
) ≤ 1
ρ
〈
‖∂F
∂a
‖2
〉
. (46)
This is the core of the following Lemma.
Lemma 3.2. Let 〈·〉 stand for the distribution of a scalar Gaussian field a(x) that is stationary and centered,
and thus characterized by its covariance
C(x) := 〈a(x)a(0)〉 .
Let assume that there exist a decreasing function Γ : R+ → R+ and β ∈ (0, 1) such that
|C(x)| ≤ Γ(|x|),
ˆ
Rd
Γ(|x|) (|x|+ 1)−d(β+1) <∞. (47)
Then there exists a partition {D} of Rd that is not too coarse in the sense of (3.1), and such that inequality
(46) holds.
Proof. We split its proof into several steps. Step 1: We claim
Ent
(
F 2
)
=
〈
F 2logF 2
〉− 〈F 2〉 〈logF 2〉 (48)
≤
〈ˆ ˆ
C(x− x′)∂F
∂a
(x)
∂F
∂a
(x′)dxdx′
〉
.
by an approximation argument, it is enough to establish (48) only for thos F that depend on a only via the
spatial averages of a on the partition {ℓ (z + [0, 1)d)}z∈Zd into cubes of some size ℓ > 0. Then, let put
a(z) :=
 
ℓ(z+[0,1)d)
a, z ∈ Zd. (49)
Then,
∂F
∂a
(x) =
1
ℓd
∂F
∂a
(z), x ∈ ℓ(z + [0, 1)d). (50)
On the other hand, from (49), we infer that {a(z)}z∈Zd is still Gaussian which is stationary with respect the
action of (ℓZ)d and thus characterized by its covariance
Cℓ(z − z′) :=
 
ℓ(z+[0,1)d)
 
ℓ(z′+[0,1)d)
C(x− x′)dx′dx. (51)
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We may now appeal to the discrete part given in Proposition 2.22 with V ′′ = C−1, and then V ′′−1(x) = C(x).
Then,
Ent(F 2) ≤
〈∑
z∈Zd
∑
z′∈Zd
Cℓ(z − z′) ∂F
∂a(z)
∂F
∂a(z′)
〉
. (52)
In view of (52), we aim to reduce the argument towards a purely deterministic argument. Hence, we need to
construct a partition {D} with (3.1) for some β such that for any field v(x)
ˆ ˆ
C(x− x′)v(x)v(x′)d′dx .
∑
D
(ˆ
D
|v|
)2
(53)
where . denotes ≤ up to a multiplicative constant that only depend on d, β. In the terms of a operator C by
which we denote the convolution with the kernel C, estimate (53) assume the more compact form
ˆ
vCv .
∑
D
(ˆ
D
|v|
)2
which by duality follows from
∑
D
(
sup
x∈D
|Cv|
)2
.
∑
D
(ˆ
D
|v|
)2
. (54)
Indeed, ˆ
vCv =
∑
D
ˆ
D
vCv
≤
∑
D
(ˆ
D
|v|
)(
sup
x∈D
|Cv|
)
≤
(∑
D
|
ˆ
D
v|2
) 1
2
(∑
D
(
sup
x∈D
|Cv|
)2) 12
.
Let consider
CDD′ = Γ(dist(D,D
′)) = sup
x∈D,x′∈D′
Γ(|x− x′|) (55)
≥ sup
x∈D,x′∈D′
|C(x− x′)|.
So,
∑
D
(
sup
x∈D
|Cv|
)2
≤
(
sup
D
∑
D′
CDD′
)2∑
D
(ˆ
D
|v|
)2
. (56)
Indeed,
∑
D
(
sup
x∈D
|Cv|2
)
=
∑
D
(
sup
x∈D
|
∑
D′
ˆ
D′
C(x− x′)v(x′)dx′|
)2
≤
(55)
∑
D
(∑
D′
CDD′
ˆ
D′
|v|
)2
≤
Jensen
∑
D
(∑
D′
CDD′
(∑
D′
CDD′
(ˆ
D′
|v|
)2))
≤ sup
D
∑
D′
CDD′ ·
(
sup
D′
∑
D
CDD′
)∑
D′
(ˆ
D′
|v|2
)
.
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In view of (54) and (55), we are thus concerned with the purely geometric problem of constructing a partition
{D} of Rd that satisfies (3.1) for some β ∈ (0, 1) such that
sup
D
∑
D′
Γ(dist(D,D′)) . 1. (57)
We now make use of the following short-hand notation: A ∼ B if 1
c
A ≤ B ≤ cA for some c > 0, and A . B if
A ≤ cB.
Step 2: Consider the triadic decomposition of Rd
Q :=
{[
−1
2
,
1
2
)d
, 3k
([
−1
2
,
1
2
)d
+ τ
)
, τ ∈ {0,±1}d\{(0, . . . , 0)}, k ∈ N
}
.
Then, by construction
|Q| 1d ∼ diam(Q) ∼ maxx∈Q|x| for all Q ∈ Q, (58)
|Q| 1d ∼ dist(Q) + 1 for all Q ∈ Q. (59)
Since Q is coarsen we refine Q by the following procedure. First, to each cube Q ∈ Q, we associate the integer
nQ such that
n−1Q diam(Q) ≤ (dist(Q) + 1)β ≤ (nQ − 1)−1diam(Q) (60)
with 10 := +∞. Q can be uniquely partitioned into ndQ subcubes
DQ,1, . . . , DQ,nd
Q
that are equal to n1QQ up to a traslation. Then, we now consider for partition
{D} := {DQ,i : Q ∈ Q, i = 1, . . . ndQ}. (61)
From (60), we infer
min
D
|D| 1d ≥ 1√
d
, (62)
and,
dist(D,D′) = 0 implies D ∼ D′. (63)
From (58)-(60) and the definition of {D}
√
d
2
|D| 1d = diam(D),
diam(D) ≤ (dist(D) + 1)β . diam(D), (64)
dist(D) + 1 . maxx∈D|x|+ 1 . dist(D) + 1. (65)
Indeed, since D is a cube, we have
diam(D) =
√
d
2
|D| 1d ,
and from (60), we have for all Q ∈ Q with D ⊂ Q
diam(D) ≤ (dist(Q) + 1)β ≤ (dist(D) + 1)β
≤ (dist(Q) + diam(Q) + 1)β
(dist(Q) + 1)
β
≤
(60)
(
nQ
nQ − 1diam(Q) + 1
)β
≤ 2 (diam(Q) + 1)β .
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Likewise, we have
dist(D) + 1 ≤ max
x∈D
|x|+ 1 ≤ dist(D) + diam(D) + 1
≤ 2 (dist(D) + 1) .
Hence, from (64)-(65), we conclude that for all D
#(D : dist(D) ≤ c) . (c+ 1)d, (66)
|D| .
(
max
x∈D
(|x|+ 1)
)dβ
. (67)
The argument for (57) requires to bound dist(D,D′) from below in terms of dist(D) or dist(D′). We make
use of the following statement: There exists a constant c0 ≥ 1 depending only on β such that for all D′ with
dist(D′) ≥ c0 and arbitrary D we have
1
c0
dist(D′) ≤ dist(D,D′) + diam(D) + dist(D), (68)
diam(D′) + dist(D′) ≤ c0dist(D′). (69)
Indeed, by triangle inequality we have
dist(D′) ≤ diam(D′) + dist(D,D′) + diam(D′) + dist(D)
≤ (dist(D′) + 1)β + dist(D,D′) + diam(D′) + dist(D).
Since, β ∈ (0, 1), we may absorb the first term on the right-hand side into the left-hand side and (68) follows.
This is since the function x− (x+ 1)β ∼ (x − c0) for x≫ 1, and then, we just consider x = dist(D
′)
c0
. Estimate
(69) follows from (64) provided c0 is large enough. We now claim that: if
dist(D′) ≥ c1dist(D), dist(D), dist(D′) ≥ c0, then (70)
1
2c0
dist(D′) ≤ dist(D,D′), (71)
where c1 := 2c0(c0 + 1). Indeed, by (68), and (69)
1
c0
dist(D′) ≤ dist(D,D′) + diam(D) + dist(D)
≤ dist(D,D′) + (c0 + 1)dist(D)
≤ dist(D,D′) + c0 + 1
c1
dist(D′)
= dist(D,D′) +
1
2c0
dist(D′).
We now prove that there exists a constant c2 > 0 such that
dist(D,D′) > 0 then, diam(D) + diam(D′) ≤ c2dist(D,D′). (72)
In fact, if dist(D,D′) > 0, there exists at least one cube that is a neighbour of D ans separates D from D′, and
hence from (63) diam(D) . dist(D,D′), and the same argument showing that diam(D′) . dist(D,D′), and
then (72) follows.
Step 3: We now give the argument of (57). We first consider the case of dist(D) ≤ c0 where c0 denotes the
constant from (68). So, we claim that ∑
D′
Γ(dist(D,D′)) ≤ 1. (73)
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From (68) and (64) we know that: with dist(D′) ≥ c0,
1
c0
dist(D′) ≤ dist(D,D′) + 2 (dist(D) + 1)
dist(D,D′) + 2(c0 + 1),
and thus with dist(D′) ≥ c3 := 4c0(c0 + 1),
1
2c0
dist(D′) ≤ dist(D,D′),
which combined with
max
x∈D′
|x| ≤ diam(D′) + dist(D′) ≤
(69)
c0dist(D
′)
we deduce that
dist(D,D′) ≥ 1
2c20
max
x∈D′
|x|,
and thus
Γ(dist(D,D′)) ≤ Γ
(
1
2c20
max
x∈D′
|x|
)
since Γ is not increasing. Hence,
∑
D′:dist(D,D′)≥c3
Γ(dist(D,D′)) ≤
∑
D′:dist(D,D′)≥c3
Γ
(
1
2c20
max
x∈D′
|x|
)
,
and from (67)
∑
D′:dist(D,D′)≥c3
Γ
(
1
2c20
max
x∈D′
|x|
)
.
∑
D′:dist(D,D′)≥c3
Γ
(
1
2c20
max
x∈D′
|x|
)
|D′|
(
max
x∈D′
|x|
)−d(β+1)
≤
∑
D′:dist(D,D′)≥c3
ˆ
D′
Γ
(
1
2c20
|x|
)
(|x|+ 1)−d(β+1)
≤
ˆ
Rd
Γ
(
1
2c20
|x|
)
(|x|+ 1)−d(β+1) . 1.
Combined with ∑
D′:dist(D,D′)≤c3
Γ(dist(D,D′)) ≤
∑
D′:dist(D,D′)≤c3
Γ(0) . 1
(73) follows. It remains to treat the case in which dist(D) > c0. For the argument, let us consider c1 the
constant from (70). We split {D′} into the following sets.
D0 := {D′ : dist(D′) ≤ c0ordist(D,D′) = 0} ,
D1 :=
{
D′ : dist(D′) ≤ 1
c1
dist(D), dist(D′) > c0
}
,
D2 := {D′ : dist(D′) ≥ c1dist(D), dist(D′) > c0} ,
D3 :=
{
D′ :
1
c1
dist(D) < dist(D′) < c1dist(D), dist(D
′) > c0, dist(D,D
′) > 0
}
.
We claim that ∑
D′∈Di
Γ(dist(D,D′)) . 1 i = 0, . . . , 3. (74)
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The case i = 0 follows from (63)( #D0 . 1) and the boundedness of Γ. Consider i = 1. We claim that
#D1 . dist(D)d(1−β). (75)
In fact, since dist(D) > c0
#D1 ≤
N∑
k=0
#
(
D′ : 2kc0 ≤ dist(D′) < 2k+1c0
)
(76)
where N is defined by 2Nc0 ≤ 1c1dist(D) ≤ 2N+1c0. From (64)
∣∣∣⋃{D′ : 2kc0 ≤ dist(D′) < 2k+1c0}∣∣∣ . (2kc0)d , (77)
|D′| ∼ (dist(D′) + 1)dβ ≤ (2kc0)d(β+2).
Thus,
#
(
D′ : 2kc0 ≤ dist(D′) < 2k+1c0
)
.
(
2kc0
)−d(1+β)
,
from which follows (75). We conclude
∑
D′∈D1
Γ(dist(D,D′)) ≤
(71)
∑
D′∈D1
Γ
(
1
2c0
dist(D)
)
(dist(D))−d(1+β)
.
ˆ
1
2dist(D)≤|x|≤dist(D)
Γ
(
1
2c0
|x|
)
(|x|+ 1)−d(1+β)
. 1.
Next, we consider i = 2. For D′ ∈ D2 we have
max
x∈D′
|x| ≤ diam(D′) + dist(D′) ≤
(69),(71)
2c0(c0 + 1)dist(D,D
′).
Hence,
∑
D′∈D2
Γ(dist(D,D′)) ≤
∑
D′∈D2
Γ
(
1
c0(c0 + 1)
max
x∈D′
|x|
)
≤
∑
D′∈D2
Γ
(
1
c0(c0 + 1)
max
x∈D′
|x|
)
|D′|
(
max
x∈D′
|x|+ 1
)−d(β+1)
≤
ˆ
Rd
Γ
(
1
c0(c0 + 1)
|x|
)
(|x|+ 1)−d(β+1)
. 1.
To finish, we consider i = 3. We fix a point xD ∈ D with |xD| ≤ 2dist(D). We have
max
x∈D′
|x− xD| ≤ max
x∈D′
|x|+ |xD| ≤ max
x∈D′
|x|+ 2dist(D)
≤
D′∈D3
max
x∈D′
|x|+ 2c1dist(D′),
and thus
max
x∈D′
|x− xD| ≤ (2c1 + 1)
(
max
x∈D′
|x|+ 1
)
. (78)
Furthermore,
max
x∈D′
|x− xD| ≤ diam(D′)diam(D) + dist(D,D′)
≤
(72)
(C2 + 1)dist(D,D
′).
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We conclude that
∑
D′∈D3
Γ(dist(D,D′)) ≤
∑
D′∈D3
Γ
(
1
C2 + 1
max
x∈D′
|x− xD|
)
.
(67)
∑
D′∈D3
Γ
(
1
C2 + 1
max
x∈D′
|x− xD|
)
|D′|
(
max
x∈D′
|x| + 1
)−d(β+1)
.
∑
D′∈D3
Γ
(
1
C2 + 1
max
x∈D′
|x− xD|
)
|D′|
(
max
x∈D′
|x− xD|+ 1
)−d(β+1)
.
∑
D′∈D3
Γ
(
1
C2 + 1
|x− xD|
)
|D′| (|x− xD|+ 1)−d(β+1)
. 1.
Let mention that in the context of partial differential equations (PDEs) with random coefficients, generally,
one wants random coefficients which are indipendent and identically distributed, however, in many applications
such assumption can be quite restrictive. Then, we would think of condition (47) like some kind of decorrelation
at large-scales. To make a more precise explanation, let us consider the family of random variables {ωε(x)}x∈Rd
such that
|Cov (ωε(x), ωε(y))| ≤ C
(
ε
ε+ |x− y|
)d+k
for some k > 0. For ε := 1
R
,
|Cov (ωε(x), ωε(y))| ∼ 0
as soon as |x−y| ≫ R. Thus, at large scales, one expects that stochastic medium become in some sense averaged
or homogenized. On this subject, we now aim discussing the inequality (2).
3.1 Multiscale logarithmic Sobolev inequalities
In this part, we now make use of the explicit representation of the expected value 〈·〉 as E(·) with respect
its underlying probability measure. Looking within inequality (48) before, we have a Poincare´ inequality in
probability spaces. Inequalities of this form are called weighted Poincare´ inequalities. We forthwith make use
of a further extension of such inequality by using comparable assumptions like in Lemma 3.2. This part fits
with stochastic processes that can be constructed as transformations of product structures, and that in some
sense, they hidden the structure of probability spaces where the usual Poincare´ inequality holds.
Definition 3.3. Let us consider (Ω,A,P) a probability space, and a : Rd × Ω → R be a jointly measurable
random field on Rd. Given an integrable function π : Rd × R+ → R+, we say that a satisfies the coarsen
multiscale Poincare´ inequality, with weight π if for all σ(a)-measurable random variable f(a) we have
Var(f(a)) ≤ 1
ρ
E

ˆ ∞
0
ˆ
Rd
(ˆ
Bℓ+1(x)
∂f(a)
∂a
)2
(ℓ+ 1)−dπ(x, ℓ)dxdℓ

 (79)
for some ρ > 0.
Such definition generalizes the following spectral gap:
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Definition 3.4. Let ε > 0 and consider a family of random fields {wε(x)}x∈Rd . We say that the probability
distribution P of ωε satisfies a spectral inequality with correlation lenght ε and constant ρ > 0 if any random
variable f(ωε) satisfies the inequality
Var(f(ωε)) ≤ 1
ρ
E

ˆ
Rd
(ˆ
Bε(x)
∂f(ωε)
∂ωε
)2
dx

 (80)
where ∂f(ωε)
∂ωε
denotes the Malliavin derivative of f along ωε.
Let us recall that for each borel set S ⊂ Rd, the term
∂a,Sf(a) :=
ˆ
S
∣∣∣∣∂f(a)∂a (x)
∣∣∣∣ dx (81)
can be characterized by
∂a,Sf(a) = sup
{
lim sup
t↓0
f(a+ tb)− f(a)
t
: supp(b) ⊂ S, sup |b| ≤ 1
}
,
lim
t↓+0
1
t
(f(a+ tb)− f(a)) =
ˆ
Rd
∂f(a)
∂a
(x)b(x)dx.
and then inequality (79) takes the form
Var(f(a)) ≤ 1
ρ
E
(ˆ ∞
0
ˆ
Rd
(
∂
a,Bl+1(x)f(a)
)2
(ℓ+ 1)−dπ(x, ℓ)dxdℓ
)
. (82)
Such definitions need to be given in the sense of quasi continuous version of the underlying stochastic processes,
yet, for the sake of simplicity, we should not worry about these measurability issues. For the applications in
stochastic homogenization in perforated domains we would then enjoy of the following proposition:
Proposition 3.5. Let a be a jointly measureable stationary Gaussian random field on Rd with covariance
function
C(x) := 〈a(x)a(0)〉 .
Let assume that there exist a decreasing function Γ : Rd × R+ → R+ such that
sup
BR(x)
|C(x)| ≤ Γ(·, |x|) (83)
for some R ≥ 1. Then a satisfies the multiscale Poincare´ inequality (82) with weight π(·, ℓ) = |∂ℓΓ(·, ℓ)|.
Proof. To prove this Proposition, we mainly use a Martingale procedure given by the conditional expectation
of f(a) with respect a suitable σ-field. To make clear what we concern, let us introduce a suitable notation.
Given a : Rd × Ω → R, and B ⊂ Rd, we indicate with a|B the restriction of a to B × Ω. Hence, we define the
conditional expectation of f(a) with respect to σ-field generated by all a˜ : Rd × Ω→ R such that
a|Bc = a˜|Bc . (84)
Consider Br the ball centered at 0 of radius r, and define
fr(a) := E
(
f(a)|σ(a|Br )
)
. (85)
By the Brascamp-Lieb inequality (25), we deduce after a linear transformation that
Var (f(a)) ≤ CE
(ˆ
Rd
ˆ
Rd
∣∣∣∣∂f(a)∂a (z)
∣∣∣∣
∣∣∣∣∂f(a)∂a (z′)
∣∣∣∣ |C(z − z′)|dzdz′
)
.
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In particular, by the Leibniz rule and that limℓ↑+∞ Γ(·, ℓ) = 0, one has
Var(fr(a)) ≤ CE
(ˆ
Rd
ˆ
Sd−1
ˆ ∞
0
∣∣∣∣∂fr(a)∂a (x)
∣∣∣∣
 
B(x+ℓu)
∣∣∣∣∂fr(a)∂a (u′)
∣∣∣∣ du′ℓd−1Γ(x, ℓ)dσ(u)dℓdx
)
= CE
(ˆ
Rd
ˆ
Sd−1
ˆ ∞
0
∣∣∣∣∂fr(a)∂a (x)
∣∣∣∣
ˆ ℓ
0
 
B(x+su)
∣∣∣∣∂fr(a)∂a (u′)
∣∣∣∣ du′sd−1ds(−∂ℓΓ(x, ℓ))dσ(u)dℓdx
)
= CE
(ˆ
Rd
∣∣∣∣∂fr(a)∂a (x)
∣∣∣∣
ˆ
Sd−1
ˆ ∞
0
ˆ ℓ
0
 
B(x+su)
∣∣∣∣∂fr(a)∂a (u′)
∣∣∣∣ du′sd−1ds(−∂ℓΓ(x, ℓ))dσ(u)dℓdx
)
.
Then
Var(fr(a)) ≤ CE
(ˆ
Rd
∣∣∣∣∂fr(a)∂a (x)
∣∣∣∣
ˆ ∞
0
ˆ
Bℓ(x)
∣∣∣∣∂fr(a)∂a
∣∣∣∣ |∂ℓΓ(x, ℓ)|dℓdx
)
= CE
(ˆ ∞
0
ˆ
Rd
∣∣∣∣∂fr(a)∂a (x)
∣∣∣∣ (∂a,Bℓ+1(x)fr(a)) |∂ℓΓ(x, ℓ)|dℓdx
)
≤ CE
(ˆ ∞
0
ˆ
Rd
ˆ
Bℓ+1(x)
∣∣∣∣∂fr(a)∂a (x+ y)
∣∣∣∣ (∂a,Bℓ+1(x+y)fr(a)) (ℓ + 1)−d|∂ℓΓ(x, ℓ)|dℓdx
)
≤ CE
(ˆ ∞
0
ˆ
Rd
(
∂
a,B2(ℓ+1)(x+y)fr(a)
)2
(ℓ + 1)−d|∂ℓΓ(x, ℓ)|dℓdx
)
Since the measurable map B 7→ ∂a,Bfr(a) is (sub)additive, it follows that
Var(fr(a)) ≤ CE
(ˆ ∞
0
ˆ
Rd
(
∂
a,Bℓ+1(x+y)fr(a)
)2
(ℓ + 1)−d|∂ℓΓ(x, ℓ)|dℓdx
)
.
On the other hand, by Jensen’s inequality,
E
(
(∂a,Bfr(a))
2
)
≤ E
((
E
(
(∂a,Bfr(a))
2
)
|σ(a|Br )
)2)
≤ E
(
(∂a,Bf(a))
2
)
from which follows the inequality (82), for a suitable constant C > 0.
4 Regularity of PDEs
We now explain through a particular inequality what we mean with multiscale Poincare´ inequalities. First, we
start by using a suitable notation. For every m ∈ N, we denote
m :=
(
−1
2
3m,
1
2
3m
)d
,
(f)m :=
 
m
f,
for a generic integrable function f . We make use of the following norms: We define
‖·‖L2(m) = |m|−
1
2 ‖·‖L2(m), ‖·‖H−1(m) = |m|−
1
2 ‖·‖H−1(m).
The usual Poincare´ inequality for the cube m states that there exists a constant C(d) < ∞ such that, for
every H1 (m)
‖u− (u)m‖L2(m) ≤ C3m‖∇u‖L2(m).
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We can see that the factor 3m is sharp by consider any nonconstant affine function. However, we would wonder
if we can better for functions which exhibits large-scale regularity. To this aim, let consider the inequality (48)
and let also define for n ≤ m, n ∈ N
Zn := 3nZd ∩m.
We consider the following covariance function concentrated in the set m given by
C(x − x′) =
m∑
i=1
∑
z∈Zi
1z+i−1(x)1z+i−1 (x
′)
for x, x′ ∈ Rd. Define a probablity space (Ω,P) with dP(x) = |m|−1dx, and consider a family random processes
{a(x)}x∈Rd such that cov(a(x)a(x′)) = C(x − x′). Then, consider a suitable σ(a) measurable function f(a).
We know that there exists a constant C > 0 such that
Var (f(a)) ≤ CE
(ˆ
Rd
ˆ
Rd
∣∣∣∣∂f(a)∂a (z)
∣∣∣∣
∣∣∣∣∂f(a)∂a (z′)
∣∣∣∣ |C(z − z′)|dzdz′
)
.
On the other hand,
E
(ˆ
Rd
ˆ
Rd
∣∣∣∣∂f(a)∂a (z)
∣∣∣∣
∣∣∣∣∂f(a)∂a (z′)
∣∣∣∣ |C(z − z′)|dzdz′
)
=
 
m
ˆ
Rd
ˆ
Rd
∣∣∣∣∂f∂a˜ (z)
∣∣∣∣
∣∣∣∣∂f∂a˜ (z′)
∣∣∣∣ |C(z − z′)|dzdz′da˜
=
 
m
m∑
i=1
∑
y∈Zi−1
(ˆ
y+i−1
∣∣∣∣∂f∂a˜ (x)
∣∣∣∣ dx
)2
da˜
Hence,
‖f − (f)m‖2L2(m) ≤ C
 
m
m∑
n=1
∑
y∈Zn−1
(ˆ
y+n−1
∣∣∣∣∂f∂a˜ (x)
∣∣∣∣ dx
)2
da˜. (86)
This inequality is called Multiscale inequality since the behavior of f ∈ L2(m) is given by its corresponding
gradient at scale 3n−1 for n ≤ m. Inequality (86) coming from the Brascamp inequality (48), however, the
best constant for which such inequality is valid is not achieved. We explain such a phenomenon owed to the
weak properties of the underlying stochastic processes a. At this stage, we point out the necessity of linking the
variational formulation of certain PDEs with these types of Multiscale inequalities. Indeed, in [5, Proposition
1.12] they proved the following inequality.
Proposition 4.1 (Multiscale Poincare´ inequality). Fix m ∈ N, and for each n ∈ N, n ≤ m, define Zn =
3nZd ∩m. There exists a constant C(d) <∞ such that, for every u ∈ H1 (m),
‖u− (u)m‖L2(m)+‖∇u‖H−1(m) (87)
≤ C‖∇u‖L2(m) + C
m∑
n=1
3n

|Zn|−1 ∑
y∈Zn−1
∣∣(u)y+n−1∣∣2


1
2
We conclude this part by showing the argument of (87).
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Proof. We follow the argument in [3, Proposition 6.1]. We firstly consider the argument for ‖∇u‖H−1(m). Let
us assume that (u)m = 0. Fix η ∈ H1(m,Rd) with 
m
|∇η(x)|2dx = 1,
and denote by w ∈ H2(m) the unique (up to additive constants) solution of the Neumann problem
−∆w = −∇ · η + b in m,
∇w · ν = 0 on ∂m.
where b :=
ffl
m
∇·η(x)dx. By the Caldero´n-Zygmund estimates (cf. [19, Theorem 5] and [20, Theorem 4.2.2.2])
we have  
m
|∇2w(x)|2dx ≤ C
 
m
|∇η(x)|2dx = C. (88)
We test the equation for w with u and using (u)m = 0 yields
 
m
∇u(x) · η(x)dx =
 
m
∇u(x) · ∇w(x)dx. (89)
We now look estimates at scales 3n for every n = 1, . . . ,m. Then, consider z ∈ Zn and we write
ˆ
z+n
∇u(x) · (∇w(x) − (∇w)z+n) dx
=
∑
y∈Zn−1∩(z+n)
ˆ
y+n−1
∇u(x) · (∇w(x) − (∇w)y+n−1) dx
+
∑
y∈Zn−1∩(z+n)
ˆ
y+n−1
∇u(x) · ((∇w)y+n−1 − (∇w)z+n) dx
=
∑
y∈Zn−1∩(z+n)
ˆ
y+n−1
∇u(x) · (∇w(x) − (∇w)y+n−1) dx
+ |n−1|
∑
y∈Zn−1∩(z+n)
(
(∇w)y+n−1 − (∇w)z+n
) · (∇u)y+n−1 .
By the Poincare´ inequality
∑
y∈Zn−1∩(z+n)
∣∣(∇w)z+n − (∇w)y+n−1 ∣∣2 ≤ C32n
 
z+n
|∇2w(x)|2dx,
and which combined with Ho¨lder yields
|n−1|
∑
y∈Zn−1∩(z+n)
(
(∇w)y+n−1 − (∇w)z+n
) · (∇u)y+n−1
≤ |n−1|
(
C32n
 
z+n
|∇2w(x)|2dx
) 1
2
·

 ∑
y∈Zn−1∩(z+n)
|(∇u)y+n−1 |2


1
2
.
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Summing over all z ∈ Zn∑
z∈Zn
ˆ
z+n
∇u(x) · (∇w(x) − (∇w)z+n) dx
≤
∑
z∈Zn
∑
y∈Zn−1∩(z+n)
ˆ
y+n−1
∇u(x) · (∇w(x) − (∇w)y+n−1) dx
+
∑
z∈Zn
|n−1|
(
C32n
 
z+n
|∇2w(x)|2dx
) 1
2
·

 ∑
y∈Zn−1∩(z+n)
|(∇u)y+n−1 |2


1
2
≤
∑
y∈Zn−1
ˆ
y+n−1
∇u(x) · (∇w(x) − (∇w)y+n−1) dx
+ 3n(
d
2+1)C(d)
(ˆ
m
|∇2w(x)|2dx
) 1
2
·

 ∑
y∈Zn−1
|(∇u)y+n−1 |2


1
2
Define
a(n) =
∑
z∈Zn
ˆ
z+n
∇u(x) · (∇w(x) − (∇w)z+n) dx,
c(n,m) = C(d)3n(
d
2+1)
(ˆ
m
|∇2w(x)|2dx
) 1
2
,
b(n) =

∑
y∈Zn
∣∣(∇u)y+n ∣∣2


1
2
.
So, we get from the last argument that
a(m) ≤ a(0) +
m∑
n=1
c(n,m)b(n− 1),
i.e.,
∑
z∈Zm
ˆ
z+m
∇u(x) · (∇w(x) − (∇w)z+m ) dx
≤
∑
z∈Z0
ˆ
z+0
∇u(x) · (∇w(x) − (∇w)z+0 ) dx
+
m∑
n=1
C(d)3n(
d
2+1)
(ˆ
m
|∇2w(x)|2dx
) 1
2
·

 ∑
y∈Zn−1
∣∣(∇u)y+n−1∣∣2


1
2
≤
(88)
∑
z∈Z0
ˆ
z+0
∇u(x) · (∇w(x) − (∇w)z+0 ) dx
+
m∑
n=1
C(d)3n(
d
2+1)|m| 12 ·

 ∑
y∈Zn−1
∣∣(∇u)y+n−1∣∣2


1
2
.
On the other hand, since |Zm| = 0,∑
z∈Zm
ˆ
z+m
∇u(x) · (∇w(x) − (∇w)z+m ) dx =
ˆ
m
∇u · ∇wdx.
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By the Poincare´ inequality and (88)
∑
z∈Z0
ˆ
z+0
|∇w(x) − (∇w)z+0 |2 dx ≤ C
ˆ
m
|∇η|2dx = C|m|.
Then, applying Ho¨lder inequality
ˆ
m
∇u · ∇wdx ≤
(∑
z∈Z0
ˆ
z+0
|∇u|2
) 1
2
(∑
z∈Z0
ˆ
z+0
|∇w(x) − (∇w)z+0 |2
) 1
2
+
m∑
n=1
C(d)3n(
d
2+1)|m| 12 ·

 ∑
y∈Zn−1
∣∣(∇u)y+n−1∣∣2


1
2
≤ C|m| 12
(ˆ
m
|∇u|2
) 1
2
+
m∑
n=1
C(d)3n(
d
2+1)|m| 12 ·

 ∑
y∈Zn−1
∣∣(∇u)y+n−1∣∣2


1
2
,
and from which
 
m
∇u · ∇wdx ≤C
( 
m
|∇u|2
) 1
2
+
m∑
n=1
C(d)3n(
d
2+1)|m|− 12 ·

 ∑
y∈Zn−1
∣∣(∇u)y+n−1∣∣2


1
2
,
and so, from (89)
 
m
∇u · ηdx ≤C
( 
m
|∇u|2
) 1
2
+
m∑
n=1
C(d)3n(
d
2+1)|m|− 12 ·

 ∑
y∈Zn−1
∣∣(∇u)y+n−1∣∣2


1
2
.
We conclude passing suppremum over all η that
‖∇u‖H−1(m) ≤C
( 
m
|∇u|2
) 1
2
+
m∑
n=1
C(d)3n(
d
2+1)|m|− 12 ·

 ∑
y∈Zn−1
∣∣(∇u)y+n−1∣∣2


1
2
.
To finish, we now make use of the Riesz representation theorem. In fact, there exists φ ∈ L2(m) with 
m
|φ|2dx = 1
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and ( 
m
|u|2
) 1
2
=
 
m
uφdx =
 

u(φ− (φ)m)dx.
Denote by w ∈ H2(m) the unique solution of the variational equation
−∆w = φ− (φ)m in m,
∇w · ν = 0 on ∂m.
We have  

|∇2w|2dx ≤ C
 

|φ− (φ)m |2 ≤ C.
Testing the equation by for w with u yields
 
m
∇u∇wdx =
 
m
u (φ− (φ)m ) dx.
We now estimate the left-hand side as before and we get the conclusion.
4.0.1 Homogenization in perforated domains
In this part, we concern with random perforation controlled by the probability space (Ω,P) where
Ω :=
(
λ,
1
2
)⊗Zd
(90)
and P a probability measure supported in Ω, with λ ∈ (0, 12). From Theorem 2.19 we require d > 2. In this
part we consider the following sets: Let D ⊂ Rd be a bounded domain, and given ε ∈ (0, 1) small enough, r ∈ Ω
we study
−∆uε = f in Dε,
∇uε · ν = 0 on ∂intDε,
uε = 0 on ∂extD
ε,
(91)
where
B˜(ε) = ∩x∈Zd(B(x, r(x)ε
d
d−2 ))c, (92)
Dε := D ∩ B˜(ε), (93)
and ∂intD
ε and ∂extD
ε denote the interior boundary and the exterior boundary of Dε respectively, and, they
are defined as
∂intD
ε := ∪{∂B(x, r(x)ε dd−2 ) : x ∈ Zd, B(x, r(x)ε dd−2 ) ⊂ D},
∂extD
ε := ∂Dε\∂intDε.
We now present the following hypercontractive property on correctors in domains with small perforations.
Proposition 4.2 (Hypercontractivity in perforated sets). Let us consider (Ω,P) the probability space (90)
defined before and suppose that it admits a coarsened logarithmic-Sobolev inequality (38). Further, let us consider
φ to be the unique stationary solution of the equation
−∇ · (∇φξ + ξ) = 0, in  ∩ B˜(1), (94)
(∇φξ + ξ) · ν = 0 on  ∩ ∂B˜(1)
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where B˜(1) is defined in (92), ξ ∈ Rd. Then for each p ∈ [1,+∞) we have
〈 
∩B˜(1)
|∇φ|2p
〉 1
2p
.
〈 
∩B˜(1)
|∇φ|2
〉 1
2
(95)
up to a multiplicative constant that depends on d, λ, ρ, and where ρ is the constant of the coarsened logarithmic-
Sobolev inequality.
This proposition is mainly based in the following facts:
Lemma 4.3 (Caccioppoli’s inequality ). Let fixed R ≥ 1 and ε > 0. Defined Bε(0, R) = B(0, R) ∩ B(ε), we
consider the following elliptic problem
−∆u = ∇ · g in Bε(0, R),
∇u = 0 on ∂intBε(0, R),
u = 0 on ∂extBε(0, R),
(96)
with u ∈ H1(B(0, R)), g ∈ (L2(B(0, R)))d such that g = 0 on ∂Bε(0, R). Set δBε(ρ,R) := Bε(0, R)\Bε(0, R−ρ).
There exists a constant C := C(d) > 0 such that for any constant c we have for all 0 < ρ < R
ˆ
Bε(0,R−ρ)
|∇u|2 ≤ C
( ˆ
Bε(0,R)
|g|2 + 1
ρ2
ˆ
δBε(ρ,R)
|u− c|2
)
. (97)
Lemma 4.4 (Interior regularity). Let R ≥ 1 and ε > 0 be fixed. Let us consider uε as the weak solution of
model (96). There exists 0 < ε′ < 1 which is called the hole filling exponent such that if the right-hand side g
decays in the sense of
∀ 0 < ρ < R,
 
Bε(0,ρ)
|g|2 ≤ c0
(( ρ
R
)d(ε′−1))
+ 1
)
,
for some c0 > 0, then there exists a constant C = C(d) such that for any 0 < ρ < R,
 
Bε(0,ρ)
|∇uε|2 ≤ C
( ρ
R
)d(ε′−1)(
log
(
R
ρ
)
c0 +
 
Bε(0,R)
|∇uε|2
)
.
Theorem 4.5 (Weighted Meyer’s estimate). Fixed ε > 0, let g ∈ L2(Rd,Rd) and v ∈ H1(B(ε)) be the weak
solution of the equation {
−∆v + 1
T
v = ∇ · g,
∇v · ν = 0 on ∂intB(ε).
Let r > 0 be arbitrary. There exists a Meyer exponent p˜ > 2 and a constant c > 0, which both only depend on
d such that for all 2 ≤ p < p˜, all α1 < c and all 0 < α0 < α1 we have
ˆ
B(ε)
(
|∇v|p + | 1√
T
v|p
)(
1 +
|x|
r
)α0
dx .
ˆ
B(ε)
|g|p
(
1 +
|x|
r
)α1
dx (98)
up to a multiplicative constant which only depends on d, ε′, with ε′ the associated hole filling exponent.
Lemma 4.3. We test (96) with uη2 with η a cut-off function. Let us consider η as a cut-off function of B(0, R−ρ)
in B(0, R) and that g = 0 on ∂Bε(0, R). By Leibniz’s rule
∇ (η2u) · ∇u = ∇ (ηu) · ∇ (ηu)− u2∇η · ∇η.
For simplicity, we assume that c = 0. By the divergence theorem and the boundary conditions on u
37
ˆ
−∆u · η2u = −
ˆ
∂Bε(0,R)
η2u (∇u · ν) dS +
ˆ
Bε(0,R)
∇u · ∇ (η2u)
=
ˆ
Bε(0,R)
∇u · ∇ (η2u) .
On the other hand,
−
ˆ
(∇ · g) η2u = −
ˆ
∂Bε(0,R)
η2ug +
ˆ
Bε(0,R)
g · ∇ (η2u)
=
ˆ
Bε(0,R)
g · ∇ (η2u)
and the last line is owed that g = 0 on ∂Bε(0, R). Hence
ˆ
Bε(0,R)
∇ (ηu) · ∇ (ηu) =
ˆ
Bε(0,R)
g · ∇ (uη2)+ ˆ
Bε(0,R)
u2∇η · ∇η.
By Leibniz’s rule
ˆ
Bε(0,R)
|∇ (ηu)|2 ≤
ˆ
Bε(0,R)
(|gη||∇ (ηu) + u|∇η|) +
ˆ
Bε(0,R)
u2|∇η|2.
By Young’s Inequality,
ˆ
Bε(0,R)
|∇ (ηu)|2 ≤ C(d)
(ˆ
Bε(0,R)
|gη|2 +
ˆ
Bε(0,R)
|u∇η|2
)
≤ C(d)
(ˆ
Bε(0,R)
|g|2 + 1
ρ2
ˆ
Bε(0,R)\Bε(0,R−ρ)
|u|2
)
.
Hence,
ˆ
Bε(0,R−ρ)
|∇u|2 ≤ C(β, ρ)
(ˆ
Bε(0,R)
|g|2 + 1
ρ2
ˆ
Bε(0,R)\Bε(R−ρ)
|u|2
)
.
Lemma 4.6 (Giaquinta & Modica). Let R ≥ 1 and ε > 0 be fixed and define Bε(0, R) as before. Let f ∈
Lqloc(Bε(0, R)), q > 1 be a non-negative function. Suppose that for some constants b > 0, R0 > 0( 
Bε(0,R˜)
f q
) 1
q
≤ b
ˆ
Bε(0,2R˜)
fdx
for all 0 < R˜ < min
(
R0,
dist(0,∂Bε(0,R))
2
)
. Then f ∈ Lploc(Bε(0, R)) for some p > q and there exists a constant
C = C(d, p, q, b) such that
( 
Bε(0,R˜)
fp
) 1
p
≤ c
(ˆ
Bε(0,2R˜)
f q
) 1
q
dx
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Proof. It is a directly consequence of Lemma 6.38 in [16]. Indeed, there, we choose χB(ε)cf . Then, we have( 
Bε(0,R˜)
fp
) 1
p
≤ c
(
|B(0, R˜)|
|Bε(0, R˜)|
) 1
p
(
|Bε(0, 2R˜)|
|B(0, 2R˜)|
) 1
q
( 
Bε(0,2R˜)
f q
) 1
q
≤ C(d, p, q, b)
( 
Bε(0,2R˜)
f q
) 1
q
since |Bε(0, 2R˜)| ∼ 2d|Bε(0, R˜)|.
Lemma 4.4. It is a direct consequence of the Caccioppoli’s argument. However, for the sake of completeness we
present their proof. In fact, following [18], cf. Lemma 7, let us consider N ∈ N such that 2−N−1R < r < 2−NR.
By appealing to Caccioppoli’s inequality with R = 2r, ρ = r and with c =
ffl
δBε(r,2r)
where δBε(r, 2r) :=
Bε(0, 2r)\Bε(0, r) one has
ˆ
Bε(0,r)
|∇uε|2 ≤ C0
(ˆ
Bε(0,2r)
|g|2 + 1
r2
ˆ
δBε(r,2r)
|uε −
 
δBε(r,2r)
uε|2
)
.
Combined with Poincare´ inequality, it yields
ˆ
Bε(0,r)
|∇uε|2 ≤ C0
(ˆ
Bε(0,2r)
|g|2 +
ˆ
δBε(r,2r)
|∇uε|2
)
.
By arguing with the Hole-Filling trick, i.e., we add C0
´
Bε(0,r)
|∇uε|2 and then
ˆ
Bε(0,r)
|∇uε|2 ≤ C0
1 + C0
(ˆ
Bε(0,2r)
|g|2 +
ˆ
Bε(0,2r)
|∇uε|2
)
.
Set θ = C01+C0 . Then the iteration of this inequality yields
ˆ
Bε(0,r)
|∇uε|2 ≤
N∑
k=1
θk
ˆ
Bε(0,2k−NR)
|g|2 + θN
ˆ
Bε(0,R)
|∇uε|2
and with θ = 2−dε
′
, ε′ is determined by the hole filling procedure. Further, |Bε(0, 2k−NR)| ∼ |Bε(0, R)|2(k−N)d
and thus,
1
|Bε(0, R)|
ˆ
B
2k−NR
|g|2 ∼ 2(k−N)d
 
Bε(0,2k−NR)
|g|2.
Thanks to the decays property of g, we get 
Bε(0,2k−NR)
|g|2 ≤ 2c02(k−N)d(ε
′−1)
and then
2(k−N)d
 
Bε(0,2k−NR)
|g|2 ≤ 2c0θN−k.
Combined with θN = 2−Ndε
′ ≤ ( 2ρ
R
)ε′d
and N ≤ 12 log
(
R
ρ
)
, we get
1
|Bε(0, R)|
(
N∑
k=1
θk
ˆ
Bε(0,2k−NR)
|g|2 + θN
ˆ
Bε(0,R)
|∇uε|2
)
≤ c0log
(
R
ρ
)(
2
ρ
R
)ε′d
+
(
2
ρ
R
)ε′d  
Bε(0,R)
|∇uε|2.
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On the other hand, with r = ρ for which ρ ∼ 2−NR, then |Bε(0, ρ)| ∼ |Bε(0, ρ)|2−Nd and
 
Bε(0,r)
|∇uε|2 ≤ C
( ρ
R
)d(ε′−1)(
log
(
R
ρ
)
c0 +
 
Bε(0,R)
|∇uε|2
)
.
Lemma 4.7 (Meyer’s estimate). Let g ∈ (L2(Rd) ∩ Lp(Rd))d and let vε ∈ H1(B(ε)) be the weak solution of the
equation
−∆vε = ∇ · g.
Then there exists p0 = p0(d, ε) > 2 such that for all 2 ≤ p < p0, any x0 ∈ Rd, and any R > 0 we have
 
Bε(x0,R)
|∇vε|p ≤ C(d, ε, p)
 
Bε(x0,2R)
|g|p + C(d, ε, p)
( 
Bε(x0,2R)
|∇vε|2
) p
2
(99)
Proof. By Caccioppoli’s, for any 0 < r
 
Bε(x0,
r
2 )
|∇vε|2 ≤ C(d, ε)
( 
Bε(x0,r)
|∇vε|2 + |g|2
)
.
Applying Jensen’s inequality, we get
( 
Bε(x0,
r
2 )
|∇v|2
) d
d+2
≤ C(d, ε, p)
( 
Bε(x0,r)
|∇v|2 + |g|2
) d
d+2
≤ C(d, ε, p)
 
Bε(x0,r)
|∇v| 2dd+2 + C(d, ε, p)
( 
Bε(x0,r)
|g|2
) d
d+2
.
Hence, by Lemma (4.6) in the form of Lemma 43 in [13],
 
Bε(x0,
r
2 )
|∇vε|p ≤ C(d, ε, p)
 
Bε(x0,r)
|g|p + C(d, ε, p)
( 
Bε(x0,r)
|∇vε|2
) p
2
.
Proof of Theorem 4.5. Let R > 0, we split v := vout +
∑∞
k=1 vin,k where vin,k ∈ H1(B(ε)) is the unique weak
solution to the PDE
−∆vin,k + 1
T
vin,k = ∇ ·
(
gχBε(0,2−kR)\Bε(0,2−k−1R)
)
and where vout ∈ H1(B(ε)) is the unique weak solution to the PDE
−∆vout + 1
T
vout = ∇ ·
(
gχB(ε)\Bε(0,2−1R)
)
.
By the hole-filling estimate with exponent 0 < ε′ < 1,
(ˆ
Bε(0,r)
|∇vout|2 + 1
T
ˆ
Bε(0,r)
|vout|2
)
dx ≤C
( r
R
)dε′ (ˆ
Bε(0,R)
|∇vout|2 + 1
T
ˆ
Bε(0,R)
|vout|2
)
+ C
ˆ
B(ε)\Bε(0,2−1r)
|g|2
(
r
r + |x|
)dε′
dx.
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Applying R ↓ +∞, with r ∼ 4R, we get(ˆ
Bε(0,4R)
|∇vout|2 + 1
T
ˆ
Bε(0,4R)
|vout|2
)
dx .
ˆ
B(ε)\Bε(0,2R)
|g|2
(
R
R+ |x|
)dε′
dx
and from which by Jensen
( 
Bε(0,4R)
|∇vout|2 + 1
T
ˆ
Bε(0,4R)
|u|2
)
dx ≤ C(d, ε′)
(ˆ
B(ε)\Bε(0,2R)
R−d|g|p
(
R
R+ |x|
)δ′
dx
) 2
p
for some δ′ := δ(p, ε′) small enough. Plugging this bound into Lemma 4.7, we get
 
Bε(0,2R)
(
|vout|p + | 1√
T
vout|p
)
≤C(d, p, ε′)
ˆ
Bε(0,4R)
|g|p
+ C(d, ε′)
(ˆ
B(ε)\Bε(0,2R)
R−d|g|p
(
R
R+ |x|
)δ′
dx
)
.
We next estimate the contributions of vin,k. We have
ˆ
Bε(0,4R)
|∇vin,k|2 + | 1√
T
vin,k|2 . 2
∣∣∣∣∣supg˜
ˆ
B(ε)
g˜ · ∇vin,k
∣∣∣∣∣
2
where the suppremum runs over all functions g˜ with suppg˜ ⊂ Bε(0, 4R) and
´
B(ε) |g|2 ≤ 1. In particular, given
g˜ we consider w ∈ H1(B(ε)) such that, ∇w · ν = 0 on ∂intB(ε) which is the unique weak solution of
−∆w + 1
T
w = −∇ · g˜.
We obtain,
ˆ
Bε(0,4R)
|∇vin,k|2 + | 1√
T
vin,k|2 ≤ 2
∣∣∣∣∣supg˜
ˆ
B(ε)
∇vin,k · ∇w + 1
T
vin,kw
∣∣∣∣∣
≤ 2 sup
g˜
|
ˆ
Bε(0,2−kR)\Bε(0,2−k−1R)
g · ∇w|
≤ 2
ˆ
Bε(0,2−kR)\Bε(0,2−k−1R)
|g|2 × sup
g˜
ˆ
Bε(0,2−kR)\Bε(0,2−k−1R)
|∇w|2 + 1
T
|w|2.
By the Hole-filling estimate for w, we deduce
ˆ
Bε(0,2−kR)\Bε(0,2−k−1R)
|∇w|2 + 1
T
|w|2 ≤ C
ˆ
B(ε)
|g˜|2
(
2−kR
2−kR+ |x|
)δ′
dx
and from which ˆ
Bε(0,4R)
|∇vin,k|2 + | 1√
T
vin,k|2 ≤ 2−kδ
′
C(p, ε′)
ˆ
Bε(0,2−kR)\Bε(0,2−k−1R)
|g|2
and then
 
Bε(0,4R)
|∇vin,k|2 + | 1√
T
vin,k|2 ≤ C(p, ε′)
(ˆ
Bε(0,2−kR)\Bε(0,2−k−1R)
2−kδ
′
R−d|g|p
) 2
p
.
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Plugging this estimate into the inequality 99, we get
 
Bε(0,2R)
(
|vin,k|p + | 1√
T
vin,k|p
)
≤C(d, p, ε′)
ˆ
Bε(0,4R)
|gχBε(0,2−kR)\Bε(0,2−k−1R)|p
+ C(d, ε′)
(ˆ
Bε(0,2−kR)\Bε(0,2−k−1R)
R−d2−kδ
′ |g|pdx
)
≤ C(d, p, ε′)
ˆ
Bε(0,2−kR)\Bε(0,2−k−1R)
|g|pdx.
Hence,
 
Bε(0,2R)
(
|v|p + | 1√
T
v|p
)
≤C(d, p, ε′)
ˆ
Bε(0,2R)
|g|p
+ C(d, ε′)
(ˆ
B(ε)\Bε(0,2R)
|g|p
(
R
R+ |x|
)δ
dx
)
.
Let us consider R := 2lr with l ∈ N, we have
ˆ
B(ε)
(
|v|p + | 1√
T
v|p
)
(1 +
|x|
r
)α0 ≤ C(d)
∞∑
l=1
 
Bε(0,2lr)
(
|v|p + | 1√
T
v|p
)
(1 +
|x|
r
)α0
.
∞∑
l=1
2lα0
ˆ
Bε(0,2l+1r)
|g|p
+ C(d, ε′)
∞∑
l=1
(ˆ
B(ε)\Bε(0,2l+1r)
|g|p
(
2lr
2lr + |x|
)δ
2lα0dx
)
.
On the other hand,
∞∑
l=1
(ˆ
B(ε)\Bε(0,2l+1r)
|g|p
(
2lr
2lr + |x|
)δ
2lα0dx
)
.
∞∑
l=1
∞∑
n=l
ˆ
Bε(0,2(n+1)r)\Bε(0,2nr)
2(l−n)δ2lα0 |g|pdx
.
∞∑
l=2
ˆ
Bε(0,2(l+1)r)\Bε(0,2lr)
2lα1 |g|pdx
with α1 a suitable exponent. Then, we deduce
ˆ
B(ε)
(
|∇v|p + | 1√
T
|p
)(
1 +
|x|
r
)α0
dx .
ˆ
B(ε)
|g|p
(
1 +
|x|
r
)α1
dx.
Proposition 4.2. Let fixed R ≥ 1 and ε > 0. Defined Bε(0, R) = B(0, R) ∩ B˜(ε), we consider the following
problem
−∆u = f in Bε(0, R), f ∈ L2(D),
∇u = 0 on ∂intBε(0, R),
u = 0 on ∂extBε(0, R),
(100)
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this problem (100) as ε ↓ 0 converges to
−∆u = f with u ∈ H10 (D).
It implies that,
〈ffl
∩B˜(1)∇φ
〉
= 0. Now, let us consider F˜ :=
´
Rd
g · ∇φ. We aim to estimate the oscillation of
this particular random variable defined on Ω. We recall that fixed r ∈ Ω
B˜(1) := ∩x∈ZdB(x, r(x))c
and then to make the next argument clear, we denote B(r) := ∩x∈ZdB(x, r(x))c and B(r˜) := ∩x∈ZdB(x, r˜(x))c
which both r, r˜ ∈ Ω and differs in some z ∈ Zd. let us consider the correctors φ and φ˜ such that
−∇ · χB(r) (∇φ+ ξ) = 0,
−∇ · χB(r˜)
(
∇φ˜+ ξ
)
= 0,
along ξ ∈ Rd with the Neumann boundary conditions,
(∇φ+ ξ) · ν = 0 on  ∩ ∂B(r),(
∇φ˜+ ξ
)
· ν = 0 on  ∩ ∂B(r˜).
Further, given a suitable vector field g ∈ L2(Rd,Rd) such that v˜ ∈ H1(Rd) solves
−∇ · χB(r)∇v˜ = ∇ · g,
∇v˜ = 0 on ∂B(r)
where χB(r) denotes the indicator function of B(r), we consider
δF˜ =
ˆ
Rd
g ·
(
∇φ −∇φ˜
)
.
Let us consider a generic open set V of Rd. By the divergence theorem
ˆ
V
(∇ · g)φ =
ˆ
∂V
φg · νdS −
ˆ
V
g · ∇φ,
ˆ
V
−∇ · (χB(r)∇v˜)φ = −
ˆ
∂V
φ
(
χB(r)∇v˜
) · νdS + ˆ
V
(
χB(r)∇v˜
) · ∇φ.
Then, ˆ
V
g∇φ =
ˆ
∂V
φg · νdS +
ˆ
∂V
φ
(
χB(r)∇v˜
) · νdS − ˆ
V
(
χB(r)∇v˜
) · ∇φ
from which,
δF˜ =
ˆ
∂V
(φ− φ˜)g · νdS +
ˆ
∂V
(
φ− φ˜
) (
χB(r)∇v˜
) · νdS
+
ˆ
V
(
χB(r)∇v˜
) · (∇φ˜−∇φ) .
Let us consider V an open bounded in such a way that
´
∂V
(φ− φ˜)g · νdS = 0. By the boundary restriction on
v˜ we have
δF˜ =
ˆ
V
(
χB(r)∇v˜
) · (∇φ˜ −∇φ)
= −
ˆ
V
(
χB(r) − χB(r˜)
)∇v˜ · ∇φ− ˆ
V
χB(r˜)∇v˜ · (∇φ+ ξ)
+
ˆ
V
χB(r)∇v˜
(
∇φ˜+ ξ
)
+
ˆ
V
∇v˜ · (χB(r˜) − χB(r)) ξ.
43
Now, let us consider the corrrector equations stated before in the following form:
−∇ · ((χB(r) − χB(r˜)) (∇φ+ ξ)) = ∇ · (χB(r˜) (∇φ+ ξ)) ,
−∇ ·
((
χB(r˜) − χB(r)
) (∇φ˜+ ξ)) = ∇ · (χB(r) (∇φ˜+ ξ)) .
By the divergence theorem,
ˆ
V
∇v˜ · (χB(r˜) (∇φ+ ξ)) =
ˆ
∂V
v˜χB(r) (∇φ+ ξ) · νdS −
ˆ
V
∇v˜ · (χB(r) − χB(r˜)) (∇φ+ ξ)ˆ
V
∇v˜ ·
(
χB(r)
(
∇φ˜+ ξ
))
=
ˆ
∂V
v˜χB(r˜)
(
∇φ˜+ ξ
)
· νdS −
ˆ
V
∇v˜ · (χB(r˜) − χB(r)) (∇φ˜+ ξ)
and then
δF =
ˆ
∂V
v˜
(
χB(r˜)
(
∇φ˜+ ξ
)
− χB(r) (∇φ+ ξ)
)
· νdS +
ˆ
V
∇v˜ · (χB(r) − χB(r˜)) (∇φ˜+ ξ)
and then from a suitable open set V
δF ∼
ˆ
V
∇v˜ · (χB(r) − χB(r˜)) (∇φ˜+ ξ) .
Next, we aim to provide an upper bound of the oscillation term Osc F. In fact, for q ∈ [1,+∞) and z ∈ Zd we
observe
〈∑
z∈Zd
(
Osc
r(z)
F
)2
q〉
≤
〈∑
z∈Zd
(ˆ
V ∩B(z,r(z))c
∇v˜ · (∇φ+ ξ)
)2
q〉
.
Now, consider
w(x) =
( |x|
R
+ 1
) 1
2
.
We make use of Ho¨lder’s inequality and of the Weighted Meyers estimate in the following form:
〈∑
z∈Zd
(ˆ
V ∩B(z,r(z))c
∇v˜ · (∇φ+ ξ)
)2
q〉
≤
〈∑
z∈Zd
ˆ
V ∩B(z,r(z))c
|∇v˜|2pwp


q−1
∑
z∈Zd
(ˆ
V ∩B(z,r(z))c
|∇φ+ ξ|2
)q
w−q(z)

〉
≤
〈∑
z∈Zd
ˆ
V ∩B(z,r(z))c
|g|2pwp


q−1
∑
z∈Zd
(ˆ
V ∩B(z,r(z))c
|∇φ+ ξ|2
)q
w−q(z)

〉
≤ R−dq
〈∑
z∈Zd
ˆ
V ∩B(z,r(z))c
|g|2pwp


q−1
∑
z∈Zd
ˆ
V ∩B(z,r(z))c
|∇φ+ ξ|2q

〉
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where w−1 ∼ R−d. Further,
∑
z∈Zd
ˆ
V ∩B(z,r(z))c
|∇φ+ ξ|2q =
ˆ
V ∩B(r)
|∇φ+ ξ|2q
and we get
〈
∑
z∈Zd
(ˆ
V ∩B(z,r(z))c
∇v˜ · (∇φ+ ξ)
)2
q〉
.
〈ˆ
V ∩B(r)
|∇φ+ ξ|2q
〉
up to a multiplicative constant that depends on d, q. By stationarity of ∇φ we conclude that
〈ˆ
∩B(r)
|∇φ+ ξ|2q
〉 1
q
.
〈ˆ
∩B(r)
|∇φ+ ξ|2
〉 1
2
.
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