We introduce a combination of high-dimensional analysis of variance (HANOVA) and sequential probability ratio test (SPRT) to detect buried objects from an array ground penetrating radar (GPR) surveying a region of interest in a progressive manner. Using HANOVA, we exploit the transient c haracteristic of GPR signals in the time domain to extract information about buried objects at xed positions of the array. Based on the output of the HANOVA, the SPRT is employed to make detection decisions recursively as the array m o ves downtrack. The method is on-line implementable and of low computational complexity. Our approach i s v alidated using eld-data from a landmine detection application.
(a)
for e.g. unknown ground structure is clearly infeasible at the current time.
Thus, here we consider detection methods which are less computationally demanding with an eye toward approaches that could be used in real-world scenarios. Our interests are in techniques possessing three important c haracteristics. First, to re ect the manner in which GPR data are acquired and the nature of the GPR mission, the algorithms should be causal in that they need only the data at the current and previous sensor position to determine whether an object is present in the eld of view of the sensor. Second, they should be of low complexity. Preferably the number of calculations would grow linearly with the size of the data set. Finally, the processing schemes should be robust to uncertainties in the GPR environment and hence the particular detailed structure of the received signals.
Current signal processing methods with some or all of these characteristics fall into one of three categories. First, pattern matching methods 8] employ techniques such as fuzzy set theory and neural networks. Such methods can befast but also require extensive training to function well. Second, image-then-detect techniques 9] employ a beamforming or backpropagation approach to build an image of the subsurface which is then post-processed to detect objects. These approaches generally require the data from the full GPR scan to April form an image and are thus not well suited to on-line computations in which information is processed sequentially as the array proceeds down-track. Finally, there has been much w ork done in statistical signal processing, where one can employ statistical tools to detect objects and examine quantities such as probability o f detection and probability of false-alarm 10].
Here we consider a statistical, transient detection approach. By \transient" we mean that the signals of interest are manifest in the GPR data for a small number of sensor positions and for relatively few samples in any received waveform. For example, in Fig. 2 we plot raw observations obtained by one T/R pair from an EG&G GPR system 11], over an M20 metal mine. Each column of this image is a time-series of observations for a given stop of the array. It is seen that the received GPR signal is transient i n t wo w ays. First, for each time-series (i.e. for each column of the image) containing an object signal, the signal appears only in a brief window, roughly from samples 300 to 700. The reason is that the object signal always comes after the signal arising from the bounce o of the air-ground interface and attenuates quickly in lossy media. Second, the object signal shows up only at a few down-track positions of the GPR array, speci cally locations 15 through 25. In both cases, the appearance of object signal changes the mean value of the data. Our method for object detection then is based on detecting change in this mean rst in the cross-track direction and then in the down-track direction.
More speci cally our approach consists of two parts. First, at each down-track position of the array, we process the data among all T/R pairs to generate one test statistic. We use high-dimensional analysis of variance (HANOVA) to test whether the data consists of re ected signal from a buried object. The HANOVA is a generalized version of standard analysis of variance (ANOVA), which is a method for testing hypothesis about means of random vectors 12, 13] . Second, a sequential probability ratio test (SPRT) is applied to As explained in greater detail below, our approach does in fact satisfy the three requirements we discussed previously. It is causal and has computational complexity that grows linearly with the size of the data. Moreover, we show through real-data examples that it is robust, requiring little in the way of training and able to successfully address the object detection problem for a number of GPR systems operating in a wide range of environments.
We do stress here that the algorithm in this paper is intended only to nd anomalies beneath the GPR array and not to solve the far more challenging classi cation problem. Thus, from a practical perspective our approach will serve well as an e cient \pre-screener" in a larger automatic target detection algorithm suite. Finally, our method is motivated by landmine detection using GPR, however it can also be used in other detection application, such as laser-induced acoustic subsurface objects detection 15].
The paper is organized as follows. Section II discusses the problem formulation and our To b e g i n , w e consider a single GPR T/R pairs as shown in Fig. 1(a) . After each transmission, the receiver collects an echo for a certain amount o f t i m e . Depending on the presence of an object, there are either two or three components in the echo. One is measurement n o i s e , assumed to bewhite and Gaussian. Another is background, i.e., \nominal" signal observed in object-free regions. The third component is object signal, re ection from a buried object.
For the GPR array shown in Fig. 1(b) , assume we have M GPR Transmitter/Receiver (T/R) pairs surveying an area in N steps, the task is to use present and previous array measurement to detect buried mines as the array m o ves down-track. At e a c h d o wn-track position, we model the array detection problem in a typical hypotheses testing framework 14], H 0 : there is no object H 1 : there is an object:
The null hypothesis H 0 means that there is no buried object in the eld of view of the GPR array, so the total received signal is comprised of nominal background and measurement n o i s e .
By nominal background, we m e a n a n y portion of the received waveform not sensor noise and not arising from the interaction of the transmitted pulse with the object. Re ection from the air-ground interface is the dominant component of this part of the signal. The alternative hypothesis H 1 indicates that there is buried object so that the received signal consists of nominal background, measurement noise, and an object signal.
In this paper we assume that the nominal background signal has been removed via a In practice, the receiver collects time-samples of the re ection and stores it as a v ector.
For convenience, we use vector notation in our discussion, i.e., y(m n) is a column vector representing observation of the mth T/R pair at the nth down-track position. The length of y(m n) is K, the numberof samples in time. Fig. 3 shows the received signal after the nominal background removal. 1 We then have the hypothesis test 
where m = 1 M , n = 1 N are positions of GPR, s(m n) is the assumed signal due to presence of buried object, v is assumed to be a white Gaussian noise with a zero mean, and covariance matrix 2 v I, where I is the identity matrix of size K and independent of (m n).
The statistical assumptions about v are not strictly accurate in describing the noise in a GPR signal. For example the background removal process will not beperfect leaving a component of correlated \clutter" in the data which may or may not possess Gaussian statistics. Despite the mismatch, the use of the additive white Gaussian noise model is useful for a number of reasons. This model allows us to develop an algorithm for object 1 For the purpose of illustration, in this section we use eld data from a buried metal mine to illustrate clearly the concept under consideration. Examples which demonstrate better the utility of our approach on more challenging problems, including buried plastic mines, are given in Section III. detection which is rmly rooted in Gaussian-based statistical decision theory and which c a n begeneralized in the future for more complex noise processes. Moreover, the complexity o f such algorithms is quite low making them well suited for real-world implementation. Finally, test results in Section III from real eld data demonstrate that the method is quite e ective in detecting objects. Thus, the Gaussian noise model is shown to work in practice. 
where the notation y N(x R) indicates that y is distributed as a Gaussian random vector with mean x and covariance matrix R.
As stated in the Introduction, we t a k e a t wo-step approach to the processing of y(m n). First for each n we use the HANOVA procedure to generate a single test statistic, Y (n), from the data from all T/R pairs. Second, a recursive, sequential detection scheme is employed to process Y (n) as we proceed down track in order to determine where objects are present.
A. Cross-track Processing
We begin by discussing the use of HANOVA to process data in the cross-track direction.
HANOVA is a generalized version of analysis of variance (ANOVA). ANOVA is a bodyof
methods to analyze the data with a view to test hypotheses about the e ects of one or more factors 19] . To review the basics of ANOVA, we follow the notation established above for the GPR problem and for simplicity assume we h a ve one data vector of size K 1 from a single T/R pair, y N(s 2 I) and we wish to test H 0 : s = 0 (i.e., no object) vs. H 1 : s 6 = 0 (i.e., an object present) 2 
To demonstrate the utility o f HANOVA, we test the time-series shown in Fig. 4(a) . We choose to test the vector at its full dimension k 1 in (5) is 1 and k 2 = 1000, and two windowed sub-dimensions (each containing fewer and fewer noise components) k 1 = 100 and k 2 = 900, Fig. 4(b) , it is seen that by setting the window properly, higher probability of detection is gained at di erent levels of detection thresholds, in (3) . It demonstrates that when signal is not \full-dimensional", looking for a window of signal-rich sub-dimensions to test will increase the probability o f detection. When the observation is a sequence of high-dimensional vectors whose components are mostly noise, as is the case for our GPR problem, it is desirable to adaptively choose the window to maximize the probability of detection. This kind of method of reducing a full dimensional test to a windowed version is called HANOVA 13]. Fan's original work was limited to problems in which the rst k 0 dimensions are believed to be signal-rich and used in HANOVA, with k 0 found from the data. Here we consider a generalization of Fan's work to take i n to account the fact that for the GPR problem the transient signal is signi cant o ver a w i n d o w not generally starting with the rst dimension but in the middle of the observation vector. Moreover, this window will vary with (m n). To choose this window we note that (3) indicates that the probability of detection achieves its maximum value when the term inside the parenthesis is minimized. Equally, o n e wants to maximize the quantity arg max Rather than looking for the optimal window b y searching over all k 1 -k 2 pairs, we pursue a suboptimal, but more e cient two-stage approach. First, we x k 1 as 1, incrementally increase k 2 , and stop when (7) is maximized. Thus we determine the end point of the window k 2 . Starting from k 2 , working backward toward the rst point, we similarly determine the starting point of the window, k 1 . Both searching steps can be computed in linear complexity, it takes o(K) steps to nd the k 2 and o(k 2 ) steps to nd the k 1 3 . In summary the steps for looking for windows at the nth stop of the GPR array are given in Fig. 5 .
Having determined the window at the position (m n), the next stage of processing is to generate a single detection statistic at stop n. Here 
{ ENDFOR ENDFOR Fig. 5 . Steps of deciding window w(m n) a n d y w (m n).
Note y w (m n) can be of di erent length because of di erent window applied. Fig. 6(a) shows the result of applying HANOVA to the data in Figure 3 . Where the HANOVA output is high, so too is the likelihood of an object beingpresent. Thus in Fig. 6(a) , the object is clearly detectable. More examples involving di erent types of objects will be given in Section III. jjs(m n) w(m n)jj 2 : (12) For our problem, the length of each window, k(m n), is large (on the order of hundreds) and the central limit theorem permits us to approximate the 2 distribution using a Gaussian 
At stop n, the log likelihood ratio for the hypothesis testing problem in (13) is
where p n (Y (n)) is the PDF of Y (n) e v aluated at the nth stop under H 1 and p 0 (Y (n)) is the PDF of Y (n) evaluated under H 0 . Under H 0 , 0 and 2 0 are estimated using data from an object-free area. Therefore, for this algorithm, the GPR array m ust start by collecting data in a calibration region to initialize these variables. Under H 1 , o n e di culty with generating u(n) is that 1 (n) and 2 1 (n) are typically not known a priori since the underlying s(m n) are not assumed known. It turns out that we only need to estimate 1 (n), and 2 1 (n) c a n b e found from the following relation 
At the nth stop, we estimate the mean of Y (n) by its maximum likelihood estimator U(1) = 0 FOR n = 2 N { 1 (n) = Y (n) { Form 2 1 (n) according to (15) { Form u(n) according to (14) { U(n) = max(0 U(n ; 1) + u(n)) { IF U(n) > , declare object, set U(n) = 0 , ENDIF ENDFOR Because subsurface object detection is a binary hypothesis testing problem, e.g., we are only interested in knowing whether there is a buried object, the SPRT statistic is bounded from lower bound, zero. When U(n ; 1) + u(n) is negative, U(n) is reset to zero. For a preset threshold , the SPRT will make one of two decisions at each n U(n) ) choose H 1 U(n) < ) take another observation:
The sequential detection is then essentially a repeated SPRT 22] and summarized in Fig. 7 . Fig. 6(b) shows the sequential test statistic when the SPRT is applied to the data in Fig. 6(a) .
Because the SPRT in (16) has the form of a modi ed \integrator," a typical time series for the SPRT statistic takes a step-like form. The larger and sharper the step, the more likely it is that a target is present. At the position where there is an object, the sequential test statistics has a clear upward change again indicating the existence of an object at about position 16.
III. Examples
In this section we use eld data as examples to illustrate the performance of our method.
The eld data are collected by both single GPR and GPR arrays at di erent t e s t sites. At rst, we apply our method on data collected by single GPR at di erent test sites.
Some data are taken under relatively favorable condition, while most are from more hostile test sites which involve rough ground surface and other clutter. Next, by comparing the outputs of the SPRT in the above three examples, we see that sequential processing generally smoothes the output and generates fewer false-alarms than by using ANOVA (or HANOVA) only, F i g . 1 1 . In all three examples, SPRT following HANOVA performs better than SPRT following ANOVA, in the sense that the output is more leveled o at object-free area and the jump at the position of the buried object is sharper.
To study the receiver operating characteristic (ROC) of the method, we test our method on multiple runs of di erent type of targets. Fig. 12(a) shows the ROC curves of ANOVA and HANOVA to detect metallic objects. The objects include metallic mines such as TM15, TM46, and PMN. Fig. 12(b) shows the ROC of ANOVA-SPRT and HANOVA-SPRT. Compared with Fig. 12(a) , SPRT improves the performance of both ANOVA and HANOVA.
In generating these curves a correct identi cation of any of the objects was taken to be a \detection" whether or not the object itself was a mine. Indeed, as noted in the Introduction, the algorithm in this paper is intended only to detect the presence of objects below the array and not to solve the classi cation problem. Still, given the \real-world" conditions under which the data were taken, the low false alarm rates here point to the robustness of our approach. SPRT in detecting plastic mines. The mines are M19, VS-1.6, T72, and C4A1. Fig. 13 shows the ROC curves of the above four methods. It is seen that both the ANOVA-SPRT and HANOVA-SPRT perform better than the ANOVA and HANOVA, respectively.
As another example, we test our method on a di erent array radar system at another test site. The setup of the GPR array is shown in Fig. 14 (8), we can change the order l of the MA process to control the window we use. The smaller is l, the more sensitive the window is to the presence of signal and strong noise. On the other hand, the larger is l, the more robust will the statistic beto noise, which translates into a smaller probability o f false-alarm. But a large l reduces sensitivity of the HANOVA to signal. Fig. 17 shows the e ect of l on window selection and the corresponding HANOVA results. Three di erent l are used, i.e., l = 1 4 9. In the data, there are three mine objects, two metal mines at the position 110 and 170. A w eak mine object is at position 25. For comparison, we normalize the HANOVA outputs in each case by its maximum value, which corresponds to the strong metal mine buried at position 110. Fig. 17 chosen by a MA of order 4. The window oscillates much less than the window in Fig. 17(a) .
From the HANOVA result, Fig. 17(d) , we can nd all the three objects at a threshold of 0.3.
Increasing the order of MA process can make the results worse, Fig. 17 (e) and (f). A large window reduces the sensitivity of the HANOVA to signal and actually makes detection more di cult. Now the weak object at position 25 can not be detected at a threshold greater than 0.3. As a guideline, we nd that MA processes of order between 3 and 10 yield good windows bothin sensitivity to signal and robustness to noise. This selection is a ected by the step-size of the array. An array moving at small step-size will allow an MA process of large l in selecting windows, and vice versa. 
