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ABSTRAKT
Problemet në kohë reale në botë kanë nevojë për algoritëm të shpejtë dhe me gabim
minimal. Në ditët e sotme ka shumë aplikacione që janë përdorur për të kërkuar
rezultate në internet. Ka shumë algoritme të cilat përdoren për kërkimin e rezultateve.
Metoda e përputhjes së paternës është njëra prej tyre. Në aplikacionin në internet
njerëzit merren me llojet e ndryshme të të dhënave, për shembull kërkimi i tekstit,
kërkimi i figurave, kërkimi audio dhe kërkimi i videos. Çdo search engine përdorë
algoritme të ndryshme të kërkimit për trajtimin e tipeve të ndryshme të të dhënave.
Pasi që ekzistojnë algoritme të shumta për të zgjidhur problemin e kërkimit të stringut
brenda tekstit dhe pasi që secila prej tyre funksionon në mënyra të ndryshme, problemi
tjetër lind në dyshimin se në cilat raste duhet të përdoren algoritmet e caktuara. Në këtë
punim janë analizuar mënyrat e funksionimit të katër algoritmeve për kërkimin e
stringut të cilat janë: Brute Force, Knuth Morris Pratt, Boyer Moore dhe Rabin Karp. Në
analizën e algoritmeve përfshihet edhe krahasimi i tyre bazuar në kohën e ekzekutimit
dhe shfrytëzimit të hapësirës në teskte me gjatësi të ndryshme.
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HYRJE

Koncepti i kërkimit të algoritmeve të kërkimit të teksteve luan rol të rëndësishëm në
gjetjen e mostrës brenda një dokumenti të madh në botën dixhitale. Aplikimi i tijë
përfshinë fusha të gjera shumë nga të cilat janë jashtëzakonisht të nevojshme në
shkencat dhe aplikacionet kompjuterike. Në kohën dixhitale, kërkimi është skenar i
zakonshëm që të gjithë e përdorim gjatë kërkimeve tona. Por kërkimi i një fjale të
caktuar brenda një dokumenti jashtëzakonisht të gjatë është një problem shumë më i
vjetër se sa bota dixhitale.
Pothuajse secila nga fushat e bioinformatikës, detektimit të plagjiarizmit, sigurinë e
informatave, algoritmet e kërkimit të teksteve janë pjesa kyçe dhe me efikase në punët e
tyre. Zbatimi i tyre i lartë në fusha të ndryshme të jetës sonë ditore, e bënë këtë fushë
jashtëzakonisht të rëndësishme për hulumtime dhe diskutime më të detajshme. Në këtë
punim diplome do të shqyrtohen disa nga algoritmet më të njohura të kërkimit, rëndësia
e tyre, problemet që ato kanë si dhe performancën që ato bëjnë për kohë të ndryshme.
Para se të vazhdohet me detajet e këtyrë algoritmeve si dhe llojet e tyre, së pari duhet të
definojmë më qartë se çfarë janë algoritmet e kërkimit të teksteve. Emri i tyre vjen nga
klasat e definimit të algoritmeve të fjalëve të cilat mirren me saktësimin e pozitës kur
një ose më tepër fjalë të cilat poashtu quhen edhe "patterns" janë gjetur brenda një fjalie
më të gjatë osë një teksti. Për të kuptuar më thjeshtë mënyrën se si këto algoritme
funksionojnë përdorim analogjinë e grumbullit "haystack" si dhe të gjilpërës "niddle".
Qëllimi është që të gjinden një ose më tepër "gjilpëra" brenda një grumbulli kashte
"haystack". Për shembull ne mund të bëjmë kërkim të fjalës "për" brenda fjalisë:
"Studentët duhet përfunduar të gjitha provimet e parapara si dhe punimin e temës së
diplomës për të marrë statusin e studentit të diplomuar". Në këtë rast, gjilpëra (ndryshe
edhe si niddle ose edhe pattern) "për" do të hasej në një rast.
Për të performuar funksionin të cilin e përshkruam më lartë, ekzistojnë një numër i
algoritmeve të cilat ndjekin rregulla dhe procedura të ndryshme, disa nga të cilat do ti
shqyrtojmë në këtë punim sic janë algoritmi i Boyer-Moore, Brute-Force, Rabin Karp,
Knuth-Morris-Prat.
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Dy komponentet kyçe për të matur performancën e këtyre algoritmeve do të jenë ai i
faktorit të kohës si dhe ai i shfrytëzimit të resurseve harduerike gjatë procesimit të
kërkimit. Për të nxjerrur rezultate sa më te sakta, të gjitha algoritmet testohen nga tri
herë në madhësi të ndryshme të teksteve. Aty maten koha si dhe shfrytëzimi memorik si
dhe nxirret mesatarja e të gjitha testimeve nga ku fitohen kohët e performimit të secilit
algoritëm së bashku me atë të shfrytëzimit të memories.
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2

SHQYRTIMI I LITERATURËS

2.1

Hyrje rreth algoritmeve

Është e rëndësishme të theksohet se një algoritëm nuk është kod kompjuterik. Është e
shkruar në gjuhën e programuesit. Ka një fillim, një mes dhe një fund. Algoritmi
përfshin vetëm ato të dhëna që ju nevojiten për të arritur një qëllim, dhe jo të dhëna të
paqarta që nuk mund të i kuptoj personi që është duke e lexuar atë. Algoritmi gjithmonë
çon në një zgjidhje dhe përpiqet të jetë zgjidhja më efikase për të cilën mund të
mendojmë. Shpeshherë njerëzit përdorin pseudokodin për të përshkruar hapat e
algoritmit, por mund të përdorin edhe diagramet të cilat quhen flowchart.[1]
Fjala algoritëm është një kombinim i fjalës latine algorismus, e emërtuar Al-Khwarizmi,
dhe fjala greke arithmos, që do të thotë "numër". Në gjuhën angleze, ajo u përdor
fillimisht rreth vitit 1230 dhe më pas nga poeti Anglez Chaucer në vitin 1391. Në fund
të shekullit të 19-të termi "algoritëm" mori kuptimin që ka në matematikën moderne dhe
më në fund në shekullin 20-të u bë një fjalë e përbashkët në shkencat kompjuterike. Në
ditët e sotme, kur njerëzit flasin për algoritme, ata po flasin për diçka më specifike, siç
janë operacionet që mbushin mediat sociale. Çdo program në kompjuter që përfundon
me një rezultat është i bazuar në një algoritëm. [2]
2.1.1 Llojet bazike të algoritmeve sipas funksionit
Llojet bazike të algoritmeve janë:
•

Sorting

•

Shortest path

•

Compression

•

Searching

2.1.1.1 Sorting Algorithms
Qëllimi i algoritmeve të sortimit është rradhitja e inputit në një renditje logjike e cila e
bën atë më lehtë të qasshme nga njeriu. Ruajtja e të dhënave në mënyrë të renditur
ndihmon në qasjen më të shpejtë në ato të dhëna, bën më të lehtë zbatimin e algoritmeve
të programeve të cilat përdorin ato të dhëna. Shembull emërimet e numrave të telefonit
në një telefon, nëse nuk do të ishin të radhitura sipas alfabetit kërkimi i tyre në rastin më
të keq do të duhej të shikohen të gjitha numrat në atë telefon.
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2.1.1.2 Shortest Path Algorithms
Shortest Path është një algoritëm i dizajnuar për të zgjidhur problemin e rrugës më të
shkurtër. Shembull nga pika A deri në pikën B, cila do të ishte rruga më e shkurtër. Në
shkenca kompjuterike problemi i rrugës së shkurtër mund të marre forma të ndryshme
dhe për këtë arsye janë zhvilluar algoritme të ndryshme që të jenë në gjendje ti zgjidhin
të gjitha këto forma.
Shortest Path algoritmet zakonisht funksionojnë në bazë të grafit G. Ky graf është i
përbërë nga një grup i kulmeve V, dhe nyjeve E që i lidhin ato kulme. Nëse nyjet kanë
pesha, atëherë grafi quhet “weighted graph”. Ndonjëherë këto nyje janë dykahëshe,
atëherë grafi është “undirected graph”. Ndonjëherë mund të ketë edhe cikle në graf.
Secila nga këto ndryshime janë ato që e bëjnë një algoritëm të funksionojë më mirë se
një algoritëm tjetër për një lloj të caktuar të grafit, dhe për këtë arsye ekzistojnë disa
lloje të algoritmeve për shortest path. Këto algoritme gjejnë aplikim në fusha të
ndryshme. Shembull Google ose Apple maps, rrjetet kompjuterike etj.[3]

2.1.1.3 Data Compression Algorithms
Bota është e mbushur me të dhëna dhe algoritmet të disejnuara për t’i paraqitur ato të
dhëna në mënyrë efikase luajnë një rol të rëndësishëm në infrastrukturën moderne
kompjuterike. Janë dy arsye primare për kompresimin e të dhënave: për të ruajtur
hapësirë ku ruhen informacionet dhe për të ruajtur kohën kur përdoren ato të dhëna. Pra
algoritmet e kompresimit zakonisht përdoren për të zvogëluar madhësinë e një fajlli pa
hequr informacionin. Njerëzit hasin në kompresimin e të dhënave kur punojnë me
imazhe digjitale, zërin, filmat, dhe të gjitha llojet e të dhënave tjera. [4]
Lossy compression algoritmet përfshijnë zvogëlimin e madhësisë së një fajlli duke
fshirë detaje të vogla që kërkojnë sasi të madhe të të dhënave për tu ruajtur. Kur
përdoren këto algoritme është e pamundur rikthimi i fajllit origjinal për shkak të fshirjes
së detajeve të vogla. Lossy compression më së shumti përdoret për të ruajtur imazhe dhe
audio të dhëna. [5]
Loseless data compression është zvogëlimi i madhësisë së një fajlli, i tillë që kur bëhet
dekompresimi mund të rikthej fajllin origjinal pa humbje të të dhënave. Loseless data
4

compression përdoret në llogaritje, për kursimin e hapësirës në kompjuterat personal,
dërgimin e të dhënave në internet, komunikimi mbi një secure shell, ose shikimi i një
imazhi PNG ose GIF.[5]
2.1.1.4 String Search Algorithms
String search algoritmet në përdorimin e teksteve ka një vend të rëndësishëm. Kur
punoni në dokumente tekstuale me madhësi të madhe përdorimi i kompjuterëve siguron
performancë të madhe. Problemi i kërkimit të lehtë të të dhënave të dëshiruara në
dokumente të tilla sjellë nevojën e përdorimit të string search algoritmeve. Pa marrë
parasyshë se sa e avancuar është tekonologjia kompjuterike, me rritjen e të dhënave në
një dokument rritet edhe nevoja e algoritmeve të cilat japin rezultate më të mira si në
shpejtësi ashtu edhe në memorie. String search algoritmet përfshijnë gjetjen e një apo të
gjitha lokacionet e paternës së dhënë në tekst. Në string search algoritmet është e
rëndësishme edhe alfabeti i përdorur në tekst. Performanca e algoritmeve mund të
ndryshojë varësisht nga alfabeti i përdorur.[6]
2.2

Punime të ndryshme shkencore që janë punuar për krahasimin e algoritmeve
të kërkimit

Në një punim nga Marc GOU për krahasimin e algoritmeve të kërkimit të Stringut është
përdorur gjuha programuese C++ dhe përdorimi i stringjeve në teste të ndryshme është
gjeneruar në mënyrë të rëndomtë nga një skriptë e shkruar ne PHP. Testet janë bërë
duke i marrë 5 tekste të rëndomta me gjatësi fikse deri në dhjetë milion. Në teste
gjinden të gjitha përputhjet e paternës brenda tekstit.
Në bazë të rezultateve nga këto teste autori ka rënë në përfundim se algoritmi më i mirë
në shumicën e rasteve është Boyer-Moore. Nëse paterna është më e gjatë kjo është në
avantazh të Boyer-Moore sepse zhvendosja e paternës bëhet për më shumë pozita.
Knuth-Morris-Pratt dhe Brute Force algoritmet japin rezultate të ngjajshme, por
rezultatet e KMP janë gjithmonë më të mira por me një diferencë të vogël. KMP mund
të jetë një zgjidhje e mirë kur kemi të bëjmë me gjatësi të vogël të paternës.
Rabin-Karp algoritmi në testet e autorit jep rezulate më të mira se KMP dhe Brute Force
por jo më të mira se Boyer-Moore dhe ka thënë se Rabin Karp është zgjedhja më e mirë
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në rastet kur Boyer-Moore nuk është i përshtatshëm. Në përgjithësi rezultatet më të mira
janë arritur kur janë përdorur tekste me gjatësi më të madhe. [7]
Në një punim tjetër nga Prof.Srinivas Moez Samnani dhe Mohammed Shafaat Shaikh
për një studim rreth algoritmeve të kërkimit është thënë se algoritmi Knuth-Morris-Pratt
është më pak kërkues në aktualizim sepse lëviz në të djathtë vetëm në sekuencën e
input-it dhe i duhet hapësirë shtesë.
Algoritmi Rabin Karp përdoret për të identifikuar plagjiaturat dhe i duhet hapësirë
shtesë për përputhje. Algoritmi Brute Force nuk kërkon paraprocesim të të dhënave,
problemi i këtij algoritmi është se ky algoritëm rrallë herë jep rezultate efektive.
Algoritmi Boyer Moore bazuar në procesin i shmang grupet e krahasimeve të
pakuptimta duke e bërë kërkimin e paternës në lidhje me përmbajtjen, kompleksiteti i
ekzekutimit në rastin më të mirë është sub linear.
Pra autorët thonë se në raste të rregullta Boyer Moore është algoritmi më i mirë për
zgjidhjen e problemit të kërkimit të String-ut, ndërsa Rabin Karp mund të jetë zgjedhja
e duhur për disa raste të vecanta, për shembull kur paterna dhe teksti janë shumë të
vogla.[8]
2.3

Algoritmet sipas mënyrës së funksionimit

Bazuar se si funksionojnë algoritmet, ato ndahen në disa tipe:
•

Recursive Algorithm

•

Divide & Conquer Algorithm

•

Dynamic Programming Algorithm

•

Greedy Algorithm

•

Brute Force Algorithm

•

Backtracking Algorithm

2.3.1 Recursive Algorithm
Është një algoritëm i cili e thërret vetëveten me një vlerë të inputit më të vogël se sa
inputi aktual që është duke u ekzekutuar. Pra ky algoritem thërret vetëveten vazhdimisht
deri sa të zgjidhet problemi. Problemet si Tower of Hanoi ose DFS i një Grafi mund të
zgjidhen shumë lehtë me një algoritëm si ky.[9]
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2.3.2 Divide and Conquer Algorithm
Algoritmi Divide and Conquer ndanë algoritmin në dy pjesë. Në pjesën e parë ndahet
problemi në probleme të vogla të tipit të njëjtë. Ndërsa në pjesën e dytë këto probleme
të vogla zgjidhen dhe bashkohen për të paraqitur zgjidhjen finale të problemit.[9]
2.3.3 Dynamic Programming Algorithm
Këto algoritme ruajnë rezultatin e ekzekutimit të fundit dhe e përdorin atë për të gjetur
rezultate të reja. Me fjalë të tjera ky algoritëm zgjidh probleme komplekse duke i ndarë
ato në probleme më të vogla dhe të thjeshta, zgjidh secilën dhe i ruan rezultatet e tyre
për përdorim në të ardhmen.[9]
2.3.4 Greedy Algorithm
Ky algoritëm paraqet gjithmonë zgjidhjen që duket se është më e mira në atë moment.
Kjo do të thotë që algoritmi bën zgjidhje optimale në nivel lokal duke shpresuar që do të
jetë poashtu zgjidhje optimale në nivel global.[9]
2.3.5 Brute Force Algorithm
Ky algoritëm iteron të gjitha zgjidhjet e mundshme derisa të gjejë një apo më shumë
mënyra për të zgjidhur një funksion.[9]
2.3.6 Backtracking Algorithm
Ky algoritëm zgjidh një nënproblem dhe nëse zgjidhja nuk është e duhur atëherë kthehet
një hap mbrapa dhe fillon provon përsëri të zgjidh problemin në një mënyrë tjetër.[9]
2.4

Algoritmet e kërkimit të tekstit

String search algoritmet pozicionojnë paternën në fillim të teksitit dhe vazhdon duke
zhvendosur atë paternë përpara derisa të arrihet përputhja ose deri sa të arrihet fundi i
tekstit. Le të jetë ∑ një alfabet. ∑ mund të jetë një alfabet i zakonshëm që përdorin
njerëzit(shkronjat prej A deri në Z në anglisht). Aplikacionet mund të përdorin alfabetin
binar (∑={0, 1}) ose alfabeti i ADN (∑={A, C, G, T}) në bioinformatikë.[10]
Këto algoritme skenojnë tekstin duke përdorur një dritare të tekstit madhësia e të cilës
është e barabartë me m. Për çdo dritare të tekstit algoritmet kontrollojnë për përputhje të
paternës duke krahasuar karakteret e dritares me karakteret e paternës, ose duke aplikuar
zhvendosje të paternës, ose duke përdorur ndonjë metodë të filtrimit. Pas gjetjes së një
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përputhjeje të paternës ose pas një mospërputhjeje zhvendosin dritaren në të djathtë në
bazë të një numri të kufizuar të pozitës. Ky mekanizëm zakonisht quhet “sliding
window mechanism”. Ky mekanizëm përsëritet derisa fundi i dritares të arrijë fundin e
tekstit. Në vijim do të diskutohet se si funksionojnë algoritmet që jane përdorur në
aplikacionin e zhvilluar për këtë punim. [10]
2.4.1 Brute Force
Algoritmi Brute Force ndryshe i quajtur “naive” është algoritmi më i thjeshtë që mund
të përdoret për kërkimin e një paterne në një tekst. Mund të thuhet se është algoritmi i
parë që mund të ju bjerë në mendje për zgjidhjen e problemit të kërkimit të paternës.
Është mënyrë joefikase për të kontrolluar nëse një String ndodhet brenda një Stringu
tjetër, pra nëse paterna ndodhet brenda në tekst. [11]
Metoda e algoritmit Brute Force për të gjetur një paternë në një tekst të caktuar,
kontrollon për çdo pozicion të mundshëm në tekst me të cilin kjo paternë mund të
përputhet. Kjo metodë mban një indeks i për tekstin dhe një indeks j për paternën. Për
çdo i metoda reseton j në 0 dhe e rrit atë deri sa të gjejë një mospërputhje ose deri sa të
arrijë në fund të paternës j = M. Nëse arrihet në fund të tekstit i = N-M+1 para se të
përfundojë paterna, atëherë nuk ka përputhje, pra paterna nuk gjindet në tekst. Në një
aplikacion të përpunimit të tekstit, indeksi j rritet rrallë, kështu që running time është
proporcionale me N, ku N është gjatësia e tekstit. Pothuajse të gjitha krahasimet gjejnë
mospërputhje me karakterin e parë të paternës. [12]
Ky algoritëm konsiderohet naiv bazuar në faktin se nuk bën llogaritje paraprake të
paternës. Por kjo mund të jetë avantazh në qoftë se hapësira e memories merret
parasysh, pasi që mban vetëm një konstante të vogël të sasisë së informacionit për
pozitën e paternës dhe jo një funksion të n ose m. Disa nga pikat e forta të Brute Force
algoritmit janë se kanë një zbatueshmëri të gjerë dhe njihen për thjeshtësinë e tyre.
Ndërsa mangësi e këtij algoritmi mund të thuhet se është i ngadaltë dhe jo efikas kur
sasia e të dhënave është e madhe dhe merret me probleme të kompleksitetit të lartë.
Gjithashtu është jo i përshtatshëm për zgjidhjen e problemeve që kanë një strukturë
hierarkike dhe që përfshijnë operacione logjike. [13]
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Figura 1 Kërkimi i Brute Force

2.4.2 Knuth-Morris-Pratt
Një algoritëm i thjeshtë dhe i qartë që bën pjesë në algoritmet për string search është
KMP, i cili funksionon duke ndërruar pozitën e paternës nga 1 deri në n-m(n - gjatësia e
tekstit, m - gjatësia paternës), dhe kontrollohet nëse është gjetur paterna në tekst apo jo.
Algoritmi KMP ndryshon nga algoritmet që bëjnë kërkime të vazhdueshme për secilën
pozitë, përdorë të dhënat nga përputhjet e pjesshme mes tekstit dhe paternës, dhe
siguron të mos ketë gabime në gjetjen e paternës. [6]
Në shembullin e mëposhtëm paterna është vendosur në anën e majtë të tekstit dhe
zhvendoset në të djathtë deri sa të përputhet me tekstin. Zhvendosja kryhet në bazë
numërimit të elementeve të paternës dhe tekstit.
T=xyxxyxyxyyxyxyxyyxyxyxxy
P=xyxyyxyxyxx
1.Duke marrë parasysh situatën P[1,..,3] dhe T[1,..,3] përputhen, P[4]≠T[4]. Bazuar në
të dhënat P[1,..,3] = T[1,..,3] dhe duke injoruar simbolet e paternës dhe tekstit nga
pozita e 3, duhet të gjindet pozita potenciale se ku mund të ketë përputhje. Në këtë rast,
algoritmi zhvendos paternën për dy pozita në të djathte. Kështu, P[1] dhe T[3] janë në të
njëjtën pozitë. Krahasimi tjetër bëhet mes P[2] dhe T[4].
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2.Pasi që P[2] ≠ T[4], paterna zhvendoset përsëri në të djathtë. Kështu që krahasimi i
ardhshëm bëhet mes P[1] dhe T[4].
3.Më vone vie në një pikë ku P[1,…,10] dhe T[6,…,15] përputhen por P[11] ≠ T[16].
Përputhja e ardhshme potenciale nuk është deri në pozitën 12, prandaj paterna
zhvendoset përsëri në të djathtë dhe kontrollohet P[1,..11] = T[13,…,23]. Krahasimi
bëhet P[4] = T[16], P[5] = T[17]… deri në pozitën e fundit të paternës.
Për zhvendosjet e lartë përmendura duhet të përcaktohet një rregull i vlefshëm. Për këto
përkufizime kërkohen shënimet e mëposhtme: S = 𝑠1 …𝑠𝑘 i cili është string. Çdo 𝑠1 …𝑠𝑖 ,
ku 1≤i≤k quhet parashtesë (prefix) e stringut s. Në të njëjtën kohë edhe stringu i zbrazët
(pa simbole) është parashtesë e stringut. Në qoftë se s′ ≠ s atëherë s’ është një parashtesë
e përshtatshme. Në mënyrë të ngjashme, çdo 𝑠𝑖 …𝑠𝑘 , ku 1≤i≤k quhet prapashtesë
(suffix) e stringut s. Në qoftë se s’ ≠ s atëherë s’ është një prapashtesë e përshtatshme.
Në qoftë se P[1,..q] përputhet me T[i-q+1,…,i], mirëpo P[q+1] ≠ T[i+1], atëherë paterna
zhvendoset në të djathtë në mënyrë që parashtesa më e gjatë e P[1,..q] dhe prapashtesa e
P[1,..q] të jetë në pozitën e njëjtë me karakterin e fundit të parashtesës në pozitën e
tekstit T[i]. Nëse π(q), parashtesa më e gjatë P[1,.., π(q)] si dhe prapashtesa e P[1,..q],
paterna zhvendoset në mënyrë që P[1,.. π(q)] dhe T[iπ(q)+1,..i] të jenë në të njëjtën
pozitë. Vlerat e π(q) algoritmi KMP llogaritë paraprakisht dhe i ruan ato në një tabelë.
Vlerat llogariten si në vijim: π(1) është gjithmonë 0. Supozojmë që π(1,..,i) është
llogaritur dhe se π(i+1) është duke u llogaritur. P[1,.., π(i)] është parashtesa më e gjatë
njëkohësisht prapashtesa e P[1,..,i]. Le të jetë q=π(i). Në qoftë se P[i+1] = P[q+1],
atëherë π(i+1)=q+1. Në të kundërtën q=π(q) bëhet dhe bëhet përsëri kontrollimi i P[i+1]
= P[q+1], dhe vazhdon deri sa q është e barabartë me 0. Në fund π(i+1) mer vlerën 0.
Pra, kur supozohet që P[1,..,q] dhe T[i-q+1,..,i] përputhen atëherë algoritmi KMP
vazhdon ekzekutimin në dy mënyra:
•

Në qoftë se P[q+1] = T[q+1] kontrollimi i përputhjes së paternës me
tekst vazhdon përderisa nuk bëhet q+1=m.

•

Në qoftë se P[q+1] ≠ T[q+1] paterna zhvendoset në të djathtë.

Shembull: P= x y x y y x y x y x

x
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q=1 2 3 4 5 6 7 8 9 10 11
Për 1≤q≤11; π(1) është gjithmonë 0. Kur llogaritet π(2) karakteri “y” nuk përputhet me
ndonjë parashtesë të vargut, pra π(2) është 0. Karakteri “x” tek π(3) formon një
parashtesë me karakterin e parë në vargun e karaktereve të mëparshme, pra π(3) është 1.
Karakteri “y” tek π(4) dhe karakteri para saj “x” janë parashtesa e vargut si dhe
prapashtesa në atë pozicion, dhe kjo është e njëjtë me dyshen e parashteses së parë,
prandaj π(4) është 2. Karakteri “y” në π(5) nuk përputhet me parashtesën e vargut, pra
π(5) është 0. Karakteri “x” tek π(6) përputhja e të cilit me karakteret e mëparshme është
1, atëherë π(6) është 1. Karakteri “y” në π(7) dhe karakteri para saj “x” formojnë dyshen
që përputhet me dyshen “xy”, prandaj π(7) është 2. Një mënyrë e lehtë për të llogaritur
është të kujtohet se ekziston një përputhje në q=7 dhe në q=6 , kështu që π(7) mund të
llogaritet duke e rritur vlerën e π(6). Pasi që π(7)=2 dhe karakteri “x” në π(8) dhe P[1+
π(7)] përputhen atëherë π(7) rritet për një, rrjedhimisht π(8) bëhet 3. E njëjta vlen edhe
për π(9), pra π(9) është 4. π(10) është 3, dhe π(11) është 1. [6]
P

X

Y

X

Y

Y

X

Y

X

Y

X

X

q

1

2

3

4

5

6

7

8

9

10

11

Π(q)

0

0

1

2

0

1

2

3

4

3

1

Tabela 1 Shembulli i kërkimit të paternës nga Knuth Morris Pratt

2.4.3 Boyer-Moore
Boyer-Moore fillon kërkimin nga karakteri i djathtë dhe vazhdon kërkimin në të majtë.
Në rast të mospërputhjes së karaktereve ose në rast të përputhjes së të gjithë karaktereve
përdoren dy funksione për zhvendosje llogaritjet e të cilave kryhen paraprakisht. Këto
quhen prapashtesa të mira dhe karakteri i keq.
Paterna[j+1…m] = teksti[i+j+1…i+m] dhe paterna[j] ≠ teksti[i+j]
Të dhënat e marra nga algoritmi ruhen në j. Në fakt, pasi që në hapin tjetër j do të ketë
një vlerë fikse këto të dhëna do të fshihen. Qëllimi është që në bazë të tyre të kryhet
zhvendosja më e madhe.
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Figura 2 Zhvendosja e paternës nga Boyer Moore (dizgi = paterna, metin = teksti,
kaydirma = zhvendosja)
Në qoftë se pozita fillestare e paternës midis i dhe i+s nuk gjindet në tekst, zhvendosja
quhet e sigurtë. Nëse paterna fillon të përputhet në pozitën i+s, atëherë ndodhin dy raste:
•

Rasti 1: për çdo k, s, t, j<k≤m, s≥k ose paterna[k-s] = paterna[k]

•

Rasti 2: në qoftë se s<j, paterna[j-s] ≠ paterna[j]

Ekzistojnë dy tipe të zhvendosjes. Secila prej tyre është e lidhur me prapashtesën e
paternës në pozicionin j<m dhe përcaktohet nga gjatësia e saj.
D1[j] = min{s>0:rasti1(j, s)}
D[j] = min{s>0: rasti1(j, s) dhe rasti2(j, s)}
Në rast të mospërputhjes mes paternës dhe tekstit, në algoritmin BM në vend që paterna
të zhvendoset për një pozitë, zhvendoset në bazë të vlerës D[j].
Shembull: BM e bazuar në D dhe D1, P=cababababa dhe T=aaaaaaaaaababababa

Figura 3 Krahasimi i Boyer Moore i bazuar në D1 dhe Boyer Moore i bazuar në D
Përderisa BM e bazuar në D1 bën 30 krahasime(majtë), BM e bazuar në D bën 12
krahasime (djathtë). [6]
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Në algoritmin Boyer Moore kemi një indeks i që lëviz nga e majta në të djathtë në tekst
me një indeks j që lëviz nga e djathta në të majtë në paternë. Inner loop teston nëse
paterna përputhet në tekstin me pozitën i. Në qoftë se teksti.charAt(i + j) është e
barabartë me paterna.charAt(j) për çdo j nga M – 1 deri tek 0, atëherë thuhet se paterna
gjindet në tekst. Përndryshe thuhet se nuk ka përputhje dhe mund të ndodh një nga këto
tri raste:
1. Nëse karakteri që shkaton mospërputhje nuk gjindet në paternë, paterna
vendoset për j + 1 pozita në të djathtë.
2. Nëse karakteri që shkakton mospërputhje gjindet në paternë, përdoret vargu i
paraprocesuar right[] për të radhitur paternën me tekstin ashtu që karakteri do të
përputhet me paternën në pozitën e duhur. Për ta bërë këtë indeksi i rritet për j –
right[c]
3. Nëse kjo llogaritje nuk do ta rrisë indeksin i, ne do e rritim indeksin i për tu
sigurar që paterna gjithmonë zhvendoset të paktën për një pozitë në të djathtë.
Përdorimi i –1 në vargun right[] korrespondon me karakteret që nuk gjinden në
paternë bashkon dy rastet e para (rritja e indeksit i për j – right[teksti.charAt(i +
j)]) [14]

Figura 4 Kërkimi me Boyer Moore
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Figura 5 Kalkulimi i zhvendosjes për paternën në algoritmin Boyer Moore

2.4.4 Rabin-Karp
Algoritmi Rabin Karp përfshinë përdorimin e funksionit të çelësave dhe vlerave pra
hash-imit. Për dy objekte të dhëna së pari ipet çelësi dhe pastaj i bashkangjitet vlera. Se
pari bëhet llogaritja e hash funksionit për paternën pastaj bëhet kërkimi për përputhje
duke përdorur të njëjtin hash funksion për çdo substring të mundshëm me M karaktere
në tekst. Nëse hash(x) dhe hash(y) kanë vlera të barabarta, atëherë thuhet se këto dy
objekte janë të barabarta.
Dy karakteristika të vlerave në hash-ing janë:
•

Të llogaritet në mënyrë efikase

•

Nëse x nuk është e barabartë me y, atëherë as hash(x) nuk duhet të jetë e
barabartë me hash(y).

Së pari llogaritet vlera e paternës me gjatësi m (X), pastaj për çdo pozitë i të tekstit
llogaritet vlera e teksti[i + 1…i + m] (Y). Në qoftë se X = Y, atëherë kontrollohet se a
është paterna = teksti[i + 1…i + m].
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Figura 6 Llogaritja e hash funksionit të paternës nga Rabin Karp (metin = teksti)
Nëse alfabeti përbëhet nga elementet {0,1} dhe ku secila gjatësi m tregon një numër të
plotë të vargut binar x, nëse m është i madh, atëherë numri është shumë i madh për tu
vendosur në një qelizë të memories. “x mod Q” mund të mirret si shembull për
funksionin e hash-imit. Q duhet të zgjidhet si numër sa më i madh që është e mundur.
Funksioni i hash-imit merr formën:
ℎ𝑎𝑠ℎ(𝑥) = [𝑥]2 𝑚𝑜𝑑𝑄
Nga kjo formulë [𝑢]2 , u është gjatësia e vargut binar m. Gjatësia e të gjithë parametrave
në funksionin hash është m. Le të jetë 𝑔 = 2𝑚−1 𝑚𝑜𝑑𝑄. Atëherë funksioni f llogaritet
me formulën e mëposhtme:
𝑓(𝑎, 𝑏, ℎ) = 2(ℎ − 𝑎𝑔) + 𝑏
Cfarëdo funksioni që ofron këto karakteristika mund të përdoret. [6]
Shembull le të jetë P = cd dhe T = abcd. Duke u bazuar në implementimin, mund të
përfitohet lehtë h(p) = 99 * 2 + 100 = 298, ku 99 dhe 100 janë vlerat e c dhe d në ASCII
code. Në të njëjtën mënyrë llogaritet h(t0) = 292 dhe mund të shohim që h(p) nuk është
e barabartë me vlerën e h(t0), kështu që përdoret rehash funksioni për të llogaritur h(t1)
= 295. Kjo vlerë gjithashtu nuk përputhet me h(p), prandaj llogaritet h(t2) = 298 e cila
përputhet me h(p), por ne duhet të kontrollojmë karakter për karakter për të shmangur
collisions. Algoritmi Rabin Karp është shumë i mirë për të llogaritur përqindjen e
ngjashmërisë së dokumenteve. Llogaritja e vlerës së hash ndikon shumë në rezultatin e
këtij algoritmi. Çdo analist mund të përcaktojë për secilin dokument nëse ai i takon
kategorisë së plagjiaturës apo jo. [7]
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Figura 7 Kërkimi me Rabin Karp

2.5

Analiza e algoritmeve

Në shkencat kompjuterike, analiza e algoritmeve është një pjesë shumë e rëndësishme.
Është e rëndësishme të gjesh algoritmin më efikas për zgjidhjen e një problemi. Është e
mundur që të keni algoritme të ndryshme për të zgjidhur një problem, por sfida më e
madhe është të zgjedhni algoritmin më efikas. Zgjedhja e algoritmit efikas bëhet duke i
krahasuar algoritmet në bazë të hapësirës së memories dhe kompleksitetit kohor. Vlera
totale e memories së kompjuterit që shfrytëzohet nga një algoritëm kur ekzekutohet
është kompleksiteti i hapësirës së atij algoritmi. [15]
2.5.1 Kompleksiteti kohor i algoritmeve
Kompleksiteti kohor është numri i operacioneve që një algoritëm kryen për të
përmbushur detyrën e tij (duke marrë parasysh që çdo operacion kërkon të njëjtën sasi
kohe). Algoritmi që kryen detyrën në numrin më të vogël të operacioneve konsiderohet
më i efektshmi përsa i përket kompleksitetit kohor. Sidoqoftë, hapësira dhe
kompleksiteti kohor varen gjithashtu nga faktorë të tillë si sistemi operativ dhe hardueri.
Për të kuptuar më mirë kompleksitetin kohor, do të i krahasojmë dy algoritme të
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ndryshme të cilat përdoren për të zgjidhur problemin e njëjtë. Përshembull në një varg
me elemente të radhitura nga numri më i vogël tek ai më i madh, bëhet kërkimi për një
element përkatës. Krahasimi do të bëhet mes këtyre dy algoritmeve : Linear Search dhe
Binary Search. Le të jetë vargu i përbërë prej 10-të elementeve dhe kërkimi do të bëhet
për numrin 10 në varg.
const array = [1, 2, 3, 4, 5, 6, 7, 8, 9, 10];
const search_digit = 10 ;
Algoritmi Linear Search do të bëjë kërkimin duke e krahasuar secilin element të array
search_digit, derisa e gjen elementin e kërkuar dhe kthen true. Numri i operacioneve që
do t’i kryejë ky algoritëm në këtë rast është 10, pasiqë numri i elementeve në array është
10. Ky algoritëm njihet edhe si worst case i një algoritmi. Pra në përgjithësi algoritmi
Linear Search do të bëjë n operacione në rastin më të keq (Ku n është gjatësia e arrayit). Në algoritmin Binary Search krahasimi fillon nga elementi i mesëm që në këtë rast
është 5. Pasi që 5 është numër më i vogël se 10-të, krahasimi vazhdon në mënyrë të
njëjtë me numrat më të mëdha se 5. Numri i operacioneve që do t’i kryejë ky algoritëm
në këtë rast është përafërsisht katër, dhe ky është rasti më i keq i këtij algoritmi. Kjo
tregon që është një lidhje logaritmike mes numrit të operacioneve dhe gjatësisë së
vargut.
Për bazë 2 numri i operacioneve = log(10) ≈ 4
Në përgjithësi për një varg me gjatësi n numri i operacioneve për algoritmin Binary
Search është log(n). [15]
2.5.2 Kompleksiteti i hapësirës
Kompleksiteti i hapësirës së një algoritmi paraqet sasinë e memories së kërkuar nga
algoritmi përkatës. Kjo sasi e memories është e barabartë me shumën e dy
komponenteve:
•

Pjesës fikse që është hapësira e kërkuar për të ruajtur të dhënat dhe variablat të
caktuara, që janë të pavarura nga madhësia e problemit. Shembull, variablat e
thjeshta dhe konstante, madhësia e programit, etj.
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•

Pjesa e ndryshueshme që është hapësira e kërkuar nga variablat madhësia e së
cilës varet nga madhësia e problemit. Shembull, alokimi dinamik i memories,
hapësira e rekurzionit të stack, etj.

Kompleksiteti i hapësirës S(P) i një algoritmi P është S(P) = C + SP(I), ku C është pjesa
fikse dhe S(I) është pjesa e ndryshueshme e algoritmit, e cila varet nga I. [16]
2.5.3 Big O Notation
Pra për një varg me gjatësi n, algoritmi Linear Search do të ekzekutojë n operacione për
të përfunduar kërkimin. Në anën tjetër algoritmi Binary Search do të ekzekutojë log(n)
operacione. Reprezentimi i tyre në një graf do të ishte kështu:

Figura 8 Reprezentimi i operacioneve të Linear Search dhe Binary Search
Në graf shihet se kompleksiteti për Linear Search rritet shumë më shpejtë se sa
kompleksiteti për Binary Search. Kur bëhet analiza e një algoritmi përdoret një simbol
për të paraqitur kompleksitetin kohor të atij algoritmi që është Big O Notation. [15]
Përshembull kompleksiteti kohor për Linear Search mund të shkruhet si O(n) si dhe për
Binary Search O(log n).
Për vargje me gjatësi të vogla dallimi mes këtyre dy algoritmeve nuk është shumë i
madh. Por shumicën e rasteve njerëzit merren me të dhëna në sasi të madhe. Shembull:
Në qoftë se do të duhej të bëhej kërkimi në një varg me 4 bilion elemente atëherë në
rastin më të keq Linear Search do të bënte 4 bilion operacione për të përfunduar
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kërkimin. Ndërsa Binary Search për të përfunduar kërkimin do të bënte vetëm 32
operacione. Të supozojmë që një operacion merr kohë 1ms për tu kryer, atëherë
algoritmi Binary Search do të përfundojë kërkimin për 32ms. Ndërsa algoritmi Linear
Serach do të përfundojë kërkimin për 4 bilion ms(përafërsisht 46 ditë). Kur kemi të
bëjmë me sasi të madhe të të dhënave dallimi mes këtyre algoritmeve vërehet dukshëm.
Pra kompleksiteti kohor është pjesë e rëndësishme e algoritmeve. [15]
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3

DEKLARIMI I PROBLEMIT

Shpesh herë problem kyç në programet e editimit të teksteve është gjetja e një paterne
brenda një teksti të caktuar. Zakonisht teksti paraqet një dokument i cili është duke u
edituar kurse paterni paraqet një fjalë të dhënë nga përdoruesi. Programet e mirëdizajnuara dhe algoritmet efektive për këtë problem mund të rritin në mënyrë të
ndjeshme performancën dhe responsivitetin e programeve të editimit të teksteve. Siç do
të shohim problemi i gjetjes së stringut është studiuar në thellësi dhe janë bërë disa
përpjekje gjatë historisë që të gjinden algoritme më efikase për këtë problem në mënyrë
që të zvogëlojnë kohën e gjetjes dhe kompleksitetin e hapsires.
Problemi i përputhjes së stringjeve ndryshe njihet edhe si problemi i kërkimit të
stringjeve sepse në shkenca kompjuterike përpos përputhjes së paternit të dhënë poashtu
kërkimi bëhet në substringje, prefiks dhe sufiks brenda një teksti të gjatë. Prandaj
problemi nuk është vetëm në përputhjen ose gjetjen e vetëm një stringu por të kërkohen
ose të përputhen të gjitha stringjet. Algoritme të ndryshme përdoren për zgjidhjen e
problemit të kërkimit të stringut. Secili nga algoritmet ka rastet e tija kur është më i
përshtatshëm dhe më efikas për tu përdorur, rrjedhimisht nuk mund të themi që një
algoritëm specifik është më i miri në të gjitha rastet.
Qëllimi ynë në këtë punim është që të gjinden rastet më të mira dhe më të kqija të
perfomimit të algoritmeve kryesore të kërkimit të stringut. Prandaj ky punim do të tentoj
ti japë përgjigje këtyre pyetjeve hulumtuese.

3.1

Pyetjet Hulmtuese

Pyetja 1: Si ndikon gjatësia e tekstit në shfrytëzimin e hapësirës gjate ekzekutimit të
algoritmeve?
Pyetja 2: Si ndikon gjatësia e tekstit në shpejtësinë e gjetjes së paternave gjatë
ekzekutimit të algoritmeve?
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4

METODOLGJIA

Për shqyrtim të literaturës janë përdorur punime shkencore në të cilat bëhet krahasimi i
algoritmeve të ndryshme të kërkimit të Stringut. Për të analizuar mënyrën e
funksionimit dhe për të bërë krahasimin e performancës së katër algoritmeve të
diskutuara në këtë punim do të ndërtojmë një aplikacion duke përdorur gjuhën
programuese Node JS. Për zhvillimin e këtij aplikacioni është përdorur frameworku
Electron që është open source dhe mundëson zhvillimin e desktop aplikacioneve duke
përdorur web teknologjite si Java Script, HTML dhe CSS.
Si grumbull i të dhënave janë përdorur katër lloje te data set në formë të teksteve të cilat
janë të kategorizuara në bazë të gjatësisë së tyre. Kategoritë e këtyre data set ndahen në
: teksti me pesë million fjalë, teksti me një million fjalë, teksti me dyqind mijë fjalë dhe
teksti me dhjetë mijë fjalë. Për të marr rezultatet në këto katër raste do të bëhet
ekzekutimi i çdo algoritmi nga tre herë për secilin nga rastet e përmendura dhe në fund
do të mirret mesatarja e tyre. Gjatë testimit do të bëhet kalkulimi i kohës prej momentit
kur fillon ekzekutimi i algoritmit deri sa të gjendet paterna në tekst, gjithashtu do të
bëhet kalkulimi i shfrytëzimit të hapësirës për periudhën kohore që është duke u
ekzekutuar ai algoritëm.
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5

RASTI I STUDIMIT

Në vazhdim paraqesim procesin e krijimit të aplikactionit për krahasimin e
performancës së algoritmeve duke zbërthyer proceset kryesore të tyre dhe duke
paraqitur pjesët kyçe të kodimit me komentim.
Aplikacioni është i krijuar duke përdorur frameworkun e Javascript të quajtur "Electron"
i cili ështe framework me kod të hapur (ang. "open-source") i ndërtuar dhe mirëmbajtur
nga GitHub. Ky framework mundëson që të krijohen aplikacione GUI (shkurtesë për
Graphical User Interface) Desktop aplikacione duke përdorur gjuhën Javascript si dhe
HTML dhe CSS.
Gjatë testimeve të realizuara në këtë punim kam përdorur kompjuterin personal
Alienware 17 r4 me këto specifika:
•

Processor: i7 – 6700HQ 2.60GHz (8 CPUs)

•

Memory: 16 Gb

•

Graphics: NVIDIA GeForce GTX 1070

Varësisht nga fuqia procesuese e makinës në të cilën realizohen testimet, rezultatet e
testimeve tjera mundë të jenë të ndryshme nga këto të prezantuara në këtë punim,
mirëpo qëllimi ynë ishte që të shohim se në qfarë raportesh performojnë algoritmet
krahasuar me njëra tjetrën.
5.1

Grumbullimi i të dhënave

Aplikacioni testohet në grumbull të dhënave (ang. "dataset") të cilat janë marrur në
internet si të dhëna për përdorim të lirë për qëllime testimi të ngjashme me rastin tonë.
Të dhënat janë të ndara në disa tekst fajlle të ndryshme sipas numrit të përgjithshëm të
fjalëve ne at dokument:
Dokumenti

Numri i fjalëve

"Big"

5 milion fjalë

"Bigr"

1 milion fjalë

"Small"

200 mijë fjalë

"Smallr"

10 mijë fjalë.
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Figura 9 Dokumentet dhe gjatësia e tyre të përdorura për testim
Të gjitha algoritmet do të testohen në secilën nga dokumentet e mësipërme nga tri herë
për të shikuar kohën e ekzekutimit dhe performancën e pergjithshme të memories.
Mesatarja e tri testimeve do të merret si kohë dhe shfrytëzim final i memories për atë
algoritëm.
5.2

Mënyrat e kërkimit të algoritmeve

Në vazhdim shqyrtojmë mënyrat se si secili algoritëm performon kërkimin e tijë brenda
dokumentit të caktuar si dhe shfaqim pjesë të kodit të cilat tregojne se si kryhet ai
funksion.
5.2.1 Boyer - Moore
Ky algoritëm mund të përdorë dy mënyra për të realizuar kërkimin e tijë të cilat janë
rregullat e zhvendosjes (ang. "Shift rules"). Rregulla e karakterit të gabuar (ang. "Bad
character rule") dhe ajo e prapashtesës së rregulltë (ang. "Good suffix rule"). Në rastin
tonë është përdorur rregulla e prapashtesës së rregulltë".

1. function makeOffsetTable(pattern) {
2. let table = [];
3. table.length = pattern.length;
4. let lastPrefixPosition = pattern.length;
5.
6.
a.
7.

for (let i = pattern.length; i > 0; i--) {
if (isPrefix(pattern, i)) {
lastPrefixPosition = i;
}

8. table[pattern.length - i] = lastPrefixPosition - 1 + pattern.length;
9. }
10. for (let i = 0; i < pattern.length - 1; i++) {
11. const slen = suffixLength(pattern, i);
12. table[slen] = pattern.length - 1 - i + slen;
13. }
14. return table;
15. }
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5.2.2 Brute Force
Mënyra e kërkimit të këtij algoritmi është e thjeshtë dhe ekzekutohet duke testuar së
pari karakterin e parë të mostrës brenda tekstit. Vetëm pasi karakteri i parë është i
barabartë me atë të gjetur në dokument, vazhdohet krahasimi i karakterit të radhës.

1.
2.
3.
4.

function search(text, pattern) {
var M = pattern.length;
var N = text.length;
let f = [];

5. for (var i = 0; i <= N - M; ++i) {
6. var matched = true;
7. for (var j = 0; j < M; ++j) {
8. if (text.charAt(i + j) != pattern.charAt(j)) {
9. matched = false;
10. break;
11. }
12. }
13. if (matched) {
14. return i;
15. f.push(i);
16. }
17. }
18. return f.length ? f : -1;
19. }

5.2.3 Rabin Karp
Mënyra e funksionimit të algorimit të Rabin Karp është efikase duke krijuar Hash për të
gjitha fjalët brenda një dokumenti. Pastaj fjalët nuk krahasohen shkronjë për shkronjë
mirëpo së pari krahasohen vetëm Hash dhe nësë ka përputhje të tyre, pastaj fillon
krahasimi i fjalës karakter për karakter

1. function rabinKarp(text, word) {
2. const hasher = new PolynomialHash();
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3. let f = [];
4. // Calculate word hash that we will use for comparison with other substring hashes.
5. const wordHash = hasher.hash(word);
6. let prevFrame = null;
7. let currentFrameHash = null;
8. // Go through all substring of the text that may match.
9. for (let charIndex = 0; charIndex <= (text.length - word.length); charIndex += 1) {
10. const currentFrame = text.substring(charIndex, charIndex + word.length);
11. // Calculate the hash of current substring.
12. if (currentFrameHash === null) {
13.
currentFrameHash = hasher.hash(currentFrame);
14. } else {
15. currentFrameHash = hasher.roll(currentFrameHash, prevFrame, currentFrame);
16. }
17. prevFrame = currentFrame;
18. // Compare the hash of current substring and seeking string.
19. // In case if hashes match let's make sure that substrings are equal.
20. // In case of hash collision the strings may not be equal.
21. if (
22. wordHash === currentFrameHash
23. && text.substr(charIndex, word.length) === word
24. ) {
25. return charIndex;
26. f.push(charIndex);
27. }
28. }
29. return f.length ? f : -1;
30. }

5.2.4 Knuth-Morris-Prat
Ky algoritëm përdoret për të gjetur "fjalën" w brenda një teksti më të gjatë s duke
përdorur mënyrën e obzervimit dhe shenjëzimit të rasteve kur ndodhen mos-përputhjet
dhe duke i ruajtur ato gjendje në tabelat duke krijuar mjaftueshëm informacione në
mënyrë që rasti i ardhshëm i ngjashëm të kalohet dhe të mos ri-shikohet duke shkurtuar
kohën e kërkimit.
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1.
2.
3.
4.

function buildPatternTable(word) {
const patternTable = [0];
let prefixIndex = 0;
let suffixIndex = 1;

5. ëhile (suffixIndex < word.length) {
6. if (word[prefixIndex] === word[suffixIndex]) {
7.
patternTable[suffixIndex] = prefixIndex + 1;
8.
suffixIndex += 1;
9.
prefixIndex += 1;
10. } else if (prefixIndex === 0) {
11.
patternTable[suffixIndex] = 0;
12.
suffixIndex += 1;
13. } else {
14.
prefixIndex = patternTable[prefixIndex - 1];
15. }
16. }
17. return patternTable;
18. }
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6

REZULTATET

Në tabelat në vijim janë paraqitur rezultatet e kohës së ekzekutimit dhe shfrytëzimit të
memories së algoritmeve Boyer-Moore, Brute-Force, Knuth-Morris-Pratt dhe Rabin
Karp. Në tabela janë shfaqur rezultatet e të tri ekzekutimeve gjatë testimit dhe në fund
është shfaqur kalkulimi i mesatares së tyre. Kalkulimi i kohës është i shprehur në
milisekonda (ms) ndërsa kalkulimi i memories është i shprehur në Megabyte (Mb).

Nr. i
fjaleve

5 milion

Koha
1
39
2
40
3
38
Mesatarja 39

Memoria
2.4
2.41
2.4
2.41

Boyer-moore
1 milion
Koha
22
17
21
20

Memoria
2.41
2.41
2.41
2.41

200 mije
Koha
10
12
11
11

Memoria
2.41
2.41
2.4
2.41

10 mije
Koha
6
7
7
7

Memoria
2.35
2.35
2.35
2.35

Tabela 2 Rezultatet e kohës së ekzekutimit dhe shfrytëzimit të memories nga
algoritmi Boyer Moore

Nr. i
fjaleve

5 milion

Koha
1
242
2
206
3
239
Mesatarja 229

Memoria
0.48
0.48
0.48
0.48

Brute-Force
1 milion
Koha
47
49
45
47

Memoria
0.48
0.48
0.48
0.48

200 mije
Koha
13
10
10
11

Memoria
0.48
0.48
0.48
0.48

10 mije
Koha
6
6
7
7

Memoria
0.48
0.48
0.48
0.48

Tabela 3 Rezultatet e kohës së ekzekutimit dhe shfrytëzimit të memories nga
algoritmi Brute Force

Nr. i
fjaleve

5 milion

Koha
1
206
2
231
3
350
Mesatarja 263

Memoria
0.48
0.48
0.48
0.48

Knuth-Morris-Pratt
1 milion
200 mije
Koha
43
41
43
42

Memoria
0.48
0.48
0.48
0.48

Koha
28
19
11
20

Memoria
0.48
0.48
0.48
0.48

10 mije
Koha
6
6
7
6

Memoria
0.48
0.48
0.48
0.48

Tabela 4 Rezultatet e kohës së ekzekutimit dhe shfrytëzimit të memories nga
algoritmi Knuth Morris Pratt
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Nr. i
fjaleve
1
2
3
Mesatarja

5 milion
Koha
10347
10570
10420
10446

Memoria
0.11
0.24
1.44
0.6

Rabin-Karp
1 milion
Koha
2390
2324
2291
2335

Memoria
0.97
0.15
0.24
0.45

200 mije
Koha
284
283
291
286

Memoria
1.72
1.72
1.72
1.72

10 mije
Koha
50
53
93
65

Memoria
1.57
1.57
1.56
1.57

Tabela 5 Rezultatet e kohës së ekzekutimit dhe shfrytëzimit të memories nga
algoritmi Rabin Karp
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DISKUTIME DHE PËRFUNDIME

String searching algoritmet luajnë një rol të rëndësishëm në fushën e marrjes së
informacioneve. Këto algoritme kanë përdorim të gjerë në marrjen e informatave nga
desktopet. Përdorën për të gjetur një apo të gjitha përputhjet e një paterne në një
grumbull të madh të dokumenteve.
Në këtë punim është paraqitur krahasimi i katër algoritme që përdorën më së shumti të
cilat janë Brute Force, Knuth Morris Pratt, Boyer Moore dhe Rabin Karp. Ky punim
paraqet analizën e performancës së tyre duke u bazuar në faktorët si koha, kalkulimi i së
cilës bëhet nga momenti që fillon ekzekutimi i algoritmit deri sa të gjindet paterna në
tekst dhe nga faktori i shfrytëzimit së hapësirës, kalkulimi i së cilës bëhet duke e zbritur
vlerën e sasisë së shfrytëzimit të hapësirës para se të fillojë ekzekutimi nga vlera e
sasisë së shfrytëzimit së hapësirës gjatë ekzekutimit të tij.
Nga rezulatet e marra gjatë krahasimit mund të themi se Boyer Moore nëse nuk mirret
parasysh shfrytëzimi i hapësirës sa i përket kohës së ekzekutimit është më i shpejti.
Meqenëse për tekstet me gjatësi prej 10 mijë dhe 200 mijë fjalëve nuk ndryshon shumë
me algoritmet Brute Force dhe Knuth Morris Pratt. Ndërsa për tekstet me gjatësi prej 1
milion dhe 5 milion fjalë shpejtësia e Boyer Moore vërehet dukshem. Në anën tjetër
Brute Force dhe Knuth Morris Pratt kohën e ekzekutimit e kanë të ngjajshme ndërsa
sasinë e shfrytëzimit të hapësirës e kanë të njëjtë, ku gjatë testimit kjo sasi ka rezultuar
me vlerë konstante për të dyja algoritmet. Në fund algoritmi Rabin Karp sa i përket
kohës së ekzekutimit mund të themi që është më i ngadalshëm në krahasim me tri
algoritmet e lartëpërmendura. Dhe sa i përket shfrytëzimit të hapësirës gjatë testimit
ishte më i mirë se algoritmi Boyer Moore por jo më i mirë se algoritmet Brute Force dhe
Knuth Morris Pratt.
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