The idea of applying H" estimation techmques to the "array uncertainties problem" is motivated by the fact that H" estimation is robust to model uncertainties and lack of statistical information with respect to noise. In this paper, a new state space model for the received signal of a general array of sensors is developed which, in contrast to existing models, is capable of handling the simultaneous presence of different type of uncertainties (e.g., gain, phase, locations, mutual coupling, etc, uncertainties). Based on this state-space model, formulated in an H" framework, two new robust array signal processing techniques have been proposed which mitigate the degrading effects of array uncertainties.
INTRODUCTION
Direction of arrival (DOA) estimation by Signal Subspace type methods requires knowledge of the array covariance matrix and an exact characterisation of the array in terms of geometry (sensor location), sensor gain and phase, mutual coupling between the array elements etc. In practice, however, neither of these quantities is known precisely. Depending on the degree to which they deviate from their nominal values, serious performance degradation may result. Furthermore, all the direction finding based signalcopy algorithms estimate the signals by forming a weighted linear combination of the array outputs. In general, the weight vector involves knowledge of the array response and the directions of arrival of some or all of the signals. Any errors in the array model affect not only the weight vector directly, but also the accuracy of the DOA estimates, and thus can seriously reduce the overall performance [l] . There is, therefore, considerable practical interest in the development of array processing techniques which are able to operate in the presence of array uncertainties and the H m formulation proposed in this paper is an attempt to address this problem.
In this paper, to apply H" estimation techniques to array signal processing, a new state-space model for the received signal of a general array of sensors is developed. The proposed model can cope with directional gain and phase uncertainties (which need not be identical from sensor to sensor), sensor location errors, mutual coupling and noise effects, etc. These uncertainties/errors are defined in the Section-2 of the paper. In Section-3, some of the basic or-0-8186-7919-0/97 $10.00 0 1997 IEEE 3745 thogonality and covariance conditions which are induced by the state-space assumptions are identified. The global linear relation between the observations, the initial state vector, the process noise and the measurement noise are then highlighted. In addition, the so-called observability and impulse response matrices associated with our model are introduced and it is shown that the columns of observability matrix is nothing more than the manifold vectors. These concepts enable us to show the agreement between the proposed state-space model and the conventional array data model. In Section-4, the concepts of previous section are then placed in the framework of an N" approach while in Section 5, two representative array processing examples are presented. Finally, in Section 6, the paper is concluded. 
4%. In this investigation Equation-
(1) will be used as the starting point to arrive to an alternative modelling and then to propose a new approach for improving the performance of array signal processing algorithms operating in the presence of array uncertainties. The assumption is simply that both the array uncertainties and the noise signals can be considered as bounded energy signals. This implies that the effects due to the presence of array uncertainties can be reduced by using a minimax optimal estimation algorithm, or more specifically, an H" optimal approach.
P R O P O S E D S T A T E S P A C E MODEL
The proposed state space model is based on the array signal vector c(t) given by Equation-(1). However, by reorganising this equation, the direction gain and phase errors may be grouped together and represented, for the jth sensor, by a scalar v3. Furthermore the array location errors, mutual coupling and noise effects may be grouped together in an M x 1 vector g 3 . In state-space terminology the scalar v3 is the measurement noise while the vector tb3 is the process noise associated with the jth sensor. In this case the elements x 3 , j = 1,. . . , N, of the received signal g ( t ) at a particular time t obey the following state space model:
where p is a positive constant which imposes a bound on the process noise g 3 . It is assumed that the variables { g 3 } , {v3), and {%} obey the following relationship E CMX1denotes the state of the jth-sensor L ) .
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4. AN H" APPROACH TO THE PROPOSED STATE-SPACE MODEL The H" estimation methods can be seen as a powerful and robust solution to handle array uncertainties and noise effects with limited statistical information. The idea is to come up with estimators that minimize (or in the suboptimal case, bound) the maximum energy gain from the disturbances to the estimation errors. This will guarantee that if the disturbances are small (in energy) then the estimation errors will be as small as possible (in energy), no matter what the disturbances are. In other words the maximum energy gain is minimized over all possible disturbances. The robustness of the H" estimators arises from this fact. By using the above state space model the objective is to estimate, using the array data g ( t ) , some linear combination of the states, i.e., where L; is known. Let F(.) be the functibnal which represents this estimation process, i.e., 4 2. = Li .si, (15) which indicates that the last element of the vector Zi (i.e., the irh element) can be estimated as a function of the received signals at time t from sensor-1 (i.e. 2 1 ) up to and including the sensor-i (i.e. 5 ; ) . Let 
T T T T e ( t ) = [ % J o , e 1 , . . * , e N ]
Furthermore the noise sequences and the initial state g ( t ) . The condition r(N) < e', when satisfied, will therefore guarantee that the 2-induced norm of T N ( F ) is bounded by e. In this case, we say that the level of robustness is E .
The H" aposteriori estimator F(.) can be found by using Theorem-1 from [3] , it can be shown that the signal gj can be estimated as follows where ij is recursively computed using the following expres- We assume that. the array operates in the presence of mutual coupling effects (uncertainties) with each sensor significantly coupled with its nearest neighbours, while the coupling with other sensors can be ignored. Furthermore, consider that there are also gain, phase and location uncertainties (in meters) which can be described as follows: In the second example we illustrate the robust performance of the signal copy algorithm and assume that the source at (13Oo,O0) provides the signal of interest and is fully correlated with the interference at (llOo,Oo).
In this case, the matrix L, is replaced by . . . , e J f r k M ) , where nominal locations and the estimated DOAs such as (128.5O,Oo) and (109.5°,00) are used. Figure (2) illustrates the result (solid line) of the proposed approach for the above uncalibrated array. The dotted line in this figure illustrates the true signal while on the same figure the results using Wiener-Hopf processor has been also plotted (dashed line) for comparison. It is apparent from this figure that the proposed algorithm is robust to calibration uncertainties and can also handle coherent sources whereas the Wiener-Hopf beamformer totally fails. 
CONCLUSION
In this paper a new may-signal state space model has been developed for a general array geometry which can handle the simultaneous presence of different type of uncertainties. By introducing two lemmas we have shown the agreement between the proposed state-space model and the conventional array data model approach. The proposed approach has been used in conjunction with the MuSIC algorithm and then in conjunction with a beamformer in order to mitigate the simultaneous degrading effects of finite sampling and imprecise modelling of an antenna array and spatial noise statistics.
