Abstract
Introduction
The occupants of a building generate patterns as they move from place to place, stand at a corner talking, or loiter by the coffee machine. These patterns leave their mark on every object in a building. Even a lowly carpet will eventually be able to tell you something about these patterns by how it wears. However, our automated systems are largely blind to these patterns: elevator, heating and cooling, lighting, information, safety, and security systems all depend on humans to translate these patterns into action.
A network of sensors can sense these patterns and provide useful information to context sensitive systems in a building. This paper reviews some of our work on systems that adapt to the patterns that people create in a buildings. Specifically we will discuss automatic geometric calibration of indoor sensor networks, and light-weight discovery of behavior patterns. We also present some new experiments that illustrate the importance of coarse, global information for understanding human behavior on a building-wide scale.
Geometric calibration is important because so much of the context within a building is linked to location. Finding ways to make geometric calibration automatic serves two purposes. First, it reduces the installation cost of the network: there is no need to carefully document every sensor, or carefully survey the equipment after installation. The network can be deployed in an ad hoc manner. Automatic calibration also helps make the network more robust by allowing it to adapt to changes in building configuration and to node replacement. Automatic calibration of geometry is the most basic level at which a sensor network can adapt to a specific building.
The behavior of occupants in a building is the next richest source of context in a building, and is possibly the most difficult for a human operator to specify by hand. It is also likely unique to each building and possibly time-varying. Unfortunately the literature on temporal clustering pays little attention to computational complexity. As a result, the classical algorithms that people use to discover temporal patterns in unstructured databases do not scale at all to the data size and behavioral complexity that one expects to find in a large building. We present a modification to standard temporal pattern discovery algorithms that makes them significantly more efficient. This allows systems to tackle the huge quantity of information and deep richness of behavior that is present in such settings. Data size and model complexity are two dimensions where classical approaches exhibit exponential runtime behavior: making them unsuitable to adaptive building systems.
show that the weak-but-ubiquitous sensor modalities compare favorably to the more commonly employed capablebut-local sensors.
We show that it is possible to extract rich descriptions of spaces observed by sensor networks, even if the network consists of sensors that are of very limited ability. By using statistical techniques and relying only on the patterns generated by the unconstrained occupants of the building, we show how to build systems that are cheap and can adapt to a wide variety of settings.
Experimental Design
We've instrumented 175m
2 of office space with 17 ceiling mounted sensors. Each sensor has an active region that is a roughly 12m 2 rectangle, depending on the height of the ceiling and the presence or absence of occluding objects. The sensors report motion events in their active area every 7.5Hz. They also respond to sudden changes in illumination. The adapt to novel, perfectly stationary objects, and other changes in the environment, on about a 20 second time scale. The area covered consists of the high-traffic core of our building: the elevator lobby, reception lobby, restroom entrances, and hallways. See the area map in Figure 1 . Traffic through this area is high since it divides the office into east and west partitions. The east partition (through #1 and #2) contains a few offices and many common services: the kitchen, coffee machine, mail room, supply room, lunch room, and two meeting rooms. The west partitions contains the vast majority of the offices and lab spaces. The elevators (at #3) are the only elevators that service this floor, and are the principle entrance and exit for the majority of the occupants.
The Experimental Domain
There are a number of places where people can enter and exit the observed space Specifically: #1 leads to the kitchen, lunch room, and meeting rooms; #2 and #4 lead to offices and lab space; #3 is the bank of elevators, #5 leads to the restrooms; #6 leads to the library, the stairway to lower floor offices, and the administrative wing; #7 is a rarely used stairway; #8 is an alarmed emergency exit; and #9 also leads to the administrative wing. There is an unobserved path that connects #1 and #2, and another that connects #4, #6, and #9.
The area was chosen to test several potential uses of ultra-cheap sensors, including activity recognition and prediction, anomalous event detection, and population estimation and forecasting. Calling an elevator is one activity that happens in this area that is both interesting and well defined. This report will focus on the specific task of detecting and predicting presses of the elevator call button. We anticipate that the methods described below will also be applicable to the other tasks mentioned above. To support this focus, we collected information about elevator calls made during the data collection run in addition to the other sensor data described below. While the target of this work is ultra-cheap sensor hardware, the sensors we actually used for data collection are IEEE-1394, single-board cameras. Obviously these are not ultra-cheap, however they provide the maximum flexibility for experimental design. Section 2.2.2 discusses the method we used a observation models of hypothetical ultra-cheap sensor configurations to generate appropriate observation steams from the data collected with these real sensors.
Sensors
The cameras are mounted in the ceiling with their boards above the tiles and their lenses projecting down through the tile material. They look straight down at the floor through 75
• viewing-angle lenses. At 160x120 and roughly 12m 2 , Figure 3 : Some examples of video from the lobby4 sensor . The subject stops to retrieve something from a table on his way through the lobby. (n.b. the sensors operate at 7.5Hz, but the data is shown here at 1Hz for illustrative purposes.) each pixel observes roughly 6cm 2 , or 1 square inch on the floor. Figure 2 is a frame from the foyer3 sensors that observes two of the elevators and one of the elevator call buttons. Figure 3 shows some example frames from the lobby4 camera observing and individual stopping at the candy bowl on his way through the lobby. Since the sensors are cameras, it was possible to use well-known techniques to recover the homographies that map the cameras into the coordinate frames of their neighbors [8] , and then into the global coordinate frame of the floor. This provides us with ground-truth about the rela- tive positions and viewing areas of the sensors: see Figure 4 . Huge calibration grids printed on a poster printer were used in the estimation process. The resulting global video composite can be seen in Figure 5 .
Despite the large size of the calibration widgets, it was still necessary to bridge some camera frames through multiple intermediate frames to reach the global coordinate frame. This allows numerical error to accumulate and that leads to errors in the geometry of the ground-truth. This was partially corrected with a global, constrained optimization and as a result, the ground-truth does a good job of capturing the relative structure of the sensor network.
Online Processing
The cameras are connected, via a IEEE-1394 network, to 4 servers that are embedded into the environment. These servers implement a simple adaptive background algorithm built on top of the Open Computer Vision Library and the Intel Image Processing Library [7, 8] . Motion events are detected as a threshold on the percentage of frame area occupied by the estimated foreground area. The cameras capture 160x120 pixel images at 7.5Hz. On the most heavily loaded machine, with 7 cameras, the perceptual process consumes 25% of a 1GHz Pentium III Processor. The adaptive background segmentation algorithm is the widely known Mean & Covariance algorithm [13, 15] .
The clocks on the individual servers are synchronized to within 5ms using standard Network Time Protocol software. The sensors generate signals according to internal clocks that were not synchronized. As readings were gathered from the IEEE-1394 network, they were associated with millisecond scale timestamps from the globallysynchronized system clocks. The sensors produced observations at 7.5Hz.
The JPEG compressed 160x120 video frame, and the corresponding motion component observations, were saved to disk for later processing.
To merge the sensor readings into a unified list, observations were placed into consecutive temporal bins, 133ms in length, starting at an arbitrary point in time. An observation was assigned to a bin if the time stamp associated with the observation was greater than or equal to the starting time of the bin and less than the ending time of the bin. Observations were then assumed to be valid for the entire 133ms period of time associated with the bin. Combined with the clock skew in the system, this creates a potential error of approximately 70ms in the interpretation of any individual observation. Since the observed process, a human body moving under its own power, is unlikely to exhibit any meaningful behavior above a few cycles per second in an office environment, it should be safe to ignore these errors. Also, allowing thses sorts of errors reduces the potential cost of a real system, since extremely accurate time synchronization might imply costly centralization of the sensor architecture.
Cellular Sensors
Even though the cameras used to collect data are the type of visual sensors typically employed in computer vision research, one of the goals of this work is to explore the utility of ultra-cheap, ultra-low resolution sensors. This section describes the intermediate representations we use that allows us to test our algorithms against an arbitrary set of hypothetical sensor configurations: including configurations that were not considered before data collection.
When the system detects motion it segments the foreground into connected components and records the first and second moments of each component. If the moments are interpreted as the parameters of a two-dimensional Gaussian distribution, then these paramaters specify the position, size, eccentricity, and orientation of a family of ellipses corresponding to the iso-probability contours of the Gaussian distribution. The left-most frame of Figure 7 illustrates the 1σ, 2σ, and 4σ contours for the single connected component recovered for that frame. Small components, occupying less than 5% of the frame, are dropped.
These components can be used for tracking directly, or they can be processed to generate simulated sensor readings for motion detectors with hypothetical configurations. We call these simulated readings cell images. Figure 6 illustrates the sensor configurations that we have used in this work, although there is no particular importance attached to the details of any one configuration. The configuration on the left of Figure 6 is the simplest: it represents a plain motion detector. If there is motion anywhere in the frame, then the detector returns an event. This event is simply a boolean, there is no auxiliary information about direction of motion, color, or number of components. The other configurations in Figure 6 are more complex, but within each cell the only information that it reported is the simple pres- ence or absence of motion. For example, the 2x2 grid of cells could be built from a collection of simple motion detectors with restricted viewing angles. Figure 7 shows the expression of some example geometries to a real stimulus.
All of the cell geometries in Figure 6 feature nonoverlapping cells. This should not be considered as a limitation of our work. Overlapping cells would be processed in exactly the same way as non-overlapping cells. In fact, as can be seen in Figure 1 , the field of view of the cameras do overlap each other, so cell from different cameras do overlap quite often.
The cell images are computed from the connected component lists by comparing the iso-probability contour for the component to the cell geometry. A non-empty intersection between the area described by a cell and the area described by the ellipse results in a positive motion event for that cell. A single connected component can activate many cells, as shown in Figure 7 . Multiple motion components intersecting with a given cell only excite the cell once. This means that given a cell image, it's not possible to tell if a given cell was activated by more than one motion component. The given cell geometry is an observation model for the hypothetical sensor, and the resulting cell images are the hypothetical observations that would have been made by that sensors given the same set of stimuli.
For a given set of sensors and a cell geometry, an arbitrary order will be imposed upon the cells so that they may be unambiguously indexed. The underlying representation of the data will therefore be the event list: A particular entry in the event list will be true if and only if there was a motion event detected by the ith cell, during the tth temporal bin, where i is the unique index of a particular cell in a particular sensor. Remember that these events are boolean, and indicate merely the presence of some kind of motion anywhere in the field of view, but no indication of the number of people, the direction of motion, or any other such secondary information. Since these cell images are computed from the intermediate motion component representation, and not from the video images themselves, the process of generating a new set of hypothetical observations proceeds much faster than real-time. Generating a month of hypothetical observations typically takes significantly less than an hour for our network.
Recovering Geometry
In this section we show how we can recover the geometry of the sensor netowrk simply by obsering the unconstrained motion of building occupants over time [18] . Our lightweight, low-level perceptual engine will be cooccurrence statistics: C i,j,δ . The co-occurrence is the count of events that co-occur at a given temporal offset:
where δ ≥ 0, and E i,t is a boolean value. Taken together, the C i,j,δ , for all possible δ are equivalent to the crosscorrelation of the event lists for all sensors i and j. However, the entire cross-correlation is not useful, and is very memory-intensive to compute, so we will only ever consider relatively small values of δ. In particular, we will focus on values of δ that correspond to the time-scales relevant to human behavior.
Relationship to Geometry
It is useful to think of these co-occurrence values in the context of audio localization [12] . In audio localization the time difference of arrival (TDOA) is estimated by finding the peak of the (often generalized) cross-correlation between two audio signals. This single number characterizes the spatial relationship between the audio source and the multiple receivers. Broadly, this paper attempts to take a similar approach. If we assume that the dominant activity in the space is movement through the space, then we can estimate the TDOA between various sensors in the system and that will provide information about relative structure of the sensor network.
We will see in Section 3.3, that this assumption is at least valid in the office environment where we tested it. In particular, we accept that many of the co-occurrences in the counts above will be false co-occurrences, mere coincidence, and not an expression of a structured process (such as people moving about), that would affect the overall shape of the co-occurrence trace.
Position
If we have singular sensors, for example a motion detector with a field of view matching the cameras in our system, then the TDOA provides only information about the distance between the sensors. Figure 8 illustrates this point. These plots are real co-occurrence plots from a handselected subset of the experimental sensors. The plots show the co-occurrence between a particular sensor and other sensors that are progressively farther away from the first sensor: starting with auto-correlation at the top and moving to correlation between two very distant sensors at the bottom.
The peaks of these plots represent an estimate of the TDOA between the sensors. We see that the autocorrelation (top) peaks at or near the origin: representing a preponderance of simultaneous co-occurrence. At the bottom the estimated TDOA is around 14 seconds, the time it takes a person to walk across the space from one sensor to the other at the average walking speed. Figure 8 : Plots of co-occurrence rate between the cameras along a contiguous, hand-selected path through the space and the first camera on the path. Circles represent peak values. Figure 9 illustrates a compound sensor, with a known internal geometry between the five receptive fields. Given this kind of sensor we should also be able to estimate the relative orientations. We do this by exploiting the differential in TDOA observed in different receptive fields, relative to other, external sensors. If the sensor network is in fact comprised of cameras, as would be the case in a surveillance system for example, then the implementor is free to choose any receptive field geometry in software. Another possibility would be to trade off hardware cost for computational cost by affixing cheap motion detectors to the camera in a known geometry. These sensors could then directly provide the required event streams.
Orientation

Mid-level Vision
The low-level processing of events produces a family of cross-correlation curves: N 2 traces for N sensors. By extracting the peak of each curve, we make an estimate of the N 2 TDOA constraints. There is significant structure in these constraints. They represent the underlying physical reality that ties the N sensors into a single network. An example of these estimates is illustrated in Figure 10 . We exploit these constraints by modeling them in a multi-dimensional scaling (MDS) framework as a set of springs between a physical system of masses [6] . The TDOA constraints represent the preferred length of N 2 springs between the N masses. The system is represented by the equation:
where x is the state of the system (the current estimate of the sensor positions and the velocity of the hypothetical masses), A is the system update matrix, and b is the control signal generated by the hypothetical springs based on the current state [2] . This system relaxes to a minimum energy solution that is the optimal estimate of the relative geometry given the constraints. This estimate is accurate up to a global scale, translation and rotation.
To recover orientation, the N sensors are split into M receptive fields, and the MDS system models the M 2 constraints subject to the requirement that the internal geometry of the compound sensors remains fixed. That is, the dimensionality of x and A do not increase, because the underlying degrees of freedom did not increase, only the complexity of b(·) increases, with the addition of all the new constraints.
One problem with this framework is that early mistakes in TDOA estimation can have a large impact on the final 
Results
The simple, unweighted TDOA method works well for position. Since the MDS algorithm only recovers the relative geometry of the sensor network, we need to recover the affine transform that best maps the estimated network geometry onto the ground truth geometry. We accomplish this with a standard minimum mean squared error estimator [5] . This is the configuration illustrated in the right-middle pane of Figure 12 . The small symbols represent the true sensor positions, and the large symbols represent the estimated sensor positions after the affine transform.
Once we have recovered the affine transform, we can measure the accuracy directly, simply by computing the root mean squared (RMS) distance error. For the unweighted TDOA method we see a RMS error of 2.5 meters. Because our sensors observe 3.7m × 4.9m rectangles, this figure is "sub-pixel" in the sense that it is significantly below the raw sensor resolution. When we leave out half the sensors to create a subset with no overlap, we find that the error only goes up slightly, to 2.7m.
It is possible to see in Figure 12 that a large part of this error is due to the global warping of the whole network. This warping has particularly devastating effects at the edges of the network, where it pulls the ends of hallways and the far corners of the lobbies toward the center. By using the weights to discount poorly supported TDOA estimates, we can recover much more accurate estimates, as seem in the left-middle pane of Figure 12 . This postaffine transform configuration represents an RMS error of only 1.8m. This lends credence to the idea that these errors are largely caused by noisy estimates of inter-sensor distances for which transitions are rarely seen, such as between sensors on opposite ends of the network.
It is difficult to evaluate the accuracy of orientation es- Table 3 .3, the unweighted method achieves an RMS error of 1.5 radians.
Since the receptive fields divide the sensor into quadrants, this number represents accuracy very close to the π 2 limit of the raw sensors ability to measure differences in orientation. By introducing the TDOA estimate weights we improve this number to 1.3 radians, well below the discriminative power of the raw sensors.
It is interesting to note that much of the orientation error comes from a small number of outliers. These outliers are sensors that view doors with dampers, elevators doors, and one extremely high traffic junction. Figure 11 illustrates the pathology of the sensors that is common to the sensors that view damped doors and elevators. The plots show the correlation between the five active fields of northhall3 and its neighbor northhall2. The true geometry places the upper-left and upper-right fields closest to northhall2, but the presence of the damped door means that there are persistent, systematic processes that break the underlying assumption of uncorrellated noise. Every time a person passes through this hall the door is opened and it then creates a stream of events as it slowly closes. This event is, be necessity, as common as someone passing through the door. This causes the wide plateau in the bottom two plots of Figure 11 that confound TDOA estimation despite ample observations. To overcome these errors one would need a significantly more detailed model of the underlying processes. 
Modeling Behavior
Given a training set consisting of a collection of hypothetical observations, E i,t , and a list of activity labels from the same time period: A t , our task is to estimate the probability that a new set of observations correspond to a particular activity:
When · · · t 2 < t 1 < t 0 = t, then the modeling system has the advantage of seeing the entire activity ending at the activity label A t before making a decision: this is the detection task. Alternately we may be interested in the prediction task, where · · · t 2 < t 1 < t 0 < t, and we wish to predict that a particular activity will complete at some point in the future, where the predictive window is ∆t pred = t − t 0 . The prediction task is harder, since it is requiring the model to detect an activity with partial data: only the observations currently available, and not the entire set of observations that will be associated with the activity once it is complete. In this discussion we make a distinction between the list of action labels, A t , and the list of raw event observations from the sensor network, E i,t . This distinction is arbitrary. The labels in A t could be generated by just another sensor. In that case, the notation would look more symmetric, as it does above. We make the notational distinction here to emphasize the fact that the A t have a special semantics in this framework: they are imbued with meaning by an operator or system architect who decides that they corresponded to important activities that should to be learned. So despite the fact that A t just bit stream, like the other bit streams in E i,t , we set it apart notationally to mark these special semantics and to be consistent with the supervised-learning literature.
This section discusses three distinct ways to build models from the historical data to accomplish theses tasks: supervised learning utilizing a non-parametric model, semisupervised learning of a model consisting of trees of Hidden Markov Models (HMMs), and a model based on non-taskspecific clusters of HMMs recovered in an unsupervised learning framework.
In the discussion below the assumption is made that the historical observations contain many correctly labeled positive and negative examples of the activity to be recognized.
Supervised Learning
One way to build these models directly, is to accumulate the probability distribution for each of the activity/observation pairs independently, as a histogram. That is, to build an estimate of the distribution, p(A t |E i,t−∆t ), for a particular cell i, we create a histogram parameterized by the the time difference between the event observation and the activity label. So if we see an activity of interest at time t, then we look back in our event history, and every time we find an observation, E i,t O = 1, we increment the value of the the bin corresponding to the temporal offset ∆t = t − t O . The value of the histogram, h i,∆t , is then normalized for the total number of observations, N :
where (·+·) has a value of one if both the operands are true. Given a single observation from sensor i at time t O , the probability that this observation predicts the activity is estimated from the histograms as:
where (· × ·) takes the value of the first operand if the second operand is true. Assuming that the sensors act independently, we estimate the total-system, single-observation probability by summing over all the sensors:
where it is assumed that
The lower part of Figure 13 illustrates the technique for building the histograms, while the upper part illustrates the process for generating predictions based on observations. Figure 13 : Non-parametric model: events are used to update a histogram parameterized by sensor and time. Groundtruth about the event(s) to be predicted is assumed to be among the sensor values.
Assuming independence of the observations, the multiobservation probability is estimated as the sum of the single observation probabilities:
as is illustrated in the top of Figure 13 .
By setting the ∆t = 0 and comparing the probability to a threshold, we get an activity detector. To test the efficacy of this approach, we estimated the single observation probability densities from data collected over two days and tested the resulting detector on the remaining nineteen days of data. The free parameter for the Receiver Operating Characteristic (ROC) curve shown in Figure 14 was the threshold value. Figure 14 also shows the results for training on the entire 21 day dataset. We see only a small degradation in performance between the training and test sets, so the detector appears to be generalizing well to novel data. It is easy to turn this detector into a predictor. By setting t e > t 0 we create a detector that can predict activites a fixed time lag into the future. Figure 15 illustrates the performance of this kind of predictor. The performance of the predictor degrades as the time lag increased, since this is a more difficult task: detecting an activity with incomplete data that diminishes further the larger we make the predictive lag. 
Semi-Supervised Learning
The task of parametric, supervised learning in this domain is made more difficult by the fact that there are several disjoint processes that result in the same semantic activity label. For example, an individual may approach the elevator button from the left or from the right. In both cases we wish to recognize the impending button press, but the two behaviors leading up to the activity will appear very different to any perceptual mechanism. Manually labeling the different processes is fraught with human bias, and would, in any case, be impossible for an automated system that may only have the one the label available to it (the actual press of the button, in this case). One way to solve this problem is to take a semi-supervised learning approach, where the learning algorithm is given the abstract labels, but has the responsibility to derive structure directly from the data in a way that is usually associated with unsupervised approaches.
Smyth suggests clustering such data with Hidden Markov Models (HMMs) [11] .
Composite HMMs
For the composite HMM illustrated in Figure 16 , the transition matrix, T pq , would be block diagonal, with each of the three paths contributing a block of non-zero transition probabilities between intra-path states, while the inter-path transition probabilities would all be zero. This is the composite HMM structure proposed by Smyth [11] .
To train such a model, we first estimate M parallel HMMs via an agglomerative, temporal clustering algorithm, after which we construct the composite model, and then retrain using the Baum-Welch algorithm to allow soft assignments of examples to HMM paths. Clustering is complicated by the lack of a natural distance metric between temporal patterns or between the parameters that define the models. Smyth proposes using a derived distance metric where a different HMM is trained for each training observation, and the distance between two observations, O i and O j is then given by
where p(O j | λ i ) is the probability of generating the j th observation from the i th model. Intuitively, if the two observations are similar, then they sould give rise to similar models which would then generate the opposite observation with high likelihood. A similar method was used by Wang et. al. [14] but they proposed a more complicated distance metric:
Empirical tests, however, showed that this more complicated distance metric did not perform as well as Smyth's simpler metric. Given this definition of a distance metric, agglomerative clustering of temporal sequences proceeds as follows: This procedure will create a full range of decompositions starting at N nodes for N sequences, and ending at a single node model. To determine how many clusters should be used, a separate analysis can be applied to this data structure to find a "natural break" in the clustering (i.e., a merge between significantly more distant clusters than the previous merge). Alternately, a predefined number of clusters can be selected. In the experiments described below, the number of desired clusters was chosen empirically by comparing generalization performance between composite HMMs with different numbers of paths. Note also that, as defined above, the distance between two models will increase as they become more similar. Thus, we use the negative loglikelihood in place of the probabilities shown in Equation 2.
Once the temporal clustering is finished, the M selected clusters are used as the dataset to train new HMMs. Each of these HMMs represents a different underlying process as identified by the clustering algorithm. However, these HMMs are trained after "hard" assignment, which means that each training observation is a member of exactly one cluster. It has been shown that in many cases "soft" assignment leads to better models due to similarity and ambiguity between classes [1] . To accomplish such probabilistic training, a composite HMM is constructed and then retrained on all of the data.
Constructing the composite HMM is straightforward. Each cluster HMM becomes a distinct path through the composite HMM. This means that if each of the M cluster HMMs has s states, then the composite HMM will have S = M × s states, leading to a S × S transition matrix. The transition matrices of each path HMM are copied directly into the transition matrix of the composite HMM along the main diagonal. The prior state probabilities and final transition probabilities (i.e., the probability of exiting each path HMM) are then copied into the composite HMM and normalized. Finally, the observation distributions from the path HMMs are also copied into the corresponding states of the composite model. Once the composite model has been constructed, the standard Baum-Welch algorithm can be used to train the paths with soft observation assignments.
Although this algorithm is straightforward, it can be inefficient to retrain the composite model. The standard BaumWelch algorithm uses time on the order of O(N · S 2 ) per iteration, where the model has S states and is trained on N observations. Even though most of the state transitions are known to be zero, they still figure in to the calculation. Thus, training a composite model composed of M paths will take at least
more time than training the path HMMs individually. Furthermore, the composite model will almost certainly require many more iterations to converge due to the extra parameters to estimate, which will further increase the training time. Alon et. al. have developed a more efficient algorithm for training with soft assignments [1] that is similar to the Baum-Welch algorithm except that the probability of membership of each observation to each path is taken to be a hidden variable along with the typical hidden state memberships.
The Tree of Composite HMMs
Two factors motivate the use of trees of HMMs to automatically learn temporal clusters [9] . First, compared to the composite model described above, a tree of HMMs will require less time to train. Second, the tree can potentially decompose the data more sensibly since each level need only split the dataset into two parts rather than M separate clusters. For datasets that exhibit natural divisions that match this model, we would expect to see an improvement in modeling performance as well as a gain in efficiency.
A tree of HMMs is defined here as a binary tree where each node contains two HMMs (see Figure 17) . The purpose of the two HMMs is to model different temporal clusters or groups of clusters in the dataset, thus dividing the data into two distinct parts. Each of these parts is then sent to the child node corresponding to the HMM that better models it. This continued bifurcation of the dataset becomes fully decomposed at the leaves of the tree. It is important to note that the tree of HMMs is not a binary decision tree. Instead, it is a hierarchical model of all of the data. Thus, the leaf nodes do not represent decisions, rather they form the final step in the decomposition of the data into distinct clusters.
Each node in the tree will use time proportional to O(ns 2 ), where each HMM has s states and is trained on n examples. Furthermore, the number of iterations needed for training to converge in each node is far lower than for the composite model, which also contributes to faster training.
Implementing Trees of Hidden Markov Models
There are a number of decisions that must be made when implementing the tree of HMMs describe above. During the training phase, there the question of how to initialize the component HMMs. During evaluation there are several possible ways to calculate the probability of an observation. In this section we present empirical results to inform our choices. Figure 18 demonstrates that the classification performance of the tree models is significantly improved by initializing the component HMMs with a left-to-right topology, as compared to a normalized, random transition matrix. In both cases the multinomial observation models were initialized with random values drawn from a uniform distribution. The result pairs in Figure 18 represent 22 independent runs. The natural way would be to replicate the training process and return the probability generated by the leaf that is selected by traversing the nodes of the tree. It can be seen in the plot that this does not generally yield the best performance. Another alternative is to view the tree as a collection of models that can vote on observations. The two voting schemes shown in the plot are either to report the highest probability assigned by any node in the tree, or to report the highest probability assigned by any of the leaf nodes. That the leaf node scheme does well and the traversal algorithm does not suggests that while the learned models at the leaves generalize well, the data splitting decisions encoded in the intermediate nodes generalize less well.
In accordance with these findings, results reported elsewhere in this document for HMM trees will assume left-toright initialization, evaluation with the Forward algorithm, and overall observation probability determined by the maximum leaf vote. 
Hidden Markov Models for Event Lists
Remember from Equation 1 that the observations are boolean vectors with dimensionality equal to the number of cells in the system. Given that multiple cells may simultaneously observe an individual, and that we certainly cannot necessarily assume that the space will only be occupied by one person at a time, we cannot, a priori assume that the cells will be active with any particular structure. That means that a distribution over these observations would have to account for 2 N possibilities for a system with N cells. This is obviously intractable.
Since there is an underlying physical process behind the observations we can assume, however, that there will be some inherent structure to the observations. To both reduce the dimensionality of this space, and capture some of this structure. we will cluster the observations into a set of M alternatives, where M 2 N . These M alternative interpretations of the observation vectors are taken as the mutually-exclusive, independent alternatives produced by a multinomial process. Figure 21 illustrates the 300 clusters found for a 5x5 network of cells overlaid on the foyer3 camera. An example frame from from the source camera is shown in Figure 2 .
In our implementation, both the Smyth and our tree approach use this multinomial process model to formulate the observation probabilities in the component HMMs. Figure 22 shows the results of 20 runs of the Smyth and TRee algorithms starting from different random initial conditions. It shows that the two algorithms have essentially identical performance and stabiltiy for this task. The Alon method generates exectly identical results to the Smyth method. Figure 23 explores the effect of data set size on computational performance. We can see that Smyth is super- polynomial in data size: the plot is concave up on a log-log plot, so it's growing faster than any polynomial. We see that the Alon method is a significantly improvement over Smyth. Our method is roughly twice as fast as Alon on this dataset. Figure 23 verifies that there is an advantage to using more data, and that we are not paying a significant classification performance hit for our approximations. Figure 25 again shows that the Smyth algorithm is superpolynomial in computational complexity, this time in relation to the model complexity. However, we see that the Alon method does not fix this problem: both are superpolynomial. The Tree method is much much faster than both of the other methods. Figure 25 Shows that there is an advatage to complex models. In fact, for larger spaces we would expect to see many more types of behavior, so this is crucial for real systems. 
Performace Gains
Unsupervised Clustering
An alternative to the composite HMM approach describe above is to employ a hierarchical modeling approach where part of the hierarchy is data-driven and the rest is labeldriven. This sort of framework is well understood in the speech community where it consists of phoneme models that describe the characteristics of the speech signal itself, and the word models that link that intermediate representation to the desired high-level semantics. This form of model is also known in the vision community for discovering structure in data from mobile sensors [4] , and gesture-recognition systems [16] . Some authors have even used the word moveme to describe fundamental units of human motion to emphasize the relationship to the classical speech modeling approach [3] .
In this section we propose to use this framework in the context of a sensor network to understand the macroscopic behavior of people moving through environments. We will use unsupervised learning to find the fundamental units that comprise the dictionary of basic behaviors that can be assembled to describe the observations in the event list in Figure 25 : The effect of model complexity on computation time for leanrning. This is a log-log plot. some minimum error sense. These units would not be Bregler's movemes since they would describe the chunks of paths that people take though the observed space, and not the units of physiological motion they use to actually accomplish locomotion. We could maybe call the units loiteremes.
We show how these basic unit models can be combined with a simple classifier framework to create an activity detector. However, this modeling paradigm is also likely useful for other tasks that we have not yet evaluated, including detection of unusual behaviors.
HMM Clustering
First we segment the training data into small segments, and then randomly label those segments. A library of HMMs is then trained to model those labeled segments. Then the training sequence is labeled with those random models using classical Viterbi decoding [10] . These new labels are then used to train a new library of HMMs. The cycle repeats until the models converge, as measured by the likeli-hood of the data assigned by the Viterbi decoding pass. This is similar to the clustering approach used by Clarkson [4] .
Ideally the models would be trained using the BaumWelch soft-assignment estimation algorithm. However we use the much faster, but less accurate hard-assignment estimation algorithm to reduce the total training time for the HMM library. The Baum-Welch algorithm is used to refine the final models after the main clustering phase converges.
Hierarchical Classifier
Once the observations are labeled with a Viterbi decoding of the HMM library, the output is a string of symbols representing the different loiteremes, just as speech decoding produces a string of phonemes. There are many ways to build a classifier on top of these discrete features. We implement a K-Nearest Neighbors classifier for illustration. The classifier maintains a memory of past observations and compares new observation strings lexicographically with that memory. If there is a positive in the K-nearest neighbors, then the new observation is considered a positive.
Discussion
One big disadvantage of the unsupervised technique, as compared to the semi-supervised approach, is that there is nothing to force the loiteremes to end on activity boundaries. Since the positive models in the HMM Tree approach are trained on sequences aligned with the end of the labeled activity, they are optimized to find that particular activity. The HMM library of loiteremes is, instead, optimized to describe all the data as well as possible. It is possible that important discriminating information about the activity to be detected post facto could be lost in the "middle" of loiteremes, if those informative bits weren't important to the task of fitting a best model library to the entire training set.
The advantage of this approach should be that, as in speech, the abstract loitereme representation, while not ideal for any particular task, should be useful for several different tasks. That might include supporting several different simultaneous activity detectors at once, or providing a substrate for anomolous event detection.
An Examination of Context
We tested the above learning methods on the elevator call task with a variety of sensor configurations and extent of context. The four cases all have roughly the same number of cells, but use that perceptual bandwidth in different ways:
f3 25 cells from the camera immediately in front of the elevator. all all 17 cameras in the system, with only one cell each. Figure 28 shows the performance of the HMM Trees under these conditions. Two trees were trained for each condition: one for positive examples, and one for negative examples. The two trees were used in a likelihood ratio test framework to classify novel observation sequences. All the positive examples in the training set were used to build the positive tree. However, the overwhelming number of negative examples in the training set forced us to draw a relatively small number of samples to use in estimating the negative tree. It is possible that a bootstrapping mechanism It is interesting to note that the f3 case is the worst performer. This is counter-intuitive in the classification case, because the foyer3 sensor directly observes the elevator call button, and the 5x5 grid should provide quite a lot of discriminative power. For a prediction task one would expect that the very narrow context of foyer3 would be a hindrance, but these results show that global context is important even for understanding the elevator call activity when observed in its entirety. In fact, the all case could be considered to give the best performance, despite the abysmal spatial resolution provided by the one cell per sensor geometry, and the fact that more than half the sensors are more than 10 meters from the call button. The results in Figure 29 , for the unsupervised clustering of loiteremes, echo the surprising result above: that the worst performing condition, f3, is the situation that would intuitively seem to provide the most information about the defining moment of the activity: actually pressing the elevator button. Again, this would not be so surprising if we were evaluating prediction performance, since the limited temporal horizon of the observations from this one sensor would be an obvious detriment. With this model the result that the all condition is the best performer is more clear: outperforming the other conditions across almost the entire ROC curve. This is surprising, that two very different modeling approaches lead to the same conclusion: that the all condition provides some of the best contextual information for the classification task we tested. and the f3 condition performs among the worst, despite being the intuitive choice for the detection task.
This indicates that the notion of global context for human activity understanding in buildings may have some real merit. The surprisingly good results in the unsup-all and tree-all conditions additionally indicate that having global context may me more important for activity understanding than the quality of the sensors.
Conclusion
Networks of ultra-low resolution sensors seem to be a surprisingly powerful tool for building awareness. We have shown the ability to recover models of both geometry and behavior from networks of sensors that are no more capable that motion detectors. This has profoud implications for building automation and security. It is possible to perform useful, holistic perceptual tasks in buildings with inexpensive sensors, without extensive installation or maintenece expense, and without the need for invasive sensors.
