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THE AUBIN–NITSCHE TRICK FOR SEMILINEAR PROBLEMS
HANNE HARDERING
ABSTRACT. The Aubin–Nitsche trick is a common tool to show L2-error estimates for
discretizations of H1-elliptic linear partial differential equations arising for example as
Euler–Lagrange equations of a quadratic energy functional [Cia78]. The technique itself
is linear: for quasilinear problems it is not applicable. We generalize the Aubin–Nitsche
trick to a class of minimization problems closely related to semi-linear partial differential
equations.
In textbooks on the numerical analysis of partial differential equations [Cia78, Bra92],
the Aubin–Nitsche trick is usually presented after establishing discretization error bounds
in O(hm) for the minimization of H1-elliptic energies by m-th order Lagrangian finite ele-
ments, where h is a mesh width parameter. While by Poincare´’s inequality one automati-
cally obtains L2-error estimates in O(hm), this is not optimal as the L2-interpolation error is
of the better order O(hm+1). The Aubin–Nitsche trick is then introduced as a tool to obtain
optimal L2-error estimates from the H1-error estimates under mild additional regularity
assumptions.
In these arguments the energy is quadratic, i.e., of the type J(v) = 1
2
a(v,v)+ f (v), where
a(·, ·) :H×H→R denotes anH-elliptic scalar product on some subspaceH ⊂H1(Ω), and
f ∈ H ′ is a linear map. The H1-error estimates can be generalized to nonlinear problems
[Cia78, Ch. 5]. The Aubin–Nitsche trick, however, relies on the linear concept of Galerkin
orthogonality. To obtain optimal L2-error estimates for nonlinear problems one option is
to deform the nonlinear problem to a linear one and use a method of continuity argument
[DR80]. In the case of only mildly nonlinear problems, in particular semi-linear ones,
this technique is not needed. Instead, we propose a new proof that replaces addition by
integration in the nonlinear setting and estimate additional terms.
Linearity and semi-linearity are concepts that refer to the Euler–Lagrange equations as-
sociated to energy problems obtained by setting the first variation of the energy to zero. In
this context, it is more feasible to work with properties of the energy directly. The con-
cept of “mildly nonlinear” we will use is a bound on the third variation of the energy. We
will call such energies predominantly quadratic. One example is J(v) :=
∫
Ω |Dv(x)|
2 dx+∫
Ω ψ(u(x)) dx, where ψ denotes a nonlinear potential.
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1. THE AUBIN–NITSCHE TRICK FOR QUADRATIC ENERGIES
We will briefly summarize the basic tools we need from standard theory and the recall
the Aubin–Nitsche-Trick for quadratic energies.
In the followingΩ⊂Rd will denote an open subset with piecewise Lipschitz boundary ∂Ω.
Further W k,p(Ω,Rn) will denote the standard Sobolev space with the usual abbreviation
Hk(Ω,Rn) :=W k,2(Ω,Rn) [Wlo87].
1.1. H1-Ellipticity andH1-Discretization Error Bounds. We consider the minimization
of energies J in H ⊂W 1,2φ (Ω,R
n), where φ denotes suitable boundary data:
u ∈ H : J(u)≤ J(v) ∀v ∈ H.(1)
To bound the error of discrete approximations to minimizers of J, we need the concept of
W 1,2-ellipticity.
Definition 1.1. Let J :H →R be twice continuously differentiable, and let δ 2J denote the
second variation of J. We say that J is
(a) W 1,2-coercive, if there exists a constant λ > 0 such that for all v ∈ H and V ∈
W
1,2
0 (Ω,R
n) we have
λ‖V‖2
W1,2
≤ δ 2J(v)(V,V ),(2)
(b) W 1,2-bounded, if there exists a constant Λ > 0 such that for all v ∈ H and for all
V,W ∈W 1,20 (Ω,R
n) we have∣∣δ 2J(v)(V,W )∣∣≤ Λ ‖V‖W1,2‖W‖W1,2 ,(3)
(c) W 1,2-elliptic, if (a) and (b) hold.
In order to obtain a finite-dimensional approximation of H, we assume that we have a
conforming grid G on Ω, i.e., a partition into polytopes such that the closures intersect in
common faces.
Definition 1.2. We say that a conforming grid G for the domain Ω ⊂Rd is of width h and
order m, if for each element Th of G there exists a C
∞-diffeomorphism Fh : Th → T to a
reference element T ⊂ Rd that scales with h of order m, i.e.,
c h−d ≤ ‖det(DFh)‖L∞ ≤C h
−d
, ‖∂αFh‖L∞ ≤C h ∀α = 1, . . . ,d,
and
|F−1|W k,∞ ≤C h
k ∀k= 0, . . . ,m.
Let Smh;φ ⊂H∩C(Ω,R
n) be a finite-dimensional approximation space for a grid G on Ω
of width h and order m. Note that this requires that the boundary data φ can be represented
exactly in Smh;φ . This requirement may be waived and replaced by a standard approximation
argument for boundary data [Cia78, Ch. 4].
Consider the discrete approximation of (1)
uh ∈ S
m
h;φ : J(uh)≤ J(vh) ∀vh ∈ S
m
h;φ .(4)
In order to control the error between u and uh, we need standard approximation conditions
for the discrete space Smh;φ .
The first condition consists of an estimate for the best approximation error in Smh;φ [Cia78].
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Condition 1.1. Let kp > d, m≥ k− 1, and u ∈W k,pφ (Ω,R
n). For small enough h let there
exist a map uI ∈ S
m
h;φ and constantsC1,C2 with
|uI |W l,q(Ω,Rn) ≤C1 |u|W l,q(Ω,Rn)(5)
for all k− d
p
≤ l ≤ k and q ≤ pd
d−p(k−l) such that uI fulfills on each element Th ∈ G the
estimate
‖u− uI‖Lp + h |u− uI|W1,p ≤C2 h
k |u|W k,p .(6)
The second condition is generally known as an inverse estimate.
Condition 1.2. On a grid G of width h and order m, under the additional assumption that
F−1h : T → Th scales with order 2 for every Th ∈ G, let there exist a constantC3, such that
‖vh‖W1,p(Th,Rn) ≤C3 h
−dmax{0, 1q−
1
p }‖vh‖W1,q(Th,Rn)(7)
for any vh ∈ S
m
h (Th,M) and for any p,q ∈ [1,∞].
Note that the discrete functions in Smh;φ are globally only of C
0 ∩W 1,2-smoothness.
Whenever we consider higher Sobolev norms, we implicitly define them as grid depen-
dent, i.e.,
|u|W k,p(Ω,Rn) :=
(
∑
Th∈G
|u|
p
W k,p(Th,Rn)
) 1
p
.(8)
By summation over the elements of G, estimates like (6) and (7) carry over to global grid-
dependent norms. For H1-elliptic energies, Ce´a’s Lemma with Condition 1.1 yields the
followingW 1,2-error estimate [Cia78].
Theorem 1.3. Let 2(m+1)> d, and m≥ 1. Assume that u∈Wm+1,2φ (Ω,M) is a minimizer
of an H1-elliptic J :H → R. Then the discrete minimizer
uh := argmin
vh∈S
m
h
J(vh)
fulfills the a priori error estimate
‖u− uh‖W1,2 ≤C4h
m|u|Wm+1,2 .(9)
1.2. The Aubin–Nitsche Trick For Quadratic Energies. The purpose of the Aubin–
Nitsche trick is to show that forW 1,2-elliptic minimization problems the L2-discretization
error is in O(hm+1).
We recall the Aubin–Nitsche lemma for the approximation of a quadratic minimization
problem inH=H10 (Ω,R) by Lagrangian finite elements. For an elliptic bilinear form a(·, ·)
and given f ∈ H−1 consider the energy J(v) = 1
2
a(v,v)− ( f ,v), the variational equalities
u ∈H : a(u,v) = ( f ,v) ∀v ∈ H,(10)
uh ∈ S
m
h;0 : a(uh,vh) = ( f ,vh) ∀vh ∈ S
m
h;0,(11)
and the adjoint problem
w ∈ H : a(v,w) = (g,v) ∀v ∈ H,(12)
where g := u− uh. We assume H
2-regularity of the adjoint problem, i.e., |w|H2 ≤C‖g‖L2 .
The subtraction of equations (10) and (11) with the same test function vh ∈ S
m
h;0 ⊂H yields
the concept of Galerkin orthogonality, i.e.,
a(u− uh,vh) = 0 ∀vh ∈ S
m
h;0.(13)
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Using Galerkin orthogonality and the H1-ellipticity of a(·, ·), we can then estimate
‖u− uh‖
2
L2
= (g,u− uh) = a(u− uh,w) = a(u− uh,w−wI)
≤ Λ‖u− uh‖H1‖w−wI‖H1
≤Chm|u|Hk h |w|H2
≤Chm+1|u|H2‖u− uh‖L2 .
Galerkin orthogonality a(u− uh,wI) = 0 is the essential tool used here. It allows to incor-
porate an approximation of w and thus leads to a better order estimate than the H1-error.
It is at first glance a purely linear concept that is verified by adding the equations (10)
and (11) for the same discrete test function, a technique that does not work for nonlinear
energies. We will circumvent the need for addition by integration and show that semi-
linearity of the Euler–Lagrange equation will then be sufficient to obtain equivalent error
estimates.
2. SEMI-LINEARITY AND PREDOMINANTLY QUADRATIC ENERGIES
We now introduce the concept of predominantly quadratic energies. Energieswith semi-
linear Euler–Lagrange equations fall in this category. At the same time, this property is
exactly what we need for the L2-error bounds. Let the energy functional J :W 1,2(Ω,Rn)→
R be given by
J(v) :=
∫
Ω
L(Dv,v,x) dx,
where L :Rn×d×Rn×Ω→R, (p,z,x) 7→ L(p,z,x), is a smooth Lagrangian, andD denotes
the (weak) differentiation operator of a function from Ω ⊂ Rd to Rn.
We calculate the first variation of J at a function u ∈W 1,2(Ω,Rn) in direction V ∈
W
1,2
0 (Ω,R
n):
δJ(u)(V ) =
d
dτ
∣∣∣
τ=0
J(u+ τV)
=
∫
Ω
∂pL(Du,u,x) ·DV + ∂zL(Du,u,x) ·V dx
=
∫
Ω
(−Dx∂pL(Du,u,x)+ ∂zL(Du,u,x)) ·V dx,
where ∂p,∂z,∂x denote partial differentiation of L with respect to the corresponding vari-
ables. Setting the variation to zero yields the corresponding system of Euler–Lagrange
equations (cf. [Eva98])
−
d
∑
i=1
d
dxi
(
∂
pki
L(Du,u,x)
)
+ ∂zkL(Du,u,x) = 0 in Ω (k = 1, . . . ,n).(14)
On the other hand a semi-linear system of partial differential equations
ai j(x)D
i ju(x)+ a0(Du(x),u(x),x) = 0
is characterized by the independence of the coefficients ai j of the solution u. Thus, the
Euler-Lagrange equation (14) is semi-linear if the operator ∂ 2pL is independent of u, i.e.,
∂ 2pL(Du,u,x) = ∂
2
pL(x),
and accordingly
∂ 3pL(Du,u,x) = 0, and ∂z∂
2
pL(Du,u,x) = 0.
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These vanishing third order derivatives appear in the third variation of J. In general, the
second variation of J reads
δ 2J(u)(V,W ) =
∫
Ω
∂ 2pL(Du,u,x)(DV,DW )+ ∂z∂pL(Du,u,x)(DV,W )
+ ∂p∂zL(Du,u,x)(V,DW )+ ∂
2
z L(Du,u,x)(V,W ) dx,
and the third variation is
δ 3J(u)(V,W,U) =
∫
Ω
∂ 3pL(Du,u,x)(DV,DW,DU)+ ∂z∂
2
pL(Du,u,x)(DV,DW,U)
+ ∂p∂z∂pL(Du,u,x)(DV,W,DU)+ ∂
2
z ∂pL(Du,u,x)(DV,W,U)
+ ∂ 2p∂zL(Du,u,x)(V,DW,DU)+ ∂z∂p∂zL(Du,u,x)(V,DW,U)
+ ∂p∂
2
z L(Du,u,x)(V,W,DU)+ ∂
3
z L(Du,u,x)(V,W,U) dx.
If (14) is semi-linear, the third variation reduces to
δ 3J(u)(V,W,U) =
∫
Ω
∂ 2z ∂pL(Du,u,x)(DV,W,U)+ ∂z∂p∂zL(Du,u,x)(V,DW,U)(15)
+ ∂p∂
2
z L(Du,u,x)(V,W,DU)+ ∂
3
z L(Du,u,x)(V,W,U) dx.
Thus, semi-linearity of the Euler–Lagrange equation necessarily implies the dependence
of each term of the third variation on at most one direction gradient.
We turn this observation into a definition. More generally, we will consider predomi-
nantly quadratic energies. By this we mean the following:
Definition 2.1. Let q >max{d,2} and J : H → R be an energy functional. We say that J
is predominantly quadratic with respect to q if J is C3, and for any u ∈ H ∩W 1,q(Ω,Rn),
U ∈W 2,2(Ω,Rn), and V ∈W 1,2 ∩W o,r(Ω,Rn) with either (o,r) = (1,2), or o = 0 and
r ≤ d, there exists a constantC5 possibly depending on ‖u‖W1,q such that
|δ 3J(u)(U,V,V )| ≤C5‖U‖W2,2‖V‖W1,2‖V‖Wo,r .(16)
Example. We have seen in (15) that as long as the Lagrangian L is smooth enough and
its third variations are bounded in Lq in terms of ‖u‖W1,q , the leading term of the third
variation of the corresponding energy will have a bound of the form
|δ 3J(u)(U,V,V)| ≤C
(∫
Ω
(
|DV ||V ||U |+ |V |2|DU |
) q
q−1 dx
)1− 1q
,
if we assume semi-linearity of the Euler–Lagrange system. Thus, such an energy is pre-
dominantly quadratic (Ho¨lder’s inequality).
Example. The leading term of the third variation of the energy for a typical quasi-linear
equation, e.g., the minimal surface energy for graphs J(u) =
∫
Ω
√
1+ |Du|2 dx, has the
form
|δ 3J(v)(U,V,V )| ≤C
(∫
Ω
(
|U ||DV |2+ |DU ||DV ||V |
) q
q−1 dx
)1− 1q
.
For d < 4 such an energy is predominantly quadratic with respect to q = ∞, but not in
general.
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3. GALERKIN ORTHOGONALITY AND THE ADJOINT PROBLEM
We consider the variational formulations of the problems (1) and (4)
u ∈H : δJ(u)(V ) = 0 ∀V ∈W 1,20 (Ω,R
n),(17)
uh ∈ S
m
h;φ : δJ(uh)(Vh) = 0 ∀Vh ∈ S
m
h;0.(18)
These correspond to (10) and (11) in the linear setting. By inserting a discrete test function
into (17) we obtain by the fundamental theorem of calculus (replacing subtraction in the
linear setting)
0= δJ(uh)(Vh)− δJ(u)(Vh) =
∫ 1
0
δ 2J(Γ(t))(Vh,uh− u) dt,(19)
where Γ(t) = (1− t)u+ tuh. This is a nonlinear generalization of Galerkin orthogonality.
Note that for a quadratic energy δ 2J is independent of the function Γ(t) and we recover
the standard notion of Galerkin orthogonality (13).
We now define a nonlinear generalization of the adjoint problem (12) featuring in the
Aubin–Nitsche trick. For nonlinear energies the adjoint problem is essentially a lineariza-
tion of problem (17) [DR80] with a right hand side that is given by the difference of the
solutions u and uh to (17) and (18), respectively:
W ∈W 1,20 (Ω,R
n) : δ 2J(u)(W,V ) =−(V,uh− u)L2 ∀V ∈W
1,2
0 (Ω,R
n).(20)
Note that as long as the operator ∂ 2pL(x) is inW
1,q, ∂p∂zL(Du,u,x) is in L
q, ∂ 2z L(Du,u,x)
is in L
max{q,4}
2 , and uh− u is in L
2 for q > max{2,d}, standard regularity results for linear
elliptic systems [LU68] yield that the adjoint problem is H2-regular, i.e., that the solution
W fulfills
‖W‖W2,2(Ω,Rn) ≤C ‖u− uh‖L2(Ω,Rn).(21)
4. L2-ERROR ESTIMATE
We will now combine the nonlinear Galerkin orthogonality (19) with the standard esti-
mate for H1-elliptic energies (9) to show that a higher order estimate for the L2-error for
predominantly quadratic energies can be obtained by the Aubin–Nitsche trick analogous
to the linear setting described in Section 1.2.
Theorem 4.1. Let m∈N, and 2(m+1)> d. Assume that u∈Wm+1,2φ (Ω,R
n) is a minimizer
of an elliptic energy J that is predominantly quadratic with respect to q>max{2,d} with
q ≤ 2d if d− 2m = 1. Let uh be a (local) minimizer of J in S
m
h;φ fulfilling (9). Finally,
suppose that the adjoint problem (20) is H2-regular, i.e., that its solution W fulfills (21).
Then there exists a constant C6, such that
‖u− uh‖L2(Ω,Rn) ≤C6 h
m+1
,(22)
where C6 depends nonlinearily on ‖u‖W1,q and |u|Wm+1,2 .
Proof. We insert V := uh− u into (20), and obtain
‖u− uh‖
2
L2
=−δ 2J(u)(W,uh− u),
whereW ∈W 2,20 (Ω,R
n) is the solution of (20). Let WI ∈ S
m
h;0 be an approximation ofW
in the sense of Condition 1.1. As uh is a local minimizer in S
m
h;φ , generalized Galerkin
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orthogonality (19) holds, so that for Γ(t) = (1− t)u+ tuh
‖uh− u‖
2
L2(Ω,Rn) =−δ
2J(u)(W,uh− u)+
∫ 1
0
δ 2J(Γ(t))(WI ,uh− u) dt
=
∫ 1
0
∫ t
0
1
t
d
ds
δ 2J(Γ(s))(sWI +(t− s)W,uh− u) ds dt
=
∫ 1
0
∫ t
0
1
t
δ 3J(Γ(s))(sWI +(t− s)W,uh− u,uh− u) ds dt
+
∫ 1
0
∫ t
0
1
t
δ 2J(Γ(s))(WI −W,uh− u) ds dt.(23)
The second integral in (23) is estimated using the ellipticity assumption (3):∫ 1
0
∫ t
0
1
t
δ 2J(Γ(s))(WI −W,uh− u) ds dt ≤ Λ‖WI−W‖W 1,2(Ω,Rn)‖uh− u‖W1,2(Ω,Rn).
Using Condition 1.1 onWI , the H
1-error bound (9), and the H2-regularity (21), we obtain∫ 1
0
∫ t
0
1
t
δ 2J(Γ(s))(WI −W,uh− u) ds dt ≤C h
m+1|W |W2,2(Ω,Rn)‖u‖Wm+1,2(Ω,Rn)
≤C hm+1‖u‖Wm+1,2(Ω,Rn)‖uh− u‖L2(Ω,Rn).
In order to estimate the first integral term in (23) we use that J is predominantly quadratic
|δ 3J(Γ(s))(sWI +(t− s)W,uh− u,uh− u)|
≤C(‖Γ(s)‖W 1,q)‖uh− u‖W1,2‖uh− u‖Wo,r (s‖WI‖W2,2 +(t− s)‖W‖W2,2) .
Using again Condition 1.1 onWI , the H
1-error bound, and the H2-regularity, we obtain∫ 1
0
∫ t
0
1
t
δ 3J(Γ(s))(sWI +(1− s)W,uh− u,uh− u) ds dt
≤C
∫ 1
0
∫ t
0
C(‖Γ(s)‖W 1,q) ds dt‖uh− u‖W1,2‖uh− u‖Wo,r‖uh− u‖L2
≤C(max{‖u‖W1,q ,‖uh‖W1,q})h
m|u|Wm+1,2‖uh− u‖Wo,r‖uh− u‖L2.
Note that we can assume that
‖uh‖W 1,q ≤C (‖u‖W1,q + |u|Wm+1,2)
for h small enough, as we can use the inverse estimate in Condition 1.2 on (uh−uI) ∈ S
m
h;0,
Condition 1.1 on uI , and the H
1-error bound to estimate
‖uh‖W1,q ≤ ‖uh− uI‖W 1,q + ‖uI‖W1,q
≤ h−d(
1
2−
1
q )‖uh− uI‖W1,2 +C‖u‖W1,q
≤Chm−d(
1
2−
1
q )|u|Wm+1,2 +C‖u‖W1,q .
Note that m− d( 1
2
− 1
q
) ≥ 0, if we assume q ≤ 2d in the case d− 2m = 1. If o = 1 and
r = 2, then we can use the H1-error bound again to obtain∫ 1
0
∫ t
0
1
t
∫ 1
0
δ 3J(Γ(s))(sWI +(1− s)W,uh− u,uh− u) ds dt
≤C(‖u‖W1,q , |u|Wm+1,2)h
2m‖uh− u‖L2
with 2m≥ m+ 1.
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If instead o = 0 and r ≤ d, then either we are in the same situation as before, or d ≥ 4
and 2d
d−2 ≤ r ≤ d. In that case L
p-interpolation with ε = h yields
‖uh− u‖Lr ≤ h ‖uh− u‖L∞ + h
1−
r(d−2)
2d ‖uh− u‖
L
2d
d−2
≤ h (‖u‖L∞ + ‖uh‖L∞)+C h
m+1−
r(d−2)
2d |u|Wm+1,2 .
As (m+ 1)≥ d
2
and d ≥ r, we have m+ 1− r(d−2)
2d
≥ 1. Thus, we obtain also for this case
∫ 1
0
∫ t
0
1
t
∫ 1
0
δ 3J(Γ(s))(sWI +(1− s)W,uh− u,uh− u) ds dt
≤C(‖u‖W1,q , |u|Wm+1,2) h
m+1‖uh− u‖L2.
This yields the assertion. 
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