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On complete embedded translating solitons...
1 - Introdution.
1.1 - Background andMain Result. Mean curvature flow (MCF) solitons are complete
surfaces in Rn+1 whose evolution under the mean curvature flow is given by translation.
As such, they are solutions of the quasi-linear second-order elliptic PDE,
H + 〈N, ez〉 = 0, (1.1)
where H here denotes the mean curvature of the surface, and N denotes its unit normal
vector field. MCF solitons are of particular interest, partly because they provide relatively
non-trivial examples of complete and eternal mean curvature flows in Euclidean space, but
mainly because they also arise as the limits of blow-ups of more general mean curvature
flows, thereby providing an indication of the types of singularities that may exist.
The classification of MCF solitons therefore presents an interesting problem which
is analogous to that of minimal surfaces, but which, despite being a small perturbation
of the latter, exhibits substantially different phenomena. Naturally, when the ambient
space is 2-dimensional, the picture is completely understood, and the only MCF solitons
are the vertical lines, and the Grim reaper curves, which are translates of graphs of the
function g(x) = log(sec(x)) over the interval ] − π/2, π/2[. However, already when the
ambient space is 3-dimensional, MCF solitons exhibit an immense variety of phenomena.
A relatively complete review of the state of the art is provided by Mart´ın, Savas-Halilaj
and Smoczyk in [14], which, for convenience, we briefly recall here.
(1) Trivial examples are given by the Cartesian products of horizontal lines with MCF
solitons in 2-dimensional space. The surfaces thereby constructed comprise the vertical
planes and those surfaces which we henceforth refer to as Grim planes.
(2) Various graphical examples have been constructed, for example, by Altschuler and Wu
in [1] and Wang in [22].
(3) Radially symmetric examples are obtained by solving an appropropriate ODE, and
are studied by Altschuler and Wu in [1] and Clutterbuck, Schnu¨rer & Schulze in [2]. We
recall that radially symmetric surfaces are either simply or doubly connected. The simply
connected examples, which we henceforth refer to as Grim paraboloids are convex graphs
over R2, whilst the doubly connected examples, which we henceforth refer to as Grim
catenoids are unions of two graphs over an unbounded annulus. Each of these surfaces is
asymptotic at infinity to a vertical translate of the graph of 12r
2 − log(r), where r here
denotes the radial distance in R2 to the origin.
(4) Examples of helicoidal type are constructed by Halldorrson in [8].
(5) Examples of infinite genus invariant under a discrete group of translations are con-
structed by Nguyen in [19] and [20]. In these beautiful papers, following the ideas of
Kapouleas (see below), unions of families of vertical planes and Grim planes are desingu-
larised along Sherk surfaces. As an example, the simplest case is the desingularisation of
the union of 1 vertical plane with 1 Grim plane. This heuristically takes the form of a
pitchfork and is referred to as a translating trident.
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Nevertheless, as highlighted by Mart´ın, Savas-Halilaj and Smoczyk, despite this con-
siderable variety of examples, there exists to date no construction of MCF solitons of finite
non-trivial genus. It is our aim in this paper to fill this gap. We first recall that, for
any positive integer g, the Costa-Hoffman-Meeks surface of genus g, which we henceforth
denote by Cg, is an embedded minimal surface in R
3 with finite genus equal to g and with
3 ends, each of which is a graph over R2 (c.f [10]). Importantly, for all 0 ≤ k ≤ g, Cg is
invariant under reflection in the plane spanned by the z-axis and the linear subspace of the
x− y-plane which makes an angle of kπ/(g+1) with the x-axis. The group of symmetries
of R3 generated by these reflections will play an important roˆle in the later stages of our
construction, and will henceforth be referred to as the group of horizontal symmetries of
the Costa-Hoffman-Meeks surface Cg. By desingularising the union of a Grim paraboloid
and a Grim catenoid about Costa-Hoffman-Meeks surfaces, we obtain,
Theorem A
Fix g ∈ N and η < 1. For all sufficiently large ∆, and for all ǫ, and for all R satisfying(
ǫR4+η +
1
R1−η
)
≤ 1
∆
, ǫR5−η ≥ ∆,
there exists a complete embedded MCF soliton Σ of genus g with 3 ends. Furthermore,
(1) Σ is preserved by the horizontal symmetries of the Costa-Hoffman-Meeks surface Cg,
(2) Σ \ B(ǫR) consists of three disjoint Grim ends each of which converges towards the
Grim paraboloid as ∆ tends to infinity; and
(3) upon rescaling by 1/ǫ, Σ∩B(2ǫR) converges towards the Costa-Hoffman-Meeks surface
Cg as ∆ tends to infinity.
Theorem A follows immediately from the results of Section 7.1 from which the precise
modes of convergence employed in (2) and (3) should also become clear.
1.2 - Techniques. Our approach follows the seminal work [11], [12] and [13] of Kapouleas,
which we believe to be best explained in 3 steps with the help of a simple example. Consider
the desingularisation of two Grim paraboloids about a minimal catenoid. In the first step,
for large R, we consider the cylinder B(2R) of radius 2R about the z-axis and the annular
prism A(R,∞) of inner radius R about the z-axis. For small ǫ, an approximate soliton -
moving at speed 1/ǫ - is constructed by simply replacing each of the ends of the catenoid
on the outside of this cylinder by slightly perturbed copies of the outside part of the
Grim paraboloid, translated in the vertical direction and rescaled by 1/ǫ. In Kapouleas’
approach, this is achieved by simply using cut-off functions to interpolate between the two
surfaces over the transition region B(2R)∩A(R,∞) (though other approaches are possible,
see below). In particular, by minimality of the catenoid, the value of the MCFS functional
of the joined surface should also be of order ǫ. The second step, which constitutes the
main mathematical challenge of the technique, involves the construction of the Green’s
operator of this approximate soliton along with estimates of its norm. Having acheived
this, existence is then proven in the third step via a relatively straightforward application
of the Schauder fixed point theorem (c.f. [7]).
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Later work has shown how, in many important cases, this highly technical construction
of the Green’s operator can be substituted for by simpler approaches. For example, in the
work [19] and [20] of Nguyen, the Jacobi operator of the approximate soliton is shown
to become arbitrarily close to that of the classical Sherk surface as the parameter tends
to infinity, and thus, since the properties of the latter are well known, the required norm
estimates for the Green’s operator immediately follow. On the other hand, in [9], Hauswirth
and Pacard follow a more subtle and elegant approach, extending ideas developed by
Mazzeo and Pacard in [15]. First, in order to construct the approximate soliton, instead
of using cut-off functions as Kapouleas does, the authors perturb and then line up the
boundary curves of the different components in order to obtain a continuous approximate
soliton, which exactly solves the soliton equation wherever it is smooth, but which has
tangent planes that are not necessary continuous along the common boundary curve. The
problem then becomes one of perturbing this surface to one that is smooth throughout.
This in turn is acheived in the usual manner via a fixed-point technique using uniform
bounds for the norm of the inverse of the first order Cauchy jump operator along this
curve. The key observation is that this Cauchy jump operator is simply the difference
between the scattering (that is, Dirichlet to Neumann) operators of the two components
on each side. In particular, if the scattering operators of the new ends become arbitrarily
close to those of the original ends as the parameters tend to infinity, then the problem
reduces in the limit to one of inverting the Cauchy jump operator of a known closed curve
in a classical minimal surface, and it is by this means that the authors construct new
embedded Riemann-type surfaces of arbitrary non-trivial genus in R3.
In the present case, however, neither of these simplifications are feasable. Firstly,
the Jacobi operator of the approximating surface is qualitatively different to that of the
original Costa-Hoffman-Meeks surface. Indeed, it can be shown to be Fredholm of index
0 over suitably weighted spaces, which is known not to be the case for Costa-Hoffman-
Meeks surfaces. Nguyen’s approach therefore does not apply. Likewise, there is no a-priori
reason for the scattering operator of the unbounded part of a Grim paraboloid to bear any
relation to that of a catenoidal or planar end of a minimal surface. Furthermore, since the
proof of such a result would involve a global argument that would essentially amount to
constructing the Green’s operator of the approximating soliton anyway, it would be unlikely
to constitute a genuine simplification, and so the technique employed by Hauswirth and
Pacard is most likely of no assistance in this case.
We are therefore obliged to directly construct the Green’s operator of the approxi-
mating soliton using Kapouleas’ original argument. In the present case, this requires what
we consider to be two mathematical novelties. First, to our knowledge, this technique has
never been applied directly to Costa-Hoffman-Meeks surfaces. In particular, since sym-
metries play an important roˆle in providing the necessary decay estimates, and since the
symmetry groups of low-genus Costa-Hoffman-Meeks surfaces are relatively small, they
would appear to lie close to the limit of the range of applicability of Kapouleas’ approach,
and it appears that considerable extra care and more subtle estimates are required at
many steps in the argument. Second, the construction of the Green’s operator of the ap-
proximating soliton requires already an in-depth understanding of the Green’s operators
of Grim ends themselves, which are currently completely unstudied in the litterature from
3
On complete embedded translating solitons...
this point of view. Consequently, the main body of this paper (Sections 2, 3 and 4) is actu-
ally devoted to the study of these operators. At this point, two more fundamental insights
guide our work. First, upon conjugating by the operator of multiplication by a suitably
chosen positive function (as in [3], [4], [5] and [6]), we discover that the Jacobi operator of
the Grim paraboloid transforms into a self-adjoint operator which, in particular and above
all, models a potential well. Once having made this key observation proving invertibility
becomes a straightforward using classical PDE techniques. Second, upon conjugating by
the operator of multiplication by a different positive function, we ensure that the Jacobi
operators of suitably controlled Grim ends converge in the operator norms towards the Ja-
cobi operator of the Grim paraboloid and the uniform invertibility, which plays a central
roˆle in our result, follows immediately.
1.3 - Overview and Acknowledgements. The paper is structured as follows.
(1) In Section 2, we employ classical ODE techniques to determine asymptotic expansions
for the profiles of Grim ends both near infinity, and near their finite boundaries. For
completeness, we determine these asymptotic expansions up to arbitrary order, although
this is far more than what we actually require.
(2) In Section 3, we prove the invertibility of the Jacobi operator of the Grim paraboloid
over suitably weighted Ho¨lder and Sobolev spaces, both of which will be required in the
sequel. Our fundamental insight is that, upon conjugating with the operator of multipli-
cation by the conformal scaling factor of the soliton metric over R3, the Jacobi operator
transforms into a self-adjoint operator modelling a potential well and invertibility is then
readily obtained by standard PDE techniques.
(3) In Section 4, we prove invertibility of the Jacobi operators of suitably controlled Grim
ends over correspondingly weighted Ho¨lder and Sobolev spaces. We achieve this by showing
that their Jacobi operators converge in the operator norms towards the Jacobi operator
of the Grim paraboloid as the parameter tends to infinity. However, the existence of a
divergent term obstructs the direct application of this technique. Our fundamental insight
is that, upon conjugating with the operator of multiplication by the Jacobi field of vertical
translation, the rate of divergence of this term is reduced, allowing it to then be eliminated
via an averaging argument. It is in proving convergence of these operators in the Ho¨lder
norms that the horizontal symmetries of Costa-Hoffman-Meeks surfaces are first required.
(4) In Section 5 we review in detail the now classical technique by which the Costa-
Hoffman-Meeks surface is joined to the Grim ends, and we introduce the family of smooth
perturbations used to prove existence in the Schauder fixed-point theorem. In addition,
we study the basic properties of various operators that are used in this construction.
(5) In Section 6, we apply Kapouleas’ “ping-pong” argument to construct the Green’s
operator of the approximate soliton. More care than normal is required due to the low
order of symmetry of low-genus Costa-Hoffman-Meeks surfaces. A key result is Lemma
6.1.3, which determines strong first order estimates of functions via a marriage of the
Sobolev embedding theorem and Ho¨lder interpolation estimates.
(6) Theorem A is proven in Section 7 using the Schauder fixed-point theorem. This final
stage is still not yet completely trivial, and a further novelty is required in the form
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of Lemma 7.1.3, which, using once again the Sobolev inequality and Ho¨lder interpolation
estimates, along with the quasi-linearity of the MCFS functional itself, allows us to improve
our estimate of the quadratic error of the MCFS functional over the Grim end by a sufficient
factor for existence to be proven.
(7) Finally, in Appendix A, we provide a complete description of the notation, conventions
and terminology used throughout the paper. In addition, for the reader’s convenience,
various well-known geometric and analytic results are collected here.
The author is grateful to Knut Smoczyk for drawing this interesting problem to his
attention. He is likewise grateful to Detang Zhou and Andrew Clarke for helpful conver-
sations and their invaluable insights.
2 - Grim Surfaes.
2.1 - The Large Scale. We define a Grim surface to be any unit speed mean curvature
flow soliton which is a graph over some domain in R2. We define a Grim end to be a Grim
surface which is defined over some unbounded annulus A(a,∞). In this section, we study
rotationally symmetric Grim surfaces defined over some annulus A(a, b). We first recall
the general formula for such surfaces. Let u be a twice differentiable function defined over
some closed interval [a, b] and let Σ be the surface of revolution generated by rotating its
graph about the z-axis. The principle curvatures of Σ in the radial and angular directions
are respectively
cr =
−urr√
1 + u2r
3 , and
cθ =
−ur
r
√
1 + u2r
,
(2.1)
where r here denotes the radial distance in A(a, b) from the origin, and the subscript
r denotes differentiation with respect to this variable. The vertical component of the
upward-pointing, unit normal vector over Σ is
〈NΣ, ez〉 = 1√
1 + u2r
, (2.2)
so that, by (1.1), Σ is a rotationally symmetric Grim surface whenever
rurr + (ur − r)(1 + u2r) = 0. (2.3)
Solutions of this equation have no straightforward closed form. However it will be sufficient
for our purposes to obtain approximations by semi-convergent - that is, asymptotic - series.
We first derive an asymptotic formula which is valid as r tends to infinity.
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Theorem 2.1.1
If u :]a,∞[→ R is a solution of (2.3) then, as r → +∞,
u =
1
2
r2 − log(r) + a+O
(
r−(k+2)
)
, (2.4)
for some real constant a.*
Theorem 2.1.1 follows immediately upon integrating (2.13), below. A similar result has
already been obtained by Clutterbuck, Schnu¨rer & Schulze in [2]. However, we consider it
worth deriving (2.4) in full as not only are our techniques considerably different, but we also
find that this case serves as good preparation for the more subtle small-scale asymptotic
estimates that will be studied in the following sections.
Define the non-linear operator G by
Gv := rvr + (v − r)(1 + v2), (2.5)
and observe that v solves Gv = 0 if and only if its integral is the profile of a Grim surface.
We first derive formal solutions to (2.5). To this end, we define a Laurent series in the
formal variable R to be a formal power series of the form
V :=
k∑
m=−∞
VmR
m, (2.6)
where, for all m, Vm is a real number and k is some finite integer, which we henceforth call
the order of V . Since the operations of formal multiplication and formal differentation are
well-defined over the space of Laurent series, the operator G also has a well-defined action
over this space.
Lemma 2.1.2
There exists a unique Laurent series V such that GV = 0. Furthermore,
(1) V has order 1;
(2) V1 = 1, V−1 = −1;
(3) if m is even, then Vm = 0; and
(4) if Vˆn :=
∑1
m=1−2n VmR
m denotes the n’th partial sum of V , then GVˆn is a finite
Laurent series of order (1− 2n).
Proof: Consider the ansatz (2.6). If k ≤ −1, then the highest order term in GV is (−R),
if k = 0, then it is (−R)(1 + V 20 ), and if k ≥ 2, then it is V 3k R3k. Since none of these
vanish, it follows that V must be of order 1. In this case, the highest order term in GV is
* We refer the reader to Appendix A for a detailed review of the notation used here and
throughout the sequel.
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V 21 (V1 − 1)R3 so that, in order to have non-trivial solutions, we require V1 = 1. We now
have
R
dV
dR
+ (V −R)(1 + V 2) = R +
0∑
m=−∞
(m+ 1)VmR
m +
2∑
m=−∞


∑
p+q+r=m,
p≤0,
q,r≤1
VpVqVr

Rm.
In particular, setting the coefficients of R2 and R respectively equal to 0 yields
V0 = 0, V−1 = −1.
For all m ≤ −2, setting the coefficient of Rm+2 equal to 0 now yields
Vm +


∑
p+q+r=m+2,
m+1≤p≤−1,
m+2≤q,r≤1
VpVqVr

+ (m+ 3)Vm+2 = 0. (2.7)
The existence and uniqueness of V now follow from this recurrence relation. Furthermore,
if p + q + r = m + 2, and if m is even, then at least one of p, q and r is also even, and
since V0 = 0, it follows by induction that Vm = 0 for all even m. In addition, by (2.7), for
all n, and for all m ≥ (3− 2n), the coefficient of Rm in GVˆn is equal to 0. However, since
V−2n = 0, by (2.7) again, the coefficient of R
2−2n in GVˆn is also equal to 0, so that GVˆn is
a finite Laurent series of order (1− 2n), as desired. 
For all n, define the n’th partial sum vn :]0,∞[→ R by
vn(r) :=
1∑
m=1−2n
Vmr
m. (2.8)
We now show that the sequence (vn) yields successively better approximations over the
large scale of the exact solutions of Gv = 0. We first derive zero’th order bounds.
Lemma 2.1.3
If v : [a,∞[→ R solves (2.5) then, for large r,
|v0 − v| . 1
r
. (2.9)
Proof: Consider the family of polynomials pt(y) = (y − 1)(t2 + y2). For all t > 0,
y = 1 is the unique real root of pt. Since y = 0 is the unique local maximum of p0, for
sufficiently small t, the unique local maximum of pt is also near 0, and the value of pt at
7
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this point is less than −t2/2. Since p0 is convex over the interval [1/3,∞[, for 1/3 < y < 1,
p0(y) 6 (3/2)(1 − y)p0(1/3) = (y − 1)/9 and so, for sufficiently small t, over the smaller
interval [1/2, 1], pt(y) 6 (y − 1)/18.
Now let v be a solution of Gv = 0. In particular, using a dot to denote differentiation
with respect to r, we have v˙ = −r2p1/r(v/r). Suppose, furthermore, that r ≫ 1 so that
the estimates of the preceeding paragraph hold for p1/r. When v ≥ r, v˙− r˙ = v˙− 1 ≤ −1,
so that, for sufficiently large r, v(r) 6 r. If v 6 r/2, then v˙ − r˙/2 > r/2 − 1/2, so
that, for sufficiently large r, v(r) > r/2. Finally, if r/2 6 v 6 r then, by the preceding
discussion, v˙ > r(r − v)/18. It follows that if w := r(v0 − v) = r(r − v), then w > 0 and
w˙ = 2r − v − rv˙ 6 r + w/r − rw/18. Since this is negative for w > 36 and r > 6, the
function w is bounded, and the result follows. 
Lemma 2.1.4
If v : [a,∞[→ R solves (2.5) then, for all n, and for large r,
|vn − v| . r−(2n+1). (2.10)
Proof: For all n, let wn := r
2n−1(vn − v) be the rescaled error. We prove by induction
that |wn| . r−2 for all n. Indeed, the case n = 0 follows from (2.9). We suppose therefore
that n ≥ 1. Since wn = r2wn−1 + V1−2n, it follows by the inductive hypothesis that wn
is bounded. Now let P (a, b) denote any polynomial in the variables a and b. Since Gvn is
a finite Laurent polynomial of order (1 − 2n), using a dot to denote differentiation with
respect to r, we have
w˙n =
(2n− 1)
r
wn + r
2n−2(rv˙n − rv˙)
=
1
r
P
(
1
r
, wn
)
− r2n−2 ((vn − r)(1 + v2n)− (v − r)(1 + v2))
=
1
r
P
(
1
r
, wn
)
− 1
r
wn
(
1− r(vn + v) + (v2n + vnv + v2)
)
.
Since v = vn− r−(2n−1)wn and since (vn− r) is also a polynomial in r−1 with no constant
term, this yields
w˙n =
1
r
P
(
1
r
, wn
)
− rwn.
Since wn is bounded, there therefore exists a constant B > 0 such that for all r > 1,
|w˙n + rwn| 6 Br−1. (2.11)
In particular, for r ≥ 2 and r2wn ≥ 2B,
d
dr
r2wn = r
2(w˙n + rwn) + (2r − r3)wn ≤ Br − 1
2
r3wn ≤ 0,
so that r2wn is bounded from above. Since (−wn) also satisfies (2.11), we see that r2wn
is bounded from below, and this completes the proof. 
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Lemma 2.1.5
If v : [a,∞[→ R solves (2.5) then, for all n,
vn − v = O
(
r−(k+2n+1)
)
. (2.12)
In particular,
v = r − 1
r
+O
(
r−(k+3)
)
. (2.13)
Proof: For all n, denote wn := (vn − v). As in the proof of Lemma 2.1.4, we obtain
w˙n = P1
(
1
r
, wn
)
rwn +
1
r
Gvn,
where P1 is some polynomial. Since Gvn is a finite Laurent polynomial of order (1− 2n),
it follows by induction that, for all k,
dkwn
drk
= Pk
(
1
r
, wn
)
rkwn +Qk
(
1
r
, wn
)
rk−(2n+1),
where Pk and Qk are polynomials. It follows by (2.10) that, for all k,
∣∣∣∣ dkdrk (vn − v)
∣∣∣∣ =
∣∣∣∣dkwndrk
∣∣∣∣ . rk−(2n+1).
However, since (vn+k − vn) is a finite Laurent series of order −(2n+ 1), for all k,
∣∣∣∣ dkdrk (vn − v)
∣∣∣∣ ≤
∣∣∣∣ dkdrk (vn − vn+k)
∣∣∣∣+
∣∣∣∣ dkdrk (vn+k − v)
∣∣∣∣ . r−(k+2n+1),
and the result follows. 
2.2 - The Small Scale - Formal Solutions. We now study solutions to (2.5) over the
small scale. Fix positive constants C ≫ 1 and η ≪ 1 which we henceforth consider to be
universal. Let ∆ be a large, positive real number, and let ǫ, A > 0 and c ∈ R be such that
(
ǫA4+η +
1
A1−η
)
≤ 1
∆
, ǫA5−η ≥ ∆, |c| ≤ C. (2.14)
These conditions, which appear in the statement of Theorem A, will be used repeatedly
throughout the paper. Observe, in particular, that (2.14) implies that ǫ becomes small
and A becomes large as ∆ tends to infinity. We will prove
9
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Theorem 2.2.1
For all sufficiently large ∆, and for all A, ǫ satisfying (2.14), there exists a smooth function
σ[ǫ, A] : R → R such that, for all c ∈ [−C,C], if v : [ǫA, ǫA4] → R solves Gv = 0 with
initial value
v(ǫA) =
1
A
σ[ǫ, A](c) +
ǫA
2
, (2.15)
then
v(r) =
1
2
r +
cǫ
r
+O
([
1 + log
( r
ǫA
)] 1
rk
(
r +
ǫ
r
)3)
, (2.16)
Furthermore, the function σ[ǫ, A] converges to the identity in the C∞loc sense as ∆ tends to
+∞.
The function σ[ǫ, A] will be defined explicitly in Section 2.3, below, and Theorem 2.2.1 will
follow immediately from Lemma 2.4.2, below. The constant c will henceforth be referred to
as the logarithmic parameter of the function v. Observe that, up to a small perturbation,
it is related to the initial value of v by a linear function. This perturbation is required in
order to guarantee good estimates over the whole interval. Indeed, replacing σ[ǫ, A](c) by
c in (2.15) would increase the error in (2.16), since it would then have to be of order (ǫ/r).
In order to appreciate Theorem 2.2.1 and the argument that follows, we find it helpful
to first recall the geometric properties of the function v over the interval [ǫA, ǫA4]. Indeed,
by definition, its integral u is the profile of some Grim surface. However, it is known (c.f.
[2]) that, near the lower end of this interval, the first term in the MCFS equation (1.1)
dominates, so that the graph of u is close to some minimal catenoid in R3 and the function
u itself is approximately logarithmic. On the other hand, near the upper end of this
interval, it is the second term in the MCFS equation which dominates, and the function
u is approximately quadratic, in accordance with the asympototic formula obtained in
the preceding section. These two contrasting behaviours are reflected in (2.16) by the ǫ/r
terms and the r terms respectively.
In order to derive an asymptotic formula for u that simultaneously describes these two
behaviours, we introduce two abstract variablesM and N , whereM measures its quadratic
behaviour, and N measures its logarithmic behaviour. By expressing the equation Gv = 0
in terms of these new variables, the asymptotic formula for v is then readily obtained in
the same manner as in Section 2.1 namely, by first determining formal solutions which
then serve as approximations for exact solutions.
Upon applying the change of variables r := ǫAex we obtain
Gv = Dv − ǫAex + (v − ǫAex)v2, (2.17)
where the operator D is defined by
Dv := vx + v, (2.18)
and the subscript x here denotes differentiation with respect to this variable. Now let
R[X,M,N ] be the ring of polynomials with real coefficients in the variables X , M and N .
We consider a general element V of R[X,M,N ] as a sum of the form
V =
∑
p,q≤k
Vp,q(X)M
pN q, (2.19)
10
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where, for all p, q, Vp,q is a polynomial in the variable X and k is some finite, non-negative
integer which we henceforth refer to as the order of V . There is a natural correspondence
sending R[X,M,N ] into the space of continuous functions over [0, 3log(A)] given by
V 7→ v(x) :=
∑
p,q≤k
Vp,q(x) (ǫAe
x)
p
( c
A
e−x
)q
. (2.20)
In other words, this correspondence is the unique R[X ]-ring homomorphism which sends
M to ǫAex and N to c
A
e−x. Although this homomorphism is not injective, it keeps track
of the parameters ǫ, A and c, and this is why it serves our purposes. Operators G and D
are also defined over R[X,M,N ] by
GV := DV −M + (V −M)V 2, and
(DV )p,q :=
(
d
dX
+ 1 + (p− q)
)
Vp,q,
(2.21)
where ddX here denotes the operator of formal differentiation with respect to the variableX .
In particular, G and D both map through the above correspondence to the operators given
in (2.17) and (2.18) respectively, thereby justifying this notation. Observe, furthermore,
that D defines a surjective linear map from R[X,M,N ] to itself and that its kernel consists
of finite sums of the form
V =
∑
p≤k
apM
pNp+1,
where a0, ..., ak are real constants.
Let R[X ][[M,N ]] be the ring of formal power series over the variables M and N with
coefficients that are polynomials in the variable X . Observe that the operators G and D
naturally extend again to well-defined operators over this space.
Lemma 2.2.2
There exists a unique formal power series V in R[X ][[M,N ]] such that
(1) V0,1 = 1;
(2) Vp,p+1(0) = 0 for all p ≥ 1; and
(3) GV = 0.
Furthermore,
(4) V1,0 =
1
2 ;
(5) if p+ q is even, then Vp,q = 0; and
(6) if p+ q = 2k + 1 is odd, then Vp,q has order at most k in X .
Finally, if we denote
Vˆk :=
∑
p+q≤2k+1
Vp,q(X)M
pN q,
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then,
(7) if (p+ q) ≤ (2k + 1), then the coefficient of MpN q in GVˆk vanishes;
(8) if (p+ q) > (2k + 1) is even, then the coefficient of MpN q in GVˆk vanishes; and
(9) if (p + q) > (2k + 1) is odd, then the coefficient of MpN q in GVˆk has order at most
(p+ q − 3)/2 in X .
Proof: Let V =
∑
p,q Vp,q(X)M
pN q be an element of R[X ][[M,N ]] which solves GV = 0.
For all (p, q), equating the coefficient of MpN q in GV to 0, we obtain
(
d
dX
+ (1 + (p− q))
)
Vp,q = δp1δq0 −
∑
p1+p2+p3=p,
q1+q2+q3=q.
Vp1,q1Vp2,q2Vp3,q3
+
∑
p1+p2=p−1,
q1+q2=q.
Vp1,q1Vp2,q2 .
(2.22)
In particular,
dV0,0
dX
+ V0,0(1 + V
2
0,0) = 0,
and since there exists no non-trivial polynomial solution to this equation, it follows that
that V0,0 = 0. From this it follows that the two summations on the right hand side of
(2.22) only involve terms of order at most p+ q− 2 in (M,N). In particular, V0,1 satisfies
dV0,1
dX
= 0.
It is thus constant, and we henceforth set it equal to 1. It now follows by induction that
there exists a unique sequence of polynomials (Vp,q) satisfying (2.22) such that V0,1 = 1
and Vp,p+1(0) = 0 for all p ≥ 1.
To prove (4), observe that V1,0 satisfies
dV1,0
dX + 2V1,0 = 1 so that, since it is a polyno-
mial, V1,0 =
1
2 , as desired. To prove (5), observe that if p+ q is even, then every summand
on the right hand side in (2.22) involves at least one term of the form Vp′,q′ , where p
′ + q′
is an even number no greater than p+ q − 2. Since V0,0 = 0, it follows by induction that
Vp,q = 0 whenever p + q is even, as desired. To prove (6), suppose that for all l < k,
and for p + q = 2l + 1, the polynomial Vp,q has order at most l in X . By (2.22), for all
p+q = 2k+1, the polynomial Vp,q is obtained by integrating terms of order at most (k−1)
in X , and it follows by induction that Vp,q has order at most k in X , as desired.
Finally, observe that, by (2.22), the term Vp,q is defined by setting the coefficient
of MpN q equal to zero in GV , and (7) follows. Furthermore, for p + q > (2k + 1), the
coefficient of MpN q in GV is equal to the right hand side of (2.22). (8) and (9) now follow
by similar arguments used to prove (5) and (6), above, and this completes the proof. 
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2.3 - The Small Scale - Exact Solutions I. Let V be the formal power series con-
structed in Lemma 2.2.2. For ǫ, A satisfying (2.14), for c ∈ R, and for non-negative, integer
k, let vk,c be the k’th partial sum of V with logarithmic parameter c, that is
vk,c(x) :=
∑
p+q≤2k+1
Vp,q(x) (ǫAe
x)
p
( c
A
e−x
)q
. (2.23)
Define the function σ[ǫ, A, k] : R→ R by
σ[ǫ, A, k](c) := Avk,c(0)− ǫA
2
2
. (2.24)
Trivially, if v : [0, 3log(A)]→ R satisfies
v(0) =
1
A
σ[ǫ, A, k](c) +
ǫA
2
,
then v has the same initial value as vk,c. Observe that σ[ǫ, A, k] is a polynomial in c with
coefficients that depend on ǫ, A and k and, for all k, σ[ǫ, A, k] converges to the identity in
the C∞loc sense as ∆ tends to infinity. We will see presently that the estimates we require
follow when k is at least 9, and we therefore define
σ[ǫ, A](c) := σ[ǫ, A, 9](c). (2.25)
This is the function that appears in the statement of Theorem 2.2.1.
As in Section 2.1, we now determine zero’th order bounds for the difference be-
tween vk,c and an exact solution with the same initial value. We achieve this via the
contraction mapping theorem. We first introduce the required analytic framework. For
T ∈ [0, 3log(A)], let C0([0, T ]) be the Banach space of continuous functions over the in-
terval [0, T ] furnished with the uniform norm and let C10 ([0, T ]) be the Banach space of
continuously differentiable functions over this interval with initial value 0, furnished with
the norm
‖w‖C10 := ‖wx‖C0 , (2.26)
where, we recall, the subscript x here denotes differentiation with respect to this variable.
Observe that, for all w ∈ C10 ([0, T ]),
‖w‖C0 ≤ T‖w‖C10 . (2.27)
Lemma 2.3.1
The operator D defines a linear isomorphism from C10 ([0, T ]) into C0([0, T ]). Furthermore,
the operator norms of D and its inverse satisfy
‖D‖ ≤ 1 + T, ‖D−1‖ ≤ 2. (2.28)
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Proof: First, bearing in mind (2.27),
‖Dw‖C0 ≤ ‖wx‖C0 + ‖w‖C0 ≤ (1 + T )‖w‖C10 ,
so that ‖D‖ ≤ 1 + T . By inspection, for all w,
(D−1w)(x) = e−x
∫ x
0
eyw(y)dy.
In particular,
‖D−1w‖C0 ≤ ‖w‖C0 .
Thus,
‖D−1w‖C10 = ‖(D
−1w)x‖C0 ≤ ‖DD−1w‖C0 + ‖D−1w‖C0 ≤ 2‖w‖C0 ,
so that ‖D−1‖ ≤ 2. This completes the proof. 
Consider now the functional H : C10 ([0, T ])→ C0([0, T ]) given by
H(w) := G(vk + w). (2.29)
Its Frechet derivative at w is
DH(w)f := Df + E(w)f, (2.30)
where
E(w)f := 3(vk,c + w)2f − 2ǫAex(vk,c + w)f. (2.31)
Lemma 2.3.2
For all w ∈ C10 ([0, T ]), the operator norm of E(w), considered as a linear map from
C10 ([0, T ]) into C
0([0, T ]), satisfies
‖E(w)‖ . T
(
(ǫAeT )2 +
1
A2
+ T 2‖w‖2C10
)
. (2.32)
Proof: Indeed, over [0, T ],
‖ǫAex‖C0 ≤ ǫAeT ,
∥∥∥ c
A
e−x
∥∥∥
C0
≤ c
A
.
Thus, by Lemma 2.2.2 and (2.14),
‖vk‖C0 .
k∑
i=0
(1 + T i)
(
ǫAeT +
1
A
)2i+1
. ǫAeT +
1
A
,
so that, by (2.27) and (2.31),
‖E(w)f‖C0 .
(
(ǫAeT )2 +
1
A2
+ ‖w‖2C0
)
‖f‖C0
. T
(
(ǫAeT )2 +
1
A2
+ T 2‖w‖2C10
)
‖f‖C10 ,
as desired. 
Define the map Φ : C10 ([0, T ])→ C10 ([0, T ]) by
Φ(w) := w −D−1H(w). (2.33)
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Lemma 2.3.3
For w,w ∈ C10 ([0, T ]),
‖Φ(w)− Φ(w)‖C10 . T
(
(ǫAeT )2 +
1
A2
+ T 2‖w‖2C10 + T
2‖w‖2C10
)
‖w − w‖C10 . (2.34)
Proof: Indeed, for w,w ∈ C10 ([0, T ]), using (2.30),
Φ(w)− Φ(w) = w − w −D−1 (H(w)−H(w))
= −D−1 (H(w)−H(w)−D(w − w))
= −D−1
(∫ 1
0
E(tw + (1− t)w)dt
)
(w − w).
Thus, by (2.28) and (2.32),
‖Φ(w)− Φ(w)‖C10 . T
(
(ǫAeT )2 +
1
A2
+ T 2‖w‖2C1
0
+ T 2‖w‖2C1
0
)
‖w − w‖C10 ,
as desired. 
Applying the contraction-mapping theorem now yields
Lemma 2.3.4
For sufficiently large ∆, if vk,c is the k’th partial sum of V with logarithmic parameter c,
and if v : [0, 3log(A)]→ R solves Gv = 0 with initial value
v(0) =
1
A
σ[ǫ, A, k](c) +
ǫA
2
, (2.35)
then
‖v − vk,c‖C0 . (1 + T k+1)
(
ǫAeT +
1
A
)2k+3
. (2.36)
Proof: By Lemma 2.2.2,
‖Gvk‖C0 .
(
1 + T k
)(
ǫAeT +
1
A
)2k+3
.
By (2.28), there therefore exists B > 0, which we may consider to be universal, such that
‖Φ(0)‖C10 = ‖D
−1Gvk‖C10 ≤ B(1 + T
k)
(
ǫAeT +
1
A
)2k+3
.
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Let X be the closed ball of radius 2B(1+T k)
(
ǫAeT + A−1
)2k+3
about 0 in C10 ([0, T ]). By
(2.14), if w,w ∈ X then, in particular,
T‖w‖C10 , T‖w‖C10 .
(
ǫAeT +
1
A
)
,
so that, by (2.34) and (2.14) again,
‖Φ(w)− Φ(w)‖C10 .
1
∆
‖w − w‖C10 .
The map Φ thus defines a contraction from X to itself, and there therefore exists w ∈ X
such that Φ(w) = w. In particular Hw = 0, and
‖w‖C0 ≤ T‖w‖C10 . (1 + T
k+1)
(
ǫAeT +
1
A
)2k+3
.
Finally, by definition of the function σ[ǫ, A, k], v(0) = vk,c(0) so that, by uniqueness of
solutions to ODEs with prescribed initial values, v − vk,c = w, and the result follows. 
2.4 - The Small Scale - Exact Solutions II. The final step in proving Theorem 2.2.1
involves extending the estimates obtained in Lemma 2.3.4 to derivatives of all orders.
Lemma 2.4.1
If vk,c and v are as in Lemma 2.3.4, then
v = vk,c +O
(
(1 + T k+1)
(
ǫAeT +
1
A
)2k+3)
. (2.37)
Proof: Denote w := v−vk,c. Since vk,c is a polynomial in ǫAex and cAe−x with coefficients
in R[X ], as in the proof of Lemma 2.1.4,
wx = P1
(
w, ǫAex,
c
A
e−x
)
w + Gvk,c,
for some polynomial P1 with coefficients in R[X ]. Since Gvk,c is also a polynomial in ǫAex
and cAe
−x with coefficients in R[X ], it follows by induction that for all l,
dl
dxl
w = Pl
(
w, ǫAex,
c
A
e−x
)
w +
l−1∑
p=0
Qp,l
(
w, ǫAex,
c
A
) dp
dxp
Gvk,c, (2.38)
for suitable polynomials Pl and (Qp,l)0≤p≤l−1 also with coefficients in R[X ]. However, by
(2.36),
‖w‖C0 . (1 + T k+1)
(
ǫAeT +
1
A
)2k+3
.
Thus, by (2.14), ∥∥∥Pl (w, ǫAex, c
A
e−x
)∥∥∥
C0
,
∥∥∥Qp,l (ǫAex, c
A
e−x
)∥∥∥
C0
. 1.
Finally, Lemma 2.2.2 and (2.14) again,∥∥∥∥ dl−1dxl−1Gvk
∥∥∥∥
C0
.
(
1 + T k
)(
ǫAeT +
1
A
)2k+3
,
and the result follows upon combining these relations. 
16
On complete embedded translating solitons...
Lemma 2.4.2
If vk,c is the k’th partial sum of V with logarithmic parameter c, and if v : [ǫA, ǫA
4]→ R
solves Gv = 0 with initial value
v(0) =
1
A
σ[ǫ, A, 4k+ 9](c) +
ǫA
2
, (2.39)
then, for sufficiently large ∆,
v = vk,c +O
((
1 + xk+1
)(
ǫAex +
1
A
e−x
)2k+3)
. (2.40)
Remark: Since r = ǫAex, by the chain rule,
d
dr
=
1
r
d
dx
,
so that Theorem 2.2.1 follows immediately from (2.40) upon setting k = 0.
Proof: For non-negative, integer l, if v : [0, 3log(A)]→ R solves Gv = 0 with initial value
as in (2.35) then, since (2.37) holds for all T ∈ [0, 3log(A)],
v = vl,c +O
((
1 + xl+1
)(
ǫAex +
1
A
)2l+3)
.
In particular, if v : [0, 3log(A)] → R now solves Gv = 0 with initial value given by (2.39),
then, bearing in mind (2.14),
v = v4k+9,c +O
((
1 + xk+1
)(
ǫAex +
1
A
e−x
)2k+3)
.
However, by Lemma 2.2.2 and (2.14) again,
v4k+9,c = vk,c +O
((
1 + xk+1
)(
ǫAex +
1
A
e−x
)2k+3)
,
and the result follows. 
2.5 - The Small Scale - Solutions of the Linearised Equation. We conclude
this section by studying how solutions of the equation Gv = 0 vary with the logarithmic
parameter c.
17
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Theorem 2.5.1
For sufficiently large ∆ and for all A, ǫ, C satisfying (2.14), if, for all c ∈ [−C,C], the
function vc : [ǫA, ǫA
4]→ R solves Gvc = 0 with initial value
vc(ǫA) =
1
A
σ[ǫ, A](c) +
ǫA
2
,
then
dvc
dc
(r) =
ǫ
r
+O
([
1 + log
( r
ǫA
)] 1
rk
(
r +
ǫ
r
)3)
. (2.41)
Theorem 2.5.1 follows from (2.49), below, via a similar reasoning to that used in Section
2.4. It suffices to study solutions of the linearisation of G about v, the asymptotic prop-
erties which are readily derived from the analysis of the previous sections. Indeed, let
R[X ][[M,N ]] be as in Section 2.2 and define the operator ∂N over this space by
(∂NV )p,q := (q + 1)Vp,q+1. (2.42)
In other words, ∂N is simply the operator of formal differentiation with respect to N .
By explicit calculation, N∂N commutes with D. Now let V be the formal power series
constructed in Lemma 2.2.2 and define
W := N∂NV. (2.43)
Applying N∂N to the relation GV = 0 yields
DW + 3V 2W − 2MVW = 0, (2.44)
so that W is a formal solution to the linearisation of G about the formal series V .
Fix a non-negative integer k, let Vˆk be as in Lemma 2.2.2 and denote
Wˆk :=
∑
p+q≤2k+1
Wp,q(X)M
pN q. (2.45)
By (2.44),
DWˆk + 3Vˆ 2k Wˆk − 2MVˆkWˆk = O((M +N)2k+3). (2.46)
Consider now ∆, C > 0, let ǫ, A > 0 and c ∈ R satisfy (2.14), and let vk,c and wk,c be the
functions corresponding to Vˆk and Wˆk respectively. By (2.46), for all k,
Dwk,c + 3v2k,cwk,c − 2(ǫAex)vk,cwk,c = O
(
xk+1
(
ǫAex +
1
A
e−x
)2k+3)
. (2.47)
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Lemma 2.5.2
For sufficiently large ∆ and for all T ∈ [0, 3log(A)], if v : [0, T ] → R solves Gv = 0 with
initial value
v(0) =
1
A
σ[ǫ, A, k](c) +
ǫA
2
,
and if w : [0, T ]→ R solves
Dw + 3v2w − 2ǫAexvw = 0 (2.48)
with initial value w(0) = wk,c(0), then
‖w − wk,c‖C10 . (1 + T )
k+1
(
ǫAeT +
1
A
)2k+3
. (2.49)
Proof: Indeed, by (2.47),
∥∥Dwk,c + 3v2k,cwk,c − 2(ǫAex)vk,cwk,c∥∥ . (1 + T )k+1
(
ǫAeT +
1
A
)2k+3
.
Observe that
‖v‖C0 , ‖vk,c‖C0 , ‖wk,c‖C0 . 1.
Thus, by (2.36), ∥∥(3v2k,c − 3v2)wk,c∥∥C0 = 3 ‖(vk,c − v)(vk,c + v)wk,c‖C0
. (1 + T )k+1
(
ǫAeT +
1
A
)2k+3
.
Likewise
‖(2(ǫAex)vk,c − 2(ǫAex)v)wk,c‖C0 . (1 + T )k+1
(
ǫAeT +
1
A
)2k+3
.
Thus ∥∥D(wk,c − w) + 3v2(wk,c − w)− 2(ǫAex)v(wk,c − w)∥∥C0
=
∥∥Dwk,c + 3v2wk,c − 2(ǫAex)vwk,c∥∥C0
. (1 + T )k+1
(
ǫAeT +
1
A
)2k+3
.
(2.50)
Observe now that, for all φ : [0, T ]→ R,
3v2φ− 2ǫAexφ = E(v − vk,c)φ,
where E is given by (2.31). In particular, by (2.14), (2.32) and (2.36), the operator norm
of E(v − vk,c) consider as a map from C10 ([0, T ]) into C0([0, T ]) satisfies
‖E(v − vk,c)‖ . T
((
ǫAeT
)2
+
1
A2
)
.
Thus, by (2.28), for sufficiently large ∆, the operator D+ E(v− vk,c) defines an invertible
map from C10 ([0, T ]) into C
0([0, T ]) and the result now follows by (2.50). 
Theorem (2.41) now follows as indicated above. In addition, a further iteration of this
process also yields
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Theorem 2.5.3
With the same hypotheses as in Theorem 2.5.1,
d2vc
dc2
(r) = O
([
1 + log
( r
ǫA
)] 1
rk
(
r +
ǫ
r
)3)
. (2.51)
3 - The Grim Paraboloid.
3.1 - The MCFS Jacobi Operator. The Grim paraboloid, which we henceforth denote
by G0, is defined to be the unique rotationally symmetric mean curvature flow soliton which
is a graph over the whole of R2. Put differently, using the notation of Section 2, there is a
unique solution v to the ODE Gv = 0 which is defined over the whole interval ]0,∞[. This
solution tends to 0 as x tends to 0, and the Grim paraboloid is the surface of revolution
generated by rotating the graph of its integral about the z-axis.
Let J be the MCFS Jacobi operator of the Grim paraboloid as defined in Appendix
A.2. In this section, we show that this operator defines a linear isomorphism over suitably
weighted Sobolev and Ho¨lder spaces. We first introduce the spaces of interest to us. Let
g denote the metric induced over R2 by the graph G0, that is
g := (1 + v2)dr2 + r2dθ2. (3.1)
For all non-negative, integer m, let ‖ · ‖Hm(G) denote the Sobolev norm of order m of
functions over R2 with respect to this metric, as defined in Appendix A.5. Likewise, for all
non-negative, integer m, and for all α ∈ [0, 1], let ‖ · ‖Cm,α(G) denote the Ho¨lder norm of
order (m,α) of functions over R2 with respect to this metric, as defined also in Appendix
A.5. Observe that, by (2.4), these Sobolev and Ho¨lder norms are uniformly equivalent to
the Sobolev and Ho¨lder norms defined with respect to the more straightforward metric
g′ := (1 + r2)dr2 + r2dθ2. (3.2)
For all non-negative, integer m, let Hm(G) denote the Sobolev space of measurable func-
tions f over R2 whose distributional derivatives up to and including order m are locally
square integrable and which satisfy ‖f‖Hm(G) <∞. Likewise, for all non-negative, integer
m, and for all α ∈ [0, 1], let Cm,α(G) denote the Ho¨lder space of m-times differentiable
functions f over R2 which satisfy ‖f‖Cm,α(G) <∞. Recall that both Hm(G) and Cm,α(G),
furnished with the above norms, are Banach spaces.
For all real γ, define φγ : R
2 → R by
φγ := e
(1+γ)u
2 . (3.3)
where u here denotes the integral of v with initial value 0. For all non-negative, integer
m, for all α ∈ [0, 1] and for all real γ, define the weighted Sobolev and Ho¨lder norms of
weight γ over R2 by
‖f‖Hmγ (G) := ‖φγf‖Hm(G), and
‖f‖Cm,αγ (G) := ‖φγf‖Cm,α(G).
(3.4)
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Observe that, by (2.4) again, these weighted Sobolev and Ho¨lder norms are uniformly
equivalent to the weighted norms defined using instead of φγ the more straightforward
weight function
φ′γ := e
(1+γ)r2
4 . (3.5)
For all non-negative, integer m, for all α ∈ [0, 1], and for all real γ, define the weighted
Sobolev and Ho¨lder spaces of weight γ over R2 by
Hmγ (G) := {f | φγf ∈ Hm(G)} , and
Cm,αγ (G) := {f | φγf ∈ Cm,α(G)} .
(3.6)
These spaces, furnished with the weighted Sobolev and Ho¨lder norms are trivially also
Banach spaces.
Since G0 is a graph over R
2, its MCFS Jacobi operator may be thought of as an
operator acting on functions over R2. In particular, as we will see presently, for all α ∈ [0, 1],
and for all real γ, J defines bounded linear maps fromH2γ(G) into H
0
γ(G) and from C
2,α
γ (G)
into C0,αγ (G). We show
Theorem 3.1.1
(1) For all sufficiently small γ, J defines a linear isomorphism from H2γ(G) into H
0
γ(G).
(2) For all α ∈]0, 1[ and for all sufficiently small γ, J defines a linear isomorphism from
C2,αγ (G) into C
0,α
γ (G).
Theorem 3.1.1 will follow from Lemmas 3.2.6 and 3.3.4 below. Before proceeding, we first
observe that, for all γ, the function φγ is strictly positive so that, for all non-negative,
integer m, and for all α ∈ [0, 1], the operator of multiplication by this function, which we
denote by Mγ , defines linear isomorphisms from H
m
γ (G) into H
m(G) and from Cm,αγ (G)
into Cm,α(G). For all real γ, we therefore define,
Jγ :=MγJM
−1
γ . (3.7)
This operator is none other than the φγ -Jacobi operator of the Grim paraboloid, which
has been studied in detail in [3], [4], [5] and [6]. Trivially, J defines linear isomorphisms
from H2γ(G) into H
0
γ(G) and from C
2,α
γ (G) into C
0,α
γ (G) if and only if Jγ defines linear
isomorphisms from H2(G) into H0(G) and from C2,α(G) into C0,α(G) respectively.
Lemma 3.1.2
For all real γ,
Jγf = ∆
G0f − γ〈ez,∇G0f〉+ (γ
2 − 1)
4
f − (1 + γ)
2
4
〈ez, NG0〉2f + Tr(A2G0)f. (3.8)
Proof: By (A.3),
∇G0φ−1γ = −
(1 + γ)
2φγ
πG0(ez), and
HessG0φ−1γ =
(1 + γ)2
4φγ
dz ⊗ dz + (1 + γ)
2φγ
〈ez, NG0〉IIG0 .
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However, since G0 is a mean curvature flow soliton, HG0 = −〈ez , NG0〉, and taking the
trace therefore yields
∆G0φ−1γ =
(1 + γ)2
4φγ
− (1 + γ)(3 + γ)
4φγ
〈ez, NG0〉2.
Thus, by (A.2),
φγJ0φ
−1
γ =
(γ2 − 1)
4
− (1 + γ)
2
4
〈ez, NG0〉2 + Tr(AG0)2.
The result now follows by (A.4). 
By (A.6) and (2.13),
〈ez, NG0〉2 = O(r−(2+k)), and
Tr(A2G0) = O(r
−(2+k)).
(3.9)
It follows that, as γ tends to 0, the family (Jγ) converges to J0 in every operator norm of
relevance to us. Since invertibility is stable under small perturbations, it will therefore be
sufficient to consider only the case where γ = 0 where, in particular, J0 is self-adjoint.
We now derive a formula for J0 which is better adapted to our purposes. First, let
c :]0,∞[→ R be such that, for all r, c(r) is the geodesic curvature of the circle C(r) with
respect to the metric induced by the graph G0 over R
2.
Lemma 3.1.3
The function c is given by
c =
1
r
〈ez, NG0〉. (3.10)
In particular, for large values of r,
c = O(r−(2+k)). (3.11)
Proof: Let D denote the Levi-Civita covariant derivative of the Euclidean metric over R3.
Think of C(r) as a horizontal circle in R3 at height u(r), where u here denotes the integral
of v with initial value 0. In particular, Deθeθ =
1
r er, where eθ and er denote respectively
the unit, horizontal vector fields in the angular and radial directions about the z-axis.
Since the geodesic curvature of C(r) with respect to the induced metric over G0 is equal
to the length of the tangential component of this vector, the function c is given by
c =
1
r
√
1− 〈er, NG〉2 = 1
r
〈ez, NG〉,
as desired. (3.11) now follows from (3.9), and this completes the proof. 
Let ρ :]0,∞[→ R be such that, for all r, ρ(r) is the intrinsic distance along G0 of any point
on the circle C(r) from the origin. Since ρ is obtained by integrating
√
1 + v2, by (2.4)
again, for large values of r,
ρr = r +O(r
−(k+1)), and
rρ =
1
r
+O(r−(k+3)),
(3.12)
where the subscripts r and ρ here denote differentiation with respect to the variables r
and ρ respectively.
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Lemma 3.1.4
Away from the z-axis,
J0f = fρρ + fθθ + cfρ − 1
4
f + ψf, (3.13)
where the subscripts ρ and θ denote differentiation along the unit radial and unit angular
directions in G0 and, for large values of ρ,
|ψ| . ρ−1. (3.14)
Proof: Indeed, away from the z-axis,
∆G0f = fρρ + fθθ + cfρ,
so that (3.13) follows by (3.8) and (3.9) with
|ψ| . r−2.
Finally, integrating (3.12), yields ρ . r2, so that r−2 . ρ−1 and the result follows. 
3.2 - Invertibility over Sobolev Spaces. We now obtain the invertibility of J0 for
Sobolev spaces. The main technical difficulty here arises from the non-compactness of the
ambient space. This is compensated for by the following integral formula.
Lemma 3.2.1
There exist B,R > 0 such that for all f in H2(G),
‖f |A(R,∞)‖L2(G) ≤ B
(‖f |A(R−1,R+1)‖L2(G) + ‖J0f |A(R−1,∞)‖L2(G)) . (3.15)
Proof: Since C∞0 (G) is dense in H
2(G), it suffices to prove the result when f is smooth
and has compact support. Denote g := J0f and define α, β :]0,∞[→ R by
α(ρ) :=
∫
C(ρ)
f2dl, and
β(ρ) :=
∫
C(ρ)
g2dl,
where C(ρ) here denotes the circle of points lying at intrinsic distance ρ along G0 from
the origin. Twice differentiating α yields
αρ =
∫
C(ρ)
2ffρ + f
2cdl, and
αρρ =
∫
C(ρ)
2f2ρ + 2ffρρ + 4ffρc+ f
2cρ + f
2c2dl,
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where the subscript ρ here denotes differentiation with respect to this variable. By (3.13),
αρρ =
∫
C(ρ)
2f2ρ − 2ffθθ +
1
2
f2 − 2ψf2 + 2fg + 2ffρc+ f2cρ + f2c2dl.
Integrating the term 2ffθθ by parts and applying the algebraic-geometric mean inequality
now yields
αρρ ≥
∫
C(ρ)
(
1
4
− 2ψ + cρ − c2
)
f2 − 4g2dl.
However, by (3.11), (3.12) and (3.14), c, cρ = crrρ and ψ all tend to 0 as ρ tends to +∞
so that, for sufficiently large ρ
αρρ ≥ 1
8
α − 4β.
Since f has compact support, upon integrating this relation we obtain, for sufficiently large
R,
‖f |A(R,∞)‖2L2(G) =
∫ ∞
R
αdρ ≤ 32
∫ ∞
R
βdρ− 8αρ(R) = 32‖Jˆ0f |A(R,∞)‖2L2(G) − 8αρ(R).
However, by the Sobolev trace formula and classical elliptic estimates,
αρ(R) ≤ B1‖f |A(R−1/2,R+1/2)‖2H2(G)
≤ B2
(
‖f |A(R−1,R+1)‖2L2(G) + ‖J0f |A(R−1,R+1)‖2L2(G)
)
,
for suitable constants B1 and B2. The result now follows upon combining the last two
relations. 
Lemma 3.2.2
There exist B,R > 0 such that for all f in H2(G),
‖f‖H2(G) ≤ B
(‖f |B(R)‖L2(G) + ‖J0f‖L2(G)) . (3.16)
Proof: Observe that G0 is geometrically finite in the sense that, as x tends to infinity
in G0, the geodesic ball of unit radius about x in this surface converges in the pointed
Cheeger-Gromov sense to the unit ball about the origin in R2. It thus follows by classical
elliptic theory (c.f. [7]) that there exists B > 0 such that
‖f‖H2(G) ≤ B
(‖f‖L2(G) + ‖J0f‖L2(G)) .
The result follows upon combining this relation with (3.15). 
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Lemma 3.2.3
J0 defines a Fredholm map from H
2(G) into L2(G) of Fredholm index equal to 0.
Proof: By Rellich’s compactness theorem, the canonical embedding of H2(G) into the
space L2(B(R)) is compact. Thus, by (3.16), J0 satisfies an elliptic estimate, as defined
in Appendix A.6, so that, by Theorem A.6.1, J0 has finite-dimensional kernel and closed
image. Observe now that J0 is self adjoint, and so Ker(J0) is contained within the or-
thogonal complement of Im(J0) in L
2(G). Conversely, suppose that u is an element of the
orthogonal complement of Im(J0). In particular, J0u = 0 in the distributional sense. It
follows by classical elliptic regularity that u is an element of H2(G) and, in particular, is
an element of Ker(J0). We conclude that the cokernel of J0 has finite-dimension equal to
that of Ker(J0) and so J0 is a Fredholm map of Fredholm index equal to 0, as desired. 
It remains only to prove that J0 has trivial kernel in H
2(G). We obtain a slightly more
general result which will serve also for the Ho¨lder space case of the following section.
Lemma 3.2.4
There exists no non-trivial, bounded function f : G0 → R such that J0f = 0.
Proof: Indeed, suppose that there exists a non-trivial bounded function f : G0 → R such
that J0f = 0. Upon multiplying by (−1), we may suppose that f is positive at some point.
Now, since all vertical translates of G0 are also mean curvature flow solitons, the function
µ = 〈ez, NG〉 is a Jacobi field over this surface, that is,
J0φ0µ = φ0Jµ = 0.
Since G0 is a graph, the function µ is everywhere strictly positive. It follows that φ0µ is
also positive, so that the quotient f/φ0µ is smooth. Since φ0 & e
r2/4 and µ = O(r−1), the
function φ0µ tends to infinity as r tends to infinity, and so f/φ0µ attains its maximum
value at some point x, say, of G0. In particular, upon rescaling, we may suppose that
f/φ0µ ≤ 1 and that f(x)/φ0(x)µ(x) = 1.
Bearing in mind that µ is positive, we define the operator Jµ :=M
−1
µ JMµ, where Mµ
here denotes the operator of multiplication by µ. Since Jµ = 0, by (A.4), this operator
has no zero’th order term. Thus, since Jµ(f/µφ0) = (1/µφ0)J0f = 0, it follows by the
strong maximum principle that f/φ0µ is constant and equal to 1. However, since φ0µ is
unbounded, this is absurd, and the result follows. 
Corollary 3.2.5
J0 has trivial kernel in H
2(G).
Proof: Indeed, by the Sobolev embedding theorem, every element of H2(G) is bounded,
and the result now follows by Lemma 3.2.4. 
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Lemma 3.2.6
For sufficiently small γ, J defines a linear isomorphism from H2γ(G) into H
0
γ(G).
Proof: Recall that this is equivalent to proving that, for sufficiently small γ, Jγ defines a
linear isomorphism from H2(G) into H0(G). Furthermore, by (3.8) and (3.9), Jγ converges
to J0 in the operator norm as γ tends to 0, so that it suffices to show that J0 defines a
linear isomorphism from H2(G) into H0(G), and the result now follows by Lemma 3.2.3
and Corollary 3.2.5. 
3.3 - Invertibility over Ho¨lder Spaces. We prove the invertibility of J0 over C
2,α(G)
in essentially the same manner. We first require the following preliminary result.
Lemma 3.3.1
Let α and β be positive constants. If φ : [0,∞[→]0,∞[ is a bounded, positive function
such that φ′′ ≥ α2φ− β in the viscosity sense, then, for all t,
φ(t) ≤ Max(φ(0)− β/α2, 0)e−αt + β/α2. (3.17)
Proof: Let A = Max(φ(0)− β/α2, 0) and let B = Supt∈[0,∞[ φ(t). Fix T > 0 and define
f =
BeαT −A
e2αT − 1 e
αt +
A−Be−αT
1− e−2αT e
−αt + β/α2.
In other words, f is the unique solution of the ODE problem ftt = α
2f −β with boundary
values f(0) = A+β/α2 ≥ φ(0) and f(T ) = B+β/α2 ≥ φ(T ). Let C be the minimum value
of f −φ over [0, T ] and let t ∈ [0, T ] be the point at which this minimum is attained. If t is
a boundary point of this interval, then C ≥ 0. Otherwise, f −C ≥ φ and f(t)−C = φ(t).
Thus, since φ is a viscosity solution of φ′′ ≥ α2φ− β, at this point, we have
α2f − β = (f − C)tt ≥ α2(f − C)− β
so that, once again, C ≥ 0. In each case, we therefore obtain
φ ≤ f = Be
αT −A
e2αT − 1 e
αt +
A−Be−αT
1− e−2αT e
−αt + β/α2,
and the result follows upon taking the limit as T tends to +∞. 
As in the Sobolev case, the non-compactness of the ambient space is compensated for by
the following estimate.
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Lemma 3.3.2
There exist B,R > 0 such that for all f in C2,α(G),
‖f |A(R,∞)‖C0(G) ≤ B
(‖f |C(R)‖C0(G) + ‖J0f |A(R−1,∞)‖C0(G)) . (3.18)
Proof: Define α :]0,∞[→ R by
α(ρ) := Sup
x∈C(ρ)
f(x)2,
where C(ρ) here denotes the circle of points lying at intrinsic distance ρ along G0 from
the origin. Denote g := J0f , and we define B > 0 by
B := ‖g2|A(R,∞)‖C0(G).
Choose x ∈ C(ρ) maximising f2, and observe that ffθθ is non-positive at this point. Thus,
bearing in mind (3.13),
(f2)ρρ = 2f
2
ρ + 2ffρρ,
≥ 2f2ρ + 2fg − 2cfρ +
1
2
f2 − 2ψf2,
≥
(
1
4
− 1
2
c2 − 2ψ
)
f2 − 4g2.
By (3.11) and (3.14), for sufficiently large ρ
(f2)ρρ ≥ 1
8
f2 − 4g2.
Since α is the envelope of the restriction of f(x)2 to each radial line, it follows that over
[R,∞[,
αρρ ≥ 1
8
α− 4B,
in the viscosity sense. Thus, by Lemma 3.3.1,
Sup
x∈A(R,∞)
f2(x) = Sup
ρ≥R
α(ρ) ≤ Max(‖f2|C(R)‖C0 − 32B, 0) + 32B,
and the result follows. 
Lemma 3.3.3
There exist B,R > 0 such that for all f in C2,α(G),
‖f‖C2,α(G) ≤ B
(‖f |B(R)‖C0(G) + ‖J0f‖C0,α(G)) . (3.19)
Proof: Recall that G0 is geometrically finite in the sense that, as x tends to infinity in G0,
the geodesic ball of unit radius about x in this surface converges in the pointed Cheeger-
Gromov sense to the unit ball about the origin in R2. It thus follows by classical elliptic
theory (c.f. [7]) that there exists B > 0 such that
‖f‖C2,α(G) ≤ B
(‖f‖C0(G) + ‖J0f‖C0,α(G)) ,
and the result now follows upon combining this relation with (3.18). 
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Lemma 3.3.4
For all sufficiently small γ, J defines a linear isomorphism from C2,αγ (G) into C
0,α
γ (G).
Proof: Recall that this is equivalent to showing that, for sufficiently small γ, Jγ defines
a linear isomorphism from C2,α(G) into C0,α(G). Furthermore, by (3.8) and (3.9), Jγ
converges to J0 in the operator norm as γ tends to 0, so that it suffices to prove the result
for J0.
By the Arzela-Ascoli theorem, the canonical embedding of C2,α(G) into the space
C0(B(R)) is compact. Thus, by (3.19), J0 satisfies an elliptic estimate, as defined in
Appendix A.6, so that, by Theorem A.6.1, the image of J0 is closed and, in particular, is
a Banach subspace of C0,α(G). However, by Lemma 3.2.4, the kernel of J0 in C
2,α(G) is
trivial, and it follows by the closed graph theorem that J0 defines a linear isomorphism
from C2,α(G) into its image. In particular, there exists a constant B > 0 such that for all
u ∈ C2,α(G),
‖u‖2,α ≤ B‖J0u‖0,α. (3.20)
We now prove surjectivity. Fix v ∈ C0,α(G) and let (vm) be a sequence of smooth
functions of compact support in R2 which is bounded in C0,α(G) and which converges to v
in the C0,βloc sense for all β < α. For all m, since it is smooth with compact support, vm is
an L2(G) function over R2 and so, by Lemma 3.2.6, there exists a unique H2(G) function,
um such that J0um = vm. Furthermore, by classical elliptic regularity, um is an element
of C2,α(G) and so, by (3.20), for all m,
‖um‖C2,α(G) ≤ B‖vm‖C0,α(G).
In particular, the sequence (um) is uniformly bounded in C
2,α(G), and it follows by the
Arzela-Ascoli theorem that there exists u ∈ C2,α(G) towards which (um) subconverges in
the C2,βloc -topology for all β < α. By continuity, J0u = v and surjectivity of J0 follows. 
4 - Grim Ends.
4.1 - The Modified MCFS Jacobi Operator. We now consider the case of general
Grim ends. Let ∆ be a large, positive real number, let C > 0 be fixed, and let ǫ, A > 0
and c ∈ R satisfy (2.14). Let v : [ǫA,∞[→ R solve (2.5) with logarithmic parameter c so
that, by (2.16), over the interval [ǫA, ǫA4],
v =
1
2
r +
cǫ
r
+O
([
1 + log
( r
ǫA
)] 1
rk
(
r +
ǫ
r
)3)
. (4.1)
Let u : [ǫA,∞[→ R be a primitive of v, let G be the Grim end generated by rotating
the graph of u about the z-axis, and let J be its MCFS Jacobi operator, as defined in
Appendix A.2.
Since G is a graph over A(ǫR,∞), J may again be thought of as an operator acting
on functions over this annulus. For all non-negative, integer m, for all α ∈ [0, 1], and for
all real γ, define the spaces H2γ(G), H
0
γ(G), C
2,α
γ (G) and C
0,α
γ (G) as in Section 3. We now
show that, for sufficiently small γ, and for sufficiently large ∆, the operator J more or
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less defines linear isomorphisms from H2γ(G) into H
0
γ(G) and from C
2,α
γ (G) into C
0,α
γ (G).
However, in order to properly formalise this assertion, it is first necessary to apply the
following two modifications.
First, as the zero’th order coefficients of J diverge rapidly over the annulus A(ǫA, ǫA4)
as ∆ tends to infinity, we study instead a slightly different operator obtained by conjugating
J with multiplication by a suitably chosen positive function. Thus, let χ1 be the cut-
off function of the transition region A(1, 2) as defined in Appendix A.1 and define ψ :
A(ǫA,∞)→ R by
ψ(r) = χ1〈ez, NG〉+ (1− χ1), (4.2)
where NG here denotes the upward-pointing unit normal vector field over G. Bearing in
mind that ψ is always positive, the modified MCFS Jacobi operator of G is defined by
Jˆ :=M−1ψ JMψ, (4.3)
where Mψ here denotes the operator of multiplication by ψ.
Next, observe that Jˆ is in fact only defined over the annulus A(ǫA,∞). We thus
extend it to an operator defined over the whole of R2 as follows. Given a function φ :
A(ǫA,∞) → R, define its canonical extension φ˜ : R2 → R such that φ˜(x) = φ(x) over
A(ǫA,∞), φ˜(0) is equal to the mean value of φ over the circle C(ǫA), and φ˜ restricts to a
linear function over every radial line in B(ǫA). In particular, if φ is Lipschitz, then so too
is φ˜, and
‖φ˜‖C0,1 ≤ π‖φ‖C0,1 .
Now, given a linear operator L over A(ǫA,∞), define its canonical extension L˜ to be the
operator over R2 whose coefficients are the canonical extensions of each of the coefficients of
L. We henceforth identify all operators with their canonical extensions over R2. Observe,
in particular, that if L has any rotational symmetries, then so too does its canonical
extension.
Finally, for all non-negative, integer m, for all α ∈ [0, 1], for all real γ, and for all
θ ∈ R, denote by Cm,αγ,θ (G) the closed subspace of Cm,αγ (G) consisting of those functions
that are invariant by rotation by an angle θ about the origin. We now have
Theorem 4.1.1
(1) For all sufficiently small γ and for all sufficiently large∆, Jˆ defines a linear isomorphism
from H2γ(G) into H
0
γ(G).
(2) For all θ not an integer multiple of 2π, for all sufficiently small α ∈]0, 1[, for all
sufficiently small γ and for all sufficiently large ∆, Jˆ defines a linear isomorphism from
C2,αγ,θ (G) into C
0,α
γ,θ (G).
Theorem 4.1.1 follows immediately from Theorem 3.1.1 and Lemma 4.3.4, below.
We begin by deriving expressions for Jˆ .
29
On complete embedded translating solitons...
Lemma 4.1.2
Over A(ǫA, 1), the modified MCFS Jacobi operator of G is given by
Jˆf = gijfij − 2µgipgjqupqujfi. (4.4)
Proof: First observe that, for every tangent vector X over G,
〈∇Gψ,X〉 = Xψ = X〈NG, ez〉 = 〈DXNG, ez〉 = 〈AGX, ez〉 = 〈X,AGπG(ez)〉,
and so,
∇Gψ = AGπG(ez).
Since every vertical translate of G is also a Grim end, J〈ez, NG〉 = 0, and so, by (A.4),
Jˆf = ∆Gf + 〈ez,∇Gf〉+ 2ψ−1〈AG∇Gf, ez〉.
By (A.3),
HessGf = Hess(f) ◦ π − 〈D(f ◦ π), N〉IIG.
Furthermore, since D(f ◦ π) is horizontal
〈D(f ◦ π), NG〉 = − 1〈NG, ez〉 〈D(f ◦ π), ez − 〈NG, ez〉NG〉 = −
1
〈NG, ez〉 〈∇
Gf, ez〉.
Taking the trace therefore yields
∆Gf = gijfij +
1
〈NG, ez〉 〈∇
Gf, ez〉HG.
However, since G is a mean curvature flow soliton, HG = −〈N, ez〉, and so
∆Gf = gijfij − 〈∇Gf, ez〉.
We conclude that
Jˆf = gijfij + 2ψ
−1〈AG∇Gf, ez〉,
and the result now follows by (A.6). 
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Lemma 4.1.3
Over A(ǫA, 2ǫA4), the modified MCFS Jacobi operator of G satisfies
Jˆf = ∆f −
(
1
2
+
cǫ
r2
)2
xixjfij −
(
1
2
− 2c
2ǫ2
r4
)
xifi + EGf, (4.5)
where EGf := aijfij + bifi, and a and b satisfy
a = O
([
1 + log
( r
ǫA
)] 1
rk
(
r +
ǫ
r
)4)
, and
b = O
([
1 + log
( r
ǫA
)] 1
rk+1
(
r +
ǫ
r
)4)
.
(4.6)
Proof: Indeed, by (4.1),
ui =
1
2
xi +
cǫ
r2
xi +O
([
1 + log
( r
ǫA
)] 1
rk
(
r +
ǫ
r
)3)
.
Thus, by (A.6),
µ2 = 1−
( r
2
+
cǫ
r
)2
+O
([
1 + log
( r
ǫA
)] 1
rk
(
r +
ǫ
r
)4)
,
gij = δij −
(
1
2
+
cǫ
r2
)2
xixj +O
([
1 + log
( r
ǫA
)] 1
rk+1
(
r +
ǫ
r
)4)
.
It follows that
gijfij = ∆f −
(
1
2
+
cǫ
r2
)2
xixjfij + a
ijfij,
where a = O
(
[1 + log(r/ǫA)]r−k(r + ǫ/r)4
)
, and since r−1(r + ǫ/r)4 bounds (r + ǫ/r)3,
−2µgipgjqupquifj = −
(
1
2
− 2ǫ
2c2
r4
)
xifi + b
ifi,
where b = O
(
[1 + log(r/ǫA)]r−(k+1)(r + ǫ/r)4
)
. The result follows. 
4.2 - The Regular Component. Let vp :]0,∞[→ R denote the unique solution of
(2.5) which is defined over the whole positive half-line (c.f. Section 3). Let up denote the
primitive of vp with initial value 0. Let Jˆp be the modified MCFS Jacobi operator of the
Grim paraboloid, as defined in Section 4.1. Observe that, over the ball B(2ǫA4),
vp(r) =
1
2
r +O(r3−k), (4.7)
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so that, as in Lemma 4.1.3, over B(0, 2ǫA4),
Jˆpf = ∆f − 1
2
xixjfij − 1
2
xifi + Epf, (4.8)
where Epf := aijfij + bifi and
a = O(r4−k), and
b = O(r3−k).
(4.9)
Define
Jˆγ :=M
−1
γ JˆMγ , (4.10)
where Mγ here denotes the operator of multiplication by χ2 + (1− χ2)φγ , φγ is given by
(3.3), and χ2 is the cut-off function of the transition region A(2, 4) as defined in Appendix
A.1. Observe that, since φγ and ψ only depend on v and its integral u, it follows by (A.2)
that the coefficients of Jˆγ are functions of u, v and vr only. Likewise, define
Jˆp,γ :=M
−1
γ JˆpMγ , (4.11)
and observe that, by a straightforward modification of Theorem 3.1.1, for all α ∈]0, 1[, and
for all sufficiently small γ, Jˆp,γ defines linear isomorphisms from H
2
γ(G) into H
0
γ(G) and
from C2,αγ (G) into C
0,α
γ (G).
Theorem 4.1.1 will follow upon showing that the difference Jˆp,0− Jˆ0 converges to 0 in
the appropriate operator norms as ∆ tends to +∞. To this end, define the operators D
and E over A(ǫA,∞) by
Df := (Jˆ0 − E)f − Jˆp,0f, and
Ef := χ
2c2ǫ2
r4
xifi,
(4.12)
where χ here denotes the cut-off function of the transiton region A(ǫA4, 2ǫA4), and extend
these operators canonically to operators over the whole of R2, as explained in Section 4.1.
By definition,
Jˆ0 := Jˆp,0 +D +E. (4.13)
We now show that the coefficients of D tend to zero in all norms that concern us as ∆
tends to infinity. First, by (4.5), (4.6), (4.8), (4.9) and (4.12),
Df = aijfij + b
ifi,
where, over A(ǫA, 2ǫA4),
aij = − cǫ
r2
xixj − c
2ǫ2
r4
xixj +O
([
1 + log
( r
ǫA
)] 1
rk
(
r +
ǫ
r
)4)
, and
bi = (1− χ)2c
2ǫ2
r4
xi +O
([
1 + log
( r
ǫA
)] 1
rk+1
(
r +
ǫ
r
)4)
.
(4.14)
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Lemma 4.2.1
For sufficiently small α,
‖a|B(ǫA)‖C0,α , ‖b|B(ǫA)‖C0,α → 0, (4.15)
as ∆ tends to infinity.
Proof: Indeed, by (4.14), since χ equals 1 near C(ǫA), over this circle,
a = O
(
1
(ǫA)k
(
ǫ+
1
A2
+ (ǫA)4 +
1
A4
))
, and
b = O
(
1
(ǫA)k+1
(
(ǫA)4 +
1
A4
))
.
Since the Lipschitz seminorms of the canonical extensions of a and b over B(ǫA) are
controlled by their Lipschitz seminorms over C(ǫA), by (A.12), for all α ∈ [0, 1],
‖a|B(ǫA)‖C0,α . ǫ
1−α
Aα
+
1
ǫαA2+α
+ (ǫA)4−α +
1
ǫαA4+α
, and
‖b|B(ǫA)‖C0,α . (ǫA)3−α +
1
ǫ1+αA5+α
.
By (2.14), for sufficiently small α, these both tend to 0 as ∆ tends to infinity, as desired. 
Lemma 4.2.2
For sufficiently small α,
‖a|A(ǫA,2ǫA4)‖C0,α , ‖b|A(ǫA,2ǫA4)‖C0,α → 0, (4.16)
as ∆ tends to infinity.
Proof: Indeed, by (4.14), over A(ǫA, 2ǫA4),
a = O
(
1
rk
(
ǫ+
ǫ2
r2
))
+O
([
1 + log
( r
ǫA
)] 1
rk
(
r +
ǫ
r
)4)
,
and b = b1 + b2, where
b1 = O
([
1 + log
( r
ǫA
)] 1
rk+1
(
r4 +
ǫ4
r4
))
, and
b2 = (1− χ)2c
2ǫ2
r4
xi.
Thus, by (A.12) and (A.22), for all α ∈ [0, 1],
‖a|A(ǫA,2ǫA4)‖C0,α .
ǫ1−α
Aα
+
1
ǫαA2+α
+ log(A)(ǫA4)4−α +
1
ǫαA4+α
and,
‖b1|A(ǫA,2ǫA4)‖C0,α . log(A)(ǫA4)3−α + 1
ǫ1+αA5+α
.
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By (2.14), for sufficiently small α, these both tend to 0 as ∆ tends to infinity. Finally, over
A(ǫA4, 2ǫA4),
b2 = O(ǫ
2r−(k+3)),
so that, by (A.12),
‖b2|A(ǫA4,2ǫA4)‖C0,α .
1
ǫ1+αA12+4α
.
By (2.14), for sufficiently small α, this also tends to 0 as ∆ tends to infinity, and the result
follows. 
Lemma 4.2.3
If ǫA < s < t <
√
2, then
|v(t)− vp(t)| ≤ |v(s)− vp(s)| . (4.17)
Proof: Indeed, by (2.5), using a dot to denote diffferentation with respect to r, we have
r(v˙ − v˙p) = −(v − vp)(1− r(v + vp) + (v2 + vvp + v2p)).
However
1− r(v + vp) + (v2 + vvp + v2p) ≥ 1−
r2
2
.
Thus, for r ≤ √2, |v − vp| is decreasing, as desired. 
Lemma 4.2.4
For all α ∈]0, 1],
‖a|A(ǫA4,1)‖C1 , ‖b|A(ǫA4,1)‖C1 → 0, (4.18)
as ∆ tends to infinity.
Proof: By (4.1) and (4.7), over C(2ǫA4),
|v − vp| . 1
A4
+ log(A)(ǫA4)3 + log(A)
1
A12
.
By Lemma 4.2.3, this inequality continues to hold over the whole of A(2ǫA4, 1). Since v
and vp both solve (2.5), it follows that, over this annulus,
v − vp = O
(
1
(ǫA4)k
(
1
A4
+ log(A)(ǫA4)3 + log(A)
1
A12
))
.
Thus,
‖(v − vp)|[2ǫA4,1]‖C2 . 1
ǫ2A12
+ log(A)ǫA4 + log(A)
1
ǫ2A20
.
so that, by (2.14),
‖(v − vp)|[2ǫA4,1]‖C2 → 0
as ∆ tends to infinity. However, by (4.4), over A(ǫA4, 1), the coefficients a and b only
depend on the first derivatives of v and vp, so that
‖a|A(2ǫA4,1)‖C1 , ‖b|A(2ǫA4,1)‖C1 → 0,
as ∆ tends to infinity, as desired. 
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Lemma 4.2.5
For all ǫ > 0, there exists R > 0 such that if |v(1)− vp(1)| ≤ 1, then
‖a|A(R,∞)‖C1(G), ‖b|A(R,∞)‖C1(G) ≤ ǫ. (4.19)
Proof: Indeed, over A(4,∞), both Jˆ0 and Jˆp,0 are given by (3.8). The result now follows
by local uniform dependence of the esimates in (3.9) on the initial value. 
Lemma 4.2.6
For all R > 1,
‖a|A(1,R)‖C1 , ‖b|A(1,R)‖C1 → 0, (4.20)
as ∆ tends to infinity.
Proof: By (4.1), (4.7) and (4.17), over C(1),
|v − vp| . 1
A4
+ log(A)
(
ǫA4
)3
+ log(A)
1
A12
.
Since solutions of first order ODEs vary smoothly with their parameters,
‖(v − vp)|[1,R]‖C2 → 0,
as ∆ tends to ∞. However, over A(1, R), a and b only depend on v and vp and their
derivatives up to order 2, and the result follows. 
Combining these results yields,
Lemma 4.2.7
(1) The operator norm of D, considered as a map from H2(G) into L2(G) converges to
zero as ∆ tends to infinity; and
(2) For sufficiently small α, the operator norm of D, considered as a map from C2,α(G)
into C0,α(G) converges to zero as ∆ tends to infinity.
Proof: Indeed, by (4.15), (4.16), (4.18), (4.19) and (4.20), for sufficiently small α, both
‖a‖C0,α(G) and ‖b‖C0,α(G) converge to 0 as ∆ tends to infinity, and the result follows. 
4.3 - The Singular Part. We now write
Ef := aifi. (4.21)
Since E is defined by canonical extension, over the ball B(ǫA),
ai =
2c2
ǫ2A4
xi. (4.22)
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Lemma 4.3.1
For all 1 ≤ p ≤ ∞
‖ai‖Lp . ǫ
2
p
−1A
2
p
−3. (4.23)
Proof: The case p =∞ is trivial. Suppose therefore that p <∞. By (4.22),∫
B(ǫA)
∣∣ai∣∣p dVol = 2π
p+ 2
(2c2)pǫ2−pA2−3p.
By (4.12), ∫
A(ǫA,2ǫA4)
∣∣ai∣∣p dVol ≤ 2π
(3p− 2)(2c
2)pǫ2−pA2−3p.
The result follows. 
Lemma 4.3.2
For all 1 < p ≤ ∞, the operator norm of E considered as a map from H2(G) into L2(G)
satisfies
‖E‖ . ǫ 1p−1A 1p−3. (4.24)
In particular, for p sufficiently close to 1, this tends to 0 as ∆ tends to infinity.
Proof: Let q be such that (2p)−1 + (2q)−1 = 1. Observe that 1 ≤ 2q < 2 so that, by the
Sobolev embedding theorem, for all f ∈ H2(G),
‖Df‖L2q(B(1)) . C‖f‖H2(G).
Thus, by Ho¨lder’s inequality,
‖Ef‖2L2 =
∫
B(1)
(aifi)
2dVol
≤ ‖a‖2L2p(B(1))‖Df‖2L2q(B(1))
. ǫ
4
2p−2A
4
2p−6‖f‖2H2(G),
and the result follows. 
We now impose symmetries in order to guarantee the decay of E over Ho¨lder spaces.
Recall the spaces C2,αθ (G) introduced in Section 4.1.
Lemma 4.3.3
If θ is not an integer multiple of 2π, and if f ∈ C2,αθ (G), then there exists a matrix valued
function M(x) such that
〈Df(x), x〉 = 〈M(x)x, x〉, (4.25)
and
‖M |B(0,1)‖C0,α . ‖f‖C2,α(G). (4.26)
Proof: Since θ is not an integer multiple of 2π, Df(0) = 0. It follows thatDf(x) =M(x)x,
where
M(x) :=
∫ 1
0
D2f(tx)dt,
and the result follows. 
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Lemma 4.3.4
If θ is not an integer multiple of 2π, then for sufficiently small α, the operator norm of E
considered as a map from C2,αθ (G) into C
0,α
θ (G) tends to zero as ∆ tends to infinity.
Proof: Fix f ∈ C2,αθ (G) and let M be as in Lemma 4.3.3. By (4.22), over B(ǫA),
Ef =
2c2
ǫ2A4
〈M(x)x, x〉.
However, bearing in mind (A.12),
‖x⊗ x|B(ǫA)‖C0 ≤ ǫ2A2, and
[x⊗ x|B(ǫA)]α ≤ 21−α‖x⊗ x|B(ǫA)‖1−αC0 [x⊗ x|B(ǫA)]α1 ,
. 2ǫ2−αA2−α.
Thus, by (A.14) and (4.26),
‖Ef |B(ǫA)‖C0,α . 1
ǫαA2+α
‖M |B(1)‖C0,α . 1
ǫαA2+α
‖f‖C2,α(G).
Likewise, by (4.12), over A(ǫA, 2ǫA4),
Ef = χ
2c2ǫ2
r4
〈M(x)x, x〉.
However, bearing in mind (A.12) again,
‖χx⊗ x
r4
|A(ǫA,2ǫA4)‖C0 ≤ 1
ǫ2A2
, and
[χ
x⊗ x
r4
|A(ǫA,2ǫA4)]α ≤ 21−α‖χ
x⊗ x
r4
|A(ǫA,2ǫA4)‖1−αC0 [χ
x⊗ x
r4
|A(ǫA,2ǫA4)]α1 ,
.
1
ǫ2+αA2+α
.
Thus, as before, by (A.2) and (4.26),
‖Ef |A(ǫA,2ǫA4)‖C0,α(G) . 1
ǫαA2+α
‖f‖C2,α(G).
Upon combining these relations, we see that the operator norm of E, considered as a map
from C2,αθ (G) into C
0,α
θ (G) satisfies
‖E‖ . 1
ǫαA2+α
.
By (2.14), for sufficiently small α, this tends to zero as ∆ tends to infinity, as desired. 
Combining these results yields,
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Lemma 4.3.5
(1) For sufficiently small γ, the operator norm of Jˆγ − Jˆp,γ , considered as a map from
H2(G) into L2(G) tends to zero as ∆ tends to infinity; and
(2) If θ is a non-integer multiple of 2π, then for sufficiently small α and sufficiently small
γ, the operator norm of Jˆγ − Jˆp,γ , considered as a map from C2,αθ (G) into C0,αθ (G) tends
to 0 as ∆ tends to infinity.
Proof: By definition, Jˆ0 − Jˆp,0 = D + E, and the result now follows by Lemmas 4.2.7,
4.3.2 and 4.3.4. 
5 - Surgery and the Perturbation Family.
5.1 - The Basic Surgery Operation. Our strategy for proving Theorem A consists
of two stages. In the first, a surgery operation is used to construct approximate solitons
out of properly embedded minimal surfaces and, in the second, a fixed-point argument is
used to perturb these approximate solitons into exact solitons. The surgery operation is
performed as follows. Consider a properly embedded surface C in R3 which is minimal
outside of some compact set and which has finitely many ends, all of which are horizontal.
Let R0 > 0 be such that every component of C ∩(A(R0,∞)× R) is a minimal graph over
the annulus A(R0,∞). Let F : A(R0,∞)→ R be the profile of one of these minimal ends,
so that
F = a+ clog(r) + O
(
r−(1+k)
)
,
for some real constants a and c, which will henceforth be referred to as the constant term
and the logarithmic parameter of the minimal end respectively. In particular, planar ends
will be considered as catenoidal ends with vanishing logarithmic parameters. Since we
will only be concerned with minimal ends that are invariant by reflection in at least two
distinct vertical planes, we will assume that F contains no terms of order (−1), that is
F = a+ clog(r) +O
(
r−(2+k)
)
. (5.1)
This formula will be used repeatedly throughout the sequel.
Let ∆ be a large, positive number, let K > 0 be a fixed constant, and choose ǫ, R > 0
and |c| < K as in (2.14). Let G : A(R/4,∞) → R be the profile of a Grim end with
constant term a, logarithmic parameter c and speed ǫ. Rescaling and integrating (2.16)
yields, over the annulus A(R/4, 2R4),
G = a+ clog(r) +
1
4
ǫr2 +O
([
1 + log
( r
R
)]
r1−k
(
ǫr +
1
r
)3)
. (5.2)
Let χc be the cut-off function of the central transition region A(R, 2R), as defined in
Appendix A.1, and define the function H over A(R0,∞) by
H := χcF + (1− χc)G. (5.3)
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The graph of H will be called the joined end. Observe that it is entirely determined by
F and the parameters ǫ and R. Furthermore, over the annuli A(R0, R) and A(2R,∞),
H simply coincides with F and G respectively and, by (5.1), (5.2) and the fact that
χc = O(r
−k), over the annulus A(R, 2R),
H = a+ clog(r) +
1
4
ǫ(1− χc)r2 +O
(
r−(2+k)
)
. (5.4).
Let S denote the surface obtained by replacing each of the ends of C with their
respective joined ends. We now describe a family of perturbations of S out of which the
exact soliton will be selected when ∆ is large. We first extend C and S to smooth, finite-
dimensional families of properly immersed surfaces as follows. Let n denote the number
of ends of C, and for each 1 ≤ i ≤ n, let a0,i and c0,i be respectively the constant term
and the logarithmic parameter of the i’th end. Let U be a neighbourhood of (c0,1, ..., c0,n)
in Rn and let (Cc)c∈U be a smoothly varying family of immersed surfaces in R
3 such that
Cc0 = C and, for all c ∈ U and for all 1 ≤ i ≤ n, the i’th component of Cc ∩(A(R0,∞)×R)
is a horizontal, minimal end with constant term a0,i and logarithmic parameter ci.
For all c ∈ U , let Sc denote the surface obtained by replacing each end of Cc with its
corresponding joined end, as described above. Let E : U × S → R3 be a smooth function
such that
(1) for all c ∈ U , Ec := E(c, ·) parametrises Sc; and
(2) for all c ∈ U , and for all p ∈ S ∩(A(R0,+∞)×R), the point Ec(p) lies vertically above
or below the point p.
Now let χ0, χ
′
0, χ
′
ǫ and χǫ be the cut-off functions of the transition regions A(R0, 2R0),
A(2R0, 4R0), A(1/2ǫ, 1/ǫ) and A(1/ǫ, 2/ǫ) respectively, as defined in Appendix A.1. By
composing with vertical projections onto R2, we think of these functions also as functions
defined over S. For all c ∈ U , define the modified normal vector field over Sc by
Nˆc := (χǫ − χ0)ez + (1− (χǫ − χ0))Nc, (5.5)
where Nc here denotes the unit normal vector field over Sc. Observe that, over the regions
Sc ∩(B(R0)×R) and Sc ∩(A(2/ǫ,∞)×R), this vector field coincides with Nc whilst, over
the region Sc ∩(A(2R0, 1/ǫ) × R), it coincides with ez. Futhermore, for all c ∈ U , since
Sc ∩(A(R0, 2/ǫ) × R) is a union of graphs, the vector field Nˆc is everywhere transverse
to the surface Sc. Now let V and W be neighbourhoods of 0 in R
n and define E˜ :
U × V ×W × C∞(S)→ C∞(S,R3) by
E˜c,a,b,f(p) := Ec(p) + f(p)Nˆc(p) +
n∑
i=1
Ii(p) (ai (1− χ′0(p)) + bi (1− χ′ǫ(p))) ez, (5.6)
where, for all 1 ≤ i ≤ n, Ii here denotes the indicator function of the i’th component
of S ∩(A(R0,∞) × R). It is straightforward to show that, upon reducing U , V and W
if necessary, there exists δ > 0, which is independent of ∆, ǫ and R, such that, for all
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(c, a, b) ∈ U × V ×W , and for all ‖f‖C0 < δ, the map E˜c,a,b,f defines an immersion of S
into R3.
Perturbations in the direction of C∞(S) will be called microscopic perturbations, and
perturbations in the directions of U , V and W will be called macroscopic perturbations.
Now, as in Appendix A.2, the MCFS functional with speed ǫ of an immersion E : S → R3
is given by
ME := HE + ǫ〈NE , ez〉, (5.7)
where HE here denotes the mean curvature function of the immersion E, and NE here
denotes its unit normal vector field. Define Mǫ : U × V ×W → C∞0 (S) such that, for all
(c, a, b) ∈ U × V ×W , and for all p ∈ S, Mǫ,c,a,b(p) is the value of this functional for the
immersion Ec,a,b at the point p. Define the operators Xǫ, Yǫ, Zǫ : R
d → C∞0 (S) by
(Xǫu)(p) :=
1
〈NˆS, NS〉
d
dt
Mǫ,c0+tu,0,0(p)|t=0,
(Yǫv)(p) :=
1
〈NˆS, NS〉
d
dt
Mǫ,c0,tv,0(p)|t=0, and
(Zǫw)(p) :=
1
〈NˆS, NS〉
d
dt
Mǫ,c0,0,tw(p)|t=0.
(5.8)
These operators measure the infinitesimal variations of the MCFS functional arising from
macroscopic perturbations. In particular, since Mǫ,c,0,0 vanishes over S ∩(A(2R,+∞) ×
R) for all c ∈ V , it follows that, for all u ∈ Rd, Xu is supported over S ∩(B(2R) ×
R). Likewise, for all v, w ∈ Rn, Y v and Zw are supported over S ∩(A(2R0, 4R0) × R)
and S ∩(A(1/2ǫ, 1/ǫ) × R) respectively. In later sections, when no ambiguity arises, the
subscript ǫ will be suppressed, and these operators will be denoted simply by X , Y and Z
respectively.
5.2 - Modified Jacobi Operators. Consider briefly a general immersed surface Σ in
R
3 such that, for some R0 > 0, every component of Σ∩(A(R0,∞) × R) is a graph over
the annulus A(R0,∞). Let ∆ > 0 be a large, positive number, let ǫ, R > 0 be as in
(2.14), and let NˆΣ be the modified normal vector field over Σ as defined in (5.5). Define
E : C∞0 (Σ)→ C∞(Σ,R3) by
Ef (p) := p+ f(p)NˆΣ(p),
and observe that if f is sufficiently small, then Ef is an immersion. Define M : C
∞
0 (Σ)→
C∞(Σ) such that, for all such f , and for all p ∈ Σ, Mf (p) is the value of the MCFS
functional (5.7) with speed ǫ for the immersion Ef at the point p. The modified MCFS
Jacobi operator of Σ with speed ǫ is now defined by
(JˆΣ,ǫf)(p) :=
1
〈NˆΣ, NΣ〉
d
dt
Mtf (p)|t=0. (5.9)
In later sections, when no ambiguity arises, the subscript ǫ will be suppressed, and this
operator will be denoted simply by JˆΣ.
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Over the annulus A(R/4, 1/ǫ), since NˆΣ here coincides with ez, the operator JˆΣ,ǫ is
simply 〈NΣ, ez〉−1 times the linearisation of the MCFS functional for graphs. In particular,
if F : A(R/4, 1/ǫ)→ R is the profile of a component of Σ∩(A(R/4, 1/ǫ)× R) then, upon
differentiating (A.7) we obtain, over this annulus,
JˆΣ,ǫf = g
ijfij − µ2gijFijFkfk + 2µ4FiFjFkFijfk − 2µ2FijFifj − ǫµ2Fifi. (5.10)
In particular, since (5.10) has no zero’th order term, we obtain, for all v, w ∈ Rn, and for
all p ∈ S,
(Y v)(p) = −
n∑
i=1
Ii(p)vi(JˆΣ,ǫχ
′
0)(p), and
(Zw)(p) = −
n∑
i=1
Ii(p)wi(JˆΣ,ǫχ
′
ǫ)(p).
(5.11)
Consider now a minimal end C over the annulus A(R0,∞) satisfying (5.1) and let
JˆC,ǫ be its modified MCFS Jacobi operator with speed ǫ.
Lemma 5.2.1
Over A(R/4, 2R4),
JˆC,ǫf = ∆f − c
2
r4
xixjfij − ǫc
r2
xifi +
2c2
r4
xifi + EC,ǫf, (5.12)
where EC,ǫf := aijfij + bifi and a and b satisfy
a = O
(
r−(k+4)
)
, and
b = O
(
r−(k+4)
(
ǫr +
1
r
))
.
(5.13)
Proof: By (5.1),
Fi =
c
r2
xi +O
(
r−(k+3)
)
.
Thus, by (A.6),
µ2 = 1− c
2
r2
+O
(
r−(k+4)
)
, and
gij = δij − c
2
r4
xixj +O
(
r−(k+4)
)
.
Thus,
gijfij = ∆f − c
2
r4
xixjfij + a
ijfij ,
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where a = O
(
r−(k+4)
)
. Likewise,
µ2gijFijFkfk = b
i
1fi,
2µ4FiFjFkFijfk = b
i
2fi, and
−2µ2FijFifj = 2c
2
r4
xifi + b
i
3fi,
where bi1, b
i
2, b
i
3 = O
(
r−(k+5)
)
. Finally,
ǫµ2Fifi =
ǫc
r2
xifi + b
i
4,
where bi4 = O
(
ǫr−(k+3)
)
. The result follows. 
Now consider a Grim end G of speed ǫ over the annulus A(R/4,∞) and let JˆG,ǫ be
its modified MCFS Jacobi operator with speed ǫ. Define ψ : G→ R by
ψ := 〈NˆG, NG〉 = χǫ〈ez, NG〉+ (1− χǫ), (5.14)
and denote by Mψ the operator of multiplication by ψ.
Lemma 5.2.2
Over A(R/4,∞),
JˆG,ǫ :=M
−1
ψ JG,ǫMψ, (5.15)
where JG,ǫ denotes the MCFS Jacobi operator with speed ǫ of G, as defined in Appendix
A.2.
Remark: In particular, in the case of Grim ends, the modified MCFS Jacobi operator
as defined above coincides, up to rescaling, with the modified MCFS Jacobi operator as
defined in Section 4.1.
Proof: Indeed, more generally, with M :=M0 defined as at the beginning of this section,
for all f ∈ C∞0 (Σ),
JˆΣ,ǫf =M
−1
ψ JΣ,ǫMψf +M
−1
ψ 〈X,∇M〉f,
where X here denotes the tangential component of the vector field NˆΣ. The result now
follows since M vanishes identically over G. 
In particular, rescaling (4.5) and (4.6) immediately yields
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Lemma 5.2.3
Over A(R/4,∞),
JˆG,ǫf = ∆f −
( ǫ
2
+
c
r2
)2
xixjfij −
(
ǫ2
2
− 2c
2
r4
)
xifi + EGf. (5.16)
where EG,ǫf := aijfij + bifi, and a and b satisfy,
a = O
([
1 + log
( r
R
)] 1
rk
(
ǫr +
1
r
)4)
, and
b = O
([
1 + log
( r
R
)] 1
rk+1
(
ǫr +
1
r
)4)
.
(5.17)
Now let S be a joined end, as constructed in Section 5.1, and let JˆS,ǫ denote its
modified MCFS Jacobi operator with speed ǫ.
Lemma 5.2.4
Over A(R, 2R), (
JˆS,ǫ − JˆC,ǫ
)
f = aij1 fij + b
i
1fi, and(
JˆS,ǫ − JˆG,ǫ
)
f = aij2 fij + b
i
2fi.
where a1, a2, b1 and b2 satisfy,
a1, a2 = O
(
r−(4+k)
)
, and
b1, b2 = O
(
r−(5+k)
)
.
(5.18)
Proof: By (5.1), (5.4) and (2.14), over A(R, 2R),
Hi − Fi = O
(
r−(3+k)
)
, and
Fi, Hi = O
(
r−(1+k)
)
.
Thus, by (A.6),
µH − µF = O
(
r−(4+k)
)
, and
gijH − gijF = O
(
r−(4+k)
)
,
The result follows for (JˆS,ǫ− JˆC,ǫ) by (5.10). The result for (JˆS,ǫ− JˆG,ǫ) follows in a similar
manner, and this completes the proof. 
Finally, let [JˆC,ǫ, χl] denote the commutator of JˆC,ǫ with the operator of multiplication
by the cut-off function χl of the lower transition region A(R/4, R/2). Likewise, let [JˆG,ǫ, χu]
denote the commutator of JˆG,ǫ with the operator of multiplication by the cut-off function
χu of the upper transition region A(R
4, 2R4). Observe that these operators are supported
over the annuli A(R/4, R/2) and A(R4, 2R4) respectively. Furthermore
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Lemma 5.2.5 [
JˆC,ǫ, χl
]
f = ai1fi + b1f, and[
JˆG,ǫ, χu
]
f = ai2fi + b2f,
where a1, a2, b1 and b2 satisfy,
a1, a2 = O
(
r−(k+1)
)
, and
b1, b2 = O
(
r−(k+2)
)
.
(5.19)
Proof: Indeed, observe that χl, χu = O(r
−k). The result now follows by (5.12), (5.13),
(5.16) and (5.17). 
5.3 - Controlling Macroscopic Perturbations. Recall that, for all u ∈ Rn, Xu
vanishes outside B(2R). Inside this ball, we have
Lemma 5.3.1
For u ∈ Rd such that ‖u‖ = 1, over A(2R0, R),
Xu = O
(
ǫr−(2+k)
)
, (5.20)
and over A(R, 2R),
Xu = O
(
r−(4+k)
)
. (5.21)
Proof: For notational convenience, we suppose that C and S each only have one end and,
in particular, that u = 1. Let Cc and Sc be smooth families of immersed surfaces as in
Section 5.1. For all t, let Ft : A(2R0,∞)→ R and Ht : A(2R0,∞)→ R denote the profiles
of Cc0+t ∩(A(2R0,∞)× R) and Sc0+t ∩(A(2R0,∞)× R) respectively. Denote
Z :=
d
dt
Ft|t=0, and
W :=
d
dt
Ht|t=0,
and observe that, over A(2R0, 2R),
Xu = JˆS,ǫW.
Now, by (5.1),
Z = log(r) + O
(
r−(2+k)
)
.
Next, by (2.41) and (5.3), and bearing in mind that χc = O(r
−k), over A(R, 2R), we have
W = log(r) + O
(
r−(2+k)
)
= Z +O
(
r−(2+k)
)
, (5.22)
44
On complete embedded translating solitons...
and since Z = W over A(2R0, R), (5.22) in fact holds over the whole of A(2R0, 2R). We
now write
Xu = JˆC,ǫZ +
(
JˆS,ǫ − JˆC,ǫ
)
Z + JˆS,ǫ(W − Z).
The second and third terms are supported over A(R, 2R), and by (5.12) and (5.18),
(
JˆS,ǫ − JˆC,ǫ
)
Z = O
(
r−(6+k)
)
, and
JˆS,ǫ(W − Z) = O
(
r−(4+k)
)
.
Finally, since the graph of Ft is minimal for all t, by (A.6) and (A.7),
JˆC,ǫZ = −ǫµ2F0,iZi = O
(
ǫr−(2+k)
)
,
and the result follows by (2.14). 
6 - Construting the Green's Operator.
6.1 - The Cylindrical and Grim Norms. Let g be a positive integer, let C := Cg be
the Costa-Hoffman-Meeks surface of genus g and let S := Sg be the surface obtained by
replacing each of the ends of C with their respective joined ends, as indicated in Section
5.1. Observe that there is a natural diffeomorphism from C into S which maps points in the
ends of C vertically upwards or downwards. Consequently, functions over C may equally
well be considered as functions over S. Similarly, functions over S ∩(A(R0,∞)×R) may be
considered as functions over three copies of A(R0,∞), and so on. In defining norms over
spaces of functions, we will pass between these different perspectives without comment.
Consider now the triplet (X, Y, JˆS) where X and Y are the operators constructed in
Section 5.1 and JˆS is the modified MCFS Jacobi operator of S as constructed in Section
5.2. In this section, we will construct a right inverse for this operator when ∆ is large. We
begin by gathering various basic results that will be of use to us. First, let D denote the
total differentiation operator over R2 and denote
DSF := rD, (6.1)
where r here denotes the radial distance from the origin. Likewise, for α ∈ [0, 1] and for
f : R2 → R, denote
δαSFf(r) := r
α
[
f |A(r/2,2r)
]
α
. (6.2)
For all non-negative integer m, for all α ∈ [0, 1] and for all real δ, define the scale free
weighted Ho¨lder norm of any m-times differentiable function f : A(R0,∞)→ R by
‖f‖Cm,α
δ,SF
(A(R0,∞)) :=
∞∑
i=0
∥∥rδDiSFf∥∥C0(A(R0,∞)) + ∥∥rδδαSFDnSFf∥∥C0(]2R0,∞[) . (6.3)
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Consider now the Costa-Hoffman-Meeks surface C introduced above. For non-neg-
ative, integer m, for all α ∈ [0, 1], for all real δ and for any m-times differentiable function
f : C → R, define
‖f‖Cm,α
δ,SF
(C) :=
∥∥f |C ∩(B(2R0)×R)∥∥Cm,α + ∥∥f |C ∩(A(R0,∞)×R)∥∥Cm,α
δ,SF
(A(R0,∞))
. (6.4)
For all such m, α and δ, let Cm,αδ,SF,g(C) denote the space of m-times differentiable functions
f over C which satisfy ‖f‖Cm,α
δ,SF
(C) <∞ and which also satisfy f ◦σ = f for every horizontal
symmetry σ of C. Recall that, with these symmetries imposed, for all δ ∈]1, 2[, and for
all α ∈]0, 1[, the Jacobi operator JC of C defines an injective Fredholm map of Fredholm
index (−3) from C2,αδ,SF,g(C) into C0,αδ+2,SF,g(C) (c.f. [9], [17], [18] and [21]).* Now let JˆC
be the modified MCFS Jacobi operator of C as defined in Section 5.2 and observe that,
since each of X and Y has compact support, we may also think of them as taking values
in C0,αδ+2,SF,g(C).
Lemma 6.1.1
For all α ∈]0, 1[, and for all R0 > 0 sufficiently large, and for ∆ > 0 sufficiently large,
the triplet (X, Y, JˆC) defines a surjective Fredholm map from R
3 ⊕ R3 ⊕ C2,αδ,SF,g(C) into
C0,α2+δ,SF,g(C) of Fredholm index 3. Furthermore, the right inverse (U, V,Φ) can be chosen
in such a manner that its norm is uniformly bounded, independent of ∆.
Remark: In the sequel, R0 will be chosen large enough for Lemma 6.1.1 to hold for all
large values of ∆. It will then be fixed once and for all, and ∆ will be made to tend to
+∞.
Proof: For all c ∈ U , where U is a suitable open subset of R3, let Cc be as in Section 5.1
and suppose in addition that Cc is also invariant under all the horizontal symmetries of
C. Let E : U × C → R3 be a smooth function such that
(1) for all c ∈ U , Ec parametrises Cc;
(2) for all c ∈ U and for all p ∈ C ∩(A(R0,+∞)×R), the point Ec(p) lies vertically above
or below the point p; and
(3) for all c ∈ U , Ec := E(c, ·) is equivariant under all the horizontal symmetries of C.
Let V be a neighbourhood of 0 in R3 and define E˜ : U × V × C → R3 such that, for all
(c, a) ∈ U × V , and for all p ∈ C,
E˜c,a(p) = Ec(p) +
3∑
i=1
Ii(p)ai(1− χ′0(p))ez,
* We aim to include an overview of the perturbation theory of the Costa-Hoffman-Meeks
surfaces in forthcoming work, as we are not aware of any readily accessible account in the
literature.
46
On complete embedded translating solitons...
where χ′0 and (Ii)1≤i≤3 are defined as in Section 5.1. Define H : U×V ×C → R3 such that,
for all (c, a) ∈ U × V , and for all p ∈ C, Hc,a(p) is the mean curvature of the immersion
E˜c,a at the point p. Define the operators X0, Y0 : R
3 → C∞0 (C) by
(X0u)(p) :=
d
dt
Hc0+tu,0(p)|t=0, and
(Y0v)(p) :=
d
dt
Hc0,tv(p)|t=0.
By the perturbation theory of Costa-Hoffman-Meeks surfaces (c.f. [9]), (X0, Y0, JC) defines
a surjective Fredholm map of Fredholm index 3 from R3⊕R3⊕C2,αδ,SF,g(C) into C0,αδ+2,SF,g(C).
Let N and Nˆ be respectively the unit normal vector field and the modified normal
vector field over C. Observe that, as ∆ and R0 tend to +∞, the difference (Nˆ −N) tends
to zero in the Ck sense for all k so that the difference (JˆC −JC) tends to 0 in the operator
norm. Next, it is straightforward to show that, considered as an operator from R3 into
C0,αδ+2,SF,g(C), ‖Y − Y0‖ . ǫ. Finally, by (2.14), (5.20) and (5.21), considered as another
operator between these two spaces, ‖X −X0‖ . Rδ−2. Since these both tend to 0 as ∆
tends to +∞, the result follows by the stability of surjectivity of Fredholm maps under
small perturbations. 
For all non-negative, integer m, for all α ∈ [0, 1], for all γ ∈ R and for all ǫ > 0, define
the following weighted Ho¨lder and Sobolev norms for functions over R2,
‖f‖Cm,αγ,ǫ (G) := ‖f(·/ǫ)‖Cm,αγ (G), and
‖f‖Hmγ,ǫ(G) := ‖f(·/ǫ)‖Hmγ (G).
(6.5)
For all suchm, α, γ and ǫ, let Cm,αγ,ǫ,g(G) denote the space ofm-times differentiable functions
f over R2 which satisfy ‖f‖Cm,αγ,ǫ (G) < ∞ and which also satisfy f ◦ σ = f for every
horizontal symmetry σ of C. Likewise, for all non-negative, integer m, for all γ ∈ R and
for all ǫ > 0, let Hm,αγ,ǫ,g(G) denote the space of all measurable functions f over R
2 whose
distributional derivatives up to and including order m are locally square integrable, which
satisfy ‖f‖Hmγ,ǫ(G) <∞, and which also satisfy f ◦ σ = f for every horizontal symmetry σ
of C.
Let G be a Grim end of speed ǫ over the annulus A(R/4,+∞), and let JˆG be its
modified MCFS Jacobi operator, as defined in Sections 4.1 and 5.2. Upon rescaling,
Theorem 4.1.1 immediately yields
Lemma 6.1.2
For all α ∈]0, 1[, and for sufficiently large ∆, the operator ǫ2JˆG defines invertible linear
maps from H2γ,ǫ,g(G) into H
0
γ,ǫ,g(G) and from C
2,α
γ,ǫ,g(G) into C
0,α
γ,ǫ,g(G). Furthermore, we
may suppose that the norm of the inverse of this operator is uniformly bounded indepen-
dent of ∆.
Finally, it will be useful to introduce the following notation. Define the operators DG and
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δαG by
DG :=
1
ǫ
D, and (6.6)
δαGf(x) :=
1
ǫα
[
f |B(x,1/ǫ)
]
α
. (6.7)
In particular, up to uniform equivalence, for any function f supported in A(R/4, 2R4),
‖f‖Cm,αγ,ǫ (G) =
m∑
i=0
‖DiGf‖C0 + ‖δαGDmG f‖C0 . (6.8)
Likewise, let dVol denote the canonical volume form of R2 and, in analogy to (6.1), (6.2),
(6.6) and (6.7), define
dVolSF :=
1
r2
dVol, and
dVolG := ǫ
2dVol.
(6.9)
In particular, a formula similar to (6.8) also holds for ‖f‖Hmγ,ǫ(G) when f is supported over
the annulus A(R/4, 2R4). The following straightforward estimate will also be of use in the
sequel.
Lemma 6.1.3
If f is such that ‖f‖C2,αγ,ǫ (G) ≤ A and ‖f‖H2γ,ǫ(G) ≤ BA, where B ≤ 1, then
∥∥DGf |B(2R)∥∥C0 . B1−αA. (6.10)
Furthermore, the total variation of f over B(2R) satisfies
[f |B(2R)]0 . (ǫR)B1−αA. (6.11)
Proof: Indeed, by the Sobolev embedding theorem, for all small β > 0,
‖δ1−βG f‖C0γ,ǫ(G) . BA.
Thus, by (A.12) and (A.13), over B(2R),
|DGf | . B
1+α
1+α+βA,
The first relation follows upon choosing β sufficiently small, and the second then follows
by integration. 
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6.2 - Kapouleas’ Ping-Pong Argument - Part I. For notational convenience, we will
henceforth work as if C and S had only one end. Consider now the following seminorms
for functions over S.
‖f‖m,C := ‖f |B(0,4R)‖Cm,α
(2−m)+δ,SF
(C),
‖f‖m,G,H := ‖f |A(R,∞)‖Cm,αγ,ǫ (G),
‖f‖m,G,S := ‖f |A(R,∞)‖Hmγ,ǫ(G), and
‖f‖m,G := ‖f‖m,G,H + 1
ǫR
‖f‖m,G,S.
(6.12)
Let E denote the closure with respect to ‖ · ‖0,C of the space of functions supported over
S ∩(B(4R)× R) which are invariant under every horizontal symmetry of the Costa-Hoff-
man-Meeks surface C. Likewise, let F denote the closure with respect to ‖ · ‖0,G of the
space of functions supported over S ∩(A(R,∞) × R) that are also invariant under these
symmetries. Define the operator A : E → F by
Ae := JˆSχuΦe+XUe+ Y V e− e, (6.13)
where χu is the cut-off function of the upper transition region A(R
4, 2R4), and (U, V,Φ) is
defined as in Lemma 6.1.1. This operator measures the extent to which (U, V, χuΦ) fails
to be a Green’s operator of (X, Y, JˆS) for functions in E . In particular, since JˆS coincides
with JˆC over B(0, R), Ae is supported in the interior of A(R,∞) making it indeed an
element of F . In addition, by definition of JˆS , and bearing in mind that X and Y are both
supported in B(2R),
Ae = [JˆG, χu]Φe+ χu(JˆS − JˆC)Φe. (6.14)
In this section, we prove
Theorem 6.2.1
For all δ > 1,
‖Ae‖0,G . 1
(ǫR)2α
1
R6+δ
‖e‖0,C . (6.15)
Theorem 6.2.1 follows immediately from (2.14) together with (6.14), (6.16), (6.18), (6.19)
and (6.21), below, and the fact that
‖χu‖C0,αγ,ǫ (G) .
1
(ǫR4)α
.
1
(ǫR)α
.
For convenience, we now denote φ := Φe.
Lemma 6.2.2 ∥∥∥(JˆS − JˆC)Φe|A(R,2R4)∥∥∥
C0,αγ,ǫ (G)
.
1
(ǫR)α
1
R6+δ
‖e‖0,C . (6.16)
Proof: Indeed, by (6.1), for k ∈ {0, 1, 2}, over A(R, 2R4),
∣∣Dkφ∣∣ . 1
rk+δ
‖φ‖C2,α
δ,SF
(C) .
1
rk+δ
‖e‖0,C .
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Likewise, by (6.2), for all r ∈ [2R,R4],∣∣δα (D2φ|A(r/2,2r))∣∣ . 1
rk+α+δ
‖e‖0,C .
Thus, by (5.12), (5.13), (5.16), (5.17) and (5.18), over A(R, 2R4),∣∣∣(JˆS − JˆC)φ∣∣∣ .
(
ǫ
r2+δ
+
ǫ2
rδ
+
[
1 + log
( r
R
)]
ǫ4r2−δ
+
[
1 + log
( r
R
)] 1
r6+δ
)
‖e‖0,C ,
(6.17)
so that, by (2.14), ∣∣∣(JˆS − JˆC)φ|A(R,2R4)∣∣∣ . 1
R6+δ
‖e‖0,C .
Likewise, using also (A.12) and (A.14), for r ∈ [2R,R4],∣∣∣δα ((JˆS − JˆC)φ|A(r/2,2r))∣∣∣ . 1
rα
(
ǫ
r2+δ
+
ǫ2
rδ
+
[
1 + log
( r
R
)]
ǫ4r2−δ
+
[
1 + log
( r
R
)] 1
r6+δ
)
‖e‖0,C ,
so that, by (6.7), for r ∈ [2R,R4],∣∣∣δαG ((JˆS − JˆC)φ|A(r/2,2r))∣∣∣ . 1(ǫr)α
(
ǫ
r2+δ
+
ǫ2
rδ
+
[
1 + log
( r
R
)]
ǫ4r2−δ
+
[
1 + log
( r
R
)] 1
r6+δ
)
‖e‖0,C .
Thus, by (A.16), (A.22) and (2.14),∣∣∣δαG ((JˆS − JˆC)φ|A(R,2R4))∣∣∣ . 1(ǫR)α 1R6+δ ‖e‖0,C .
The result follows upon combining the above relations. 
Lemma 6.2.3
For all δ > 1, ∥∥∥(JˆS − JˆC)Φe|A(R,2R4)∥∥∥
H0γ,ǫ(G)
.
(ǫR)
R6+δ
‖e‖0,C . (6.18)
Proof: By (6.9) and (6.17), over A(R, 2R4),∣∣∣(JˆS − JˆC)φ∣∣∣2 dVolG .
(
ǫ4
r2+2δ
+ ǫ6r2−2δ +
[
1 + log
( r
R
)2]
ǫ10r6−2δ
+
[
1 + log
( r
R
)2] ǫ2
r10+2δ
)
‖e‖20,CdVolSF,
so that, by (A.23) and (2.14),∫
A(R,2R4)
∣∣∣(JˆS − JˆC)φ∣∣∣2 dVolG . (ǫR)2
R12+2δ
‖e‖20,C ,
and the result follows. 
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Lemma 6.2.4
For all δ > 1,
‖[JˆG, χu]Φe‖C0,αγ,ǫ (G) .
1
(ǫR4)α
1
R8+4δ
‖e‖0,C . (6.19)
Proof: By (6.1) and (6.3) for k ∈ {0, 1, 2}, over A(R4, 2R4),
∣∣Dkφ∣∣ . 1
R4k+4δ
‖φ‖C2,α
δ,SF
(C) .
1
R4k+4δ
‖e‖0,C .
It follows by (5.19) that, for k ∈ {0, 1}, over this annulus,
∣∣∣Dk[JˆG, χu]φ∣∣∣ . 1
R8+4k+4δ
‖e‖0,C . (6.20)
Thus, by (6.6), for k ∈ {0, 1}, over this annulus,
∣∣∣DkG[JˆG, χu]φ∣∣∣ . 1(ǫR4)k 1R8+4δ ‖e‖0,C ,
and the result follows by (A.12). 
Lemma 6.2.5
‖[JˆG, χu]Φe‖H0γ,ǫ(G) .
(ǫR)
R5+4δ
‖e‖0,C . (6.21)
Proof: By (6.20) and (6.9), over A(R4, 2R4),
∣∣∣[JˆG, χu]φ∣∣∣2 dVolG . ǫ2
R8+8δ
‖e‖20,CdVolSF,
so that, by (A.23),
∫
A(R4,2R4)
∣∣∣[JˆG, χu]φ∣∣∣2 dVolG . ǫ2
R8+8δ
‖e‖0,C ,
and the result follows. 
These estimates prove Theorem 6.2.1. In addition, the following estimate will also be of
use later.
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Lemma 6.2.6
For all δ > 1,
‖χuΦe‖2,G . 1
(ǫR)α
1
ǫ2R2+δ
‖e‖0,C . (6.22)
Proof: Indeed, since χu = O(r
−k), ‖χu‖C2,α
0,SF
(C) . 1. Thus
‖χuφ‖C2,α
δ,SF
(C) . ‖φ‖C2,α
δ,SF
(C) . ‖e‖C0,α
2+δ,SF
(C) = ‖e‖0,C .
Thus, by (6.1), (6.4) and (6.6), for k ∈ {0, 1, 2}, over A(R, 2R4),
∣∣DkGχuφ∣∣ . 1(ǫr)k 1rδ ‖e‖0,C .
Likewise, by (6.2), (6.3) and (6.7), for all r ∈ [2R,R4],
∣∣δαG (D2Gχuφ|A(r/2,2r))∣∣ . 1(ǫr)2+α 1rδ ‖e‖0,C ,
so that, by (A.16),
∣∣δαG (D2Gχuφ|A(R,2R4))∣∣ . 1(ǫR)2+α 1Rδ ‖e‖0,C .
Combining the above relations yields
‖χuφ‖2,G,H . 1
(ǫR)α
1
ǫ2R2+δ
‖e‖0,C .
Likewise, by (6.9), for all k, over A(R, 2R4),
∣∣DkGχuφ∣∣2 dVolG . 1(ǫr)2k 1r2δ ‖e‖20,C(ǫr)2dVolSF,
and since δ > 1, by (A.23) it follows that
‖χuφ‖2,G,S . 1
ǫR1+δ
‖e‖0,C .
The result follows. 
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6.3 - Kapouleas’ Ping-Pong Argument - Part II. By Lemma 6.1.2, there exists a
linear map Ψ : C0,αγ,ǫ,g(G)∩H0γ,ǫ,g(G)→ C2,α,gγ,ǫ,g (G)∩H2γ,ǫ,g(G) such that for all f ∈ F ,
f = JˆGΨf,
and
‖Ψf‖C2,αγ,ǫ (G) .
1
ǫ2
‖f‖0,G,H, and
‖Ψf‖H2γ,ǫ(G) .
1
ǫ2
‖f‖0,G,S.
(6.23)
Define the operators B : F → E and W : F → R3 by,
Bf := JˆS(1− χl)(Ψf − χ′ǫ(Wf))− ZWf − f, and
Wf := (Ψf)(0).
(6.24)
where χl is the cut-off function of the lower transition region A(R/4, R/2), and χ
′
ǫ is
the cut-off function of the transition region A(1/2ǫ, 1/ǫ), as in Section 5.1. As before, B
measures the extent to which (−W, (1 − χl)(Ψ − χ′ǫW )) fails to be a Green’s operator of
(Z, JˆS) for functions in F . In particular, by (5.11) together with the fact that JˆS coincides
with JˆG over A(2R,∞), Bf is supported in B(4R), and is thus indeed an element of E .
In addition, since χ′ǫ = 1 over B(4R), over this ball, we have
Bf = −[JˆC , χl](Ψf − (Ψf)(0)) + (1− χl)
(
JˆS − JˆG
)
Ψf. (6.25)
In this section, we prove
Theorem 6.3.1
For sufficiently small α,
‖Bf‖0,C . R
2
(ǫR)
‖f‖0,G. (6.26)
Theorem 6.3.1 follows immediately from (2.14) together with (6.25), (6.29) and (6.30),
below, and the fact that
‖(1− χl)‖C0,α
0,SF
(C) . 1.
For convenience, we now denote ψ := Ψf .
Lemma 6.3.2
‖Wf‖ . R
2
(ǫR)
‖f‖0,G. (6.27)
Proof: Indeed, by the Sobolev embedding theorem,
‖Wf‖ . ‖Ψf‖H2γ,ǫ(G) .
1
ǫ2
‖f‖0,G,S . R
2
(ǫR)
‖f‖0,G,
as desired. 
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Lemma 6.3.3
‖Ψf − (Ψf)(0)|A(R/4,2R)‖2,C .
R2+δ
(ǫR)α
‖f‖0,G. (6.28)
Proof: By (6.11) and (6.23), over A(R/4, 2R),
[ψ]0 . (ǫR)
2−α‖ψ‖2,G . R
2
(ǫR)α
‖f‖0,G.
Likewise, by (6.10), over this annulus,
|DGψ| . (ǫR)1−α‖ψ‖2,G . 1
(ǫR)α
R
ǫ
‖f‖0,G.
Finally, over this annulus,
∣∣D2Gψ∣∣ . ‖ψ‖C2,αγ,ǫ (G) . 1ǫ2 ‖f‖0,G,
and ∣∣δαG (D2Gψ|A(R/4,2R))∣∣ . ‖φ‖C2,αγ,ǫ (G) . 1ǫ2 ‖f‖0,G.
The result now follows by (6.1), (6.2), (6.4), (6.6), (6.7) and (2.14). 
Lemma 6.3.4
‖
(
JˆS − JˆG
)
Ψf |A(R/4,2R)‖C0,α
2+δ,SF
(C) .
1
(ǫR)
1
R2−δ
‖f‖0,G. (6.29)
Proof: Indeed, by (6.6), for k ∈ {0, 1, 2}, over A(R/4, 2R),
∣∣Dkψ∣∣ . ǫk‖ψ‖C2,αγ,ǫ (G) . 1ǫ2−k ‖f‖0,G,
and so, by (5.12), (5.13), (5.16), (5.17), (5.18) and (2.14), over A(R/4, 2R),
∣∣∣(JˆS − JˆG)ψ∣∣∣ . 1
(ǫR)
(
ǫ2R2 + ǫ+ ǫ5R5 +
1
R4
)
‖f‖0,G . 1
(ǫR)
1
R4
‖f‖0,G.
Likewise, ∣∣δα (D2ψ|A(R/4,2R))∣∣ . ǫα‖f‖0,G . 1
Rα
‖f‖0,G.
Thus, by (6.2), using also (A.12) and (A.14),
∣∣∣δαSF ((JˆS − JˆG)ψ|A(R/4,2R))∣∣∣ . 1(ǫR) 1R4 ‖f‖0,G,
and the result follows. 
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Lemma 6.3.5
For sufficiently small α,
‖[JˆC , χl](Ψf − (Ψf)(0))‖C0,α
2+δ,SF
(C) .
1
(ǫR)α
R2+δ‖f‖0,G. (6.30)
Proof: This follows from (6.28) and (5.19). 
6.4 - Kapouleas’ Ping-Pong Argument - Part III. By (6.15) and (6.26), and bearing
in mind (2.14), for δ > 1 and for sufficiently small α, the operator norms of the products
AB and BA satisfy
‖AB‖, ‖BA‖ . 1
(ǫR)2α
1
ǫR5+δ
.
1
∆
.
We therefore define QE : E → E and QF : F → F by
QE :=
∞∑
m=0
(BA)m, QF :=
∞∑
m=0
(AB)m. (6.31)
In particular, the operator norms of both QE and QF are uniformly bounded for large
values of ∆. Define now
UCe := UQEe,
UGf := −UBQF f,
VCe := V QEe,
VGf := −V BQFf,
WCe :=WAQEe,
WGf := −WQF f,
PCe := χuΦQEe− (1− χl) (ΨAQEe− χ′ǫ(WAQEe)) , and
PGf := −χuΦBQF f + (1− χl) (ΨQF f − χ′ǫ(WQF f)) .
(6.32)
Lemma 6.4.1 For all e ∈ E and for all f ∈ F ,
JˆSPCe+XUCe+ Y VCe+ ZWCe = e,
JˆSPGf +XUGf + Y VGf + ZWGf = f.
(6.33)
Proof: Indeed, bearing in mind (6.13) and (6.24),
JˆSPCe+XUCe+ Y VCe+ ZWCe
= JˆSχuΦQEe+XUQEe+ Y V QEe
−JˆS(1− χl) (ΨAQEe− χ′ǫ(WAQEe)) + ZWAQEe
= AQEe+QEe−BAQEe− AQEe
= e.
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The second relation follows in a similar manner, and this completes the proof. 
Now let χ be the cut-off function of the transition regionA(2R, 4R). Since χ = O(r−k),
for all f ,
‖χf‖0,C . ‖f‖0,C, ‖(1− χ)f‖0,G . 1
(ǫR)α
‖f‖0,G. (6.34)
Define
Uˆf := UCχf + UG(1− χ)f,
Vˆ f := VCχf + VG(1− χ)f,
Wˆ f :=WCχf +WG(1− χ)f, and
Pˆ f := PCχf + PG(1− χ)f.
(6.35)
In particular, by (6.33),
JˆSPˆ f +XUˆf + Y Vˆ f + ZWˆf = f, (6.36)
so that (Uˆ , Vˆ , Wˆ , Pˆ ) defines a Green’s operator for (X, Y, Z, JˆS). We conclude this section
by determining the norms of its different components. First, since the operator norms of
U and V are uniformly bounded, by (6.26) and (6.34),
‖Uˆf‖ . ‖f‖0,C + R
2
(ǫR)1+α
‖f‖0,G, and
‖Vˆ f‖ . ‖f‖0,C + R
2
(ǫR)1+α
‖f‖0,G.
(6.37)
Theorem 6.4.2
For sufficiently small α, for all δ > 1, and for all f ,
‖Wˆf‖ . ‖f‖0,C + R
2
(ǫR)1+α
‖f‖0,G. (6.38)
Proof: For e ∈ E , by (6.15), (6.27) and (2.14),
‖WCe‖ = ‖WAQEe‖ . R
2
(ǫR)
‖AQEe‖0,G . 1
(ǫR)2α
1
ǫR5+δ
‖e‖0,C . ‖e‖0,C .
For f ∈ F , by (6.27),
‖WGf‖ = ‖WQF f‖ . R
2
(ǫR)
‖f‖0,G.
The result now follows by (6.34). 
56
On complete embedded translating solitons...
Theorem 6.4.3
For sufficiently small α, and for all f ,
‖Pˆ f‖2,C . ‖f‖0,C + R
2
(ǫR)1+α
‖f‖0,G. (6.39)
Proof: Consider e ∈ E . Observe that, over B(4R),
PCe = ΦQEe− (1− χl)(ΨAQEe−ΨAQEe(0)).
Now,
‖ΦQEe‖2,C . ‖e‖0,C ,
and by (6.15), (6.28) and (2.14),
‖(1− χl)(ΨAQEe− (ΨAQEe)(0))‖2,C .
1
(ǫR)3αR4
. ‖e‖0,C ,
so that
‖PCe‖2,C . ‖e‖0,C .
Now consider f ∈ F . Over B(4R),
PGf = −ΦBQF f − (1− χl)(ΨQF f −ΨQF f(0)).
By (6.26),
‖ΦBQF‖2,C .
R2
(ǫR)
‖f‖0,G,
and, by (6.28),
‖(1− χl)(ΨQFf − (ΨQF f)(0))‖2,C .
R2+δ
(ǫR)α
‖f‖0,G,
so that, by (2.14),
‖PGf‖2,C .
R2
(ǫR)
‖f‖0,G.
The result now follows by (6.34) and (6.35). 
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Theorem 6.4.4
For sufficiently small α, and for all f ,
‖Pˆ f‖2,G . 1
(ǫR)α
1
ǫ2R2+δ
(
‖f‖0,C + R
2
(ǫR)1+α
‖f‖0,G
)
. (6.40)
Proof: Consider e ∈ E . Observe that, over S ∩(A(R,∞)× R),
PCe = χuΦQEe−ΨAQEe+ (WAQEe)χ′ǫ.
By (6.22),
‖χuΦQEe‖2,G .
1
(ǫR)α
1
ǫ2R2+δ
‖e‖0,C .
By (6.15) and (6.23),
‖ΨAQEe‖2,G .
1
(ǫR)2α
1
ǫ2R6+δ
‖e‖0,C .
By (6.15) and (6.27),
‖WAQEe‖ . R
2
(ǫR)
‖AQEe‖0,G . 1
(ǫR)2α
1
ǫR5+δ
‖e‖0,C .
However,
‖χ′ǫ‖2,G .
1
(ǫR)
,
and so
‖(WAQEe)χ′ǫ‖2,G .
1
(ǫR)2α
1
ǫ2R6+δ
‖e‖0,C .
Combining these relations yields, by (2.14),
‖PCe‖2,G . 1
(ǫR)α
1
ǫ2R2+δ
‖e‖0,C .
Consider now f ∈ E . Over S ∩(A(R,∞)× R),
PGf = −χuΦBQF f +ΨQF f − (WQFf)χ′ǫ.
By (6.22) and (6.26),
‖χuΦBQF f‖2,G .
1
(ǫR)α
1
ǫ2Rδ(ǫR)
‖f‖0,G.
By (6.23),
‖ΨQF f‖2,G .
1
ǫ2
‖f‖0,G.
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By (6.27),
‖WQF f‖ . R
2
(ǫR)
‖f‖0,G,
so that
‖(WQF f)χ′ǫ‖2,G .
1
ǫ2
‖f‖0,G.
Combining these relations yields, by (2.14),
‖PGf‖2,G .
1
(ǫR)α
1
ǫ2Rδ(ǫR)
‖f‖0,G.
The result now follows by (6.34). 
7 - Existene and Embeddedness.
7.1 - The Schauder Fixed-Point Theorem. At this point, it is convenient to modify
slightly the norms introduced in (6.12). We define,
‖f‖′m,G,H := ‖f |A(2R,∞)‖Cm,αγ,ǫ (G),
‖f‖′m,G,S := ‖f |A(2R,∞)‖Hmγ,ǫ(G), and
‖f‖′m,G := ‖f‖′m,G,H +
1
(ǫR)
‖f‖′m,G,S.
(7.1)
Observe that, by (6.35), this does not affect (6.37), (6.38), (6.39) and (6.40). In addition, we
will also ignore the factor 〈NˆS , NS〉−1 used in the definitions (5.8) and (5.9) of (X, Y, Z, JˆS).
Indeed, it is readily shown that the operator of multiplication by this function is uniformly
bounded, independent of ∆, with respect to the norms ‖·‖0,C and ‖·‖0,G, for which reason
it also does not affect the above estimates.
For all non-negative, integer m, for all α ∈ [0, 1] and for all real γ, let Em,α,γ be the
space ofm-times differentiable functions f : S → R which are invariant under all horizontal
symmetries of C and which satisfy
‖f‖m,C , ‖f‖′m,G <∞.
Observe that Em,α,γ furnished with these norms is a Frechet space. Now let M : U ⊕ V ⊕
W ⊕E2,α,γ → E0,α,γ be the MCFS functional about S, as defined in Sections 5.1 and 5.2.
Lemma 7.1.1
‖M(0, 0, 0, 0)‖0,C . Rδ−2, and
‖M(0, 0, 0, 0)‖′0,G = 0.
(7.2)
Proof: Denote ψ :=M(0, 0, 0, 0). Since C is minimal, over B(R),
ψ = ǫµ.
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Thus, by (5.1), (A.6) and (2.14),
‖ψ|B(R)‖C0,α
2+δ,SF
(C) . ǫR
2+δ . Rδ−2.
By (5.4) and (2.14), over A(R, 2R),
Hi =
cxi
r2
+
ǫxi
2
− ǫr
2χc,i
4
+O(R−(k+3)).
Thus, by (A.6), over this annulus,
µ = 1 +O(R−2), and
gij = δij +O(R
−2),
so that, by (A.7),
ψ = O
(
ǫr−k + r−(k+4)
)
.
By (2.14), this yields
‖ψ|A(R,2R)‖C0,α
2+δ,cyl
(C) . R
δ−2,
and the first estimate follows upon combining these relations. Finally, by construction, ψ
vanishes over A(2R,∞), so that ‖ψ‖′0,G = 0, and this completes the proof. 
It is straightforward to show that for ‖u‖, ‖v‖, ‖w‖ and ‖f‖2,C sufficiently small,
independent of ∆,
‖M(u, v, w, f)−M(0, 0, 0, 0)− JˆSf − Xˆu− Yˆ v‖0,C . ‖f‖22,C + ‖u‖2 + ‖v‖2. (7.3)
The corresponding estimate over the Grim end is more subtle. We first require the following
preliminary estimate, which will also serve in the proof of embeddedness.
Lemma 7.1.2
For all sufficiently small α and for all f ,
‖f‖′1,G,H . (ǫR)1−2α‖f‖′2,G. (7.4)
Proof: We apply the Sobolev embedding theorem over A(2R,∞) by first applying the
Sobolev trace estimate over half planes in R2 and then applying the Sobolev embedding
theorem over complete straight lines. In this manner, we obtain, for all β < 1,
‖f |A(2R,∞)‖C0,βγ,ǫ (G) . (ǫR)‖f‖
′
2,G.
Setting (β = 1− α), and using (A.12) and (A.13), we obtain
‖f‖′1,G,H . (ǫR)
1
1+2α ‖f‖′2,G . (ǫR)1−2α‖f‖′2,G,
as desired. 
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Lemma 7.1.3
There exists η > 0 such that, for sufficiently large ∆, if ǫ(ǫR)1−2α‖f‖′2,G < η, then
‖M(u, v, w, f)−M(0, 0, 0, 0)− JˆSf − Zˆw‖′0,G
.
ǫ2
R
‖u‖2 + ǫ
2
R
‖v‖2 + ǫ
2
R
‖w‖2 + ǫ3(ǫR)1−2α (‖f‖′2,G)2 . (7.5)
Proof: Since M is a second-order quasi-linear functional, upon rescaling, we obtain, for
all u, for all v, and for all g with ‖ǫg‖′1,G,H sufficiently small,
‖M(u, v, 0, g)−M(u, v, 0, 0)− JˆS,u,vg‖′0,G
. ǫ3‖g‖′1,G,H‖g‖′2,G
.
ǫ2
R
(ǫR)2α
(‖g‖′1,G,H)2 + ǫ3(ǫR)1−2α (‖g‖′2,G)2 ,
where JˆS,u,v is the modified MCFS Jacobi operator of the immersion M(u, v, 0, 0). Next,
for all sufficiently small u and v, and for all g,∥∥∥(JˆS,u,v − JˆS) g∥∥∥ . ǫ3 (‖u‖+ ‖v‖) ‖g‖′2,G
.
ǫ2
R
‖u‖2 + ǫ
2
R
‖v‖2 + ǫ3(ǫR) (‖g‖′2,G)2 .
Now, bearing in mind the definition of the macroscopic perturbation in the direction of w,∥∥∥M(u, v, w, f)−M(0, 0, 0, 0)− JˆSf − Zˆw∥∥∥′
0,G
.
∥∥∥M(u, v, w, f)−M(u, v, 0, 0)− JˆSf − Zˆw∥∥∥′
0,G
.
∥∥∥M(u, v, 0, f + w(1− χ′ǫ))−M(u, v, 0, 0)− JˆS(f + w(1− χǫ′))∥∥∥′
0,G
.
∥∥∥M(u, v, 0, f + w(1− χ′ǫ))−M(u, v, 0, 0)− JˆS,u,v(f + w(1− χǫ′))∥∥∥′
0,G
+
∥∥∥(JˆS,u,v − JˆS) (f + w(1− χǫ′))∥∥∥′
0,G
.
ǫ2
R
‖u‖2 + ǫ
2
R
‖v‖2 + ǫ
2
R
(ǫR)2α
(‖f + w(1− χ′ǫ)‖′1,G,H)2
+ǫ3(ǫR)1−2α
(‖f + w(1− χ′ǫ)‖′2,G)2 .
Finally, ∥∥(1− χ′ǫ)|A(1/2ǫ,1/ǫ)∥∥′1,G,H . 1, and∥∥(1− χ′ǫ)|A(1/2ǫ,1/ǫ)∥∥′2,G . 1(ǫR) ,
and the result now follows by (7.4). 
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Theorem 7.1.4
For γ sufficiently small, for all δ ∈]1, 2[, for α ∈]0, 1[ sufficiently small, and for ∆ sufficiently
large, there exist u, v, w and f such that
M(u, v, w, f) = 0.
Furthermore,
‖u‖, ‖v‖, ‖w‖, ‖f‖2,C . Rδ−2, ‖f‖2,G . 1
(ǫR)αǫ2R4
. (7.6)
Proof: Fix γ ≪ 1, δ ∈]1, 2[ and α ∈]0, 1[ small. Set ψ0 :=M(0, 0, 0, 0) and denote
(u0, v0, w0, f0) := φ0 := −(Uˆψ0, Vˆ ψ0, Wˆψ0, Pˆψ0).
By (6.37), (6.38), (6.39), (6.40) and (7.2), there exists a constant B > 0, such that, for all
large ∆,
‖u0‖, ‖v0‖, ‖w0‖, ‖f0‖2,C ≤ BRδ−2, ‖f0‖′2,G ≤
B
(ǫR)αǫ2R4
.
Define Ω ⊆ R3 ⊕ R3 ⊕ R3 ⊕ E2,α,γ to be the set of all quadruplets (u, v, w, f) such that,
‖u‖, ‖v‖, ‖w‖, ‖f‖2,C ≤ 2BRδ−2, ‖f‖′2,G ≤
2B
(ǫR)αǫ2R4
.
Observe that Ω is convex and, by the Arzela-Ascoli Theorem, for all α′ < α and γ′ < γ, Ω
is a compact subset of R3 ⊕ R3 ⊕ R3 ⊕ E2,α′,γ′ . For φ := (u, v, w, f) in Ω, define
Φ(φ) := φ0 − (Uˆψ, Vˆ ψ, Wˆψ, Pˆψ),
where
ψ :=M(u, v, w, f)−M(0, 0, 0, 0)− JˆSf − Xˆu− Yˆ v − Zˆw.
By (7.3), (7.5) and (2.14),
‖ψ‖0,C . R2δ−4, ‖ψ‖′0,G .
1
(ǫR)4αR7
,
so that, by (6.37), (6.38), (6.39) and (6.40), for sufficiently large ∆, Φ maps Ω to itself.
Furthermore, for all α′ < α and γ′ < γ, Φ is continuous with respect to the topology of
E2,α′,γ′ . It follows by the Schauder fixed point-theorem (c.f. [7]) that there exists a fixed
point φ of Φ in Ω. We readily verify that M(φ) = 0, and this completes the proof. 
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Theorem 7.1.5
Let (u, v, w, f) be as in Theorem 7.1.4. For sufficiently large ∆, the surface E˜(u, v, w, f)
is embedded.
Proof: We denote the joined surface by S, we denote the image of E˜(u, v, w, f) by S′, and
we rescale both S and S′ by ǫ. Observe that the intersection of S with A(2ǫR,∞) × R
consists of 3 distinct Grim ends which we denote by G+, G0 and G− respectively. Let
u+, u0 and u− be the respective profiles of these ends, and let v+, v0 and v− be their
derivatives in the radial direction. Observe that
u+(ǫR) > u0(ǫR) > u−(ǫR),
and
v+(ǫR) > v0(ǫR) > v−(ǫR).
Since v+, v0 and v− are all solutions of the same first order ODE, it follows that v+(r) >
v0(r) > v−(r) for all r. In particular, the ends G+, G0 and G+ are separated vertically by
a distance of no less than η, where η ∼ ǫlog(R). Let Ω+, Ω0 and Ω− denote the open sets of
points lying at a vertical distance of no more than η/2 from G+, G0 and G− respectively.
In particular, these 3 sets are disjoint.
Now let G′+, G
′
0 and G
′
− be the three ends of S
′. Over the annulus A(ǫR, 2ǫR), by
(7.6), ∥∥ǫf |A(R,2R)∥∥C0 . ǫR−δ ∥∥f |(A(R,2R)∥∥2,C . ǫR−2,
so that, over this annulus, G′+ lies strictly above G
′
0, and G
′
0 lies strictly above G
′
−.
However, by (7.4) and (7.6) again,
‖ǫf‖′1,G,H .
1
(ǫR)3αR3
.
Bearing in mind the definition of the norm ‖ · ‖1,G,H , it follows that for sufficiently large
∆, G′+, G
′
0 and G
′
− are all graphs over A(ǫR,∞). Furthermore, for some large R′, the
intersections of G′+, G
′
0 and G
′
− with A(R
′,∞) × R are contained in Ω+, Ω0 and Ω−
respectively. In particular, outside B(R′) × R, G′+ lies strictly above G′0 and G′0 lies
strictly above G′−. Since vertical translates of mean curvature flow solitons are also mean
curvature flow solitons, it now follows by the strong maximum principle that, over the whole
of A(ǫR,∞), G′+ lies strictly above G′0 and G′0 lies strictly above G−. This completes the
proof. 
A - Terminology, Conventions and Standard Results.
A.1 - General Definitions. Let R2 and R3 denote respectively 2 and 3 dimensional
Euclidean space and let Σ be an embedded surface in R3. We consider R2 as the x − y
plane in R3.
(1) π : R3 → R2 denotes the canonical projection.
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(2) r denotes a smooth positive function over R2 which is equal to the distance to the
origin outside some (suitably large) compact set. We denote the composition of r with π
also by r.
(3) ex, ey and ez denote the vectors of the canonical basis of R
3.
(4) er, eθ denote respectively the unit radial and unit angular vector fields over R
2. We
denote the pull-backs of these vector fields through π also by er and eθ respectively.
(5) D denotes the canonical differentiation operator over R2 and R3.
(6) ∆ denotes the canonical Laplacian over R2 (not to be confused with ∆Σ, defined
below).
(7) C(a) denotes the circle of radius a about the origin in R2. It also denotes the cylinder
of radius a about the z-axis in R3 as well as the intersection of this cylinder with Σ.
(8) B(a) denotes the closed disk of radius a about the origin in R2. It also denotes the
closed solid cylinder of radius a about the z-axis in R3 as well as the intersection of this
cylinder with Σ.
(9) A(a, b) denotes the closed annulus of inner radius a and outer radius b about the origin
in R2. It also denotes the closed annular prism of inner radius a and outer radius b about
the z-axis in R3 as well as the intersection of this prism with Σ.
(10)Let χ : [0,∞[→ R be a non-negative, non-increasing function such that χ = 1 over
[0, 1] and χ = 0 over [2,∞[. For all a, define χa : R2 → R by χa(x) = χ(‖x‖/a). We call
χa the cut-off function of the transition region A(a, 2a). Composing with π, we likewise
consider χa as a function over R
3 and Σ.
A.2 - Surface Geometry. (1) NΣ denotes the unit normal vector field over Σ.
(2) πΣ denotes the orthogonal projection onto the tangent space of Σ.
(3) ∇Σ denotes the gradient operator as well as the Levi-Civita covariant derivative of Σ.
(4) HessΣ denotes the intrinsic Hessian operator of Σ.
(5) ∆Σ denotes the intrinsic Laplacian of Σ.
(6) IIΣ denotes the second fundamental form of Σ.
(7) AΣ denotes the shape operator of Σ.
(8) HΣ denotes the mean curvature of Σ (taken to be the sum of the principle curvatures,
or the trace of the shape operator).
(9) MΣ denotes the MCFS operator of Σ (with speed ǫ). It is given by
MΣ := HΣ + ǫ〈NΣ, ez〉. (A.1)
(10)JΣ denotes the MCFS Jacobi operator (with speed ǫ) of Σ. That is, JΣ is the lineari-
sation of the MCFS operator of Σ. It is given by
JΣf = ∆
Σf + Tr(A2Σ)f + ǫ〈∇Gf, ez〉. (A.2)
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We recall in addition the following elementary relations. For any function f defined over
a neighbourhood of Σ,
∇Σf = Df − 〈Df,NΣ〉NΣ,
HessΣ(f) = Hess(f)− 〈Df,NΣ〉IIΣ.
(A.3)
Given any positive function φ defined over Σ, if JˆΣ := M
−1
φ JΣMφ denotes the conjugate
of JΣ with the operator of multiplication by φ, then
JˆΣf = ∆
Σf + 2φ−〈∇Σφ,∇Σf〉+ ǫ〈∇Σf, ez〉+ (φ−1JΣφ)f. (A.4)
A.3 - Surface Geometry of Graphs. (1) If Σ is the graph of a function u over a
subset of R2, then we call u the profile of Σ. In this case, π defines a coordinate chart of
Σ in R2. It will be more convenient to work, sometimes over Σ, and sometimes over R2,
and we will move freely between these two perspectives.
(2) gij denotes the intrinsic metric of Σ. Its inverse is denoted by g
ij.
(3) Γkij denotes the Christoffel symbols of the Levi-Civita covariant derivative of gij .
Denoting
µ := 〈ez, NΣ〉, (A.5)
we readily verify the following relations.
µ =
1√
1 + ‖Du‖2 ,
gij = δij + uiuj ,
gij = δij − µ2uiuj ,
Γkij = g
kpuijup,
HessΣ(f)ij = fij − gkpuijupfk,
∆Σ(f) = gijfij − gijgkpuijupfk,
IIΣij = −µuij ,
(AΣ)ij = −µgipupj ,
HΣ = −µgijuij ,
πT (ez)i = µ
2ui.
(A.6)
(4) When Σ is a graph, the MCFS functional is given by,
MΣ = µg
ijuij + ǫµ. (A.7)
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A.4 - Analysis. (1) Given two variable quantities a and b, we write
a . b (A.8)
whenever there exists a constant C, which for the purposes of this paper we consider to
be universal, such that
a ≤ Cb.
(2) Given a function f and a sequence of functions (gm), we write
f = O(gm) (A.9)
whenever there exists a sequence (Cm) of constants, which for the purposes of this paper
we consider to be universal, such that the relation
|Dmf | ≤ Cmgm
holds pointwise for all m. The indexing variable of the sequence (gm) should be clear from
the context. In some cases, as in, for example (2.37), every element of the sequence (gm)
is the same.
A.5 - Function Spaces. Let X be a metric space.
(1) For all α ∈ [0, 1], we define the Ho¨lder seminorm of order α over X by
[f ]α := Sup
x6=y∈X
|f(x)− f(y)|
d(x, y)α
. (A.10)
Observe that [f ]0 measures the total variation of f . In particular,
[f ]0 ≤ 2‖f‖C0 . (A.11)
We readily prove that for all α ∈ [0, 1],
[f ]α ≤ [f ]1−α0 [f ]α1 ≤ 21−α‖f‖1−αC0 [f ]α1 . (A.12)
If X is a complete manifold, and if f is differentiable over X , then for all α ∈ [0, 1[ and for
all β ∈]0, 1],
‖Df‖C0 ≤ 2[f ]
β
1+(β−α)
α [Df ]
1−α
1+(β−α)
β , (A.13)
which merely expresses the (almost) log-convexity of the Ho¨lder seminorms. For all α, we
have the following variant of the product rule.
[fg]α ≤ ‖f‖C0 [g]α + [f ]α‖g‖C0 . (A.14)
Finally, if X = X1 ∪ ...∪Xm, then, for all α,
[f ]α ≤ m1−α Sup
1≤k≤m
[f |Xi ]α. (A.15)
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If, in particular, X = [0, m + 1] × S1 is a cylinder and Xi = [i, i+ 1] × S1 for all i, then
(A.15) refines to
[f ]α ≤
m∑
i=1
[f |Xi ]α. (A.16)
(2) For a continuous function f over X , for all α, we define
δαf(x) := [f |B1(x)]α. (A.17)
Now suppose that X is a smooth Riemannian manifold.
(3) For all k, α, we define the Ck,α-Ho¨lder norm over C∞(M) by
‖f‖Ck,α :=
k∑
i=0
‖Dif‖C0 + ‖δαDkf‖C0 . (A.18)
We define the space Ck,α(X) to be the closure of C∞(X) with respect to this norm.
(4) For all p, we define the Lp-norm over C∞0 (M) by
‖f‖pLp :=
∫
X
|f |p dVol. (A.19)
We define the space Lp(X) to be the closure of C∞0 (X) with respect to this norm.
(5) For all k, we define the Hk-Sobolev norm over C∞0 (M) by
‖f‖Hk :=
k∑
i=0
‖Dif‖L2 . (A.20)
The reader may verify that all surfaces studied in this paper are sufficiently regular at
infinity for the Sobolev embedding theorem to hold. That is for all l, and for all k+α < l−1,
‖f‖Ck,α . ‖f‖Hl . (A.21)
(6) We will make use of the following readily verified formulae.
Sup
t∈[1,T ]
log(t)tα .
{
log(T )Tα if α > 0,
1 if α < 0.
(A.22)
Likewise ∫
A(1,T )
log(r)mrαdVolSF .
{
log(T )mTα if α > 0,
1 if α < 0.
(A.23)
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A.6 - Elliptic Estimates. Let E and F be Banach spaces and let A : E → F be a
bounded linear map. We say that A satisfies an elliptic estimate whenever there exists a
normed vector space G, a compact map K : E → G, and a constant C such that for all e
in E,
‖e‖ ≤ C (‖Ke‖+ ‖Ae‖) . (A.24)
The following straightforward result plays an important roˆle in Fredholm theory.
Theorem A.6.1
If A satisfies an elliptic estimate, then the kernel of A is finite-dimensional and its image
is a closed subset of F .
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