Increasingly, multimodal human-computer interactive tools are leveraged in both autism research and therapies. Embodied conversational agents (ECAs) are employed to facilitate the collection of socio-emotional interactive data from children with autism. In this paper we present an overview of the Rachel system developed at the University of Southern California. The Rachel ECA is designed to elicit and analyze complex, structured, and naturalistic interactions and to encourage affective and social behavior. The pilot studies suggest that this tool can be used to effectively elicit social conversational behavior. This paper presents a description of the multimodal human-computer interaction system and an overview of the collected data. Future work includes utilizing signal processing techniques to provide a quantitative description of the interaction patterns.
INTRODUCTION
It is currently estimated that 1 in 110 children is diagnosed with autism [1] . Autism spectrum disorders (ASD) are pervasive developmental disorders characterized by difficulties in social communication, social reciprocity, and repetitive or stereotyped behaviors and interests [2] . Specific communication impairments may include: delays in spoken language; reduced communication maintenance abilities; repetitive and stereotyped language usage; and deficits in symbolic and imaginative play [3] . These deficits may be manifested in both verbal expressions (e.g., prosody, word choice) and nonverbal behaviors (e.g., facial expressions, gesturing, and use of eye contact). Quantitative evaluations can aid in identifying child-specific social deficits, potentially producing, in the long-term, more effective and targeted interventions. Embodied conversational agents (ECAs) provide an important platform for analyzing a child's multimodal communicative patterns. ECAs produce consistent and modifiable scenarios permitting a controlled evaluation of a child's communicative abilities. The goal of the current work is to determine how ECA technologies can be designed to elicit and evaluate natural affective child communication patterns.
Social interactions are oftentimes challenging for children with ASD, due to deficits in one or more of the following: social communication, reciprocal social interaction, and imagination [4] . ECAs provide a context in which to practice and learn aspects of these social skills. These child-agent interactions also provide a semi-structured environment, in which researchers can collect childspecific interaction data. This style of data collection provides contexts in which specific behavioral and interaction patterns can be modeled and analyzed [5] . In this paper we introduce "Rachel," a system for eliciting social narrative data in a semi-structured context. The Rachel system has been specifically designed to facilitate a study of the interaction patterns of children with ASD. The goal of the system is to create a highly-controlled interaction scenario that will facilitate post-hoc analysis furthering the understanding of the interaction patterns that exist between children with ASD and machines, as well as differences between children with ASD and typically developing children. The future goals of this work include providing therapists and clinicians with an evaluation of child-specific social deficits that can be targeted for intervention therapies, as well as exploring the potential of ECAs as intervention partners.
The use of ECA technology in autism therapy and research is widespread. These interactive technologies provide an alternative approach to provide children with a method through which to explore and learn social communication strategies. In [4, 6] the authors used an ECA for collaborative, interactive, and child-directed social storytelling (narrative) task allowing children to learn social interactive behavior in a socially non-threatening environment. In [7] , the authors analyzed the differences in interaction patterns when a human is interacting with a virtual agent vs. another human in terms of speech activity and gaze patterns. In [8] the authors performed a similar comparison using data collected from children. ECAs have also been successfully used in educational contexts [9] and in language learning tasks [10] .
The Rachel system is a novel experimental paradigm for the collection of emotionally grounded narrative data in a structured and controlled environment. This tool is adapted from an earlier ECA interface developed at the University of Southern California, as a part of the Children's Interactive Multimedia Project (ChIMP) [8, [11] [12] [13] . The Rachel experiments are broken into four distinct sessions, which are ordered by anticipated increasing difficulty. Each session is designed to teach a concept of emotional behavior while providing an indication of each child's unique emotional understanding. Accompanying each session is a storytelling task to capture the child's ability to create a narrative and to further assess the child's emotional understanding.
The novelty of this work is in the design of an ECA that facilitates the collection of synchronized multimodal data (audio, video, physiological) of interactions between a child, his/her parent, and an ECA. This experimental paradigm will permit the targeted evaluation of child emotional and language expression patterns in an interactive context. Pilot results from two children with autism suggest that the experimental paradigm is useful for eliciting social narrative data. We will present an analysis of the ECA's behavior as a method for automatically estimating the behavior of the child, as well as plans for future analyses of the multimodal data.
DESIGN

The Little ChIMP Project
The Rachel system design is based on the Little ChIMP project, which was used to collect interactive game play data collected from children aged 3-6 years old. This project utilized an ECA constructed using the Center for Spoken Language Understanding (CSLU) Toolkit's "Zach" animated character [14] . The interaction was directed using the Wizard of Oz (WoZ) paradigm. In this paradigm, the child is led to believe that he or she is interacting directly with an autonomous computer agent. However, the ECA is controlled by a wizard utilizing a control panel to select an action from a set of the pre-programmed available actions. The WoZ paradigm was used for both the Little ChIMP and Rachel systems ( Figure 1 , Rachel experiment). This control panel forces the wizard to choose actions from a limited set, simulating the constraints present in human-machine interaction, while alleviating the difficulties that are present in Automatic Speech Recognition (ASR) and Natural Language Processing (NLP) for children's speech.
The Little ChIMP experiments lasted 30-minutes. The sessions began with an introductory briefing by the experimenter followed by a secondary briefing by the computer agent designed to be similar in content to the briefing by the human. The child then participated in five tasks including category membership, pattern matching, and sorting. The child was then debriefed by the computer and the human experimenter (with matching content) [15] .
The Little ChIMP experiments were repeated with seven children diagnosed with Autism (recruited through AGRE, Autism Genetic Resources Exchange) in the Fall of 2009 (Little ChIMP II). The results suggested that verbal children diagnosed with autism can have prolonged conversations with ECAs, and the children talked at least as much with the ECA as with a psychologist who interacted with the children following a similar script [16] . In general, the child-ECA conversations were slower-paced overall (with more periods of silence and less speech overlap), compared to the childpsychologist conversations. We found that children smiled more often and fidgeted less during the ECA sessions, and they made communicative gestures (e.g., pointing) to both the psychologist and ECA.
Goals of the Rachel System
The results from the Little ChIMP and Little ChIMP II studies suggested that both children with no diagnosis of autism and children diagnosed with autism responded favorably and dynamically to the ECA interface. The goal of the work presented in this paper is to determine if a new ECA interaction could facilitate rich interactive behavior in emotional contexts. In both Little ChIMP experiments the tasks did not have emotional components. However, one of the common impairments in children with autism is difficulty interpreting emotional cues. Computer ECAs have the potential to provide instructive assistance through question and answer sessions designed around emotionally targeted scenarios.
In the updated Rachel design, the interaction scenarios are emotion problem-solving tasks. The ECA display has also been updated to reflect a peer-like appearance (Rachel looks approximately 8 years-old). The new ECA, also from the CSLU toolkit, is the "Rachel" avatar ( Figure 2(a) ).
The ECA serves as an emotional coach. It introduces the scenario and produces queries whose difficulties are dependent on the child's ability. If the child easily identifies the target emotions in the images, the wizard uses the ECA to coach him through low-level points, asking him to determine the emotional causes. If the child is unable, or unwilling, to identify the emotions present, the ECA coaches him through empathetic exercises, relating the child's preferences to the presented scenarios.
Session Design
In the Rachel tasks, children are presented with pictures depicting emotional scenarios and are asked to reason through a set of problem-solving tasks. There are four challenge levels: 1) simple emotional face identification, 2) emotional storytelling with an inorder and out-of-order stimuli presentation, 3) missing emotional face identification, and 4) mismatched face identification. The emotional question and answer scenarios become increasingly difficult as the interaction progresses to assess how a computer agent can effectively instruct children with autism, and record and analyze the interaction dynamics between the child, parent, and computer that result from a seemingly emotionally aware computer agent.
The Rachel experiment involves four sessions, with each session including four components: briefing, session game, storytelling task, debriefing; and a child-parent interaction. The child interacted with the Rachel system using vocal and physical behavior and a touch screen interface.
Protocol
The interaction protocol was identical for each session. During the first session, the psychologist obtained informed consent from the parent and assent from the child to participate in the study. In each session, the child entered the room with his parent and an experimenter (clinical psychologist, referred to as "the experimenter"). The child was instructed to sit in front of the monitor on which the ECA (Rachel) was displayed. The child's parent sat to the right of the child. The child was introduced to Rachel by the experimenter. The experimenter then left the room. In all sessions (Section 2.3) the computer agent led the child through a series of four activities. The first activity was a briefing session, the second was the emotional session game (Section 2.7), the third was a storytelling task, and the final was a very short debrief. At the conclusion of the interaction, the experimenter reentered the room and presented the child and parent with another storytelling task and finally with an interactive game. 
Briefing
The briefing interaction is designed to gather baseline information about the child and to familiarize the child with the Rachel system, and help the child to warm up to the situation. The briefing for the first session is designed to socially introduce the child to Rachel and includes questions about the child's name and age, birthday and plans, and computer familiarity. The briefing for sessions two through four involves simple game play. For example, the child is asked to find hidden kittens in a picture.
Session Games
The first session ("emotion matching") is the introductory Rachel experiment. The session game is an emotion matching game in which the child is asked to identify emotional faces or voices from a set of four images presented by Rachel. There are three sub-games: congruent emotion identification (face, voice, and prompt are emotionally matched), conflicting voice-matched emotion identification (face and voice are mismatched, the prompt matches the voice), and conflicting face-matched emotion identification (face and voice are mismatched, the prompt matches the face). The set of four pictures is presented in a random order with each button click. The order that the child sees is presented to the wizard via a portion of the interaction Graphical User Interface (GUI). If the child responds using the touch screen interface (by touching the appropriate image), the input is displayed on the wizard's GUI.
The second session ("emotional narrative") presents four emotionally evocative scenarios covering the set of emotions: angry, happy, sad, and scared ( Figure 2 ). The children are asked to tell stories when the scenarios are presented to them in logical order, and then, out of order. The wizard's role is to enrich the emotional conversation by asking the child to expand on his/her descriptions of the scenarios. The wizard can ask additional questions probing at the emotional causes behind the pictorial reactions and can highlight specific images of interest. There are also prompts in this session designed to include references to Rachel's own "preferences".
The third session ("missing face identification") utilizes the same set of four emotional scenarios (angry, happy, sad, and scared, Figure 2 ). However, to increase difficulty, in each scenario one face is removed from the middle and bottom image cell. The child is asked to choose the appropriate face from a set of four faces to the right of each of the images. Again, the wizard's role is to enrich the emotional conversation by asking the child to expand on his/her descriptions of the scenarios.
The final session ("mismatched face identification") utilizes the same set of four emotional scenarios (angry, happy, sad, and scared, Figure 2 ). In each scenario one face from the middle and bottom image cell have been changed to express an emotion that does not make sense given the story told in sessions two and three. The child is asked to identify the mismatched face and explain why it does not fit. Again, the wizard's role is to enrich the emotional conversation by asking the child to expand on his/her descriptions of the scenarios. This task is the most difficult, both with respect to child challenge-level and wizard difficulty. The child's answers are open to interpretation. Generic prompts such as "I hadn't thought of that." and "Good point!" allow the wizard to incorporate the child's ideas into the scripted format.
Emotionally Evocative Scenarios
There are four scenarios used in the Rachel interaction. The scenarios each have one emotional target and include: angry, happy, sad, and scared. Each scenario is presented to the child using three images, vertically, in temporal order from top to bottom (Figure 2 ). The angry scenario presents three children, two boys and one girl. The boys plot to push the girl and as a result of the executed push, the girl drops her ice cream cone. The happy scenario presents two brothers who stop at a pet store to play with a puppy. The sad scenario presents a mother and her daughter in a park. The daughter trips over a rock and falls, skinning her knee. The scared scenario presents two boys in a park. One boy hides behind a tree and jumps out to startle the other boy.
The scenarios were designed collaboratively with clinical psychologists, an artist, engineers, and experts in the field of autism. The scenarios describe events that occur in many children's lives. The scenarios were therefore reasoned to be emotionally interpretable and meaningful to the children.
Storytelling Task
The storytelling task is designed to elicit a narrative from the child, which enables analysis of the child's speech and language in a more open-ended and less question-and-answer format than the Session Games. Abridged picture-book stories are show on the screen alongside Rachel. Rachel starts the story and then asks the child to finish the story. The child has no control over turning the page, so it is important that the wizard pay attention to the child's narrative in order to turn the page at the appropriate time. Each of the four sessions uses a different picture book for the storytelling task.
Debriefing
The wizard debriefs the child at the conclusion of each session. In the debrief, Rachel asks the child if he/she had fun and Rachel states that she is looking forward to seeing the child the following week.
Parent-Child Interaction
Each session also includes a series of interactions between the parent and child, during which the computer/ECA is not in use. In all sessions, the parent and child perform a second storytelling task with a new book. The child and parent also perform interactions specific to each of the four sessions. The first child-parent interaction is free play with the parent. The parent and child are given play doh, Mr. Potato Head, and blocks. The second child-parent interaction is an emotional jenga game. Jenga is a game in which the participants must remove blocks, one at a time, from a tower. The game ends when the tower falls. This game was augmented to include blocks with emotion words. Every time the child or parent removed a block, the child or parent would have to act out the emotion described on the block. The third child-parent interaction was an emotional drawing task. The child and parent were asked to draw scenarios describing a time in which they experienced a strong emotion. They were then asked to explain the pictures to each other. The final child-parent interaction was an interview during which the experimenter asked the parent and child to summarize their experience working with the Rachel system. These parent-child interactions are recorded and will enable comparison of the child's interaction style and communication with their parent as compared to their interactions with the ECA.
Prompting Behavior
The Rachel wizarding system uses a graphical user interface (GUI). The wizard chooses the session trajectory based on the main GUI for the specific session. Every session has its own GUI (see Figure 1 for an example of a GUI used for the briefing interaction for Session 2). The main GUI allows the wizard to choose from a set of interaction activities. When a wizard selects an activity a secondary GUI replaces the main GUI. This GUI contains all of the interaction prompts for the chosen activity within the session (e.g., telling a story about the angry image set from Figure 2 ). The wizard chooses audio-visual prompts based on the trajectory outlined by the activity GUI. For example, in the briefing in Figure 1 each line dictates an interaction order. The wizard can choose auxiliary prompts from the right-hand side of the GUI to allow for flexibility in the interaction. Each button (except "Wizard Flag" and "Child Uncertain") is accompanied by an audio-visual stimulus. These stimuli are binned into five groups (Table 1) : prompts in which Rachel provides back story ("About Rachel"); prompts in which Rachel provides the child with feedback ("Feedback"); prompts that Rachel utters that do not convey crucial information and do not require feedback ("General"); prompts in which Rachel provides information to the child regarding how to proceed in the session ("Information"); and prompts that Rachel utters that require a response from the child ("Requires Feedback"). The prompts were binned into these prompt categories to facilitate in the analysis of the ECA prompting behavior. 
MULTIMODAL DATA RECORDING
The child's behaviors are recorded using audio-visual sensors and the ECA's prompts are logged for post-hoc analysis. As with the Little ChIMP experiments, the interaction follows the WoZ paradigm, permitting the creation of a structured interaction simulating a discourse between a child and machine while avoiding the technological difficulties inherent in automatic speech understanding. The WoZ framework also permits the creation of a detailed log file that describes the behavior of the ECA in the interaction framework. This detailed log file facilitates the post-hoc analysis of the interaction. The log files include the start and end times of each activity and the time at which the ECA spoke (all to the nearest hundredth of a second). The log file also contains touch screen input from the children. This file can be used to cross-reference the scripts to determine not only the time at which the prompt was spoken, but also the prompt type (e.g., feedback, informational, requires response, etc.).
Each session was unobtrusively recorded using a portable smartroom solution with multiple audio-video sensors; a portable set-up was required because the experimental room was a shared space. Additionally, we have the possibility of the use of a physiological sensor worn on the subjects' wrist. With the exception of the physiological sensor, all of the sensors were non-invasive to minimize the possibility of the child getting uncomfortable or anxious and to maximize the ecological validity of the experiments.
Three Sony HDR-SR12 High Definition Handycam Camcorders were mounted on tripods approximately 1m off the floor (eye-level for seated adults). One camcorder was placed directly behind the monitor to capture a front-view of the child's face. The other two camcorders were placed approximately 60 degrees off-center to capture the gestures/movements of both the child and parent. We used the highest quality video settings: 1080i resolution with a 16:9 widescreen aspect ratio (1920x1080 pixels, 59.94 interlaced frames per second, H.264/MPEG-4 AVC compression). See Figure 3 for an example screenshot, taken from a video created for the purpose of manually coding the data with relevant behavioral information (e.g., facial expressions, gestures).
We recorded stereo audio signals from each camcorder's internal microphones (48 kHz, 16-bit, Dolby AC-3 format). In addition, we recorded audio from two high-quality directional shotgun microphones (Schoeps CMIT5U), with one pointed toward the child and the other toward the parent. These microphones were mounted on stands approximately 1m off the floor and 1m from the intended speaker. We used the Edirol R-4 Pro 4-channel recorder to capture the audio (48 kHz, 24-bit, uncompressed linear PCM format).
Physiological data was collected using a sensor that was placed within an elastic wristband and worn by the subject. Physiological signals (e.g., skin conductance, skin temperature, heart rate) have been shown to capture emotional changes in an individual in the context of human affective state classification studies [17] . It may be especially important to capture autonomous signals from children with ASD, since this population can sometimes show no overt signs of emotion/stress, while covert signs indicate a high-level of internal stress [18] . We are using the Affectiva Q Sensor (Beta version) 1 , which measures skin temperature and skin conductance (also known as electrodermal activity or galvanic skin response) at a sampling rate of 32 Hz. It also has a built-in accelerometer that outputs three-dimensional relative displacements of the sensor. During the pilot experiment we were unable to collect physiological data from the first two subjects (the wristband did not fit the first child, and the second child was skin-sensitive and removed the device). We are hopeful that future subjects will wear the sensor to provide us access to these autonomous signals.
The equipment took about 15 minutes to set up and 5 minutes to dismantle. All audio-video signals were manually synchronized by clapping before and after the sessions and marking these clap times in each of the audio-video signals. The physiological data were approximately synchronized to the audio-video data by shaking the Q Sensor at the same time as the claps (this "shaking motion" shows up as sharp peaks in the accelerometer data streams). Finally, the log files were manually synchronized by noting the relative start time of the first ECA prompt in one of the audio signals.
RESULTS
The inclusion criteria for this study included: 1) Diagnosis of autism, confirmed through administration of the Autism Diagnostic Observation Scale (ADOS) by a psychologist with research certification in the ADOS; 2) ages 5-13 years, 3) score on Vineland Adaptive Behavior Scales at or above an age equivalent of 2 years, 6 months, and 4) both child and parent were English-speaking.
The Rachel experimental paradigm has been evaluated on two pilot children. Both children were diagnosed with autism by a community professional, and then the autism diagnosis was confirmed by an ADOS conducted by a psychologist with research certification in the measure, and by a parent questionnaire, the Social Responsiveness Scale (SRS). One child was a 6-year-old Latino boy, who came to the experimental sessions accompanied by his mother. Both the SRS and the ADOS documented significant problems with social reciprocity, social communication, and repetitive interests. On the Vineland Expressive Communication subtest, this participant scored at the 2 year, 9 month level, indicating significant delays in expressive language. The other child was a 12-year-old Caucasian boy, who came to the sessions accompanied by his father. The ADOS and SRS confirmed the diagnosis of autism, with significant qualitative abnormalities in his communication including unusual prosody, repetitive words and phrases, and difficulty with reciprocal conversation. His expressive language was also significantly delayed, at the 6 year, 7 month level on the Vineland. Session 2 had the longest duration for both children, compared to the other three sessions (Table 2 ). This session was the in-order and out-of-order storytelling tasks. The two-fold nature (in-order and out-of-order storytelling) of the task very likely caused this task to be the longest (see Table 2 for a description of the time spent on each session activity). Session 2 also had the highest proportion of feedback prompts (e.g., "good job", Figure 4 ). In session 2, the percentage of feedback prompts for subject 1 was 0.65 and for subject 2 was 0.54 ( Figure 4) . Session 4 had the fewest number of feedback prompts and most informational prompts for subject 2. Sessions 1 and 4 had the highest proportion of feedback required prompts. The analysis of time between prompts provides an estimation of human turn length ( Figure 5 ). This assessment is based only on the log files, therefore it cannot be determined at this stage if the parent or the child was speaking during the times in which Rachel was silent. However, this automatic and rapid assessment may provide clues to the interactivity of the various sessions. The time between prompts for the four sessions (for each subject) are displayed in a single histogram ( Figure 5 ). This histogram provides a graph- ical depiction of estimated human (child and/or parent) turn-length. The figure demonstrates that the Rachel system elicits varying turnlengths across both speakers. The final analysis is analysis of the relationship between the prompt categories (Table 3 ). Feedback prompts were most often followed by more feedback prompts. The informational prompts were most often followed by additional information prompts. This suggests that when providing information to the child, Rachel often followed up with additional information. This result may be due to the design choices. The long informational prompts were broken up into sub-prompts to enhance the audio-visual presentation. The requires feedback prompts were most often followed by feedback prompts for both subjects. This suggests that for both subjects, Rachel's questions were followed by the subject's responses.
CONCLUSIONS AND FUTURE WORK
We have used the Rachel tool to collect child-computer interaction data from two children diagnosed with ASD; we also collected childparent interaction data for comparison. The multimedia ECA interface offered a viable means for collecting targeted socio-emotional interaction data. We plan to use automatic analysis techniques to provide insight into the interaction patterns between the child, parent, and Rachel. We will combine the log file detail, with a voice activity detection (VAD) system and a speaker diarization system to automatically segment the data into Rachel speech-regions, child speech-regions, and parent speech-regions. We will then develop models of the interaction (general and in terms of specific Rachel prompt types). These statistical models will enable us to understand the inter-and intra-child interaction pattern variability. It is our belief that such tools will be of assistance to clinicians as a method for developing quantitative assessments of child interaction patterns.
The results of the log files suggest that Rachel was an effective tool for eliciting interactive behavior. However, these conclusions are limited by the data available. We are currently transcribing and segmenting the session data to provide additional detailed and transparent analyses of child behavior.
ECA technologies provide an effective platform for eliciting and analyzing children's communicative abilities. This tool is a modular system; scenarios can be interchanged or even created based on the needs of the experimental protocol. It also records time-stamps of the ECA behavior. The combination of the modularity and detailed record facilitates detailed and quantitative post-hoc analyses for the identification of social affective deficits in children with autism.
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