should be classified as an "A," it is possible for two coders to misapprehend or misapply the protocol and both mis-classify it as a "C." Their "agreement" is invalid according to the protocol, and thus, false. It is an agreement that another set of coders probably would not reach because it resulted from something other than applying the protocol consistently. Zhao (2012) calls this "erroneous agreement" but does not emphasize its connection to the protocol. Holsti (1969) notes that simple agreement can overestimate reliability because as the number of coding categories for a variable declines, the likelihood increases that assignment of a content unit to the same category by coders could occur by "chance."
The use of the term "chance" is unfortunate because such false agreements are not necessarily the results of random behavior (Gwet, 2008; Riffe et al., 2005) . Although false agreements could be due to chance decisions by coders when applying the protocol, coders rarely randomly assign content to categories within variables if protocols contain adequate coding instructions and sufficient training has occurred. False agreements are more likely to result from poor or limited training, the lack of a common frame of reference, language skill differences among coders, etc. .
Moreover, such false agreements are more serious that disagreement errors because false agreements cannot be detected or differentiated from protocol-based agreements and because false agreements have a high probability of creating data with validity problems. The fact that they cannot be detected is the reason scholars have argued that reliability is not the same as agreement (Cohen, 1960; Gwet, 2014; Krippendorff, 2013; Scott, 1955) and why reliability measures must adjust for "expected agreement" or "chance." Though the present study and Feng's (2014) data show continued use of simple agreement, most scholars agree that relying on simple agreement alone is inadequate for assessing reliability (Cohen, 1960; Gwet, 2014; Krippendorff, 2013; Scott, 1955) . Zhao (2012) does argues that simple agreement is a better measure of reliability than reliability coefficients that use probability for adjusting for false agreements. Some scholars have called for reporting simple agreement along with a reliability coefficient (Lacy et al., 2015; Riffe et al., 2014) as a way of providing more information to evaluate whether reliability is sufficient and to assist with replication.
Regardless of one's position on reporting simple agreement, debate persists on which reliability coefficients are optimal (Gwet, 2008; Krippendorff, 2012; Krippendorff, 2004a; Lombard, Snyder-Duch, & Bracken, 2004; Zhao, 2012; Zhao, Liu, & Deng, 2013) . Existing reliability coefficients aim to estimate false agreement using either the distribution of agreements and/or disagreements to calculate "expected agreement,"
which is supposed to adjust for false agreement. It is the variations in how the coefficients estimate this expected agreement, and the assumptions that go with these variations, that contribute to the debate as to which reliability coefficient is superior.
Although as many as 18 "chance adjusted" coefficients (Zhao et al., 2013) have been used in content analysis studies, data presented below indicate that communication studies tend to report one of three coefficients-Scott's Pi (1955), Cohen's Kappa (1960) , and Krippendorff's Alpha (1980) . Some scholars (Gwet, 2014; Zhao, 2012 , Zhao et al., 2013 suggest these three are basically variations on the same formula.
However, Krippendorff (2013) argues that Alpha is a more useful coefficient than others because it adjusts for small sample sizes and can be used with more than two coders and all levels of measurement (nominal, ordinal, interval, and ratio) . He criticizes Kappa as being insensitive to small sample sizes and for how its expected disagreements is calculated and notes that Kappa will be higher than Alpha when the marginal sums of the contingency tables are unequal. He summarized the difference: "K overestimates reliability when coders have unequal proclivities for coding categories" (Krippendorff, 2014, p. 304) . However, when the coders' "proclivities" are equal, Kappa and Alpha are roughly the same. Zhao, Liu, and Deng (2013) argued that Alpha favors small samples and, compared to other coefficients, creates smaller reliability coefficients, all else being equal, as sample sizes increases. Krippendorff (2013b) responded that Alpha corrects for biases that exist in coefficients such as Pi when samples are smaller.
Another controversy involves Alpha, Pi, and Kappa and the fact that they can produce very low coefficients even when levels of simple agreement are high (Feng, 2014; Gwet, 2008; Zhao et al., 2012) , which can occur when data distributions are skewed (e.g., most of the coded units are in one category; see Riffe et al., 2014, pp. 119-120) . Krippendorff (2013a) labels this "insufficient variation" (p. 319), writing that such data ". . . cannot be correlated with anything either, their analytical meanings are largely void, and they cannot convey sufficient information from the analyzed text to the research question" (p. 320).
That conclusion seems to ignore the fact that there have been, and will continue to be, populations with skewed distributions of categories that are nonetheless important to study. For example, Robinson and Anderson (2006) The authors do not report why they did not provide chance-corrected reliability coefficients, but it may be because of the skewed distribution phenomenon.
Addressing the phenomenon, Potter and Levine-Donnerstein (1999) argued that expected agreement should be calculated by using the normal approximation to the binomial distribution (rather than using the formulas for Pi, Alpha, and Kappa). However, this approach does not address any role of the protocol in disagreements and false agreements.
More recently, Gwet (2008 Gwet ( , 2014 developed coefficient AC 1 for inter-rater agreement in health diagnoses. He reasoned that not all decisions are of equal difficulty, and AC 1 divides decisions into hard-to-score and easy-to-score. Gwet (2014) found that AC 1 results in coefficients that are lower than simple agreement but higher than Alpha, Kappa, and Pi. Krippendorff (2013a) has criticized AC 1 as difficult to interpret, a charge echoed by Ejima, Aihara, and Nishiura (2013) .
If one accepts the need to adjust for false agreements, it appears that among the most commonly used coefficients Alpha has advantages over Pi and Kappa but that AC 1 can provide a possible substitute when skewed data distributions results in simple agreements that are significantly larger than the reliability coefficients. However, determining whether AC 1 is an acceptable general replacement for Alpha, Kappa, and Pi is beyond the scope of this study. Gwet (2008 Gwet ( , 2014 has run Monte Carlo studies comparing coefficients, and Zhao (2012) ran an experiment using lengths of lines to test 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 (Zhao, 2012) should be taken up by scholars. Until such studies help resolve the debate, we agree with Riffe, et al. (2014) and Lacy, et al. (2015) that manuscripts report Alpha, simple agreement, and AC 1 when data are skewed. Because the argument against Alpha, Pi and Kappa is that they tend to underestimate "true" reliability (Gwet, 2014; Zhao, 2013; Zhao et. al., 2013) , using a more "strict" measure, such as alpha, helps to guard against confirmation bias in content analysis.
Number of Variables
Even researchers who report reliability occasionally do so in problematic ways.
Feng (2014) Riffe et al. (2014) found "only 54% of the studies provided the test results for all variables or at least provided the range of results for the relevant variables" (p. 122).
Reporting an "average" or range of coefficients is problematic because variables with low levels of reliability can be "masked" 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 .
These include: the nature of the variable (e.g. valence toward a person or classifying content units into categories such as topic), the quality of the content (e.g., adherence to grammar and syntax standards), the quality of the protocol (e.g., adequate guidance for coders), and the quality of coder training (e.g., coders' ability to apply the protocol consistently). Riffe et al. (2014) Bannerjee, Capozzoli, McSweeney, and Sinha (1999) propose a minimum Kappa of .75.
Having reviewed various coefficients, Neuendorf (2002) concluded that simple agreement levels of 90% or higher are absolutely acceptable and simple agreement levels of 80% or higher should be acceptable for most variables; chance-corrected statistics, such as Pi and Kappa, "are afforded a more liberal criterion" (p. 143).
Though these "rules of thumb" (Neuendorf, 2002, p. 143 ) may be useful and easily remembered, they clearly acknowledge and accept a certain amount of unreliability and, therefore, error, in coding-80% is not, obviously, 100%, and .8 is not 1.0. As with all scholarly rules of thumb, research needs to examine the relationship between reliability levels and the validity of conclusions from the data. At what reliability level does the conclusion drawn from the data create invalid conclusions?
Research Questions
Six research questions were proposed, exploring the frequency and type of reliability assessment in content analyses of communication content published in three leading communication research journals. For each RQ, variations across journals and time periods will be evaluated.
RQ1:
What types of statistics (simple agreement or reliability coefficient) were used during the 1985-2014 period in the three flagship journals to represent reliability of content analysis?
RQ2:
Were reliability coefficients reported for every variable?
RQ3: Which reliability coefficients were reported in content analysis articles? Each sampled issue of the three journals was screened by two coders to determine which articles qualified as content analysis, using four criteria were:
1. At least some data analyzed for the article were obtained by examining existing content (mediated or interpersonal) or content created specifically in response to experimental stimuli. Other, non-content data, can be used in the article and it still is classified as a content analysis article (e.g., an agenda-setting study matching content data with survey data). (simple agreement=96%) for CM's 153 content analyses (from 708 total articles). The 1985-2014 period represented years during which three major content analysis texts (Krippendorff, 1980 (Krippendorff, , 2004b (Krippendorff, , 2013 Neuendorf, 2002; Riffe et. al., 1998; Riffe et al., 2005 Riffe et al., , 2014 were introduced and/or revised. All three encourage use of reliability coefficients that consider chance agreement. Krippendorff's first edition was published in 1980, but because texts are not universally adopted immediately, 1985 was selected as the starting point. Reliability in content analyses were examined through 2014
to provide data on the most current practices.
A coding protocol and variable definitions (available upon request) were refined through several rounds of training, practice sessions, and test coding by three of the study's authors on randomly selected articles not used in the study but drawn from the three journals. After protocol modifications, two coders (one author who helped develop the protocol and one author who did not) performed three pilot checks (n = 20, 17, and 10 articles, respectively), again using randomly selected articles from all three target journals not in the sample; simple agreement exceeded 82% for all variables in all three pilot tests, a level deemed sufficient to begin coding the sample.
Then, the same two coders each independently coded half the 672 sampled study articles, with articles stratified by journal and randomly assigned. To assess intercoder reliability of the protocol for the actual study sample, the two coders double-coded 114 articles randomly chosen (JMCQ = 50, JoC = 38, CM =26) on the basis of the Lacy and Riffe (1996) formula for reliability sample size (assuming 95% probability and a 90% agreement level in the population). Final reliability coefficients were judged to be acceptable with all variables above .85 chance-corrected coefficient (Kaid & Wadsworth, 1989; Neuendorf, 2002; Riffe, Lacy & Fico, 2005) and are reported below. To illustrate that are "mechanical" in their recording, and do not involve interpreting symbolic meaning. Because the appropriateness of using correlation was not always obvious in the study articles, it was treated as a reliability coefficient in some of the analysis, which admittedly represents a liberal interpretation of its use as a reliability coefficient.
Data Analysis
In order to analyze the trend across time and by journal, the percentage of articles that contained a given variable (type of reliability coefficient, etc.) was calculated for each year and journal. To answer all RQs except RQ3 and RQ6, the percentages per year within each journal were analyzed using OLS simple linear regressions of the dependent variable on year. The goodness of fit for the regression equation is reported using rsquare. A significant positive r-square indicates that the annual percentage of articles increased during the 30-year period. A significant negative r-square indicates the percentage declined during the period, and a small insignificant correlation suggests little coefficients between .7 and .79 -1.83. The lower limit for a regression with n = 90 and three independent variables was 1.59 and the upper limit was 1.73 (Mansfield, 1987, p. A26 ). There are no negative autocorrelations, but we cannot reject the null hypotheses that variables 1 and 2 do not have slight positive autocorrelations.
These variations from normality for two variables and autocorrelation for two dependent variables are not major concerns. First, regression is robust for minor violations of assumptions (Chatterjee & Price, 1977, p. 9) . Second, assumptions about both normality and autocorrelation concern biased estimation of parameters (Bowerman, et al., 1986, pp. 551-562) . The coefficient estimates for the sample are not affected.
Given that the sample was taken from 84% of the total journal issues during this period 
Results

RQ1 asks what types of statistics (simple agreement or reliability coefficient)
were used during the 1985-2014 period to report content analysis reliability. Figure 1 and Table 1 showed an overall increase in the percentages of articles reporting a reliability Overall, the 30-year period showed an increase in the annual percentage of articles reporting a reliability coefficient for each variable, but with smaller percentages for CM than JMCQ or JoC.
INSERT FIGURE 3 ABOUT HERE
RQ3 asks which specific reliability coefficients were reported. Across journals, the most often used coefficient was Scott's Pi (15%), followed by Cohen's Kappa (14%) and Krippendorff's Alpha (5%); 4% of articles included another chance-corrected reliability coefficient (e.g., Gwet's Gamma, Benini's Beta, Guttman's Rho) and the majority (57%) reported no reliability coefficient. (Scott, 1955) , and Kappa five years later (Cohen 1960) . Alpha appeared two decades later (Krippendorff, 1980) . In addition, Alpha is more difficult to calculate by hand, which could have delayed its growth until recent years. An SPSS macro (Hayes & Krippendorff, 2007b ) and online calculator (Freelon, 2013) now make calculation easier.
INSERT TABLE 2 ABOUT HERE
Because scholars (Kaid & Wadsworth, 1989; Popper, 1988; Riffe et al., 2005) suggest that reliability coefficients below .80 can be problematic, RQ4 asked how many sampled articles reported one or more reliability coefficients between .70 and .79. Figure   4 and Table 1 (1990-1994) and 6% (1985-1989 for JoC and 6% for JMCQ.
In summary, the three journals contained a modest percentage of articles with problematic reliability coefficients between .7 and .79, although with considerable variance. These reporting practices across all journals appeared to peak from 2005-2009. No journal, however, exhibited growth in in the percentage of such articles over time.
INSERT FIGURE 4 ABOUT HERE
RQ5 goes even further in examining problematic reporting, asking how many articles reported one or more reliability coefficients below .70. Of the 326 JMCQ articles, 4% reported coefficients of less than .70. Data in Figure 5 and Table 1 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60   F  o  r  P  e  e  r  R  e  v  i  e  w showed increases in the reporting of variables with questionable reliability, while JMCQ showed a trend in this direction. Even though CM showed a modest decline, even its 12% of articles reporting sub-.70 coefficients seems excessive.
INSERT FIGURE 5 ABOUT HERE
RQ6 asks how well year and journal predicted trends in reliability reporting. The semi-partial correlations and regression coefficients in Table 3 indicate variable predictive utility of year and journal for the four dependent variables. The best predictor of the annual percentage of articles reporting a reliability coefficient and the annual percentage of articles reporting a reliability coefficient for all study variables was publication year (r-square = 0.469, p < 0.001 and r-square = .427, p < .001, respectively).
Publication year was associated with increased reporting of reliability coefficients for at least one and for all study variables, after controlling for journal. Publication year, 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 reported reliability coefficients between .70 and .79 (semi-partial = -.298, p = .004).
Discussion
This content analysis of content analyses investigated reporting of coding reliability coefficients in the flagship journals of the three largest communication associations (AEJMC, NCA, and ICA). Data suggest improvements in reporting across time, but also identified areas for additional improvement. On the positive side, the percentage of articles in the journals that reported reliability coefficients suggests that reporting chance-corrected reliability coefficients should continue to improve with time.
However, the rate of increase varied across the study period, and by the 2010-2014 period, 23% of the JMCQ articles, 25% of the JoC articles, and 32% of the CM articles did not include a chance-corrected reliability coefficient, though content analysis reference works published during this study's 30-year timeframe suggest that every content analysis reliability check should use chance-corrected coefficients (Krippendorff, 2004b (Krippendorff, , 2013 Lacy & Riffe, 1993; Neuendorf, 2002; Riffe et al., 1998 Riffe et al., , 2005 Riffe et al., , 2014 .
The relatively extensive use of Pearson's product-moment correlation within CM articles raises some concerns. Krippendorff (2013) rejects the use of correlations. Riffe, et al. (2014) argue it is acceptable when physical units such as minutes and square inches are coded. Exploring the type of variable evaluated with correlations was beyond the scope of these data.
In addition, the percentage of articles not reporting a reliability coefficient for each variable was worrisome, even though the percentage doing so increased during the Although the presentation of data differed between this study and Feng's (2014) , the descriptive results of the studies are generally consistent. However, while Feng referred to trends across time, he did not provide statistical analyses of those trends, nor did he provide statistical analyses of variation among journals.
As reporting of reliability coefficients increased, the reporting of simple agreement declined. However, during the 30 years, 36% of the JMCQ articles, 28% of the JoC articles, and 18% of the CM articles used only simple agreement to assess reliability.
It is likely that some of these articles, as may be the case with two studies cited above (Monk-Turner, et al., 2010; Robinson & Anderson, 2006) [2010] [2011] [2012] [2013] [2014] . It varied from a high of 42% in 1990-1994 to a low of 7% in 2010-2014.
Overall, the reporting of reliability coefficients improved during the 30-year period. However, further improvement is warranted. Every content analysis article should include chance-corrected reliability coefficients for every variable included in the analysis. The use of low-level reliability coefficients needs further study to determine if these lower levels of reliability represented truly exploratory research or a lack of diligence on the part of reviewers.
Of course, data from the present analysis cannot explain the changes found here, or how authors used particular variables in data analyses. However, the four regression equations showed that reporting a reliability coefficient and reporting a coefficient for each variable was predicted better by year than by journal, but predicting the presence of low reliability variables was predicted better by journal than by year. These results and the r-square levels suggest a study examining the causes behind reporting levels would be useful in improving reliability reporting. to serve the public usually follows routines for information gathering and models for presenting that information. For example, news writers apply a limited number of writing styles and structures, which provides a uniformity of content not found in written responses to experimental treatments. JMCQ primarily deals with public media more than JOC, which runs more articles about public media than does CR. These patterns reflect the research interests of members of the three associations.
A corollary of this argument is that variations in research training between communication doctoral programs and media/information programs could explain some of the variation among the journals. Scholarly articles and texts used in content analysis classes would typically be taken from the journals from the faculty members' associations. As a result, the use of a particular coefficient is encouraged from one generation of scholar to another. The time period in which a scholar trained also might play a role. Older scholars might be less likely to use Alpha than scholars who graduated during the past five or ten years.
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