Accurate segmentation of MR brain tissue is a crucial step for diagnosis, surgical planning, and treatment of brain abnormalities. Automatic and reliable segmenta-tion methods are required to assist doctor. Over the last few years, deep learning especially deep convolutional neural networks (CNNs) have emerged as one of the most prominent approaches for image recognition problems in various do-mains. But the improvement of deep networks always needs inspiration, which is rare for the ordinary. Until now, there have been reasonable MR brain tissue segmentation methods, all of which can achieve promising performance. These different methods have their own characteristic and are distinctive for data sets. In other words, different models performance vary widely on the same data sets and each model has what it is skilled in. It is on the basis of this, we propose a judgement to distinguish data sets that different models are good at. With our method, the segmentation accuracy can be improved easily based on the existing models, neither without increasing training data nor improving the network. We validate our method on the widely used IBSR 18 dataset and obtain average dice ratio of 88.06%, while it is 85.82% and 86.92% when only using separate one model respectively.
Introduction
Both the central nervous system degenerative disease and epilepsy are related to the morphological changes in the brain tissue. The accurate segmentation of the brain tissue is the first step in the volume and quantitative analysis of the brain. It is im-portant for the diagnosis and treatment of brain diseases, especially the neurodegen-erative diseases.
MRI can be more clearly and safer to display the structure of the brain because of its non-invasive, non-radioactive, free selection profile, higher signal to noise ratio, and higher resolution of the soft tissue with smaller density difference, so as to provide more information for the pathological diagnosis of brain diseases. It has become a common method for the examination of brain diseases. In medical institutions, when doctors get the MRI images of the patients, they often need to judge whether the patient's brain atrophies by their experience. When dividing the MRI brain tissue, it is necessary to sketch each slice, which is not only time-consuming, but also very tiring. At the same time, it is easy to produce fatigue error. On the other hand, in remote areas and hospitals, with insufficient medical resources and lack of experienced doc-tors, segmentation of MRI images has become a difficult problem.
Computer aided diagnostic technology (CAD) is used to help doctors diagnose pa-tients through a computer, thus reducing the burden for doctors and improving the efficiency and accuracy of diagnosis. This technique has been applied to a variety of medical diagnosis problems, and an automatic segmentation method which can pro-vide high precision near the expert segmentation standard, is urgently needed to assist the doctor. With the popularity of deep learning algorithms in the field of computer vision, more and more people begin to use convolution neural networks to classify, detect and segment images, which have achieved shocking effects in the field of natural images. The same work is being done in medical field and has become a hot topic.
Many scholars have proposed many MR image segmentation methods based on convolution neural network [13] [7] [6] [1]and these methods have also achieved good results. But without exception, these methods performances are very different in different data sets. In other words, different models performance vary widely on the same data sets and each model has what it is skilled in. It is of great significance in medical field of data scarcity that how to exploit the aspects that different methods are good at, to strengthen the combination of precision and not to improve the net-work or to increase the data sets. It is on the basis of this, we propose a judgement to distinguish data sets that different models are good at and an accurate segmentation method of MR brain tissue based on two existing deep learning models is proposed.
The remainder of this paper is organized as follows. In section 2, we present our method. Experiments and results are detailed in section 3. Finally, the discussion and the main conclusions are presented in section 4 and section 5 separately.
Method
In this paper, we propose our method based on the modified U-Net [11] and VoxRes-Net [2] . The process of the proposed method is below. 
Pre-processing
Firstly, the N4ITK is used to correct the bias field in each MRI sequence and the in-tensities are linearly transformed to [0, 1]. To limit the number of voxels considered in the classification, brains masks were generated with BET [10] . In each of the experi-ments, the samples from the training images were only selected from within the brain masks volumes. For each test image, only voxels within the brain mask volume were considered in the classification.
Judgement
We calculate the histogram of each volume and judge whether this volume will be segmented better with the VoxResNet model [2] . The judgement is below.
y n ≥ 0.8 * y n−1 (2)
while (x n , y n ) is the coordinate of peak point P n ,n is the amount of peak(always n ≥ 2),(0, x N ) is the range of the abscissa.
The schematic diagram is as follows.
Testing set
Looking for features through envelopes If the input volume meets the judgements above, we sent it to the VoxResNet model and if not, we sent it to the modified U-Net model. It is important to note that the two models have been trained on the same training sets. Figure 3 : The process to find the more valuable data from unlabeled dataset Different from the purely U-net [9] , our network can segment CSF, GM and WM three tissues at once because we use our own loss function below.
where y i and y i are predicted and ground-truth for class i, respectively.
In the stage of segmentation reconstruction, we found the maximum probability among four classes and returned the corresponding label for each voxel rather than finding the optimized threshold. At the same time, the shape of output is the same as input owing to the use of padding.
VoxResNet [2]
Figure 4: The process to find the more valuable data from unlabeled dataset It consists of stacked residual modules (i.e., VoxRes module) with a total of 25 volu-metric convolutional layers and 4 deconvolutional layers, which is the deepest 3D convolutional architecture so far. The details can be found in [2] .
Rusults
We validate our method on the widely used IBSR 18 dataset 1 . To avoid accidental error, we train the two model on several different training sets. The evaluation criteri-on is the three brain tissue (including CSFGMWM) average DCS (dice coeffi-cient), which is defined by:
Where TP, FP and FN are the subjects of true positive, false positive and false nega-tive predictions for the considered class.
The training set is the same for the two model and the testing subjects is the remain-ing except for the training set. For examples, when we use training set 1, the testing set is subject 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18 . (training set 1 including subject 1,2,3,4,5;training set 2 including subject 1,2,4,5,14;training set 3 including subject 10,11,12,13,14 and training set 4 including subject 1,2,3,4,5,10,11,12,13,14.) . The metric we used here is the total average DSC of the three tissue of testing set tested by corresponding training sets. 
Discusion
According to an ancient Chinese saying, sometimes a foot may prove short while an inch may prove long. Every model should has its own advantages and disadvantages. Finding the advantages of every model and making best use of the ad-vantages to achieve megamerger are good ways of thinking, which have broad prospects.
In this paper, we achieved promising segmentation results based on exiting two mod-els only by designing a simple judgement of histogram. In our future research, we will use more deep learning models and make a more accurate judgment by calculate the features of every sequence like [12] [14] rather than the whole patient volume. More-over, we can propose more stable judgement such as texture features, shape features and spatial relationships to distinguish different data sets, which are special for skilled model.
We believe that our thinking is also applicable in other various domains not limited to MR brain tissue segmentation and expect more researches to make a contribution in this area.
Conclusions
In this paper, we design a data-aware skilled network that can select the data sets that different deep learning models are good at and achieve more accuracy segmen-tation without changing the net or enhancing the data.
