Abstract-In order to enhance inter-particle cooperation and information sharing capabilities, an improved particle swarm algorithm optimization model is proposed by introducing the centroid of particle swarm in the standard PSO model to improve global optimum efficiency and accuracy of algorithm, then parameter selection guidelines are derived in the convergence of new algorithm. The results of Benchmark function simulation and the material balance computation (MBC) in alumina production show the new algorithm, with both a steady convergence and a better stability, not only enhance the local searching efficiency and global searching performance greatly, but also have faster higher precision and convergence speed, and can avoid the premature convergence problem effectively.
I. INTRODUCTION
Particle Swarm Optimization (PSO) is one of the most powerful methods for solving complex optimization problems of the objective function having multi-peak and non-linear characteristics. It is a swarm intelligence computing technology proposed by Eberhart and Kennedy in 1995 [1, 2] , inspired by based on the social behavior metaphor of bird flocking or fish schooling. Compared with other evolutionary methods, for its simple concept, easy implementation and quick convergence, nowadays PSO has gained much attention and has been successfully applied in many areas, including function optimization [3] [4] [5] , fuzzy system control [6, 7] , artificial neural network training [8] [9] [10] and so on.
Because PSO has problems of easily falling into local solution, slow local convergence speed and low convergence accuracy, and often failed in searching the global optimal solution especially for nonlinear and multi-peak optimization problems. Since its first publication, on the basis of the standard PSO model, more and more research has been done to study the performance of PSO and to improve its convergence performance by parameter selection and optimization [11] [12] [13] , mutating of position and velocity of particle [14, 15] or merging other optimal algorithms [16] [17] [18] [19] , and all these are on the basis of the standard PSO model. In this study, in order to improve search speed and success rate of convergence, on the basis of analysis of intelligent behaviors of social groups, a novel particle swarm optimization model (PSOM) is proposed by introducing centroid of particle swarm in standard PSO model to enhancing individual and group collaboration and information sharing capabilities. The results of the benchmark functions and application in material balancing computation show that new algorithms have faster convergence speed and higher globally convergence ability than PSO and improved PSO (AM-PSO [20] ,AF-PSO [21] ) methods with both a better stability and a steady convergence.
II. PARTICLE SWARM OPTIMIZATION ALGORITHM
The particle swarm optimization algorithm is a stochastic optimization algorithm which maintains a swarm of candidate solutions, referred to as particles, they are members in the population, have their own positions and velocities, and they fly around the problem space in the swarms searching for the position of optima. PSO is initialized with a group of random particles and then searches for optima by updating generations. In every iteration, each particle is updated by following two "best" values. The first one is the best solution it has achieved so far. This value is called pbest . Another "best" value tracked by the particle swarm optimizer is the best value, obtained so far by any particle in the population. This best value is a global best and called gbest . After finding the two best values, the particle updates its velocity and positions with following formulas. In traditional PSO model, each particle of the particles updates its next velocity and position only according to the velocity and position at the previous time, as well as individual best position and the best position of groups, during the searching process, because it lacks of collaboration and information sharing with other particles, most particles contact quickly a certain specific position. If it is a local optimum, then it is not easy for the particles escape from it. In such circumstances, in order to improve the speed and success rate of convergence, the centroid of particle swarm is introduced in the standard PSO model to improve global optimum efficiency and accuracy of algorithm through enhancing inter-particle collaboration and information sharing capabilities, then a new PSO model is proposed.
A. A Improved PSO Model (PSOM)
Let i p be the best position of the i th particle then the centroid of particle swarm at the k th iteration can be defined as follow
be the distance of the particle's current location and the centroid, so the formula (1) can be updated by 1 1 Formula (4) and (2) are called as new particle swarm optimization model (PSOM). In this way, the running track of each particle is not only interrelated with individual best position and the best position of groups, but also with the centroid of the whole particle swarm, that is interrelated with individual best position of other particles too. So the collaboration and information sharing capabilities are enhanced greatly, the computing performance of algorithm is improved effectively.
During the searching process, as the iterations go on, each particle will converge to the local or global optimum. At same time, the optimal location of each particle, the globally optimal location of all particles, each particle's current position closes to the same position, and each particle's velocity closes quickly to 0. All the particles tend to equilibrium. In this case, according to the gathering degree and the steady degree of particle swarm [9] , it can be determined whether partial or all the particles of current group will be mutated to escape from local solution and obtain the global optimum.
The new algorithm can be summarized as follows: Step1 Initialize position and velocity of all the particles randomly in the N dimension space.
Step2 Evaluate the fitness value of each particle, and update the global optimum position.
Step3 According to changing of the gathering degree and the steady degree of particle swarm, determine whether all the particles are re-initialized or not.
Step4 Determine the individual best fitness value. Compare the i p of every individual with its current fitness value. If the current fitness value is better, assign the current fitness value to i p .
Step5 Determine the current best fitness value in the entire population. If the current best fitness value is better than the g p , assign the current best fitness value to g p .
Step6
For each particle, update particle velocity according formula (4), Update particle position according formula (2) .
Step7 Repeat Step2 -6 until a stop criterion is satisfied or a predefined number of iterations are completed.
B. The Convergence Analysis Of PSOM
To simplify the analysis, here the analysis is restricted to one dimension, and not consider random factors of the algorithm. Let
, then the formula (4) and (2) can be written as
Based on the above formula, we can obtain 
where the characteristic polynomial of the coefficient matrix is
( 1)( 
Therefore, the formula (7) can be written as 
IV. COMPUTATION RESULTS AND ANALYSIS
To test the performance of the new algorithm models, firstly, two benchmark functions are introduced to test the new model, then, it is applied to the material balance computation of alumina production process, the final results of the new models are compared with standard PSO and other improved methods.
A. Benchmark function simulation
Rastrigin function Table 2 , it can be seen that there are higher convergence rate and accuracy for the PSOM than that for the PSO, AF-PSO and AM-PSO, from the mean and deviation in Table 2 , the PSOM is better than the PSO, AF-PSO and AM-PSO, with both a better stability and a steady convergence, and the average success rate of PSOM for each test functions reaches 100%, and obviously better than those of PSO, AF-PSO and AM-PSO. From Figure 1-3 , it can be seen that there are higher convergence speed and accuracy for the PSOM than for the PSO, the PSOM can easily escape from local optimum solution through individual and group collaboration and information sharing, and attain global optimum solution while the PSO cannot. All these results demonstrate that the PSOM is more feasible and efficient than the PSO, AF-PSO and AM-PSO. 
B. The material balance computation (MBC) in alumina production process
Material balance is the core of alumina production, the material balance calculation for alumina production is very important; it is an important method for guiding the production and the technical design. Although there are many technical projects to construct a new alumina plant, only through the material balance computation, can we select the best technical process and production method, and attain the purpose of the lowest cost and the lowest investment. The production process of alumina is very complicated, it can be seen as a complex control system [22, 23] , as a result, it causes calculating I.J. Intelligent Systems and Applications, 2009, 1,42-49 complexity of its material balance with tedious. Many processes of which come down to the revert computation, each of these processes has a direct impact on the results of material balance calculation of the entire process, which results in calculating complexity of its material balance with tediousness.
Based on the analysis and the actual deduction of the entire process, which does not include the storage and transportation of limestone, lime burning process, and the composition of lime is known , it must satisfy seven equation and two balance relation formula: the conservation of additive soda quantity, the conservation of alumina, the conservation of alumina of cycle mother liquor, the conservation of caustic alkali of cycle mother liquor, the conservation of alumina of red mud washing, the conservation of caustic alkali of red mud washing, the conservation of carbon alkali of red mud washing, the balance relation between finished alumina hydroxide and aluminum in the roasting process,
The control relation of water quality in the entire flow.
The balance equations -are objective functions bound to meet two constraint conditions and . The material balance calculation on the whole can be turned into solving a nonlinear multi-objective constrained optimization problem: 
is respectively the quality of alumina in finished aluminum products, the quality of alumina in finished aluminum hydroxide products, the quality of additive soda in recombined process of mother liquid, the quality of alumina in red mud lotion, the quality of caustic alkali in finished red mud lotion, the quality of carbon alkali in red mud lotion, the total quality of red mud lotion and the quality of water in the evaporation process. This is a typical solving nonlinear and multi-objective optimization problem. PSO, AM-PSO, AF-PSO and PSOM are respectively run for 50 times. The population sizes are 100, and the maximum evolution generation is 2000, other parameters are set as follows: c 1 =c 2 =2.0 for PSO, AM-PSO and AF-PSO, c 1 =c 2 =c 3 =1.4 for PSOM, w is declined linearly from 0.9 to 0.4, the ranges of X's value in multi-objective optimization problem is set in From TABLE 4, we can see that there are higher convergence success rate and accuracy for the PSOM than for the PSO, AF-PSO and AM-PSO, the PSOM can especially avoid falling into local optimum solution with through cooperation and information sharing with other particles and attain global optimum solution while the PSO cannot. From mean and deviation in TABLE 4 and Figure 4~11 , the PSOM has a better stability and a steady convergence, the average success rate of new algorithm is better than those of PSO, AF-PSO and AM-PSO. All these results demonstrate the PSOM is more feasible and efficient than the PSO and AM-PSO.
V. CONCLUSION
The standard PSO algorithm is easy to fall into local optimum solution, and in order to solve this problem effectively and to improve the convergence performance of the PSO, an improved particle swarm optimization model with the centroid of particle swarm is proposed , which can enhance individual and group collaboration and information sharing capabilities effectively. The exploration ability is greatly improved by the centroid, and the probability of falling into local optimum is efficiently decreased. Experimental and application results show the PSOM has faster convergence speed and higher globally convergence ability than the traditional PSO. In the view of the authors, the application of the PSOM in other areas can be discussed further in future and the convergence pattern, dynamic and steady-state performances of the algorithm can be improved more to specific complex optimization functions through combining with other evolutionary computation technique.
