Speech perception involves recovering the phonetic form of speech from a dynamic auditory signal containing both time-varying and steady-state cues. We examined the roles of inferior frontal and superior temporal cortex in processing these aspects of auditory speech and nonspeech signals. Event-related functional magnetic resonance imaging was used to record activation in superior temporal gyrus (STG) and inferior frontal gyrus (IFG) while participants discriminated pairs of either speech syllables or nonspeech tones. Speech stimuli differed in either the consonant or the vowel portion of the syllable, whereas the nonspeech signals consisted of sinewave tones differing along either a dynamic or a spectral dimension. Analyses failed to identify regions of activation that clearly contrasted the speech and nonspeech conditions. However, we did identify regions in the posterior portion of left and right STG and left IFG yielding greater activation for both speech and nonspeech conditions that involved rapid temporal discrimination, compared to speech and nonspeech conditions involving spectral discrimination. The results suggest that, when semantic and lexical factors are adequately ruled out, there is significant overlap in the brain regions involved in processing the rapid temporal characteristics of both speech and nonspeech signals.
Introduction
Spoken language consists of a complex auditory signal encoding two critical elements of language in parallel: the phonetic form of an utterance and the semantic content that is conveyed through it. Recovering these two components of the speech signal is not trivial, as it involves decoding a set of rapidly changing and fast-fading acoustic events. The present work focuses on the process of perceiving the phonetic form of an auditory speech signal and the neural substrates that are engaged for this purpose. The phonetic form of speech is defined as an abstract code mapping the relationship between an acoustic signal and the articulatory gestures necessary to produce it. The process by which humans are able to recover this phonetic information is a matter of great debate, with theories falling into two broad categories. The first holds that humans possess neural systems that are uniquely adapted for mapping acoustic speech to internal representations of articulatory gestures. As such, the process by which humans perceive speech signals is thought to be radically different from how nonspeech auditory signals are perceived (Liberman and Mattingly, 1985) . In contrast, other theories hold that more general auditory processing mechanisms are recruited for speech processing (Bregman, 1990; Massaro, 1997) , suggesting that overlapping neural systems are responsible for processing both speech and nonspeech information.
Recent evidence from neuroimaging has again raised the question of whether "speech is special," given the discovery of regions in the brain that appear to be selectively activated during speech processing, compared to processing other types of auditory signals. Imaging research has demonstrated two specific regions that show apparent speech selectivity: the posterior portion of the superior temporal gyrus and sulcus (STG and STS) in both hemispheres and the left inferior frontal gyrus (L IFG). Imaging studies using positron emission tomography (PET) and functional magnetic resonance imaging (fMRI) have typically found these regions to be activated while listeners processed acoustic speech compared to nonspeech signals. As detailed below, these results might represent good evidence for neural substrates specialized for processing the phonetic form of speech.
An alternative explanation for these results comes from recent neuroimaging studies that have identified regions of superior temporal cortex that are apparently specialized for processing the rapidly time-varying aspects of auditory stimuli (Zatorre et al., 2002) . The auditory speech signal relies heavily on this type of information, compared to other types of acoustic signals such as music or environmental noises. One possibility is that neural regions specialized for processing the phonetic form of speech are in fact functionally specialized for all types of auditory signals that involve processing rapidly changing acoustic features. In this theory, speech is special to the extent that it involves analyzing these dynamic characteristics of acoustic signals to a greater degree than other types of auditory information that humans encounter on a daily basis.
The present work explored the theory of a functional overlap in the neural regions responsible for processing the phonetic form of speech and other types of dynamic auditory information. Event-related FMRI was used to measure regional changes in blood oxygenation while participants discriminated synthesized speech or nonspeech signals. It was theorized that manipulating the acoustic characteristics of the sounds being discriminated would reveal regions involved in processing rapidly changing auditory signals either in speech or across all types of acoustic stimuli. Of particular interest were the two brain regions commonly associated with processing the phonetic form of speech: the posterior portion of superior temporal cortex and the left inferior frontal gyrus. Below we outline previous studies that have implicated these regions in phonetic processing, along with evidence suggesting that these regions are functionally specialized for processing either speech or other types of rapid temporal information.
Superior temporal gyrus and sulcus
The first brain region of interest in this study was the posterior portion of the superior temporal lobe adjacent to primary auditory cortex. Multiple studies have identified bilateral regions of increased activation in the posterior STG and STS during speech processing, compared to nonspeech processing. This result has been observed across many types of speech processing tasks, including listening passively to speech compared to noise (Jäncke et al., 2002) ; listening to vocal sounds of all types compared to nonspeech environmental noises, distorted speech, noise with a speech-like amplitude envelope, and bells (Belin et al., 2000) ; listening to intelligible sentences compared to the same sentences that have been spectrally modified to destroy intelligibility (Scott et al., 2000) nonwords compared to sinewave analogues (Vouloumanos et al., 2001 ); listening to sentences, lists of words, and pseudowords compared to tones or noise (Binder et al., 2000) ; listening to words in one's native language compared to words in a foreign language (Schlosser et al., 1998) ; rhyme and phoneme monitoring compared to tones or noise (Demonet et al., 1992; Jäncke et al., 2002; Zatorre et al., 1992) ; and discriminating the initial phoneme in a pair of words compared to tones .
One interpretation of these data is that this region is specifically involved in processing the phonetic form of speech. However, this conclusion is complicated by the need to control for semantic processing engaged by intelligible speech. This is because the superior temporal gyrus lies at the juncture of two proposed neural streams involved in speech processing (Binder et al., 1997; Hickok and Poeppel, 2000) : a "ventral" pathway that connects primary and associative auditory cortex in STS and STG to left middle temporal regions involved in processing semantic information (e.g., Shaywitz et al., 1994) and a "dorsal" pathway that connects auditory cortex to temporal and frontal regions when accessing phonological segments such as phonemes. This raises a critical concern for neuroimaging studies of speech: since intelligible speech contains both phonetic and semantic information, it engages both of these pathways. It is also likely that these pathways tend to interact during processing, similar to what is proposed for dorsal and ventral pathways in vision (Goodale and Milner, 1992) . This potential interactivity makes it difficult to accurately subtract the effects of semantic processes in a neuroimaging experiment of speech. For instance, it might not be possible to tease apart "semantic" and "phonological" brain regions strictly by comparing neural activation obtained for intelligible speech to an unintelligible nonspeech signal; differences in activation might be due to either phonetic or semantic factors or an interaction of the two. This makes it difficult to determine whether activation obtained by comparing intelligible speech to nonspeech or unintelligible speech baselines actually corresponds to regions involved in phonetic processing (e.g., Belin et al., 2000; Schlosser et al., 1998; Scott et al., 2000; Vouloumanos et al., 2001) . Speech/ nonspeech differences in such studies might be due to either semantic or phonetic processing or an interaction among these factors.
Another consideration for understanding the function of posterior superior temporal regions in speech perception is the extent to which it is made up of areas that are functionally specialized for processing phonetic information. Spoken language is composed of multiple periodic and aperiodic spectral events that tend to fall into two broad categories. The first are characterized as brief acoustic events (typically, 15-50 ms) during which a signal's spectral components rapidly change states, which we refer to here as rapid temporal or dynamic acoustic features. The second is typified by steady-state periods during which a signal's spectral components remain relatively stable, which we refer to as spectral acoustic features. For instance, the syllable [ba] can be described as having both a rapid temporal component during which the spectral formants rapidly change frequency, critical in recognizing the [b] consonant, and a period during which formant frequencies remain relatively stable, which is critical in recognizing the vowel [a] . Ultimately, however, both types of information are important for recognizing the constituent phonemes of a speech stream. For instance, many languages use durational cues to contrast long and short vowels; likewise, frequency peaks are an important cue for recognizing fricatives. As such, it is unrealistic to dichotomize vowels and consonants as relying uniquely on a single type of cue. The present experiment simply sought to differentiate the effects of the two types of acoustic features as much as possible, in both speech and nonspeech signals, in order to better understand how they might be differently processed in the brain.
Evidence from fMRI studies indicates functional specialization in superior temporal cortex for the dynamic or spectral aspects of auditory signals. A posterior region of left superior temporal gyrus appears to be sensitive to rapidly changing auditory events, whereas a similar area in the right superior temporal gyrus shows greater activation for signals containing more steady-state events (Zatorre and Belin, 2001 ). This raises the possibility that apparently speechspecific activation might be indicative of regions specialized for processing the types of rapidly changing features that typify speech signals. A study by Scott et al. (2000) addressed this issue by using PET to measure neural activation while participants listened to either auditory sentences or speech signals that were acoustically distorted in ways that destroyed intelligibility. This study identified regions of activation in the left STG lateral and anterior to A1 cortex while participants listened to either intelligible speech or unintelligible acoustic signals (speech that has been spectrally rotated, Blesser, 1972 ) that contained dynamic acoustic features similar to those found in speech. This raised the possibility that both types of signals engage brain regions that respond to the phonetic components of the speech signals. However, this conclusion assumes that spectrally rotated signals used in the study did in fact retain the phonetic characteristics of normal speech. While some acoustic cues for consonants and vowels are maintained in rotated speech (e.g., vowel-like steady-state periods, acoustic noise typical of fricatives, and short gaps that might signal consonant voicing), participants typically require a great deal of training to perceive the phonemic content of these signals (Blesser, 1972) . An alternative explanation is that rotated speech preserves the basic acoustic components of speech-the spectral and dynamic events that are typical of spoken language-but lacks the actual phonetic content that signals identifiable and discriminable phonemes or syllables. If this is the case, results from Scott et al. might instead be indicative of brain regions that are specialized for processing dynamic auditory information, including speech and nonspeech sounds that share key acoustic characteristics of speech.
Some evidence exists to support this possibility. Binder et al. (2000) used fMRI to identify regions of neural activation while participants listened to lists of real words, pseudowords, and reversed speech, compared to pure tones or noise. This study revealed common regions of activation for the three speech conditions that were not activated during the nonspeech conditions, even though two of the three speech conditions were specifically designed to preclude semantic activation. The authors suggested that this result could be due to the dynamic characteristics of the speech stimuli that were not present in the nonspeech conditions. However, they also conceded that these regions of activation could have been due to the phonetic content of the signals, given that listeners might have been able to extract phonetic information from both the pseudowords and the reversed words.
In summary, it remains unclear whether superior temporal regions exist that are functionally specialized for processing the phonetic form of speech. While some studies have revealed apparently speech-selective areas, these may be due to either semantic factors or acoustic differences between speech and nonspeech signals. The present study seeks to address this question by directly comparing discrimination of either dynamic or steady-state information in speech and nonspeech signals. In addition, the stimuli and task were designed to minimize the extent to which they engaged semantic processes, in order to attenuate the impact of this type of processing.
Inferior frontal gyrus
Aphasia and neuroimaging studies have also implicated IFG regions in speech processing. The classical Broca's area, encompassing areas 44 and 45 of left IFG, has long been considered a key area in expressive language. However, an emerging body of evidence also suggests that this region is involved in receptive language processing. For instance, while studies have typically found speech production deficits in Broca's aphasics, there is also evidence that these patients have abnormal receptive language abilities. Patients with Broca's aphasia demonstrate deficits in discriminating some speech contrasts (Blumstein, 1998) and atypical priming effects during auditory lexical decision (Utman et al., 2001) . They also have difficulty with higherorder phonological processing, such as auditory rhyme judgments and phoneme blending and deletion (Berndt et al., 1996) .
Neuroimaging evidence also indicates the involvement of L IFG in speech processing. PET and fMRI studies have found left IFG activation during phoneme monitoring (Demonet et al., 1992; Jäncke et al., 2002) , syllable counting (Poldrack et al., 1999) , phoneme discrimination Fiez et al., 1995) , and rhyme judgment (Poldrack et al., 2001; Zatorre et al., 1992) . Burton (2001) has sug-gested that the common factor among these studies is that they require participants to access higher-order phonological representations such as phonemes and syllables. For instance, in a PET study of speech processing, Zatorre et al. (1992) found IFG activation when participants were asked to monitor pairs of words for a common final phoneme (e.g., fat-tid), but not when they passively listened to these same stimuli. One possibility is that left IFG is involved in accessing higher-order phonological representations such as articulatory gestures and that superior temporal regions are responsible for accessing more basic characteristics of speech such as phonetic features. Burton et al. (2000) tested this theory using an auditory speech discrimination task and fMRI. In one experiment, participants were asked to judge whether a pair of otherwise identical words had the same initial phoneme (e.g., tip-tip vs tip-dip); the second experiment was similar except that stimulus words differed in terms of several phonemes not involved in discrimination (tip-tomb vs tip-doom). It was found that regions of IFG were only activated during the second experiment and not the first. The authors theorized that this difference was due to the fact that items in the second experiment (tip-doom) required the segmentation of the speech stream into its constituent phonemes, whereas the first experiment (tipdip) did not. This would seem to support the theory that left IFG is specifically engaged by tasks requiring access to higher-order phonological representations, rather than more basic auditory or phonetic information.
An alternative explanation for these differences is that speech pairs requiring segmentation tend to place greater demands on secondary capacities such as working memory, which is reflected in greater activation in IFG. In this theory, any increase in task demands might also tend to increase left IFG activation without invoking higher-order representations such as segmentation. Results from Poldrack et al. (2001) are suggestive in this regard. In their study, fMRI participants performed an auditory sentence verification task on speech samples that were temporally compressed to different degrees. This temporal compression had the effect of shortening the duration of many acoustic features of speech, which resulted in poorer performance on this task. It was found that activation in regions of left IFG increased as a function of the degree of acoustic compression as long as the signal remained intelligible. At higher levels of compression that eliminated intelligibility, activation levels decreased. Further analyses revealed that this region of IFG was also activated during a (visual) pseudoword rhyme judgment task. These results suggest that left IFG activation might tend to increase as a function of any manipulation that results in increased processing demands.
As is the case for superior temporal cortex, existing studies leave it unclear whether areas of IFG represent language-specific processing centers. Many studies have found greater activation in left IFG for speech processing, compared to similar tasks involving nonspeech signals (Burton, 2001; Demonet et al., 1992; Zatorre et al., 1992) ; these differences might reflect the relative ease in processing the nonspeech signals or differences in the acoustic characteristics of the speech and nonspeech stimuli. Data from a PET study by Fiez et al. (1995) seem to support this theory; their study found bilateral IFG activation across multiple speech and nonspeech conditions involving monitoring for words, syllables, vowels, and tone triplets. The common factor among these different stimuli would seem to be the rapid modulation of the signals, suggesting that this aspect of the signals was responsible for the observed pattern of activation in IFG. Other neuroimaging studies appear to support the observation that rapidly changing nonspeech stimuli also engage IFG (Johnsrude et al., 1997; Müller et al., 2001 ). These studies have found significant left IFG activation when participants monitored for nonspeech auditory signals involving dynamic information, compared to similar signals that were either less rapid or completely steady state.
Of interest in the present study was the extent to which regions of IFG will tend to be activated during speech processing that does not involve higher-order phonological processing such as segmentation. As we discuss below, the speech stimuli used in this study were designed to bear minimally on phonological processes such as rhyme judgment and segmentation and are instead argued to be engaging acoustic-phonetic knowledge of phoneme identities. A second question regarded the extent to which any IFG activation during speech processing would also tend to overlap with areas of activation while processing dynamic aspects of nonspeech signals. This again would help inform the theory of whether neural regions specialized for speech processing exist in IFG.
Rationale for the present study
This study sought to address issues related to brain regions involved in processing the phonetic form of auditory speech and other types auditory signals that share the acoustic features of speech. fMRI was used to determine whether neural systems exist that are specialized for processing phonetic information. It also investigated an alternative hypothesis, that regions engaged during speech processing are also involved in processing other types of acoustic signals that have dynamic features similar to those found in speech. Auditory discrimination was chosen as a behavioral task because it emphasizes the phonetic/acoustic properties of stimuli (Liberman et al., 1957) . It was expected that semantic and lexical processing would thus be minimized during task intervals, allowing for a more precise specification of phonetic/acoustic processing subsystems. Nevertheless, we concede that this task-like any other cognitive task-will tend to invoke some amount of semantic activation since participants are likely always thinking about the meaningfulness of a task and stimuli, even when they are being asked to actively attend to nonsemantic aspects of the stimuli.
The stimuli that were used represented the crossing of the two variables of interest in this study: speech vs nonspeech and dynamic vs spectral (Fig. 1 ). In the speech conditions, participants discriminated pairs of CV syllables that differed with respect to either a brief and rapidly changing acoustic feature (formant transitions that signal consonant place of articulation) or a steady-state spectral feature (signaling vowel quality). The use of CV syllables was intended to further minimize the potential impact of lexical effects in the imaging results. In the case of the consonant condition, this was reinforced by the use of a minimal pair of nonwords ([ba] and [ga] ). Stimuli in the vowel condition were [bi] and [be], which did correspond to familiar words. It was not possible to use nonwords in the case of the vowel stimuli, as no minimal pair of English-like nonword CV syllables minimally contrasts along a single acoustic dimension.
1 As discussed further below, the extent to which this affected the imaging results must be taken into consideration when interpreting the imaging data. Two sets of nonspeech stimuli were used, which were also distinguished using either dynamic or spectral information. These consisted of pairs of sinewave tone sweeps or steady-state tone pitches that were intended to capture the general auditory distinction between the consonant or vowel conditions, but were not recognizable as speech.
Methods

Subjects
Participants were seven healthy right-handed adults with a mean age of 27 (range: 20 -32 years); four were female. All were native speakers of English and were prescreened for normal hearing and neurological and cognitive disorders. Participants gave written consent before participating and were paid for participating in the study. Behavioral testing protocols were reviewed and approved by the University of Western Ontario Office of Research Ethics.
Stimuli
Four sets of acoustic stimuli were used. All sets consisted of eight digital waveforms (16-bit, 8000-Hz sample rate) that formed an evenly spaced continuum varying along a specific acoustic dimension (Fig. 1) . The four sets represented the crossing of two manipulations: speech vs nonspeech signals and frequency vs spectral discrimination. The speech stimuli consisted of synthetic syllables created using the Klatt cascade/parallel formant synthesizer (Klatt, 1980) . Two speech continua were created in which either the consonant or the vowel portion of a CV syllable was manipulated along a single acoustic dimension. The duration of items in both sets was 330 ms. Stimuli in the Consonant condition consisted of the syllables "ba" and "ga," in which the onset frequency of the syllable's second formant (F2) transition was manipulated. The F2 transition consisted of a 40-ms sweep with an onset frequency varying from 1100 to 1800 Hz in 100-Hz steps. The extrema of this continuum represented canonical North American English instances of ga at 1100 Hz and ba at 1800 Hz. All other acoustic variables were kept constant across items, including the onset and offset frequencies of all other formant transitions (F2 offset: 1200 Hz; first formant (F1) The nonspeech stimuli consisted of two sets of sinewave tones that were varied along either dynamic or spectral acoustic dimensions, matching those manipulated in the consonant and vowel conditions. The Tone Sweep stimuli consisted of a 320-ms 2500-Hz steady-state sinewave tone preceded by an 80-ms frequency sweep. The onset frequency was varied from 2000 to 3000 Hz in 125-Hz steps, resulting in eight waveforms varying solely in the extent to which the sweep was rising or falling in pitch. The Tone Pitch stimuli consisted of steady-state sinewave tones of the same duration that varied in frequency from 2500 Hz to 2600 Hz in ϳ14-Hz increments.
Behavioral procedure
During scanning, participants performed a standard AX discrimination task in which they listened to pairs of stimuli that they were asked to judge as sounding the "same" or "different." Responses were recorded by pressing one of two buttons on an MRI-compatible numerical keypad. Each of the four conditions was presented in 30-trial segments that lasted approximately 6 min. All participants performed all four conditions, with condition order randomized across subjects. Functional scans for Subject 2 for the sine-pitch condition were excluded from analyses due to equipment failure. Stimuli were presented using an MRI-compatible headset connected to a set of piezoelectric speakers, located outside the magnet, using a pair of PVC tubes. The headset also served to attenuate EPI noise (but not stimulus sounds) such that subjects reported hearing stimuli clearly above the gradient noise at a safe and comfortable level of amplifica- 3 . Clusters of significantly activated voxels during the auditory discrimination task, for the four conditions. t value is indicated by color intensity. tion. Stimulus presentation was controlled using a Macintosh G4 computer, which was also used to record subjects' responses.
During each trial, a pair of stimuli from a single set was presented with an interstimulus interval of 250 ms. An intertrial interval of 12 s (10 s for Subjects 1 and 2) allowed event-related hemodynamic responses to be recorded relative to each trial (Dale and Buckner, 1997) . Three types of stimulus pairs were randomly presented: the same item repeated, pairs that differed by only one step in the continuum, and pairs that differed by three steps (this third condition consisted of pairs differing by six steps in the nonspeech trials.) An equal number of each trial type was used in each condition. 
Scanning procedure
Functional magnetic resonance imaging was performed using a 4-T MRI system (Varian/Siemens) equipped with a hybrid quadrature head coil for signal transmission and reception. Foam padding was used to minimize head movement. Functional images were acquired during behavioral testing using a T2*-weighted, navigator echo corrected, interleaved two-shot gradient EPI pulse sequence for blood oxygen level dependent (BOLD) imaging (Ogawa, 1990) . Eleven 64 ϫ 64 transverse-oriented 5-mm slices were acquired in each volume (12 slices for Subjects 5-7), with an inplane resolution of 3 ϫ 3 mm and no interslice gap. A T1 saggital scout image was used to orient slices parallel to the bicommissural plane and to align the topmost slice to the area superior to the top of the corpus callosum (Fig. 2) . This assured that the functional volume coincided with the classical language regions that were of interest in the present study. Scans also covered the entire occipital lobe, the posterior portion of the inferior temporal lobe, and a significant portion of the parietal lobe. Frontal regions superior to the middle frontal gyrus, the superior parietal gyrus, and the anterior portion of the inferior temporal gyrus were not acquired during these scans. Additional scanning parameters were as follows: volume acquisition time, 1 s (1.2 s for Subjects 5-7); TE, 15 ms; field of view, 192 ϫ 192 mm; flip angle, 30°; bandwidth, 140.35 kHz. To compensate for magnetic saturation effects, the first three volumes of every scanning session were discarded; behavioral testing did not begin until after these three volumes had been obtained. Functional images were aligned to a high-resolution wholebrain 256 ϫ 256 ϫ 128 T1-weighted anatomical volume acquired during the same session using a 3D segmented driven equilibrium FLASH sequence (FOV, 192 ϫ 192 ϫ 160 mm; in-plane resolution, 0.8 mm; slice thickness, 1.25 mm; inversion time, 600 ms; TE, 5.5 ms; TR, 10.0 ms; flip angle, 15°; bandwidth, 62.50 kHz).
Data analysis
Image analysis was performed using Brain Voyager 4.6 software (Brain Innovation B.V., Maastricht NL, Max Planck Society). Functional images underwent three-dimensional motion correction, Gaussian filtering in the temporal domain (full-width, half-minimum of two volumes) and spatial domain (full-width, half-minimum of two voxels in three dimensions), and mean intensity adjustment to compensate for temporal signal drift. Subjects' functional images were coregistered with their anatomical scans and transformed into the three-dimensional stereotaxic space of Talairach and Tournoux (1988) . Statistical analyses were performed on the transformed functional images using a General Linear Model (GLM) with an independent predictor for each condition (Consonant, Vowel, Tone Sweep, and Tone Pitch). Predictor functions consisted of canonical BOLD response estimates using a gamma wave function (delta, 2.5; tau, 1.25) and were based on a task duration of one volume. The GLM measured the extent to which individual voxels fit the predicted time course for one or more of these predictors. Condition-wise regions of activation were obtained for each GLM predictor by locating contiguous clusters of 25 or more voxels that reached a significance threshold of P Ͻ 0.001 (corrected for multiple comparisons across the entire acquisition volume; Fig. 3) .
Statistical contrasts were next performed to identify regions in which activation was statistically greater for speech conditions than for nonspeech conditions and vice versa. This was done using a GLM with the Consonant and Vowel conditions entered as positive predictors and the Tone Sweep and Tone Pitch conditions entered as negative predictors. Clusters of voxels yielding positive and negative regression coefficients represented regions that were differentially active for the speech and nonspeech tasks, respectively (Fig. 4) . A second GLM contrast was performed to identify regions differentially activated during the dynamic or spectral discrimination conditions. In this case, the Consonant and Tone Sweep conditions were entered into the GLM as positive predictors, and the Vowel and Tone Pitch conditions were entered as negative predictors (Fig. 5) . For both contrasts, a corrected significance threshold was set at t (8646) ϭ 3.6, P Ͻ 0.0002 across a minimum cluster size of 11 contiguous voxels. Correction for multiple comparisons across the acquisition volume was obtained using AlphaSim (http://afni.nimh.nih.gov/afni/AFNI_Help/ AlphaSim.html; 10,000 simulations with a single-voxel significance level of P Ͻ 0.00032 and 6-mm FWHM spatial smoothing; Forman et al., 1995; Xiong et al., 1995) .
Anatomical regions and Brodmann Area (BA) estimates were automatically obtained for the center of gravity coordinates of activated clusters using the Talairach Daemon v. 1.1 software (University of Texas Health Science Center at San Antonio). Anatomical regions of interest considered in the present study were areas along the superior temporal gyrus and sulcus (BA 21 and 22) and the inferior frontal gyrus (IFG BA 46/45), in both hemispheres. Activation clusters falling outside these regions were not considered in subsequent analyses; the Appendix lists all significant clusters falling within all cortical regions (criterion: 10 steps in Talairach space from gray matter).
Post hoc analyses of event-related (ER) BOLD signals were performed for activated clusters as follows: each subject's mean ER BOLD signal level was obtained for the activated voxels at each poststimulus scan, across all trials of each condition. Signal levels were independently normalized condition-wise to an estimated relaxation level based on the mean signal level for the two volumes immediately preceding and following the start of each trial in the condition. Post hoc comparisons of activation were based on mean BOLD signal levels of the second to sixth poststimulus volumes for each condition, which captured the time points within which ER BOLD signals typically peak for trials of this duration (Dale and Buckner, 1997). Planned comparisons were then used to compare these signal means using a repeated-measures t statistic, one-tailed. Since the number of subjects in the present study precluded a random effects model for locating regions of activation, the use of a repeated measures statistic for comparing obtained signal levels within these regions of interests helped to assure that obtained differences between factors in the two GLM contrasts were statistically robust. Table 1 lists participants' response rates and reaction times (RTs) for each trial type of each condition. Response rates were calculated as the number correct discriminations in the one-step ("hard"), three/six-step ("easy") trials, and the mean correct rejections on the no-change trials. RTs were calculated as the mean millisecond lag between the offset of the second sound in the pair and subjects' responses. Two 2 ϫ 2 ϫ 3 repeated measures ANOVAs were performed to measure the effects of three factors of interest on accuracy and RT: linguistic status (speech vs nonspeech), acoustic cue type (rapid temporal vs spectral), and difficulty (same, different-easy, and different-hard). The analysis of accuracy rates revealed a significant effect for linguistic status (F (1,6) ϭ 37.33, P Ͻ 0.001) and difficulty (F (2,12) ϭ 15.85, P Ͻ 0.05) and for the three-way interaction (F(2,5) ϭ 13.0, P Ͻ 0.01). The acoustic cue type main effect and two-way interactions were not significant (P Ͼ 0.05). The repeated measures ANOVA of the RT data failed to reach significance for both linguistic status and acoustic cue type (P Ͼ 0.05), but was significant for difficulty (F (2,12) ϭ 5.99, P Ͻ 0.05). None of the interactions was significant (P Ͼ 0.05).
Results
Behavioral results
Differences in the behavioral measures are of some concern since accuracy and RT differences might be influencing the fMRI results. Of primary concern was the finding that participants' accuracy and RT differed across acoustic difference conditions, such that accuracy was higher and RTs were shorter for the different-easy items than for the different-hard and same items. This difference confirms that subjects found small differences between stimuli more difficult to discriminate, compared to larger differences. In addition, same trials were also difficult to identify, possibly due to the proportion of different trials involving very small acoustic differences. RTs also differed as a function of the difficulty manipulation in a similar way. Since these differences might impact our ability to compare fMRI signals, the different-easy, different-hard, and same trials were conflated for the imaging analyses presented below.
We also found lower accuracy for the speech conditions compared to the nonspeech conditions, which was due at least in part to the fact that many of the acoustically different stimuli in the speech conditions involved within-category judgments. This was especially the case in the hard conditions, in which most of the acoustically different syllable pairs nevertheless represented two instances of the same token (e.g., two acoustically different syllables both falling within the [ga] category). Categorical perception effects typically lead to listeners identifying minimally different pairs of speech tokens as the same sound (Liberman et al., 1957) . The finding that participants' accuracy differed between speech and nonspeech conditions might thus be reflecting a greater tendency toward categorical judgments on the speech task. The results suggest that subjects were better at discriminating the nonspeech items because their responses were not categorical for these items. This is reflected in their higher accuracy on the different-hard nonspeech items compared to the different-hard speech items and might also explain the three-way interaction for accuracy. These performance differences must be taken into consideration when interpreting the imaging results, as we discuss further below.
Imaging results
Mean fMRI data for each condition were analyzed to determine cortical areas activated while listeners discriminated stimuli, compared to the baseline intertrial relaxation period. Fig. 3 presents averaged functional activation maps on the four stimulus types. Activation patterns across stimulus types suggest several interesting patterns. As expected, all conditions activated regions of posterior STG/STS in BA 22, adjacent to primary auditory cortex. More interesting was the finding that the Consonant and Tone Sweep conditions yielded activation in the left STG (slices z ϭ Ϫ4 and z ϭ 0) that was not present in the Vowel and Tone Pitch conditions. Activation was observed across all conditions in more superior regions of STS (z ϭ 8) and to the greatest extent in the Vowel condition. All four conditions were also found to activate ventral regions of IFG (BA 43/44) in the right hemisphere. Activation appeared more sparse in sim- Note. Accuracy rates are percent correct "same" or "different" responses; reaction times are the means for each condition, in milliseconds. ilar regions of left IFG and seemed to be most apparent for the two speech conditions (slices z ϭ 0 and z ϭ 4). The two speech conditions also appeared to differ with respect to the lateralization of activation in this region, with a slightly larger extent of activation in the left IFG for the Consonant condition and the opposite observation in the right IFG.
To better quantify the extent to which activation in these frontal and temporal regions was influenced by the acoustic properties of the stimuli, two statistical contrasts were performed. Both contrasts sought to identify regions of activation that significantly differentiated two of the conditions from the other two. A drawback of this methodology is the potential for identifying regions that do not represent purely contrastive areas of activation, such as regions in which the speech/nonspeech contrast might have been due to differences in only two of the conditions. This was investigated using a set of planned comparisons of event-related BOLD signals across conditions.
Speech vs nonspeech discrimination
Previous studies have indicated speech-specific activation in superior temporal and inferior frontal cortex in humans. We investigated the extent to which this was true in the present study by identifying clusters of activated voxels that significantly contrasted the speech conditions (Consonant and Vowel) with the nonspeech conditions (Tone Sweep and Tone Pitch) and vice versa (see Appendix). Clusters of activation reaching significance located in superior temporal and inferior frontal gyri are illustrated in Fig. 4a .
Results of this contrast indicated significant clusters in the posterior portion of left and right STG/STS for the speech conditions. Significant clusters were also found in a more anterior portion of the superior temporal gyrus for the nonspeech Ͼ speech contrast. These results might indicate the existence of both speech-specific and nonspeech-specific areas of cortex in the superior temporal lobe. To further assess whether these differences represent a true dissociation between the speech and nonspeech conditions in this study, event-related BOLD signal levels for each condition were compared for each significant cluster of voxels (Fig.  4b) . These comparisons confirmed the finding that the anterior superior temporal regions tended to show significantly greater activation for the two nonspeech conditions than for the two speech conditions (LH, Consonant-Tone Pitch: t ϭ 2.2, Vowel-Tone Sweep: t ϭ 2.2, Vowel-Tone Pitch: t ϭ 2.9, Ps Ͻ 0.05; RH, Consonant-Tone Pitch: t ϭ 5.9, Vowel-Tone Sweep: t ϭ 3.2, Vowel-Tone Pitch: t ϭ 2.2, Ps Ͻ 0.05). The Consonant-Tone Sweep comparison was marginal in both hemispheres (LH, t ϭ 1.9, P ϭ 0.054; RH, t ϭ 1.9, P ϭ 0.053). Differences within the speech and nonspeech conditions were not significant.
Analyses were also conducted for clusters of significantly activated voxels in more posterior regions of the right and left STG yielding the opposite contrast (speech Ͼ nonspeech). However, comparison of activation levels for each condition suggested that these regions were not in fact clearly dissociating the speech and nonspeech conditions (Fig. 4b) . The Consonant condition showed significantly greater activation than the two nonspeech tasks in the left and right superior temporal regions (LH, Consonant-Tone Sweep: t ϭ 2.2, Consonant-Tone Pitch: t ϭ 3.4, Ps Ͻ 0.05; RH, Consonant-Tone Sweep, t ϭ 2.4, Consonant-Tone Pitch: t ϭ 2.8, Ps Ͻ 0.05). However, the Vowel condition did not differ significantly from either nonspeech condition in either hemisphere. This suggests that the apparently speech-specific clusters of activation in the posterior superior temporal gyrus were due to large differences between the Consonant and Tone Pitch conditions, rather than an overall tendency for these regions to exclusively respond to speech signals. No significant clusters of activation were observed in either the left or the right IFG.
The results appear to replicate previous findings of activation in superior temporal cortex during speech processing compared to a tone discrimination baseline Jäncke et al., 2002; Demonet et al., 1992; Zatorre et al., 1992) . However, they also suggest that the specific type of phonetic signal being processed will influence the character of these results, given weaker results for the Vowel condition than the Consonant condition in these regions. In addition, our failure to observe any regions of IFG that discriminated the speech and nonspeech conditions suggests that this was not the key factor in the observed activation in this region.
Dynamic vs spectral discrimination
A second statistical contrast was performed to differentiate regions engaged during the discrimination of dynamic acoustic features (i.e., the Consonant and Tone Sweep conditions) or spectral features (the Vowel and Tone Pitch condition). This analysis revealed several significant clusters in areas of right and left STG and left IFG (Fig. 5a) . A large cluster of significantly activated voxels that demonstrated a rapid temporal Ͼ spectral contrast was found in a posterior region of left STG lateral to Heschl's gyrus extending into left middle temporal gyrus. Pairwise comparisons revealed significantly greater activation levels for the two rapid temporal discrimination tasks, compared to the two spectral conditions ( Fig. 5b ; Consonant-Vowel: t ϭ 3.0, Consonant-Tone Pitch: t ϭ 5.2, Tone Sweep-Tone Pitch: t ϭ 3.0, Tone Sweep-Vowel: t ϭ 2.0, Ps Ͻ 0.05). Additionally, no significant differences were found for comparisons within the two spectral and dynamic conditions. The average event-related response for voxels in this cluster of activation is plotted in Fig. 5c and demonstrates that this pattern of activation was similar across the entire poststimulation period.
A significant cluster was also found in a similar region of the right hemisphere and demonstrated a similar-albeit smaller-differentiation between the rapid temporal and spectral conditions (Consonant-Vowel: t ϭ 2.2, Consonant-Tone Pitch: t ϭ 6.2, Tone Sweep-Vowel: t ϭ 2.0, Tone Sweep-Tone Pitch: t ϭ 2.2, Ps Ͻ 0.05). The pattern of activation found in this region is perhaps not surprising given that the region of interest is very similar to the one found in the speech/nonspeech contrast, which yielded a similar pattern of activation levels across the four conditions. A different region of right STG also showed a significant contrast in the opposite direction (Fig. 5b) . However, a contrast of condition-wise BOLD signals failed to reveal any significant differences between conditions.
A cluster of significantly activated voxels along the inferior plane of the left IFG showed a significant dynamic Ͼ spectral contrast. Condition-wise activation levels showed the predicted differentiation between the dynamic and spectral conditions (Fig. 5c : Consonant-Vowel: t ϭ 2.9, Consonant-Tone Pitch: t ϭ 2.2, Tone Sweep-Vowel: t ϭ 6.3, Tone Sweep-Tone Pitch: t ϭ 3.0, Ps Ͻ 0.05). Differences within the two dynamic and spectral conditions were not significant.
A cluster in the right precentral gyrus (BA 44) yielded a significant contrast in the opposite direction (spectral Ͼ dynamic). However, post hoc analyses of condition-wise activation levels (Fig. 5c ) indicated that this region did not demonstrate as clear a dissociation as the controlateral region; whereas the Tone Pitch did show greater activation compared to the Consonant condition (t ϭ 2.0, P Ͻ 0.05), the Consonant-Vowel, Tone Pitch-Consonant, and Tone Sweep-Vowel contrasts failed to reach significance. An additional post hoc comparison indicated that activation for the Tone Pitch condition was also significantly greater than for the Vowel condition (t ϭ 4.7, P Ͻ 0.001). This result suggests that activation in this cluster was due primarily to the Tone Pitch condition, compared to all other regions.
Discussion
Previous studies have identified regions of IFG and STG/ STS that are engaged during phonetic processing. The present study addressed a key question raised by these findings, whether these brain regions are specialized for processing speech. Functional MRI was used to measure regions of neural activity while participants performed auditory discrimination tasks. Four types of stimuli were used, representing the crossing of two factors of interest: speech vs nonspeech signals and dynamic vs spectral auditory cues. Condition-wise analyses revealed significant regions of activation in the areas of left and right STG/STS surrounding primary auditory cortex and in left or right IFG, although the extent of activation in these regions tended to vary across all conditions. In order to better specify how these brain regions were differentially engaged during speech or nonspeech processing, statistical contrasts were performed for the speech vs nonspeech and dynamic vs spectral conditions. As discussed below, these contrasts addressed a number of important questions about the neural bases of auditory speech perception.
One objection that might be raised in comparing activation maps across the four discrimination conditions regards the differences in behavioral patterns across these conditions. Participants tended toward a greater proportion of errors on the two speech conditions, especially in the case of within-category discriminations. A consequence of this might have been artificially higher activation levels for the speech conditions compared to the nonspeech conditions, which could have obscured the effects of the acoustic characteristics of the stimuli that were of interest in this study. None of the regions of interest demonstrated an unequivocal speech Ͼ nonspeech contrast, which seems to suggest that participants' accuracy and reaction times were not influencing this aspect of the results. In addition, significant fMRI signal differences between the rapid temporal and spectral conditions were not accompanied by differences in the behavioral measures, which again suggests that the fMRI results in this direction were not a consequence of differences in participants' accuracy or reaction times for the relevant stimuli. Nevertheless, we emphasize some caution about the finding that no temporal or frontal regions reliably discriminated speech from nonspeech signals; it remains possible that differences in subjects' accuracy, or differences in the lexical status of the vowel and consonant stimuli, might be obscuring results to this effect. Further research will be necessary to assess whether these results are upheld if lexical status and subject response rates can be more closely controlled for.
GLM contrasts were performed in order to test two (nonorthogonal) hypotheses. The first sought to identify cortical regions that differentiated the two speech and nonspeech discrimination conditions. The second contrast identified regions that were differentially activated while participants discriminated either the dynamic or the spectral components of auditory signals. We were interested in two specific neural regions known to be implicated in speech processing, located in the superior temporal and inferior frontal gyri. Results of each region are discussed below.
Superior temporal regions
We identified two clusters of significant voxels that were more activated for the nonspeech conditions: one in the anterior portion of the right STG and another in the insula adjacent to the left STG. One possible explanation for these regions of activation is that they reflect the novelty of the nonspeech discrimination tasks and the additional resources that they necessitated, although further research is necessary to better understand these results. Analyses also identified posterior regions of left and right STG that showed the opposite effect (speech Ͼ nonspeech). This might support the theory of neural regions that are specialized for processing the phonetic form of speech. However, closer investigation of condition-wise activation levels in these regions suggested that this dissociation was much more graded. The Consonant condition yielded the highest activation levels in this region, compared to the Vowel and Tone Sweep conditions that showed roughly similar levels of activation. It seems that the best interpretation of these results is that these regions were responding to both speech and nonspeech signals, although to different degrees. As such, Consonant discrimination engaged this region to a greater degree than the Tone Sweeps, but also to a greater degree than Vowel discrimination. Thus, this region was sensitive to both the acoustic characteristics of the signal (the dynamic and broadband nature of the speech stimuli) and the nature of the discrimination being performed (discriminating rapidly changing acoustic cues, as in the Consonant and Tone Sweep conditions).
The spectral/rapid temporal contrast identified a region in the posterior portion of left STG that showed significantly greater activation when participants discriminated rapidly changing acoustic cues of both speech and nonspeech conditions. Event-related BOLD signal levels for this region showed a clear differentiation along these lines, demonstrated by greater activation levels for the Consonant and Tone Sweep conditions compared to the Vowel and Tone Pitch conditions.
The results fit well with previous findings that this region of posterior left temporal cortex is differentially sensitive to rapidly changing auditory information (Zatorre and Belin, 2001 ). Clear differences were found in left STG/STS between tasks that involved actively discriminating these dynamic and spectral cues. These results differ from previous studies that have identified regions of STG/STS that showed greater activation when processing speech, compared to nonspeech. However, these studies have typically compared the processing of speech to nonspeech baseline conditions involving steady-state acoustic cues (e.g., Demonet et al., 1992) . The present study did observe weaker activation for the Tone Pitch task than for the Consonant task in posterior regions of STG, although signal levels for the Tone Sweep task did not differ from those of the Consonant task in the same regions. The results indicate that acoustic signals capturing the rapid temporal characteristics of speech will tend to show similar activation in STG as is typically found during speech tasks.
Other studies have used nonspeech materials somewhat similar to those used in the present study but have not found the same overlapping results for speech and nonspeech. For example, Scott et al. (2000) observed increased activation in STG when participants listened to intelligible auditory sentences, compared to the same sentences that were modified to destroy intelligibility. One explanation for this is that the speech signals in their study were semantically intelligible, whereas the baseline stimuli were not. This raises the possibility that the obtained differences were due to the contribution of neural regions responsible for semantic processing similar to what was observed by Binder et al. (1997 Binder et al. ( , 2000 , rather than regions involved in phonetic processing proper.
The present results are in fact consistent with the finding by Scott et al. (2000) that superior temporal regions were activated when listening both to intelligible speech (intact, or noise-vocoded) and to spectrally rotated speech, but not speech that was both noise vocoded and spectrally rotated. The common denominator among these signals is the presence of rapidly changing acoustic cues. While Scott et al. suggested that this was due to the fact that rotated speech retains some actual phonetic content, the results of the present study point to an alternative interpretation, that overlapping regions of STG/STS are engaged during the processing of any type of acoustic signal that involves dynamic temporal information. The finding that regions of right STG showed greater activation for the Consonant, Vowel, and Tone Sweep conditions, compared to the Tone Pitch condition (Fig. 4) , might in fact be supportive of this claim. These regions appeared to be activated by all acoustic stimulation that involved at least some rapid modulation of frequency information. Like most speech signals, the stimuli in the Vowel condition consisted of both rapid formant sweeps and more steady-state vowel information. The difference between the Vowel and Consonant conditions was the type of information that participants were actively seeking to discriminate. The fact that this region of right STG showed some amount of activation in both of these speech conditions, in addition to the Tone Sweep condition, might reflect its involvement in the automatic processing of all types of auditory stimuli containing rapidly changing constituents, regardless of what type of cue is being actively attended to. This is supported by recent work by Jäncke et al. (2002) , which shows stronger activation in specific regions of STG/STS during passive listening to CV syllables, compared to vowels alone.
The present study sought to minimize the influence of lexical and semantic effects as much as possible in order to focus participants' attention on the acoustic and phonetic properties of the stimuli. A limitation of this design was that syllables in the vowel condition did correspond to familiar English words due to the paucity of useable stimuli of this type that were not real words. While further research is necessary to assess the degree to which this affected the present results, it does not appear to undermine the finding of similar activation for the Consonant and Tone Sweep conditions in superior temporal brain regions.
Inferior frontal gyrus
The second anatomical region of interest in this study was the inferior frontal gyrus, which is frequently observed to be active during auditory speech processing. The present study observed significant increases in left IFG activation when participants discriminated the initial consonant of a syllable pair, consistent with results from other studies finding activation in this region during speech discrimination, phoneme monitoring, and rhyme monitoring (Binder et al., 1997; Burton et al., 2000; Demonet et al., 1992; Zatorre et al., 1992) . Nevertheless, the exact role that left IFG plays in these types of tasks remains controversial (Poeppel, 1996) . For instance, it has been suggested that left IFG is specifically engaged by higher-order phonological processing, such as what is involved in segmenting the speech stream into phonemes or syllables (Burton et al., 2001) . The results of this study are inconsistent with this assertion, given that the stimuli in the Consonant discrimination task could be phonetically discriminated based only on the syllables' initial phonemes (e.g., [ba] and [ga]), and did not require phonological analysis such as segmentation.
The speech-nonspeech contrast did not yield any significant clusters of activation, suggesting that IFG does not represent a speech-specific area of cortex. Instead, this region showed significant activation for both the Consonant and Tone Sweep tasks compared to the Vowel and Tone Pitch tasks, suggesting it is engaged during the processing of any auditory signal that involves rapid temporal cues. This is borne out by previous results finding activation in this region during the processing of nonspeech auditory signals that involve rapidly changing acoustic cues (Johnsrude et al., 1997; Müller et al., 2001) . It is also possible that this region's role in auditory processing is more contingent on quantitative effects such as the relative processing demands of a given task. The present study did not directly test the effects of task difficulty, and so it is difficult to fully assess this possibility. However, it is noteworthy that acoustic differences between stimuli in this experiment tended to be much smaller than what is typically used in speech processing tasks, thanks to the use of a synthetic speech continuum rather than natural speech tokens. As a result, participants were much less likely to correctly judge many of the stimuli as different than in other studies in which the observed performance was much more accurate (e.g., Burton et al., 2000 , obtained 94 -99% accuracy rates.) One hypothesis for why this would tend to result in greater IFG activation draws from previous findings that implicate this region in phonological working memory (Braver et al., 1997; Stowe et al., 1998) . Small acoustic differences between stimuli might place a heavier load on working memory in order to maintain accurate representations of the signals for the purpose of discrimination. In contrast, the experiments reported in Burton et al. (2001) involved natural speech stimuli that might not have relied as heavily on working memory capacity when the word pairs differed on only a single phoneme. This might explain why their study only observed left IFG activation in tasks that involved phonological segmentation: this task arguably relied more heavily on working memory resources leading to greater degrees of left IFG activation. That said, this conclusion must be approached with caution given that Burton et al. did not observe accuracy or RT differences between the two tasks, suggesting that participants might have found both task types equally demanding.
Conclusion
The uniqueness and complexity of speech perception have lead some to argue that it is qualitatively different from other cognitive capacities (Liberman and Mattingly, 1985) . However, studies to this effect are complicated by the fact that perceiving speech represents the confluence of two separate tasks: recognizing both the phonetic form and the semantic content encoded within an auditory signal. The key question that is addressed in this work regards the extent to which classical language areas in the human brain are uniquely specialized for phonetic processing. The results speak to this question by suggesting that both speech and other signals that share key acoustic characteristics with speech tend to activate similar brain regions. They are consistent with previous neuroimaging results showing that rapidly changing auditory signals will tend to activate classical language areas of the brain, such as the inferior frontal lobe and the posterior portion of the superior temporal gyrus and sulcus. The present work considered only one type of rapid temporal cue, namely the rapid changes in frequency that occur in stop consonants, and further research is needed to determine whether other types of dynamic speech cues will yield similar results.
The results are also consistent with studies of children with developmental speech-language impairments, who have been observed to have deficits in processing the phonetic form of speech (Joanisse et al., 2000; Tallal et al., 1980) . This deficit might be related to difficulties processing rapid acoustic signals and suggests that a similar deficit could impair the processing of speech and nonspeech signals containing rapidly changing acoustic features (Tallal and Piercy, 1974; Tallal et al., 1993) . The present study tends to support this assertion by indicating a shared neural substrate that is critically involved in processing temporal information in both speech and nonspeech signals.
Appendix
Cortical regions reaching significance for each contrast XYZ coordinates are in the stereotaxic space of Talairach and Tournoux (1998) . Statistical threshold, t ϭ 3.6 (P Ͻ 0.0002, corrected); spatial threshold, 50 contiguous significant voxels. 
