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Abstract
A new embedded pair of explicit RKN methods specially adapted to the numerical integration of perturbed
oscillators is obtained. This pair depends on a parameter  = !h¿ 0 (h is the integration step and ! is the
dominant frequency), and it has four stages and algebraic orders 2ve and three. The numerical experiments
carried out show that the new pair is very competitive when it is compared with high-quality codes proposed
in the scienti2c literature.
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1. Introduction
In this paper we derive explicit Adapted Runge–Kutta–Nystr9om (ARKN) methods for the numer-
ical integration of nonsti: second-order initial value problems of the form
y′′ + !2y = f(t; y); t ∈ [t0; T ];
y(t0) = y0; y′(t0) = y′0; (1)
where the magnitude of the perturbing force satis2es |f(t; y)|  !2|y|. Such problems often arise
in di:erent 2elds of applied sciences such as celestial mechanics, astrophysics, quantum chemistry,
electronics, and so forth; and they can be solved by using general purpose methods or using codes
specially adapted to the structure of the problem.
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In the case of methods specially adapted to problem (1), their coeFcients usually depend on the
frequency ! and on the stepsize h (see [1–3,5–10,12–17]). These methods share the fact that they
integrate exactly the unperturbed problem (f(t; y) ≡ 0), and therefore they are suitable for long
integration intervals of the perturbed problem because the stepsize may be chosen much larger than
for general purpose methods. In the class of Runge–Kutta (RK) methods, a pioneer paper is due
to Bettis [3]. More recently, Paternoster [13], Simos and coworkers [1,13], Franco [7] and Vanden
Berghe et al. [15,16] considered the construction of exponentially 2tted RK methods. Afterwards,
new explicit ARKN methods (up to order 5) for the numerical integration of perturbed oscillators
(1) are presented in [5]. Here, we investigate the construction of a four-stage embedded pair of
explicit ARKN methods with algebraic orders 2ve and three. Our goal is to obtain a local error
estimation that allows the implementation of these methods in a variable step code with a small
computational cost added.
The paper is organized as follows: In Section 2, we introduce the ARKN methods together with
the local error estimation by means of embedded pairs and the order conditions for this class of
methods. In Section 3, we derive a four-stage embedded pair with algebraic orders 2ve and three.
Finally, in Section 4 some numerical results are presented to show the eFciency of the pair obtained
when it is compared with high-quality codes as DOPRI5 and the pairs proposed in Refs. [6,9].
2. Embedded pairs of ARKN methods
The ARKN methods for solving the IVP (1) are similar to classical RKN methods in the com-
putation of the stages, whereas the advance formulas yn+1 and y′n+1 are adapted to the solution of
(1) (they integrate exactly the unperturbed problem f(t; y) ≡ 0). So, an s-stage ARKN method (see
[5]) is given by the scheme




aij(f(tn + cjh; Yj)− !2Yj); i = 1; : : : ; s (2)




Kbi()f(tn + cih; Yi); (3)
y′n+1 = y
′
n0()− yn!1() + h
s∑
i=1
bi()f(tn + cih; Yi); (4)
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An embedded pair of ARKN methods is based on considering a formula (2)–(4) of order q and
another formula of order p (with p¡q) of the form






Kb∗i ()f(tn + cih; Yi);
y∗n+1′ = y
′
n0()− yn!1() + h
s∑
i=1
b∗i ()f(tn + cih; Yi);
with the same stages (2). It should be noted that the qth-order approximations yn and y′n are used
as the initial values for the (n + 1)th step, that is to say, the embedded pair is applied in local
extrapolation mode or higher-order mode. With the help of these formulas it is possible to obtain a
local error estimation for the solution and its derivative by means of the expressions
n+1 = yn+1 − y∗n+1; ′n+1 = y′n+1 − y∗n+1′ ; (5)







where Est(h) = max{‖n+1‖∞; ‖′n+1‖∞} represents the local error estimation at each step and Tol
is the maximum allowable local error. With these considerations the embedded pair may be imple-
mented in a variable step code in such a way that if Est(h)¡Tol, then the step is accepted and the
process advances with the qth-order formula. Besides, in order to obtain a good ARKN embedded
pair, we follow the strategy and the criteria given by Dormand et al. [4].
With all these requirements we have obtained (in the next section) an embedded pair of explicit
ARKN methods with algebraic orders 2ve and three.
Finally, we note that the order conditions for ARKN methods have been obtained in [5]. So, the








()(); () = 1; 2; : : : ; p; (7)
where  represents a Nystr9om tree of order (), () and () are de2ned in [11], and the functions







2; j¿ 0: (8)
In order to avoid possible round-o: errors (when  is small), the -functions can also be computed







; j¿ 0: (9)
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In addition, the weights of the ARKN methods depend on the parameter  = !h (h being the
step-size), and therefore the conditions (6)–(7) are not necessary for reaching order p. The necessary
and suFcient conditions for an ARKN method to be of order p are given by
KbT()()− ()!
()
()+1() = O(p−()); () = 1; 2; : : : ; p− 1; (10)
bT()()− ()!
()
()() = O(p+1−()); () = 1; 2; : : : ; p: (11)
3. The ARKN5(3) pair
In this section we analyze the construction of an embedded pair of explicit ARKN methods with
q= 5, p= 3 and four stages
0 0
c2 a21 0
c3 a31 a32 0
c4 a41 a42 a43 0
Kb1() Kb2() Kb3() Kb4()

































If we impose the suFcient order conditions (6)–(7) up to order 2ve, the coeFcients must satisfy
bT()e = 1(); KbT()e = 2(); (12)
bT()c = 2(); KbT()c = 3(); (13)
bT()c2 = 23(); KbT()c2 = 24(); (14)
bT()c3 = 64(); KbT()c3 = 65(); (15)
bT()c4 = 245(); KbT()Ac = 5(); (16)
bT()((Ac) · c) = 45(); bT()Ac2 = 25(); (17)
bT()Ac = 4(): (18)
Solving Eqs. (12)–(15) we obtain the weights
bi() = bi(; c2; c3; c4); Kbi() = Kbi(; c2; c3; c4); i = 1; : : : ; 4:
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In order to keep the coeFcients aij independent of , we replace Eqs. (16)–(18) by the necessary
and suFcient 2fth-order conditions:
bT()c4 = 1=5 + O(); KbT()Ac = 1=120 + O(); (19)
bT()((Ac) · c) = 1=30 + O(); bT()Ac2 = 1=60 + O(); (20)
bT()Ac = 1=24 + O(2): (21)
Solving Eqs. (20)–(21) together with Ae = c2=2 we obtain the matrix coeFcients
Kaij = Kaij(c2; c3; c4); i ¿ j = 1; 2; 3:
Having in mind Eq. (19), we have a free parameter c4 which is chosen according to the criteria
given in [4]. With regard to minimize the principal terms of the local truncation errors we have
found that the choice c4 = 1 gives
‖(6)‖2 = 8:46× 10−4 + (3:35× 10−7!2 − 3:47× 10−5)2 + O(4);
‖′(6)‖2 =
√
7:31× 10−7 + 3:09× 10−9!2
+
2:01× 10−7 + 2:62× 10−8!2 − 3:31× 10−9!4√
7:31× 10−7 + 3:09× 10−9!2 
2 + O(4);
and the resulting method coincides with the 2fth-order method obtained in [5].
In order to obtain the third-order method we solve the Eqs. (12)–(14) obtaining the weights










4); i = 1; : : : ; 3:
In this case we have the free parameters b∗4 and Kb∗4 which are chosen according to the criteria







3 − 127 727 0
1 310 − 235 935 0
Kb1() Kb2() Kb3() Kb4()

















b1() = 1 − 1522 + 283 − 454;
Kb1() = 2 − 1532 + 284 − 455;
b2() = 12514 (2 − 53 + 94); Kb2() = 12514 (3 − 54 + 95);
b3() =− 2714 (2 − 123 + 304); Kb3() =− 2714 (3 − 124 + 305);
b4() = 12 (2 − 133 + 454); Kb4() = 12 (3 − 134 + 455) (23)
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and
b∗1() =− 13 + 1 − 132 2 + 153; Kb∗1() =− 14 + 2 − 132 3 + 154;
b∗2() =
25
42 (1 + 122 − 363); Kb∗2() = 2556 (1 + 163 − 484);








If instead of the suFcient order conditions we impose the necessary and suFcient order conditions



















































b∗1() =− 112 − 148 2; Kb∗1() =− 524 + 180 2;
b∗2() =
25
42 − 542 2; Kb∗2() = 125168 − 584 2;
b∗3() =
9









In order to evaluate the e:ectiveness of the ARKN5(3) embedded pair derived in the above section,
we use several model problems which have oscillatory solutions. The new ARKN5(3) pair has been
implemented in a variable step code and compared with high-quality codes such as DOPRI5 and the
pairs proposed in Refs. [6,9]. These codes have been denoted by:
• ARKN5(3)S: The embedded pair obtained in (22) with the weights given by expressions
(23)–(24).
• ARKN4(3)S: The 4(3) embedded pair of explicit ARKN methods given in [6].
• RKN4:6(3:4): The special embedded pair for oscillatory problems given in [9].
• DOPRI5: The 5(4) embedded pair of Dormand and Prince given in [11].
The criterion used in the numerical comparisons is the usual test based on computing the maximum
global error over the whole integration interval. In Figs. 1a,b–3a,b we have depicted the eFciency
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Fig. 1. a,b. EFciency curves in Problem 1.
curves for the tested methods. These 2gures show the decimal logarithm of the maximum global
error (log10|E|)) against the computational e:ort measured by the number of function evaluations
(NFCN) required by each method (Figs. 1a–3a), and by the CPU time (CPU seconds) required by
each method (Figs. 1b–3b).
As test problems we have considered several oscillatory problems, but for the sake of brevity we
present only some numerical results obtained with three examples.
Problem 1. We consider the DuFng equation
y′′ + !2y = k2(2y3 − y); t ∈ [0; tend];
y(0) = 0; y′(0) = !;
with !¿ 0, 06 k ¡!. The analytic solution of this initial value problem is given by
y(t) = sn(!t; k=!);
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Fig. 2. a,b. EFciency curves in Problem 2.
and represents a periodic motion in terms of the Jacobian elliptic function sn. In our test we choose
the parameter values ! = 1, k = 0:03, tend = 100, and the numerical results stated in Fig. 1 have
been computed with error tolerances Tol = 10−2i; i=2; : : : ; 5 for the ARKN5(3)S, ARKN4(3)S and
DOPRI5 codes, and Tol = 10−2i+1; i = 2; : : : ; 5 for the RKN4:6(3:4) code.







; y1(0) = 1; y′1(0) = 0;
y′′2 + !
2y2 =




; y2(0) = 0; y′2(0) = !;
whose analytic solution is given by
y1(t) = cos(!t); y2(t) = sin(!t):
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Fig. 3. a,b. EFciency curves in Problem 3.
In our test we choose the parameter values !=5, tend=100, and the numerical results stated in Fig. 2
have been computed with error tolerances Tol=10−i; i=3; 5; 7; 9 for the ARKN5(3)S, ARKN4(3)S
and DOPRI5 codes, and Tol = 10−i; i = 2; 4; 6; 8 for the RKN4:6(3:4) code.
Problem 3. We consider the perturbed system




2) = !f1(t); y1(0) = 1; y
′
1(0) = 0;




2) = !f2(t); y2(0) = !; y
′
2(0) = 5;
with != 10−3 and
f1(t) = 1 + !2 + 2! sin(5t + t2) + 2 cos(t2) + (25− 4t2) sin(t2);
f2(t) = 1 + !2 + 2! sin(5t + t2)− 2 sin(t2) + (25− 4t2) cos(t2):
The analytic solution of this initial value problem is given by
y1(t) = cos(5t) + ! sin(t2); y2(t) = sin(5t) + ! cos(t2);
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and represents a periodic motion of constant frequency with a small perturbation of variable fre-
quency. In our test we choose the parameter value tend=10, and the numerical results stated in Fig. 3
have been computed with error tolerances Tol=10−i; i=3; 5; 7; 9 for the ARKN5(3)S, ARKN4(3)S
and DOPRI5 codes, and Tol = 10−i; i = 2; 4; 6; 8 for the RKN4:6(3:4) code.
As it can be observed in Figs. 1–3, the embedded pairs of explicit ARKN methods and the pair
RKN4:6(3:4) show a more eFcient behaviour than the classical pair DOPRI5. In the case of low
and moderate approximations, the eFciency presented by codes ARKN4(3)S and RKN4:6(3:4) is
very similar, but RKN4:6(3:4) behaves slightly worse than ARKN4(3)S for high approximations. In
all cases the code ARKN5(3)S is the most eFcient of the tested pairs.
We note that the explicit ARKN pairs need to recalculate their coeFcients each time the step-size
changes, and therefore a little overhead is expected here for these methods. This overhead is negli-
gible for large problems and it is about 15% in smaller problems.
In view of the numerical results obtained, we may conclude that the new ARKN5(3)S pair per-
forms more eFciently than ARKN4(3)S, RKN4:6(3:4) and than the classic pair DOPRI5 for these
kinds of problems.
All of the computations have been carried out in double-precision arithmetic in a PC computer of
the University of Zaragoza.
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