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Re´sume´
Dans ce travail nous nous inte´ressons aux proble`mes d’e´volution des fluides de grade
deux et trois, en dimension trois, quant a` la question de l’existence globale en temps
de la solution faible et de sa re´gularite´. Nous conside´rons, e´galement, un cas particulier
du proble`me stationnaire des fluides de grade deux, en dimension trois. Nous e´tudions
ces proble`mes dans un domaine borne´ de IR3, dans un premier temps simplement con-
nexe, dans un deuxie`me temps non simplement connexe, cas non envisage´ dans les travaux
ante´rieurs.
Dans une premie`re partie, nous montrons que la me´thode de de´composition avec base
spe´ciale introduite par D. Cioranescu et E. H. Ouazar, permet de de´montrer l’existence
globale en temps de la solution faible pour des fluides de grade deux dans le cas ge´ne´ral
(α1 + α2 6= 0), en dimension trois, avec des donne´es petites. Contrairement au cas plus
simple α1 + α2 = 0, re´cemment e´tudie´ par D. Cioranescu et V. Girault, la de´croissance
exponentielle en fonction du temps de la norme H1 de la vitesse n’est pas obtenue pour
toute donne´e. Ce fait, qui a conduit certains auteurs a` affirmer, en contradiction avec notre
travail, que la me´thode de de´composition ne s’applique pas au cas α1 + α2 6= 0, complique
substantiellement la de´monstration d’existence de la solution. Les re´sultats de re´gularite´,
qui conduisent, en particulier, a` une solution au sens classique, sont obtenus moins directe-
ment que dans le cas α1 + α2 = 0, a` cause d’une e´quation de transport beaucoup plus
complexe.
La deuxie`me partie est consacre´e au proble`me stationnaire de grade deux, dans le cas
α1 + α2 = 0, en dimension trois. Par rapport au proble`me en dimension deux, e´tudie´ par
E. H. Ouazar, la norme H3 de la vitesse, en dimension trois, n’est pas borne´e pour toute
donne´e. Cependant, par une me´thode spe´ciale, utilisant conjointement une majoration H1
de la vitesse, une “pseudo continuite´” par rapport a` la donne´e (effective pour une norme
de la vitesse dans H3 petite) et une ine´galite´ polynoˆmiale (ve´rifie´e par la norme H3 de
la vitesse), nous montrons l’existence, l’unicite´, la de´pendance continue par rapport a` la
donne´e et la re´gularite´ de la solution, pour une donne´e petite.
Enfin, la troisie`me partie e´tudie le proble`me des fluides de grade trois, en dimen-
sion trois, mais sans supposer une condition qui, dans le travail de C. Amrouche et D.
Cioranescu, donnait une majoration H1 de la vitesse pour toute donne´e. Les difficulte´s,
dans le cas du grade trois, sont pratiquement les meˆmes que pour le grade deux, aussi la
me´thode d’e´tude, dans cette partie, est similaire a` celle de la premie`re partie, avec quelques
complications, d’ordre technique, supple´mentaires.
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abstract
This thesis focuses on the time-dependent problems of second and third grade fluids, in
three dimensions, as regards global existence in time of the weak solution and its regularity.
Also we consider a particular case of the stationary problem of second grade fluids, in
three dimensions. We study these problems in a bounded domain of IR3, at first simply-
connected, subsequently multiply-connected, a case not considered in previous works.
In the first part, we show that the decomposition method with special basis, introduced
by D. Cioranescu and E. H. Ouazar, allows us to prove global existence in time of the weak
solution for second grade fluids in the general case (α1 + α2 6= 0), in three dimensions,
with small data. Contrary to the simpler case, where α1 + α2 = 0, recently studied by
D. Cioranescu and V. Girault, the exponential decay with respect to time of the H1 norm
of velocity is not obtained for all data. This fact, which led some authors to assert, in
contradiction to our work, that the method of decomposition does not apply to the case
where α1 +α2 6= 0, complicates substantially the proof of the existence of the solution. The
regularity results, which lead, in particular, to a classical solution, are less straightforward
than in the case where α1 + α2 = 0 because of a transport equation, which is much more
complex.
The second part is devoted to the stationary problem of second grade, in the case
where α1 + α2 = 0, in three dimensions. In relation to the problem in two dimensions,
studied by E. H. Ouazar, the H3 norm of the velocity, in three dimensions, is not bounded
for all data. However, by a special method, using together a H1 bound of the velocity, a
“pseudo continuous dependence” with respect to the data (effective for a small H3 norm
of the velocity) and a polynomial inequality (verified by the H3 norm of the velocity), we
show existence, uniqueness, continuous dependence with respect to the data and regularity
of the solution, with small data.
Finally, the third part deals with the problem of third grade fluids, in three dimensions,
but without assuming a condition, which, in the C. Amrouche and D. Cioranescu work,
gave a H1 bound of the velocity for all data. By a method similar to that of the first part,
given that the difficulties are the same, we obtain, with a few more technical complications,
the same types of results as for the second grade fluids.
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Introduction
La loi classique de Newton (1687)
T = −p˜I + 2 νD, (0.1)
ou` T de´signe le tenseur des contraintes, D =
1
2
(L + LT ), avec Lij =
∂ui
∂xj
, le tenseur des
taux de de´formations, p˜ la pression et ν la viscosite´, a e´te´ longtemps conside´re´e comme
universelle pour l’e´tude des fluides. Soulignant son importance, les e´quations de Navier-
Stokes, issues de cette loi, sont encore tre`s largement e´tudie´es actuellement.
Cependant cette the´orie a subi le sort habituel des the´ories physiques: elle a perdu
son caracte`re universel. En effet, si cette loi permet de de´crire le comportement d’une
classe importante de fluides, justement appele´s fluides newtoniens, tels les gaz, l’eau, l’air,
la glyce´rine, elle est apparue insuffisante pour expliquer certains phe´nome`nes lie´s a` des
fluides tels que le bitume, certaines huiles, des polyme`res, qualifie´s, en conse´quence, de
non-newtoniens. Par exemple, dans le cas d’un e´coulement de cisaillement simple, si on
applique la loi de Newton, on obtient des diffe´rences de contraintes normales nulles, soit
T11 − T22 = T22 − T33 = 0 et une de´pendance line´aire de T12 par rapport au taux de
cisaillement k =
∂v1
∂x2
. Or des expe´riences montrent que certains fluides ne ve´rifient pas
toutes ces proprie´te´s et, de plus, les diffe´rences de contraintes normales non nulles sont la
cause de phe´nome`nes inte´ressants comme l’effet “die swell” (gonflement a` l’extrusion d’un
jet), l’effet de Weissenberg (monte´e d’un liquide le long d’un cylindre en rotation) et la
pre´sence d’un flot secondaire dans des tuyaux de section non circulaire. On a donc e´te´
amene´ a` chercher des lois de comportement plus ge´ne´rales que (0.1).
En 1845, Stokes propose la loi:
T = f(D) avec T = −p˜I si D = 0. (0.2)
A partir de cette loi, utilisant le principe d’indiffe´rence mate´rielle, R. S. Rivlin e´tablit la
loi suivante:
T = −p˜I + λ1D + λ2 D2, (0.3)
ou` λ1 et λ2 sont des fonctions de DII =
1
2
tr D2 et DIII = de´tD qui sont les deuxie`me
et troisie`me invariants principaux de D. Avec cette loi, dans le cas d’un e´coulement de
cisaillement simple, on a T22 − T33 6= 0 et une de´pendance non line´aire de T12 par rapport
a` k. Par contre T11 − T22 = 0. Une classe particulie`re de tels fluides sont les fluides de
Bingham (la boue, la paˆte dentifrice, la peinture. . .). Cependant, en 1954, F. J. Padden et
W. Dewit ont montre´ qu’il existe des polyme`res ve´rifiant T11 − T22 6= 0, restreignant ainsi
la ge´ne´ralite´ de la loi (0.3).
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Une autre approche est de partir de la notion de fluide simple incompressible (cf. W.
Noll [25]), qui est tel que le tenseur des contraintes T (t), a` l’instant t, est une fonctionnelle
de l’histoire du gradient de de´formation de −∞ a` t. Si on admet, pour les fluides, que T
est seulement influence´ par une tre`s courte histoire de leur gradient de de´formation, on est
conduit a` l’ide´e d’un de´veloppement de Taylor au voisinage de t de ce gradient. Cette ide´e
permet de de´finir, parmi les fluides non-newtoniens, la classe importante des fluides de type
diffe´rentiel d’ordre (ou de complexite´) n: ce sont des fluides simples incompressibles dont
la loi de comportement de´pend seulement des n premie`res de´rive´es de ce de´veloppement
de Taylor. Avec de nouveau le principe d’indiffe´rence mate´rielle, on est conduit a` la loi
suivante des fluides de type diffe´rentiel d’ordre n:
T = −p˜ I + f(A1, . . . , An), (0.4)
ou` f est une fonction tensorielle isotrope, c’est-a`-dire que
f(QA1Q
T , . . . , QAnQ
T ) = Qf(A1, . . . , An)Q
T , ∀ Q orthogonal,
et A1, . . . , An sont les n premiers tenseurs de Rivlin-Ericksen donne´s par les relations de
re´currence
A1 = L+ L
T = 2D,
An = A˙n−1 + LTAn−1 + An−1L, avec A˙n−1 =
d
dt
An−1, n ≥ 2.
Remarquons qu’il existe de nombreux autres mode`les diffe´rentiels (types Oldroyd,
Maxwell, Jeffreys etc.) ou inte´graux (type K BKZ). Cependant, un des inte´reˆts de ce
mode`le diffe´rentiel d’ordre n est que les fluides newtoniens s’identifient aux fluides de type
diffe´rentiel d’ordre 1. Par contre, de`s l’ordre 2, la loi de comportement n’est pas simple:
f(A1, A2) = ϕ0 I + ϕ1A1 + ϕ2A
2
1 + ϕ3A2 + ϕ4A
2
2 + ϕ5 (A1A2 + A2A1)
+ϕ6 (A1A
2
2 + A
2
2A1) + ϕ7 (A
2
1A2 + A2A
2
1) + ϕ8 (A
2
1A
2
2 + A
2
2A
2
1),
ou` ϕ1, . . . , ϕ8 sont des fonctions des invariants tr(A
k
iA
l
j) pour i, j = 1, 2 et 1 ≤ k + l ≤ 4.
Par souci de simplification, si on impose a` f d’eˆtre un polynoˆme de degre´ n par rapport
a` la de´rive´e de la vitesse, on obtient la sous-classe des fluides de grade n. Ainsi pour les
fluides de grade 1, 2 et 3, nous avons les e´quations constitutives suivantes:
T = −p˜ I + νA1,
T = −p˜ I + νA1 + α1A2 + α2A21,
T = −p˜ I + ν A1 + α1A2 + α2A21 + β1A3 + β2(A1A2 + A2A1) + β(tr A21)A1,
ou` ν, α1, α2, β1, β2, β sont des coefficients spe´cifiques du fluide. Soulignons la grande utilite´
pratique des fluides de grade 2 et 3, qui se rencontrent aussi bien dans de nombreuses appli-
cations de l’industrie agro-alimentaire et des matie`res plastiques qu’en me´decine. Citons,
comme exemples, des polyme`res, certains liquides du corps humain, certains hydrocarbu-
res.
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Il reste a` discuter de restrictions e´ventuelles sur les coefficients, issues de conside´rations
thermodynamiques et d’e´tudes de stabilite´. Analysant la thermodynamique et la stabilite´
des fluides de grade 2, dans une re´gion Ω de IR3, J. E. Dunn et R. L. Fosdick [12] ont
montre´ que l’ine´galite´ de Clausius-Duhem demande aux coefficients de ve´rifier
ν ≥ 0 , α1 + α2 = 0,
et, si l’e´nergie libre de Helmholtz est minimum a` l’e´quilibre,
α1 ≥ 0.
Si ces restrictions sur α1 et α2 n’ont pas e´te´ confirme´es par les expe´riences, on peut
dire, cependant, que l’existence dans la nature de fluides ve´rifiant α1 < 0 semble tre`s
improbable dans le cas α1 +α2 = 0, comme le montrent l’e´tude du comportement a` l’infini
en temps et de la stabilite´ des solutions de E. H. Ouazar [27] et l’article tre`s de´taille´ de J.
E. Dunn et K. R. Rajagopal [13], ainsi que dans le cas α1 + α2 6= 0, selon J. E. Dunn et
R. L. Fosdick [12]. D’autre part, prenant seulement en conside´ration la thermodynamique,
on peut montrer, d’apre`s C. Amrouche et D. Cioranescu [4], que si l’ine´galite´ de Clausius-
Duhem est satisfaite et si l’e´nergie libre de Helmholtz est minimum a` l’e´quilibre, alors
ν ≥ 0, α1 ≥ 0. (0.5)
Nous nous placerons sous ces hypothe`ses, dans l’e´tude du proble`me d’e´volution des fluides
de grade 2. Par contre, pour le proble`me stationnaire, nous imposerons en plus α1+α2 = 0.
Des conside´rations similaires pour les fluides de grade 3 ont conduit R. L. Fosdick et
K. R. Rajagopal [15] et [16] a` donner les restrictions suivantes pour les coefficients
ν ≥ 0, α1 ≥ 0, β1 = β2 = 0, β ≥ 0,
|α1 + α2| ≤ (24 ν β)1/2.
La` encore (cf. C. Amrouche et D. Cioranescu [4]), conside´rant seulement la thermody-
namique, si l’ine´galite´ de Clausius-Duhem est satisfaite et si l’e´nergie libre de Helmholtz
est minimum a` l’e´quilibre, alors
ν ≥ 0, α1 ≥ 0, β1 = β2 = 0, β ≥ 0. (0.6)
Ce seront les hypothe`ses de notre e´tude sur les fluides de grade 3.
Le travail pre´sente´ ici est consacre´ a` l’e´tude, en dimension trois, des fluides de grade 2
et 3, concernant les questions d’existence globale en temps, d’unicite´ et de re´gularite´ des
solutions. Dans une premie`re partie nous e´tudions le cas d’e´volution des fluides de grade 2
dans le cadre le plus ge´ne´ral (α1 + α2 6= 0), sous les hypothe`ses (0.5). La deuxie`me partie
traite du proble`me stationnaire des fluides de grade 2 dans le cas particulier α1 + α2 = 0
et, de nouveau, sous les hypothe`ses (0.5). Enfin la troisie`me partie est consacre´e au fluide
de grade 3 sous les hypothe`ses (0.6). Dans un premier temps, ces proble`mes sont pose´s
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dans un domaine Ω simplement connexe de IR3 avec une frontie`re Γ au moins de classe
C1,1. Dans un deuxie`me temps, nous envisageons le cas non simplement connexe.
De´finissons deux espaces fonctionnels que nous utiliserons fre´quemment:
V = {v ∈ H10 (Ω)3; div v = 0 dans Ω}.
Dans le cas simplement connexe, on pose
V2 = {v ∈ V ; rot(v − α1∆v) ∈ L2(Ω)3},
et, dans le cas non simplement connexe, on pose
V2 = {v ∈ V ∩H2(Ω)3; rot(v − α1∆v) ∈ L2(Ω)3}.
Notons que l’importance de l’espace V2 vient de ce qu’il s’identifie a` l’espace H
3(Ω)3 ∩ V
et nous rappelons l’ine´galite´ fondamentale suivante, dans le cas simplement connexe:
∀v ∈ V2, ‖v‖H3(Ω) ≤ C(α1)‖rot(v − α1∆v)‖L2(Ω). (0.7)
De fac¸on ge´ne´rale, la me´thode pour e´tudier les proble`mes d’e´volution de grade 2 et
3, est inspire´e des travaux de D. Cioranescu et E. H. Ouazar [8] et [9], de D. Cioranescu
et V. Girault [7] et de C. Amrouche et D. Cioranescu [4]. Pour montrer l’existence de
solutions globales en temps, cette me´thode consiste a` obtenir des estimations a priori,
ve´rifie´es par des solutions assez re´gulie`res du proble`me. Puis, ayant construit un proble`me
approche´, on montre que les solutions de ce proble`me ve´rifient des estimations analogues
a` celles du proble`me en dimension infinie, ce qui ne´cessite l’usage de bases spe´ciales: c’est
la me´thode de Faedo-Galerkin. Enfin, des the´ore`mes de compacite´ dans des espaces fonc-
tionnels ade´quats permettent de passer a` la limite (cf. J. L. Lions [22]). Cependant, la
difficulte´ supple´mentaire rencontre´e dans notre e´tude, par rapport a` ces travaux, re´side
dans l’absence d’estimation donnant une de´croissance exponentielle en fonction du temps
de la norme H1 de la vitesse pour toute donne´e. Or cette estimation semblait si essentielle
a` la me´thode que certains auteurs la jugeaient inapplicable aux proble`mes envisage´s dans
notre travail. Nous verrons, par la suite, comment cette difficulte´ est surmonte´e.
Concernant la re´gularite´ des solutions, la me´thode de C. Cioranescu et V. Girault dans
[7], pour les fluides de grade 2, dans le cas ou` α1 + α2 = 0, utilise une e´quation de trans-
port line´aire, qui survient tre`s naturellement dans leur e´tude, et dont l’unicite´ dans L2 est
obtenue par transposition. Dans le cas α1 + α2 6= 0 pour le grade 2 et plus encore pour le
grade 3, il faut construire cette e´quation de transport et cela ne´cessite un travail important.
Ensuite, la de´monstration de l’unicite´ dans L2, du fait de la complexite´ de l’e´quation de
transport, ne´cessite un bouleversement de la me´thode de transposition.
Le proble`me stationnaire des fluides de grade 2, au niveau de l’existence et de l’unicite´,
a e´te´ traite´ par E. H. Ouazar dans [27] dans le cas de la dimension deux. Nous e´tudions ici
le proble`me en dimension trois. La complication de la dimension trois vient du fait que,
um e´tant une solution du proble`me approche´, nous n’avons plus de majoration de ‖um‖V2
pour toute donne´e. Nous obtenons seulement une ine´galite´ polynoˆmiale qui, a priori, ne
permet pas de majoration, meˆme pour une donne´e petite. Cet obstacle sera franchi par
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une technique assez originale qui nous donnera cette majoration pour une donne´e petite.
Enfin, le cas Ω non simplement connexe, qui n’avait pas e´te´ envisage´ dans les travaux
pre´ce´demment cite´s, fait intervenir un noyau du rotationnel et de la divergence, induisant
de nouvelles difficulte´s. Ainsi l’ine´galite´ fondamentale (0.7), reliant la norme H3 de u a`
la norme L2 de rot(u − α1∆u) n’existe plus. Quant a` la re´gularite´, la constuction de
l’e´quation de transport ne´cessite une e´tude plus de´licate.
De´crivons a` pre´sent, avec plus de de´tails, le contenu de ce me´moire de the`se. Il se
compose des trois parties ci-apre`s:
Premie`re partie. Fluide de grade deux: cas d’e´volution.
Posons
p = p˜− (2α1 + α2)(u.∆u + 1
4
|A1|2) + 1
2
|u|2. (0.8)
La me´canique des fluides de grade 2 nous conduit au proble`me suivant dans un domaine
borne´ Ω de frontie`re Γ:
Chercher une fonction a` valeurs vectorielles u (la vitesse) et une fonction scalaire p
(dont le lien avec la pression p˜ est pre´cise´ par (0.8)) de´finies dans Ω×]0, T [, pour un temps
T > 0, solution de :
∂
∂t
(u− α1∆u)− ν∆u + rot(u− (2α1 + α2)∆u)× u
+(α1 + α2)(−∆(u.∇u) + 2u.∇(∆u)) +∇p = f dans Ω×]0, T [, (0.9)
div u = 0 dans Ω×]0, T [, (0.10)
avec des conditions de Dirichlet homoge`nes sur la frontie`re:
u = 0 sur Γ×]0, T [, (0.11)
et la donne´e initiale:
u(0) = u0 dans Ω. (0.12)
Les parame`tres α1 et ν sont des constantes positives donne´es et la donne´e initiale u0
satisfait la condition de compatibilite´ :
div u0 = 0 dans Ω et u0 = 0 sur Γ. (0.13)
Au Chapitre I, le domaine Ω est simplement connexe. Les premiers re´sultats,
sur un cas particulier (α1 +α2 = 0) de ce proble`me, furent obtenus par D. Cioranescu et E.
H. Ouazar dans [8] et [9]. Ils prouve`rent l’existence, l’unicite´ et la stabilite´ de la solution
variationnelle sur un certain intervalle de temps, sans restriction sur les donne´es. Par une
autre approche (point fixe de Schauder), G. Galdi, M. Grobbelaar et N. Sauer dans [18] et
G. Galdi et A. Sequeira dans [19] ont e´tudie´ le cas ge´ne´ral α1 + α2 6= 0. Cependant leur
me´thode, e´tude conjointe de l’existence et de la re´gularite´, demande trop de re´gularite´ aux
donne´es et, de plus, leur intervalle d’existence diminue artificiellement en fonction de la
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re´gularite´ de ces donne´es.
Re´cemment, D. Cioranescu et V. Girault dans [7] ont e´tendu les re´sultats de [9] en
prouvant l’existence globale en temps et la re´gularite´ de la solution suivant les donne´es,
mais toujours dans le cas α1 + α2 = 0.
Comme nous l’avons souligne´ pre´ce´demment, dans le cas α1 + α2 6= 0, il n’y a plus
d’estimation donnant une de´croissance exponentielle en temps de la norme H1 ou, de
manie`re e´quivalente, de la norme dans V , de la vitesse pour toute donne´e. Cette difficulte´
est contourne´e en remarquant que la de´croissance exponentielle manquante existe sous
l’hypothe`se restrictive
‖u(t)‖V2 ≤
K1
K2
, (0.14)
ou` K1 et K2 sont des constantes qui de´pendent de ν, α1 et α2 et que nous explicitons.
D’autre part, de manie`re analogue au cas α1 + α2 = 0, en prenant le rotationnel de
l’e´quation initiale (0.9), on obtient l’e´quation suivante, ou` ω = rotu:
∂
∂t(ω−α1∆ω) +
ν
α1 (ω−α1∆ω) + u.∇(ω−α1∆ω)− (ω−α1∆ω).∇u− (α1 +α2)∆u.∇ω
+(α1 +α2)[ω.∇(∆u) + 2
3∑
k=1
(
∂ω
∂xk
.∇ ∂u
∂xk
− ∂u
∂xk
.∇ ∂ω
∂xk
+∇uk×∇∆uk)] = rot f + ν
α1
rot u.
(0.15)
A partir de cette e´quation, on peut montrer que y(t) = ‖u(t)‖V2 est solution de l’ine´quation
diffe´rentielle suivante:
y′(t) ≤ ‖rot f(t)‖L2(Ω) − C(α1, α2)
(
ν
α1C(α1, α2)
− y(t)
)
y(t) +
ν
√
2
α
3/2
1
‖u(t)‖V ,
ou` C(α1, α2) a une expression assez complique´e, dans laquelle interviennent des constantes
de Sobolev. Conside´rant cette ine´quation et la condition (0.14), il devient clair qu’il nous
faut prouver
∀t > 0, ‖u(t)‖V2 ≤ min
(
ν
α1C(α1, α2)
,
K1
K2
)
.
En substituant la majoration de la norme dans V de la vitesse, compose´e d’un terme
de de´croissance exponentielle en temps et d’un terme ou` apparaˆıt (
K1
K2
− ‖u(t)‖V2), dans
cette ine´quation diffe´rentielle, nous obtenons effectivement, par contradiction, cette esti-
mation pour u solution assez re´gulie`re du proble`me, pour des donne´es assez petites et
donc, suivant la me´thode de Galerkin, pour um, solution du proble`me approche´. Ensuite,
la de´monstration d’existence globale en temps est standard.
Pre´cise´ment nous montrons que, Ω e´tant un ouvert borne´ et simplement connexe de
IR3 de frontie`re Γ de classe C3,1, pour f donne´ dans L1(IR+;H(rot; Ω))
⋂
L∞(IR+;L2(Ω)3)
et u0 donne´ dans V2, suffisamment petits pour satisfaire
‖u0‖V2 +
1
K1
ν
√
2
α
3/2
1
(‖u0‖V +
∫ ∞
0
‖f(t)‖L2(Ω) dt) +
∫ ∞
0
‖rot f(t)‖L2(Ω) dt
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< min
(
ν
α1C(α1, α2)
,
K1
K2
)
,
le proble`me (0.9)-(0.12) a une et une seule solution u qui existe pour tout temps t ≥ 0. De
plus, u appartient a` L∞(IR+;V2), u′ a` L∞(IR+;V ) et u est uniforme´ment borne´ dans V2
par rapport au temps:
‖u‖L∞(IR+;V2) ≤ min
(
ν
α1C(α1, α2)
,
K1
K2
)
.
Une deuxie`me difficulte´ apparaˆıt dans l’e´tude de la re´gularite´. La me´thode utilise´e
dans [7], par D. Cioranescu et V. Girault, consiste a` montrer, d’une part que ω − α1∆ω
est l’unique solution dans L2 d’une e´quation de transport, en proce´dant par transposition,
d’autre part que cette unique solution a une re´gularite´ qui suit celle des donne´es, par une
me´thode de Galerkin, utilisant une base spe´ciale, et enfin a` utiliser une proprie´te´ reliant la
re´gularite´ de u a` celle de rot(u−α1∆u) = ω−α1∆ω. Mais, dans le cas α1 +α2 = 0 , pour
u solution dans V2 de (0.9)-(0.12), l’e´quation (0.15) est clairement line´aire par rapport a`
ω−α1∆ω, et la substitution de z a` ω−α1∆ω donne directement l’e´quation de transport
cherche´e, qui est, en outre, tre`s simple.
Dans le cas α1 + α2 6= 0, la construction de l’e´quation de transport est beaucoup plus
difficile. Nous avons commence´ par transformer (0.15), pour obtenir une e´quation, qui
demande le moins de re´gularite´ possible a` u et qui soit compose´e d’une partie line´aire en
ω−α1∆ω et d’une partie line´aire en ω . Ensuite nous avons construit un ope´rateur line´aire
g de L2(Ω)3 dans H2(Ω)3, par projection et re´solutions de proble`mes (vecteur potentiel,
Stokes), tel que g(ω−α1∆ω) = ω = rotu. Finalement, la substitution de z a` ω−α1∆ω et
de g(z) a` ω dans l’e´quation (0.15) transforme´e nous donne l’e´quation de transport line´aire
en z souhaite´e, dont ω − α1∆ω est une solution dans L2.
Puisque l’ope´rateur g applique aussi H1(Ω)3 dans H3(Ω)3, montrer ensuite que cette
e´quation admet des solutions re´gulie`res (H1 pour commencer) est standard. Par contre,
l’unicite´ dans L2 est plus difficile. En effet, outre la complication notable de l’e´quation, la
me´thode par transposition ne peut pas s’appliquer directement, car, g e´tant de´finie avec
des conditions de bord, il n’y a pas de lien exploitable entre g(
∂z
∂xi
) et
∂
∂xi
g(z). La difficulte´
est contourne´e en scindant l’e´quation en deux parties, chacune e´tant traite´e se´pare´ment.
Puis, un raisonnement par densite´ et quelques majorations nous permettent de de´montrer
l’unicite´ sur [0, T ∗] et, si T > T ∗, on recommence le raisonnement sur [T ∗, 2T ∗], etc. Nous
sommes alors conduits a` la re´gularite´ H4 de u, puis au re´sultat ge´ne´ral suivant:
Soit un entier m ≥ 1. Supposant que la solution u est dans L∞(0, T ;V2), nous
obtenons que, si la frontie`re Γ est de classe Cm+2,1, si u0 est donne´ dans H
m+3(Ω)3 ∩
V et f dans L1(0, T ;Hm(Ω)3) avec rot f dans L1(0, T ;Hm(Ω)3), alors u appartient a`
L∞(0, T ;Hm+3(Ω)3). Nous de´montrons ensuite un the´ore`me d’existence et d’unicite´ pour
le couple (u, p˜), ou` p˜ et p sont relie´s par (0.8), et de re´gularite´ pour la de´rive´e partielle de
la vitesse par rapport au temps. Enfin nous montrons l’existence d’une solution classique.
Pre´cise´ment, si la frontie`re Γ est de classe C6,1 et si les donne´es ont la re´gularite´ suivante:
u0 ∈ H7(Ω)3 ∩ V, f ∈ L∞(0, T ;H4(Ω)3), rot f ∈ L∞(0, T ;H4(Ω)3) ∂f
∂t
∈ L∞(0, T ;H3(Ω)3),
7
alors le proble`me d’e´volution de grade 2 a une solution unique (u, p˜) dans
C1([0, T ];C3(Ω)3)× C([0, T ];C2(Ω)/IR).
Au Chapitre II, le domaine Ω est non simplement connexe. Sous cette nouvelle
hypothe`se, nous traitons, de nouveau, le cas d’e´volution des fluides de grade 2. Comme
nous l’avons vu pre´ce´demment, l’espace V2 n’est pas de´fini de la meˆme manie`re que dans
le cas simplement connexe. Tout d’abord, nous avons e´tabli l’ine´galite´ suivante, qui joue
le meˆme roˆle fondamental que (0.7) pour le cas simplement connexe,
∀v ∈ V2, ‖v‖H3(Ω) ≤ C2(α1)(‖rot(v − α1∆v)‖2L2(Ω) + ‖P (v − α1∆v)‖2L2(Ω))
1
2 , (0.16)
ou` P est l’ope´rateur de projection de Helmholtz. Cette ine´galite´ nous a permis de de´finir,
de fac¸on naturelle, une norme dans V2. Une autre majoration, de´finissant une constante
C1(α1), sera tre`s souvent utilise´e:
∀v ∈ H2(Ω)3 ∩ V, ‖v‖H2(Ω) ≤ C1(α1)‖P (v − α1∆v)‖L2(Ω). (0.17)
Par rapport au cas simplement connexe, pour obtenir une ine´quation diffe´rentielle, ve´rifie´e
par ‖u‖V2 , il faut non seulement utiliser l’e´quation (0.15), de´duite au moyen de l’ope´rateur
rot, mais aussi l’e´quation obtenue par projection de (0.9) a` l’aide de l’ope´rateur P de
Helmholtz. Finalement, nous de´duisons un the´ore`me d’existence et d’unicite´ de meˆme
type que dans le cas simplement connexe.
Supposons que Ω soit un domaine borne´ de IR3 et que sa frontie`re Γ soit de classe C3,1.
Si f est donne´ dans L1(IR+;H(rot; Ω))
⋂
L∞(IR+;L2(Ω)3) et u0 donne´ dans V2 et s’ils sont
assez petits pour satisfaire
‖u0‖V2 +
K3
K1
(‖u0‖V +
∫ ∞
0
‖f(t)‖L2(Ω) dt) +
∫ ∞
0
‖f(t)‖H(rot;Ω) dt
< min
(
ν
α1C(α1, α2)
,
K1
K2
)
,
alors le proble`me (0.9)-(0.12) a une et une seule solution u qui existe pour tout temps
t ≥ 0. De plus, u appartient a` L∞(IR+;V2), u′ a` L∞(IR+;V ) et u est uniforme´ment borne´
dans V2 par rapport au temps:
‖u‖L∞(IR+;V2) ≤ min
(
ν
α1C(α1, α2)
,
K1
K2
)
.
Remarquons que les constantes K1, K2 et C(α1, α2) n’ont pas exactement la meˆme expres-
sion que dans le cas simplement connexe. Le chapitre II se termine par des re´sultats de
re´gularite´ qui sont pratiquement identiques au cas simplement connexe. Nous devons sup-
poser, cependant, certaines hypothe`ses qui permettent de “couper” convenablement Ω, afin
de se ramener au cas simplement connexe (voir [3]). Pratiquement, ces hypothe`ses ne sont
pas restrictives, car elles sont ve´rifie´es dans tous les exemples usuels de ge´ome´trie. Enfin,
la construction de l’e´quation de transport ne´cessite l’introduction d’un nouvel ope´rateur
h, construit a` partir des fonctions de base du noyau, que l’on fait agir sur la solution u.
Notons que la re´gularite´ de cet ope´rateur ne s’obtient pas tre`s simplement.
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Deuxie`me partie. Fluide de grade deux: cas stationnaire avec α1 + α2 = 0.
Le cas stationnaire des fluides de grade 2, dans le cas ou` α1 + α2 = 0, nous conduit au
proble`me suivant dans un domaine borne´ Ω de frontie`re Γ:
Chercher une fonction a` valeurs vectorielles u (la vitesse) et une fonction scalaire p
(dont le lien avec la pression p˜ est pre´cise´ par (0.8)) de´finies dans Ω, solution de :
−ν∆u + rot(u− α1∆u)× u +∇p = f dans Ω, (0.18)
div u = 0 dans Ω, (0.19)
avec des conditions de Dirichlet homoge`nes sur la frontie`re:
u = 0 sur Γ. (0.20)
Les parame`tres α1 et ν sont suppose´s strictement positifs.
Au Chapitre III, le domaine Ω est simplement connexe. Comme dans le travail de
E. H. Ouazar [27] en dimension deux, nous commenc¸ons, en dimension trois, par montrer
l’existence d’une solution um du proble`me approche´ par le The´ore`me de Brouwer et nous
obtenons facilement une majoration dans H1 de um. Nous avons de´ja parle´ de la difficulte´
a` montrer, en dimension trois, une majoration de ‖um‖V2 . L’ide´e principale pour l’obtenir
est de montrer que la norme dans V2 d’une solution um du proble`me approche´ ve´rifie une
ine´quation polynoˆmiale et, qu’en conse´quence, elle est exclue d’un certain intervalle [ρ1, ρ2].
Utilisant alors une “de´pendance continue” par rapport a` la donne´e (ve´rifie´e pour um assez
petit en norme V2), on montre, par contradiction, que ‖um‖V2 , du fait de la majoration de
um en norme H
1 en fonction de la donne´e et si cette donne´e est assez petite, ne peut se
situer “a` droite” de l’intervalle. De la`, il suit que ‖um‖V2 est borne´ supe´rieurement par ρ1.
L’originalite´ de cette de´marche est dans l’utilisation conjointe de la majoration en norme
H1, de l’ine´galite´ polynoˆmiale et de la “pseudo de´pendance continue” par rapport a` la
donne´e. Notons que la de´monstration par contradiction est longue et de´licate. La suite de
l’e´tude, concernant l’existence, l’unicite´ et la de´pendance continue par rapport a` la donne´e,
est classique.
Nous obtenons les re´sultats suivants: Soit Ω un ouvert de IR3, borne´ et simplement
connexe avec une frontie`re Γ de classe C3,1. Si f est donne´ dans H(rot; Ω), suffisamment
petit pour satisfaire
√
2
α1
P‖f‖L2(Ω) + ‖rot f‖L2(Ω) < ν
2
2α1K(α1)
,
ou` K(α1) est une constante que nous explicitons, alors le proble`me (0.9)-(0.11) admet une
unique solution (u, p) dans V2 × (H1(Ω)/IR). De plus u satisfait la borne supe´rieure:
‖u‖V2 ≤
ν
α1
−
√
ν2
α21
− 4C1C(α1)(
√
2
α1
P‖f‖L2(Ω) + ‖rot f‖L2(Ω))
2C1C(α1)
.
Nous de´montrons ensuite un re´sultat de de´pendance continue par rapport a` la donne´e f .
Si f1 (resp. f2) ve´rifie la condition pre´ce´dente sur f , si u1 (resp. u2) est la solution associe´e
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a` f1 (resp. f2), alors on a la majoration
|u2 − u1|H1(Ω) ≤ 2P
νL(α1)
‖f2 − f1‖L2(Ω),
ou` L(α1) est une constante similaire a` K(α1).
La re´gularite´ est traite´e par une technique analogue au cas d’e´volution. Si les hy-
pothe`ses pre´ce´dentes du re´sultat d’existence et d’unicite´ sont ve´rifie´es et si, de plus, rot f
appartient a` H1(Ω)3, alors la solution u appartient a` H4(Ω)3 et on a une majoration du
type
‖u‖H4(Ω) ≤ c1‖f‖L2(Ω) + d1‖rot f‖L2(Ω).
Pour la re´gularite´ H5, nous obtenons: si la frontie`re Γ est de classe C4,1, si f est donne´
dans H(rot; Ω), suffisamment petit pour satisfaire
√
2
α1
P‖f‖L2(Ω) + ‖rot f‖L2(Ω) < ν
2
2α1
min (
1
K(α1)
,
1
4(C1 + C
3/2
2 )α1C(α1)
),
et si, de plus, rot f appartient a` H2(Ω)3, alors la solution u appartient a` H5(Ω)3 et ve´rifie
une majoration du type
‖u‖H5(Ω) ≤ c2‖f‖L2(Ω) + d2‖rot f‖H2(Ω).
Puis, nous e´tablissons, pour un entier m ≥ 2, un re´sultat de re´gularite´ Hm+3 de la solution
u, sous les hypothe`ses suivantes:
Γ de classe Cm+2,1, f ∈ L2(Ω)3 et rot f ∈ Hm(Ω)3 ve´rifiant une condition du type
am‖f‖L2(Ω) + bm‖rot f‖Hm−2(Ω) < 1,
ou` les suites {am} et {bm} sont croissantes. De plus, on a une majoration du type
‖u‖Hm+3(Ω) ≤ cm‖f‖L2(Ω) + dm‖rot f‖Hm(Ω).
Enfin, sous les hypothe`ses de la re´gularite´ H5, nous obtenons une solution classique unique
(u, p) dans C3(Ω)3 × (C1(Ω)/IR).
Notons qu’au sujet de la re´gularite´, nous sommes conduits a` une situation nouvelle par
rapport au cas d’e´volution: une re´gularite´ de plus en plus grande de la solution ne´cessite
une donne´e de plus en plus petite. Ce phe´nome`ne est duˆ a` la non-line´arite´, qui n’est pas
compense´e par l’effet stabilisant de la de´rive´e par rapport au temps.
Au Chapitre IV, le domaine Ω est non simplement connexe. De nouveau, nous
e´tudions le proble`me (0.18)-(0.20). Il suffit, pour cela, de pratiquer les meˆmes techniques
qu’au chapitre pre´ce´dent, mais avec les de´finitions de l’espace V2 et de la norme dans V2
du Chapitre II et en utilisant certaines proprie´te´s de ce meˆme chapitre. Les ine´galite´s
(0.16) et (0.17), qui de´finissent les constantes C2(α1) et C1(α1), jouent, la` encore, un roˆle
fondamental. Nous obtenons des re´sultats du meˆme type que dans le cas simplement
connexe.
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Supposons que Ω soit un domaine borne´ de IR3 et que sa frontie`re Γ soit de classe C3,1.
Si f est donne´ dans H(rot; Ω), suffisamment petit pour satisfaire
(1 +
P√P2 + 2
α1
)‖f‖L2(Ω) + ‖rot f‖L2(Ω) < ν
2
2α1
min(
1
K(α1)
,
1
2C1α1 max(C2(α1), C1(α1))
),
ou` K(α1) est une constante que nous explicitons, alors le proble`me (0.18)- (0.20) admet
une unique solution (u, p) dans V2 × (H1(Ω)/IR). De plus u satisfait la borne supe´rieure:
‖u‖V2 ≤
ν
α1
−
√
ν2
α21
− 4C1 max(C2(α1),
√
2C1(α1))((1 +
P√P2+2
α1
)‖f‖L2(Ω) + ‖rot f‖L2(Ω))
2C1 max(C2(α1), C1(α1))
.
Pour la continuite´ de la solution par rapport a` la donne´e, nous avons un re´sultat un peu
moins bon que dans le cas simplement connexe. Si f1 et f2 ve´rifient la condition pre´ce´dente
sur f et si u1 et u2 sont les solutions associe´es, alors, pour i = 1, 2, on a ν−ρ1(fi)K(α1) > 0
et la majoration suivante est ve´rifie´e:
|u2 − u1|H1(Ω) ≤ P
ν − ρ1(f2)K(α1)‖f2 − f1‖L2(Ω).
Enfin, nous obtenons des re´sultats de re´gularite´ H4 qui sont de meˆme type que dans le
cas simplement connexe et qui ne ne´cessitent pas l’hypothe`se des “coupures” du domaine.
Par contre, a` l’ordre 5, la condition qui donne la majoration de ‖u‖H5(Ω) est un peu plus
restrictive que celle qui assure la re´gularite´ H5 de u. On ge´ne´ralise de la meˆme manie`re
qu’au chapitre pre´ce´dent et on obtient des conditions pour la re´gularite´ Hm+3 de u, pour
un entier m ≥ 2. Nous terminons le chapitre par l’existence de la solution classique.
Troisie`me partie. Sur une classe de fluide de grade trois.
L’e´quation de mouvement des fluides de grade 3 nous conduit au proble`me suivant
dans un domaine borne´ Ω de frontie`re Γ:
Chercher une fonction a` valeurs vectorielles u (la vitesse) et une fonction scalaire p
(dont le lien avec la pression p˜ est pre´cise´ par (0.8)) de´finies dans Ω×]0, T [, pour un temps
T > 0, solution de :
∂
∂t
(u− α1∆u)− ν∆u + rot(u− (2α1 + α2)∆u)× u− (α1 + α2)∆(u.∇u)
+2(α1 + α2)u.∇(∆u)− βdiv(|A1|2A1) +∇p = f dans Ω×]0, T [, (0.21)
div u = 0 dans Ω×]0, T [, (0.22)
avec des conditions de Dirichlet homoge`nes sur la frontie`re:
u = 0 sur Γ×]0, T [, (0.23)
et la donne´e initiale:
u(0) = u0 dans Ω. (0.24)
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Les parame`tres α1, ν et β sont des constantes positives donne´es et la donne´e initiale u0
satisfait la condition de compatibilite´ :
div u0 = 0 dans Ω et u0 = 0 sur Γ. (0.25)
Au Chapitre V, le domaine Ω est simplement connexe. Les fluides de grade 3 ont
e´te´ e´tudie´s par C. Amrouche dans [2] et par C. Amrouche et D. Cioranescu dans [4]. Dans
le cas de la dimension trois, ils obtinrent l’existence et l’unicite´ de la solution du proble`me
(0.21)-(0.25) sur un certain intervalle de temps, sans restriction sur les donne´es, mais sous
la condition supple´mentaire
|α1 + α2| ≤ (24 νβ)1/2. (0.26)
D’autre part, ils prouve`rent l’existence globale en temps, sous certaines restrictions sur les
donne´es, mais seulement pour la dimension deux.
Notre e´tude se place en dimension trois et nous ne supposons pas la condition (0.26),
qui permet d’obtenir une majoration de la norme H1 de la vitesse pour toute donne´e.
Comme dans le cas des fluides de grade 2 avec α1 + α2 6= 0, nous n’avons pas, dans le cas
du grade 3, de de´croissance exponentielle en fonction du temps de la norme H1 de la vitesse
pour toute donne´e. Ainsi, les difficulte´s e´tant pratiquement les meˆmes, elles se surmontent
de la meˆme manie`re. Notons que les majorations sont un peu plus techniques et que la
convergence de K(um) vers K(u) dans L
2(0, T ;L2(Ω)3) faible, ou` K(u) = −div(|A1|2A1),
demande un travail plus important. Les re´sultats obtenus, en ce qui concerne l’existence
globale en temps et l’unicite´, sont comparables a` ceux obtenus pour les fluides de grade 2.
Nous montrons que, Ω e´tant un ouvert borne´ et simplement connexe de IR3 de frontie`re
Γ de classe C3,1, pour f donne´ dans L2(IR+;H(rot; Ω))
⋂
L∞(IR+;L2(Ω)3) et u0 donne´ dans
V2, suffisamment petits pour satisfaire
‖u0‖2V2 +
8ν + C(α1)K1
2α21K1
(‖u0‖2V +
P2
ν
∫ ∞
0
‖f(t)‖2L2(Ω) dt) +
2α1
ν
∫ ∞
0
‖rot f(t)‖2L2(Ω) dt
< min
(
ν
2α1C(α1, α2, β)
,
K21
K22
)
,
le proble`me (0.21)-(0.24) a une et une seule solution u qui existe pour tout temps t ≥ 0.
De plus, u appartient a` L∞(IR+;V2), u′ a` L2(IR+;V ) et u est uniforme´ment borne´ dans V2
par rapport au temps:
‖u‖L∞(IR+;V2) ≤ min
(√
ν
2α1C(α1, α2, β)
,
K1
K2
)
.
L’e´tude de la re´gularite´ de la solution s’effectue pratiquement de la meˆme manie`re que
pour les fluides de grade 2 et les re´sultats sont identiques. La construction de l’e´quation de
transport ne´cessite, cependant, l’introduction d’un nouvel ope´rateur l, qui applique L2(Ω)3
dans H3(Ω)3 et H1(Ω)3 dans H4(Ω)3. De plus, les majorations pour prouver l’existence
d’une solution dans H1 de l’e´quation de transport sont tre`s laborieuses.
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Supposons que la solution u soit dans L∞(0, T ;V2). Nous obtenons que, si la frontie`re
Γ est de classe C3,1 et si u0 est donne´ dans H
4(Ω)3 ∩ V et f dans L1(0, T ;H1(Ω)3) avec
rot f dans L1(0, T ;H1(Ω)3), alors u appartient a` L∞(0, T ;H4(Ω)3). Nous indiquons, pour
terminer le chapitre, un re´sultat ge´ne´ral de re´gularite´.
Au Chapitre VI, le domaine Ω est non simplement connexe. Nous e´tudions, de
nouveau, le proble`me (0.21)-(0.24). Ce chapitre utilise des techniques et des re´sultats du
Chapitre II, notamment les deux ine´galite´s (0.16) et (0.17), et certaines majorations du
Chapitre V. Il n’y a pas de difficulte´ nouvelle. Les re´sultats sont comparables a` ceux du
chapitre pre´ce´dent.
Supposons que Ω soit un domaine borne´ de IR3 et que sa frontie`re Γ soit de classe C3,1.
Si f est donne´ dans L2(IR+;H(rot; Ω))
⋂
L∞(IR+;L2(Ω)3) et u0 donne´ dans V2 et s’ils sont
assez petits pour satisfaire
‖u0‖2V2 +
2α21K3 + C2(α1)K1
2α21K1
(‖u0‖2V +
P2
ν
∫ ∞
0
‖f(t)‖2L2(Ω) dt) +
2α1
ν
∫ ∞
0
‖f(t)‖2H(rot;Ω) dt
< min
(
ν
2α1C(α1, α2, β)
,
K21
K22
)
,
alors le proble`me (0.21)-(0.24) a une et une seule solution u qui existe pour tout temps
t ≥ 0. De plus, u appartient a` L∞(IR+;V2), u′ a` L2(IR+;V ) et u est uniforme´ment borne´
dans V2 par rapport au temps:
‖u‖L∞(IR+;V2) ≤ min
(√
ν
2α1C(α1, α2, β)
,
K1
K2
)
.
Encore une fois, les constantes K1, K2 et C(α1, α2, β) ne sont pas exactement les meˆmes
que dans le cas simplement connexe. Au sujet de la re´gularite´, la construction de l’e´quation
de transport ne´cessite l’introduction de deux nouveaux ope´rateurs l (nouvelle de´finition)
et s, qui agissent le premier sur z et le second sur u et qui sont lie´s tre`s simplement aux
ope´rateurs g et h. Sous l’hypothe`se des “coupures”, le re´sultat de re´gularite´ H4 de la
solution u est le meˆme que dans le cas simplement connexe et il se ge´ne´ralise de la meˆme
manie`re.
Outre leur inte´reˆt mathe´matique, ces the´ore`mes d’existence globale en temps et d’unici-
te´ nous semblent confirmer la validite´ de ces mode`les physiques de me´canique des fluides
et on peut le´gitimement s’e´merveiller que des syste`mes d’e´quations aussi complique´s fixent
a` la fois la vitesse et la pression, en tout point du domaine et en tout temps, de fac¸on
unique. D’autre part, ces e´tudes et notamment les re´sultats de re´gularite´, contribueront,
nous l’espe´rons, a` la mise en place de bonnes me´thodes nume´riques pour re´soudre ces
proble`mes d’un point de vue pratique.
Dans le champ d’e´tude des fluides de grade 2 et 3, il reste de nombreuses questions a`
examiner. Citons-en quelques-unes.
La question la plus imme´diate est celle de la re´gularite´ de la frontie`re. La condition de
re´gularite´ C3,1, qui est demande´e pour les re´sultats d’existence, doit pouvoir eˆtre re´duite
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a` la re´gularite´ C2,1. En effet, d’une part, elle est uniquement utilise´e pour obtenir la
re´gularite´ H4 des fonctions de base de la me´thode de Galerkin et n’intervient nulle part
dans les estimations utilise´es pour l’existence et, d’autre part, elle est aussi la condition
suffisante, au niveau de la frontie`re, de la re´gularite´ H4 de u. De plus, sans changer la
re´gularite´ des donne´es, on devrait pouvoir diminuer encore la re´gularite´ de la frontie`re en
cherchant une solution dans un espace plus grand que H3, par exemple W 2,4.
Une autre perspective de travail vient du fait que la me´thode de´veloppe´e ici pour
re´soudre le proble`me stationnaire s’applique, selon E. H. Ouazar, au proble`me stationnaire
des fluides de grade 3, en dimension deux. Par ailleurs, cette me´thode devrait pouvoir
s’appliquer a` ce meˆme proble`me en dimension trois, mais seulement sous la condition (0.26)
sur les coefficients. Par contre, le cas α1+α2 6= 0 du grade 2 paraˆıt re´sister a` cette me´thode.
Autre type de recherche possible: faire l’analyse nume´rique des sche´mas utilise´s actuelle-
ment par les inge´nieurs pour re´soudre les fluides de grade 2 et 3 , obtenir et e´tudier de
nouveaux sche´mas, etc.
Enfin le proble`me non homoge`ne semble de´courager toutes les tentatives. Quelque soit
notre de´marche, croyant eˆtre sur le point d’aboutir, une difficulte´ survient, nous amenant
a` penser qu’il y aurait un obstacle infranchissable et que le proble`me, au niveau de la
frontie`re, serait peut-eˆtre mal pose´. Mais quelles conditions de frontie`re faudrait-il im-
poser ?
Pour conclure, il apparaˆıt une certaine unite´ dans les principales me´thodes mises en
place dans cette recherche. Pour les proble`mes d’e´volution, nous utilisons une “pseudo
de´croissance exponentielle” en temps de la norme H1 de la vitesse (vraie seulement pour
‖u(t)‖V2 assez petit), que nous injectons dans une ine´quation diffe´rentielle, utilisable, elle
aussi, pour ‖u(t)‖V2 assez petit. De ce couplage, par contradiction, utilisant une borne
infe´rieure du fait de la double demande au niveau de ‖u(t)‖V2 , nous de´duisons la majora-
tion essentielle de u dans V2, pour des donne´es assez petites. Pour le proble`me station-
naire, nous utilisons une “pseudo de´pendance continue” par rapport a` la donne´e (vraie pour
‖um‖V2 assez petit), que nous associons a` une majoration H1 et a` une ine´galite´ polynoˆmiale,
ve´rifie´e par ‖um‖V2 . Par contradiction, la` encore, sous une condition qui rassemble toutes
ces informations, nous arrivons a` la majoration essentielle de um dans V2, pour une donne´e
assez petite. Dans tous les cas, l’introduction de la variable auxiliaire z = rot(u−α1∆u),
qui aboutit a` une de´composition des e´quations, a joue´ un roˆle essentiel dans l’analyse de
tous ces proble`mes. Ce n’est pas la seule de´composition possible, mais en comparant avec
d’autres approches, elle nous est apparue comme e´tant la plus efficace.
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Premie`re partie
Fluide de grade deux :
cas d’e´volution.

Chapitre I
Fluide de grade deux
avec Ω simplement connexe
1 Introduction
La loi de comportement la plus ge´ne´rale pour les fluides de grade 2 est
T = −p˜I + νA1 + α1A2 + α2A21, (1.1)
(cf. W. Noll et C. Truesdell [25]) , ou` T est le tenseur des contraintes, p˜ la pression
(une fonction scalaire), I la matrice unite´ et A1, A2 sont les deux premiers tenseurs de
Rivlin-Ericksen donne´s par :
A1 = L+ L
T avec Lij =
∂ui
∂xj
ou` u est le vecteur vitesse et
A2 =
dA1
dt + A1L+ L
TA1.
La constante ν est la viscosite´ et les coefficients α1 et α2 sont les modules de contrainte
normale. L’incompressibilite´ se traduit par
div u = 0. (1.2)
La thermodynamique des fluides de grade 2 impose que ν et α1 soient non ne´gatifs (cf. J.
E. Dunn et R. L. Fosdick [12]), aussi nous supposerons
ν > 0 et α1 > 0. (1.3)
En de´veloppant, on montre que
A1L+ L
TA1 = A1W −WA1 + A21
ou`
W =
1
2
(L− LT ).
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On peut donc exprimer T sous la forme
T = −p˜I + νA1 + α1( d
dt
A1 + A1W −WA1) + (α1 + α2)A21.
L’e´quation de mouvement pour un fluide de grade 2 est de la forme
du
dt
= div T + f . (1.4)
En remarquant que
d
dt
A1 =
∂
∂t
A1 +∇A1.u et divA1 = ∆u,
on peut e´crire
div T = −∇p˜+ ν∆u + α1∂∆u
∂t
+ α1div(∇A1.u + A1W −WA1) + (α1 + α2)div(A21). (1.5)
D’une part
div(∇A1.u + A1W −WA1) = 2 ∆W .u +∇(u.∆u + 1
4
|A1|2)
= rot(∆u)× u +∇(u.∆u + 1
4
|A1|2), (1.6)
ou`
|A1|2 = tr(A1AT1 ).
D’autre part
(div(A21))i =
3∑
k,j=1
(2
∂2ui
∂xi∂xj
∂uj
∂xk
+
∂ui
∂xk
∂2uk
∂x2j
+
∂2uk
∂xi∂xj
∂uk
∂xj
+
∂2uk
∂xi∂xj
∂uj
∂xk
+
∂uk
∂xi
∂2uk
∂x2j
).
Nous ve´rifions alors que :
3∑
k,j=1
2
∂2ui
∂xk∂xj
∂uj
∂xk
= (∆(u.∇u)−∆u.∇u− u.∇(∆u))i,
3∑
k,j=1
(
∂2uk
∂xi∂xj
∂uk
∂xj
+
∂2uk
∂xi∂xj
∂uj
∂xk
) =
1
4
(∇(|A1|2))i,
3∑
k,j=1
∂uk
∂xi
∂2uk
∂x2j
= (∇(u.∆u) + rot(∆u)× u− u.∇(∆u))i.
Nous de´duisons de ces e´galite´s :
div(A21) = ∆(u.∇u)− 2 u.∇(∆u) + rot(∆ u)× u +∇(u.∆ u +
1
4
|A1|2). (1.7)
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Les relations (1.5), (1.6) et (1.7) permettent de calculer div T
div T = −∇p˜+ ν∆u + α1∂∆u
∂t
+ (α1 + α2)(∆(u.∇u)− 2u.∇(∆u))
+(2α1 + α2)(rot (∆u)× u +∇(u.∆u + 1
4
|A1|2)). (1.8)
En utilisant (1.8) et la relation
du
dt =
∂u
∂t + rot u× u +∇ (
1
2
|u|2),
l’e´quation (1.4) s’e´crit :
∂u
∂t
− ν ∆u− α1 ∂
∂t
∆u + rot(u− (2α1 + α2)∆u)× u− (α1 + α2)∆(u.∇u)
+2(α1 + α2)u.∇(∆u) +∇p˜− (2α1 + α2)∇(u.∆ u + 1
4
|A1|2) + 1
2
∇(|u |2) = f . (1.9)
Cette e´quation de mouvement est comple´te´e par l’e´quation d’e´tat (1.2), une donne´e initiale
pour la vitesse et une condition homoge`ne pour la vitesse sur la frontie`re du domaine.
Le proble`me (1.9) est difficile parce que ses termes non-line´aires font intervenir des
de´rive´es du troisie`me ordre. Un regard plus attentif montre qu’il se comporte quelque peu
comme une e´quation d’Euler. En effet, la de´composition d’Helmholtz de u− α1∆u donne
u− α1∆u = w +∇ q,
ou` w et q sont de´termine´s par les conditions
div w = 0 , w.n = 0 sur la frontie`re du domaine.
Alors, utilisant
div(∇A1.u) = LT : ∇A1 + u.∇(∆u),
et posant
N(u) = α1(L
T : ∇A1 + div(A1W −WA1)) + (α1 + α2)divA21,
le proble`me (1.4) peut eˆtre e´crit formellement:
∂w
∂t
+ u.∇w + u.∇∇q + ν
α1
w +∇(p˜+ ∂q
∂t
+
ν
α1
q) =
ν
α1
u +N(u) + f . (1.10)
Cette e´quation, qui correspond au proble`me (1.9) e´crit sous une autre forme, est similaire
a` une e´quation d’Euler avec un effet d’amortissement venant du terme ν
α1
w. Cette ob-
servation sugge`re de prendre le rotationnel de l’e´quation (1.9). Ainsi, a` partir de (1.9),
posant
ω = rot u,
nous obtiendrons au Paragraphe 2 une e´quation de transport du type
∂
∂t
(ω − α1∆ω) + ν
α1
(ω − α1∆ω) + u.∇(ω − α1∆ω) +M(u) = rot f + ν
α1
rot u, (1.11)
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ou` M(u) rassemble des termes non-line´aires d’ordre infe´rieur que nous expliciterons.
D. Cioranescu et E.H. Ouazar dans [8] et [9] furent les premiers a` re´soudre ce proble`me
avec succe`s dans le cas plus simple ou` α1 +α2 = 0. Ils utilise`rent une me´thode de Galerkin
avec une base spe´ciale de vecteurs propres qui correspondait au produit scalaire associe´
a` l’ope´rateur rot(u − α1∆u). Cette base e´tait destine´e a` de´composer le proble`me discret
de Galerkin en un proble`me de Stokes continu et une version discre`te de l’e´quation de
transport (1.11), dont ils de´duisaient de fines estimations d’e´nergie. En dimension trois,
ils obtinrent l’existence, l’unicite´ et la stabilite´ de la solution variationnelle sur un certain
intervalle de temps, sans restriction sur les donne´es.
Cette me´thode est simple, tre`s puissante et bien plus efficace, meˆme dans le cas e´tudie´
ici ou` α1 + α2 6= 0 , que l’approche utilise´e par G. Galdi, M. Grobbelaar et N. Sauer dans
[18] et G. Galdi et A. Sequeira dans [19]. En effet, tous ces auteurs prouvent existence et
re´gularite´ en meˆme temps par un point fixe de Schauder. La conse´quence est que, en plus
de demander trop de re´gularite´ aux donne´es, leur intervalle d’existence diminue artificielle-
ment tre`s rapidement en fonction de la re´gularite´ de ces donne´es.
Re´cemment, D. Cioranescu et V. Girault dans [7] ont e´tendu les re´sultats de [9]
en prouvant l’existence globale en temps pour le proble`me (1.9) en dimension trois avec
α1 + α2 = 0 et la re´gularite´ de la solution suivant les donne´es.
Nous nous proposons, dans ce chapitre, d’appliquer la meˆme me´thode afin de prou-
ver des re´sultats similaires pour le proble`me (1.9) en dimension trois avec α1 + α2 6= 0.
Plus pre´cise´ment, nous e´tablirons l’existence globale en temps pour tous les parame`tres
satisfaisant (1.3) et des donne´es suffisamment petites (ou une existence locale en temps
pour toute donne´e) et la re´gularite´ de la solution. Cette extension n’est pas imme´diate
pour deux raisons. Premie`rement, la de´croissance exponentielle en fonction du temps de
la norme H1 de la vitesse est un e´le´ment crucial de la de´monstration de l’existence glo-
bale en temps. Contrairement au cas ou` α1 + α2 = 0, cette de´croissance exponentielle ne
de´coule pas directement de l’e´quation (1.9). Au lieu de cela, elle est obtenue en combinant
(1.9) avec l’e´quation de transport (1.11). Deuxie`mement, pour u donne´, cette e´quation de
transport est beaucoup plus complexe que dans le cas ou` α1 + α2 = 0, et ceci complique
substantiellement la de´monstration de la re´gularite´ de la solution.
Ce chapitre est organise´ comme suit. Le proble`me et les espaces associe´s sont de´crits
dans le Paragraphe 2. Le Paragraphe 3 est consacre´ a` la de´monstration d’estimations
formelles a priori satisfaites par des solutions re´gulie`res du proble`me. Dans le Paragraphe
4, nous prouvons l’unicite´ de la solution si elle existe. L’existence est e´tablie dans le Para-
graphe 5 en appliquant une me´thode de Galerkin avec une base spe´ciale. Les re´sultats
d’existence et d’unicite´ sont utilise´s dans le Paragraphe 6 pour montrer la re´gularite´ H4
de la solution quand les donne´es ont la re´gularite´ ade´quate. Enfin, dans le Paragraphe 7,
nous ge´ne´ralisons les re´sultats de re´gularite´, de la` la solution classique.
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2 Formulation du proble`me et notation
Soit Ω un domaine de IR3, borne´ et simplement connexe, de frontie`re Γ qui est au
moins de classe C2,1. Nous notons n le vecteur normal unitaire a` Γ, dirige´ vers l’exte´rieur
de Ω. En posant
p = p˜− (2α1 + α2)(u.∆u + 1
4
|A1|2) + 1
2
|u|2,
l’e´quation (1.9) se simplifie et le syste`me d’e´quations que nous proposons de re´soudre est :
Chercher une fonction a` valeurs vectorielles u = (u1, u2, u3) et une fonction scalaire p
de´finies dans Ω×]0, T [, pour un temps T > 0, solution de :
∂
∂t
(u− α1∆u)− ν∆u + rot(u− (2α1 + α2)∆u)× u
+(α1 + α2)(−∆(u.∇u) + 2u.∇(∆u)) +∇p = f dans Ω×]0, T [, (2.1)
div u = 0 dans Ω×]0, T [, (2.2)
avec des conditions de Dirichlet homoge`nes sur la frontie`re:
u = 0 sur Γ×]0, T [, (2.3)
et la donne´e initiale:
u(0) = u0 dans Ω. (2.4)
Les parame`tres α1 et ν sont des constantes positives donne´es et la donne´e initiale u0
satisfait a` la condition de compatibilite´ :
div u0 = 0 dans Ω et u0 = 0 sur Γ. (2.5)
Pour poser ce proble`me dans des espaces ade´quats, rappelons la de´finition des espaces
de Sobolev standard (cf. J. Necˇas [24]). Pour tout multi-indice k = (k1, k2, k3) avec ki ≥ 0,
posons |k| = k1 + k2 + k3 et notons
∂k v =
∂|k|v
∂xk11 ∂x
k2
2 ∂x
k3
3
.
Alors pour tout entier m ≥ 0 et nombre p avec 1 ≤ p ≤ ∞, nous de´finissons
Wm,p(Ω) = {v ∈ Lp(Ω); ∂kv ∈ Lp(Ω) pour 1 ≤ |k| ≤ m} ,
qui est un espace de Banach muni de la norme
‖v‖Wm,p(Ω) = (
m∑
|k|=0
∑
k
‖∂kv‖pLp(Ω))1/p,
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avec les modifications usuelles quand p =∞. Nous notons Hm(Ω) = Wm,2(Ω).
Pour les fonctions vectorielles v = (v1, v2, . . . , vN), nous utilisons des normes spe´ciales:
si 1 ≤ p ≤ ∞, nous posons
‖v‖Lp(Ω)N = ‖ |v| ‖Lp(Ω), (2.6)
ou` | . | est la norme euclidienne dans IRN . Pour simplifier, nous noterons ‖v‖Lp(Ω) au lieu
de ‖v‖Lp(Ω)N . Nous conside´rons les matrices 3× 3 comme des e´le´ments de Lp(Ω)9 et nous
de´finissons leurs normes Lp en utilisant (2.6) avec N = 9. Nous de´finissons de meˆme les
normes des tenseurs.
Nous utiliserons fre´quemment le produit scalaire de L2(Ω)
(f, g) =
∫
Ω
f(x)g(x) dx,
la semi-norme de H1(Ω)
|v|H1(Ω) = ‖∇v‖L2(Ω),
et les sous-espaces de H1(Ω), L2(Ω)3 et H1(Ω)3 :
H10 (Ω) = {v ∈ H1(Ω); v = 0 sur Γ},
H(rot; Ω) = {v ∈ L2(Ω)3; rot v ∈ L2(Ω)3},
V = {v ∈ H10 (Ω)3; div v = 0 dans Ω}.
Rappelons aussi l’ine´galite´ de Poincare´, vraie dans tout domaine borne´ : il existe une
constante P telle que
∀v ∈ H10 (Ω), ‖v‖L2(Ω) ≤ P|v|H1(Ω). (2.7)
En ce qui concerne la de´pendance par rapport au temps, pour tout nombre T > 0, tout
espace de Banach X et tout nombre r tel que 1 < r <∞, nous de´finissons l’espace
Lr(0, T ;X) = {v :]0, T [7→ X; v est mesurable et (
∫ T
0
‖v(t)‖rX dt)1/r <∞},
muni de la norme
‖v‖Lr(0,T ;X) = (
∫ T
0
‖v(t)‖rX dt)1/r.
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Suivant l’approche de [9], nous introduisons l’espace
V2 = {v ∈ V ; rot(v − α1∆v) ∈ L2(Ω)3}. (2.8)
Nous rappelons un lemme de [7].
Lemme 2.1 Soit Ω un ouvert de IR3, borne´ et simplement connexe, avec une frontie`re Γ
de classe C2,1. Alors tout v dans V2 appartient a` H
3(Ω)3 et il existe une constante C(α1)
telle que
∀v ∈ V2, ‖v‖H3(Ω) ≤ C(α1)‖rot(v − α1∆v)‖L2(Ω). (2.9)
De plus, la constante C(α1) admet la majoration
C(α1) ≤ γ
α1
√
2, si α1 ≥ 1
2
ou C(α1) ≤ γ
α
3/2
1
, si α1 <
1
2
, (2.10)
ou` γ est inde´pendant de α1.
Remarque 2.2 La re´gularite´ C2,1 de Γ est ne´cessaire pour que v appartienne a` H3(Ω)3.
Remarque 2.3 La de´monstration du Lemme (2.1) peut eˆtre facilement prolonge´e pour
prouver que, pour tout entier m ≥ 0, si Γ est de classe Cm+2,1 et si v appartient a` V avec
rot (v − α1∆v) dans Hm(Ω)3 , alors v appartient a` Hm+3(Ω)3 et bien suˆr l’injection est
continue.
L’espace V2 est muni du produit scalaire
(u,v)V2 = (rot(u− α1∆u), rot(v − α1∆v)) (2.11)
et de la norme associe´e ‖v‖V2 = (v,v)1/2V2 . De la`, graˆce au Lemme 2.1,
∀v ∈ V2, ‖v‖H3(Ω) ≤ C(α1)‖v‖V2 . (2.12)
Nous introduisons les constantes de Sobolev C1 et C2 de´finies par
∀v ∈ H2(Ω), ‖v‖L∞(Ω) ≤ C1‖v‖H2(Ω) (2.13)
∀v ∈ H1(Ω), ‖v‖L6(Ω) ≤ C2‖v‖H1(Ω). (2.14)
Avec les normes de´finies par (2.6), nous avons alors
∀v ∈ (H3(Ω))N , ‖∇v‖L∞(Ω) ≤ C1‖v‖H3(Ω). (2.15)
De plus, utilisant l’ine´galite´ de Ho¨lder, nous obtenons
‖v‖L4(Ω) ≤ ‖v‖
3
4
L6(Ω)‖v‖
1
4
L2(Ω),
mais
‖v‖L6(Ω) ≤ C2 ‖ |v| ‖H1(Ω) ≤ C2‖v‖H1(Ω)
et
‖v‖L2(Ω) ≤ ‖v‖H1(Ω).
Donc
∀v ∈ (H1(Ω))N , ‖v‖L4(Ω) ≤ C3/42 ‖v‖H1(Ω). (2.16)
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Formulation variationnelle
Nous introduisons une forme triline´aire utilise´e dans les e´quations d’Euler et Navier-Stokes:
b(u; v,w) =
3∑
i,j=1
∫
Ω
uj
∂vi
∂xj
wi dx.
Nous proposons la formulation variationnelle suivante de (2.1)-(2.5):
Pour f donne´ dans L1(0, T ;H(rot; Ω))
⋂
L∞(0, T ; (L2(Ω))3) et u0 donne´ dans V2, chercher
u dans L∞(0, T ;V2) avec u′ dans L∞(0, T ;V ), tel que
∀v ∈ V (u′,v) + α1(∇u′,∇v) + ν(∇u,∇v) + (rot(u− (2α1 + α2)∆u)× u,v)
+(α1 + α2)[(∇(u.∇u),∇v) + 2b(u; ∆u,v)] = (f ,v) (2.17)
avec la condition initiale (2.4).
Clairement, en restreignant l’ensemble des solutions de (2.1)-(2.5) a` L∞(0, T ;V2) avec
de´rive´e premie`re dans L∞(0, T ;V ), cette formulation est e´quivalente a` (2.1)-(2.5).
Comme il a e´te´ mentionne´ dans l’introduction, nous obtiendrons une e´quation de trans-
port en prenant le rot de l’e´quation (2.1). Auparavant, nous avons besoin du re´sultat
technique suivant.
Lemme 2.4 Formellement, nous avons:
rot(u.∇v) = u.∇rot v − rot v.∇u + div u rot v +
3∑
k=1
∇uk ×∇vk. (2.18)
De´monstration. Conside´rons la premie`re composante de rot(u.∇v)
(rot(u.∇v))1 =
3∑
k=1
(
∂
∂x2
(uk
∂v3
∂xk
)− ∂
∂x3
(uk
∂v2
∂xk
))
=
3∑
k=1
[uk
∂
∂xk
(
∂v3
∂x2
− ∂v2
∂x3
) +
∂uk
∂x2
∂v3
∂xk
− ∂uk
∂x3
∂v2
∂xk
]
= (u.∇rot v)1 +
3∑
k=1
(
∂uk
∂x2
∂v3
∂xk
− ∂uk
∂x3
∂v2
∂xk
).
Nous pouvons ve´rifier
3∑
k=1
(
∂uk
∂x2
∂v3
∂xk
− ∂uk
∂x3
∂v2
∂xk
) = −(rot v.∇u)1 − ∂v2
∂x3
(
∂u1
∂x1
+
∂u3
∂x3
) +
∂v3
∂x2
(
∂u1
∂x1
+
∂u2
∂x2
)
+
∂v1
∂x3
∂u1
∂x2
− ∂v1
∂x2
∂u1
∂x3
+
∂u3
∂x2
∂v3
∂x3
− ∂u2
∂x3
∂v2
∂x2
= −(rot v.∇u)1 + div u(rot v)1 +
3∑
k=1
(∇uk ×∇vk)1.
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L’identite´ est donc ve´rifie´e pour la premie`re composante. On fait de meˆme pour les autres
composantes.
4
Posons ω = rot u. Du Lemme 2.4 et div u = 0, il suit d’une part que :
rot(u.∇(∆u)) = u.∇(∆ω)−∆ω.∇u +
3∑
k=1
∇uk ×∇(∆uk). (2.19)
D’autre part, conside´rant rot(∆(u.∇u)) :
rot(∆(u.∇u)) = ∆(rot(u.∇u)) = ∆(u.∇ω)−∆(ω.∇u).
Nous avons donc
rot(∆(u.∇u)) = ∆u.∇ω + u.∇(∆ω)−∆ω.∇u− ω.∇(∆u)
+2
3∑
k=1
(
∂u
∂xk
.∇ ∂ω
∂xk
− ∂ω
∂xk
.∇ ∂u
∂xk
). (2.20)
Finalement, l’identite´
rot(v ×w) = w.∇v − v.∇w + (div w)v − (div v)w
donne, compte tenu de div u = 0,
rot(rot(u− (2α1 + α2)∆u)× u) = u.∇(ω − (2α1 + α2)∆ω)
−(ω − (2α1 + α2)∆ω).∇u. (2.21)
Ainsi, a` partir de (2.1), nous de´duisons formellement de (2.19), (2.20) et (2.21) l’e´quation
de transport suivante:
∂
∂t(ω−α1∆ω) +
ν
α1 (ω−α1∆ω) + u.∇(ω−α1∆ω)− (ω−α1∆ω).∇u− (α1 +α2)∆u.∇ω
+(α1 +α2)[ω.∇(∆u) + 2
3∑
k=1
(
∂ω
∂xk
.∇ ∂u
∂xk
− ∂u
∂xk
.∇ ∂ω
∂xk
+∇uk×∇∆uk)] = rot f + ν
α1
rot u.
(2.22)
Cette e´quation est formelle car le premier terme non-line´aire n’est pas de´fini a` moins que
u(t) n’appartienne a` H4(Ω)3.
3 Estimations a priori
Les estimations a priori de ce paragraphe sont formelles car elles sont applique´es a` la
solution exacte du proble`me (2.17), (2.4), dont la re´gularite´ n’est pas connue. Cependant,
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dans le prochain paragraphe, nous appliquerons ces estimations rigoureusement a` la solu-
tion de l’approximation de Galerkin du proble`me (2.17), et nous savons, par construction,
que cette solution est suffisamment re´gulie`re.
Il sera utile de de´finir dans V la norme suivante, qui est e´quivalente a` la norme H1:
‖v‖V = (‖v‖2L2(Ω) + α1|v|2H1(Ω))1/2. (3.1)
Lemme 3.1 Supposons que le proble`me (2.17), (2.4) ait une solution u dans C0(0, T ;V2)
avec u′ dans L∞(0, T ;V ). Posons
K1 =
ν
2(P2 + α1) , K2 =
3
α1
|α1 + α2|C1C(α1).
Alors cette solution satisfait l’ine´galite´ suivante pour tout t dans [0, T ]:
‖u(t)‖V ≤ e−K1t‖u0‖V +
∫ t
0
e−K1(t−s)‖f(s)‖L2(Ω) ds
−K2
∫ t
0
e−K1(t−s)(
K1
K2
− ‖u(s)‖V2)‖u(s)‖V ds. (3.2)
De´monstration. On choisit v = u dans (2.17). La formule de Green et l’antisyme´trie de
b impliquent
∀v ∈ V2, (∇(v.∇v),∇v) = −(v.∇v,∆v) = b(v; ∆v,v).
Utilisant l’e´galite´ pre´ce´dente, la relation (w×v,v) = 0 et la de´finition (3.1), (2.17) devient
1
2
d
dt
‖u(t)‖2V + ν|u(t)|2H1(Ω) + 3(α1 + α2)b(u(t); ∆u(t),u(t)) = (f(t),u(t)). (3.3)
En remarquant que
∀v ∈ H10 (Ω)3 ,
1
P2 + α1‖v‖
2
V ≤ |v|2H1(Ω) ≤
1
α1
‖v‖2V , (3.4)
nous obtenons
1
2
d
dt
‖u(t)‖2V +
ν
P2 + α1‖u(t)‖
2
V ≤ |(f(t),u(t))|+ 3|α1 + α2||b(u(t); ∆u(t),u(t))|. (3.5)
Puisque v appartient a` V2, nous de´duisons facilement, par des applications de la formule
de Green, que
b(v; ∆v,v) =
3∑
i,j,k=1
∫
Ω
vk
∂3vi
∂xk∂x2j
vi dx =
3∑
i,j,k=1
∫
Ω
∂vk
∂xj
∂vi
∂xj
∂vi
∂xk
dx;
de la`
|b(u(t); ∆u(t),u(t))| ≤ (
3∑
j,k=1
∂uk(t)
∂xj
2
)1/2
∫
Ω
3∑
i=1
(
3∑
j,k=1
∂ui(t)
∂xj
2∂ui(t)
∂xk
2
)1/2 dx
≤ ‖∇u(t)‖L∞(Ω)|u(t)|2H1(Ω).
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Alors (2.15), (2.12) et (3.4) impliquent
|b(u(t); ∆u(t),u(t))| ≤ C1C(α1)
α1
‖u(t)‖V2‖u(t)‖2V . (3.6)
Puis
|(f(t),u(t))| ≤ ‖f(t)‖L2(Ω)‖u(t)‖L2(Ω) ≤ ‖f(t)‖L2(Ω)‖u(t)‖V .
En substituant dans (3.5), en simplifiant par ‖u(t)‖V et en utilisant les constantes K1 et
K2 de´finies dans l’e´nonce´ du Lemme 3.1, nous obtenons pour tout t dans [0, T ]:
d
dt
‖u(t)‖V + 2K1‖u(t)‖V ≤ ‖f(t)‖L2(Ω) +K2‖u(t)‖V2‖u(t)‖V ,
soit
d
dt
‖u(t)‖V +K1‖u(t)‖V ≤ ‖f(t)‖L2(Ω) −K2(K1
K2
− ‖u(t)‖V2)‖u(t)‖V . (3.7)
Alors nous de´duisons (3.2) en multipliant les deux membres de (3.7) par eK1t et en inte´grant
de 0 a` t.
4
Remarque 3.2 En contraste avec le cas α1 + α2 = 0, le terme ‖u(t)‖V2 apparaˆıt dans le
membre de droite de (3.2) venant du terme b(u(t); ∆u(t),u(t)). Par conse´quent l’ine´galite´
(3.2) seule ne donne pas une estimation pour ‖u(t)‖V . Nous comple´terons (3.2) avec une
estimation de´duite de l’e´quation de transport, ce qui nous permettra de majorer simul-
tane´ment ‖u(t)‖V et ‖u(t)‖V2 pour des donne´es petites.
Les lemmes qui suivent seront utiles dans les majorations que nous serons amene´s a` faire
par la suite. Les constantes dans les majorations sont lie´es aux normes de´finies par (2.6).
Lemme 3.3 Pour tout nombre p avec 1 ≤ p ≤ ∞ et tout entier m ≥ 0, les ine´galite´s
suivantes sont ve´rifie´es:
(1) ∀v ∈ W 1,p(Ω)3, ‖rot v‖Lp(Ω) ≤
√
2 ‖∇v‖Lp(Ω),
(2) ∀v ∈ Hm+1(Ω)3, ‖rot v‖Hm(Ω) ≤
√
2 ‖v‖Hm+1(Ω),
(3) ∀v ∈ Hm+2(Ω)3, ‖∆v‖Hm(Ω) ≤
√
3 ‖v‖Hm+2(Ω).
De´monstration.
(1) Remarquons que
(rot v)21 + (rot v)
2
2 + (rot v)
2
3 ≤ 2
3∑
i,j=1
(
∂vi
∂xj
)2.
Alors (1) de´coule de
‖rot v‖pLp(Ω) =
∫
Ω
(√
(rot v)21 + (rot v)
2
2 + (rot v)
2
3
)p
dx
≤ 2p/2
∫
Ω
(
3∑
i,j=1
(
∂vi
∂xj
)2)p/2 dx = 2p/2‖∇v‖pLp(Ω).
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(2) En commutant rot et ∂α, nous avons
‖rot v‖2Hm(Ω) =
∑
|α|≤m
‖∂α(rot v)‖2L2(Ω) =
∑
|α|≤m
‖rot(∂αv)‖2L2(Ω).
Alors, utilisant (1), nous obtenons
‖rot v‖2Hm(Ω) ≤ 2
∑
|α|≤m
‖∇(∂αv)‖2L2(Ω).
(3) Conside´rant que, pour tout v dans H2(Ω)3,
3∑
i=1
(∆vi)
2 ≤ 3
3∑
i,j=1
(
∂2vi
∂x2j
)2 ≤ 3
3∑
i=1
(
∑
|α|=2
(∂αvi)
2)),
nous avons, pour tout v dans Hm+2(Ω)3,
|∆v|2Hm(Ω) =
3∑
i=1
∑
|α|=m
‖∂α(∆ vi)‖2L2(Ω) =
3∑
i=1
∑
|α|=m
‖∆(∂αvi)‖2L2(Ω)
≤ 3
3∑
i=1
∑
|α|=m+2
‖∂αvi‖2L2(Ω).
4
Voyons ce qui concerne la majoration du produit vectoriel.
Lemme 3.4 Soient u dans L∞(Ω)3 et v dans L2(Ω)3, alors u× v est dans L2(Ω)3 et
‖u× v‖L2(Ω) ≤ ‖u‖L∞(Ω)‖v‖L2(Ω).
Soient u et v dans L4(Ω)3, alors u× v est dans L2(Ω)3 et
‖u× v‖L2(Ω) ≤ ‖u‖L4(Ω)‖v‖L4(Ω).
De´monstration. Remarquons que, si | . | est la norme euclidienne dans IR3,
|u× v|2 − |u|2|v|2 = −(u.v)2 ≤ 0.
De la`,
‖u× v‖2L2(Ω) ≤
∫
Ω
|u|2|v|2 dx.
Donc, si u est dans L∞(Ω)3 et v dans L2(Ω)3, nous obtenons
‖u× v‖2L2(Ω) ≤ ‖u‖2L∞(Ω)‖v‖2L2(Ω).
Enfin si u et v sont dans L4(Ω)3, en appliquant les ine´galite´s de Ho¨lder, nous avons
‖u× v‖2L2(Ω) ≤ ‖u‖2L4(Ω)‖v‖2L4(Ω).
4
Le troisie`me lemme concerne b.
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Lemme 3.5 Pour u dans L2(Ω)3, v dans W 1,∞(Ω)3 et w dans L2(Ω)3, on a
|b(u; v,w)| ≤ ‖u‖L2(Ω)‖∇v‖L∞(Ω)‖w‖L2(Ω).
Pour u dans L∞(Ω)3, v dans H1(Ω)3 et w dans L2(Ω)3, on a
|b(u; v,w)| ≤ ‖u‖L∞(Ω)|v|H1(Ω)‖w‖L2(Ω).
Pour u dans L4(Ω)3, v dans W 1,4(Ω)3 et w dans L2(Ω)3 , on a
|b(u; v,w)| ≤ ‖u‖L4(Ω)‖∇v‖L4(Ω)‖w‖L2(Ω).
Pour u et w dans L4(Ω)3 et v dans H1(Ω)3, on a
|b(u; v,w)| ≤ ‖u‖L4(Ω)|v|H1(Ω)‖w‖L4(Ω).
De´monstration. En appliquant les ine´galite´s de Cauchy-Schwarz, discre`tes et continues,
nous obtenons
|b(u; v,w)| ≤
∫
Ω
(
3∑
i=1
(
3∑
k=1
uk
∂vi
∂xk
)2)1/2(
3∑
i=1
w2i )
1/2 dx
≤ ‖w‖L2(Ω)(
∫
Ω
(
3∑
k=1
u2k)(
3∑
i,k=1
(
∂vi
∂xk
)2) dx)1/2.
De la`, les deux premie`res ine´galite´s. La troisie`me ine´galite´ est de´duite en appliquant Ho¨lder
a`
∫
Ω
(
3∑
k=1
u2k)(
3∑
i,k=1
(
∂vi
∂xk
)2) dx. Enfin par les meˆmes proce´de´s, on peut e´crire
|b(u; v,w)| ≤
∫
Ω
(
3∑
i,k=1
(
∂vi
∂xk
)2)1/2(
3∑
i,k=1
u2kw
2
i )
1/2 dx ≤ |v|H1(Ω)(
∫
Ω
(
3∑
k=1
u2k)(
3∑
i=1
w2i ) dx)
1/2.
D’ou` la dernie`re ine´galite´ en appliquant de nouveau Ho¨lder.
4
The´ore`me 3.6 Supposons, en plus des hypothe`ses du Lemme 3.1, que u appartienne a`
L1(0, T ;H4(Ω)3). Alors y(t) = ‖u(t)‖V2 satisfait l’ine´galite´ diffe´rentielle dans [0, T ]:
y′(t) ≤ ν
√
2
α
3/2
1
(e−K1t‖u0‖V +
∫ t
0
e−K1(t−s)‖f(s)‖L2(Ω) ds) + ‖rot f(t)‖L2(Ω)
−C(α1, α2)( ν
α1C(α1, α2)
− y(t))y(t)− ν
√
2
α
3/2
1
K2
∫ t
0
e−K1(t−s)(
K1
K2
− y(s))‖u(s)‖V ds (3.8)
ou`
C(α1, α2) = C1C(α1) + |α1 +α2|(C(α1))2[(
√
6 + 2(
√
3 +
√
2))C1 + (
√
6 + 2
√
2)C
3/2
2 ] (3.9)
et K1 et K2 sont de´finies dans le Lemme 3.1.
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De´monstration. Pour simplifier, posons z = ω − α1∆ω. Prendre le produit scalaire de
(2.22) avec z donne
1
2
d
dt
‖u(t)‖2V2 +
ν
α1
‖u(t)‖2V2 − b(z(t); u(t), z(t)) + (α1 + α2){−b(∆u(t);ω(t), z(t))
+b(ω(t); ∆u(t), z(t)) + 2
3∑
k=1
[b(
∂ω(t)
∂xk
;
∂u(t)
∂xk
, z(t))− b(∂u(t)
∂xk
;
∂ω(t)
∂xk
, z(t))
+(∇uk(t)×∇∆uk(t), z(t))]} = (rot(f(t) + ν
α1
u(t)), z(t)). (3.10)
Utilisant le Lemme 3.5, nous de´duisons
|b(z(t); u(t), z(t))| ≤ ‖∇u(t)‖L∞(Ω)‖z(t)‖2L2(Ω).
Alors, (2.12) et (2.15) donnent
|b(z(t); u(t), z(t))| ≤ C1C(α1)‖u(t)‖3V2 . (3.11)
Ensuite le Lemme 3.5 et (2.16) impliquent
|b(∆u(t);ω(t), z(t))| ≤ ‖∆u(t)‖L4(Ω)‖∇ω(t)‖L4(Ω)‖z(t)‖L2(Ω)
≤ C3/22 ‖∆u(t)‖H1(Ω)‖ω(t)‖H2(Ω)‖z(t)‖L2(Ω).
Alors, du Lemme 3.3, nous de´duisons
|b(∆u(t);ω(t), z(t))| ≤
√
6C
3/2
2 (C(α1))
2‖u(t)‖3V2 . (3.12)
De nouveau le Lemme 3.5 permet d’e´crire
|b(ω(t); ∆u(t), z(t))| ≤ ‖ω(t)‖L∞(Ω)|∆u(t)|H1(Ω)‖z(t)‖L2(Ω).
Alors le Lemme 3.3, (2.12) et (2.15) donnent
|b(ω(t); ∆u(t), z(t))| ≤
√
6C1(C(α1))
2‖u(t)‖3V2 . (3.13)
De meˆme, avec en plus Cauchy-Schwarz,
|
3∑
k=1
b(
∂u(t)
∂xk
;
∂ω(t)
∂xk
, z(t))| ≤ ‖z(t)‖L2(Ω)
3∑
k=1
‖∂u(t)
∂xk
‖L∞(Ω)|∂ω(t)
∂xk
|H1(Ω)
≤ ‖z(t)‖L2(Ω)‖ω(t)‖H2(Ω)‖∇u(t)‖L∞(Ω) ≤
√
2C1(C(α1))
2‖u(t)‖3V2 . (3.14)
Des arguments analogues donnent
|
3∑
k=1
b(
∂ω(t)
∂xk
;
∂u(t)
∂xk
, z(t))| ≤ ‖z(t)‖L2(Ω)
3∑
k=1
‖∂ω(t)
∂xk
‖L4(Ω)‖∇(∂u(t)
∂xk
)‖L4(Ω)
≤
√
2C
3/2
2 ‖z(t)‖L2(Ω)
3∑
k=1
‖∇(∂u(t)
∂xk
)‖2H1(Ω) ≤
√
2C
3/2
2 (C(α1))
2‖u(t)‖3V2 . (3.15)
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Enfin, du Lemme 3.4 et par les meˆmes proce´de´s, nous de´duisons
|
3∑
k=1
(∇uk(t)×∇∆uk(t), z(t))| ≤ ‖z(t)‖L2(Ω)
3∑
k=1
‖∇uk(t)‖L∞(Ω)‖∇(∆uk(t))‖L2(Ω)
≤ ‖z(t)‖L2(Ω)‖∇u(t)‖L∞(Ω)|∆u(t)|H1(Ω) ≤
√
3C1(C(α1))
2‖u(t)‖3V2 . (3.16)
Finalement, observant que par suite de (3.4) et du Lemme 3.3
‖rot u(t)‖L2(Ω) ≤
√
2/α1‖u(t)‖V ,
et utilisant les majorations (3.11)-(3.16) dans (3.10), nous de´duisons
1
2
d
dt
‖u(t)‖2V2 +
ν
α1
‖u(t)‖2V2
≤
(
ν
√
2
α
3/2
1
‖u(t)‖V + ‖rot f(t)‖L2(Ω)
)
‖u(t)‖V2 + C(α1, α2)‖u(t)‖3V2 ,
ou` C(α1, α2) est de´finie par (3.9).
De la` en posant y(t) = ‖u(t)‖V2 et en simplifiant par y(t), nous obtenons
y′(t) ≤ ‖rot f(t)‖L2(Ω) − C(α1, α2)
(
ν
α1C(α1, α2)
− y(t)
)
y(t) +
ν
√
2
α
3/2
1
‖u(t)‖V
et (3.8) suit en substituant (3.2) dans cette ine´galite´.
4
En l’absence d’information supple´mentaire sur la solution u, il est clair, a` partir de
l’ine´galite´ diffe´rentielle (3.8), que nous ne pouvons pas prouver l’existence globale en temps
de u a` moins de montrer la majoration uniforme
∀t > 0, ‖u(t)‖V2 ≤ min
(
ν
α1C(α1, α2)
,
K1
K2
)
. (3.17)
Graˆce a` la de´croissance exponentielle de certains termes de (3.8), nous prouverons que
chaque solution continue de (3.8) satisfait (3.17) pour des donne´es suffisamment petites.
En premier lieu, nous supposons que f appartient a` L1(IR+;H(rot; Ω)); alors (3.8) est
de´finie presque partout sur IR+
Nous allons inte´grer (3.8). Pour le faire, nous avons besoin du lemme d’inte´gration
suivant.
Lemme 3.7 Soit A > 0. Si h ∈ L1(IR+) et t ≥ 0, alors∫ t
0
ds
(∫ s
0
e−A(s−τ)h(τ) dτ
)
=
1
A
∫ t
0
h(s)(1− e−A(t−s)) ds,
si, de plus, h ≥ 0 sur IR+∫ t
0
ds
(∫ s
0
e−A(s−τ)h(τ) dτ
)
≤ 1
A
∫ t
0
h(s) ds.
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De´monstration. Par le the´ore`me de Fubini, nous obtenons∫ t
0
ds
(∫ s
0
e−A(s−τ)h(τ) dτ
)
=
∫ t
0
h(τ)eAτ dτ
∫ t
τ
e−As ds
=
1
A
∫ t
0
h(s)(1− e−A(t−s)) ds.
4
Lemme 3.8 Soit f appartenant a` L1(IR+;H(rot; Ω)). Si les donne´es satisfont
‖u0‖V2 +
1
K1
ν
√
2
α
3/2
1
(‖u0‖V +
∫ ∞
0
‖f(t)‖L2(Ω) dt) +
∫ ∞
0
‖rot f(t)‖L2(Ω)dt
< min
(
ν
α1C(α1, α2)
,
K1
K2
)
, (3.18)
ou` C(α1, α2) est de´finie par (3.9) et K1 et K2 sont de´finies dans le Lemme 3.1, alors toute
solution continue de (3.8) avec la valeur de de´part y(0) = ‖u0‖V2 satisfait
∀t ≥ 0, 0 ≤ y(t) ≤ min
(
ν
α1C(α1, α2)
,
K1
K2
)
. (3.19)
De´monstration. Inte´grant (3.8) de 0 a` t et utilisant le Lemme 3.7, nous de´duisons
y(t) ≤ y(0) + 1
K1
ν
√
2
α
3/2
1
(‖u0‖V +
∫ t
0
‖f(s)‖L2(Ω) ds) +
∫ t
0
‖rot f(s)‖L2(Ω) ds
−C(α1, α2)
∫ t
0
(
ν
α1C(α1, α2)
− y(s)
)
y(s) ds
−ν
√
2
α
3/2
1
K2
K1
∫ t
o
(
K1
K2
− y(s)
)
‖u(s)‖V (1− e−K1(t−s)) ds.
Nous posons
M = min
(
K1
K2
,
ν
α1C(α1, α2)
)
(3.20)
et
a(s, t) = C(α1, α2)y(s) +
ν
√
2
α
3/2
1
K2
K1
‖u(s)‖V (1− e−K1(t−s)). (3.21)
Pour 0 ≤ s ≤ t, nous avons
y(s) ≥ 0 et (1− e−K1(t−s)) ≥ 0.
Utilisant (3.20) et (3.18), nous obtenons
y(t) ≤M − C(α1, α2)
∫ t
0
(M − y(s))y(s) ds
−ν
√
2
α
3/2
1
K2
K1
∫ t
0
(M − y(s))‖u(s)‖V (1− e−K1(t−s)) ds.
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Puis la notation (3.21) permet d’e´crire
y(t) < M −
∫ t
0
(M − y(s))a(s, t) ds. (3.22)
Comme y est une solution continue de (3.8) et comme 0 ≤ y(0) = ‖u0‖V2 < M du fait de
(3.18), il y a un intervalle de temps sur lequel y(t) < M . Prouvons, par contradiction, que
cet intervalle est IR+. En effet, si cela n’e´tait pas vrai, il existerait t∗ > 0 tel que
∀t < t∗, 0 ≤ y(t) < M et y(t∗) = M, (3.23)
donc y ≤ M sur [0, t∗] et, puisque a(s, t) ≥ 0 pour 0 ≤ s ≤ t, la relation (3.22) donne
y(t∗) < M , ce qui contredit l’e´galite´ dans (3.23).
4
Bien suˆr, la condition (3.18) est seulement satisfaite quand les donne´es f et u0 sont suf-
fisamment petites. Pour des raisons pratiques, il est inte´ressant d’e´valuer de quelle petitesse
elles devraient eˆtre. On choisit u0 dans V2 et on pose
‖u0‖H3(Ω) = δ.
Alors pour des constantes positives P1 et P2, nous pouvons e´crire
‖u0‖L2(Ω) = P1δ et |u0|H1(Ω) = P2δ.
1)α1 grand.
En raison de la relation (2.10), on remplace C(α1) par
γ
√
2
α1
; alors
ν
α1C(α1, α2)
∼ ν√
2C1γ + 2γ2[(
√
6 + 2(
√
3 +
√
2))C1 + (
√
6 + 2
√
2)C
3
2
2 ]
et
K1
K2
∼ ν
6
√
2C1γ
.
Posons
k1 = min
(
ν√
2C1γ + 2γ2[(
√
6 + 2(
√
3 +
√
2))C1 + (
√
6 + 2
√
2)C
3
2 ]
,
ν
6
√
2C1γ
)
.
D’apre`s le Lemme 2.1, on a
δ ≤ C(α1)‖u0‖V2 ,
et, utilisant la notation (3.20), si on veut imposer que
‖u0‖V2 <
1
2
M,
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ceci implique
δ <
k1γ√
2α1
. (3.24)
D’apre`s (3.1), ‖u0‖V =
√
P21 + α1P22 δ, donc
1
K1
ν
√
2
α
3/2
1
‖u0‖V < 1
4
M
est ve´rifie´e si
δ <
k1
8
√
2P2
. (3.25)
Enfin, posons M = ∫∞0 ‖f(t)‖L2(Ω) dt+ ∫∞0 ‖rot f(t)‖L2(Ω) dt. Alors
1
K1
ν
√
2
α
3/2
1
∫ ∞
0
‖f(t)‖L2(Ω) dt+
∫ ∞
0
‖rot f(t)‖L2(Ω) dt < 1
4
M
est ve´rifie´e si
M < 1
4
k1. (3.26)
Finalement, pour α1 grand, les ine´galite´s (3.24), (3.25) et (3.26) montrent que (3.18) est
ve´rifie´e si nous avons une majoration d’ordre
1
α1
pour u0 et d’ordre 0 pour f .
2)α1 petit.
De meˆme, graˆce a` la relation (2.10), on remplace C(α1) par
γ
α
3/2
1
. Alors
ν
α1C(α1, α2)
∼ να1
γ2[(
√
6 + 2(
√
3 +
√
2))C1 + (
√
6 + 2
√
2)C2]
et
K1
K2
∼ να
3/2
1
6C1γP2 .
Utilisant le Lemme 2.1, si on veut imposer
‖u0‖V2 <
1
2
M,
ceci implique
δ <
ν
12C1P2 . (3.27)
Ensuite
1
K1
ν
√
2
α
3/2
1
‖u0‖V < 1
4
M
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est ve´rifie´e si
δ <
ν
48
√
2P1C1γP4
α31. (3.28)
Enfin
1
K1
ν
√
2
α
3/2
1
∫ ∞
0
‖f(t)‖L2(Ω) dt+
∫ ∞
0
‖rot f(t)‖L2(Ω) dt < 1
4
M
est ve´rifie´e si
M < ν
48
√
2C1γP4
α31. (3.29)
Finalement, pour α1 petit, les ine´galite´s (3.27), (3.28) et (3.29) montrent que (3.18) est
ve´rifie´e si nous avons une majoration d’ordre α31 pour u0 et f .
Conclusion
Il suit de ces observations qu’en pratique, α1 ne doit eˆtre ni trop petit, ni trop grand
pour avoir une existence globale. En particulier, on peut remarquer que la condition en
α31, quand α1 est petit, sera difficilement re´alise´e.
4 Unicite´
Dans ce paragraphe, nous de´montrons l’unicite´ d’une solution globale du proble`me
(2.17), (2.4), si elle existe. Le premier lemme s’applique a` tout couple de solutions de
(2.17).
Lemme 4.1 Soient u1 et u2 deux solutions de (2.17). Leur diffe´rence u = u1−u2 satisfait
l’e´galite´
1
2
d
dt
‖u(t)‖2V + ν|u(t)|2H1(Ω) + b(u(t); u2(t)− 2(α1 + α2)∆u2(t),u(t))
+b(u(t); ∆u(t), (2α1 + α2)u2(t) + (α1 + α2)u1(t))
+b(2(α1 + α2)u1(t)− α1u2(t); ∆u(t),u(t)) = 0. (4.1)
De´monstration. En utilisant l’e´quation (2.17), on montre que u = u1 − u2 est solution
de l’e´quation
1
2
d
dt
‖u‖2V + ν|u|2H1(Ω) + (rot(u1 − (2α1 + α2)∆u1)× u1,u)
−(rot(u2 − (2α1 + α2)∆u2)× u2,u) + (α1 + α2)(b(u1; ∆u,u1)− b(u2; ∆u,u2))
+2(α1 + α2)(b(u1; ∆u1,u)− b(u2; ∆u2,u) = 0. (4.2)
Nous pouvons ve´rifier que, formellement, pour tout u et tout v,
((rot u)× v)i =
3∑
k=1
(vk
∂ui
∂xk
− vk ∂uk
∂xi
).
De la`, nous obtenons la relation suivante, pour tout u, tout v et tout w
((rot u)× v,w) = b(v; u,w)− b(w; u,v). (4.3)
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De cette relation de´coulent les e´galite´s suivantes
((rot u1)× u1,u)− ((rot u2)× u2,u) = b(u; u2,u),
((rot ∆u1)× u1,u)− ((rot ∆u2)× u2,u) = b(u2; ∆u,u)− b(u; ∆u,u2).
Enfin, on ve´rifie que
b(u1; ∆u,u1)− b(u2; ∆u,u2) = b(u; ∆u,u1) + b(u2; ∆u,u),
b(u1; ∆u1,u)− b(u2; ∆u2,u) = b(u1; ∆u,u) + b(u; ∆u2,u).
Ces e´galite´s, substitue´es dans (4.2), donnent (4.1).
4
The´ore`me 4.2 Le proble`me (2.17), (2.4) a au plus une solution dans L∞(0, T ;V2) pour
tout T > 0.
De´monstration. Supposons que le proble`me (2.17), (2.4) ait deux solutions u1 et u2
dans L∞(0, T ;V2) pour un quelconque T > 0 et posons u = u1 − u2. Soit t ∈ [0, T ]. Par
l’ine´galite´ de Poincare´, on obtient
∀v ∈ V, ‖v‖H1(Ω) ≤
√
P2 + 1 |v|H1(Ω). (4.4)
D’apre`s le Lemme 3.5, on a
|b(u(t); u2(t)− 2(α1 + α2)∆u2(t),u(t))| ≤ ‖u(t)‖2L4(Ω)|u2(t)− 2(α1 + α2)∆u2(t)|H1(Ω).
Alors (2.16) et (4.4) impliquent
‖u(t)‖2L4(Ω) ≤ C3/22 (P2 + 1)|u(t)|2H1(Ω),
et, puisque u2 ∈ L∞(0, T ;V2), (2.12) donne
|u2(t)− 2(α1 + α2)∆u2(t)|H1(Ω) ≤ (2|α1 + α2|
√
3 + 1)C(α1)‖u2‖L∞(0,T ;V2).
Donc
|b(u(t); u2(t)− 2(α1 + α2)∆u2(t),u(t))| ≤ c1(T )|u(t)|2H1(Ω), (4.5)
avec
c1(T ) = (2|α1 + α2|
√
3 + 1)(P2 + 1)C(α1)C3/22 ‖u2‖L∞(0,T ;V2).
Ensuite, comme dans la de´monstration du Lemme 3.1, la formule de Green donne, pour
tout u et tout v dans V2,
b(u; ∆u,v) =
3∑
i=1
b(
∂u
∂xi
; v,
∂u
∂xi
) +
3∑
i=1
b(u;
∂v
∂xi
,
∂u
∂xi
). (4.6)
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D’ou`, en utilisant de nouveau le Lemme 3.5, on a
|b(u; ∆u,v)| ≤ ‖∇v‖L∞(Ω)
3∑
i=1
‖ ∂u
∂xi
‖2L2(Ω)
+‖u‖L4(Ω)
3∑
i=1
‖∇( ∂v
∂xi
)‖L4(Ω)‖ ∂u
∂xi
‖L2(Ω),
puis, graˆce a` Cauchy-Schwarz et a` (2.16),
|b(u; ∆u,v)| ≤ ‖∇v‖L∞(Ω)|u|2H1(Ω) + C3/22 ‖u‖H1(Ω)‖∂2v‖H1(Ω)|u|H1(Ω). (4.7)
Enfin (2.12), (2.15) et (4.4) impliquent
|b(u; ∆u,v)| ≤ C(α1)(C1 + C3/22
√
P2 + 1)‖v‖V2|u|2H1(Ω).
Alors, puisque u1 et u2 sont dans L
∞(0, T ;V2), cette ine´galite´ nous permet d’e´crire
|b(u(t); ∆u(t), (2α1 + α2)u2(t) + (α1 + α2)u1(t)) ≤ c2(T )|u(t)|2H1(Ω), (4.8)
avec
c2(T ) = C(α1)(C1 +
√
P2 + 1C3/22 )(|α1 + α2|‖u1‖L∞(0,T ;V2) + |2α1 + α2|‖u2‖L∞(0,T ;V2)).
De meˆme
b(v; ∆u,u) =
3∑
i=1
b(
∂v
∂xi
; u,
∂u
∂xi
).
D’ou`, par suite du Lemme 3.5,
|b(v; ∆u,u)| ≤ |u|H1(Ω)
3∑
i=1
‖ ∂v
∂xi
‖L∞(Ω)‖ ∂u
∂xi
‖L2(Ω),
puis, graˆce a` Cauchy-Schwarz,
|b(v; ∆u,u)| ≤ ‖∇v‖L∞(Ω)|u|2H1(Ω). (4.9)
Ainsi
|b(α1u2(t)− 2(α1 + α2)u1(t); ∆u(t),u(t))| ≤ c3(T )|u(t)|2H1(Ω), (4.10)
avec
c3(T ) = C1C(α1)(α1‖u2‖L∞(0,T ;V2) + 2|α1 + α2|‖u1‖L∞(0,T ;V2)).
Substituant (4.5), (4.8) et (4.10) dans (4.1) et utilisant (3.4), nous obtenons
d
dt
‖u(t)‖2V ≤ 2
c1(T ) + c2(T ) + c3(T )
α1
‖u(t)‖2V .
Alors l’ine´galite´ de Gronwall et le fait que u(0) = 0 impliquent que u(t) = 0 pour tout t
dans [0, T ].
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5 Existence de la solution
Dans ce paragraphe, nous supposons que la frontie`re Γ de Ω est de classe C3,1 et que
f appartient a` L1(IR+;H(rot; Ω))
⋂
L∞(IR+;L2(Ω)3).
La solution du proble`me (2.17), (2.4) est construite au moyen d’une discre´tisation de
Galerkin. Comme l’injection V2 ⊂ V est compacte, le proble`me spectral
(w,v)V2 = λ(w,v)V , ∀v ∈ V2,
ou`
(w,v)V = (w,v) + α1(∇w,∇v)
a une suite de fonctions propres {wj} dans V2 correspondant a` une suite de valeurs propres
{λj} telles que
(wj,v)V2 = λj(wj,v)V , ∀v ∈ V2 (5.1)
avec
0 < λ1 < . . . < λk < . . .→ +∞.
Les fonctions wj forment une base orthonormale dans V et une base orthogonale dans V2.
Suivant l’approche de D. Cioranescu et E. H. Ouazar dans [9], cet ensemble de fonctions
sera utilise´ comme base spe´ciale dans la me´thode de Galerkin-Faedo. Nous rappelons un
lemme et une remarque de´montre´s dans [7]:
Lemme 5.1 En plus des hypothe`ses du Lemme 2.1, supposons que Γ soit de classe C3,1.
Alors les fonctions propres de (5.1) appartiennent a` H4(Ω)3.
Remarque 5.2 Les fonctions propres de (5.1) appartiennent a` Hm(Ω)3 pourvu que Γ soit
de classe Cm−1,1 pour m ≥ 3.
Pour tout entier m positif, nous notons Vm l’espace vectoriel engendre´ par les m
premie`res fonctions propres {wj}mj=1 et Pm l’ope´rateur de projection orthogonale sur Vm
pour le produit scalaire dans V2. Nous de´finissons une solution approche´e du proble`me
(2.17), (2.4) par: chercher
um(t) =
m∑
j=1
cj,m(t)wj,
solution pour 1 ≤ j ≤ m, de
(u′m(t),wj) + α1(∇u′m(t),∇wj) + ν(∇um(t),∇wj)
+(rot(um(t)− (2α1 + α2)∆um(t))× um(t),wj)
+(α1 + α2){b(um(t); ∆wj,um(t)) + 2 b(um(t); ∆um(t),wj)} = (f(t),wj), (5.2)
um(0) = Pm(u0). (5.3)
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Ainsi nous avons a` re´soudre un syste`me de m e´quations diffe´rentielles ordinaires d’ordre
un et de degre´ deux, avec des coefficients constants et avec une condition initiale au temps
t = 0. Le facteur de c′j,m(t) est une matrice non singulie`re et le membre de droite (f(t),wj)
appartient a` L1(IR+)
⋂
L∞(IR+) pour tout j. Alors des re´sultats classiques sur les EDO
(cf. [10]) assurent qu’un tel syste`me a une solution um, unique et continue sur [0, T
∗
m] avec
u′m dans L
∞(0, T ∗m), pour un nombre T
∗
m > 0. Nous nous proposons de de´montrer que
um(t) satisfait l’estimation a priori du Paragraphe 3.
En multipliant les deux membres de (5.2) par cj,m(t) et en sommant par rapport a` j,
nous obtenons sur [0, T ∗m] l’e´galite´
1
2
d
dt
‖um(t)‖2V + ν|um(t)|2H1(Ω) + 3(α1 + α2)b(um(t); ∆um(t),um(t)) = (f(t),um(t)). (5.4)
Alors la de´monstration du Lemme 3.1 s’applique a` um sans modification et fournit le
re´sultat suivant.
Lemme 5.3 La solution um du proble`me (5.2), (5.3) satisfait l’ine´galite´ suivante pour
tout t dans [0, T ∗m]:
‖um(t)‖V ≤ e−K1t‖um(0)‖V +
∫ t
0
e−K1(t−s)‖f(s)‖L2(Ω) ds
−K2
∫ t
0
e−K1(t−s)
(
K1
K2
− ‖um(s)‖V2
)
‖um(s)‖V ds, (5.5)
ou` K1 et K2 sont de´finies dans le Lemme 3.1.
Graˆce a` la base spe´ciale, nous pouvons aussi de´duire de l’e´quation (5.2) une estimation
pour rot(um − α1∆um(t)). Nous de´finissons, tout d’abord, la fonction vectorielle F(v)
pour tout v dans V2:
F(v) = −ν∆v + rot(v − (2α1 + α2)∆v)× v + (α1 + α2)(−∆(v.∇v) + 2v.∇(∆v)). (5.6)
Si v appartient a` H4(Ω)3, nous pouvons ve´rifier que F(v) appartient a` H1(Ω)3. En effet,
puisque v appartient a` W 1,∞(Ω)3,
rot(∆
∂v
∂xi
)× v, rot(∆v)× ∂v
∂xi
,
∂v
∂xi
.∇(∆v) et v.∇(∆ ∂v
∂xi
) appartiennent a` L2(Ω)3
et du fait que H2(Ω) est une alge`bre,
∆(
∂v
∂xi
.∇v + v.∇ ∂v
∂xi
) appartient a` L2(Ω)3.
Alors, en raison du Lemme 5.1, F(um(t)) appartient a` H
1(Ω)3. Ensuite pour chaque t,
nous de´finissons vm(t) dans V comme la solution du proble`me de Stokes:
vm(t)− α1∆vm(t) +∇qm(t) = F(um(t))− f(t). (5.7)
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Puisque rot(F(um(t))− f(t)) appartient a` L2(Ω)3, il suit du Lemme 2.1 que vm(t) appar-
tient a` V2. Substituer la de´finition de F dans (5.2) donne
(u′m(t),wj)V + (F(um(t))− f(t),wj) = 0,
et utiliser la de´finition (5.7) nous permet d’e´crire
(u′m(t),wj)V + (vm(t),wj)V = 0.
En multipliant cette e´quation par λj et en utilisant (5.1) et le fait que u
′
m(t) et vm(t) ap-
partiennent tous les deux a` V2, nous obtenons, pour tout 1 ≤ j ≤ m, l’e´quation discre´tise´e
(u′m(t),wj)V2 + (vm(t),wj)V2 = 0. (5.8)
Le the´ore`me suivant est l’analogue du The´ore`me 3.6.
The´ore`me 5.4 Supposons que f appartienne a` L1(IR+;H(rot; Ω))
⋂
L∞(IR+;L2(Ω)3) et
que Γ soit de classe C3,1. Alors y(t) = ‖um(t)‖V2 satisfait l’ine´galite´ diffe´rentielle dans
[0, T ∗m]:
y′(t) ≤ ν
√
2
α
3/2
1
(e−K1t‖um(0)‖V +
∫ t
0
e−K1(t−s)‖f(s)‖L2(Ω) ds) + ‖rot f(t)‖L2(Ω)
−C(α1, α2)( ν
α1C(α1, α2)
− y(t))y(t)− ν
√
2
α
3/2
1
K2
∫ t
0
e−K1(t−s)(
K1
K2
− y(s))‖um(s)‖V ds, (5.9)
ou` C(α1, α2) est de´finie par (3.9) et K1 et K2 sont de´finies dans le Lemme 3.1.
De´monstration. En multipliant les deux membres de (5.8) par cj,m(t) et en sommant sur
j, nous obtenons
(u′m(t),um(t))V2 + (vm(t),um(t))V2 = 0.
Poser ωm(t) = rot um(t) et utiliser le fait que
rot(vm(t)− α1∆vm(t)) = rot(F(um(t))− f(t))
donnent
1
2
d
dt
‖um(t)‖2V2 + (rot F(um(t)),ωm(t)− α1∆ωm(t)) = (rot f(t),ωm(t)− α1∆ωm(t)).
(5.10)
Graˆce au Lemme 2.4 et a` (2.19), (2.20) et (2.21), nous de´duisons, apre`s suppression de
l’indice m et la variable t pour simplifier les notations:
rot F(u) = u.∇(ω − α1∆ω)− (ω − α1∆ω).∇u− ν∆ω − (α1 + α2)∆u.∇ω
+(α1 + α2)ω.∇(∆u) + 2(α1 + α2)
3∑
k=1
[
∂ω
∂xk
.∇ ∂u
∂xk
− ∂u
∂xk
.∇ ∂ω
∂xk
+∇uk ×∇(∆uk)].(5.11)
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En substituant cette expression dans (5.10), nous obtenons
1
2
d
dt
‖u‖2V2 +
ν
α1
‖u‖2V2 − b(ω − α1∆ω; u,ω − α1∆ω)
+(α1 + α2)[−b(∆u;ω,ω − α1∆ω) + b(ω; ∆u,ω − α1∆ω)
+2
3∑
k=1
{b( ∂ω
∂xk
;
∂u
∂xk
,ω − α1∆ω)− b( ∂u
∂xk
;
∂ω
∂xk
,ω − α1∆ω)
+(∇uk ×∇∆uk,ω − α1∆ω)}] = (rot f + ν
α1
rot u,ω − α1∆ω). (5.12)
On est exactement dans la meˆme situation que dans le The´ore`me 3.6 et la meˆme de´monstra-
tion donne (5.9).
4
Conside´rons une solution de (5.9) avec la valeur initiale
y(0) = ‖um(0)‖V2 = ‖Pm(u0)‖V2 .
L’ope´rateur Pm est l’ope´rateur de projection orthogonale de V sur Vm pour le produit
scalaire dans V et de V2 sur Vm pour le produit scalaire dans V2. Les proprie´te´s de conver-
gence de Pm impliquent
lim
m→∞ ‖um(0)‖V2 = ‖u0‖V2 et limm→∞ ‖um(0)‖V = ‖u0‖V .
Donc si u0 et f satisfont (3.18), alors pour tout m suffisamment grand, um(0) et f satisferont
l’analogue de (3.18):
‖um(0)‖V2 +
1
K1
ν
√
2
α
3/2
1
(‖um(0)‖V +
∫ ∞
0
‖f(t)‖L2(Ω) dt) +
∫ ∞
0
‖rot f(t)‖L2(Ω) dt
< min
(
ν
α1C(α1, α2)
,
K1
K2
)
. (5.13)
De la`, la conclusion du Lemme 3.8 implique que T ∗m = ∞ et que um(t) est uniforme´ment
borne´e dans V2 par rapport au temps:
∀t ≥ 0, ‖um(t)‖V2 ≤ min
(
ν
α1C(α1, α2)
,
K1
K2
)
. (5.14)
Alors l’e´quivalence de normes du Lemme 2.1, (5.5) et (5.14) impliquent que la suite
{um}m≥1 est borne´e par rapport a` m dans L∞(IR+;H3(Ω)3)⋂L1(IR+;H1(Ω)3).
Le lemme suivant donne une borne pour u′m(t).
Lemme 5.5 Soit f e´le´ment de L∞(IR+;L2(Ω)3) et supposons que la suite {um}m≥1 soit
borne´e par rapport a` m dans L∞(IR+;H3(Ω)3). Alors la suite {u′m}m≥1 est borne´e par
rapport a` m dans L∞(IR+;V ).
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De´monstration. Multiplions les deux membres de (5.2) par c′jm(t) et sommons sur j.
Cela donne
‖u′m(t)‖2V = ν(∆um(t),u′m(t))− (rot(um(t)− (2α1 + α2)∆um(t))× um(t),u′m(t))
−(α1 + α2)(b(um(t); ∆u′m(t),um(t)) + 2b(um(t); ∆um(t),u′m(t))) + (f(t),u′m(t)).
(5.15)
En utilisant (4.3), nous obtenons
(rot(um(t)− (2α1 + α2)∆um(t))× um(t),u′m(t)) = b(um(t); um(t),u′m(t))
−(2α1 + α2)b(um(t); ∆um(t),u′m(t)) + (2α1 + α2)b(u′m(t); ∆um(t),um(t)).
Alors, l’e´quation (5.15) s’e´crit
‖u′m(t)‖2V = ν(∆um(t),u′m(t))− b(um(t); um(t),u′m(t))
−α2b(um(t); ∆um(t),u′m(t))− (2α1 + α2)b(u′m(t); ∆um(t),um(t))
−(α1 + α2)b(um(t); ∆u′m(t),um(t)) + (f(t),u′m(t)). (5.16)
De manie`re similaire a` (4.6), nous avons, supprimant temporairement l’indice m:
b(u(t); ∆u′(t),u(t)) =
3∑
j=1
b(u(t);
∂u(t)
∂xj
,
∂u′(t)
∂xj
) +
3∑
j=1
b(
∂u(t)
∂xj
; u(t),
∂u′(t)
∂xj
).
D’ou`, en utilisant le Lemme 3.5, nous avons
|b(u(t); ∆u′(t),u(t)| ≤ ‖u(t)‖L4(Ω)
3∑
j=1
‖∇(∂u(t)
∂xj
)‖L4(Ω)‖∂u
′(t)
∂xj
‖L2(Ω)
+|u(t)|H1(Ω)
3∑
j=1
‖∂u(t)
∂xj
‖L∞(Ω)‖∂u
′(t)
∂xj
‖L2(Ω),
et donc, graˆce a` Cauchy-Schwarz et a` (2.16), (2.15) et (4.4),
|b(um(t); ∆u′m(t),um(t))| ≤ (
√
P2 + 1C3/22 + C1)|um(t)|H1(Ω)‖um(t)‖H3(Ω)|u′m(t)|H1(Ω).
(5.17)
Ensuite, l’antisyme´trie de b donne
b(um(t); um(t),u
′
m(t)) = −b(um(t); u′m(t),um(t)),
et, utilisant le Lemme 3.5, (2.16) et (4.4), nous obtenons
|b(um(t); um(t),u′m(t))| ≤ ‖um(t)‖2L4(Ω)|u′m(t)|H1(Ω)
≤
√
P2 + 1C3/22 |um(t)|H1(Ω)‖um(t)‖H3(Ω)|u′m(t)|H1(Ω). (5.18)
De meˆme les Lemmes 3.5 et 3.3, avec les majorations (4.4) et (2.16), donnent
|b(um(t); ∆um(t),u′m(t))| ≤ ‖um(t)‖L4(Ω)|∆um(t)|H1(Ω)‖u′m(t)‖L4(Ω
≤
√
3(P2 + 1)C3/22 |um(t)|H1(Ω)‖um(t)‖H3(Ω)|u′m(t)|H1(Ω) (5.19)
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et
|b(u′m(t); ∆um(t),um(t))| ≤ ‖u′m(t)‖L4(Ω)|∆um(t)|H1(Ω)‖um(t)‖L4(Ω)
≤
√
3(P2 + 1)C3/22 |um(t)|H1(Ω)‖um(t)‖H3(Ω)|u′m(t)|H1(Ω). (5.20)
En utilisant les ine´galite´s (5.17), (5.18), (5.19) et (5.20) dans (5.16), ayant majore´
√P2 + 1
par P2 + 1, nous obtenons
‖u′m(t)‖2V ≤ ν|um(t)|H1(Ω)|u′m(t)|H1(Ω) + ‖f(t)‖L2(Ω)‖u′m(t)‖L2(Ω)
+k‖um(t)‖H3(Ω)|um(t)|H1(Ω)|u′m(t)|H1(Ω),
avec
k = (α1 + |α2|)(C1 + (2
√
3 + 1)(P2 + 1)C3/22 ) + (P2 + 1)C3/22 .
Utiliser (2.7) et (3.4), puis simplifier par ‖u′m(t)‖V donnent
‖u′m(t)‖V ≤
1
α1
(|um(t)|H1(Ω)(ν + k‖um(t)‖H3(Ω)) + P‖f(t)‖L2(Ω)).
Etant donne´ que k est inde´pendant de m et t, les hypothe`ses ci-dessus sur um et f im-
pliquent que le membre de droite de cette ine´galite´ est borne´ sur IR+ uniforme´ment par
rapport a` m. Donc la suite {u′m}m≥1 est borne´e dans L∞(IR+;V ).
4
Le the´ore`me suivant re´capitule les majorations obtenues pour les suites {um} et {u′m}.
The´ore`me 5.6 Soit Ω un ouvert de IR3, borne´ et simplement connexe, avec une frontie`re
Γ de classe C3,1. Soient la vitesse initiale u0 donne´e dans V2 et le membre de droite f
donne´ dans L1(IR+;H(rot; Ω))
⋂
L∞(IR+;L2(Ω)3), suffisamment petits pour satisfaire
‖u0‖V2 +
1
K1
ν
√
2
α
3/2
1
(‖u0‖V +
∫ ∞
0
‖f(t)‖L2(Ω) dt) +
∫ ∞
0
‖rot f(t)‖L2(Ω) dt
< min
(
ν
α1C(α1, α2)
,
K1
K2
)
, (5.21)
avec C(α1, α2) de´finie par (3.9) et K1 et K2 de´finies dans le Lemme 3.1. Alors pour tout
m suffisamment grand, la solution unique um de la me´thode de Galerkin (5.2), (5.3) existe
pour tout temps t ≥ 0 et satisfait les bornes supe´rieures:
‖um‖L∞(IR+;V2) ≤ min
(
ν
α1C(α1, α2)
,
K1
K2
)
,
‖um‖L1(IR+;H1(Ω)3) ≤ k1, (5.22)
‖u′m‖L∞(IR+;V ) ≤ k2,
ou` k1 et k2 sont des constantes inde´pendantes de m.
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Il reste a` passer a` la limite par rapport a` m. Il suit de la premie`re et de la dernie`re
ine´galite´ dans (5.22) qu’il existe une fonction u et une sous-suite de {um}, encore note´e
{um}, telles que
lim
m→∞um = u faible
∗ dans L∞(IR+;V2),
lim
m→∞u
′
m = u
′ faible∗ dans L∞(IR+;V ).
D’une part, cela implique que
‖u‖L∞(IR+;V2) ≤ min
(
ν
α1C(α1, α2)
,
K1
K2
)
et pour tout T > 0
lim
m→∞um = u dans H
1(0, T ;H1(Ω)3) faible.
L’application u 7→ u(0) est line´aire continue de H1(0, T ;H1(Ω)3) dans H1(Ω)3 pour les
topologies fortes, donc aussi pour les topologies faibles. D’ou`
lim
m→∞um(0) = u(0) dans H
1(Ω)3 faible,
mais
lim
m→∞um(0) = u0 dans V fort.
Ainsi
u(0) = u0.
D’autre part, pour tout T > 0, {um}m≥0 est borne´ dans l’espace
W = {v ∈ L2(0, T ;H3(Ω)3),v′ ∈ L2(0, T ;H1(Ω)3)}.
D’apre`s [22], l’injection de W dans L2(0, T ;H2(Ω)3) est compacte; ainsi
lim
m→∞um = u dans L
2(0, T ;H2(Ω)3) fort
et bien suˆr
lim
m→∞um = u dans L
2(Ω×]0, T [)3 fort.
Utilisant le the´ore`me de convergence domine´e et l’antisyme´trie de b, ces convergences
impliquent que, pour tout T > 0, pour tout entier positif j et pour toute fonction ψ dans
L2(0, T ), les quatre termes non-line´aires dans (5.2) convergent comme suit:∫ T
0
b(um(t); um(t),wj)ψ(t) dt→
∫ T
0
b(u(t); u(t),wj)ψ(t) dt,
∫ T
0
b(um(t); ∆um(t),wj)ψ(t) dt→
∫ T
0
b(u(t); ∆u(t),wj)ψ(t) dt,∫ T
0
b(wj; ∆um(t),um(t))ψ(t) dt→
∫ T
0
b(wj; ∆u(t),u(t))ψ(t) dt,
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∫ T
0
b(um(t); ∆wj,um(t))ψ(t) dt→
∫ T
0
b(u(t); ∆wj,u(t))ψ(t) dt.
De la`, on passe a` la limite dans (5.2) et on de´duit que u est solution du proble`me (2.17),
(2.4) et puisque cette solution est unique, la suite entie`re um converge vers u. Ceci e´tablit
le principal the´ore`me de ce paragraphe.
The´ore`me 5.7 Sous les hypothe`ses du The´ore`me 5.6, le proble`me (2.17), (2.4) a une et
une seule solution u qui existe pour tout temps t ≥ 0. De plus, u appartient a` L∞(IR+;V2),
u′ a` L∞(IR+;V ) et u est uniforme´ment borne´ dans V2 par rapport au temps:
‖u‖L∞(IR+;V2) ≤ min
(
ν
α1C(α1, α2)
,
K1
K2
)
, (5.23)
ou` C(α1, α2) est de´finie par (3.9) et K1 et K2 sont de´finies dans le Lemme 3.1.
6 Re´gularite´ additionnelle
Dans ce paragraphe, nous supposons que le proble`me (2.17), (2.4) a une solution u
dans L∞(0, T ;V2) avec u′ dans L∞(0, T ;V ) , qui n’est pas ne´cessairement globale. Prenons
f et rot f dans L1(0, T ;H1(Ω)3), u0 dans H
4(Ω)3 et Γ =
⋃p
i=0 Γi (Γi connexe) de classe
C3,1. Nous nous proposons de montrer que rot(u−α1∆u) appartient a` L∞(0, T ;H1(Ω)3).
Etant donne´ la Remarque 2.3, ceci implique que u est dans L∞(0, T ;H4(Ω)3). En fait la
me´thode de ce paragraphe est ge´ne´rale et peut eˆtre applique´e pour de´duire toute re´gularite´
pour u.
En premier lieu, nous allons de´finir une application line´aire g de L2(Ω)3 dans H2(Ω)3
telle que g(rot(u − α1∆u)) = rot u. Ensuite, de l’e´quation (2.22), utilisant l’application
g, nous de´duirons une e´quation de transport, dont z = rot(u − α1∆u) est une solution
particulie`re dans L2(0, T ;L2(Ω)3). Puis nous montrerons que cette e´quation a une solution
dans L∞(0, T ;H1(Ω)3) et, enfin, qu’elle n’a pas plus d’une solution dans L2(0, T ;L2(Ω)3).
Par conse´quent l’unique solution z dans L∞(0, T ;H1(Ω)3) est rot(u − α1∆u), de la` u
appartient a` L∞(0, T ;H4(Ω)3) .
6.1 De´finition et proprie´te´s de g
Nous de´finissons
G = {v ∈ L2(Ω)3; div v = 0, < v.n, 1 >Γi= 0 pour 0 ≤ i ≤ p}.
C’est un sous-espace ferme´ de H(div; Ω), donc de L2(Ω)3 (les normes ‖ ‖L2(Ω) et ‖ ‖H(div;Ω)
co¨ıncident sur G). Soit PG l’ope´rateur de projection orthogonale sur G pour le produit
scalaire dans L2(Ω)3. Soit z un e´le´ment de L2(Ω)3 et soit
yz = PG(z).
Comme Ω est simplement connexe, il existe un unique vecteur potentiel φz tel que
yz = rot φz et div φz = 0 dans Ω , φz.n = 0 sur Γ.
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De plus, la re´gularite´ de Γ implique que φz appartient a` H
1(Ω)3 et il existe une constante
C ′1 telle que
‖φz‖H1(Ω) ≤ C ′1‖yz‖L2(Ω) ≤ C ′1‖z‖L2(Ω).
Ensuite nous de´finissons vz comme la solution dans V du proble`me de Stokes:
vz − α1∆vz +∇piz = φz.
La re´gularite´ de Γ implique que vz appartient a` H
3(Ω)3 et il existe une constante C ′2 telle
que
‖vz‖H3(Ω) ≤ C ′2‖φz‖H1(Ω).
Nous posons
g(z) = rot vz. (6.1)
Alors les ine´galite´s ci-dessus nous permettent d’obtenir
‖g(z)‖H2(Ω) ≤ C ′‖z‖L2(Ω), (6.2)
avec C ′ =
√
2C ′1C
′
2. Nous allons de´montrer deux lemmes qui e´tablissent des proprie´te´s de
g qui seront utiles par la suite.
Lemme 6.1 Soit g de´fini par (6.1). Si u ∈ V2, alors
g(rot(u− α1∆u)) = rot u.
De´monstration. Posons z = rot(u− α1∆u). Alors z appartient a` L2(Ω)3. De plus
div z = 0 et < z.n, 1 >Γi= 0 pour 0 ≤ i ≤ p.
De la` z ∈ G. Alors
rot(u− α1∆u) = z = yz = rot φz = rot(vz − α1∆vz).
Comme Ω est simplement connexe, cela implique
vz = u.
Donc
g(z) = rot u.
4
Avant de de´montrer le deuxie`me lemme, nous allons rappeler un re´sultat de´montre´
dans [3]. Soit qNi l’unique solution dans H
1(Ω) du proble`me
−∆qNi = 0 dans Ω,
qNi |Γ0 = 0 et qNi |Γk = constante, 1 ≤ k ≤ p,
< ∇qNi .n, 1 >Γ0= −1 et < ∇qNi .n, 1 >Γk= δik , 1 ≤ k ≤ p.
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Proposition 6.2 Les fonctions ∇qNi , 1 ≤ i ≤ p, engendrent l’espace KN(Ω):
KN(Ω) = {w ∈ X(Ω); rot w = 0 dans Ω, div w = 0 dans Ω et w × n = 0 sur ∂Ω},
ou`
X(Ω) = H(rot; Ω)
⋂
H(div; Ω).
Lemme 6.3 En plus des hypothe`ses du Lemme 2.1, supposons que Γ soit de classe C3,1.
Alors l’application g de´finie sur L2(Ω)3 est un ope´rateur line´aire continu de H1(Ω)3 dans
H3(Ω)3 et il existe une constante C ′′ telle que
‖g(z)‖H3(Ω) ≤ C ′′‖z‖H1(Ω). (6.3)
De´monstration. Soit z un e´le´ment de H1(Ω)3. Posons
wz = ∇pz +
p∑
i=1
< (z−∇pz).n, 1 >Γi ∇qNi , (6.4)
ou` pz est la solution du proble`me de Dirichlet:
∆pz = div z avec pz ∈ H10 (Ω),
et chaque qNi , la solution dans H
1(Ω) du proble`me e´nonce´ ci-dessus.
1o) Montrons que z −wz ∈ G. Par suite de la re´gularite´ du proble`me de Dirichlet et
du fait que, pour tout entier m ≥ 1, KN(Ω) s’injecte continuement dans Hm(Ω)3 pourvu
que Γ soit de classe Cm,1, wz appartient a` H
1(Ω)3. Ensuite
div(z−wz) = div z−∆pz = 0.
Enfin pour 0 ≤ i ≤ p
< (z−wz).n, 1 >Γi= 0,
puisque < ∇qNi .n, 1 >Γk= δik pour 1 ≤ i, k ≤ p et div(z−∇pz) = 0.
2o) Montrons que wz ∈ G⊥. La formule de Green donne
∀y ∈ G, (∇pz,y) = −(div y, pz)+ < y.n, pz >Γ= 0. (6.5)
De plus
∀y ∈ G, y = rotϕ avec ϕ ∈ H1(Ω)3,
alors pour 1 ≤ i ≤ p, d’apre`s une formule de Green,
(∇qNi ,y) = (∇qNi , rotϕ) = (rot(∇qNi ),ϕ)− < ∇qNi × n,ϕ >Γ .
Mais ∇qNi appartient a` KN(Ω), donc
∀y ∈ G, (∇qNi ,y) = 0. (6.6)
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Finalement, nous de´duisons de (6.4), (6.5) et (6.6) que wz appartient a` G
⊥. Puisque z−wz
est dans G et wz dans G
⊥, cela implique
z−wz = PG(z).
En posant yz = PG(z), nous obtenons
z = yz + wz,
ou` yz ∈ G ∩ (H1(Ω)3) et wz ∈ G⊥ ∩ (H1(Ω)3).
3o) Montrons que l’application z 7−→ yz est un ope´rateur line´aire continu de H1(Ω)3
dans H1(Ω)3. D’une part, la re´gularite´ du proble`me de Dirichlet implique que pz appartient
a` H2(Ω) et qu’il existe une constante C ′′0 telle que
‖∇pz‖H1(Ω) ≤ C ′′0 ‖z‖H1(Ω).
D’autre part, par suite de la re´gularite´ de KN(Ω), on peut e´crire
‖
p∑
i=1
< (z−∇pz).n, 1 >Γi ∇qNi ‖H1(Ω) ≤
p∑
i=1
‖z−∇pz‖L2(Γi)|Γi|1/2‖∇qNi ‖H1(Ω)
≤ max
i=1,...,p
(‖∇qNi ‖H1(Ω)) |Γ| ‖z−∇pz‖L2(Γ).
Mais il existe une constante C ′′1 telle que
‖z−∇pz‖L2(Γ) ≤ C ′′1‖z−∇pz‖H1(Ω).
En utilisant les ine´galite´s ci-dessus et la de´finition de wz, nous obtenons
‖yz‖H1(Ω) ≤ C ′′2 ‖z‖H1(Ω),
avec C ′′2 = 1 + C
′′
0 + (1 + C
′′
0 )C
′′
1 maxi=1,...,p
(‖∇qNi ‖H1(Ω))|Γ|. Enfin la re´gularite´ de Γ et la
de´finition de g impliquent qu’il existe des constantes C ′′3 et C
′′
4 telles que
∀z ∈ H1(Ω)3 , ‖vz‖H4(Ω) ≤ C ′′4‖φz‖H2(Ω) ≤ C ′′4C ′′3‖yz‖H1(Ω).
De la` (6.3) suit avec C ′′ =
√
2C ′′4C
′′
3C
′′
2 .
4
6.2 Une e´quation de transport
Pour transformer l’e´quation (2.22) en une e´quation plus ade´quate, nous remplacerons
ω − α1∆ω par z et ω par g(z) ou` ω = rot u. Mais exprimer ∑3k=1∇uk × ∇∆uk, sous
la forme d’une application biline´aire de z et u, n’est pas simple et a` cette fin nous avons
besoin du re´sultat pre´liminaire suivant.
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Lemme 6.4 Posons ω = rot u et supposons div u = 0. Formellement, nous avons
3∑
k=1
∇uk ×∇∆uk = −
3∑
k=1
∂u
∂xk
× rot( ∂ω
∂xk
) + ∆ω.∇u− ω.∇∆u + ∆ω × ω. (6.7)
De´monstration. Nous pouvons ve´rifier que, formellement, pour tout u et tout v, avec
div u = 0 et div v = 0,
3∑
k=1
[(
∂u
∂xk
× ∂v
∂xk
)i − (∇uk ×∇vk)i] =
3∑
k=1
(rot u)k
∂vk
∂xi
−
3∑
k=1
(rot v)k
∂ui
∂xk
.
Mais si div u = 0, ∆u = −rotω. En prenant v = ∆u = −rotω, nous avons
3∑
k=1
[(
∂u
∂xk
× rot( ∂ω
∂xk
))i + (∇uk ×∇∆uk)i] = −
3∑
k=1
ωk
∂∆uk
∂xi
+ (∆ω.∇u)i,
et le re´sultat suit du fait que
(∆ω × ω)i = (ω.∇∆u)i −
3∑
k=1
ωk
∂∆uk
∂xi
.
4
D’une part, on rappelle l’identite´
u.∇v + v.∇u = ∇(u.v)− u× rot v + rot u× v,
et dans cette identite´, on remplace u par ∆u et v par ω = rot u. En conside´rant de
nouveau que ∆u = −rotω, nous de´duisons
∆u.∇ω + ω.∇∆u = −∇(rotω.rot u)− 1
α1
(ω − α1∆ω)× rot u. (6.8)
D’autre part, nous pouvons e´crire
∆ω.∇u = − 1
α1
(ω − α1∆ω).∇u + 1
α1
rot u.∇u. (6.9)
En utilisant (6.7), (6.8) et (6.9) dans l’e´quation de transport (2.22), nous obtenons
∂
∂t
(ω − α1∆ω) + ν
α1
(ω − α1∆ω) + u.∇(ω − α1∆ω)− 3α1 + 2α2
α1
(ω − α1∆ω).∇u
+(α1 + α2)∇(rot ω.rot u)− α1 + α2
α1
(ω − α1∆ω)× rot u
+2(α1 + α2)
3∑
k=1
(
∂ω
∂xk
.∇ ∂u
∂xk
− ∂u
∂xk
.∇ ∂ω
∂xk
− ∂u
∂xk
× ∂
∂xk
rotω)
= rot f +
ν
α1
rot u− 2α1 + α2
α1
rot u.∇u. (6.10)
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Puisque nous savons que la solution u du proble`me (2.17), (2.4) existe, la pre´ce´dente
e´quation nous conduit a` re´soudre l’e´quation de transport suivante, obtenue en remplac¸ant
ω − α1∆ω par z et ω par g(z):
Pour u donne´ dans L∞(0, T ;V2), u0 donne´ dans H4(Ω)3 ∩ V et f donne´ tel que rot f
appartienne a` L1(0, T ;H1(Ω)3), chercher z dans L∞(0, T ;H1(Ω)3) solution de:
∂z
∂t
+
ν
α1
z + u.∇z− 3α1 + 2α2
α1
z.∇u + (α1 + α2)[∇(rot g(z).rot u)
− 1
α1
z× rot u + 2
3∑
k=1
(
∂
∂xk
g(z).∇ ∂u
∂xk
− ∂u
∂xk
.∇ ∂
∂xk
g(z)− ∂u
∂xk
× ∂
∂xk
rot g(z))]
= rot f +
ν
α1
rot u− 2α1 + α2
α1
rot u.∇u, (6.11)
z(0) = rot(u0 − α1∆u0). (6.12)
Remarque 6.5 Nous avons exprime´ cette e´quation en fonction de z et g(z) afin de de-
mander le moins de re´gularite´ possible a` u. Par exemple, conside´rant que
∇(∆u.ω) = −∇(rotω.rot u),
nous l’avons e´crit sous la forme −∇(rot g(z).rot u) plutoˆt que ∇(∆u.g(z)) car si z ap-
partient a` H1(Ω)3 et u a` H3(Ω)3, alors −∇(rot g(z).rot u) appartient a` H1(Ω)3, tandis
que ∇(∆u.g(z)) appartient seulement a` L2(Ω)3.
6.3 Existence de solution dans L∞(0, T ;H1(Ω)3) de l’e´quation de
transport
Pour construire une solution de (6.11), (6.12), discre´tisons ce proble`me par la me´thode
de Galerkin avec une base similaire a` celle introduite par R. Temam dans [34]. Comme
l’injection de H1(Ω) dans L2(Ω) est compacte, le proble`me spectral
∀v ∈ H1(Ω)3 , (w,v) + (∇w,∇v) = λ(w,v) (6.13)
a une suite de´nombrable de valeurs propres positives distinctes:
0 < λ1 < λ2 < . . . < λk →∞
et un ensemble correspondant de fonctions propres {wj}j≥1 qui forme une base orthonor-
male de L2(Ω)3 et une base orthogonale de H1(Ω)3. En fait, c’est un proble`me de Neumann
homoge`ne et wj appartient a` H
2(Ω)3, a` condition que Γ soit de classe C1,1.
Pour m ≥ 1, nous notons Xm l’espace engendre´ par {wj}mj=1 et Pm l’ope´rateur de pro-
jection orthogonale sur Xm pour le produit scalaire de H
1(Ω)3. Alors le proble`me (6.11),
(6.12) est discre´tise´ par:
Chercher
zm(t) =
m∑
j=1
cj,m(t)wj,
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solution, pour 1 ≤ j ≤ m de
(z′m(t),wj) +
ν
α1
(zm(t),wj) + b(u(t); zm(t),wj)
−3α1 + 2α2
α1
b(zm(t); u(t),wj) + (α1 + α2){(∇(rot g(zm(t)).rot u(t)),wj)
− 1
α1
(zm(t)× rot u(t),wj) + 2
3∑
k=1
[b(
∂
∂xk
g(zm(t));
∂u(t)
∂xk
,wj)
−b(∂u(t)
∂xk
;
∂
∂xk
g(zm(t)),wj)− (∂u(t)
∂xk
× ∂
∂xk
rot g(zm(t)),wj)]}
= (rot f(t) +
ν
α1
rot u(t)− 2α1 + α2
α1
rot u(t).∇u(t),wj), (6.14)
zm(0) = Pm(z(0)). (6.15)
Le proble`me (6.14), (6.15) est un syste`me de m e´quations diffe´rentielles line´aires d’ordre
un, avec une condition initiale au temps t = 0. Le facteur de c′j,m(t) est une matrice
constante non singulie`re et les autres facteurs ont des coefficients variables mais continus.
On en de´duit (cf. par exemple [10]) que ce syste`me a une solution zm(t), unique et continue
sur tout l’intervalle [0, T ].
Lemme 6.6 Supposons que u appartienne a` L∞(0, T ;V2) et que f soit tel que rot f
appartienne a` L1(0, T ;H1(Ω)3). Alors la solution zm(t) de (6.14), (6.15) est borne´e comme
suit:
∀t ∈ [0, T ], ‖zm(t)‖H1(Ω) ≤ eKT t(‖zm(0)‖H1(Ω) + CT ), (6.16)
ou` KT et CT sont deux constantes qui de´pendent de T , mais non de m.
De´monstration. Multipliant les deux membres de (6.14) par λjcj,m(t), appliquant (6.13)
et sommant par rapport a` j, on obtient, apre`s avoir supprime´ la variable t pour simplifier
les notations:
1
2
d
dt
(‖zm‖2L2(Ω) + ‖∇zm‖2L2(Ω)) +
ν
α1
(‖zm‖2L2(Ω) + ‖∇zm‖2L2(Ω))
+(∇(u.∇zm),∇zm)− 3α1 + 2α2
α1
[(∇(zm.∇u),∇zm) + (zm.∇u, zm)]
+(α1 + α2){(∇(∇(rot g(zm).rot u)),∇zm) + (∇(rot g(zm).rot u), zm)
− 1
α1
(∇(zm × rot u),∇zm) + 2
3∑
k=1
[(∇( ∂
∂xk
g(zm).∇ ∂u
∂xk
),∇zm)
+(
∂
∂xk
g(zm).∇ ∂u
∂xk
, zm)− (∇( ∂u
∂xk
.∇ ∂
∂xk
g(zm)),∇zm)− ( ∂u
∂xk
.∇ ∂
∂xk
g(zm), zm)
−(∇( ∂u
∂xk
× ∂
∂xk
rot g(zm)),∇zm)− ( ∂u
∂xk
× ∂
∂xk
rot g(zm), zm)]}
= (rot f +
ν
α1
rot u− 2α1 + α2
α1
rot u.∇u, zm)H1(Ω). (6.17)
Tous ces termes sont bien de´finis, par suite de la re´gularite´ de wj, u et g. Le seul terme
qui pose un proble`me dans (6.17) est (∇(u(t).∇zm(t)),∇zm(t)), car il fait intervenir la
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de´rive´e seconde de zm qui ne peut pas eˆtre controˆle´e par les termes positifs du membre de
gauche. De´veloppons ce terme:
(∇(u.∇zm),∇zm) = ( ∂ul
∂xk
∂zm,i
∂xl
,
∂zm,i
∂xk
) + (ul
∂2zm,i
∂xk∂xl
,
∂zm,i
∂xk
).
Mais
(ul
∂2zm,i
∂xk∂xl
,
∂zm,i
∂xk
) = (ul,
1
2
∂
∂xl
(
∂zm,i
∂xk
.
∂zm,i
∂xk
)).
Alors la formule de Green donne
(ul
∂2zm,i
∂xk∂xl
,
∂zm,i
∂xk
) = −(div u, 1
2
|∇zm|2) = 0,
car u appartient a` V . Donc
(∇(u.∇zm),∇zm) =
3∑
k=1
b(
∂u
∂xk
; zm,
∂zm
∂xk
).
Utilisant le Lemme 3.5, Cauchy-Schwarz et les normes de´finies par (2.6), nous obtenons
|(∇(u.∇zm),∇zm)| ≤ |zm|H1(Ω)
3∑
k=1
‖ ∂u
∂xk
‖L∞(Ω)‖∂zm
∂xk
‖L2(Ω)
≤ ‖∇u‖L∞(Ω)|zm|2H1(Ω).
De la` (2.15) donne
|(∇(u(t).∇zm(t)),∇zm(t))| ≤ C1‖u(t)‖H3(Ω)|zm(t)|H1(Ω)‖zm(t)‖H1(Ω). (6.18)
Examinons les autres termes du membre de gauche. Tout d’abord nous avons les termes
|(zm.∇u, zm)|, |(∇(rot g(zm).rot u), zm)|, |
3∑
k=1
(
∂
∂xk
g(zm).∇ ∂u
∂xk
, zm)|,
|
3∑
k=1
(
∂u
∂xk
.∇ ∂
∂xk
g(zm), zm)| et |
3∑
k=1
(
∂u
∂xk
× ∂
∂xk
rot g(zm), zm)|.
Montrons qu’ils sont majore´s par des termes de la forme C‖u(t)‖H3(Ω)‖zm(t)‖2L2(Ω), ou` C
de´pend de C1, C2 et C
′. On peut remarquer que (zm.∇u, zm) = b(zm; u, zm). Alors le
Lemme 3.5 donne
|(zm.∇u, zm)| ≤ ‖∇u‖L∞(Ω)‖zm‖2L2(Ω),
et de (2.15), nous de´duisons
|(zm(t).∇u(t), zm(t))| ≤ C1‖u(t)‖H3(Ω)‖zm(t)‖2L2(Ω). (6.19)
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Ensuite
(∇(rot g(zm).rot u), zm) = ( ∂
∂xi
rot g(zm).rot u, zm,i) + (rot g(zm).
∂
∂xi
rot u, zm,i).
Alors les ine´galite´s de Ho¨lder et de Cauchy-Schwarz impliquent
|(∇(rot g(zm).rot u), zm)| ≤ (
∫
Ω
3∑
i,j=1
(rot
∂g(zm)
∂xi
)2j dx)
1/2(
∫
Ω
3∑
j=1
(rot u)2j
3∑
i=1
z2m,i dx)
1/2
+(
∫
Ω
3∑
i=1
z2m,i dx)
1/2(
∫
Ω
3∑
j=1
(rot g(zm))
2
j
3∑
i,j=1
(rot
∂u
∂xi
)2j dx)
1/2
≤ 2‖zm‖L2(Ω)(‖∇u‖L∞(Ω)|g(zm)|H2(Ω) + ‖∇g(zm)‖L4(Ω)‖∂2u‖L4(Ω)).
De la`, (2.15), (2.16) et (6.2) donnent
|(∇(rot g(zm(t)).rot u(t)), zm(t))| ≤ 2(C1 + C
3
2
2 )C
′‖u(t)‖H3(Ω)‖zm(t)‖2L2(Ω). (6.20)
Pour le terme suivant, on utilise le Lemme 3.5, (2.16) et Cauchy-Schwarz, ce qui donne
|
3∑
k=1
(
∂
∂xk
g(zm).∇ ∂u
∂xk
, zm)| ≤ ‖zm‖L2(Ω)
3∑
k=1
‖ ∂
∂xk
g(zm)‖L4(Ω)‖∇( ∂u
∂xk
)‖L4(Ω)
≤ C3/22 ‖zm‖L2(Ω)‖∇g(zm)‖H1(Ω)‖∂2u‖H1(Ω).
Alors, de (6.2) et (2.16), on de´duit
|
3∑
k=1
(
∂
∂xk
g(zm(t)).∇ ∂u
∂xk
(t), zm(t))| ≤ C3/22 C ′‖u(t)‖H3(Ω)‖zm(t)‖2L2(Ω). (6.21)
De meˆme
|
3∑
k=1
(
∂u
∂xk
.∇ ∂
∂xk
g(zm), zm)| ≤ ‖∇u‖L∞(Ω)|g(zm)|H2(Ω)‖zm‖L2(Ω).
De la`,
|
3∑
k=1
(
∂u
∂xk
(t).∇ ∂
∂xk
g(zm)(t), zm(t))| ≤ C1C ′‖u(t)‖H3(Ω)‖zm(t)‖2L2(Ω). (6.22)
Enfin le Lemme 3.4 et Cauchy-Schwarz impliquent
|
3∑
k=1
(
∂u
∂xk
× ∂
∂xk
rot g(zm), zm)| ≤ ‖zm‖L2(Ω)
3∑
k=1
‖ ∂u
∂xk
‖L∞(Ω)‖rot ( ∂
∂xk
g(zm))‖L2(Ω)
≤ ‖zm‖L2(Ω)‖∇u‖L∞(Ω)‖rot(∇(g(zm)))‖L2(Ω).
Alors le Lemme 3.3, (2.15) et (6.2) permettent d’e´crire
|
3∑
k=1
(
∂u
∂xk
(t)× ∂
∂xk
rot g(zm)(t), zm(t))| ≤
√
2C1C
′‖u(t)‖H3(Ω)‖zm(t)‖2L2(Ω). (6.23)
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Nous allons montrer que les termes restants du membre de gauche de (6.17) sont
majore´s par des expressions du meˆme type que dans (6.18), c’est-a`-dire du type
C‖u(t)‖H3(Ω)|zm(t)|H1(Ω)‖zm(t)‖H1(Ω),
ou` C de´pend de C1, C2 et C
′′. Conside´rons le de´veloppement
(∇(zm.∇u),∇zm) = b(∂zm
∂xk
; u,
∂zm
∂xk
) + b(zm;
∂u
∂xk
,
∂zm
∂xk
).
Alors le Lemme 3.5, (2.16) et Cauchy-Schwarz donnent
|(∇(zm.∇u),∇ zm)| ≤ ‖∇u‖L∞(Ω)|zm|2H1(Ω) + C3/22 |zm|H1(Ω)‖zm‖H1(Ω)‖∂2u‖H1(Ω),
puis (2.15) donnent
|(∇(zm(t).∇u(t)),∇ zm(t))| ≤ (C1 + C3/22 )‖u(t)‖H3(Ω)|zm(t)|H1(Ω)‖zm(t)‖H1(Ω). (6.24)
Conside´rons le de´veloppement
(∇(∇(rot g(zm).rot u)),∇ zm) = (∂
2rot g(zm)
∂xk∂xi
.rot u +
∂rot g(zm)
∂xk
.
∂rot u
∂xi
,
∂zm,i
∂xk
)
+(
∂rot g(zm)
∂xi
.
∂rot u
∂xk
+ rot g(zm).
∂2rot u
∂xi∂xk
,
∂zm,i
∂xk
).
Par Ho¨lder, (2.16) et Cauchy-Schwarz, nous en de´duisons
|(∇(∇(rot g(zm).rot u)),∇ zm)| ≤ |zm|H1(Ω)(‖rot u‖L∞(Ω)‖rot(∂2g(zm))‖L2(Ω)
+2C
3/2
2 ‖∇(rot g(zm))‖H1(Ω)‖∇(rot u)‖H1(Ω) + ‖rot g(zm)‖L∞(Ω)‖rot(∂2u)‖L2(Ω)).
Mais, par suite du Lemme 3.3, pour tout v dans H3(Ω)3,
‖∇(rot v)‖H1(Ω) ≤
√
2 ‖v‖H3(Ω).
Alors, de cette ine´galite´, de (2.15), de (6.3) et du Lemme 3.3, nous de´duisons
|(∇(∇(rot g(zm(t)).rot u(t))),∇ zm(t))|
≤ 4C ′′(C1 + C3/22 )‖u(t)‖H3(Ω)|zm(t)|H1(Ω)‖zm(t)‖H1(Ω). (6.25)
Remarquons que
3∑
k=1
(∇( ∂u
∂xk
.∇∂g(zm)
∂xk
),∇zm) = b( ∂
2u
∂xk∂xj
;
∂g(zm)
∂xk
,
∂zm
∂xj
) + b(
∂u
∂xk
;
∂2g(zm)
∂xj∂xk
,
∂zm
∂xj
).
Puis le Lemme 3.5, (2.16) et Cauchy-Schwarz donnent
|
3∑
k=1
(∇( ∂u
∂xk
.∇∂g(zm)
∂xk
),∇zm)| ≤
3∑
k,j=1
‖ ∂
2u
∂xk∂xj
‖L4(Ω)‖∇(∂g(zm)
∂xk
)‖L4(Ω)‖∂zm
∂xj
‖L2(Ω)
+‖ ∂u
∂xk
‖L∞(Ω)|∂
2g(zm)
∂xj∂xk
|H1(Ω)‖∂zm
∂xj
‖L2(Ω)
≤ |zm|H1(Ω)(C3/22 ‖∂2u‖H1(Ω)‖∂2g(zm)‖H1(Ω) + ‖∇u‖L∞(Ω)|g(zm)|H3(Ω)).
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Alors, de (2.15) et (6.3), nous de´duisons la majoration suivante
|
3∑
k=1
(∇(∂u(t)
∂xk
.∇∂g(zm(t))
∂xk
),∇zm(t))|
≤ C ′′(C1 + C
3
2
2 )‖u(t)‖H3(Ω)|zm(t)|H1(Ω)‖zm(t)‖H1(Ω). (6.26)
De manie`re analogue
3∑
k=1
(∇(∂g(zm)
∂xk
.∇ ∂u
∂xk
),∇zm) = b(∂
2g(zm)
∂xk∂xj
;
∂u
∂xk
,
∂zm
∂xj
) + b(
∂g(zm)
∂xk
;
∂2u
∂xk∂xj
,
∂zm
∂xj
).
Alors
|
3∑
k=1
(∇(∂g(zm)
∂xk
.∇ ∂u
∂xk
),∇zm)|
≤ |zm|H1(Ω)(C3/22 ‖∂2g(zm)‖H1(Ω)‖∂2u‖H1(Ω) + ‖∇g(zm)‖L∞(Ω)|u|H3(Ω)).
D’ou` la majoration
|
3∑
k=1
(∇(∂g(zm)
∂xk
(t).∇ ∂u
∂xk
(t)),∇zm(t))|
≤ C ′′(C1 + C3/22 )‖u(t)‖H3(Ω)|zm(t)|H1(Ω)‖zm(t)‖H1(Ω). (6.27)
Puisque (
∂
∂xk
zm × rot u, ∂
∂xk
zm) = 0, on a
(∇(zm × rot u),∇zm) = (zm × rot( ∂u
∂xk
),
∂zm
∂xk
).
Du Lemme 3.4, nous de´duisons
|(∇(zm × rot u),∇zm) ≤ ‖zm‖L4(Ω)
3∑
k=1
‖rot( ∂u
∂xk
)‖L4(Ω)‖∂zm
∂xk
‖L2(Ω).
Alors (2.16), Cauchy-Schwarz et le Lemme 3.3 donnent
|(∇(zm(t)× rot u(t)),∇zm(t))| ≤
√
2C
3/2
2 ‖u(t)‖H3(Ω)|zm(t)|H1(Ω)‖zm(t)‖H1(Ω). (6.28)
Enfin, conside´rons le de´veloppement
(∇( ∂u
∂xk
× ∂rot g(zm)
∂xk
),∇zm) = ( ∂
2u
∂xk∂xj
× rot(∂g(zm)
∂xk
),
∂zm
∂xj
)
+(
∂u
∂xk
× rot(∂
2g(zm)
∂xk∂xj
),
∂zm
∂xj
).
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De manie`re analogue a` la majoration pre´ce´dente, le Lemme 3.4 donne
|(∇( ∂u
∂xk
× ∂rot g(zm)
∂xk
),∇zm)| ≤
√
2‖∂zm
∂xj
‖L2(Ω)‖ ∂
2u
∂xk∂xj
‖L4(Ω)‖rot(∂g(zm)
∂xk
)‖L4(Ω)
+
√
2‖∂zm
∂xj
‖L2(Ω)‖ ∂u
∂xk
‖L∞(Ω)‖rot(∂
2g(zm)
∂xk∂xj
)‖L2(Ω).
Alors (2.16), (2.15), Cauchy-Schwarz, le Lemme 3.3 et (6.3) nous conduisent a` la majoration
|
3∑
k=1
(∇( ∂u
∂xk
(t)× ∂rot g(zm)
∂xk
(t)),∇zm(t))|
≤
√
2C ′′(C1 + C
3/2
2 )‖u(t)‖H3(Ω)|zm(t)|H1(Ω)‖zm(t)‖H1(Ω). (6.29)
Il reste a` majorer le membre de droite de (6.17). D’une part
(∇(rot u.∇u),∇zm) = b(∂rot u
∂xj
; u,
∂zm
∂xj
) + b(rot u;
∂u
∂xj
,
∂zm
∂xj
).
D’ou`, les Lemmes 3.5 et 3.3, Cauchy-Schwarz et (2.15) donnent
|(∇(rot u(t).∇u(t)),∇zm(t))| ≤ 2
√
2C1|u(t)|H2(Ω)‖u(t)‖H3(Ω)|zm(t)|H1(Ω).
D’autre part, par les meˆmes proce´de´s, on a
|(rot u(t).∇u(t), zm(t))| ≤
√
2C1|u(t)|H1(Ω)‖u(t)‖H3(Ω)‖zm(t)‖L2(Ω).
Donc nous avons la majoration
|(rot u(t).∇u(t), zm(t))H1(Ω)| ≤ 2
√
2C1‖u(t)‖H2(Ω)‖u(t)‖H3(Ω)‖zm(t)‖H1(Ω). (6.30)
Les majorations des termes restants sont imme´diates. Rassemblant alors les majorations
(6.18)-(6.30) et les substituant dans (6.17), nous obtenons
1
2
d
dt
‖zm(t)‖2H1(Ω) +
ν
α1
‖zm(t)‖2H1(Ω) ≤ D1‖u(t)‖H3(Ω)‖zm(t)‖2L2(Ω)
+D2‖u(t)‖H3(Ω)|zm(t)|H1(Ω)‖zm(t)‖H1(Ω) + ‖zm(t)‖H1(Ω)(‖rot f(t)‖H1(Ω)
+
ν
α1
√
2‖u(t)‖H2(Ω) + 4
√
2
α1
|α1 + α2|C1‖u(t)‖H2(Ω)‖u(t)‖H3(Ω)),
avec
D1 = (1 + 2|α1 + α2|( 1
α1
+ (2 +
√
2)C ′))C1 + 4|α1 + α2|C ′C3/22
et
D2 = 2C1 + C
3/2
2 + |α1 + α2|[
2C1 + (2 +
√
2)C
3/2
2
α1
+ 2(4 +
√
2)(C1 + C
3/2
2 )C
′′].
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Utilisant la majoration
|zm(t)|H1(Ω)‖zm(t)‖H1(Ω) ≤ 1
2
(|zm(t)|2H1(Ω) + ‖zm(t)‖2H1(Ω))
et simplifiant par ‖zm(t)‖H1(Ω), nous de´duisons
d
dt
‖zm(t)‖H1(Ω) ≤ K1‖u(t)‖H3(Ω)‖zm(t)‖H1(Ω) + ‖rot f(t)‖H1(Ω)
+
ν
α1
√
2‖u(t)‖H3(Ω) + 4
√
2
α1
|α1 + α2|C1‖u(t)‖2H3(Ω),
avec K1 = max(D1,
D2
2
) +
D2
2
.
D’ou` (6.16) suit avec
KT = K1‖u‖L∞(0,T ;H3(Ω)3)
et
CT = ‖rot f‖L1(0,T ;H1(Ω)3 + T‖u‖L∞(0,T ;H3(Ω)3)(
√
2ν
α1
+ 4
√
2C1
|α1 + α2|
α1
‖u‖L∞(0,T ;H3(Ω)3)).
4
Il de´coule de (6.16) que la suite {zm} est uniforme´ment borne´e par rapport a` m dans
L∞(0, T ;H1(Ω)3). De la`, il existe une fonction z dans L∞(0, T ;H1(Ω)3) et une sous-suite
de {zm}, encore note´e {zm}, telles que
lim
m→∞ zm = z faible ∗ dans L
∞(0, T ;H1(Ω)3).
Par un argument similaire a` celui utilise´ dans le pre´ce´dent paragraphe, mais plus simple
puisque le proble`me est line´aire, nous pouvons passer a` la limite dans (6.14), (6.15) et
montrer que z satisfait (6.11), (6.12). Nous avons donc prouve´ le the´ore`me suivant.
The´ore`me 6.7 Supposons que Ω soit un ouvert de IR3, borne´ et simplement connexe, avec
une frontie`re Γ =
p⋃
i=0
Γi (Γi connexe) de classe C
3,1. Si u est donne´ dans L∞(0, T ;V2),
u0 dans H
4(Ω)3 ∩ V et f tel que rot f appartienne a` L1(0, T ;H1(Ω)3), alors le proble`me
(6.11), (6.12) a au moins une solution z dans L∞(0, T ;H1(Ω)3).
Remarque 6.8 Comme on le verra dans le paragraphe suivant, les arguments utilise´s dans
la de´monstration du The´ore`me 6.7 peuvent eˆtre ge´ne´ralise´s a` un quelconque m ≥ 1. Si Γ
est de classe Cm+2,1, si u est donne´ dans L∞(0, T ;V2
⋂
Hm+2(Ω)3), u0 dans H
m+3(Ω)3∩V
et f tel que rot f appartienne a` L1(0, T ;Hm(Ω)3), alors le proble`me (6.11), (6.12) a au
moins une solution z dans L∞(0, T ;Hm(Ω)3).
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6.4 Unicite´ de la solution dans L2(0, T ;L2(Ω)3) de l’e´quation de
transport
Soient z1 et z2 deux solutions de (6.11), (6.12) et posons ζ = z1− z2. Alors ζ satisfait
∂ζ
∂t
+
ν
α1
ζ + u.∇ζ − 3α1 + 2α2
α1
ζ.∇u
+(α1 + α2){∇(rot g(ζ).rot u)− 1
α1
(ζ × rot u)
+2
3∑
k=1
[
∂g(ζ)
∂xk
.∇ ∂u
∂xk
− ∂u
∂xk
.∇∂g(ζ)
∂xk
− ∂u
∂xk
× ∂rot g(ζ)
∂xk
]} = 0, (6.31)
ζ(0) = 0. (6.32)
Prouver l’unicite´ dans L2(0, T ;L2(Ω)3) de la solution du proble`me (6.31), (6.32) n’est
pas e´vident car, quand ζ est dans L2(0, T ;L2(Ω)3), le produit scalaire de (6.31) avec ζ
n’est pas de´fini. Au lieu de cela, proce´dons par transposition (cf. [23]). Rappelons que si
ζ appartient a` H1(Ω)3, puisque u appartient a` V , nous avons
∀v ∈ H1(Ω)3 ,
∫
Ω
(u.∇ζ).v dx = −
∫
Ω
(u.∇v).ζ dx ,
et le membre de droite est bien de´fini pour tout ζ dans L2(Ω)3. D’ou` le proble`me (6.31),
(6.32) a la formulation variationnelle e´quivalente:
chercher ζ dans L2(0, T ;L2(Ω)3) solution de
∀φ ∈ L2(0, T ;H1(Ω)3) avec φ′ ∈ L2(0, T ;L2(Ω)3) et φ(T ) = 0∫ T
0
[(ζ(t),φ′(t)− ν
α1
φ(t) + u(t).∇φ(t)) + (h(u, ζ)(t),φ(t))] dt = 0, (6.33)
ou`
h(u, ζ) =
3α1 + 2α2
α1
ζ.∇u− (α1 + α2){∇(rot g(ζ).rot u)− 1
α1
(ζ × rot u)
+2
3∑
k=1
[
∂g(ζ)
∂xk
.∇ ∂u
∂xk
− ∂u
∂xk
.∇∂g(ζ)
∂xk
− ∂u
∂xk
× ∂rot g(ζ)
∂xk
]}, (6.34)
sans terme aux temps t = 0 et t = T car ζ(0) = 0 et φ(T ) = 0.
Une variante du The´ore`me 6.7 peut eˆtre applique´e pour prouver, pour tout µ dans
L2(0, T ;H1(Ω)3) , l’existence et l’unicite´ (celle ci est e´vidente, voir plus loin la Remarque
6.10) de φ dans L2(0, T ;H1(Ω)3) avec φ′ dans L2(0, T ;L2(Ω)3) et φ(T ) = 0 tel que
φ′(t)− ν
α1
φ(t) + u(t).∇φ(t) = µ(t). (6.35)
Nous posons
φ = F(µ). (6.36)
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Lemme 6.9 Soit F de´fini par (6.36). Nous avons
∀µ ∈ L2(0, T ;H1(Ω)3), ‖F(µ)‖L2(0,T ;L2(Ω)3) ≤ 2T‖µ‖L2(0,T ;L2(Ω)3).
De´monstration. Le produit scalaire de (6.35) par φ(t) donne
(φ′(t),φ(t))− ν
α1
‖φ(t)‖2L2(Ω) = (µ(t),φ(t)).
En inte´grant sur [t, T ] avec 0 ≤ t ≤ T , nous obtenons
−1
2
‖φ(t)‖2L2(Ω) −
ν
α1
∫ T
t
‖φ(s)‖2L2(Ω) ds =
∫ T
t
(µ(s),φ(s)) ds,
donc
‖φ(t)‖2L2(Ω) ≤ 2‖µ‖L2(0,T ;L2(Ω)3)‖φ‖L2(0,T ;L2(Ω)3).
D’ou`
‖φ‖L2(0,T ;L2(Ω)3) ≤ 2T‖µ‖L2(0,T ;L2(Ω)3). (6.37)
4
Remarque 6.10 La majoration (6.37) prouve l’unicite´ de la solution du proble`me (6.35).
Lemme 6.11 Soient ζ un e´le´ment de L2(0, T ;L2(Ω)3), u donne´ dans L∞(0, T ;V2) et h
de´fini par (6.34). Alors h(u, ζ) appartient a` L2(0, T ;L2(Ω)3) et
‖h(u, ζ)‖L2(0,T ;L2(Ω)3) ≤ DC(α1)‖u‖L∞(0,T ;V2)‖ζ‖L2(0,T ;L2(Ω)3), (6.38)
ou`
D = |α1 + α2|[(2 +
√
2
α1
+ 2(2 +
√
2)C ′)C1 + 4C ′C
3
2
2 ] + C1. (6.39)
De´monstration. Par le meˆme type d’argument que dans le paragraphe pre´ce´dent, uti-
lisant (2.15), (2.16) et (6.2), nous obtenons
‖ζ.∇u‖L2(Ω) ≤ C1‖u‖H3(Ω)‖ζ‖L2(Ω),
‖∇(rot g(ζ).rot u)‖L2(Ω) ≤ 2(C1 + C
3
2
2 )C
′‖u‖H3(Ω)‖ζ‖L2(Ω),
‖
3∑
k=1
∂g(ζ)
∂xk
.∇ ∂u
∂xk
‖L2(Ω) ≤ C
3
2
2 C
′‖u‖H3(Ω)‖ζ‖L2(Ω),
‖
3∑
k=1
∂u
∂xk
.∇∂g(ζ)
∂xk
‖L2(Ω) ≤ C1C ′‖u‖H3(Ω)‖ζ‖L2(Ω).
Enfin, du Lemme 3.4, il de´coule
‖ζ × rot u‖L2(Ω) ≤
√
2C1‖u‖H3(Ω)‖ζ‖L2(Ω)
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et
‖
3∑
k=1
∂u
∂xk
× ∂rot g(ζ)
∂xk
‖L2(Ω) ≤
√
2C1C
′‖u‖H3(Ω)‖ζ‖L2(Ω).
Le Lemme 6.11 se de´duit de ces ine´galite´s.
4
Le lemme suivant prouve l’unicite´ dans L2(0, T ;L2(Ω)3) de la solution du proble`me
(6.11), (6.12).
Lemme 6.12 Soient Γ de classe C2,1 et u donne´ dans L∞(0, T ;V2). Alors l’unique solution
ζ de (6.31), (6.32) dans L2(0, T ;L2(Ω)3) est ζ = 0.
De´monstration. Par densite´, il existe une suite {µn} avec µn ∈ D(]0, T [×Ω)3 telle que
lim
n→∞ ‖µn − ζ‖L2(0,T ;L2(Ω)3) = 0. (6.40)
Nous posons
φn = F(µn), (6.41)
ou` F est de´fini par (6.36). En prenant φ = φn dans (6.33), nous obtenons∫ T
0
[(ζ(t),φ′n(t)−
ν
α1
φn(t) + u(t).∇φn(t)) + (h(u, ζ)(t),φn(t))] dt = 0.
Avec (6.35) et (6.41), cela devient∫ T
0
[(ζ(t),µn(t)) + (h(u, ζ)(t),F(µn)(t))] dt = 0. (6.42)
Etant donne´ (6.40) et le Lemme 6.9, F(µn) est borne´ dans l’espace re´flexif L
2(0, T ;L2(Ω)3).
D’ou`, il existe une fonction ψ dans L2(0, T ;L2(Ω)3) et une sous-suite de {F(µn)}, encore
note´e {F(µn)}, telles que
lim
n→∞F(µn) = ψ faiblement dans L
2(0, T ;L2(Ω)3).
De plus, par semi-continuite´ infe´rieure de la norme ‖ . ‖L2(0,T ;L2(Ω)3) pour la topologie faible,
‖ψ‖L2(0,T ;L2(Ω)3) ≤ lim inf ‖F(µn)‖L2(0,T ;L2(Ω)3).
Donc, en raison de (6.40) et du Lemme 6.9,
‖ψ‖L2(0,T ;L2(Ω)3) ≤ 2T‖ζ‖L2(0,T ;L2(Ω)3). (6.43)
Le passage a` la limite dans (6.42) donne∫ T
0
[‖ζ(t)‖2L2(Ω) + (h(u, ζ)(t),ψ(t))] dt = 0.
Alors de (6.43) et du Lemme 6.11, nous de´duisons que
‖ζ‖2L2(0,T ;L2(Ω)3)(1− 2T DC(α1)‖u‖L∞(0,T ;V2)) ≤ 0. (6.44)
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Nous posons
T ∗ =
1
4DC(α1)‖u‖L∞(0,T ;V2)
,
ou` D de´pend de α1, α2, C1, C2 et C
′ mais non de T (cf. (6.39)). Si T ∗ ≥ T , (6.44) donne
ζ(t) = 0 pour tout t dans [0, T ].
Si T ∗ < T , il existe p ∈ IN∗ tel que (p − 1)T ∗ < T ≤ pT ∗. Remplac¸ons successivement
[0, T ] par [(k − 1)T ∗, kT ∗] pour k = 1, . . . , p − 1 dans (6.33) et utilisons (6.35), (6.36) ,
les Lemmes 6.9 et 6.11; nous obtenons successivement pour k = 1, . . . , p− 1 des relations
analogues a` (6.44):
‖ζ‖2L2((k−1)T ∗,kT ∗;L2(Ω)3)[1− 2T ∗DC(α1)‖u‖L∞((k−1)T ∗,kT ∗;V2)] ≤ 0.
Comme ‖u‖L∞((k−1)T ∗,kT ∗;V2) ≤ ‖u‖L∞(0,T ;V2), nous avons
[1− 2T ∗DC(α1)‖u‖L∞((k−1)T ∗,kT ∗;V2)] ≥
1
2
.
D’ou`
ζ(t) = 0 pour tout t dans [(k − 1)T ∗, kT ∗], pour k = 1, . . . , p− 1, soit
ζ(t) = 0 pour tout t dans [0, (p− 1)T ∗].
Finalement, le meˆme argument sur l’intervalle restant [(p− 1)T ∗, T ] donne
ζ(t) = 0 pour tout t dans [0, T ].
4
6.5 Conclusion
Le proble`me (6.11), (6.12) a une solution z dans L∞(0, T ;H1(Ω)3) (cf. Paragraphe
6.3) et une solution rot(u − α1∆u) dans L2(0, T ;L2(Ω)3) (cf. Paragraphe 6.2). Dans le
Paragraphe 6.4, nous prouvons que ce proble`me n’a qu’une solution dans L2(0, T ;L2(Ω)3).
Donc z = rot(u− α1∆u) appartient a` L∞(0, T ;H1(Ω)3) et, e´tant donne´ la Remarque 2.3,
cela implique que u est dans L∞(0, T ;H4(Ω)3). Nous avons de´montre´ le the´ore`me suivant.
The´ore`me 6.13 Supposons que Ω soit un ouvert de IR3, borne´ et simplement connexe,
avec une frontie`re Γ =
p⋃
i=0
Γi (Γi connexe). Supposons que la solution u du proble`me (2.1)-
(2.5) appartienne a` L∞(0, T ;V2). Si Γ est de classe C3,1 et si les donne´es ont la re´gularite´:
u0 ∈ H4(Ω)3 ∩ V , f ∈ L1(0, T ;H1(Ω)3) , rot f ∈ L1(0, T ;H1(Ω)3) , (6.45)
alors u appartient a` L∞(0, T ;H4(Ω)3).
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Suivant la Remarque 6.8, l’e´nonce´ du The´ore`me 6.13 peut eˆtre ge´ne´ralise´ par induction
a` tout m ≥ 1 pour donner le re´sultat suivant. Supposons que la solution u du proble`me
(2.1)-(2.5) appartienne a` L∞(0, T ;V2). Si Γ est de classe Cm+2,1 et si u0 est donne´ dans
Hm+3(Ω)3 ∩ V et f dans L1(0, T ;Hm(Ω)3) avec rot f dans L1(0, T ;Hm(Ω)3), alors u ap-
partient a` L∞(0, T ;Hm+3(Ω)3). La de´monstration est similaire, il suffit de prendre pour
base les fonctions propres du proble`me
∀v ∈ Hm(Ω)3 , ((wj,v))m = λj(wj,v) ,
ou` ((., .))m repre´sente le produit scalaire de H
m(Ω)3. Nous montrerons ce re´sultat dans le
paragraphe suivant.
7 Re´gularite´: ge´ne´ralisation et solution classique
Nous commencerons par ge´ne´raliser le re´sultat du The´ore`me 6.13. puis, apre`s quelques
lemmes pre´liminaires concernant la re´gularite´ de la pression p et de
∂u
∂t
, nous aborderons
le proble`me de la solution classique.
7.1 Re´gularite´ ge´ne´ralise´e
Pour e´tudier la re´gularite´ du proble`me (2.1), il est utile de ge´ne´raliser les re´sultats du
Lemme 6.3 concernant l’application g de´finie par (6.1).
Lemme 7.1 Soit un entier m ≥ 1. En plus des hypothe`ses du Lemme 2.1, supposons que
la frontie`re Γ soit de classe Cm+2,1. Alors l’application g de´finie sur L2(Ω)3 par (6.1) est
un ope´rateur continu de Hm(Ω)3 dans Hm+2(Ω)3 et il existe une constante Cm telle que
∀z ∈ Hm(Ω)3, ‖g(z)‖Hm+2(Ω) ≤ Cm ‖z‖Hm(Ω). (7.1)
De´monstration. Soit z un e´le´ment de Hm(Ω)3. Conside´rons de nouveau wz de´fini par
(6.4). La re´gularite´ du proble`me de Dirichlet et celle du noyau KN(Ω) (cf. Paragraphe
6.1) impliquent que wz appartient a` H
m(Ω)3 et qu’il existe une constante C ′m telle que
‖wz‖Hm(Ω) ≤ C ′m‖z‖Hm(Ω).
Rappelons (cf. le paragraphe pre´ce´dent) que yz = PG(z) = z−wz. D’ou`
‖yz‖Hm(Ω) ≤ (1 + C ′m)‖z‖Hm(Ω).
Alors la re´gularite´ des proble`mes intervenant dans la de´finition de g et celle de Γ impliquent
qu’il existe des constantes C ′′m et C
′′′
m telles que
∀z ∈ Hm(Ω)3, ‖vz‖Hm+3(Ω) ≤ C ′′′m‖φz‖Hm+1(Ω) ≤ C ′′′mC ′′m‖yz‖Hm(Ω).
Donc g(z) = rot vz appartient a` H
m+2(Ω)3 et (7.1) est ve´rifie´e avec
Cm =
√
2C ′′′mC
′′
m(1 + C
′
m).
4
Par induction, nous de´montrons le re´sultat suivant.
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The´ore`me 7.2 Soient un entier m ≥ 1 et Ω un ouvert de R3, borne´ et simplement connexe
avec une frontie`re Γ de classe Cm+2,1. Supposons que la solution u du proble`me (2.1)-(2.5)
appartienne a` L∞(0, T ;V2). Si u0 est donne´ dans Hm+3(Ω)3∩V et f dans L1(0, T ;Hm(Ω)3)
avec rot f dans L1(0, T ;Hm(Ω)3), alors u appartient a` L∞(0, T ;Hm+3(Ω)3).
De´monstration. Le paragraphe pre´ce´dent montre que le the´ore`me est vrai pour m = 1.
Admettons le re´sultat du the´ore`me a` l’ordre m− 1 pour m ≥ 2 et de´montrons-le a` l’ordre
m. Conside´rons de nouveau l’e´quation de transport en z (6.11). Clairement, l’unicite´ de
la solution du proble`me (6.11), (6.12) dans L2(0, T ;L2(Ω)3), de´montre´e pre´ce´demment,
implique l’unicite´ dans L∞(0, T ;Hm(Ω)3). De plus, rappelons que z = rot(u − α1∆u)
est cette unique solution dans L2(0, T ;L2(Ω)3). Admettons l’existence d’une solution dans
L∞(0, T ;Hm(Ω)3) du proble`me (6.11), (6.12). Alors la solution est z = rot(u − α1∆u).
D’ou` rot(u − α1∆u) appartient a` L∞(0, T ;Hm(Ω)3) et la Remarque 2.3 implique que u
est dans L∞(0, T ;Hm+3(Ω)3). Il nous reste donc a` prouver cette existence.
On de´finit le meˆme proble`me approche´ (6.14), (6.15) avec wj dans H
m(Ω)3, fonction
propre du proble`me
∀v ∈ Hm(Ω)3, ((wj,v))m = λj(wj,v), (7.2)
ou` (( , ))m repre´sente le produit scalaire dans H
m(Ω)3. La re´gularite´ du proble`me (7.2)
implique que wj est dans H
m+1(Ω)3 pourvu que Γ soit de classe Cm,1. En utilisant
l’application biline´aire h de´finie par (6.34), ayant remplace´ la solution approche´e zm par
zp pour e´viter les confusions de notations, l’e´quation (6.14) s’e´crit
(z′p(t),wj) +
ν
α1
(zp(t),wj) + (u(t).∇zp(t),wj)− (h(u(t), zp(t)),wj)
= (rot f(t) +
ν
α1
rot u(t)− 2α1 + α2
α1
rot u(t).∇u(t),wj). (7.3)
Utilisant la base spe´ciale de´finie par (7.2), on obtient, apre`s avoir supprime´ la variable t
pour simplifier les notations:
1
2
d
dt
‖zp‖2Hm(Ω) +
ν
α1
‖zp‖2Hm(Ω) + ((u.∇zp, zp))m − ((h(u, zp), zp))m
= ((rot f +
ν
α1
rot u− 2α1 + α2
α1
rot u.∇u, zp))m. (7.4)
D’apre`s l’hypothe`se de re´currence, u appartient a` L∞(0, T ;V2 ∩Hm+2(Ω)3). Le seul terme
qui pose un proble`me est ((u.∇zp, zp))m, car il fait intervenir la de´rive´e d’ordre m + 1 de
zp. De´veloppons ce terme:
((u.∇zp, zp))m =
∑
|α+β|≤m
|β|≤m−1
Cα,β(∂
αu.∇(∂βzp), ∂α+βzp) +
∑
|β|=m
(u.∇(∂βzp), ∂βzp).
Mais la formule de Green donne
∑
|β|=m
(u.∇(∂βzp), ∂βzp) =
∑
|β|=m
3∑
l,i=1
(ul,
1
2
∂
∂xl
|∂βzp,i|2) = −
∑
|β|=m
(div u,
1
2
|∂βzp|2) = 0,
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car u est dans V . Nous obtenons donc
((u.∇zp, zp))m =
∑
|α+β|≤m
|β|≤m−1
Cα,β(∂
αu.∇(∂βzp), ∂α+βzp).
Il nous reste alors a` majorer des termes du type (∂αu.∇(∂βzp), ∂α+βzp), avec
|α + β| ≤ m et |β| ≤ m− 1. (7.5)
En utilisant le Lemme 3.5, nous de´duisons
|(∂αu.∇(∂βzp), ∂α+βzp)| ≤ ‖∂αu‖L∞(Ω)‖∇(∂βzp)‖L2(Ω)‖∂α+βzp‖L2(Ω).
Alors (2.13), (2.6) et la condition (7.5) impliquent
|(∂αu.∇(∂βzp), ∂α+βzp)| ≤ C1‖u‖Hm+2(Ω)‖zp‖2Hm(Ω).
Finalement nous obtenons
|((u(t).∇zp(t), zp(t)))m| ≤ C‖u(t)‖Hm+2(Ω)‖zp(t)‖2Hm(Ω), (7.6)
ou` C est une constante de´pendant de m et C1.
Ensuite nous devons majorer |((h(u, zp), zp))m|. Montrons, par deux exemples, les
arguments utilise´s dans ce type de majoration. Conside´rons comme premier exemple,
|((zp.∇u, zp))m| ≤ |
∑
|α|=m
(zp.∇(∂αu), ∂αzp)|+ |
∑
|α+β|≤m
|α|≤m−1
Cα,β(∂
βzp.∇(∂αu), ∂α+βzp)|.
D’une part, utilisant le Lemme 3.5, (2.16) et |α| = m, nous obtenons
|(zp.∇(∂αu), ∂αzp)| ≤ ‖zp‖L4(Ω)‖∇(∂αu)‖L4(Ω)‖∂αzp‖L2(Ω) ≤ C3/22 ‖u‖Hm+2(Ω)‖zp‖2Hm(Ω).
D’autre part le Lemme 3.5, (2.15) et les conditions |α+ β| ≤ m et |α| ≤ m− 1 impliquent
|(∂βzp.∇(∂αu), ∂α+βzp)| ≤ ‖∂βzp‖L2(Ω)‖∇(∂αu)‖L∞(Ω)‖∂α+βzp‖L2(Ω)
≤ C1‖u‖Hm+2(Ω)‖zp‖2Hm(Ω).
De ces deux majorations, il suit que
|((zp(t).∇u(t), zp(t)))m| ≤ C‖u(t)‖Hm+2(Ω)‖zp(t)‖2Hm(Ω), (7.7)
ou` C est une constante de´pendant de m, C1 et C2. Conside´rons comme second exemple,
|(( ∂u
∂xk
.∇(∂g(zp)
∂xk
), zp))m| ≤ |
∑
|α|=m
(∂α(
∂u
∂xk
).∇(∂g(zp)
∂xk
), ∂αzp)|
+| ∑
|α+β|≤m
|α|≤m−1
Cα,β(∂
α(
∂u
∂xk
).∇(∂β(∂g(zp)
∂xk
)), ∂α+βzp)|.
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De manie`re similaire aux majorations pre´ce´dentes, utilisant en plus (7.1), d’une part on
obtient
|(∂α( ∂u
∂xk
).∇(∂g(zp)
∂xk
), ∂αzp)| ≤ ‖∂α( ∂u
∂xk
)‖L4(Ω)‖∇(∂g(zp)
∂xk
)‖L4(Ω)‖∂αzp‖L2(Ω)
≤ C3/22 ‖u‖Hm+2(Ω)‖g(zp)‖H3(Ω)‖zp‖Hm(Ω) ≤ CmC3/22 ‖u‖Hm+2(Ω)‖zp‖2Hm(Ω).
D’autre part, graˆce a` |α| ≤ m− 1, on a
|(∂α( ∂u
∂xk
).∇∂β(∂g(zp)
∂xk
), ∂α+βzp)| ≤ ‖∂α( ∂u
∂xk
)‖L∞(Ω)‖∇∂β(∂g(zp)
∂xk
)‖L2(Ω)‖∂α+βzp‖L2(Ω)
≤ CmC1‖u‖Hm+2(Ω)‖zp‖2Hm(Ω).
De ces deux types de majorations, nous de´duisons
|
3∑
k=1
((
∂u
∂xk
(t).∇(∂g(zp)
∂xk
(t)), zp))m| ≤ C‖u(t)‖Hm+2(Ω)‖zp(t)‖2Hm(Ω), (7.8)
ou` C de´pend de C1, C2, Cm et m.
Les autres termes venant de ((h(u, zp), zp))m, ainsi que les termes du membre de droite,
se majorent de manie`re similaire. Un lemme analogue au Lemme 6.6 implique que la suite
{zp} est uniforme´ment borne´e par rapport a` p dans L∞(0, T ;Hm(Ω)3). On en de´duit
l’existence d’une solution dans L∞(0, T ;Hm(Ω)3) du proble`me (6.11), (6.12). Comme nous
l’avons explique´ pre´ce´demment, cela termine la de´monstration du the´ore`me.
4
7.2 Re´gularite´ de la pression et des de´rive´es par rapport au
temps
Nous e´tudions l’existence et la re´gularite´ de la pression p˜ (cf. Paragraphe 1) et de
∂u
∂t
,
ou` u est la solution dans L∞(IR+;V2) du proble`me (2.1)-(2.5).
Lemme 7.3 Sous les hypothe`ses du The´ore`me 5.6, le proble`me (1.9), (2.2)-(2.5) a une
unique solution u dans L∞(IR+;V2) et p˜ dans L∞(IR+;H1(Ω)/IR). De plus
∂u
∂t
appartient
a` L∞(IR+;H2(Ω)3 ∩ V ).
De´monstration. Soit u la solution dans L∞(IR+;V2) du proble`me (2.1)-(2.5). Posons
G(u) = ν∆u− rot(u− (2α1 + α2)∆u)× u + (α1 + α2)(∆(u.∇u)− 2(u.∇(∆u)). (7.9)
Avec cette notation le proble`me (2.1) s’e´crit
∂u
∂t
− α1∆(∂u
∂t
) +∇p = f + G(u). (7.10)
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Posons
l = f + G(u)− ∂u
∂t
+ α1∆(
∂u
∂t
).
On remarque que, puisque
∂u
∂t
appartient a` L∞(IR+;V ), les hypothe`ses sur f et la re´gularite´
de u impliquent que l appartient a` L∞(IR+;H−1(Ω)3). Mais l’e´quation variationnelle (2.17)
implique que, pour presque tout t ≥ 0,
∀v ∈ V, < l(t),v >= 0.
D’apre`s [21], cela implique qu’il existe p ∈ L∞(IR+;L2(Ω)) tel que
l = ∇p.
Ainsi il existe un couple (u, p) ve´rifiant l’e´quation (2.1) avec les re´gularite´s ci-dessus. Mais
l’e´quation (7.10) avec p ∈ L∞(IR+;L2(Ω)) montre que ∂u
∂t
est solution d’un proble`me de
Stokes avec une viscosite´ α1 et un membre de droite
f + G(u) dans L∞(IR+;L2(Ω)3).
La re´gularite´ de Γ implique que
∂u
∂t
appartient a` L∞(IR+;H2(Ω)3).
On en de´duit que ∇p est dans L∞(IR+;L2(Ω)3). Ainsi p appartient a` L∞(IR+;H1(Ω)).
Posons
p˜ = p+ (2α1 + α2)(u.∆u +
1
4
|A1|2)− 1
2
|u|2, (7.11)
ou` A1 est le premier tenseur de Rivlin-Ericksen de´fini dans le Paragraphe 1. Tenant
compte du fait que H2(Ω) est une alge`bre, la re´gularite´ de u implique que p˜ appartient
a` L∞(IR+;H1(Ω)). Enfin nous pouvons conclure que le couple (u, p˜) est l’unique solution
dans L∞(IR+;V2)× L∞(IR+;H1(Ω)/IR) du proble`me (1.9), (2.2)-(2.5).
4
7.3 Solution classique
Tout d’abord nous rappelons un re´sultat classique.
Lemme 7.4 Soit T > 0 et soit v appartenant a` H1(0, T ;L2(Ω)3). Alors pour tout u dans
L2(Ω)3,
(
∂v
∂t
,u) =
d
dt
(v,u) dans D′(]0, T [).
Le second lemme concerne le proble`me de Stokes et la de´rivation par rapport au temps.
On de´finit le proble`me de Stokes suivant: Pour f donne´ dans L2(Ω)3, chercher v dans
H2(Ω)3 ∩ V et pi dans H1(Ω), solution de:
v − α1∆v +∇pi = f . (7.12)
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Lemme 7.5 Soient T > 0 et w dans W 1,∞(0, T ;L2(Ω)3). Pour presque tout t dans [0, T ],
si v(t) est la solution dans H2(Ω)3 ∩ V du proble`me (7.12) avec f = w(t), alors ∂v
∂t
(t) est
la solution dans H2(Ω)3 ∩ V du proble`me (7.12) avec f = ∂w
∂t
(t). De plus
∂v
∂t
appartient
a` L∞(0, T ;H2(Ω)3 ∩ V ).
De´monstration. Posons, pour tout v et tout z dans H10 (Ω)
3,
(v, z)α1 = (v, z) + α1(∇v,∇z). (7.13)
Pour presque tout t ∈ [0, T ], soit v(t) la solution dans H2(Ω)3 ∩ V du proble`me (7.12)
avec f = w(t) et soit v1(t) la solution dans le meˆme ensemble du meˆme proble`me avec
f =
∂w
∂t
(t). Alors, selon la notation (7.13), pour tout z ∈ V ,
(v(t), z)α1 = (w(t), z) et (v1(t), z)α1 = (
∂w
∂t
(t), z). (7.14)
Soient ϕ ∈ D(]0, T [) et z ∈ V . Utilisant le Lemme 7.4 et les e´galite´s (7.14), on obtient∫ T
0
(v1(t), z)α1ϕ(t) dt =
∫ T
0
(
∂w
∂t
(t), z)ϕ(t) dt =
∫ T
0
d
dt
(w(t), z)ϕ(t) dt
= −
∫ T
0
(w(t), z)ϕ′(t) dt = −
∫ T
0
(v(t), z)α1ϕ
′(t) dt.
De la`, on de´duit
∀z ∈ V, d
dt
(v(t), z)α1 = (v1(t), z)α1 pour presque tout t dans [0, T ]. (7.15)
On munit H10 (Ω)
3 du produit scalaire ( , )α1 et soit V
⊥α1 l’espace orthogonal de V
associe´. Puisque H10 (Ω)
3 = V ⊕ V ⊥α1 , de l’e´galite´ (7.15), on de´duit
∀z ∈ H10 (Ω)3,
d
dt
(v(t), z)α1 = (v1(t), z)α1 pour presque tout t dans [0, T ]. (7.16)
Soit z donne´ dans H10 (Ω)
3. L’application: v → (∇v,∇z) est une forme line´aire continue
sur H10 (Ω)
3 muni du produit scalaire ( , )α1 . D’apre`s le the´ore`me de repre´sentation de
Riesz, on sait qu’il existe h(z) ∈ H10 (Ω)3 tel que
∀v ∈ H10 (Ω)3, (∇v,∇z) = (v,h(z))α1 .
De cette e´galite´ et de l’e´galite´ (7.16) ou` z est remplace´ par h(z), nous de´duisons
∀z ∈ H10 (Ω)3,
d
dt
(∇v(t),∇z) = (∇v1(t),∇z) pour presque tout t dans [0, T ]).
De la`, comparant cette dernie`re e´galite´ avec (7.15), nous obtenons
∀z ∈ H10 (Ω)3,
d
dt
(v(t), z) = (v1(t), z) pour presque tout t dans [0, T ],
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et conside´rant que L2(Ω)3 est un sous-ensemble de H−1(Ω)3, cela devient
∀z ∈ H10 (Ω)3,
d
dt
< v, z >H−1,H10 = < v1, z >H−1,H10 dans D′(]0, T [).
D’apre`s [20], on en de´duit, pour presque tout t ∈ [0, T ],
∂v
∂t
(t) = v1(t)
Enfin il suit, de la re´gularite´ du proble`me de Stokes applique´e a` v1, que
∂v
∂t
appartient a`
L∞(0, T ;H2(Ω)3 ∩ V ).
4
Le the´ore`me suivant prouve l’existence d’une solution au sens classique de l’e´quation
(1.9).
The´ore`me 7.6 Soit T > 0. Soit Ω un ouvert de IR3, borne´ et simplement connexe.
Supposons que la solution u de (2.1)-(2.5) appartienne a` L∞(0, T ;V2). Si la frontie`re Γ
est de classe C6,1 et si les donne´es ont la re´gularite´ suivante:
u0 ∈ H7(Ω)3 ∩V, f ∈ L∞(0, T ;H4(Ω)3), rot f ∈ L∞(0, T ;H4(Ω)3) ∂f
∂t
∈ L∞(0, T ;H3(Ω)3),
alors le proble`me (1.9), (2.2)-(2.5) a une solution unique (u, p˜) dans
C1([0, T ];C3(Ω)3)× C([0, T ];C2(Ω)/IR).
De´monstration. On commence par appliquer le The´ore`me 7.2 avec m = 4. On obtient
u ∈ L∞(0, T ;H7(Ω)3).
Passons a` la re´gularite´ de
∂u
∂t
. Dans la de´monstration du Lemme 7.3, on a montre´ que
le syste`me (7.10) peut eˆtre interpre´te´ comme un proble`me de Stokes de solution
∂u
∂t
dans
L∞(0, T ;H2(Ω)3 ∩ V ). Le membre de droite de (7.10) est G(u) + f , ou` G(u) est de´fini
par (7.9). Du fait que H4(Ω) est une alge`bre, on de´duit facilement que G(u) et G(u) + f
appartiennent a` L∞(0, T ;H4(Ω)3), compte tenu de la re´gularite´ de f . La re´gularite´ de Γ
et de la donne´e G(u) + f de ce proble`me de Stokes implique que
∂u
∂t
appartient a` L∞(0, T ;H6(Ω)3). (7.17)
Ensuite e´tudions la re´gularite´ de
∂2u
∂t2
. Dans ce but, de´terminons
∂G(u)
∂t
.
∂G(u)
∂t
= ν∆(
∂u
∂t
)− rot(∂u
∂t
− (2α1 + α2)∆(∂u
∂t
))× u− rot(u− (2α1 + α2)∆u)× ∂u
∂t
+(α1 + α2)(∆(
∂u
∂t
.∇u) + ∆(u.∇(∂u
∂t
))− 2 ∂u
∂t
.∇(∆u)− 2 u.∇(∆(∂u
∂t
))).
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La re´gularite´ H7 de u, H6 de
∂u
∂t
et les alge`bres H3(Ω) et H4(Ω) impliquent que
rot(∆(
∂u
∂t
))× u et u.∇(∆(∂u
∂t
)) sont dans L∞(0, T ;H3(Ω)3),
rot(∆u)× ∂u
∂t
et
∂u
∂t
.∇(∆u) sont dans L∞(0, T ;H4(Ω)3).
Puisque u.∇(∂u
∂t
) est dans L∞(0, T ;H5(Ω)3), ∆(u.∇(∂u
∂t
)) est dans L∞(0, T ;H3(Ω)3). De
meˆme ∆(
∂u
∂t
.∇u) est dans L∞(0, T ;H4(Ω)3) et ∆(∂u
∂t
) dans L∞(0, T ;H4(Ω)3). Enfin
rot(
∂u
∂t
) × u est dans L∞(0, T ;H5(Ω)3) et rot u × ∂u
∂t
est dans L∞(0, T ;H6(Ω)3). De
ces re´sultats, nous de´duisons que
∂G(u)
∂t
appartient a` L∞(0, T ;H3(Ω)3).
Ainsi, puisque
∂f
∂t
est dans L∞(0, T ;H3(Ω)3), nous pouvons conclure que
G(u) + f appartient a` W 1,∞(0, T ;H3(Ω)3).
Appliquons le Lemme 7.5. Tout d’abord G(u) + f ∈ W 1,∞(0, T ;L2(Ω)3). Ensuite ∂u
∂t
est
la solution du proble`me de Stokes (7.12) avec pour second membre G(u) + f . Alors il suit
du Lemme 7.5 que
∂2u
∂t2
est la solution de (7.12) avec pour second membre
∂G(u)
∂t
+
∂f
∂t
.
Enfin, de la re´gularite´ de Γ et de
∂G(u)
∂t
+
∂f
∂t
∈ L∞(0, T ;H3(Ω)3), nous de´duisons que
∂2u
∂t2
appartient a` L∞(0, T ;H5(Ω)3),
et donc
u ∈ W 2,∞(0, T ;H5(Ω)3).
Graˆce aux the´ore`mes d’inclusion de Sobolev, nous obtenons que
u appartient a` C1([0, T ];C3(Ω)).
Puis, conside´rant l’e´quation (7.10), nous avons
∇p = G(u) + f − ∂u
∂t
+ α1∆(
∂u
∂t
).
De l’e´tude pre´ce´dente, nous de´duisons
G(u) ∈ W 1,∞(0, T ;H3(Ω)3), ∂u
∂t
∈ W 1,∞(0, T ;H5(Ω)3) et ∆(∂u
∂t
) ∈ W 1,∞(0, T ;H3(Ω)3).
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Avec la re´gularite´ de f , cela donne
∇p ∈ W 1,∞(0, T ;H3(Ω)3)
et, de la`
p appartient a` W 1,∞(0, T ;H4(Ω)).
Finalement, de l’e´quation (7.11), nous de´duisons que
p˜ appartient a` W 1,∞(0, T ;H4(Ω)),
et les the´ore`mes d’inclusion de Sobolev impliquent que
p˜ appartient a` C([0, T ];C2(Ω)).
4
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Chapitre II
Fluide de grade deux
avec Ω non simplement connexe
1 Introduction
Soit Ω un domaine borne´ lipschitzien de IR3. Nous posons
X(Ω) = H(rot; Ω) ∩H(div; Ω),
XT (Ω) = {v ∈ X(Ω); v.n = 0 sur ∂Ω},
XN(Ω) = {v ∈ X(Ω); v × n = 0 sur ∂Ω}
et
KT (Ω) = {v ∈ XT (Ω); rot v = 0 et div v = 0 dans Ω}.
On munit ces espaces de la norme
‖v‖X(Ω) = (‖v‖2L2(Ω) + ‖rot v‖2L2(Ω) + ‖div v‖2L2(Ω))
1
2 . (1.1)
Rappelons deux the´ore`mes de [3].
The´ore`me 1.1 Supposons le domaine Ω de classe C1,1; alors l’espace XT (Ω) s’injecte
continuement dans H1(Ω)3.
The´ore`me 1.2 Supposons le domaine Ω de classe C1,1; alors l’espace XN(Ω) s’injecte
continuement dans H1(Ω)3.
Nous allons pre´ciser la ge´ome´trie de Ω (cf. [3]). Tout d’abord nous avons besoin de la
de´finition suivante qui e´tend l’e´tude des vecteurs potentiels dans les domaines lipschitziens
au cas de domaines non ne´cessairement situe´s d’un seul coˆte´ de leurs frontie`res.
De´finition 1.3 Un domaine borne´ Ω de IR3 est appele´ pseudo-lipschitzien si pour tout
point x sur la frontie`re Γ il existe un entier r(x) e´gal a` 1 ou 2 et un nombre re´el strictement
positif ρ0 tels que , pour tout nombre re´el ρ avec 0 < ρ < ρ0, l’intersection de Ω avec la boule
de centre x et de rayon ρ a r(x) composantes connexes, chacune d’elles e´tant lipschitzienne.
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On suppose que Ω est un domaine lipschitzien de IR3.
(i) Nous ne supposons pas que la frontie`re Γ de Ω est connexe et nous notons Γi, 0 ≤ i ≤ p,
les composantes connexes de Γ, Γ0 e´tant la frontie`re de la seule composante connexe non
borne´e de IR3\Ω.
(ii) Nous ne supposons pas que Ω est simplement connexe, mais l’hypothe`se suivante permet
de “couper” convenablement Ω afin de le re´duire a` une re´gion simplement connexe.
Hypothe`se 1.4 Il existe J surfaces ouvertes Σj, 1 ≤ j ≤ J , appele´es “coupures”, telles
que:
(i)chaque surface Σj est une partie ouverte d’une varie´te´ re´gulie`re Mj,
(ii)la frontie`re de Σj est contenue dans Γ pour 1 ≤ j ≤ J ,
(iii)l’intersection Σi ∩ Σj est vide pour i 6= j,
(iv)l’ensemble ouvert
Ωo = Ω\
J⋃
j=1
Σj
est pseudo-Lipschitzien et simplement connexe.
Tout ensemble de telles surfaces est appele´ un “ensemble admissible de coupures”. Cette
hypothe`se est satisfaite dans tous les exemples usuels de ge´ome´trie que nous avons a` l’esprit.
Notations 1.5 Soit {Σj; 1 ≤ j ≤ J} un ensemble admissible de coupures, soit Ωo de´fini
comme dans l’Hypothe`se 1.4. Fixons un vecteur normal unitaire n sur chaque Σj, pour
1 ≤ j ≤ J .
(i) Pour toute fonction q dans H1(Ωo), notons [q]j le saut de q a` travers Σj (c’est-a`-dire
les diffe´rences des traces de q) le long de n.
(ii)Pour toute fonction q dans H1(Ωo), ∇q est le gradient de q au sens des distributions
dans D′(Ωo). Il appartient a` L2(Ωo)3 et peut donc eˆtre prolonge´ a` L2(Ω)3. Pour distinguer
cette extension du gradient de q dans D′(Ω), nous le notons ∼∇q.
Rappelons les re´sultats suivants, de´montre´s dans [3].
Proposition 1.6 La dimension de l’espace KT (Ω) est e´gale a` J . Il est engendre´ par les
fonctions
∼∇ qTj , 1 ≤ j ≤ J , ou` chaque qTj est la solution dans H1(Ωo), unique a` une
constante additive pre`s, du proble`me
−∆qTj = 0 dans Ωo et ∇qTj .n = 0 sur ∂Ω,
[qTj ]k = constante et [∇qTj .n]k = 0, 1 ≤ k ≤ J,
< ∇qTj .n, 1 >Σk= δjk, 1 ≤ k ≤ J.
The´ore`me 1.7 Une fonction v dans H(div; Ω) satisfait
div v = 0 et < v.n >Γi= 0 pour 0 ≤ i ≤ p, (1.2)
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si et seulement s’il existe un vecteur potentiel ψ dans X(Ω) tel que
v = rotψ et divψ = 0 dans Ω,
ψ.n = 0 sur Γ, < ψ.n, 1 >Σj= 0 pour 1 ≤ j ≤ J. (1.3)
Cette fonction ψ est unique.
Lemme 1.8 Sur l’espace XT (Ω), la semi-norme
v→ ‖rot v‖L2(Ω) + ‖div v‖L2(Ω) +
J∑
j=1
| < v.n, 1 >Σj |,
est e´quivalente a` la norme ‖ ‖X(Ω) de´finie par (1.1).
The´ore`me 1.9 Supposons que le domaine Ω ait une frontie`re Γ de classe Cm,1 pour un
entier m ≥ 1. alors, l’espace de fonctions
{v ∈ L2(Ω)3; rot v ∈ Hm−1(Ω)3, div v ∈ Hm−1(Ω) et v.n ∈ Hm− 12 (∂Ω)}
s’injecte continuement dans Hm(Ω)3.
Dans le but d’e´tablir un lemme analogue au Lemme I.2.1 dans le cas ou` Ω n’est pas
simplement connexe, nous de´finissons le sous-espace de L2(Ω)3 suivant:
H = {v ∈ L2(Ω)3; div v = 0, v.n = 0 sur Γ}. (1.4)
Ensuite, l’ope´rateur P de projection de Helmholtz est de´fini comme l’ope´rateur de projec-
tion orthogonale de L2(Ω)3 sur H. Rappelons que
H⊥ = {∇µ;µ ∈ H1(Ω)}. (1.5)
Alors, pour tout v ∈ H2(Ω)3 ∩ V , on a v − α1∆v = P (v − α1∆v) +∇pi. Ecrivant cette
e´quation sous la forme
v − α1∆v +∇(−pi) = P (v − α1∆v),
on en de´duit que v est la solution d’un proble`me de Stokes avec un membre de droite
P (v − α1∆v) dans L2(Ω)3. Donc, si Γ est de classe C1,1, il existe une constante C1(α1)
telle que
‖v‖H2(Ω) ≤ C1(α1)‖P (v − α1∆v)‖L2(Ω). (1.6)
Introduisons l’espace
V2 = {v ∈ V ∩H2(Ω)3; rot(v − α1∆v) ∈ L2(Ω)3}. (1.7)
Le lemme suivant e´tablit une e´quivalence fondamentale de normes, dans le cas ou` Ω est
non simplement connexe.
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Lemme 1.10 Soit Ω un domaine borne´ de IR3, de frontie`re Γ de classe C2,1. Soit P la
projection de Helmholtz de L2(Ω)3. Alors tout v dans V2 appartient a` H
3(Ω)3 et il existe
une constante C2(α1) telle que
∀v ∈ V2, ‖v‖H3(Ω) ≤ C2(α1)(‖rot(v − α1∆v)‖2L2(Ω) + ‖P (v − α1∆v)‖2L2(Ω))
1
2 . (1.8)
De´monstration. Soit v un e´le´ment de V2. D’une part,
div(P (v − α1∆v)) = 0 dans Ω et P (v − α1∆v).n = 0 sur Γ. (1.9)
D’autre part, puisque rot(P (v − α1∆v)) = rot(v − α1∆v), P (v − α1∆v) appartient a`
H(rot; Ω). De la` P (v − α1∆v) appartient a` XT (Ω). Alors le The´ore`me 1.1 implique que
P (v − α1∆v) appartient a` H1(Ω)3 et qu’il existe une constante C ′ telle que
‖P (v − α1∆v)‖H1(Ω) ≤ C ′(‖P (v − α1∆v)‖2L2(Ω) + ‖rot(v − α1∆v)‖2L2(Ω))1/2. (1.10)
Ensuite, la de´composition de Helmholtz donne
v − α1∆v +∇(−pi) = P (v − α1∆v).
De la`, v est la solution d’un proble`me de Stokes avec un second membre P (v−α1∆v) qui
appartient a` H1(Ω)3. Donc, compte tenu de la re´gularite´ de Γ, v appartient a` H3(Ω)3 et
il existe une constante K(α1) telle que
‖v‖H3(Ω) ≤ K(α1)‖P (v − α1∆v)‖H1(Ω). (1.11)
Finalement, de (1.10) et (1.11), nous de´duisons C2(α1) = K(α1)C
′.
4
On de´montre, pour la projection de Helmholtz, un re´sultat analogue au Lemme I.7.5
pour le proble`me de Stokes.
Lemme 1.11 Soit T > 0. Soit P la projection de Helmholtz. Alors pour tout v dans
W 1,∞(0, T ;L2(Ω)3),
P (
∂v
∂t
) =
∂P (v)
∂t
.
De´monstration. Soit v appartenant a` W 1,∞(0, T ;L2(Ω)3). En premier lieu, les de´compo-
sitions de Helmholtz de v et
∂v
∂t
s’e´crivent
v = P (v) +∇pi et ∂v
∂t
= P (
∂v
∂t
) +∇p˜i.
Clairement, pour de´montrer le lemme, il suffit d’e´tablir
∇(∂pi
∂t
) = ∇p˜i.
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Rappelons que ∇pi est de´termine´ de manie`re unique par:
pi ∈ H1(Ω) et ∀µ ∈ H1(Ω), (∇pi,∇µ) = (v,∇µ). (1.12)
De meˆme ∇p˜i est de´termine´ par:
p˜i ∈ H1(Ω) et ∀µ ∈ H1(Ω), (∇p˜i,∇µ) = (∂v
∂t
,∇µ). (1.13)
Soit ψ ∈ D(]0, T [). En utilisant (1.13), (1.12) et le Lemme I.7.4, on obtient∫ T
0
(∇p˜i(t),∇µ)ψ(t) dt =
∫ T
0
(
∂v
∂t
(t),∇µ)ψ(t) dt =
∫ T
0
d
dt
(v(t),∇µ)ψ(t) dt
= −
∫ T
0
(v(t),∇µ)ψ′(t) dt = −
∫ T
0
(∇pi(t),∇µ)ψ′(t) dt.
D’ou` on de´duit
∀µ ∈ H1(Ω), d
dt
(∇pi,∇µ) = (∇p˜i,∇µ) dans D′(]0, T [).
D’apre`s la de´finition de H, nous avons
∀w ∈ H et ∀µ ∈ H1(Ω), d
dt
(∇pi,∇µ+ w) = (∇p˜i,∇µ+ w) dans D′(]0, T [).
Puisque L2(Ω)3 = H ⊕H⊥, conside´rant (1.5), on de´duit que
∀w ∈ L2(Ω)3, d
dt
(∇pi,w) = (∇p˜i,w) dans D′(]0, T [).
D’apre`s [20], cela implique
∂
∂t
(∇pi) = ∇p˜i.
4
Nous nous proposons de re´soudre le syste`me d’e´quations (I.2.1)-(I.2.5), qui re´git les
fluides de grade 2, dans le cas ou` Ω n’est pas simplement connexe. Comme nous l’avons
vu au Paragraphe I.2, ce proble`me admet la formulation variationnelle (I.2.17), (I.2.4).
Cependant, pour obtenir une majoration a priori dans V2, il ne suffit pas de prendre le
rotationnel de l’e´quation (I.2.1) comme dans le cas Ω simplement connexe, il faut aussi
projeter l’e´quation (I.2.1) dans H a` l’aide de P afin de pouvoir utiliser le Lemme 1.10.
Remarquant que P (u) = u puisque u ∈ V et
P (
∂
∂t
(u− α1∆u)) = ∂
∂t
P (u− α1∆u),
que l’on peut justifier sous les conditions du Lemme 1.11, cela donne formellement
∂
∂t
P (u− α1∆u) + ν
α1
P (u− α1∆u) + P (rot(u− (2α1 + α2)∆u)× u)
+(α1 + α2)(−P (∆(u.∇u)) + 2P (u.∇(∆u))) = P (f) + ν
α1
u. (1.14)
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C’est en combinant les ine´quations obtenues a` partir de (I.2.1), (I.2.22) et (1.14) que nous
obtiendrons une de´croissance exponentielle en fonction du temps de la norme H1 de la
vitesse, puis la majoration a priori dans V2 de la vitesse, pour des donne´es suffisamment
petites.
La composition de ce chapitre suit celle du chapitre pre´ce´dent. Le Paragraphe 2 est
consacre´ a` l’e´tablissement d’estimations formelles a priori satisfaites par des solutions
re´gulie`res du proble`me, puis a` la de´monstration de l’unicite´ de la solution si elle existe.
L’existence globale en temps est prouve´e au Paragraphe 3 en appliquant une me´thode de
Galerkin avec une base spe´ciale. Enfin, au Paragraphe 4, nous e´tudions la re´gularite´ de la
solution a` l’aide des re´sultats d’existence et d’unicite´.
2 Estimations a priori et unicite´
Les estimations formelles de ce paragraphe seront applique´es a` la solution de l’approxi-
mation de Galerkin du proble`me (I.2.17), (I.2.4) et la re´gularite´ de cette solution les vali-
dera. On munit V2 du produit scalaire
(u,v)V2 = (P (u− α1∆u), P (v − α1∆v)) + (rot(u− α1∆u), rot(v − α1∆v)) (2.1)
et de la norme associe´e
‖v‖V2 = (v,v)1/2V2 . (2.2)
Alors le Lemme 1.10 implique
∀v ∈ V2, ‖v‖H3(Ω) ≤ C2(α1)‖v‖V2 . (2.3)
On commence par un lemme analogue au Lemme I.3.1.
Lemme 2.1 Supposons que le proble`me (I.2.17), (I.2.4) ait une solution u dans C0(0, T ;V2)
avec u′ dans L∞(0, T ;V ). Posons
K1 =
ν
2(P2 + α1) , K2 =
3
α1
|α1 + α2|C1C2(α1).
Alors cette solution satisfait l’ine´galite´ suivante pour tout t dans [0, T ]:
‖u(t)‖V ≤ e−K1t‖u0‖V +
∫ t
0
e−K1(t−s)‖f(s)‖L2(Ω) ds
−K2
∫ t
0
e−K1(t−s)(
K1
K2
− ‖u(s)‖V2)‖u(s)‖V ds, (2.4)
ou` ‖ . ‖V est de´fini par (I.3.1).
De´monstration. Les arguments sont les meˆmes que pour le Lemme I.3.1, il suffit de
substituer C2(α1) a` C(α1). Ainsi, utilisant (I.2.15), (I.3.4) et (2.3), on obtient
|b(u(t); ∆u(t),u(t))| ≤ ‖∇u(t)‖L∞(Ω)|u(t)|2H1(Ω) ≤
C1C2(α1)
α1
‖u(t)‖V2‖u(t)‖2V .
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En substituant dans l’ine´quation (I.3.5) et en utilisant les constantes K1 et K2 de´finies
dans le Lemme 2.1, on est conduit a` l’ine´galite´ (I.3.7). Alors, en inte´grant, on de´duit (2.4).
4
Rappelons que, pour tout v ∈ H(rot; Ω),
‖v‖H(rot;Ω) = (‖v‖2L2(Ω) + ‖rot v‖2L2(Ω))
1
2 . (2.5)
The´ore`me 2.2 Supposons, en plus des hypothe`ses du Lemme 2.1, que u appartienne a`
L1(0, T ;H4(Ω)3). Alors y(t) = ‖u(t)‖V2 satisfait l’ine´galite´ diffe´rentielle dans [0, T ]:
y′(t) ≤ K3(e−K1t‖u0‖V +
∫ t
0
e−K1(t−s)‖f(s)‖L2(Ω) ds) + ‖f(t)‖H(rot;Ω)
−C(α1, α2)( ν
α1C(α1, α2)
− y(t))y(t)−K3K2
∫ t
0
e−K1(t−s)(
K1
K2
− y(s)) ‖u(s)‖V ds, (2.6)
ou` K1 et K2 sont de´finies dans le Lemme 2.1,
K3 =
ν
α1
max(1,
√
2/α1) (2.7)
et
C(α1, α2) = min(2D1, D2), (2.8)
avec
D1 = [1 + (
√
6 + 2(1 + 2
√
3))|α1 + α2|C2(α1)]C1C1(α1)
et
D2 = C1C2(α1) + |α1 + α2|(C2(α1))2[(
√
6 + 2(
√
3 +
√
2 ))C1 + (
√
6 + 2
√
2)C
3/2
2 ].
De´monstration. Posons z = ω−α1∆ω. Prendre le produit scalaire de (I.2.22) avec z(t)
donne
1
2
d
dt
‖z(t)‖2L2(Ω) +
ν
α1
‖z(t)‖2L2(Ω) − b(z(t); u(t), z(t)) + (α1 + α2){−b(∆u(t);ω(t), z(t))
+b(ω(t); ∆u(t), z(t)) + 2
3∑
k=1
[b(
∂ω(t)
∂xk
;
∂u(t)
∂xk
, z(t))− b(∂u(t)
∂xk
;
∂ω(t)
∂xk
, z(t))
+(∇uk(t)×∇∆uk(t), z(t))]} = (rot f(t), z(t)) + ν
α1
(rot u(t), z(t)). (2.9)
Puisque u est solution de (I.2.1) dans C0(0, T ;V2), comme au Paragraphe I.7.3, on mon-
tre que
∂u
∂t
est solution d’un proble`me de Stokes avec second membre dans L∞(0, T ;L2(Ω)3).
Compte tenu de la re´gularite´ de Γ, cela implique que
∂u
∂t
∈ L∞(0, T ;H2(Ω)3) et ∇p ∈ L∞(0, T ;L2(Ω)3).
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De la` u − α1∆u ∈ W 1,∞(0, T ;L2(Ω)3). Alors, graˆce au Lemme 1.11 et a` la re´gularite´ de
∇p, l’e´quation (1.14) est justifie´e et devient une e´galite´ dans L∞(0, T ;L2(Ω)3). Posons
w = P (u− α1∆u). Multipliant scalairement (1.14) par w(t) , nous obtenons
1
2
d
dt
‖w(t)‖2L2(Ω) +
ν
α1
‖w(t)‖2L2(Ω) + (P (rot(u(t)− (2α1 + α2)∆u(t))× u(t)),w(t))
+(α1 + α2)[(2P ((u.∇∆u)(t))− P (∆(u.∇u)(t)),w(t))] = (P (f(t)) + ν
α1
u(t),w(t)).(2.10)
Puis l’addition des e´quations (2.10) et (2.9) et la de´finition (2.2) donnent
1
2
d
dt
‖u(t)‖2V2 +
ν
α1
‖u(t)‖2V2 + (P (rot(u(t)− (2α1 + α2)∆u(t))× u(t)),w(t))
−b(z(t); u(t), z(t)) + (α1 + α2){−b(∆u(t);ω(t), z(t)) + b(ω(t); ∆u(t), z(t))
+2
3∑
k=1
[b(
∂ω(t)
∂xk
;
∂u(t)
∂xk
, z(t))− b(∂u(t)
∂xk
;
∂ω(t)
∂xk
, z(t)) + (∇uk(t)×∇∆uk(t), z(t))]
+2(P (u(t).∇∆u(t)),w(t))− (P (∆(u(t).∇u(t))),w(t))}
= (P (f(t)) +
ν
α1
u(t),w(t)) + (rot(f(t) +
ν
α1
u(t)), z(t)). (2.11)
Pour majorer les termes issus de l’e´quation (2.9), on utilise les estimations e´tablies dans la
de´monstration du The´ore`me I.3.6, l’ine´galite´ (I.2.12) e´tant remplace´e par l’ine´galite´ (2.3),
ce qui consiste a` remplacer C(α1) par C2(α1). Ainsi
|b(z(t); u(t), z(t))| ≤ ‖∇u(t)‖L∞(Ω)‖z(t)‖2L2(Ω)
≤ C1C2(α1)‖z(t)‖2L2(Ω)‖u(t)‖V2 ≤ C1C2(α1)‖z(t)‖L2(Ω)‖u(t)‖2V2 , (2.12)
|b(∆u(t);ω(t), z(t))| ≤ C3/22 ‖∆u(t)‖H1(Ω)‖ω(t)‖H2(Ω)‖z(t)‖L2(Ω)
≤
√
6C
3/2
2 (C2(α1))
2‖z(t)‖L2(Ω)‖u(t)‖2V2 , (2.13)
|b(ω(t); ∆u(t), z(t))| ≤ ‖ω(t)‖L∞(Ω)|∆u(t)|H1(Ω)‖z(t)‖L2(Ω)
≤
√
6C1(C2(α1))
2‖z(t)‖L2(Ω)‖u(t)‖2V2 , (2.14)
|
3∑
k=1
b(
∂u(t)
∂xk
;
∂ω(t)
∂xk
, z(t))| ≤ ‖z(t)‖L2(Ω)‖ω(t)‖H2(Ω)‖∇u(t)‖L∞(Ω)
≤
√
2C1(C2(α1))
2‖z(t)‖L2(Ω)‖u(t)‖2V2 , (2.15)
|
3∑
k=1
b(
∂ω(t)
∂xk
,
∂u(t)
∂xk
, z(t))| ≤
√
2C
3/2
2 ‖z(t)‖L2(Ω)‖∂2u(t)‖2H1(Ω)
≤
√
2C
3/2
2 (C2(α1))
2‖z(t)‖L2(Ω)‖u(t)‖2V2 (2.16)
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et
|
3∑
k=1
(∇uk(t)×∇∆uk(t), z(t))| ≤ ‖z(t)‖L2(Ω)‖∇u(t)‖L∞(Ω)|∆u(t)|H1(Ω)
≤
√
3C1(C2(α1))
2‖z(t)‖L2(Ω)‖u(t)‖2V2 . (2.17)
Conside´rons maintenant les termes issus de l’e´quation (2.10). Tout d’abord le Lemme I.3.4
donne
|(P (rot(u(t)− (2α1 + α2)∆u(t))× u(t)),w(t))|
≤ ‖rot(u(t)− (2α1 + α2)∆u(t))‖L2(Ω)‖u(t)‖L∞(Ω)‖w(t)‖L2(Ω).
Puis, d’une part, pour tout v dans V2,
‖rot(v − (2α1 + α2)∆v)‖L2(Ω) ≤ ‖rot(v − α1∆v)‖L2(Ω) + |α1 + α2|‖rot ∆v‖L2(Ω).
Alors, graˆce au Lemme I.3.3 et a` (2.3), on peut e´crire
‖rot(u(t)− (2α1 + α2)∆u(t))‖L2(Ω) ≤ (1 +
√
6 |α1 + α2|C2(α1))‖u(t)‖V2 .
D’autre part (I.2.13) et (1.6) impliquent
‖u(t)‖L∞(Ω) ≤ C1C1(α1)‖w(t)‖L2(Ω).
Nous obtenons donc
|(P (rot(u(t)− (2α1 + α2)∆u(t))× u(t)),w(t))|
≤ (1 +
√
6 |α1 + α2|C2(α1))C1C1(α1)‖w(t)‖2L2(Ω)‖u(t)‖V2 . (2.18)
Ensuite, clairement
|(P (∆(u(t).∇u(t))),w(t))| ≤ ‖∆(u(t).∇u(t))‖L2(Ω)‖w(t)‖L2(Ω).
Conside´rant que, pour tout v dans V2,
∆(v.∇v) = ∆v.∇v + v.∇∆v + 2
3∑
k=1
∂v
∂xk
.∇( ∂v
∂xk
),
on de´duit par Cauchy-Schwarz,
‖∆(v.∇v)‖L2(Ω) ≤ ‖∆v‖L2(Ω)‖∇v‖L∞(Ω) + ‖v‖L∞(Ω)|∆v|H1(Ω) + 2‖∇v‖L∞(Ω)‖∂2v‖L2(Ω).
Alors (I.2.15), (I.2.13), le Lemme I.3.3, (1.6) et (2.3) impliquent
‖∆(u(t).∇u(t))‖L2(Ω) ≤ 2(1 +
√
3)C1C1(α1)C2(α1)‖w(t)‖L2(Ω)‖u(t)‖V2 ,
puis
|(P (∆(u(t).∇u(t))),w(t))| ≤ 2(1 +
√
3)C1C1(α1)C2(α1)‖w(t)‖2L2(Ω)‖u(t)‖V2 . (2.19)
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De manie`re analogue
|(P (u(t).∇∆u(t)),w(t))| ≤ ‖u(t)‖L∞(Ω)|∆u(t)|H1(Ω)‖w(t)‖L2(Ω),
d’ou`
|(P (u(t).∇∆u(t)),w(t))| ≤
√
3C1C1(α1)C2(α1)‖w(t)‖2L2(Ω)‖u(t)‖V2 . (2.20)
Rassemblant les ine´galite´s (2.12)-(2.20), les substituant dans l’e´quation (2.11), simplifiant
par ‖u(t)‖V2 , on obtient
d
dt
‖u(t)‖V2 +
ν
α1
‖u(t)‖V2 ≤ D1‖w(t)‖2L2(Ω) +D2‖z(t)‖L2(Ω)‖u(t)‖V2
+‖f(t)‖H(rot;Ω) + ν
α1
‖u(t)‖H(rot;Ω),
avec D1 et D2 de´finies dans le The´ore`me 2.2. Remarquant que
‖u(t)‖H(rot;Ω) ≤ max(1,
√
2/α1)‖u(t)‖V ,
ces normes e´tant de´finies par (I.3.1) et (2.5), cela devient, en utilisant la constante K3
de´finie par (2.7),
d
dt
‖u(t)‖V2 +
ν
α1
‖u(t)‖V2 ≤ D1‖w(t)‖2L2(Ω) +D2‖z(t)‖L2(Ω)‖u(t)‖V2
+‖f(t)‖H(rot;Ω) +K3 ‖u(t)‖V . (2.21)
Majorons D1x
2 +D2 y
√
x2 + y2, pour tout x et tout y dans IR+.
1ercas D2 ≤ 2D1.
On peut ve´rifier que:
D1x
2 +D2 y
√
x2 + y2 = (D1 +
D22
4D1
)(x2 + y2)−
(√
D1y − D2
2
√
D1
√
x2 + y2
)2
.
D’ou` la majoration
D1x
2 +D2 y
√
x2 + y2 ≤ (D1 + D
2
2
4D1
)(x2 + y2),
l’e´galite´ e´tant obtenue pour y = D2√
4D21−D22
x si D2 < 2D1 et pour x = 0 si D2 = 2D1.
De plus, puisque D2 ≤ 2D1, on a D1 + D
2
2
4D1
≤ 2D1. D’ou`
D1 x
2 +D2 y
√
x2 + y2 ≤ 2D1(x2 + y2). (2.22)
2e`mecas D2 > 2D1.
Conside´rons l’identite´ suivante:
D1 x
2 +D2 y
√
x2 + y2 = D2(x
2 + y2)− D2
2
(
y −
√
x2 + y2
)2
− (D2
2
−D1)x2.
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De la` la majoration
D1 x
2 +D2 y
√
x2 + y2 ≤ D2(x2 + y2), (2.23)
l’e´galite´ e´tant obtenue pour x = 0.
Finalement, de (2.22) et (2.23), en utilisant la constante C(α1, α2) de´finie par (2.8), on
de´duit
D1 x
2 +D2 y
√
x2 + y2 ≤ C(α1, α2)(x2 + y2). (2.24)
Appliquons (2.24) avec
x = ‖w(t)‖L2(Ω) et y = ‖z(t)‖L2(Ω)
et substituons la majoration obtenue dans (2.21), on obtient
d
dt
‖u(t)‖V2 +
ν
α1
‖u(t)‖V2 ≤ C(α1, α2)‖u(t)‖2V2 + ‖f(t)‖H(rot;Ω) +K3‖u(t)‖V .
De la`, en posant y(t) = ‖u(t)‖V2 , cela devient
y′(t) ≤ ‖f(t)‖H(rot;Ω) − C(α1, α2)
(
ν
α1C(α1, α2)
− y(t)
)
y(t) +K3‖u(t)‖V
et (2.6) suit en substituant (2.4) dans cette ine´galite´.
4
Remarque 2.3 Dans le cas, D2 ≤ 2D1, d’apre`s l’e´tude ci-dessus, on peut remplacer
C(α1, α2) = 2D1 par C(α1, α2) = D1 +
D22
4D1
. Cette valeur de C(α1, α2) est optimale,
mais, par contre, elle ne permet pas, a` l’inverse de C(α1, α2) = 2D1, d’e´crire l’expression
ge´ne´rale (2.8) de C(α1, α2) avec le min.
D’autre part, dans l’hypothe`se plausible, mais difficile a` ve´rifier
C1(α1) ≤
√
6 + 2(
√
3 +
√
2)
2(
√
6 + 2(1 + 2
√
3))
C2(α1) ' 0.384C2(α1),
on montre facilement que D2 > 2D1 et donc que
C(α1, α2) = D2,
c’est-a`-dire que l’on retrouve une expression de C(α1, α2) identique a` celle du cas Ω sim-
plement connexe, donne´e par (I.3.8), au remplacement de C(α1) par C2(α1) pre`s.
Comme dans le cas Ω simplement connexe, comme on peut le voir a` partir de l’ine´galite´
diffe´rentielle (2.6), l’existence globale en temps de´coulera de la majoration uniforme:
∀t > 0, ‖u(t)‖V2 ≤ min(
ν
α1C(α1, α2)
,
K1
K2
). (2.25)
On montrera de meˆme que chaque solution continue de (2.6) ve´rifie (2.25) pour des donne´es
suffisamment petites. Pour que (2.6) soit de´finie presque partout, on suppose que f appar-
tient a` L1(IR+;H(rot; Ω)).
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Lemme 2.4 Soit f appartenant a` L1(IR+;H(rot; Ω)). Si les donne´es satisfont
‖u0‖V2 +
K3
K1
(‖u0‖V +
∫ ∞
0
‖f(t)‖L2(Ω) dt) +
∫ ∞
0
‖f(t)‖H(rot;Ω) dt
< min
(
ν
α1C(α1, α2)
,
K1
K2
)
, (2.26)
ou` C(α1, α2) est de´finie par (2.8), K3 par (2.7) et K1 et K2 sont de´finies dans le Lemme
2.1, alors toute solution continue de (2.6) avec la valeur de de´part y(0) = ‖u0‖V2 satisfait
∀t ≥ 0, 0 ≤ y(t) ≤ min
(
ν
α1C(α1, α2)
,
K1
K2
)
. (2.27)
De´monstration. La de´monstration est analogue a` celle du Lemme I.3.8. On inte´gre (2.6)
de 0 a` t en utilisant le Lemme I.3.7. Puis on pose
M = min
(
ν
α1C(α1, α2)
,
K1
K2
)
et
a(s, t) = C(α1, α2)y(s) +
K2K3
K1
‖u(s)‖V (1− e−K1(t−s)).
Les meˆmes arguments que dans le Lemme I.3.8 donnent
y(t) < M −
∫ t
0
(M − y(s))a(s, t) ds
et, par contradiction, on termine la de´monstration du the´ore`me.
4
Nous concluons ce paragraphe en prouvant l’unicite´ de la solution globale du proble`me
(I.2.17), (I.2.4), si elle existe. La de´monstration est pratiquement identique a` celle du
cas Ω simplement connexe, Paragraphe I.4. On de´montre, tout d’abord, le Lemme I.4.1
de manie`re identique. Ainsi, si u1 et u2 sont deux solutions de (I.2.17), leur diffe´rence
u = u1 − u2 ve´rifie l’e´quation (I.4.1). Ensuite la de´monstration du The´ore`me I.4.2 est
quasiment identique a` celle du cas Ω simplement connexe, il suffit de substituer C2(α1) a`
C(α1) dans les constantes c1(T ), c2(T ) et c3(T ), puisque, dans le cas Ω non simplement
connexe, (I.2.12) est remplace´e par (2.3). Ainsi (I.4.5) est verifie´e par u(t) avec
c1(T ) = (2|α1 + α2|
√
3 + 1)(P2 + 1)C2(α1)C3/22 ‖u2‖L∞(0,T ;V2),
de meˆme (I.4.8) et (I.4.10) avec
c2(T ) = C2(α1)(C1 +
√
P2 + 1C3/22 )(|α1 + α2| ‖u1‖L∞(0,T ;V2) + |2α1 + α2| ‖u2‖L∞(0,T ;V2))
et
c3(T ) = C1C2(α1)(α1‖u2‖L∞(0,T ;V2) + 2|α1 + α2| ‖u1‖L∞(0,T ;V2)).
On termine la de´monstration du The´ore`me I.4.2 comme au Paragraphe I.4. On a donc, de
nouveau, le the´ore`me suivant dans le cas Ω non simplement connexe.
The´ore`me 2.5 Le proble`me (I.2.17), (I.2.4) a au plus une solution dans L∞(0, T ;V2) pour
tout T > 0.
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3 Existence de la solution
Dans ce paragraphe, nous supposons que Ω est un domaine borne´ de IR3, avec une
frontie`re Γ de classe C3,1 et que f appartient a` L1(IR+;H(rot; Ω)) ∩ L∞(IR+;L2(Ω)3). On
commence par un lemme qui ge´ne´ralise un re´sultat de´montre´ dans le cas Ω simplement
connexe a` des ouverts non simplement connexes.
Lemme 3.1 Soit Ω un domaine borne´, avec une frontie`re Γ de classe Cm+2,1. Si v appar-
tient a` V2 avec rot(v − α1∆v) dans Hm(Ω)3, alors v appartient a` Hm+3(Ω)3.
De´monstration. Reprenons la de´monstration du Lemme 1.10. Soit v dans V2 avec
rot(v − α1∆v) dans Hm(Ω)3. La de´composition de Helmholtz donne
v − α1∆v +∇(−pi) = P (v − α1∆v). (3.1)
D’une part, on a P (v−α1∆v) ∈ L2(Ω)3, rot(P (v−α1∆v)) = rot(v−α1∆v) ∈ Hm(Ω)3.
D’autre part, div(P (v−α1∆v)) = 0 ∈ Hm(Ω) et P (v−α1∆v).n = 0 ∈ Hm+ 12 (∂Ω). Alors,
compte tenu de la re´gularite´ de Γ, le The´ore`me 1.9 implique P (v−α1∆v) ∈ Hm+1(Ω)3. De
la`, l’e´quation (3.1) montre que v est la solution d’un proble`me de Stokes avec un second
membre P (v − α1∆v) dans Hm+1(Ω)3. La re´gularite´ de Γ implique que v appartient a`
Hm+3(Ω)3.
4
La solution du proble`me (I.2.17), (I.2.4) est construite au moyen d’une discre´tisation
de Galerkin. L’injection compacte de V2 dans V de´finit un ensemble unique de valeurs
propres positives {λj}j≥1 et un ensemble unique de fonctions propres {wj}j≥1, constituant
une base orthonormale de V et une base orthogonale de V2 telles que, pour j ≥ 1,
∀v ∈ V2, (wj,v)V2 = λj(wj,v)V , (3.2)
le produit scalaire dans V2 e´tant de´fini par (2.1) et celui dans V e´tant de´fini au Paragraphe
I.5. Le lemme suivant est l’analogue du Lemme I.5.1.
Lemme 3.2 En plus des hypothe`ses du Lemme 1.10, supposons que Γ soit de classe C3,1.
Alors les fonctions propres de (3.2) appartiennent a` H4(Ω)3.
De´monstration. Remarquons que, graˆce au Lemme 3.1, il suffit de de´montrer que
rot(wj − α1∆wj) appartient a` H1(Ω)3. Pour alle´ger les notations, on supprime l’indice j.
De´veloppons (3.2) et appliquons la formule de Green. Alors w satisfait, pour tout v dans
V2,
(P (w − α1∆w), P (v − α1∆v)) + (rot(w − α1∆w), rot(v − α1∆v)) = λ(w,v − α1∆v).
Pour tout ϕ ∈ H1(Ω)3 avec divϕ = 0 dans Ω et ϕ.n = 0 sur Γ, il existe v ∈ V2 unique
tel que
v − α1∆v +∇pi = ϕ.
Notons que rot(v − α1∆v) = rotϕ et P (v − α1∆v) = P (ϕ) = ϕ et donc, on obtient
(P (w − α1∆w),ϕ) + (rot(w − α1∆w), rotϕ) = λ(w,ϕ).
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Pour tout g ∈ H1(Ω)3, la de´composition de Helmoltz donne
g = ϕ+∇p˜i,
avec ϕ ∈ H1(Ω)3, divϕ = 0 dans Ω et ϕ.n = 0 sur Γ. Finalement on de´duit
∀g ∈ H1(Ω)3, (rot(w − α1∆w), rot g) = (λw − P (w − α1∆w),g). (3.3)
Posons
y = rot(w − α1∆w). (3.4)
Conside´rant la distribution rot y, graˆce a` (3.3), on peut e´crire
∀ψ ∈ D(Ω)3, < rot y,ψ >= (y, rotψ) = (λw − P (w − α1∆w),ψ).
De la`, rot y est identifie´ a` λw − P (w − α1∆w). Donc
rot y appartient a` L2(Ω)3 (3.5)
et, de nouveau avec (3.3),
∀g ∈ H1(Ω)3, (rot y,g) = (λw − P (w − α1∆w),g) = (y, rot g).
Mais la formule de Green avec les rotationnels permet d’e´crire
∀g ∈ H1(Ω)3, (g, rot y) = (y, rot g)+ < y × n,g >Γ .
D’ou`
y × n|Γ = 0. (3.6)
Enfin, d’apre`s la de´finition (3.4) de y
div y = 0. (3.7)
Alors (3.5), (3.6) et (3.7) impliquent que y ∈ XN(Ω) et le The´ore`me 1.2 donne
y = rot(w − α1∆w) appartient a` H1(Ω)3.
De la`, le lemme suit.
4
Comme au Paragraphe I.5, pour tout entier m positif, nous notons Vm l’espace vectoriel
engendre´ par les m premie`res fonctions propres {wj}mj=1 et Pm l’ope´rateur de projection or-
thogonale sur Vm pour le produit scalaire dans V2. Nous de´finissons une solution approche´e
du proble`me (I.2.17), (I.2.4) par: Chercher
um(t) =
m∑
j=1
cj,m(t)wj,
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solution pour 1 ≤ j ≤ m, de
(u′m(t),wj) + α1(∇u′m(t),∇wj) + ν(∇um(t),∇wj)
+(rot(um(t)− (2α1 + α2)∆um(t))× um(t),wj)
+(α1 + α2){b(um(t); ∆wj,um(t)) + 2 b(um(t); ∆um(t),wj)} = (f(t),wj), (3.8)
um(0) = Pm(u0). (3.9)
Ainsi nous avons a` re´soudre un syste`me de m e´quations diffe´rentielles ordinaires d’ordre
un et de degre´ deux, avec des coefficients constants et avec une condition initiale au temps
t = 0. Comme au Paragraphe I.5, des re´sultats classiques sur les EDO (cf. [10]) as-
surent qu’un tel syste`me a une solution um, unique et continue sur [0, T
∗
m] avec u
′
m dans
L∞(0, T ∗m), pour un nombre T
∗
m > 0. Nous nous proposons de de´montrer que um(t) satisfait
l’estimation a priori dans V du Paragraphe 2. En multipliant les deux membres de (3.8)
par cj,m(t) et en sommant par rapport a` j, nous obtenons, sur [0, T
∗
m], l’e´galite´
1
2
d
dt
‖um(t)‖2V + ν|um(t)|2H1(Ω) + 3(α1 + α2)b(um(t); ∆um(t),um(t)) = (f(t),um(t)). (3.10)
Alors la de´monstration du Lemme 2.1 s’applique a` um sans modification et fournit le
re´sultat suivant.
Lemme 3.3 La solution um du proble`me (3.8), (3.9) satisfait l’ine´galite´ suivante pour
tout t dans [0, T ∗m]:
‖um(t)‖V ≤ e−K1t‖um(0)‖V +
∫ t
0
e−K1(t−s)‖f(s)‖L2(Ω) ds
−K2
∫ t
0
e−K1(t−s)
(
K1
K2
− ‖um(s)‖V2
)
‖um(s)‖V ds, (3.11)
ou` K1 et K2 sont de´finies dans le Lemme 2.1.
Comme au Paragraphe I.5, nous pouvons aussi de´duire de l’e´quation (3.8) une estima-
tion pour ‖um(t)‖V2 . Nous utilisons la fonction vectorielle F de´finie sur V2 par (I.5.6). Si v
appartient a` H4(Ω)3, nous pouvons ve´rifier, comme au Paragraphe I.5, que F(v) appartient
a` H1(Ω)3. Ensuite pour chaque t, nous de´finissons vm(t) dans V comme la solution du
proble`me de Stokes:
vm(t)− α1∆vm(t) +∇qm(t) = F(um(t))− f(t). (3.12)
D’une part rot(F(um(t)) − f(t)) appartient a` L2(Ω)3, donc rot(vm(t) − α1∆vm(t)) ap-
partient a` L2(Ω)3. D’autre part, puisque F(um(t))− f(t) appartient a` L2(Ω)3, la solution
vm(t) du proble`me de Stokes appartient a` H
2(Ω)3. D’ou`, suivant la de´finition (1.7) de V2,
il s’ensuit que vm appartient a` V2. Substituer la de´finition de F dans (3.8) donne
(u′m(t),wj)V + (F(um(t))− f(t),wj) = 0,
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et utiliser la de´finition (3.12) nous permet d’e´crire
(u′m(t),wj)V + (vm(t),wj)V = 0.
En multipliant cette e´quation par λj et en utilisant (3.2) et le fait que u
′
m(t) et vm(t) ap-
partiennent tous les deux a` V2, nous obtenons, pour tout 1 ≤ j ≤ m, l’e´quation discre´tise´e:
(u′m(t),wj)V2 + (vm(t),wj)V2 = 0. (3.13)
Le the´ore`me suivant est l’analogue du The´ore`me 2.2.
The´ore`me 3.4 Soit Ω un domaine borne´ de IR3, de frontie`re Γ de classe C3,1. On suppose
que f est dans L1(IR+;H(rot; Ω))
⋂
L∞(IR+;L2(Ω)3). Alors y(t) = ‖um(t)‖V2 satisfait
l’ine´galite´ diffe´rentielle dans [0, T ∗m]:
y′(t) ≤ K3(e−K1t‖um(0)‖V +
∫ t
0
e−K1(t−s)‖f(s)‖L2(Ω) ds) + ‖f(t)‖H(rot;Ω)
−C(α1, α2)( ν
α1C(α1, α2)
− y(t))y(t)−K3K2
∫ t
0
e−K1(t−s)(
K1
K2
− y(s))‖um(s)‖V ds, (3.14)
ou` C(α1, α2) est de´finie par (2.8), K3 par (2.7) et K1 et K2 sont de´finies dans le Lemme
2.1.
De´monstration. En multipliant les deux membres de (3.13) par cj,m(t) et en sommant
sur j, nous obtenons
(u′m(t),um(t))V2 + (vm(t),um(t))V2 = 0.
Poser
zm(t) = rot(um(t)− α1∆um(t)), wm(t) = P (um(t)− α1∆um(t))
et utiliser le fait que
rot(vm(t)− α1∆vm(t)) = rot(F(um(t))− f(t))
et
P (vm(t)− α1∆vm(t)) = P (F(um(t))− f(t))
donnent
1
2
d
dt
‖um(t)‖2V2 + (rot F(um(t)), zm(t)) + (P (F(um(t))),wm(t))
= (rot f(t), zm(t)) + (P (f(t)),wm(t)). (3.15)
En substituant (I.5.11) dans (3.15) et en de´veloppant P (F(um(t)) par line´arite´, nous
obtenons, apre`s suppression de la variable t pour simplifier les notations:
1
2
d
dt
‖um‖2V2 +
ν
α1
‖um‖2V2 + (P (rot(um − (2α1 + α2)∆um)× um),wm)
−b(zm; u, zm) + (α1 + α2){−b(∆um;ωm, zm) + b(ωm; ∆um, zm)
+2
3∑
k=1
[b(
∂ωm
∂xk
;
∂um
∂xk
, zm)− b(∂um
∂xk
;
∂ωm
∂xk
, zm) + (∇umk ×∇∆umk, zm)]
+2(P (um.∇∆um),wm)− (P (∆(um.∇um)),wm)}
= (P (f) +
ν
α1
um,wm) + (rot(f +
ν
α1
um), zm). (3.16)
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On est exactement dans la meˆme situation que dans le The´ore`me 2.2 et la meˆme de´monstra-
tion donne (3.14).
4
Conside´rons une solution de (3.14) avec la valeur initiale
y(0) = ‖um(0)‖V2 = ‖Pm(u0)‖V2 .
Comme au Paragraphe I.5, on montre que si u0 et f satisfont (2.26), alors, pour m suf-
fisamment grand, um(0) et f satisferont
‖um(0)‖V2 +
K3
K1
(‖um(0)‖V +
∫ ∞
0
‖f(t)‖L2(Ω) dt) +
∫ ∞
0
‖f(t)‖H(rot;Ω) dt
< min
(
ν
α1C(α1, α2)
,
K1
K2
)
. (3.17)
De la`, la conclusion du Lemme 2.4 implique que T ∗m = ∞ et que um(t) est uniforme´ment
borne´ dans V2 par rapport au temps:
∀t ≥ 0, ‖um(t)‖V2 ≤ min
(
ν
α1C(α1, α2)
,
K1
K2
)
. (3.18)
Enfin, (2.3), (3.11) et (3.18) impliquent que la suite {um}m≥1 est borne´e par rapport a` m
dans L∞(IR+;H3(Ω)3)
⋂
L1(IR+;H1(Ω)3).
Le lemme suivant donne une borne pour u′m(t).
Lemme 3.5 Soit f e´lement de L∞(IR+;L2(Ω)3) et supposons que la suite {um}m≥1 soit
borne´e par rapport a` m dans L∞(IR+;H3(Ω)3). Alors la suite {u′m}m≥1 est borne´e par
rapport a` m dans L∞(IR+;V ).
De´monstration. Elle est identique a` celle du Lemme I.5.5.
4
Le the´ore`me suivant re´capitule les majorations obtenues pour les suites {um} et {u′m}.
The´ore`me 3.6 Soit Ω un domaine borne´ de IR3, de frontie`re Γ de classe C3,1. Soit f
donne´ dans L1(IR+;H(rot; Ω))
⋂
L∞(IR+;L2(Ω)3) et la vitesse initiale u0 donne´e dans V2,
suffisamment petits pour satisfaire
‖u0‖V2 +
K3
K1
(‖u0‖V +
∫ ∞
0
‖f(t)‖L2(Ω) dt) +
∫ ∞
0
‖f(t)‖H(rot;Ω) dt
< min
(
ν
α1C(α1, α2)
,
K1
K2
)
, (3.19)
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avec C(α1, α2) de´finie par (2.8), K1 et K2 de´finies dans le Lemme 2.1 et K3 de´finie par
(2.7). Alors pour tout m suffisamment grand, la solution unique um de la me´thode de
Galerkin (3.8), (3.9) existe pour tout temps t ≥ 0 et satisfait les bornes supe´rieures:
‖um‖L∞(IR+;V2) ≤ min
(
ν
α1C(α1, α2)
,
K1
K2
)
,
‖um‖L1(IR+;H1(Ω)3) ≤ k1, (3.20)
‖u′m‖L∞(IR+;V ) ≤ k2,
ou` k1 et k2 sont des constantes inde´pendantes de m.
On passe a` la limite exactement comme au Paragraphe I.5 et on en de´duit le principal
the´ore`me de ce paragraphe.
The´ore`me 3.7 Sous les hypothe`ses du The´ore`me 3.6, le proble`me (I.2.17), (I.2.4) a une et
une seule solution u qui existe pour tout temps t ≥ 0. De plus, u appartient a` L∞(IR+;V2),
u′ a` L∞(IR+;V ) et u est uniforme´ment borne´ dans V2 par rapport au temps:
‖u‖L∞(IR+;V2) ≤ min
(
ν
α1C(α1, α2)
,
K1
K2
)
, (3.21)
ou` C(α1, α2) est de´finie par (2.8) et K1 et K2 sont de´finies dans le Lemme 2.1.
4 Re´gularite´, solution classique
Comme dans le Paragraphe I.6, nous supposons que le proble`me (I.2.17), (I.2.4) a
une solution u dans L∞(0, T ;V2) avec u′ dans L∞(0, T ;V ), qui n’est pas ne´cessairement
globale. Nous prenons encore f et rot f dans L1(0, T ;H1(Ω)3), u0 dans H
4(Ω)3 ∩ V ,
Γ =
⋃p
i=0 Γi (Γi connexe) de classe C
3,1 et Ω domaine borne´ de IR3. Pour e´tudier la
re´gularite´, nous aurons besoin de supposer que le domaine Ω ve´rifie l’Hypothe`se 1.4, qui
permet de “couper” convenablement Ω afin de le re´duire a` une region simplement connexe.
Nous nous proposons de montrer que rot(u−α1∆u) appartient a` L∞(0, T ;H1(Ω)3). Etant
donne´ le Lemme 3.1, ceci implique que u est dans L∞(0, T ;H4(Ω)3). En fait, la me´thode
de ce paragraphe est ge´ne´rale et peut eˆtre applique´e pour de´duire toute re´gularite´ pour u.
Le plan de de´monstration est le meˆme qu’au Paragraphe I.6. On commence par de´finir
non seulement une nouvelle application g, mais aussi une autre application h, telles que
g(rot(u − α1∆u)) + h(u) = rot u. Ensuite, en utilisant les applications g et h, nous
de´duirons de (I.6.10) une e´quation de transport, dont z = rot(u − α1∆u) est une so-
lution dans L2(0, T ;L2(Ω)3). Puis on montre que cette e´quation a une solution dans
L∞(0, T ;H1(Ω)3) et on remarque que la de´monstration d’unicite´ dans L2(0, T ;L2(Ω)3)
dans le cas Ω simplement connexe du Paragraphe I.6.4 s’applique ici pratiquement sans
changement, il suffit de remplacer C(α1) par C2(α1). On de´duit alors que la solution
z = rot(u − α1∆u) est dans L∞(0, T ;H1(Ω)3), ce qui implique que u appartient a`
L∞(0, T ;H4(Ω)3).
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4.1 Une e´quation de transport
On utilise de nouveau l’ensemble G et la projection PG du Paragraphe I.6.1. Soit z un
e´le´ment de L2(Ω)3 et soit
yz = PG(z).
Alors, d’apre`s la de´finition de G, on de´duit du The´ore`me 1.7 qu’il existe ϕz unique dans
X(Ω) tel que
yz = rotϕz et divϕz = 0 dans Ω,
ϕz.n = 0 sur Γ et < ϕz.n, 1 >Σj= 0, 1 ≤ j ≤ J. (4.1)
Puis nous de´finissons vz dans V comme la solution du proble`me de Stokes:
vz − α1∆vz +∇piz = φz.
Nous posons
g(z) = rot vz. (4.2)
On de´finit ensuite h. Pour tout u ∈ H2(Ω)3, soit vu l’unique solution dans V du
proble`me de Stokes:
vu − α1∆vu +∇piu =
J∑
j=1
< P (u− α1∆u).n, 1 >Σj
∼∇qTj ,
ou` P est la projection de Helmoltz et ou` les fonctions {∼∇qTj }Jj=1 forment une base de KT (Ω)
(cf. la Proprie´te´ 1.6). On de´finit alors
h(u) = rot vu. (4.3)
Les lemmes qui suivent donnent des proprie´te´s de g et h.
Lemme 4.1 Soit g de´fini par (4.2) et h de´fini par (4.3). Si u ∈ V2, alors
g(rot(u− α1∆u)) + h(u) = rot u.
De´monstration. Posons
z = rot(u− α1∆u)
et de´terminons g(z). Puisque z = rot(u − α1∆u) appartient a` G, yz = rot(u − α1∆u).
D’ou`
rot(P (u− α1∆u)) = rot(u− α1∆u) = yz = rot(ϕz).
On en de´duit que P (u − α1∆u) − ϕz appartient a` KT (Ω). D’apre`s la Proprie´te´ 1.6, cela
implique
P (u− α1∆u) = ϕz +
J∑
j=1
βj
∼∇qTj .
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Utilisant les de´finitions de
∼∇qTj et ϕz, on obtient
< P (u− α1∆u).n, 1 >Σj= βj, 1 ≤ j ≤ J
et donc
P (u− α1∆u) = ϕz +
J∑
j=1
< P (u− α1∆u).n, 1 >Σj
∼∇qTj .
Cette relation peut s’e´crire
u− α1∆u +∇(−pi) = ϕz +
J∑
j=1
< P (u− α1∆u).n, 1 >Σj
∼∇qTj ,
ce qui montre que u est solution d’un proble`me de Stokes. Mais, conside´rant les de´finitions
de vz et vu, par line´arite´, on obtient que vz + vu est la solution du meˆme proble`me de
Stokes que u. D’ou`, pour z = rot(u− α1∆u),
u = vz + vu
De la` le lemme suit.
4
Lemme 4.2 Soit m un entier naturel. Supposons, en plus des hypothe`ses du Lemme 1.10,
que le domaine Ω ve´rifie l’Hypothe`se 1.4 et que Γ soit de classe Cm+2,1. Alors l’application
g, de´finie sur L2(Ω)3 par (4.2) est un ope´rateur continu de Hm(Ω)3 dans Hm+2(Ω)3.
De´monstration. Reprenant la de´monstration du Lemme I.7.1, on peut e´crire
‖yz‖Hm(Ω) ≤ (1 + C ′m)‖z‖Hm(Ω).
Tenant compte de la re´gularite´ de Γ, le Lemme 1.8 et le The´ore`me 1.9 impliquent
‖ϕz‖Hm+1(Ω) ≤ C ′′m‖yz‖Hm(Ω).
Puis la re´gularite´ du proble`me de Stokes donne
‖vz‖Hm+3(Ω) ≤ C ′′′m‖ϕz‖Hm+1(Ω).
Rassemblant les ine´galite´s pre´ce´dentes, on obtient
‖vz‖Hm+3(Ω) ≤ C ′′′mC ′′m(1 + C ′m)‖z‖Hm(Ω).
Le Lemme I.3.3 permet de conclure.
4
Lemme 4.3 Sous les hypothe`ses du Lemme 4.2, l’application h,de´finie sur H2(Ω)3 par
(4.3) est un ope´rateur continu de H2(Ω)3 dans Hm+2(Ω)3.
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De´monstration. Puisque
∼∇qTj ∈ KT (Ω), le The´ore`me 1.9 avec la re´gularite´ de Γ implique∼∇qTj ∈ Hm(Ω)3, pour 1 ≤ j ≤ J . La re´gularite´ du proble`me de Stokes donne alors
‖vu‖Hm+3(Ω) ≤ C ′′′m
J∑
j=1
| < P (u− α1∆u).n, 1 >Σj | ‖
∼∇qTj ‖Hm+1(Ω). (4.4)
Majorons | < P (u − α1∆u).n, 1 > |. Utilisant la Notation 1.5, pour tout 1 ≤ j ≤ J , il
existe ϕj ∈ H1(Ωo), avec Ωo de´fini dans l’Hypothe`se 1.4, tel que
[ϕj]k = 0, pour k 6= j avec 1 ≤ k ≤ J et [ϕj]j = 1.
Soit ψ ∈ D(Ω)3, la formule de Green donne
< ψ.n, 1 >Σj=
∫
Ωo
ψ.∇ϕj dx +
∫
Ωo
(divψ)ϕj dx.
D’ou`, on de´duit
| < ψ.n, 1 >Σj | ≤ ‖ψ‖H(div;Ω)‖ϕj‖H1(Ωo).
On rappelle que l’espace H0(div; Ω) est de´fini par
H0(div; Ω) = {v ∈ H(div; Ω); v.n = 0 sur ∂Ω}
et que D(Ω)3 est dense dans H0(div; Ω). On obtient donc
∀ψ ∈ H0(div; Ω), | < ψ.n, 1 >Σj | ≤ ‖ψ‖H(div;Ω)‖ϕj‖H1(Ωo).
Posons
‖ϕj‖H1(Ωo) = cj.
Puisque P (u− α1∆u) appartient a` H0(div; Ω), on de´duit que
| < P (u− α1∆u).n, 1 >Σj | ≤ cj‖P (u− α1∆u)‖L2(Ω)
et le Lemme I.3.3 donne
| < P (u− α1∆u).n, 1 >Σj | ≤ cj(1 +
√
3α1)‖u‖H2(Ω).
Substituant cette ine´galite´ dans (4.4), on obtient
‖vu‖Hm+3(Ω) ≤ C ′′m(1 +
√
3α1)(
J∑
j=1
cj‖
∼∇qTj ‖Hm+1(Ω))‖u‖H2(Ω).
Cette ine´galite´ et le Lemme I.3.3 impliquent la continuite´ de h de H2(Ω)3 dans Hm+2(Ω)3.
4
Comme dans le Paragraphe I.6.2, l’e´quation de transport (I.2.22) est mise sous la forme
(I.6.10). Alors, compte tenu du Lemme 4.1, nous sommes conduits a` re´soudre l’e´quation
de transport suivante, d’inconnue z, obtenue a` partir de (I.6.10) en remplac¸ant ω−α1∆ω
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par z et ω par g(z) + h(u), ou` u est une solution du proble`me (I.2.17), (I.2.4):
Pour u donne´ dans L∞(0, T ;V2), u0 donne´ dans H4(Ω)3 ∩ V et f donne´ tel que rot f
appartienne a` L1(0, T ;H1(Ω)3), chercher z dans L∞(0, T ;H1(Ω)3) solution de
∂z
∂t
+
ν
α1
z + u.∇z− 3α1 + 2α2
α1
z.∇u + (α1 + α2)[∇(rot g(z).rot u)
− 1
α1
z× rot u + 2
3∑
k=1
(
∂
∂xk
g(z).∇ ∂u
∂xk
− ∂u
∂xk
.∇ ∂
∂xk
g(z)− ∂u
∂xk
× ∂
∂xk
rot g(z))]
= rot f +
ν
α1
rot u− 2α1 + α2
α1
rot u.∇u + (α1 + α2)[−∇(rot(h(u)).rot u)
−2
3∑
k=1
(
∂
∂xk
h(u).∇ ∂u
∂xk
− ∂u
∂xk
.∇ ∂
∂xk
h(u)− ∂u
∂xk
× ∂
∂xk
rot h(u))], (4.5)
z(0) = rot(u0 − α1∆u0). (4.6)
Remarquons que, par construction de l’e´quation (4.5) et tenant compte du Lemme 4.1,
z = rot(u− α1∆u) est une solution dans L2(0, T ;L2(Ω)3) de (4.5), (4.6).
4.2 Existence d’une solution dans L∞(0, T ;H1(Ω)3) et unicite´ de
la solution dans L2(0, T ;L2(Ω)3) de l’e´quation de transport
On discre´tise le proble`me (4.5), (4.6) de la meˆme manie`re qu’au Paragraphe I.6.3 dans
le cas Ω simplement connexe. Pour alle´ger les notations, on pose
r(u) = −∇(rot(h(u)).rot u)− 2
3∑
k=1
(
∂h(u)
∂xk
.∇ ∂u
∂xk
− ∂u
∂xk
.∇∂h(u)
∂xk
− ∂u
∂xk
× ∂rot h(u)
∂xk
).
(4.7)
Alors le proble`me discre´tise´ s’e´crit:
Chercher
zm(t) =
m∑
j=1
cj,m(t)wj,
solution, pour 1 ≤ j ≤ m, de
(z′m(t),wj) +
ν
α1
(zm(t),wj) + b(u(t); zm(t),wj)
−3α1 + 2α2
α1
b(zm(t); u(t),wj) + (α1 + α2){(∇(rot g(zm(t)).rot u(t)),wj)
− 1
α1
(zm(t)× rot u(t),wj) + 2
3∑
k=1
[b(
∂
∂xk
g(zm(t));
∂u(t)
∂xk
,wj)
−b(∂u(t)
∂xk
;
∂
∂xk
g(zm(t)),wj)− (∂u(t)
∂xk
× ∂
∂xk
rot g(zm(t)),wj)]}
= (rot f(t) +
ν
α1
rot u(t)− 2α1 + α2
α1
rot u(t).∇u(t) + (α1 + α2)r(u),wj), (4.8)
zm(0) = Pm(z(0)). (4.9)
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Le proble`me (4.8), (4.9) est un syste`me de m e´quations diffe´rentielles line´aires d’ordre
un avec une condition initiale au temps t = 0. Le facteur de c′j,m(t) est une matrice
constante non singulie`re et les autres facteurs ont des coefficients variables mais continus.
Donc (cf. par exemple [10]) ce syste`me a une solution zm(t), unique et continue sur tout
l’intervalle [0, T ].
Lemme 4.4 Supposons que u appartienne a` L∞(0, T ;V2) et que f soit tel que rot f
appartienne a` L1(0, T ;H1(Ω)3). Alors la solution zm(t) de (4.8), (4.9) est borne´e comme
suit:
∀t ∈ [0, T ], ‖zm(t)‖H1(Ω) ≤ eKT t(‖zm(0)‖H1(Ω) + CT ), (4.10)
ou` KT et CT sont deux constantes qui de´pendent de T , mais non de m.
De´monstration. Multipliant les deux membres de (4.8) par λjcj,m(t), appliquant (I.6.13)
et sommant par rapport a` j, on obtient, apre`s avoir supprime´ la variable t pour simplifier
les notations:
1
2
d
dt
(‖zm‖2L2(Ω) + ‖∇zm‖2L2(Ω)) +
ν
α1
(‖zm‖2L2(Ω) + ‖∇zm‖2L2(Ω))
+(∇(u.∇zm),∇zm)− 3α1 + 2α2
α1
[(∇(zm.∇u),∇zm) + (zm.∇u, zm)]
+(α1 + α2){(∇(∇(rot g(zm).rot u)),∇zm) + (∇(rot g(zm).rot u), zm)
− 1
α1
(∇(zm × rot u),∇zm) + 2
3∑
k=1
[(∇( ∂
∂xk
g(zm).∇ ∂u
∂xk
),∇zm)
+(
∂
∂xk
g(zm).∇ ∂u
∂xk
, zm)− (∇( ∂u
∂xk
.∇ ∂
∂xk
g(zm)),∇zm)− ( ∂u
∂xk
.∇ ∂
∂xk
g(zm), zm)
−(∇( ∂u
∂xk
× ∂
∂xk
rot g(zm)),∇zm)− ( ∂u
∂xk
× ∂
∂xk
rot g(zm), zm)]}
= (rot f +
ν
α1
rot u− 2α1 + α2
α1
rot u.∇u + (α1 + α2)r(u), zm)H1(Ω). (4.11)
Notons que le Lemme 4.2 implique qu’il existe des constantes C ′ et C ′′ telles que
∀z ∈ L2(Ω)3, ‖g(z)‖H2(Ω) ≤ C ′‖z‖L2(Ω), (4.12)
∀z ∈ H1(Ω)3, ‖g(z)‖H3(Ω) ≤ C ′′‖z‖H1(Ω). (4.13)
De la`, nous pouvons appliquer les majorations (I.6.18)-(I.6.30) du Paragraphe I.6.3 a` l’e´qua-
tion (4.11). Il reste donc a` majorer les termes supple´mentaires issus de (r(u(t)), zm(t))H1(Ω).
Dans ce but, on remarque que le Lemme 4.3 implique qu’il existe deux constantes K ′ et
K ′′ telles que
∀u ∈ H2(Ω)3, ‖h(u)‖H2(Ω) ≤ K ′‖u‖H2(Ω), (4.14)
∀u ∈ H2(Ω)3, ‖h(u)‖H3(Ω) ≤ K ′′‖u‖H2(Ω). (4.15)
Tout d’abord, nous avons les termes
|(∇(rot h(u).rot u), zm)|, |
3∑
k=1
(
∂
∂xk
h(u).∇ ∂u
∂xk
, zm)|,
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|
3∑
k=1
(
∂u
∂xk
.∇ ∂
∂xk
h(u), zm)| et |
3∑
k=1
(
∂u
∂xk
× ∂
∂xk
rot h(u), zm)|.
Montrons qu’ils sont majore´s par des expressions de la forme
C‖u(t)‖H2(Ω)‖u(t)‖H3(Ω)‖zm(t)‖L2(Ω)
ou` C de´pend de C1, C2 et K
′. On applique les meˆmes me´thodes de majoration qu’au
Paragraphe I.6.3. Ainsi
|(∇(rot(h(u).rot u), zm)| ≤ 2‖zm‖L2(Ω)‖∇u‖L∞(Ω)|h(u)|H2(Ω)
+2C
3/2
2 ‖zm‖L2(Ω)‖∇h(u)‖H1(Ω)‖∂2u‖H1(Ω).
De la`, (I.2.15) et (4.14) donnent
|(∇(rot h(u(t)).rot u(t)), zm(t))| ≤ 2(C1 + C
3
2
2 )K
′‖u(t)‖H2(Ω)‖u(t)‖H3(Ω)‖zm(t)‖L2(Ω).
(4.16)
De meˆme
|
3∑
k=1
(
∂
∂xk
h(u)(t).∇ ∂u
∂xk
(t), zm(t))| ≤ C3/22 K ′‖u(t)‖H2(Ω)‖u(t)‖H3(Ω)‖zm(t)‖L2(Ω), (4.17)
|
3∑
k=1
(
∂u
∂xk
(t).∇ ∂
∂xk
h(u)(t), zm(t))| ≤ C1K ′‖u(t)‖H2(Ω)‖u(t)‖H3(Ω)‖zm(t)‖L2(Ω), (4.18)
|
3∑
k=1
(
∂u
∂xk
(t)× ∂
∂xk
rot h(u)(t), zm(t))| ≤
√
2C1K
′‖u(t)‖H2(Ω)‖u(t)‖H3(Ω)‖zm(t)‖L2(Ω).
(4.19)
Montrons que les termes qui restent a` majorer, issus de (r(u(t)), zm(t))H1(Ω), sont borne´s
par des expressions du type
C‖u(t)‖H2(Ω)‖u(t)‖H3(Ω)|zm(t)|H1(Ω)
ou` C de´pend de C1, C2 et K
′′. On utilise encore des majorations analogues a` celles du
Paragraphe I.6.3, il suffit de remplacer g(zm(t) par h(u(t). Ainsi
|(∇(∇(rot h(u).rot u)),∇ zm)| ≤ |zm|H1(Ω)(‖rot u‖L∞(Ω)‖rot(∂2h(u))‖L2(Ω)
+2C
3/2
2 ‖∇(rot h(u))‖H1(Ω)‖∇(rot u)‖H1(Ω) + ‖rot h(u)‖L∞(Ω)‖rot(∂2u)‖L2(Ω)).
Alors, de (I.2.15), du Lemme I.3.3 et de (4.15), nous de´duisons
|(∇(∇(rot h(u)(t).rot u(t))),∇ zm(t))|
≤ 4K ′′(C1 + C3/22 )‖u(t)‖H2(Ω)‖u(t)‖H3(Ω)|zm(t)|H1(Ω). (4.20)
De meˆme
|
3∑
k=1
(∇(∂u(t)
∂xk
.∇∂h(u(t))
∂xk
),∇zm(t))|
≤ K ′′(C1 + C
3
2
2 )‖u(t)‖H2(Ω)‖u(t)‖H3(Ω)|zm(t)|H1(Ω), (4.21)
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|
3∑
k=1
(∇(∂h(u)
∂xk
(t).∇ ∂u
∂xk
(t)),∇zm(t))|
≤ K ′′(C1 + C3/22 )‖u(t)‖H2(Ω)‖u(t)‖H3(Ω)|zm(t)|H1(Ω), (4.22)
|
3∑
k=1
(∇( ∂u
∂xk
(t)× ∂rot h(u)
∂xk
(t)),∇zm(t))|
≤
√
2K ′′(C1 + C
3/2
2 )‖u(t)‖H2(Ω)‖u(t)‖H3(Ω)|zm(t)|H1(Ω). (4.23)
De (4.16) et (4.20), on de´duit
|(∇(rot h(u)(t).rot u(t)), zm(t))H1(Ω)|
≤ 4(C1 + C3/22 )
√
K ′2 +K ′′2‖u(t)‖H2(Ω)‖u(t)‖H3(Ω)‖zm(t)‖H1(Ω).
On fait de meˆme avec (4.17) et (4.21), avec (4.18) et (4.22), avec (4.19) et (4.23). Finale-
ment nous sommes conduits a` la majoration suivante:
|(r(u(t)), zm(t))H1(Ω)|
≤ 2(4 +
√
2)(C1 + C
3/2
2 )
√
K ′2 +K ′′2‖u(t)‖H2(Ω)‖u(t)‖H3(Ω)‖zm(t)‖H1(Ω). (4.24)
Rassemblant les majorations (I.6.18)-(I.6.30) et (4.24) et les substituant dans (4.11), nous
obtenons
1
2
d
dt
‖zm(t)‖2H1(Ω) +
ν
α1
‖zm(t)‖2H1(Ω) ≤ ‖u(t)‖H3(Ω)(D1‖zm(t)‖2L2(Ω)
+D2|zm(t)|H1(Ω)‖zm(t)‖H1(Ω)) + ‖zm(t)‖H1(Ω)[‖rot f(t)‖H1(Ω) + ν
α1
√
2‖u(t)‖H2(Ω)
+(
4
√
2C1
α1
+ 2(4 +
√
2)
√
K ′2 +K ′′2(C1 + C
3/2
2 ))|α1 + α2|‖u(t)‖H2(Ω)‖u(t)‖H3(Ω)],
avec
D1 = (1 + 2|α1 + α2|( 1
α1
+ (2 +
√
2)C ′))C1 + 4|α1 + α2|C ′C3/22
et
D2 = 2C1 + C
3/2
2 + |α1 + α2|[
2C1 + (2 +
√
2)C
3/2
2
α1
+ 2(4 +
√
2)(C1 + C
3/2
2 )C
′′].
Utilisant la majoration
|zm(t)|H1(Ω)‖zm(t)‖H(Ω) ≤
1
2
(|zm(t)|2H1(Ω) + ‖zm(t)‖2H1(Ω))
et simplifiant par ‖zm(t)‖H1(Ω), nous de´duisons
d
dt
‖zm(t)‖H1(Ω) ≤ K1‖u(t)‖H3(Ω)‖zm(t)‖H1(Ω) + ‖rot f(t)‖H1(Ω) +
√
2ν
α1
‖u(t)‖H3(Ω)
+(
4
√
2
α1
C1 + 2(4 +
√
2)
√
K ′2 +K ′′2(C1 + C
3/2
2 ))|α1 + α2|‖u(t)‖2H3(Ω),
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avec K1 = max(D1,
D2
2
) +
D2
2
.
D’ou` (4.10) suit avec
KT = K1‖u‖L∞(0,T ;H3(Ω)3)
et
CT = ‖rot f‖L1(0,T ;H1(Ω)3 + T
√
2ν
α1
‖u‖L∞(0,T ;H3(Ω)3)
+T (
4
√
2
α1
C1 + 2(4 +
√
2)
√
K ′2 +K ′′2(C1 + C
3/2
2 ))|α1 + α2|‖u‖2L∞(0,T ;H3(Ω)3).
4
Il de´coule de (4.10) que la suite {zm} est uniforme´ment borne´e par rapport a` m dans
L∞(0, T ;H1(Ω)3). De la`, il existe une fonction z dans L∞(0, T ;H1(Ω)3) et une sous-suite
de {zm}, encore note´e {zm}, telles que
lim
m→∞ zm = z faible ∗ dans L
∞(0, T ;H1(Ω)3).
Comme dans le Paragraphe I.6.3, nous pouvons passer a` la limite dans (4.8), (4.9) et
montrer que z satisfait (4.5), (4.6). Nous avons donc prouve´ le the´ore`me suivant.
The´ore`me 4.5 Supposons que Ω soit un domaine borne´ de IR3, ve´rifiant l’Hypothe`se 1.4,
avec une frontie`re Γ de classe C3,1. Si u est donne´ dans L∞(0, T ;V2), u0 dans H4(Ω)3∩V
et f tel que rot f appartienne a` L1(0, T ;H1(Ω)3), alors le proble`me (4.5), (4.6) a au moins
une solution z dans L∞(0, T ;H1(Ω)3).
Remarque 4.6 Comme au Paragraphe I.7.1, les arguments utilise´s dans la de´monstration
du The´ore`me 4.5 peuvent facilement eˆtre ge´ne´ralise´s a` un quelconque m ≥ 1. Si Γ est de
classe Cm+2,1, si u est donne´ dans L∞(0, T ;V2
⋂
Hm+2(Ω)3), u0 dans H
m+3(Ω)3 ∩ V et f
tel que rot f appartienne a` L1(0, T ;Hm(Ω)3), alors le proble`me (4.5), (4.6) a au moins une
solution z dans L∞(0, T ;Hm(Ω)3).
La de´monstration de l’unicite´ de la solution dans L2(0, T ;L2(Ω)3) du proble`me (4.5),
(4.6) est pratiquement identique a` celle du Paragraphe I.6.4. En effet, soient z1 et z2 deux
solutions de (4.5), (4.6). Posons ζ = z1 − z2. Alors ζ satisfait l’e´quation (I.6.31), puisque
seul le second membre est diffe´rent quand on compare (4.5) et (I.6.11). Il suffit donc de
substituer C2(α1) a` C(α1), partout ou` intervient cette dernie`re constante.
4.3 Conclusion
Le proble`me (4.5), (4.6) a une solution z dans L∞(0, T ;H1(Ω)3) et n’a pas plus d’une
solution dans L2(0, T ;L2(Ω)3) (cf. Paragraphe 4.2). D’autre part, a` la fin du Paragraphe
4.1, on a remarque´ que rot(u − α1∆u) est solution dans L2(0, T ;L2(Ω)3) de (4.5), (4.6).
Donc, z = rot(u− α1∆u) appartient a` L∞(0, T ;H1(Ω)3) et, par suite du Lemme 3.1, cela
implique que u est dans L∞(0, T ;H4(Ω)3). Nous avons de´montre´ le the´ore`me suivant.
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The´ore`me 4.7 Supposons que Ω soit un domaine borne´ de IR3 , ve´rifiant l’Hypothe`se 1.4.
Supposons que la solution u du proble`me (I.2.1)-(I.2.5) appartienne a` L∞(0, T ;V2). Si la
frontie`re Γ est de classe C3,1 et si les donne´es ont la re´gularite´:
u0 ∈ H4(Ω)3 ∩ V , f ∈ L1(0, T ;H1(Ω)3) , rot f ∈ L1(0, T ;H1(Ω)3) , (4.25)
alors u appartient a` L∞(0, T ;H4(Ω)3).
Conforme´ment a` ce qui a e´te´ dit a` la fin du Paragraphe 4.2, l’e´nonce´ du The´ore`me 4.7
peut facilement eˆtre ge´ne´ralise´ par induction a` tout m ≥ 1 pour donner le re´sultat suivant.
The´ore`me 4.8 Soient un entier m ≥ 1 et Ω un domaine borne´ de R3, ve´rifiant l’Hypothe`se
1.4 avec une frontie`re Γ de classe Cm+2,1. Supposons que la solution u du proble`me (I.2.1)-
(I.2.5) appartienne a` L∞(0, T ;V2). Si les donne´es ont la re´gularite´:
u0 ∈ Hm+3(Ω)3 ∩ V , f ∈ L1(0, T ;Hm(Ω)3) , rot f ∈ L1(0, T ;Hm(Ω)3),
alors u appartient a` L∞(O, T ;Hm+3(Ω)3).
De´monstration. Comme dans la de´monstration du The´ore`me I.7.2, si nous prouvons
l’existence de solution dans L∞(0, T ;Hm(Ω)3) du proble`me (4.5), (4.6), alors cette solution
est z = rot(u − α1∆u) et appartient a` L∞(0, T ;Hm(Ω)3). De la`, le Lemme 3.1 implique
que u est dans L∞(0, T ;Hm+3(Ω)3). Il nous reste donc a` prouver cette existence.
On de´finit le meˆme proble`me approche´ (4.8), (4.9) avec wj fonction propre du proble`me
∀v ∈ Hm(Ω)3, ((wj,v))m = λj(wj,v), (4.26)
ou` (( , ))m repre´sente le produit scalaire dans H
m(Ω)3. Par rapport a` la de´monstration du
The´ore`me I.7.2, il y a en plus des termes supple´mentaires a` majorer, issus de ((r(u), zp))m.
Notons que le Lemme 4.3 implique que, si Γ est de classe Cm+2,1, alors il existe une constante
Km telle que
∀u ∈ H2(Ω)3, ‖h(u)‖Hm+2(Ω) ≤ Km‖u‖H2(Ω). (4.27)
A l’aide de cette relation, on majore les termes de ((r(u), zp))m de la meˆme manie`re que celle
utilise´e, au Paragraphe I.7.1, pour les termes contenant g(zp). Conside´rons, par exemple
((
∂u
∂xk
.∇(∂h(u)
∂xk
), zp))m,
|(( ∂u
∂xk
.∇(∂h(u)
∂xk
), zp))m| ≤ |
∑
|α|=m
(∂α(
∂u
∂xk
).∇(∂h(u)
∂xk
), ∂αzp)|
+| ∑
|α+β|≤m
|α|≤m−1
Cα,β(∂
α(
∂u
∂xk
).∇(∂β(∂h(u)
∂xk
)), ∂α+βzp)|.
D’une part, utilisant (4.27), on obtient
|(∂α( ∂u
∂xk
).∇(∂h(u)
∂xk
), ∂αzp)| ≤ ‖∂α( ∂u
∂xk
)‖L4(Ω)‖∇(∂h(u)
∂xk
)‖L4(Ω)‖∂αzp‖L2(Ω)
≤ C3/22 ‖u‖Hm+2(Ω)‖h(u)‖H3(Ω)‖zp‖Hm(Ω) ≤ K1C3/22 ‖u‖H2(Ω)‖u‖Hm+2(Ω)‖zp‖Hm(Ω).
97
D’autre part, graˆce a` |α| ≤ m− 1, on a
|(∂α( ∂u
∂xk
).∇∂β(∂h(u)
∂xk
), ∂α+βzp)| ≤ ‖∂α( ∂u
∂xk
)‖L∞(Ω)‖∇∂β(∂h(u)
∂xk
)‖L2(Ω)‖∂α+βzp‖L2(Ω)
≤ KmC1‖u‖H2(Ω)‖u‖Hm+2(Ω)‖zp‖Hm(Ω).
De ces deux types de majorations, on de´duit
|
3∑
k=1
((
∂u
∂xk
(t).∇(∂h(u)
∂xk
(t)), zp))m| ≤ C‖u(t)‖2Hm+2(Ω)‖zp(t)‖Hm(Ω), (4.28)
ou` C de´pend de C1, C2, Km et m.
Les autres termes venant de ((r(u), zp), zp))m se majorent de manie`re similaire. On
montre alors facilement que la suite {zp} est uniforme´ment borne´e par rapport a` p dans
L∞(0, T ;Hm(Ω)3). On en de´duit l’existence d’une solution dans L∞(O, T ;Hm(Ω)3) du
proble`me (4.5), (4.6). Comme on l’a explique´ pre´ce´demment, cela termine la de´monstration
du the´ore`me.
4
Les autres re´sultats du Paragraphe I.7 sont encore exacts dans le cas ou` Ω n’est pas
simplement connexe, mais ve´rifie l’Hypothe`se 1.4. Les de´monstrations sont identiques.
Donnons ces re´sultats pour finir.
Lemme 4.9 Sous les hypothe`ses du The´ore`me 3.6, le proble`me (I.1.9), (I.2.2)-(I.2.5) a
une unique solution u dans L∞(IR+;V2) et p˜ dans L∞(IR+;H1(Ω)/IR). De plus
∂u
∂t
appar-
tient a` L∞(IR+;H2(Ω)3).
Le dernier the´ore`me donne l’existence d’une solution au sens classique de l’e´quation
(I.1.9).
The´ore`me 4.10 Soit T > 0. Soit Ω domaine borne´ de IR3, ve´rifiant l’Hypothe`se 1.4.
Supposons que u solution de (I.2.1), (I.2.4) appartienne a` L∞(0, T ;V2). Si la frontie`re Γ
est de classe C6,1 et si les donne´es ont la re´gularite´ suivante:
u0 ∈ H7(Ω)3 ∩ V , f ∈ L∞(0, T ;H4(Ω)3),
rot f ∈ L∞(0, T ;H4(Ω)3) , ∂f
∂t
∈ L∞(0, T ;H3(Ω)3),
alors le proble`me (I.1.9), (I.2.2)-(I.2.5) admet une solution unique (u, p˜) dans l’ensemble
C1([0, T ];C3(Ω)3)× C([0, T ];C2(Ω)/IR).
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Deuxie`me partie
Fluide de grade deux : cas
stationnaire avec α1 + α2 = 0.

Chapitre III
Fluide de grade deux
dans le cas stationnaire
avec Ω simplement connexe
1 Introduction
Soit Ω un domaine de IR3, borne´ et simplement connexe, de frontie`re Γ qui est au
moins de classe C2,1. Nous notons n le vecteur normal unitaire a` Γ, dirige´ vers l’exte´rieur
de Ω. On se place sous l’hypothe`se
α1 + α2 = 0.
Sous cette hypothe`se, si nous annulons les de´rive´es par rapport au temps dans (I.2.1) (cas
stationnaire), on est conduit au syste`me d’e´quations suivant, que nous nous proposons de
re´soudre:
Chercher une fonction a` valeurs vectorielles u = (u1, u2, u3) et une fonction scalaire p
de´finies dans Ω, solution de :
−ν∆u + rot(u− α1∆u)× u +∇p = f dans Ω, (1.1)
div u = 0 dans Ω, (1.2)
avec des conditions de Dirichlet homoge`nes sur la frontie`re :
u = 0 sur Γ. (1.3)
Rappelons (cf. Paragraphe I.2) la de´finition suivante
V2 = {v ∈ V ; rot(v − α1∆v) ∈ L2(Ω)3} (1.4)
et le re´sultat suivant: l’espace V2 est inclus dans H
3(Ω)3 et il existe une constante C(α1)
telle que
∀v ∈ V2, ‖v‖H3(Ω) ≤ C(α1)‖rot(v − α1∆v)‖L2(Ω). (1.5)
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Comme au Chapitre I, V2 est muni du produit scalaire
(u,v)V2 = (rot(u− α1∆u), rot(v − α1∆v)) (1.6)
et de la norme associe´e : ‖v‖V2 = (v,v)1/2V2 . De la`
∀v ∈ V2, ‖v‖H3(Ω) ≤ C(α1)‖v‖V2 . (1.7)
L’espace V est muni du produit scalaire
(w,v)V = (w,v) + α1(∇w,∇v). (1.8)
Enfin, on rappelle le lemme classique suivant, qui est une variante du the´ore`me de Brouwer.
Lemme 1.1 Soient un entier m ≥ 1 et P une application continue de IRm dans IRm. On
suppose qu’il existe un re´el ρ > 0 tel que, pour tout ξ dans IRm, avec |ξ| = ρ, on ait
P (ξ).ξ ≥ 0. Alors il existe ξ∗ appartenant a` IRm, avec |ξ∗| ≤ ρ, tel que P (ξ∗) = 0.
Le plan du chapitre sera le suivant. Dans le Paragraphe 2, nous de´finissons un proble`me
approche´ et nous de´montrons l’existence d’une solution, ainsi qu’une de´pendance continue
par rapport aux donne´es quand um est assez petit dans V2. Le Paragraphe 3 est consacre´ a`
la majoration de la solution approche´e dans V2. L’existence de solution, l’unicite´, ainsi que
la de´pendance continue par rapport aux donne´es, sont de´montre´es au Paragraphe 3, pour
f assez petit dans H(rot; Ω). Enfin, dans le dernier paragraphe, nous nous inte´ressons a`
la re´gularite´ de la solution.
2 De´finition d’un proble`me approche´, existence et
de´pendance continue des solutions par rapport aux
donne´es
Dans ce paragraphe, nous supposons que Ω est un ouvert borne´ de IR3, simplement
connexe, avec une frontie`re Γ de classe C2,1 et que f appartient a` L2(Ω)3.
La solution du proble`me (1.1)-(1.3) est construite au moyen d’une discre´tisation de
Galerkin. On utilise la suite de fonctions propres {wj} de V2, de´finie dans le Paragraphe
I.5 par
(wj,v)V2 = λj(wj,v)V , ∀v ∈ V2 (2.1)
avec
0 < λ1 < . . . < λk < . . .→ +∞,
ou` {λj} est la suite de valeurs propres associe´es a` la suite de fonctions propres {wj}. Les
fonctions wj forment une base orthonormale dans V et une base orthogonale dans V2. Cet
ensemble de fonctions sera utilise´ comme base spe´ciale dans la me´thode de Galerkin-Faedo.
Pour tout entier m positif, nous notons Vm l’espace vectoriel engendre´ par les m premie`res
fonctions propres {wj}mj=1. Nous de´finissons une solution approche´e du proble`me (1.1)-
(1.3) par:
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Chercher
um =
m∑
j=1
cj,mwj,
solution pour 1 ≤ j ≤ m, de
ν(∇um,∇wj) + (rot(um − α1∆um)× um,wj) = (f ,wj). (2.2)
Lemme 2.1 Supposons que Ω soit un ouvert borne´ de IR3, simplement connexe, avec une
frontie`re Γ de classe C2,1 et que f appartienne a` L2(Ω)3. Alors le proble`me (2.2) admet
une solution um dans V2, qui ve´rifie
|um|H1(Ω) ≤ P
ν
‖f‖L2(Ω). (2.3)
De´monstration. On construit une application P de IRm dans IRm de la manie`re suivante:
pour tout ξ ∈ IRm, on pose
um =
m∑
i=1
ξiwi.
On de´finit alors P (ξ) par ses composantes, pour 1 ≤ i ≤ m,
(P (ξ))i = ν(∇um,∇wi) + (rot(um − α1∆um)× um,wi)− (f ,wi). (2.4)
1) On montre tout d’abord que P est continu de IRm dans IRm. Il suffit de remarquer que
(P (ξ))i est un polynoˆme a` m variables de degre´ deux, donc ξ → (P (ξ))i est continu de
IRm dans IR.
2) On montre ensuite que, pour |ξ| = ρ assez grand, (P (ξ).ξ) ≥ 0. En effet
P (ξ).ξ = ν|um|2H1(Ω) + (rot(um − α1∆um)× um,um)− (f ,um)
= ν|um|2H1(Ω) − (f ,um),
car (w × v,v) = 0. Mais, graˆce a` Poincare´,
|(f ,um)| ≤ P|um|H1(Ω)‖f‖L2(Ω).
Nous en de´duisons l’ine´galite´
P (ξ).ξ ≥ |um|H1(Ω)(ν|um|H1(Ω) − P‖f‖L2(Ω)). (2.5)
D’autre part, si ξ 6= 0,
|um|H1(Ω) = |ξ| ‖
m∑
i=1
ξi
|ξ|∇wi‖L2(Ω). (2.6)
L’application
θ ∈ IRm → ‖
m∑
i=1
θi∇wi‖L2(Ω)
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est continue sur le compact {θ ∈ IRm; |θ| = 1}, elle atteint donc son minimun C0. Mais
C0 > 0, car les vecteurs wi, 1 ≤ i ≤ m, sont inde´pendants. De la`, l’e´galite´ (2.6) donne
∀ξ ∈ IRm, |um|H1(Ω) ≥ |ξ|C0.
Posons ρ =
P‖f‖L2(Ω)
νC0
. Alors pour tout ξ ∈ IRm tel que |ξ| = ρ, l’ine´galite´ pre´ce´dente
implique
|um|H1(Ω) ≥
P‖f‖L2(Ω)
ν
.
Du re´sultat pre´ce´dent et de (2.5), on de´duit que
P (ξ).ξ ≥ 0,
pour tout ξ ∈ IRm tel que |ξ| = ρ = P‖f‖L2(Ω)
νC0
. L’application P ve´rifie donc les hypothe`ses
du Lemme 1.1. D’ou`, il existe ξ∗ ∈ IRm avec |ξ∗| ≤ P‖f‖L2(Ω)
νC0
, tel que
P (ξ∗) = 0.
Par construction de P , cela implique l’existence d’une solution
um =
m∑
i=1
ξ∗i wi
du proble`me approche´ (2.2).
Enfin, en multipliant les deux membres de (2.2) par cj,m et en sommant par rapport a`
j, tenant compte de la relation (w × v,v) = 0, nous obtenons l’e´galite´
ν|um|2H1(Ω) = (f ,um).
Utilisant l’ine´galite´ de Poincare´, on de´duit que la solution um pre´ce´dente ve´rifie l’ine´galite´
(2.3).
4
Soit um une solution du proble`me approche´ (2.2). Nous allons montrer que, si ‖um‖V2
est assez petit, cette solution de´pend continuement de la donne´e f . Pre´cise´ment, nous
e´tablissons le Lemme suivant.
Lemme 2.2 Supposons que Ω soit un ouvert borne´ de IR3, simplement connexe, avec une
frontie`re Γ de classe C2,1. Pour i = 1, 2, on note um,i une solution du proble`me (2.2) avec
fi ∈ L2(Ω)3 comme second membre. Si um,2 ve´rifie
‖um,2‖V2 ≤ ρ, avec ρ <
ν
K(α1)
, (2.7)
ou`
K(α1) = (2α1C1 + (α1 + 1)
√
P2 + 1C3/22 )C(α1), (2.8)
alors on a l’ine´galite´
|um,2 − um,1|H1(Ω) ≤ P
ν −K(α1)ρ‖f2 − f1‖L2(Ω). (2.9)
104
De´monstration. Pour i = 1, 2 et pour j = 1, 2, . . . ,m, nous avons
ν(∇um,i,∇wj) + (rot(um,i − α1∆um,i)× um,i,wj) = (fi,wj).
Alors Um = um,2 − um,1 satisfait l’e´galite´, pour j = 1, 2, . . . ,m,
ν(∇Um,∇wj) + (rot(Um − α1∆Um)× um,2,wj)
+(rot(um,1 − α1∆um,1)×Um,wj) = (f2 − f1,wj).
Mais Um ∈ Vm et (w × v,v) = 0, d’ou` Um ve´rifie l’e´galite´
ν|Um|2H1(Ω) + (rot(Um − α1∆Um)× um,2,Um) = (f2 − f1,Um). (2.10)
La relation (I.4.3) donne
(rot(Um − α1∆Um)× um,2,Um) = −b(Um; Um,um,2)
+α1(b(Um; ∆Um,um,2)− b(um,2; ∆Um,Um)). (2.11)
D’apre`s le Lemme I.3.5
|b(Um; Um,um,2)| ≤ ‖Um‖L4(Ω)‖um,2‖L4(Ω)‖∇Um‖L2(Ω).
Alors (I.2.16), (1.7) et (I.4.4) impliquent
|b(Um; Um,um,2)| ≤
√
P2 + 1C3/22 C(α1)‖um,2‖V2|Um|2H1(Ω). (2.12)
Ensuite (I.4.7) donne
|b(Um; ∆Um,um,2)| ≤ ‖∇um,2‖L∞(Ω)|Um|2H1(Ω) + C3/22 ‖Um‖H1(Ω)‖∂2um,2‖H1(Ω)|Um|H1(Ω).
Alors (I.2.15), (1.7) et (I.4.4) impliquent
|b(Um; ∆Um,um,2)| ≤ (C1 +
√
P2 + 1C3/22 )C(α1)‖um,2‖V2|Um|2H1(Ω). (2.13)
Enfin (I.4.9) donne
|b(um,2; ∆Um,Um)| ≤ ‖∇um,2‖L∞(Ω)|Um|2H1(Ω),
puis de (I.2.15) et (1.7), nous de´duisons
|b(um,2; ∆Um,Um)| ≤ C1C(α1)‖um,2‖V2|Um|2H1(Ω). (2.14)
Rassemblant les ine´galite´s (2.12), (2.13) et (2.14) et les substituant dans (2.11), on a
|(rot(Um − α1∆Um)× um,2,Um)| ≤ K(α1)‖um,2‖V2|Um|2H1(Ω), (2.15)
ou` K(α1) est donne´e par (2.8). En utilisant cette majoration dans (2.10) et l’ine´galite´ de
Poincare´, nous obtenons
ν|Um|2H1(Ω) ≤ K(α1)‖um,2‖V2|Um|2H1(Ω) + P‖f2 − f1‖L2(Ω)|Um|H1(Ω).
Finalement (2.9) se de´duit de l’hypothe`se (2.7).
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3 Majoration dans V2 d’une solution du proble`me
approche´
Dans ce paragraphe, nous supposons que la frontie`re Γ de Ω est de classe C3,1 et que
f appartient a` H(rot; Ω).
3.1 Ine´quation dans V2 pour une solution du proble`me approche´
Pour tout u appartenant a` H4(Ω)3, on pose
F(u) = −ν∆u + rot(u− α1∆u)× u. (3.1)
Pour i = 1, 2, 3,
∂
∂xi
F(u) = −ν∆ ∂u
∂xi
+ rot(u− α1∆u)× ∂u
∂xi
+ rot(
∂u
∂xi
− α1∆( ∂u
∂xi
))× u.
L’hypothe`se u ∈ H4(Ω)3, avec les the´ore`mes d’inclusion de Sobolev, implique que u et ∂u
∂xi
sont dans L∞(Ω)3. Nous en de´duisons que F(u) appartient a` H1(Ω)3.
Soit um une solution du proble`me (2.2). En raison du Lemme I.5.1, F(um) appartient
a` H1(Ω)3. Ensuite, nous de´finissons vm dans V comme la solution du proble`me de Stokes:
vm − α1∆vm +∇qm = F(um)− f . (3.2)
Puisque rot(F(um) − f) = rot(vm − α1∆vm) appartient a` L2(Ω)3, il s’ensuit, graˆce au
Lemme I.2.1, que vm appartient a` V2. Si um =
m∑
i=1
ξiwi est une solution de (2.2), on obtient
∀i = 1, 2, . . . ,m, (F(um)− f ,wi) = 0.
Utilisant la de´finition (1.8) et (3.2), on de´duit
(vm,wi)V = 0.
Puis, multipliant cette e´quation par λi, graˆce a` (2.1), cela donne
(vm,wi)V2 = 0.
Enfin, multipliant cette dernie`re e´galite´ par ξi et sommant sur i, nous obtenons
(vm,um)V2 = 0,
qui peut s’e´crire sous la forme
(rot F(um), rot(um − α1∆um)) = (rot f , rot(um − α1∆um)). (3.3)
Posant
ωm = rot um,
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l’identite´
rot(v ×w) = w.∇v − v.∇w + (div w)v − (div v)w
donne
rot F(um) = −ν∆ωm + um.∇(ωm − α1∆ωm)− (ωm − α1∆ωm).∇um.
Substituant cette e´galite´ dans (3.3) et utilisant l’antisyme´trie de l’application b, de´finie au
Paragraphe I.2, nous obtenons
ν
α1
‖ωm − α1∆ωm‖2L2(Ω) =
ν
α1
(ωm,ωm − α1∆ωm)
+b(ωm − α1∆ωm; um,ωm − α1∆ωm) + (rot f ,ωm − α1∆ωm). (3.4)
Majorons les termes du deuxie`me membre. Le Lemme I.3.5, (1.7) et (I.2.15) donnent
|b(ωm − α1∆ωm; um,ωm − α1∆ωm)| ≤ C1C(α1)‖um‖3V2 . (3.5)
Du Lemme I.3.3 et de (2.3), on de´duit
|(ωm,ωm − α1∆ωm)| ≤
√
2
ν
P‖f‖L2(Ω)‖um‖V2 . (3.6)
Substituant les ine´galite´s (3.5) et (3.6) et simplifiant par ‖um‖V2 = ‖ωm − α1∆ωm‖L2(Ω),
nous obtenons
ν
α1
‖um‖V2 ≤
√
2
α1
P‖f‖L2(Ω) + ‖rot f‖L2(Ω) + C1C(α1)‖um‖2V2 .
On pose pour simplifier
‖|f‖|H(rot;Ω) =
√
2
α1
P‖f‖L2(Ω) + ‖rot f‖L2(Ω). (3.7)
Alors, l’ine´galite´ pre´ce´dente peut se mettre sous la forme
C1C(α1)‖um‖2V2 −
ν
α1
‖um‖V2 + ‖|f‖|H(rot;Ω) ≥ 0. (3.8)
Cette ine´galite´ est ve´rifie´e par toute solution um du proble`me (2.2). Graˆce a` elle, nous
allons montrer que, pour un f assez petit dans H(rot; Ω), ‖um‖V2 appartient a` une re´union
de deux intervalles.
Lemme 3.1 Soit Ω un ouvert de IR3, borne´ et simplement connexe avec une frontie`re Γ
de classe C3,1. Soit f donne´ dans H(rot; Ω), suffisamment petit pour satisfaire
‖|f‖|H(rot;Ω) < ν
2
4C1α21C(α1)
, (3.9)
ou` ‖|f‖|H(rot;Ω) est de´fini par (3.7). Alors toute solution um du proble`me (2.2) est telle que
‖um‖V2 appartient a` [0, ρ1(f)] ∪ [ρ2(f),+∞[, (3.10)
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ou`
ρ1(f) =
ν
α1
−
√
ν2
α21
− 4C1C(α1)‖|f‖|H(rot;Ω)
2C1C(α1)
et
ρ2(f) =
ν
α1
+
√
ν2
α21
− 4C1C(α1)‖|f‖|H(rot;Ω)
2C1C(α1)
.
De´monstration. Soit la fonction trinoˆme
g(X) = C1C(α1)X
2 − ν
α1
X + ‖|f‖|H(rot;Ω)
et soit son discriminant
∆(f) =
ν2
α21
− 4C1C(α1)‖|f‖|H(rot;Ω). (3.11)
Sous l’hypothe`se ∆(f) > 0 et X ≥ 0, le the´ore`me du signe du trinoˆme donne
g(X) ≥ 0 si et seulement si X ∈ [0, ρ1(f)] ∪ [ρ2(f),+∞[,
ou` les racines du trinoˆme ρ1(f) et ρ2(f) sont donne´es dans le Lemme 3.1. Si on e´crit
l’ine´galite´ (3.8) sous la forme g(‖um‖V2) ≥ 0 et si on remarque que la condition ∆(f) > 0
est e´quivalente a` (3.9), (3.10) suit.
4
La suite du paragraphe sera consacre´e a` montrer que, pour f suffisamment petit
dans H(rot; Ω), l’alternative ‖um‖V2 ≥ ρ2(f) n’est jamais ve´rifie´e et que, par conse´quent,
‖um‖V2 ≤ ρ1(f).
3.2 Majoration de ‖um‖V2 pour f dans H(rot; Ω) assez petit
On commence par deux re´sultats pre´liminaires
Lemme 3.2 Soit vm appartenant a` Vm. Alors on a
‖vm‖V2 ≤
√
(P2 + α1)λm|vm|H1(Ω), (3.12)
ou` λm est la valeur propre associe´e a` la fonction propre wm du proble`me spectral (2.1).
De´monstration. La base {wj}j≥1 est orthogonale dans V2 et orthonormale dans V . D’ou`,
si vm =
m∑
j=1
ξjwj, graˆce a` la relation (2.1),
‖vm‖2V2 =
m∑
j=1
ξ2j (wj,wj)V2 =
m∑
j=1
ξ2jλj.
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Puisque la suite {λj}j≥1 est croissante, nous de´duisons
‖vm‖2V2 ≤ λm
m∑
j=1
ξ2j . (3.13)
D’autre part,
‖vm‖2V =
m∑
j=1
ξ2j .
Substituant cette e´galite´ dans (3.13), nous obtenons
‖vm‖2V2 ≤ λm‖vm‖2V .
De la`, (3.12) suit, graˆce a` l’ine´galite´ de Poincare´.
4
Lemme 3.3 Soit K(α1) de´finie par (2.8), ‖|f‖|H(rot;Ω) par (3.7) et ρ1(f) de´fini dans le
Lemme 3.1. Si on a
‖|f‖|H(rot;Ω) < ν
2
2α1K(α1)
, (3.14)
alors ‖|f‖|H(rot;Ω), ρ1(f) et 1
ν −K(α1)ρ1(f) satisfont les ine´galite´s suivantes:
‖|f‖|H(rot;Ω) < ν
2
4C1α21C(α1)
, ρ1(f) ≤ ν
K(α1)(1 + L(α1))
<
ν
K(α1)
et
1
ν −K(α1)ρ1(f) ≤
2
νL(α1)
,
ou`
L(α1) =
√√√√√P2 + 1C3/22 (α1 + 1)C(α1)
K(α1)
. (3.15)
De´monstration. Conside´rant l’expression (2.8) de K(α1), clairement
K(α1) ≥ 2α1C1C(α1).
Substituant cette ine´galite´ dans (3.14), nous obtenons
‖|f‖|H(rot;Ω) < ν
2
4C1α21C(α1)
.
En utilisant la forme conjugue´e du nume´rateur de ρ1(f) et en simplifiant, on de´duit
ρ1(f) =
2‖|f‖|H(rot;Ω)
ν
α1
+
√
ν2
α21
− 4C1C(α1)‖|f‖|H(rot;Ω)
.
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Substituant (3.14) dans cette e´galite´ et simplifiant, nous obtenons
ρ1(f) ≤ ν
K(α1)(1 +
√
1− 2C1α1C(α1)
K(α1)
.
Mais √√√√1− 2C1α1C(α1)
K(α1)
= L(α1),
d’ou`
ρ1(f) ≤ ν
K(α1)(1 + L(α1))
<
ν
K(α1)
.
De l’ine´galite´ pre´ce´dente, on de´duit
ν −K(α1)ρ1(f) ≥ νL(α1)
1 + L(α1)
.
La dernie`re ine´galite´ de´coule alors de L(α1) ≤ 1.
4
On note BV2(R), la boule dans V2, ferme´e, de centre O et de rayon R et, pour tout f
dans L2(Ω)3, on note Sm(f), l’ensemble des solutions um du proble`me (2.2) avec f pour
second membre. On a de´montre´ au Paragraphe 2 que Sm(f) n’est pas l’ensemble vide.
Enfin on de´finit l’ensemble suivant:
Em = {r ∈]0,+∞[; ‖|f‖|H(rot;Ω) ≤ r =⇒ Sm(f) ⊂ BV2(ν/(2C1α1C(α1)))}.
Lemme 3.4 L’ensemble Em est un intervalle non vide. Il est ouvert a` gauche et son
extre´mite´ infe´rieure est 0.
De´monstration. Soit um appartenant a` Sm(f). Utilisant (2.3) et (3.12), on de´duit
‖um‖V2 ≤
P
√
(P2 + α1)λm
ν
‖f‖L2(Ω).
Mais
‖f‖L2(Ω) ≤ α1√
2P ‖|f‖|H(rot;Ω). (3.16)
D’ou`
‖um‖V2 ≤
α1
ν
√
(P2 + α1)λm
2
‖|f‖|H(rot;Ω).
De la`
r =
ν2
α21C(α1)C1
√
2(P2 + α1)λm
∈ Em
et l’ensemble Em n’est pas vide. Pour cette valeur de r, ]0, r] ⊂ Em ⊂]0,+∞[.
Si r1 et r2 sont dans Em, avec r1 ≤ r2, alors ]0, r2] ⊂ Em, donc [r1, r2] ⊂ Em. On en
de´duit que Em est un intervalle, ouvert a` gauche, d’extre´mite´ infe´rieure 0.
4
Nous allons e´tablir le the´ore`me principal de ce paragraphe, qui donne une majoration
dans V2 de toute solution um du proble`me approche´ (2.2).
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The´ore`me 3.5 Soit Ω un ouvert de IR3, borne´ et simplement connexe avec une frontie`re
Γ de classe C3,1. Soit f donne´ dans H(rot; Ω), suffisamment petit pour satisfaire
√
2
α1
P‖f‖L2(Ω) + ‖rot f‖L2(Ω) < ν
2
2α1K(α1)
, (3.17)
ou` K(α1) est de´finie par (2.8). Soit m ≥ 1. Alors toute solution um du proble`me (2.2)
satisfait la majoration:
‖um‖V2 ≤
ν
α1
−
√
ν2
α21
− 4C1C(α1)(
√
2
α1
P‖f‖L2(Ω) + ‖rot f‖L2(Ω))
2C1C(α1)
. (3.18)
De´monstration. La de´monstration s’effectue en plusieurs e´tapes. Posons
r∗ =
ν2
2α1K(α1)
et rm = supEm.
Tout d’abord, utilisant (3.7), (3.17) s’e´crit ‖|f‖|H(rot;Ω) < r∗. On va montrer, par con-
tradiction, que, pour tout m ≥ 1, on a rm ≥ r∗. Supposons qu’il existe m0 ≥ 1, tel
que
rm0 < r
∗. (3.19)
La me´thode de de´monstration est la suivante. Pour ε > 0 assez petit, on va construire deux
fonctions f1 et f2, ve´rifiant ‖|f1−f2‖|H(rot;Ω) ≤ ε, telles que, pour une solution um0 ∈ Sm0(f1),
on ait ‖um0‖V2 ≥ ρ2(f1) et, pour toute solution um0 ∈ Sm0(f2), on ait ‖um0‖V2 ≤ ρ1(f2).
Puis, on choisit ε de fac¸on a` obtenir la contradiction.
1e`ree´tape. Construction de f1.
Soit ε tel que
0 <
ε
2
< r∗ − rm0 et
ε
2
< rm0 . (3.20)
Notons qu’on imposera encore une autre condition a` ε pour aboutir a` la contradiction. Par
de´finition du sup, il existe f1 ∈ H(rot; Ω) et um0,1 ∈ Sm0(f1) tels que
rm0 < ‖|f1‖|H(rot;Ω) < rm0 +
ε
2
et ‖um0,1‖V2 >
ν
2C1α1C(α1)
. (3.21)
De (3.20) et (3.21), on de´duit
‖|f1‖|H(rot;Ω) < rm0 +
ε
2
< r∗ =
ν2
2α1K(α1)
et le Lemme 3.3 donne
‖|f1‖|H(rot;Ω) < ν
2
4C1α21C(α1)
.
On applique alors le Lemme 3.1 et on obtient que
‖um0,1‖V2 appartient a` [0, ρ1(f1)] ∩ [ρ2(f1),+∞[.
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Mais (3.21) implique
‖um0,1‖V2 >
ν
2C1α1C(α1)
≥ ρ1(f1).
Donc ‖um0,1‖V2 appartient a` [ρ2(f1),+∞[, soit
‖um0,1‖V2 ≥ ρ2(f1). (3.22)
2e`mee´tape. Construction de f2.
Puisque r2m0 − ε2/4 < r2m0 , on de´duit que
rm0 − ε/2
rm0
<
rm0
rm0 + ε/2
.
De la`, on peut choisir k tel que
rm0 − ε/2
rm0
< k <
rm0
rm0 + ε/2
. (3.23)
De plus (3.20) implique k > 0. Posons
f2 = kf1.
Alors, de (3.21), il suit que
k rm0 < ‖|f2‖|H(rot;Ω) < k(rm0 + ε/2)
et, compte tenu de (3.23),
rm0 − ε/2 < ‖|f2‖|H(rot;Ω) < rm0 . (3.24)
Puisque rm0 est l’extre´mite´ supe´rieure de l’intervalle Em0 , cela implique que
r = ‖|f2‖|H(rot;Ω) appartient a` Em0 .
De la de´finition de l’ensemble Em0 , on de´duit que
∀um0 ∈ Sm0(f2), ‖um0‖V2 ≤
ν
2C1α1C(α1)
.
On peut donc choisir um0,2 ∈ Sm0(f2), tel que
‖um0,2‖V2 ≤
ν
2C1α1C(α1)
. (3.25)
Puis, de (3.24) et (3.19), on de´duit
‖|f2‖|H(rot;Ω) < rm0 < r∗ =
ν2
2α1K(α1)
. (3.26)
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Alors le Lemme 3.3 donne ‖|f2‖|H(rot;Ω) < ν
2
4C1α21C(α1)
. De la`, graˆce au Lemme 3.1, il
s’ensuit que
‖um0,2‖V2 appartient a` [0, ρ1(f2)] ∩ [ρ2(f2),+∞[.
Mais (3.25) et l’ine´galite´
ν
2C1α1C(α1)
< ρ2(f2) impliquent que ‖um0,2‖V2 n’appartient pas
a` [ρ2(f2),+∞[. Nous pouvons donc conclure que
‖um0,2‖V2 ≤ ρ1(f2). (3.27)
3e`mee´tape. Majoration de ‖um0,2 − um0,1‖V2 .
De (3.26) et du Lemme 3.3, on de´duit
ρ1(f2) <
ν
K(α1)
.
De la`, avec (3.27), par application du Lemme 2.2, on obtient
|um0,2 − um0,1|H1(Ω) ≤
P
ν −K(α1)ρ1(f2)‖f2 − f1‖L2(Ω).
Alors le Lemme 3.2 et (3.16) donnent
‖um0,2 − um0,1‖V2 ≤
α1
ν − ρ1(f2)K(α1)
√
(P2 + α1)λm0
2
‖|f2 − f1‖|H(rot;Ω). (3.28)
Par construction de f2 et du fait que k < 1, on a ‖|f2 − f1‖|H(rot;Ω) = (1 − k)‖|f1‖|H(rot;Ω).
Alors (3.21) et (3.23) impliquent
‖|f2 − f1‖|H(rot;Ω) ≤ ε
2 rm0
(rm0 + ε/2)
et, avec (3.20), cela devient
‖|f2 − f1‖|H(rot;Ω) ≤ ε. (3.29)
Enfin le Lemme 3.3 donne
1
ν −K(α1)ρ1(f2) ≤
2
νL(α1)
. (3.30)
Rassemblant les ine´galite´s (3.29) et (3.30) et les substituant dans (3.28), nous obtenons
‖um0,2 − um0,1‖V2 ≤
α1
νL(α1)
√
2(P2 + α1)λm0 ε. (3.31)
4e`mee´tape. Conclusion.
Les ine´galite´s (3.22), (3.27) et l’ine´galite´ triangulaire impliquent
‖um0,2 − um0,1‖V2 ≥ | ‖um0,2‖V2 − ‖um0,1‖V2| ≥ ρ2(f1)− ρ1(f2). (3.32)
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De (3.26), en appliquant le Lemme 3.3, nous obtenons
ρ1(f2) ≤ ν
K(α1)(1 + L(α1))
.
Puisque K(α1) ≥ 2C1α1C(α1), cela devient
ρ1(f2) ≤ ν
2C1α1C(α1)(1 + L(α1))
.
Conside´rant que
ρ2(f1) ≥ ν
2C1α1C(α1)
et que L(α1) ≤ 1, on de´duit que
ρ2(f1)− ρ1(f2) ≥ νL(α1)
4C1α1C(α1)
. (3.33)
Alors, (3.32) et (3.33) impliquent
‖um0,2 − um0,1‖V2 ≥
νL(α1)
4C1α1C(α1)
. (3.34)
De (3.31) et (3.34), il suit que, pour aboutir a` la contradiction, c’est-a`-dire
‖um0,2 − um0,1‖V2 < ‖um0,2 − um0,1‖V2 ,
il faut que ε ve´rifie, en plus de (3.20), la condition
ε <
ν2(L(α1))
2
4C1α21C(α1)
√
2(P2 + α1)λm0
. (3.35)
Finalement, nous avons la contradiction en choisissant ε tel que
0 < ε < min(2 rm0 , 2(r
∗ − rm0),
ν2(L(α1))
2
4C1α21C(α1)
√
2(P2 + α1)λm0
).
Ainsi, pour tout m ≥ 1, on obtient rm ≥ r∗. Mais, par de´finition de ‖| ‖|H(rot;Ω) et r∗,
l’hypothe`se (3.17) du the´ore`me s’e´crit
‖|f‖|H(rot;Ω) < r∗.
Donc, pour tout m ≥ 1, on a r = ‖|f‖|H(rot;Ω) < rm, ce qui implique
r = ‖|f‖|H(rot;Ω) ∈ Em, pour tout m ≥ 1.
Par de´finition de Em, nous obtenons que toute solution um de (2.2) ve´rifie
‖um‖V2 ≤
ν
2C1α1C(α1)
.
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Alors les Lemmes 3.3 et 3.1 impliquent
‖um‖V2 ≤ ρ1(f),
ce qui est la conclusion du the´ore`me.
4
Essayons de comprendre la majoration du The´ore`me 3.5:
‖um‖V2 ≤ ρ1(f),
ve´rifie´e sous l’hypothe`se (3.17).
Les ine´galite´s (3.12) et (2.3) impliquent
‖um‖V2 ≤
P
√
(P2 + α1)λm
ν
‖f‖L2(Ω),
c’est-a`-dire que ‖um‖v2 tend vers 0, quand ‖f‖L2(Ω) tend vers 0. Donc, sous l’hypothe`se
(3.17), l’alternative
‖um‖V2 ≤ ρ1(f) ou ‖um‖V2 ≥ ρ2(f)
du Lemme 3.1 impose que, pour ‖f‖L2(Ω) assez petit, on ait
‖um‖V2 ≤ ρ1(f).
Mais si on a cette majoration, la de´pendance continue de um par rapport a` la donne´e f ,
donne´e par le Lemme 2.2, fait que le re´el ‖um‖V2 ne peut “franchir l’obstacle” constitue´
par l’intervalle [ρ1(f), ρ2(f)], qui est de longueur ρ2(f)− ρ1(f) > 0. Ainsi, sous l’hypothe`se
(3.17), qui permet aux Lemmes 2.2 et 3.1 de s’appliquer, l’alternative
‖um‖V2 ≥ ρ2(f)
ne peut se produire.
Enfin, on peut remarquer, en utilisant la forme conjugue´e du nume´rateur de ρ1(f), que
ρ1(f) ≤ 2α1
ν
‖|f‖|H(rot;Ω) = 2
√
2
ν
P‖f‖L2(Ω) + 2α1
ν
‖rot f‖L2(Ω). (3.36)
Donc, sous les hypothe`ses du The´ore`me 3.5, on a une majoration plus simple, mais moins
bonne
‖um‖V2 ≤
2
√
2
ν
P‖f‖L2(Ω) + 2α1
ν
‖rot f‖L2(Ω).
4 Existence, unicite´ et de´pendance
continue par rapport aux donne´es
Pour f assez petit dans H(rot; Ω), on est en mesure de montrer, en utilisant les re´sultats
du paragraphe pre´ce´dent, que le proble`me (1.1)-(1.3) admet une solution dans V2×H1(Ω).
Plus pre´cise´ment, on a le the´ore`me suivant.
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The´ore`me 4.1 Soit Ω un ouvert de IR3, borne´ et simplement connexe avec une frontie`re
Γ de classe C3,1. Soit f donne´ dans H(rot; Ω), suffisamment petit pour satisfaire
√
2
α1
P‖f‖L2(Ω) + ‖rot f‖L2(Ω) < ν
2
2α1K(α1)
, (4.1)
ou` K(α1) est de´finie par (2.8). Alors le proble`me (1.1)-(1.3) admet une solution (u, p)
dans V2 ×H1(Ω). De plus u satisfait la borne supe´rieure:
‖u‖V2 ≤
ν
α1
−
√
ν2
α21
− 4C1C(α1)(
√
2
α1
P‖f‖L2(Ω) + ‖rot f‖L2(Ω))
2C1C(α1)
. (4.2)
De´monstration. Les hypothe`ses du The´ore`me 4.1 sont les meˆmes que celles du The´ore`me
3.5. On peut donc appliquer ce dernier et obtenir une suite {um}m≥1 borne´e dans V2,
ve´rifiant la majoration (3.18), telle que um soit une solution de (2.2). Par injection com-
pacte de V2 dans H
2(Ω)3, on peut extraire une sous-suite, encore note´e {um} telle que
lim
m→∞um = u dans V2 faible,
lim
m→∞um = u dans H
2(Ω)3 fort.
Passons a` la limite dans l’e´quation (2.2). La convergence dans H2(Ω)3 fort implique
lim
m→∞ ν(∇um,∇wj) = ν(∇u,∇wj).
Utilisant (I.4.3), nous obtenons
(rot(um − α1∆um)× um,wj) = b(um; um,wj) + α1(b(wj; ∆um,um)− b(um; ∆um,wj)).
On a
b(um; um,wj) =
3∑
i,k=1
∫
Ω
um,i
∂um,k
∂xi
wj,k dx.
La convergence dans H2(Ω)3 fort donne
lim
m→∞um,i
∂um,k
∂xi
= ui
∂uk
∂xi
pp dans Ω
et, puisque um est borne´ dans V2,
um,i
∂um,k
∂xi
est borne´ dans L2(Ω).
De la`
lim
m→∞um,i
∂um,k
∂xi
= ui
∂uk
∂xi
dans L2(Ω) faible.
D’ou` on de´duit
lim
m→∞ b(um; um,wj) = b(u; u,wj).
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Ensuite, l’antisyme´trie de b implique
b(um; ∆um,wj) = −b(um; wj,∆um) = −
3∑
i,k=1
∫
Ω
um,i∆um,k
∂wj,k
∂xi
dx.
On a encore, par convergence forte dans H2(Ω)3 de um,
lim
m→∞um,i∆um,k = ui∆uk pp dans Ω
et, puisque um,i∆um,k est borne´ dans L
2(Ω), on obtient
lim
m→∞um,i∆um,k = ui∆uk dans L
2(Ω) faible.
De la`
lim
m→∞ b(um; ∆um,wj) = b(u; ∆u,wj).
De meˆme, on obtient
lim
m→∞ b(wj; ∆um,um) = b(wj; ∆u,u).
Utilisant ces convergences, nous avons, pour tout j ≥ 1,
ν(∇u,∇wj) + (rot(u− α1∆u)× u,wj) = (f ,wj)
et par densite´, pour tout v ∈ V ,
ν(∇u,∇v) + (rot(u− α1∆u)× u,v) = (f ,v).
Puisque V = {ϕ ∈ D(Ω)3; divϕ = 0} est dense dans H, cette e´galite´ implique
−ν∆u + rot(u− α1∆u)× u− f appartient a` H⊥.
De la`, il existe p ∈ H1(Ω) tel que
−ν∆u + rot(u− α1∆u)× u− f = −∇p.
Donc u est solution de (1.1). Puisque u ∈ V2, (1.2) et (1.3) sont ve´rifie´s. Enfin, par
semi-continuite´ infe´rieure de la norme pour la topologie faible, u ve´rifie (4.2).
4
The´ore`me 4.2 Sous les hypothe`ses du The´ore`me 4.1, le proble`me (1.1)-(1.3) admet une
solution unique dans V2. De plus cette solution ve´rifie la majoration (4.2).
De´monstration. Le The´ore`me 4.1 implique l’existence d’une solution u du proble`me
(1.1)-(1.3), ve´rifiant la majoration (4.2). Soit u∗ une solution quelconque dans V2 du
proble`me (1.1)-(1.3) avec le meˆme second membre f . Pour de´montrer l’unicite´, il suffit de
prouver u∗ = u. La de´monstration est analogue a` celle du Lemme 2.2. Clairement u est
solution de l’e´quation variationnelle
∀v ∈ V , ν(∇u,∇v) + (rot(u− α1∆u)× u,v) = (f ,v) (4.3)
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et u∗ est solution de la meˆme e´quation. Posons
U = u− u∗.
Alors U satisfait l’e´galite´, pour tout v dans V ,
ν(∇U,∇v) + (rot(U− α1∆U)× u,v) + (rot(u∗ − α1∆u∗)×U,v) = 0.
On choisit v = U et on remarque que (z×w,w) = 0. D’ou` U ve´rifie l’e´galite´
ν|U|2H1(Ω) + (rot(U− α1∆U)× u,U) = 0. (4.4)
De manie`re analogue a` (2.15), nous avons
|(rot(U− α1∆U)× u,U)| ≤ K(α1)‖u‖V2|U|2H1(Ω), (4.5)
ou` K(α1) est donne´e par (2.8). On remarque que (4.2) s’e´crit
‖u‖V2 ≤ ρ1(f),
ou` ρ1(f) est de´fini dans le Lemme 3.1. Utilisant cette majoration dans (4.5) et substituant
dans (4.4), on obtient
(ν −K(α1)ρ1(f))|U|2H1(Ω) ≤ 0. (4.6)
Enfin le Lemme 3.3 implique ν −K(α1)ρ1(f) > 0. De la` U = 0.
4
Les deux the´ore`mes pre´ce´dents permettent de de´montrer un the´ore`me de continuite´
des solutions du proble`me (1.1)-(1.3) par rapport aux donne´es.
The´ore`me 4.3 Soit Ω un ouvert de IR3, borne´ et simplement connexe avec une frontie`re
Γ de classe C3,1. Pour i = 1, 2, soit fi donne´ dans H(rot; Ω), suffisamment petit pour
satisfaire √
2
α1
P‖fi‖L2(Ω) + ‖rot fi‖L2(Ω) < ν
2
2α1K(α1)
, (4.7)
ou` K(α1) est de´finie par (2.8). Si ui est la solution du proble`me (1.1)-(1.3) associe´e au
second membre fi, alors on a la majoration:
|u2 − u1|H1(Ω) ≤ 2P
νL(α1)
‖f2 − f1‖L2(Ω), (4.8)
ou` L(α1) est de´finie par (3.15).
De´monstration. On applique la meˆme me´thode que dans le Lemme 2.2. Si on pose
U = u2 − u1,
on peut ve´rifier que
ν|U|2H1(Ω) + (rot(U− α1∆U)× u2,U) = (f2 − f1,U). (4.9)
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Nous avons la relation analogue a` (2.15)
|(rot(U− α1∆U)× u2,U)| ≤ K(α1)‖u2‖V2|U|2H1(Ω), (4.10)
ou` K(α1) est donne´e par (2.8). On remarque que, d’apre`s le The´ore`me 4.2, on a
‖u2‖V2 ≤ ρ1(f2).
De la`, avec (4.10) et Poincare´, (4.9) implique
ν|U|2H1(Ω) ≤ K(α1)ρ1(f2)|U|2H1(Ω) + P‖f2 − f1‖L2(Ω)|U|H1(Ω).
Le Lemme 3.3 permet alors de conclure.
4
5 Re´gularite´, solution classique
Dans ce paragraphe, nous supposons que le proble`me (1.1)-(1.3) a une solution u dans
V2. Nous supposons que Ω est un ouvert borne´ de IR
3, simplement connexe, avec une
frontie`re Γ =
⋃p
i=1 Γi (Γi connexe) au moins de classe C
3,1.
5.1 Introduction
Nous aurons besoin des re´sultats de la Remarque I.2.3, dont nous donnons ici la
de´monstration.
Lemme 5.1 Supposons que Ω soit un ouvert borne´ de IR3, simplement connexe. Pour
tout entier m ≥ 0, si la frontie`re Γ est de classe Cm+2,1 et si v appartient a` V avec
rot (v − α1∆v) dans Hm(Ω)3 , alors v appartient a` Hm+3(Ω)3 et il existe une constante
Km(α1) telle que
‖v‖Hm+3(Ω) ≤ Km(α1)‖rot(v − α1∆v)‖Hm(Ω). (5.1)
De´monstration. Puisque v− α1∆v appartient a` H−1(Ω)3 et rot(v− α1∆v) au moins a`
L2(Ω)3, on peut montrer que
< rot(v − α1∆v).n, 1 >Γi= 0 pour 0 ≤ i ≤ p.
Posons
y = rot(v − α1∆v).
Alors on a
y ∈ Hm(Ω)3 , div y = 0 et < y.n, 1 >Γi= 0 pour 0 ≤ i ≤ p.
De la`, on de´duit qu’il existe ψ dans X(Ω) tel que
y = rotψ et divψ = 0 dans Ω , ψ.n = 0 sur Γ.
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Puisque ψ ∈ L2(Ω)3, rotψ ∈ Hm(Ω)3, divψ = 0 ∈ Hm(Ω) et ψ.n = 0 ∈ Hm+ 12 (Γ) avec Γ
de classe Cm+2,1, le The´ore`me II.1.9 implique que
ψ appartient a` Hm+1(Ω)3.
De plus, puisque ψ ∈ XT (Ω), on a
‖ψ‖H1(Ω) ≤ C‖rotψ‖L2(Ω).
Ainsi il existe une constante Cm telle que
‖ψ‖Hm+1(Ω) ≤ Cm‖rotψ‖Hm(Ω). (5.2)
Le fait que Ω soit simplement connexe implique qu’il existe p dans L2(Ω) tel que
v − α1∆v +∇p = ψ.
De la re´gularite´ de Γ et ψ dans ce proble`me de Stokes, on de´duit que v appartient a`
Hm+3(Ω)3 et il existe une constante K ′m(α1) telle que
‖v‖Hm+3(Ω) ≤ K ′m(α1)‖ψ‖Hm+1(Ω). (5.3)
Finalement, on obtient
‖v‖Hm+3(Ω) ≤ CmK ′m(α1)‖rot(v − α1∆v)‖Hm(Ω),
d’ou` (5.1) suit avec Km(α1) = CmK
′
m(α1).
4
Soit u une solution de (1.1)-(1.3) dans V2. Prenant le rot de l’e´quation (1.1) en utilisant
l’identite´
rot(v ×w) = w.∇v − v.∇w + (div w)v − (div v)w,
nous obtenons
ν
α1
rot(u− α1∆u) + u.∇(rot(u− α1∆u))− rot(u− α1∆u).∇u = rot f + ν
α1
rot u. (5.4)
Soit m ≥ 1. Puisque nous savons que la solution u du proble`me (1.1)-(1.3) existe,
la pre´ce´dente e´quation nous conduit a` re´soudre l’e´quation de transport suivante, obtenue
quand on remplace rot(u− α1∆u) par z:
Pour u donne´ dans V2, f donne´ dans L
2(Ω)3 avec rot f dans Hm(Ω)3, chercher z dans
Hm(Ω)3 solution de:
ν
α1
z + u.∇z− z.∇u = rot f + ν
α1
rot u. (5.5)
Remarquons que, sous l’hypothe`se f dans H(rot; Ω), si u est solution dans V2 de (1.1)-
(1.3), l’e´quation (5.4) montre que z = rot(u−α1∆u) est solution dans L2(Ω)3 de l’e´quation
(5.5).
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5.2 Re´gularite´ H4 de la solution
On suppose ici f dans L2(Ω)3 avec rot f dansH1(Ω)3. Pour construire une solution dans
H1(Ω)3 du proble`me (5.5), on discre´tise (5.5) en utilisant la meˆme base qu’au Paragraphe
I.6.3. Le proble`me discre´tise´ s’e´crit:
Chercher
zm =
m∑
j=1
cj,mwj,
solution, pour 1 ≤ i ≤ m, de
ν
α1
(zm,wi) + b(u; zm,wi)− b(zm; u,wi) = (rot f ,wi) + ν
α1
(rot u,wi). (5.6)
Le proble`me (5.6) est un syste`me line´aire m×m. La matrice A = (aij) du syste`me est
donne´e par:
aij =
ν
α1
(wj,wi) + b(u; wj,wi)− b(wj; u,wi).
Soit ξ ∈ IRm, posons
v =
m∑
j=1
ξjwj.
Alors nous avons, compte tenu de l’antisyme´trie de b,
Aξ.ξ =
ν
α1
‖v‖2L2(Ω) − b(v; u,v).
Du Lemme I.3.5, de (I.2.15) et de (1.7), on de´duit
Aξ.ξ ≥ ‖v‖2L2(Ω)(
ν
α1
− C1C(α1)‖u‖V2). (5.7)
Donc, sous l’hypothe`se ‖u‖V2 <
ν
C1α1C(α1)
, la forme quadratique ξ → Aξ.ξ est de´finie
positive. La matrice A est alors inversible, ce qui implique que le proble`me (5.6) a une
solution zm unique dans H
1(Ω)3. Nous avons de´montre´ le re´sultat suivant.
Lemme 5.2 Supposons que Ω soit un ouvert borne´ de IR3, simplement connexe, avec une
frontie`re Γ de classe C3,1. Si rot f est dans L2(Ω)3 et si u est dans V2 assez petit pour
ve´rifier
‖u‖V2 <
ν
C1α1C(α1)
,
alors le proble`me (5.6) admet une solution zm unique dans H
1(Ω)3.
Pour passer a` la limite dans (5.6), il suffit de montrer que la solution zm est borne´e
dans H1(Ω)3. Pre´cise´ment, on de´montre le re´sultat suivant.
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Lemme 5.3 En plus des hypothe`ses du Lemme 5.2, supposons que rot f soit dans H1(Ω)3
et que u ve´rifie
‖u‖V2 ≤ ρ, avec ρ <
ν
(2C1 + C
3/2
2 )α1C(α1)
. (5.8)
Alors la solution zm de (5.6) est borne´e comme suit:
‖zm‖H1(Ω) ≤
√
2C(α1)νρ+ α1‖rot f‖H1(Ω)
ν − (2C1 + C3/22 )α1C(α1)ρ
. (5.9)
De´monstration. Multipliant les deux membres de (5.6) par λjcj,m, appliquant (I.6.13) et
sommant par rapport a` j, on obtient
ν
α1
‖zm‖2H1(Ω) + (∇(u.∇zm),∇zm)− (zm.∇u, zm)
−(∇(zm.∇u),∇zm) = (rot f + ν
α1
rot u, zm)H1(Ω). (5.10)
Tous ces termes sont bien de´finis, par suite des re´gularite´s de wj et u. Le seul terme qui
pose un proble`me dans (5.10) est (∇(u.∇zm),∇ zm), car il fait intervenir la de´rive´e seconde
de zm qui ne peut pas eˆtre controˆle´e par les termes positifs du membre de gauche. Comme
dans le Paragraphe I.6.3, on de´veloppe ce terme, et la formule de Green donne
(ul
∂2zm,i
∂xk∂xl
,
∂zm,i
∂xk
) = −(div u, 1
2
|∇zm|2) = 0,
car u appartient a` V . Donc
(∇(u.∇zm),∇zm) =
3∑
k=1
b(
∂u
∂xk
; zm,
∂zm
∂xk
).
De la`, avec (1.7), nous de´duisons une majoration analogue a` (I.6.18):
|(∇(u.∇zm),∇zm)| ≤ C1C(α1)‖u‖V2|zm|2H1(Ω). (5.11)
De meˆme, par les meˆmes proce´de´s, on obtient des majorations analogues a` (I.6.19) et
(I.6.24):
|(zm.∇u, zm)| ≤ C1C(α1)‖u‖V2‖zm‖2L2(Ω). (5.12)
|(∇(zm.∇u),∇ zm)| ≤ C(α1)‖u‖V2(C1|zm|2H1(Ω) + C3/22 ‖zm‖H1(Ω)|zm|H1(Ω)). (5.13)
Conside´rant le second membre, le Lemme I.3.3 donne
‖rot u‖H1(Ω) ≤
√
2‖u‖H2(Ω).
Finalement, rassemblant les ine´galite´s pre´ce´dentes et simplifiant par ‖zm‖H1(Ω), on obtient
ν
α1
‖zm‖H1(Ω) ≤ (2C1 +C3/22 )C(α1)‖u‖V2‖zm‖H1(Ω) + ‖rot f‖H1(Ω) +
√
2ν
α1
‖u‖H2(Ω). (5.14)
Conside´rant que ‖u‖H2(Ω) ≤ ‖u‖H3(Ω) ≤ C(α1)‖u‖V2 et utilisant les hypothe`ses de l’e´nonce´,
on obtient (5.9).
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Lemme 5.4 En plus des hypothe`ses du The´ore`me 4.1, supposons que rot f appartienne a`
H1(Ω)3. Alors le proble`me (5.5) admet une solution dans H1(Ω)3.
De´monstration. Tout d’abord, en appliquant les The´ore`mes 4.1 et 4.2, on obtient
l’existence et l’unicite´ d’une solution u de (1.1)-(1.3), ve´rifiant la majoration
‖u‖V2 ≤ ρ1(f).
Du Lemme 3.3, on de´duit
‖u‖V2 <
ν
K(α1)
. (5.15)
D’une part, puisque
ν
K(α1)
<
ν
C1α1C(α1)
,
le Lemme 5.2 donne l’existence d’une solution unique zm du proble`me 5.6. D’autre part,
puisque
ν
K(α1)
<
ν
(2C1 + C
3/2
2 )α1C(α1)
,
nous pouvons appliquer le Lemme 5.3 avec ρ =
ν
K(α1)
et nous de´duisons, pour tout m ≥ 1,
‖zm‖H1(Ω) ≤
√
2C(α1)ν
2 + α1K(α1)‖rot f‖H1(Ω)
νK(α1)− (2C1 + C3/22 )α1C(α1)ν
.
Utilisant l’expression de K(α1), nous obtenons, pour tout m ≥ 1,
‖zm‖H1(Ω) ≤
√
2C(α1)ν
2 + α1K(α1)‖rot f‖H1(Ω)√P2 + 1C3/22 C(α1)ν
. (5.16)
Il de´coule de (5.16) que la suite {zm} est uniforme´ment borne´e par rapport a` m dans
H1(Ω)3. De la`, il existe une fonction z dans H1(Ω)3 et une sous-suite de {zm}, encore
note´e {zm}, telles que
lim
m→∞ zm = z dans H
1(Ω)3 faible.
Puisque le proble`me est line´aire, nous pouvons facilement passer a` la limite dans (5.6) et
montrer que z ∈ H1(Ω)3 satisfait (5.5).
4
Suivant la remarque qui suit l’e´quation (5.5), z et rot(u− α1∆u) sont deux solutions
de (5.5) dans L2(Ω)3. Pour obtenir z = rot(u − α1∆u), il suffit donc de de´montrer que
(5.5) n’a qu’une solution dans L2(Ω)3, c’est-a`-dire que le proble`me:
Chercher ζ dans L2(Ω)3, solution de:
ν
α1
ζ + u.∇ζ − ζ.∇u = 0, (5.17)
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a une solution unique, qui est 0.
On proce`de par transposition. Le lemme suivant e´tablit une formulation variationnelle
e´quivalente du proble`me (5.17). On de´finit la notation ∇u.ϕ par, pour i = 1, 2, 3,
(∇u.ϕ)i =
3∑
j=1
∂uj
∂xi
ϕj.
Lemme 5.5 Le proble`me (5.17) admet la formulation variationnelle e´quivalente:
Chercher ζ dans L2(Ω)3, solution de:
∀ϕ ∈ H1(Ω)3 , (ζ,− ν
α1
ϕ+ u.∇ϕ+∇u.ϕ) = 0. (5.18)
De´monstration. Soient ζ solution de (5.18) et ϕ ∈ D(Ω)3. Conside´rant que
(ζ,∇u.ϕ) = (ζ.∇u,ϕ),
on a
(u.∇ϕ, ζ) = ( ν
α1
ζ − ζ.∇u,ϕ).
Mais, au sens des distributions, comme div u = 0, on obtient
< u.∇ζ,ϕ >=
3∑
i,j=1
< uj
∂ζi
∂xj
, ϕi >=
3∑
i,j=1
<
∂(ujζi)
∂xj
, ϕi >= −
3∑
i,j=1
< ujζi,
∂ϕi
∂xj
> .
D’ou`
< u.∇ζ,ϕ >= −(u.∇ϕ, ζ).
On en de´duit
−u.∇ζ = ν
α1
ζ − ζ.∇u.
De la`, (5.17) suit.
Re´ciproquement, si ζ est solution de (5.17),
u.∇ζ = ζ.∇u− ν
α1
ζ. (5.19)
Donc u.∇ ζ appartient a` L2(Ω)3 et avec div u = 0, cela donne, pour 1 ≤ i ≤ 3,
div(ζiu) =
3∑
j=1
uj
∂ζi
∂xj
appartient a` L2(Ω).
On en de´duit que ζiu appartient a` H(div; Ω) et si ϕ appartient a` H
1(Ω)3, la formule de
Green donne, pour 1 ≤ i ≤ 3,
(div(ζiu), ϕi) = −(ζiu,∇ϕi),
car u appartient a` V . Ainsi, d’une part
(u.∇ζ,ϕ) = −(u.∇ϕ, ζ). (5.20)
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D’autre part
(ζ.∇u,ϕ) = (∇u.ϕ, ζ). (5.21)
Alors l’e´galite´ (5.18) suit de (5.19), (5.20) et (5.21).
4
Lemme 5.6 Supposons que Ω soit un ouvert borne´ de IR3, simplement connexe, avec une
frontie`re Γ de classe C3,1. Si u est donne´ dans V2, assez petit pour ve´rifier (5.8), alors
l’unique solution de (5.17) est ζ = 0.
De´monstration. Pour tout g dans H1(Ω)3, on e´tudie le proble`me:
Chercher ϕ dans H1(Ω)3, solution de:
− ν
α1
ϕ+ u.∇ϕ+∇u.ϕ = g. (5.22)
Ce proble`me est analogue au proble`me (5.5). On de´finit le proble`me approche´ correspon-
dant. On a les meˆmes majorations et on est conduit a` l’ine´galite´ suivante, similaire a`
(5.14):
ν
α1
‖ϕm‖H1(Ω) ≤ (2C1 + C3/22 )C(α1)‖u‖V2‖ϕm‖H1(Ω) + ‖g‖H1(Ω).
Sous l’hypothe`se (5.8), la suite {ϕm}m≥1 est borne´e dans H1(Ω)3. En passant a` la limite,
on obtient l’existence d’une solution ϕ ∈ H1(Ω)3 pour le proble`me (5.22). Alors toute
solution ζ du proble`me variationnel (5.18) ve´rifie
∀g ∈ H1(Ω)3 , (ζ,g) = 0.
De la`, par densite´, on de´duit ζ = 0. L’unicite´ de la solution de (5.17) de´coule alors du
Lemme 5.5.
4
On va maintenant e´tablir le the´ore`me principal du paragraphe.
The´ore`me 5.7 Soit Ω un ouvert de IR3, borne´ et simplement connexe avec une frontie`re
Γ de classe C3,1. Soit f donne´ dans H(rot; Ω), suffisamment petit pour satisfaire
√
2
α1
P‖f‖L2(Ω) + ‖rot f‖L2(Ω) < ν
2
2α1K(α1)
, (5.23)
ou` K(α1) est de´finie par (2.8). Si, de plus, rot f appartient a` H
1(Ω)3, alors l’unique
solution u dans V2 de (1.1)-(1.3) appartient a` H
4(Ω)3 et on a la majoration
‖u‖H4(Ω) ≤ 4PK(α1)K1(α1)
ν
√P2 + 1C3/22
‖f‖L2(Ω) + α1K(α1)K1(α1)(1 + 2
√
2C(α1))
ν
√P2 + 1C3/22 C(α1)
‖rot f‖H1(Ω),
(5.24)
ou` K1(α1) est de´finie dans le Lemme 5.1.
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De´monstration. Le Lemme 5.4 s’applique et donne l’existence d’une solution z dans
H1(Ω)3 pour le proble`me (5.5). Comme dans la de´monstration du Lemme 5.4, on montre
que, sous la condition (5.23), l’hypothe`se (5.8) est ve´rifie´e avec ρ =
ν
K(α1)
. On applique
alors le Lemme 5.6 d’unicite´, qui donne z = rot(u − α1∆u), ou` u est l’unique solution
dans V2 du proble`me (1.1)-(1.3). De la` rot(u − α1∆u) appartient a` H1(Ω)3 et le Lemme
5.1, avec la re´gularite´ C3,1 de Γ, implique que u appartient a` H4(Ω)3.
De´montrons la majoration (5.24). Reprenons l’ine´galite´ (5.14). Conside´rant que
‖u‖H2(Ω) ≤ ‖u‖H3(Ω) ≤ C(α1)‖u‖V2 , on obtient
(
ν
α1
− (2C1 + C3/22 )C(α1)‖u‖V2)‖zm‖H1(Ω) ≤
√
2ν
α1
C(α1)‖u‖V2 + ‖rot f‖H1(Ω).
Utilisant (5.15), cela devient
‖zm‖H1(Ω) ≤
√
2νC(α1)K(α1)‖u‖V2 + α1K(α1)‖rot f‖H1(Ω)
ν
√P2 + 1C3/22 C(α1)
.
De (3.36), nous de´duisons ‖u‖V2 ≤
2α1
ν
‖|f‖|H(rot;Ω), que nous substituons dans la majora-
tion pre´ce´dente. Cela donne
‖zm‖H1(Ω) ≤
2
√
2α1C(α1)K(α1)‖|f‖|H(rot;Ω) + α1K(α1)‖rot f‖H1(Ω)
ν
√P2 + 1C3/22 C(α1)
.
Enfin, utilisant la de´finition (3.7) de ‖|f‖|H(rot;Ω), on obtient
‖zm‖H1(Ω) ≤ 4K(α1)P
ν
√P2 + 1C3/22
‖f‖L2(Ω) + α1K(α1)(1 + 2
√
2C(α1))
ν
√P2 + 1C3/22 C(α1)
‖rot f‖H1(Ω).
Le passage a` la limite implique que z ve´rifie la meˆme ine´galite´. Enfin, du Lemme 5.1, il
re´sulte que ‖u‖H4(Ω) ≤ K1(α1)‖z‖H1(Ω), d’ou` on de´duit (5.24).
4
5.3 Re´gularite´ H5 de la solution
On de´finit le meˆme proble`me approche´ (5.6) avec wj fonction propre du proble`me
∀v ∈ H2(Ω)3, ((wj,v))2 = λj(wj,v), (5.25)
ou` (( , ))2 repre´sente le produit scalaire dans H
2(Ω)3. La re´gularite´ du proble`me (5.25)
implique que wj est dans H
3(Ω)3 pourvu que Γ soit de classe C2,1. On va de´montrer que,
si rot f appartient a` H2(Ω)3 et si u est assez petit dans V2, la suite {zm}m≥1 est borne´e
dans H2(Ω)3. Pre´cise´ment, on e´tablit le lemme suivant.
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Lemme 5.8 En plus des hypothe`ses du Lemme 5.2, supposons que rot f soit dans H2(Ω)3
et que u ve´rifie
‖u‖V2 ≤ ρ, avec ρ <
ν
4(C1 + C
3/2
2 )α1C(α1)
. (5.26)
Alors la solution zm de (5.6) est borne´e comme suit:
‖zm‖H2(Ω) ≤
√
2C(α1)νρ+ α1‖rot f‖H2(Ω)
ν − 4(C1 + C3/22 )α1C(α1)ρ
. (5.27)
De´monstration. Multipliant les deux membres de (5.6) par λjcj,m, appliquant (5.25) et
sommant par rapport a` j, on obtient
ν
α1
‖zm‖2H2(Ω) + ((u.∇zm, zm))2 − ((zm.∇u, zm))2 = ((rot f +
ν
α1
rot u, zm))2. (5.28)
Le seule terme qui pose un proble`me dans (5.28) est (∂2(u.∇zm), ∂2zm), car il fait intervenir
la de´rive´e troisie`me de zm qui ne peut pas eˆtre controˆle´e par les termes positifs du membre
de gauche. De´veloppons ce terme:
(∂2(u.∇zm), ∂2zm) = ( ∂
2uj
∂xl∂xk
∂zm,i
∂xj
+ 2
∂uj
∂xk
∂2zm,i
∂xl∂xj
+ uj
∂3zm,i
∂xj∂xk∂xl
,
∂2zm,i
∂xk∂xl
).
Mais
(uj
∂3zm,i
∂xj∂xk∂xl
,
∂2zm,i
∂xk∂xl
) = (uj,
1
2
∂
∂xj
(
∂2zm,i
∂xk∂xl
.
∂2zm,i
∂xk∂xl
)) = 0,
car u appartient a` V . De la`, graˆce au Lemme I.3.5 et a` (I.2.16), on a
|(∂2(u.∇zm), ∂2zm)| ≤ 2‖∇u‖L∞(Ω)|zm|2H2(Ω) + C3/22 ‖∂2u‖H1(Ω)‖∇zm‖H1(Ω)|zm|H2(Ω).
Puis de (I.2.15) et (1.7), on de´duit
|(∂2(u.∇zm), ∂2zm)| ≤ C(α1)‖u‖V2(2C1|zm|2H2(Ω) + C3/22 ‖∇zm‖H1(Ω)|zm|H2(Ω)). (5.29)
Ensuite il reste a` e´valuer (∂2(zm.∇u), ∂2zm). De´veloppons ce terme:
(∂2(zm.∇u), ∂2zm) = ( ∂
2zm,j
∂xl∂xk
∂ui
∂xj
+ 2
∂zm,j
∂xk
∂2ui
∂xj∂xl
+ zm,j
∂3ui
∂xj∂xk∂xl
,
∂2zm,i
∂xk∂xl
).
Par la meˆme me´thode que pour le terme pre´ce´dent, on obtient
|(∂2(zm.∇u), ∂2zm)| ≤ C1C(α1)‖u‖V2|zm|H2(Ω)(‖zm‖H2(Ω) + |zm|H2(Ω))
+2C
3/2
2 C(α1)‖u‖V2‖∇zm‖H1(Ω)|zm|H2(Ω). (5.30)
Rassembler (5.11) et (5.29) donne
|((u.∇zm,∇zm))2| ≤ (2C1 + C3/22 )C(α1)‖u‖V2‖zm‖2H2(Ω).
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De meˆme (5.12), (5.13) et (5.30) impliquent
|((zm.∇u,∇zm))2| ≤ (2C1 + 3C3/22 )C(α1)‖u‖V2‖zm‖2H2(Ω).
Substituant ces deux dernie`res ine´galite´s dans (5.28) et simplifiant par ‖zm‖H2(Ω), nous
obtenons
(
ν
α1
− 4(C1 + C3/22 )C(α1)‖u‖V2)‖zm‖H2(Ω) ≤ ‖rot f‖H2(Ω) +
√
2ν
α1
C(α1)‖u‖V2 . (5.31)
De la`, avec l’hypothe`se (5.26), (5.27) suit.
4
Nous sommes en mesure de donner le the´ore`me de majoration H5 de la solution u du
proble`me (1.1)-(1.3).
The´ore`me 5.9 Soit Ω un ouvert de IR3, borne´ et simplement connexe avec une frontie`re
Γ de classe C4,1. Soit f donne´ dans H(rot; Ω), suffisamment petit pour satisfaire
√
2
α1
P‖f‖L2(Ω) + ‖rot f‖L2(Ω) < ν
2
2α1
min (
1
K(α1)
,
1
4(C1 + C
3/2
2 )α1C(α1)
), (5.32)
ou` K(α1) est de´finie par (2.8). Si, de plus, rot f appartient a` H
2(Ω)3, alors l’unique
solution u dans V2 de (1.1)-(1.3) appartient a` H
5(Ω)3 et on a la majoration
‖u‖H5(Ω) ≤ 8K2(α1)C(α1)
νL(α1)
P‖f‖L2(Ω) + 2α1K2(α1)(1 + 2
√
2C(α1))
νL(α1)
‖rot f‖H2(Ω), (5.33)
ou` L(α1) est de´finie par (3.15) et K2(α1) est de´finie dans le Lemme 5.1.
De´monstration. L’hypothe`se (5.32) implique l’existence et l’unicite´ de la solution u de
(1.1)-(1.3) et on a la majoration ‖u‖V2 ≤ ρ1(f). Conside´rant l’ine´galite´ (3.36), on a
‖u‖V2 ≤
2α1
ν
‖|f‖|H(rot;Ω). (5.34)
De (5.32), on de´duit
‖|f‖|H(rot;Ω) < ν
2
8(C1 + C
3/2
2 )α
2
1C(α1)
,
ou, de manie`re e´quivalente,
2α1
ν
‖|f‖|H(rot;Ω) < ν
4(C1 + C
3/2
2 )α1C(α1)
. (5.35)
Graˆce a` (5.34) et (5.35), on peut appliquer le Lemme 5.8 avec ρ =
2α1
ν
‖|f‖|H(rot;Ω) et
obtenir une suite {zm}m≥1 borne´e dans H2(Ω)3. La convergence faible dans H2(Ω)3 nous
permet de passer a` la limite dans (5.6) et d’obtenir une solution z dans H2(Ω)3 du proble`me
(5.5). Sous la condition (5.32), on peut encore appliquer le Lemme 5.6 d’unicite´, qui donne
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z = rot(u − α1∆u). De la` rot(u − α1∆u) appartient H2(Ω)3 et le Lemme 5.1, avec la
re´gularite´ C4,1 de Γ, implique que u appartient a` H5(Ω)3.
De´montrons la majoration (5.33). Reprenons les calculs du Lemme 3.3 :
ρ1(f) =
2‖|f‖|H(rot;Ω)
ν
α1
+
√
ν2
α21
− 4C1C(α1)‖|f‖|H(rot;Ω)
.
Substituant (3.14) dans le de´nominateur de ρ1(f), on obtient
ρ1(f) ≤ 2α1‖|f‖|H(rot;Ω)
ν(1 +
√
1− 2C1α1C(α1)
K(α1)
)
.
Mais √√√√1− 2C1α1C(α1)
K(α1)
= L(α1).
D’ou`
ρ1(f) ≤ 2α1‖|f‖|H(rot;Ω)
ν(1 + L(α1))
.
De la`, avec (5.32) et ‖u‖V2 ≤ ρ1(f), on de´duit
‖u‖V2 ≤
ν
4(C1 + C
3/2
2 )α1C(α1)(1 + L(α1))
.
Substituant cette ine´galite´ dans (5.31) et remarquant que L(α1) ≤ 1, on a
‖zm‖H2(Ω) ≤ 2α1
νL(α1)
(‖rot f‖H2(Ω) +
√
2ν
α1
C(α1)‖u‖V2).
Alors (5.34) implique
‖zm‖H2(Ω) ≤ 2α1
νL(α1)
‖rot f‖H2(Ω) + 4
√
2α1C(α1)
νL(α1)
‖|f‖|H(rot;Ω).
Puis, remplacer ‖|f‖|H(rot;Ω) par son expression, donne
‖zm‖H2(Ω) ≤ 8C(α1)
νL(α1)
P‖f‖L2(Ω) + 2α1(1 + 2
√
2C(α1))
νL(α1)
‖rot f‖H2(Ω).
Passant a` la limite, on de´duit que z ve´rifie la meˆme majoration. Remarquant que le Lemme
5.1 implique ‖u‖H5(Ω) ≤ K2(α1)‖z‖H2(Ω), on obtient la majoration (5.33).
4
Contrairement a` ce qui se passe pour la re´gularite´ H4, la condition sur f dans H(rot; Ω),
qui assure l’existence et l’unicite´ de la solution u dans V2 du proble`me (1.1)-(1.3), n’est
pas suffisante pour produire, prenant rot f dans H2(Ω)3, la re´gularite´ H5. Autrement
dit, pour avoir la re´gularite´ H5, on est oblige´ d’imposer a` f d’eˆtre un peu plus petit dans
H(rot; Ω). Cette situation ne se produit pas dans le cas d’e´volution, sans doute a` cause de
l’effet stabilisant de la de´rive´e par rapport au temps. Ainsi, ce phe´nome`ne de diminution
de l’intervalle d’existence, en fonction de la re´gularite´, serait le produit de la non-line´arite´,
non compense´e par un effet stabilisant.
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5.4 Re´gularite´: ge´ne´ralisation et solution classique
Par induction, on de´montre le re´sultat suivant.
The´ore`me 5.10 Soient un entier m ≥ 2 et Ω un ouvert de R3, borne´ et simplement
connexe avec une frontie`re Γ de classe Cm+2,1. Supposons que f soit dans L2(Ω)3 et rot f
dans Hm(Ω)3. Il existe deux constantes am et bm telles que, si f ve´rifie
am‖f‖L2(Ω) + bm‖rot f‖Hm−2(Ω) < 1, (5.36)
alors l’unique solution u dans V2 du proble`me (1.1)-(1.3) appartient a` H
m+3(Ω)3. De plus
il existe deux constantes cm et dm telles que
‖u‖Hm+3(Ω) ≤ cm‖f‖L2(Ω) + dm‖rot f‖Hm(Ω). (5.37)
De´monstration. Le The´ore`me 5.9 montre que le the´ore`me est vrai pour m = 2 avec
a2 =
2
√
2P
ν2
max (K(α1), 4(C1 + C
3/2
2 )α1C(α1)),
b2 =
2α1
ν2
max (K(α1), 4(C1 + C
3/2
2 )α1C(α1)),
c2 =
8K2(α1)C(α1)P
νL(α1)
et d2 =
2α1K2(α1)(1 + 2
√
2C(α1))
νL(α1)
.
Supposons le re´sultat du the´ore`me vrai jusqu’a` l’ordrem−1, pourm ≥ 3 et de´montrons-
le a` l’ordre m. Pour commencer, nous supposons la condition (5.23) ve´rifie´e, ce qui implique
l’ existence et l’unicite´ de la solution u dans V2 du proble`me (1.1)-(1.3) et l’unicite´ de la
solution z dans L2(Ω)3 du proble`me (5.5). Remarquons qu’alors z = rot(u − α1∆u). Il
nous reste donc a` prouver que le proble`me (5.5) admet une solution z dans Hm(Ω)3.
On de´finit le meˆme proble`me approche´ (5.6) que pre´ce´demment avec wj dans H
m(Ω)3,
fonction propre du proble`me
∀v ∈ Hm(Ω)3, ((wj,v))m = λj(wj,v), (5.38)
ou` (( , ))m repre´sente le produit scalaire dans H
m(Ω)3. La re´gularite´ du proble`me (5.38)
implique que wj est dans H
m+1(Ω)3, pourvu que Γ soit de classe Cm,1. Le proble`me
approche´ s’e´crit sous la forme suivante, ayant remplace´ la solution approche´e zm par zp
afin d’e´viter les confusions de notations:
ν
α1
(zp,wj) + (u.∇zp,wj)− (zp.∇u,wj) = (rot f + ν
α1
rot u,wj). (5.39)
Utilisant la base spe´ciale de´finie par (5.38), on obtient
ν
α1
‖zp‖2Hm(Ω) + ((u.∇zp, zp))m − ((zp.∇u, zp))m = ((rot f +
ν
α1
rot u, zp))m. (5.40)
Nous avons de´ja` majore´ |((u.∇zp, zp))m| dans le Paragraphe I.7.1, mais il faut ici affiner les
majorations. Rappelons que
((u.∇zp, zp))m =
∑
|α+β|≤m
|β|≤m−1
Cα,β(∂
αu.∇(∂βzp), ∂α+βzp).
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Il nous faut donc majorer des termes du type (∂αu.∇(∂βzp), ∂α+βzp), avec
|α + β| ≤ m et |β| ≤ m− 1. (5.41)
Distinguons les cas |α| = m et |α| ≤ m − 1. D’une part, pour |α| = m, conside´rant que
m ≥ 3 , on a, graˆce au Lemme I.3.5 et a` (I.2.16),
|(∂αu.∇(∂zp), ∂αzp)| ≤ ‖∂αu‖L4(Ω)‖∇zp‖L4(Ω)‖∂αzp‖L2(Ω)
≤ C3/22 ‖u‖Hm+1(Ω)‖zp‖2Hm(Ω).
D’autre part, pour |α| ≤ m− 1, |β| ≤ m− 1 et |α + β| ≤ m, en utilisant le Lemme I.3.5,
on a
|(∂αu.∇(∂βzp), ∂α+βzp)| ≤ ‖∂αu‖L∞(Ω)‖∇(∂βzp‖L2(Ω)‖∂α+βzp‖L2(Ω).
Alors (I.2.13) et (I.2.6), tenant compte des hypothe`ses sur α et β, impliquent
|(∂αu.∇(∂βzp), ∂α+βzp)| ≤ C1‖u‖Hm+1(Ω)‖zp‖2Hm(Ω).
Finalement on obtient
|((u.∇zp, zp))m| ≤ C ′m‖u‖Hm+1(Ω)‖zp‖2Hm(Ω), (5.42)
ou` C ′m est une constante de´pendant de m, C2 et C1. De meˆme, pour ((zp.∇u, zp))m, on
distingue les cas |α| = m, |β| = m, puis |α| ≤ m− 1 et |β| ≤ m− 1. En premier lieu, pour
|α| = m,
|(zp.∇(∂αu), ∂αzp)| ≤ ‖zp‖L∞(Ω)‖∇(∂αu)‖L2(Ω)‖∂αzp‖L2(Ω) ≤ C1‖u‖Hm+1(Ω)‖zp‖2Hm(Ω).
Puis, pour |β| = m, conside´rant que m ≥ 3,
|(∂βzp.∇u, ∂βzp)| ≤ ‖∇u‖L∞(Ω)‖∂βzp‖2L2(Ω) ≤ C1‖u‖Hm+1(Ω)‖zp‖2Hm(Ω).
Enfin les conditions |α + β| ≤ m, |α| ≤ m− 1 et |β| ≤ m− 1 impliquent
|(∂βzp.∇(∂αu), ∂α+βzp)| ≤ ‖∂βzp‖L4(Ω)‖∇(∂αu)‖L4(Ω)‖∂α+βzp‖L2(Ω)
≤ C3/22 ‖u‖Hm+1(Ω)‖zm‖2Hm(Ω).
D’ou` la majoration
|((zp.∇u, zp))m| ≤ C ′′m‖u‖Hm+1(Ω)‖zp‖2Hm(Ω), (5.43)
ou` C ′′m est une constante de´pendant de m, C1 et C2. De plus, graˆce au Lemme I.3.3,
|((rot u, zp))m| ≤
√
2‖u‖Hm+1(Ω)‖zp‖Hm(Ω). (5.44)
Substituant (5.42), (5.43) et (5.44) dans (5.40) et simplifiant par ‖zp‖Hm(Ω), on obtient
(
ν
α1
− (C ′m + C ′′m)‖u‖Hm+1(Ω))‖zp‖Hm(Ω) ≤
√
2ν
α1
‖u‖Hm+1(Ω) + ‖rot f‖Hm(Ω). (5.45)
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On distingue deux cas.
Si m = 3, on impose la condition (5.23), que l’on e´crit sous la forme
a1‖f‖L2(Ω) + b1‖rot f‖L2(Ω) < 1,
avec
a1 =
2
√
2PK(α1)
ν2
et b1 =
2α1K(α1)
ν2
.
Sous cette condition, le The´ore`me 5.7 donne
‖u‖H4(Ω) ≤ c1‖f‖L2(Ω) + d1‖rot f‖H1(Ω),
avec
c1 =
4PK(α1)K1(α1)
ν
√P2 + 1C3/22
et d1 =
α1K(α1)K1(α1)(1 + 2
√
2C(α1))
ν
√P2 + 1C3/22 C(α1)
.
Si m ≥ 4, on impose la condition
am−2‖f‖L2(Ω) + bm−2‖rot f‖Hm−4(Ω) < 1. (5.46)
Alors nous avons, par hypothe`se de re´currence,
‖u‖Hm+1(Ω) ≤ cm−2‖f‖L2(Ω) + dm−2‖rot f‖Hm−2(Ω). (5.47)
De la`, utilisant cette ine´galite´, qui est aussi ve´rifie´e pour m = 3, graˆce aux de´finitions
pre´ce´dentes de c1 et d1, (5.45) devient
(
ν
α1
− (C ′m + C ′′m)(cm−2‖f‖L2(Ω) + dm−2‖rot f‖Hm−2(Ω)))‖zp‖Hm(Ω)
≤
√
2ν
α1
(cm−2‖f‖L2(Ω) + dm−2‖rot f‖Hm−2(Ω)) + ‖rot f‖Hm(Ω). (5.48)
Imposons enfin la condition
cm−2‖f‖L2(Ω) + dm−2‖rot f‖Hm−2(Ω) < ν
2α1(C ′m + C ′′m)
. (5.49)
Alors, on obtient
‖zp‖Hm(Ω) ≤ 2
√
2cm−2‖f‖L2(Ω) + (2
√
2dm−2 +
2α1
ν
)‖rot f‖Hm(Ω). (5.50)
En conclusion, posons, pour m ≥ 3,
am = sup (a1, am−2, am−1,
2
ν
α1(C
′
m + C
′′
m)cm−2)
et
bm = sup (b1, bm−2, bm−1,
2
ν
α1(C
′
m + C
′′
m)dm−2).
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Ces deux suites sont bien de´finies par les valeurs de de´part a1, b1, a2, b2, c1, d1, c2 et d2,
donne´es dans le cours de la de´monstration. Alors, sous la condition
am‖f‖L2(Ω) + bm‖rot f‖Hm−2(Ω) < 1,
les trois conditions (5.23), (5.46) et (5.49) sont ve´rifie´es et la suite {zp}p≥1 est borne´e,
uniforme´ment par rapport a` p, dans Hm(Ω)3. Passant a` la limite dans l’e´quation (5.6) par
convergence faible dans Hm(Ω)3, on de´duit l’existence d’une solution z dans Hm(Ω)3 pour
le proble`me (5.5). Alors rot(u − α1∆u) appartient a` Hm(Ω)3 et le Lemme 5.1, compte
tenu de la re´gularite´ de Γ, implique que u appartient a` Hm+3(Ω)3. Par passage a` la limite,
on obtient que z ve´rifie aussi (5.50). Du Lemme 5.1, on de´duit que
‖u‖Hm+3(Ω) ≤ Km(α1)‖z‖Hm(Ω).
Cette ine´galite´, avec (5.50), implique (5.37) avec
cm = 2
√
2cm−2Km(α1) et dm = (2
√
2dm−2 +
2α1
ν
)Km(α1).
4
Nous ferons une remarque analogue a` celle faite a` la fin du Paragraphe 5.3. L’existence
d’une solution Hm est lie´e aux deux suites {am} et {bm}. Inopportune´ment, les suites {am}
et {bm} sont croissantes, ce qui implique que les conditions d’existence des solutions Hm
sont de plus en plus restrictives a` mesure que m augmente.
Les the´ore`mes de Sobolev conduisent a` l’existence d’une solution classique.
The´ore`me 5.11 Sous les hypothe`ses du The´ore`me 5.9, le proble`me (1.1)-(1.3) admet une
solution unique (u, p) dans C3(Ω)3 × (C1(Ω)/IR).
De´monstration. Le The´ore`me 5.9 implique l’existence d’une solution unique u dans
H5(Ω)3 pour le proble`me (1.1)-(1.3). L’inclusion continue de H5(Ω) dans C3(Ω), donne´e
par Sobolev, nous donne u dans C3(Ω)3.
Puisque f + ν∆u − rot(u − α1∆u) × u appartient a` H⊥ ∩ (H2(Ω)3), il existe p dans
H3(Ω) tel que le couple (u, p) est solution de (1.1). Alors, de nouveau par Sobolev, p
appartient a` C1(Ω).
4
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Chapitre IV
Fluide de grade deux
dans le cas stationnaire
avec Ω non simplement connexe
1 Introduction
Dans ce chapitre, on se propose d’e´tudier le meˆme proble`me qu’au chapitre pre´ce´dent,
mais dans le cas ou` Ω n’est pas simplement connexe. Rappelons l’e´nonce´ du proble`me:
Chercher une fonction a` valeurs vectorielles u = (u1, u2, u3) et une fonction scalaire p
de´finies dans Ω, solution de :
−ν∆u + rot(u− α1∆u)× u +∇p = f dans Ω, (1.1)
div u = 0 dans Ω, (1.2)
avec des conditions de Dirichlet homoge`nes sur la frontie`re:
u = 0 sur Γ. (1.3)
Rappelons quelques de´finitions et re´sultats obtenus dans le Chapitre II.
Soit Ω un ouvert borne´ de IR3 avec Γ au moins de classe C1,1. Soit l’ope´rateur P de
projection de Helmholtz. Alors il existe une constante C1(α1) telle que
∀v ∈ V ∩H2(Ω)3 , ‖v‖H2(Ω) ≤ C1(α1)‖P (v − α1∆v)‖L2(Ω). (1.4)
On introduit de nouveau l’espace
V2 = {v ∈ V ∩H2(Ω)3; rot(v − α1∆v) ∈ L2(Ω)3}.
On munit V2 du produit scalaire
(u,v)V2 = (P (u− α1∆u), P (v − α1∆v)) + (rot(u− α1∆u), rot(v − α1∆v)) (1.5)
et de la norme associe´e
‖v‖V2 = (v,v)1/2V2 . (1.6)
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Soit Ω un domaine borne´ de IR3, avec une frontie`re Γ de classe C2,1. On rappelle (cf.
Paragraphes II.1 et II.2) le re´sultat fondamental suivant: l’espace V2 est inclus dans H
3(Ω)3
et il existe une constante C2(α1) telle que
∀v ∈ V2, ‖v‖H3(Ω) ≤ C2(α1)‖v‖V2 . (1.7)
Le chapitre s’organise comme suit. Au Paragraphe 2, nous de´montrons l’existence de
solution, l’unicite´ et la de´pendance continue par rapport aux donne´es, sous l’hypothe`se f
assez petit dans H(rot; Ω). Le Paragraphe 3 est consacre´ a` la re´gularite´ de la solution.
2 Existence, unicite´ et de´pendance continue par
rapport aux donne´es
Soit Ω un domaine borne´ de IR3, avec une frontie`re Γ de classe C2,1. On suppose f dans
L2(Ω)3 et on utilise la meˆme base spe´ciale {wj} qu’au Paragraphe II.3. Avec cette base,
le proble`me approche´ du proble`me (1.1)-(1.3) est de´fini par l’e´quation (III.2.2). Alors, par
une de´monstration identique a` celle du Lemme III.2.1, nous montrons que le proble`me
approche´, sous les hypothe`ses pre´ce´dentes sur Ω et f , admet une solution um dans H
1(Ω)3,
qui ve´rifie
|um|H1(Ω) ≤ P
ν
‖f‖L2(Ω). (2.1)
Le lemme suivant, qui est l’analogue du Lemme III.2.2, concerne la de´pendance con-
tinue de la solution um par rapport a` la donne´e f .
Lemme 2.1 Soit Ω un domaine borne´ de IR3, avec une frontie`re Γ de classe C2,1. Pour
i = 1, 2, on note um,i une solution du proble`me (III.2.2) avec fi ∈ L2(Ω)3 comme second
membre. Si um,2 ve´rifie
‖um,2‖V2 ≤ ρ, avec ρ <
ν
K(α1)
, (2.2)
ou`
K(α1) = (2α1C1 + (α1 + 1)
√
P2 + 1C3/22 )C2(α1), (2.3)
alors on a l’ine´galite´
|um,2 − um,1|H1(Ω) ≤ P
ν − ρK(α1)‖f2 − f1‖L2(Ω). (2.4)
De´monstration. La de´monstation du Lemme III.2.2 s’applique ici avec, comme seule
modification, le remplacement de C(α1) par C2(α1) de´finie par (1.7).
4
On suppose maintenant que Γ est de classe C3,1. On de´finit de nouveau la fonction
F par (III.3.1) et on conside´re une solution um du proble`me (III.2.2). Graˆce au Lemme
II.3.2, F(um) appartient a` H
1(Ω)3. On de´finit vm comme dans le Paragraphe III.3.1 et on
est conduit, par la meˆme me´thode, a` la meˆme e´quation
(vm,um)V2 = 0.
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Avec la de´finition du produit scalaire dans V2, cela donne
(rot F(um), rot(um − α1∆um)) + (P (F(um)), P (um − α1∆um))
= (rot f , rot(um − α1∆um)) + (P (f), P (um − α1∆um)). (2.5)
On rappelle l’e´galite´
rot F(um) = −ν∆rot um + um.∇rot(um − α1∆um)− rot(um − α1∆um).∇um.
En substituant cette e´galite´ dans (2.5), on obtient
ν
α1
‖um‖2V2 + (P (rot(um − α1∆um)× um), P (um − α1∆um))
−b(rot(um − α1∆um); um, rot(um − α1∆um)) = ν
α1
(rot um, rot(um − α1∆um))
+
ν
α1
(um, P (um − α1∆um)) + (rot f , rot(um − α1∆um)) + (P (f), P (um − α1∆um)). (2.6)
Effectuons deux majorations dans le membre de gauche de (2.6). Le Lemme I.3.4 avec
(I.2.13) et (1.4) implique
|(P (rot(um − α1∆um)× um), P (um − α1∆um))|
≤ C1C1(α1)‖um‖V2‖P (um − α1∆um)‖2L2(Ω). (2.7)
Le Lemme I.3.5, (I.2.15) et (1.7) donnent
|b(rot(um − α1∆um); um, rot(um − α1∆um))|
≤ C1C2(α1)‖um‖V2‖rot(um − α1∆um)‖2L2(Ω). (2.8)
Substituant les ine´galite´s (2.7) et (2.8) dans (2.6) et simplifiant par ‖um‖V2 , on obtient
ν
α1
‖um‖V2 ≤ C1 max(C2(α1), C1(α1))‖um‖2V2 + ‖f‖H(rot;Ω) +
ν
α1
‖um‖H(rot;Ω). (2.9)
Mais l’ine´galite´ de Poincare´ et (2.1) impliquent
‖um‖H(rot;Ω) ≤
√
P2 + 2|um|H1(Ω) ≤ P
√P2 + 2
ν
‖f‖L2(Ω). (2.10)
Posons
‖|f‖|H(rot;Ω) = (1 + P
√P2 + 2
α1
)‖f‖L2(Ω) + ‖rot f‖L2(Ω) (2.11)
et
M(α1) = max(C2(α1), C1(α1)). (2.12)
Utilisant (2.10) et les notations pre´ce´dentes, l’ine´galite´ (2.9) implique
C1M(α1)‖um‖2V2 −
ν
α1
‖um‖V2 + ‖|f‖|H(rot;Ω) ≥ 0. (2.13)
Cette ine´galite´ est ve´rifie´e par toute solution um du proble`me (III.2.2). Elle est du meˆme
type que l’ine´galite´ (III.3.8), la seule diffe´rence est qu’il y a M(α1) a` la place de C(α1).
La de´monstation du Lemme III.3.1 s’applique ici, il suffit de remplacer C(α1) par M(α1).
Ainsi, nous obtenons le lemme suivant.
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Lemme 2.2 Soit Ω un domaine borne´ de IR3, de frontie`re Γ de classe C3,1. Soit f donne´
dans H(rot; Ω), suffisamment petit pour satisfaire
‖|f‖|H(rot;Ω) < ν
2
4C1α21M(α1)
, (2.14)
ou` ‖|f‖|H(rot;Ω) est de´fini par (2.11) et M(α1) par (2.12). Alors toute solution um du
proble`me (III.2.2) est telle que
‖um‖V2 appartient a` [0, ρ1(f)] ∪ [ρ2(f),+∞[, (2.15)
ou`
ρ1(f) =
ν
α1
−
√
ν2
α21
− 4C1M(α1)‖|f‖|H(rot;Ω)
2C1M(α1)
et
ρ2(f) =
ν
α1
+
√
ν2
α21
− 4C1M(α1)‖|f‖|H(rot;Ω)
2C1M(α1)
.
Remarquons que le Lemme III.3.2 reste inchange´ avec ce nouvel espace V2 et la relation
(III.3.12) est encore ve´rifie´e. Nous allons maintenant e´tablir un lemme technique, analogue
au Lemme III.3.3.
Lemme 2.3 Soient K(α1) de´finie par (2.3), M(α1) par (2.12), ‖|f‖|H(rot;Ω) par (2.11) et
ρ1(f) de´fini dans le Lemme 2.2. Si on a
‖|f‖|H(rot;Ω) ≤ r1 < r2 ≤ ν
2
2α1
min(
1
K(α1)
,
1
2C1α1M(α1)
), (2.16)
alors ρ1(f) et
1
ν −K(α1)ρ1(f) satisfont les ine´galite´s suivantes:
ρ1(f) ≤ ν
√
r2
K(α1)(
√
r2 +
√
r2 − r1) <
ν
K(α1)
, ρ1(f) ≤ ν
√
r2
2C1α1M(α1)(
√
r2 +
√
r2 − r1)
et
1
ν −K(α1)ρ1(f) ≤
2
√
r2
ν
√
r2 − r1 .
De´monstration. L’hypothe`se sur f implique
‖|f‖|H(rot;Ω) < ν
2
4C1α21M(α1)
,
donc ρ1(f) a un sens. En utilisant la forme conjugue´e du nume´rateur de ρ1(f) et en
simplifiant, on de´duit
ρ1(f) =
2‖|f‖|H(rot;Ω)
ν
α1
+
√
ν2
α21
− 4C1M(α1)‖|f‖|H(rot;Ω)
,
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puis,
ρ1(f) =
2α1‖|f‖|H(rot;Ω)
ν(1 +
√
1− 4C1α21M(α1)‖|f‖|H(rot;Ω)
ν2
)
.
Mais la condition (2.16) implique
4C1α
2
1M(α1)‖|f‖|H(rot;Ω)
ν2
≤ r1
r2
.
D’ou`
ρ1(f) ≤ 2α1‖|f‖|H(rot;Ω)
ν(1 +
√
1− r1
r2
.
Cette ine´galite´, avec ‖|f‖|H(rot;Ω) ≤ ν
2
2α1K(α1)
, implique les deux premie`res ine´galite´s et,
avec ‖|f‖|H(rot;Ω) < ν
2
4C1α21M(α1)
, implique la troisie`me. Enfin, on de´duit
ν −K(α1)ρ1(f) ≥ ν
√
r2 − r1√
r2 +
√
r2 − r1 ,
ce qui implique la dernie`re ine´galite´.
4
On note encore BV2(R), la boule dans V2, ferme´e, de centre O et de rayon R et, pour
tout f dans L2(Ω)3, on note Sm(f), l’ensemble des solutions um du proble`me (III.2.2) avec
f pour second membre. On a vu que Sm(f) n’est pas l’ensemble vide. Enfin on de´finit
l’ensemble suivant:
Em = {r ∈]0,+∞[; ‖|f‖|H(rot;Ω) ≤ r =⇒ Sm(f) ⊂ BV2(ν/(2C1α1M(α1)))}.
Lemme 2.4 L’ensemble Em est un intervalle non vide. Il est ouvert a` gauche et son
extre´mite´ infe´rieure est 0.
De´monstration. Soit um appartenant a` Sm(f). Utilisant (2.1) et (III.3.12), on de´duit
‖um‖V2 ≤
P
√
(P2 + α1)λm
ν
‖f‖L2(Ω).
Mais
‖f‖L2(Ω) ≤ α1
α1 + P
√P2 + 2‖|f‖|H(rot;Ω). (2.17)
D’ou`
‖um‖V2 ≤
α1P
√
(P2 + α1)λm
ν(α1 + P
√P2 + 2)‖|f‖|H(rot;Ω).
De la`
r =
ν2(α1 + P
√P2 + 2)
2C1P
√
(P2 + α1)λmα21M(α1)
∈ Em
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et l’ensemble Em n’est pas vide. La suite de la de´monstration est la meˆme que celle du
Lemme III.3.4.
4
Nous allons e´tablir un the´ore`me, analogue au The´ore`me III.3.5, qui donne une majo-
ration dans V2 de toute solution um du proble`me approche´ (III.2.2).
The´ore`me 2.5 Soit Ω un domaine borne´ de IR3, avec une frontie`re Γ de classe C3,1. Soit
f donne´ dans H(rot; Ω), suffisamment petit pour satisfaire
(1 +
P√P2 + 2
α1
)‖f‖L2(Ω) + ‖rot f‖L2(Ω) < ν
2
2α1
min(
1
K(α1)
,
1
2C1α1M(α1)
), (2.18)
ou` K(α1) est de´finie par (2.3) et M(α1) par (2.12). Soit m ≥ 1. Alors toute solution um
du proble`me (III.2.2) satisfait la majoration:
‖um‖V2 ≤
ν
α1
−
√
ν2
α21
− 4C1M(α1)((1 + P
√P2+2
α1
)‖f‖L2(Ω) + ‖rot f‖L2(Ω))
2C1M(α1)
. (2.19)
De´monstration. La de´monstration s’effectue en plusieurs e´tapes. On pose
r∗ =
ν2
2α1
min(
1
K(α1)
,
1
2C1α1M(α1)
) et rm = supEm.
Utilisant (2.11) et la notation r∗ pre´ce´dente, on peut remarquer que (2.18) s’e´crit
‖|f‖|H(rot;Ω) < r∗.
Nous allons montrer, par contradiction, que, pour tout m ≥ 1, on a rm ≥ r∗. Supposons
qu’il existe m0 ≥ 1, tel que
rm0 < r
∗. (2.20)
La me´thode de de´monstration est la meˆme que celle du The´ore`me III.3.5 : on construit
encore deux fonctions f1 et f2, qui ont les meˆmes proprie´te´s que dans le chapitre pre´ce´dent
et on doit choisir ε assez petit pour obtenir la contradiction.
1e`ree´tape. Construction de f1.
Soit ε tel que
0 <
ε
2
< r∗ − rm0 et
ε
2
< rm0 . (2.21)
Notons que l’on imposera encore une autre condition a` ε pour aboutir a` la contradiction.
Par de´finition du sup, il existe f1 ∈ H(rot; Ω) et um0,1 ∈ Sm0(f1) tels que
rm0 < ‖|f1‖|H(rot;Ω) < rm0 +
ε
2
et ‖um0,1‖V2 >
ν
2C1α1M(α1)
. (2.22)
De (2.21) et (2.22), on de´duit
‖|f1‖|H(rot;Ω) < rm0 +
ε
2
< r∗ ≤ ν
2
4C1α21M(α1)
.
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On applique alors le Lemme 2.2 et on obtient que
‖um0,1‖V2 appartient a` [0, ρ1(f1)] ∩ [ρ2(f1),+∞[.
Mais (2.22) implique
‖um0,1‖V2 >
ν
2C1α1M(α1)
≥ ρ1(f1).
Donc ‖um0,1‖V2 appartient a` [ρ2(f1),+∞[, soit
‖um0,1‖V2 ≥ ρ2(f1). (2.23)
2e`mee´tape. Construction de f2.
Elle s’effectue pratiquement de la meˆme fac¸on que dans la de´monstration du The´ore`me
III.3.5. Nous avons encore
rm0 − ε/2
rm0
< k <
rm0
rm0 + ε/2
, (2.24)
rm0 − ε/2 < ‖|f2‖|H(rot;Ω) < rm0 , (2.25)
et ‖um0,2‖V2 ≤
ν
2C1α1M(α1)
. (2.26)
Puis, de (2.25) et (2.20), il suit que
‖|f2‖|H(rot;Ω) < rm0 < r∗. (2.27)
De la`, graˆce au Lemme 2.2, on de´duit que
‖um0,2‖V2 appartient a` [0, ρ1(f2)] ∩ [ρ2(f2),+∞[.
Mais (2.26) et l’ine´galite´
ν
2C1α1M(α1)
< ρ2(f2) impliquent que ‖um0,2‖V2 n’appartient pas
a` [ρ2(f2),+∞[. Nous pouvons donc conclure que
‖um0,2‖V2 < ρ1(f2). (2.28)
3e`mee´tape. Majoration de ‖um0,2 − um0,1‖V2 .
On applique le Lemme 2.3 avec r1 = rm0 et r2 = r
∗. On de´duit
ρ1(f2) <
ν
K(α1)
.
De la`, avec (2.28), par application du Lemme 2.1, on obtient
|um0,2 − um0,1|H1(Ω) ≤
P
ν − ρ1(f2)K(α1)‖f2 − f1‖L2(Ω).
Alors le Lemme III.3.2 et (2.17) donnent
‖um0,2 − um0,1‖V2 ≤
Pα1
√
(P2 + α1)λm0
(ν − ρ1(f2)K(α1))(α1 + P
√P2 + 2)‖|f2 − f1‖|H(rot;Ω). (2.29)
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Par construction de f2 et du fait que k < 1, on a ‖|f2 − f1‖|H(rot;Ω) = (1 − k)‖|f1‖|H(rot;Ω).
Alors (2.22) et (2.24) impliquent
‖|f2 − f1‖|H(rot;Ω) ≤ ε
2 rm0
(rm0 + ε/2)
et, avec (2.21), cela devient
‖|f2 − f1‖|H(rot;Ω) ≤ ε. (2.30)
Enfin le Lemme 2.3, avec r1 = rm0 et r2 = r
∗, donne
1
ν −K(α1)ρ1(f2) ≤
2
√
r∗
ν
√
r∗ − rm0
. (2.31)
Rassemblant les ine´galite´s (2.30) et (2.31) et les substituant dans (2.29), nous obtenons
‖um0,2 − um0,1‖V2 ≤
2Pα1
√
(P2 + α1)λm0r∗
ν
√
r∗ − rm0(α1 + P
√P2 + 2)ε. (2.32)
4e`mee´tape. Conclusion.
Les ine´galite´s (2.23) et (2.28) et l’ine´galite´ triangulaire impliquent
‖um0,2 − um0,1‖V2 ≥ | ‖um0,2‖V2 − ‖um0,1‖V2| ≥ ρ2(f1)− ρ1(f2). (2.33)
Graˆce a` (2.27), on applique le Lemme 2.3 avec r1 = rm0 et r2 = r
∗. Cela donne
ρ1(f2) ≤ ν
√
r∗
2C1α1M(α1)(
√
r∗ +
√
r∗ − rm0)
.
Conside´rant que
ρ2(f1) ≥ ν
2C1α1M(α1)
,
on de´duit
ρ2(f1)− ρ1(f2) ≥ ν
4C1α1M(α1)
√
r∗ − rm0
r∗
. (2.34)
Alors (2.33) et (2.34) impliquent
‖um0,2 − um0,1‖V2 ≥
ν
4C1α1M(α1)
√
r∗ − rm0
r∗
. (2.35)
De (2.32) et (2.35), il suit que, pour obtenir la contradiction, c’est-a`-dire
‖um0,2 − um0,1‖V2 < ‖um0,2 − um0,1‖V2 ,
il faut que ε ve´rifie, en plus de (2.21), la condition
ε <
ν2(r∗ − rm0)(α1 + P
√P2 + 2)
8C1r∗Pα21M(α1)
√
(P2 + α1)λm0
. (2.36)
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Finalement, nous avons la contradiction en choisissant ε tel que
0 < ε < min(2 rm0 , 2(r
∗ − rm0),
ν2(r∗ − rm0)(α1 + P
√P2 + 2)
8C1r∗Pα21M(α1)
√
(P2 + α1)λm0
).
Ainsi, pour tout m ≥ 1, on a rm ≥ r∗. Mais, par de´finition de ‖| ‖|H(rot;Ω) et r∗,
l’hypothe`se (2.18) du the´ore`me s’e´crit
‖|f‖|H(rot;Ω) < r∗.
Puisque, pour tout m ≥ 1, on a r = ‖|f‖|H(rot;Ω) < rm, on de´duit que
r = ‖|f‖|H(rot;Ω) ∈ Em, pour tout m ≥ 1.
Par de´finition de Em, nous obtenons que toute solution um de (III.2.2) ve´rifie
‖um‖V2 ≤
ν
2C1α1M(α1)
.
Alors le Lemme 2.2 implique
‖um‖v2 ≤ ρ1(f),
ce qui est la conclusion du the´ore`me.
4
On montre, en utilisant la forme conjugue´e du nume´rateur de ρ1(f), que
ρ1(f) ≤ 2(α1 + P
√P2 + 2)
ν
‖f‖L2(Ω) + 2α1
ν
‖rot f‖L2(Ω). (2.37)
Donc, sous les hypothe`ses du The´ore`me 2.5, nous avons une majoration, plus simple mais
moins bonne:
‖um‖V2 ≤
2(α1 + P
√P2 + 2)
ν
‖f‖L2(Ω) + 2α1
ν
‖rot f‖L2(Ω).
Pour f assez petit dans H(rot; Ω), comme dans le chapitre pre´ce´dent, on est en
mesure de montrer que le proble`me (1.1)-(1.3) admet une solution dans V2 ×H1(Ω). Plus
pre´cise´ment, on a le the´ore`me suivant.
The´ore`me 2.6 Sous les hypothe`ses du The´ore`me 2.5, le proble`me (1.1)-(1.3) admet une
solution (u, p) dans V2 ×H1(Ω). De plus u satisfait la borne supe´rieure:
‖u‖V2 ≤
ν
α1
−
√
ν2
α21
− 4C1M(α1)((1 + P
√P2+2
α1
)‖f‖L2(Ω) + ‖rot f‖L2(Ω))
2C1M(α1)
. (2.38)
De´monstration. Elle est identique a` celle du The´ore`me III.4.1.
4
On a aussi un the´ore`me d’unicite´ dont la de´monstration suit celle du The´ore`me III.4.2,
si on remarque que, sous la condition (2.18), le Lemme 2.3 s’applique avec
r1 = ‖|f‖|H(rot;Ω) et r2 = ν
2
2α1
min(
1
K(α1)
,
1
2C1α1M(α1)
).
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The´ore`me 2.7 Sous les hypothe`ses du The´ore`me 2.5, le proble`me (1.1)-(1.3) admet une
solution unique dans V2. De plus cette solution ve´rifie la majoration (2.38).
Graˆce aux the´ore`mes pre´ce´dents, nous de´montrons un the´ore`me de continuite´ des so-
lutions du proble`me (1.1)-(1.3) par rapport aux donne´es.
The´ore`me 2.8 Soit Ω un domaine borne´ de IR3, avec une frontie`re Γ de classe C3,1. Pour
i = 1, 2, soit fi donne´ dans H(rot; Ω), suffisamment petit pour satisfaire
(1 +
P√P2 + 2
α1
)‖fi‖L2(Ω) + ‖rot fi‖L2(Ω) < ν
2
2α1
min(
1
K(α1)
,
1
2C1α1M(α1)
), (2.39)
ou` K(α1) est de´finie par (2.3) et M(α1) par (2.12). Alors, pour i = 1, 2, on a
ν − ρ1(fi)K(α1) > 0
et si ui est la solution du proble`me (1.1)-(1.3), associe´e au second membre fi, on a la
majoration:
|u2 − u1|H1(Ω) ≤ P
ν − ρ1(f2)K(α1)‖f2 − f1‖L2(Ω). (2.40)
De´monstration. Comme dans la de´monstration du The´ore`me III.4.3, on montre que
ν|U|2H1(Ω) ≤ K(α1)ρ1(f2)|U|2H1(Ω) + P‖f2 − f1‖L2(Ω)|U|H1(Ω).
On applique alors le Lemme 2.3 avec
r1 = ‖|f2‖|H(rot;Ω) et r2 = ν
2
2α1
min(
1
K(α1)
,
1
2C1α1M(α1)
),
ce qui donne la conclusion.
4
Ce dernier re´sultat est moins bon que celui du The´ore`me III.4.3. Cependant, si on
impose
(1 +
P√P2 + 2
α1
)‖f2‖L2(Ω) + ‖rot f2‖L2(Ω) ≤ r < ν
2
2α1
min(
1
K(α1)
,
1
2C1α1M(α1)
) = r∗,
alors le Lemme 2.3 implique
|u2 − u1|H1(Ω) ≤ 2P
√
r∗
ν
√
r∗ − r‖f2 − f1‖L2(Ω),
qui est une ine´galite´ analogue a` (III.4.8).
Dans le cas tre`s plausible, ou` C1(α1) ≤ C2(α1), la condition (2.18) s’e´crit plus simple-
ment:
(1 +
P√P2 + 2
α1
)‖f‖L2(Ω) + ‖rot f‖L2(Ω) < ν
2
2α1K(α1)
.
Cela implique que les re´sultats obtenus dans le cas Ω non simplement connexe se pre´sentent
presque sous la meˆme forme que dans le cas Ω simplement connexe, la seule diffe´rence e´tant
C(α1) remplace´e par C2(α1).
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3 Re´gularite´, solution classique
Soit Ω un domaine borne´ de IR3, avec une frontie`re Γ au moins de classe C3,1. On
suppose f dans L2(Ω)3 et rot f dans Hm(Ω)3, avec m ≥ 1. On fait l’hypothe`se que le
proble`me (1.1)-(1.3) a une solution u dans V2. Comme au Paragraphe III.5, on est amene´
a` re´soudre:
Pour u donne´ dans V2, f donne´ dans L
2(Ω)3 avec rot f dans Hm(Ω)3, chercher z dans
Hm(Ω)3 solution de:
ν
α1
z + u.∇z− z.∇u = rot f + ν
α1
rot u. (3.1)
Pour obtenir un re´sultat ge´ne´ral de re´gularite´, nous avons besoin d’une ine´galite´ ana-
logue a` (III.5.1). Dans ce but, reprenons la de´monstration du Lemme II.3.1. On a
v − α1∆v −∇pi = P (v − α1∆v). (3.2)
On suppose que Γ est de classe Cm+2,1 et v ∈ V2 avec rot(v − α1∆v) ∈ Hm(Ω)3. Alors
rot(P (v−α1∆v)) = rot(v−α1∆v) ∈ Hm(Ω)3. De plus, div(P (v−α1∆v)) = 0 ∈ Hm(Ω)
et P (v−α1∆v).n = 0 ∈ Hm+ 12 (∂Ω). De la`, compte tenu de la re´gularite´ de Γ, le The´ore`me
II.1.9 implique que
P (v − α1∆v) appartient a` Hm+1(Ω)3
et, il existe une constante Cm telle que
‖P (v − α1∆v)‖Hm+1(Ω) ≤ Cm(‖P (v − α1∆v)‖L2(Ω) + ‖rot(v − α1∆v)‖Hm(Ω)).
Mais, du proble`me de Stokes (3.2), on de´duit
‖v‖Hm+3(Ω) ≤ C ′m(α1)‖P (v − α1∆v)‖Hm+1(Ω),
d’ou`, sous les hypothe`ses du Lemme II.3.1,
‖v‖Hm+3(Ω) ≤ Km(α1)(‖P (v − α1∆v)‖L2(Ω) + ‖rot(v − α1∆v)‖Hm(Ω)), (3.3)
avec Km(α1) = CmC
′
m(α1).
On conside`re m = 1, c’est-a`-dire que l’on suppose rot f dans H1(Ω)3. Pour construire
une solution dans H1(Ω)3 de (3.1), on utilise le proble`me approche´ (III.5.6). On a un
lemme, dont la de´monstration est celle du Lemme III.5.2, a` ceci pre`s qu’il faut remplacer
C(α1) par C2(α1).
Lemme 3.1 Soit Ω un domaine borne´ de IR3, de frontie`re Γ de classe C3,1. Si rot f est
dans L2(Ω)3 et si u est dans V2 assez petit pour ve´rifier
‖u‖V2 <
ν
C1α1C2(α1)
,
alors le proble`me (III.5.6) admet une solution zm unique dans H
1(Ω)3.
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Comme dans le chapitre pre´ce´dent, pour passer a` la limite dans (III.5.6), il suffit
de montrer que la solution zm est borne´e dans H
1(Ω)3. La de´monstration est presque
identique, il suffit de remplacer C(α1) par C2(α1).
Lemme 3.2 En plus des hypothe`ses du Lemme 3.1, supposons que rot f soit dans H1(Ω)3
et que u ve´rifie
‖u‖V2 <
ν
(2C1 + C
3/2
2 )α1C2(α1)
. (3.4)
Alors la solution zm de (III.5.6) est borne´e comme suit dans H
1(Ω)3:
‖zm‖H1(Ω) ≤
√
2C2(α1)ν‖u‖V2 + α1‖rot f‖H1(Ω)
ν − (2C1 + C3/22 )α1C2(α1)‖u‖V2
. (3.5)
Le lemme suivant donne l’existence de solution dans H1(Ω)3 pour le proble`me (3.1).
Lemme 3.3 En plus des hypothe`ses du The´ore`me 2.5, supposons que rot f appartienne a`
H1(Ω)3. Alors le proble`me (3.1) admet une solution dans H1(Ω)3.
De´monstration. Les hypothe`ses impliquent l’existence et l’unicite´ d’une solution u de
(1.1)-(1.3). De plus, appliquons le Lemme 2.3 avec
r1 = ‖|f‖|H(rot;Ω) et r2 = ν
2
2α1
min(
1
K(α1)
,
1
2C1α1M(α1)
).
Nous de´duisons
‖u‖V2 ≤ ρ1(f) <
ν
K(α1)
<
ν
(2C1 + C
3/2
2 )α1C2(α1)
<
ν
C1α1C2(α1)
.
On peut donc appliquer les Lemmes 3.1 et 3.2 qui donnent l’existence d’une solution
unique zm du proble`me (III.5.6), ve´rifiant la majoration (3.5). De la`, substituer l’ine´galite´
‖u‖V2 <
ν
K(α1)
dans le de´nominateur du second membre de (3.5) et utiliser l’expression
de K(α1), conduisent a` la majoration, pour tout m ≥ 1,
‖zm‖H1(Ω) ≤
√
2C2(α1)νK(α1)‖u‖V2 + α1K(α1)‖rot f‖H1(Ω)√P2 + 1C3/22 C2(α1)ν
. (3.6)
Puisque ‖u‖V2 est borne´, il de´coule de (3.6) que la suite {zm} est uniforme´ment borne´e par
rapport a` m dans H1(Ω)3. De la`, il existe une fonction z dans H1(Ω)3 et une sous-suite de
{zm}, encore note´e {zm}, telles que
lim
m→∞ zm = z dans H
1(Ω)3 faible.
Enfin cette fonction z satisfait (3.1).
4
Par les meˆmes arguments qu’au Paragraphe III.3.5, C2(α1) remplac¸ant C(α1), on mon-
tre l’unicite´ de la solution dans L2(Ω)3 du proble`me (3.1), sous l’hypothe`se (3.4) et les
hypothe`ses sur Ω et Γ du Lemme 3.1. On peut alors e´tablir le the´ore`me de re´gularite´ H4
de la solution u du proble`me (1.1)-(1.3).
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The´ore`me 3.4 Soit Ω un domaine borne´ de IR3, avec une frontie`re Γ de classe C3,1. Soit
f donne´ dans H(rot; Ω), suffisamment petit pour satisfaire
(1 +
P√P2 + 2
α1
)‖f‖L2(Ω) + ‖rot f‖L2(Ω) < ν
2
2α1
min(
1
K(α1)
,
1
2C1α1M(α1)
), (3.7)
ou` K(α1) est de´finie par (2.3) et M(α1) par (2.12). Si, de plus, rot f appartient a` H
1(Ω)3,
alors l’unique solution u dans V2 de (1.1)-(1.3) appartient a` H
4(Ω)3 et on a la majoration
‖u‖H4(Ω) ≤ 2K1(α1)(α1 + P
√P2 + 2)(√P2 + 1C3/22 +
√
2K(α1))
ν
√P2 + 1C3/22
‖f‖L2(Ω)
+
α1K1(α1)[2
√P2 + 1C3/22 C2(α1) +K(α1)(1 + 2
√
2C2(α1))]
ν
√P2 + 1C3/22 C2(α1)
‖rot f‖H1(Ω), (3.8)
ou` K1(α1) est de´finie par (3.3).
De´monstration. Le Lemme 3.3 s’applique et donne l’existence d’une solution z dans
H1(Ω)3 du proble`me (3.1). Nous avons encore
‖u‖V2 ≤ ρ1(f) <
ν
K(α1)
<
ν
(2C1 + C
3/2
2 )α1C2(α1)
.
Cela implique l’unicite´ dans L2(Ω)3 du proble`me (3.1) et donc z = rot(u − α1∆u), ou`
u est l’unique solution dans V2 du proble`me (1.1)-(1.3). De la` rot(u − α1∆u) appartient
a` H1(Ω)3 et le Lemme II.3.1, avec la re´gularite´ C3,1 de Γ, implique que u appartient a`
H4(Ω)3.
On montre, en utilisant la forme conjugue´e du nume´rateur de ρ1(f), l’ine´galite´
‖u‖V2 ≤
2α1‖|f‖|H(rot;Ω)
ν
, (3.9)
que l’on substitue dans la majoration (3.6), ce qui donne, en remplac¸ant ‖|f‖|H(rot;Ω) par
sa de´finition (2.11) et passant a` la limite,
‖z‖H1(Ω) ≤ 2
√
2K(α1)(α1 + P
√P2 + 2)
ν
√P2 + 1C3/22
‖f‖L2(Ω) + α1K(α1)(1 + 2
√
2C2(α1))
ν
√P2 + 1C3/22 C2(α1)
‖rot f‖H1(Ω).
(3.10)
Ensuite, de (3.3) on de´duit
‖u‖H4(Ω) ≤ K1(α1)(‖P (u− α1∆u)‖L2(Ω) + ‖z‖H1(Ω)).
Mais
‖P (u− α1∆u)‖L2(Ω) ≤ ‖u‖V2 ≤
2α1
ν
‖|f‖|H(rot;Ω), (3.11)
d’ou`, en remplac¸ant ‖|f‖|H(rot;Ω) par sa de´finition (2.11),
‖u‖H4(Ω) ≤ K1(α1)[2(α1 + P
√P2 + 2)
ν
‖f‖L2(Ω) + 2α1
ν
‖rot f‖L2(Ω) + ‖z‖H1(Ω)].
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Substituant (3.10) dans cette ine´galite´, on obtient (3.8).
4
Passons a` la re´gularite´ H5 de u.
The´ore`me 3.5 Soit Ω un domaine borne´ de IR3, avec une frontie`re Γ de classe C4,1. Soit
f donne´ dans H(rot; Ω), suffisamment petit pour satisfaire
(1 +
P√P2 + 2
α1
)‖f‖L2(Ω) + ‖rot f‖L2(Ω)
<
ν2
2α1
min(
1
K(α1)
,
1
2C1α1M(α1)
,
1
4(C1 + C
3/2
2 )α1C2(α1)
), (3.12)
ou` K(α1) est de´finie par (2.3) et M(α1) par (2.12). Si rot f appartient a` H
2(Ω)3, alors
l’unique solution u dans V2 de (1.1)-(1.3) appartient a` H
5(Ω)3. De plus, si f ve´rifie
(1 +
P√P2 + 2
α1
)‖f‖L2(Ω) + ‖rot f‖L2(Ω)
<
ν2
2α1
min(
1
K(α1)
,
1
2C1α1M(α1)
,
1
8(C1 + C
3/2
2 )α1C2(α1)
), (3.13)
on a la majoration
‖u‖H5(Ω) ≤ 2K2(α1)(α1 + P
√P2 + 2)(1 + 2√2C2(α1))
ν
‖f‖L2(Ω)
+
4α1K2(α1)(1 +
√
2C2(α1))
ν
‖rot f‖H2(Ω), (3.14)
ou` K2(α1) est de´finie par (3.3).
De´monstration. L’hypothe`se (3.12) implique l’existence et l’unicite´ de la solution u de
(1.1)-(1.3). On de´finit toujours le meˆme proble`me approche´ (III.5.6) de (3.1) avec wj fonc-
tion propre du proble`me (III.5.25). Par les meˆmes arguments que dans la de´monstration
du Lemme III. 5.8, on montre
(
ν
α1
− 4(C1 + C3/22 )C2(α1)‖u‖V2)‖zm‖H2(Ω) ≤ ‖rot f‖H2(Ω) +
√
2ν
α1
C2(α1)‖u‖V2 . (3.15)
De (3.9) et (3.12), on de´duit
‖u‖V2 ≤
2α1
ν
‖|f‖|H(rot;Ω) < ν
4(C1 + C
3/2
2 )α1C2(α1)
. (3.16)
De la`
‖zm‖H2(Ω) ≤
α1‖rot f‖H2(Ω) +
√
2 νC2(α1)‖u‖V2
ν − 4(C1 + C3/22 )α1C2(α1)‖u‖V2
.
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La suite {zm} est donc borne´e dans H2(Ω)3 uniforme´ment par rapport a` m et elle converge
faiblement dans H2(Ω)3 vers z, solution de (1.1)-(1.3). L’unicite´ dans L2(Ω)3 de la solution
du proble`me pre´ce´dent implique que
rot(u− α1∆u) = z appartient a` H2(Ω)3.
Graˆce au Lemme II.3.1 et a` la re´gularite´ de Γ, on de´duit que u appartient a` H5(Ω)3.
Sous l’hypothe`se (3.13), (3.9) implique
‖u‖V2 ≤
2α1
ν
‖|f‖|H(rot;Ω) < ν
8(C1 + C
3/2
2 )α1C2(α1)
.
De la`, substituer cette ine´galite´ dans (3.15) donne
‖zm‖H2(Ω) ≤ 2α1
ν
‖rot f‖H2(Ω) + 2
√
2C2(α1)‖u‖V2 .
Appliquant de nouveau (3.9), remplac¸ant ‖|f‖|H(rot;Ω) par sa de´finition (2.11) et passant a`
la limite par rapport a` m, nous obtenons
‖z‖H2(Ω) ≤ 4
√
2C2(α1)(α1 + P
√P2 + 2)
ν
‖f‖L2(Ω) + 2α1
ν
(1 + 2
√
2C2(α1))‖rot f‖H2(Ω).
(3.17)
Par ailleurs, l’ine´galite´ (3.3) donne
‖u‖H5(Ω) ≤ K2(α1)(‖P (u− α1∆u)‖L2(Ω) + ‖z‖H2(Ω)).
Alors, graˆce a` (3.11), on de´duit
‖u‖H5(Ω) ≤ K2(α1)(2(α1 + P
√P2 + 2)
ν
‖f‖L2(Ω) + 2α1
ν
‖rot f‖L2(Ω) + ‖z‖H2(Ω)).
Substituant (3.17) dans cette ine´galite´, on obtient (3.14).
4
Comme au chapitre pre´ce´dent, nous allons e´tablir un re´sultat ge´ne´ral de re´gularite´. On
de´montre, par induction, le the´ore`me suivant.
The´ore`me 3.6 Soit un entier m ≥ 2 et Ω un domaine borne´ de R3, avec une frontie`re Γ
de classe Cm+2,1. Supposons que f soit dans L2(Ω)3 et rot f dans Hm(Ω)3. Il existe deux
constantes am et bm telles que, si f ve´rifie
am‖f‖L2(Ω) + bm‖rot f‖Hm−2(Ω) < 1, (3.18)
alors l’unique solution u dans V2 du proble`me (1.1)-(1.3) appartient a` H
m+3(Ω)3. De plus
il existe deux constantes cm et dm telles que
‖u‖Hm+3(Ω) ≤ cm‖f‖L2(Ω) + dm‖rot f‖Hm(Ω). (3.19)
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De´monstration. Le The´ore`me 3.5 montre que le the´ore`me est vrai pour m = 2 avec
a2 =
2(α1 + P
√P2 + 2)
ν2
max (K(α1), 2C1α1M(α1), 8(C1 + C
3/2
2 )α1C2(α1)),
b2 =
2α1
ν2
max (K(α1), 2C1α1M(α1), 8(C1 + C
3/2
2 )α1C2(α1)),
c2 =
2K2(α1)(α1 + P
√P2 + 2)(1 + 2√2C2(α1))
ν
et d2 =
4α1K2(α1)(1 +
√
2C2(α1))
ν
.
Supposons le re´sultat du the´ore`me vrai jusqu’a` l’ordre m− 1 pour m ≥ 3 et de´montrons-le
a` l’ordre m. La de´monstration est presque la meˆme que celle du The´ore`me 3.6. Ainsi, on
est conduit a` la meˆme ine´galite´ (III.5.45). Dans le cas m = 3, on a la meˆme condition,
mais avec
a1 =
2(α1 + P
√P2 + 2)
ν2
max (K(α1), 2C1α1M(α1))
et
b1 =
2α1
ν2
max (K(α1), 2C1α1M(α1)),
et la meˆme conclusion , mais avec
c1 =
2K1(α1)(α1 + P
√P2 + 2)(√P2 + 1C3/22 +
√
2K(α1))
ν
√P2 + 1C3/22
et
d1 =
α1K1(α1)[2
√P2 + 1C3/22 C2(α1) +K(α1)(1 + 2
√
2C2(α1))]
ν
√P2 + 1C3/22 C2(α1)
.
Les suites {am} et {bm} sont de´finies par les meˆmes relations de re´currence. Graˆce a` (3.3)
et (3.11), on a
‖u‖Hm+3(Ω) ≤ Km(α1)(2(α1 + P
√P2 + 2)
ν
‖f‖L2(Ω) + 2α1
ν
‖rot f‖L2Ω) + ‖z‖Hm(Ω)).
Substituant (III.5.50) dans cette ine´galite´, on obtient (3.19) avec
cm = 2(
√
2 cm−2 +
α1 + P
√P2 + 2
ν
)Km(α1) et dm = (2
√
2 dm−2 +
4α1
ν
)Km(α1).
4
Par les meˆmes arguments qu’au chapitre pre´ce´dent, on obtient encore l’existence d’une
solution classique.
The´ore`me 3.7 Sous les hypothe`ses du The´ore`me 3.5, le proble`me (1.1)-(1.3) admet une
solution unique (u, p) dans C3(Ω)3 × (C1(Ω)/IR).
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Troisie`me partie
Sur une classe de fluide de grade
trois.

Chapitre V
Fluide de grade trois avec
Ω simplement connexe
1 Introduction
La loi de comportement la plus ge´ne´rale pour les fluides de grade 3 est
T = −p˜I + νA1 + α1A2 + α2A21 + β1A3 + β2(A1A2 + A2A1) + β(|A1|2A1), (1.1)
(cf. W. Noll et C. Truesdell [25]), ou` T est le tenseur des contraintes, p˜ la pression
(une fonction scalaire), I la matrice unite´ et An le n
ie`me tenseur de Rivlin-Ericksen de´fini
re´cursivement pour n ≥ 2 par:
An =
dAn−1
dt
+ An−1L+ LTAn−1,
ou` A1 et L sont donne´s au Paragraphe I.1. La constante ν est la viscosite´ et les coefficients
αi , βi et β sont les modules de contrainte normale. Ces coefficients ne sont pas arbitraires.
Plus pre´cise´ment on montre (cf. R. L. Fosdick et K. R. Rajagopal [16]) que si l’ine´quation
de Clausius-Duhem est satisfaite et si l’e´nergie libre est minimum a` l’e´quilibre, alors
ν > 0, α1 > 0, β1 = β2 = 0, β > 0.
Avec ces restrictions et compte tenu des de´finitions et calculs du Paragraphe I.1, la loi
constitutive des fluides de grade 3 (1.1) s’e´crit sous la forme
T = −p˜I + νA1 + α1( d
dt
A1 + A1W −WA1) + (α1 + α2)A21 + β|A1|2A1. (1.2)
L’e´quation de mouvement pour un fluide de grade 3 est de la forme
du
dt
= div T + f . (1.3)
D’apre`s le Paragraphe I.1, on a
div T = −∇p˜+ ν∆u + α1∂∆u
∂t
+ (α1 + α2)(∆(u.∇u)− 2u.∇(∆u))
+(2α1 + α2)(rot (∆u)× u +∇(u.∆u + 1
4
|A1|2)) + β div(|A1|2A1). (1.4)
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En utilisant (1.4) et la relation
du
dt =
∂u
∂t + rot u× u +∇ (
1
2
|u|2),
l’e´quation (1.3) s’e´crit :
∂u
∂t
− ν ∆u− α1 ∂
∂t
∆u + rot(u− (2α1 + α2)∆u)× u
−(α1 + α2)∆(u.∇u) + 2(α1 + α2)u.∇(∆u)− βdiv(|A1|2A1)
+∇p˜− (2α1 + α2)∇(u.∆ u + 1
4
|A1|2) + 1
2
∇(|u |2) = f . (1.5)
Cette e´quation de mouvement est comple´te´e par l’e´quation d’e´tat div u = 0 dans Ω, une
donne´e initiale pour la vitesse et une condition homoge`ne pour la vitesse sur la frontie`re
du domaine.
Soit Ω un domaine de IR3, borne´ et simplement connexe, de frontie`re Γ qui est au moins
de classe C2,1. On de´finit p comme au Paragraphe I.2. Avec cette notation, le syste`me
d’e´quations que nous proposons de re´soudre est:
Chercher une fonction a` valeurs vectorielles u = (u1, u2, u3) et une fonction scalaire p
de´finies dans Ω×]0, T [, pour un temps T > 0, solution de :
∂
∂t
(u− α1∆u)− ν∆u + rot(u− (2α1 + α2)∆u)× u− (α1 + α2)∆(u.∇u)
+2(α1 + α2)u.∇(∆u)− βdiv(|A1|2A1) +∇p = f dans Ω×]0, T [, (1.6)
div u = 0 dans Ω×]0, T [, (1.7)
avec des conditions de Dirichlet homoge`nes sur la frontie`re:
u = 0 sur Γ×]0, T [, (1.8)
et la donne´e initiale:
u(0) = u0 dans Ω. (1.9)
Les parame`tres α1, ν et β sont des constantes positives donne´es et la donne´e initiale u0
satisfait a` la condition de compatibilite´ :
div u0 = 0 dans Ω et u0 = 0 sur Γ. (1.10)
La me´thode d’e´tude est pratiquement la meˆme que celle utilise´e pour les fluides de
grade 2. En particulier, on de´duit de l’e´quation (1.6) une e´quation de transport du type:
∂
∂t
(ω − α1∆ω) + ν
α1
(ω − α1∆ω) + u.∇(ω − α1∆ω) +M(u) = rot f + ν
α1
rot u, (1.11)
ou` ω = rot u et M(u) rassemble des termes non-line´aires d’ordre infe´rieur que nous ex-
pliciterons par la suite.
154
Les fluides de grade 3 ont e´te´ e´tudie´s par C. Amrouche dans [2] et par C. Amrouche
et D. Cioranescu dans [4]. Dans le cas de la dimension trois, ils obtinrent l’existence et
l’unicite´ de la solution du proble`me (1.6)-(1.10) sur un certain intervalle de temps, sans
restriction sur les donne´es, mais seulement sous la condition supple´mentaire
|α1 + α2| ≤ (24 νβ)1/2. (1.12)
D’autre part, ils prouve`rent l’existence globale en temps, sous certaines restrictions sur les
donne´es, mais seulement pour la dimension deux.
Nous nous plac¸ons, dans ce chapitre, dans le cas de la dimension trois et nous nous
proposons d’appliquer une me´thode analogue a` celle utilise´e pour les fluides de grade 2,
afin de prouver l’existence globale en temps de la solution du proble`me (1.6)-(1.10), sous
une certaine condition de grandeur sur les donne´es, mais sans supposer la condition (1.12).
Le plan du chapitre est le suivant: Apre`s ce paragraphe d’introduction, le Para-
graphe 2 e´tablit des estimations formelles a priori satisfaites par des solutions re´gulie`res
du proble`me, puis l’unicite´ de la solution si elle existe. Nous de´montrons l’existence dans le
Paragraphe 3 par la meˆme me´thode qu’au Chapitre I, c’est-a`-dire une me´thode de Galerkin
avec base spe´ciale. Enfin le Paragraphe 4 e´tudie la re´gularite´ de la solution, suivant celle
des donne´es.
2 Estimations a priori et unicite´
On de´finit V2 par (I.2.8), le produit scalaire et la norme associe´e dans V2 par (I.2.11).
Pour e´tablir une formulation variationnelle du proble`me, nous avons besoin du re´sultat
suivant.
Lemme 2.1 Soient u ∈ H3(Ω)3 et v ∈ H10 (Ω)3. On de´finit la matrice A(v) par:
(A(v))ij =
∂vi
∂xj
+
∂vj
∂xi
, pour i, j = 1, 2, 3. (2.1)
Alors
(−div(|A(u)|2A(u)),v) = 1
2
(|A(u)|2A(u), A(v)). (2.2)
De´monstration. En appliquant la formule de Green, on obtient
(−div(|A(u)|2A(u)),v) =
∫
Ω
|A(u)|2
3∑
i,j=1
(
∂ui
∂xj
+
∂uj
∂xi
)
∂vi
∂xj
dx.
Mais
3∑
i,j=1
(
∂ui
∂xj
+
∂uj
∂xi
)
∂vi
∂xj
=
1
2
3∑
i,j=1
(
∂ui
∂xj
+
∂uj
∂xi
)(
∂vi
∂xj
+
∂vj
∂xi
).
De la`, (2.2) suit.
4
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On de´finit le produit scalaire dans V comme au Paragraphe I.5 et b comme au Para-
graphe I.2. Remarquant que A1 = A(u), le Lemme 2.1 conduit a` la formulation variation-
nelle suivante du proble`me (1.6)-(1.9).
Pour f donne´ dans L2(0, T ;H(rot; Ω))
⋂
L∞(0, T ; (L2(Ω))3) et u0 donne´ dans V2, chercher
u dans L∞(0, T ;V2) avec u′ dans L2(0, T ;V ), tel que
∀v ∈ V (u′,v)V + ν(∇u,∇v) + (rot(u− (2α1 + α2)∆u)× u,v)
+(α1 + α2)[(∇(u.∇u),∇v) + 2 b(u; ∆u,v)] + β
2
(|A(u)|2A(u), A(v)) = (f ,v) (2.3)
avec la condition initiale (1.9).
Clairement, en restreignant l’ensemble des solutions de (1.6)-(1.10) a` L∞(0, T ;V2) avec
de´rive´e premie`re dans L2(0, T ;V ), cette formulation est e´quivalente a` (1.6)-(1.10).
Lemme 2.2 Supposons que le proble`me (2.3), (1.9) ait une solution u dans C0(0, T ;V2)
avec u′ dans L∞(0, T ;V ). Posons
K1 =
ν
2(P2 + α1) , K2 =
6
α1
|α1 + α2|C1C(α1).
Alors cette solution satisfait les ine´galite´s suivantes pour tout t dans [0, T ]:
‖u(t)‖2V ≤ e−K1t‖u0‖2V +
P2
ν
∫ t
0
e−K1(t−s)‖f(s)‖2L2(Ω) ds
−K2
∫ t
0
e−K1(t−s)(
K1
K2
− ‖u(s)‖V2)‖u(s)‖2V ds, (2.4)
∫ t
0
‖ |A(u(s))| ‖4L4(Ω) ds ≤
1
β
(‖u0‖2V +
P2
ν
∫ t
0
‖f(s)‖2L2(Ω) ds)
−K2
β
∫ t
0
(
K1
K2
− ‖u(s)‖V2)‖u(s)‖2V ds). (2.5)
De´monstration. On choisit v = u dans (2.3). Les meˆmes arguments que dans la
de´monstration du Lemme I.3.1 impliquent
1
2
d
dt
‖u(t)‖2V + ν|u(t)|2H1(Ω) +
β
2
‖ |A(u(t))| ‖4L4(Ω)
≤ |(f(t),u(t))|+ 3|α1 + α2||b(u(t); ∆u(t),u(t))|. (2.6)
On remarque que
|(f(t),u(t))| ≤ P
2
2ν
‖f(t)‖2L2(Ω) +
ν
2
|u(t)|2H1(Ω). (2.7)
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Utilisant la majoration pre´ce´dente, (I.3.6), (I.3.4) et tenant compte des notations K1 et
K2, on obtient
d
dt
‖u(t)‖2V +K1‖u(t)‖2V +β‖ |A(u(t)| ‖4L4(Ω) ≤
P2
ν
‖f(t)‖2L2(Ω)−K2(
K1
K2
−‖u(t)‖V2)‖u(t)‖2V .
(2.8)
Alors on de´duit (2.4) en multipliant les deux membres de (2.8) par eK1t et en inte´grant de
0 a` t. Enfin, (2.5) se de´duit de (2.8), par inte´gration de 0 a` t.
4
Comme au Chapitre I, nous obtiendrons une e´quation de transport en prenant le rot
de l’e´quation (1.6). Auparavant, nous avons besoin du re´sultat technique suivant pour
calculer le rotationnel du terme spe´cifique de grade 3.
Lemme 2.3 On note A.,j le j
ie`me vecteur colonne de la matrice A. Supposons div v = 0.
Formellement, nous avons:
rot(div(|A(v)|2A(v))) = |A(v)|2∆(rot v) + 2∇(|A(v)|2).∇rot v + B(v), (2.9)
ou`
B(v) =
3∑
k=1
[∇( ∂
∂xk
(|A(v)|2))× A.,k(v)− ∂
∂xk
(|A(v)|2)∇((rot v)k)]. (2.10)
De´monstration. On note Ai,. le i
e`me vecteur ligne de la matrice A. On rappelle les
identite´s suivantes:
div(θv) = θ div v +∇θ.v, (2.11)
rot(θv) = θ rot v +∇θ × v. (2.12)
De (2.11), on de´duit
div(|A(v)|2Ai,.(v)) = |A(v)|2div(Ai,.(v)) +
3∑
k=1
∂
∂xk
(|A(v)|2)Ai,k(v).
D’ou`
div(|A(v)|2A(v)) = |A(v)|2div(A(v)) +
3∑
k=1
∂
∂xk
(|A(v)|2)A.,k(v).
Mais, puisque div v = 0, on a
div(A(v)) = ∆ v.
Nous obtenons donc
div(|A(v)|2A(v)) = |A(v)|2∆ v +
3∑
k=1
∂
∂xk
(|A(v)|2)A.,k(v). (2.13)
Ensuite, de (2.12) et de div v = 0, on de´duit
rot(|A(v)|2∆v) = |A(v)|2∆(rot v) +∇(|A(v)|2)×∆v
= |A(v)|2∆(rotv) + rot(rot v)×∇(|A(v)|2).
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On peut ve´rifier l’identite´
rot v ×w = w.∇v −
3∑
k=1
wk∇vk.
D’ou`
rot(|A(v)|2∆v) = |A(v)|2∆(rot v) +∇(|A(v)|2).∇ rot v −
3∑
k=1
∂
∂xk
(|A(v)|2)∇((rot v)k).
(2.14)
Utilisant de nouveau (2.12), on obtient
rot(
3∑
k=1
∂
∂xk
(|A(v)|2)A.,k(v)) =
3∑
k=1
(
∂
∂xk
(|A(v)|2)rotA.,k(v) +∇( ∂
∂xk
(|A(v)|2))×A.,k(v)).
Mais
rotA.,k(v) = rot
∂v
∂xk
+ rot∇ vk = ∂
∂xk
rot v.
De la`
rot(
3∑
k=1
∂
∂xk
(|A(v)|2)A.,k(v)) = ∇(|A(v)|2).∇rot v+
3∑
k=1
∇( ∂
∂xk
(|A(v)|2))×A.,k(v). (2.15)
De (2.14) et (2.15), on de´duit (2.9).
4
On pose ω = rot u. Utilisant les re´sultats du Paragraphe I.2 et le Lemme 2.3 pour le
terme spe´cifique de grade 3, nous sommes en mesure de prendre le rotationnel de l’e´quation
(1.6) et donc d’obtenir l’e´quation de transport suivante:
∂
∂t(ω−α1∆ω) +
ν
α1 (ω−α1∆ω) + u.∇(ω−α1∆ω)− (ω−α1∆ω).∇u− (α1 +α2)∆u.∇ω
+(α1 + α2)[ω.∇(∆u) + 2
3∑
k=1
(
∂ω
∂xk
.∇ ∂u
∂xk
− ∂u
∂xk
.∇ ∂ω
∂xk
+∇uk ×∇∆uk)] + β[−B(u)
+
1
α1
|A(u)|2(ω − α1∆ω)− 2∇(|A(u)|2).∇ω] = rot f + ν
α1
rot u +
β
α1
|A(u)|2rot u.
(2.16)
Cette e´quation est formelle car le premier terme non-line´aire n’est pas de´fini a` moins que
u(t) n’appartienne a` H4(Ω)3.
The´ore`me 2.4 Supposons, en plus des hypothe`ses du Lemme 2.2, que u appartienne a`
L2(0, T ;H4(Ω)3). Alors y(t) = ‖u(t)‖2V2 satisfait l’ine´galite´ diffe´rentielle dans [0, T ]:
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y′(t) ≤ 4ν
α21
(e−K1t‖u0‖2V +
P2
ν
∫ t
0
e−K1(t−s)‖f(s)‖2L2(Ω) ds)
+
2α1
ν
‖rot f(t)‖2L2(Ω) − C(α1, α2, β)(
ν
2α1C(α1, α2, β)
− y(t))y(t)
+
βC(α1)
2α21
‖ |A(u(t))| ‖4L4(Ω) −
4ν
α21
K2
∫ t
0
e−K1(t−s)(
K1
K2
−
√
y(s) )‖u(s)‖2V ds, (2.17)
ou`
C(α1, α2, β) =
2α1
ν
(C(α1, α2))
2 + β(C(α1))
3(16C1((3
√
2 + 2)C
3/2
2 + 2C1) +
C32
2
) (2.18)
avec C(α1, α2) de´finie par (I.3.9) et K1 et K2 sont de´finies dans le Lemme 2.2.
De´monstration. Pour simplifier, posons z = ω − α1∆ω. Prendre le produit scalaire de
(2.16) avec z donne
1
2
d
dt
‖u(t)‖2V2 +
ν
α1
‖u(t)‖2V2 − b(z(t); u(t), z(t)) + (α1 + α2){−b(∆u(t);ω(t), z(t))
+b(ω(t); ∆u(t), z(t)) + 2
3∑
k=1
[b(
∂ω(t)
∂xk
;
∂u(t)
∂xk
, z(t))− b(∂u(t)
∂xk
;
∂ω(t)
∂xk
, z(t))
+(∇uk(t)×∇∆uk(t), z(t))]} − β{2(∇(|A(u(t))|2).∇ω(t), z(t)) + (B(u(t)), z(t))}
+
β
α1
‖|A(u(t))|z(t)‖2L2(Ω) = (rot(f(t) +
ν
α1
u(t)), z(t)) +
β
α1
(|A(u(t))|2rot u(t), z(t)).(2.19)
Il nous faut majorer les termes spe´cifiques du grade 3, car les autres termes ont e´te´
majore´s dans le Paragraphe I.3. Pour simplifier, supprimons la variable t. On a tout
d’abord
(∇(|A(u)|2).∇ω, z) =
∫
Ω
3∑
i,j,k,l=1
2Aij(u)
∂Aij(u)
∂xk
∂ωl
∂xk
zl dx.
Par Ho¨lder et Cauchy-Schwarz, on obtient
|(∇(|A(u)|2).∇ω, z)| ≤ 2‖z‖L2(Ω)‖ |A(u)| ‖L∞(Ω)[
∫
Ω
(
3∑
k,l=1
(
∂ωl
∂xk
)2)(
3∑
i,j,k=1
(
∂Aij(u)
∂xk
)2) dx]1/2.
Mais
|A(u)|2 ≤ 4
3∑
i,j=1
(
∂ui
∂xj
)2 et
3∑
i,j,k=1
(
∂Aij(u)
∂xk
)2 ≤ 4
3∑
i,j,k=1
(
∂2ui
∂xj∂xk
)2. (2.20)
D’ou`
|(∇(|A(u)|2).∇ω, z)| ≤ 8‖z‖L2(Ω)‖∇u‖L∞(Ω)‖∇ω‖L4(Ω)‖∂2u‖L4(Ω).
Alors de (I.2.15), (I.2.16), (I.2.12) et du Lemme I.3.3, on de´duit
|(∇(|A(u(t))|2).∇ω(t), z(t))| ≤ 8
√
2C1C
3/2
2 (C(α1))
3‖u(t)‖4V2 . (2.21)
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Ensuite majorons les termes issus de B(u).
(
3∑
k=1
∇( ∂
∂xk
|A(u)|2)× A.,k(u), z)
= 2
3∑
k,i,j=1
[(Aij(u)∇∂Aij(u)
∂xk
× A.,k(u), z) + (∂Aij(u)
∂xk
∇Aij(u)× A.,k(u), z)].
L’ine´galite´ de Ho¨lder et le Lemme I.3.4 impliquent
|(
3∑
k=1
∇( ∂
∂xk
|A(u)|2)× A.,k(u), z)| ≤ 2‖z‖L2(Ω)
(
3∑
k,i,j=1
‖A.,k(u)‖L∞(Ω)[‖Aij(u)‖L∞(Ω)‖∇∂Aij(u)
∂xk
‖L2(Ω) + ‖∂Aij(u)
∂xk
∇Aij(u)‖L2(Ω)]).
Ensuite, graˆce a` Cauchy-Schwarz et a` (2.20), nous obtenons
3∑
k,i,j=1
‖A.,k(u)‖L∞(Ω)‖Aij(u)‖L∞(Ω)‖∇∂Aij(u)
∂xk
‖L2(Ω) ≤ 8‖∇u‖2L∞(Ω)‖∂3u‖L2(Ω)
et, avec en plus (I.2.16),
3∑
k,i,j=1
‖A.,k(u)‖L∞(Ω)‖∂Aij(u)
∂xk
∇Aij(u)‖L2(Ω) ≤ 2‖∇u‖L∞(Ω)(
3∑
i,j=1
‖∇Aij(u)‖2L4(Ω))
≤ 8C3/22 ‖∇u‖L∞(Ω)‖u‖2H3(Ω).
De la`, avec (I.2.15) et (I.2.12), nous de´duisons
|(
3∑
k=1
∇( ∂
∂xk
|A(u(t))|2)× A.,k(u(t)), z(t))| ≤ 16C1(C1 + C3/22 )(C(α1))3‖u(t)‖4V2 . (2.22)
Enfin,
(
3∑
k=1
(
∂
∂xk
|A(u)|2)∇ωk, z) = 2
∫
Ω
3∑
k,l,i,j=1
Aij(u)
∂Aij(u)
∂xk
∂ωk
∂xl
zl dx.
Par les meˆmes proce´de´s que pre´ce´demment, on obtient
|(
3∑
k=1
∂
∂xk
(|A(u)|2)∇ωk, z)| ≤ 2‖ |A(u)| ‖L∞(Ω)‖z‖L2(Ω)‖∇ω‖L4(Ω)‖∇A(u)‖L4(Ω),
puis
|(
3∑
k=1
∂
∂xk
(|A(u(t))|2)∇ωk(t), z(t))| ≤ 8
√
2C1C
3/2
2 (C(α1))
3‖u(t)‖4V2 . (2.23)
Il reste a` majorer les termes du second membre. On a successivement
|(rot f(t), z(t))| ≤ α1
ν
‖rot f(t)‖2L2(Ω) +
ν
4α1
‖z(t)‖2L2(Ω),
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|(rot u(t), z(t))| ≤ ‖rot u(t)‖2L2(Ω) +
1
4
‖z(t)‖2L2(Ω),
|(|A(u(t))|2rot u(t), z(t))| ≤ 1
4
‖ |A(u(t)| rot u(t)‖2L2(Ω) + ‖ |A(u(t))|z(t)‖2L2(Ω).
Utilisant les majorations (I.3.11)-(I.3.16) pour les termes de grade 2, les majorations (2.21)-
(2.23) pour les termes spe´cifiques de grade 3 et les majorations pre´ce´dentes pour les termes
du second membre, on obtient, avec la notation C(α1, α2) de´finie par (I.3.9),
d
dt
‖u(t)‖2V2 +
ν
α1
‖u(t)‖2V2 ≤
2α1
ν
‖rot f(t)‖2L2(Ω) +
2ν
α1
‖rot u(t)‖2L2(Ω) + 2C(α1, α2)‖u(t)‖3V2
+16βC1((3
√
2 + 2)C
3/2
2 + 2C1)(C(α1))
3‖u(t)‖4V2 +
β
2α1
‖ |A(u(t))|rot u(t)‖2L2(Ω). (2.24)
Pour estimer ‖ |A(u(t))|rot u(t)‖2L2(Ω), on utilise l’ine´galite´, pour tout ε > 0,
|(v, w)| ≤ ε
2
‖v‖2L2(Ω) +
1
2ε
‖w‖2L2(Ω). (2.25)
On remarque que
‖ |A(u(t))|rot u(t)‖2L2(Ω) = (|A(u(t))|2, |rot u(t)|2)
et, utilisant (2.25) avec ε =
2C(α1)
α1
, on obtient
‖ |A(u(t))|rot u(t)‖2L2(Ω) ≤
C(α1)
α1
‖ |A(u(t))| ‖4L4(Ω) +
α1
4C(α1)
‖rot u(t)‖4L4(Ω).
Mais, du Lemme I.3.3, de (I.2.16) et de (I.2.12), on de´duit
‖rot u(t)‖4L4(Ω) ≤ 4‖∇u(t)‖4L4(Ω) ≤ 4C32(C(α1))4‖u(t)‖4V2 .
D’ou`
‖ |A(u(t))|rot u(t)‖2L2(Ω) ≤
C(α1)
α1
‖ |A(u(t))| ‖4L4(Ω) + α1(C(α1))3C32‖u(t)‖4V2 . (2.26)
Posons
y(t) = ‖u(t)‖2V2 .
Utilisant cette notation, (2.26) et (I.3.4), l’ine´galite´ (2.24) implique
y′(t) +
ν
α1
y(t) ≤ 2α1
ν
‖rot f(t)‖2L2(Ω) +
4ν
α21
‖u(t)‖2V + 2C(α1, α2) y(t)
√
y(t)
+β(C(α1))
3(16C1((3
√
2 + 2)C
3/2
2 + 2C1) +
C32
2
) (y(t))2 +
βC(α1)
2α21
‖ |A(u(t)| ‖4L4(Ω).
Mais, pour tout θ > 0 et tout y ≥ 0, on a
√
y ≤ 1
4θ
y + θ.
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Appliquant cette ine´galite´ avec θ =
ν
4α1C(α1, α2)
et y(t) dans l’ine´quation diffe´rentielle
pre´ce´dente et utilisant la notation (2.18) qui de´finit C(α1, α2, β), nous obtenons
y′(t) ≤ 2α1
ν
‖rot f(t)‖2L2(Ω) +
4ν
α21
‖u(t)‖2V
+
βC(α1)
2α21
‖ |A(u(t)| ‖4L4(Ω) − C(α1, α2, β)(
ν
2α1C(α1, α2, β)
− y(t)) y(t)
et nous de´duisons (2.17) en substituant (2.4) dans cette ine´galite´.
4
Comme pour les fluides de grade 2, on ne pourra prouver l’existence globale en temps
que si on montre que u(t) est uniforme´ment borne´ en temps dans V2.
Lemme 2.5 Soit f appartenant a` L2(IR+;H(rot; Ω)). Si les donne´es satisfont
‖u0‖2V2 +
8ν + C(α1)K1
2α21K1
(‖u0‖2V +
P2
ν
∫ ∞
0
‖f(t)‖2L2(Ω) dt) +
2α1
ν
∫ ∞
0
‖rot f(t)‖2L2(Ω) dt
< min
(
ν
2α1C(α1, α2, β)
,
K21
K22
)
, (2.27)
ou` C(α1, α2, β) est de´finie par (2.18) et K1 et K2 sont de´finies dans le Lemme 2.2, alors
toute solution continue de (2.17) avec la valeur de de´part y(0) = ‖u0‖2V2 satisfait
∀t ≥ 0, 0 ≤ y(t) ≤ min
(
ν
2α1C(α1, α2, β)
,
K21
K22
)
. (2.28)
De´monstration. Inte´grant (2.17) de 0 a` t et utilisant le Lemme I.3.7, nous de´duisons
y(t) ≤ y(0) + 1
K1
4ν
α21
(‖u0‖2V +
P2
ν
∫ t
0
‖f(s)‖2L2(Ω) ds) +
2α1
ν
∫ t
0
‖rot f(s)‖2L2(Ω) ds
+
βC(α1)
2α21
∫ t
0
‖ |A(u(s))| ‖4L4(Ω) ds− C(α1, α2, β)
∫ t
0
(
ν
2α1C(α1, α2, β)
− y(s)
)
y(s) ds
−4ν
α21
K2
K1
∫ t
o
(
K1
K2
−
√
y(s)
)
‖u(s)‖2V (1− e−K1(t−s)) ds.
Substituant l’ine´galite´ (2.5) dans l’ine´galite´ diffe´rentielle pre´ce´dente, nous obtenons
y(t) ≤ y(0) + 8ν + C(α1)K1
2K1α21
(‖u0‖2V +
P2
ν
∫ t
0
‖f(s)‖2L2(Ω) ds)
+
2α1
ν
∫ t
0
‖rot f(s)‖2L2(Ω) ds− C(α1, α2, β)
∫ t
0
(
ν
2α1C(α1, α2, β)
− y(s)
)
y(s) ds
−K2
2α21
∫ t
o
(
K1
K2
−
√
y(s)
)
‖u(s)‖2V [C(α1) + 16(P2 + α1)(1− e−K1(t−s))] ds.
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Posons
M = min
(
K21
K22
,
ν
2α1C(α1, α2, β)
)
(2.29)
et
a(s, t) = C(α1, α2, β)y(s)+
K22
2α21(K1 +K2
√
y(s))
‖u(s)‖2V [C(α1)+16(P2+α1)(1−e−K1(t−s))].
(2.30)
Pour 0 ≤ s ≤ t, nous avons
y(s) ≥ 0 et C(α1) + 16(P2 + α1)(1− e−K1(t−s)) ≥ 0.
Utilisant (2.29) et (2.27), nous obtenons
y(t) ≤M − C(α1, α2, β)
∫ t
0
(M − y(s))y(s) ds
−K
2
2
2α21
∫ t
0
(M − y(s))‖u(s)‖2V
C(α1) + 16(P2 + α1)(1− e−K1(t−s))
K1 +K2
√
y(s)
ds.
Puis la notation (2.30) permet d’e´crire
y(t) < M −
∫ t
0
(M − y(s))a(s, t) ds. (2.31)
Alors, comme dans la de´monstration du Lemme I.3.8, par des arguments identiques, on
obtient l’ine´galite´ (2.28).
4
Nous concluons ce paragraphe en prouvant l’unicite´ de la solution globale du proble`me
(2.3), (1.9), si elle existe. Posons
K(v) = −div(|A(v)|2A(v)) (2.32)
et montrons que l’ope´rateur K est monotone. Remarquons que cette monotonie implique
que l’unicite´ pour les fluides de grade 3 de´coule de celle des fluides de grade 2.
Lemme 2.6 Soit K de´fini par (2.32). Pour tout v1 et tout v2 dans V2,
(K(v1)−K(v2),v1 − v2) ≥ 0. (2.33)
De´monstration. Rappelons que, d’apre`s le Lemme 2.1,
(K(v),w) =
1
2
(|A(v)|2A(v), A(w)).
De la`
2(K(v1)−K(v2),v1 − v2) = (|A(v1)|2A(v1), A(v1 − v2))− (|A(v2)|2A(v2), A(v1 − v2))
= ‖ |A(v1)| ‖4L4(Ω + ‖ |A(v2)| ‖4L4(Ω − ((|A(v1)|2 + |A(v2)|2)A(v1), A(v2)).
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Mais la relation |(v, w)| ≤ 1
2
(‖v‖2L2(Ω) + ‖w‖2L2(Ω)) implique
((|A(v1)|2 + |A(v2)|2)A(v1), A(v2))
= (
√
|A(v1)|2 + |A(v2)|2A(v1),
√
|A(v1)|2 + |A(v2)|2A(v2))
≤ 1
2
‖ |A(v1)|2 + |A(v2)|2‖2L2(Ω).
D’ou`
2(K(v1)−K(v2),v1−v2) ≥ ‖ |A(v1)| ‖4L4(Ω +‖ |A(v2)| ‖4L4(Ω−
1
2
‖ |A(v1)|2 + |A(v2)|2‖2L2(Ω).
Si on pose
w1 = |A(v1)|2 et w2 = |A(v2)|2,
l’ine´galite´ pre´ce´dente s’e´crit:
2(K(v1)−K(v2),v1 − v2) ≥ ‖w1‖2L2(Ω) + ‖w2‖2L2(Ω) −
1
2
‖w1 + w2‖2L2(Ω),
ce qui implique (2.33).
4
Le lemme suivant, analogue au Lemme I.4.1, s’applique a` tout couple de solutions de
(2.3).
Lemme 2.7 Soient u1 et u2 deux solutions de (2.3). Leur diffe´rence u = u1−u2 satisfait
l’e´galite´
1
2
d
dt
‖u(t)‖2V + ν|u(t)|2H1(Ω) + b(u(t); u2(t)− 2(α1 + α2)∆u2(t),u(t))
+b(u(t); ∆u(t), (2α1 + α2)u2(t) + (α1 + α2)u1(t))
+b(2(α1 + α2)u1(t)− α1u2(t); ∆u(t),u(t)) + β(K(u1(t))−K(u2(t)),u(t)) = 0. (2.34)
De´monstration. Il suffit de rajouter le terme de grade 3 et (2.34) s’obtient de la meˆme
manie`re que (I.4.1).
4
The´ore`me 2.8 Le proble`me (2.3), (1.9) a au plus une solution dans L∞(0, T ;V2) pour
tout T > 0.
De´monstration. Le Lemme 2.6 implique
(K(u1)−K(u2),u) ≥ 0.
D’ou`, avec les ine´galite´s (I.4.5), (I.4.8) et (I.4.10), on obtient
d
dt
‖u(t)‖2V ≤ 2
c1(T ) + c2(T ) + c3(T )
α1
‖u(t)‖2V ,
ou` c1(T ), c2(T ) et c3(T ) sont donne´s dans le Paragraphe I.4. Alors l’ine´galite´ de Gronwall
et le fait que u(0) = 0 impliquent que u(t) = 0 pour tout t dans [0, T ].
4
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3 Existence de la solution
Dans ce paragraphe, nous supposons que la frontie`re Γ de Ω est de classe C3,1 et que
f appartient a` L2(IR+;H(rot; Ω))
⋂
L∞(IR+;L2(Ω)3).
La solution du proble`me (2.3), (1.9) est construite au moyen d’une discre´tisation de
Galerkin. On utilise la suite de fonctions propres {wj} de V2, de´finie dans le Paragraphe
I.5. On rappelle que
(wj,v)V2 = λj(wj,v)V , ∀v ∈ V2 (3.1)
avec
0 < λ1 < . . . < λk < . . .→ +∞,
ou` {λj} est la suite de valeurs propres associe´es a` la suite de fonctions propres {wj}. Les
fonctions wj forment une base orthonormale dans V et une base orthogonale dans V2. Cet
ensemble de fonctions sera utilise´ comme base spe´ciale dans la me´thode de Galerkin-Faedo.
Pour tout entier m positif, nous notons Vm l’espace vectoriel engendre´ par les m premie`res
fonctions propres {wj}mj=1.
Nous de´finissons une solution approche´e du proble`me (2.3), (1.9) par:
Chercher
um(t) =
m∑
j=1
cj,m(t)wj,
solution pour 1 ≤ j ≤ m, de
(u′m(t),wj)V + ν(∇um(t),∇wj) + (rot(um(t)− (2α1 + α2)∆um(t))× um(t),wj)
+(α1 + α2){b(um(t); ∆wj,um(t)) + 2 b(um(t); ∆um(t),wj)}
+
β
2
(|A(um(t))|2A(um(t)), A(wj)) = (f(t),wj), (3.2)
um(0) = Pm(u0). (3.3)
Ainsi nous avons a` re´soudre un syste`me de m e´quations diffe´rentielles ordinaires d’ordre un
et de degre´ trois, avec des coefficients constants et une condition initiale au temps t = 0.
Comme au Paragraphe I.5, des re´sultats classiques sur les EDO (cf. [10]) assurent qu’un
tel syste`me a une solution um, unique et continue sur [0, T
∗
m] avec u
′
m dans L
∞(0, T ∗m), pour
un nombre T ∗m > 0. Nous nous proposons de de´montrer que um(t) satisfait l’estimation a
priori du paragraphe pre´ce´dent.
En multipliant les deux membres de (3.2) par cj,m(t) et en sommant par rapport a` j,
nous obtenons, sur [0, T ∗m], l’e´galite´
1
2
d
dt
‖um(t)‖2V + ν|um(t)|2H1(Ω) +
β
2
‖ |A(um(t))| ‖4L4(Ω)
+3(α1 + α2)b(um(t); ∆um(t),um(t)) = (f(t),um(t)). (3.4)
Alors la de´monstration du Lemme 2.2 s’applique a` um sans modification et donne le re´sultat
suivant.
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Lemme 3.1 La solution um du proble`me (3.2), (3.3) satisfait les ine´galite´s suivantes pour
tout t dans [0, T ∗m]:
‖um(t)‖2V ≤ e−K1t‖um(0)‖2V +
P2
ν
∫ t
0
e−K1(t−s)‖f(s)‖2L2(Ω) ds
−K2
∫ t
0
e−K1(t−s)(
K1
K2
− ‖um(s)‖V2)‖um(s)‖2V ds, (3.5)
∫ t
0
‖ |A(um(s))| ‖4L4(Ω) ds ≤
1
β
(‖um(0)‖2V +
P2
ν
∫ t
0
‖f(s)‖2L2(Ω) ds)
−K2
β
∫ t
0
(
K1
K2
− ‖um(s)‖V2)‖um(s)‖2V ds), (3.6)
ou` K1 et K2 sont de´finies dans le Lemme 2.2.
Graˆce a` la base spe´ciale, nous pouvons aussi de´duire de l’e´quation (3.2) une estimation
pour ‖um(t)‖V2 . Comme pour les fluides de grade 2, de´finissons la fonction vectorielle F(v)
pour tout v dans V2:
F(v) = −ν∆v + rot(v − (2α1 + α2)∆v)× v
+(α1 + α2)(−∆(v.∇v) + 2v.∇(∆v))− β div(|A(v)|2A(v)). (3.7)
Si v appartient a` H4(Ω)3, nous pouvons ve´rifier que F(v) appartient a` H1(Ω)3. En effet,
nous avons ve´rifie´ l’appartenance a` H1(Ω)3 des termes de grade 2 au Paragraphe I.5. Pour
le terme de grade 3, puisque |A(v)| et ∂vi
∂xj
sont dans H2(Ω) et puisque H2(Ω) est une
alge`bre, |A(v)|2 ∂vi
∂xj
appartient a` H2(Ω). D’ou` div(|A(v)|2A(v)) est dans H1(Ω)3. Alors,
en raison du Lemme 5.1, F(um(t)) appartient a` H
1(Ω)3. Ensuite pour chaque t, nous
de´finissons vm(t) dans V comme la solution du proble`me de Stokes:
vm(t)− α1∆vm(t) +∇qm(t) = F(um(t))− f(t). (3.8)
Comme au Paragraphe I.5, on montre que vm(t) appartient a` V2 et que um(t) est solution
de l’e´quation suivante, pour tout 1 ≤ j ≤ m:
(u′m(t),wj)V2 + (vm(t),wj)V2 = 0. (3.9)
Le the´ore`me suivant est l’analogue du The´ore`me 2.4.
The´ore`me 3.2 Supposons que f appartienne a` L2(0, T ;H(rot; Ω))
⋂
L∞(0, T ; (L2(Ω))3)
et que Γ soit de classe C3,1. Alors ym(t) = ‖um(t)‖2V2 satisfait l’ine´galite´ diffe´rentielle dans
[0, T ∗m]:
y′(t) ≤ 4ν
α21
(e−K1t‖um(0)‖2V +
P2
ν
∫ t
0
e−K1(t−s)‖f(s)‖2L2(Ω) ds)
+
2α1
ν
‖rot f(t)‖2L2(Ω) − C(α1, α2, β)(
ν
2α1C(α1, α2, β)
− y(t))y(t)
+
βC(α1)
2α21
‖ |A(um(t))| ‖4L4(Ω) −
4ν
α21
K2
∫ t
0
e−K1(t−s)(
K1
K2
−
√
y(s) )‖um(s)‖2V ds, (3.10)
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ou` C(α1, α2, β) est de´finie par (2.18) et K1 et K2 sont de´finies dans le Lemme 2.2.
De´monstration. En multipliant les deux membres de (3.9) par cj,m(t) et en sommant par
rapport a` j, nous obtenons
(u′m(t),um(t))V2 + (vm(t),um(t))V2 = 0.
Poser ωm(t) = rot um(t), zm(t) = ωm(t)− α1∆ωm(t) et utiliser le fait que
rot(vm(t)− α1∆vm(t)) = rot(F(um(t))− f(t))
donnent
1
2
d
dt
‖um(t)‖2V2 + (rot F(um(t)), zm(t)) = (rot f(t), zm(t)). (3.11)
En utilisant (I.5.11) et le Lemme 2.3 et en supprimant la variable t, pour simplifier les
notations, on obtient
1
2
d
dt
‖um‖2V2 +
ν
α1
‖um‖2V2 − b(zm; um, zm) + (α1 + α2){−b(∆um;ωm, zm)
+b(ωm; ∆um, zm) + 2
3∑
k=1
[b(
∂ωm
∂xk
;
∂um
∂xk
, zm)− b(∂um
∂xk
;
∂ωm
∂xk
, zm)
+(∇ukm ×∇∆ukm, zm)]} − β{2(∇(|A(um)|2).∇ωm, zm) + (B(um), zm)}
+
β
α1
‖ |A(um)|zm‖2L2(Ω) = (rot(f +
ν
α1
um), zm) +
β
α1
(|A(um)|2rot um, zm). (3.12)
Nous sommes exactement dans la meˆme situation que dans le The´ore`me 2.4 et la meˆme
de´monstration donne (3.10).
4
Conside´rons une solution de (3.10) avec la valeur initiale
y(0) = ‖um(0)‖2V2 = ‖Pm(u0)‖2V2 .
Comme au Paragraphe I.5, si u0 et f satisfont (2.27), alors pour tout m suffisamment
grand, um(0) et f satisferont l’analogue de (2.27):
‖um(0)‖2V2 +
8ν + C(α1)K1
2α21K1
(‖um(0)‖2V +
P2
ν
∫ ∞
0
‖f(t)‖2L2(Ω) dt) +
2α1
ν
∫ ∞
0
‖rot f(t)‖2L2(Ω) dt
< min
(
ν
2α1C(α1, α2, β)
,
K21
K22
)
. (3.13)
De la`, la conclusion du Lemme 2.5 implique que T ∗m = ∞ et que um(t) est uniforme´ment
borne´ dans V2 par rapport au temps:
∀t ≥ 0, ‖um(t)‖V2 ≤ min
(√
ν
2α1C(α1, α2, β)
,
K1
K2
)
. (3.14)
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Alors l’e´quivalence de normes du Lemme I.2.1, (3.5) et (3.14) impliquent que la suite
{um}m≥1 est borne´e par rapport a` m dans L∞(IR+;H3(Ω)3)⋂L2(IR+;H1(Ω)3).
Le lemme suivant donne une borne pour u′m(t).
Lemme 3.3 Soient f dans L2(IR+;L2(Ω)3) et u0 dans V2. Supposons que la suite {um}m≥1
soit borne´e par rapport a` m dans L∞(IR+;H3(Ω)3) ∩ L2(IR+;H1(Ω)3). Alors la suite
{u′m}m≥1 est borne´e par rapport a` m dans L2(IR+;V ).
De´monstration. Multiplions les deux membres de (3.2) par c′jm(t) et sommons par rap-
port a` j. Cela donne
‖u′m(t)‖2V = ν(∆um(t),u′m(t))− (rot(um(t)− (2α1 + α2)∆um(t))× um(t),u′m(t))
−(α1 + α2)(b(um(t); ∆u′m(t),um(t)) + 2b(um(t); ∆um(t),u′m(t)))
−β
2
(|A(um(t))|2A(um(t)), A(u′m(t))) + (f(t),u′m(t)). (3.15)
En utilisant (I.4.3), l’e´quation (3.15) s’e´crit
‖u′m(t)‖2V = ν(∆um(t),u′m(t))− b(um(t); um(t),u′m(t))− α2b(um(t); ∆um(t),u′m(t))
−(2α1 + α2)b(u′m(t); ∆um(t),um(t))− (α1 + α2)b(um(t); ∆u′m(t),um(t))
−β
2
(|A(um(t))|2A(um(t)), A(u′m(t))) + (f(t),u′m(t)). (3.16)
Transformons le terme de grade 3:
(|A(um(t))|2A(um(t)), A(u′m(t))) =
∫
Ω
(
3∑
i,j=1
A2ij(um(t)))
3∑
k,l=1
Akl(um(t))(Akl(um(t)))
′ dx
=
1
2
∫
Ω
(
3∑
i,j=1
A2ij(um(t)))(
3∑
k,l=1
A2kl(um(t)))
′ dx
=
1
4
∫
Ω
([
3∑
i,j=1
A2ij(um(t))]
2)′ dx.
D’ou`
(|A(um(t))|2A(um(t)), A(u′m(t))) =
1
4
d
dt
(‖|A(um(t))|‖4L4(Ω)). (3.17)
Substituant cette e´galite´ et les ine´galite´s (I.5.17)-(I. 5.20) dans (3.16), on obtient, ayant
majore´
√P2 + 1 par P2 + 1,
‖u′m(t)‖2V +
β
8
d
dt
(‖|A(um(t))|‖4L4(Ω)) ≤ ν|um(t)|H1(Ω)|u′m(t)|H1(Ω)
+‖f(t)‖L2(Ω)‖u′m(t)‖L2(Ω) + k‖um(t)‖H3(Ω)|um(t)|H1(Ω)|u′m(t)|H1(Ω),
avec
k = (α1 + |α2|)(C1 + (2
√
3 + 1)(P2 + 1)C3/22 ) + (P2 + 1)C3/22 .
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Ensuite, graˆce a` (I.3.4) et a` l’identite´
ab ≤ a2 + 1
4
b2,
on de´duit
1
2
‖u′m(t)‖2V +
β
8
d
dt
(‖|A(um(t))|‖4L4(Ω)) ≤ ‖f(t)‖2L2(Ω)
+
1
α1
(ν + k‖um(t)‖H3(Ω))2|um(t)|2H1(Ω).
L’inte´gration sur IR+ donne
‖u′m‖2L2(IR+;V ) ≤
2
α1
(ν + k‖um‖L∞(IR+;H3(Ω)3))
2‖um‖2L2(IR+;H1(Ω)3)
+2‖f‖2
L2(IR+;L2(Ω)3)
+
β
4
‖|A(um(0))|‖4L4(Ω). (3.18)
Mais, graˆce a` (I.2.15), (I.3.4) et (2.20), nous avons
‖|A(um(0))|‖4L4(Ω) ≤ 16‖∇um(0)‖2L∞(Ω)|um(0)|2H1(Ω) ≤
16C21
α1
‖um‖2L∞(IR+;H3(Ω)3)‖u0‖
2
V .
(3.19)
Alors les hypothe`ses du lemme et les ine´galite´s (3.18) et (3.19) impliquent que la suite
{u′m} est borne´e dans L2(IR+;V ).
4
Le the´ore`me suivant re´capitule les majorations obtenues pour les suites {um} et {u′m}.
The´ore`me 3.4 Soit Ω un ouvert de IR3, borne´ et simplement connexe, avec une frontie`re
Γ de classe C3,1. Soit la vitesse initiale u0 donne´e dans V2 et le membre de droite f donne´
dans L2(IR+;H(rot; Ω))
⋂
L∞(IR+;L2(Ω)3), suffisamment petits pour satisfaire
‖u0‖2V2 +
8ν + C(α1)K1
2α21K1
(‖u0‖2V +
P2
ν
∫ ∞
0
‖f(t)‖2L2(Ω) dt) +
2α1
ν
∫ ∞
0
‖rot f(t)‖2L2(Ω) dt
< min
(
ν
2α1C(α1, α2, β)
,
K21
K22
)
, (3.20)
avec C(α1, α2, β) de´finie par (2.18) et K1 et K2 de´finies dans le Lemme 2.2. Alors pour
tout m suffisamment grand, la solution unique um de la me´thode de Galerkin (3.2), (3.3)
existe pour tout temps t ≥ 0 et satisfait les bornes supe´rieures:
‖um‖L∞(IR+;V2) ≤ min
(√
ν
2α1C(α1, α2, β)
,
K1
K2
)
,
‖um‖L2(IR+;H1(Ω)3) ≤ k1, (3.21)
‖u′m‖L2(IR+;V ) ≤ k2,
ou` k1 et k2 sont des constantes inde´pendantes de m.
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Il reste a` passer a` la limite par rapport a` m. Il suit de la premie`re et de la dernie`re
ine´galite´ dans (3.21) qu’il existe une fonction u et une sous-suite de {um}, encore note´e
{um}, telles que
lim
m→∞um = u faible
∗ dans L∞(IR+;V2),
lim
m→∞u
′
m = u
′ dans L2(IR+;V ) faible.
Comme dans le Paragraphe I.5, d’une part, cela implique que
‖u‖L∞(IR+;V2) ≤ min
(√
ν
2α1C(α1, α2, β)
,
K1
K2
)
et, pour tout T > 0,
lim
m→∞um = u dans H
1(0, T ;H1(Ω)3) faible.
On montre alors que
u(0) = u0.
D’autre part, des arguments de compacite´ (cf. [22]) impliquent
lim
m→∞um = u dans L
2(0, T ;H2(Ω)3) fort
et
lim
m→∞um = u dans L
2(Ω×]0, T [)3 fort. (3.22)
De la`, on passe a` la limite dans les termes de grade 2 de (3.2) comme au Paragraphe I.5.
Il reste a` passer a` la limite dans le terme spe´cifique de grade 3. Graˆce au Lemme 2.1 et a`
la de´finition (2.32), on a
1
2
(|A(um(t))|2A(um(t)), A(wj)) = (K(um(t)),wj)
et, d’apre`s (2.13),
K(um(t)) = −|A(um(t))|2∆ um(t)−
3∑
k=1
∂
∂xk
(|A(um(t))|2)A.,k(um(t)).
Montrons,tout d’abord, que K(um(t)) est borne´ dans L
2(0, T ;L2(Ω)3). Le fait que {um}
soit borne´ dans L∞(0, T ;V2) implique d’une part
|A(um)| borne´ dans L∞(0, T ;L∞(Ω))
et d’autre part
∆ um borne´ dans L
2(0, T ;L2(Ω)3).
Donc on a
|A(um)|2∆ um borne´ dans L2(0, T ;L2(Ω)3).
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De meˆme, on a
|A(um)|Aij(um) borne´ dans L∞(0, T ;L∞(Ω))
et
∂
∂xk
|A(um)| borne´ dans L2(0, T ;L2(Ω)3).
Donc on obtient
3∑
k=1
∂
∂xk
(|A(um)|2)A.,k(um) borne´ dans L2(0, T ;L2(Ω)3).
D’ou` {K(um)} est borne´ dans l’espace re´flexif L2(0, T ;L2(Ω)3) , ce qui implique
lim
m→∞K(um) = Ψ dans L
2(0, T ;L2(Ω)3) faible. (3.23)
Il reste a` montrer que Ψ = K(u). Nous utiliserons le lemme suivant qui e´tablit
l’he´micontinuite´ en 0 de l’ope´rateur K (cf. [22]).
Lemme 3.5 Soit K l’ope´rateur de´fini par (2.32). Pour tout u dans H3(Ω)3, tout w dans
H3(Ω)3 et tout v dans H10 (Ω)
3,
lim
ε→0(K(u + εw),v) = (K(u),v).
De´monstration. Graˆce au Lemme 2.1, on peut e´crire
(K(u + εw),v)− (K(u),v) = 1
2
(|A(u + εw)|2A(u + εw), A(v))− 1
2
(|A(u)|2A(u), A(v))
=
1
2
((|A(u + εw)|2 − |A(u)|2)A(u), A(v)) + ε
2
(|A(u + εw)|2A(w), A(v))
=
ε
2
[(A(u)
3∑
i,j=1
Aij(w)Aij(2u + εw) + |A(u + εw)|2A(w), A(v))]. (3.24)
On fait tendre ε vers 0, on peut donc supposer |ε| ≤ 1. Alors, (2.20) et (I.2.15) donnent
|(A(u)
3∑
i,j=1
Aij(w)Aij(2u + εw) + |A(u + εw)|2A(w), A(v))|
≤ 16C21 |v|H1(Ω)(|u|H1(Ω) + |w|H1(Ω))(‖u‖H3(Ω) + ‖w‖H3(Ω))2.
Dans (3.24), l’expression entre crochets est donc borne´e. De la` le re´sultat du lemme.
4
Pour tout w dans L∞(0, T ;H3(Ω)3 ∩H10 (Ω)3) et tout ε > 0, (2.33) implique∫ T
0
(K(um(t))−K(u(t)− εw(t)),um(t)− u(t) + εw(t)) dt ≥ 0. (3.25)
D’apre`s (3.22), nous obtenons
um − u + εw→ εw dans L2(0, T ;L2(Ω)3) fort.
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De la`, avec en plus (3.23), on passe a` la limite par rapport a` m dans (3.25), ce qui donne∫ T
0
(Ψ(t),w(t)) dt ≥
∫ T
0
(K(u(t)− εw(t)),w(t)) dt.
On fait tendre ε vers 0 dans l’ine´quation pre´ce´dente. Le Lemme 3.5, avec le the´ore`me de
convergence domine´e, implique∫ T
0
(Ψ(t),w(t)) dt ≥
∫ T
0
(K(u(t)),w(t)) dt.
En changeant w en −w, on obtient, pour tout w dans L∞(0, T ;H3(Ω)3 ∩H10 (Ω)3),∫ T
0
(Ψ(t)−K(u(t)),w(t)) dt = 0.
Finalement, la densite´ de D(]0, T [×Ω)3 dans L2(0, T ;L2(Ω)3) implique
Ψ(t) = K(u(t)) pour presque tout t ∈ [0, T ].
D’ou`
lim
m→∞K(um) = K(u) dans L
2(0, T ;L2(Ω)3) faible
et de la`, pour tout ψ ∈ L2(0, T ),∫ T
0
(K(um(t)),wj)ψ(t) dt→
∫ T
0
(K(u(t)),wj)ψ(t) dt.
De la`, on passe a` la limite dans (3.2) et on de´duit que u est solution du proble`me (2.3),
(1.9) et puisque cette solution est unique, la suite entie`re um converge vers u. Ceci e´tablit
le principal the´ore`me de ce paragraphe.
The´ore`me 3.6 Sous les hypothe`ses du The´ore`me 3.4, le proble`me (2.3), (1.9) a une et
une seule solution u qui existe pour tout temps t ≥ 0. De plus, u appartient a` L∞(IR+;V2),
u′ a` L2(IR+;V ) et u est uniforme´ment borne´ dans V2 par rapport au temps:
‖u‖L∞(IR+;V2) ≤ min
(√
ν
2α1C(α1, α2, β)
,
K1
K2
)
, (3.26)
ou` C(α1, α2, β) est de´finie par (2.18) et K1 et K2 sont de´finies dans le Lemme 2.2.
4 Re´gularite´ additionnelle
Dans ce paragraphe, nous supposons que le proble`me (2.3), (1.9) a une solution u dans
L∞(0, T ;V2) avec u′ dans L2(0, T ;V ), qui n’est pas ne´cessairement globale. Prenons f et
rot f dans L1(0, T ;H1(Ω)3), u0 dans H
4(Ω)3 ∩ V et Γ = ⋃pi=0 Γi (Γi connexe) de classe
C3,1. Comme dans le Paragraphe I.6, en utilisant la Remarque I.2.3, nous nous proposons
de montrer que u appartient a` L∞(0, T ;H4(Ω)3).
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4.1 Une e´quation de transport
Nous allons utiliser, non seulement l’application g de´finie par (I.6.1), mais aussi une
autre application note´e l, de´finie, pour tout z dans L2(Ω)3, par
l(z) = vz, (4.1)
ou` vz est de´fini dans le Paragraphe I.6.1. On peut remarquer que g(z) = rot l(z). Si,
d’apre`s le Lemme I.6.1, g(rot(u− α1∆u)) = rot u, la de´monstration de ce lemme montre
aussi que, pour tout u dans V2,
l(rot(u− α1∆u)) = u. (4.2)
Ensuite, avec C ′ remplace´e par
√
2C ′ et C ′′ remplace´e par
√
2C ′′, c’est-a`-dire que l’on
pose maintenant C ′ = C ′1C
′
2 et C
′′ = C ′′4C
′′
3C
′′
2 avec les notations du Paragraphe I.6.1, les
majorations (I.6.2) et (I.6.3) donnent
‖g(z)‖H2(Ω) ≤
√
2C ′‖z‖L2(Ω) (4.3)
et
‖g(z)‖H3(Ω) ≤
√
2C ′′‖z‖H1(Ω). (4.4)
De meˆme, conside´rant le Paragraphe I.6.1 et notamment la de´monstration du Lemme I.6.3,
il est clair que l est un ope´rateur line´aire continu de L2(Ω)3 dans H3(Ω)3 et de H1(Ω)3
dans H4(Ω)3 avec les majorations
‖l(z)‖H3(Ω) ≤ C ′‖z‖L2(Ω) (4.5)
et
‖l(z)‖H4(Ω) ≤ C ′′‖z‖H1(Ω). (4.6)
De l’e´quation (2.16), utilisant les applications g et l, nous de´duirons une e´quation de trans-
port dont z = rot(u−α1∆u) est une solution particulie`re dans L2(0, T ;L2(Ω)3). Puis nous
montrerons que cette e´quation a une solution dans L∞(0, T ;H1(Ω)3) et, enfin, qu’elle n’a
pas plus d’une solution dans L2(0, T ;L2(Ω)3). Par conse´quent, l’unique solution z dans
L∞(0, T ;H1(Ω)3) est rot(u− α1∆u). De la`, u appartient a` L∞(0, T ;H4(Ω)3).
Nous allons transformer l’e´quation (2.16) en une e´quation plus ade´quate. Tout d’abord,
en utilisant (I.6.7), (I.6.8) et (I.6.9) dans l’e´quation de transport (2.16), nous obtenons
l’e´quation suivante, qui a les meˆmes termes de grade 2 que l’e´quation (I.6.10):
∂
∂t
(ω − α1∆ω) + ν
α1
(ω − α1∆ω) + u.∇(ω − α1∆ω)− 3α1 + 2α2
α1
(ω − α1∆ω).∇u
+(α1 + α2)[∇(rot ω.rot u)− 1
α1
(ω − α1∆ω)× rot u + 2
3∑
k=1
(
∂ω
∂xk
.∇ ∂u
∂xk
− ∂u
∂xk
.∇ ∂ω
∂xk
− ∂u
∂xk
× ∂
∂xk
rotω)] + β[
1
α1
|A(u)|2(ω − α1∆ω)− 2∇(|A(u)|2).∇ω
−B(u)] = rot f + ν
α1
rot u− 2α1 + α2
α1
rot u.∇u + β
α1
|A(u)|2rot u. (4.7)
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Il reste a` re´crire B(u) a` l’aide de g et l. A partir de (2.10), on obtient
B(u) = 2
3∑
i,j,k=1
[∇(Aij(u) ∂
∂xk
(Aij(u)))× A.,k(u)− ∂
∂xk
(Aij(u))Aij(u)∇((rot u)k)].
On pose alors, pour tout u et tout v dans V2 et tout z dans L
2(Ω)3,
L(u,v, z) = 2
3∑
i,j,k=1
[∇(Aij(u) ∂
∂xk
(Aij(l(z))))× A.,k(v)− ∂
∂xk
(Aij(u))Aij(v)∇((g(z))k)].
(4.8)
L’application L est triline´aire. Du Lemme I.6.1 et de (4.2), on de´duit, pour tout u dans
V2,
L(u,u, rot(u− α1∆u)) = B(u). (4.9)
Puisque nous savons que la solution u du proble`me (2.3), (1.9) existe, l’e´quation (4.7), dans
laquelle, graˆce a` (4.9), B(u) est remplace´ par l’expression e´quivalente L(u,u,ω − α1∆ω),
nous conduit a` re´soudre l’e´quation de transport suivante, obtenue en remplac¸ant ω−α1∆ω
par z et ω par g(z):
Pour u donne´ dans L∞(0, T ;V2), u0 donne´ dans H4(Ω)3 ∩ V et f donne´ tel que rot f
appartienne a` L1(0, T ;H1(Ω)3), chercher z dans L∞(0, T ;H1(Ω)3) solution de:
∂z
∂t
+
ν
α1
z + u.∇z− 3α1 + 2α2
α1
z.∇u + (α1 + α2)[∇(rot g(z).rot u)
− 1
α1
z× rot u + 2
3∑
k=1
(
∂
∂xk
g(z).∇ ∂u
∂xk
− ∂u
∂xk
.∇ ∂
∂xk
g(z)− ∂u
∂xk
× ∂
∂xk
rot g(z))]
+
β
α1
|A(u)|2z− 2β∇(|A(u)|2).∇g(z)− β L(u,u, z)
= rot f +
ν
α1
rot u− 2α1 + α2
α1
rot u.∇u + β
α1
|A(u)|2rot u, (4.10)
z(0) = rot(u0 − α1∆u0). (4.11)
Rappelons que, par construction de (4.10), u e´tant solution dans L∞(0, T ;V2) de (2.3),
(1.9), avec u′ dans L2(0, T ;V ), alors z = rot(u−α1∆u) est solution dans L2(0, T ;L2(Ω)3)
de (4.10), (4.11).
4.2 Existence de solution dans L∞(0, T ;H1(Ω)3) de l’e´quation de
transport
On discre´tise le proble`me (4.10), (4.11) de la meˆme manie`re qu’au Paragraphe I.6.3, les
fonctions propres wj e´tant de´finies par l’e´quation (I.6.13). Ainsi, le proble`me discre´tise´
s’e´crit:
Chercher
zm(t) =
m∑
j=1
cj,m(t)wj,
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solution, pour 1 ≤ j ≤ m, de
(z′m(t),wj) +
ν
α1
(zm(t),wj) + b(u(t); zm(t),wj)
−3α1 + 2α2
α1
b(zm(t); u(t),wj) + (α1 + α2){(∇(rot g(zm(t)).rot u(t)),wj)
− 1
α1
(zm(t)× rot u(t),wj) + 2
3∑
k=1
[b(
∂
∂xk
g(zm(t));
∂u(t)
∂xk
,wj)
−b(∂u(t)
∂xk
;
∂
∂xk
g(zm(t)),wj)− (∂u(t)
∂xk
× ∂
∂xk
rot g(zm(t)),wj)]}
+β(
1
α1
|A(u(t))|2zm(t)− 2∇(|A(u(t))|2).∇g(zm(t))− L(u(t),u(t), zm(t)),wj)
= (rot f(t) +
ν
α1
rot u(t)− 2α1 + α2
α1
rot u(t).∇u(t) + β
α1
|A(u(t))|2rot u(t),wj), (4.12)
zm(0) = Pm(z(0)). (4.13)
Le proble`me (4.12), (4.13) est un syste`me de m e´quations diffe´rentielles line´aires d’ordre
un, avec une condition initiale au temps t = 0. Il est du meˆme type que le syste`me (I.6.14),
(I.6.15) et il admet une solution zm(t), unique et continue sur tout l’intervalle [0, T ].
Le lemme suivant donne trois majorations que nous utiliserons fre´quemment.
Lemme 4.1 Soit la matrice A(v) de´finie par (2.1). Pour tout v dans H3(Ω)3,
‖A(v)‖L∞(Ω) = ‖|A(v)|‖L∞(Ω) ≤ 2C1‖v‖H3(Ω),
‖∇A(v)‖H1(Ω) ≤ 2‖v‖H3(Ω),
‖∇A(v)‖L4(Ω) ≤ 2C3/42 ‖v‖H3(Ω).
De´monstration. Ces majorations se de´duisent principalement de (a+ b)2 ≤ 2(a2 + b2) et
de la syme´trie de la matrice A(v). Pour la premie`re, on utilise aussi (I.2.6) et (I.2.15) et
on obtient
‖A(v)‖2L∞(Ω) = ‖|A(v)|‖2L∞(Ω) ≤ 4‖∇v‖2L∞(Ω)
≤ 4C21‖v‖2H3(Ω).
Pour la seconde majoration, on utilise les meˆmes arguments. Ainsi
‖∇A(v)‖2H1(Ω) ≤ 4(‖∂2v‖2L2(Ω) + ‖∂3v‖2L2(Ω)) ≤ 4‖v‖2H3(Ω).
Utilisant (I.2.16), la troisie`me majoration se de´duit de la seconde.
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Lemme 4.2 Supposons que u appartienne a` L∞(0, T ;V2) et que f soit tel que rot f
appartienne a` L1(0, T ;H1(Ω)3). Alors la solution zm(t) de (4.12), (4.13) est borne´e comme
suit:
∀t ∈ [0, T ], ‖zm(t)‖H1(Ω) ≤ eKT t(‖zm(0)‖H1(Ω) + CT ), (4.14)
ou` KT et CT sont deux constantes qui de´pendent de T , mais non de m.
De´monstration. Multipliant les deux membres de (4.12) par λjcj,m(t), appliquant (I.6.13)
et sommant par rapport a` j, on obtient, apre`s avoir supprime´ la variable t pour simplifier
les notations,
1
2
d
dt
‖zm‖2H1(Ω) +
ν
α1
‖zm‖2H1(Ω) + (∇(u.∇zm),∇zm)−
3α1 + 2α2
α1
[(∇(zm.∇u),∇zm)
+(zm.∇u, zm)] + (α1 + α2){(∇(∇(rot g(zm).rot u)),∇zm) + (∇(rot g(zm).rot u), zm)
− 1
α1
(∇(zm × rot u),∇zm) + 2
3∑
k=1
[(∇( ∂
∂xk
g(zm).∇ ∂u
∂xk
),∇zm)
+(
∂
∂xk
g(zm).∇ ∂u
∂xk
, zm)− (∇( ∂u
∂xk
.∇ ∂
∂xk
g(zm)),∇zm)− ( ∂u
∂xk
.∇ ∂
∂xk
g(zm), zm)
−(∇( ∂u
∂xk
× ∂
∂xk
rot g(zm)),∇zm)− ( ∂u
∂xk
× ∂
∂xk
rot g(zm), zm)]}
+β[
1
α1
(∇(|A(u)|2zm),∇zm) + 1
α1
(|A(u)|2zm, zm)− 2(∇(∇(|A(u)|2).∇g(zm)),∇zm)
−2(∇(|A(u)|2).∇g(zm), zm)− (∇(L(u,u, zm)),∇zm)− (L(u,u, zm), zm)]
= (rot f +
ν
α1
rot u− 2α1 + α2
α1
rot u.∇u + β
α1
|A(u)|2rot u, zm)H1(Ω). (4.15)
Nous avons de´ja majore´ les termes de grade 2 et notamment le terme (∇(u.∇zm),∇ zm),
qui fait intervenir la de´rive´e seconde de zm. Il nous reste les termes spe´cifiques de grade 3.
Remarquons tout d’abord que
(|A(u)|2zm, zm) = ‖|A(u)|zm‖2L2(Ω) ≥ 0.
Ce terme e´tant positif, nous pouvons le laisser dans le premier membre et, ensuite, le
ne´gliger. De meˆme
(∇(|A(u)|2zm),∇ zm) = ‖|A(u)|∇ zm‖2L2(Ω) + 2
3∑
l,k,j=1
(Alk(u)
∂Alk(u)
∂xj
zm,
∂zm
∂xj
)
et, puisque le premier terme du membre de droite est positif, nous avons seulement a`
majorer
2
3∑
l,k,j=1
(Alk(u)
∂Alk(u)
∂xj
zm,
∂zm
∂xj
). (4.16)
Ensuite, conside´rons les autres termes du membre de gauche de (4.15). Tout d’abord nous
avons les termes,
|(∇(|A(u)|2).∇g(zm), zm)|, |(L(u,u, zm), zm)|.
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Montrons qu’il sont majore´s par des termes de la forme C ‖u‖2H3(Ω)‖zm‖2L2(Ω), ou` C de´pend
de C1, C2 et C
′.
Majoration de |(∇(|A(u)|2).∇g(zm), zm)|.
|(∇(|A(u)|2).∇g(zm), zm)| = |b(∇(|A(u)|2); g(zm), zm)|.
D’ou`, du Lemme I.3.5, nous de´duisons
|(∇(|A(u)|2).∇g(zm), zm)| ≤ ‖∇(|A(u)|2)‖L4(Ω)‖∇g(zm)‖L4(Ω)‖zm‖L2(Ω)
≤ 2‖A(u)‖L∞(Ω)‖∇(A(u))‖L4(Ω)‖∇g(zm)‖L4(Ω)‖zm‖L2(Ω).
Alors (I.2.16), (4.3) et le Lemme 4.1 impliquent
|(∇(|A(u(t))|2).∇g(zm(t)), zm(t))| ≤ 8
√
2C1C
3/2
2 C
′‖u(t)‖2H3(Ω)‖zm(t)‖2L2(Ω). (4.17)
Majoration de |(L(u,u, zm), zm)|.
De´veloppons L(u,u, zm)
L(u,u, zm) = 2
3∑
i,j,k=1
[Aij(u)∇∂Aij(l(zm))
∂xk
× A.,k(u)
+
∂Aij(l(zm))
∂xk
∇Aij(u)× A.,k(u)− ∂Aij(u)
∂xk
Aij(u)∇ (g(zm))k]. (4.18)
Nous avons donc trois termes a` majorer. Pour le premier terme, du Lemme I.3.4 et de
Cauchy-Schwarz, nous de´duisons
‖
3∑
i,j,k=1
Aij(u)∇∂Aij(l(zm))
∂xk
× A.,k(u)‖L2(Ω)
≤
3∑
i,j=1
‖Aij(u)‖L∞(Ω)|Aij(l(zm))|H2(Ω)‖A(u)‖L∞(Ω).
Alors par Cauchy-Schwarz encore, le Lemme 4.1 et (4.5) donnent
‖
3∑
i,j,k=1
[Aij(u)∇∂Aij(l(zm))
∂xk
× A.,k(u)‖L2(Ω) ≤ 8C21C ′‖u‖2H3(Ω)‖zm‖L2(Ω). (4.19)
Pour le deuxie`me terme, par les meˆmes arguments, on obtient
‖
3∑
i,j,k=1
∂Aij(l(zm))
∂xk
∇Aij(u)× A.,k(u)‖L2(Ω)
≤ C3/22 ‖∇A(u)‖H1(Ω)
3∑
k=1
‖∂A(l(zm))
∂xk
‖H1(Ω)‖A.,k(u)‖L∞(Ω),
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puis
‖
3∑
i,j,k=1
∂Aij(l(zm))
∂xk
∇Aij(u)× A.,k(u)‖L2(Ω) ≤ 8C3/22 C1C ′‖u‖2H3(Ω)‖zm‖L2(Ω). (4.20)
Pour le troisie`me terme, on a
‖
3∑
i,j,k=1
∂Aij(u)
∂xk
Aij(u)∇ (g(zm))k‖L2(Ω)
≤
3∑
i,j,k=1
‖∂Aij(u)
∂xk
‖L4(Ω)‖∇ (g(zm))k‖L4(Ω)‖Aij(u)‖L∞(Ω).
Puis, de (I.2.16) et de Cauchy-Schwarz, on de´duit
‖
3∑
i,j,k=1
∂Aij(u)
∂xk
Aij(u)∇ (g(zm))k‖L2(Ω) ≤ C3/22 ‖∇g(zm)‖H1(Ω)‖A(u)‖L∞(Ω)‖∇A(u)‖H1(Ω).
Alors le Lemme 4.1 et (4.3) impliquent
‖
3∑
i,j,k=1
∂Aij(u)
∂xk
Aij(u)∇ (g(zm))k‖L2(Ω) ≤ 4
√
2C
3/2
2 C1C
′‖u‖2H3(Ω)‖zm‖L2(Ω). (4.21)
Conside´rant (4.18) et rassemblant les ine´galite´s (4.19), (4.20) et (4.21), nous obtenons
|(L(u(t),u(t), zm(t)), zm(t))| ≤ 8C1C ′(2C1+(2+
√
2)C
3/2
2 )‖u(t)‖2H3(Ω)‖zm(t)‖2L2(Ω). (4.22)
Nous allons montrer que les termes restants non positifs du membre de gauche sont
majore´s par des expressions du type
C ‖u‖2H3(Ω)‖zm‖H1(Ω)|zm|H1(Ω),
ou` C de´pend de C1, C2 et C
′′.
Majoration de |2 3∑
l,k,j=1
(Alk(u)
∂Alk(u)
∂xj
zm,
∂zm
∂xj
)|.
Par Ho¨lder et Cauchy-Schwarz, on obtient
|2
3∑
l,k,j=1
(Alk(u)
∂Alk(u)
∂xj
zm,
∂zm
∂xj
)| ≤ 2‖A(u)‖L∞(Ω)‖∇A(u)‖L4(Ω)‖zm‖L4(Ω)|zm|H1(Ω).
Puis, du Lemme 4.1 et de (I.2.16), on de´duit
|2
3∑
l,k,j=1
(Alk(u(t))
∂Alk(u(t))
∂xj
zm(t),
∂zm(t)
∂xj
)|
≤ 8C1C3/22 ‖u(t)‖2H3(Ω)‖zm(t)‖H1(Ω)|zm(t)|H1(Ω). (4.23)
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Majoration de |(∇(∇(|A(u)|2).∇g(zm)),∇ zm)|.
De´veloppons (∇(∇(|A(u)|2).∇g(zm)),∇ zm).
(∇(∇(|A(u)|2).∇g(zm)),∇ zm) = 2
3∑
i,k,l=1
[b(
∂Alk(u)
∂xi
∇Alk(u); g(zm), ∂zm
∂xi
)
+b(Alk(u)∇(∂Alk(u)
∂xi
); g(zm),
∂zm
∂xi
) + b(Alk(u)∇Alk(u); ∂g(zm)
∂xi
,
∂zm
∂xi
)].
Utilisant le Lemme I.3.5, Cauchy-Schwarz et (I.2.16) , on obtient
|(∇(∇(|A(u)|2).∇g(zm)),∇ zm)| ≤ 2|zm|H1(Ω)[C3/22 ‖∇A(u)‖2H1(Ω)‖∇g(zm)‖L∞(Ω)
+‖A(u)‖L∞(Ω)(‖∂2A(u)‖L2(Ω)‖∇g(zm)‖L∞(Ω) + C3/22 ‖∇A(u)‖H1(Ω)‖∂2g(zm)‖H1(Ω))].
Alors le Lemme 4.1 et (4.4) donnent
|(∇(∇(|A(u(t))|2).∇g(zm(t))),∇ zm(t))|
≤ 8
√
2C1C
′′(2C3/22 + C1)‖u(t)‖2H3(Ω)‖zm(t)‖H1(Ω)|zm(t)|H1(Ω). (4.24)
Dans le premier membre, il reste a` majorer |(∇(L(u,u, zm)),∇zm)|.
Majoration de |(∇(L(u,u, zm)),∇zm)|.
Nous avons, a` partir de (4.8),
∇(L(u,u, zm)) = 2
3∑
i,j,k=1
[∇(∇ (Aij(u)∂Aij
∂xk
(l(zm)))× A.,k(u))
−∇(∂Aij(u)
∂xk
Aij(u)∇ (g(zm))k)]. (4.25)
De´veloppons le premier terme du membre de droite de cette e´galite´:
∂
∂xl
(∇ (Aij(u)∂Aij
∂xk
(l(zm)))× A.,k(u)) = ∂Aij(u)
∂xl
∇ ∂Aij
∂xk
(l(zm))× A.,k(u)
+
∂Aij
∂xk
(l(zm))∇ ∂Aij(u)
∂xl
× A.,k(u) + Aij(u)∇( ∂
2Aij
∂xk∂xl
(l(zm)))× A.,k(u)
+
∂2Aij
∂xk∂xl
(l(zm))∇Aij(u)× A.,k(u) + Aij(u)∇(∂Aij
∂xk
(l(zm)))× ∂A.,k(u)
∂xl
+
∂Aij
∂xk
(l(zm))∇Aij(u)× ∂A.,k(u)
∂xl
. (4.26)
Majorons les six termes issus de ce de´veloppement. Les quatre premie`res majorations
de´couleront de Cauchy-Schwarz, de Ho¨lder, de (I.2.16), de (I.2.15), du Lemme I.3.4, du
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Lemme 4.1 et de (4.6). De´taillons la premie`re. Les ine´galite´s de Ho¨lder, de Cauchy-Schwarz,
(I.2.16) et le Lemme I.3.4 donnent
|
3∑
i,j,k,l=1
(
∂Aij(u)
∂xl
∇ ∂Aij
∂xk
(l(zm))× A.,k(u), ∂zm
∂xl
)|
≤ C3/22
3∑
k,l=1
‖∂A(u)
∂xl
‖H1(Ω)‖∇( ∂
∂xk
A(l(zm)))‖H1(Ω)‖A.,k(u)‖L∞(Ω)‖∂zm
∂xl
‖L2(Ω),
puis, par des proce´de´s analogues a` ceux de la de´monstration du Lemme 4.1, nous obtenons
|
3∑
i,j,k,l=1
(
∂Aij(u)
∂xl
∇ ∂Aij
∂xk
(l(zm))× A.,k(u), ∂zm
∂xl
)|
≤ 4C3/22
3∑
l=1
(‖ ∂u
∂xl
‖H2(Ω)‖∂zm
∂xl
‖L2(Ω))
3∑
k=1
(‖∂l(zm)
∂xk
‖H3(Ω)‖A.,k(u)‖L∞(Ω)).
Enfin, Cauchy-Schwarz, le Lemme 4.1 et (4.6) impliquent
|(
3∑
i,j,k,l=1
∂
∂xl
Aij(u(t))∇ ∂
∂xk
Aij(l(zm(t)))× A.,k(u(t)), ∂zm(t)
∂xl
)|
≤ 8C3/22 C1C ′′‖u(t)‖2H3(Ω)‖zm(t)‖H1(Ω)|zm(t)|H1(Ω). (4.27)
Par les meˆmes proce´de´s, on obtient
|(
3∑
i,j,k,l=1
∂
∂xk
Aij(l(zm(t)))∇ ∂
∂xl
Aij(u(t))× A.,k(u(t)), ∂zm(t)
∂xl
)|
≤ 8C21C ′′‖u(t)‖2H3(Ω)‖zm(t)‖H1(Ω)|zm(t)|H1(Ω), (4.28)
|(
3∑
i,j,k,l=1
Aij(u(t))∇( ∂
2
∂xk∂xl
Aij(l(zm(t))))× A.,k(u(t)), ∂zm(t)
∂xl
)|
≤ 8C21C ′′‖u(t)‖2H3(Ω)‖zm(t)‖H1(Ω)|zm(t)|H1(Ω), (4.29)
|(
3∑
i,j,k,l=1
∂2
∂xk∂xl
Aij(l(zm(t)))∇Aij(u(t))× A.,k(u(t)), ∂zm(t)
∂xl
)|
≤ 8C3/22 C1C ′′‖u(t)‖2H3(Ω)‖zm(t)‖H1(Ω)|zm(t)|H1(Ω). (4.30)
Ensuite, pour le cinquie`me terme, le Lemme I.3.4, puis (I.2.16) donnent
|(
3∑
i,j,k,l=1
Aij(u)∇(∂Aij
∂xk
(l(zm)))× ∂A.,k(u)
∂xl
,
∂zm
∂xl
)|
≤ |
3∑
k,l=1
‖
3∑
i,j=1
Aij(u)∇(∂Aij
∂xk
(l(zm)))‖L4(Ω)‖∂A.,k(u)
∂xl
‖L4(Ω)‖∂zm
∂xl
‖L2(Ω)|
≤ |
3∑
k,l=1
C
3/2
2 ‖
3∑
i,j=1
Aij(u)∇(∂Aij
∂xk
(l(zm)))‖H1(Ω)‖∂A.,k(u)
∂xl
‖H1(Ω)‖∂zm
∂xl
‖L2(Ω)|. (4.31)
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Pour majorer ‖
3∑
i,j=1
Aij(u)∇(∂Aij
∂xk
(l(zm)))‖H1(Ω), on utilise l’ine´galite´ (a+ b)2 ≤ 2(a2 + b2),
ce qui donne
|
3∑
i,j=1
Aij(u)∇( ∂
∂xk
Aij(l(zm)))|2H1(Ω) ≤ 2
3∑
q=1
[‖
3∑
i,j=1
∂Aij(u)
∂xq
∇(∂Aij
∂xk
(l(zm)))‖2L2(Ω)
+‖
3∑
i,j=1
Aij(u)∇( ∂
2Aij
∂xk∂xq
(l(zm)))‖2L2(Ω)].
Alors Cauchy-Schwarz, (I.2.16) et le Lemme I.4.1 impliquent
‖
3∑
i,j=1
Aij(u)∇(∂Aij
∂xk
(l(zm)))‖2H1(Ω) ≤ ‖A(u)‖2L∞(Ω)‖∇(A(
∂l(zm)
∂xk
))‖2L2(Ω)
+2[C32‖∇A(u)‖2H1(Ω)‖∇A(
∂l(zm)
∂xk
)‖2H1(Ω) + ‖A(u)‖2L∞(Ω)|∇(A(
∂l(zm)
∂xk
))|2H1(Ω)]
≤ 16‖u‖2H3(Ω)(C21 |
∂l(zm)
∂xk
|2H2(Ω) + 2C32‖
∂l(zm)
∂xk
‖2H3(Ω) + 2C21 |
∂l(zm)
∂xk
|2H3(Ω)).
De la`
‖
3∑
i,j=1
Aij(u)∇(∂Aij
∂xk
(l(zm)))‖H1(Ω) ≤ 4
√
2(C1 + C
3/2
2 )‖u‖H3(Ω)‖
∂l(zm)
∂xk
‖H3(Ω).
Substituant cette dernie`re ine´galite´ dans (4.31), on obtient
|(
3∑
i,j,k,l=1
Aij(u)∇( ∂
∂xk
Aij(l(zm)))× ∂
∂xl
A.,k(u),
∂zm
∂xl
)|
≤ 4
√
2C
3/2
2 (C1 + C
3/2
2 )‖u‖H3(Ω)
3∑
k,l=1
(‖∂l(zm)
∂xk
‖H3(Ω)‖ ∂
∂xl
A.,k(u)‖H1(Ω)‖∂zm
∂xl
‖L2(Ω)).
Enfin Cauchy-Schwarz, le Lemme 4.1 et (4.6) donnent
|(
3∑
i,j,k,l=1
Aij(u(t))∇(∂Aij
∂xk
(l(zm(t))))× ∂A.,k(u(t))
∂xl
,
∂zm(t)
∂xl
)|
≤ 8
√
2C
3/2
2 (C1 + C
3/2
2 )C
′′‖u(t)‖2H3(Ω)‖zm(t)‖H1(Ω)|zm(t)|H1(Ω). (4.32)
Par les meˆmes proce´de´s, on obtient
|(
3∑
i,j,k,l=1
∂
∂xk
Aij(l(zm(t)))∇Aij(u(t))× ∂
∂xl
A.,k(u(t)),
∂zm(t)
∂xl
)|
≤ 8
√
2C
3/2
2 (C1 + C
3/2
2 )C
′′‖u(t)‖2H3(Ω)‖zm(t)‖H1(Ω)|zm(t)|H1(Ω). (4.33)
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Finalement, des majorations (4.27)-(4.30, (4.32) et (4.33), on de´duit
|(
3∑
i,j,k=1
∇(∇ (Aij(u(t)) ∂
∂xk
Aij(l(zm(t))))× A.,k(u(t))),∇ zm(t))|
≤ 16
√
2(C1 + C
3/2
2 )
2C ′′‖u(t)‖2H3(Ω)‖zm(t)‖H1(Ω)|zm(t)|H1(Ω). (4.34)
Passons au deuxie`me terme de (4.25), que nous de´veloppons:
∂
∂xl
(
∂Aij(u)
∂xk
Aij(u)∇ (g(zm))k) = ∂
2Aij(u)
∂xk∂xl
Aij(u)∇ (g(zm))k
+
∂Aij(u)
∂xk
∂Aij(u)
∂xl
∇ (g(zm))k + ∂Aij(u)
∂xk
Aij(u)∇ ∂
∂xl
(g(zm))k.
Majorons le premier terme issu de ce de´veloppement. Graˆce a` Ho¨lder et Cauchy-Schwarz,
nous obtenons
|
3∑
i,j,k,l=1
(
∂2Aij(u)
∂xk∂xl
Aij(u)∇ (g(zm))k, ∂zm
∂xl
)|
≤ ‖A(u)‖L∞(Ω)|∇A(u)|H1(Ω)‖∇g(zm)‖L∞(Ω)|zm|H1(Ω).
Alors (I.2.15), le Lemme 4.1 et (4.4) impliquent
|
3∑
i,j,k,l=1
(
∂2Aij(u(t))
∂xk∂xl
Aij(u(t))∇ (g(zm(t)))k, ∂zm(t)
∂xl
)|
≤ 4
√
2C21C
′′‖u(t)‖2H3(Ω)‖zm(t)‖H1(Ω)|zm(t)|H1(Ω). (4.35)
De meˆme, avec en plus (I.2.16), nous obtenons
|
3∑
i,j,k,l=1
(
∂Aij(u)
∂xk
∂Aij(u)
∂xl
∇ (g(zm))k, ∂zm
∂xl
)| ≤ C3/22 ‖∇A(u)‖2H1(Ω)‖∇g(zm)‖L∞(Ω)|zm|H1(Ω).
Alors (I.2.15), le Lemme 4.1 et (4.4) impliquent
|
3∑
i,j,k,l=1
(
∂
∂xk
Aij(u(t))
∂
∂xl
Aij(u(t))∇ (g(zm(t)))k, ∂zm(t)
∂xl
)|
≤ 4
√
2C1C
3/2
2 C
′′‖u(t)‖2H3(Ω)‖zm(t)‖H1(Ω)|zm(t)|H1(Ω). (4.36)
Enfin, de nouveau graˆce a` Ho¨lder, Cauchy-Schwarz et (I.2.16), nous obtenons
|
3∑
i,j,k,l=1
(
∂Aij(u)
∂xk
Aij(u)∇ ∂
∂xl
(g(zm))k,
∂zm
∂xl
)|
≤ C3/22
3∑
i,j=1
‖Aij(u)‖L∞(Ω)‖∂2g(zm)‖H1(Ω)‖∇Aij(u)‖H1(Ω)|zm|H1(Ω).
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Alors Cauchy-Schwarz, le Lemme 4.1 et (4.4) impliquent
|
3∑
i,j,k,l=1
(
∂Aij(u(t))
∂xk
Aij(u(t))∇ ∂
∂xl
(g(zm(t)))k,
∂zm(t)
∂xl
)|
≤ 4
√
2C1C
3/2
2 C
′′‖u(t)‖2H3(Ω)‖zm(t)‖H1(Ω)|zm(t)|H1(Ω). (4.37)
Rassemblant les majorations (4.35)-(4.37), on de´duit
|
3∑
i,j,k=1
(∇(∂Aij(u(t))
∂xk
Aij(u(t))∇ (g(zm(t)))k),∇ zm(t))|
≤ 4
√
2C1(C1 + 2C
3/2
2 )C
′′‖u(t)‖2H3(Ω)‖zm(t)‖H1(Ω)|zm(t)|H1(Ω). (4.38)
Finalement (4.25), (4.34) et (4.38) donnent
|(∇(L(u(t),u(t), zm(t))),∇ zm(t))|
≤ 8
√
2(C1(C1 + 2C
3/2
2 ) + 4(C1 + C
3/2
2 )
2)C ′′‖u(t)‖2H3(Ω)‖zm(t)‖H1(Ω)|zm(t)|H1(Ω). (4.39)
Conside´rons maintenant le membre de droite de (4.15). Il reste a` majorer le terme
spe´cifique de grade 3, c’est-a`-dire
|(|A(u)|2rot u, zm)H1(Ω)|.
De´composons ce terme. Tout d’abord, graˆce a` Ho¨lder,
|(|A(u)|2rot u, zm)| ≤ ‖|A(u)|2‖L∞(Ω)‖rot u‖L2(Ω)‖zm‖L2(Ω).
De la`, le Lemme I.3.3 et le Lemme 4.1 impliquent
|(|A(u(t))|2rot u(t), zm(t))| ≤ 4
√
2C21‖u(t)‖2H3(Ω)|u(t)|H1(Ω)‖zm(t)‖L2(Ω). (4.40)
Enfin, nous avons
(∇(|A(u)|2rot u),∇ zm) =
3∑
l=1
[2
3∑
i,j=1
(Aij(u)
∂Aij(u)
∂xl
rot u,
∂zm
∂xl
)+(|A(u)|2rot( ∂u
∂xl
),
∂zm
∂xl
)].
Pour le premier terme, de Ho¨lder et de Cauchy-Schwarz, on de´duit
|
3∑
i,j,l=1
(Aij(u)
∂Aij(u)
∂xl
rot u,
∂zm
∂xl
)| ≤ ‖A(u)‖L∞(Ω)‖∇A(u)‖L2(Ω)‖rot u‖L∞(Ω)|zm|H1(Ω).
De la`, (I.2.15), le Lemme I.3.3 et le Lemme 4.1 donnent
|
3∑
i,j,l=1
(Aij(u)
∂Aij(u)
∂xl
rot u,
∂zm
∂xl
)| ≤ 4
√
2C21‖u‖2H3(Ω)|u|H2(Ω)|zm|H1(Ω). (4.41)
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De meˆme, pour le deuxie`me terme,
|
3∑
l=1
(|A(u)|2rot( ∂u
∂xl
),
∂zm
∂xl
)| ≤ ‖A(u)‖2L∞(Ω)|rot u|H1(Ω)|zm|H1(Ω),
puis
|
3∑
l=1
(|A(u)|2rot( ∂u
∂xl
),
∂zm
∂xl
)| ≤ 4
√
2C21‖u‖2H3(Ω)|u|H2(Ω)|zm|H1(Ω). (4.42)
Alors, de (4.41) et (4.42) on de´duit
|(∇(|A(u(t))|2rot u(t),∇ zm(t))| ≤ 12
√
2C21‖u(t)‖2H3(Ω)|u(t)|H2(Ω)|zm(t)|H1(Ω). (4.43)
Rassemblant alors, d’une part les majorations (I.6.18)-(I.6.30), dans lesquelles on a
remplace´ C ′ et C ′′ par, respectivement,
√
2C ′ et
√
2C ′′, et d’autre part les majorations
(4.17), (4.22), (4.23), (4.24), (4.39), (4.40) et (4.43) et les substituant dans (4.15), nous
obtenons
1
2
d
dt
‖zm(t)‖2H1(Ω) +
ν
α1
‖zm(t)‖2H1(Ω) +
β
α1
(‖|A(u(t))|zm(t)‖2L2(Ω)
+‖|A(u(t))|∇ zm(t)‖2L2(Ω)) ≤ ‖u(t)‖H3(Ω)‖zm(t)‖2L2(Ω)(D1 +D3‖u(t)‖H3(Ω))
+‖u(t)‖H3(Ω)|zm(t)|H1(Ω)‖zm(t)‖H1(Ω)(D2 +D4‖u(t)‖H3(Ω)) + ‖zm(t)‖H1(Ω)(‖rot f(t)‖H1(Ω)
+
ν
α1
√
2‖u(t)‖H2(Ω) + ‖u(t)‖H3(Ω)‖u(t)‖H2(Ω)(4
√
2
α1
|α1 + α2|C1 + 12
√
2C21
β
α1
‖u(t)‖H3(Ω)),
avec
D1 = (1 + 2|α1 + α2|( 1
α1
+ 2(1 +
√
2)C ′))C1 + 4
√
2|α1 + α2|C ′C3/22 ,
D2 = 2C1 + C
3/2
2 + |α1 + α2|[
2C1 + (2 +
√
2)C
3/2
2
α1
+ 4(1 + 2
√
2)(C1 + C
3/2
2 )C
′′],
D3 = 8β C1(2C1 + (2 + 3
√
2)C
3/2
2 )C
′
et
D4 = 8β(
C1C
3/2
2
α1
+ [3
√
2C1(C1 + 2C
3/2
2 ) + 4
√
2(C1 + C
3/2
2 )
2]C ′′).
Utilisant la majoration
|zm(t)|H1(Ω)‖zm(t)‖H(Ω) ≤
1
2
(|zm(t)|2H1(Ω) + ‖zm(t)‖2H1(Ω))
et simplifiant par ‖zm(t)‖H1(Ω), nous de´duisons
d
dt
‖zm(t)‖H1(Ω) ≤ (K1 +K2‖u(t)‖H3(Ω))‖u(t)‖H3(Ω)‖zm(t)‖H1(Ω) + ‖rot f(t)‖H1(Ω)
+
ν
α1
√
2‖u(t)‖H3(Ω) + 4
√
2
α1
C1(|α1 + α2|+ 3β C1‖u(t)‖H3(Ω))‖u(t)‖2H3(Ω),
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avec K1 = max(D1,
D2
2
) +
D2
2
et K2 = max(D3,
D4
2
) +
D4
2
. (4.44)
D’ou` (4.14) suit, avec
KT = (K1 +K2‖u‖L∞(0,T ;H3(Ω)3))‖u‖L∞(0,T ;H3(Ω)3)
et
CT = ‖rot f‖L1(0,T ;H1(Ω)3 + T‖u‖L∞(0,T ;H3(Ω)3)[
√
2ν
α1
+
4
√
2
α1
C1(|α1 + α2|+ 3β C1 ‖u‖L∞(0,T ;H3(Ω)3))‖u‖L∞(0,T ;H3(Ω)3)].
4
Il de´coule de (4.14) que la suite {zm} est uniforme´ment borne´e par rapport a` m dans
L∞(0, T ;H1(Ω)3). De la`, il existe une fonction z dans L∞(0, T ;H1(Ω)3) et une sous-suite
de {zm}, encore note´e {zm}, telles que
lim
m→∞ zm = z faible ∗ dans L
∞(0, T ;H1(Ω)3).
Comme dans le Paragraphe I.6.3, puisque le proble`me est line´aire, nous pouvons passer
a` la limite dans (4.12), (4.13) et montrer que z satisfait (4.10), (4.11). Nous avons donc
prouve´ le the´ore`me suivant.
The´ore`me 4.3 Supposons que Ω soit un ouvert de IR3, borne´ et simplement connexe, avec
une frontie`re Γ =
p⋃
i=0
Γi (Γi connexe) de classe C
3,1. Si u est donne´ dans L∞(0, T ;V2),
u0 dans H
4(Ω)3 ∩ V et f tel que rot f appartienne a` L1(0, T ;H1(Ω)3), alors le proble`me
(4.10), (4.11) a au moins une solution z dans L∞(0, T ;H1(Ω)3).
Remarque 4.4 Comme pour les fluides de grade 2, voir Paragraphe I.7, les arguments
utilise´s dans la de´monstration du The´ore`me 4.3 peuvent eˆtre ge´ne´ralise´s a` un quelconque
m ≥ 1. Si Γ est de classe Cm+2,1, si u est donne´ dans L∞(0, T ;V2⋂Hm+2(Ω)3), u0 dans
Hm+3(Ω)3 ∩ V et f tel que rot f appartienne a` L1(0, T ;Hm(Ω)3), alors le proble`me (4.10),
(4.11) a au moins une solution z dans L∞(0, T ;Hm(Ω)3).
4.3 Unicite´ de la solution dans L2(0, T ;L2(Ω)3) de l’e´quation de
transport
Soient z1 et z2 deux solutions de (4.10), (4.11). Posons ζ = z1 − z2. Alors ζ satisfait
∂ζ
∂t
+
ν
α1
ζ + u.∇ζ − 3α1 + 2α2
α1
ζ.∇u + (α1 + α2){∇(rot g(ζ).rot u)
− 1
α1
(ζ × rot u) + 2
3∑
k=1
[
∂g(ζ)
∂xk
.∇ ∂u
∂xk
− ∂u
∂xk
.∇∂g(ζ)
∂xk
− ∂u
∂xk
× ∂rot g(ζ)
∂xk
]}
+β(
1
α1
|A(u)|2ζ − 2∇(|A(u)|2).∇g(ζ)− L(u,u, ζ)) = 0, (4.45)
ζ(0) = 0. (4.46)
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De fac¸on analogue au Paragraphe I.6.4, le proble`me (4.45), (4.46) a la formulation
variationnelle e´quivalente:
Chercher ζ dans L2(0, T ;L2(Ω)3), solution de
∀φ ∈ L2(0, T ;H1(Ω)3) avec φ′ ∈ L2(0, T ;L2(Ω)3) et φ(T ) = 0,
∫ T
0
[(ζ(t),φ′(t)− ν
α1
φ(t) + u(t).∇φ(t)) + (h(u, ζ)(t),φ(t))] dt = 0, (4.47)
ou`
h(u, ζ) =
3α1 + 2α2
α1
ζ.∇u− (α1 + α2){∇(rot g(ζ).rot u)− 1
α1
(ζ × rot u)
+2
3∑
k=1
[
∂g(ζ)
∂xk
.∇ ∂u
∂xk
− ∂u
∂xk
.∇∂g(ζ)
∂xk
− ∂u
∂xk
× ∂rot g(ζ)
∂xk
]}
−β( 1
α1
|A(u)|2ζ − 2∇(|A(u)|2).∇g(ζ)− L(u,u, ζ)), (4.48)
sans terme a` t = 0 et t = T , car ζ(0) = 0 et φ(T ) = 0.
Comme au Paragraphe I.6.4, pour tout µ dans L2(0, T ;H1(Ω)3), soit φ l’unique solu-
tion dans L2(0, T ;H1(Ω)3) avec φ′ dans L2(0, T ;L2(Ω)3) et φ(T ) = 0 du proble`me
φ′(t)− ν
α1
φ(t) + u(t).∇φ(t) = µ(t). (4.49)
Nous posons de nouveau
φ = F(µ). (4.50)
Du Lemme I.6.9, on de´duit
∀µ ∈ L2(0, T ;H1(Ω)3), ‖F(µ)‖L2(0,T ;L2(Ω)3) ≤ 2T‖µ‖L2(0,T ;L2(Ω)3). (4.51)
On de´montre un lemme analogue au Lemme I.6.11
Lemme 4.5 Soient ζ e´le´ment de L2(0, T ;L2(Ω)3), u donne´ dans L∞(0, T ;V2) et h de´fini
par (4.48). Alors h(u, ζ) appartient a` L2(0, T ;L2(Ω)3) et
‖h(u, ζ)‖L2(0,T ;L2(Ω)3) ≤ C(α1)‖u‖L∞(0,T ;V2)(D′ +D′′C(α1)‖u‖L∞(0,T ;V2))‖ζ‖L2(0,T ;L2(Ω)3),
(4.52)
ou`
D′ = |α1 + α2|[(2 +
√
2
α1
+ 4(
√
2 + 1)C ′)C1 + 4
√
2C ′C
3
2
2 ] + C1 (4.53)
et
D′′ = 4β C1(
C1
α1
+ 2(2C1 + (2 + 3
√
2)C
3/2
2 )C
′). (4.54)
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De´monstration. Le calcul de D′ correspond au calcul de D dans le Lemme I.6.11, avec
C ′ remplace´e par
√
2C ′. Ensuite, du Lemme 4.1, on de´duit
‖|A(u)|2ζ‖L2(0,T ;L2(Ω)3) ≤ 4C21(C(α1))2‖u‖2L∞(0,T ;V2)‖ζ‖L2(0,T ;L2(Ω)3). (4.55)
Pour les deux termes restants de h, on utilise les meˆmes proce´de´s que pour e´tablir les
majorations (4.17) et (4.22). Ainsi,
‖∇(|A(u)|2).∇g(ζ)‖L2(0,T ;L2(Ω)3) ≤ 8
√
2C1C
3/2
2 C
′(C(α1))2‖u‖2L∞(0,T ;V2)‖ζ‖L2(0,T ;L2(Ω)3)
(4.56)
et
‖L(u,u, ζ)‖L2(0,T ;L2(Ω)3) ≤ 8C1(2C1+(2+
√
2)C
3/2
2 )C
′(C(α1))2‖u‖2L∞(0,T ;V2)‖ζ‖L2(0,T ;L2(Ω)3).
(4.57)
Le calcul de D′′ re´sulte de (4.55), (4.56) et (4.57).
4
Le lemme suivant prouve l’unicite´ dans L2(0, T ;L2(Ω)3) de la solution du proble`me
(4.10), (4.11).
Lemme 4.6 Soient Γ de classe C2,1 et u donne´ dans L∞(0, T ;V2). Alors l’unique solution
ζ de (4.45), (4.46) dans L2(0, T ;L2(Ω)3) est ζ = 0
De´monstration. La de´monstration est analogue a` celle du Lemme I.6.12. Par densite´, il
existe une suite {µn} avec µn ∈ D(]0, T [×Ω)3 telle que
lim
n→∞ ‖µn − ζ‖L2(0,T ;L2(Ω)3) = 0. (4.58)
Nous posons
φn = F(µn), (4.59)
ou` F est de´fini par (4.50). En prenant φ = φn dans (4.47), nous obtenons∫ T
0
[(ζ(t),φ′n(t)−
ν
α1
φn(t) + u(t).∇φn(t)) + (h(u, ζ)(t),φn(t))] dt = 0.
Avec (4.49) et (4.59), cela devient∫ T
0
[(ζ(t),µn(t)) + (h(u, ζ)(t),F(µn)(t))] dt = 0. (4.60)
Etant donne´ (4.58) et (4.51), F(µn) est borne´ dans l’espace L
2(0, T ;L2(Ω)3). D’ou`, il existe
une fonction ψ dans L2(0, T ;L2(Ω)3) et une sous-suite de {F(µn)}, encore note´e {F(µn)},
telles que
lim
n→∞F(µn) = ψ faiblement dans L
2(0, T ;L2(Ω)3).
Comme dans le Paragraphe I.6.4, on obtient
‖ψ‖L2(0,T ;L2(Ω)3) ≤ 2T‖ζ‖L2(0,T ;L2(Ω)3), (4.61)
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puis le passage a` la limite dans (4.60) donne∫ T
0
[‖ζ(t)‖2L2(Ω) + (h(u, ζ)(t),ψ(t))] dt = 0.
Alors de (4.61) et du Lemme 4.5, nous de´duisons que
‖ζ‖L2(0,T ;L2(Ω)3)(1− 2T C(α1)‖u‖L∞(0,T ;V2)(D′ +D′′C(α1)‖u‖L∞(0,T ;V2))) ≤ 0. (4.62)
Nous posons
T ∗ =
1
4C(α1)‖u‖L∞(0,T ;V2)(D′ +D′′C(α1)‖u‖L∞(0,T ;V2))
,
ou` D′ et D′′ de´pendent de α1, α2, C1, C2 et C ′, mais non de T (cf. (4.53) et (4.54)). Si
T ∗ ≥ T , (4.62) donne
ζ(t) = 0 pour tout t dans [0, T ].
Si T ∗ < T , il existe p ∈ IN∗ tel que (p − 1)T ∗ < T ≤ pT ∗. On remplace successivement
[0, T ] par [(k − 1)T ∗, kT ∗] pour k = 1, . . . , p − 1 dans (4.47) et on utilise (4.49), (4.50) ,
(4.51) et le Lemme 4.5; nous obtenons successivement pour k = 1, . . . , p− 1 des relations
analogues a` (4.62):
‖ζ‖2L2((k−1)T ∗,kT ∗;L2(Ω)3)[1− 2T ∗C(α1)‖u‖L∞((k−1)T ∗,kT ∗;V2)
(D′ +D′′C(α1)‖u‖L∞((k−1)T ∗,kT ∗;V2))] ≤ 0.
Comme ‖u‖L∞((k−1)T ∗,kT ∗;V2) ≤ ‖u‖L∞(0,T ;V2), nous avons
[1− 2T ∗C(α1)‖u‖L∞((k−1)T ∗,kT ∗;V2)(D′ +D′′C(α1)‖u‖L∞((k−1)T ∗,kT ∗;V2))] ≥
1
2
.
D’ou`
ζ(t) = 0 pour tout t dans [(k − 1)T ∗, kT ∗], pour k = 1, . . . , p− 1, soit
ζ(t) = 0 pour tout t dans [0, (p− 1)T ∗].
Finalement, le meˆme argument sur l’intervalle restant [(p− 1)T ∗, T ] donne
ζ(t) = 0 pour tout t dans [0, T ].
4
4.4 Conclusion
Le proble`me (4.10), (4.11) a une solution z dans L∞(0, T ;H1(Ω)3) (cf. Paragraphe
4.2) et une solution rot(u − α1∆u) dans L2(0, T ;L2(Ω)3) (cf. Paragraphe 4.1). Dans le
Paragraphe 4.3, nous prouvons que ce proble`me n’a qu’une solution dans L2(0, T ;L2(Ω)3).
Donc z = rot(u−α1∆u) appartient a` L∞(0, T ;H1(Ω)3) et, e´tant donne´ la Remarque I.2.3,
cela implique que u appartient a` L∞(0, T ;H4(Ω)3). Nous avons de´montre´ le the´ore`me
suivant.
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The´ore`me 4.7 Supposons que Ω soit un ouvert de IR3, borne´ et simplement connexe, avec
une frontie`re Γ =
p⋃
i=0
Γi (Γi connexe). Supposons que la solution u du proble`me (1.6)-(1.10)
appartienne a` L∞(0, T ;V2). Si Γ est de classe C3,1 et si les donne´es ont la re´gularite´:
u0 ∈ H4(Ω)3 ∩ V , f ∈ L1(0, T ;H1(Ω)3) , rot f ∈ L1(0, T ;H1(Ω)3) , (4.63)
alors u appartient a` L∞(0, T ;H4(Ω)3).
Suivant la Remarque 4.4, l’e´nonce´ du The´ore`me 4.7 peut eˆtre ge´ne´ralise´ par induction
a` tout m ≥ 1 pour donner le re´sultat suivant. Soit Γ de classe Cm+2,1. Supposons que
la solution u du proble`me (1.6)-(1.10) appartienne a` L∞(0, T ;V2). Si u0 est donne´ dans
Hm+3(Ω)3 ∩ V et f dans L1(0, T ;Hm(Ω)3) avec rot f dans L1(0, T ;Hm(Ω)3), alors u ap-
partient a` L∞(0, T ;Hm+3(Ω)3). La de´monstration est analogue a` celle faite au Paragraphe
I.7 pour les fluides de grade 2. Ainsi, on prend encore pour base les fonctions propres du
proble`me
∀v ∈ Hm(Ω)3 , ((wj,v))m = λj(wj,v) ,
ou` ((., .))m repre´sente le produit scalaire de H
m(Ω)3.
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Chapitre VI
Fluide de grade trois avec
Ω non simplement connexe
1 Introduction
Dans ce chapitre, nous allons utiliser des de´finitions et re´sultats des Chapitres II et IV.
On suppose que Ω est un domaine borne´ de IR3, dont la frontie`re Γ est de classe C2,1.
Rappelons (cf. Paragraphe II.1) le re´sultat suivant:
∀v ∈ H2(Ω)3 ∩ V, ‖v‖H2(Ω) ≤ C1(α1)‖P (v − α1∆v)‖L2(Ω), (1.1)
ou` P est l’ope´rateur de projection de Helmholtz.
Rappelons (cf. Paragraphe II.1 et II.2) la de´finition suivante:
V2 = {v ∈ V ∩H2(Ω)3; rot(v − α1∆v) ∈ L2(Ω)3} (1.2)
et le re´sultat suivant: l’espace V2 est inclus dans H
3(Ω)3 et il existe une constante C(α1)
telle que
∀v ∈ V2, ‖v‖H3(Ω) ≤ C2(α1)‖v‖V2 , (1.3)
ou` la norme dans V2 est de´finie par (II.2.2).
On conside`re de nouveau le proble`me (V.1.6)-(V.1.10). Le syste`me d’e´quations a`
re´soudre est donc celui du chapitre pre´ce´dent et l’e´tude sera conduite selon le meˆme plan.
2 Estimations a priori et unicite´
On de´finit le produit scalaire dans V , ainsi que la norme, comme aux Paragraphes I.3
et I.5. La formulation variationnelle e´quivalente du proble`me est celle du Paragraphe V.2,
c’est-a`-dire:
Pour f donne´ dans L2(0, T ;H(rot; Ω))
⋂
L∞(0, T ; (L2(Ω))3) et u0 donne´ dans V2, chercher
u dans L∞(0, T ;V2) avec u′ dans L2(0, T ;V ), tel que
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∀v ∈ V (u′,v)V + ν(∇u,∇v) + (rot(u− (2α1 + α2)∆u)× u,v)
+(α1 + α2)[(∇(u.∇u),∇v) + 2b(u; ∆u,v)] + β
2
(|A(u)|2A(u), A(v)) = (f ,v) (2.1)
avec la condition initiale (V.1.9).
Nous de´montrons un lemme analogue au Lemme V.2.2.
Lemme 2.1 Supposons que le proble`me (2.1), (V.1.9) ait une solution u dans C0(0, T ;V2)
avec u′ dans L∞(0, T ;V ). Posons
K1 =
ν
2(P2 + α1) , K2 =
6
α1
|α1 + α2|C1C2(α1).
Alors cette solution satisfait les ine´galite´s suivantes pour tout t dans [0, T ]:
‖u(t)‖2V ≤ e−K1t‖u0‖2V +
P2
ν
∫ t
0
e−K1(t−s)‖f(s)‖2L2(Ω) ds
−K2
∫ t
0
e−K1(t−s)(
K1
K2
− ‖u(s)‖V2)‖u(s)‖2V ds, (2.2)
∫ t
0
‖ |A(u(s))| ‖4L4(Ω) ds ≤
1
β
(‖u0‖2V +
P2
ν
∫ t
0
‖f(s)‖2L2(Ω) ds)
−K2
β
∫ t
0
(
K1
K2
− ‖u(s)‖V2)‖u(s)‖2V ds). (2.3)
De´monstration. Les arguments sont les meˆmes que pour le Lemme V.2.2, il suffit de
substituer C2(α1) a` C(α1).
4
Pour majorer ‖u(t)‖V2 , nous utiliserons, en plus de l’ e´quation de transport (V.2.16),
l’e´quation suivante, qui est de´duite en projetant l’e´quation (V.1.6) a` l’aide de l’ope´rateur
P de projection de Helmholtz (pour simplifier les notations, la variable t a e´te´ omise):
∂
∂t
P (u− α1∆u) + ν
α1
P (u− α1∆u) + P (rot(u− (2α1 + α2)∆u)× u)
+(α1 + α2)P (−∆(u.∇u) + 2u.∇(∆u))− β P (div(|A(u)|2A(u))) = P (f) + ν
α1
u. (2.4)
Comme nous l’avons vu dans la de´monstration du The´ore`me II.2.2, cette e´quation est une
e´galite´ dans L∞(0, T ;L2(Ω)3).
The´ore`me 2.2 Supposons, en plus des hypothe`ses du Lemme 2.1, que u appartienne a`
L2(0, T ;H4(Ω)3). Alors y(t) = ‖u(t)‖2V2 satisfait l’ine´galite´ diffe´rentielle dans [0, T ]:
y′(t) ≤ K3(e−K1t‖u0‖2V +
P2
ν
∫ t
0
e−K1(t−s)‖f(s)‖2L2(Ω) ds)
+
2α1
ν
‖f(t)‖2H(rot;Ω) − C(α1, α2, β)(
ν
2α1C(α1, α2, β)
− y(t))y(t)
+
βC2(α1)
2α21
‖ |A(u(t))| ‖4L4(Ω) −K3K2
∫ t
0
e−K1(t−s)(
K1
K2
−
√
y(s) )‖u(s)‖2V ds, (2.5)
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ou`
C(α1, α2, β) = min(2D3, D4) +
α1
2 ν
(min(2D1, D2))
2 (2.6)
avec
D1 = 2(1 + (
√
6 + 2(1 + 2
√
3))|α1 + α2|C2(α1))C1C1(α1),
D2 = 2C1C2(α1) + 2|α1 + α2|(C2(α1))2[(
√
6 + 2(
√
3 +
√
2))C1 + (
√
6 + 2
√
2)C
3/2
2 ],
D3 = β(8(4 +
√
3)C21C2(α1) +
C32
2
C1(α1))C1(α1)C2(α1)
et
D4 = 16βC1((3
√
2 + 2)C
3/2
2 + 2C1)(C2(α1))
3,
ou`
K3 =
2ν
α1
max(1,
2
α1
) (2.7)
et K1, K2 sont de´finies dans le Lemme 2.1.
De´monstration. Pour simplifier, posons z = ω − α1∆ω. Prendre le produit scalaire de
(V.2.16) avec z donne
1
2
d
dt
‖z‖2L2(Ω) +
ν
α1
‖z‖2L2(Ω) − b(z; u, z) + (α1 + α2){−b(∆u;ω, z)
+b(ω; ∆u, z) + 2
3∑
k=1
[b(
∂ω
∂xk
;
∂u
∂xk
, z)− b( ∂u
∂xk
;
∂ω
∂xk
, z)
+(∇uk ×∇∆uk, z)]} − β{2(∇(|A(u)|2).∇ω, z) + (B(u), z)}
+
β
α1
‖|A(u)|z‖2L2(Ω) = (rot(f +
ν
α1
u), z) +
β
α1
(|A(u)|2rot u, z). (2.8)
De meˆme, posons w = P (u−α1∆u). Multipliant scalairement (2.4) par w, nous obtenons
1
2
d
dt
‖w‖2L2(Ω) +
ν
α1
‖w‖2L2(Ω) + (P (rot(u− (2α1 + α2)∆u)× u),w)
+2(α1 + α2)(P (u.∇(∆u)),w)− (α1 + α2)(P (∆(u.∇u)),w)
−β(P (div(|A(u)|2A(u))),w) = (P (f) + ν
α1
u,w). (2.9)
Puis l’addition des e´quations (2.8) et (2.9) donne
1
2
d
dt
‖u‖2V2 +
ν
α1
‖u‖2V2 + (P (rot(u− (2α1 + α2)∆u)× u),w)
−b(z; u, z) + (α1 + α2){−b(∆u;ω, z) + b(ω; ∆u, z)
+2
3∑
k=1
[b(
∂ω
∂xk
;
∂u
∂xk
, z)− b( ∂u
∂xk
;
∂ω
∂xk
, z) + (∇uk ×∇∆(uk), z)]
+2(P (u.∇(∆u)),w)− (P (∆(u.∇u)),w)} − β(P (div(|A(u)|2A(u))),w)
193
−β{2(∇(|A(u)|2).∇ω, z) + (B(u), z)}+ β
α1
‖|A(u)|z‖2L2(Ω)
= (P (f) +
ν
α1
u,w) + (rot(f +
ν
α1
u) +
β
α1
|A(u)|2rot u, z). (2.10)
Beaucoup de termes de cette e´galite´ ont de´ja e´te´ majore´s en valeur absolue dans le Para-
graphe II.2. Il reste a` majorer des termes de grade 3. Par des proce´de´s analogues a`
ceux utilise´s pour de´montrer les ine´galite´s (V.2.21)-(V.2.23), C2(α1) remplac¸ant C(α1), on
obtient
|(∇(|A(u(t))|2.∇ω(t), z(t))| ≤ 8
√
2C1C
3/2
2 (C2(α1))
3‖z(t)‖L2(Ω)‖u(t)‖3V2 , (2.11)
|(
3∑
k=1
∇( ∂
∂xk
|A(u(t))|2)× A.,k(u(t)), z(t))|
≤ 16C1(C1 + C3/22 )(C2(α1))3‖z(t)‖L2(Ω)‖u(t)‖3V2 , (2.12)
|(
3∑
k=1
(
∂
∂xk
|A(u(t))|2)∇ωk(t), z(t))|
≤ 8
√
2C1C
3/2
2 (C2(α1))
3‖z(t)‖L2(Ω)‖u(t)‖3V2 . (2.13)
Enfin, dans le premier membre, il reste a` majorer
|(P (div(|A(u)|2A(u))),w)|.
De (V.2.13), on de´duit
‖P (div(|A(u)|2A(u)))‖L2(Ω) ≤ ‖|A(u)|2∆u‖L2(Ω)
+‖
3∑
k=1
∂
∂xk
(|A(u)|2)A.,k(u)‖L2(Ω). (2.14)
D’une part, graˆce au Lemme I.3.3, on obtient
‖|A(u)|2∆u‖L2(Ω) ≤
√
3‖|A(u)|2‖L∞(Ω)|u|H2(Ω).
Alors le Lemme V.4.1, (1.1) et (1.3) impliquent
‖|A(u)|2∆u‖L2(Ω) ≤ 4
√
3C21C1(α1)(C2(α1))
2‖w‖L2(Ω)‖u‖2V2 . (2.15)
D’autre part, l’ine´galite´ de Cauchy-Schwarz permet d’e´crire
‖
3∑
k=1
∂
∂xk
(|A(u)|2)A.,k(u)‖2L2(Ω) = 4
3∑
l=1
∫
Ω
(
3∑
k,i,j=1
Aij(u)
∂Aij(u)
∂xk
Alk(u))
2 dx
≤ 4‖|A(u)|2‖2L∞(Ω)|A(u)|2H1(Ω).
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Alors l’ine´galite´ |A(u)|H1(Ω) ≤ 2|u|H2(Ω), le Lemme V.4.1 et les majorations (1.1), (1.3)
impliquent
‖
3∑
k=1
∂
∂xk
(|A(u)|2)A.,k(u)‖L2(Ω) ≤ 16C21C1(α1)(C2(α1))2‖w‖L2(Ω)‖u‖2V2 . (2.16)
Finalement (2.14), (2.15) et (2.16) donnent
|(P (div(|A(u(t))|2A(u(t)))),w(t))|
≤ 4(4 +
√
3)C21C1(α1)(C2(α1))
2‖w(t)‖2L2(Ω)‖u(t)‖2V2 . (2.17)
Pour le second membre de (2.10), rappelons les majorations (voir la de´monstration du
The´ore`me V.2.4)
|(rot f(t), z(t))| ≤ α1
ν
‖rot f(t)‖2L2(Ω) +
ν
4α1
‖z(t)‖2L2(Ω),
|(rot u(t), z(t))| ≤ ‖rot u(t)‖2L2(Ω) +
1
4
‖z(t)‖2L2(Ω),
|(|A(u(t))|2rot u(t), z(t))| ≤ 1
4
‖ |A(u(t))| rot u(t)‖2L2(Ω) + ‖ |A(u(t))|z(t)‖2L2(Ω).
Ensuite, nous utilisons les deux majorations suivantes:
|(P (f(t)),w(t))| ≤ α1
ν
‖f(t)‖2L2(Ω) +
ν
4α1
‖w(t)‖2L2(Ω)
et
|(u(t),w(t))| ≤ ‖u(t)‖2L2(Ω) +
1
4
‖w(t)‖2L2(Ω).
Enfin, remplac¸ant C(α1) par C2(α1), remarquant que ‖∇u‖4H1(Ω) ≤ ‖u‖2H2(Ω)‖u‖2H3(Ω) et
utilisant (1.1) et (1.3), on a une majoration analogue a` (V.2.26):
‖ |A(u(t))|rot u(t)‖2L2(Ω) ≤
C2(α1)
α1
‖ |A(u(t))| ‖4L4(Ω)
+α1C
3
2(C1(α1))
2C2(α1)‖w(t)‖2L2(Ω)‖u(t)‖2V2 .
Utilisant ces majorations pour le second membre, les majorations (II.2.12)-(II.2.20) pour
les termes de grade 2 et les majorations (2.11)-(2.13) et (2.17) pour les termes spe´cifiques
de grade 3, on obtient
d
dt
‖u(t)‖2V2 +
ν
α1
‖u(t)‖2V2 ≤
2α1
ν
‖f(t)‖2H(rot;Ω) +
2ν
α1
‖u(t)‖2H(rot;Ω)
+D1‖w(t)‖2L2(Ω)‖u(t)‖V2 +D2‖z(t)‖L2(Ω)‖u(t)‖2V2 +D3‖w(t)‖2L2(Ω)‖u(t)‖2V2
+D4‖z(t)‖L2(Ω)‖u(t)‖3V2 +
βC2(α1)
2α21
‖ |A(u(t))| ‖4L4(Ω), (2.18)
ou` D1, D2, D3 et D4 sont de´finies dans le The´ore`me 2.2. Posons
x = ‖w(t)‖L2(Ω) et y = ‖z(t)‖L2(Ω).
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En utilisant les majorations (II.2.22) et (II.2.23), on obtient
D1‖w(t)‖2L2(Ω) +D2‖z(t)‖L2(Ω)‖u(t)‖V2 ≤ min(2D1, D2)‖u(t)‖2V2
et
D3‖w(t)‖2L2(Ω) +D4‖z(t)‖L2(Ω)‖u(t)‖V2 ≤ min(2D3, D4)‖u(t)‖2V2 .
Substituant ces majorations dans (2.18), remarquant que
‖u(t)‖H(rot;Ω) ≤ max(1,
√
2/α1 )‖u(t)‖V ,
et posant
y(t) = ‖u(t)‖2V2 ,
on a, avec la constante K3 de´finie par (2.7),
y′(t) +
ν
α1
y(t) ≤ 2α1
ν
‖f(t)‖2H(rot;Ω) +K3‖u(t)‖2V
min(2D1, D2)y(t)
√
y(t) + min(2D3, D4)(y(t))
2 +
βC2(α1)
2α21
‖ |A(u(t))| ‖4L4(Ω).
Comme dans le Paragraphe V.2, de l’ine´galite´
√
y ≤ 1
4θ
y + θ, applique´e avec
θ =
ν
2α1 min(2D1, D2)
et y(t),
on de´duit, utilisant la notation (2.6) qui de´finit C(α1, α2, β),
y′(t) ≤ 2α1
ν
‖f(t)‖2H(rot;Ω) +K3‖u(t)‖2V
+
βC2(α1)
2α21
‖ |A(u(t))| ‖4L4(Ω) − C(α1, α2, β)(
ν
2α1C(α1, α2, β)
− y(t))y(t)
et (2.5) suit en substituant (2.2) dans cette ine´galite´.
4
Comme dans le cas Ω simplement connexe, nous ne pourrons prouver l’existence globale
en temps que si nous montrons que u(t) est uniforme´ment borne´ en temps dans V2.
Lemme 2.3 Soit f appartenant a` L2(IR+;H(rot; Ω)). Si les donne´es satisfont
‖u0‖2V2 +
2α21K3 + C2(α1)K1
2α21K1
(‖u0‖2V +
P2
ν
∫ ∞
0
‖f(t)‖2L2(Ω) dt) +
2α1
ν
∫ ∞
0
‖f(t)‖2H(rot;Ω) dt
< min
(
ν
2α1C(α1, α2, β)
,
K21
K22
)
, (2.19)
ou` C(α1, α2, β) est de´finie par (2.6), K3 par (2.7) et K1 et K2 sont de´finies dans le Lemme
2.1, alors toute solution continue de (2.5), avec la valeur de de´part y(0) = ‖u0‖2V2, satisfait
∀t ≥ 0, 0 ≤ y(t) ≤ min
(
ν
2α1C(α1, α2, β)
,
K21
K22
)
. (2.20)
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De´monstration. La de´monstration est presque identique a` celle du Lemme V.2.5, K3 et
C2(α1) remplac¸ant
4ν
α21
et C(α1). On inte´gre (2.5) de 0 a` t en utilisant le Lemme I.3.7 et
on substitue la majoration (2.3). Cela donne
y(t) ≤ y(0) + 2α
2
1K3 + C2(α1)K1
2α21K1
(‖u0‖2V +
P2
ν
∫ t
0
‖f(s)‖2L2(Ω) ds)
+
2α1
ν
∫ t
0
‖f(s)‖2H(rot;Ω) ds− C(α1, α2, β)
∫ t
0
(
ν
2α1C(α1, α2, β)
− y(s)
)
y(s) ds
−K2
∫ t
o
(
K1
K2
−
√
y(s)
)
‖u(s)‖2V [
C2(α1)
2α21
+
K3
K1
(1− e−K1(t−s))] ds.
On de´finit M par (V.2.29) et a(s, t) par
a(s, t) = C(α1, α2, β)y(s) +
K22
(K1 +K2
√
y(s))
‖u(s)‖2V [
C2(α1)
2α21
+
K3
K1
(1− e−K1(t−s))]. (2.21)
Le reste de la de´monstration s’effectue de la meˆme manie`re que celle du Lemme V.2.5.
4
Nous concluons ce paragraphe en prouvant l’unicite´ de la solution globale du proble`me
(2.1), (V.1.9), si elle existe. La de´monstration est pratiquement identique a` celle du cas
Ω simplement connexe, Paragraphe V.2. Tout d’abord, on de´montre le Lemme V.2.7 de
manie`re identique et si u1 et u2 sont deux solutions de (2.1), leur diffe´rence u = u1 − u2
ve´rifie l’e´quation (V.2.34). Ensuite la de´monstration du The´ore`me V.2.8 est quasiment
identique a` celle du cas Ω simplement connexe, il suffit, substituant C2(α1) a` C(α1), de
remplacer les constantes c1(T ), c2(T ) et c3(T ) du Paragraphe V.2 par les constantes c1(T ),
c2(T ) et c3(T ) du Paragraphe II.2. Puis la monotonie de K nous rame`ne a` l’ine´quation
d
dt
‖u(t)‖2V ≤ 2
c1(T ) + c2(T ) + c3(T )
α1
‖u(t)‖2V .
Alors l’ine´galite´ de Gronwall et le fait que u(0) = 0 impliquent que u(t) = 0, pour tout t
dans [0, T ].
3 Existence de solution
Dans ce paragraphe, nous supposons que Ω est un domaine borne´ de IR3, avec une
frontie`re Γ de classe C3,1 et que f appartient a` L2(IR+;H(rot; Ω)) ∩ L∞(IR+;L2(Ω)3).
La solution du proble`me (2.1), (V.1.9) est construite au moyen d’une discre´tisation de
Galerkin. On utilise la suite de fonctions propres {wj} de V2, de´finie dans le Paragraphe
II.3 par (II.3.2). Le proble`me approche´ du proble`me (2.1), (V.1.9) s’e´crit sous la meˆme
forme que dans le cas Ω simplement connexe, soit:
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Chercher
um(t) =
m∑
j=1
cj,m(t)wj,
solution, pour 1 ≤ j ≤ m, de
(u′m(t),wj)V + ν(∇um(t),∇wj) + (rot(um(t)− (2α1 + α2)∆um(t))× um(t),wj)
+(α1 + α2){b(um(t); ∆wj,um(t)) + 2 b(um(t); ∆um(t),wj)}
+
β
2
(|A(um(t))|2A(um(t)), A(wj)) = (f(t),wj), (3.1)
um(0) = Pm(u0). (3.2)
De meˆme qu’au Paragraphe V.3, ce syste`me a une solution um, unique et continue sur
[0, T ∗m] avec u
′
m dans L
∞(0, T ∗m), pour un nombre T
∗
m > 0. Nous nous proposons de
de´montrer que um(t) satisfait l’estimation a priori du paragraphe pre´ce´dent.
En multipliant les deux membres de (3.1) par cj,m(t) et en sommant par rapport a` j,
nous obtenons sur [0, T ∗m] l’e´galite´:
1
2
d
dt
‖um(t)‖2V + ν|um(t)|2H1(Ω) +
β
2
‖ |A(um(t)| ‖4L4(Ω)
+3(α1 + α2)b(um(t); ∆um(t),um(t)) = (f(t),um(t)). (3.3)
Alors la de´monstration du Lemme 2.1 s’applique a` um sans modification et fournit le
re´sultat suivant.
Lemme 3.1 La solution um du proble`me (3.1), (3.2) satisfait les ine´galite´s suivantes pour
tout t dans [0, T ∗m]:
‖um(t)‖2V ≤ e−K1t‖um(0)‖2V +
P2
ν
∫ t
0
e−K1(t−s)‖f(s)‖2L2(Ω) ds
−K2
∫ t
0
e−K1(t−s)(
K1
K2
− ‖um(s)‖V2)‖um(s)‖2V ds, (3.4)
∫ t
0
‖ |A(um(s))| ‖4L4(Ω) ds ≤
1
β
(‖um(0)‖2V +
P2
ν
∫ t
0
‖f(s)‖2L2(Ω) ds)
−K2
β
∫ t
0
(
K1
K2
− ‖um(s)‖V2)‖um(s)‖2V ds), (3.5)
ou` K1 et K2 sont de´finies dans le Lemme 2.1.
On de´finit la fonction F par (V.3.7), c’est-a`-dire comme au Paragraphe V.3. Pour tout
t, la solution de Stokes vm(t) dans V est encore de´finie par (V.3.8). Comme au Paragraphe
V.3, on montre que F(um(t)) appartient a` H
1(Ω)3, puis, comme au Paragraphe II.3, il
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s’ensuit que vm(t) appartient a` V2. Graˆce a` la base spe´ciale et a` (V.3.8), on de´duit, pour
tout 1 ≤ j ≤ m, l’e´quation discre´tise´e
(u′m(t),wj)V2 + (vm(t),wj)V2 = 0. (3.6)
Le the´ore`me suivant est l’analogue du The´ore`me 2.2.
The´ore`me 3.2 Soit Ω un domaine borne´ de IR3, de frontie`re Γ de classe C3,1. On suppose
que f est dans L2(IR+;H(rot; Ω))
⋂
L∞(IR+;L2(Ω)3). Alors y(t) = ‖um(t)‖2V2 satisfait
l’ine´galite´ diffe´rentielle dans [0, T ∗m]:
y′(t) ≤ K3(e−K1t‖um(0)‖2V +
P2
ν
∫ t
0
e−K1(t−s)‖f(s)‖2L2(Ω) ds)
+
2α1
ν
‖f(t)‖2H(rot;Ω) − C(α1, α2, β)(
ν
2α1C(α1, α2, β)
− y(t))y(t)
+
βC2(α1)
2α21
‖ |A(um(t))| ‖4L4(Ω) −K3K2
∫ t
0
e−K1(t−s)(
K1
K2
−
√
y(s) )‖um(s)‖2V ds, (3.7)
ou` C(α1, α2, β) est de´finie par (2.6), K3 par (2.7) et K1, K2 sont de´finies dans le Lemme
2.1.
De´monstration. En multipliant les deux membres de (3.6) par cj,m(t) et en sommant sur
j, nous obtenons
(u′m(t),um(t))V2 + (vm(t),um(t))V2 = 0.
Poser ωm(t) = rot um(t), zm(t) = ωm(t)− α1∆ωm(t), wm(t) = P (um(t)− α1∆ um(t)) et
utiliser le fait que
rot(vm(t)− α1∆vm(t)) = rot(F(um(t))− f(t))
et
P (vm(t)− α1∆vm(t)) = P (F(um(t))− f(t)),
donnent
1
2
d
dt
‖um(t)‖2V2 + (rot F(um(t)), zm(t)) + (P (F(um(t))),wm(t))
= (rot f(t), zm(t)) + (P (f(t)),wm(t)). (3.8)
En de´veloppant rot F(um(t)) avec (I.5.11) et le Lemme V.2.3, en utilisant la line´arite´ de
P et en supprimant la variable t, pour simplifier les notations, on obtient
1
2
d
dt
‖um‖2V2 +
ν
α1
‖um‖2V2 + (P (rot(um − (2α1 + α2)∆um)× um),wm)
−b(zm; um, zm) + (α1 + α2){−b(∆um;ωm, zm) + b(ωm; ∆um, zm)
+2
3∑
k=1
[b(
∂ωm
∂xk
;
∂um
∂xk
, zm)− b(∂um
∂xk
;
∂ωm
∂xk
, zm) + (∇umk ×∇∆umk, zm)]
+2(P (um.∇∆um),wm)− (P (∆(um.∇um)),wm)} − β(P (div(|A(um)|2A(um))),wm)
−β{2(∇(|A(um)|2).∇ωm, zm) + (B(um), zm)}+ β
α1
‖|A(um)|zm‖2L2(Ω)
= (P (f) +
ν
α1
um,wm) + (rot(f +
ν
α1
um) +
β
α1
|A(um)|2rot um, zm). (3.9)
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Nous sommes exactement dans la meˆme situation que dans le The´ore`me 2.2 et la meˆme
de´monstration donne (3.7).
4
Conside´rons une solution de (3.7) avec la valeur initiale
y(0) = ‖um(0)‖2V2 = ‖Pm(u0)‖2V2 .
Comme au Paragraphe I.5, si u0 et f satisfont (2.19), alors pour tout m suffisamment
grand, um(0) et f satisferont l’analogue de (2.19):
‖um(0)‖2V2 +
2α21K3 + C2(α1)K1
2α21K1
(‖um(0)‖2V +
P2
ν
∫ ∞
0
‖f(t)‖2L2(Ω) dt)
+
2α1
ν
∫ ∞
0
‖f(t)‖2H(rot;Ω) dt < min
(
ν
2α1C(α1, α2, β)
,
K21
K22
)
. (3.10)
De la`, la conclusion du Lemme 2.3 implique que T ∗m = ∞ et que um(t) est uniforme´ment
borne´ dans V2 par rapport au temps:
∀t ≥ 0, ‖um(t)‖V2 ≤ min
(√
ν
2α1C(α1, α2, β)
,
K1
K2
)
. (3.11)
Alors l’e´quivalence de normes du Lemme II.1.10, (3.4) et (3.11) impliquent que la suite
{um}m≥1 est borne´e par rapport a` m dans L∞(IR+;H3(Ω)3)⋂L2(IR+;H1(Ω)3).
Le lemme suivant donne une borne pour u′m(t).
Lemme 3.3 Soient f dans L2(IR+;L2(Ω)3) et u0 dans V2. Supposons que la suite {um}m≥1
soit borne´e par rapport a` m dans L∞(IR+;H3(Ω)3) ∩ L2(IR+;H1(Ω)3). Alors la suite
{u′m}m≥1 est borne´e par rapport a` m dans L2(IR+;V ).
De´monstration. Elle est identique a` celle du Lemme V.3.3.
4
Le the´ore`me suivant re´capitule les majorations obtenues pour les suites {um} et {u′m}.
The´ore`me 3.4 Soit Ω un domaine borne´ de IR3, de frontie`re Γ de classe C3,1. Soient f
donne´ dans L2(IR+;H(rot; Ω))
⋂
L∞(IR+;L2(Ω)3) et la vitesse initiale u0 donne´e dans V2,
suffisamment petits pour satisfaire
‖u0‖2V2 +
2α21K3 + C2(α1)K1
2α21K1
(‖u0‖2V +
P2
ν
∫ ∞
0
‖f(t)‖2L2(Ω) dt) +
2α1
ν
∫ ∞
0
‖f(t)‖2H(rot;Ω) dt
< min
(
ν
2α1C(α1, α2, β)
,
K21
K22
)
, (3.12)
avec C(α1, α2, β) de´finie par (2.6), K3 par (2.7) et K1 et K2 de´finies dans le Lemme 2.1.
Alors pour tout m suffisamment grand, la solution unique um de la me´thode de Galerkin
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(3.1), (3.2) existe pour tout temps t ≥ 0 et satisfait les bornes supe´rieures:
‖um‖L∞(IR+;V2) ≤ min
(√
ν
2α1C(α1, α2, β)
,
K1
K2
)
,
‖um‖L2(IR+;H1(Ω)3) ≤ k1, (3.13)
‖u′m‖L2(IR+;V ) ≤ k2,
ou` k1 et k2 sont des constantes inde´pendantes de m.
Il reste a` passer a` la limite par rapport a` m. Il suit de la premie`re et de la dernie`re
ine´galite´ dans (3.13) qu’il existe une fonction u et une sous-suite de {um}, encore note´e
{um}, telles que
lim
m→∞um = u faible
∗ dans L∞(IR+;V2),
lim
m→∞u
′
m = u
′ dans L2(IR+;H1(Ω)3) faible.
De la`, on passe a` la limite dans (3.1) et on de´duit que u est solution du proble`me (2.1),
(V.1.9) et puisque cette solution est unique, la suite entie`re um converge vers u. Ceci
e´tablit le principal the´ore`me de ce paragraphe.
The´ore`me 3.5 Sous les hypothe`ses du The´ore`me 3.4, le proble`me (2.1), (V.1.9) a une et
une seule solution u qui existe pour tout temps t ≥ 0. De plus, u appartient a` L∞(IR+;V2),
u′ a` L2(IR+;V ) et u est uniforme´ment borne´ dans V2 par rapport au temps:
‖u‖L∞(IR+;V2) ≤ min
(√
ν
2α1C(α1, α2, β)
,
K1
K2
)
, (3.14)
ou` C(α1, α2, β) est de´finie par (2.6) et K1 et K2 sont de´finies dans le Lemme 2.1.
4 Re´gularite´
Comme dans le Paragraphe V.4, nous supposons que le proble`me (2.1), (V.1.9) a
une solution u dans L∞(0, T ;V2) avec u′ dans L2(0, T ;V ), qui n’est pas ne´cessairement
globale. On prend encore f et rot f dans L1(0, T ;H1(Ω)3), la vitesse initiale u0 dans
H4(Ω)3∩V , la frontie`re Γ = ⋃pi=0 Γi (Γi connexe) de classe C3,1 et Ω domaine borne´ de IR3.
Comme au Chapitre II, pour e´tudier la re´gularite´, nous aurons besoin de supposer que Ω
ve´rifie l’Hypothe`se II.1.4. Nous nous proposons a` nouveau de montrer que rot(u−α1∆u)
appartient a` L∞(0, T ;H1(Ω)3). Etant donne´ le Lemme II.3.1, cela implique que u est dans
L∞(0, T ;H4(Ω)3). En fait, la me´thode de ce paragraphe est ge´ne´rale et peut eˆtre applique´e
pour de´duire toute re´gularite´ pour u.
Le plan du paragraphe est le suivant. Outre les deux applications g et h, introduites
dans le Paragraphe II.4.1, on de´finit deux autres applications, note´es l et s. Ensuite, en
utilisant les applications g, h,l et s, nous de´duirons de (V.2.16) une e´quation de transport,
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dont z = rot(u − α1∆u) est une solution dans L2(0, T ;L2(Ω)3). Puis on montre que
cette e´quation a une solution dans L∞(0, T ;H1(Ω)3) et on remarque que la de´monstration
d’unicite´ dans L2(0, T ;L2(Ω)3), dans le cas Ω simplement connexe du Paragraphe V.4.3,
s’applique ici presque sans changement. On de´duit alors que la solution z = rot(u−α1∆u)
est dans L∞(0, T ;H1(Ω)3), ce qui implique que u appartient a` L∞(0, T ;H4(Ω)3).
4.1 Une e´quation de transport
On de´finit l et s comme suit:
∀z ∈ L2(Ω)3, l(z) = vz (4.1)
et
∀u ∈ H2(Ω)3, s(u) = vu, (4.2)
ou` vz et vu sont de´finis dans le Paragraphe II.4.1. On peut remarquer que, par de´finition,
g(z) = rot l(z) et h(u) = rot s(u).
Des de´monstrations des Lemmes II.4.1, II.4.2 et II.4.3, on de´duit les trois lemmes
suivants.
Lemme 4.1 Soient l de´fini par (4.1) et s de´fini par (4.2). Si u ∈ V2, alors
l(rot(u− α1∆u)) + s(u) = u.
Lemme 4.2 Soit m un entier naturel. Supposons, en plus des hypothe`ses du Lemme
II.1.10, que le domaine Ω ve´rifie l’Hypothe`se II.1.4 et que Γ soit de classe Cm+2,1. Alors
l’application l, de´finie sur L2(Ω)3 par (4.1), est un ope´rateur continu de Hm(Ω)3 dans
Hm+3(Ω)3.
Lemme 4.3 Sous les hypothe`ses du Lemme 4.2, l’application s, de´finie sur H2(Ω)3 par
(4.2), est un ope´rateur continu de H2(Ω)3 dans Hm+3(Ω)3.
Des Lemmes II.4.2, II.4.3, 4.2 et 4.3, on de´duit l’existence de quatre constantes C ′, C ′′,
K ′ et K ′′ telles que
∀z ∈ L2(Ω)3, ‖g(z)‖H2(Ω) ≤
√
2C ′‖z‖L2(Ω), (4.3)
∀z ∈ H1(Ω)3, ‖g(z)‖H3(Ω) ≤
√
2C ′′‖z‖H1(Ω), (4.4)
∀z ∈ L2(Ω)3, ‖l(z)‖H3(Ω) ≤ C ′‖z‖L2(Ω), (4.5)
∀z ∈ H1(Ω)3, ‖l(z)‖H4(Ω) ≤ C ′′‖z‖H1(Ω), (4.6)
∀u ∈ H2(Ω)3, ‖h(u)‖H2(Ω) ≤
√
2K ′‖u‖H2(Ω), (4.7)
∀u ∈ H2(Ω)3, ‖h(u)‖H3(Ω) ≤
√
2K ′′‖u‖H2(Ω), (4.8)
∀u ∈ H2(Ω)3, ‖s(u)‖H3(Ω) ≤ K ′‖u‖H2(Ω) (4.9)
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et
∀u ∈ H2(Ω)3, ‖s(u)‖H4(Ω) ≤ K ′′‖u‖H2(Ω). (4.10)
Remarquons que les constantes C ′ et C ′′ de´finies ici sont celles du Paragraphe II.4 a` un
facteur 1/
√
2 pre`s.
Nous allons re´crire B(u) a` l’aide des applications l et s. A partir de (V.2.10), on obtient
B(u) = 2
3∑
i,j,k=1
[∇(Aij(u) ∂
∂xk
(Aij(u)))× A.,k(u)− ∂
∂xk
(Aij(u))Aij(u)∇((rot u)k)].
Posons alors, pour tout u, tout v et tout w dans V2,
L1(u,v,w) = 2
3∑
i,j,k=1
[∇(Aij(u) ∂
∂xk
(Aij(w))× A.,k(v)− ∂
∂xk
(Aij(u))Aij(v)∇((rotw)k)].
(4.11)
On peut remarquer que, pour u et v dans V2 et z dans L
2(Ω)3,
L1(u,v, l(z)) = L(u,v, z), (4.12)
ou` L est de´fini par (V.4.8). De plus, le Lemme 4.1 implique, pour tout u dans V2,
L1(u,u, l(ω − α1∆ω) + s(u)) = L1(u,u,u) = B(u), (4.13)
ou` ω = rot u.
Puisque nous savons que la solution u du proble`me (2.1), (V.1.9) existe, le Lemme II.4.1
et l’e´galite´ (4.13) nous conduisent a` re´soudre l’e´quation de transport suivante, obtenue a`
partir de l’e´quation (V.4.7), en remplac¸ant B(u) par L1(u,u, l(ω − α1∆ω) + s(u)), puis
ω − α1∆ω par z et ω par g(z) + h(u):
Pour u donne´ dans L∞(0, T ;V2), u0 donne´ dans H4(Ω)3 ∩ V et f donne´ tel que rot f
appartienne a` L1(0, T ;H1(Ω)3), chercher z dans L∞(0, T ;H1(Ω)3) solution de:
∂z
∂t
+
ν
α1
z + u.∇z− 3α1 + 2α2
α1
z.∇u + (α1 + α2)[∇(rot g(z).rot u)
− 1
α1
z× rot u + 2
3∑
k=1
(
∂
∂xk
g(z).∇ ∂u
∂xk
− ∂u
∂xk
.∇ ∂
∂xk
g(z)− ∂u
∂xk
× ∂
∂xk
rot g(z))]
+
β
α1
|A(u)|2z− 2β∇(|A(u)|2).∇g(z)− β L1(u,u, l(z))
= rot f +
ν
α1
rot u− 2α1 + α2
α1
rot u.∇u + β
α1
|A(u)|2rot u
−2(α1 + α2)
3∑
k=1
(
∂
∂xk
h(u).∇ ∂u
∂xk
− ∂u
∂xk
.∇ ∂
∂xk
h(u)− ∂u
∂xk
× ∂
∂xk
rot h(u))
−(α1 + α2)∇(rot h(u).rot u) + 2β∇(|A(u)|2).∇h(u) + β L1(u,u, s(u)), (4.14)
z(0) = rot(u0 − α1∆u0). (4.15)
Rappelons que, par construction de (4.14), u e´tant solution dans L∞(0, T ;V2) de (2.1),
(V.1.9), avec u′ dans L2(0, T ;V ), alors z = rot(u−α1∆u) est solution dans L2(0, T ;L2(Ω)3)
de (4.14), (4.15).
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4.2 Existence de solution dans L∞(0, T ;H1(Ω)3) et unicite´ de la
solution dans L2(0, T ;L2(Ω)3) de l’e´quation de transport
Pour simplifier les notations, on utilise la notation r(u), de´finie par (II.4.7). On
discre´tise le proble`me (4.14), (4.15) de manie`re analogue au Paragraphe I.6.3, les fonc-
tions propres wj e´tant de´finies par l’e´quation (I.6.13). Ainsi, avec la notation (II.4.7), le
proble`me discre´tise´ s’e´crit:
Chercher
zm(t) =
m∑
j=1
cj,m(t)wj,
solution, pour 1 ≤ j ≤ m, de
(z′m(t),wj) +
ν
α1
(zm(t),wj) + b(u(t); zm(t),wj)
−3α1 + 2α2
α1
b(zm(t); u(t),wj) + (α1 + α2){(∇(rot g(zm(t)).rot u(t)),wj)
− 1
α1
(zm(t)× rot u(t),wj) + 2
3∑
k=1
[b(
∂
∂xk
g(zm(t));
∂u(t)
∂xk
,wj)
−b(∂u(t)
∂xk
;
∂
∂xk
g(zm(t)),wj)− (∂u(t)
∂xk
× ∂
∂xk
rot g(zm(t)),wj)]}
+β(
1
α1
|A(u(t))|2zm(t)− 2∇(|A(u(t))|2).∇g(zm(t))− L1(u(t),u(t), l(zm(t))),wj)
= (rot f(t) +
ν
α1
rot u(t)− 2α1 + α2
α1
rot u(t).∇u(t) + β
α1
|A(u(t))|2rot u(t),wj)
+((α1 + α2)r(u(t)) + β(L1(u(t),u(t), s(u(t))) + 2∇(|A(u(t))|2).∇h(u(t)),wj), (4.16)
zm(0) = Pm(z(0)). (4.17)
Le proble`me (4.16), (4.17) est un syste`me de m e´quations diffe´rentielles line´aires d’ordre
un avec une condition initiale au temps t = 0. Il est du meˆme type que le syste`me (I.6.14),
(I.6.15) et il admet une solution zm(t), unique et continue sur tout l’intervalle [0, T ].
Lemme 4.4 Supposons que u appartienne a` L∞(0, T ;V2) et que f soit tel que rot f
appartienne a` L1(0, T ;H1(Ω)3). Alors la solution zm(t) de (4.16), (4.17) est borne´e comme
suit:
∀t ∈ [0, T ], ‖zm(t)‖H1(Ω) ≤ eKT t(‖zm(0)‖H1(Ω) + CT ), (4.18)
ou` KT et CT sont deux constantes qui de´pendent de T , mais non de m.
De´monstration. Multipliant les deux membres de (4.16) par λjcj,m(t), appliquant (I.6.13)
et sommant par rapport a` j, on obtient, apre`s avoir supprime´ la variable t pour simplifier
les notations,
1
2
d
dt
‖zm‖2H1(Ω) +
ν
α1
‖zm‖2H1(Ω) + (∇(u.∇zm),∇zm)−
3α1 + 2α2
α1
[(∇(zm.∇u),∇zm)
+(zm.∇u, zm)] + (α1 + α2){(∇(∇(rot g(zm).rot u)),∇zm) + (∇(rot g(zm).rot u), zm)
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− 1
α1
(∇(zm × rot u),∇zm) + 2
3∑
k=1
[(∇( ∂
∂xk
g(zm).∇ ∂u
∂xk
),∇zm)
+(
∂
∂xk
g(zm).∇ ∂u
∂xk
, zm)− (∇( ∂u
∂xk
.∇ ∂
∂xk
g(zm)),∇zm)− ( ∂u
∂xk
.∇ ∂
∂xk
g(zm), zm)
−(∇( ∂u
∂xk
× ∂
∂xk
rot g(zm)),∇zm)− ( ∂u
∂xk
× ∂
∂xk
rot g(zm), zm)]}
+β[
1
α1
(∇(|A(u)|2zm),∇zm) + 1
α1
(|A(u)|2zm, zm)− 2(∇(∇(|A(u)|2).∇g(zm)),∇zm)
−2(∇(|A(u)|2).∇g(zm), zm)− (∇(L1(u,u, l(zm))),∇zm)− (L1(u,u, l(zm)), zm)]
= (rot f +
ν
α1
rot u− 2α1 + α2
α1
rot u.∇u + β
α1
|A(u)|2rot u, zm)H1(Ω)
+((α1 + α2)r(u) + β(L1(u,u, s(u)) + 2∇(|A(u)|2).∇h(u)), zm)H1(Ω). (4.19)
Remarquons tout d’abord que, compte tenu de (4.12), l’e´quation pre´ce´dente a le meˆme
premier membre que l’e´quation (V.4.15). Nous pouvons donc utiliser, d’une part les majo-
rations (I.6.18)-(I.6.30), dans lesquelles on a remplace´ C ′ et C ′′ par, respectivement,
√
2C ′
et
√
2C ′′, et d’autre part les majorations (V.4.17), (V.4.22), (V.4.23), (V.4.24) et (V.4.39).
Ainsi nous obtenons les meˆmes constantes K1 et K2, donne´es par (V.4.44), qu’au Para-
graphe V.4.2. Cependant, par rapport a` ce qui a e´te´ fait dans ce paragraphe, il y a, dans le
membre de droite de (4.19), quelques termes supple´mentaires a` majorer. Le premier terme
a` majorer est
|(r(u), zm)H1(Ω)|.
De la majoration (II.4.24), dans laquelle , compte tenu de (4.7) et (4.8), K ′ est remplace´e
par
√
2K ′ et K ′′ par
√
2K ′′, on de´duit
|(r(u(t)), zm(t))H1(Ω)|
≤ 4(2
√
2 + 1)(C1 + C
3/2
2 )
√
K ′2 +K ′′2‖u(t)‖H2(Ω)‖u(t)‖H3(Ω)‖zm(t)‖H1(Ω). (4.20)
Conside´rons le deuxie`me terme |(L1(u,u, s(u)), zm)H1(Ω)|. Par des calculs analogues a` ceux
effectue´s pour e´tablir (V.4.22), utilisant (4.9) au lieu de (4.5), on obtient
|(L1(u,u, s(u)), zm)| ≤ 8C1K ′(2C1 + (2 +
√
2)C
3/2
2 )‖u‖H2(Ω)‖u‖2H3(Ω)‖zm‖L2(Ω). (4.21)
De manie`re analogue a` (V.4.25), on de´veloppe ∇(L1(u,u, s(u))). Cela donne
∇(L1(u,u, s(u))) = 2
3∑
i,j,k=1
[∇(∇ (Aij(u)∂Aij
∂xk
(s(u)))× A.,k(u))
−∇(∂Aij(u)
∂xk
Aij(u)∇ (rot s(u))k)]. (4.22)
Par des calculs analogues a` ceux effectue´s pour e´tablir (V.4.34), utilisant (4.10) au lieu de
(4.6), on obtient
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|(
3∑
i,j,k=1
∇(∇ (Aij(u)∂Aij
∂xk
(s(u)))× A.,k(u)),∇ zm)|
≤ 16
√
2(C1 + C
3/2
2 )
2K ′′‖u‖H2(Ω)‖u‖2H3(Ω)|zm(t)|H1(Ω). (4.23)
De meˆme, de manie`re analogue a` (V.4.38), utilisant
‖rot s(u)‖H3(Ω) = ‖h(u)‖H3(Ω) ≤
√
2K ′′‖u‖H2(Ω),
au lieu de (V.4.4), on obtient
|
3∑
i,j,k=1
(∇(∂Aij(u)
∂xk
Aij(u)∇ (rot s(u))k),∇ zm)|
≤ 4
√
2C1(C1 + 2C
3/2
2 )K
′′‖u‖H2(Ω)‖u‖2H3(Ω)|zm|H1(Ω). (4.24)
Alors (4.22), (4.23) et (4.24) donnent
|(∇(L1(u,u, s(u))),∇ zm)|
≤ 8
√
2(C1(C1 + 2C
3/2
2 ) + 4(C1 + C
3/2
2 )
2)K ′′‖u‖2H3(Ω)‖u‖H2(Ω)|zm|H1(Ω). (4.25)
Finalement, majorant C1(C1 + 2C
3/2
2 ) par 2(C1 + C
3/2
2 )
2, on de´duit de (4.21) et (4.25)
|(L1(u(t),u(t), s(u(t))), zm(t))H1(Ω)|
≤ 48
√
2(C1 + C
3/2
2 )
2
√
K ′2 +K ′′2‖u(t)‖H2(Ω)‖u(t)‖2H3(Ω)‖zm(t)‖H1(Ω). (4.26)
Ensuite (cf. (V.4.17)), utilisant (4.7) au lieu de (4.3), on obtient
|(∇(|A(u)|2).∇h(u), zm)| ≤ 8
√
2C1C
3/2
2 K
′‖u‖H2(Ω)‖u‖2H3(Ω)‖zm‖L2(Ω). (4.27)
Enfin, la majoration (V.4.24), avec (4.8) au lieu de (4.4), donne
|(∇(∇(|A(u)|2).∇h(u)),∇ zm)|
≤ 8
√
2C1K
′′(2C3/22 + C1)‖u‖H2(Ω)‖u‖2H3(Ω)|zm(t)|H1(Ω). (4.28)
Majorant C
3/2
2 et 2C
3/2
2 + C1 par 2(C1 + C
3/2
2 ), on obtient
|(∇(|A(u(t))|2).∇h(u(t)), zm(t))H1(Ω)|
≤ 16
√
2C1(C1 + C
3/2
2 )
√
K ′2 +K ′′2‖u(t)‖H2(Ω)‖u(t)‖2H3(Ω)‖zm(t)‖H1(Ω). (4.29)
Comme nous l’avons remarque´ au de´but de la de´monstration, l’e´quation (4.19) par rapport
a` l’e´quation (V.4.15), a seulement quelques termes supple´mentaires dans le membre de
droite. Aussi, substituant les majorations obtenues dans la de´monstration du Lemme V.4.2,
ainsi que les majorations supple´mentaires (4.20), (4.26) et (4.29), utilisant les ine´galite´s
|zm(t)|H1(Ω)‖zm(t)‖H(Ω) ≤
1
2
(|zm(t)|2H1(Ω) + ‖zm(t)‖2H1(Ω)),
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√
K ′2 +K ′′2 ≤ K ′ +K ′′
et simplifiant par ‖zm(t)‖H1(Ω), nous de´duisons
d
dt
‖zm(t)‖H1(Ω) ≤ (K1 +K2‖u(t)‖H3(Ω))‖u(t)‖H3(Ω)‖zm(t)‖H1(Ω) + ‖rot f(t)‖H1(Ω)
+
√
2ν
α1
‖u(t)‖H3(Ω) + 4|α1 + α2|(
√
2C1
α1
+ (2
√
2 + 1)(C1 + C
3/2
2 )(K
′ +K ′′))‖u(t)‖2H3(Ω)
+4β[3
√
2
C21
α1
+ 4
√
2(C1 + C
3/2
2 )(5C1 + 3C
3/2
2 )(K
′ +K ′′)]‖u(t)‖3H3(Ω).
avec K1 et K2 de´finies par (V.4.44). D’ou` (4.18) suit avec
KT = (K1 +K2‖u‖L∞(0,T ;H3(Ω)3))‖u‖L∞(0,T ;H3(Ω)3)
et
CT = ‖rot f‖L1(0,T ;H1(Ω)3) + T K3‖u‖L∞(0,T ;H3(Ω)3)
+T K4‖u‖2L∞(0,T ;H3(Ω)3) + T K5‖u‖3L∞(0,T ;H3(Ω)3),
avec
K3 =
√
2ν
α1
, K4 = 4|α1 + α2|(
√
2C1
α1
+ (2
√
2 + 1)(C1 + C
3/2
2 )(K
′ +K ′′))
et
K5 = 4β[3
√
2
C21
α1
+ 4
√
2(C1 + C
3/2
2 )(5C1 + 3C
3/2
2 )(K
′ +K ′′)].
4
Il de´coule de (4.18) que la suite {zm} est uniforme´ment borne´e par rapport a` m dans
L∞(0, T ;H1(Ω)3). De la`, il existe une fonction z dans L∞(0, T ;H1(Ω)3) et une sous-suite
de {zm}, encore note´e {zm}, telles que
lim
m→∞ zm = z faible ∗ dans L
∞(0, T ;H1(Ω)3).
Comme dans le Paragraphe I.6.3, puisque le proble`me est line´aire, nous pouvons passer
a` la limite dans (4.16), (4.17) et montrer que z satisfait (4.14), (4.15). Nous avons donc
prouve´ le the´ore`me suivant.
The´ore`me 4.5 Supposons que Ω soit un domaine borne´ de IR3, ve´rifiant l’Hypothe`se
II.1.4, avec une frontie`re Γ de classe C3,1. Si u est donne´ dans L∞(0, T ;V2), u0 dans
H4(Ω)3 ∩ V et f tel que rot f appartienne a` L1(0, T ;H1(Ω)3), alors le proble`me (4.14),
(4.15) a au moins une solution z dans L∞(0, T ;H1(Ω)3).
Remarque 4.6 Comme dans les cinq chapitres pre´ce´dents, les arguments utilise´s dans la
de´monstration du The´ore`me 4.5 peuvent eˆtre ge´ne´ralise´s a` un quelconque m ≥ 1. Si Γ est
de classe Cm+2,1, si u est donne´ dans L∞(0, T ;V2
⋂
Hm+2(Ω)3), u0 dans H
m+3(Ω)3 ∩ V et
f tel que rot f appartienne a` L1(0, T ;Hm(Ω)3), alors le proble`me (4.14), (4.15) a au moins
une solution z dans L∞(0, T ;Hm(Ω)3).
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La de´monstration de l’unicite´ de la solution dans L2(0, T ;L2(Ω)3) pour le proble`me
(4.14), (4.15) est presque identique a` celle du Paragraphe V.4.3. En effet, soient z1 et z2
deux solutions de (4.14), (4.15). Posons ζ = z1 − z2. Alors ζ satisfait l’e´quation (V.4.45),
puisque, compte tenu de (4.12), seul le second membre est diffe´rent quand on compare
(4.14) et (V.4.10). Il suffit alors de substituer C2(α1) a` C(α1), partout ou` cette dernie`re
constante intervient dans le Paragraphe V.4.3.
4.3 Conclusion
Le proble`me (4.14), (4.15) a une solution z dans L∞(0, T ;H1(Ω)3) et n’a pas plus d’une
solution dans L2(0, T ;L2(Ω)3) (cf. Paragraphe 4.2). D’autre part, a` la fin du Paragraphe
4.1, on a remarque´ que rot(u−α1∆u) est solution dans L2(0, T ;L2(Ω)3) de (4.14), (4.15).
Donc, z = rot(u − α1∆u) appartient a` L∞(0, T ;H1(Ω)3) et, par suite du Lemme II.3.1,
cela implique que u est dans L∞(0, T ;H4(Ω)3). Nous avons de´montre´ le the´ore`me suivant.
The´ore`me 4.7 Supposons que Ω soit un domaine borne´ de IR3, ve´rifiant l’Hypothe`se
II.1.4. Supposons que la solution u du proble`me (V.1.6)-(V.1.10) appartienne a` L∞(0, T ;V2).
Si la frontie`re Γ est de classe C3,1 et si les donne´es ont la re´gularite´:
u0 ∈ H4(Ω)3 ∩ V , f ∈ L1(0, T ;H1(Ω)3) , rot f ∈ L1(0, T ;H1(Ω)3) , (4.30)
alors u appartient a` L∞(0, T ;H4(Ω)3).
Suivant la Remarque 4.6, l’e´nonce´ du The´ore`me 4.7 peut eˆtre ge´ne´ralise´ par induction
a` tout m ≥ 1 pour donner le re´sultat suivant. Soit Ω un domaine borne´ de IR3, ve´rifiant
l’Hypothe`se II.1.4 avec une frontie`re Γ de classe Cm+2,1 et supposons que la solution u du
proble`me (V.1.6)-(V.1.10) appartienne a` L∞(0, T ;V2). Si la vitesse initiale u0 est donne´e
dans Hm+3(Ω)3 ∩ V et f dans L1(0, T ;Hm(Ω)3) avec rot f dans L1(0, T ;Hm(Ω)3), alors
u appartient a` L∞(0, T ;Hm+3(Ω)3). La de´monstration est analogue a` celle faite au Para-
graphe II.4 pour les fluides de grade 2. On prend encore pour base, les fonctions propres
du proble`me
∀v ∈ Hm(Ω)3 , ((wj,v))m = λj(wj,v) ,
ou` ((., .))m repre´sente le produit scalaire de H
m(Ω)3.
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