ABSTRACT With the evolution and development of the 5th generation (5G) technology, Internet of Things (IoT) within 5G provides a foundation and opportunity for smart home and smart healthcare. However, these scenarios will critically rely on the large-scale deployed sensors that constantly transmit streaming data to cloud platform for real-time estimation, which brings the issue of privacy disclosure since smart devices will gather kinds of data including personal sensitive information. Meanwhile, there is not some universal method to solve privacy problem in 5G because of diversified security needs for different applications. In this paper, an unscented Kalman filter based differentially private steaming data share scheme is proposed to protect user privacy for cloud platform in IoT. The proposed method can ensure that released data will not compromise individual privacy, and improve the utility of released data simultaneously. The proposed scheme is evaluated by four real-world datasets and compared with the results of utility optimization scheme based on Kalman filter. Experiments show that the proposed scheme enhances the utility of released streaming data under the premise of effective privacy preserving and achieve better practicability and validity.
I. INTRODUCTION
With the rapid development of the 5th generation (5G) technology, large scale sensor deployment has become a real probability because next generation mobile networks (NGMN) anticipates the need for new radio interface driven by use of Internet of things (IoT) and higher frequencies [1] . IoT concept within the 5G context provides a foundation and opportunity for smart home and smart healthcare, which makes our everyday life more comfortable and convenient. The cloud platform aggregates these streaming data in order to provide real-time estimation or cloud-based data analysis [2] . However, the streaming data is closely related to the user privacy, which will bring the significant security risk of privacy leakage. Privacy protection of IoT data is expected to be provided along with the enhanced performance for 5G [1] . To address this problem, a de facto standard for privacy protection called for differential privacy [3] has been introduced to streaming data share in IoT.
It is imperative to discuss the privacy of data information and computation about intelligent infrastructure [2] . For example, as shown in Fig. 1 , the data of smart home are collected by cloud platform, which continuously monitors our infrastructure for different application. The series of raw aggregates must be sanitized before sharing for data mining analysis.
IoT streaming data has a unique characteristic of continuity, which makes privacy protection far more challenging compared with static data.
With the openness and compatibility features of 5G network, cloud platform faces not only promising opportunities but also security challenges in privacy protection [4] . Compared with closed platform, open cloud platform increases the risk of privacy disclosure, so strong privacy preserving technology should be taken into account during the standardization of 5G [5] . Most existing research mainly discusses the influence of NFV (Network Function Virtualization), SDN (Software Defined Network), and network slice to the network security of 5G [6] - [9] . Wireless sensor networks [10] - [12] are also expected to take place at 5G network and may play a crucial role in communications. As for location privacy protection in 5G, anonymous method is adopted in literature [13] , [14] . However, compared with anonymous methods, differential privacy has the advantage of offering some attractive characteristics for privacy protection.
Differential privacy is proposed and has become the de facto standard for privacy protection [15] , [16] . For one thing, whether a user's record is in or is not in a dataset, there is very little impact on a query result when the query is made in the dataset. The attacker cannot infer any information from the two approximate results. For another, differential privacy has a reliable quantitative level of privacy preserving through rigorous mathematical proof, and the user's sensitive information is protected by a strict definition for privacy protection.
In this paper, we focus on user privacy protection for cloud platform in IoT. In order to meet the diversified security needs of different applications in 5G, an unscented Kalman filter based differentially private steaming data share scheme is proposed to protect user privacy for cloud platform in IoT. Existing Kalman filter based methods are limited to linear system, and the application scenario may be nonlinear. The proposed method is suitable for nonlinear system as it takes advantages of sigma points to approximate the true statistical properties of random variable more accurately, and it improves the accuracy of released streaming data without decreasing the level of privacy guarantee.
The rest of the paper is organized as follows. Section II reviews related work. In Section III, we describe the problem definition and the basics of differential privacy and UKF. In Section IV, we present the differentially private streaming data share scheme based on UKF. Section V describes the experimental environment and performance of the scheme. Then, conclusions and further works are drawn in Section VI.
II. RELATED WORK
Streaming data (also called time series data) is widely collected, stored and analyzed with the rapid development of IoT and 5G applications. These streaming data involves a large amount of users' sensitive information, and the unperturbed sharing data will bring users the risk of privacy disclosure. For example, De Montjoye et al. [17] demonstrated that only the date and positional information of four consumption records can identify 90% of the users in a 1.1 million person's anonymous credit card consumption data.
The rise of new application scenarios and technologies in 5G era leads to a great challenge for security and privacy. In order to address the inadaptability of conventional mobile broadband network architecture in the rapid market demands, Sun et al. [6] designed an integrated architecture of NFV, SDR (Software Defined Radio), and SDN for 4G/5G mobile networks. Duan and Wang [7] introduced SDN into 5G to enable faster authentication handover and privacy protection, and they demonstrate that SND-enabled scheme is essential for 5G communications. Li et al. [9] also proposed a novel general architecture for M2M (Machine-to-machine) communication based on SDN and wireless network virtualization. An on-demand multi-tenant network architecture is proposed in [8] based on a 5G network slice broker, which can facilitate on-demand resource allocation and involve only the allocated slice resources for privacy.
Above methods discuss the security and privacy in 5G mainly from the point of view of overall framework, as for location privacy protection in 5G, Liao et al. [13] proposed a dynamic group division algorithm in 5G-based vehicular social network to protect trajectory privacy, Yu et al. [14] proposed a location cloaking algorithm (LCA) based on a semi-trusted server architecture, which divides users' information into three parts to prevent attacker to obtain the sensitive information at the same time. Then, LCA utilizes k-anonymity to hide the real locations of user and prevents user's location privacy from leakage. However, k-anonymity is vulnerable to attackers with stronger background knowledge than assumed, which has stimulated the utilization of differential privacy for more robust privacy protection.
Compared with anonymous methods, differential privacy has rigorous mathematical foundation and can protect user privacy from maximum background knowledge attack. In 2006, differential privacy was put forward by Dwork on the basis of probabilistic model [3] . Differential privacy is a privacy protection technology, which is achieved by adding random noise to the output results. At present, most work on the utility of differentially private published data has focused on one-time release of static data [18] - [21] . However, in the real world, the data often have the characteristics of continuity, and need to be published continuously.
For differentially private streaming data release, Dwork et al. [22] proposed a differentially private continual counter over binary stream with a bounded error at each timestamp. Chan et al. presented a similar upper bound for the same problem [23] . In streaming data release, eventlevel privacy method [22] - [24] can hide any single event occurred at a particular time stamp, and user-level privacy method [25] - [30] can hide all the events of any user throughout the entire stream. The Kalman Filter (KF)-based noise optimization scheme [26] - [30] is useful to improve the utility of sanitized data for both event-level privacy protection and user-level privacy protection. KF is suitable for linear system, but it may result in a large prediction error for nonlinear real-world data.
In order to solve the problem of conflict between linear KF and non-linear data, we propose a differentially private unscented Kalman filter (UKF) for steaming data, which is suitable for both nonlinear and linear system. We aim to ensure the utility of shared streaming data and simultaneously protect user privacy in this paper.
III. PRELIMINARIES A. PROBLEM DEFINITION
The streaming data is formally defined as follows.
Definition 1: Streaming data [13] : a univariate, discrete statistics{x e k } recorded in chronological order is called streaming data, where 0 ≤ k < T , T is the length of the series, x e k denotes the number of event e happened at time stamp k.
Streaming data collected by cloud data center must be sanitized by random noise before sharing. For example, the hourly count series of happened evens in smart home, which reflects the behavior of user at time stamp k. Note that the time step is one hour, and the event indicates the open state or close state (shown in Table 1 ). We design to get a high quality release version from the raw data while protecting user privacy. The quality of released data can be measured by average relative error. Definition 2: Average relative error [26] : given an original streaming data {x e k }, released streaming data {r e k }. Then, the average relative error E is given by the following equation:
where δ is a user-specified constant to avoid divisor is 0. Clearly, the closer {r e k } is to the{x e k }, the smaller relative error E becomes. Specially, when {r e k } is the same as {x e k }, E is the smallest, the value is zero, and released data is equal to the original data, so there is a risk of privacy disclosure. In order to protect user privacy, the raw data must be disturbed before publishing, and the utility of perturbed data should be enhanced as far as possible under a given privacy protection level.
B. DIFFERENTIAL PRIVACY
The formalized definition of differential privacy is given as follows.
Definition 3: Differential privacy [3] : given two neighboring datasets D and D , which differ by at most one tuple (denote as |D D | = 1). Given a randomized algorithm A : D → R, O is the set of all possible outputs of algorithm A, for any pair of neighboring datasets and any subset σ ⊆ O, algorithm A is said to satisfy ε-differential privacy if
The parameter ε is called privacy budget, which is used to control the ratio of output of algorithm A in neighboring datasets D and D . The smaller ε's value is, the closer the ratio is to 1 and the higher security becomes, because the output probabilities of algorithm A in D and D are approximately the same. In other words, the adversary fails to judge whether the tuple is present in the dataset or not. However, the smaller ε is, the lower the utility will be, as the added noise is bigger. The value of ε is usually small, such as 0.1, 0.01 etc.
Differential privacy owns a significant sequential property [31] , which plays an important role in demonstrating whether an algorithm satisfies ε-differential privacy or not.
Laplace mechanism is a basic implementation scheme of differential privacy, and it masks the real data by adding random noise following Laplace distribution into the output. Noise value is related to privacy budget ε and global sensitivity.
Definition 4: Global sensitivity [3] : given a function f : D → R d , the global sensitivity of f is defined as follows:
where D and D are neighboring datasets, R is the real space of mapping, d is the dimension, and f (D) − f (D ) 1 is the first-order norm distance. The global sensitivity reflects the maximum change to which any one tuple in the input can affect the output. For instance, the global sensitivity of count function is 1. Definition 5: Laplace mechanism [32] : given a dataset D and a function f : D → R d , if random noise follows a zeromean Laplace distribution with the scale parameter τ (f )/ε as follows:
then the randomized algorithm A provides ε-differential privacy. Given a Laplace distribution Lap(b), which has the following probability density function:
According to the function p(x), the bigger b gets, the bigger added noise becomes. Let σ (x) denotes standard devia- 
The state-space model is illustrated in Fig. 2 . KF works in a two-step process, i.e., predict step and update step. In the first step, KF uses the previous state estimate to produce the estimate of the current state with some uncertainties, and the predicted state estimate is known as a priori state estimate. The superscript '' − '' represents prior estimate and ''^'' represents state estimate. The formulas of predicted state estimate and predicted estimate covariance are as follows:
In the update step, the current estimate is updated according to a weighted average when the next measurement is obtained, and this improved estimate is called the posteriori state estimate. The formulas of Kalman gain, updated state estimate, and updated estimate error covariance are as follows:
KF is recursive as it can run only utilizing the previous calculated state, the present measurement and error covariance matrix. However, linear state transition and observation modes will result in a big error when the application system is highly nonlinear.
D. UNSCENTED KALMAN FILTER
Unscented Kalman filter (UKF) can process the nonlinear system, i.e.,
and update functions f and h are nonlinear. It uses unscented transform to pick a minimal set of sigma points around the mean. Then, these sigma points are propagated through the non-linear functions, from which a new mean and covariance estimate are then formed [34] - [37] .
The set of sigma points can be calculated as follows:
− L is the composite scaling parameter, L is the dimension of the state, α and κ are a constant which control the spread of the sigma points. Note that the raw data x 0 is replaced by the noisy measurement z 0 in the initial time stamp, which does not affect the computing of the following sigma points.
Time update (predict) equations are described below:
where The measurement update (correct) equations are presented as follows:
The UKF kalman gain is computed by the predicted measurement covariance Pz kzk and the state-measurement crosscovariance matrix P x k z k . The updated statex k and covariance P k can be finally produced on the basis of the predicted state, predicted covariance, Kalman gain, etc.
The illustration of the core parts of UKF is presented in Fig. 3 . UKF also includes two steps: prediction and correction. In the predict step, UKF uses the sigma points to produce the predicted state and covariance. In the correct step, the updated state and covariance are computed.
IV. DIFFERENTIALLY PRIVATE STREAMING DATA SHARE ALGORITHM BASED ON UKF
This section mainly discusses how to protect private data collected by cloud data center. The following is the detailed description of differentially private unscented Kalman filter framework and share algorithm.
A. FRAMEWORK
The goal of our work is to enhance the utility of differentially private streaming data while guaranteeing user privacy. The framework mainly includes two key components to reach the goal.
In order to protect user privacy, differential privacy is adopted. Laplace mechanism is a basic scheme to achieving differential privacy by injecting random noise into raw aggregates, so it a key component. The perturbed aggregates should be optimized to reduce noise error before sharing because available information may be submerged by the injected noise when the length of time series is larger. The unscented Kalman filter is used to enhance the utility of released data, and it is another key component.
The system framework of differentially private unscented Kalman filter is depicted in Fig. 4 .
The cloud data center in IoT can obtain the time series of aggregated data. Then the raw aggregates are perturbed according to Laplace mechanism. Furthermore, the utility of perturbed data is improved using UKF, which will derive the posterior estimates of original aggregates. Finally, sanitized data, i.e., posterior estimate, is released. For instance, suppose the series of raw aggregates is {2079, 1953, 1941, 2311, . . . , 4042}, ε is 0.1, T is 20, then perturbed series is {1927, 1882, 2146, 1615, . . . , 3678}, sanitized series is {1927, 1900, 2046, 1804, . . . , 3683} which is closer to the raw series. Note that there is an adaptive sampling component marked in dot line, this component shows the utility of sanitized data can be enhanced further.
B. ALGORITHM
The system framework includes two key components, i.e., Laplace mechanism and UKF.
Laplace mechanism perturbs aggregate at every time stamp and is a basic scheme without any post process for perturbed data. We call it LDP for short. Given original aggregates , k = 1, . . . , T }, is at most T . Proof: For any event in D, at most one event e will happen at time k. Note that the length of series is T , the event e may happen at most T times. We can deduce that the count of f (D) would change at most T whether a record is in or is not in the data set D, so the sensitivity τ (f ) of function f is at most T .
The details of LDP are described as follows.
Algorithm 1 LDP(k)
Input: Original aggregates{x e k , e = 1, . . . , m}, privacy budget ε, the length of the series T Output: Sanitized aggregates{r e k , e = 1, . . . , m} 1: for e = 1, . . . , m, do 2: r e k ← perturb x e k by Lap(T /ε) 3: return {r e k } Each event is processed separately and perturbed by Lap(T /ε). Perturbed aggregates are released directly in LDP, there is a room for utility improvement.
To enhance the utility of released data, we propose a utility optimization scheme of differentially private streaming data based on unscented Kalman filter and call it UKFDP for short. UKFDP uses UKF to improve the accuracy of released aggregates by publishing the posterior estimation of the perturbed aggregates, and the filtering is performed for each event separately. The details of UKFDP are described as follows.
Sub algorithm UKFPredict and UKFCorrect are depicted in algorithms 3 and 4 respectively.
Algorithm 2 UKFDP(k)
Input: Original aggregates{x e k , e = 1, . . . , m}, privacy budget ε, the length of the series T Output: Sanitized aggregates{r e k , e = 1, . . . , m} 1: for e =1,. . . ,m, do 2: z e k ← perturb x e k by Lap(T /
Algorithm 2 summarizes the differentially private streaming data share algorithm UKFDP, which satisfies ε-differential privacy. The complexity of algorithm 2 and its sub algorithm is O(m) and O(1).
Theorem 1: Privacy guarantee: algorithm 2 satisfies ε-differential privacy.
Proof: By the definition of Laplace mechanism, the released data{r e k , e = 1, . . . , m} satisfies ε-differential privacy. Sub algorithm UKFPredict and UKFCorrect are noninteractive with the original data, and they consume none of privacy budget.
C. EXTENSION OF ALGORITHM 1) MULTIVARIATE TIME SERIES
The above streaming data release mainly refers to a univariate time series about the count of every event. The proposed scheme can extend to a multivariate time series, which can share the numbers of events that happened at each time stamp. The multivariate time series of aggregated data implies a rich spatiotemporal correlation, for example, beer and diaper [38] .
The multivariate time series process model can use the following equation to describe:
where
T is a vector denotes the multivariate series of all events happened at time stamp k, f is a nonlinear function, which can be defined as a m × m Markov transition matrix [26] , w k is white Gaussian.
2) ADAPTIVE SAMPLING
We can reduce the sampling frequency when data values are stationary and increase the sampling frequency for rapidly changing data, because the privacy budget is limited. 
PID (Proportional Integral Derivative) controller [39] , [40] just is a control loop feedback system that uses proportional, integral, and derivative terms to adjust the sampling frequency. Adaptive sampling component can enhance the utility of released data further.
3) INFINITE STEAM
Our proposed scheme focuses on the finite stream as the length of count series is restricted by lifecycle T . The finite stream can expand to infinite stream by w-event ε-differential privacy (w-event privacy for short) [25] , which protects any event occurring within any window of w time stamps. The sliding window methodology makes the length of time series be infinite.
V. PERFORMANCE EVALUATION
This section evaluates the performance of LDP algorithm and the optimization method that we use to increase the utility of sanitized streaming data in four datasets through simulation experiments. We call this optimized algorithm UKFDP, and the algorithm (called KFDP hereafter) proposed in [26] is chosen as our competitor. Experimental results show that the effectiveness of UKFDP is better than that of LDP and KFDP. 
A. EXPERIMENTAL DATASETS
The proposed scheme and existing method were implemented in MATLAB 2009, including LDP, i.e., Laplace mechanism based perturbed approach, KFDP, i.e., utility optimization scheme of differentially private streaming data based on Kalman filter, and our proposed algorithm UKFDP. The list of related parameters used in our experiments is presented in Table 2 .
These methods are compared in terms of utility through average relative error, and four real-world datasets are used.
These four streaming datasets each consist of 100 data points, and are illustrated by plotting the aggregates. The illustration of four datasets is shown in Fig. 5 . Employee is a measure of the number of U.S. workers in the economy that excludes proprietors, private household employees, unpaid volunteers, farm employees, and the unincorporated self-employed. 1 We choose the worker number from August 26 1967 to July 26 1969. Person is the monthly number of employed persons in Australia from February 1978 to April 1991. We collect the monthly number of employed persons from August 1978 to December 1986.
Rhine is the data set about Rhine River near basle, Switzerland, 1807-1957. The data from 1807 to 1907 is used.
Shipment describes the monthly shipment of radios of Lenex Corporation from Jan 1967-Dec 1971. We employ the monthly radio count from January 1967 to May 1975. Person, Rhine, and Shipment are all obtained from an online data market. 2 
B. PERFORMANCE ANALYSIS
This subsection presents the experimental results of LDP, KFDP, and UKFDP under different budget privacies and analyzes the performance of these methods.
The original count is perturbed by Laplace noise and then converts into perturbed data. To improve the accuracy of perturbed data, UKFDP finally releases the posterior estimation. The comparison diagram of these data is shown in Fig. 6 , which depicts the aggregate value under dataset Shipment. Circles represent the perturbed value disturbed by Laplace noise, the dotted line presents the real value of dataset, and UKFDP filter value is indicated by a solid line. We wish the filter value is as close as possible to the real value. The relative error of LDP and UKFDP under 100 time stamps is present in Fig. 7 . By comparison, we can see that most results of UKFDP outweigh the results of LDP, which indicates UKF works well. UKF-based post process plays an important role in utility optimization of perturbed data. The relative error of algorithm is affected by the value of privacy budget ε, and details see experiment results of average relative error.
To display the experimental results more clearly, the average relative error is presented in the following Figures 8, 9 , 10, 11, and the average relative error under dataset Employee is expanded ten times.
We find that the average relative errors of KFDP and UKFDP under datasets Employee and Shipment worse than the value of LDP in Fig. 8 . This is because of the nature of posteriori estimate, which only partially relies on the observation value z k [27] , and it will results in this situation when the accuracy of z k is higher.
With the decrease of ε's value, the average relative error of three methods increases. Meanwhile, UKFDP outperforms KFDP and LDP across all datasets especially under small privacy budget (ε = 0.1, 0.01, 0.001). Thereinto, Rhine The above experimental results show that KFDP has a poorer average relative error because state transition is a linear function with a constant slope 1, which introducing a large prediction error. We conclude that UKFDP has a good effect in both nonlinear and linear system since it just relies on the chose sigma pointes, while KF is limited by the wise choice of the Gaussian variance R for comparable accuracy [30] .
VI. CONCLUSION
The user privacy is paid more attention with the arrival of smart devices. Especially for the large scale sensor deployment within upcoming 5G context, privacy has become an urgent problem that needs to be solved. We propose a UKF based differentially private streaming data share algorithm, which uses differential privacy to guarantee the privacy of data collected by cloud data center. To reduce the relative error of perturbed data, we adopt UKF, which propagating the probability distribution function in an effective and simple way, to enhance the utility of released data. Experimental results show that our proposed algorithm improves the quality of released data for making it closer to the raw, unperturbed data.
With the advent of the era of 5G, smart devices will generate huge streaming data. Combining time correlation of data to protect user privacy is a valuable research question. In future, we will expand this algorithm to other settings, e.g., with unlimitedness, multiple variable, etc.
