This article presents a novel invisible robust watermarking scheme for embedding and extracting a digital watermark in an image. The novelty lies in determining a perceptually important subimage in the host image. Invisible insertion of the watermark is performed in the most significant region of the host image such that tampering of that portion with an intention to remove or destroy will degrade the esthetic quality and value of the image. One feature of the algorithm is that this subimage is used as a region of interest for the watermarking process and eliminates the chance of watermark removal. Another feature of the algorithm is the creation of a compound watermark using the input user watermark (logo) and attributes of the host image. This facilitates the homogeneous fusion of a watermark with the cover image, preserves the quality of the host image, and allows robust insertion-extraction. Watermark creation consists of two distinct phases. During the first phase, a statistical image is synthesized from a perceptually important subimage of the image. A compound watermark is created by embedding a watermark (logo) into the statistical synthetic image by using a visible watermarking technique. This compound watermark is invisibly embedded into the important block of the host image. The authentication process involves extraction of the perceptive logo as well statistical testing for two-layer evidence. Results of the experimentation using standard benchmarks demonstrates the robustness and efficacy of the proposed watermarking approach. Ownership proof could be established under various hostile attacks.
INTRODUCTION
Digital watermarking is a method to hide some information that is integrated with a multimedia object [Voloshynovskiy et al. 2001; Sequeira and Kundur 2001] . The object may be any form of multimedia, This research is partially supported by NSF Grants 0242840 and 0219110 at Purdue University. Authors' addresses: S. P. Mohanty, Department of Computer Science and Engineering, University of North Texas, Denton, TX 76207; email: smohanty@cse.unt.edu; B. K. Bhargava, Department of Computer Science, Purdue University, West Lafayette, IN, 47907; email: bbshail@purdue.edu. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or direct commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212) 869-0481, or permissions@acm.org. [Cox and Miller 2002] . Experts from computer science, cryptography, signal processing, and communications have worked together to develop watermarks suitable for various applications. Digital watermarking provides value-added protection on top of data encryption and scrambling for content protection and effective digital rights management. Digital watermarking raises a number of questions [Cox and Miller 2002] , and still need to be addressed. This will allow the development of foolproof commercial watermarking systems (DWA, http://www.digitalwatermarkingalliance.org/).
Watermarking has many different applications [Barnett 1999; Bender et al. 2000; Cox and Miller 2002] , such as ownership evidence, fingerprinting, authentication and integrity verification, content labeling and protection, and usage control. Watermarking schemes do not work effectively for all types of media and universally for various diverse applications. Depending on the target application and type, each watermark must satisfy certain characteristics . The success of any watermarking scheme is determined by its performance against intentional and unintentional attacks Voloshynovskiy et al. 2001] . The requirements for fulfilling desired characteristics and for succeeding against attacks are mutually conflicting [Heileman et al. 1999; Servette et al. 1998 ]. Several benchmark suites for testing performance robustness that combine many possible attacks into a unified framework are available [Voloshynovskiy et al. 2001; Guitart et al. 2006; Khan and Mirza 2007; Kutter and Petitcolas 1999] .
A watermarking scheme consists of three parts: the watermark, the encoder, and the decoder and comparator [Memon and Wong 1998 ]. The watermarking algorithm incorporates the watermark into the object, whereas the verification algorithm authenticates the object by determining the presence of the watermark and its actual data bits. Available techniques use different transform domains to embed the watermark inspired by information coding and image compression. The watermarking is performed in the cover (host) image through several domains such as discrete cosine transform (DCT), discrete wavelet transform (DWT), discrete Fourier transform (DFT), and fractal transform . The watermarking algorithm proposed in this article uses DCT ideas. Based on human perception, digital watermarks can be either visible or invisible. A visible watermark is a secondary translucent mark overlaid on the primary image and is visible to a viewer on careful inspection. The invisible watermark (may be either robust or fragile) is embedded in such a way that modifications made to the pixel value are perceptually unnoticeable and can be recovered only with an appropriate decoding mechanism. In multiple watermarking, two or three watermarks are embedded for copyright protection, content authentication, or captioning [Hua et al. 2001] . Since starting with IBM's Vatican Library project [Mintzer et al. 1996] , visible watermarking technology progressed significantly [Mohanty et al. 2000; Hu and Kwong 2001; Topkara et al. 2005] . Invisible-robust watermarking was initiated by the research team of Cox ], Craver [Craver et al. 1998 ], and others. This article is for invisible-robust watermarking.
Many social, legal, and technical issues need to be resolved before the watermarking schemes can serve in practice in a society's legal framework. The visible watermarking scheme has been used by IBM in the Vatican library project [Mintzer et al. 1996] . Invisible watermarking has the greatest need for standardization [Mintzer et al. 1998 ]. For an invisible watermarking technique, the robustness property alone is not sufficient to guarantee content protection [Craver et al. 1998 ]. Applicationspecific watermarking techniques need to be developed with standard encoder-decoder systems incorporated in multimedia devices. Their development requires the formation of a standards body [Eskicioglu and Delp 2001; Cox and Miller 2002; Maes et al. 2000] . A well-known technical group involved with content stored on digital video discs (DVDs) is the Copy Protection Technical Working Group. For audio, the Secure Digital Music Initiative is standardizing watermarking technology. The legal framework provided for the applicability of digital watermarking is through the Digital Millennium Copyright Act, which protects against deliberate removal of, or attacks on, the watermark [Eskicioglu and Delp 2001] . Recently, the use of watermarking is being explored for digital video broadcasting by the DWA. The contributions of this article are summarized in Section 2. The relevant related research works that served as motivation for this research are discussed in Section 3. Section 4 presents our innovative strategy for invisible watermark creation. Section 5 discusses the implantation of the compound watermark along with the rationale behind the approach. Section 6 presents our scheme for nonblind extraction of invisible watermarks implanted by using our scheme. Experimental results on the performance of our invisible watermarking scheme are presented in Section 7. Section 8 discusses conclusions of the paper with pointers for future research.
NOVEL CONTRIBUTIONS OF THIS ARTICLE
A schematic overview of the proposed watermarking method is presented in Figure 1 . The proposed algorithm initially determines the most eye-sensitive subimage that is a contiguous collection of significant blocks in the image by considering several influencing characteristics of the human visual system (HVS). Whereas a block is an M × N pixel matrix, the subimage is a contiguous set of N B blocks. The image statistics generator module computes the desired statistics from the segmented subimage in the DCT domain and creates a synthetic image of same size of the host subimage. The input key has three parts: one part is used as a seed for Gaussian random number generation, another is used for Laplacian random number generation, and the last part is used for pseudorandom number generation. The synthetic image created supplements the robust extraction of the watermark for verification and authentication. A compound watermark (image) is created by fusing the user-given distinct and recognizable logo to the synthetically generated image. This compound watermark is then invisibly implanted in the host image at the same location as the perceptually most (as discussed in Section 4) important subimage of the host color (grayscale) image. The motivation behind making a compound image for use as a watermark is that the compound image, which is adaptively created using host image statistics, will follow the original image faithfully and enable high-quality, image-friendly watermarking. This in turn will be optimal for watermarking robustness and quality. Based on this consideration, we propose a strategic feedback-based approach to create and insert watermarks in host images and extract and authenticate the watermarks from possibly corrupted test images. The extraction of a perceptible watermark logo provides strong evidence of ownership. The watermark is robust because it is image-adaptive and secure because it is embedded in the perceptible, important subimage. In the case of aggressive and severe attacks, if the watermark logo is not perceptually noticeable, then statistical techniques can be used for second-level authentication.
Our contributions to the advances in the state-of-the-art invisible-robust watermarking are summarized as follows:
(1) Automatically determining a perceptually significant region for watermarking. The proposed algorithm automatically determines the most perceptual significant region (subimage) as the candidate for watermark insertion by considering various attributes, such as intensity, contrast, texture, center-quartile location, and edge of the cover (host) image. (2) Optimizing watermarking robustness and quality. The algorithm uses the following approaches for robustness and quality trade-offs: (a) It creates a "compound image" by fusing a perceptual meaningful logo and a synthetic image and uses it as an effective watermark. The compound watermark ensures homogeneous fusion of the watermark with the cover image, preserving the quality of the host image, and robust insertion-extraction process. (b) The existing techniques use a Gaussian random number or pseudorandom number as a watermark and modify the alternating current (AC) DCT coefficients without considering the distribution of the DCT coefficients; thus, they may not result in an optimal approach for quality and robustness. In our approach, we modify both the direct current (DC) and the AC coefficients of DCT accounting for their distributions. We propose to use a Gaussian random number for DC coefficients and Laplacian for AC coefficients as optimal solutions for quality and robustness. (c) Use three types of scaling factors instead of one factor used in existing approaches to improve watermarked image quality. (d) Use addition and subtraction operations based on pseudorandom sequence instead of one type of operation used in existing approaches to improve watermarked image quality and watermarking robustness. (3) Increasing watermarking security. To increase watermarking security, we adopted the following methods: (a) Invisible insertion of the watermark in the most significant region of the host image such that tampering of that portion with intention to remove or destroy the watermark will degrade the esthetic quality and value of the image. (b) Use of three keys instead of one key to improve watermarking security. (4) Reliably extracting the logo to strengthen proof in a court of law. To use watermarking as strong evidence in a court of law, the authentication process involves extraction of the perceptive logo to make ownership proof obvious. As a second-layer proof, statistical authentication testing is adopted, thus significantly reducing the chances of false detection of ownership.
RELATED PRIOR RESEARCH WORKS
Many watermarking algorithms have been proposed by researchers to maintain the originality and integrity of networked digital multimedia contents. Invisible-robust watermarking of digital images is one of the leading research areas. In this section, we discuss selected important contributions from the existing literature. One of the earliest works by uses the spread spectrum technique to embed a watermark in the DCT domain. To improve this method, Lu et al. [1999] used a cocktail watermark to improve robustness and HVS to maintain high fidelity of the watermarked image. Langelaar et al. [1999] propose an algorithm to embed a bit sequence in a digital image by selective removal instead of modification of DCT coefficients in smooth regions. This technique may result in visual artifacts. Fei et al. [2004] analyze the performance of block-based watermarking schemes in the presence of lossy compression. A hybrid watermarking algorithm that has greater resilience to JPEG compression has been presented. Lu et al. [2005] present a novel multipurpose blind digital image watermarking technique based on the multistage vector quantizer structure, which can be applied to both image authentication and copyright protection. They embed both semi-fragile and robust watermarks using different embedding techniques. Jiang et al. [2002] propose a blind watermarking scheme in a DCT domain that exploits HVS characteristics to generate watermarked images with high visual quality. With respect to strategies that break watermarking schemes, the work of Holliman and Memon [2000] describes a class of attacks on certain block-based oblivious watermarking schemes. Another frequency transform technique, DWT, has been used by researchers Xie and Arce [1998] for digital image watermarking. Zhao et al. [2004] propose a DCT-DWT domain and dual watermarking scheme exploiting the orthogonality of image subspaces to provide robust authentication.
One spatial domain watermarking technique which is invisible, robust to geometric attacks and based on affine transformations is presented by Wu et al. [2001] . Kang and Delp [2004] propose an invisible-robust watermarking technique in a three-dimensional DCT domain for volume data in which a two-dimensional black-and-white image is hidden as watermark. Kundur and Hatzinakos [2004] present FuseMark, which is based on the principles of image fusion. Saxena and Gupta [2007] present a collusion resistant watermarking scheme. These watermarking algorithms hide a simple two-level image compared to our algorithms that hides a color or gray scale watermark image. Qi et al. [2008] have proposed adaptive digital image watermarking method for both spatial and DCT domain processing. Planitz and Maeder [2005] propose a region dependent watermarking scheme for medical images. Different techniques incorporating human visual system models in watermarking has been introduced by Wolfgang et al. [1999] . Podilchuk and Wenjun [1998] present image watermarking techniques considering visual models in image compression framework. Yeung et al. [1997] discuss several techniques classified by their appearance and application domains for high-quality image watermarking. A list of watermarking methods discussed and need of perceptual modeling is emphasized by Cox and Miller [1997] .
Because watermarking is used for copyright protection, researchers investigate the design of highperformance, low-power hardware-based watermarking systems for real-time applications. Though DWT yields better peak signal-to-noise ratio (PSNR) values compared to DCT, researchers are designing DCT-based watermarking systems for hardware implementation because of the ease of implementation [Pai et al. 2005; Tsai and Lu 2001] . propose a low-power watermarking chip that can insert both invisible and visible watermarks in images in the DCT domain.
Despite significant advances, research still needs to address many challenges related to attack resilience and robustness. Much of the current research attempts to embed a pseudorandom sequence as a watermark; however, a source-based watermark like a unique identifiable color logo is more appealing for easy identification of ownership, authentication, and acceptance as legal evidence. Thus, we address the issue of strategically creating and implanting a watermark with the dual purpose of attack prevention and detection. : DCT coefficient corresponding to position (i, j ) of watermarked image block k . wo i, j,k : DCT coefficient corresponding to position (i, j ) of watermark logo block k. ws i, j,k : DCT coefficient corresponding to position (i, j ) of synthesized image block k. w f i, j,k : DCT coefficient corresponding to position (i, j ) of compound watermark block k. we i, j,k : DCT coefficient corresponding to position (i, j ) of extracted watermark block k. G (μ, σ ) : Gaussian probability density function of mean μ and standard deviation σ .
: Laplacian probability density function of mean μ and standard deviation σ . α k and β k : Scaling factors corresponding to block k. 
PROPOSED APPROACH FOR IMAGE ADAPTIVE WATERMARK CREATION
We discuss the approach for creating a synthetic compound watermark. The user can use a grayscale or color image as a watermark. The notations used to explain the algorithm throughout the article are listed in Table I .
Automatic Detection of a Significant Subimage Considering HVS Sensitivity
To automatically find out the sensitive and perceptually important region (or subimage) of an image with respect to human perception, we need to understand the metrics that influence the HVS. Earlier research works [Osberger and Maeder 1998; Mohanty et al. 1999 Mohanty et al. , 2000 have identified many factors that influence the visual attention of humans. They have identified several metrics as discussed below for determining the perceptually most sensitive set of blocks (collectively called subimage) of the image. It may be noted that a block is a matrix of 8 × 8 pixels, the same size as that used for standard DCT computation in JPEG compression. We are interested in automatically determining a contiguous and perceptually significant set of N B blocks constituting a subimage. The size of the sub-image is lower because it is bound by the size of watermark logo (image). To determine the subimage B i of interest, we divide the host image into 8 × 8 blocks and considered a sliding square window containing N B of such blocks (a tentative subimage of size √ N B × √ N B blocks). The sliding window moves across the image and computes a quantitative measure (χ ) for each of the influencing metrics at every location. We consider various attributes of the images, such as intensity, contrast, location, edginess, and texture to locate the appropriate subimage as a candidate for watermark insertion. In the following sections, we discuss the significance of these attributes and propose metrics to quantify them. A metric χ is presented that captures the overall perceptual significance of a sub-image under consideration in a host or cover image.
4.1.1 Intensity Metric. The blocks of the image that are close to the midintensity of the image are more sensitive to the human eye [Mohanty et al. , 2000 . The midintensity importance χ midintensity of a subimage B i is computed as follows:
where AvgInt (B i ) is the average luminance of subimage B i , and MedInt(I ) is the average luminance of the overall image I . The metric χ midintensity quantifies the perceptual significance of the sub-image with respect to the overall global intensity of the image. The intensity levels needs not be calculated from the spatial domain information; they can be calculated from the DC values of DCT coefficients for each block as follows:
This calculation facilitates complete processing in DCT domain, which will eventually enable compressed domain processing.
Contrast Metric.
A region of an image that has a high level of contrast with respect to the surrounding region attracts the human eye's attention and hence is perceptually more important than other regions [Osberger and Maeder 1998 ]. Thus, there is a need to quantify the contrast of an subimage. We present metric χ contrast to quantify the contrast aspects of a subimage as
AvgInt (B i ) is the average luminance of subimage B i and AvgInt(B i−surrounding ) is the average luminance of all the surrounding subimages. AvgInt(B i−surrounding ) is computed same way as AvgInt(B i ), but it is for the neighboring subimages of subimage i. The metric χ midintensity quantifies the perceptual significance of the sub-image with respect to the surrounding (local) intensity. The metrics χ midintensity and χ contrast are different; the first one is with respect to global intensity and second with respect to local intensity. The metric χ contrast can also be calculated in a DCT domain similar to that of χ intensity .
Location Metric.
Eye focuses on the center quarter of the image [Osberger and Maeder 1998 ]. The center quarter of a screen is perceptually more important than other areas of the image. The location χ Location of each subimage is measured by computing the ratio of the number of pixels of the subimage lying in the center quarter of the image to the total number pixels in the subimage:
The center (Bi) is the number of pixels of the subimage lying in the center quarter (25%) of the image, and Total (Bi) is the total number of pixels of the subimage; that is, the area of the subimage.
Edginess Metric.
The HVS is sensitive to the edge portion of the images because they capture attention easily compared to other portions. A subimage that contains an edge is called an edge subimage and must be handled carefully to ensure that the perceptual visibility of the image is not degraded. The edginess of the subimage χ edginess is also computed in the DCT domain [Shen and Sethi 1996; . A subimage is declared an edge subimage if the summation of absolute values of all the AC coefficients in the subimage exceeds a predetermined threshold as suggested by [Shen and Sethi 1996] and . Thus, the edginess of a subimage is calculated as follows (when both i and j are indices for AC coefficients):
where maximum{
( 1 63 i j |c i, j,k |)} ∀subimages in I computes the maximum value of the mean of absolutes of AC coefficients across all subimages in the image. A spatial domain operator like Sobel or Canny can be used for edge detection, but we used the DCT domain techniques because we intended to perform all processing in a DCT or compressed domain.
4.1.5 Texture Metric. A highly textured block is less sensitive to noise. Modification inside a highly textured block is unnoticeable to the human eye. The texture factor χ texture is computed by adding the variance of all the AC coefficients of each block inside the window [Mohanty 1999] . It has been shown that a highly textured block has evenly distributed AC coefficients. A higher value variance indicates that the block is less textured. The texture metric of a subimage is calculated as follows (when both i and j are indices for AC coefficients):
The c i, j,k is the (i, j )th AC coefficient of the k-th block, and μ AC k is their mean and is calculated as follows:
4.1.6 Overall Perceptual Measure of a Subimage. After performing this computation for the windows, we assign an importance measure for each of the five metrics. The measure for each metric is normalized in the range [0, 1], where 1 stands for maximum importance or significance. After the normalization, we combine the metrics for each window to produce an "overall importance (or significance) measure" (χ) for each subimage. We chose to square and sum all the measures to produce the final metric (χ ) for for each window/subimage B i as described by the following equation:
The calculated χ values for all the windows are sorted, and the window having the highest χ is selected as the perceptually most important region (subimage). Our calculations of χ allows a higher significance to be given to subimages that rank very strongly in some metrics [Osberger and Maeder 1998 ]. A simple average of the measures would not provide this. A square can increase the range of number and enable better decision making. Figure 2 shows sample images in which significant region are identified using the above measure. It may be noted that there can be visually more than one perceptually important subimages. However, the subimage considered for watermarking is the one that has the maximum χ . We have observed in our experiments that this came out to be one and unique and value, thus selecting only one subimage for watermarking. 
Creation of the Watermark
The watermark creation process is shown in Figure 3 . The following steps generate a synthetic image from the perceptually important region. To create a compound watermark image we fuse it with a source-end logo.
(1) Divide the host image into an integral number of 8×8 blocks (after necessary image extensions). The subscripts (i, j, k) of various terms denote the block pixel indices (i, j ) and the block k, respectively. (2) Choose the blocks in the perceptually most important region of the host for the generation of the synthetic image. (3) Obtain DCT coefficients for the individual blocks of the host and compute the standard deviations of the significant DCT coefficients over the sample space of the host image blocks. Standard deviation of the k-th block can be calculated as follows (where i and j correspond to the AC coefficients):
(4) Synthesize a statistical image (in DCT space) of the same size as the aforementioned sensitive area of the image using the following equation:
With the same denotation as above for k and (i, j ), c i, j,k and ws i, j,k are the DCT coefficients of the host and synthetic images, respectively. G(μ, σ ) and L(μ, σ ) are Gaussian and Laplacian random variates, respectively, with the first parameter referring to the mean value of the distribution and the second parameter σ AC k referring to the standard deviation of block b k . The choice of these two distributions for modeling the image DC and AC coefficients of DCT is motivated by empirical results presented in Reininger and Gibson [1983] and Mohanty [1999] . For most of the images, the DC DCT coefficients are Gaussian distributed, and the AC DCT-coefficients follow Laplace distribution. So, instead of using a Gaussian-type watermark (as used by many watermarking algorithms presented in the current literature), a watermark consisting of both Gaussian distribution (for DC coefficients) and Laplace distribution (for AC coefficients) is more robust; and at the same time, image quality is maintained. (5) Divide the input watermark logo image into 8 × 8 blocks and obtain its blockwise DCT coefficients (wo's). It may be noted that the synthetic image size is lower bounded by the size of the input logo. In other words, the size of the synthetic image created above needs to be larger than the input watermark logo in order to accommodate it. Once the number of blocks N B for the synthetic image is decided, the watermark logo image needs to be scaled down accordingly. (6) Embed this logo in an insensitive area of the synthetic image using any DCT-based visible watermarking algorithm by Mohanty et al. [2000] . This step actually involves determination of two block-specific parameters α k and β k indicating the proportions of the the synthetic image and the watermark logo required for effective embedding. The block fusion equation for compound watermark creation is given below:
Here, w f represents the final compound watermark, ws symbolizes the synthetic image and wo stands for the chosen input watermark logo.
The seed used by the random or pseudorandom number generator during the statistics generation is stored for use during authentication. For a color image, the image is initially converted to its (Y, C r , C b ) color space, and the perceptually important region of the image is identified by analyzing its Y component. Once the region is identified, each band (red, green, blue) of the color image is considered for synthetic image creation followed by creation of the compound watermark image.
WATERMARK INSERTION PROCESS
As listed in Figure 3 , the following steps are used to insert the watermark. The compound watermark is now invisibly embedded into the host image by fusing the compound watermark (w f ) blocks with the corresponding blocks of the earlier chosen perceptually important region of the host image. The DCT coefficients of the watermark are to be scaled appropriately to make the watermark invisible. The mathematical equation used for the invisible insertion of the final watermark into the host image is as follows:
where c i, j,k represents the DCT coefficients of the original host image and c * i, j,k represents the DCT coefficients of the watermarked image.
We denote the scaling factor corresponding to an individual DCT term by α i, j,k . However, through experimentation with various images, we found that only two scaling factors need to be specified, one for the DC and the other for the AC coefficients. The values 0.02 and 0.1 for these two types of coefficients, satisfy quality and perceptibility, thus simplifying the computations. In order to make the presence of the watermark undetectable by simple statistical analysis, we take a different approach than that in , wherein a watermark is added to the host at every term. We add the watermark to the host DCT coefficients at some positions and subtract from them at others, as suggested in Craver et al. [1998] . The pseudorandom (1, −1) bit pattern/sequence (denoted by b i, j,k ) determining the addition or subtraction involved at each pixel position could be any arbitrarily chosen pseudorandom sequence, but we choose to use an alternating sequence in the implementation.
For simplicity, we convert the logo into grayscale to embed it into grayscale hosts. However, in the case of colored hosts, each band of the watermark is independently embedded into the corresponding band of the host; and all the bands are stitched together to generate the color watermarked image. An inverse DCT block by block can be applied to the encoded image resulting from the DCT block fusion in the above step to produce the image in the spatial domain.
WATERMARK EXTRACTION AND AUTHENTICATION
The watermark extraction process of the proposed invisible watermarking scheme is presented in Figure 4 . The extraction process is nonblind. So the availability of the originally used data (the host, the watermark, the bit sequence, and scaling parameters) is presumed. The blind decoding process does not need the original image for detection. Thus, watermarking based on blind detection is space (memory) efficient. However, such mechanisms do not extract watermarks, but rather they detect (decode) the watermark and prove ownership with the help of statistics. Thus, their usefulness in a court of law is weaker. A nonblind extraction approach is strongly useful in a court of law.
As the first step for extraction and authentication, the blockwise DCT coefficients of the original host image (I ) and the possibly watermarked image (I * ) are computed. We extract the watermark from the watermarked image in the DCT domain by using a reverse process of insertion. The mathematical formula that actually reverses the watermark embedding operation is defined by the following equation: Blockwise inverse DCT processing of the DCT domain watermark obtained as above gives the extracted watermark in a spatial domain. If the input watermark logo is present in this extracted work W e , then the ownership is established right away. But in some cases, when the logo is not visibly present on the extracted watermark, if the test image was really not watermarked, or it is needed for second layer proof, then further processing is necessary. This leads to the authentication steps presented in the following.
To establish authentication, we used the template matching (or correlation detection) algorithm that computes the correlation coefficient γ between the two images using the following equation:
where we and w f are the extracted and stored watermarks, and μe and μf are their pixel mean values, respectively. The subscript i, j of an image variable (we or w f ) denotes the index of an individual pixel of the corresponding image. The summations are over all the image pixels. During extraction and authentication of color images, the watermark is extracted from each of the color bands. The mathematical formula used to compute a matching score for the extracted watermark is given in the following equation:
where b denotes a color band (red, green, and blue) of the test color image, we b are the extracted marks from the different bands of the test color image, and w f b are the compound watermarks in the respective color bands. The μe b and μf b are the pixel mean values in red, green, and blue bands of the extracted watermark and stored watermark, respectively. The subscripts i, j of an image variable (we b or w f b ) denote the index of an individual pixel of the corresponding image. The summations are over all the image pixels.
• 12:13 The authenticator module used in our approach uses the correlation (γ ) value provided by the correlation detector for decision making. There are two possible cases. In the first case, if the module receives a γ ≥ 0.7, it can authenticate the presence of a copy of the stored watermark in the test image and establish ownership. Similarly, for a γ ≤ 0.4, it can authenticate the absence of the watermark and hence ownership is not established. However, for values of γ between these two values, the case is "uncertain" and necessitates further testing. As shown in the experimental results, when a watermarked image is restored, after some types of distortion, it will yield distorted watermarks. This is possibly because of the oversmoothing of the watermarked images compared to the original hosts. The watermarks extracted after subjecting the host image to the smoothing filter were found to be of improved quality. Thus, we propose to forward symmetrically the two processed (smoothed) versions of the host and the watermarked images for the same processing as before. In this case, the authenticator has to give a decisive outcome based on the γ received from the revised processing. If the new γ ≥ 0.7, it will authenticate the presence of the watermark; else its absence.
EXPERIMENTAL STUDIES

Experimental Setup
We implemented the proposed algorithm in MATLAB. The computation platform was a a Pentium 4 processor with a speed of 3.2GHz and 1GB of memory. A larger volume of benchmark images was used for experiments, but only results for selected benchmark images are presented for brevity. Similarly, a large set of logos was used in the experiment, but results are presented for one logo for brevity as well due to the fact that proposed watermarking scheme is independent of watermarking logo. We have chosen a standard block size of 8 × 8 pixels and a subimage size of 5 × 5 blocks.
Testing Automatic Region Identification and Watermark Creation
The first phase of the experiments involved testing the automatic identification of the perceptually important region of the images. The perceptually most significant subimage found by our approach in the Lena and bear images are shown in Figure 2 for a block size of 8 × 8 = 64 pixels and a subimage (window) size of N B of 5 × 5 = 25 blocks. Similarly, it can be computed for any size N B of a subimage. It was observed that the algorithm could identify the important region for both grayscale and color images.
The algorithm was tested for its effectiveness in creating the compound watermark. The values of α k and β k were assumed to be 0.9 and 0.1. The algorithm could create a compound watermark for all test cases with the input logo visible. Figure 5 depicts the creation of a sample compound watermark. 
Testing Watermark Insertion and Quality
To test the insertion of an invisible watermark, we performed experiments on a large number of grayscale and color images. The experiments revealed the efficacy of the proposed algorithm in producing visually pleasing watermarked images. The value of the scaling factors was 0.02 for the DC coefficients and 0.01 for the AC coefficients. Selected results for grayscale images are presented in Figure 6 and for color images in Figure 7 . It was observed that the typical execution time for insertion was 2sec on a Pentium 4 processor with a speed of 3.2GHz and 1GB memory for an image with a size of 256 × 256. Thus, the time overhead of the algorithm was minimal. The storage requirement overhead was also very small because only the keys needed to be stored by the owner to prove ownership. The memory requirement to store the keys is insignificant compared to the memory requirement of the host image.
The quality of the watermarked images using this method has been compared with existing watermarking techniques in terms of PSNR values in decibels (dB) given by the following expression [ Kutter and Petitcolas 1999] :
where RMSE is the root mean square error of the watermarked image compared to the original image.
The PSNR for grayscale Lena, grayscale bear, color child image, and color Lena image are presented in 2nd column of Tables II, III , IV, and V, respectively. Similar values of PSNR was observed for all the test images. The PSNR for both color and gray images were alike. This demonstrates the efficacy of the proposed scheme, it works irrespective of content, type, and size of the images. We found the PSNR value of the watermarked image had a superior value compared to other existing watermarking schemes. The average PSNR value for the grayscale watermarked images was found to be approximately 48dB. Thus, the watermarking insertion process produced high-quality watermarked images. Our watermarking algorithm is unique in being image adaptive, considering distribution of DCT coefficient, using multiple keys to improve security, hiding logo inside host, etc. together in an unified approach as stated in Section 2. To best our knowledge there is no other counterpart for direct comparison. Hence, we provide a broad perspective with watermarking selected algorithms that hide image inside image for fairness. The average PSNR for Wu et al. [2001] is 25dB, which is approximately 50% lower in quality than our algorithm. The average PSNR for Saxena and Gupta [2007] is 30dB, which is approximately 36% lower in quality than our algorithm. Similar observations were made compared to other related research works discussed in Section 3. It may be noted that these watermarking algorithms hide a simple two-level image compared to our algorithms that hides a color or grayscale watermark image.
Testing Watermark Extraction and Authentication, and Robustness
The last set of experiments involved testing the algorithm for extraction and authentication. We used two metrics for assessing the attack resilience of the watermarks created by our approach: (i) quality metric and (ii) recognizability metric. The quality mertic PSNR of the extracted watermark is calculated with respect to the original in terms of decibels using equation of the previous of subsection. The recognizability metric is the the correlation coefficient γ between the extracted and the original watermarks. For visual inspection of the quality and recognizability of the extracted watermarks, we present the results obtained with watermarked images restored from various types of degradations in Figure 8 , Figure 9 , Figure 10 , and Figure 11 . The experiments are performed for all the attacks provide in Stirmark [Petitcolas et al. 1998; Petitcolas 2000] , such as cropping, compression, filtering, sharpening, transformation, etc. However, we have presented the results for a sub-set of attacks for brevity. The results are shown for grayscale images of Lena and the bear and color images of the child and Lena, respectively. It is observed that the input logo was present in the extracted watermark for most of the test cases, thus proving ownership.
Results of our quantitative analysis using the two metrics are summarized in Tables II, III , IV, and V for grayscale Lena, grayscale bear, color child image, and color Lena image, respectively. The 3rd column of each of these tables represent PSNR of the extracted watermark logo and 4th column of each table represents γ . These results establish a relationship between the quality of restoration of the distorted watermarked images and the quality and recognizability of the extracted watermarks. These results also indicate that the restorations (e.g., noise pruning) involving smoothing of the watermarked image are the most pernicious for the watermarks. However, a uniform smoothing of the stored host seems to remedy this problem. The correlation values were approximately between 0.7 to 0.9 for all the test images and logo used in the experiments, an approximate range of 0.2. Our authentication algorithm is influenced by this observation. The correlation coefficient γ between the extracted and the original watermarks are observed to be in the range of values to establish ownership.
To provide a broad comparative perspective of the extraction process we discuss the PSNR of the extracted logo watermark. For our algorithm the average PSNR for all the test images, watermarks, and attacks is 24dB. This PSNR for Saxena and Gupta [2007] that uses a two-level watermark logo and considers only JPEG compression of different quality factors as attack is 23dB. This PSNR for Wu et al. [2001] and Kundur and Hatzinakos [2004] that use a two-level watermark logo is 22 dB and 25dB, respectively. Our algorithm uses color or grayscale logo and considers more severe and diverse attacks compared to this algorithm and hence has better performance. In addition our approach is highly robust to cropping as cropping of the image on the regions where watermark is not present does not affect the extraction or authentication. Cropping of the perceptual significant region of the image is not an attractive option as it would affect the value of the image and hence implicitly making the algorithm cropping resistant. Our authentication scheme further provides a statistical authentication as a second layer proof.
CONCLUSIONS AND FUTURE WORK
We present a novel approach for the creation of a watermark that homogeneously adapts to the host image. A watermark insertion, extraction, and authentication scheme is proposed. The watermark is inserted in the most perceptually significant subimage, thus eliminating chances of its being subjected to severe digital attacks, which will reduce the value of the image. The experimental results presented on the quality and recognizability demonstrate the performance of our method under various attacks. We converted the original colored logo to gray scale to implant it into gray-scale hosts. We have tested the algorithm for several standard test images. The quantitative measure of the extracted watermark for both gray-scale and color images shows the resilience to different attacks. We are investigating a blind extraction method for the proposed scheme to compare its performance with that of the proposed nonblind scheme. This comparison will be followed by a complete hardware-based system implementation using field-programmable gate array technology and custom integrated circuit technology. The energy-efficient, low-power version of the algorithm is also under investigation. Finally, we intend to investigate options to integrate the watermarking hardware in consumer electronic appliances, such as digital cameras.
