This paper tests the stability of the money-demand function in selected Central and Eastern European countries and investigates the extent to which money helps predict inflation. We first show that long-run money demand is better described with an open-economy model, which considers a currency-substitution effect, rather than the closed-economy model used in several previous studies. From the estimated models, we derive two measures of monetary overhang. Then we compare the ability of open-economy model and closed-economy model based measures of monetary overhang to predict inflation in the CEE countries (i.e., the Czech Republic, Hungary, and Poland). Whereas we cannot detect a significant difference in forecast accuracy between the two competing models, we show that the open-economy model based forecast model that reveals a stable long-run money demand encompasses the closed-economy model based version.
I. Introduction
The money-demand function, one of the most investigated macroeconomic relationships, is meant to help monetary authorities understand what motivates economic agents to hold money. The monetary authority can use this relationship to decide which monetary policies are recommended under specific economic conditions. The stability of the money-demand function shows that the money supply has a potential impact on both economic activity and inflation. Thus, a stable money demand shows how effective the use of monetary aggregates is in the conduct of monetary policy and to what extent money helps forecast inflation. This issue is very important for the Central and Eastern European (CEE) countries that are candidates to the Euro Area. The stability of money demand provides evidence about the countries' levels of monetary integration with the Euro Area countries and effectiveness of European Central Bank's (ECB) monetary strategy to ensure price stability. Money-demand stability is derived from the quantity theory of money, where money supply is exogenous, and money supply changes pass-through production and inflation (Bahmani 2008) . Whereas modern monetary theory and the new Keynesian models have generally omitted moneydemand shocks in their empirical analysis of monetary policy (Biscarri et al. 2010) , noteworthy recent studies (Teles et al. 2015 , Benati et al. 2016 have proven that there is interest in investigating money-demand stability and the monetary overhang's role in predicting inflation (Horvath et al. 2011) .
A glance through the literature reveals that the investigation of moneydemand stability has multiple implications in the conduct of monetary policy. It provides information about the choice of monetary policy instruments, the effects generated by money supply shocks on aggregate income, and the nexus between money and inflation.
Economists have long investigated the causes of high-inflation episodes, and one of the possible explanations is provided by the demand for 1 ECB's long-term monetary analysis addresses the link between money and prices, where special attention is paid to the development of monetary aggregates and their implications for future inflation.
Monetary Integration, Money-Demand Stability, and the Role of Monetary Overhang in Forecasting Inflation in CEE Countries jei 843 money (Eckstein and Leiderman 1992) . A stable money-demand function is associated with a long-run positive correlation between the money in circulation and the level of inflation, showing that money can predict inflation. A key issue here is the identification of monetary overhang or excess liquidity, because movements in money supply do not always match movements in money demand (El-Shagi and Giesen 2013) . However, there is an increased interest in estimating the welfare cost of inflation (Attanasio et al. 2002) . The calculation of the welfare cost assumes that the private sector expects the current inflation rate with positive effects on income and on inflation-targeting strategy (Miller et al. 2017) .
Our paper adds to extant studies that investigate the stability of money demand and the role of monetary overhang in predicting inflation in CEE countries, in the context of their monetary integration with the Euro Area. The evaluation of money-demand stability remains a subject of interest for these countries, because their monetary policy tends to be oriented toward discretion rather than rules (Cziráky and Gillman 2006) . After a successful disinflation process by these countries, their Euro Area accession became a subject of interest in the context of a new European Union (EU) framework and developing strategy. From the perspective of Euro Area enlargement, a stable money-demand function creates good preconditions for Euro adoption (Fidrmuc 2009) . 2 In addition, these countries adopted inflationtargeting regimes. Therefore, investigating the stability of money demand shows the effects of unexpected monetary shocks on the performance of inflation-targeting strategies. Furthermore, if the stability of money demand is documented, an important issue for these transition economies will be to see how much money helps predict inflation.
Despite the intensive empirical efforts to study the stability of money demand in CEE countries, there is no consensus regarding the existence or the absence of stability. This casts doubt on the role of money in forecasting inflation. The mixed empirical findings could be explained by a different specification of money-demand function used in previous studies. Cagan's (1956) constant semi-interest elasticity model served as a starting point for 2 The white paper on the future of Europe released by the European Commission in March 2017, after the Brexit decision, presented several scenarios for the EU27 until 2025. Given the new commitment to a stronger EU and the election results of EU countries having strong Euroscepticism (i.e., France and the Netherlands), the last scenario, "Doing much more together," seems plausible. Thus, new member states are encouraged to join the Euro Area, but stronger fiscal coordination is necessary. In this context, understanding the determinants of money demand for the CEE countries is important for the conduct of the ECB monetary policy. jei 846 relationship around 1980 for the United States (US), a new instability literature emerged, characterized by the consideration within the moneydemand function of substitutes for money. Furthermore, the focus on monetary policy rules (Taylor 1999) introduced the perception of policy irrelevance of money-demand theory (Cziráky and Gillman 2006) . Alvarez et al. (2001) underlined the ongoing role of money for the equivalence between interest-rate and money supply rules. Nevertheless, the role of money in forecasting inflation is still of great interest (Horváth et al. 2011) .
The empirical literature on money-demand stabilization usually resorts to simultaneous equations, cointegration analyses, and consecrated stability tests, i.e., recursive residuals approaches (CUSUM, CUSUMSQ) or Chow tests. Most studies addressed developed economies, whereas few empirical works were oriented toward emerging economies and CEE countries. 5 Early studies in this area focus on the U.S. economy and showed mixed evidence. Laumas and Mehra (1977) examined the stability of the U.S. money demand, using annual data for the period from 1900 to 1974. Their varying parameter technique, which regressed money on income and interest rates, showed that money demand was not stable. Opposite findings were advanced by Lin and Oh (1984) , who employed switch-regression techniques and documented money-demand stability. These results were confirmed by recent works on the postwar stability of money demand in the United States. Along these lines, Arize et al. (2012) examined the long-run stability of money demand using the Johansen cointegration technique. Furthermore, Miller et al. (2017) resorted to nonlinear cointegration techniques and documented the stability of money demand in the United States.
Studies on money-demand stability in the EU are generally oriented on Euro Area monetary stabilization as a whole, whereas few have approached the case of Euro Area individual countries (for a recent review of the literature, refer to Liu and Kool 2018) . Thus, Clausen and Kim (2000) underlined the stability of Euro Area money demand and stated that the ECB should follow the monetary targeting strategy. Golinelli and Pastorello (2002) showed that the area-wide money demand was more stable than the single-country one, whereas Brand and Cassola (2004) and Coenen and Vega 5 Estimates of the demand for money stability are familiar for developed countries (Ewing and Payne 1999 , Kumar and Webber 2013 , Makin et al. 2017 , and are of great interest for emerging economies. In the latter case, the stability of money demand and the monetary overhang are investigated inter -alia by Wu et al. (2003) for Taiwan, Rao and Kumar (2009) for a set of Asian countries, and Delatte et al. (2014) for China. Most of these works reported stable money-demand functions.
Monetary Integration, Money-Demand Stability, and the Role of Monetary Overhang in Forecasting Inflation in CEE Countries jei 847 (2001) reaffirmed the stability of money demand at the aggregate level. Belke and Czudaj (2010) investigated money demand at the aggregate level and compared cointegrated VAR and single-equation techniques. The authors posited that the recent financial crisis had no noticeable impact on the stability of money demand.
With a focus on the same aggregate level, De Santis et al. (2013) adopted a different approach and argued that a stable, broad money demand for the Euro Area could be obtained by modeling cross-border international portfolio allocations. Furthermore, applying Johansen's (1995) cointegration method and Nyblom's (1989) time-invariance parameter test, the authors reported a strong comovement between net cross-border portfolio flows and M3 velocity growth. Dreger and Wolters (2014) analyzed the stability of money demand in the Euro Area and the inflation-forecasting performances of a broad monetary aggregate. They stated that the evolution of M3 was in line with the money demand.
Adopting a different strategy, Setzer and Wolff (2013) focused on the stability of money demand for the selected Euro Area countries, using disaggregated data. Their cointegration relationship was generated from a microfounded money-demand model. Their results showed that the income and the interest-rate elasticity remained stable over time. Capasso and Napolitano (2012) added more evidence to the stability of money demand in the Euro Area countries. With a focus on Italy over the period 1977 to 2007, and by using bounds-testing cointegration, the authors showed that the introduction of the euro contributed to money-demand stability.
The interest for assessing the stability of money demand in the Euro Area increased after the recent global-crisis outburst, but it progressively vanished with the conduct of unconventional monetary policy by the ECB. Similarly, the uncertainty generated by the crisis regarding Euro Area enlargement diminished the interest for assessing the stability of money demand in CEEs. However, the stability of money demand in the Euro Area candidate countries remains a subject of great interest for researchers and policymakers.
The bulk of empirical literature on the monetary stabilization in CEE countries is divided into panel data and time-series analyses. Given the fact that, during the 1990s, the CEE transition economies registered noteworthy structural changes that made it difficult to access data for a long sample period, the first set of studies used panel data. Thus, Dreger et al. (2007) Vol. 33 No.4, December, 2018.33.4 841~879 Claudiu Tiberiu ALBULESCU and Dominique Pepin http://dx.doi.org/10.11130/jei.2018.33.4.841 jei 848 employed panel cointegration methods and quarterly data for the period 1995 to 2004 and reported the existence of a long-run relationship in the moneydemand equation. Similarly, Fidrmuc (2009) did not find any structural breaks in the series, concluding that the money demand was stable in CEE countries, even if it was largely influenced by the Euro Area interest rates and by the exchange-rate against the euro, which might represent signs of instability. Applying Hansen's (1992) parameter stability test for a panel of eight transitional economies for the period 1995 to 2005, Narayan (2010) found the existence of a long-run relationship but revealed more cases of unstable money-demand functions.
Simultaneously, beginning with Chawluk and Cross (1997) , researchers became interested in the existence and the size of a monetary overhang to predict the inflation in the CEE countries. However, the first study that investigated the stability of money demand in individual post-communist economies was that of Buch (2001) . Using a cointegration and errorcorrection framework and a CUSUM test for the coefficient stability, the author documented the stability of money demand in Hungary and Poland. Cziráky and Gillman (2006) estimated the money demand in Croatia using monthly data from 1994 to 2002. They found evidence for a stable moneydemand function, representing the basis for inflation rate forecasting in Croatia. Subsequent studies enlarged the group of the analyzed countries. Using a bounds-testing approach to error-correction modeling and cointegration, Bahmani and Kutan (2010) showed that money demand for CEE countries was quite stable. Furthermore, Bahmani-Oskooee et al. (2013) introduced uncertainty and monetary volatility in the money-demand equation for six CEE and four other emerging economies. Pesaran et al.'s (2001) bounds-testing approach showed that the money demand was correctly specified and stable.
To the best of our knowledge, no previous study has investigated the stability of money demand, comparing concurrent money-demand functions relying on closed-and open-economy models. Moreover, no previous moneydemand function employed for testing the monetary stabilization in the CEE countries has been specifically designed to fit the particularities of CEE economies. To fill in this gap, we compare the stability of money demand, resorting to a closed-and an open-economy money-demand model. We also compare the performance of the monetary overhang obtained, based on these 
III. Money Demand in the Long Run
In this section, we describe two competing long-run money-demand functions and present the estimated models for Hungary, the Czech Republic, and Poland. The monthly data period is from January 1999 through November 2016. Details are provided in Appendix 1.
The first model is a standard closed-economy model (CEM) that relates the real money demand to a scale variable (i.e., the real industrial production) and to a domestic interest rate. We employ the semilog form used by Cagan (1956) and recommended by Ireland (2009) , which explains the log of the real money demand by the log of the scale variable and the level of the interest rate: 8 compare the performance of the monetary overhang obtained, based on these competing models, to forecast inflation in selected CEE countries.
Ⅲ. Money Demand in the Long Run
The first model is a standard closed-economy model (CEM) that relates the real money demand to a scale variable (i.e., the real industrial production) and to a domestic interest rate. We employ the semilog form used by Cagan (1956) and recommended by Ireland (2009) , which explains the log of the real money demand by the log of the scale variable and the level of the interest rate:
(1) with , where M, P, y and r are defined as money (M3 aggregate), prices, output (real industrial production), and domestic interest rate. 6 is a positive constant, is the output elasticity, and is the absolute value of the interest semi-elasticity of money demand.
The second model is a modified version of the open-economy model (OEM)
of Albulescu et al. (2018). 7 In this model, the agents of CEE countries hold domestic and foreign assets (i.e., bonds and currencies). The foreign currency is the euro, which is supposed to offer liquidity services to the agents of the CEE countries. Currency substitution is demonstrated to relate the money demand to the interest rate spread between the CEE countries and the Euro Area, plus the 6 The M3 aggregate is represented by the broad money index (2010 = 100) and comes from the OECD database. Bruggeman et al. (2003) , Carstensen et al. (2009), and Wolters, (2014) used the M3 aggregate to check the stability of money demand in the Euro Area. The level of prices (consumer price index -2010 =100) and the real industrial production index (2010 = 100) comes from IMF"s -International Financial Statistics database. The interest rate (one-month money-market rate) comes from the Eurostat database. Except for the interest rate, all other series are seasonally adjusted, as in Fidrmuc (2009). 7 To make relevant the comparisons between CEM and OEM, we consider a semilog form of OEM, whereas Albulescu et al. (2018) used a log-log specification. The semilog form is also implied by the fact that, during the analyzed time span, we recorded periods with negative interest rates.
(1) with m t = M t /P t , where M, P, y and r are defined as money (M3 aggregate), prices, output (real industrial production), and domestic interest rate. 6 α 0 is a positive constant, α 1 is the output elasticity, and α 2 is the absolute value of the interest semi-elasticity of money demand.
The second model is a modified version of the open-economy model (OEM) of Albulescu et al. (2018) . 7 In this model, the agents of CEE countries hold domestic and foreign assets (i.e., bonds and currencies). The foreign currency is the euro, which is supposed to offer liquidity services to the agents of the CEE countries. Currency substitution is demonstrated to relate the money demand to the interest rate spread between the CEE countries and the Euro Area, plus the scale variable to the domestic interest rate. Thus, we include the interest-rate spread in the open-economy formulation of money The M3 aggregate is represented by the broad money index (2010 = 100) and comes from the OECD database. Bruggeman et al. (2003) , Carstensen et al. (2009), and Wolters, (2014) used the M3 aggregate to check the stability of money demand in the Euro Area. The level of prices (consumer price index -2010 =100) and the real industrial production index (2010 = 100) comes from IMF's -International Financial Statistics database. The interest rate (one-month money-market rate) comes from the Eurostat database. Except for the interest rate, all other series are seasonally adjusted, as in Fidrmuc (2009). 7 To make relevant the comparisons between CEM and OEM, we consider a semilog form of OEM, whereas Albulescu et al. (2018) used a log-log specification. The semilog form is also implied by the fact that, during the analyzed time span, we recorded periods with negative interest rates. Vol.33 No.4, December, 2018.33.4 841~879 Claudiu Tiberiu ALBULESCU and Dominique Pepin http://dx.doi.org/10.11130/jei.2018.33.4 (2) where r* is the Euro Area interest rate. The parameter, , can have any sign, depending on the elasticity of substitution between consumption and liquidity, which is a function of domestic and foreign money, and the elasticity of substitution between domestic and foreign money.
is positive if substitutability between consumption and liquidity is higher than substitutability between foreign and domestic money, and negative otherwise (Albulescu et al. 2018) . If liquidity and consumption are complementary in the CEE countries (Albulescu et al. 2018) , the positivity of is a sign of complementarity between the CEE currencies and the euro.
In the long run, the model is supposed to perfectly fit the data, so that the error term, , is zero. However, in the short run, money demand deviates from the long-run function, giving rise to a nonzero stationary error term, . The closed-economy version of the model is simply obtained with the restriction .
For each model and each country, we estimate the long-run money-demand parameters with the FMOLS method of Phillips and Hansen (1990) 8 and perform a cointegration test with Hansen"s parameter instability test (Hansen 1992) . 9 The theoretical money-demand model adds restrictions that the output elasticity is one ). Additionally, the interest-rate semi-elasticity is negative .
We pay close attention to these hypotheses. Table 1 presents the long-run estimated parameters. It appears that the OEM offers more consistent results than the CEM. Indeed, the estimated interest semielasticity is always negative and significant, whereas the same estimated parameter is positive in two out of three cases when the closed-economy specification is considered. Moreover, all parameters of the OEM are significant, 8 The DOLS estimator of Saikkonen (1991) and Stock and Watson (1993) is another method for estimating cointegration regressions. Both methods have similar asymptotic properties, but FMOLS is more frequently used to estimate money-demand equations. For small samples, such as ours, FMOLS non-parametrically presents an advantage that corrects for endogeneity and serial correlation to the OLS estimator. 9 Narayan (2010) used a similar approach in his panel-data analysis for the stability of money demand in eight CEE countries.
( 2) where r* is the Euro Area interest rate. The parameter, α 3 , can have any sign, depending on the elasticity of substitution between consumption and liquidity, which is a function of domestic and foreign money, and the elasticity of substitution between domestic and foreign money. α 3 is positive if substitutability between consumption and liquidity is higher than substitutability between foreign and domestic money, and negative otherwise (Albulescu et al. 2018) . If liquidity and consumption are complementary in the CEE countries (Albulescu et al. 2018) , the positivity of α 3 is a sign of complementarity between the CEE currencies and the euro.
In the long run, the model is supposed to perfectly fit the data, so that the error term, ε t , is zero. However, in the short run, money demand deviates from the long-run function, giving rise to a nonzero stationary error term, ε t . The closed-economy version of the model is simply obtained with the restriction α 3 = 0.
For each model and each country, we estimate the long-run money-demand parameters with the FMOLS method of Phillips and Hansen (1990) 8 and perform a cointegration test with Hansen's parameter instability test (Hansen 1992) . 9 The theoretical money-demand model adds restrictions that the output elasticity is one (α 3 = 1). Additionally, the interest-rate semi-elasticity is negative (α 2 < 0). We pay close attention to these hypotheses. Table 1 presents the long-run estimated parameters. It appears that the OEM offers more consistent results than the CEM. Indeed, the estimated interest semi-elasticity is always negative and significant, whereas the same estimated parameter is positive in two out of three cases when the closedeconomy specification is considered. Moreover, all parameters of the OEM are significant, notably the interest spread between the CEE countries and the Euro Area. The estimated parameter, α 3 , is positive for the three CEE countries, demonstrating that preference parameters are quite homogeneous
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The DOLS estimator of Saikkonen (1991) and Stock and Watson (1993) is another method for estimating cointegration regressions. Both methods have similar asymptotic properties, but FMOLS is more frequently used to estimate money-demand equations. For small samples, such as ours, FMOLS non-parametrically presents an advantage that corrects for endogeneity and serial correlation to the OLS estimator. 9 Narayan (2010) used a similar approach in his panel-data analysis for the stability of money demand in eight CEE countries. It appears from Table 1 that the estimated output elasticities are not too far from the unity. For the OEM, the sign of α 2 is negative, meaning that a higher opportunity cost of holding the domestic and foreign money determines a decrease in money demand. Additionally, the sign of α 3 is positive, and the coefficient α 3 > |α 2 |, showing that a decrease in the opportunity cost of foreign money leads to an increase in domestic money demand. This result underlines the fact that CEE currencies and the euro are complements rather than substitutes. This is in line with the findings advanced by Albulescu et al. (2018) . (Notes) (i) The t-statistics are in bracket below the estimated long run parameters (ii) ***, **, * means significance at 1%, 5% and 10% significance level. Table 2 presents the results of the test of hypothesis, α 1 = 1, for each country and each model. The hypothesis of a unitary output elasticity cannot be rejected for Hungary and Czech Republic, whereas the hypothesis is rejected for Poland. Nevertheless, the estimated parameter is rather close to the unity, particularly for the case of an OEM. Vol.33 No.4, December, 2018.33.4 841~879 Claudiu Tiberiu ALBULESCU and Dominique Pepin http://dx.doi.org/10.11130/jei.2018.33.4.841 jei 852 (Hansen 1992) . The hypothesis that m, y, and r are cointegrated is not plausible, because the p-value of the cointegration test of the CEM never exceeds 0.01. However, the hypothesis that m, y, r, and r-r* are cointegrated is plausible, except for the Czech Republic, where the assumption of stationarity of the error term, ε t , is questionable.
To summarize, the open-economy specification of the money-demand model gives more consistent results than the closed-economy version, consistent with a long-run relationship between the variables for Hungary and Poland. The hypothesis of cointegration is more doubtful in the case of the Czech Republic. Next, we define the monetary overhang for each country and each model as the residual of the long-run money-demand equations: Table 3 presents the results of cointegration tests performed according to
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Hansen"s parameter instability test (Hansen 1992) . The hypothesis that , , and are cointegrated is not plausible, because the p-value of the cointegration test of the CEM never exceeds 0.01. However, the hypothesis that , , , and are cointegrated is plausible, except for the Czech Republic, where the assumption of stationarity of the error term, , is questionable. To check the robustness of these results, we perform a similar analysis for the period of 2004~2016 (the moment of the three CEE countries' EU accession up to the present). This set of results is presented in Appendix B and confirm the existence of a long-run relationship (see Tables B1, B2 , and B3). There are noticeable differences between these measures, especially for the Czech Republic and Poland. Moreover, we notice that the monetary overhang estimated from the OEM surpasses the monetary overhang estimated from the CEM for the three CEE countries during the pre-crisis period: 2006~2008. We also see that both measures of monetary overhang skyrocketed at the beginning of the 2008 financial crisis.
IV. Monetary Overhang and Inflation Forecast
It is generally accepted that the existence of a stable long-run moneydemand function implies that the monetary overhang is a good leading indicator of inflation. Thus, we study and compare the inflation-forecasting properties of the two measures of monetary overhang. Therefore, we consider inflation-forecasting for different forecast horizons, h: one month (h = 1), one quarter (h = 4), one year (h = 12), and two years (h = 24). 11 We follow Stock and Watson (1999) to specify the inflation-forecasting equation: 
Ⅳ. Monetary Overhang and Inflation Forecast
It is generally accepted that the existence of a stable long-run moneydemand function implies that the monetary overhang is a good leading indicator of inflation. Thus, we study and compare the inflation-forecasting properties of the two measures of monetary overhang. Therefore, we consider inflationforecasting for different forecast horizons, h: one month (h = 1), one quarter (h = 4), one year (h = 12), and two years (h = 24). 11 We follow Stock and Watson (1999) to specify the inflation-forecasting equation:
11 It is well known since Friedman and Schwartz (1963) that the delays in monetary-policy transmission to output and then to prices are very long, situated between one and two years. Belongia and Ireland (2016) confirmed the existence of such delays and suggested they could be even longer today. A priori, we think that it is easier to predict inflation over a period of one or two years than on a horizon of one or three months. Carstensen et al. (2009) It is important to note that the CEM-based inflation-forecasting equation is not nested in the OEM-based version, whereas the CEM is nested in the OEM.
We have shown that the OEM better describes the long-run money demand in CEE countries. Nevertheless, this result does not imply that the OEM-based monetary overhang has better forecasting properties for the future inflation than the CEM-based monetary overhang. To compare the forecasting performances of these two measures of monetary overhang, we implement tests of equal forecast accuracy and encompassing tests.
To estimate equation (04), we follow Carstensen et al. (2009) and fix the lag order of the polynomials and ̂ to 12, because the data are monthly.
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In Table 4 , we test the overall significance of the regression for each country and each measure with the F-statistic. In It is important to note that the CEM-based inflation-forecasting equation is not nested in the OEM-based version, whereas the CEM is nested in the OEM.
In Table 4 , we test the overall significance of the regression for each country and each measure with the F-statistic. In Table 5 , we report for each country and each measure the F-statistic and the p-value of the hypothesis that the monetary overhang measure can be excluded from the equation. It is important to note that the CEM-based inflation-forecasting equation is not nested in the OEM-based version, whereas the CEM is nested in the OEM.
In Table 4 , we test the overall significance of the regression for each country and each measure with the F-statistic. In Table 5 , we report for each country and each measure the F-statistic and the p-value of the hypothesis that the monetary overhang measure can be excluded from the equation. The parameters of the lag polynomial ̂ are all zero.
is an error term. It is important to note that the CEM-based inflation-forecasting equation is not nested in the OEM-based version, whereas the CEM is nested in the OEM. We have shown that the OEM better describes the long-run money demand in CEE countries. Nevertheless, this result does not imply that the OEM-based monetary overhang has better forecasting properties for the future inflation than the CEM-based monetary overhang. To compare the forecasting performances of these two measures of monetary overhang, we implement tests of equal forecast accuracy and encompassing tests.
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It is well known since Friedman and Schwartz (1963) that the delays in monetary-policy transmission to output and then to prices are very long, situated between one and two years. Belongia and Ireland (2016) confirmed the existence of such delays and suggested they could be even longer today. A priori, we think that it is easier to predict inflation over a period of one or two years than on a horizon of one or three months. Carstensen et al. (2009) considered, a forecast horizon of up to two years. Vol.33 No.4, December, 2018.33.4 841~879 Claudiu Tiberiu ALBULESCU and Dominique Pepin http://dx.doi.org/10.11130/jei.2018.33.4.841 jei 856 To estimate equation (04), we follow Carstensen et al. (2009) and fix the lag order of the polynomials
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First, the results of overall significance tests of the forecasting models show that inflation is predictable at any horizon between one month and two years. As expected, it is easier to forecast inflation at long-run horizons (one to two years) than in the short run (one to three months). The results also seem to indicate that the performances of the two models are very similar on short horizons. However, some differences appear for long horizons. We have shown that the OEM better describes the long-run money demand in CEE countries. Nevertheless, this result does not imply that the OEM-based monetary overhang has better forecasting properties for the future inflation than the CEM-based monetary overhang. To compare the forecasting performances of these two measures of monetary overhang, we implement tests of equal forecast accuracy and encompassing tests.
First, the results of overall significance tests of the forecasting models show that inflation is predictable at any horizon between one month and two years. As expected, it is easier to forecast inflation at long-run horizons (one to two years) than in the short run (one to three months). The results also seem to indicate that the performances of the two models are very similar on short horizons. However, some differences appear for long horizons. to 12, because the data are monthly.
12 In Table 4 , we test the overall significance of the regression for each country and each measure with the F-statistic. In Table 5 , we report for each country and each measure the F-statistic and the p-value of the hypothesis that the monetary overhang measure can be excluded from the equation. The parameters of the lag polynomial 14 inflation rate, ̂ is one of the two measures of monetary overhang, is the difference operator, and ̂ are lag polynomials, and is an error term.
It is important to note that the CEM-based inflation-forecasting equation is not nested in the OEM-based version, whereas the CEM is nested in the OEM.
First, the results of overall significance tests of the forecasting models show that inflation is predictable at any horizon between one month and two years. As expected, it is easier to forecast inflation at long-run horizons (one to two years) than in the short run (one to three months). The results also seem to indicate that the performances of the two models are very similar on short horizons. However, some differences appear for long horizons. are all zero. First, the results of overall significance tests of the forecasting models show that inflation is predictable at any horizon between one month and two years. As expected, it is easier to forecast inflation at long-run horizons (one to two years) than in the short run (one to three months). The results also seem to indicate that the performances of the two models are very similar on short horizons. However, some differences appear for long horizons. Next, the results of the monetary overhang exclusion tests are globally consistent with the results of the cointegration tests. For the Czech Republic, monetary overhang measures are not good predictors of future inflation, whatever the forecasting horizon, except for the monetary overhang based on the CEM, which predicts inflation at a horizon of two years. This result is not surprising, because we show that the hypothesis of stationarity of monetary overhang is doubtful in the case of the Czech Republic. For Hungary and Poland, the monetary overhang, based on OEM, gives a better prediction of future inflation at all horizons than the monetary overhang based on CEM, in the sense that the probabilities are lower. Inflation seems to be unpredictable by the monetary overhang at a very short horizon (e.g., one month). At a horizon of one quarter, monetary overhang shows a significant ability to predict inflation in the case of Hungary. Furthermore, at a horizon of one and two years, we cannot exclude for Hungary and Poland the monetary overhang from the forecasting regression, especially when the OEM-based measure is used. The monetary overhang measure using CEM is a significant predictor of inflation in the case of Hungary, but not in the case of Poland.
To gain further insights into the forecasting ability of monetary overhang measures, we follow Stock and Watson (1999) and Carstensen et al. (2009) and perform forecasting comparisons using a recursive out-of-sample Vol.33 No.4, December, 2018.33.4 841~879 Claudiu Tiberiu ALBULESCU and Dominique Pepin http://dx.doi.org/10.11130/jei.2018.33.4.841 jei 858 methodology for the last five years of the sample (from January 2012 to November 2016). For each model, the prediction error at horizon h, given a forecast, carried out at date t, is: 16 regression, especially when the OEM-based measure is used. The monetary overhang measure using CEM is a significant predictor of inflation in the case of Hungary, but not in the case of Poland.
To gain further insights into the forecasting ability of monetary overhang measures, we follow Stock and Watson (1999) and Carstensen et al. (2009) and perform forecasting comparisons using a recursive out-of-sample methodology for the last five years of the sample (from January 2012 to November 2016). For each model, the prediction error at horizon h, given a forecast, carried out at date t, is: (5) where is the forecast based on Equation (4). The root mean-squared prediction errors (RMSPE) at horizon h are defined as
Table 6 displays the RMSPE for the two models, for each country, and for h = 1, 3, 12, and 24. First, we notice for all countries that the RMSPE is a decreasing function of h up to a horizon of h = 12. Then, it decreases for Hungary and Poland when h increases from 12 to 24. Whatever the model, the best predictions of inflation are obtained with a horizon of a year for Czech Republic and Poland. For Hungary, the best predictions are obtained with a horizon of one or two years, depending on the model. Finally, when we consider the out-of-sample comparison of CEM-and OEM-based forecasting regressions, the RMSPE indicates that, for Hungary and Poland, the best predictor is based on (5) where 16 regression, especially when the OEM-based measure is used. The monetary overhang measure using CEM is a significant predictor of inflation in the case of Hungary, but not in the case of Poland.
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To test the hypothesis of equal forecast accuracy, we follow Harvey et al. (1997) and use the MDM statistic, which is an adjustment for a moderatesized sample of the DM statistic of Diebold and Mariano (1995) .
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Republic at a horizon of one month. Therefore, we do not follow the recommendation of Harvey et al. (1997 Harvey et al. ( , 1998 to substitute the Student"s t distribution to the normal distribution when testing for equal forecast accuracy (Table 8) or for forecast encompassing (Table 9 ). Table 8 presents the results of the tests of equal forecast accuracy of the two forecasting models for each forecasting horizon for the three countries. The absolute value of the MDM statistic is low and is never above the critical value at the 10% level. For each country and each forecasting horizon, we cannot detect any notable difference in the forecast accuracy of the two models.
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offering a more precise view of the ranking of the forecast models than the results of the tests of forecast accuracy equality (Table 8) . Moreover, the results seem to be robust, as the two tests deliver the same conclusion, even if the MDM statistic exhibits a reduced power for the benefit of a more stable size.
For the Czech Republic, the OEM-based model encompasses the CEMbased version, whereas the reverse is not true at a horizon of three months.
However, at longer horizons characterized by lower RMSPE, it is the CEMbased model that encompasses the OEM-based model. For Hungary, at horizons of one month, three months, and two years, the OEM-based model encompasses the CEM-based version. Additionally, for Poland, we notice the same phenomenon at horizons of three months, one year, and two years.
For the CEE countries exhibiting a stable long-run money-demand function, including a significant currency-substitution effect (i.e., Hungary and Poland), the OEM-based monetary overhang improves the forecast of inflation, comparatively to the CEM-based money overhang in the sense that the first forecast encompasses the second. For the CEE country that does not present a stable long-run money demand (i.e., the Czech Republic), the consideration of currency substitution does not improve the forecast of inflation. , with a consistent estimator, ̅ of the standard deviation of ̅ , robust to heteroscedasticity and autocorrelation of order h-1. Table 9 presents the results of the encompassing tests for each forecasting horizon for the three countries. These results are consistent with those of Table 6 ,
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For the Czech Republic, the OEM-based model encompasses the CEMbased version, whereas the reverse is not true at a horizon of three months. However, at longer horizons characterized by lower RMSPE, it is the CEMbased model that encompasses the OEM-based model. For Hungary, at horizons of one month, three months, and two years, the OEM-based model encompasses the CEM-based version. Additionally, for Poland, we notice the same phenomenon at horizons of three months, one year, and two years.
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V. Robustness Analysis
Our findings may, however, be influenced by the time span to which we refer. As shown by Figure 1 to 3, at the beginning of 2000s, the monetary overhang had a different path for the considered CEE countries. However, the trend was very similar after their EU accession. This evidence could influence the forecasting results of our models. Therefore, we conduct a similar investigation for the period of 2004 to 2016, where we check whether the monetary overhang is a good predictor of inflation and whether there are significant differences between the OEM and CEM.
We begin with a test of the overall significance of the inflation forecast model (Table 10 ). The results show that the inflation forecasts improve with the increase in time horizon, up to one year for Hungary and Poland. Second, the tests for exclusion of the monetary overhang measures in the forecasting regressions (Table 11 ) are in line with previous findings, which state that the OEM-based monetary overhang is a good predictor of inflation for Hungary, but not for the Czech Republic. However, a slight difference appears in this case of Poland, where it differs from the main results. The monetary overhang is not a good predictor of inflation for any models and time horizons under consideration. We begin with a test of the overall significance of the inflation forecast model (Table 10 ). The results show that the inflation forecasts improve with the increase in time horizon, up to one year for Hungary and Poland. Second, the tests for exclusion of the monetary overhang measures in the forecasting regressions (Table 11 ) are in line with previous findings, which state that the OEM-based monetary overhang is a good predictor of inflation for Hungary, but not for the Czech Republic. However, a slight difference appears in this case of Poland, where it differs from the main results. The monetary overhang is not a good predictor of inflation for any models and time horizons under consideration. We begin with a test of the overall significance of the inflation forecast model (Table 10 ). The results show that the inflation forecasts improve with the increase in time horizon, up to one year for Hungary and Poland. Second, the tests for exclusion of the monetary overhang measures in the forecasting regressions (Table 11 ) are in line with previous findings, which state that the OEM-based monetary overhang is a good predictor of inflation for Hungary, but not for the Czech Republic. However, a slight difference appears in this case of Poland, where it differs from the main results. The monetary overhang is not a good predictor of inflation for any models and time horizons under consideration. We continue the robustness check analysis and perform forecasting comparisons using a recursive out-of-sample technique. The RMSPE is reported in Table 12 . As in the previous case, the RMSPE is a decreasing function of h up to a horizon, h = 12, for all three countries. Additionally, the OEM-based forecasting regressions slightly outperform the CEM-based regression for
Hungary and Poland for horizons of one month, three months, and two years. Next, we test for equal forecast accuracy, following Harvey et al. (1997) .
We first show that the standard normal distribution should be used to test the null hypothesis (Table 13 ). We continue the robustness check analysis and perform forecasting comparisons using a recursive out-of-sample technique. The RMSPE is reported in Table 12 . As in the previous case, the RMSPE is a decreasing function of h up to a horizon, h = 12, for all three countries. Additionally, the OEM-based forecasting regressions slightly outperform the CEM-based regression for Hungary and Poland for horizons of one month, three months, and two years. Harvey et al. (1997) . We first show that the standard normal distribution should be used to test the null hypothesis (Table 13 ). Second, we present the results of the tests of equal forecast accuracy for the two forecasting models (the MDM statistic). Similar to the main results, we notice that the absolute value of the MDM statistic is lower than the critical value, showing no significant difference between the retained models (Table  14) .
In summary, the OEM-based monetary overhang improves the inflation forecasts for Hungary and Poland and at particularly long horizons. This result is not confirmed for the Czech Republic, where the stability of the money-demand function is questionable. Additionally, the discrepancies between the two models for estimating the stability of money demand decrease after their EU accession. Our results partially contrast the findings reported by Horvath et al. (2011) , who stated that money matters, but does not improve the predictability of inflation in the CEE countries. However, our findings explain why studies using CEMs for investigating money demand in CEE countries (Narayan 2010 ) report more cases of unstable money demand, whereas researchers who rely on open-economy specifications show that the money demand in CEE countries is generally stable (Dreger et al. 2007, For the last step, we test for forecast encompassing, considering our reduced sample (Table 15) . Whereas the main results show that CEM-based model encompasses the OEM-based model for the Czech Republic and the reverse applies for Hungary and Poland, the robustness check shows no significant difference between the CEM and OEM. These findings confirm the equal forecast accuracy results (MDM statistics) but contradicts the outcomes of recursive out-of-sample comparisons and tests for the exclusion of the monetary overhang. Vol.33 No.4, December, 2018.33.4 841~879 Claudiu Tiberiu ALBULESCU and Dominique Pepin http://dx.doi.org/10.11130/jei.2018.33.4.841 jei 868 
VI. Conclusions and Policy Implications
A stable money-demand function shows the extent to which monetary aggregates matter in the conduct of monetary policy and allows us to test whether the monetary overhang is a good predictor of future inflation.
To provide additional insights into money-demand stability and to the role of money in predicting inflation in selected CEE countries, we compared two money-demand functions resulting from a closed and an open, micro founded money-demand model. This specification allows us to see whether the consideration of a currency-substitution effect makes the money demand more stable in the long run. Using monthly data for the Czech Republic, Hungary, and Poland for the period 1999~2016, our results can be summarized as follows.
First, considering the interest-rate differential (i.e., OEM) we obtained consistent results for money-demand stability, whereas we obtained a smaller extent for the Czech Republic. This result can be explained by the fact that the structure of money in circulation in the Czech Republic via the structure of bank deposits shows a higher proportion of domestic currency denominated deposits as compared to Hungary and Poland. There were about 90% of deposits in the Czech Republic, compared to 80% in the other two countries. The policy implications of these findings suggest that, in countries where the confidence in domestic currency is higher, the effect of currency substitution for monetary stabilization diminishes.
Second, we discovered that the monetary overhang generated from the OEM surpasses the monetary overhang estimated from the CEM, especially during the pre-crisis period. This observation favors a soft monetary stance before the crisis. However, this evidence raised questions about the forecasting capacity of the monetary overhang. Given the structural break that appeared in the monetary overhang in 2008 for all countries retained in the analysis, we see that our forecast exercises have limitations. However, our F-test confirms the cointegration results and states that the monetary overhang is a good predictor of inflation only for Hungary and Poland.
Third, the results of the forecasting exercises were mixed, and we could not detect a significant difference of forecast accuracy between the two competing models. On the one hand, we performed out-of-sample inflation forecasts. These results showed that prediction errors decreased with the Vol.33 No.4, December, 2018.33.4 841~879 Claudiu Tiberiu ALBULESCU and Dominique Pepin http://dx.doi.org/10.11130/jei.2018.33.4.841 jei 870 time horizon until 12 months for all three countries, as confirmed by our robustness analysis. Nevertheless, the consideration of the monetary overhang in forecasting the inflation is recommended only for Poland, and to a smaller extent for Hungary.
Poland, as the other countries in our sample, has in place an inflationtargeting monetary strategy and a floating exchange-rate regime. However, as compared to the Czech Republic and Hungary, which have a trade openness of more than 160% of GDP, according to the World Bank statistics in 2014, the trade openness in Poland is about 90% of its GDP. This evidence partially contradicts the important role of international factors in explaining the money demand in Poland. However, the central bank of Poland announced an accommodating inflation-targeting policy to sustain economic growth and to achieve financial stability. Therefore, money becomes more important in predicting inflation when monetary policy becomes less restrictive. However, it helps predict inflation only in the long run.
We have tested the equal forecast accuracy of OEM-and CEM-based models. The MDM statistics (Harvey et al. 1997 (Harvey et al. , 1998 did not highlight any notable differences in the forecast accuracy of the two models. This result was confirmed by the robustness check we performed for the period 2004~2016. Finally, we tested for forecast encompassing using forecast combination regression. In this case, the main findings show that, for the Czech Republic, the CEM-based model encompasses the OEM-based model at long horizons. An opposite situation is recorded for Hungary and Poland at horizons of three months, one year, and two years. However, the robustness check for encompassing tests showed no significant difference between the two models.
Our findings suggest that the open-economy specification of the money demand model gives more consistent results than the closed-economy version for Hungary and Poland. The ability of the OEM-based monetary overhang to better predict inflation can be met only for Hungary and Poland, and it increases with the time horizon.
Furthermore, for these countries, money matters in predicting inflation. We could not detect a significant difference in forecast accuracy between the two competing models, especially when we considered the post-EU accession period. However, the OEM-based forecast model encompassed the CEMbased version. 
