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(Under the direction of John F. Wilkerson)
Neutrinoless double-beta decay is a proposed rare nuclear event. Current generation experiments require
high sensitivity designs, with the ability to remove background signals. The MAJORANA DEMONSTRATOR
is a neutrinoless double-beta decay experiment using high purity p-type point contact germanium detectors.
The waveforms produced by these detectors have subtle variation indicating the detailed energy and drift
path information for each event. In addition, the waveforms depend sensitively on crystal impurity levels,
temperature, and operating voltage. We have developed a machine learning algorithm which, given a set of
calibration waveforms, can infer detector parameters. Once these parameters are known, a precision detector
model can be used to fit the drift paths of individual waveforms. This method can be used for parameter
estimation, and as a sensitive background rejection technique for the DEMONSTRATOR or the proposed future
LEGEND experiment. Design, performance, applications, and future plans will be discussed.
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Neutrinos are neutrally charged fundamental particles of very low mass, which interact only via the
weak nuclear force and gravity. Despite being ubiquitous in the universe, these particles have only minimal
interactions with matter, and their presence has proven to be an interesting field of study for generations of
scientists.
Experimentally, neutrinos are among the most challenging particles to detect, and the technology to detect
them has been an intentional and concerted development since they were first theorized. Due to their low
interaction rate, specialized, large volume detectors must generally1 be used to detect the particles. Neutrinos
contribute in important ways to many nuclear processes, however, and their presence can be indirectly noted
even without these specialized detectors, as in the case of beta decay.
Theoretically, neutrinos have many interesting and unique characteristics that make them worthwhile to
study. They are the only massive fundamental particles to have no electric charge, so their exact properties
are somewhat uncharted territory; indeed, charged leptons such as the electron are detected and manipulated
primarily through their electromagnetic interactions. Their vanishingly small (but nonzero) masses have
forced physicists to consider the mechanisms that grant them mass, which are likely to be different from the
mechanisms in other particles. Neutrinos also take part in the unusual phenomena of flavor oscillation and
matter effects.
In addition to all this, neutrinos are viewed as a possible mechanism for the observed matter-antimatter
asymmetry in the universe. During the big bang, it is believed that matter and antimatter should have been
created in equal parts; today, however, we live in a matter dominated universe, devoid of any obvious pockets
of antimatter. This baryon asymmetry may be explainable through a lepton asymmetry if neutrinos are their
own antiparticles, violating lepton number. This possibility will be discussed further in section 1.5.
1Coherent neutrino-nucleus scattering can significantly enhance the reaction rate.
1
Figure 1.1: Chart of nuclides, indicating the dominant decay mode by color [1]. The line of stability zig-zags
through the middle of the isotopes, near the Z = N line at low mass.
1.2 Beta decay
There are several common types of radioactive decay, including forms which release electrons, photons,
or alpha particles, as well as nuclear fission which often produces lighter nuclei. When neutrinos are created,
it is always by nuclear reactions involving the weak force, such as beta decay.
Figure 1.1 shows the table of nuclides, which indicates all the combinations of protons and neutrons that
can be combined to form nuclei and, in this version, the dominant decay mode for each isotope. The number
of neutrons and protons in a nucleus is approximately equal at low mass (A), but at higher masses all nuclei
are neutron-rich. If all the isotopes along a given isobar (constant A = N + Z) are viewed together by stability
(or mass excess), you get an approximately parabolic trough of nuclei with the most stable nuclides at the
bottom. This stable bottom corresponds to the black line of stability in figure 1.1, with beta decays funneling
inwards towards the line of stability.
When viewed in such an isobaric “cross-section” the bottom corresponds to the line of stability in the
table of nuclides, and isotopes with a higher or lower number of protons will decay inwards towards the line
of stability, as seen in Figures 1.2 and 1.3. Figure 1.3 shows the isobar for nuclides with atomic mass of 76.
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Even numbered isobars, as 76 is, have an additional effect, rather than lying on a simple parabola. A nucleus
is more stable with an even number of protons or neutrons, or even more so with both. Nuclei with an even
number of neutrons or protons experience a pairing force which increases stability. For this reason, along the
even isobar in Figure 1.3 the stability zig-zags along Z as the isotopes vary from being even-even to odd-odd,
but this is not seen in odd isobars like Figure 1.2, where there is always one unpaired nucleon.
Beta decay often occurs in neutron- or proton-rich isotopes, (away from the line of stability), moving
them towards greater stability. A beta decay may occur in one of two ways, a positive or negative version:
p → n+ e+ + νe (1.1)
n → p+ e− + νe, (1.2)
the former equation being a β+ decay (in proton-rich isotopes), and the latter a β− decay (in neutron-rich
isotopes). This type of decay is particularly interesting because it is capable of transforming one type of
nucleon into another, a process which is otherwise not possible in nature – in a nucleus, this is quite literally
transmuting an atom of one element into another. In addition to this change, the emission of an undetected (and
therefore, effectively experimentally invisible) neutrino was a puzzle for early experimentalists, who, unable
to see all three decay products, struggled to reconcile the decay with energy and momentum conservation.
In 1930 Wolfgang Pauli correctly proposed that the existence of an unmeasured light neutral particle – the
neutrino – could explain the experimental results [3], but it would be decades later before such a particle was
directly measured.
1.3 Weak interactions
The weak force is mediated by three types of bosons, two charged, and one neutral. There are nine2 weak
interaction vertices, and they can be categorized as either charged current (CC) or neutral current (NC) [4].
A neutral current reaction is one in which the exchanged boson is neutral (the Z0 particle), and therefore has
no exchange of electric charge between the vertices. Similarly, a charged current reaction is one in which the
2I count these as (1) CC with a lepton and neutrino, (2) CC with two quarks, (3) Z0 with 2 of quark or lepton, (4,5,6) 3 vertices
connecting only W’s and Z0’s, and (7,8,9) 3 mixed couplings of the photon with W and/or Z0. Understandably, others may choose
to account for the total number in a slightly different way, particularly with respect to the mixed couplings. Regardless, it is notably
more than QED’s single vertex, or QCD’s three vertices.
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Figure 1.2: Isobar along odd isobar A=75. Data from [2].
Figure 1.3: Isobar along even isobar A=76. 76Ge is unable to single beta decay because both Ga and As would















Figure 1.4: Feynman diagrams indicating the two forms of beta decay.
exchanged boson is charged (the W+ or W−), and does exchange electric charge between the vertices. The
difference between these reaction types is easiest to see in the context of some examples.
A beta minus decay, for example, converts a neutron into a proton, an antineutrino, and an electron. In
Figure 1.4(a), you can see a neutron decaying into a proton, with emission of an electron and an antineutrino.
As the decay starts with an electrically uncharged particle and ends with a charged particle in the same vertex
(the neutron decaying to a proton), the connecting boson must carry some charge (the W−).
Each fundamental particle can be assigned some lepton number L, which is +1 for lepton particles
(electrons, neutrinos, etc), −1 for lepton antiparticles (positrons, antineutrinos, etc), and 0 for particles which
are not leptons. Beta decay conserves electric charge as well as total lepton number; both quantities are
conserved for all observed decay modes thus far. We will revisit the idea of lepton number conservation later
in this chapter.
Some interaction modes (such as a neutrino scattering with a charged lepton) can occur as either a NC or
CC interaction (and may then have an enhanced total likelihood of occurring).
1.4 Neutrino properties
The neutrino cross section is quite small, making interactions with other matter unlikely. The cross
section is primarily small because of kinematics of the decay; the virtual W and Z0 bosons are very heavy.
After several earlier attempts, the neutrino was first measured by Reines and Cowan in the Savannah
River Experiment [5]. Here, three large tanks of liquid scintillator were placed in close proximity to a nuclear
reactor (a source of antineutrinos). The experiment looked for evidence of an antineutrino interacting with a
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proton in the scintillator, producing a neutron and positron, as indicated by
ν̄e + p→ n+ e+. (1.3)
The signatures of neutron capture and positron annihilation in near-coincidence provided good evidence that
the neutrino had been captured on a proton. Due to its clear signature, this inverse beta decay reaction has
gone on to become a component of nearly all subsequent neutrino detection measurements.
Following this, the community experienced the Solar Neutrino Problem, first born out of an experiment
by John Bahcall and Raymond Davis. Here, Bahcall was responsible for a theoretical model of solar neutrinos,
explaining the nuclear reactions in our sun and determining the associated rates and energies of released
neutrinos [6]. Davis attended to the challenging experimental details of trying to actually measure solar
neutrinos [7]. The experiment came up with only about one third of the expected number: this was the Solar
Neutrino Problem. There were many theories as to the cause, varying from experimental mistakes to other
theories of the solar model. By 1998, Super-Kamiokande had shown some indications of flavor changing
[8], but with some ambiguity to the mechanism3. In addition, the gallium based experiments SAGE and
GALLEX/GNO had sensitivity to the low energy proton-proton fusion neutrinos (p-p), and had seen a deficit
of solar neutrinos [9]. The solar neutrino problem was finally resolved by the Sudbury Neutrino Observatory
(SNO) in 2001, verifying a model theorized by Bruno Pontecorvo in 1967 [10]. This experiment was able
to measure all three flavors of neutrinos, and could then see that some of the neutrinos created as electron
neutrinos in the sun had oscillated into other flavor states by the time of their measurement.
As well as this, we know that the neutrino is a spin-1/2 particle4, it weighs much less than an electron but
has mass, and it can be produced in beta decays. Cross sections are modestly well known, and we can predict
many neutrino-related reaction rates [11].
Despite having decades of study, there are still some fundamental questions about the properties of the
neutrino. Perhaps the most important examples are that we do not know the value of the neutrino’s mass, nor
if it is a Dirac or Majorana particle – a distinction which will be discussed later.
Measurement of the neutrino’s mass evades more traditional measurement techniques. The neutrino is
the only known fundamental particle having mass but no electric charge. A charged particle can, for example,




be accelerated in an electric field to inform about its mass; this option is not available for the electrically
neutral neutrino. Additionally, the neutrino is stable against decay, preventing us from looking at its decay
products to infer its energy and momentum.
From neutrino oscillation experiments, we have confidence that the neutrino has mass. Additionally, these
experiments can tell us the relative mass difference between the three neutrino mass states. Cosmological
measurements from PLANCK currently place lower limits on the sum of all three mass states to
∑
mν <
230 − 540 meV [12]. While every experiment is somewhat model-dependent, these measurements are
arguably more-so, as they rely on a detailed understanding of how the universe evolved and how neutrinos
contributed to the formation of structure along the way. Measurements therefore must rely on only the present
universe to infer what may have happened during the previous 13 billion years, with (reasonable) models to
interpret what we see now.
Despite this knowledge that neutrinos have mass, we do not, however, know the mass ordering, nor the
absolute mass scale of neutrinos. That is, we do not know which of the three known mass states is heaviest,
and while we know how far apart the mass states are from each other, we don’t know how far the lightest
neutrino mass is from zero.
As a result, determination of the neutrino mass must come from other sources5. There are several
proposed (and in progress) experiments to resolve these issues. A direct, ”model-independent” way to
determine the neutrino mass is by looking at the spectral endpoint in beta decays, which has slight variation
for different neutrino mass values [13]; this is the strategy being employed by KATRIN [14] as well as Project
8 [15], although using very different experimental techniques.
1.4.1 Baryogenesis via Leptogenesis
While matter and antimatter are in many ways similar to each other, particles of each have opposite
quantum numbers, such as electric and color charges. The antiparticle of the familiar electron is the positron,
having identical mass and opposite electromagnetic charge (and lepton number). As far as is known today,
the universe consists almost entirely of matter, and not in any substantial way of antimatter [16]. In general
5Or possibly a combination of sources.
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matter and antimatter are conserved quantities, and in a particle reaction the baryon and lepton numbers
remain constant6.
It is of interest then to identify mechanism which may be responsible for generating this matter-antimatter
asymmetry. One appealing mechanism of baryogenesis is via leptogenesis, where an excess of leptons
leads to an excess of baryons, however, this just pushes the problem to a different unexplained excess. The
Sakharov conditions are a set of conditions for producing matter from equal amounts of matter and antimatter.
These are:
Baryon number violation: Could be via leptons.
C and CP Violation: To distinguish matter and antimatter.
Out-of-equilibrium period: To prevent the asymmetry from reverting immediately back.
One theorized process which results in a net creation of matter is neutrinoless double-beta decay,
described in the following section.
1.5 Double-beta decay
An isotope which is forbidden from beta decaying may instead, in some cases, double-beta decay. This
decay is usually described as one of
2n → 2p+ 2e− + 2νe, (1.4)
(A,Z) → (A,Z + 2) + 2e− + 2νe, (1.5)
and is a single nuclear event consisting of two simultaneous beta decays. In the even A=76 isobar shown in
Figure 1.3, 76Ge is unable to single beta decay because both Ga and As would be energetically forbidden
endpoints; two-neutrino double-beta decay of 76Ge to 76Se is allowed by the standard model, though highly
suppressed. This decay is theoretically possible in 35 isotopes [17], and has been directly measured in 9
isotopes, with half-lives ranging from 1018 to 1021 years [18].
A related process which is interesting for several reasons is a rare decay mode known as neutrinoless
double-beta decay. This process is theorized to be possible in some models, but has never been observed.
6This is not true in kaon decays, however, it is an indirect CP violation, and of insufficient magnitude to explain the observed matter
asymmetry.
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The decay converts two neutrons within a single nucleus into two protons and two electrons, without the
release of any neutrinos, as in
2n → 2p+ 2e−. (1.6)
As the protons are bound in the nucleus, the two electrons receive the majority of the energy in the decay,
and their summed energy is nearly constant; this means that electrons in this decay would contribute to a
monoenergetic peak when measured together.
For this neutrinoless decay to occur, total lepton number would be violated, as it would prevent emission
of two electron antinuetrinos (both have L = −1, and their nonexistence in the final state would violate
lepton number by ∆L = 2). This would indicate that neutrinos are their own antiparticles, a class of particle
referred to as Majorana particles [19], as well as demonstrating that lepton number is not a conserved quantity.
This is in contrast to the more standard Dirac particle, which has a distinct particle and antiparticle. Since the
neutrino is fundamental and lacks electrical charge, it is conceivable that the particle and antiparticle are the
same object. Indeed there are no comparable fundamental particles from which we might infer otherwise.
As neutrally charged fundamental particles, the difference between neutrinos and antineutrinos appears
to be just an opposite chirality; this is an intrinsic property, like total spin. In light of the fact that neutrinos
have mass, this statement is effectively just noting that neutrinos and antineutrinos have opposite helicity (a
state property, like the observable spin projection). As a massive particle is necessarily traveling slower than
the speed of light, it is in principle possible for another particle to gain more speed, and pass it; from this
boosted reference frame, the neutrino momentum would be going the opposite direction, and the helicity
would be flipped. So, if the only difference between a particle and antiparticle state of a neutrino is helicity,
then the two states should be (at times) equivalent and interchangeable.
Efforts to measure the postulated process of neutrinoless double-beta decay have placed only limits
rather than measuring the process, even after a number of efforts over several decades. The process is highly
suppressed, and based on current experiments has an expected half-life of more than 1025 years in most
isotopes, and greater than 1026 years in 136Xe [20].





























(b) Neutrinoless double-beta de-
cay.
Figure 1.5: Feynman diagrams indicating double-beta decay
which assumes the decay proceeds via light neutrino exchange. Here, G is a phase space factor, M0ν term is
a nuclear matrix element (or “transition amplitude”), and mββ is the effective neutrino mass.
The phase-space factor G0ν modifies this transition amplitude with information about the final energy
and momentum. This factor is in principle exactly calculable for a given isotope [21]. A decay from a
heavy primary into a light final product has many different ways to arrange the energy and momentum (so
has a large phase-space factor), but a decay from a light primary into a light final product does not give as
many options for how to arrange the energy and momentum, and so is phase-space suppressed. Additionally,
increasing the number of particles in the final state decreases the available phase-space (and therefore the
magnitude of this factor) due to the increased sharing of energy and momentum.
The nuclear matrix element M0ν is a statement about the likelihood of the transition from one quantum
state into another. It is effectively a measure of how much the wavefunctions for each state overlap.
Calculation of this value is extremely nontrivial (especially for heavier nuclei off of closed shells), and
estimates of the dimensionless quantity vary between about 3 and 6 for 76Ge, due to differences in techniques
and assumptions; this difference is large and the nuclear matrix element enters the rate squared, amplifying
the effect. In order to perform the calculation, the initial and final state nuclear wavefunctions must be
known or estimated, which is a many-body problem. There are a variety of computational methods used
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for calculating nuclear matrix elements, including nuclear shell model, energy-density functional theory
(EDF), quasiparticle random phase approximation (QRPA), and the interacting boson model (IBM). In order
to reduce some of the uncertainties associated with this value, other related nuclear structure measurements
are being made [22]. For a current description of the challenges associated with double-beta decay nuclear
matrix elements, see [23] and [24].
While not shown in Equation 1.7, the weak axial coupling constant gA is often included such that the
nuclear matrix element is explicitly M0ν = g2AM . There are phenomenologically interesting reasons to
consider why the axial coupling constant may be renormalized inside the nucleus to one of several possible
values [25]. This intrinsically produces some uncertainty in the scale of the value, amplified by gA appearing
to the fourth power in Γ. If gA is excessively quenched, the decay half-life could end up excessively large
[26], leaving the reaction even more difficult to measure.
The effective neutrino mass accessible in a double-beta decay, 〈mββ〉, is the mass-weighted sum over the







The 〈mββ〉 term in the rate contains the leptonic part of the full matrix element, leaving the remaining
(hadronic) processes to the M0ν term [27, pg. 173],[28, pg. 164]. As the rate is proportional to the (small but
nonzero) 〈mββ〉, the rate is then “automatically” encoded with the requirement of nonzero neutrino mass
directly. The full value of the term is
〈mββ〉 =
∣∣∣c212c213m1 + s212c213m2eiα + s13m3eiβ∣∣∣ (1.9)
where sij indicates sin(θij) and cij indicates cos(θij), with α and β the complex Majorana phases. Neutrino
mass eigenstates are not simultaneous with neutrino flavor eigenstates. The three neutrino flavor eigenstates






The angles θij are then the mixing angles that describe
7Also known as the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) mixing matrix
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The components of this 〈mββ〉 term are mostly modestly well known from oscillation experiments, and
limits can be placed from cosmological observations as well [29]. There is no experimental knowledge of the
Majorana phase terms, and limits on 〈mββ〉 are usually placed by allowing the phase angle values to float on
the range [0, 2π] and using the resultant range of outputs. The mi terms are not known, but limits can be
stated.
In addition to this light-neutrino exchange mechanism, there are other possible ways for the decay to
proceed, such as by a heavy particle exchange or a mixture of heavy and light particle exchange. Measurement
of neutrinoless double-beta decay is generally agnostic to the mechanism, although some techniques which
are sensitive to the angular correlation or energy distribution of the final state electrons may be informative,
as in the SuperNEMO experiment [30]. The “standard” light neutrino exchange is favored, as higher order
effects may washout, leaving it an ineffective baryogenesis mechanism [31]. Regardless of which mechanism
is responsible, if a neutrinoless double-beta decay is observed, the neutrino must have Majorana mass and is
then a Majorana fermion [32, 33].
The observed quantity for a neutrinoless double-beta decay experiment is either a decay rate or a limit on
the minimum value of this rate. After a measurement, Equation 1.7 can be rearranged to give the effective
mass (assuming a particle lepton-violating mechanism). As different isotopes have different matrix elements
(and event rates), the uncertainty and model dependance can be improved by combining results from multiple
isotopes.
1.6 Sensitivity to double-beta decay
In the design of a neutrinoless double-beta decay experiment, it is important to consider what aspects will
improve the sensitivity to measuring double-beta decay. Sensitivity is a measure of the ability to recognize a
signal with some certainty in the possible presence of background signals.














for isotopic abundance a, molar mass W , and elemental mass M , with detection efficiency ε, for a half life of
T 0ν1/2, in an experiment running for time t.
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The sensitivity of an experiment is related to the number of counts, and is usually defined in one of two







B∆E , with backgrounds
(1.12)
with background index B and energy resolution ∆E [27, pg 197],[28, pg. 171][24, 34, 35]. The distinction
between these is somewhat nontrivial, as they are not limiting cases of one another. The transition between
cases with and without backgrounds depends on the expected background rate. A low-background experiment
is defined by the number of background counts it receives; a background with a lower rate will require more
total exposure to accumulate enough counts to worsen the result. See [36, 37] for more details.
Furthermore Discovery Limit (DL) or Discovery Potential is a quantity which specifies the ability to
not just set a limit, but to credibly make a measurement. After all, we would like to eventually make
measurements of physics, not just continue to set limits. A DL has two basic required components, a level of
confidence you require (Nσ), and a nonzero number of counts that you could credibly be expected to measure
[37]. The DL will be a lower limit than the sensitivity, and is a more realistic picture of the usefulness of a
particular experiment.
When faced with the possible isotopes which may undergo double-beta decay, there are several metrics
to use to evaluate which is most ideal to actually measure. There are basic physics metrics, such as the phase
space factor and the Qββ endpoint energy value, which can give an estimate of the expected count rate for a
given isotope and spectral feasibility. Also important is the expected nuclear matrix element magnitude [38].
Perhaps the most compelling arguments are the experimental realities of trying to build scalable, efficient
detectors using or containing the isotope of interest.
The isotope chosen by the MAJORANA collaboration is 76Ge. As will be discussed in the following
chapters, germanium is also an ideal material for the construction of high resolution detectors; germanium
detectors are a standard nuclear physics spectroscopy tool for this reason. For a recent overview of other




The MAJORANA DEMONSTRATOR is a germanium detector array experiment with the goal of evaluating
methods to be used for a large-scale neutrinoless double-beta decay experiment. The approach is intended to
be modular and scalable. It consists of 58 detectors together weighing 44 kg distributed between two different
cryostat modules, referred to as Module 1 and Module 2.
There are many constraints when designing detector systems for a double-beta decay experiment. The
guiding principle is that radioactive backgrounds must be reduced as much as possible while increasing
the exposure and improving the energy resolution as well. Backgrounds are kept low through a careful
and deliberate program of radioassaying all components to be used near the detectors [40], and simulating
the potential impact each would have on the final result [41]. The MAJORANA collaboration underwent
a significant and successful effort to electroform and machine high-purity copper underground to reduce
backgrounds and cosmogenic activation. Copper parts are used extensively to support the detectors and build
all close structural components, as copper is machinable and strong, yet has no natural radioactive isotopes,
and can be made very radiopure.
To shield from radioactive background sources near the detector array, the experiment uses a dense,
compact shield consisting of 54 tonnes of lead bricks surrounding inner layers of clean copper; the inner
copper shield was electroformed and machined underground [40]. The lead shielding is surrounded by
borated polyethylene plastic sheets, which can shield against neutrons. The inner volume is then flushed with
liquid nitrogen boiloff gas, which contains lower levels of radon than air.
The background constraint limits the number and type of electrical cables which can be used near the
detectors, and requires that most of the preamplifier circuit is outside the vacuum system. Signal and high
voltage cables are chosen to have low mass, an unusual constraint1. It is also desirable to have the most active
1Though specialized industries such as aerospace have some overlapping interest.
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Figure 2.1: A schematic of the MAJORANA DEMONSTRATOR, indicating the primary experimental compo-
nents
detector mass with the smallest number of readout channels, as additional channels encumber additional
cables; this leads to development of large mass, single electrode detectors.
Many materials which are springy yet conductive contain low levels of radioactivity. As most electrical
connectors rely in some way on the elasticity of pins and sockets to force contact when meshing together, it is
difficult to form reliable, low-background connectors, especially over a broad temperature range. This process
was a major design effort for the collaboration, perhaps surprising to those outside the low-background
community.
An underground location is ideal as a way of shielding the experiment from cosmic rays (and cosmic
ray secondaries, such as muons). For this reason, the DEMONSTRATOR is located 4850 feet underground
at the Sanford Underground Research Facility, in the former Homestake Gold Mine, in Lead, SD. This is
the site of the well-known “Homestake Experiment” performed in the 1960s by Raymond Davis to measure
solar neutrinos [7]. The surface muon flux is 2.0 ± 0.2 µ/s/cm2, and a measured flux at the site of the
DEMONSTRATOR of (5.31± 0.17)× 10−9 µ/s/cm2 [42], corresponding to a reduction by nearly 9 orders
of magnitude.
The detectors used in the DEMONSTRATOR are made of germanium crystals (which are further discussed
in section 3.2). Our detectors are able to detect with high resolution the amount of energy deposited in them
by ionizing radiation.
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To make the desired measurement, we have fabricated the detectors using germanium enriched in the
isotope 76Ge, and are looking to observe the decay of the detectors themselves, with no external sources
present. This presents the advantage of capturing nearly all energy from events occurring within the detector,
and maximizing the detection geometry (nearly 4π-coverage). It does have the curious feature of lacking
the ability to take “true” background data without the double-beta decaying source present, however, the
expected rate is so small, this is in practice never a problem for the DEMONSTRATOR. An experiment with
more modest resolution would struggle to differentiate between the endpoint 2νββ electrons and any possible
0νββ electrons.
2.0.1 Status of the Demonstrator
The MAJORANA DEMONSTRATOR began commissioning on the first module in June 2015, followed by
production data taking in January 2016; the experiment is currently taking data on both modules. In 2018, the
collaboration released its initial results from the full array, with blind data [43]. Here, we demonstrated an
energy resolution of 2.5 keV FWHM at the 2039 keV region of interest, and placed a lower limit on the half
life of 1.9× 1025 years. More recently, we released another result, improving this limit to 2.7× 1025 years
[44].
The DEMONSTRATOR was conceived of as an experiment to validate the feasibility of building a larger-
scale detector; the techniques being proposed had never been tried before and it is valuable to develop
experience with an intermediate-scale project before committing to a large-scale project. One issue that was
identified in the construction and operation of the experiment was that the cables and connectors to be used
can provide a number of reliability problems which reduced the yield of operational detectors.
2.0.1.1 Future of MAJORANA
In order to make a competitive measurement of double-beta decay, it is clear that a larger experiment is
necessary, and preferably one with further refined implementation. Although the MAJORANA and GERDA
collaborations are in principle competing to measure double-beta decay, the two groups have common
interests and experiences, and have worked closely together since their formation, with the goal of eventually
joining together into a single collaboration.
In 2017, the LEGEND collaboration was formed from the GERDA and MAJORANA collaborations with
the goal of reaching a double-beta decay discovery sensitivity of 1028 years [45]. This experiment is a scaled
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approach, which will demonstrate a medium-scale experiment of around 200 kg, followed by a full-scale
experiment at tonne scale. The design will be a hybrid of the technologies and strengths of each collaboration.
While detectors are currently being fabricated for this project, using the existing detector mass of the
DEMONSTRATOR and GERDA projects can bootstrap the construction process and get the project started
much more quickly. As a result, the DEMONSTRATOR will stop taking data and transition detectors into
the LEGEND-200 cryostat located at Laboratori Nazionali del Gran Sasso (LNGS), in Assergi, Italy. As
there are naturally competing interests between prolonging the DEMONSTRATOR and constructing the next
generation LEGEND-200, the detailed timeline of this process is currently in flux.
2.1 Outline
The signals produced by the germanium detectors of the DEMONSTRATOR are described in the following
chapter. Using numerical simulations, we can simulate the expected fields and signals, given their dependence
on the detector geometry and characteristics.
Using a bayesian machine learning algorithm, we can use these simulations to estimate the actual
parameters of our detectors, as well as the individual waveform parameters (such as deposited energy and
hit position). In a training stage, we analyze a selection of non-simulated (data) waveforms from a single
detector to characterize the detector properties. Using a continuous feedback by simulating new fields and
signals, the waveforms are all simultaneously fit to give a best estimate of the common detector parameters.
After finding these values, they can be “frozen”, and individual waveforms can use this information to do a





Radiation detectors are devices which can convert ionizing radiation into a signal that is readily mea-
surable; there are many types of such detectors, each with various specific benefits and limitations. In
scintillators, radiation is converted to optical light, which can be measured with a light sensor. A bolometer
converts the deposited energy into thermal energy, which is measured with a temperature sensor such as
a thermistor. In a solid-state semiconductor detector, the radiation is converted directly into an electrical
current signal, measurable by the appropriate current-sensing instrumentation.
A germanium detector is a semiconducting single crystal often used to detect radiation. Ionizing radiation
incident on a crystal of germanium liberates electron-hole pairs, creating a small but measurable current
signal. The details of this process and the associated readout electronics necessary are subjects of this chapter.
Furthermore, we will discuss the techniques of modeling and simulating the signals from detectors.
3.1 Semiconductors
In 1931, Wolfgang Pauli famously proclaimed “One shouldn’t work on semiconductors, that is a
filthy mess; who knows whether any semiconductors exist.” [46] With the benefit of nearly a century of
additional study, we can now see that semiconductors have been one of the most fruitful avenues of scientific
investigation, and are responsible in some way for nearly all modern technology. They are also responsible
for a valuable technique in radiation detection, the semiconductor or solid-state detector.
A single atom has electronic structure, giving rise to specific allowed energy levels corresponding to each
electron’s quantized energy. When atoms are bound together at short interatomic distances in a crystal lattice,
the long range order of the lattice changes these levels to be bands, energy ranges in which the electrons may
occupy one of a more broad selection of energies, as shown in Figure 3.1. In reality, the bands are composed
of O(NA) discrete levels, but the close spacing of levels with finite widths makes the collection of levels into
continuum bands.
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Figure 3.1: Valence and conduction bands in a semiconductor, source [47]. The interatomic distance, or
lattice constant a is fixed for a given material, and the value it takes on contributes to the exact band structure.
Of primary interest is the behavior of the electrons in the conduction and the valence bands. The
conduction band electrons are the highest energy electrons in the material, and are loosely bound, not limited
to any particular lattice site. The valence band electrons are slightly lower in energy, and are bound to
particular lattice sites. The valence band is the highest energy filled band, and is completely filled in a
semiconducting material.
Germanium, like silicon and carbon, has 4 valence electrons. These 4 electrons are covalently shared
with adjacent atoms, most commonly forming a diamond cubic lattice, the same structures as formed by
silicon and carbon-based diamond.
In an electrical conductor such as a metal, the valence and conduction bands overlap in energy (there
is no gap), and the valence electrons can very easily be moved into the conduction band; by default, the
conduction “band” will already contain some electrons. In an insulator, there is a large gap between these
bands, and valence electrons require considerable energy to be elevated into the conduction band. For a
semiconductor, the gap is of a “moderate” size, and electrons may be pushed into this higher energy band
relatively easily. It is this mechanism that we will eventually describe as being useful for making radiation
detectors.
Electrons and holes feel some effective mass1 while in the lattice, which will depend nontrivially on their
momenta and energy. An electron band structure diagram, as in Figure 3.2, shows the relationship between
the charge carriers’ energy and momenta (wavevectors), usually in a 2-dimensional representation of the
1Their effective mass being the constant relating their acceleration to a force (m = F/a), as from an electric field (~F = q ~E).
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Figure 3.2: Germanium band structure diagram, adapted from [48].
4-dimensional (E, kx, ky, kz) space. This figure is also referred to as a dispersion relation. Such a diagram
contains a significant amount of information about a material’s electronic properties such as the density of
states and band gap energy. The band gap Eg of germanium occurs at the L point, along the 〈111〉 direction.
As there are 8 equivalent 〈111〉 directions, there are 8 conduction band minima. Other conduction band
local minima include the Γ1 and Γ2 minima, though they are less important for this study. Other properties
can visually be deduced, such as the momentum necessary for the indirect transition between the band gap




, the second derivative of the dispersion curve at a given point. As the electron and hole will be
in different bands, the two will in general have different dynamics. This is interesting, because, without
any knowledge of the electron or hole wavefunctions, we can still deduce the transport properties such as
instantaneous velocity and acceleration of an electron or hole in an external field [49]. This will be valuable
when calculating the signals from electrons and holes inside a detector.
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3.2 Germanium Radiation Detectors
Germanium radiation detectors are a class of semiconductor detectors, all which operate on a similar
principle. They are ubiquitous, well-established tools within nuclear radiation spectroscopy, and have been in
use for spectroscopy in various forms since the 1960s. They have several advantages over other technologies,
most prominently including their excellent energy resolution and timing characteristics [50].
The earliest solid-state detectors were simple, thin planar detectors and were primarily used for charged
particle detection. The primary use for germanium detectors in the 1960s and onwards was in gamma ray
spectroscopy. These detectors were mostly coaxial and semi-coaxial geometry detectors. In the 1980s, it was
realized that semiconductor patterning techniques could be used to make highly segmented detectors, with
many channels to be read out in parallel on the same single crystal. These segmented detectors were usually
silicon and had an increased complexity in operation, but with a high degree of spatial resolution, allowing
for different types of analysis of high value for some experiments. Additionally, by segmenting the detector,
the total signal rate in each segment is lower, which may be practically necessary for high rate applications
[51, pg. 318] Though their spatial resolution may help eliminate some background signals, their need for
more readout channels would introduce too much background near the detectors, so they are not currently
used for neutrinoless double-beta decay experiments. Additionally, segmented tracking detectors are often
designed to be lower mass reduce scattering, counter to the exposure needs of rare event searches.
3.2.0.1 Detector Processing/Fabrication
The basic germanium detector is a single monocrystal of germanium, often shaped in a right circular
cylinder. The crystals are of very high purity, and are usually grown by the Czochralski method. In this
method, a rotating seed crystal is slowly pulled from a melt to form a boule, as indicated in Figure 3.3. Usually
detectors are pulled with the 〈100〉 crystal axis along the pull-axis [52, pg. 19], though 〈111〉 may also be
used in some applications2. In general, cylindrical detectors have an unknown azimuthal axis orientation in
operation, as most spectroscopy applications are not able to see any effects from this.
In order to purify the material that is used for Czochralski growth, several important techniques are used.
After isotopic enrichment, the detectors are in a 76GeO2 form, which is then chemically reduced to form
the metal. This material is zone refined until it reaches a resistivity of at least 47 ohm-cm, equivalent to
2The 〈100〉 direction is preferred for detectors because it grows with fewer charge trapping dislocations.
21
1013 electrically active impurities per cubic centimeter [53]. With this material, the detector manufacturer
further zone refines the material to at most 1011 impurities per cubic centimeter, then it is grown into a single
crystal by the Czochralski method which further eliminates impurities in the material; further discussion of
the consequence of these impurities will be found in the next section. Often, the final zone-refining step must
be performed after a first crystal growth, as this prevents impurities from collecting at the grain boundaries
inside the material [54]. After crystal growth, the boule is sectioned and adequate parts may be used for
detector fabrication, while others may be re-grown to further purify as needed. This crystal section will then
be machined into a detector geometry and patterned with contacts.
3.2.0.2 Impurities
The crystal may be doped with an “impurity” of some sort in order to give it the appropriate semicon-
ducting properties. While the term impurity may colloquially imply that it is undesirable, it should instead be
interpreted to mean that it is a difference from being a perfect lattice of germanium atoms; the impurity is one
of the most important properties in the manufacture of any semiconductor. These impurities may come from
simple lattice defects, such as a dislocation or vacancy, or they may come from an atom of an element with a
larger or smaller number of valence electrons than germanium taking a germanium atom’s place in the lattice.
Figure 3.3: a) A single crystal being pulled from the melt in a czochralski-style pulling apparatus. b) The
resulting boule following a czochralski pull.
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Regardless of how it is achieved, the result is a relative lack or excess of electrons in the area localized near
the impurity. The intentional addition of a material into a semiconductor in this way is known as doping.
A doped semiconductor has an unequal concentration of free electrons and holes. A p-type semiconductor
has a majority of its free charge carriers as positive holes, whereas an n-type semiconductor has a majority of
its free charge carriers as electrons. Most commonly, group IV semiconductors like germanium are doped with
a group III element (usually boron) to make them more p-type or a group V element (such as phosphorus or
arsenic) to make them more n-type. High-purity germanium (HPGe) has very low concentrations of impurities,
with typical values being less than 1010 electrically active impurities per cubic centimeter, equivalent to parts
per trillion concentration (see Appendix A).
Normally the impurity levels at the tail and seed ends of the boule will not be the same, for a given
impurity type. This is because the solubility of impurities is different in the liquid than solid phase; the ratio
of the concentrations in the solid and liquid phases is known as the segregation coefficient for that impurity
type. Aluminum (a p-type impurity) has a segregation coefficient near 1, causing it to be nearly uniformly
distributed in the crystal. Several n-type impurities such as phosphorous and oxygen have segregation
coefficients less than 1, and will then be preferentially found in the liquid phase, corresponding to a higher
concentration in the tail end of the crystal (as they become concentrated while the crystal is pulled from the
melt). For this reason, HPGe crystals are usually p-type at the seed end and n-type at the tail [52]. While in
general this gives a predictable gradient of impurity concentration, material may also be introduced into the
melt while being pulled to change this behavior, as well as diffused into the material after growth. Usually
the details of what is done here are considered proprietary trade secrets. The impurity concentration gradient
is of great importance in germanium detector operation, and will be discussed further in later sections.
As only a very small impurity concentration determines the majority carrier type, it is possible when
growing a high-purity germanium detector to inadvertently produce the wrong type crystal. It is only by
detailed process control that high-purity detector production is made possible.
3.2.0.3 Contacts
Additionally, the detector must have contacts at the anode and cathode. This allows for the detector to
have a uniform potential over the relevant surfaces, as well as giving a location for readout. The presence of
these contacts also enable the detector to be biased without conducting excessive current.
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Contacts come in two basic types, ohmic (or, non-rectifying) and blocking (also called rectifying or
non-injecting). Normally, a detector has (at least) one of each type.
The rectifying contact in a p-type detector is the n+ contact, which is dissimilar to the bulk p material
[50]. These contacts form a P-N junction, which is effectively low resistance under forward bias and high
resistance under reverse bias. A positive voltage is applied to the n+ contact, in the reverse bias configuration.
In this way, a voltage can be applied to the detector (and in turn an electric field), which depletes the bulk to
form the active detector volume.
The non-rectifying contact in a p-type detector is the p+ contact, which is held at 0 V, and is where the
signal is read out from. This contact is effectively high resistance, and reduces the leakage current through
the detector. As both the bulk and the contact are p-type, this is not a semiconductor junction, but instead
current is blocked by the minority carrier motion[50]; that is, there simply are not enough minority carriers
(free electrons, in this case) in the material to propagate negative charge through the junction. The current
under bias of several thousand volts would then be unacceptably high without a blocking contact.
The area between the contacts must not be conductive, so as to avoid forming surface currents across the
detector which could mask the intended signal current through the detector. In silicon, the surface naturally
forms a robust oxide which is nonconductive. While germanium also readily forms a surface oxide film
when exposed to oxygen or water, the naturally formed germanium oxide is chemically inhomogeneous,
porous, and low-density, which can lead to charge accumulation along the surface of the passivation layer
[55]. Therefore, germanium must be carefully treated to form such a passivation layer, and there are many
(often proprietary) techniques for accomplishing this.
3.2.0.4 Operation
Germanium has a band gap of approximately 0.6 eV and an electron-hole creation energy of around 3 eV.
The difference between these values can primarily be understood as some energy being transferred to the
crystal lattice as phonons [56]. The germanium bandgap is relatively small among semiconductors, at roughly
half the value of silicon. The result of this small bandgap is that thermal energy at room temperature is
sufficient to excite electrons across the bandgap, creating a high leakage current. In order to circumvent this,
the detectors are operated at low temperature, usually using liquid nitrogen or mechanical cooling methods to
keep detectors around 80 K. Subsequently, the detectors must also be kept under vacuum, otherwise water
vapor will condense onto surfaces, potentially increasing surface conductivity or introducing backgrounds.
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An alternative that has been investigated in the past is operating detectors directly immersed in a liquid
cryogen such as liquid argon; this is the technique used by the GERDA collaboration.
3.2.1 Signal Formation in a Detector
Ionizing radiation incident on a crystal of germanium will liberate electrons and holes in pairs. Having
opposite electric charge, these electron-hole pairs would normally just diffuse randomly in the crystal,
trapping on crystal defects or mutually attracting and recombining immediately. Instead, if a voltage is
applied across the detector, the electrons and holes (with opposite charges) will experience forces in opposite
directions, preventing recombination. These charges will drift in the applied electric field, inducing a charge
in a readout electrode, where the signal is read out.
It is possible to have several readout electrodes on a single detector. Additional electrodes provide
additional information about the position of the charges as they move through the detector volume.
The raw detector signal that is formed has a detailed dependence on the electric fields present, and
therefore also the detector geometry and impurity profile.
A useful quantity when considering signal formation by charges moving through a detector is the
weighting potential. The weighting potential is the solution to Laplace’s equation for a given detector
geometry, with unit potential on the electrode of interest and zero potential on all other electrodes [57]. In a
multi-electrode detector, you would have several different weighting potentials corresponding to the signal
observed for each electrode; in this scenario there is increased utility in being able to calculate the expected
signal for each contact. In a single electrode configuration, where the readout electrode is held at ground, the
result is effectively a normalized electric potential.
3.2.2 Detectors for the MAJORANA DEMONSTRATOR
The germanium detectors used by the MAJORANA DEMONSTRATOR are of a type known as P-type
Point Contact (PPC) detectors. The point-contact germanium detectors were first developed by Luke et. al.
[58] as a way of fabricating large volume detectors capable of low energy threshold operation, for rare event
searches such as dark matter3. These detectors have a geometry which is approximately indicated in the
cross-sectional line drawing in Figure 3.4, and a photograph in Figure 3.5.
3The detectors they made were n-type, but otherwise very similar
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Figure 3.4: The approximate PPC detector cross section as used by MJD. The HV conducting n+ outer
surface is indicated in pink, a nonconductive passivated surface in orange, and the small p+ point-contact
readout electrode in blue. The detector is axially symmetric about the dashed line.
The detectors used by the MAJORANA collaboration consist of a p-type semiconductor in the bulk of the
crystal, with a small point-like readout electrode. This point-contact geometry is desirable for three primary
reasons:
• Lower capacitance
• Long drift times
• Large volume.
These optimizations are somewhat unique to double-beta decay.
The relatively low capacitance of the detector is clear if you picture it as a familiar parallel plate capacitor,
with one plate wrapped around the outside surface, and another shrunk to the size of the point contact.
Having a low detector capacitance is ideal to reduce the series noise, which therefore allows for higher
signal-to-noise ratio (SNR) and lower detector energy thresholds to be achieved [51, pg. 124]. In addition to
these requirements, there is a more basic constraint for double-beta decay experiments to have detectors at
the largest reasonable masses possible. Doing so allows for the highest exposure, with the fewest number of
cables and parts near to the detectors.
Due to the specific residual impurities that are present after fabricating high-purity germanium, holes
are less sensitive to charge-trapping. Therefore, in order to maximize the detector performance (energy
resolution) p-type material is used for fabricating our detectors. N-type material, on the other hand, is
preferred for many high-rate or space-based applications, due to its relatively higher radiation hardness; this
is because the point defects caused by most particles will trap holes. For a double-beta decay experiment
with very low rates and backgrounds, a p-type type detector is then a clear choice.
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Figure 3.5: Photograph showing the “bottom” surface of an ORTEC enriched PPC detector. Note the bevel
and the small point contact.
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3.2.3 Characterization of MAJORANA PPC Detectors
After the MAJORANA detectors were fabricated it was important to verify the characteristics and operation
of them. This characterization covered all aspects of the detector, including detailed geometric measurements,
and impurity measurements. Most will not be mentioned here, but several of these measurements are of
particular interest to this study.
The manufacturer performed Hall effect measurements via the van der Pauw method to estimate the
impurity concentration at each end of the detector crystal. In order to perform the measurement, the
manufacturer cut wafers from the boule above and below the detector segment, and measured the Hall
mobility in each [59]. These measurements are considered to be low-accuracy, but they are the only
experimental estimate we have of the impurity gradient in the detectors.
Additionally, we used a Starrett Manual Visual System optical measuring device to precisely measure
the dimensions of each detector, including the point contact and bevel. These dimensions are crucial for
calculating the fields in each detector.
3.3 PPC Germanium Detector Operation
P-type germanium may be doped with an acceptor such as boron to increase the carrier concentration
of holes in the bulk material (making holes the dominant carrier). A P-N junction acts as a diode, and it
is common to dope an outside layer of opposite type from the bulk to make a P-N junction on the surface;
this acts as a rectifying contact, in which the direction of current flow is limited [50]. In order to make
a detector which can be readily handled without damaging the surface, manufacturing limitations require
the outer surface to be a thick, lithiated n+ layer. This layer is doped to such a high degree that it is nearly
as conductive as a metal, allowing the surface to form an equipotential High Voltage (HV) contact. The
thick surface layer also acts to form a “dead layer” of low electric field in which liberated charge contributes
minimally to the measured signal (or not at all), as the charges mostly recombine before they can diffuse
out of the low-field region. This is convenient as it prevents many surface alpha events from contributing
as potential background events. In order to make the surface have an n+ rectifying contact on the outside
surface, the detector bulk must then be p-type. The (small) point contact4 surface is of p+ type [50].
4Or, inner surface for a p-type coaxial detector.
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A voltage is applied across the crystal, which causes free charge in the lattice to migrate out of the bulk,
forming a region in the bulk of the crystal depleted of free charges 5. The voltage is increased until the full
bulk of the crystal is entirely depleted. This depleted region is an active region, which is capable of detecting
ionizing radiation. Ionizing radiation interacting in this depleted region will liberate electrons and holes
from the crystal lattice, which, under the influence of the established electric field, will drift to either the HV
contact or the ground.
Due to its method of signal formation, a germanium detector can be thought of as a solid-state drift
chamber6. When ionizing radiation is incident onto a detector, it liberates electron-hole pairs, which then
drift to their respective electrodes. As the charge drifts through the detector, it induces a charge at the point
contact according the the Shockley-Ramo theorem,
i = q~v · ~E0(x) (3.1)
which states that the instantaneous current is given by the product of the charge, the instantaneous velocity
(which may depend on the electric field) and the value of the weighting field at the position of the charge.
Equivalently, this theorem may be stated in terms of a weighting potential to give the integrated charge, as in
∆Q = q (Φ(x1)− Φ(x0)) (3.2)
Q(t) = q∆Φ(x(t)). (3.3)
One way to conceptualize this is that the value of the weighting potential at a point is the fraction of the
total induced charge resulting from the minority carrier motion from its starting point until full collection.
Therefore, in the low weighting potential bulk of these detectors (as visible in Figure 3.6), the electrons will
contribute only minimally to the total signal.
Inside of our PPC detectors, the field is designed such that the weighting potential is very low in most of
the detector, and sharply increases in magnitude near the point contact [58, 60], as is visible in Figure 3.6. As
the n+ contact is at high voltage and the point contact is at 0V, the holes move towards the point contact and
5While not done in practice, one way to think about this is that the total integrated current while biasing is the amount of charge
stripped out of the depletion region (with the leakage current subtracted off). If you knew either the active volume or the impurity
concentration, you should then be able to relate them in this way.
6With the advantages of better timing and energy resolution, in a much more compact and higher density detector
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Figure 3.6: Simulated weighting potential, with lines indicating the drift trajectories.
the electrons move away from it. From the Shockley-Ramo theorom (Equation 3.2), we can see that the holes
which move through the high weighting potential region will contribute the majority of the current read out,
and the electrons will only make large contributions if they start near the point contact and move out of the
high weighting potential region.
This weighting potential is well suited for performing pulse-shape analysis of signals [58, 59, 61, 62].
The long drift times provide temporal resolution to allow discrimination between events which deposit energy
at a single location within the detector from those which deposit energy in more than one location. Beta-decay
electrons, such as those from a double-beta decay event, should travel less than a millimeter within the crystal,
effectively making them single site events [61]. Background events from sources such as gamma rays that
interact more than once in a detector have waveforms which are categorically different from single site events.
This single-site and multi-site event discrimination is a key way to identify and remove background events.
Additionally, the small point contact electrode provides a low-capacitance, which reduces the noise and
therefore also the improves the energy threshold.
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3.3.0.1 Drift Velocity
In low magnitude electric fields, the charge mobility µ of a material is the drift velocity per electric field
µ = vd/E in a linear relationship. The velocity then is
vh = µhE (3.4)
ve = µeE (3.5)
for holes and electrons, respectively. This relationship breaks down at higher field values, as the relationship
is not actually linear [50, 63, 64]. At high field values, the drift velocity will saturate to a maximum value





This parameterization was developed for silicon, but is widely used for germanium. In addition, the original
paper only verified the model over the temperature range from 300 K to 450 K, however, it is applicable
even at low temperature [65]. Indeed, materials may have more complicated mobility, as in the negative
differential mobility of CdTe or GaAs, where increasing the electric field eventually decreases the drift
velocity; this effect is also seen in Si or Ge [66] at low temperatures, around 30 or 40 K. The empirical model
of Equation 3.6 does not contain any way to account for these unusual effects, as they do not contribute at
realistic temperatures7.
In addition to this field-dependent mobility, germanium also exhibits anisotropy, with axis-dependent
effects. This accounts for a several-percent effect, depending on the location within the detector. Shown in
Figure 3.7 is a map of the drift time as seen in a constant-z cross section of the detector, showing the small
but notable effect with changing azimuthal angle. Additionally, Figure 3.8 shows the same map for a single
radius value. In order to account for this, the mobility has been measured in multiple axis directions, and can
be rotationally transformed with respect to the local electric field direction to given a local mobility value
[64].
7Experiments such as EDELWEISS or CDMS using germanium detectors at much lower temperatures may be able to see effects
from this.
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Figure 3.7: Simulated hole drift time map across a detector cross section. Shown for detector P42575A, at a
constant z position of half the detector length. Note that the drift time contours are not azimuthally symmetric,
with longer drift times at φ = π/4 for a given radius. The map is symmetric about φ = π/4. The hole drift
time along the white constant-radius curve is shown in Figure 3.8.
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Figure 3.8: Simulated hole drift time along axis angle φ. Shown for detector P42575A, at a constant z
position of half the detector length and a constant radius of half the detector radius. This corresponds to the
drift time along the white dashed constant-radius curve in the middle of Figure 3.7.
33
carrier axis µ0 β E0 µn
hole
100 3 3 3 7
111 3 3 3 7
electron
100 3 3 3 3
111 3 3 3 3
Table 3.1: Velocity model parameters included for each charge type.
As mentioned in Section 3.1, in general, electrons and holes will have different mobilities in a material.
In each of the axis orientations indicated above, the mobility has been measured for both electrons and holes
[67]. The experimental technique used is a time-of-flight measurement wherein a planar sample is exposed to
a fast pulse of ionization radiation, and the drift time of charge carriers across the device is measured [68].
The hole mobility is distinct in each of the three principal crystal axis directions 〈100〉, 〈111〉, and
〈110〉, with the fastest drift velocity in the 〈100〉 direction, and the slowest in the 〈111〉 direction. Due to the
diamond cubic lattice symmetry, the mobility for any position can be stated in terms of only the 〈100〉 and
〈111〉 axis mobilities [64, 69]. Using this model, we can then parameterize the complete hole mobility using
each of the two single-axis mobility values, according to Equation 3.6.
In the simulation models used in this study, the velocity alone is parameterized using 14 terms, as
indicated in Table 3.1. Despite this large number of parameters, the fit only allows the 6 hole parameters to
float, and uses the experimental values for the 8 electron parameters as found by [67]. This is justified because
the holes contribute the dominant component of the signal for most waveforms. In principle, the hole values
could also be held constant to their known values while fitting, however, the use of isotopically-enriched
high-purity material leaves the exact values unknown. In general, isotopic enrichment of semiconductors can
change the material properties significantly [70, 71, 72, 73]. To our knowledge, there have been no published
charge carrier mobility measurements specifically applicable to isotopically enriched 76Ge at liquid nitrogen
temperatures; such a measurement would be valuable to validate and refine models of germanium detectors.
3.3.0.2 Charge Cloud
As charges drift through the volume of the detector, they have some charge cloud extending beyond
just a point charge. The size of the charge cloud will in general be different for different interaction types
(e.g. x-ray photoelectric absorption vs. minimum ionizing muon track). There are diffusion effects which
can spread out the charge cloud in space both at the interaction point and during the drifting of charge [50,
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Figure 3.9: Time domain waveforms from charges in a single cloud of gaussian with FWHM of 1 mm
from the bulk of an enriched detector. This charge cloud is exaggerated for visualization. The gaussian
cloud compares well to a smoothed waveform with a gaussian kernel standard deviation of approximately 10
samples.
pg. 369]. This corresponds to some spread in time for the arriving signal, and some small variation in the
waveform shape for waveforms along the same isochrone.
In order to simulate the effect of a charge cloud it would then be most appropriate to calculate a large
number of charges in a charge cloud, and step them all through the detector volume. Calculating a large
number n of points in a true charge cloud is computationally expensive as O(n), so it is ideal to find a more
simple approximate solution. One way which has been used is to smooth a single position waveform in the
time domain with a gaussian kernel. This is often a valid approximation due to the fact that the physical
extent of the charge cloud will result in some events originating along faster or slower isochrones, with most
being close to the center value.
Indeed, visually inspecting simulated waveforms from events occurring in a gaussian spherical spatial
distribution about some point in the detector, there is clearly a spread introduced in the rise time. The result
of this can be seen in Figure 3.9, where a larger cloud has been used to exaggerate the effect. This effect
occurs because a cloud will spatially distribute charge over a region, some of which will drift slightly faster
or slower than the center of the charge cloud. In addition, there will be some distribution along the same
isochrone, with small waveform shape changes due to the azimuthal angle.
35
The use of a gaussian kernel to smooth the waveform in the time domain is an approximation of a true
cloud. This was validated by simulating a large number of waveforms in a cloud around many points across a
detector volume, and looking at the difference at that point among waveforms.
While it is straightforward to find the error between the smoothed waveform and the average of a cloud of
waveforms, this numerical value is not particularly meaningful. Instead, we align all waveforms at their start
time, and find the difference (in ns) between when the earliest and latest waveforms reach their 50 percent
risetime. This corresponds then to the spread at a y-value of 50 in Figure 3.9. By finding this spread for each
point in a grid across the detector cross section, we can estimate the validity of this assumption. Figures 3.10
and 3.11 show the results for an enriched and natural detector, respectively. For enriched detectors, the bulk
is relatively uniform, though BEGes are less so. The result is that, while the charge cloud size parameter will
be found for any position using the gaussian kernel, there is a nonuniform mapping between the position in
the detector and the spread that a given size charge cloud will produce. In practice this is not a problem, but
any use of the fitted charge cloud size parameter must recognize this and correct for it.
3.4 Electronics
In order to read out the signal from a germanium detector, it is necessary to have a few basic components
in place. Generically, the raw current signal from a detector must first be amplified by a preamplifier, then
perhaps further amplified by an amplifier. Then this amplified signal may be read out by digitizing the signal,
resulting in a waveform for later, offline analysis. When waveforms are to be digitized they often use only a
preamplifier, as the amplifier usually provides some shaping which is useful for compressing the signal into a
single recorded point value, such as amplitude.
3.4.1 Readout Electronics for the MAJORANA DEMONSTRATOR
The electronics readout chain for the MAJORANA DEMONSTRATOR consists of a low-mass front end
(LMFE), a two-stage preamplifier, and a digitizer. The exact implementation used is somewhat unusual, due
to the specific low-radioactivity constraints in place. A schematic diagram of the principal components is
shown in figure 3.12.
A current signal is formed inside the detector, which is directly injected onto the gate of a JFET on the
LMFE. The LMFE is physically located inside the detector unit, approximately 1 cm from the detector itself;
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Figure 3.10: Color indicates the maximum difference in time at the 50 percent timepoint between waveforms
in a cloud, at each point over the detector cross section. Detector is an enriched ORTEC detector, so the bevel
and point contact are visible.
Figure 3.11: Color indicates the maximum difference in time at the 50 percent timepoint between waveforms
in a cloud, at each point over the detector cross section. Detector is a BEGe, so the ditch outline is visible,
with some edge effects.
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Figure 3.12: A high-level schematic overview of the MJD signal readout chain.
it is near the detector’s base temperature, slightly above liquid nitrogen temperature, and under vacuum. The
LMFE is electrically connected to four coaxial signal cables, the source, drain, feedback, and pulser. These
all connect to the warm electronics outside through several meters of cable, a vacuum flange, and multiple
connector pairs. Immediately on the warm, non-vacuum side of the flange, the signals are passed to the
“preamplifier card”, mounted on a motherboard which provides power.
The LMFE is electronically a component of the feedback loop of the preamplifier, but is physically distinct
from the rest of the preamplifier due to background constraints, so the components are often considered as
separate features.
The preamplifier design was performed at LBL, and is based on a folded cascode arrangement. The
folded cascode design is ideal for producing a good output voltage swing and common-mode range with high
output impedance [74]. The primary challenges of the MJD design are that it must be low noise and low
radioactive background. The low background aspect is achieved by reducing the potentially radioactive mass
of components near the detector, giving rise to a feedback loop of several meters in length. As the signal
frequency increases, the time required for a signal to be transmitted along the cable eventually exceeds the
time for the signal to go out of phase. This long feedback then limits the maximum risetime and bandwidth
of the signals which are amplified.
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3.4.2 Modeling of installed electronics
In order to develop a realistic model of the electronics, we performed numerical simulations of the full
amplifier circuit between the detector and the digitizer. Although as-built schematics of the electronics were
not available, we were able to infer the full design from the physical circuits.
Perhaps the most common software for modeling analog and mixed-signal circuits is the open-source
SPICE software. While SPICE refers to a particular package, there are many variants of the original frame-
work, designed either for particular analyses or adopted by electronics manufacturers for their own standard
tools. The version used in this work is the open-source C++ based Xyce software, developed by a group at
Sandia National Laboratory for solving large and complex circuits in parallel [75, 76]. While technically not
a SPICE derivative, Xyce is completely compatible with SPICE, and should be indistinguishable from SPICE
to most users.
SPICE modelers take as an input a “netlist”. This is a file containing a list of components, their properties,
and to what each component is electrically connected, as a complete description of the circuit.
Using the SPICE model we were able to reproduce the basic features of the signals and to design a filter
model which can be applied to simulated waveforms.
3.4.3 Electronics Effects on Waveforms
When visually looking at a MAJORANA germanium detector waveform, there are three primary features.
The most obvious is the rising edge; the detailed shape of this contains information about how the charges
moved through the detector before reaching higher field areas. The full rising edge usually occurs within
about 1µs of the signal onset. The next obvious feature is the falling edge or decaying tail region of the
falling edge. This is from the capacitive coupling of the first and second stages of the preamp, a high-pass
filter with a decay time of around 75 µs. Finally, the baseline ahead of the rising edge contains no detector
signal, and the higher frequency variation from the mean baseline value can be used as a measure of the
noise. This baseline is usually at about 0V, but, due to a slow time-constant recovery of the signal, the entire
baseline can also shift between subsequent events. The distinguishing point between the baseline and the
rising edge is t0, the signal start time. Often, the readout is tuned such that the rising edge occurs near the
center of the waveform. These three waveform regions are indicated in Figure 3.13.
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Figure 3.13: Regions of signals waveforms discussed in this chapter. The waveform is a voltage signal in the
time domain.
The preamplifier also acts as a long-decay-time high-pass filter with a time constant around 3 ms. Within
a single waveform, it is difficult to see the effect of this, however, multiple events in rapid succession will
offset the total baseline due to this, so it is necessary to track.
Additionally, the preamplifier, like all real circuits, is incapable of reproducing arbitrarily high frequency
signals, and acts as a low-pass filter. By comparing the response to real waveforms and those simulated using
SPICE, the response is found to closely match that of a 2nd order filter.
3.5 Digitization, Readout, and Analysis
No analog signal may be recorded with perfect fidelity. Instead, a time varying signal can be recorded as
a series of discrete voltage measurements at known time interval. This process is referred to as digitization,
and a device which does so is a digitizer.
The digitizers used to read out the detector signals for the MAJORANA DEMONSTRATOR are custom
devices that were designed for the GRETINA collaboration [77]. They are in the VME form factor, with 10
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differential analog inputs per digitizer. The signals are digitized at 14-bit resolution, with a sampling rate of
100 MSPS (10 ns per sample), and a total maximum trigger rate per card of about 3 kHz.
These VME digitizers are connected over the VME backplane to a Single Board Computer (SBC), which
can poll the digitizers for data, perform readout, and buffer data in place. The SBC is also connected to a
computer through a network socket over a private ethernet network; this computer controls the run and stores
the data file, as will be discussed somewhat more in Section 3.5.1.
As it is technology first developed in the 1980s, the VME form factor is now somewhat dated, but has
some implementation advantages here [78], and active development is still done to improve VME systems
[79]. The actual readout and implementation is relatively straightforward in a VME system, consisting of a
relatively small amount of code to directly access and control the hardware for readout. Additionally, new
cards are still produced today by several manufacturers at a modest cost. A more modern system such as
µTCA can handle much higher data rates and strict timing, but such a system is usually more expensive and
requires more software overhead to manage a readout.
In the second stage of the preamplifier, the signal is split into two differential signals, a high gain and a
low gain. These signals are both digitized (in adjacent channels). This is effectively a way to increase the
dynamic range of the digitizers, as the high gain channel is sensitive from the lowest experimental threshold
up to about 3 MeV events, whereas the low gain channel does not saturate until approximately 8 MeV with
reduced low-energy sensitivity. Together, these two channels can be used to collect data over a wide energy
range while still maintaining high sensitivity at lower energies. In general, most physics analyses in the
MAJORANA DEMONSTRATOR use the high gain channels.
The digitizer channels are triggered independently using an onboard trapezoidal filter algorithm, similar
to that described by Jordanov and Knoll [80]. The trigger threshold is set as an absolute value on the
trapezoidal filter output, and the maximum value of the trapezoidal filter can be used as an energy estimate.
The trigger then uses an estimated energy as a threshold.
The waveforms that are digitized may be stored in one of several ways. The waveforms are fixed at 2018
samples, for a fully-sampled record of length just over 20 microseconds. While the number of samples in the
readout is fixed by the firmware, the digitizer can be configured at runtime to read out waveforms with certain
regions “downsampled” to effectively increase the digitized length. This downsampling is accomplished by
summing together multiple subsequent samples and storing them as a single sample, then optionally dividing
by a multiple of 2. This allows, for example, the rising edge of the waveform to be sampled at the maximum
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sampling rate while still sampling the falling edge of the waveform for a long period of time. Within the
MAJORANA DEMONSTRATOR, this downsampling was used for some datasets.
The perfect ADC would, given an voltage range (e.g. 0 to 1 Volt) and a number of bits (e.g. 8 bits),
split each of the 256 bins evenly among the voltage range; in this example, a single bit increment would
then correspond to 1/256 or 3.9 mV for each step. The 14-bit ADCs that perform the digitization for the
DEMONSTRATOR, like all ADCs, exhibit some degree of nonlinearity. This means that out of the 8196
possible voltage step values the signal may occupy, not all “bins” are the same width. Therefore, a given
ADC value may in fact correspond to a slightly different true voltage signal. There are various methods to
measure and (at least partially) correct for this, measuring known repeated signals. For the work described
here, no nonlinearity correction has been applied. This is due to the expectation that the nonlinearity is an
effect that is smaller than the magnitude of the noise in most cases.
3.5.1 Readout and Control
The MAJORANA DEMONSTRATOR is a sufficiently complicated experiment that control and readout must
be coordinated in an organized way. Rather than having many applications for controlling and monitoring
various parts of the experiment, a single multi-featured application was developed, known as the Object-
oriented Realtime Control and Acquisition or ORCA [81]. This software is of general use for controlling
hardware and experiments, and is publicly available through an SVN repository [82].
Using a graphical interface, ORCA allows users to coordinate settings for all digitizers, control the
readout, and store data. Additionally, ORCA instances are used for reading out the muon veto system, as well
as monitoring all environmental sensors and controlling the cryogenics and vacuum systems. ORCA stores
run data in hybrid file consisting of an XML-based (Apple p-list) header and a body of binary data, which
can later be processed. Instead of using these binary run data files, most slow controls data is instead stored
in a couchDB database which is replicated offsite and available for near-realtime monitoring.
A more detailed overview of the data acquisition used by the DEMONSTRATOR is given in Appendix C.
42
3.6 Complete Signal Simulation
Using the models of both detector and electronics described in the previous sections, a realistic simulation
of signals has been developed. The total simulation model can be split into several parts, which are described
here.
3.6.1 Detector Model
The detector is modeled with several distinct components, including the electric fields within the detector,
an impurity gradient, a velocity model for mobilities, and a simple charge trapping estimate.
The simulation of events inside a germanium detector begins by simulating the electric field and weighting
potential inside the detector. The impurity profile superimposes an additional field on top of the applied
electric field, which helps to fully deplete the detector volume and funnel charges towards the point contact.
In addition to the components considered, there are several other possible additions to the detector model
which are not considered here. These could include the modeling the impurity gradient in other ways, such
as adding a radial component or a non-linear longitudinal gradient. Additionally, the detector may hold
surface charge changing the fields near the surface. The lithiated n+ surface thickness could also be varied.
Consideration of these other components may be valuable for future work.
3.6.2 Field Simulations
The first step in simulating a waveform is calculation of the electric field and associated weighting
potential inside the detector volume. The impurity gradient inside the detector is estimable but unknown, and
will be determined by fitting waveforms, as will be described in Section 4.3.5.3. Once the impurity value is
selected, the field can be calculated directly.
Using the geometry described in the Detector Model, as described by Section 3.6.1, we can numeri-
cally solve the Poisson equation to find the electric field and weighting potential inside the detector. The
MAJORANA collaboration makes use of David Radford’s siggen [83] and fieldgen [84] packages for this
purpose.
The fieldgen package performs a numerical relaxation to solve Poisson’s equation to find the electric
potential and weighting potential in a detector. The electric field can vary depending on many things,
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including the exact voltage applied across the detector, the detector temperature, the impurity gradient, and
the exact geometry.
Using a python-based version of the siggen software package, we solve for the fields. In this adaptation,
the actual field calculations are done using the FEniCS framework, a mature toolset for solving partial differ-
ential equations (PDEs) using finite element calculations [85]. Using the geometry information determined
by Starrett measurement (see section 3.2.3) we can then define the domains of the p+ and n+ contacts, the
passivated layer, and (for BEGes) the ditch location. Then, we define a simple rectangular mesh over the
detector volume. Finding the electric field is the simple case of solving the Poisson equation for a scalar
potential Φ,
~E(r, z, φ) = −~∇Φ (3.7)
with the assumptions that the n+ contact is held at an operating voltage Vop
Φ(p+) = 0 V
Φ(n+) = Vop
(3.8)
in the presence of a charge impurity distribution held over the top.
This results in an electric field as shown in Figure 3.14, where the field is relatively uniform throughout
the bulk of the detector.
The weighting field considers the same detector absent any charge, and therefore the Laplace equation is
used. In order to solve for the weighting field, we solve the Laplace equation under the boundary conditions
Φ(p+) = 1 V
Φ(n+) = 0 V.
(3.9)
This results in a weighting potential as shown in Figure 3.6. As it is usually most convenient to perform
calculations using the weighting potential rather than the weighting field, the potential is indicated rather than
the field.
For detectors with additional readout electrodes a weighting field must be found for each electrode
individually leading to fields which are unique for each electrode.
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Figure 3.14: The electric field viewed cross-sectionally inside one ORTEC geometry (enriched) PPC detector
(P42575A). The highest field location is near the point contact.
3.6.3 Electronics Model
When simulating the electronics response, we must define a set of filters to be applied to the raw
waveform. These filters include a series of high- and low-pass filters, to model the known response of the
preamplifier.
In the actual circuit, an analog signal is passed through a series of analog filters, and digitized. As we do
not have access to the true continuous analog signal (even in simulation), we approximate this in a digital
representation. Even before considering the effects of electronics, the simulated waveform is discretized
due to the numerical techniques that are employed to calculate the raw waveform signal. The model we use
passes this discretized signal through a series of discrete time filters. By numerically sampling at a higher
rate then downsampling back to the rate of the digitized signal, we can eliminate any effects from this.
In order to perform the digital filtering required, we use a signal processing technique known as the
Z-transform, which is the discrete time equivalent of the laplace transform. For more details about the use of
the z-transform in signal processing, see Appendix B
The electronics models considered are indicated in Table 3.6.3. As the waffle electronics models are
specified in a pole-zero format, there is sufficient flexibility to describe any electronics features, including
others not described here. In addition to these electronics models, there are three detector models which
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are also used for fitting against, as indicated in Table 3.6.3. Each of these filter models contains parameters
which can be fit, as will be described in the following chapters.
Filter Name Description Params
High-Pass Filter 1 A 1st order high-pass filter with an approximately 75 µs decay time 1
High-Pass Filter 2 A 1st order high-pass filter with an approximately 3 ms decay time 1
Low-Pass Filter A 2nd order low-pass filter. 2
Overshoot Filter A 1st order high-pass filter with an approximately 2 µs decay time 2
Oscillation Filter A 2nd order filter to add a small amount of ringing to the waveform 2
Antialiasing Filter A 4th order low-pass filter designed to look like the digitizer input 2
Table 3.2: Electronics filter models considered for this work.
Model Name Description Params
Velocity Model Charge carrier drift velocity model 4
Impurity Model A linear gradient impurity profile 2
Trapping A simple charge trapping model 1
Table 3.3: Detector models considered for this work.
3.6.4 Waveform Simulations
Once the full field and weighting potential are determined, the individual event parameters must be
chosen, including the energy and the position in the detector.
Using siggen, we can then place an electron-hole pair in the defined location, and numerically step it
through the detector, calculating the induced signal at each point. The total waveform signal is then the
collection of induced signals at every time step. After simulating a single raw waveform, the electronics
models described in the previous section can be applied, producing a complete simulated signal.
The model of the waveform is described using six parameters, three to describe the location coordinate,
one to describe the amplitude, one for the event start time, and one for the size of the charge cloud. These
are indicated in Table 3.6.4. Note that simulation of a single waveform depends on the detector parameters
described in the previous section, however, these waveform-specific model parameters are expected to be





r The radial cylindrical coordinate of the event position within the detector volume
z The cylindrical height coordinate of the event position within the detector volume
phi The azimuthal angle coordinate of the event position within the detector volume
scale The amplitude scaling factor
t0 The event start sample number within a waveform
cloud The (optional) charge cloud size parameter
Table 3.4: Waveform model parameters considered for this work.
3.7 Conclusions
When radiation is incident upon a germanium radiation detector, it creates an electrical signal which
depends on many factors. These include detector effects such as the geometry and impurity profile, and
the event-specific effects such as the interaction position and energy. After being amplified and digitized,
the signal may somewhat obfuscate its origins. However, using a set of detailed models, we can accurately
reproduce signals to match those expected for most of the detector volume.
We will continue in the next chapter to describe a technique for using this set of models to perform
machine learning on germanium detector waveforms.
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CHAPTER 4
Bayesian Inference, Fitting, and MCMC Methods
In this chapter, we will discuss the generic idea of Bayesian inference, its use in performing a Bayesian
Fit and the Markov-Chain Monte Carlo (MCMC) methods which are used therein.
4.1 Overview
The model described in the previous chapter shows that there are many details which can contribute
to a total waveform signal. In order to determine which specific values of each parameter contributed to
producing a specific waveform, we would like to fit the data of each waveform using our model for how this
signal is created.
In general, a fit is a way to estimate the parameters of a model by optimizing some figure of merit
between the data and a parameterized model, often in an iterative process. Simple fits can be performed
using a basic least-squares regression, in which the model parameters are chosen to minimize the error or
maximize some goodness-of-fit, however, simple techniques are insufficient for more complex problems, and
may become trapped by local error minima and produce results far from the correct or expected values.
The model for a detector waveform signal is highly dimensional (has many parameters) and relatively
computationally expensive in that a charge’s motion must be simulated through a field in order to produce
a waveform, rather than evaluating a simple function at a point. The high dimensionality means that more
sophisticated methods must be used to prevent local maxima from trapping the fit into false regions of
relatively higher probability. The computational complexity limits the number and type of models that can be
practically tested, as well as creating a computational bottleneck in processing large amounts of data. As a




It is worthwhile to begin by introducing some practical points about Bayesian statistics. Many of the
concepts that are discussed in this chapter will make use of common Bayesian statistical nomenclature, which
are, for clarity, defined here.
Within statistics, Bayesian and Frequentist statistics are two primary philosophies on the analysis and
interpretation of results. While their respective analyses may each result in statements of probability, the
meaning in each case is distinct.
The result of a frequentist analysis is a statement about the frequency of an event in a high-statistics limit.
Frequentist probability is the limiting case of a large number of repeated measurements.
In a Bayesian analysis, the result is a statement of how likely a particular event would be, given the data
we have seen and our knowledge or expectation of the system. Bayesian probability is a degree of certainty
in a particular result, conditional on this prior knowledge and in the context of a particular model.
There is some discord over whether a Bayesian analysis is too subjective, or a frequentist analysis
neglects to include information. In the analysis frequently encountered in the sciences, it is often most natural
to perform Bayesian analysis [86].
The fundamental expression used in Bayesian statistics is known as Bayes rule, and it relates the
probability of a specific model M with a set of parameters θ given a particular set of data D. It is expressed
as







P (D|M)︸ ︷︷ ︸
evidence
. (4.1)
The posterior probability P (θ|D,M) is the probability of a specific model M with set of parameters θ
being the correct model, given a set of data D. Often the model M is implied and not explicitly written, but
for clarity we will include it here. Finding the posterior distribution is generally a primary goal of performing
a Bayesian statistical analysis.
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The likelihood P (D|θ,M) is the probability of measuring some data D given a particular model M and
a set of parameters θ for that model. This likelihood is the same that would be used in a frequentist maximum
likelihood analysis.
The model prior P (θ|M) is the probability of the model M with a set of parameters before considering
any of the data D. The exact choice of this prior is somewhat subjective (indeed, this is the source of the
subjective inference in Bayesian analysis), and therefore the cause of many protracted arguments.
The final P (D|M) term is referred to by various names, including the marginal likelihood, the model
evidence, and the data probability. It often takes on the variable Z in analogy to the partition function of
statistical mechanics. This term is the total probability of measuring the data independent of the specific
model under consideration; in this sense, the model has been “marginalized” out. It is generically inconvenient
to calculate, as it is the total sum of the joint probability (likelihood times prior) over the entire prior space,
and it is rare that any algorithm will truly step over this full space explicitly. The marginal likelihood is a
constant which acts to normalize the posterior, and for many analyses its calculation is not strictly required
(as the best value of the posterior is independent of the total scale). It is useful when comparing different
models to each other. We will discuss methods for calculating its value in Section 4.2.3
In totality, Bayes rule expresses a way to calculate a conditional probability. Given a set of parameters
and a model, some value can be found, which can be compared to the data in a likelihood. Based on how
likely we thought this value was (the prior) and how likely it was to measure that data at all (the evidence),
we can calculate the total probability of a given parameter set, conditional on this information.
The values filling the roles for these terms in our specific case will be outlined later.
4.2.2 Markov Chains
A Markov chain is a basic statistical model consisting of a series of states in a given parameter space.
From each state, there is a transition probability to move to another given state, or stay in the same state. The
transition probability is not dependent on any previous state history, but instead only depends on where in the
prior space you are transitioning to next (and where you are at that moment).
The chain itself consists of the list of all states which have been visited thus far. As is evident from
the definition, computation of the next step in a chain depends only on the current value, the last value in
the chain at any given time. After the chain has run for a sufficient quantity of steps, it reaches a limiting
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distribution, where the spread in parameter values in the state space indicates the uncertainty about a best
value. Statistically then, the entire space is sampled.
Using the concept of a Markov chain it is possible to model various processes, or to find the limiting
distribution of a sequence. As a tool for Bayesian inference, Markov Chain Monte Carlo (MCMC) allows
you to draw samples from an unknown (posterior) distribution by simulating the values in a Markov chain
and finding a limiting distribution of the samples.
4.2.2.1 Markov Chain Process
Most MCMC algorithms are based on the Metropolis-Hastings technique [87, 88], with many variations
on the particular acceptance criteria and sampling algorithms.
Markov chains begin with a guess point/value θ (usually pulled randomly from the expected prior space);
in reality, θ is a vector containing a value for each parameter in the model under investigation. Using the
guess value and a model, the likelihood P (D|θ,M) and prior probability P (θ|M) are computed. The
product of these two terms (together referred to as a joint distribution) is proportional to the posterior value
of that guess value θ, and based on the value, the sample can either be saved or thrown away (and then a new
sample would be taken).
Using a proposal distribution, the next proposed sample can be found. Usually, this distribution is
a gaussian function of some width, centered about the current sample point. The choice of width is a
hyperparameter which will affect the convergence for a given model (see Section 4.2.3.3 for more information
about hyperparameters).
The choice to keep a proposed sample or not depends on the ratio of the posterior values at the current
position and the proposed jump position; this concept is core to the Metropolis-Hastings algorithm and
the detailed way in which these proposals are chosen, and accepted or rejected differentiate many MCMC
algorithms. In a standard Metropolis-Hastings algorithm, the posterior ratio is compared to a randomly
selected number between 0 and 1, accepting jumps to states with sufficiently improved posterior density.




Nested sampling is an MCMC sampling technique for evaluating the marginal likelihood [89]. This
technique also samples the posterior distribution, as needed for parameter estimation problems. Aside from
the efficient calculation of marginal likelihood, the primary advantages of Nested Sampling over other
sampling (such as Gibbs or tempered annealing) are that NS is capable of exploring highly-dimensional and
correlated parameter spaces without excessive hyperparameter tuning [90].
While many MCMC methods can be theoretically expected to eventually converge to the true best result,
this is cold comfort, as it may take a long time or never actually happen in practice.
The goal of Nested Sampling is to yield Z, the evidence. This quantity is often disregarded due to the
challenge in calculation, but is a useful value for model comparison. Without it, the resulting “posterior” is
still informative, but lacks normalization; the shape and maximum value are unaffected by normalization.
Here, the posterior is a by-product of calculating the evidence; in principle we are primarily interested in
the calculation of the posterior (the parameters describing each of our many models), yet Nested Sampling
algorithms also provide an efficient way of exploring large parameter spaces.






rather than the formal probabilistic notation of equation 4.1. The likelihood P (D|θ,M) is expressed as L(θ),
the prior P (θ|M) as π(θ), and the evidence P (D|M) as simply Z, emphasizing their functional behavior.
Note that this expression can be rearranged
Z × P (θ) = L(θ)× π(θ). (4.3)
In order to maintain normalization, the prior and the posterior must each sum to unity, as
∫ ∞
−∞
π(x)dx = 1 (4.4)∫ ∞
−∞
P (x)dx = 1 (4.5)
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where L(X) is a likelihood method that accepts a prior mass X as an argument. This dX is a differential
element of prior mass, where the prior mass in a region of the prior space is the sum of prior probability
values contributing to that region. In order to find Z it is then a “simple” matter to evaluate this integral. The
Nested Sampling algorithm is an efficient method to do so statistically.
4.2.3.1 Nested Sampling Algorithm
The evidence Z may be defined by the integral of the “sorted likelihood” over the full prior mass, as in
Equation 4.7. Determining the necessary likelihood function mapping to perform this integral is challenging.
Were it possible to sort the prior coordinate values by their likelihood values (irrespective of prior coordinate
θ itself), you could then draw full contours of constant likelihood in the parameter space. For any given value
of likelihood, you would know exactly how much prior mass X was remaining above and excluded below
that value; that is, you would have a one-to-one mapping from the parameter space θ to the fraction of prior
mass with likelihood greater than that point’s likelihood.
While in a small, low-dimensional problem it may be possible to raster across all values in the parameter
space θ and approximate this (or calculate it exactly for a discrete space), in practice it is not possible to sort
all points θ in order of their likelihood values, due the the massive parameter space available in most real
problems. Instead, it is possible to simulate the sorting statistically, by a constrained sampling method known
as Nested Sampling [89, 91] 1.
1Note among the references on Nested Sampling there is no consistent notation for almost any of the parameters of interest. Indeed,
some variables are used for similar but distinct quantities between them. Diffusive Nested Sampling, described in the following
section, uses also a distinct notation. We have chosen a single set of variables to describe the relevant parameters, which will then
be different from other sources.
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The technique uses a set of objects known as “live points” or “particles”, which are points randomly
drawn from the prior space and evolved through it. The particles are continually constrained to have likelihood
values which exceed a given likelihood value. At every step, the particle with the lowest likelihood is identified
and replaced with a new sample, while the other particles are sampled about their present locations. The
likelihood Lk of this worst particle defines the kth likelihood contour (level), the hard sampling constraint
which all other particles are then subject to. Each level then compresses the sampling into regions of smaller
prior mass. Given the required shrinkage between contour levels, the value of prior mass X assigned to this
kth level is then
Xk = e
−k/n (4.8)
for n particles. With this Xk, we can assign a weight (area) to this level in a simple Riemann sum as
wk = Lk(Xk−1 −Xk) (4.9)
with the total evidence Z being given by the total sum of wk for all m levels, as in
m∑
k=1
wk → Z. (4.10)
Eventually, it becomes more difficult to increase the likelihood further, causing the value to level off
with continued sampling. At the same time, the widths between subsequent Xk decrease, however, the the
likelihood will at first increase faster than the widths decrease. Eventually, the likelihood flattens off enough
with additional sampling that the level weight again decreases. This leads to a peak being formed in the
posterior weight of these levels; these levels contribute the most to the evidence. As will be mentioned in the
following chapter, this is an indication of convergence, and may show a sufficient level of sampling.
There are several software packages that can presently perform nested sampling, including Nestle,
CPNest, dynesty, UltraNest, PyMultiNest, DNest4, and PyPolyChord, each having some variation on the
basic algorithm. The Diffusive Nested Sampling algorithm used by the DNest4 package has been employed
for this work, and is described in the following section.
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Figure 4.1: The distributions sampled by both Classic Nested Sampling and Diffusive Nested Sampling as
the chain proceeds forward. The Diffusive Nested Sampling algorithm allows for continuous mixing at shells
of lower likelihood. Adapted from [90]
4.2.3.2 Diffusive Nested Sampling
Diffusive Nested Sampling (DNest) is one further revision of the nested sampling technique developed
primarily by Brewer[90, 92]. It follows the basic technique of the standard Nested Sampling algorithm, with
some important variations. The “diffusive” nature of the method comes by periodically accepting points
outside of the inner likelihood “nest” with a length scale denoted Λ. This backtracking is designed to allow for
continuous exploration of the lower likelihood levels while still in search of new, higher likelihood levels. In
Figure 4.1, the standard and diffusive nested sampling algorithms are compared; in standard nested sampling,
once a higher likelihood nest has been defined, it is no longer possible to sample again back in the areas
believed to have lower likelihoods. The color in this figure indicates the relative amount of sampling done in
a given region.
A peculiarity of Diffusive Nested Sampling is that it internally keeps track of how many samples have
been acquired in each level, and compresses level spacing accordingly, but also can reject samples in order to
sufficiently explore other regions. In this way, it is not a true Markov Chain, as it relies on past knowledge of
how the chain has progressed; however, despite this, as the chain progresses it asymptotically approaches a
Markov chain [90].
The Diffusive Nested Sampling algorithm is ideal for use in this study. The algorithm requires more effort
to specify a model than most other MCMC tools, however, it is robust and relatively efficient, particularly for
use in high-dimensional fits. Other compelling sampling techniques such as Gibbs or Hamiltonian MCMC are
55
more likely to give poor results when faced with multimodal posteriors; annealing and tempering algorithms
can in principle handle this better, but often require excessive tuning of parameters [92].
4.2.3.3 Hyperparameters
Hyperparameters are parameters that define how an algorithm will be performed, but are not explicitly
related to the model being fit itself 2. They are often ways of directing the fit or learning technique to proceed,
such as the temperature profile in a simulated annealing or the layer structure in an artificial neural network.
The values used for these do not generally depend on the data explicitly and generally must be manually
tuned for a particular problem.
Within Diffusive Nested Sampling, the backtracking scale length is described by a hyperparameter Λ.
Smaller numbers can be chosen for simple fits, with higher values being slower but more fail-safe; the exact
choice is rarely important in deciding whether a fit will succeed or fail, but may impact the relative efficiency
of convergence. In addition, there is an equal weight enforcement hyperparameter β, which allows the fit to
enforce the desired level weight mixing of wj ∝ 1.
The number of particles used varies based on the computational resources available. By parallelizing the
DNest4 algorithm, processor cores can each be assigned to calculating likelihoods for a single data waveform
and single particle. In this way, increasing the number of particles is expected to increase the speed at which
sampling can be performed.
The new level interval hyperparameter is the number of samples with likelihood greater than the current
constraint which must be accrued before creating a new level. Other hyperparameters include the the sampling
interval between levels.
Within Diffisive Nested Sampling, these default parameters are sufficient for almost all tasks. Unlike in
other techniques such as simulated annealing, the levels are all compressed by the same factor, so the there is
no need to have a “temperature profile” to describe the full problem ahead of time.
4.3 Fitting waveforms
From Chapter 3 it is clear that the realistic simulation of a waveform includes many detailed models
and parameters. It would be ideal to be able to recover the values of all the included parameters after taking
2The usage of the term hyperparameter is a bit different in Bayesian statistics and Machine Learning, but we are using the Machine
Learning definition here.
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Symbol Description Value used
Λ Backtracking scale length 10
β Equal weight enforcement 100
− Number of particles ∼ 100
− Thread Steps 100
− New Level Interval 10,000
Table 4.1: Hyperparameters used in DNest4, with the values used in this study indicated.
data, to ensure that the presumed model is indeed reasonable. Unfortunately, the larger number of models
and parameters gives a high dimensional parameter space with possibly large and unknown correlations
between parameters. Furthermore, determining the signal created by a given set of parameters is relatively
computationally expensive. For these reasons, an advanced fitting technique that is capable of navigating the
parameter space efficiently – such as is described in the previous sections – is necessary in order to perform
fits on germanium detector waveforms.
4.3.1 Data Processing
The DEMONSTRATOR experiment produces raw ORCA data run files, approximately hourly in back-
ground running, and every few minutes during calibrations. The process of converting this data into a format
for performing fits is described below.
First, the raw ORCA data is processed using the python-based pygama package to produce “Tier 1”
data (T1). This converts the binary waveform data from the Gretina digitizers into Hierarchical Data Format
(HDF5) files using custom built decoders. HDF is a modern self-descriptive (binary) data format designed for
general scientific use with large amounts of data3. The Tier 1 data is effectively just a data formatting step,
and prepares the data for manipulation and analysis using the pandas python framework. Tier 1 data includes
the full information available in the raw data packets, including the raw waveforms, the event timestamp, and
the onboard energy value.
The Tier 2 data processing performs a series of transforms and calculations on each waveform to produce
a Tier 2 HDF file. Among other things, it performs an energy calibration, calculates a series of timepoints,
calculates the maximum current, and calculates the baseline slope and intercept.
3While probably no data format is perfect, HDF5 is certainly adequate for this use, and is expected to be supported for the long-term
future. Perhaps other formats, such as Advanced Scientific Data Format (ASDF) may be appropriate for consideration in the future,
but for now they are probably not mature enough.
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The details of the selection and processing done for training is outlined in Section 4.3.5.2.
4.3.2 Machine Learning Techniques
Many problems have sufficient complexity that it is necessary to algorithmically perform some steps of
the analysis, rather than giving explicit descriptions of the procedure.
A detailed waveform simulation requires knowledge of parameters which can be classified in two types:
those that are common to all waveforms from that detector, and those that may vary for any given waveform.
The common parameters would include things like the detector geometry, the impurity gradient, and the
applied voltage. The parameters which may vary between subsequent waveforms could be the event position
in the detector or the energy deposited.
It would be both computationally challenging and wasteful to try to recover all of these parameters for
each waveform independently, particularly when it is known that many of the parameters will be shared. Due
to their large number and relative complexity, waveforms are a good candidate for machine learning.
The simulation of a given waveform needs both the shared and individual parameters, but the fit should
be able to find common values for all waveforms for the shared parameters; the values should not change
from waveform to waveform, so forcing them to find common values should provide stability to the fit.
Ideally, we would be able to fit a large number of waveforms for a given detector, possibly all or a large
subset of all waveforms in a dataset. It would be both computationally intractable and unnecessary to fit all
of these waveforms simultaneously, as that would be a many-thousand dimensional fit. Instead of fitting all
waveforms simultaneously, we use a form of machine learning in order to deduce the shared parameters, then
fit the individual waveforms with knowledge of the shared parameters.
Machine learning (ML) is a very broad term, which encompasses a number of very different techniques.
They may be supervised or unsupervised, and the outputs can be a variety of data types (as in clustering data
into groups, or identifying a single trend).
Some ML techniques (including many artificial neural networks) are black-box in nature, akin to fitting
data with a 10th-order polynomial with disregard for the meaning of each coefficient. Other techniques are
model-based, and allow an algorithmic technique to establish patterns in data within a given model.
The machine learning architecture used here consists of three primary parts: model selection, training
and waveform fitting.
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Model selection is a process of identifying which detector and waveform models are most ideal for
accurately reproducing the observed waveforms, regardless of their exact model parameters. While this step is
an input into the fits, it is not explicitly a machine learning step. This will be further discussed in Section 4.4.
Training is done by selecting a small set of waveforms from calibration data for a given detector. The
selected waveforms are fit as a single simultaneous fit, with the detector parameters held in common. The
result of this step is a set of detector parameters which should be applicable for any waveform from this
detector. This step is considered “training” because it can find the parameters which will best suit the detector,
and is the precursor step necessary to understand a given detector. The outputs of this step are valuable on
their own, as they can identify detector characteristics.
Single waveform fits are the fastest step, and consist of lower-dimensional fits which use the detector
model produced by the training step as fixed inputs rather than fit parameters. The output of this step is the
set of parameters which vary among subsequent waveforms.
4.3.3 Bayesian Inference of Waveforms
Bayesian inference is the process of using Bayes’ Theorem to estimate parameter values based on data
but conditional on prior knowledge. As described in Section 4.2.2.1, the machinery of MCMC can be used to
make this inference feasible on waveforms.
Here, the θ vector becomes the collection of all parameters that feed into a waveform model, which are
then used to simulate a waveform. These will include the shared detector parameters, and the set of waveform
parameters for that particular event, as indicated in Section 3.6.1 and 3.6.4. An example of such a set of
parameters used for fitting is shown in Figure 4.2.
The likelihood of a waveform is found by simulating a waveform and calculating a gaussian likelihood
between each of the n sample points in the waveform, as in
Li = Normal(di −mi, σ2d) (4.11)
where di and mi are the ith elements of the data and model waveforms, and σd is the model error, taken as the







Figure 4.2: Data structure for training fits. Other parameters (such as detector geometry) are not allowed
to float. When fitting a single waveform, the fit uses the shared detector parameters without floating them
and the single waveform parameters are fit to match that waveform. Electronics models are indicated in
Table 3.6.3.
A total training model containing multiple waveforms then has a total log likelihood given by the sum of each
contributing waveform’s log likelihood.
4.3.4 Waffle
In order to organize and simplify the fitting of waveforms, a python package known as waffle has been
developed. The implementation of a model for use with DNest4 is considered to not be easy, according to
the software’s authors [92]. The waffle software is designed as a modular tool for describing the full set of
models to be fit, as well as managing fits (both training and waveform fits) and postprocessing their results.
This software is used for performing all fits described in this thesis.
4.3.5 Training Fits
4.3.5.1 Parameters
Training fits identify detector-specific parameters. As described in Table 3.6.3 and Table 3.6.3, the
parameters that are fit within the context of the detector training model are:
• The electronics model parameters, described in Table 3.6.3.
• The impurity profile, described by 2 parameters, the impurity concentration at each end of the detector.
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• The hole velocity model, described by 4 parameters (corresponding to the low and high field mobility
in the 〈100〉 and 〈111〉 directions.
• A simple charge trapping parameter, described by 1 parameter, which reduces the remaining charge
by a constant fraction every step of the signal simulation.
The priors used for these models are defined by various different expected values. The electronics model
parameters are defined by pole and zero positions, with a uniform prior in a reasonable range to select them.
The high-pass filter parameters are estimated during the data processing step, and the mean value is used to
set this range. The velocity model parameters are defined with gaussian priors about the values expected for
germanium, as described in Section 3.3.0.1. The impurity profile parameters are the impurity values at each
end of the detector, and the prior that describes their values is a uniform prior along a range of reasonable
values, as determined from the detector vendor measurements.
4.3.5.2 Data Selection
Training on a particular detector begins with selecting the waveforms to be used. When training is
performed, it is necessary that a subset of data must be used to represent the full population. Therefore, this
small number of waveforms that is chosen must be chosen carefully to avoid introducing biases into the
training process. In most cases, there are later validation steps which could identify poorly selected samples,
but it is nevertheless ideal to avoid the problem before spending computation time fitting them.
The data should be free of any events that are not produced by the expected standard signal process,
including electrical noise and digitizing artifacts. Ideally, the data would have a high signal-to-noise ratio
(SNR), and be free of pileup. For these reasons, we have made no attempt to perform fits using low energy
waveforms.
Waveforms are selected using an A/E cut to remove multisite events, and a time cut to eliminate events
which occur too recently after another event. The A/E value is defined by the maximum of the current pulse
divided by the energy of that pulse. A pulse with a high A/E collected its charge within a short period of time,
and a low A/E indicates that the charge collection is spread in time. The most common use case for A/E is
for identifying events where the charge is split between two current pulses in near-coincidence, with the total
energy of the waveform approximately given by the sum of that from each contributing event.
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Additionally, the drift time is used to eliminate far outliers. The drift time is calculated as the time
difference between the estimated signal start time (t0) and the time at which the signal reaches 99% of its
maximum value, known as t99.
4.3.5.3 Impurity
When navigating the available parameter space, the field inside the detector will in general depend
on the parameters chosen. We do not allow the physical dimensions of the detector to be floated in the
fit, but we do fit the impurity gradient. As a practical matter, we would like to be able to simulate any
fields for a continuous set of impurity gradients while running fits, but doing the full field simulation is too
computationally expensive to perform in the likelihood evaluation. Instead, we can precompute a range of
reasonable possible fields with different impurity gradients, and interpolate between them as needed. The
impurity gradient is defined by the impurity concentration at each end of the crystal, and by choosing a range
of around 5 values at each end, we can calculate around 25 fields which should contain the true value inside.
4.3.5.4 Number of waveforms
Ideally, as many waveforms as possible would be used during the training, in order to pool data from
as many distinct parts of the detector as possible. This is in tension with the need to make estimating the
likelihood for a set of parameters as efficient as possible.
Training fits have been run with as few as 2 waveforms, and as many as 32. When investigating
convergence, it was found that training with only a small number of waveforms, say 4 or 8, the results were
able to match those of larger waveform sets. Therefore, to aid with efficient testing of many model sets and
many training datasets, most training has been done using 4 or 8 waveforms at once. This will be discussed
somewhat more in Section 5.2.
4.3.6 Waveform Fits
Single waveform fits proceed using the detector model parameters found in the training step as true
values, without floating them. Instead, only the six parameters indicated in Table 3.6.4 are allowed to float.
The selection of waveforms for these fits is less stringent than on training fits, as fitting a single waveform is
less computationally expensive, and we can therefore risk trying to recover parameters from more waveforms.
A typical example of a single waveform which has been fit is shown in Figure 4.3. The data and simulated
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Figure 4.3: Waveform fit comparison for an average waveform. The horizontal scale indicates a time
parameter. The vertical scale on the top figure is a voltage, and the bottom figure indicates the residual
difference between a data waveform and the proposed simulated value. The data and fit overlap considerably,
with a residual feature at the rising edge.
waveforms overlap nearly perfectly, with a maximum residual at less than 1% of the waveform itself. The
rising edge contains the most detailed information about the relative motion of electrons and holes in the
detector, and therefore it is not surprising that the residual is greatest at this point. When investigating the
residuals from many waveforms together, it is clear that they usually add constructively around this rising
edge feature, which indicates that the model may lack some detector physics. The overall fit is quite good for
most waveforms, however.
4.4 Model Testing
The models described in the previous sections and chapter describe the physics of signal creation, and
the modification of the signal electrically before it is digitized.
The model selection process compares different sets of models to determine which is the best to describe
the system under investigation. In general, it is not possible to identify the true correct model, but rather a
model which is sufficiently good to provide predictive power in the parameter region of interest. In addition,
some model selection schemes aim to identify models which will perform well on other data which has not
been observed.
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There are really two sets of models to consider validating, the training model and the waveform model.
The waveform model contains only basic parameterization, and is well established from other studies. The
training model contains several waveform models as a subset, and the variation between training models is
between different parameterizations of the electronics and detector. For this reason, we only consider model
comparison between training models.
There are various metrics to use for model selection, including Bayes factors, cross-validation, and
various information criteria such as AIC, WAIC, DIC, and BIC. Each has various implementation and
interpretation advantages, and we will briefly discuss only two options here. Future studies may benefit from
considering other techniques.
4.4.1 Bayes Factor
The Bayes factor K is a simple metric, corresponding to




the ratio of the Bayesian evidence values of each of the respective models. Gelman states [93] that Bayes
factor model comparison is helpful in situations in which each of the alternative models makes scientific
sense, and there are no obvious intermediate models in between. The BF is considered somewhat sensitive to
the choice of prior, and is generally considered challenging to explicitly compute, as the evidence is often not
computed at all in Bayesian inference problems. When using a sampling algorithm such as Nested Sampling,
which gives the evidence value as an output, it becomes easy to execute such an analysis.
A model with a higher BF is more likely to be the more correct model. The degree to which the BF
ratio is larger than unity determines the degree of significance to which that model is preferred, and there are
various estimates to estimate the significance. A BF of 2 is said to be of minor significance and a BF of 10 is
considered relatively definitive [94], however an exact numerical cutoff is not recommended.
As an example of a model comparison test, the same detector was trained on two sets of four waveforms,
using two different sets of electronics models. The only difference between the two models is that model A
contained an antialiasing filter, while model B did not. The results of this model comparison can be seen in
Table 4.2. Clearly, the model set described by model B was vastly preferred, despite the fact that model A
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WF Set 1 WF Set 2
KAB 0.068 0.054
KBA 14.7 18.5
Table 4.2: Example of Bayes Factor comparison between models, for two sets of models, with two sets of
waveforms indicating a strong preference for model B.
contained more free parameters. Proceeding in this fashion, each proposed model can be tested to verify its
applicability to the prescribed data.
4.4.2 Cross-Validation
Cross validation segments the data into a training set and a validation set, performing the training analysis
on the training set and evaluating the performance on the validation set. This helps to avoid overfitting,
by rewarding the ability to perform well on previously unseen data. Generally, this is a computationally
expensive process, as there are many different ways to partition and segment the data. This technique is
powerful, especially when limited training data is available, but has not yet been used for this study.
4.5 Conclusions
As the fitting techniques we are using give the evidence Z as an output, we find the use of the Bayes
factor to be most convenient in comparing model performance. We will apply the statistical techniques




In this chapter, we will discuss the output of training and waveform fits, and the performance and stability
of these fits. In addition, we discuss the validation techniques used to verify fit performance, and other future
methods which could further validate them.
5.1 Convergence Metrics
There are several standard metrics used to evaluate the convergence of individual fits. For example,
one popular technique advocated by Gelman [93] is to check MCMC chain convergence using R̂, an
autocorrelation metric.
The direct output of a nested sampling fit is a chain of samples with weights to apply for each level
and a marginal likelihood – a posterior is accessible after processing the chain. Within the Diffusive Nested
Sampling paradigm, the most basic check is to see that each level has been explored, and that adequate
mixing of levels has occurred following this, as indicated in Figure 5.1. Here, we have obtained the desired
number of levels, and the particles have begun exploring the full mixture of levels. Usually, the fit should be
allowed to continue fully mixing for as long as feasible.
In addition to this simple exploration metric, the level weight may be used to determine convergence. A
peak of weight as a function of remaining prior mass X indicates that the majority of the posterior mass may
have been found. An example of this is shown in Figure 5.2. Here, the top figure shows the log-likelihood as
a function of the enclosed prior mass; this indicates that past a certain point, the log-likelihood no longer
appears to increase. The bottom figure of Figure 5.2 indicates a peak in posterior weight as a function of the
remaining enclosed prior mass. The peak is expected in every successful run, as it indicates that there is not
a continuously increasing amount of posterior weight during continued exploration. The fit should be run
for long enough that no new posterior weight peaks are discovered at decreasing log(X). If an insufficient
number of contour levels have been specified, the fit may fail to form a full peak, leaving the posterior weight
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Figure 5.1: Beginning of level exploration for a fit using 105 particles per each of 4 waveforms over 750
levels. Each level is successively made, compressing the remaining prior mass in each subsequent level, and
after all levels have been created, the particles diffuse into exploring through all existing levels.
Figure 5.2: Top figure shows the log-likelihood as a function of the enclosed prior mass. Bottom figure shows
the weights of the saved particles, shown by their enclosed prior mass values; particles to the left of the peak
are not expected to contribute to the evidence significantly.
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Figure 5.3: Fit result of impurity at each end of the detector for detector P42575A in dataset 1. The right
plots are chains of the posterior values with the mean indicated, plotted as a function of sample number. The
left plots are KDEs of the indicated chain, with the median and mean estimates indicated.
all at unspecified higher likelihood levels, with the enclosed prior mass all lying in just the innermost contours.
This can be avoided by using a larger number of levels, however, using too many levels is computationally
wasteful and time consuming.
5.2 Training Performance
As explained in the previous chapter, the output of a training fit is a set of model parameters unique to a
particular detector as defined by the set of models use for training. These usually include the impurity gradient
and charge trapping parameters, as well as the various electronics models to describe the preamplifier and
front-end electronics. An example of the training result for one model in one detector is should in Figure 5.3.
Here, the two parameters are the impurity concentration at each end of the detector in units of 1010 impurities
per cubic centimeter.
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In order to reduce the amount of bias in the estimate, a Kernel Density Estimator (KDE) with a gaussian
kernel is used as an alternative to histogramming. This helps to eliminate the binning effects that can arise in
reading histograms.
In order to establish the reproducibility of these model parameters for a given detector, we have fit the
same detector using independent sets of data waveforms. If the fit is indeed finding a true good value, it is
expected to produce the same set of parameters back, regardless of which particular set of waveforms are
used for training. An example of this for the impurity gradient parameters is shown in Figure 5.4. The spread
in parameter values when fit with multiple waveform sets can be expected to represent an uncertainty in the
fit result values.
In the case of this detector, P42575A, the impurity gradient reported by the manufacturer was −0.971×
1010 at the seed end of the crystal and−0.7× 1010 at the tail. The fit values estimated by comparing the three
training sets shown are impurities of −0.72× 1010 and −0.33× 1010, for the same values. While the values
themselves differ by an offset of approximately 0.3× 1010, the impurity gradient is found to be consistent
with the detector vendor values.
In addition, the detector depletion voltage is an experimentally determined quantity which is well-
determined and calculable given a particular impurity profile. Therefore, we can use the depletion voltage as
a way of evaluating the impurity profile determined by performing training fits. Using the impurity profile
indicated in Figure 5.4, the depletion voltages is found to be 1802 V. This compares extremely closely to the
experimentally determined 1800 V value, and is therefore an indication that the field we determine from the
training is an accurate representation of the true field in the detector.
Both the natural BEGe detectors and the enriched “ORTEC” detectors have been used for training. The
fits from both detector types successfully converge, even using the same basic models (aside from geometry).
5.3 Waveform Fit Performance
Using the techniques described in the previous chapter, we are able to fit waveforms from trained
detectors as an automated Tier 3 data processing step. While the fits are much less computationally intensive
than the training fits, they still require at least several minutes of single-core processing time per waveform,
and up to several hours. In addition, it is much more challenging to verify the convergence of a large number
of waveforms manually; instead, as the results are processed into a dataframe, the convergence metrics are
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Figure 5.4: Fit result of impurity at each end of the detector for detector P42575A in dataset 1. The three
different colors each represent a training fit using 4 different waveforms, and the black line is the average of
the posterior maxima.
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Figure 5.5: Comparison of energy parameters between fit data and trapezoidal filter estimation. The two
metrics are largely in agreement, although some waveforms differ by as much as 10 keV.
added to allow for cuts to be applied. So, while the mechanism for performing this type of single waveform
fit is now in place, it has not yet been done on a large-scale set of waveforms, as from a full calibration or
background dataset.
Doing a simple single-point calibration at the 2615 keV photopeak, we can compare the Tier 3 fit energy
to that which is found by a more conventional trapezoidal filter and spectral calibration. In Figure 5.5, the
energy value that is found by the conventional analysis is plotted against the simple waveform fit energy
value. Most of the spectrum agrees between these two methods, however, a small number of events differ by
as much as 10 keV. Although this is a low-statistics comparison, this large difference merits additional study,
as this may easily push events into or out of the ROI. Also note that the distribution of energy residuals in
this figure is non-symmetric, with the traditional fit value being a slightly higher value, but with the T3 fit
energies all outlying low.
In the joint plot of Figure 5.6 the scale is zoomed to just allow the 2615 photopeak. Here it is possible to
compare the energies found by each method, and the energy resolutions are shown to be comparable. The
resolution is indeed somewhat degraded for both methods when compared to that found in the traditional
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Figure 5.6: Comparison of energy parameters between fit data and trapezoidal filter estimation, in a joint
KDE plot centered over the 2615 keV photopeak.
MAJORANA analysis, most likely because the ADC nonlinearity correction is not included here. Charge-
trapping effects should correctly be contained within the detector model. This is further discussed in
Section 6.3.2.
Although we do not know the true values for each of the event locations within the detector, we can
approximate the approximate distribution of event positions within the detector bulk. The calibration source
is positioned around the outside of the array. Simple mass attenuation for a 2.5 MeV photon will attenuate
the flux by approximately one half in 3.5 cm of germanium, the radius of detector P425757A [95]. Therefore,
we expect that the center of the detector will have somewhat lower volumetric count rate than the rate at the
radial extreme.
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Figure 5.7: Fitted positions for 112 calibration events in a single detector. Note that radius value is squared to
correct for the cylindrical volume element. Events show some higher density near the radial extreme of the
detector and some clustering in a small region near the surface. The events which have slower drift times are
found to correctly be located farther from the point contact (r = 0, z = 0).
When investigating waveforms fit with these training parameters, the hits were not uniformly distributed,
and clustered somewhat towards a point near the outside top edge of the detector, as indicated in Figure 5.7.
This seems to indicate that the found parameters are locating a local maximum, or that the convergence is not
complete for some events.
The fit waveforms can be compared to the simulated distribution indicated in Figure 5.8. Here, there is
slightly higher density at the radial maximum, and a relatively uniform distribution of events throughout the
bulk. The rate decreases with increasing axial position (increasing z), presumably due to the source location.
5.3.1 Other Detectors and Datasets
Within this thesis, the focus is largely on data taken in the first dataset of the DEMONSTRATOR, and for
a single detector. In the development of this work, training fits were performed on approximately a dozen
detectors, within 4 datasets. While these fits were instructive in establishing a framework and workflow for
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Figure 5.8: Simulated event interaction locations for 630,525 calibration source events in detector P42575A,
with each blue point indicating a different event. Note that radius value is squared to correct for the cylindrical
volume element. A higher color density indicates a relatively higher number of events in that location. Events
show some higher density near the radial extreme of the detector and the density decreases with increasing
axial position. The event distribution is otherwise nearly uniform.
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performing fits, many of these fits did not reach convergence. This was later found to be resolvable using
additional computing resources. Therefore, the results of these fits are not included here.
Among detectors, fits were performed among both the enriched-Ge ORTEC detectors and the natural-Ge
Canberra BEGe detectors. All BEGe detectors have the same physical dimensions, and use germanium of
natural isotopic abundance. Successful training fits have been performed on both styles of detectors, and the
existing models appear to encompass both styles adequately.
5.3.2 Future Validation
Rather than fitting simulated data, the ideal validation technique would make use of signals of known
position to deposit energy at specific points within the detector, and then verify that these positions are
recovered. One way to perform this technique would be to use a scanning table to scan a highly collimated
x-ray or gamma ray source along the detector. This configuration presents several challenges: it requires a
different experimental configuration, which must be constructed, and it may not translate directly to the true
configuration. However, it would also be very valuable as a test to validate the results of this method, as well
as possibly an input to training methods with known position coordinates.
For somewhat different reasons, a campaign was initially performed within MAJORANA to characterize
detectors in an azimuthal source-scanning table. This was done in an effort to identify the crystal axes in
situ for a dark matter analysis, but ultimately required too much experimental time to be performed on each
detector. A similar experimental technique may be useful for these studies.
Additionally, it may be possible to use a spectrum analyzer with a tracking generator to characterize the
preamplifier response directly on a lab bench, and then translate this into the experimental configuration. This




In this chapter, we will discuss the applications for advanced event reconstruction with germanium
detectors, including some potential future applications.
6.1 Overview
The expected outcome of an advanced fitting technique for analysis of detector waveforms is the improved
characterization and understanding of individual detectors and waveforms. That is, by training algorithms to
understanding each detector, we can then model the electronics and detector characteristics for that detector.
6.2 Inverse Filtering
There are applications in which it is desirable to do analysis on the waveforms with the electronics effects
removed. In principle, these recovered waveforms should be a close approximation to the actual raw signal
produced by the detector.
In a discrete time system, a Z-transform can be used to model filters, as described in Appendix B. In
order to recover the raw waveform from a filtered one, it is necessary to apply an inverse filter 1. Such a filter





or effectively, by other means such as spectral deconvolution. This would then convert a high-pass filter into
a low-pass, and vice versa.
1Note that an inverse filter is distinct from an inverse transform, such as an inverse Fourier or Z-transform, which reverses the signal
domain from its transformed domain back into it’s original domain. In the inverse filters described here, all signals are in the time
domain.
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Figure 6.1: Frequency response of forward and inverse transfer functions. The forward and inverse filters are
nicely matched, indicating that much of the frequency-space power can be recovered.
While in principle it is possible to apply an inverse to any filter, it is not always useful in practice.
Consider a filter which entirely removes some part of the signal: applying an inverse filter to such a waveform
could never hope to recover it. In most cases, a filter will just decrease the amplitude in the frequency domain
of particular parts of a signal, usually by several orders of magnitude. Inverting one of these filters may add
considerable noise by amplifying a signal which no longer exists.
Another way to consider this problem is by recognizing that zeros, which are roots of the numerator,
become poles when inverted according to Equation 6.1. Poles outside the unit circle in the z-plane will
always be unstable, giving rise to undamped oscillations. This means that a stable forward filter may have an
unstable inverse filter, though if all poles and zeros lie within the unit circle, the filter is said to be minimum
phase and invertible.
Therefore, developing inverse filters is often a compromise which cannot always be expected to reproduce
a perfect raw waveform. Regardless, it is still valuable to remove as much of the filtering as possible. In the
case of MAJORANA waveforms, much of the shaping can be removed by inverse filtering. An example of the
forward and reverse filter frequency responses are indicated in Figure 6.1. These applications perform well,
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Figure 6.2: Waveform with electronics effects removed. Note that the falling edge of the waveform is
corrected to a flat top, as expected.
with the theoretical forward and inverse filters well matched to each other, as expected. The effect of the
reverse filter on the waveform is indicated in Figure 6.2, where the falling edge is corrected, eliminating the
obvious high-pass filter effect.
6.3 Future applications
There are several other applications which have been explored, but not yet fully demonstrated.
6.3.1 Electronics Stability Performance
The output of a training fit is a set of parameters describing the electrical characteristics of a given
detector. In general, variations of the performance between detectors is believed to result from the slight
differences in the components between front ends, as well as the detector’s electrical characteristics. We
believe the gain or other electrical properties may drift over time; this could be the result of component values
shifting over time, or from the laboratory environment itself changing.
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The ”warm electronics” outside the cryostat (the preamplifier and digitizer) may experience some drifting
performance from temperature shifts. The ”cold” front end may be sensitive to changes in the power supply
voltages.
Any type of instability within a run or dataset is undesirable, as it may deteriorate energy resolution and
decrease our ability to extract information from individual waveforms. It is therefore of interest to try to
identify when this is occurring, and possibly also to correct for it.
The anticipated technique for identifying this instability using waveform fits would be to perform training
fits on the same detector at different points in time, and compare the trained values to look for trends or
variation.
6.3.2 Energy estimation
The energy resolution of germanium detectors is excellent, as discussed in Chapter 3. The value of the
energy resolution is essentially determined by estimating the FWHM of a peak in the ROI.
In a traditional Majorana analysis, the energy of a given single detector hit is found by a process where
each waveform is corrected for ADC nonlinearity, pole-zero, and charge trapping [96]. Then the total
spectrum is calibrated using a 228Th calibration source. By correcting for charge trapping effects within the
detector, the energy resolution can be improved by nearly a factor of 2 over the naive calibration in many
detectors. In the MAJORANA DEMONSTRATOR, this is done in a combined analysis with the pole zero
correction, as both effects cause exponential decaying effects.
Using the pygama frameworks, we can perform a spectral calibration on each detector, fitting to multiple
peaks from calibration data. Here, we find the energy resolution to be around 5 keV at the 2615 keV thallium
line. This corresponds to a 0.2% energy resolution, and is approximately a factor of two worse than the
expected best value as found by our traditional analysis.
By performing a tier 3 fit of waveforms around the 2615 photopeak, the scaling factor (amplitude) of each
waveform may be determined as an energy predictor. This fit amplitude parameter corresponds to the number
of electron-hole pairs formed in the initial event, and is scaled according to the various models applied to the
waveform.
In the analysis performed within this study, an ADC nonlinearity correction was not applied. While
the amplitude difference of a given sample in the waveform due to nonlinearity is smaller than the noise
amplitude, the integral nonlinearity over a region of the waveform can be significant. The framework has
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been developed to allow this nonlinearity correction, and it is interesting to consider the possible outcomes
on these fits.
6.3.3 Likelihood Cut
In a spectral analysis problem, the goal is to identify and quantify spectral features. As mentioned
previously, background events act to occlude the signals of interest. In order to remove background events we
apply analysis cuts, which are often calculated heuristics with a threshold applied to accept or reject particular
events.
With a full detector and waveform model in place and with the best estimate for the waveform parameters
found, we can then give a single total likelihood value to evaluate how well a given waveform matches the
model. This can be used as a measure of how well the presented model fits to the specific waveform. A
waveform which fits poorly to the model is expected to be of a distinct class of events which is not being
modeled, as in a multisite event.
6.3.4 Compton Imaging
When a photon is incident on a detector (or any material) it has some probability of compton scattering,
leaving some energy in the detector, and then being emitted back out with the remaining energy. If two events
are registered nearly simultaneously on nearby detectors and their energies sum to a known photopeak value,
then the measured energy corresponds to a particular angular direction (cone) which the photon must have
entered from. Compton imaging uses multiple detectors (or segments of detectors) to do this reconstruction
to backproject the possible location of incident photons, indicating the likely source location.
Using the techniques described here, it is in principle possible to identify for a single event its coordinate
angle φ within the detector. Due to the 8-fold symmetry of the axes, it is only possible to place events
within a single (unknown) octant of the detector volume. Within the MAJORANA DEMONSTRATOR this is
of limited utility because the crystal axes of individual detectors are unknown; therefore, any identification
of an event’s axial position within the detector has no corresponding direction within which a lab-frame
direction can be specified. It may be possible to “calibrate” the axis orientation by investigating the coincident
compton-scattered event waveforms, but this has not been attempted. For this reason, we consider this a
low-value application for this particular detector system, although the application is of general interest.
80
6.3.5 Other future applications
The ultimate capability of this waveform fitting technique would be to identify particular event signatures
for individual events. These events might include the obvious double-beta decay, but also identifying such
events as Lightly Ionizing Particles (LIPs) or muons, which are largely vertical-going and should deposit a
line of ionized charge in the detector.
In addition to this, we expect that by using a finite mixing model, it would be straightforward to fit
multisite and pileup events, recovering the parameters from each contributing event. Similarly, it may also be
possible to guess from the unsaturated parts of a saturated waveform how large the final amplitude was going
to get; this would be of value if it could extend the dynamic range of our data acquisition system.
Currently, the digitizers used by the DEMONSTRATOR use a simple trapezoidal trigger to trigger the
readout. An interesting idea to consider is using the training parameters as part of a triggering algorithm
wherein we could potentially even estimate some of the waveform parameters (or a proxy, such as drift time)




Within this document, a technique has been presented for extracting information from detector signals.
Using a set of detailed models contributing to p-type point contact germanium detector signal formation, we
are able to evaluate the validity of proposed model components using a flexible Bayesian framework. This
framework also allows us to determine model parameters to describe individual detectors and waveforms.
Outside the scope of this work, the author believes that no groups are using such a technique now for routine
analysis of germanium detector waveforms.
The described framework is organized primarily into two software packages, waffle and pygama. Con-
tributions to pygama allowed digitized waveforms from the MAJORANA DEMONSTRATOR detectors to be
analyzed in a python environment convenient for this study but also of general value. The waffle framework
was extended for this work to allow for a third tier of data processing to efficiently perform waveform fits
with only a few user commands, storing the fit results in a format parallel to the existing data parameters.
7.0.1 Results
• Using Dnest4 it is possible to explore a complicated parameter space, although with computational
expense which is somewhat limiting
• Using a detailed detector model, it is possible to recover some detector and electronics parameter
values which are reasonable.
• We have introduced a more flexible model for the preamplifier electronics, which should be able to
match any observed features.
• We have contributed to the fitting framework to improve the single waveform fit pipeline, as well as
improving convergence metrics and fit postprocessing.
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• When fitting back the event energy scale parameter, some events deviate significantly from the expected
value. This effect merits additional study.
• Additional fitting and validation is required to fully understand where deficiencies lie.
7.1 Extensibility
The advances described in this work are specifically oriented towards the improvement of models for
P-type Point Contact germanium detectors, as used by a neutrinoless double-beta decay experiment. Despite
the intent of this specific use case, the ideas presented are generic enough to be used with other detector
systems or waveform analysis.
In order to develop for another application, a generic physics model is needed for creating a waveform.
Further, there must be a way to process and organize the raw waveform data, making it available to the fitting
framework. Using these, then the fitting software must describe the the prior estimates and distributions, and
a means of evaluating the likelihood for a given parameter proposal.
While describing a signal model in this way is non-trivial, doing so may be of particular value in those
cases where the model is high-dimensional and understanding the underlying parameters is of value.
7.2 Future Work
The work outlined in this thesis leaves several additional avenues for future exploration.
7.2.1 Near Term Work
The first steps which should be considered are:
Add multisampled waveforms This is nearly complete in pygama. Adding this will allow for data from all
datasets to be easily processed.
Process data with ADC nonlinearity correction This will remove distortion effects from the digitization
which we know contribute to waveforms, improving the fit.
Train multiple detectors on each dataset This will allow us to identify trends in model parameters and
build confidence in our model set.
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Choose a model set By trying multiple sets of detector and electronics models and picking the best fitting
one, we can identify the single set of models which can best describe the true system. This allows us to
perform future fits with more confidence that the parameters should return meaningful values.
7.2.2 Further Validation
This analysis is largely a passive experimental effort based on the data which has been already been taken
by the DEMONSTRATOR. Several experiments could be designed which would aid in this type of analysis.
As described in Section 5.3.2, the first experiments that would be interesting to try would be experi-
mentally validating fit performance using a highly collimated gamma ray source to scan different positions
through the detector, and fit back waveforms with at a position coordinate already known (either r or z would
be known, and possibly the azimuthal angle as well). It may be necessary to do other measurements to
absolutely determine the azimuthal angle, such as by x-ray diffraction or polarized raman spectroscopy.
Also, direct measurement of the preamplifier transfer function could be useful to validate or estimate the
front end properties. Operating a preamplifier on a bench top, we could more carefully evaluate its response
without the complicating effects of cables, flanges, or multiple temperatures.
Additionally, it would be interesting to operate detectors using different digitizers and preamplifiers.
The pygama framework is flexible enough that by writing a decoder for the new digitizer, the waveform
objects should be directly comparable to those made for the Gretina digitizer currently in use. Additionally,
by testing different front ends and preamplifiers, we may be able to more readily isolate detector effects.
Within the DEMONSTRATOR it may also be possible to perform analysis using both the high- and
low-gain channels together, for events of the appropriate energy windows. This may help to avoid channel
dependent nonlinearity and noise effects. Doing so would probably require a new software class of waveform
object which can hold two different “views” of the same event.
7.2.3 Model Improvement
7.2.3.1 Improve the impurity gradient model
As described in Section 3.2.0.2, the impurity gradient is a crucial part of understanding the field, and
therefore signal. The model used in this work is a simple axial linear gradient model, however, it is known
that this is not a complete description [97]. It may be valuable to introduce additional parameterization in
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order to use an exponential gradient, as well as introducing a radial component to the impurity [59]. The
effect is expected to be small, but within reach without great effort. It may be also possible to work with the
detector vendor to obtain a better understanding here.
7.2.3.2 Improve Velocity Model
The hole mobility parameters are allowed to float in the fits described here, introducing additional
computation and uncertainty. A measurement of the charge carrier mobility in isotopically enriched 76Ge at
liquid nitrogen temperatures would allow these parameters to be frozen at or held near their true values. An
experimental technique that allowed measurement of mobility for individual detectors as a characterization
step would be of even more value.
7.2.4 Extend fits
After deciding on a final set of models to use for fitting, the final goal will be to perform training fits on
all detectors in every dataset. This is a near-term analysis goal for the DEMONSTRATOR collaboration.
7.2.5 Improve Computational Performance
The fits performed here are computationally expensive. A single training fit using only 4 waveforms has
a typical computation of approximately 3 days using approximately 500 Xeon Broadwell-EP CPU cores. The
training fits were performed by giving each DNest particle it’s own core, with the same number of particles
designated for each waveform. Fits performed for longer would be interesting to ensure convergence, but are
probably not necessary. The single waveform fits were generally allowed to run on a single or small number
of cores for several hours.
In order to improve the computational performance, there are two main directions to work from. First,
we can try to reduce the needed computation by simplifying the model. For example, if the velocity model
parameters and impurity profile were known more precisely from other means, it may not be necessary to
float them in a fit, and their values could be treated as exact. Additionally, it may be possible by further
detailed study of the preamplifier circuit to reduce the electronics model to a simplified yet complete version.
Reduction of parameters in this way reduces the dimensionality of the fit.
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The other way to improve the computational performance is by speeding up the computations that are
currently performed. This may mean porting the existing code to run on a GPU, improving the calculation
algorithm, or using other sampling algorithms.
Additional parallelization may be a possible method to improve fit speed, however, we are already at the
practical limit of current computing resources.
7.3 Conclusions
Physics is a results-driven field, with a continuous need for modern analysis solutions to increasingly
challenging experimental problems. Neutrinoless double-beta decay experiments must work to improve
their understanding of individual events as a mechanism for further reducing experimental backgrounds;
low-background experimental design alone can not conceivably reduce backgrounds by several additional
orders of magnitude at this time. The techniques described in this thesis are a step towards improving the
analysis of germanium detector experiments, with particular applications for neutrinoless double-beta decay
using germanium detectors. These techniques will soon be refined enough to contribute to limit-setting




This appendix serves as a simple manipulation of units used when discussing the density of impurities in
crystals.
The density of germanium is about 5.323 grams per cubic centimeter. The atomic mass of natural
germanium is 72.630 grams per mole.
This gives a molar density of
5.323 g/cc
72.6 g/mol
= 0.0733 mol/cc. (A.1)
for germanium.
A single mole is 6.02 × 1023 atoms. This then gives (0.0733 mol/cc)(6.02 × 1023atoms/mol), or
4.4× 1022 atoms per cubic centimeter.
The impurity concentration of High Purity Germanium (HPGe) detectors is frequently stated as a
concentration impurities per cubic centimeter. Detector grade HPGe can often have an impurity concentration
lower than 1010 impurities per cubic centimeter. Using the value stated above, we find that this corresponds




= 2.3× 10−12. (A.2)
That is, the impurity is at a level of about 2 parts per trillion, or 0.002 parts per billion! Indeed, HPGe is




This appendix serves as an introductory overview of the z-transform as it is used in signal processing
applications.
There is no shortage of resources to learn about digital signal processing. The methods of [98] are clear;
Oppenheim is the author of a classic text [99], which is considered a standard reference. The author is partial
to the free Micromodeler DSP online software [100], which provides a convenient interface to explore the
results of any arrangement of poles and zeros on digital system.
B.1 The Z-Transform
In general, the role of a filter is to enhance or diminish a signal at particular frequencies or ranges of
frequencies. Filters may be as simple as an RC high- or low-pass filter, or may be more complicated filters
such as the Chebyshev or Elliptic filters. In order to model a digital filter, we make use of the Z-transform.
The Z-transform is a discrete-time equivalent to the Laplace transform, and is used extensively in digital
signal processing for modeling and applying filters.





A Z-transform describes a filter’s transfer function as a quotient of polynomials, usually in negative
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Adding confusion to the field, some disciplines (notably geophysics) choose to use positive powers of z, with
the appropriate transformations to yield the same utility. This transfer function can then be applied directly to
a signal X[z] to give a transformed signal Y [z], as
Y [z] = H[z]X[z] (B.3)
88
Roots of the numerator describe zeros, and roots of the denominator describe poles. A system is stable
when its poles are all contained within the unit circle, and is invertible if its zeros are within the unit circle.
The z-transform describes a complex phasor spinning about the origin with the system’s sampling
frequency. A given transform describes filters only relative to the sampling frequency, and has no knowledge
of particular rolloff frequencies except as a fraction of the sampling frequency. In this way, the φ = 0
direction corresponds to a DC signal, and φ = π2 corresponds to one fourth of the sampling frequency. As
φ = π corresponds to the Nyquist frequency, all complex-valued poles and zeros will necessarily be mirrored
about the real axis.
An equivalent way to consider the z-transform is as a linear difference equation [98, pg. 110]. In this
way, a transfer function describes a difference equation which can feedback and feedforward scaled sample
values to accomplish a a particular filter. The powers in the numerator add to the value according to their








Using the first numerator coefficient a0 as a normalizing coefficient, this could equally be described as:
a0 ∗ yn = b0 ∗ xn +b1 ∗ xn−1 + ...+ bM ∗ xn−M (B.5)
−a1 ∗ yn−1 − ...− aN ∗ yn−N (B.6)




DATA ACQUISITION FOR THE MAJORANA DEMONSTRATOR
This appendix serves as an overview of the data acquisition system used by the Demonstrator.
C.1 ORCA
ORCA provides a framework for controlling hardware objects and acquiring data from them. The design
is modular and object-oriented, written in Objective-C for the Mac OS using the model-view-controller design
pattern. The application was targeted to Mac OS using Objective-C because, at the time of its development,
there were no simple options to support across platforms, and that option provided the best experience for
the primary target user. Further, because it relies on the Apple Cocoa framework, it continually has the
appearance of modern applications in the current operating system with minimal development effort.
ORCA is designed as a graphical interface with many drag-and-drop features, allowing users to change
any experimental parameters and topologies without recompiling the application.
C.1.1 Objects in ORCA
Each hardware object in ORCA consists of three classes, a model, view, and controller, each separated
into its own files (this is a standard MVC design pattern). The model contains all the necessary code to
interact with and control the device. The view is an Apple NIB or XIB file, which is a graphical description
of the object as it will be interacted with by a user. The controller is a class which binds user actions in the
view to methods in the model. The bulk of the work that goes into adding an object into the ORCA hardware
catalog is in the model code, as the model must contain code to control every option that a device is capable
of, and some complex objects, such as digitizers, have hundreds of registers and channels to keep track of and
strict sequences of events which must occur to allow for data readout. In general, ORCA models are written
to encompass all features of each hardware device, allowing the user to later access the relevant features.
C.2 The MAJORANA DEMONSTRATOR
The DAQ system used by the MAJORANA DEMONSTRATOR is graphically demonstrated in Figure C.1.
Digitizers in VME crates are time-synchronized using custom “trigger cards”. Using a serial interface on
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Figure C.1: The Data Acquisition system for the Majorana Demonstrator.
the front panel of the digitizers, the baseline voltages may be read out from the controller cards of the
preamplifiers. Data is read from the digitizer cards over a VME backplane, where it is buffered to a Single
Board Computer (SBC) acting as the controller in each VME crate. The High Voltage system is controlled by
MPOD-based high voltage cards. Both the VME SBC cards and the MPOD controllers are accessed over a
private network connected to a DAQ readout computer locally underground.
A separate veto system monitors acrylic veto panels by PMT signals on QDCs for the appropriate logic
condition to indicate a veto is necessary. Using a VME latching scaler, the clock signal from the trigger card
is counted and the timestamp is recorded at times which indicate a veto is necessary. Vetoed digitizer events
are still recorded, and are removed in analysis by comparing the event time to the recorded veto time.
A separate Slow Controls computer also runs ORCA and manages the secondary DAQ systems, such
as environmental monitoring. These processes include clean room particle count, radon, humidity, and
temperatures, the glovebox nitrogen purges, as well as tracking and controlling the liquid nitrogen levels in
each module. Each module’s cryovacuum system is controlled by an independent computer running ORCA.
The status of slow controls systems are recorded in a CouchDB database which is synchronized to a server at
UNC, where a web server displays the current status of all systems.
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