Abstract. We study the Cauchy problem for an inhomogeneous Gross-Pitaevskii equation. We first derive a sharp threshold for global existence and blow up of the solution. Then we construct and classify finite time blow up solutions at the minimal mass threshold. Additionally, using variational techniques, we study the existence, the orbital stability and instability of standing waves.
Introduction
In this paper, we give some results concerning the Cauchy problem and the dynamics for an nonlinear inhomogeneous Gross-Pitaevskii equation in the following form:
(1.1) i∂ t u + ∆u − γ 2 |x| 2 u + |x| −b |u| p−1 u = 0, u(x, 0) = u 0 , where γ > 0, u = u(x, t) is a complex-valued function of (x, t) ∈ R N × R, N ≥ 1, 0 < b < min {2, N } and 1 < p < 2 • . Here, 2 • is defined by 2 • = 1 + The Schrödinger equation (1.1) is a model from various physical contexts in the description of nonlinear waves such as propagation of a laser beam in the optical fiber. In particular, it models the Bose-Einstein condensates with the attractive interparticle interactions under a magnetic trap. The operator −γ 2 |x| 2 is the isotropic harmonic potential modelling a magnetic field whose role is to confine the movement of particles. The inhomogeneous nonlinearity |x| −b |u| p−1 u describes the attractive interaction between particles. When b > 0, it can be thought of as modeling inhomogeneities in the medium in which the wave propagates; we refer the readers to [1, 2] for more information on the related physical backgrounds. In recent years, this type of equations has attracted attention of numerous researchers due to their significance in theory and applications, see [7, 8, 10-12, 19, 20, 25, 31] .
In the absence of the harmonic potential, i.e., (1.1) with γ = 0, we refer the reader to [10-13, 19-21,31 ] for more information. In the classical case b = 0, many authors have been studying the problem of stability of standing waves, see [5, [15] [16] [17] 29, 30] . On the other hand, if γ > 0 and b < 0 the problem (1.1) was treated in [7-9, 23, 24] . If γ > 0 and b > 0, to the best of our knowledge, there are no results concerning the Cauchy problem and the dynamics for (1.1).
By [20, Appendix K] and [6, Theorem 9.2.6] we can get the time local well-posedness for the Cauchy problem to (1.1) in the space
equipped with the norm
More precisely, we have the following proposition.
Proposition 1.1. For every u 0 ∈ Σ(R N ) there exists a unique maximal solution of Cauchy problem (1.1), T ∈ (0, ∞], such that u(0) = u 0 and u ∈ C([0, T ), Σ(R N )). If T = ∞, u is called a global solution. If T < ∞, u is called blow-up in finite time and lim t→T ∇u(t) 2 L 2 = ∞. Moreover, we have the conservation of energy and charge: for every t ∈ [0, T ), E(u(t)) = E(u 0 ) and u(t)
We remark that if 1 < p < 1 +
4−2b
N , then we have the global existence of Cauchy problem (1.1) in Σ(R N ). Indeed, let u be a solution of (1.1) as in Proposition 1.1. From Gagliardo-Nirenberg inequality ( see [13, 20] )
we have that
Since 1 < p < 1 +
N , in view of the conservation of energy and charge, we see that ∇u(t) 2 L 2 is bounded; that is, (1.1) is globally well-posed.
On the other hand, assume that p ≥ 1 +
N and let u 0 ∈ Σ(R N ). From Lemma 2.2 below we see that if E(u 0 ) < 0, then the solution u of the Cauchy problem (1.1) corresponding to u 0 blows up in finite time.
In the case p = 1 +
N , we are motived to investigate a sharp sufficient conditions of global existence to the solutions of the Cauchy problem (1.1). Let Q be denote the unique (up to symmetries) positive radial solution of the following elliptic equation (see [11, 19] ) (1.4) − ∆Q + Q − |x| −b |Q|
N Q = 0.
From [19] , we have that
is the minimum of Weinstein functional
Following the argument of Zhang [28] , we have (ii) For arbitrary positive λ and complex number c satisfying |c| ≥ 1, if we take initial data
and the corresponding solution u(x, t) of the Cauchy problem (1.1) blows up in finite time.
Notice that if 1 < p < 1 +
N , then we have global well-posedness of the Cauchy problem (1.1). On the other hand, from Theorem 1.2, when p = 1 +
N , all solutions with a mass strictly below that Q L 2 are global. If the mass is greater than or equal to Q L 2 there are collapse solutions to exists for Eq. (1.1). So, in the case p = 1 +
N , we call Q L 2 the critical mass for (1.1).
Let us consider the function
where t > 0, β, θ 0 ∈ R and Q is defined by (1.4). In the next result, inspired by the work of R. Carles [4] , we classify finite time blow-up solutions at the minimal mass threshold. Theorem 1.3. Let p = 1 +
N and γ > 0. Assume that u is a critical mass solution of (1.1) which blows up in finite time 0
Then there exist θ 0 ∈ R and λ 0 > 0 such that
, sin 2γ(T − t) 2γcos 2γT cos 2γt for every t ∈ [0, T ), where S λ 0 ,θ 0 is defined in (1.5). In particular, with the change of variable β 0 = λ 0 cos 2γT , we see that the initial data is of the form
Remark 1.4. (i) Obviously we can prove similar result as Theorem 1.3 also in the case where u is a critical mass solution of (1.1) which blows up in the past, i.e., for −π/4γ < T < 0.
(ii)Let u satisfy the hypotheses of the Theorem 1.3. Since Q is spherically symmetric, it is not difficult to show that the function u satisfies the relation u(x, t + nπ 2γ ) = u(x, t) for every n ∈ N and 0 ≤ t < T . This implies, by using a time-translation and (i), that if u(t) does not collapse in finite time 0 < T < π/2γ, then it will never collapse in the future.
By a standing wave, we mean a solution of (1.1) with the form u(x, t) = e iωt ϕ(x) with ω ∈ R and ϕ satisfying the following nonlinear elliptic problem
We remember that λ 1 = γ N is the simple first eigenvalue of the many-dimensional harmonic oscillator −∆ + γ 2 |x| 2 . More precisely,
and we have the inequality
Notice that if ω ≤ −γ N , then the problem (1.6) does not admit positive solutions. Indeed, suppose that ϕ is a positive solution of (1.6). After multiplication of (1.6) by the function Φ defined above, and integrating, we infer
Thus ω > −γ N . On the other hand, since Σ(R N ) ֒→ L r+1 (R N ) is compact, where 1 ≤ r < 1 + 4/(N − 2)(N ≥ 3), 1 ≤ r < ∞ (N = 1, 2), we have that there is at least one solution ϕ ∈ C(R N ) ∩ C 2 (R N \ {0}) of (1.6) that is spherically symmetric and positive. Indeed, let ω > −γN . We denote
By (1.9), we have for every ω > −γN , u 2 Hω ∼ u 2 Σ . We define the following functionals
Note that the elliptic equation (1.6) can be written as S ′ ω (ϕ) = 0. We now consider the minimizing problem
and define the set of minimizers of (1.10) by
We have the following result.
and d ω is attained by a function which is a solution to the elliptic equation (1.6). Moreover, every minimizer is the form e iθ ϕ(x), where ϕ a real-valued, positive and spherically symmetric function.
Notice that ϕ being radially symmetric, satisfies the ordinary differential equation
Using the general results of Shioji and Watanabe [26] , we have that for any ω > −γ N , 0 < b < 1, N ≥ 3 and 1 < p < 2 • such a solution ϕ is unique, i.e, M ω = e iθ 0 ϕ; θ 0 ∈ R ; see Apendix for more details. We consider the following cross-constrained minimization problem
where the constrain N is given by
and we define d := min{d ω , d n }, where d ω is given by (1.10). From Lemma 5.4 we obtain that d > 0. Now we define the sets
Remark 1.6 . By the definition, we see that
We are now able to show the sharp threshold for global existence and blow up of solutions to (1.1). 
From a physical point of view, the most important solutions of the stationary problem (1.6) are the so-called ground states solutions; that is, which are the minimizers of the energy functional E subject to a prescribed mass constraint q > 0,
Eventually, we introduce the set of ground states of (1.6) by
Notice that if ϕ ∈ G q , then there exists a Lagrange multiplier ω ∈ R such that (1.6) is satisfied. Thus, u(x, t) = e iωt ϕ(x) is a solution of the Cauchy problem (1.1) with initial condition u 0 = ϕ.
We present a result about the existence of ground state.
N . (i) Any minimizing sequence of I q is relatively compact in Σ(R N ). In particular, the set of ground states G q is not empty.
(ii) If u ∈ G q , then there exists a real-valued, positive and spherically symmetric function ϕ ∈ Σ(R N ) such that u(x) = e iθ 0 ϕ(x) with θ 0 ∈ R. N . Let q satisfy that q < Q 2 L 2 . Then the set G q is not empty. Moreover, every minimizer is of the form e iθ 0 ϕ(x), where ϕ is a positive and spherically symmetric function and θ 0 ∈ R.
Notice that if p > 1 +
N , then we have
Thus, since p > 1 +
N , it follows that E(v µ ) → −∞ as µ goes to +∞. To show the existence of ground states in the supercritical case 1 + 4−2b N < p < 2 • , we consider a local minimization problem. Following [3] , we introduce the following sets
For a fixed q > 0 and r > 0, we set the following local variational problem
Notice that if S q ∩ B r = ∅, then by (1.3) we infer that I r q > −∞. We denote the set of nontrivial solutions of (1.14) by
For any r > 0 there exists q 0 > 0 such that for every q < q 0 : (i) Any minimizing sequence for problem I r q is precompact in Σ(R N ). (ii) For every ϕ ∈ G q there exists a Lagrange multiplier ω ∈ R such that (1.6) is satisfied with the estimates
, where ϕ is a positive and radially symmetric function and θ 0 ∈ R.
We now discuss the orbital stability of standing waves. For M ⊂ Σ(R N ), we say that the set M is Σ(R N )-stable under the flow generated by (1.1) if for all ε > 0 there exists δ > 0 with the following property: if u 0 ∈ Σ(R N ) and
then the solution u(t) of the Cauchy problem exists for all t ∈ R and
Moreover, we say that the standing wave e iωt ϕ is strongly unstable if for each ε > 0, there exists u 0 ∈ Σ(R N ) such that u 0 − ϕ Σ(R N ) < ε and the solution u(t) of (1.1) with u(0) = 0 blows up in finite time.
We have the following stability results for the standing waves of equation (1.1).
then for any fixed r > 0 and q < q 0 given in the Theorem 1.10 we have that the set G r q is Σ(R N )-stable with respect to (1.1). For instability of standing wave solution of (1.1), we have the following result. This paper is organized as follows. In Section 2, the sharp condition for global existence is established (Theorem 1.2). In Section 3, we construct and classify finite time blow up solutions at the minimal mass threshold. In Section 4 we prove the existence of a minimizer for d ω . Section 5 is devoted to the proof of Theorem 1.7. Section 6 contains the proof of Theorems 1.8 and 1.9. In Section 7, we establish the proof of Theorem 1.10. Finally, Theorems 1.11 and 1.12 are proved in Section 8. In Appendix 9, we prove a uniqueness result for (1.6).
Notation. The space L 2 (R N , C) will be denoted by L 2 and its norm by · L 2 . This space will be equipped with the real scalar product
The space L p (R N ), denoted by L p for shorthand, is equipped with the norm L p . Throughout this paper, the letter C denotes a constant which may vary from line to line.
The critical mass-case : sharp existence
The aim of this section is to prove Theorem 1.2. First we observe
. Then the following estimate holds:
Notice that 2/N is the best constant for the inequality (2.1).
(ii) If Q ∈ H 1 (R N ) satisfies (1.4), then the following identity holds:
As in [29] , which deal with the classical case b = 0, we use the virial identity for the proof of Theorem 1.2. From (2.1), to show that the H 1 (R N )-norm blow up, it suffices to show that the variance f (t), which is defined by
vanishes as t → τ for some τ < ∞.
Lemma 2.2. Let u be a solution of (1.1) on an interval I = [0, T ). Then the variance f is the class C 2 on I and satisfies the following identities:
This result can be proved along the same lines as in [10, 13] and hence omitted. Notice that if p = 1 +
4−2b
N in the previous lemma, then f ′′ (t) = 16E(u 0 ) − 16γ 2 f (t). Throughout the rest of this section we assume that p = 1 +
. Then the solution u of (1.1) corresponding to u 0 blows up in finite time.
where r ≥ 0 and θ ∈ [0, 2π) are constants determined by f (0) and f ′ (0). We also have
Since f (0) ≥ 2γ −2 E(u 0 ), it follows that r ≥ γ −2 E(u 0 ). Thus from (2.3) and (2.4), we see that there exists τ < ∞ such that lim t→τ f (t) = 0.
Inequality (2.1) implies that lim t→τ ∇u(t) 2 L 2 = +∞. This shows that u(x, t) blows up in finite time, which completes the proof of lemma. Now we give the proof of Theorem 1.2.
Proof of Theorem 1.2. First, as noted in the introduction, we have that for every u ∈ H 1 (R N ),
is the best constant for the above inequality. Consider a local solution u ∈ C([0, T ), Σ(R N )) of the Cauchy problem of (1.1), as given by Proposition 1.1, where [0, T ) is the maximal existence time. In view of (2.5) and the conservation of charge and energy, it is clear that
. From Proposition 1.1 it yields that u(x, t) globally exists in t ∈ [0, +∞), which completes the proof of Item (i).
On the other hand, for λ > 0 and c ∈ C, |c| ≥ 1, we take the initial date u(0, t) = cλ .2) and (2.2), it follows from straightforward calculations that
Therefore, by Lemma 2.3 we have that u(x, t) blows up in finite time, and this finishes the proof of theorem.
Classification of minimal mass blow up solutions
In this section, we give the proof of Theorem 1.3. For any function u : R N × I → C, we define
Notice that u L is defined on the time interval tan −1 (I) := tan −1 (t), t ∈ I and u L (x, 0) = u(x, 0); for more details we refer to [4, 27] . We first prove a key lemma to obtain Theorem 1.3.
Assume that u is a solution of the free (i.e.,zero-potential) inhomogeneous nonlinear Schrödinger equation
Then the function u L defined in (3.1) solves the inhomogeneous nonlinear Schrödinger equation with attractive harmonic potential
Proof. For simplicity, we assume that γ = 1 2 . We can easily check that
Thus, we see that
This proves the first statement of lemma. Similarly, the second statement of the lemma follows from a straightforward calculation. With this the lemma is proved
It is important to note that the transforms (3.1) and (3.3) do not alter the initial data
Theorem 1.3 follows from the previous lemma and from the following result of Combet and Genoud [10, Theorem 1].
where Q is defined by (1.4). Assume that the solution u of (3.2) blows up in finite time T > 0. Then there exist θ 0 ∈ R and λ > 0 such that u(t) = S λ,θ 0 (T − t) for every t ∈ [0, T ), where S λ,θ 0 is defined by (1.5). . We set v(x, t) := u L −1 (x, t). From Lemma 3.1 (ii), we have that v(x, t) is a solution of (3.2) with v(x, t) = u 0 , which blows up in finite time T * := 1 2γ tan (2γT ). By Proposition 3.2 we know that there exist θ 0 ∈ R and λ 0 > 0 such that
whence, again by Lemma 3.1 and from uniqueness result of Proposition 1.1, it follows that
Finally, since
we see that
, sin 2γ(T − t) 2γcos 2γT cos 2γt , which completes of proof.
Existence of minimizers
The aim this section is to prove Theorem 1.5.
Proof of Theorem 1.5. Let u ∈ Σ\{0} be such that K ω (u) = 0. We have u 2 Hω = P (u). Using the Gagliardo-Nirenberg inequality
∇u
together with the Young's inequality, we have
This implies that
On the other hand,
Taking the infimum, we obtain d ω > 0.
Let (u n ) n≥1 be a minimizing sequence of d ω . Since K ω (u n ) = 0, we have u n 2 Hω = P (u n ) for all n ≥ 1. Thus,
We infer that there exists a constant C > 0 such that u n We now claim that for N ≥ 1, 0 < b < min{2, N } and 1 < p < 2 • ,
We have
where B is the unit ball in R N and B c = R N \B. On B, we bound
, and
This condition is satisfied since p < 1 +
4−2b
N −2 . Since u n → u 0 in L r+1 with 1 ≤ r < ∞, we are able to choose τ and σ large enough so that (4.2) holds. As a consequence, we prove
On B c , we bound
Combining two terms, we prove the claim.
Thus
We also have lim
This implies that K ω (λ 0 u 0 ) = 0, where
This is a contradiction. Therefore, K ω (u 0 ) = 0. This combined with the fact S ω (u 0 ) = 
Hω − (p + 1)P (u 0 ) = −(p − 1)P (u 0 ) < 0. This together with (4.3) imply that µ = 0. So, S ′ ω (u 0 ) = 0 or u 0 is a solution of (1.6). This proves the first part of the statement. Now let u be a complex valued minimizer for d ω . We claim that there exists θ ∈ R such that u(x) = e iθ ϕ(x), where ϕ is a positive real valued minimizer.
From the Euler-Lagrange equation (1.6) and an elliptic regularity regularity/bootstrap argument we see that u ∈ C 1 (R N , C) (see [20, Sections 2.1 and 2.2] and [11] ). Moreover, the positivity of |u| follows from the maximum principle and thus u ∈ C 1 (R N , C \ {0}).
We set w(x) := u(x)
|u(x)| . Since |w| 2 = 1, it follows that Re(w ∇w) = 0 and ∇u = (∇|u|)w + |u|∇w = w(∇|u| + |u|w∇w).
Therefore, we see that |∇u| 2 = |∇|u|| 2 + |u| 2 |∇w| 2 . From (4.4) we get
and thus |∇w| = 0. Hence w is constant with |w| = 1, we infer that there exists θ ∈ R such that u = e iθ ϕ(x) where ϕ(x) := |u(x)|. This prove the claim. We now prove that ϕ is necessarily radial and radially decreasing. Indeed, denoting by ϕ * the Schwarz rearrangement of ϕ, it is well known that (see [22] 
, we infer that if ϕ is not radial, then S ω (ϕ * ) < S ω (ϕ) = d ω and K ω (ϕ * ) < K ω (ϕ) = 0, a contradiction. This prove that ϕ is radial and radially decreasing.
Sharp thresholds for blowup and global existence in the mass-critical and mass-supercritical cases
This section is devoted to the proof of Theorem 1.7. We have divided the proof into a sequence of lemmas.
Proof. By Proposition 1.5, there exists a non-trivial solution u to the elliptic equation (1.6). Multiplying both sides of (1.6) with u and integrating over R N , we have
On the other hand, multiplying both sides of (1.6) with x · ∇u, integrating over R N and taking the real part, we have
By (5.1), it is obvious that K ω (u) = 0. Multiplying both sides of (5.1) with d 2 and adding to (5.2), we get
which implies that I(u) = 0. Proof. By Lemma 5.1, there exists u ∈ Σ\{0} such that K ω = I(u) = 0. Set u λ (x) = λu(x). We have
Since K ω (u) = I(u) = 0, the equations K ω (u λ ) = 0 and I(u λ ) = 0 admit unique non-zero solution λ = 1. Therefore, K ω (u λ ) < 0, I(u λ ) < 0 for all λ > 1. Consider
Since I(u) = 0, we have A(1) > 0. By continuity, there exists
Since I(v) < 0 and lim µ→+∞ I(v µ ) = +∞, there exists µ 0 > 1 such that I(v µ 0 ) = 0. On the other hand,
Proof. Let u ∈ Σ\{0} be such that K ω (u) < 0 and I(u) = 0. Since I(u) = 0, we have
Thus,
We now consider two cases: L 2 -supercritical case and L 2 -critical case. 
Hω . Since K ω (u) < 0, it follows that u 2 Hω < P (u). Thus, u 2
Hω . We get
On the other hand, by (5.3) and the fact 
Taking the infimum, we obtain d n > 0.
Case 2:
Since K ω (u n ) < 0, the sharp Gagliardo-Nirenberg inequality implies that
For the constant C in (5.5), we have from (5.4) that for n sufficiently large,
The inequalities (5.5) and (5.6) contradict each other. Therefore, d n > 0. Proof. We only give the proof for K − , the ones for
By conservation of mass and energy,
We now prove K ω (u(t)) < 0 for all t ∈ [0, T ). Suppose there exists t 0 > 0 such that K ω (u(t 0 )) ≥ 0. By the continuity of t → K ω (u(t)), there exists t 1 ∈ (0, t 0 ] such that K ω (u(t 1 )) = 0. By the definition of d ω , S ω (u(t 1 )) ≥ d ω ≥ d which contradicts to (5.7).
We finally prove that I(u(t)) < 0 for all t ∈ [0, T ). Suppose it is not true, there exists t 2 ∈ [0, T ) such that I(u(t 2 )) ≥ 0. By the continuity of t → I(u(t)), there exists t 3 ∈ (0, t 2 ] such that I(u(t 3 )) = 0. We have K ω (u(t 3 )) < 0, I(u(t 3 )) = 0, by the definition of d n , we have S ω (u(t 3 )) ≥ d n ≥ d which contradicts to (5.7).
Proof of Theorem 1.7. By the virial identity,
By the convexity argument, it suffices to show that there exists δ > 0 such that I(u(t)) < −δ for all t ∈ [0, T ). Since K − is invariant under the flow of (1.1), we have K ω (u(t)) < 0 and I(u(t)) < 0 for all t ∈ [0, T ). Fixed t ∈ [0, T ) and denote u = u(t). For µ > 0, we set u µ (x) = µ N−b p+1 u(µx). We have
, we see that the exponents of µ in I(u µ ) are positive and negative respectively. Since I(u) < 0, it yields that there exists µ 0 > 1 such that I(u µ 0 ) = 0, and when
and
Since µ 0 > 1 and 1 + 4−2b
For the case b), we have K ω (u µ 1 ) = 0 and I(u µ 1 ) ≤ 0. By the definition of d ω , we have
By the same argument as above, we have
In both cases, we prove that
Since the above argument is independent of t ∈ [0, T ), we get I(u(t)) < −δ for all t ∈ [0, T ), where δ = 2(d − S ω (u 0 )) > 0. Thus we obtain the proof of statement i) of theorem. Next we prove ii). In the case 1 < p < 1 +
4−2b
N , the global existence follows from the sharp Gagliardo-Nirenberg inequality. Therefore, we only consider the case 1 + 4−2b N ≤ p < 2 • . 1) Let us consider the case u 0 ∈ R + . Since R + is invariant under the flow of (1.1), we have S ω (u(t)) < d and K ω (u(t)) > 0 for any t ∈ [0, T ). Since K ω (u(t)) > 0, it follows that u(t) 2 Hω > P (u(t)). Thus,
for any t ∈ [0, T ). Since u 2 Hω ∼ u 2 Σ , this implies that the solution exists globally in time.
2) Let us now consider the case u 0 ∈ K + . Since K + is invariant under the flow of (1.1), we have S ω (u(t)) < d, K ω (u(t)) < 0 and I(u(t)) > 0. It follows that
In the case L 2 -supercritical case 1 + 4−2b N < p < 2 • , it follows from the above inequality that ∇u(t) 2 L 2 < C for some constant C > 0 and for any t ∈ [0, T ). This shows that the solution exists globally in time.
In the L 2 -critical case p = 1 +
Thus, I(u) > 0 implies that there exists 0 < µ 0 < 1 such that I(u µ 0 ) = 0. It follows that
We now consider K ω (u µ 0 ) which has two possibilities. The first one is K ω (u µ 0 ) < 0. By the definition of d n and the fact I(u µ 0 ) = 0, we have
Thanks to (5.8), we get ∇u 2 L 2 < C for some constant C > 0. The second possibility is that K ω (u µ 0 ) ≥ 0. In this case, using (5.9), we have
We thus get ∇u 2 L 2 < C for some constant C > 0. In both possibilities, we always have the boundedness of ∇u 2 L 2 . Since the above argument is independent of t ∈ [0, T ), we obtain the boundedness of ∇u(t) 2 L 2 for any t ∈ [0, T ). Therefore, the solution exists globally in time in the L 2 -critical case p = 1 +
N . This completes the proof of theorem.
Normalized ground states
This section is devoted to the proof of Theorems 1.8 and 1.9 stated in the introduction. Before giving the proof of Theorem 1.8 we recall that the embedding Σ(R N ) ֒→ L r+1 (R N ) is compact, where 1 ≤ r < 1 + 4/(N − 2) (N ≥ 3), 1 ≤ r < ∞ (N = 1, 2.); see [29, Lemma 3.1] .
Now we give the proof of Theorem 1.8.
Proof of Theorem 1.8. Let {u n } be a minimizing sequence for the problem I q , then we have that {u n } is bounded in Σ(R N ). Indeed, by the Gagliardo-Nirenberg's inequality (1.3) and Young's inequality we see that
where C ε > 0 and 1/α + 1/β = 1. Now choosing α = 4 N (p−1)+2b > 1 (it is due to the assumption 1 < p < 4−2b N ), it follows that
Eventually, we get
Taking ε > 0 sufficiently small, this implies that {u n } is bounded in Σ(R N ). Therefore, there exists u ∈ Σ(R N ) such that, up to a subsequence, we can suppose that u n converges to u weakly in
From the lower semi continuity we have
It follows that E(u) ≤ lim inf n→∞ E(u n ) and u 2 L 2 = q, which implies that u is a minimizer of I q and E(u) = lim n→∞ E(u n ); consequently u n → u in Σ(R N ) as n → +∞ and u ∈ G q , which completes the proof of Item (i). By the same argument as in the Theorem 1.5 we get that there exists a positive and spherically symmetric function such that u(x) = e iθ 0 ϕ(x). This concludes the proof.
Proof of Theorem 1.9. Let p = 1 +
4−2b
N . Assume that {u n } is a minimizing sequence for I q with q < Q 2 L 2 . Then {u n } is bounded in Σ(R N ). Indeed, since E(u n ) ≤ I q + 1 for n sufficiently large, by (2.5) we infer that
Therefore, we have that u n Σ(R N ) is bounded. Thus there exists u ∈ Σ(R N ) such that u n ⇀ u in Σ(R N ) and u n → u in L r+1 for 1 ≤ r < 1 + 4/(N − 2) if N ≥ 3 and 1 ≤ r < ∞ if N = 1, 2, as n goes to +∞. From here, the proof of Theorem 1.9 is completed exactly as the proof of Theorem 1.8.
The Supercritical Case
In this section, we prove Theorem 1.10. Firstly we give (ii) For any r > 0, there exists q 0 = q 0 (r) such that, for every q < q 0 ,
H is defined in (1.13). Therefore ζ ∈ S q ∩B r . On the other hand, if u ∈ S q ∩B r , then from (1.9) we infer
L 2 ≥ γN q, which completes the proof of the statement (i) above.
Our proof of statement (ii) is inspired by the one of Lemma 3.1 in [3] . From GagliardoNirenberg inequality (1.3) we get
Note that, by (7.2), to prove (7.1), it suffices to show that there exists 0 < q 0 = q 0 (r) << 1 such that, for every q < q 0 , β q (qr/2) < inf t∈(rq,r) α q (t).
Now since α q (t) > 5 16 t for t ∈ (0, r) and q < q 0 (r) << 1, we get
which completes the proof of lemma.
Proof of Theorem 1.10. Suppose that {u n } is a minimizing sequence for I r q . Since {u n } ⊂ S q ∩ B r , it follows that {u n } is bounded in Σ(R N ). Then there exists u ∈ Σ(R N ) such that u n ⇀ u in Σ(R N ) and u n → u in L 2 as n → ∞. By lower semi-continuity
we infer that u ∈ S q ∩ B r and E(u) ≤ lim n→∞ E(u n ) = I q . Thus, u ∈ G q and u n → u in Σ(R N ). Moreover, by the same argument as in the proof of the Theorem 1.8, we see that there exist a real-valued positive function ϕ and θ ∈ R such that u = e iθ ϕ.
, from (4.5) we have that ϕ * ∈ S q ∩ B r . In addition, if we suppose that ϕ is not radial, then by (4.5)-(4.6) we infer that E(ϕ * ) < E(ϕ), which is a contradiction. Therefore ϕ is radial and radially decreasing, which completes the proof of the statements (i) and (iii). Now we prove statement (ii). From Lemma 7.1 we infer that ϕ ∈ B rq . This implies that ϕ does not belong to the boundary of S q ∩ B r . Then, we have that ϕ is a critical point of E on S q and there exists a Lagrange multiplier ω ∈ R such that the Euler-Lagrange equation
holds. Let ζ be the eigenfunction defined in (1.8) such that ζ 2 L 2 = q. Then ζ ∈ S q ∩ B r and
Thus, from (7.3) we see that
, and with (1.9) we obtain
This completes the proof of theorem.
Orbital stability
This section is devoted to the proof of Theorems 1.11 and 1.12.
Proof of Theorem 1.11. We only consider the supercritical case 1 + 4−2b N < p < 1 +
4−2b
N −2 , the proof in the other cases, when 1 < p ≤ 1 +
N , is similar. We verify the statement of Theorem 1.11 (iii) by contradiction. Then we have that there exist ε > 0 and two sequences {u 0,n } ⊂ Σ(R N ) and {t n } ⊂ R such that
Here u n (t) is the maximal solution of (1.1) with initial datum u 0,n . Without loss of generality, we may assume that u 0,n 2 L 2 = q. From (8.1) and the conservation of charge and energy we infer that
We claim that there exists a subsequence {u n k (t n k )} of {u n (t n )} such that u n k (t n k ) 2 H ≤ r. Indeed, suppose that there exists K ≥ 1 such that u n (t n ) 2 H > r for every n ≥ K. By continuity,
as n → +∞, it follows that {u n (t * n )} is a minimizing sequence of I r q . From Theorem 1.10, we infer that there exists ψ ∈ Σ(R N ) such that ψ 2 L 2 = q, ψ 2 H = r and E(ψ) = I r q , which is a contradiction with Lemma 7.1 (ii), because the critical point ψ does not belong to the boundary of S q ∩ B r . Therefore, there exists a subsequence {u n k (t n k )} such that u n k (t n k ) 2 H ≤ r for all k ≥ 1. In particular, {u n k (t n k )} is a minimizing sequence for I r q . Again from Theorem 1.10 we obtain, passing to a subsequence if necessary, inf ϕ∈G r q u n k (t n k ) − ϕ Σ(R N ) → 0 as k → +∞, which is a contradiction with (8.2) and finishes the proof.
Next we study the instability of standing waves for (1.1) in the L 2 -critical and L 2 -supercritical cases.
Proof of Theorem 1.12. Since d n ≥ d ω , we have d = d ω . From Lemma 5.1, K ω (ϕ) = I(ϕ) = 0. Set ϕ λ (x) = λϕ(x). Since
Hω − λ p+1 P (ϕ),
it is easy to see that the equations K ω (ϕ λ ) = 0 and I(ϕ λ ) = 0 have unique non-zero solution λ 0 = 1. It follows that for any λ > 1,
On the other hand, we notice that d dλ S ω (ϕ λ ) = λ −1 K ω (ϕ λ ). Thus, S ω (ϕ λ ) < S ω (ϕ) for any λ > 1. Since S ω (ϕ) = d ω = d, we see that for any λ > 1, S ω (ϕ λ ) < d, K ω (ϕ λ ) < 0, I ω (ϕ λ ) < 0. This implies that ϕ λ ∈ K − for any λ > 1. Now let ε > 0. We take λ 1 > 1 sufficiently close to 1 such that ϕ λ 1 − ϕ Σ = (λ 1 − 1) ϕ Σ < ε.
Set u 0 = ϕ λ 1 , we see that u 0 ∈ K − . By Proposition 1.7, the corresponding solution blows up in finite time. Thus we obtain the proof of statement i) of theorem.
Next we prove ii). In this case d = d n < d ω . Since u ∈ M ω , we have S ω (ϕ λ ) < S ω (ϕ) = d ω for any λ > 1. Since d dλ S ω (ϕ λ ) = λ −1 K ω (ϕ λ ) and since K ω (ϕ) = 0, we have d dλ S ω (ϕ λ ) < 0 for any λ > 1. On the other hand, S ω (ϕ) = d, S ω (ϕ λ ) → −∞ as λ → ∞. Thus, there exists λ 0 > 1 such that S ω (ϕ λ ) < S ω (ϕ λ 0 ) = d as λ > λ 0 . It follows that S ω (ϕ λ ) < d, K ω (ϕ λ ) < 0, I(ϕ λ ) < 0 for any λ > λ 0 or ϕ λ ∈ K − for any λ > λ 0 . Taking δ = (λ 0 − 1) ϕ Σ and choose u 0 = ϕ λ 1 for some λ 1 > λ 0 , the result follows.
Appendix
In this appendix we show the uniqueness result for (1.6). More specifically, if N ≥ 3, 0 < b < 1 and 1 < p < 1 +
4−2b
N −2 , then for any ω > −γ N there exists a unique positive radial solution of (1.6).
Through this appendix we assume that N ≥ 3, 0 < b < 1 and 1 < p < 1 + (VI) G − = 0 is satisfied, where G − = min {G(r), 0} for r ∈ (0, +∞). Next we check the conditions (I)-(VI) to prove the uniqueness of a solution of (1.6). Since N ≥ 3 and 0 < b < 1, it is clear that the conditions (I)-(III) hold true. For simplicity, we assume that γ = 1. Recalling that g(r) = −(ω + r 2 ) and h(r) = r −b , a straightforward calculations give a(r) =r Since N ≥ 3, 0 < b < 1 and 1 < p < 1 +
N −2 , it is not hard to show that (IV)-(VI) hold true. In particular, we obtain A < 0 and C ≥ 0, thus we can find that there exists k ∈ [0, +∞) such that G(r) > 0 on (0, k) and G(r) < 0 on (k, +∞). Hence by [26, Theorem 1] we see that there exists a unique positive radial solution of (1.6).
