Abstract. In this paper, we give Hurwitz-Lerch zeta distributions with 0 < σ = 1 by using the Gamma function. Moreover, we define Hurwitz-Lerch type of Euler-Zagier double zeta distributions not only in the region of absolute convergence but also the outside of the region of absolute convergence.
1. Introduction 1.1. Zeta functions. First, we introduce the following function. The Riemann zeta function ζ(s) and the Hurwitz zeta function ζ(s, a) are expressed as Φ(s, 1, 1) and Φ(s, a, 1), respectively. The Dirichlet series of Φ(s, a, z) converges absolutely in the right half-plane σ > 1 and uniformly in each compact subset of this half-plane. The function Φ(s, a, z) with z = 1 is analytically continuable to the whole complex plane. However, ζ(s, a) is analytic for all s ∈ C except for a simple pole at s = 1 with residue 1. On the other hand, Lerch showed that d ds ζ(s, a) s=0 = log Γ(a) − 1 2 log(2π).
Hence the gamma function Γ(a) can be written by the Hurwitz zeta function. Next we define the following double zeta function as a double sum and two variable version of Φ(s, a, z). (m + n + a) s 2 .
(1.2)
Note that the function Φ 2 (s 1 , s 2 , a, z 1 , z 2 ) can be continued meromorphically to the whole space C 2 by Komori in [8, Theorem 3.14] (see also Lemma 3.6) . It should be mentioned that Atkinson [2] obtained an analytic continuation for the function ζ 2 (s 1 , s 2 ; a) := Φ 2 (s 1 , s 2 , a, 1, 1) with a = 1 in order to study the mean square of the Riemann zeta function T 0 |ζ(1/2 + it)| 2 dt in 1945. As a generalization of the double zeta functions above to R d -valued, Aoyama and Nakamura [1] defined the following Multidimensional Shintani zeta function Z S ( s). Let d, m, r ∈ N, s ∈ C d and (n 1 , . . . , n r ) ∈ Z r ≥0 . For λ lj , u j > 0, c l ∈ R d , where 1 ≤ j ≤ r and 1 ≤ l ≤ m, and a function θ(n 1 , . . . , n r ) ∈ C satisfying |θ(n 1 , . . . , n r )| = O((n 1 +· · ·+n r ) ε ), for any ε > 0, we define a multidimensional Shintani zeta function given by
The series defined by (1.3) converges absolutely in the region min 1≤l≤m ℜ c l , s > r/m. This is a multidimensional case of the Shintani multiple zeta functions, when the coefficient θ(n 1 , . . . , n r ) in (1.3) is a product of Dirichlet characters, considered by Hida [5] (see also a survey [10] ).
Zeta distributions.
Let µ be a distribution (probability measure) on R d , namely, Recently, a class of distribution generated by the Hurwitz zeta function is introduced and studied by Hu, Iksanov, Lin, and Zakusylo [6] . Put the corresponding normalized function and a discrete one-sided random variable X a (σ) as follows: 4) where σ > 1 and
Then g σ,a (t) is known to be a characteristic function of −X a (σ) (see [6, Theorem 1] ). Therefore, we can define the following distribution.
Definition 1.3.
A distribution µ σ,a on R is said to be a Hurwitz zeta distribution with parameter (σ, a) if it has g σ,a (t) as its characteristic function.
Put g σ (t) := ζ(σ + it)/ζ(σ), t ∈ R, then g σ (t) is known to be a characteristic function of the Riemann zeta distribution µ σ . Aoyama and Nakamura [1] defined the following Multidimensional Shintani zeta distribution. Let θ(n 1 , . . . , n r ) be a nonnegative or nonpositive definite function and σ satisfy min 1≤l≤m c l , σ > r/m. Then the multidimensional Shintani zeta random variable X σ with probability distribution on R d given by
In [1, Theorem 3] , the following is proved. Let X σ be a multidimensional Shintani zeta random variable. Then its characteristic function g σ is given by
They also showed the Multidimensional Shintani zeta distribution contains some fundamental probability distributions on R such as binomial and Poisson distributions (see [1, Example 3] ).
1.3. Aim. Ramachandra and Sankaranarayanan showed the following inequality. and 0 < c 1 < c 2 . Then for T ≥ T 0 depending on these constants, we have
Hence for any 0 < a ≤ 1 and 1/2 ≤ σ < 1, there exists t 0 ∈ R such that
Therefore g σ,a (t) defined by (1.4) is not a characteristic function when 1/2 ≤ σ < 1 by (1.5) and the fact that the absolute value of characteristic function is not greater than 1. Despite of this fact, Nakamura [11] proved that the following function
is a characteristic function for any 0 < σ = 1. It should be mentioned that σ(σ − it) −1 is the characteristic function of the exponential distribution with parameter σ > 0 defined by µ(B) := σ B∩(0,∞) e −σy dy, where B is a Borel set on R (see for instance [14, Example 2.14]). As an application to analytic number theory, Nakamura [11] showed that for any C ∈ C satisfying |C| > 10 and −19/2 ≤ ℜ(C) ≤ 17/2, the function ζ(s) + Cs does not vanish in the half-plane 1/18 < σ.
In the present paper, we give Hurwitz-Lerch zeta distributions with 0 < σ = 1 by using not σ(σ − it) −1 but the normalized Gamma function Γ(σ + it)/Γ(σ) (see Proposition 2.1 and Theorem 2.2). Recall that g σ,a (t) defined by (1.4) is not a characteristic function when 1/2 ≤ σ < 1. Next we define Hurwitz-Lerch type of Euler-Zagier double zeta distributions not only in the region of absolute convergence ℜ(s 1 ) > 0, ℜ(s 2 ) > 1 and ℜ(s 1 + s 2 ) > 2 but also outside of the region above, for example, ℜ(s 1 ) > 0, ℜ(s 2 ) > 1 and 1 < ℜ(s 1 + s 2 ) < 2 in Theorems 2.4 and 2.5. It should be emphasized that this is the first two dimensional zeta distribution which can be continued to the outside of the region of absolute convergence.
Main results

2.1.
Hurwitz-Lerch zeta distributions. For σ > 0, let
Then we have the following statements.
is a characteristic function of a probability measure for all σ > 1 if and only if 0 = z ∈ [−1, 1]. Moreover, the associated probability measure is absolutely continuous with density function P σ,a,z (y) is given as follows:
Theorem 2.2. We have the following.
(1). Let z = 1. Then the function F σ,a,1 (t) is a characteristic function of a probability measure for all 0 < σ < 1 if and only if a ≥ 1/2. Furthermore, the associated probability measure is absolutely continuous with density functions P σ,a,z (y) is given by
is a characteristic function of a probability measure for all σ > 0 if and only if 0 = z ∈ [−1, 1). The associated probability measure is absolutely continuous with density function P σ,a,z (y) is written as (2.2) .
It is widely know that the absolute value of characteristic function is not greater than 1. Therefore, we immediately obtain the following inequality (see also (3.2) and Lemmas 3.4 and 3.5).
Corollary 2.3. Let a ≥ 1/2. Then for all t ∈ R and 0 < σ = 1, one has
If 0 = z ∈ [−1, 1), for all t ∈ R and σ > 0, it holds that
2.2.
Hurwitz-Lerch type of Euler-Zagier double zeta distributions. For σ 1 > 0 and σ 2 > 0, let 
Theorem 2.5. We have the following.
is a characteristic function of a probability measure for all 0 < σ 1 < 1, σ 2 > 1 and 1 < σ 1 + σ 2 < 2 if and only if a ≥ 1/2. Furthermore, the associated probability measure is absolutely continuous with density function P σ,a, 1 (y) is given as follows:
where H(a, x) is defined For all cases (2) , (3) and (4), the associated probability measure is absolutely continuous with density function P σ,a, z (η, θ) is expressed as (2.5) .
We obtain the following corollary from the fact that the absolute value of characteristic function is not greater than 1 (see also Lemmas 3.7 and 3.9). Corollary 2.6. Suppose a ≥ 1/2, σ 1 > 0, σ 2 > 1 and σ 1 + σ 2 > 2, or 0 < σ 1 < 1, σ 2 > 1 and 1 < σ 1 + σ 2 < 2. Then for all t 1 , t 2 ∈ R, it holds that
Moreover, for all t 1 , t 2 ∈ R, one has Proof of Proposition 2.1. By the change of variables integration x = e y in (3.1),
First assume that 0 = z ∈ [−1, 1]. Then we obviously have e yσ exp((1 − a)e y )/(exp(e y ) − z) > 0 for any y ∈ R. On the other hand, it is well-known that Γ(σ) > 0 for all σ > 0. Furthermore, one has
from z 2n > |z 2n+1 | > 0 and (2n + 1 + a) σ > (2n + a) σ > 0. Hence we have f σ,a,z (0) > 0. By the definition of P σ,a,z (y) given by (2.2), one has ∞ −∞ P σ,a,z (y)dy = 1 for any σ > 1. Thus P σ,a,z (y) is a probabilistic density function when σ > 1.
Next suppose z ∈ [−1, 1]. Then there exist real numbers y 1 and y 2 such that at least one of f σ,a,z (0)(exp(e y 1 ) − z) and f σ,a,z (0)(exp(e y 2 ) − z) are not real numbers. Hence
is not a measure but complex signed measure. On the other hand, we have
Therefore, F σ,a,z is not a characteristic function when z ∈ [−1, 1] since any complex signed measure with finite total variation is uniquely determined by the Fourier transform.
We quote following lemmas to show (1) of Theorem 2.2. . When a ≥ 1/2, one has ζ(σ, a) < 0 for any 0 < σ < 1.
Lemma 3.2 (see [12, Lemma 2.1]). For 0 < σ < 1 we have the integral representation
Proof of (1) Suppose a ≥ 1/2. Then we have exp((1 − a)e y )/(exp(e y ) − 1) − e −y < 0 for any y ∈ R by Lemma 3.3. Moreover, it holds that ζ(σ, a) < 0 for all 0 < σ < 1 from Lemma 3.4. By the definition of P σ,a,1 (y) written as (2.3), one has ∞ −∞ P σ,a,1 (y)dy = 1 for any 0 < σ < 1. Thus P σ,a,1 (y) is a probability density function when a ≥ 1/2.
Next suppose 0 < a < 1/2. Then there exist y 1 , y 2 ∈ R such that
is not a measure but signed measure. 
Hence the signed measure (3.4) has finite total variation. It is widely known that any signed measure with finite total variation is uniquely determined by the Fourier transform. Therefore F σ,a,1 (t) is not a characteristic function when 0 < a < 1/2.
We use the following fact to prove (2) of of Theorem 2.2. Proof of (2) of Theorem 2.2. We have to mention that the integral representation (3.1) converges absolutely for σ > 0 when z = 1 from e x − z = 0 for any x ≥ 0 and
Hence we can show (2) of Theorem 2.2 by using (3.5), (3.6) and the method used in the proof of Proposition 2.1. 
Furthermore, we have the following: Lemma 3.7. One has the following:
Proof. We immediately obtain (1) by the series expression (2.4). Consider the case (2).
The integral representation (3.7) converges absolutely when ℜ(s 1 ) > 1 and ℜ(s 2 ) > 0 since e y − z 2 = 0 for any y ≥ 0 (see (3.6)). Hence we have
e x+y − 1 dxdy (3.8)
when σ 1 > 1 and σ 2 > 0 from Fubini's theorem. Obviously, we have e (1−a)(x+y) > 0, e y − z 2 > 0 and e x+y − 1 ≥ 0 for any x, y ≥ 0. Therefore we have (2) . We can prove (3) and (4), similarly.
Proof of Theorem 2.4 . By the change of variables integration x = e η and y = e θ in (3.7),
exp(e θ ) − 1
First assume that 0 = z 1 , z 2 ∈ [−1, 1]. Then we immediately see that e σ 1 η e σ 2 θ exp((1 − a)(e η + e θ ))(exp(e θ ) − z 2 ) −1 (exp(e η + e θ ) − z 1 ) −1 > 0 for any η, θ ∈ R. On the other hand, Φ 2 (σ 1 , σ 2 , a, z 1 , z 2 ) > 0 for all σ 1 > 0, σ 2 > 1 and σ 1 + σ 2 > 2 by Lemma 3.7. Hence we have f σ,a, z (0) > 0. From the definition of P σ,a, z (η, θ) given by (2.5), one has R 2 P σ,a, z (η, θ)dηdθ = 1 for any σ 1 > 0, σ 2 > 1 and σ 1 + σ 2 > 2. Thus P σ,a, z (η, θ) is a probabilistic density function when σ 1 > 0, σ 2 > 1 and σ 1 + σ 2 > 2.
Next suppose that z 1 ∈ [−1, 1] or z 2 ∈ [−1, 1]. Then there exist η 0 , η 2 , θ 1 , θ 2 ∈ R such that at least one of f σ,a, z ( 0)(exp(e θ j ) − z 2 )(exp(e η j + e θ j ) − z 1 ), where j = 1, 2, are not real numbers. Thus
is not a measure but a complex signed measure. Hence F σ,a, z ( t) is not a characteristic function in this case.
Proof of (2), (3) and (4) 
is not a characteristic function from the manner used in the proof of Theorem 2.4 since we can find η 0 , η 2 , θ 1 , θ 2 ∈ R such that at least one of f σ,a, z ( 0)(exp(e θ j ) − z 2 )(exp(e η j + e θ j ) − 1), where j = 1, 2, are not real. Similarly, we can show the cases (3) and (4).
In order to show (1) of Theorem 2.5, we quote the following lemmas. 
where H(a, x) is defined by (2.7).
Lemma 3.9 (see [12, (2.20) ]). When a ≥ 1/2, one has ζ 2 (σ 1 , σ 2 ; a) < 0 for 0 < σ 1 < 1, σ 2 > 1 and 1 < σ 1 + σ 2 < 2.
Next we prove the following lemma to prove (1) of Theorem 2.5. Proof. First suppose a ≥ 1/2. Then we obtain H(a ; x, y) < 0 by using Lemma 3.3. Secondly, let 0 < a < 1/2 and N ∈ N. Then we have lim y→+0 yH(a ; Ny, y)
by using the following formula (see also [12, (2.4) ])
Hence we obtain H(a ; Nx, y) > 0 when y and x = Ny are sufficiently small and N is sufficiently large (for example, take N = [y −1/2 ]). Note that h(a, x) := x(e x − 1)H(a, x) = xe (1−a)x −e x +1 < 0 when x is sufficiently large since one has e 1−a < e. Thus H(a ; x, y) < 0 when x and y are sufficiently large.
Proof of (1) of Theorem 2.5. By the change of variables integration x = e η and y = e θ in (3.9), it holds that Suppose a ≥ 1/2. Then we have H(a, e η + e θ )(exp(e θ ) − 1) −1 + H(1, e θ )(e η + e θ ) −1 < 0 for any η, θ ∈ R by Lemma 3.10. Furthermore, one has ζ(σ 1 , σ 2 ; a) < 0 for all 0 < σ 1 < 1, σ 2 > 1 and 1 < σ 1 + σ 2 < 2 by Lemma 3.9. Obviously we have R 2 P σ,a, 1 (η, θ)dηdθ = 1 for any 0 < σ 1 < 1, σ 2 > 1 and 1 < σ 1 + σ 2 < 2 from the definition of P σ,a, 1 (η, θ) given by (2.6). Therefore P σ,a, 1 (η, θ) is a probability density function when a ≥ 1/2.
Next suppose 0 < a < is not a measure but signed measure. From the view of x + y |H(1, y)|y σ 2 −1 dxdy < ∞ (see the proofs of [12, Propositions 2.6 and 2.7], respectively), the signed measure (3.10) has finite total variation. Therefore, F σ,a, 1 ( t) is not a characteristic function when 0 < a < 1/2 since any signed measure with finite total variation is uniquely determined by the Fourier transform. is not a characteristic function since one has 0 < Γ(σ 0 ) < ∞ and ζ 2 (σ 0 , σ 0 ; a) = 0 (see [12, Proposition 1.5] ). Thus we need the non-existence of real zeros of zeta functions in oder to define zeta distributions.
