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We consider the dynamics of a two-level system (qubit) driven by strong and short resonant pulses
in the framework of Floquet theory. First we derive analytical expressions for the quasienergies and
Floquet states of the driven system. If the pulse amplitude varies very slowly, the system adiabati-
cally follows the instantaneous Floquet states, which acquire dynamical phases that depend on the
evolution of the quasienergies over time. The difference between the phases acquired by the two
Floquet states corresponds to a qubit state rotation, generalizing the notion of Rabi oscillations
to the case of large driving amplitudes. If the pulse amplitude changes very fast, the evolution is
non-adiabatic, with transitions taking place between the Floquet states. We quantify and analyze
the nonadiabatic transitions during the pulse by employing adiabatic perturbation theory and ex-
act numerical simulations. We find that, for certain combinations of pulse rise and fall times and
maximum driving amplitude, a destructive interference effect leads to a remarkably strong suppres-
sion of transitions between the Floquet states. This effect provides the basis of a quantum control
protocol, which we name Floquet Interference Efficient Suppression of Transitions in the Adiabatic
basis (FIESTA), that can be used to design ultra-fast high-fidelity single-qubit quantum gates.
I. INTRODUCTION
Fault-tolerant quantum computing requires that the fi-
delities of elementary quantum logic gates exceed certain
thresholds [1]. These fidelity thresholds depend on the
architecture. However, even for the most forgiving cases
the threshold is high; therefore, reaching and exceeding it
is an extraordinarily difficult task. The implementation
of high-fidelity quantum operations is also relevant, al-
though to a lesser extent, in other quantum technologies,
including quantum communication and sensing. Quali-
tatively speaking, the fidelity of a gate depends on the
ratio between the quantum coherence time and the gate
time, implying two approaches to increase gate fidelities:
increasing coherence times and reducing gate times.
In most qubit architectures, single-qubit gates are im-
plemented by applying an oscillating field that is reso-
nant with the qubit transition frequency. Most of the
experiments and theoretical studies on such gates were
performed with a driving strength that is significantly
smaller than the qubit transition frequency. In this weak-
driving regime, the qubit undergoes Rabi oscillations be-
tween the two energy eigenstates at a rate that is pro-
portional to the driving strength. This situation is de-
scribed rather accurately using the rotating wave approx-
imation [2] (RWA), which predicts sinusoidal oscillations
between the energy eigenstates.
With strong driving, the RWA breaks down and the
dynamics becomes very complex. Despite the increased
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complexity in controlling dynamics, the strong driving
regime is interesting because it brings the opportunity to
implement advanced quantum control [3–7] and achieve
faster quantum operations than in the weak driving
regime.
A two-level quantum system (or a qubit) driven by
strong resonant pulses has been studied experimentally
using NV centers in diamond [8, 9], semiconductor quan-
tum dots [10–12] and superconducting circuits [13–28].
In a few experiments [8, 14, 25], the qubit population
exhibits complex dynamics containing a few frequency
components, as the driving strength approaches or ex-
ceeds the qubit transition frequency, a signature of the
breakdown of the RWA. Therefore, for the proper de-
sign of quantum gates in this regime, different theoret-
ical methods are required. Floquet theory [29], which
provides a general framework for treating periodically
driven quantum systems with any driving strength, is
the natural method for analyzing strong-driving dynam-
ics. In Ref. 25, the quasienergies and quasienergy states
(hereafter referred to as Floquet states), as predicted by
Floquet theory, were observed in a strongly driven su-
perconducting qubit. Moreover, the observed dynamics
pointed to the important role that the pulse shape plays
in the qubit evolution, as determined by adiabaticity con-
ditions in the Floquet picture.
In this paper, we perform a comprehensive theoretical
analysis of qubit dynamics under strong resonant pulses
using Floquet theory. We derive approximate analytical
expressions for the quasienergies and Floquet states as
functions of the driving amplitude for the practically im-
portant case where the qubit is biased at its symmetry
point. We then analyze the qubit dynamics induced by
a driving pulse, obtained by modulating the amplitude
2of a periodic signal. The quantum state of the qubit is
naturally expressed as a superposition of Floquet states.
The occupation probabilities of the Floquet states re-
main fixed as long as the driving strength is fixed, but
they can change when the pulse envelope varies in time.
We analyze the qubit dynamics using a representation
of its state in the Floquet picture [30, 31]. When the
change in the driving strength is slow, the occupation
probabilities of the Floquet states remain almost con-
stant, although the Floquet states themselves change in
accordance with the instantaneous driving strength. The
quantum superposition of the Floquet states acquires a
phase that depends on the evolution of the quasienergies
over time. This acquired phase corresponds to a qubit
state rotation, generalizing the notion of Rabi oscilla-
tions to the case of large driving amplitudes. However, a
pulse with slowly varying amplitude corresponds to rela-
tively slow quantum gates. We therefore analyze the dy-
namics with short pulses, when in general nonadiabatic
transitions between Floquet states cannot be neglected.
We find that with suitable pulse parameters the nonadi-
abatic transitions can be largely suppressed. This effect
provides the basis of Floquet Interference Efficient Sup-
pression of Transitions in the Adiabatic basis (FIESTA),
a method to optimize quantum gates with strong driving.
Finally, we show that FIESTA can be used to implement
high-fidelity single-qubit operations in very short times,
significantly alleviating the effect of decoherence.
The remainder of this paper is organized as follows:
In Sec. II, we derive expressions for the quasienergies
and Floquet states of a qubit biased at the symmetry
point under harmonic driving with arbitrary strength. In
Sec. III, we describe the adiabatic theory in the Floquet
picture and derive the adiabatic condition. In Sec. IV,
we use the adiabatic theory in the Floquet picture to
describe the quantum state evolution effected by pulses
with slowly varying amplitude. In Sec. V, we present a
quantitative analysis of the nonadiabatic transitions be-
tween the Floquet states when the amplitude of the pulse
changes rapidly. In Sec. VI, we calculate the fidelities of
single-qubit gates optimized so as to suppress nonadia-
batic transitions. In Sec. VII, we discuss the connec-
tions between FIESTA and other optimal quantum con-
trol methods. Section VIII contains concluding remarks.
II. FLOQUET THEORY FOR A DRIVEN QUBIT
In this section we discuss the quasienergies and Flo-
quet states of a qubit driven with a single-frequency tone.
Some of the results in this section have been presented
in our previous paper [25] and are included here for com-
pleteness. We start with a general model in which a qubit
is driven by a harmonic field. The Hamiltonian is given
by
H = −∆
2
σz +A cos (ωt+ φ)σx, (1)
with σα (α = x, y, z) the Pauli matrices. The ground
(|0〉) and excited (|1〉) states are ordered such that
σz|0〉 = |0〉 and σz |1〉 = −|1〉. The Hamiltonian in Eq. (1)
is written under the standard convention where in the
absence of driving the energy eigenstates are the ground
and excited states |0〉 and |1〉. In a frame rotating about
the z axis with frequency ω, the Hamiltonian is:
HRF =− ∆− ω
2
σz
+A cos(ωt+ φ) (cos(ωt)σx + sin(ωt)σy) . (2)
In the weak driving limit (A ≪ ω), the terms in Eq. (2)
oscillating at frequencies 2ω can be ignored under RWA.
With this approximation the Hamiltonian is given by
HRWA = −∆− ω
2
σz +
A
2
(cosφσx + sinφσy). (3)
This is a well-known time-independent Hamiltonian rep-
resenting a spin-1/2 particle precessing in a magnetic
field. In this paper, we will analyze the dynamics under
the more general Hamiltonian, Eq. (1), for large driving
amplitude. We will refer to Eq. (3) while connecting the
general driven dynamics to the special cases in the well-
known weak driving regime. For simplicity, we will treat
Eq. (1) under φ = 0 in the remainder of this section. Our
derivation can be easily generalized to arbitrary φ.
Another alternative form of Eq. (1), which is related
to it by a π/2 rotation about the y axis, is
Hrot = −∆
2
σx −A cos (ωt)σz . (4)
This form is convenient for our analytical derivations for
the quasienergies and Floquet states (in which we will
closely follow Ref. 32), and we shall therefore use this
form of the Hamiltonian in the remainder of this section.
According to Floquet theory, for a periodic Hamilto-
nian there exist solutions to the Schro¨dinger equation of
the form
|ψF,j(t)〉 = e−iǫjt|uj(t)〉, (5)
where ǫj are the quasienergies and |uj(t)〉, to which we
shall refer as Floquet modes, are periodic with the peri-
odicity of the Hamiltonian. Because of the periodicity,
we can write
|uj(t)〉 =
∞∑
n=−∞
einωt|uj,n〉, (6)
with ω = 2π/T , where T is the period of the Hamilto-
nian, and the state Fourier components |uj,n〉 are vectors
in the Hilbert space of the system. Each Fourier coeffi-
cient |uj,n〉 contains two complex numbers corresponding
to the states |0〉 and |1〉: |uj,n〉 = (uj,n,0|0〉+ uj,n,1|1〉).
The index j in Eq. (5) takes a number of values equal
to the dimension of the Hilbert space. Importantly, the
Floquet states form a complete basis, such that any quan-
tum state can be expressed as a superposition of Floquet
3states. With a fixed driving strength, the solution of the
Schro¨dinger equation is a superposition of Floquet states
with fixed coefficients.
Substituting Eqs. (5) and (6) in the time-dependent
Schro¨dinger equation for a qubit with the Hamiltonian
given by Eq. (4), we find the relation
ǫj|uj,n〉 =
(
−∆
2
σx + nω
)
|uj,n〉
− A
2
σz (|uj,n−1〉+ |uj,n+1〉) . (7)
The above set of equations can be expressed as a single
equation:
ǫj |Uj〉 = HF |Uj〉 (8)
where Uj is the vector
{. . . , uj,n−1,0, uj,n−1,1, uj,n,0, uj,n,1, uj,n+1,0, uj,n+1,1, . . . },
and
HF =


. . .
(n− 1)ω −∆2 −A2 0 0 0
−∆2 (n− 1)ω 0 A2 0 0
−A2 0 nω −∆2 −A2 0
0 A2 −∆2 nω 0 A2
0 0 −A2 0 (n+ 1)ω −∆2
0 0 0 A2 −∆2 (n+ 1)ω
. . .


, (9)
is known as the Floquet Hamiltonian.
To solve for the eigenvalues and eigenstates of HF , we
perform a basis transformation to a rotating frame with
a time-dependent rotation frequency and truncate the
transformed Floquet Hamiltonian to a 2× 2 matrix. The
detailed derivation can be found in Appendix. We obtain
the eigenvalues (i.e. the quasienergies):
ǫ0 =
1
2

−ω −
√[
ω −∆J0
(
2A
ω
)]2
+∆2J21
(
2A
ω
) ,
ǫ1 =
1
2

−ω +
√[
ω −∆J0
(
2A
ω
)]2
+∆2J21
(
2A
ω
) .
(10)
In the basis of Eq. (4), the eigenvectors are given by:
|u0,n〉 = 1√
2

 cos θ2Jn+1
(
A
ω
)
+ sin θ2Jn
(
A
ω
)
− cos θ2Jn+1
(−A
ω
)
+ sin θ2Jn
(−A
ω
)

 ,
|u1,n〉 = 1√
2

 − sin θ2Jn+1
(
A
ω
)
+ cos θ2Jn
(
A
ω
)
sin θ2Jn+1
(−A
ω
)
+ cos θ2Jn
(−A
ω
)

 ,
(11)
with
tan θ =
∆J1
(
2A
ω
)
ω −∆J0
(
2A
ω
) . (12)
The Rabi frequency is given by the difference between
the two quasienergies (see Eq. (10)):
ΩR =
√[
ω −∆J0
(
2A
ω
)]2
+∆2J21
(
2A
ω
)
. (13)
In the case of exact resonance (i.e. ω = ∆), we obtain
the expression
ΩR = ω
√[
1− J0
(
2A
ω
)]2
+ J21
(
2A
ω
)
. (14)
This expression reduces to the well-known expressions
in the weak- and strong-driving limits: when A/ω → 0
we obtain ΩR = A, and when A/ω → ∞ we obtain
ΩR = ω
∣∣1− J0 ( 2Aω )∣∣, which upon shifting by ω gives
ΩR = −J0
(
2A
ω
)
(and the minus sign here is physically
insignificant because it is the absolute value of this ex-
pression that gives the meaningful frequency).
It is worth noting that Ref. 33 has an expression for
the Rabi frequency that resembles Eq. (14). The ap-
proach used there, however, is designed to extend the
regime of validity from the weak-coupling limit to some-
what large driving strengths, and it breaks down in the
strong-driving limit. In contrast, our results are most ac-
curate in the weak- and strong-driving limits, with some
deviation from the exact results at intermediate values
of A. Furthermore, the approach of Ref. 33 relies on
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FIG. 1. (a) The quasienergies as functions of driving am-
plitude A. The black and red lines are quasienergies which
correspond to the two inequivalent quasienergies, ǫ0 and ǫ1
respectively. The solid lines are obtained from numerically
solving the Schro¨dinger equation and is essentially exact. The
dashed lines are the approximate analytical expressions given
by Eq. (10). (b) The fidelity of the analytical expression for
the Floquet modes given by Eq. (11) with respect to the exact
Floquet states, which are evaluated by a numerical integra-
tion of the Schro¨dinger equation, as a function of A. Away
from the first two zeros of J0(2A/ω), and in particular for
both the weak and the strong driving limits, the analytical
formulae give good approximations for the quasienergies and
the Floquet modes. The vertical dotted line in (b) marks the
point of maximum deviation between the analytical and the
exact Floquet modes.
a numerical evaluation of one of the parameters in the
argument of the Bessel functions, while our approach is
purely analytical.
In Fig. 1, we plot the quasienergies obtained from
Eq. (10) and compare them with those obtained from di-
agonalizing a 100× 100 truncated version of the Hamil-
tonian in Eq. (9). We also plot the fidelity F of the
Floquet modes obtained from Eq. (11) with the exact
Floquet modes:
F = |〈〈u0,analytical(t)|u0,exact(t)〉〉|2 , (15)
where we have used the definition
〈〈·〉〉 = 1
T
∫ T
0
dt〈·〉. (16)
The analytical formula for the quasienergies agrees very
well with the numerical (and essentially exact) results,
except for small errors around the locations of the
Floquet-state degeneracy points. The Floquet modes
agree reasonably well with the exact results for most
values of the driving strength. It should be noted here
that a fidelity of 0.93 is not very high when dealing with
qubit states: in the time-independent case, this value
of the fidelity corresponds to an angle of 30 degrees in
the Bloch sphere representation. This difference in the
quality of the approximation for the quasienergies and
Floquet modes can be understood by considering (non-
degenerate) perturbation theory. Perturbations that ap-
pear as off-diagonal matrix elements in the Hamiltonian
modify the quantum states at the first order but mod-
ify the energies only at the second order. In our case
these perturbations are the matrix elements that we ig-
nored when we truncated the Floquet Hamiltonian to a
4× 4 matrix. For example, taking into consideration the
fact that |J1(2A/ω)| has maxima of magnitude ∼ 0.5, we
can estimate that an off-diagonal perturbation of mag-
nitude δH ∼ ωJ1(2A/ω)/2 coupling a quantum state to
another one that is ∼ ω in energy away should give a
fidelity between the perturbed and unperturbed states of
about 1− δF where δF ∼ (δH/ω)2 ∼ 0.06, which agrees
with the values plotted in Fig. 1.
As one can see in Fig. 1, there are points where the
quasienergies are degenerate, including the point A = 0.
Any superposition of two Floquet states that have the
same quasienergy is also a Floquet state, meaning that
at these degeneracy points there is ambiguity (and free-
dom) in how to define the Floquet modes. Since in this
paper we are interested in the dynamics under the in-
fluence of short pulses with a varying amplitude A, the
natural definition of the Floquet modes is obtained by
considering the path that the pulse takes in parameter
space approaching or moving away from any of the degen-
eracy points. In particular, for a resonant pulse (i.e. with
ω = ∆) starting from A = 0 the Floquet states at the
initial time should be defined by taking the limit A→ 0.
The degeneracy of Floquet states at finite values of A is a
result of the symmetry cos(ω(t+T/2)) = − cos(ωt) in the
sinusoidal driving waveform that we consider here [34]. If
we modify the waveform and the symmetry is lifted, the
quasienergy crossings will turn into avoided crossings.
Before concluding this section, we address a rather sur-
prising aspect in our analysis. Obtaining the expres-
sion for the Rabi frequency that is valid in the weak-
driving limit was more difficult than obtaining the ex-
pression that is valid in the strong-driving limit, al-
though the former limit is generally considered to be
the simpler of the two limits. The reason is that we
followed a derivation that is well suited for the strong-
driving limit and modified it in order to extend its va-
lidity to the weak-driving limit. If we were interested in
the weak-driving limit only, we could have started the
derivation differently and written HF in Eq. (9) in the
basis {. . . , uj,n−1,+, uj,n−1,−, uj,n,+, uj,n,−, uj,n+1,+, . . . }
with |+〉 = (|0〉+ |1〉) /√2 and |−〉 = (|0〉 − |1〉) /√2:
5HF =


. . .
(n− 1)ω − ∆2 0 0 −A2 0 0
0 (n− 1)ω + ∆2 −A2 0 0 0
0 −A2 nω − ∆2 0 0 −A2
−A2 0 0 nω + ∆2 −A2 0
0 0 0 −A2 (n+ 1)ω − ∆2 0
0 0 −A2 0 0 (n+ 1)ω + ∆2
. . .


. (17)
Near resonance (i.e. when ω = ∆ + δ with δ ≪ ∆) one
can obtain a good approximation of the quasienergies and
Floquet modes by truncating HF to the 2× 2 matrix
HF =
(
∆
2 −A2
−A2 ∆2 + δ
)
. (18)
which gives the well known expression for the Rabi fre-
quency ΩR =
√
A2 + δ2. This derivation is indeed sim-
pler than the one that we have followed above. It is not
obvious, however, how one could modify this derivation
and extend its validity to the strong-driving limit.
III. SCHRO¨DINGER EQUATION AND
NONADIABATIC TRANSITIONS IN THE
FLOQUET PICTURE
We start this section by giving a derivation of the
Schro¨dinger equation in the Floquet basis. Before any
manipulation, the equation reads
i
d
dt
|ψ(t)〉 = H |ψ(t)〉. (19)
Inspired by the fact that when A is independent of time
the probability amplitudes of the Floquet states are also
time independent, we express the quantum state |ψ(t)〉
as a superposition in the instantaneous Floquet basis:
|ψ(t)〉 =
∑
j
cj(t)|ψF,j(A, t)〉, (20)
where |ψF,j(A, t)〉 is the Floquet state with index j taken
at time t and A is assumed to implicitly depend on time.
Differentiating this expression with respect to time, we
find an alternative expression for the derivative on the
left-hand side of Eq. (19):
d
dt
|ψ(t)〉 =
∑
j
{
dcj(t)
dt
|ψF,j(A, t)〉+ cj(t)dA
dt
∂
∂A
|ψF,j(A, t)〉+ cj(t) ∂
∂t
|ψF,j(A, t)〉
}
. (21)
We now note that the partial derivative in the last term
corresponds to the full derivative of the Floquet states
with respect to time assuming that A remains constant
in time. With this point in mind, we know that the
Floquet states are solutions of the Schro¨dinger equation:
i
∂
∂t
|ψF,j(A, t)〉 = H |ψF,j(A, t)〉. (22)
The last term in Eq. (21) therefore cancels the right-
hand side in Eq. (19), and the Schro¨dinger equation in
the Floquet basis reduces to
∑
j
{
dcj(t)
dt
|ψF,j(A, t)〉+ cj(t)dA
dt
∂
∂A
|ψF,j(A, t)〉
}
= 0.
(23)
Multiplying this equation on the left by 〈ψF,k(A, t)|, we
find that
dck(t)
dt
= −
∑
j
cj(t)
dA
dt
〈ψF,k(A, t)| ∂
∂A
|ψF,j(A, t)〉, (24)
which can alternatively be expressed as
6dck(t)
dt
= −
∑
j
cj(t)
dA
dt
(
−itdǫj
dA
δkj + e
i(ǫk−ǫj)t〈uk(A, t)| ∂
∂A
|uj(A, t)〉
)
= it
dǫk
dt
ck(t)− dA
dt
∑
j
cj(t)e
i(ǫk−ǫj)t〈uk(A, t)| ∂
∂A
|uj(A, t)〉. (25)
The two terms in the above equation have clear meanings.
The first term describes the fact that as A changes (and
ǫ changes with it) the coefficients ck acquire phase shifts
in order to correct for the difference between the actually
accumulated phase (from the initial time until time t) and
the phase that would have accumulated assuming that
the instantaneous quasienergy had been in effect from
t = 0 until time t. The second term on the right-hand side
of Eq. (25) describes geometric phase accumulation, as
well as nonadiabatic transitions between Floquet states.
The first term in Eq. (25) has the undesirable prop-
erty that its coefficient contains the factor t, which grows
without bounds, a feature that looks rather unnatural
and could complicate calculations for long pulses. This
term can be eliminated by defining the coefficients
c˜k(t) = e
−i[tǫk(t)−
∫
t
0
ǫk(t
′)dt′]ck(t). (26)
In terms of the coefficients c˜j(t), the quantum state in
Eq. (20) takes the form
|ψ(t)〉 =
∑
j
c˜j(t)|uj(A, t)〉e−i
∫
t
0
ǫj(t
′)dt′ . (27)
This equation exhibits a clear analogy with quantum
state evolution in standard adiabatic theory: the Floquet
modes |uj(A, t)〉 are the eigenstates of the instantaneous
Floquet Hamiltonian, the dynamical phases
∫ t
0 ǫj(t
′)dt′
are the time integrals of the quasienergies, and the evo-
lution of the coefficients c˜j(t) incorporates geometric
phases and nonadiabatic transitions.
With the definition of c˜j(t), Eq. (25) is transformed
into
dc˜k(t)
dt
= −dA
dt
∑
j
e−i
∫
t
0
[ǫj(t
′)−ǫk(t′)]dt′〈uk(A, t)| ∂
∂A
|uj(A, t)〉c˜j(t). (28)
Note that although we have eliminated the indefinitely
growing coefficient with this last transformation we now
have a new undesirable feature in the equation of motion,
namely the fact that the time derivative of the state now
depends on the entire history of the system, as opposed
to just the system parameters and state at time t.
Eq. (28) is the Schro¨dinger equation that describes the
transition dynamics between the Floquet modes. If the
driving strength A changes very slowly over time t, we
are in the adiabatic limit of the Floquet picture. Using
Eq. (28) together with dA/dt → 0, we conclude that all
the coefficient c˜k(t) are constants. In this case, there
is no population transition between the Floquet modes.
From Eq. (27), we find that the state dynamics are fully
described by applying a time-dependent dynamical phase
− ∫ t0 ǫj(t′)dt′ to each of the two Floquet modes |uj(A, t)〉.
The constant coefficients c˜j can be obtained by decom-
posing the initial state |ψ(0)〉 in the Floquet state basis
at the initial time, e.g. the basis states |uj(0, 0)〉 if we are
considering a pulse whose amplitude A starts from zero
at the initial time t = 0 (and we remind the reader here
that setting A = 0 in |uj(0, 0)〉 should be understood as
taking the limit A→ 0).
If the driving strength A varies fast over time, nona-
diabatic transitions between the Floquet modes can be
excited. According to Eq. (28), the nonadiabatic transi-
tion rate, given by the change of the coefficient dc˜k/dt,
depends on the inner product 〈uk(A, t)| ∂∂A |uj(A, t)〉. In
the upper panel of Fig. 2, we plot the amplitude of the
inner product |〈u0(A, t)| ∂∂A |u1(A, t)〉| for the case of a
qubit under resonant driving, ω = ∆. This quantity
exhibits multiple local maxima at driving amplitudes
which correspond to the positions of the avoided cross-
ings of the quasienergies spectrum (labeled with dashed
lines in the lower panel of Fig. 2). In a pulse where the
driving strength changes and the system traverses such
an avoided crossing, Landau-Zener transitions can oc-
cur between Floquet states following the usual formula
for Landau-Zener transitions, just modified from the lan-
guage of energies to that of quasienergies.
An alternative form of the Schro¨dinger equation
The time dependence of the Floquet modes |uj(A, t)〉
appears explicitly in Eq. (28). It is possible to rewrite the
equation using the Fourier decomposition of these modes,
similarly to what is done for example when transforming
the time-dependent Floquet Hamiltonian into its time-
independent infinite matrix form. As we shall see shortly,
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FIG. 2. The dimensionless quantity ω|〈u0(A, t)|
∂
∂A
|u1(A, t)〉|
(upper panel) and the quasienergy spectrum (lower panel)
for the case of a qubit under resonant driving, ω = ∆. The
quasienergies and Floquet modes are calculated by numeri-
cally diagonalizing the Floquet Hamiltonian, Eq. (9). The
positions of the avoided crossings (labeled with dashed lines
in the lower panel) align well with the local maxima of
|〈u0(A, t)|
∂
∂A
|u1(A, t)〉|.
this change makes it possible to evaluate the necessary
inner products directly from the eigenstates of the Flo-
quet Hamiltonian in its time-independent large-matrix
form. In order to perform this transformation, we take
the inner product on the right-hand side of Eq. (28) and
express it as a Fourier series:
〈uk(A, t)| ∂
∂A
|uj(A, t)〉 =
∞∑
n=−∞
einωt
1
T
∫ T
0
dt′e−inωt
′〈uk(A, t′)| ∂
∂A
|uj(A, t′)〉
=
∞∑
n=−∞
einωt〈〈uk(A, t′)| ∂
∂A
|u(n)j (A, t′)〉〉 (29)
where the double-bracket notation is defined in Eq. (16),
and we have also used the definition
|u(n)j (A, t)〉 = e−inωt|uj(A, t)〉. (30)
Note that |u(n)j (A, t)〉 is different from |uj,n(A)〉, which
was introduced in Sec. II and is the n-th Fourier coef-
ficient of |uj(A, t)〉. Apart from the differentiation with
respect to A, the inner products in Eq. (28) can be eval-
uated by taking the simple inner products between two
vectors that are obtained by diagonalizing the Hamil-
tonian HF . Because of the ambiguity in defining ǫj and
|uj(t)〉 (more specifically the fact that one can freely move
integer multiples of ω between the two), the above defini-
tion of |u(n)j (A, t)〉 naturally suggests the accompanying
definition
ǫ
(n)
j = ǫj − nω, (31)
which leads to the relation
e−iǫ
(n)
j
t|u(n)j (A, t)〉 = e−iǫjt|uj(A, t)〉, (32)
for all values of n. In other words, the different values of
n give identical copies of the Floquet states, although the
quasienergies and Floquet modes for the different values
of n are different by integer multiples of ω and a factor
of e−inωt. Equation (28) now becomes
8dc˜k(t)
dt
= −dA
dt
∑
j
∞∑
n=−∞
e−i
∫
t
0
[ǫj(t
′)−ǫk(t′)]dt′einωt〈〈uk(A, t)| ∂
∂A
|u(n)j (A, t)〉〉c˜j(t)
= −dA
dt
∑
j
∞∑
n=−∞
e−i
∫
t
0
[ǫ
(n)
j
(t′)−ǫk(t′)]dt′〈〈uk(A, t)| ∂
∂A
|u(n)j (A, t)〉〉c˜j(t). (33)
This equation is asymmetric in that it uses the quasienergies and Floquet modes both with and without the additional
index n. It can be made symmetric by first rewriting it in the form
dc˜
(0)
k (t)
dt
= −dA
dt
∑
j
∞∑
n=−∞
e−i
∫
t
0
[ǫ
(n)
j
(t′)−ǫ(0)
k
(t′)]dt′〈〈u(0)k (A, t)|
∂
∂A
|u(n)j (A, t)〉〉c˜(0)j (t) (34)
and observing that the equation would still be valid if we
replaced the index 0 by m throughout the equation. We
can therefore replace the single equation by an infinite
number of equivalent and independent equations. Be-
cause these equations are linear in the coefficients c˜, one
can distribute the two probability amplitudes c˜j at the
initial time (with complete freedom) among the differ-
ent identical copies of the Floquet states (and hence use
the coefficients c˜
(n)
j with n = −∞, . . . ,∞) and solve all
the equations in order to find the probability amplitudes
at the final time, keeping in mind that after obtaining
the probability amplitudes at the final time all the coef-
ficients with the same value of j must be summed before
calculating the occupation probabilities for the two Flo-
quet states, i.e. c˜j(t) =
∑∞
n=−∞ c˜
(n)
j (t). Noting once
more the linearity in the Schro¨dinger equations and the
equivalence between the different copies of Floquet state,
we can rearrange the terms on the right-hand side among
the different equations. One possible rearrangement gives
the set of equations
dc˜
(m)
k (t)
dt
= −dA
dt
∑
j
∞∑
n=−∞
e−i
∫
t
0
[ǫ
(n)
j
(t′)−ǫ(m)
k
(t′)]dt′〈〈u(m)k (A, t)|
∂
∂A
|u(n)j (A, t)〉〉c˜(n)j (t). (35)
We remark that the above equation can also be derived
using the (t, t′) formalism [35] as described in Ref. 30.
IV. QUBIT FINAL STATE AFTER PULSES
WITH SLOWLY VARYING AMPLITUDE
In applications to quantum control of a single qubit,
one often focuses on the qubit’s final state at the end of
a control pulse or pulse sequence, which is then followed
by state readout. In this section, we discuss the final
state of the qubit after a resonant pulse whose amplitude
varies slowly. In this case, the adiabatic limit in the
Floquet picture applies. The pulse amplitude A = 0
at the beginning and the end of the pulse. As a result,
we would like to express the initial and final states of the
qubit using Floquet modes |uj(0, t)〉. From Eqs. (6), (12)
and (11), we obtain the Floquet modes expressions
|u0(0, t)〉 = 1√
2
(
1
eiωt
)
,
|u1(0, t)〉 = 1√
2
(
1
−eiωt
)
(36)
in the original qubit basis using the Bessel functions at
value 0, Jn(0) = δ0n, and θ = π/2 for ω = ∆ and
A → 0. We notice from the above equations that the
Floquet modes |uj(0, t)〉 are the time-independent states
1√
2
(|0˜〉+ |1˜〉) and 1√
2
(|0˜〉− |1˜〉), if we define |0˜〉 and |1˜〉 as
the qubit eigenstates in a rotating frame which rotates at
an angular frequency ω. In this rotating frame, the Flo-
quet modes at the beginning and at the end of the pulse
correspond to the same set of states. The state evolution
from the beginning (t = 0) to the end (t = tf ) of the pulse
is simply described by the accumulation of a dynamical
phase φd =
∫ tf
0
∆ǫ(t′)dt′, where ∆ǫ(t) = ǫ2(t)− ǫ1(t). In
the Bloch sphere, the above evolution can be seen as a
rotation of the state vector by an angle φd around the x
axis, which points towards |u0(0, t)〉. The rotation angle
φd, which is the time integral of the quasienergy differ-
ence, does not depend on any other details of the pulse
shape. Considering the case where the rise and fall parts
of the pulse are slow and we vary only the duration of
the middle part of the pulse with fixed amplitude Am,
the qubit state undergoes Rabi oscillations as φd changes
at a constant rate ΩR = ∆ǫ(Am), i.e. the Rabi frequency
as discussed in Sec. II.
It is worth noting here that although we have only
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FIG. 3. Bloch sphere representation of the adiabatic evolution
in the Floquet picture. The state vector evolution (red thin
arrows) is a rotation around a fictitious field (red thick arrows)
pointing towards the direction of |u0(0, t)〉 in the equatorial
plane. The direction of the fictitious field in the equatorial
plane is determined by the phase φ of the driving and the
amplitude of the fictitious field has an amplitude given by
the quasienergy difference ∆ǫ.
discussed the case where the driving term of the qubit is
A(t) cos(ωt) above, we can easily generalize our results to
the driving waveform A(t) cos(ωt+ φ) with an arbitrary
constant phase φ. In this more general case, we obtain
the same form of the quasienergies of the system and
Floquet modes with a phase shift compared to the φ = 0
case. In particular, the Floquet modes at A → 0 are
given by |u0(0, t)〉 = 1√2 (|0˜〉 + eiφ|1˜〉) and |u1(0, t)〉 =
1√
2
(|0˜〉 − eiφ|1˜〉). By choosing a specific value of φ in
the driving signal, one can control the rotation axis of
the Rabi oscillation in the equatorial plane of the Bloch
sphere (see Figure 3). This point appears naturally in
the RWA for weak driving, and our analysis shows that
it holds for pulses with arbitrary driving amplitude, as
long as the pulse amplitude varies slowly. In Sec. V, we
will examine more closely the breakdown of the adiabatic
approximation.
V. NONADIABATIC TRANSITIONS BETWEEN
FLOQUET STATES OF A QUBIT
Dynamics with adiabatic perturbation theory
When the driving strength changes rapidly, e.g. in a
short pulse, nonadiabatic transitions between Floquet
states will be reflected in the evolution of the coefficients
c˜j(t) in Eq. (27). This evolution can be calculated using
Eq. (35) or equivalently Eq. (28). These two equations
are exact. To proceed further analytically, we will employ
adiabatic perturbation theory (APT) [36] and then we
will compare the solutions given by APT with the exact
numerical solutions. In the first order of APT [30, 36], we
solve Eq. (35) iteratively keeping terms up to first order
in dA/dt. This is equivalent to replacing c˜j,n(t)→ c˜j,n(0)
on the right-hand side of Eq. (35). This way we obtain
the approximate expression
c˜
(m)
k (t) = c˜
(m)
k (0)−
∫ t
0
dt
dA
dt
∑
j
∞∑
n=−∞
e−i
∫
t
0
[ǫ
(n)
j
(t′)−ǫ(m)
k
(t′)]dt′〈〈u(m)k (A, t)|
∂
∂A
|u(n)j (A, t)〉〉c˜(n)j (0). (37)
Setting c˜
(n)
j (0) = c˜j(0)δn,0 at the initial time and summing the equation over m, we obtain
c˜k(t) = c˜k(0)−
∫ t
0
dt
dA
dt
∑
j
∞∑
m=−∞
e−i
∫
t
0
[ǫ
(0)
j
(t′)−ǫ(m)
k
(t′)]dt′〈〈u(m)k (A, t)|
∂
∂A
|u(0)j (A, t)〉〉c˜j(0). (38)
If we quantify the nonadiabatic transition as the change of each coefficient δc˜j(t) = c˜j(t)− c˜j(0), we can see from the
above equation that this quantity is proportional to
Nj→k(t) =
∫ t
0
dt
dA
dt
∞∑
m=−∞
e−i
∫
t
0
[ǫ
(0)
j
(t′)−ǫ(m)
k
(t′)]dt′〈〈u(m)k (A, t)|
∂
∂A
|u(0)j (A, t)〉〉. (39)
The above quantity, Nj→k(t), denotes the nonadiabatic transition matrix element from the j-th to the k-th Floquet
mode. It can be defined as the complex coefficient c˜k of the k-th Floquet mode after a driven evolution with the
initial state prepared in the j-th Floquet mode, i.e. c˜l(0) = δlj . Nj→k is the sum of complex, oscillating terms that
will occasionally give a very small value for the sum, as we shall see below. We also note that the coefficient c˜k can
be calculated essentially exactly by numerically solving the time-dependent Schro¨dinger equation.
Next, we calculate the nonadiabatic transition matrix elements for a representative pulse shape that has the simple
form:
A(t) =


Am
2 (1− cos(πt/tr)) t ≤ tr
Am tr < t ≤ tr + tp
Am
2 (1 + cos(
π(t−tp−tr)
tf
)) tr + tp < t ≤ tr + tp + tf
, (40)
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where tp is the duration of the middle part of the pulse,
tr (tf ) is the rise (fall) time of the pulse, and Am is the
maximum amplitude of the pulse. We choose to analyze
pulses with the rising and falling edge being cosine func-
tions because it is a pulse shape that requires a small
bandwidth, minimizing required experimental resources.
Nonadiabatic transitions occur in both the rising and
falling edges of the pulse. We will deal with these two
cases separately in the remainder of this section. We will
consider the case of resonant driving (ω = ∆) and φ = 0
here but our treatment can be generalized to arbitrary
values of ω and φ.
Rising edge
For the pulse shape given by Eq. (40), the rising edge
is in the time interval between 0 and tr. For performing
the exact numerics to simulate the nonadiabatic transi-
tions, we assume the initial state of the system to be
|ψ(0)〉 = (|0〉 + |1〉)/√2 which coincides with the Flo-
quet mode |u0(0, 0)〉. Thus c˜0(0) = 1 and c˜1(0) = 0.
We then use a numerical solver to determine the sys-
tem evolution under the time-dependent Hamiltonian in
Eq. (1) with the specified pulse shape. The final state
|ψ(tr)〉 is written as a superposition of the Floquet modes
|uj(Am, tr)〉, yielding the Floquet mode coefficients c˜0(tr)
and c˜1(tr). In this case, the quantity c˜1(tr) gives an mea-
sure of the nonadiabatic transitions during the rising edge
of the pulse. In Fig. 4(a), we show c˜1(tr) as a function
of the maximum amplitude Am and the rise time tr. For
comparison we also evaluate the nonadiabatic transition
amplitudes using APT. For this purpose, we first numer-
ically calculate all the instantaneous quasienergies and
Floquet modes for values of A from t = 0 to t = tr
in small steps. We then numerically evaluate N0→1 ac-
cording to Eq. (39), and we plot its absolute value in
Fig. 4(b). In Fig. 4(c), we show the nonadiabatic tran-
sition amplitude calculated both by exact numerics and
by APT as a function of tr for a few values of the strong-
driving pulse amplitude Am. We find good agreement
between the APT solution and the exact results. Consid-
ering the physics of Landau-Zener transitions, and not-
ing that the minimum gap in the first avoided crossing
of quasienergies is ∼ ω, we find that for Am ∼ ∆ adia-
baticity is determined by the product ωtr. As expected,
for long rise times tr ≫ 1/ω where the evolution should
be adiabatic, we have |N0→1| → 0. For short rise times
tr ∼ 1/ω, the nonadiabatic transition amplitude oscil-
lates as a function of tr. This oscillatory behavior is a
result of interference between different paths that cor-
respond to the nonadiabatic transitions during the rise
time. We notice that for the particular pulse shape ana-
lyzed here, |N0→1| has a local minimum around tr ≈ 1/ω
(as well as at other higher points), which only weakly de-
pends on the value of Am provided that Am . ∆. At this
point, the net probability for a nonadiabatic transition to
have occurred during the amplitude ramp is remarkably
small. This suppression of nonadiabatic transitions can
be understood as destructive interference of the transi-
tions between the Floquet states at different times during
the amplitude ramp. The exact values of tr at which the
minima occur depend on φ. For φ = π/2 for example, the
first minimum in the nonadiabatic transition probability
occurs around tr ≈ 2.6/ω.
Falling edge
The nonadiabatic transitions in the falling edge of the
pulse can be calculated in a similar way as for the rising
edge. To simplify notations, we shift the times so that
the beginning and end times are 0 and tf (e.g. by taking
tr = tp = 0 in Eq. (40)). We have
dA
dt
= −πAm
2tf
sin
(
arccos
(
2A(t)
Am
− 1
))
. (41)
To exactly simulate the nonadiabatic transitions, we start
with the initial state |ψ(0)〉 = |u0(Am, 0)〉 and express
the final state |ψ(tf )〉 in the basis of Floquet modes
|uj(0, tf )〉 = (|0〉 ± eiωtf |1〉)/
√
2. In Fig. 4(d-f) we show
the amplitude of nonadiabatic transitions occurring dur-
ing the falling edge of the pulse as a function of the maxi-
mum pulse amplitude Am and the fall time tf . In the adi-
abatic limit tf ≫ 1/ω, we have |N0→1| → 0 as expected.
We also notice a coherent suppression of nonadiabatic
transitions at tf ≈ 1/ω with only a weak dependence on
the value of Am as long as Am . ∆.
Efficient suppression of transitions between Floquet
states
Our results for the rising and falling edges agree in pre-
dicting that when tr, tf ≫ 1/ω, nonadiabatic transitions
are negligible, which corresponds to the adiabatic limit
in this driven system. The small differences between the
two cases in the exact shapes of the oscillatory behavior
of |N0→1| → 0 as a function of tr is not very surpris-
ing, given that there is an asymmetry between the two
cases, both in the pulse shape and in the fact that in one
case the pulse amplitude is minimum at the initial time
while in the other the pulse amplitude is maximum at
the initial time.
Remarkably, we find that the transitions between the
Floquet states during the rise and fall edges of the con-
trol pulses are reduced for specific values of the rise and
fall times, respectively. This effect provides the basis
for a quantum control protocol, which we name Floquet
Interference Efficient Suppression of Transitions in the
Adiabatic basis (FIESTA). In the next section we dis-
cuss the application of FIESTA to optimization of single
qubit gates.
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FIG. 4. Nonadiabatic transition amplitude between the two Floquet modes of a qubit induced by ramping the pulse amplitude
on the rising (a-c) and falling (d-f) edges of the pulse. The qubit is driven on resonance (ω = ∆) with φ = 0 and pulse shapes
given by Eq. (40). (a,d) The nonadiabatic transition amplitude calculated by setting c˜0(0) = 1 and numerically solving the
time-dependent Schro¨dinger equation for c˜1(t) plotted as a function the maximum driving amplitude Am and the pulse rise/fall
time tr/f . (b,e) The nonadiabatic transition amplitude |N0→1| calculated using adiabatic perturbation theory (APT), Eq. (39).
(c,f) Comparison between the exact solutions (solid) and the APT solutions (dashed) at Am = ∆/4, ∆/2, and ∆. All the
curves in panels c and f have a clear minimum in the nonadiabatic transition amplitude at ωtr/f ≈ 1.
VI. APPLICATION TO SINGLE-QUBIT GATES
As we have discussed in Secs. IV and V, the absence of
nonadiabatic transitions between Floquet modes results
in smooth and simple Rabi oscillations between energy
eigenstates of the qubit. This is a desirable property for
implementing high-fidelity single-qubit gates. Nonadia-
batic transitions can be suppressed either by turning the
pulse on and off adiabatically or by using the destructive
interference of the nonadiabatic transitions discussed in
Sec. V. In any realistic setup, the gate fidelity is fur-
ther reduced by the decoherence that the qubit expe-
riences during the implementation of the gate, and the
reduction increases with increasing gate time. For an
adiabatic pulse in the strong driving regime, we require
tr, tf ≫ 1/∆, which means that the total pulse dura-
tion must satisfy ttotal ≫ 1/∆. This condition is the
same one obtained for the implementation of a typical
single-qubit gate in the weak driving regime, because
the pulse duration in that case is given by ttotalAm ∼ 1
and Am ≪ ∆. Therefore, adiabatic pulses in the strong
driving regime do not necessarily yield higher operation
speeds than weak-driving pulses. However, with the co-
herent suppression of the nonadiabatic transitions, which
requires careful control of the pulse shapes, one could re-
alize high-fidelity single-qubit gates with gate times on
the order of ttotalAm ∼ 1/∆. In this section, we discuss
the optimization of the fidelity of single-qubit operations
by zeroing the nonadiabatic transitions between Floquet
modes in fast pulses.
Universal single-qubit operations require unitary oper-
ations corresponding to rotations around two axes in the
Bloch sphere with arbitrary angles. Here, we consider im-
plementing operations which are rotations around axes in
the equatorial plane of the Bloch sphere since these can
be realized with the Hamiltonian in Eq. (2) in the absence
of nonadiabatic transitions between Floquet modes. The
rotation axis is controlled by the phase of the pulse φ
and the rotation angle θ is determined by the time inte-
gral of the quasienergy difference, i.e. θ =
∫ t
0 dt
′∆ǫ(t′).
Following the discussions in the previous section, we con-
sider the pulse shape defined in Eq. (40). To achieve the
above rotations, we choose the optimal rise time tr and
fall time tf on the rising and falling edges respectively for
the coherent suppression of nonadiabatic transitions and
we choose the duration tp of the middle part of the pulse
correspondingly according to the target rotation angle θ.
For finding the optimal rise time tr for a given oper-
ation, we calculate and minimize the nonadiabatic tran-
sitions on the rising edge in its time interval between 0
12
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FIG. 5. Nonadiabatic transitions between Floquet modes on the falling edge and gate fidelities of the pulses for Rx(θ) with
φ = 0 (a,c) and Ry(θ) with φ = −π/2 (b,d). The maximum amplitude of the pulses are assumed to be Am = ∆/4. The falling
edge for the nonadiabatic transition calculation are assumed to be in the time interval between tr + tp and tr + tp + tf . (a,b)
Nonadiabatic transitions on the falling edge of the pulses versus tp and tf . (c,d) Simulated gate fidelity of Rx(θ) (c) and Ry(θ)
(d) operations versus tp with different values of tf . The rise times tr are chosen to be 1/ω and 2.6/ω for Rx(θ) and Ry(θ)
respectively in order to achieve optimal suppressions of the nonadiabatic transitions on the rising edge. The optimal pulse
parameters that lead to maximum gate fidelities correspond to where the nonadiabatic transitions on the both the rising and
falling edge are coherently suppressed.
and tr for pulses with a initial phase φ which sets the
desirable rotation axis. This is essentially the same cal-
culation we did in Sec. V. For operations Rx(θ) and
Ry(θ) which are rotations around the x and y axes of
the Bloch sphere, the optimal rise times tr are approxi-
mately 1/ω and 2.6/ω respectively. For finding the op-
timal fall time tf , the procedure is more complicated as
the nonadiabatic transitions on the falling edge depend
on tf as well as the phase of the pulse at the beginning
of the falling edge φf . This phase depends on the ini-
tial phase of the pulse as well as the pulse duration by
φf = φ + ω(tr + tp). In Fig. 5(a) and (b), we plot the
nonadiabatic transition amplitude |N0→1| on the falling
edge versus the fall time tf and the phase φf with the
maximum amplitude Am = ∆/4. We find that the tf
minimizing |N0→1| changes with φf periodically.
Next, we perform simulation on the qubit dynamics
under pulses with different parameters and compute the
their fidelities with respect to the ideal operations Rx(θ)
and Ry(θ). With the shape of the pulse in Eq. (40),
the pulse is fully determined by the parameters Am, φ,
tr, tf , and tp. With energy relaxation time T1 taken
into account, we can express the resulting operation as a
quantum process matrix χ(Am, φ, tr, tf , tp, T1) character-
ized by quantum process tomography (QPT) [37, 38]. To
obtain the process matrix corresponding to a given pulse,
we simulate the final state after the pulse with respect to
initial states |0〉, |1〉, (|0〉+ i|1〉)/√2, and (|0〉 − |1〉)/√2.
The simulations are done by numerically solving the mas-
ter equation in the Lindblad form [39]:
ρ˙(t) = −i[H(t), ρ(t)]+
∑
n
κn
2
(2LˆnρLˆ
†
n−Lˆ†nLˆnρ−ρLˆ†nLˆn),
(42)
where Lˆn and κn are the Lindblad operator and the deco-
herence rate for a certain decoherence source respectively.
Here we consider only one decoherence mechanism, en-
ergy relaxation thus we only have one term in Eq. (42),
with Lˆ = σ− and κ = 1/T1. The actual values of the
qubit parameters are chosen to be the same as those
characterized in the experiments discussed in Ref. 25,
where ∆ = 2π × 2.288 GHz and T1 = 2 µs. We note
that the value of T1 here is shorter than those obtained
in other experiments with flux qubits, and therefore the
fidelities we obtain are conservative estimates. Once we
have the final states with respect to the four initial states,
we can reconstruct the process matrix χ using standard
QPT. From the process matrix χ obtained by QPT and
its ideal counterpart χideal, we can directly calculate the
process fidelity, defined as Fp = Tr[χidealχ]. The gate
fidelity Fg, defined as the state fidelity of the process
output state with respect to the ideal output state av-
eraged over all possible input states, can be related to
the process fidelity Fp by Fg = (dFp + 1)/(1 + d) with d
the dimension of the system [40]. We simulate the gate
fidelity of operations Rx(θ) and Ry(θ) implemented by
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FIG. 6. Simulated gate fidelities of the implemented Rx(θ)
versus the maximum amplitude duration tp (a) or the rotation
angle θ given by θ =
∫ t
0
dt′∆ǫ(t′) (b). The pulses are defined
with φ = 0, tr = 1/ω and tf = 1/ω and various values of tp
and Am. While the optimal tp for the coherent suppression
of nonadiabatic transitions is independent of Am, different
pulses with the same tr, tf , and tp can have different rotation
angles θ depending on Am.
pulses with φ = 0 and −π/2 at Am = ∆/4. In these sim-
ulations, we choose the rise times of the pulses tr = 1/ω
and 2.6/ω for Rx(θ) and Ry(θ) respectively for the max-
imum suppression of the nonadiabatic transitions on the
rising edge. In Fig. 5(c) and (d), we plot the gate fi-
delities versus the maximum amplitude duration tp with
different fall times. For short fall times (tf ∼ 1/ω), the
gate fidelity oscillates as a function of tp. This is a sig-
nature of coherent nonadiabatic transitions between the
Floquet modes. The highest-fidelities are attained when
the combinations of tp and tf lead to small nonadiabatic
transitions (minima in Fig. 5(a) and (b)). For longer
fall times (tf & 5/ω), the ramping of the falling edge is
approximately adiabatic thus the gate fidelity has sup-
pressed oscillations and is limited by T1.
So far, we have shown that high-fidelity operations
Rx(θ) and Ry(θ) can be achieved for some specific rota-
tion angle θ which depends on the optimal combination
of tr, tp, and tf . Performing univeral quantum com-
putation, however, requires engineering pulses that cor-
respond to arbitrary rotation angles. This goal is easy
to achieve in our optimization method. As discussed in
Sec. V, the optimal tr and tf are almost independent of
the maximum driving amplitude Am as long as Am . ∆.
In Fig. 6(a), we plot the gate fidelity of Rx(θ) versus tp
and Am with the optimal tr = 1/ω and a short tf = 1/ω.
We show that the optimal tp, which minimizes nonadia-
batic transitions and leads to high-fidelity operations, is
also independent of Am. In Fig. 6(b), we plot the gate
fidelity of Rx(θ) versus θ at several values of Am. We
show that by fixing tr, tp, and tf to their the optimal
values and sweeping Am, high-fidelity rotations for any
rotation angles θ can be achieved. Therefore, to fully op-
timize a pulse for a given rotation operation, one can first
determine tr, tp, and tf based on the rotation axis and a
rough range of Am and then fine-tune Am by targeting
a precise rotation angle given by θ =
∫ t
0 dt
′∆ǫ(t′). As an
example, we optimize pulses for the operations Rx(π/2)
and Ry(π/2) in the single-qubit Clifford group [41] using
qubit parameters detailed in Ref. 25. For Rx(π/2), the
optimized pulse with tr = 1/ω, tf = 1/ω, tp = 5.30/ω,
and Am = 0.249ω has a gate fidelity of 0.99983. For
Ry(π/2), the optimized pulse has a fidelity of 0.99986
with tr = 2.6/ω, tf = 1/ω, tp = 4.27/ω, and Am =
0.270ω. The above fidelities are limited by T1, where we
assumed ω = ∆ = 2π × 2.288 GHz and T1 = 2 µs.
Next, we consider optimization with an experimen-
tal limitation, as introduced by the time resolution and
bandwidth of the ultrafast arbitrary waveform genera-
tor used in Ref. 25. We perform pulse optimization by
first rounding the calculated optimal tr, tf , and tp to
the 40 ps time resolution of the waveform and limit-
ing the shortest tr and tf to 80 ps. We then optimize
Am to obtain the highest possible gate fidelity. We ob-
tain a fidelity of 0.99962 for Rx(π/2) with the pulse pa-
rameters: tr = 80 ps, tf = 80 ps, tp = 360 ps, and
Am = 2π×0.5674 GHz. For Ry(π/2), we obtain a fidelity
of 0.99972 with tr = 200 ps, tf = 80 ps, tp = 280 ps, and
Am = 2π × 0.6223 GHz. Enforcing a finite time resolu-
tion reduces the effectiveness of the suppression of nona-
diabatic transitions; however, the resulting fidelities are
only slightly lower than those with unconstrained time
resolution.
In practice, the achievable pulses are limited by elec-
tronics and experimental setup, and the actual pulse
times therefore deviate from the designed values. For
moderate timing constraints corresponding to a realistic
superconducting qubit setup, the suppression of nonadia-
batic transitions is still acceptable and the rotation angle
error can be compensated by further optimizing the pulse
amplitude Am which can be set with high resolution using
standard equipment. Combined with quantum process
characterization techniques such as randomized bench-
marking [42], our optimization procedure can be poten-
tially carried out in-situ and therefore is robust against
timing uncertainties in practical applications. We note
that, thanks to the cosine-function shape of the pulse
envelope during the rising and falling edges, this pulse
scheme requires a bandwidth of only 2ω. For supercon-
ducting qubits, which usually have a transition frequency
of a few gigahertz, such pulses can be readily generated
by a high-bandwidth arbitrary waveform generator.
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VII. COMPARISON WITH OTHER PULSE
OPTIMIZATION METHODS
In this section, we discuss the connection between FI-
ESTA and other methods in optimal quantum control
(OQC). For an in depth discussion of quantum control,
we refer the reader to the review articles [43–45]. The ob-
jective in OQC is maximizing the fidelity of a quantum
state or of a quantum operation, given a Hamiltonian
with controllable parameters. Constraints on the pa-
rameters can be applied, including amplitude constraints
and time-domain constraints. Time-domain constraints
are of two types: frequency bandwidth constraints or
parametrization in terms of analytical functions. A re-
search topic that is closely related to OQC is the quan-
tum speed limit, addressing operations implemented with
high fidelity in the minimum possible amount of time [46–
48].
Gradient ascent pulse engineering (GRAPE) [49] and
Krotov [50] optimal quantum control rely on assuming
a piecewise-constant form of the control parameters. In
these methods, an iterative algorithm is used to steadily
increase the fidelity and eventually converge to optimal
values of the control parameters in all the time intervals.
With sufficient discretization, continuously varying con-
trol parameters can be approximated with good accuracy.
Other control methods, including chopped random-basis
quantum optimization (CRAB) [51] and Gradient Opti-
mization of Analytic conTrols (GOAT) [52] assume the
Hamiltonian to be expressed in terms of analytic func-
tions, with a set of parameters entering these functions
to be optimized. Derivative Removal by Adiabatic Gate
(DRAG) [53] is concerned with the reduction of state
leakage in a weakly anharmonic system, providing an ap-
proximate analytical solution to this problem.
A problem discussed extensively in literature is the
control of a qubit with a transverse driving term limited
in absolute value. It was shown that the optimal solu-
tions for single-qubit rotations consist of sudden switch-
ing of the control between its extreme values, and the
optimal time is related to the inverse qubit transition
frequency (see Ref. 54, 55, and also 56 and references
therein).
In contrast to these approaches, closed-loop optimal
control is a method in which control is optimized in a
system with imperfect knowledge of the system Hamil-
tonian or control transfer functions, based on feedback
from a fidelity measurement performed on the physical
system [57].
FIESTA is used to perform optimization of quantum
gates with resonant driving and a simple pulse shape
characterized by three times (pulse rise, top, and fall) and
an amplitude (the maximum pulse amplitude). This par-
ticular optimization problem has elements related to am-
plitude constraints and bandwidth constraints explored
with other methods. One important characteristic of
this pulse shape is that it is motivated by experimen-
tal implementation constraints, where using a frequency
band around the qubit transition frequency can be con-
veniently implemented using analog quadrature modu-
lation. Optimization with amplitude constraints can be
done using GRAPE or analytically in some cases. Band-
width constraints can be implemented in GOAT [52] or
approximately, using filtered optimal pulses [56]. Our
approach is physically motivated by the observation that
even in the strong driving regime the dynamics can be
simply described in terms of three unitaries, for the rise,
central, and fall parts of the pulses. We showed that
optimizing only the four involved parameters (tr, tp, tf ,
and Am) extremely high fidelities can be attained, with
a total pulse duration of the order of 2π/∆, thus ap-
proaching the quantum speed limit [48]. We expect that
the optimization of these parameters is also suitable for
a closed-loop approach, and that high fidelities can be
attained with moderate levels of errors arising from the
transfer function frequency dependence and qubit detun-
ing.
We note that Bartels and Mintert [58] discussed a nu-
merical optimization method for control with short pulses
based on Floquet theory. The discussion in Ref. 58 fo-
cuses on the implementation of single-qubit gates, the
method is applicable straightforwardly to optimizing
single-qubit gates. Nevertheless, we expect in general
that optimized pulses obtained using their method will
have rather complicated envelopes, possibly complicating
experimental implementations.
We find that in the strong driving regime the opti-
mal times for x and y rotations obtained with FIESTA
are different from each other, and these optimal times
depend on the maximum amplitude Am. These results
bear an interesting connection with the discussion pre-
sented in Ref. 56 (see also references therein) of optimized
pulses with amplitude constraints and no bandwidth con-
straints.
We finally comment on the relevance of our work for
physical implementations of optimal quantum control.
Superconducting flux qubits, for which we have recently
observed Floquet dynamics [25], are an ideal two-level
system to apply these results, because higher energy lev-
els are well separated from the lowest two levels, even
when driving field amplitudes are larger than ∆. NV
centers have also been used in strong driving time do-
main experiments by Fuchs et al. [8]. In a recent experi-
ment Scheuer et al. [9] demonstrated the implementation
of optimal control in the strong driving regime using op-
timization based on CRAB. We also expect our theoreti-
cal framework to be extendible to optimization of strong
driving control for multi-level systems, with supercon-
ducting qubits being a case of particular interest.
VIII. CONCLUSION
We have analyzed the dynamics of a two-level sys-
tem under strong resonant pulses from the perspective
of (non)adiabatic evolutions in the Floquet picture. We
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presented derivations of the approximate analytical ex-
pressions for the quasienergies and Floquet states of the
system under consideration. We analyzed the effects of
pulse shaping using the adiabatic theory in the Floquet
picture. We have shown that when the driving ampli-
tude of a pulse varies slowly, the system remains in its
initial superposition of the Floquet states and the dy-
namics are governed by a dynamic phase that depends
on the evolution of the quasienergies over time. This
phase corresponds to a qubit state rotation, generaliz-
ing the notion of Rabi oscillations to the case of large
driving amplitudes. We have also analyzed and quan-
tified the nonadiabatic transitions between the Floquet
states by employing the adiabatic perturbation theory as
well as exact numerical simulations. We found that the
first order adiabatic perturbation theory agrees very well
with the exact numerics when the driving amplitude is
comparable with the qubit frequency and breaks down at
very high driving amplitude. In addition, we found that
with suitable pulse shaping the nonadiabatic transitions
can be coherently suppressed. Finally, we presented FI-
ESTA, an optimization scheme for the pulse shapes that
minimize the nonadiabatic transitions. We shown that
high-fidelity single-qubit operations can be achieved in
very short times, significantly alleviating the effect of de-
coherence. Furthermore, our optimized control scheme
requires pulses with very simple shapes and is robust
against experimental limitations and parameter uncer-
tainties. These pulses can be achieved with presently
available arbitrary-waveform generators and is therefore
ready to be implemented in experiments using supercon-
ducting qubits. Our method is an addition to the toolset
of quantum control, providing a simple recipe for high
fidelity control of a single qubit in the strong driving
regime. We expect that the theoretical framework estab-
lished here can be generalized to optimize the control of
multi-level quantum systems.
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Appendix: Derivation of the analytical forms of
quasienergies and Floquet modes
This appendix contains the derivation of the analytical
forms of the quasienergies and Floquet modes in Sec. II.
Starting from the Floquet Hamiltonian given by Eq. (9), we now perform a basis transformation where the basis
states after the transformation are related to those before the transformation by the formula
|u˜j,n,0〉 = {. . . , J−1
(
A
ω
)
, 0, J0
(
A
ω
)
, 0, J1
(
A
ω
)
, 0, . . . },
|u˜j,n,1〉 = {. . . , 0, J−1
(
−A
ω
)
, 0, J0
(
−A
ω
)
, 0, J1
(
−A
ω
)
, . . . }. (A.1)
In other words, when expressed in the original, time-domain representation,
|u˜j,n,0〉 =
∞∑
m=−∞
eimωtJm−n
(
A
ω
)
|0〉,
|u˜j,n,1〉 =
∞∑
m=−∞
eimωtJm−n
(
−A
ω
)
|1〉. (A.2)
This transformation is motivated by the fact that it diagonalizes the Hamiltonian HF when ∆ = 0. When considering
strong driving, one can use the point ∆ = 0 as a starting point and treat ∆ as a small parameter. The Hamiltonian
in the new basis reads
HF =


. . .
(n− 1)ω −∆2 J0
(
2A
ω
)
0 −∆2 J1
(
2A
ω
)
0 −∆2 J2
(
2A
ω
)
−∆2 J0
(
2A
ω
)
(n− 1)ω ∆2 J1
(
2A
ω
)
0 −∆2 J2
(
2A
ω
)
0
0 ∆2 J1
(
2A
ω
)
nω −∆2 J0
(
2A
ω
)
0 −∆2 J1
(
2A
ω
)
−∆2 J1
(
2A
ω
)
0 −∆2 J0
(
2A
ω
)
nω ∆2 J1
(
2A
ω
)
0
0 −∆2 J2
(
2A
ω
)
0 ∆2 J1
(
2A
ω
)
(n+ 1)ω −∆2 J0
(
2A
ω
)
−∆2 J2
(
2A
ω
)
0 −∆2 J1
(
2A
ω
)
0 −∆2 J0
(
2A
ω
)
(n+ 1)ω
. . .


. (A.3)
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A sufficiently large truncated version of the matrix HF yields eigenvectors and eigenvalues that converge well. A size
of 100 × 100 for example is easily sufficient for reliable numerical calculations. As explained in Ref. 25, truncating
this Hamiltonian to a 2× 2 matrix gives good results in the strong-driving limit, but it fails in the weak driving limit.
As also explained in Ref. 25, a truncation that allows an analytical solution while giving a good approximation for
the quasienergies for both weak and strong driving is obtained by using the Hamiltonian
HF,4×4 =


−ω −∆2 J0
(
2A
ω
)
0 −∆2 J1
(
2A
ω
)
−∆2 J0
(
2A
ω
) −ω ∆2 J1 ( 2Aω ) 0
0 ∆2 J1
(
2A
ω
)
0 −∆2 J0
(
2A
ω
)
−∆2 J1
(
2A
ω
)
0 −∆2 J0
(
2A
ω
)
0

 . (A.4)
Inspired by the symmetry in the above matrix, which is most easily seen in the limiting case A = 0, we now perform
a basis transformation H˜F,4×4 = S†HF,4×4S, with
S =
1√
2


1 1 0 0
1 −1 0 0
0 0 1 1
0 0 1 −1

 . (A.5)
We obtain
H˜F,4×4 =
1
2


−2ω −∆J0
(
2A
ω
)
0 0 ∆J1
(
2A
ω
)
0 −2ω +∆J0
(
2A
ω
) −∆J1 ( 2Aω ) 0
0 −∆J1
(
2A
ω
) −∆J0 ( 2Aω ) 0
∆J1
(
2A
ω
)
0 0 ∆J0
(
2A
ω
)

 . (A.6)
This matrix can be split into two 2× 2 decoupled blocks.
The outer block gives quasienergies that are close to (or
even degenerate with) quasienergies that were ignored
when we truncated the infinite-dimensional matrix HF
to a 4 × 4 matrix. We can therefore expect that the
quasienergies obtained from the outer block will not be
accurate, and indeed they are not. We therefore focus on
the inner block:
1
2
( −2ω +∆J0 ( 2Aω ) −∆J1 ( 2Aω )
−∆J1
(
2A
ω
) −∆J0 ( 2Aω )
)
. (A.7)
The eigenvalues or quasienergies are given by:
ǫ0 =
1
2

−ω −
√[
ω −∆J0
(
2A
ω
)]2
+∆2J21
(
2A
ω
) ,
ǫ1 =
1
2

−ω +
√[
ω −∆J0
(
2A
ω
)]2
+∆2J21
(
2A
ω
) .
(A.8)
The Floquet modes are given by the corresponding
eigenvectors of the Floquet Hamiltonian. In the basis
of Eq. (A.7), these eigenvectors are given by
|u˜0〉 =

 cos θ2
sin θ2

 , |u˜1〉 =

 − sin θ2
cos θ2

 , (A.9)
where
tan θ =
∆J1
(
2A
ω
)
ω −∆J0
(
2A
ω
) . (A.10)
We now note that we have made two transformations
to go from the Floquet Hamiltonian HF in Eq. (9) to
H˜F,4×4, and we need to transform the eigenvectors back
to the original basis. In the basis of Eq. (A.4), the Flo-
quet modes are given by
|u˜0〉 = 1√
2


cos θ2
− cos θ2
sin θ2
sin θ2


, |u˜1〉 = 1√
2


− sin θ2
sin θ2
cos θ2
cos θ2


.
(A.11)
Transforming further to the basis of Eq. (4), we find the
expressions
|u0,n〉 = 1√
2

 cos θ2Jn+1
(
A
ω
)
+ sin θ2Jn
(
A
ω
)
− cos θ2Jn+1
(−A
ω
)
+ sin θ2Jn
(−A
ω
)

 ,
|u1,n〉 = 1√
2

 − sin θ2Jn+1
(
A
ω
)
+ cos θ2Jn
(
A
ω
)
sin θ2Jn+1
(−A
ω
)
+ cos θ2Jn
(−A
ω
)

 .
(A.12)
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