The Levy-Ito Decomposition theorem by Bretagnolle, J. L. & Ouwehand, P.
ar
X
iv
:1
50
6.
06
62
4v
1 
 [m
ath
.PR
]  
9 J
un
 20
15
The Le´vy-Itoˆ Decomposition Theorem
by J.L. Bretagnolle
Translation and notes by P. Ouwehand
Abstract
This a free translation with additional explanations of Processus a` Accroissement Inde-
pendants Chapitre I: La De´composition de Paul Le´vy, by J.L. Bretagnolle, in Ecole d’Ete´
de Probabilite´s, Lecture Notes in Mathematics 307, Springer 1973. The Le´vy-Khintchine
representation of infinitely divisible distributions is obtained as a by-product.
As this proof makes use of martingale methods, it is pedagogically more suitable for
students of financial mathematics than some other approaches. It is hoped that the end
notes will also help to make the proof more accessible to this audience.
1 Le´vy processes
Definition 1.1 Let (Ω,F ,P, (Ft)t) be a filtered probability space. A stochastic process X =
(Xt)t with values in R
n is said to be an n-dimensional Le´vy process if
(a) X is adapted to (Ft)t (i.e. Xt is Ft–measurable for all t ≥ 0).
(b) X0 = 0 a.s.
(c) Xt+s −Xt is independent of Ft, and has the same law as Xs, for all s, t ≥ 0.
(d) (Xt)t is continuous in probability.

Consequences: Put ϕt(u) := E[e
i〈u,Xt〉], where 〈u, v〉 represents the inner product on
Rn. From (d), the ϕt(u) are continuous in the pair (t, u). From (b), ϕ0(u) = 1. From (c),
ϕt+s(u) = ϕt(u)ϕs(u), so ϕt(u) 6= 0 for any (t, u). One can thus write ϕt(u) = e
−tψ(u), where ψ
is a continuous function null at 0.
Conversely, if ψ is a continuous function null at 0, and such that for all t ≥ 0, ϕt(u) :=
e−tψ(u) is positive definite (which means that for each choice of finitely many uj , λj we have∑
i,j λiλ¯jϕt(ui − uj) ≥ 0
1), then, by Bochner’s theorem, ϕt(u) is the Fourier transform of a
probability measure on Rn. One can therefore construct a projective family of measures on
(Rn)R
+
by the formula
E[ei〈u,Xt1〉+···+i〈u,Xtn〉] = E[ei〈u1+···+un,Xt1〉+···+i〈un,Xtn−Xtn−1 〉]
= ϕt1(u1 + · · ·+ un) · ϕt2−t1(u2 + · · · + un) . . . ϕtn−tn−1(un)
for all finite choices of 0 ≤ t1 ≤ · · · ≤ tn. The process (Xt)t on (R
n)R
+
, given by Kolmogorov’s
Theorem, clearly adapted to the natural filtration Ft := σ(Xs : s ≤ t), possesses the properties
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(a), (b), (c), (d), because the fact that Xt+s−Xt → 0 in probability when s ↓ 0 is an immediate
consequence2 of the fact that ϕs(u) → 1 when s ↓ 0. Thus there is a Le´vy process to each ψ
possessing those properties.
Theorem 1.2 Suppose that S is a countable subset of R+. Then there exists a P–null set N
such that on N c the map t 7→ Xt has left- and right limits along S (la`g, la`d). If one defines
Yt := lim
s∈S,s↓t
Xs on N
c, and 0 on N , then Y is adapted to F¯t, where F¯t is the completion of Ft in
F , i.e. completed by all the null sets of F (or
∨
tFt). Moreover, Y is ca`dla`g (continue a` droite,
pourvu limites a` gauche). Finally, Y is a modification of X, i.e. for all t ,P(Xt 6= Yt) = 0.
Proof: Suppose that u ∈ Qn, and that Mut is defined by M
u
t :=
ei〈u,Xt〉
ϕt(u)
. For each u, (Mut )t
is a (complex) martingale, thus, save for a null set Nu, la`gla`d along S (see for example Neveu
p. 129-132)3 Left and right limits along S therefore exist simultaneously for all the Mu, except
for the null set N :=
⋃
u∈Qn N
u. Suppose that, for ω ∈ N c, the map s 7→ Xs(ω) could have
two distinct cluster points a, b as s tends (↑ or ↓) to t. One can always find a u ∈ Qn such
that 〈u, b − a〉 6∈ 2iπZ; hence this is impossible4 . Hence X is la`gla`d along S on N c, and Y is
ca`dla`g. By dominated convergence, we have E[ei〈u,Yt−Xt〉] = lims↓t E[e
i〈u,Xs−Xt〉] = 1, because
Xt is continuous in probability. Thus P(Yt 6= Xt) = 0
5. Finally, Because Xt = Yt a.s., Y is
adapted to (F¯t)t.
⊣
Consequence: If we have a Le´vy process in the sense of Definition 1.1, one can now take
for X the regularised (i.e. ca`dla`g) version Y , and for Ft one can take σ(Xs : s ≤ t). We now
study a fixed Le´vy process X (if one exists), and also fix (Ft)t for the remainder of this chapter.
Theorem 1.3 (0-1 Law)
If we define Ft+ :=
⋂
s>tFs, then Ft+ = Ft
Proof: Ft+ may be considered as a countable intersection, since Fu ⊆ Fv when u ≤ v. Thus
if t1 ≤ t2, we have E[e
i〈u,Xt1 〉|Ft2 ] = E[e
i〈u,Xt1〉|Ft+2
], a common version being ei〈u,Xt1 〉.
If t1 > t2, then
6
E[ei〈u,Xt1〉|Ft+2
]
a.s.
= lim
s↓t2
E[ei〈u,Xt1 〉|Fs]
a.s.
= lim
s↓t2
ei〈u,Xs〉ϕt1−s(u)
a.s.
= ei〈u,Xt2 〉ϕt1−t2(u)
a.s.
= E[ei〈u,Xt1〉|Ft2 ]
Thus for all u, s we have E[ei〈u,Xs〉|Ft+]
a.s.
= E[ei〈u,Xs〉|Ft]. The two conditional expectations
are equal a.s. for all random variables ei〈u,Xs〉, and hence for all7
∨
tFt–measurable random
variables.
⊣
Henceforth, therefore, (Ft)t is right–continuous: Ft+ = Ft. (In particular, A ∈ F0 = F0+
implies P(A) = 0 or 1.)
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Theorem 1.4 (Strong Markov property)
If T is a stopping time, then on {T < ∞} the process (XT+t −XT )t≥0 is a Le´vy process with
the same law as X, adapted to (FT+t)t, ca`dla`g, and independent of FT .
Proof: Suppose first that T is bounded, and let A ∈ FT . Take uj ∈ Q
n, and t ∈ R+. Then
E
[
IAe
i
∑
j〈uj ,XT+tj−XT+tj−1 〉
]
= P(A)
∏
j
ϕtj−tj−1(uj)
on application of the optional sampling theorem to the martingales M
uj
t .
8 If T is not bounded,
the formula remains true when applied to T ∧ n and A ∩ {T ≤ n} ∈ FT∧n. One can pass to
the limit by dominated convergence, and hence the formula is true without restrictions. On the
one hand it shows that XT+t − XT is independent of FT , and on the other that XT+t − XT
has properties (a), (b), (c). It is clear that XT+t −XT is ca`dla`g, thus a fortiori continuous in
probability.9
⊣
Corollary 1.5 A Le´vy process which has amplitudes of discontinuities a.s. bounded has mo-
ments of all orders.
Proof: Suppose M is such that P(∃t : |Xt − Xt−| ≥ M) = 0. Put T1 := inf{t||Xt| ≥ M},
and Tn := inf{t : t > Tn−1, |Xt| ≥ M}. The right-continuity implies that the Tn form a
strictly increasing sequence of stopping times. Since |XT − XT−| ≤ M for all T , by iduction
we have sup
s≤Tn
|Xs| ≤ 2nM , the strong Markov property implies that Tn − Tn−1 is independent
of FTn−1 , with the same law as T1, and hence E[e
−Tn ] = E[e−T1 ]n = an, where a < 1. Thus
P(|Xt| ≥ 2nM} ≤ P(Tn < t) ≤ a
n, and hence there exists an exponential moment for Xt.
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⊣
2 Poisson Process
This is an increasing adapted Le´vy process which grows only by jumps of amplitude 1. We will
denote it by (Nt)t in what follows, with or without supplementary indices.
If T1 := inf{t : Nt 6= 0}, then {T1 > t} = {Nt = 0}. T1 is a stopping time, P(T1 >
t + s) = P(Nt+s − Nt = 0, Nt = 0), so by the strong Markov property, P(T1 > t + s) =
P(T1 > s)P(T1 > t). This function being decreasing and bounded, we have P(T1 > t) = e
−at
for some a ∈ R+ (T1 > 0 a.s.). For a = 0, Nt ≡ 0; if not, T1 is a.s. finite, and if we put
Tn − Tn−1 := inf{t > 0 : Nt+Tn − Nt+Tn−1 > 0}, then Tn − Tn−1 is independent of FTn−1 and
has the same law as T1.
Then P(Nt = n) = P(Tn+1 > t, Tn ≤ t) =
antn
n! e
−at, 11, and E[eiuNt ] = e−at(1−e
iu). As this
function is positive definite12, then by the converse on p. 1, there exists a Poisson process13
Finally (by Corollary 1.5), Nˆt := Nt−at and (Nt−at)
2−at are integrable, and are martingales,
as one immediately verifies14
4 The Le´vy–Itoˆ Decomposition Theorem
Theorem 2.1 If M is a centered square–integrable martingale, N a Poisson process, then for
all t,
E[MtNt] = E

∑
n≥0
(MTn −MTn−)I{Tn≤t}


(where Tn are the jump times of N .)
Proof: Suppose that 0 = t0 < t1 < t2 < · · · < tn = t is a partition of [0, t]. By using the
martingale property of Mt and Nˆt := Nt − at repetitively, we obtain:
E[MtNt] = E[MtNˆt] = E

∑
i
(Mti+1 −Mti)
∑
j
(Nˆtj+1 − Nˆtj )


= E
[∑
i
(Mti+1 −Mti)(Nˆti+1 − Nˆti)
]
= E
[∑
i
(Mti+1 −Mti)(Nti+1 −Nti)
]
If the step size supi(ti+1 − ti) tends to 0,∑
i
(Mti+1 −Mti)(Nti+1 −Nti)
P or a.s.
−→
∑
n≥0
(MTn −MTn−)I{Tn≤t}
The proof is complete if one can show that the Lebesgue dominated convergence theorem is
applicable: Now ∣∣∣∣∣
∑
i
(Mti+1 −Mti)(Nˆti+1 − Nˆti)
∣∣∣∣∣ ≤ 2 sups≤t |Ms| ·Nt
and both factors are in L2 (E[sups≤t |Ms|
2] ≤ 4E[|Mt|
2]) 15.
⊣
3 The Decomposition of Paul Le´vy
3.1 Jump Measure
Let B be a Borel set in Rn with 0 6∈ B¯. By recursion, we define the stopping times
S1B := inf{t > 0 : Xt −Xt− ∈ B} S
n
B := inf{t > S
n−1
B : Xt −Xt− ∈ B}
One easily verifies that , because of right–continuity, X(t, ω) is jointly measurable in (t, ω), hence
the SnB are stopping times adapted to Ft+, thus to Ft, by the 0-1 law.
16 The right-continuity
implies that S1B > 0 a.s. and that Nt(B) :=
∑
n≥0
I{SnB≤t} < ∞ a.s. (If not, there would be a
discontinuity of the second kind on the trajectory Xt
17.) Nt(B) is therefore a Poisson process
(see later), and we denote by ν(B) the parameter E[N1(B)].
18 For each ω, Nt(dx, ω) defines a
σ–finite measure on Rn − {0}, thus ν(dx) := E[N1(dx)] is equally a σ–finite measure (≥ 0) on
Rn − {0}.
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3.2 Associated Jump Processes
Lemma 3.1 Let f be bounded measurable on B in Rp. Then∫
B
f(x) Nt(dx) =
∑
n≥1
f(XSn
B
−XSn
B
−)I{SnB≤t}
Proof: If f is a step function , f =
∑
j ajIBj where
∑
j IBj = IB, the integral is
∑
j ajNt(Bj) =∑
j aj(
∑
n I{SnBj≤t}
). But the family {SnB} is the union of the {S
n
Bj
}, and the result follows19
for step functions f . Else, one approximates f uniformly by step functions. . . 20
⊣
Remark 3.2 In fact, for B a Borel set (0 6∈ B¯ of course), it suffices that f be finite everywhere
on B for the formula to be true, for Nt(B) is finite a.s. for all t. In particular, we denote by
Xt(B) the quantity ∫
N
x Nt(dx) =
∑
n≥1
(XSnB −XS
n
B−
)I{SnB≤t}

Lemma 3.3
∫
B
f(x) Nt(dx), Xt(B) are Le´vy processes adapted to (Ft)t.
Proof: Nt(dx) is an adapted Le´vy process!
⊣
Lemma 3.4 Xt −Xt(B) is a Le´vy process adapted to (Ft)t.

[To demonstrate that Nt(B),Xt(B) and Xt − Xt(B) are adapted Le´vy processes, we note
that conditions (a) and (b) are automatically satisfied, and that (d) follows from the ca`dla`g
property21. Only (c) remains to be verified. Now let Zt be one of the above-mentioned processes.
Note that Zt+s − Zt ∈ σ(Xu : u ≤ t ≤ t + s) is independent of Ft. The same goes for the
stationarity of the increments22. . . ]
Xt −
∫
{|x|≥1}Nt(dx) does not have jumps of |amplitude| ≥ 1 (by Lemma 3.1), is a Le´vy
process adapted to (Ft)t (by Lemma 3.4), and can thus be centered by a translation γt (by
Corollary 1.5). We may therefore restrict ourselves to the study of:
3.3 The Le´vy Decomposition for centered Le´vy process with jumps bounded
by 1
Lemma 3.5 Suppose that B ⊆ {|x| ≥ 1} is such that 0 6∈ B¯, and that f : Rn → R is such that
fIB is in L
2(ν(dx)) (the jump measure ν(dx) has been introduced in §3.1). Then we have
E
[∫
B
f(x) Nt(dx)
]
= t
∫
B
f(x) ν(dx)
and
E
[(∫
B
f(x) Nt(dx)− t
∫
B
f(x) ν(dx)
)2]
= t
∫
B
f(x)2 ν(dx)
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Proof: If f is a step function, f =
∑
j ajIBj , we have
23
E

∑
j
ajNt(Bj)

 =∑
j
ajE[Nt(Bj)] = t
∑
j
ajν(Bj)
For the second equation, note that ifBi∩Bj = ∅, then by Theorem 2.1 we have E[Nˆt(Bi)Nˆt(Bj)] =
024. For f not a step function, choose a sequence of step functions fn such that fnIB tends
to fIB in L
2(dν), and thus also in L1(dν). We then have convergence of the corresponding
stochastic integrals in L2(dP) and L1(dP).25
⊣
We now introduceM, the space of ca`dla`g centered square-integrable martingales on (Ω,F ,P),
adapted to (Ft)t. We equip this space with the topology (of Fre´chet) induced by the family of
seminorms qt(M) := E[M
2
t ]
1
2 . From the classical inequality26 E[sup
s≤t
M2s ] ≤ 4E[M
2
t ] we deduce
that the qt–convergence of a sequence implies, with probability 1, the uniform convergence of
the trajectories on the interval [0, t], and thus the limit is ca`dla`g. qt-convergence equally implies
convergence of the random variables in L2, and thus preserves the centeredness and martingale
properties. In other words, M is closed in its topology.
Lemma 3.6 If B is as above, and
HB :=
{∫
B
f(x) Nt(dx)− t
∫
B
f(x) ν(dx) : fIB ∈2 (dν)
}
then HB is a closed subspace of M.
Proof: We have27
t||fIB||
2
L2(dν) = qt(MfIB )
2 (⋆)
where MfIB ,t :=
∫
B
f(x) Nt(dx)− t
∫
B
f(x) ν(dx) : fIB ∈2 (dν).
(α): For fIB a step function, MfIB is a martingale in M, because to each Poisson process N
corresponds the martingale Nˆt := Nt − E[Nt] in M. As all L
2(dν)–functions are limits of step
functions, MfIB is a martingale in M as soon as fIB ∈ L
2(dν).
(β): Now HB is closed in M, because qt–convergence also implies convergence in L
2(dν), by
(⋆)28
⊣
Lemma 3.7 Let B be as in Lemma 3.5. If M ∈ M is continuous at the times SnB, then M is
orthogonal to HB.
Proof: By Theorem 2.1, for all A ⊆ B and all t we have E[MtNt(A)] = 0. Now, the {Nt(A)|A ⊆
B} generate HB
29.
Corollary 3.8 If B1, B2 are disjoint Borel sets, with 0 6∈ B¯1∪ B¯2, then the processes (Xt(B1))t
and (Xt(B2))t are independent Le´vy processes.
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Proof: That they are Le´vy processes has already been demonstrated (Lemma 3.5). If now
Mu1,t :=
ei〈u,Xt(B1)〉
E[ei〈u,Xt(B1)〉]
− 1 Mv2,t :=
ei〈v,Xt(B2)〉
E[ei〈v,Xt(B2)〉]
− 1
then these two martingales are orthogonal, by Lemma 3.7. We have ∀s, t ∈ R+ ∀u, v ∈
Rn (E[Mu1,tM
v
2,s] = 0), which ensures
30 their independence.
⊣
Now put
Yt(B) := Xt(B)− E[Xt(B)] = Xt(B)− t
∫
B
x ν(dx)
Then Y is both a Le´vy process and a martingale in M. If we define
Bk :=
{
1
k + 1
< |x| ≤
1
k
}
and An :=
n⋃
k=1
Bk
then the Y (Bk) are pairwise independent, and X −Y (An) and Y (An) are orthogonal, and even
independent (retrace the proof of Corollary 3.8). Consequently, the series (sum) of the Y (Bk)
converges in L2, and thus in M, to a Le´vy process Xd, while X − Y (An) converges to a Le´vy
process Xc in M.31
Thus32:
Lemma 3.9 Xt = X
c
t +X
d
t , where X
c is a martingale with continuous sample paths, and
Xdt :=
∫
|x|≤1
x (Nt(dx)− tν(dx))

Remark 3.10 This last integral exists in L2, and hence
∫
{|x|≤1} |x|
2 ν(dx) <∞.

It remains to characterize the continuous part: We will show that it is necessarily Gaussian Le´vy
process, i.e. that each Xct is Gaussian. For this, it suffices to show this for each one–dimensional
projection (a well-known property of the Gaussians33). In other words, we must show that34:
Lemma 3.11 Let Bt be a one–dimensional centered Le´vy process with continuous sample paths.
Then there is σ2 ∈ R+ such that
E[eiuBt ] = e−
1
2
u2σ2t
Proof: A Le´vy process without discontinuities has moments of all orders, by Corollary 1.5. If
E[B2t ] = 0 for all t > 0, then the problem is solved. If not, we can assume that E[B − t
2] = t,
by multiplying the process by a constant. Note that E[B4t ] = at + bt
2 + ct3: It suffices to put
E[eiuBt ] = e−tψ(u), to differentiate four times at the origin (ψ(u) is of the class C∞, like ϕt(u))
and to observe that ψ′(0) = 0.35 Now let P := {0 = t0 < t1 < · · · < tn = t} be a partition of
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[0, t] whose step size supj{(tj+1 − tj) will tend to 0. We denote by ∆tj the quantity tj+1 − tj,
and by ∆Bj the quantity Btj+1 −Btj . We then have
E[eiuBt − 1] = E

∑
j
e
iuBtj+1 − eiuBtj


= iu
∑
j
E
[
e
iuBtj∆Bj
]
− 12u
2
∑
j
E
[
e
iuBtj (∆Bj)
2
]
− 12u
2
∑
j
E
[
(∆Bj)
2 · (eiu(Btj+θj∆Bj) − eiuBtj )
]
where the θj are numbers between 0 and 1, by the second order Taylor formula. In the second
line, the first term is zero: ∆Bj has zero expectation, and is independent of Btj .
The second term equates to −12u
2
∑
j ϕtj (u)∆tj , and thus tends to −
1
2u
2
∫ t
0 e
−sψ(u) ds as
the step size tends to 0.
The third term tends to 0: Let Aα be the event
Aα :=
{
sup
j
sup
tj≤u,v≤tj+1
|Bu −Bv| < α
}
The third term can therefore be bounded by36
1
2 |u|
3
∫
Aα
α(
∑
j
∆B2j ) dP+ |u|
2
∫
Acα
∑
j
∆B2j dP
thus37 by
1
2α|u|
3E[
∑
j
∆B2j ] + |u|
2
√
P(Acα) ·
√
E[(
∑
j
∆B2j )
2]
thus, taking into account the evaluation of E[B4t ], by
1
2α|u|
3t+u2
√
P(Acα)(O(t+ t
3))
1
2 . Finally,
note that that the continuity of the sample paths implies that, as the partition gets finer,
P(Acα)→ 0. The expectation of the third term has limit ≤
1
2α|u|
3t, and thus converges to zero.
We therefor obtain the equation:
e−tψ(u) − 1 = −12u
2
∫ t
0
e−sψ(u) ds
which identifies ψ(u) with 12u
2.38
⊣
3.4 The Decomposition Theorem
Theorem 3.12 (A) Let X be an n–dimensional Le´vy process. Then
Xt = Bt + tE
[
X1 −
∫
|x|>1}
xN1( dx)
]
+
∫
{|x|≥1}
x Nt(dx) +
∫
{|x|<1}
x
(
Nt(dx)− tν(dx)
)
where
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• Bt is a centered Gaussian Le´vy process with a.s. continuous sample paths.
• Nt(dx) is a family of Poisson processes, independent of Bt, with Nt(A) idependent of
Nt(B) if A ∩B = ∅, and with ν(dx) = E[N1(dx)].
• ν(dx) is a positive measure on Rn − {0}, with
∫
|x|2 ∧ 1 ν(dx) <∞.
• The first stochastic integral is in the sense of L0 and the second in the sense L2.
(B) Formula for the law39: Under these conditions,
ψ(u) = −1
t
E[ei〈u,Xt〉]
= 12Q(u)− i〈a, u〉 +
∫
{|x|≥1}
1− ei〈u,x〉 ν(dx) +
∫
|x|<1}
1− ei〈u,x〉 + i〈u, x〉 ν(dx)
where Q is a positive definite quadratic form40 on Rn, a ∈ Rn, and ν(dx) is as in (A).
(C) Conversely, given Q, a, ν as in (B), here exists a Le´vy process whose law is given by the
formula in (B).
(D) The representation in (B) is unique.
Proof: To summarize the preceding, (B) is obvious. (D) The uniqueness of the decomposition
is clear by constructions. For the law, put
ψ(u) := 12Qj(u)− i〈aj , u〉+
∫
{|x|≥1}
(1− ei〈u,x〉 νj(dx) +
∫
{|x|<1}
1− ei〈u,x〉 + i〈u, x〉 νj(dx)
where Qj , aj , νj are as in (B), and j = 1, 2. Let y be a unit vector in R
n:x lim
s→∞
ψ(sy)
s2
= 12Qj(y),
for lim
s→∞
〈a,sy〉
s2
= 0, and the same for the integral terms, by dominated convergence41 42. ψ
therefore determines Q. We will determine all the projections of ν (let us suppose that the
Le´vy process is one–dimensional)43:
ψ(u)− 12Q(u)−
1
2
∫ u+1
u−1
ψ(v)− 12Q(v) dv = −
∫
eiux(1− sinx
x
) ν(dx)
The lefthand side therefore determines (Bochner) the (positive) measure (1 − sinx
x
) ν(dx), and
thus ν, because (1− sinx
x
) > 0 on R− {0}. Now a can be identified by subtraction.
(C): For each t, e−tQ(u), eit〈a,u〉 and e−t(1−e
i〈u,x〉) are positive definite44, thus the equation
(B) defines45 a continuous function if
∫
|x|2 ∧ 1 ν(dx) < ∞, with each e−tψ(u) being positive
definite, and thus, according to the observations following the first paragraph, defines a Le´vy
process.
⊣
Remark 3.13 We have shown, without studying this process, that the ca`d l‘ag version of a
Brwonain motion is a.s. continuous! In effect, ψ(u) = −12u
2 defines a Le´vy process in in the
sense of Definition 1.1 because for each t, e−t
u2
2 is positive definite. We regularize, remove the
jumps, and obtain a formula (B). Uniqueness shosw that ν(dx) ≡ 0, a = 0, and thus there are
no discontinuities!

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Notes
1I.e. for all u1, . . . , uk the k × k–matrix (ϕt(ui − uj))i,j is non–negative definite.
2 Because then Xs
d
→ 0, and sequence of random variables which converges in distribution to a constant also
converges in probability to that constant.
3 Every martingale has a ca`dla`g modification.
4 s 7→ e
i〈u,Xs(ω)〉
ϕs(u)
has unique left– and right limits as s ↑ t or s ↓ t along S. If, e.g. we two have sequences
sn ↑ t and s
′
n ↑ t such that Xsn (ω → a and Xs′n(ω) → b, then
ei〈u,Xsn (ω)〉
ϕsn (u)
→ e
i〈u,a〉
ϕt(u)
and e
i〈u,Xsn (ω)〉
ϕs′n
(u)
→ e
i〈u,b〉
ϕt(u)
,
so that ei〈u,a〉 = ei〈u,b〉.
5 If E[ei〈u,X〉] = 1 for all u, then X has law δ0 by Le´vy inversion. So P(X = 0) = 1.
6 We use here the Le´vy-Doob Downward Theorem: If Z is an integrable R.V. and Gn ↓ G, then E[Z|Gn] →
E[Z|G] a.s. and in L1.
7 We see that E[e
i
∑
j〈ujXsj 〉|Ft] = E[e
i
∑
j〈ujXsj 〉|Ft+ ] a.s. for all uj , sj . Now the collectionM := {e
i
∑
j〈ujXsj 〉 :
uj , sj} is closed under multiplication and conjugation. If H := {Z : E[Z|Ft+ ] = E[Z|Ft]}, then H is a vector
space closed under bounded pointwise convergence. Hence H contains every σ(M)–measurable function — this
is the monotone class theorem for complex-valued functions — cf. Bichteler Stochastic Integration with Jumps,
Exercise A.3.5.
8
E
[
IAe
i
∑m
j=1〈uj ,XT+tj−XT+tj−1 〉
]
= E
[
IA
m∏
j=1
M
uj
T+tj
M
uj
T+tj−1
ϕT+tj
ϕT+tj−1
]
= E
[
IA
m−1∏
j=1
M
uj
T+tj
M
uj
T+tj−1
ϕT+tj
ϕT+tj−1
E
[
MumT+tm
MumT+tm−1
ϕT+tm
ϕT+tm−1
|FT+tm−1
]]
Now
ϕT+tm
ϕT+tm−1
= ϕtm−tm−1(um) and E
[
M
um
T+tm
M
um
T+tm−1
|FT+tm−1
]
= 1. Apply m times.
9 With A = Ω, the formula shows that the law of (Xt)t and (XT+t −XT )t are the same.
10Choose b s.t. 0 < b < − lna
2M
. Then e2bMa < 1, so
∑
n(e
2bMa)n <∞. Now
E[eb|Xt|] =
∑
n
E[eb|Xt|
∣∣∣2(n− 1)M < |Xt| ≤ 2nM ]P(2(n − 1)M < |Xt| ≤ 2nM)
≤
∑
n
e
2nMb
a
n−1 =
1
a
∑
n
(e2bMa)n <∞
Finally, E[eb|Xt|] ≥ b
n|Xt|
n
n!
, so E[|Xt|
n] <∞.
11 By induction, Tn has density function t 7→
antn−1
(n−1)!
e−at, so
P(Tn+1 > t, Tn ≤ t) =
∫ t
0
P(Tn+1 − Tn|t− s|Tn = s)
ansn−1
(n− 1)!
e
−as
ds =
∫ t
0
e
−a(t−s) a
nsn−1
(n− 1)!
e
−as
ds =
antn
n!
e
−at
12 ∑
j,k λjλ¯ke
−at(1−e
i(uj−uk)) = e−at|
∑
j λje
iuj |2.
13 As on p.1, Kolmogorov’s theorem guarantees the existence of a stochastic process with the correct law, and
Theorem 1.2 guarantees the existence ofa ca`dla`g version thereof.
14 Using the characteristic function E[eiuNt ] = e−at(1−e
iu), and differentiating w.r.t. u, it is easy to see that
E[Nt] = at = Var(Nt).
15Doob’s L2–inequality. Moreover the product of two L2–variables is in L1, by Ho¨lder’s inequality.
16 It follows from the theory of capacities and analytic sets that if σ is a stopping time, B a Borel set and Y a
progressively measurable process, then τ := inf{t > σ : Yt ∈ B} is a stopping time, provided that the filtration
satisfies the usual conditions. Now if X is ca`dla`g adapted, then ∆X := X −X− is progressively measurable.
17 f has a discontinuity of the second kind at t if one of the limits lim
s↑t
f(s), lim
s↓t
f(s) does not exist. In this
case, there would be infinitely many jumps of amplitude > ε by time t, for some ε > 0.
18 If N is a Poisson process with parameter a, then E[N1] = a; cf. footnote 14.
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19Note that if
∑
j IBj = IB, then f(∆XSnB(ω))I{S
n
B
(ω)≤t} = f(∆XSm
Bj
(ω))I{Sm
Bj
(ω)≤t} for some j,m, and con-
versely. Hence
∑
n≥1 f(∆XSnB )I{SnB≤t} =
∑
n≥1
∑
j f(∆XSnBj
)I{Sn
Bj
≤t}. Now if f =
∑
j ajIBj , then
∫
B
f(x) Nt(dx) =∑
j ajNt(Bj) =
∑
j aj
∑
n≥1 I{SnBj≤t}
=
∑
n≥1
∑
j ajI{SnBj≤t}
=
∑
n≥1
∑
j f(∆XSnBj
)I{Sn
Bj
≤t} =
∑
n≥1 f(∆XSnB )I{SnB≤t}.
20If fk → f uniformly, where the fk are step functions, then
∫
B
fk(x) Nt(dx) →
∫
B
f(x) Nt(dx) a.s., by
dominated convergence. Hence
∑
n≥1 fk(∆XSnB )I{SnB≤t} →
∫
B
f(x) Nt(dx) a.s. But for t, ω, each sum∑
n≥1 fk(∆XSnB (ω))I{SnB(ω)≤t} has a.s. only finitely many terms, so∑
n≥1 fk(∆XSnB (ω))I{SnB(ω)≤t} →
∑
n≥1 f(∆XSnB (ω))I{SnB(ω)≤t}.
21Because X has stationary increments, we have lim
s↑t
P(|Xt−Xs| > ε) = lim
u↓0
P(|Xu| > ε) = lim
s↓t
P(|Xt−Xs| > ε).
Since X is ca`dla`g, Xu
a.s.
→ 0, as u ↓ 0, and hence also Xu
P
→ 0.
22The process Zˆ defined by Zˆs := Zt+s − Zt has the same law as Z, by the Strong Markov property. E.g.
Xˆs(B) is number of jumps X has in B between times t and s+ t, and this has the same law as Xs(B).
23Because ν(B) := E[N1(B)], it follows that E[Nt(B)] = tν(B): By stationary independent increments it
is clear that for natural numbers p, q we have E[Np(B)] = pν(B), and that E[Np(B)] = qE[N p
q
(B)], so that
E[N p
q
(B)] = p
q
ν(B) for any non-negative rational p
q
. Now by the ca`dla`g property, Nt(B) = lim
r∈Q,r↓t
Nr(B), so
dominated convergence yields E[Nt(B)] = tν(B).
24Observe that E
[(∑
j aj(Nt(Bj)− tν(Bj)
)2]
= E
[(∑
j Nˆt(Bj)
)2]
=
∑
j a
2
jE[Nˆt(Bj)
2] =
∑
j a
2
j tν(Bj),
using footnote 14.
25Choose a sequence fn of step functions so that |fn − f | ≤ 2
−n. Put Z :=
∫
B
f(x) Nt(dx), Zn :=∫
B
fn(x) Nt(dx). By dominated convergence, we have |Zn(ω)−Z(ω)| ≤
∫
B
|fn(x)−f(x)| Nt(dx,ω) ≤ 2
−nNt(B)→
0, so by dominated convergence E[Zn] → E[Z]. Similarly,
∫
B
fn(x) ν(dx) →
∫
f(x) ν(dx). Since E[Zn] =
t
∫
B
fn(x) ν(dx) → t
∫
B
f(x) ν(dx), we obtain E[Z] = t
∫
B
f(x) ν(dx). Similarly, let Y :=
∫
B
f(x) Nt(dx) −
t
∫
B
f(x) ν(dx), Yn :=
∫
B
fn(x) Nt(dx) − t
∫
B
fn(x) ν(dx). Then |Yn − Y | ≤ 2
−n(Nt(B) + tν(B)), so by dom-
inated convergence E[|Yn − Y |
2] → 0, so E[Y 2n ] → E[Y
2]. Similarly,
∫
B
fn(x)
2 ν(dx) →
∫
B
f(x)2 ν(dx). Now
E[Y 2] = t
∫
B
fn(x)
2 ν(dx)→ t
∫
B
f(x)2 ν(dx).
26The Doob L2–inequality.
27A direct consequence of Lemma 3.5.
28Suppose that Mn := MfnIB for some sequence fn ∈ L
2(dν), and that (Mn)n is a Cauchy sequence in HB.
Then by (⋆), (fnIB)n is Cauchy in L
2(dν) and thus converges to some f = fIB . By (⋆) again, Mn → MfIB in
HB .
29The compensated Poisson processes (Nˆt(A))t, where A is a Borel subset of B, generate HB: Each fIB ∈
L2(dν) is a limit of step functions
∑
j ajIAj , where Aj ⊆ B. Then
∫
B
f Nt(dx) − t
∫
B
f(x) ν(dx) is a limit of∑
j ajNˆt(Aj).
30Recall a result of Kacˇ, which states that two random variables Y,Z are independent iff E[ei〈u,Y 〉+i〈v,Z〉] =
E[ei〈u,Y 〉]E[ei〈v,Z〉] for all u, v.
31Using independence, qt(
∑
m<k≤n Yt(Bk)) =
∑
m<k≤n E[Yt(Bk)
2] = t
∫
⋃
m<k≤n Bk
|x|2 ν(dx) ≤ t
m2
ν(
⋃
m<k≤nBk)→
0 as m → ∞. Hence the (sequence (Y (An))n corresponding to the) series
∑∞
k=1 Y (Bk) is Cauchy in M, and
thus converges to some Xd ∈M. Moreover, using dominated convergence and the fact that the Y (An) are Le´vy
processes, we obtain (i): E[ei〈u,X
d
t+s−X
d
t 〉|Ft] = limn E[e
i〈u,Yt+s(An)−Yt(An)〉|Ft] = limn E[e
i〈u,Yt+s(An)−Yt(An)〉] =
E[ei〈u,X
d
t+s−X
d
t 〉], which shows thatXd has independent increments, and (ii): E[ei〈u,X
d
t+s−X
d
t 〉] = limn E[e
i〈u,Yt+s(An)−Yt(An)〉] =
limn E[e
i〈u,Ys(An)〉] = E[ei〈u,X
d
s 〉], which shows that Xd has independent increments.
32Note that Y (An) =
∫
{ 1
n+1
<|x|≤1}
|x| (Nt(dx)− tν(dx)), and that X
d = limn Y (An)
33We start with three observations. (i): First observe that if (Xt)t is an n–dimensional Le´vy process and A is a
m×n–matrix, then AX is an m-dimensional Le´vy process: For E[ei〈u,AXt+s−AXt〉|Ft] = E[e
i〈A⊤u,Xt+s−Xt〉|Ft] =
E[ei〈A
⊤u,Xs〉] = E[ei〈u,AXs〉] shows that AX has independent stationary increments. (ii): Next recall that an
n–dimensional random vector Y is multivariate Gaussian if and only if each linear combination λ⊤Y is univariate
Gaussian, for any λ ∈ Rn. (iii): Finally, if (Zt)t is a n–dimensional Le´vy process such that each random vector Z is
multivariate Gaussian, then (Zt)t is a Gaussian process: For each linear combination
∑m
j=1 λkZtk can be written
as a linear combination of independent normally distributed random vectors
∑m
j=1 λkZtk =
∑m
k=1 γk(Ztk−Ztk−1)
(where γk :=
∑m
j=k λj and t0 := 0), so that each linear combination
∑m
j=1 λkZtk is Gaussian, i.e. (Zt)t is a
Gaussian process. Having made these three observations, we now proceed: Suppose that X = (Xt)t is an n–
dimensional Le´vy process with continuous sample paths. Then each linear combination λ⊤X is a one–dimensional
Le´vy process (by (i)) with continuous sample paths. If we can show that, for each t and λ, the random variable
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λ⊤Xt is Gaussian, then by (ii) each random vector Xt is multivariate Gaussian, so by (iii) (Xt)t is a Gaussian
process. Thus it suffices to show that whenever B is a one–dimensional Le´vy process with continuous sample
paths, then each random variable Bt is Gaussian — just take Bt = λ
⊤Xt.
34Here is another proof of Lemma 3.11, which uses the Le´vy characterization of Brownian motion. Suppose
that Xt is a d–dimensional Le´vy process with continuous sample paths. Then it has moments of all orders, by
Corollary 1.5. In particular, the process Xt − E[Xt] is a continuous martingale centered at 0. We now show
that any centered continuous Le´vy process is a Brownian motion in the loose sense: Components need not be
independent, but are multi–variate Gaussian.
So let Xt = (X
(1)
t , . . . , X
(d)
t ) be a centered Le´vy process with continuous sample paths. Let A be the
non–negative definite symmetric d× d–matrix defined by
Aij = E[X
(i)
1 X
(j)
1 ]
where Xt = (X
(1)
t , . . . , X
(d)
t ). We claim that the quadratic covariation process of X
(i)
t and X
(j)
t is given by
[X(i), X(j)]t = Aijt
Recall that E[ei〈u,Xt〉] = e−tψ(u) for some ψ : Rd → C with ψ(0) = 0. Since Xt has moments of all orders, the
function ψ is C∞. Moreover, since E[X
(i)
t ] = 0, we have
∂
∂u(i)
∣∣∣
u=0
e−tψ(u) = 0, and thus that ∂
∂u(i)
∣∣∣
u=0
ψ(u) = 0
also. It now follows easily that
E[X
(i)
t X
(j)
t ] = −
∂2
∂u(i)∂u(j)
∣∣∣
u=0
e
−tψ(u) = −t
∂2
∂u(i)∂u(j)
∣∣∣
u=0
ψ(u) = t E[X
(i)
1 X
(j)
1 ]
i.e. that
E[X
(i)
t X
(j)
t ] = Aijt
To show that [X(i), X(j)]t = Aijt, it suffices to show that X
(i)
t X
(j)
t − Aijt is a martingale. By the fact that
increments are independent with mean zero, we have
E[X
(i)
t X
(j)
t −X
(i)
s X
(j)
s |Fs]
= E[(X
(i)
t −X
(i)
s )(X
(j)
t −X
(j)
s ) +X
(i)
s (X
(j)
t −X
(j)
s ) +X
(j)
s (X
(i)
t −X
(i)
s )|Fs]
= E[(X
(i)
t −X
(i)
s )(X
(j)
t −X
(j)
s )]
Taking expectations on both sides shows that
E[X
(i)
t X
(j)
t −X
(i)
s X
(j)
s ] = E[(X
(i)
t −X
(i)
s )(X
(j)
t −X
(j)
s )]
It follows that
E[X
(i)
t X
(j)
t −X
(i)
s X
(j)
s |Fs] = E[X
(i)
t X
(j)
t −X
(i)
s X
(j)
s ] = Aij(t− s)
and thus that X
(i)
t X
(j)
t − Aijt is a martingale.
Now, for λ ∈ Rd, let Zλt = 〈λ,Xt〉. Then Z
λ
t is a centered continuous one–dimensional martingale. Using the
fact that the covariance process bracket operation is bilinear, we see that the quadratic variation of Zλt is given
by
[Zλ]t = 〈λ,Aλ〉 t
Hence, by Le´vy’s characterization, Zλt is a Brownian motion with variance parameter 〈λ,Aλ〉 (i.e. Z
λ
t ∼
N(0, 〈λ,Aλ〉 t)). It now follows that
E[ei〈u,Xt〉] = ϕZut (1) = e
− 1
2
〈u,Au〉 t
which proves that Xt is a d–dimensional Brownian motion with covariance matrix A.
Now if X is a Le´vy process with continuous sample paths, then Xt −E[Xt] is centered, and thus a Brownian
motion. If we define γ = E[X1], then E[Xt] = γt, and so E[e
i〈u,Xt−γt〉] = e−
1
2
〈u,Au〉 t for some symmetric
non–negative definite matrix A. We have proved:
Theorem 3.14 Suppose that Xt is a Le´vy process with continuous sample paths. Then there exists γ ∈ R
d and
a symmetric non–negative definite d× d–matrix A such that
E[ei〈u,Xt〉] = ei〈u,γ〉 t−
1
2
〈u,Au〉 t
Hence Xt is a d–dimensional arithmetic Brownian motion with drift γ and covariance matrix A.
The Le´vy–Itoˆ Decomposition Theorem 13

35For n ≥ 1, we have E[Bnt ] = i
−n dn
dun
|u=0e
−tψ(u) =
∑n
k=1 akt
k. Here the tn–term will have coefficient
an = (−ψ
′(0))n = 0.
36Observe that∣∣∣∣∣ 12u2
∑
j
E
[
(∆Bj)
2 · (e
iu(Btj+θj∆Bj) − e
iuBtj )
]∣∣∣∣∣ ≤ 12 |u|2
∫ ∑
j
∆B2j |(e
iu(Btj+θj∆Bj) − e
iuBtj | dP
≤ 1
2
|u|2
∫
Aα
∑
j
∆B2j |uθj∆Bj | dP+
1
2
|u|2
∫
Acα
∑
j
∆B2j · 2 dP
using the facts that |eih| ≤ |h| and that |eih − 1| ≤ 2. Now |uθj∆Bj | ≤ α|u| on Aα
37
∫
Acα
∑
j ∆B
2
j dP = E[IAcα
∑
j ∆B
2
j ] ≤
√
E[I2Acα ]
√
E[(
∑
j ∆B
2
j )
2], by the Cauchy-Schwarz or Ho¨lder inequality.
38− 1
2
u2
∫ t
0
e−sψ(u) ds = u
2
2ψ(u)
(e−tψ(u) − 1).
39This is the Le´vy–Khintchine formula for the characteristic function of an infinitely divisible distribution.
40i.e. Q(u) = u⊤Σu for some symmetric positive definite matrix Σ. Here, Σ is the covariance matrix for the
continuous Gaussian part.
41It is useful to observe that for any θ ∈ R and n ∈ N, we have |eiθ −
∑n−1
k=1
(iθ)k
k!
| ≤ |θ|
n
n!
: This follows
immediately from the identity eiθ =
∑n−1
k=1
(iθ)k
k!
+ i
n
(n−1)!
∫ θ
0
(θ−x)n−1eix dx, which may be proved using induction
and integration by parts.
42 Recall that |x|2 ∧ 1 in ν–integrable. On {|x| ≥ 1} we have 1−e
i〈sy,x〉
s2
≤ 2
s2
≤ 2 for s sufficiently large,
and 2I{|x|≥1} is ν–integrable. On {|x| < 1} we have
1−ei〈sy,x〉−i〈sy,x〉
s2
≤ |〈sy,x〉|
2
2s2
≤ |x|2, and |x|2I{|x|<1} is
ν–integrable. In both cases, we have domination by a ν–integrable function.
43 For the one–dimensional case, we have
ψ(u)− 1
2
∫ u+1
u−1
ψ(v)− 1
2
Q(v) dv
= −iau+
∫
R
1− eiux − iuxI{|x|<1}ν(dx)−
1
2
∫ u+1
u−1
−iav +
∫
R
1− eivx − ivxI{|x|<1}ν(dx) dv
= 1
2
[∫ 1
−1
−iau+
∫
R
1− eiux − iuxI{|x|<1}ν(dx) dv −
∫ 1
−1
−ia(u+ v) +
∫
R
1− ei(u+v)x − i(u+ v)xI{|x|<1}ν(dx) dv
]
= 1
2
[∫ 1
−1
aiv +
∫
R
−(eiux − ei(u+v)x) + (iux− i(u+ v)x)I{|x|<1} ν(dx) dv
]
= − 1
2
[∫ 1
−1
∫
R
e
iux(1− eivx) + ivxI{|x|<1} ν(dx) dv
]
But, using the inequality derived in footnote 41, |eiux(1 − eivx) + ivxI{|x|<1}| is ≤ 2 on {|x| ≥ 1}, and is ≤
|eiux|·|1−eivx+ivx|+|ivx|·|1−eiux| ≤ 1
2
|v|2|x|2+|v||x||ux| = K|x|2 on {|x| < 1}. Hence eiux(1−eivx)+ivxI{|x|<1}
is ν(dx)⊗ dv–integrable, so Fubini’s Theorem applies:
− 1
2
∫ 1
−1
∫
R
e
iux(1− eivx) + ivxI{|x|<1} ν(dx) dv
= − 1
2
∫
R
e
iux
∫ 1
−1
1− eivx + ivxI{|x|<1} dv ν(dx)
= −
∫
R
e
iux
(
1− sinx
x
)
ν(dx)
Hence −ψ(u) + 1
2
Q(u) is the Fourier transform of the positive measure ρ(dx) := (1 − sinx
x
ν(dx). By Fourier
inversion, ρ is determined by ψ and Q. Since ψ determines Q, we see that ρ, hence ν, is determined by ψ.
44Each is clearly a characteristic function.
45Again, using the inequality of footnote 41, we have |1−ei〈u,x〉| ≤ 2 on {|x| ≥ 1} and ≤ 1
2
|u|2|x|2 on {|x| < 1},
so if
∫
|x|2 ∧ 1 ν(dx) is finite, both integrals in (B) are defined.
