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Abstract
Several studies (covering many language pairs and translation tasks) have demonstrated that translation quality has improved enor-
mously since the emergence of neural machine translation systems. This raises the question whether such systems are able to produce
high-quality translations for more creative text types such as literature and whether they are able to generate coherent translations
on document level. Our study aimed to investigate these two questions by carrying out a document-level evaluation of the raw
NMT output of an entire novel. We translated Agatha Christie’s novel The Mysterious Affair at Styles with Google’s NMT system
from English into Dutch and annotated it in two steps: first all fluency errors, then all accuracy errors. We report on the overall
quality, determine the remaining issues, compare the most frequent error types to those in general-domain MT, and investigate whether
any accuracy and fluency errors co-occur regularly. Additionally, we assess the inter-annotator agreement on the first chapter of the novel.
Keywords: literary machine translation, quality assessment, document-level evaluation
1. Introduction
It is widely accepted that with the advent of neural ma-
chine translation (NMT) translation quality has made a big
leap forward. Several studies, covering many language
pairs and translation tasks, using both human and auto-
matic evaluation methods, have demonstrated that NMT
systems outperform (the previous state-of-the-art) statisti-
cal MT (Bentivogli et al., 2016; Burchardt et al., 2017;
Toral and Sa´nchez-Cartagena, 2017; Klubicˇka et al., 2018;
Van Brussel et al., 2018; Shterionov et al., 2018; Jia et al.,
2019; Daems and Macken, 2019). Hassan et al. (2018)
even claimed that, based on sentence-level evaluation pro-
tocols, Microsoft’s NMT systems achieved human parity
on the translation of Chinese to English news texts. La¨ubli
et al. (2018), however, carried out document-level eval-
uations on the same data set and found that professional
translators preferred human over machine translations, em-
phasizing the need to shift to document-level evaluations as
machine translation quality improves. NMT’s quality im-
provements have also aroused interest in the use of MT for
more creative text types such as literature (Toral and Way,
2018; Kuzman et al., 2019; Matusov, 2019). This study
aims to assess whether a general-domain NMT system is
able to produce high-quality translations for literary trans-
lation taking into account document-level aspects of trans-
lation such as coherence and cohesion.
We evaluate the MT output of Agatha Christie’s novel
The Mysterious Affair at Styles, which was translated by
Google’s NMT system (GNMT) from English into Dutch.
For the case study by Tezcan et al. (2019), which focuses
on how the MT differs from the published human transla-
tion of the book in terms of stylistic features, the first chap-
ter of the novel had already been annotated by one anno-
tator using an adapted version of the SCATE error taxon-
omy, a hierarchical, fine-grained error taxonomy based on
the well-known distinction between fluency and accuracy
errors. For this study, we had the complete novel annotated
by a second annotator using the same error taxonomy and
report on the analysis of these annotations. We also de-
termined the agreement between the two annotators on the
annotations made in the first chapter to check the reliabil-
ity of the annotations and thus the validity the annotation
scheme. The error analysis shows us that 44% of the an-
notated sentences do not contain any errors. Within the is-
sues that remain, the accuracy error ’mistranslation’ is most
frequent, which is in line with findings for general-domain
MT. Fluency errors with respect to ’coherence’ and ’style
& register’ complete the top three. These two error types
were specifically added to the SCATE taxonomy to evalu-
ate literary NMT on document level. Within this top three,
coherence and mistranslation errors co-occur regularly.
In Section 2, we first highlight some of the relevant work
that has been done on MT quality assessment, in particular
for literary MT. We explain the reasoning behind our text
selection, discuss our approach to classify and annotate er-
rors in literary NMT, and expand on how we assessed the
inter-annotator agreement (IAA) in Section 3. In Section 4,
we present our results on the IAA and our analysis of the er-
ror annotations. Lastly, Section 5 comprises our conclusion
and outlook on future work.
2. Related research
The quality of MT output can be judged either automati-
cally or manually. In case of automatic evaluation the MT
output is typically compared to a reference translation as is
the case with metrics such as BLEU (Papineni et al., 2002)
or TER (Snover et al., 2006). In case of manual evaluation
human evaluators are typically asked to assess two differ-
ent aspects of the MT output: fluency, which is concerned
with the well-formedness of the target language, and accu-
racy, also referred to as adequacy, which is concerned with
the correct transfer of the source content. Recently, critical
comments have been made concerning the use of reference-
based evaluation metrics to assess the quality of NMT sys-
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tems. Shterionov et al. (2018) claimed that automatic met-
rics such as BLEU and F-measure tend to underestimate
the quality of NMT systems and Hassan et al. (2018) found
that, as translation quality has dramatically improved “auto-
matic reference-based evaluation metrics have become in-
creasingly problematic.” Another point of criticism that
was recently raised by La¨ubli et al. (2018) is that most
evaluation methods are still sentence-based. They state that
“as machine translation quality improves, translations will
become harder to discriminate in terms of quality, and it
may be time to shift towards document-level evaluation,
which gives raters more context to understand the original
text and its translation, and also exposes translation errors
related to discourse phenomena which remain invisible in
a sentence-level evaluation.” Already in 2012, Voigt and
Jurafsky pointed out that especially in the case of literary
translation larger-scale textual features beyond the sentence
level should be addressed. In their study they compared ref-
erential cohesion in literary texts and news texts and found
that in literary texts more dense reference chains were used
to create a higher level of cohesion and that MT had diffi-
culty in conveying this referential cohesion in literary texts.
In recent years, research has been carried out on the useful-
ness of NMT for literary translation. Toral and Way (2018)
conducted a rank-based manual evaluation in order to com-
pare human translations of literary texts with the output of
a phrase-based and a neural system. They found that a con-
siderable number of NMT sentences (between 17 and 34%)
were judged to be of equivalent quality compared to the hu-
man translations. In the evaluation process the source sen-
tences were displayed in context, but the evaluation itself
was still sentence-based.
A less commonly used translation quality assessment
method is error annotation and error analysis. Although
time-consuming to create, fine-grained error annotations of
MT output provide a rich data set that is extremely valu-
able to gain a better understanding of quality issues in MT.
Small-scale error analyses on literary MT have been carried
out by Matusov (2019) for English-Russian and German-
English, and by Kuzman et al. (2019) for English-Slovene.
Matusov (2019) noted that MT quality can be improved by
using more contextual information especially for the trans-
lation of character names, places, as well as pronoun resolu-
tion and translation style (formal vs. informal). To annotate
translation errors several error taxonomies have been pro-
posed, ranging from coarse-grained (Vilar et al., 2006) to
fine-grained categorisation schemes, such as Multidimen-
sional Quality Metrics (MQM) (Lommel et al., 2014). In
this study, we make use of an adapted version of the SCATE
error taxonomy (Tezcan et al., 2019), which is very similar
to MQM, but allows multiple annotations on the same text
span and links both source and target words in case of ac-
curacy errors.
3. Method
3.1. Text selection
Our data set comprises Agatha Christie’s detective novel
The Mysterious Affair at Styles, translated into Dutch by
GNMT. The original English text counts 58,110 words, the
MT version 58,039. Both contain 5,276 sentences. The
translation was generated in May 2019. As Tezcan et al.
(2019) already mentioned, the main reason for choosing
this fictional text as our case study is that it was also used
to compile the Ghent Eye-Tracking Corpus (GECO) (Cop
et al., 2017). This corpus contains eye movement data from
Dutch speakers reading both the original English text and
the human translation (HT) of the novel. In future work,
we want to compare the reading process of the HT to that
of the MT and use the error annotation to find out which
errors in the MT output have the greatest impact on it.
3.2. Error classification
The SCATE taxonomy (Tezcan et al., 2017) represents the
hierarchy of errors in a maximum of three vertical levels
as shown in Figure 1 (e.g. fluency → coherence → verb
tense). It contains different subcategories based on the
well-known distinction between fluency and accuracy er-
rors. As fluency errors only concern the target language,
the MT suffices to detect such errors. Accuracy errors, on
the contrary, can only be unveiled when comparing the MT
to the original text.
Figure 1: Overview of the extended SCATE taxonomy. On
level 1, a main distinction is made between fluency and ac-
curacy errors. The categories preceded by a black bullet
are situated on level 2 in the hierarchy, and the categories
preceded by an indented white bullet on level 3.
The original taxonomy has already been adapted for NMT
by Van Brussel et al. (2018). They added two extra NMT-
specific categories, one for unnecessarily repeated words
and one for mistranslations that are semantically unrelated
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to the source word. The adaptation by Van Brussel et al.
(2018) has in turn been tailored by Tezcan et al. (2019)
to annotate literary MT on document level. To gain in-
sights into the quality of MT for this specific text type, they
added two fluency categories to the taxonomy: ‘style &
register’ and ‘coherence’. Both comprise multiple subcate-
gories. Moreover, as considerable improvements in quality
have been observed since the arrival of NMT, the fluency
category ‘multiple errors’ was deemed unnecessary and re-
moved from the taxonomy. Lastly, Tezcan et al. (2019)
also split the grammar category ‘word form’ into ‘agree-
ment’ and ‘verb form’. In our study, we make use of this
updated version of the SCATE taxonomy.
3.3. Annotation process
For the actual annotation, the WebAnno1 annotation tool
was used. To avoid interference of the English source text
when the annotator is marking the fluency errors, only the
Dutch target text was visible in the first step of the anno-
tation process (Figure 2). Both source and target texts and
the annotated fluency errors were displayed in the second
step (Figure 3), in which the annotator marks all the accu-
racy errors. Accuracy errors are labelled in both target and
source text (except for omissions and additions, which are
only marked in the source and target texts, respectively) and
subsequently linked to enrich the data set even more. Also,
if a text span contains more than one error type, it can be
annotated multiple times, each time with a different label
(Figure 4).
Figure 2: An example MT translation in WebAnno, after
the fluency error annotation has been carried out in step 1.
The annotator does not yet have access to the corresponding
source text.
Figure 3: An example MT translation and its now visible
corresponding source text in WebAnno, after the accuracy
error annotation and linking has been carried out in step 2.
In total, two annotators worked independently on the data
set. Both of them have a background in linguistics, one an-
notator has a master’s degree in translation. To ensure con-
sistency and a higher IAA, we provided annotation guide-
lines. The first annotator only annotated the first chapter
of the novel (2,560 words), the second annotator annotated
1https://webanno.github.io/webanno/
Figure 4: An example MT translation in which several text
spans that were annotated by the same annotator overlap.
the entire novel (58,039 words), which took approximately
159 hours. The fact that the annotators had access to entire
chapters at once enabled the evaluation of the MT output
on document level. They were allowed to return to earlier
sections to review the annotations they had already made.
3.4. Inter-annotator agreement
Before reporting on the analysis, we assess whether the an-
notations scheme is appropriate for literary NMT and yields
a high IAA. We can check the validity of our scheme by
assessing how much the two annotators agree on their an-
notations in the first chapter of the novel. However, as an-
notating comprises three different steps (detect the errors,
mark the error spans, and classify the errors within the tax-
onomy), it is a complex task.
Usually, the IAA is measured with Cohen’s kappa coeffi-
cient (Cohen, 1960). This statistic takes into account the
fact that the agreements could have arisen by chance and
can be interpreted with the help of the scale by Landis and
Koch (1977). However, for annotation schemes such as the
SCATE approach, in which one’s error annotations are al-
lowed to overlap, it is not entirely clear how this coefficient
should be calculated. The solution that Tezcan (2018) came
up with, is to separately determine the agreement on and
calculate kappa for error detection (the degree to which the
annotators mark the same errors) and error categorization
(the extent to which the annotators classify the errors in the
same way). To calculate the IAA, we base our method on
the one proposed by Tezcan (2018).
We first considered the problem of error detection as a bi-
nary task, deciding for each word whether it was part of
an annotation span or not, and calculated Cohen’s kappa at
word level. Additionally, we determined the agreement on
error detection at annotation level, which depends less on
the agreement between the two annotators in regard to the
error spans (it suffices when two annotation spans simply
overlap), but for which Cohen’s kappa can not be calcu-
lated (as the length of an annotation span is variable, it is
impossible to count the number of unannotated instances in
a text). To determine the IAA on error detection at annota-
tion level, we collected all overlapping annotations made by
the two annotators and build annotation pairs out of them.
First, we paired all annotations that overlap with a single
annotation from the other annotator. Then, we looked at
additional criteria to pair the annotations that overlap with
multiple annotations. There are two criteria that should be
taken into account when pairing those annotations: their
classification within the taxonomy and their text span. In
the first place, we looked at the number of taxonomy lev-
els they agree on. In the second place, we considered the
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degree to which their text spans overlapped. Together with
the annotations that never overlap, the originally overlap-
ping annotations that are left after this pairing procedure
form the group of isolated annotations.
To gain insight into the agreement on error categorization,
we grouped the annotation pairs with exactly matching text
spans (for those pairs we can be sure the annotators fully
agree on their error detection) according to the number of
taxonomy levels they agree on. We also counted the num-
ber of agreements and disagreements for each error cate-
gory on level 1 and 2 of the error hierarchy to detect which
error types the two annotators tend to disagree on. This kind
of information is useful to detect confusion between cate-
gories, which can be used to revise the error taxonomy, er-
ror definitions and/or annotation guidelines in future work.
4. Results
4.1. Inter-annotator agreement
4.1.1. Error detection
Annotator
Words 1 2 All
Paired 371 371 742
Isolated 98 497 595
All 469 868 1337
Table 1: Paired and isolated annotated words per annotator.
To determine the degree to which the annotators agree on
error detection, there are two options. The first option is to
assess the agreement on word level. In that case, we divide
the total number of paired annotated words (742), which we
obtained by using the methodology detailed in Section 3.4.,
by the total number of annotated tokens (1337) (Table 1).
This results in an observed agreement of 55.5%, which is
quite low. The same goes for Cohen’s kappa coefficient,
which is only moderate (0.45) according to the interpreta-
tion scale by Landis and Koch (1977). There are two pos-
sible explanations for these low scores on word level. The
first is that the two annotators simply do not agree in terms
of which instances are considered to be errors or not. The
second is that the two annotators do agree on error detec-
tion most of the time, but that they tend not to agree on the
length of the error annotation span.
Annotator
Annotations 1 2 All
Paired 233 233 466
Isolated 64 109 173
All 297 342 639
Table 2: Paired and isolated annotations per annotator.
Assessing the agreement on annotation level is the second
option. In that case, we divide the total number of paired
annotations (466) by the total number of annotations (639)
(Table 2). This results in an observed agreement of 72.9%.
The fact that the agreement on annotation level is decent
implies that the two annotators do agree on error detec-
tion most of the time, but that they tend not to agree on
the length of the error annotation span. A further analysis
on the annotated data provided additional evidence to this,
as we observed that in 98% of the annotation pairs that do
not have exactly matching text spans, one annotation was a
subspan of the other annotation. Moreover, in most those
cases (83%), the second annotator annotated a larger text
span than the first. If we calculate the average annotation
length of the two annotators, it becomes also clear that the
annotations made by the second annotator are often longer
than those made by the first. On average, the annotations of
the second annotator are 0.96 tokens (61%) longer.
4.1.2. Error categorization
To assess the agreement between the two annotators on er-
ror categorization, we grouped the annotation pairs with ex-
actly matching text spans according to the number of tax-
onomy levels they agree on in Table 3.
Levels Annotation pairs
Total 131 (100%)
Level 1 130 (99.2%)
Level 2 118 (90.1%)
Level 3 95 (72.5%)
Table 3: Subdivision of all annotation pairs with exactly
matching text spans based on the number of taxonomy lev-
els they agree on. Both the absolute numbers and percent-
ages in relation to the total number of annotation pairs with
exactly matching text spans are given.
Table 3 shows us that, out of the 131 annotation pairs with
exactly matching text spans, 95 pairs (72.5%) agree on all
taxonomy levels, 118 pairs (90.1%) at least on level 2, and
130 pairs (99.2%) at least on level 1. To detect whether the
observed disagreement is caused by confusion between any
specific categories, we analyze the disagreements on error
categorization on the top two levels of the taxonomy.
Fluency Accuracy
Fluency 67 1
Accuracy 0 63
Table 4: Error categorization matrix on level 1 for all anno-
tation pairs. Error categories in the first column represent
the annotations from annotator 1, those in the first row the
annotations from annotator 2.
As can be seen in Table 4, there is almost no disagree-
ment between the two annotators on the main distinction
between fluency and accuracy. On level 2 (Table 5), the
most pronounced disagreements can be observed between
the following error categories: ‘coherence’ vs. ‘style & reg-
ister’ (total of 4.6%), ‘lexicon’ vs. ‘style & register’ (to-
tal of 1.5%), and ‘mistranslation’ vs. ‘untranslated’ (total
of 1.5%). Zooming in on level 3 of the annotation pairs
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M C S L U G A
M 52 0 0 0 0 0 0
C 0 36 3 1 0 1 0
S 0 3 12 0 0 0 0
L 0 1 0 5 0 0 0
U 2 0 0 0 5 0 0
G 0 0 1 0 0 4 0
A 0 0 0 0 0 0 4
M — Mistranslation, C — Coherence, S
— Style & Register, L — Lexicon, U —
Untranslated, G — Grammar, A — Ad-
dition
Table 5: Error categorization matrix on level 2 for annota-
tion pairs agreeing on level 1. Error categories in the first
column represent the annotations from annotator 1, those in
the first row the annotations from annotator 2. Level 2 cat-
egories that do not occur in this data set were not included
in this table due to size constraints.
disagreeing in ‘coherence’ vs. ‘style & register’, shows
us that 4 out of 6 pairs are a combination of ‘coherence
– logical problem’ and ‘style & register – disfluent sen-
tence/construction’.
4.2. Error analysis
4.2.1. Overall quality
A quick glimpse into the number of sentences with and
without errors gives us an indication of the overall qual-
ity of the MT translation. 2,316 of the 5,276 sentences
(43.9%) in our data set do not contain any errors. This
percentage is equal to the one in the case study on the
first chapter of the novel (Tezcan et al., 2019). It is higher
than the percentages found in studies on literary GNMT for
other language pairs. Kuzman et al. (2019) worked with
an 929-word excerpt taken from the romance novel Some-
thing about you by Julie James, translated by GNMT from
English into Slovene. They point out that none of the sen-
tences they analyzed were free of errors and that all of them
would require post-editing. Matusov (2019) carried out a
document-level error analysis of an excerpt taken from the
story The Lift by Arthur Conan Doyle, translated by GNMT
from English into Russian. He found that only 22 out of the
129 analyzed segments (17.1%) did not contain any errors.
He also reports on the document-level analysis of an ex-
cerpt from Die Verwandlung by Franz Kafka, translated by
GNMT from German into English. In this case, 36 out of
the 125 analyzed segments (28.8%) were considered as ac-
ceptable. Thus, NMT for the translation of literary texts
seems to be more promising for English into Dutch. Yet, it
should be pointed out that Kuzman et al. (2019) and Ma-
tusov (2019) worked with differently sized data sets con-
sisting of excerpts written by different authors.
Table 6 shows that, on average, the length of erroneous
source sentences is longer than the length of those with-
out errors, but also that there is more variation in length for
the sentences with errors. As can be seen in Figure 5, per-
formance decreases nonetheless from a sentence length of
10 words onward.
With errors Without errors
Mean 17.11 9.56
Standard deviation 10.09 5.55
Table 6: Mean and standard deviation of the source sen-
tence length of sentences with and without errors.
Figure 5: Distribution of sentences with and without errors
per source sentence length.
4.2.2. Error distribution
To reveal the main issues that remain for literary NMT,
we inspect the frequency distribution of the different error
types. In total, the second annotator indicated 3,980 fluency
errors (58.8%) and 2,784 accuracy errors (41.2%). These
results are consistent with Van Brussel et al. (2018), who
found that NMT for English-Dutch contains more fluency
than accuracy errors.
A — Accuracy, F — Fluency
Figure 6: Frequency of error types expressed as percentage
of all errors.
The distribution of the errors annotated across the entire
novel by the second annotator (Figure 6) is very much in
line with the one in the case study on the first chapter of
the novel (Tezcan et al., 2019), which was based on the
annotations by the first annotator. The most common error
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type in the data set is ‘mistranslation’ (34.7%).
Most mistranslation issues relate to word sense issues
(38.3%), issues without a specific subcategory (33.5%),
and multi-word expressions (16.6%). These findings cor-
respond with those by Kuzman et al. (2019) for English-to-
Slovene and Matusov (2019) for English-to-Russian. Both
report that a large number of semantic errors in connec-
tion with idioms (‘multi-word expression’) and ambiguous
words (‘word sense’) were found.
The second most common error type is ‘coherence’
(30.5%). Within the data set of fluency errors, ‘coherence’
errors are in the majority (51.8%). The main ‘coherence’
issue appears to be the category ‘logical problem’ (82.8%).
Second comes the category ‘verb tense’ (7.3%). Style and
register issues, the third most common error type, consist
mainly of disfluent sentences and constructions (89.5%).
4.2.3. Co-occurring fluency and accuracy errors
In this section, we focus on the relationship between flu-
ency and accuracy errors. If certain accuracy errors tend
to cause certain fluency errors, we can hypothesize that
those particular fluency and accuracy error categories will
co-occur regularly. To test this hypothesis, we examine the
annotations from the second annotator, who annotated the
whole document, and measure how often certain fluency
and accuracy errors co-occur, on level 2 and level 3.
For this analysis we only considered the annotations with
identically matching spans. Out of the 6,764 error anno-
tations that the second annotator made, 1,089 annotation
pairs consisting of a fluency and an accuracy error can be
made. This means that 27.4% of the fluency and 39.1% of
the accuracy error spans fully overlap with the span of an
error belonging to the other category.
Fluency Accuracy Overlaps
Coherence Mistranslation 919
Style & Register Untranslated 50
Lexicon Mistranslation 43
Other Other 21
Coherence Do-Not-Translate 20
Table 7: Most common co-occurrences on level 2.
Table 7 shows that the vast majority of co-occurrences on
level 2 are a combination of a coherence and a mistrans-
lation error. No more than 919 annotation pairs (84.4%
of all co-occurring accuracy and fluency annotations) be-
long to this category. All other co-occurrence types make
up for less than 5%. When inspecting the five most com-
mon co-occurrences on level 3, 4 out of 5 co-occurrence
types consist of a ‘coherence – logical problem’ error with
some kind of mistranslation error. An example of such a
co-occurrence is given in Figure 7.
Figure 7: Co-occurrence of a logical problem and word
sense issue
In this example, the adverb ‘knowingly’ has been translated
to ‘bewust’ (‘consciously’). However, although ‘bewust’
is indeed one of the possible translations for ‘knowingly’,
in this context the adverb should have been translated into
‘veelbetekenend’ (‘meaningfully’). Such errors are classi-
fied as ’word sense’ errors. As the rest of the text does not
give a reason for the character to wink consciously, under-
standing the target sentence within the given context be-
comes difficult. In other words, a coherence issue (or to
be more precise, a logical problem) arises and disturbs the
reading comprehension of the machine translated novel.
4.2.4. Error comparison with general-domain MT
To find out how literary NMT differs from NMT for a more
general domain, we compare our error distribution with the
distribution in Van Brussel et al. (2018). The data set
Van Brussel et al. (2018) used consists of 665 GNMT-
translated sentences belonging to three different text types:
external communication, non-fiction literature and journal-
istic texts. It is important to stress that the MT output gen-
erated by Van Brussel et al. (2018) is two years older than
the MT output in our data set, which means that some dif-
ferences could also be due to the fact that GNMT has im-
proved over time.
Since our adapted taxonomy does not differ from the
SCATE taxonomy used by Van Brussel et al. (2018) in
regard to accuracy errors (with the exception of the addi-
tion of the category ‘other’), we can easily compare each
subcategory in this main category.
Error type Literature General
Addition 1.3% 0.4%
Cap. & Punct. 0.4% 2.5%
Do-Not-Translate 1.0% 4.7%
Mistranslation 85.1% 69.9%
Omission 9.8% 13.1%
Untranslated 2.4% 9.3%
Table 8: Accuracy error distributions in literary and
general-domain MT.
A comparison of the two data sets shows us that mistrans-
lations are without a doubt the biggest accuracy issue for
both literary and general-domain MT (Table 8). By carry-
ing out our error annotation on document level, it should
have also been easier to spot these mistranslations. La¨ubli
et al. (2018) argue for instance that “document-level evalu-
ation unveils errors such as mistranslation of an ambiguous
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word, or errors related to textual cohesion and coherence,
which remain hard or impossible to spot in a sentence-level
evaluation.”. This argumentation is based on the fact that
they observed the phenomena above where sentence-level
evaluation led to mixed judgements, but where the HT was
strongly preferred in document-level evaluation.
Error type Literature General
Multi-word Expression 16.6% 26.4%
Other 33.5% 17.3%
Semantically Unrelated 8.0% 13.3%
Part-Of-Speech 2.9% 5.8%
Partial 0.6% 1.8%
Word Sense 38.3% 35.5%
Table 9: Mistranslation error distributions in literary and
general-domain MT.
Table 9 presents the percentages of the different mistrans-
lation subcategories. For both text genres, ‘word sense’
errors are the biggest issue within the category ‘mistrans-
lation’. The subcategories ‘MWE’ and ‘other’, however,
have switched places within the top three of most common
mistranslation issues.
A comparison between our results and those of Van Brus-
sel et al. (2018) in regard to fluency errors is more difficult,
because the taxonomy was adapted considerably within this
category. For example, existing subcategories were moved
into the newly added categories ‘coherence’ and ‘style &
register’. Yet, it is possible to compare the ranking of the er-
ror types within the accuracy subcategory ‘grammar’, as the
error types within this subcategory have largely remained
the same (Section 3.2.).
Error type Literature General
Word Form 20.3% 31.9%
Extra Word 9.2% 13.5%
Missing Word 28.9% 36.2%
Word Order 41.6% 18.3%
Table 10: Grammar error distribution in literary and
general-domain MT. In the literature-domain evaluation
‘agreement’ and ‘verb form’ have been merged into ‘word
form’ for a proper comparison with the general-domain
evaluation.
As can be seen in Table 10, the most common ‘grammar’
subcategory in NMT-translated literary texts is ‘word or-
der’, followed by ‘missing word’, ‘word form’, and, finally,
‘extra word’. Compared to the ranking in Van Brussel et al.
(2018), the subcategory ‘word order’ has jumped from the
third place to the top.
5. Conclusions and future work
In this case study, we aimed to assess the potential of using
a general-domain NMT system for literary translation. We
did this by conducting a fine-grained document-level error
analysis on an entire novel, The Mysterious Affair at Styles
by Agatha Christie, which was translated by GNMT from
English into Dutch. The SCATE MT error taxonomy, as tai-
lored by Tezcan et al. (2019) for document-level evaluation
of literary NMT, was used to perform the error annotation.
The annotated data set has been made publicly available.2
We first assessed the validity of our annotation scheme by
determining the IAA on the first chapter on the novel, which
was annotated independently by two annotators. The two
annotators usually agreed with respect to error detection
and error categorization, yet it has to be noted that one
of the annotators often annotated longer text spans than
the other. Since we carried out a fine-grained error anal-
ysis, we were also able to detect the categories on which
the annotators sometimes disagreed, such as ‘coherence’
vs. ‘style & register’, ‘lexicon’ vs. ‘style & register’, and
‘mistranslation’ vs. ‘untranslated’. Especially ‘coherence
– logical problem’ and ‘style & register – disfluent sen-
tence/construction’ were often confused. This might be due
to a cause-effect relationship between these two error types:
a sentence that is very hard to read (i.e. disfluent), often
ends up being illogical or confusing (i.e. results in a logical
problem).
In regard to the potential of GNMT for literary translation
from English into Dutch, the fine-grained error analysis on
document level has helped us gain a better understanding
of:
• The overall quality of the NMT translation. 44% of the
sentences do not contain any errors. The percentage
of correct sentences for the language pairs English-
Slovene, English-Russian, and German-English was
found to be remarkably lower. Thus, compared to
these three language pairs, English-Dutch seems to be
the more promising language pair for literary MT.
• The main remaining issues. The most frequent issue
for literary MT is the accuracy subcategory ‘mistrans-
lation’. Next are the fluency subcategories ‘coherence’
and ‘style & register’, which were specifically added
to the taxonomy for evaluating literary NMT on docu-
ment level.
• Which accuracy errors typically co-occur with fluency
errors in literary MT. We observed on level 2 of the
taxonomy that the vast majority of co-occurrences are
a combination of a coherence and a mistranslation er-
ror. It is a question of future research to investigate
whether this type of co-occurrence is characteristic for
literary MT or not.
• The similarities and differences with general-domain
MT. The adjusted taxonomy and the fact that we used
an NMT system of a later date made the comparison
difficult. Nonetheless, the comparison still revealed
that mistranslations are the biggest accuracy issue for
general-domain MT as well.
In future work, we aim to determine the generalizability of
this case study by annotating and then analyzing the first
2https://github.com/margotfonteyne/StylesNMT
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chapters of some other literary works by different authors.
We will also study the similarities and differences with
general-domain MT in more detail. Additionally, we would
like to explore the potential of NMT for literary translation
in more detail with the help of an even richer data set. We
plan to enrich our data set by annotating and linking the co-
hesive and stylistic devices throughout and across all ver-
sions (the source, the HT, and the MT). This would allow
us to compare the different versions on document level in
regard to cohesion (both local and global) and style.
We will also expand the Ghent Eye-Tracking Corpus
(GECO) with eye-tracking data for the GNMT version of
the novel. This will allow us to compare the reading pro-
cess of MT with that of manually translated text. The error
annotation will enable us to investigate the impact of dif-
ferent categories of MT errors on the underlying reading
comprehension process.
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