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Abstract 
Knowledge of the complex fiber structures of soft tissues can lead to greater 
understanding of basic structure-function relationships, and potentially, to 
improvements in tissue engineered constructs and micro-repair techniques. 
Unfortunately, imaging these structures in fresh, whole-tissue samples is difficult, 
mainly because current microscopes are designed for small-scale, narrow field imaging 
of thin, slide-mounted specimens. The currently available wide-field microscopy systems 
depend on high-precision motorized (using expensive servo motors) stage positioning to 
make a montage of image tiles. However, they are time consuming requiring a large 
number of image tiles. To achieve high speed, high resolution, wide-field imaging at low 
cost, a novel microscopy system was developed that is capable of imaging thicker, fresh 
tissue samples as well as prepared slides using both, normal and polarized light. The 
system uses a low-precision, two stepper motor positioning system, maintaining sub-
pixel accuracy via a novel image correlation and registration algorithm.  A third stepper 
motor controlling the fine focus knob enables Z axis control for automatic focus. 
The software consists of two basic components:  
1. A graphical user interface (GUI) programmed in Visual Basic .NET for camera and 
stage motor control, and  
2. A “tiling/stitching” algorithm programmed in MATLAB®.  
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The tiling program incorporates distortion and luminosity correction algorithms. 
Autofocus is achieved using a novel edge-based focusing algorithm. The elementary 
algorithm for image stitching was limited in its use owing to its large dynamic memory 
requirement as well as significantly high computational time. A more challenging 
limitation of the algorithm was its inability to detect and account for white spaces which 
are feature-less ‘blank’ regions of the image. This would lead to erroneous image 
stitching which would render the final image ineffectual for data analysis. The objective 
of this work was to optimize the system algorithms to achieve dynamic and accurate 
image stitching using improved feature and ‘blank area’ detection. The point selection 
algorithm to correlate pixel windows was optimized to detect most favorable features 
for tracking. A novel algorithm was developed to ‘flag’ or mark the overlapping regions 
with white spaces (no information) while stitching and then, estimating the position of 
the flagged tiles in the final image. To demonstrate superior usability of the microscopy 
system and the stitching algorithm, we imaged distinct sets of histology slides using 
normal and polarized light. The optimization of system algorithms made reconstruction 
of montage images faster, accurate and much more reliable. The optimized algorithms 
also make judicious use of system resources. 
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Chapter 1. Introduction 
1.1.  Introduction 
Understanding the complex relationships between micro-structural organization 
and macro-mechanical function of connective tissues is fundamental to our knowledge 
of the differences between normal, diseased/injured and healing tissues. Images of 
large-scale tissue specimens using polarized light can be highly valuable for revealing 
tissue structures, however, existing polarized light microscopes have limited field of 
view. The creation of image mosaics is a useful process for extending the field of view 
and preserving or maximizing the achievable resolution of an imaging device [2, 3]. 
Technologies in whole-slide-imaging(WSI) have been improving for the past decade with 
the introduction of a variety of scanners featuring fast scanning speeds and high image 
quality[3-5]. However, such existing mosaic-based digital slide scanning microscopes are 
typically limited to bright field illumination. Moreover, they are not guaranteed 'pixel 
accurate' and hence do not ensure quantitative accuracy of the output. To address 
these problems, a new mosaic-based imaging system designed to provide rapid, high 
resolution (0.2 µm), wide field images of both standard histology slides and thicker, 
fresh tissue specimens under normal and transmitted polarized light illumination was 
developed. The system replaces expensive high-precision positioning hardware with a 
low-precision stepper motor positioning system, maintaining sub-pixel accuracy via a 
novel image registration and correlation algorithm. The system algorithms are 
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premeditated to reconstruct image tiles precisely enough for data analysis. In this report 
we describe optimization of the system to manage empty regions in a histology image, 
improve the feature selection and improve speed of image correlation and 
reconstruction. A significant improvement in memory usage and computational 
efficiency was also achieved. 
1.2.  Background 
The advent of the microscope has revolutionized the world of science. The 
invention of the light microscope; an instrument that enables the human eye, by means 
of a lens or a combination of lenses, to observe enlarged images of tiny objects, was an 
incredible contribution to the expansion of our knowledge of the micro-world. It made 
the fascinating details of worlds within worlds visible. 
Among considerable uncertainty, the weight of the 
historical evidence indicates that in 1590, two Dutch 
optician lens grinders, the father-son team of Zacharias 
and Hans Janssen, aligned two lenses within a sliding 
tube, thereby inventing the compound 
microscope(Figure 1)[6]. Half a century after the first compound microscope, both 
Anthony Van Leeuwenhoek and Robert Hooke realized that lenses with very short focal 
lengths was the key to more magnification. By the 18th century, Hooke introduced his 
microscope with coarse and fine adjustments, as well as the ball and socket joint (Figure 
Figure 1: The first compound 
microscope by Zacharias and Hans 
Janssen (Reproduction by John Mayall 
in 1891) [Billings Microscope 
Collection, National Museum of 
Health and Medicine, AFIP, 
Washington, DC USA. M-030 27002.] 
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2). By the mid 19th century, microscopes achieved such a high level of magnification that 
optical distortions and small movements of the microscope itself, were limiting factors. 
The field of microscopy has been developing incessantly since then. Over the past two 
decades, simple grayscale photography based microscopy has evolved to full color 
digital images based microscopy, mainly due to advances in commercial imaging 
sensors[7, 8]. 
Microscopes are used to magnify minute details in 
various biological studies. However, they are limited in their 
use owing to their narrow field of view. Often, in many 
fields, there is a need to appreciate detailed information 
situated in the context of the surroundings of the area 
being viewed[9]. For example, in breast cancer biopsy 
studies, analysis of the whole section of several centimeters is needed to accurately 
diagnose pathology in the specimen. However, with the existing technology, this 
analysis cannot be performed at high resolution, even with a low power objective and 
even if high resolution cameras are employed[10]. In addition, many tissues have a 
larger scale structure that cannot be captured in a single microscope frame. An 
optimum solution to this problem is mosaicing multiple high resolution microscopy 
images into a large high resolution image.  
Figure 2: Hooke's Microscope 
(From Scheme I. of his 
Micrographia[1]) 
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1.3.  Whole Slide Imaging Microscopes 
In the mid 1980s, the first grayscale montages of microscopic specimens were 
successfully made[11]. The first virtual color microscopy system was described in 1997 
by the Computer Science Department of the University of Maryland and the Pathology 
Department at John Hopkins Hospital, Baltimore, Maryland. More recent advances in 
digital microscopy have provided researchers and pathologists with the means to 
acquire large amounts of quantitative color image data for analysis[3, 4]. Subsequent 
advances in high precision servo-controlled stage positioning and image tiling 
methods[4, 9, 12, 13] have made acquisition of wide-field montage digital images of 
histological specimens with high resolution possible. 
A whole variety of commercial digital slide imaging systems are currently 
available. Most of the available systems can be classified into two main categories, 
motorized stage microscopes and whole slide scanners. Typically motorized stage 
microscopes are standard microscopes retrofitted with high precision motorized stages, 
while whole slide scanners are standalone enclosed systems designed solely for slide 
imaging. Motorized stage montaging is based on imaging small sections (or 'tiles') in 
sequence and then aligning (or 'stitching') using proprietary software to create the full 
montage image[2]. In most systems, accurate tile position is based upon highly precise 
movement of the microscope stage. Location of the image tiles is determined from the 
stage displacement, and a software program subsequently 'joins' or 'stitches' the tiles 
together based on the precise stage location. Whole slide scanners use similar methods, 
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with additional automation considering that they are specifically designed for glass slide 
scanning. Precision stage montaging is a basic technique used by CoolScopeTM whole 
slide scanner (Nikon, Inc.) and most other available motorized stage microscopes such 
 
Figure 3: Montage image of a H&E stained breast biopsy histology slide reconstructed using the CoolScope™ 
(Nikon, Inc.). The image has various tile misalignment errors (arrows show some errors) as well as luminosity 
variations. 
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as BLISS (Bacus, Inc), Alias (LifeSpan), Eclipse E600FN with EclipseNet-VSL (Nikon, Inc.), 
and SIS.slide (Olympus, Inc.). ScanScope XT ( Aperio, Inc.) uses a line scanning method 
wherein the scanner digitizes the whole slide by scanning along the length of the slide 
much like a typical document scanner.  
Every system has its own advantages and limitations. Motorized microscope 
stage scanners can acquire large scale images from a variety of specimen types and 
various imaging modalities. Drawbacks of motorized stage systems include low 
throughput, large numbers of image tiles, and cumulative image tile misalignment 
errors. Figure 3 shows a montage image of a breast biopsy histology specimen from the 
CoolScope™ (Nikon, Inc.). It clearly delineates the large tile misalignment errors as well 
as luminosity variations inherent in the output of the system. Systems like the one used 
by Chow et al.[9], require roughly 7200 images to generate a montage covering 10mm x 
10mm. A single scan can take hours. Due to the large number of tiles, small errors in 
stage position can accumulate, resulting in montages with visible tile seams and 
misalignment. In contrast, line scanners such as Scanscope™ T2 and CS (Aperio, Inc.) are 
comparatively much faster (minutes instead of hours) and eliminate the need of 
subsequent montage reconstruction. However, they typically lack an eyepiece, 
automatic focus, light control, and are limited to very thin specimens (prepared slides) 
and bright field imaging. Line scanners currently cannot be used for phase contrast, 
polarized light, fluorescence, or other imaging modalities. Another major drawback is 
cost. Prices range from $60,000 for the CoolScope system to $500,000+ for the Leica 4-
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pi system, which is usually out of reach for small laboratories or small clinical pathology 
departments. Often, most of this cost is due to the need for highly precise stage 
positioners and expensive servo-motor control hardware. 
1.4.  A Novel microscopy system 
We required an inexpensive imaging system capable of fast, normal and 
polarized light imaging of both histology slide specimens and fresh tissue sections that 
are often much thicker (e.g.: 0.5 mm) than typical histology slides. Therefore, we 
developed a tile-based wide-field imaging system that uses inexpensive (low precision) 
high-speed stepper motors coupled with novel image registration and automatic 
focusing to achieve precise (sub-pixel), seamless image montages. Figure 4 shows the 
concept of montaging by delineating four image tiles of breast biopsy histology slide 
taken at 4x magnification stitched to form a seamless slide image. The system scans 
through the entire slide row-wise starting from the lower left corner of the user-
Figure 4: Concept of tile stitching to form an image montage. Four Image tiles of a breast biopsy histology slide 
taken at 4x magnification stitched to form a seamless slide image 
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selected region. Each image is referred to as an image tile and the process of montage 
reconstruction from the acquired image tiles is referred to as image stitching. The user 
selects the region of interest by specifying the appropriate tile array structure and the 
magnification objective that is being used. When the user initiates scanning, the system 
acquires all tile images in sequence, automatically focusing each tile, and storing for 
subsequent post-processing.  
The image tiles acquired from the microscope system are transferred to a high 
performance post-processing computer for image stitching. This system is a custom-
built 64 bit computer, with eight AMD Opteron 2GHZ processors, 250GB hard disk space 
and 23 GB of physical RAM. Image processing is done using MATLAB® (The Mathworks™ 
Inc.). First, the image tiles are corrected for luminosity variation and then for lens 
distortion. Luminosity variations are removed by subtracting a calibration image 
intensity values from those of each tile image, channel wise. The calibration image is 
obtained by taking an image of an empty slide having no mounted specimen. Lens 
distortion is removed using a lens distortion correction algorithm that assumes “straight 
lines must be straight”[14] The luminosity and distortion correction algorithms are 
robust enough to give image tiles that are free of unwanted luminosity variations and 
distortions.  
To reconstruct the full montage, the image tiles must be precisely positioned, 
however, there can be significant error (up to 80 µm) in our high speed stepper motor 
stage control. A novel algorithm based on digital image correlation was developed to 
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accurately register the image tiles. This image correlation algorithm correlates the two 
images using a novel feature tracking approach. To minimize error in the final stitched 
image of the slide, the image acquisition algorithm enables acquisition of an overlapping 
region among subsequent images (Figure 5). This overlapping region forms the main 
input for the digital image correlation algorithm. The correlation algorithm correlates 
the two overlapping regions from the subsequent images to within half a pixel accuracy. 
This algorithm accurately calculates relative offset between the consecutive images. The 
measure of match between fixed-size feature windows in successive overlapping regions 
is defined as the sum of squared intensity differences over the windows. The offset is 
then defined as the one that minimizes this sum[15, 16]. This minimization of the offset 
can be a Newton-Raphson style minimization procedure, as described by Lucas and 
Kanade[16] for a pure translational model[17]. This X-Y offset in the images represents 
the positioning error of the stepper motors.  
Figure 5: An overlapping region is acquired among successive tiles to minimize error in image stitching 
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1.5.  Feature tracking approach 
An important problem in finding the offset in subsequent overlapping regions is 
that a single pixel cannot be tracked, unless it has a very distinctive brightness with 
respect to all of its neighbors[10, 15-19]. Pixel intensity of the same pixel can vary in two 
different images owing to image noise as well as be confused with the adjacent pixels. 
Hence, we do not track pixels but ‘windows’ of pixels. Window selection is done 
randomly based on an organized selection of points. The window is defined as a definite 
region of fixed size around the selected point. Sufficiently high number of common 
elements in pixel windows, results in good tracking, regardless of the change in image 
geometry, radiometric conditions, presence of additive noise, and of changes in the 
image intensities of the imaged region.  
The tracking algorithm is based on the one described by Shi et. al.[15, 17].Given 
two images 𝐼 and 𝐽 (which are overlapping regions from the consecutive tiles), tracking 
means determining the minimum offset 𝑑 between the two images. Thus,  
 𝐽 𝐴𝑥 + 𝑑 = 𝐼 𝑥  (1) 
The offset d is then chosen so as to minimize the residue error between the two images 
using an iterative Newton Raphson style minimization. To further guarantee the 
quantitative accuracy of correlation, the tracking approach by Shi et. al[15, 17]. is 
amalgamated with the Lucas-Kanade[16] pyramidal approach for optical flow calculation 
which, for our purposes, is the relative X-Y offset between successive image tiles. 
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1.6. Stitching algorithm 
Note that in the remainder of this document, ‘original’ refers to the previously 
programmed algorithm and ‘improved’ refers to the improved algorithm developed in 
this work. 
The original stitching algorithm works as follows: 
1. The first (bottom left corner) and second tiles are digitally overlapped based on 
initial offset estimates provided by the user. 
2. The program selects a grid of 2 x 10 regions of 20 x 20 pixel windows (i.e. 20 
points) in each tile overlap region. Each window spans approximately 40 µm. 
3. The tracking algorithm compares 20 windows in the overlapping regions, 
computing X-Y offset of the maximum correlation based on the approach 
explained above. 
4. The 20 positioning error offsets are sorted, and the mean and standard deviation 
of the three most similar offsets are calculated. 
5. If the three most similar offsets are similar within 0.5 pixels, then proceed to 
step 6, otherwise return to step 2 (compute new 20 point grid). 
6. If the standard deviation is less than 0.5 pixels, accept and apply the offset 
displacement to correct the position of the tiles. If the standard deviation is 
greater than 0.5 pixels, repeat steps 2-5 with a new grid. Repeat until successful 
sub-pixel registration is achieved. 
12 
  
 
7. Compute the location of the seam from the offset calculated in step 6 and join 
the two images. 
8. Repeat steps 2-7 for each image tile in the row.  
1.7. Limitations of the original stitching approach 
The above algorithm stitches the image tiles with sub-pixel accuracy and 
provides a robust method for generating a whole slide image. However, it suffers from 
some limitations. Selecting a grid of 2 x 10 regions means selection of random points 
and consequently random window regions in the image. Random region selection can 
result in selection of non-feature and redundant regions in the image. Breast biopsy 
slides are known to have a lot of empty regions because there are a large number of 
fluid filled sacs in the breast. The regions of empty sacs show up as white spaces in the 
image with no features at all from the point of view of tracking. Since, the stage 
positioning system of the microscope is not adaptive to account for such featureless 
regions, it is possible these regions may end up in useful overlapping regions of image 
tiles These white spaces may then be selected in the window inputs to the tracking 
algorithm owing to randomization of window selection. To be precise, we are providing 
the feature-tracking algorithm with little or no features. Hence, the feature tracking 
algorithm fails to correlate overlapping regions with white spaces due to a deficiency of 
features. Furthermore, the feature-tracking algorithm may detect inherent noise in the 
image as features and give a faulty correlation. Such flawed reconstruction results in 
visible seams in the final image and rendering it not fit for further analyses. 
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Tracking in grid based image windows, makes the image registration 
prohibitively time consuming. The original algorithm takes at least 35 seconds to stitch a 
tile array of 2 x 2 image tiles. Stitching a 2 x 2 image array would mean offset estimation 
to be performed thrice – twice for the column in each row and once between the two 
rows. Hence, we can safely assume that on an average, the algorithm takes at least 11 
seconds per offset calculation, at least 15 minutes to stitch a 10 x 10 tile array. 
The original algorithm takes up most of the random access memory available. 
Each high resolution image that ranges from 400 to 750 kilobytes. Thus, stitching 49 (7 
x7 image tiles) images would require 20 gigabytes of RAM. For imaging a 10mm x 10 mm 
area on a histology slide, at 20x magnification, a tile array structure of at least 10 x 10 
image tiles is required. The custom built computer has 23 gigabytes of available RAM. 
Hence to reconstruct the 10 x 10 mm region of slide, the memory requirement is too 
large. Hence, the extensive memory consumption of the original algorithm limits the 
microscope system’s ability to generate a high resolution image of the whole slide.  
We will demonstrate that optimization of the feature tracking and stitching 
algorithms will make montage reconstruction more reliable and accurate for histology 
data analyses and scrutiny for research purposes.  
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Chapter 2. Objective 
The broad objective of this work is to develop an inexpensive imaging system 
capable of fast, normal and polarized light imaging of both histology slide specimens and 
fresh whole tissue sections that are often much thicker (e.g. 0.5 mm) than typical 
histology slides. We developed a tile-based wide-field imaging system that uses 
inexpensive (low precision) high-speed stepper motors coupled with novel image 
registration and automatic focusing software to achieve precise (sub-pixel), seamless 
image montages. Instead of using high precision motor controllers, to achieve high tiling 
precision, a novel digital image correlation post-processing software algorithm is 
developed in-house. The main goal of our efforts was to optimize the image tracking 
algorithm for optimum feature selection. Management of white spaces in histology 
image tiles to achieve accurate and reliable, high resolution whole slide image with 
minimal artifact is the central idea of this work. The tracking algorithm was optimized to 
guarantee sub-pixel accuracy and reliability of image data. We will demonstrate that the 
new system with its improvised algorithms, built for under $700 (excluding camera and 
microscope), is capable of large scale image montages (i.e. 30000 x 20000 pixels) with 
minimal artifact. 
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Chapter 3. Materials and Methods 
3.1. Hardware and Control System 
The system consists of an upright microscope (BX50, Olympus, Inc.) with a 
standard X-Y stage retrofitted with inexpensive, commercially available stepper motors 
(NEMA 8, Anaheim Automation, Inc.)(Figure 7). A third stepper  motor is connected to 
the fine focus knob, providing Z-axis motion control. Stepper motors are physically 
connected to the shafts using timing pulleys and belts(Figure 6). The positioning 
accuracy of the stage is 40 μm in the X-axis, 80 μm in the Y-axis and 0.1 μm in the Z-axis. 
Figure 7: The new imaging system showing the custom 
camera mount. Stepper motors are attached to 
achieve X, Y and Z axis positioning of the microscope 
stage. 
Figure 6: Schematic of the new imaging system. 
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The stepper motors are electrically connected to micro-stepping drive modules (bipolar 
chopper drives, Haydon Switch and Instrumentation, Inc.), which are in turn connected 
to a standard personal computer (custom built Pentium 4, 2.4 GHz CPU) via a parallel 
port interface (Indexer LPT, Ability Systems, Inc.). The parallel port interface replaces 
expensive stepper motor controller hardware, allowing direct control of multiple 
stepper motors from the computer. The computer is also used to automate image 
capture, viewing and storage. A commercially available high resolution camera (PL 
A686C, Pixelink, Inc.) is attached to the tubus via a custom-made adaptor and interfaced 
with the computer via an IEEE 1394 (firewire) connection. The camera has a 6.62 
Megapixel full frame, high sensitivity CMOS image sensor with maximum resolution of 
2208 x 3000 pixels.  
3.2. Software 
The software consists of two basic components:  
1. A graphical user interface (GUI) programmed in Visual Basic .NET (Microsoft, Inc.) 
for camera and stage motor control and 
2. Post processing software for luminosity and distortion correction and stitching of 
image tiles.  
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The GUI consists of an image preview window and buttons to control the stage 
position, field of view, focus and image acquisition method. The user selects the region 
of interest, the magnification objective that is being used and the tile array structure. 
When scanning is initiated, the system acquires all tile images in sequence, 
 
Figure 8: Graphical User Interface (GUI) programmed in Visual Basic .NET for stage motor control and acquisition 
of images 
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automatically focusing each image tile, and storing for subsequent post processing. 
Post processing involves correcting each image tile for luminosity variation and 
distortion followed by montage reconstruction. This is done on a custom-built 64 bit 
computer, with eight AMD Opteron 2GHZ processors, 250GB hard disk space and 23 GB 
of physical RAM. Post processing is done on MATLAB® (The Mathworks™).  
The optimization of the stitching algorithm was taken up as a step-by-step 
process. The steps involved in the optimization are as follows: 
1. Optimized point selection based on feature detection 
2. Development of a pre-scanning algorithm 
3. Reorganization of the stitching layout 
4. Use of a mosaic display algorithm 
 
3.3. Improved Point Selection based on feature detection 
No feature-based vision system can work unless good features can be identified 
and tracked from tile to tile. Although tracking itself, is by and large a solved problem, it 
is difficult to select features that can be tracked well and correspond to physical points 
in the histology specimen [17]. A histology image consists of different kinds of tissue and 
cellular structures. Parts of the image can be empty regions that contain little or no 
information. For example, a large empty vacuole shows up as a blank region in the 
image providing no information, whatsoever, from the point of view of feature tracking 
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as shown in Figure 9. Since the scanning system cannot adaptively select what 
information lies in the overlapping region, it is possible that the vacuole can occupy 
some portion of the overlapping region. If the vacuole lies in the overlapping region 
between two tiles, there can be two possibilities – either the vacuole (white space) 
covers the overlap entirely or just a portion of the overlap region. If white space covers 
the entire region, the overlapping region in the corresponding tiles cannot be tracked as 
there will not be any features to track for the tracking algorithm. However, if the white 
space covers some portion of the overlapping region, there has to be some way of 
discarding this white space while selecting windows for feature tracking.  
We can track a region window-by-window accurately using the tracking 
algorithm provided there is an optimum window selection algorithm in place. However 
before formulating an optimum window selection algorithm, it is imperative to define 
an optimum window. An optimum window for tracking is, of course, a window that 
when fed to the tracking algorithm, gives an accurate offset between the two 
Figure 9: Two histology image tiles with a large vacoule in the overlapping region. This blank region is referred to as 
a ‘white space’. 
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overlapping regions. This means, that for the window to be optimum for tracking, the 
system of equations for minimization of residual error in the offset calculation should be 
solved reliably. In practice, this is possible, if the window has a large number of features 
in the form of high spatial frequency content or high texture content. We employ a 
systematic method of identifying high feature content from the overlapping regions. 
High texture content can be easily identified using a reliable and pedantic edge 
detection technique. A number of feature detectors including the Harris edge 
detector[20] and SUSAN corner detector[21] were considered for this purpose. For the 
purpose of simple, fast and accurate feature detection, we use a well-known steadfast 
algorithm developed by Canny[22]. This edge detection algorithm employs rigorous 
criteria to identify arbitrary edges with certainty. The first and most important criterion 
is low error rate. It is important that edges that occur in the image should not be missed 
and that there be no spurious responses. The second criterion is that the edge points be 
well localized. That is, the distance between the points marked by the detector and “the 
center” of the true edge should be minimized. For meticulous edge detection, the first 
two criteria are not considered tight enough. This makes it necessary to add a third 
criterion to circumvent the possibility of multiple responses to a single edge. Using 
numerical optimization (via the Canny algorithm), optimal operators are derived for 
determining and identifying edges precisely. 
Although the edge detection algorithm identifies edges appropriately according 
to the set criteria, image noise can be a hindrance to edge detection. Hence, the 
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algorithm had to be improvised to take into account inherent image noise. Most 
common noise encountered in image data is isolated noise. This kind of noise is more 
prevalent in image regions that lack foreground data like cellular structures in histology 
images. White spaces, as we expect, should be image regions having one common 
intensity value throughout the region; however, they are composed of a range of 
intensity values as shown in Figure 10. Though this range is small enough to classify the 
region as a white space, the variations are large enough for the edge detection to 
identify these intensity differences as possible edges. This results in faulty edge 
Figure 10: Image of an ‘empty’ overlapping region and the corresponding grayscale image. 
The white space has inherent intensity variations evident in the grayscale image. 
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detection. To circumvent this possibility, an additional criterion is added to the edge 
detection algorithm wherein a median filtering operation is performed on the image 
before sending it for edge detection. 
The median filter[23] is a canonical image processing operation, best known for 
its salt and pepper noise removal aptitude[24]. Formally, in the image processing 
terminology, median filtering is defined as follows: Let [xij] be the matrix representing a 
digitized image. Then, the result of the median filtering with an m x n (where m, n are 
odd integers) window is an image [yij] where yij is equal to the median of the gray levels 
of the picture elements lying in an m x n window centered at the picture element xij in 
Figure 11: The initial process before tracking - (a) Image of overlapping region from first of the pair of tiles to be 
stitched. (b) The median filtered image free of isolated intensity variations. (c) Binary image obtained after edge 
detection on the median filtered image depicting white edges in a black background. 
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the input image[25]. A brute force algorithm for median filtering simply builds a list of 
the pixel values in the filter window and sorts them. The median is then the value 
situated at the middle of the list. This median is placed at the center of the window to 
eliminate the abrupt change in intensity at the center.[24, 26]. 
Median filtering gives us a clean image with no isolated intensity variations. This 
image is then sent for edge detection so that the edge detection algorithm identifies 
edges definitively. The output of the edge detection program is a binary image 
containing white edges in a black background. Figure 11 demonstrates the program 
output so far. Figure 11(a) is an image of an overlapping region from one of the images 
 
Figure 12: Thresholding the overlapping region to obtain a binary image. (a)The median filtered image. 
(b)Binary image obtained after simple thresholding of the median filtered image. The threshold is chosen such 
that the binary image will have an intensity ‘0' at the white spaces. 
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of a tile array of a breast biopsy histology slide. This image after median filtration yields 
a clean image as shown in Figure 11(b). The output of the median filter is passed 
through the edge detection program to give the edge image as in Figure 11(c). 
Now, that we have a result containing all the edges in the original image, we 
need to make sure that only those edges that define features in the image, are sent for 
point selection. The edge image contains edges from every part of the image including 
the parts that do not contain any trackable features. To ascertain feature selection 
exclusive of information-less parts of an image, the edge image is multiplied with 
another binary image using simple binary multiplication. This binary image is obtained 
using simple thresholding of the original image(Figure 12). The threshold is selected 
such that, in the binary image, the white spaces from the original image are represented 
 
Figure 13: Binary Multiplication - (a) Binary multiplication of the thresholded image with the edge image gives us an 
edge image, devoid of edges in white spaces. Blue arrows in the edge image indicate regions where there are white 
spaces.(b) The original image of the overlapping region to compare with the edge image obtained after binary 
multiplication.  
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as black areas (digital 0) and the other information is white (digital 1). Hence, when the 
edge image is multiplied with the binary image so obtained, the resultant image will 
contain edges only from the information-rich areas of the original image as shown in 
Figure 13. 
The resultant image obtained after median filtering, edge detection and binary 
multiplication contains edges that represent features in the overlapping region image. 
This image is then sent to a different program that selects points around these features. 
These points define feature windows that are used by the tracking algorithm to 
correlate the two images. Point selection is done based on the central idea that, a 20 x 
20 pixel window around the point contains the largest number of edges in that image. 
This is to ensure that the windows used for tracking are rich in features for an optimum 
correlation. To guarantee most favorable correlation among the overlapping regions, 
the edge image is cropped by at least 30 pixels on each boundary. This eliminates the 
risk of selecting points at the boundary of the overlapping region. The improved 
algorithm for point selection from the binary image is as follows: 
1. Divide the whole image in a specified number of divisions (level 0).  
2. Calculate the total number of edges in each division. This is done using a simple 
summing algorithm for a binary image. 
3. Sort the division indices in descending order of the number of edges in each division.  
4. Take the first division in the list and repeat steps 1 to 3 dividing the first division into 
the specified number of sub-divisions (level 1).  
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5. Repeat step 4 to obtain further sub-divisions (level 2). 
6. Take the first division from the sorted list and save the center of the division in the 
 
Figure 14: Point Selection Algorithm. The edge image is repeatedly divided into several divisions based on the number 
of edges in each sub-division. Once, the sub-divisions obtained after repeated division are 20x20 pixels in size, a point 
is selected. This point is sent to the tracking program to correlate the images based on a 20x20 pixel window around 
the point. 
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final list of points. 
7. Make the entire level 2 sub-division black (digital 0) in the level 0 division..  
8. Repeat steps 1-7.  2 
9. This iteration is performed 3 times to select 3 different points. 
Once the 3 points are selected, the list of points is fed as a vector to the feature 
tracking algorithm for calculation of the X-Y offset between the two overlapping regions. 
 
 
Figure 15: Point selection program example - (a) Edge image obtained after binary multiplication is divided into 10 
divisions. The division with the largest number of edges is highlighted (level 0). (b) This division is further sub-divided 
into 10 sub-divisions (level 1). (c) The sub-division with the largest number of edges is used to select the required 
point .(d) The entire image is blacked-out leaving just the sub-division of interest for maintaining the index of the 
selected region. (e) Image after subtracting (b) from (a). This image is then sent through the point selection algorithm 
for selection of next point. 
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3.4. Development of a pre-scanning algorithm 
As discussed earlier, white spaces in the overlapping region pose a difficult 
challenge to successful image correlation and reconstruction. When the stitching 
program encounters an overlapping region that has a significant amount of white space, 
it takes a lot of time to perform feature tracking and effective correlation. If there is 
substantial white space, it is very unlikely that the feature tracking program can perform 
a good correlation because it will not be able to detect any features for tracking. As a 
result, the seam calculation will be erroneous and the stitched image will be invalid. Due 
to a single flaw in stitching, all resources used for that run of the program are 
squandered. 
The need for proper utilization of the feature tracking approach as well as 
development of an accurate and reliable stitching algorithm that does not require an 
exorbitant amount of time led us to the development of a pre-scanning algorithm. The 
pre-scanning algorithm, as the name implies, generates a primitive image of the entire 
slide from the image tiles. This pre-scan image is just an elementary version of the final 
image and is inaccurate for histology data analyses. The pre-scan image is used to gauge 
information about the final image that otherwise would not be available before stitching 
the image tiles. Using the pre-scan image, we locate the regions in the final image where 
white space occupies a substantial area at the seam. These are the regions likely to 
encounter errors and throw the stitching program off-course while stitching the final 
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image. Identifying error-generating regions in advance offers us an additional criterion 
to prevent the stitching algorithm from failing.  
The pre-scanning program pursues the following algorithm: 
1. Down-sample the image tiles to 50% of their original size. 
2. Crop the tiles using overlap estimates provided by the user.  
3. Create a blank image of the size of the final stitched image from the down-sampled 
tiles. The stitched image will have nr x r number of rows and nc x c number of 
columns for a nr x nc size array of r x c sized down-sampled tiles.  
4. The tiles are then superimposed on the blank image in accordance with their 
respective indices in the tile array. This gives us the pre-scan image of the final 
stitched image. 
5. The seams of the pre-scan image are then extracted in another image. This image 
contains only the seams and the surrounding overlap regions of the tiles. 
6. Global edge detection is performed on the image containing seams using the 
algorithm developed by Canny as discussed in the previous section. 
7. Seams containing less than a set threshold number of edges are considered to have 
a significant amount of white space. 
8. The indices of these tiles that were found to contain a significant amount of white 
spaces in step 7 are saved in a matrix to be passed onto the stitching program. 
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The indices passed onto the stitching program from the pre-scanning program, 
are used to identify overlapping regions in the tile array with considerable amount of 
white spaces. Thus, eliminating the need of complex computational analyses to 
circumvent the problem of tracking feature-less white spaces. 
3.5. Reorganization of the stitching layout 
The stitching of the tiles that is being carried out after offset determination is 
such that for each pair of consecutive images, the overlapping regions were extracted. 
The program selects a grid of 2 x 10 regions as windows for feature detection based 
offset calculation. Once the X-Y offset is calculated, the location of the seam is 
determined and the images are cropped and reorganized as pieces of a montage on a 
 
Figure 16: Pre-scanned image of a breast biopsy histology slide imaged in a tile array of 10 x 10 image tiles. 
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blank image of the size of the final row image. The program then moves to the next pair 
of consecutive images and follows the entire process again. 
The algorithm is clear-cut and works well to reconstruct the whole slide image. 
However, it lacks the ability to auto-correct itself when there is an error in offset 
calculation. For example, when the program comes across an overlapping region that 
has little or no variations in pixel intensities i.e. it comes across a white space, the 
program returns an error and comes to a complete halt. Due to the grid method of point 
selection, the tracking program often stumbles upon windows that it cannot correlate 
and the whole program comes to a complete stop. In theory, this is deliberate and a 
common programming technique. This is often a required criterion, as we do not wish 
the program to continue in the event of an error without necessary debugging. 
Conversely, our program need not come to an absolute stop when it encounters a white 
space or if the selected points and the corresponding windows are not fit for 
correlation. This can be solved by optimizing how the program handles window 
selection. This is critical for a clinical setting, where a clinician, who has little or no 
software knowledge, handles images. He will be unable to solve such errors and may 
end up acquiring images again. To reduce the possibility of the program encountering 
errors and at the same time maintain its fidelity, we modified the stitching layout.  
It is observed that due to inherent mechanical error in the microscope, the width 
of the overlapping region is approximately the same in succeeding rows. A direct 
implication of this fact is that the offset output of the feature-tracking algorithm will 
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approximately be the same for succeeding rows. Hence, if there is a large white space 
that cannot be correlated with the tracking algorithm, we can use the offset information 
from the preceding row for that column and stitch the corresponding row. This 
information is used to make the program more reliable. The structure of the program is 
changed to accommodate this fact. Instead of just stitching each pair of tiles upon offset 
calculation for that pair, stitching is done once the X-Y offset for all tiles is calculated. 
The program calculates the offset for each pair of consecutive tiles and stores it in a 
matrix according to the index of the pair of tiles. This matrix is then referred to, when 
stitching the tiles.  
When the pre-scanning program comes across an overlapping region containing 
a significant amount of white spaces, it flags the tile by storing its index in a matrix. This 
matrix that contains all the indices of tiles containing a significant amount of white 
spaces, is then passed to the stitching algorithm. When the new stitching program, 
reaches one of the tiles whose index is in the matrix relayed by the pre-scanning 
algorithm, it skips the offset calculation for that particular tile. The offset for that 
specific tile is marked as ‘-1’, which becomes an identifier for the flagged tiles. When the 
command is transferred to the function that calculates the seam, crops and places the 
tiles in a single row, it refers to the matrix of the offsets. When it encounters a ‘-1’ in the 
offset matrix at a particular location, the program places the offset of the same column 
from the preceding row at that location. If there is a ‘-1’ in the first row, it places the 
value of the same column from the second row. The stitching algorithm then takes the 
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offset and accordingly calculates the seam. This saves time by not sending images that, 
we know, do not contain enough information for feature tracking. This is also efficacious 
as the program is unlikely to hit upon an error in feature tracking. 
3.6. Use of a mosaic display algorithm 
Optimization of point selection, development of a pre-scanning algorithm and 
reorganization of the stitching layout are modifications applied to make the digital 
stitching algorithm run faster and more efficiently. One of the major objectives of this 
work was to employ techniques to reduce the memory requirement of the stitching 
program. The stitching program is a dynamic program and it handles all the tile images 
as well as the final stitched image at once during runtime. To perform computations on 
both, the tile images and the large image during program runtime, they have to be 
stored in the random access memory (RAM). Consequently, a substantial amount of 
dynamic memory is required to hold large tile image data. A single high resolution tile 
image obtained from the microscope is 400-750 kilobytes in size, approximately. 
Stitching 49 (a 7 x7 image tile array) images would require 20 gigabytes of RAM. For 
imaging a 10mm x 10 mm area on a histology slide, at 20x magnification, a tile array 
structure of at least 10 x 10 image tiles is required. To reconstruct this, the memory 
requirement shoots up beyond our capabilities. Hence, it was very important to 
incorporate modifications in the existing code minimize memory consumption while 
maintaining its efficacy.  
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To address this problem, it becomes necessary that we split the workload on the 
RAM into different parts. This means, we use parallel computing tools such that, at a 
given time multiple instances of MATLAB® are running and stitching the image. To 
achieve this, the stitching algorithm will have to be so modified, that it stitches different 
sections of the image at the same time in an organized manner. The sections will then 
have to be combined using the same stitching algorithm. This modification can help 
reduce the time required for the program to run. The use of the existing 8 cores can 
reduce the time consumption by 8 times. However there were two major roadblocks 
with this approach. Firstly, programming for parallel computing with 8 cores would be 
complex as well as make the algorithm dependant on the end user’s system 
configuration[27]. Secondly and most importantly, this approach would lead us to the 
same problem eventually because, we will have to create the large image as well as 
different sections of the image on the RAM at a given time.  
The idea of parallel computing paved the way for a better solution to the 
problem of extensive memory requirement. As discussed earlier, parallel computing has 
an advantage in creating small sections of the image requiring less RAM at a given time. 
We harnessed this advantage by modifying the scheme of the stitching program to 
stitch a single row. The altered stitching program is implemented as follows: 
1. Determine the offsets for each pair of overlapping regions using the optimized 
feature based point selection algorithm and the novel tracking algorithm and adjust 
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the offset matrix using the information received from the pre-scan image for regions 
with white spaces.  
2. Calculate the seam position for each tile in the row and reconstruct the rows. 
3. Save each stitched row in a cell array as per its row index in the tile array. 
4. Once, all the rows are stitched, load each pair of rows, one by one, to determine the 
X-Y offset between the rows. 
5. Calculate seam position as per the determined offset and crop the rows. 
6. Store the cropped rows on the hard drive as individual images. Images are named in 
a sequential manner to reference the row index.  
7. Once all the rows are cropped, a montage display algorithm is used to display all the 
rows together as one image in a single figure window. This image can then be saved 
on the hard drive as the final stitched image.  
The montage display algorithm used is a standard MATLAB® algorithm that 
accepts the filenames of the images and number of images in the montage as inputs and 
gives a montage figure as an output. The montage algorithm was modified to accept 
rectangular images as opposed to square images. The program is amended to provide 
the image handle as an output to the user.  
3.7. Applications 
To demonstrate improved performance of the microscopy system and the 
stitching algorithm, we applied the new algorithm to images acquired from prepared 
slides with known structure/content. Histology slides of breast cancer biopsy tissue 
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specimens that had both cancerous and non-cancerous cell morphologies were imaged 
using the microscopy system with transmitted white light illumination. These images 
were then reconstructed using the original stitching algorithm as well as the modified 
algorithm to verify improvement of the system. Time taken to stitch the image using 
both the algorithms was compared. The reconstructed images were also compared 
qualitatively by visual examination at the seams and at white spaces.  
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Chapter 4. Validation 
The microscopy system is designed and developed bearing in mind, the objective 
of accurate and reliable high resolution wide-field images. The optimization of the 
stitching algorithms has enhanced reliability and fidelity of the resultant images. To 
validate the optimized system algorithms, we have to authenticate that the images 
obtained from the system are dependable for data analysis and processing. To endorse 
that the optimized image correlation and stitching algorithm precisely correlate and 
stitch image tiles together to form a wide-field high resolution image, we reproduced a 
known image using the modified stitching algorithm, that was divided in an array of 
pseudo image tiles. The resultant image was inspected visually for errors and artifacts 
 
Figure 17: Validation of the image tracking and stitching algorithm. A self-portrait of the author (RGB image of 
3072 x 2048 pixels) is enlarged using interpolation to a 30720 x 20480 pixel image and divided into an array of 
100 pseudo image tiles. The tiles share an overlapping region that simulates the stepper motor positioning 
system errors. 
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and it was established that the optimized stitching algorithm was much faster and more 
reliable than the original algorithm. 
A commercially available digital camera was used to take a self portrait of the 
author of this work. The image is a 3072 x 2048 pixels RGB image (Figure 17). This image 
was then resized to 10 times its size using conventional interpolation methods. A script 
was written to divide this 30720 x 20480 pixels image into an array set of 100 image tiles 
distributed in 10 rows x 10 columns each of the equal size (Figure 17). The script also 
simulates the microscopy system in maintaining overlapping regions at the borders of 
the image tiles. The amount of overlap is user-provided. However, to simulate the error 
 
Figure 18: Full montage image reconstructed from an array of 10 x 10 pseudo image tiles. The image is stitched 
accurately exhibiting no visible seams. 
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in stepper motor positioning hardware, a pseudo-random number was added to each 
overlap magnitude before cropping the image tiles. Now, this array was used as an input 
for the pre-scanning algorithm to identify overlapping regions with significant empty 
spaces. The tiles from the tiling script and the output of the pre-scanning algorithm 
were passed as input to the tracking and stitching algorithm for reconstruction of the 
wide-field image montage. The stitching algorithm efficiently correlated the image tiles 
managing empty regions and stitched the montage in 8 minutes. A thorough visual 
examination of the stitched image revealed seamless montage reconstruction. 
The procedure was repeated for another image of a breast biopsy histology slide 
that was taken using the microscope at 20x magnification. The original image (3000 x 
2208 pixels, RGB) was resized using interpolation techniques to a 30000 x 22080 pixels 
image, subdivided into pseudo image tiles and stitched using the optimized tracking and 
stitching algorithm. The results were the same i.e. faster stitching to obtain a seamless, 
highly correlated image montage using limited memory resources. Hence, we concluded 
that the optimized stitching algorithm works and can be used for useful histology image 
acquisition. 
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Chapter 5. Results and Discussion 
 
Figure 19: Full montage high resolution image (30000 x 23000 pixels approximately, 1.8 gigabytes) of a breast biopsy 
histology slide reconstructed from an array of 10 x 10 image tiles imaged under white light illumination using the novel 
microscopy system at 20x magnification. Insets showing sections of the image at full resolution around the area of 
seams. 
 
 
0.1mm 0.1mm 
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5.1. Results 
Full montage images from the new system of breast biopsy histology slides have 
been reconstructed. Figure 19 shows a high resolution reconstructed montage of image 
tiles acquired from the set of breast biopsy histology specimens. A set of 100 image tiles 
was acquired in an array of 10 rows x 10 columns. Imaged using a 20x objective, each 
image tile is 3000 x 2208 pixels in size. The final stitched image is approximately 30000 x 
20000 pixels after cropping zero padding on all sides and 1.8 gigabytes in size. Visual 
examination of the image reveals that it is impeccably seamless showing no signs of 
Table 1(a): Standard Deviations of correlation between subsequent tiles in stitching of individual rows for Figure 
19. All of the deviations are well below the our stringent criterion of 0.5. It is evident that most of the tiles were 
stitched within 1/50
th
 of a pixel accuracy. 
 
1 2 3 4 5 6 7 8 9 1 0 
1 0 0.018145 0.074963 0.080989 0.093479 0.044633 0.011163 0.037673 0.06259 0.096357 
2 0 0.045994 0.007097 0.043342 0.015288 0.057124 0.053142 0.105696 0.035664 0.060354 
3 0 0.055845 0.056919 0.037204 0.086316 0.091665 0.056585 0.042392 0.01286 0.03359 
4 0 0.034944 0.125255 0.012338 0.094237 0.187746 0.064805 0.039263 0.03332 0.059508 
5 0 0.08081 0.029791 0.194511 0.11336 0.047893 0.088953 0.024873 0.073433 0.029402 
6 0 0.043864 0.002172 0.05671 0.098001 0.030465 0.092612 0.0284 0.040366 0.073967 
7 0 0.038908 0.045878 0.026681 0.070121 0.058204 0.189485 0.089583 0.075731 0.09439 
8 0 0.042682 0.058498 0.192193 0.110399 0.175396 0.076739 0.105138 0.022986 0.060033 
9 0 0.022058 0.049483 0.097717 0.137015 0.148769 0.059572 0.019801 0.17077 0.092266 
10 0 0.004381 0.074967 0.002652 0.040259 0.036569 0.060192 0.009408 0.047445 0.022119 
 
Table 1(b): Standard Deviations of correlation between subsequent rows in stitching of final image shown in 
Figure 19. Each row being large (approximately 30000 pixel wide), gave higher standard deviation values as 
compared to tile stitching. Nonetheless, the rows were stitched within 1/5
th
 of a pixel accuracy. 
Row 1 Row 2  Row 3  Row 4  Row 5  Row 6  Row 7  Row 8  Row 9  Row 10 
0 0.151908 0.159381 0.25766 0.282015 0.274442 0.196741 0.273311 0.161075 0.135833 
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luminosity variations. 
Table 1 shows the standard deviation values among offsets calculated for each point in 
each pair of overlapping regions by the correlation algorithm while stitching the image 
in Figure 19. Table 1(a) shows the standard deviation values for pairs of successive tiles 
when stitching tiles into rows. Our criterion for an accurate correlation is a standard 
deviation of no more than 0.5. This means that the tiles should be stitched with, at 
most, half pixel accuracy. The correlation algorithm fulfilled this criterion for all the tiles. 
Not only that, the standard deviation values for the tiles ranged from 0.002 to 0.2. In 
other words, the program stitched the tiles with accuracy ranging from 1 500 
th to 1 5 
th 
of a pixel. Table 1(b) shows the standard deviation values among offsets for points in 
each pair of overlapping regions while stitching rows into the final image. The tracking 
algorithm again correlates rows within the standard half pixel accuracy. The standard 
deviation values are higher while stitching rows owing to the large size of the 
overlapping regions. 
Figure 20 shows a high resolution polarized light image of the same 5 mm x 4 
mm region of the breast biopsy histology slide. The region was imaged using elliptically 
polarized light at 20x magnification into a tile array of 10 rows x 10 columns. The 
seamless image illustrates differential polarization of light waves in the optical path of 
the microscope based on collagen fiber structure and orientation in the specimen. It is 
visible that collagen fibers oriented in the vertical direction are illuminated with orange 
wavelengths whereas those in the horizontal direction are illuminated with blue 
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Figure 20: Full montage high resolution polarized light image(30000 x 23000 pixels approximately, 2.1 gigabytes) 
of the same breast biopsy histology slide as in Figure 19, reconstructed from an array of 10 x 10 image tiles imaged 
under elliptically polarized light illumination using the novel microscopy system at 20x magnification. Insets show 
sections of the image at full resolution. 
 
 
wavelengths. All other structures that do not exhibit directional orientation are not 
illuminated and form the dark background. 
1 mm 
0.05 mm 0.02 mm 
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Figure 21: A pair of overlapping regions from the bright field image tiles in Figure 19 showing points of correlation. 
The optimized feature based point selection algorithm accurately identified correlation points around feature 
regions and the tracking algorithm correlated feature windows precisely. 
Time for full resolution imaging at 20x magnification of the 5 mm x 4 mm region on the 
system was 12 minutes. Time for stitching the bright field tiles into a montage was 9 
minutes, resulting in a total time of 21 minutes. The algorithm took about 1 more 
minute to stitch the polarized light image tiles. Acquisition time varies by approximately 
2 minutes depending on the specimen content and the existence of blank regions in the 
slide. The optimized feature detection based point selection algorithm successfully 
identified features in the overlapping regions. Figure 21 shows a pair of overlapping 
regions from the tile array of the breast biopsy histology slide reconstructed and shown 
in Figure 19. 
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Figure 22: : Full montage high resolution image (30000 x 22000 pixels approximately, 1.98 gigabytes) of a breast 
biopsy histology slide with multiple empty regions, reconstructed from an array of 11 x 10 image tiles imaged 
under white light illumination using the novel microscopy system at 20x magnification. Insets show sections of 
the image at full resolution around the area of seams indicating seamless stitching. 
1 mm 
0.1 mm 0.1 mm 
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Figure 23: (A) Wide field, high resolution image (22000 x 14000 pixels, approximately 11 x 9 mm, 0.9 gigabytes) of 
a breast biopsy histology slide, and full scale regions showing cellular-scale features such as nucleoli (B, solid 
arrow) and interesting cellular patterning structures (C, open arrow) 
 
In contrast to Figure 19, a montage image of a dense histology slide, Figure 22 
shows a high resolution full montage image of a slide with scarce histological data. The 
image has approximately 60% in white spaces. The automated tracking algorithm 
0.1 mm 
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effectively correlated feature windows obtained from the point selection algorithm. 
Figure 23 shows a high resolution full montage image of a breast biopsy histology slide 
taken at 10x magnification and imaged into an array set of 20 x 10 image tiles. The final 
image is crisp, in focus on careful scrutiny. Because of the wide field, large scale breast 
tissue structures such as lobules, ducts and groups of blood vessels could be seen. Full 
scale images show intracellular structures such as nucleoli and cell boundaries.(Figure 
 
Figure 24: Full montage high resolution image (30000 x 22000 pixels approximately, 1.98 gigabytes) of a breast 
biopsy histology slide stained with Nonenal, reconstructed from an array of 11 x 10 image tiles imaged under 
white light illumination using the novel microscopy system at 20x magnification. 
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23, B and C) The entire montage is uniformly illuminated showing no brightness 
variations. This suggests that the luminosity correction algorithm successfully corrected 
luminosity variations in tile images. Figure 24 shows another high resolution montage 
image of a breast biopsy histology specimen stained with 4-Hydrxy-2-Nonenal (4-HNE). 
The image has higher blue intensity and has a significant amount of white space. The 
modified stitching algorithm with its pre-scanning capability and ability to better 
manage white spaces accurately stitched the montage image. 
Figure 25 corroborates improvisation in the feature tracking and stitching 
algorithm. The top image shows a montage stitched using the original algorithm from a 
tile array of 3 x 2 image tiles. For this demonstration purposes, a slide with a large 
vacuole is chosen. The poor handling of white space within the vacuole by the original 
algorithm is clearly evident in the misalignment in tile position and visible seams. The 
same white space is better dealt with by the optimized algorithm. The resultant image is 
free of visible seams and alignment errors. 
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Figure 25: Improvisation of the feature tracking and stitching algorithm. An array of 3 x 2 image tiles was taken 
and stitched using both, the original and the modified algorithms. The result image of the original algorithm is 
placed at the top in this figure. The bottom image is the result of the optimized tracking and stitching 
algorithm. (a) Montage image stitched using the tracking and stitching algorithm from an array of 3 x 2 image 
tiles. (b) The original algorithm could not correlate the overlapping region with white space and lead to 
incorrect stitching of tiles. (c) Image showing a noticeable misalignment at the seam between subsequent rows. 
The optimized algorithm detected features and stitched them with exact alignment at the seams. 
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5.2. Discussion 
Microscopic imaging of histology slides provides greater understanding of the 
complex structure-function relationships of soft tissues. Whole slide imaging has made 
impressive progress over the past ten years. Table 2 shows compares our novel system 
with the currently available whole slide imaging systems. The motorized stage 
microscopes like the CoolScope™ (Nikon, Inc.) and the VS 110 (Olympus, Inc.) are very 
slow and show cumulative tile misalignment errors in the final image. The ScanScope™ 
is much faster using a line scanning method but it is limited to bright field transmitted 
light and very thin slide-mounted specimes. The DX-40 slide scanner (DMetrix, Inc., 
Tuscon AZ) achieves high speed by using a novel array imaging technology; however, it is 
also limited to very thin slide – mounted sections. Another potential drawback of the 
ScanScope™ and DMetrix™ systems are the high cost (approximately $100,000 to $ 
300,000). The new system that is developed under $700 (excluding camera and 
microscope), is a more flexible system that can adapt to multi-mode imaging, including 
dark field, polarized light, phase contrast imaging, reflected light, and much thicker, 
fresh and live tissue specimens such as heart valves, tissue engineered scaffolds and 
constructs. The low cost microscopy system is capable of large scale image montages 
with minimal artifact. It achieves gross stage positioning using low accuracy stepper 
motors along with subsequent high precision image tile registration software.  
A key component of the imaging system is the iterative edge-based automatic 
focusing implementation. Without automatic focusing, certain regions of the slide were 
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visible blurry, hindering accurate image correlation and montage reconstruction. Most 
of the available systems use image sub-sampling with subsequent fast sharpness 
calculation to determine focus, emphasizing ‘foreground’ features in the image. Our 
edge-based focusing method uses the entire image for focusing, rather than sampled 
foreground regions, thus increasing the robustness while sacrificing speed compared to 
commercial auto-focus systems. Current work involves developing a spline curve fitting 
procedure that could significantly improve the focusing speed by minimizing the number 
of iterations.  
Software programs already exist for image mosaicing and have been used for 
biomedical applications, however most of these require manual steps, such as selection 
of feature windows, or manual positioning of tiles[10]. Our novel algorithm is fully 
automated and has several valuable attributes that give it a cut above the available 
Table 2: Comparison of our novel system with the available systems 
 
Speed 
(10x10
mm) 
Sub-pixel 
accuracy 
Max. 
image 
area 
Max. 
image 
resolution 
Multi-
Modal 
Imaging 
Thick 
specimen 
imaging 
Live 
culture 
imaging 
Pre-
scan 
Software 
license 
Cost Comment 
Our novel 
system 
Fast 
(21 
min.) 
Guaranteed 
Entire 
glass slide 
0.125 
µm/pix at 
40x 
Yes Yes Yes Yes 
Open 
Source 
Inexpensive 
($700) 
Yes 
CoolScope 
(Nikon, 
Inc.) 
Slow 
(5 hrs.) 
No guarantee 
Entire 
glass slide 
Not 
available 
No No No No Proprietary 
Moderate 
($20k) 
Enclosed 
system 
with no 
eyepiece 
VS110 
(Olympus, 
Inc.) 
Slow 
(3 hrs.) 
No guarantee 
Entire 
glass slide 
0.5 µm/pix 
at 40x 
No No No No Proprietary Expensive 
Enclosed 
system, 
limited 
user 
control 
ScanScope 
XT (Aperio, 
Inc.) 
Fast  
(2 min.) 
No guarantee 
Entire 
glass slide 
0.25 
µm/pix at 
40x 
No No No No Proprietary 
Expensive 
($150k) 
Enclosed 
system, 
no light 
control, 
autofocus
eyepiece 
DX 40 
(DMetrix, 
Inc.) 
Fast  
(1 min.) 
No guarantee 
Entire 
glass slide 
0.47 
µm/pix at 
40x 
Bright-
field 
and Epi-
fluores-
cence 
No No No Proprietary 
Expensive 
($300k) 
Auto 
tissue 
selection,
limited 
user 
control 
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algorithms. The pre-scanning algorithm generates a pseudo pre-scan of the resultant 
montage image. This raw image is used to predetermine areas of white spaces, no 
information in the image tiles. A prior knowledge of the location of white spaces 
functions as a useful parameter for the image registration and correlation algorithm. 
The novel optimized feature detection algorithm uses improvised edge detection 
enhanced with added rigorous checks to ensure that all the features in the overlapping 
regions of image tiles are used for correlation and registration. The point selection 
algorithm outputs a vector with (x,y) point locations in the overlapping regions. This 
vector is then directly passed to the feature tracking and correlation program. 
Vectorization of parameters in a program to avoid loops is a recommended technique 
when programming using MATLAB®. The idea is that MATLAB® is very fast on vector and 
matrix operations and correspondingly slow with loops. This is because it is a matrix 
language, which means it is designed for vector and matrix operations. Vectorizing the 
feature tracking program improved correlation speed and subsequently reduced the 
overall stitching time. The time required to stitch a 2 x 2 tile array has reduced from 
approximately 37 seconds to 21 seconds from the original code to the modified 
algorithm; which is a 45% reduction in time taken to reconstruct an image montage. 
The feature tracking algorithm is programmed such that it accepts that 
correlation has been achieved only once the maximum correlation value is higher than 
0.98. Because the X-Y stage motion is purely rigid body translation (no rotation), all 
highly correlated image registration points in one overlapping region should have the 
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exact same registration vector. The improved algorithm requires at least three 
correlated points to have the same registration vector within a standard deviation of no 
more than 0.5 pixels. Results from the breast biopsy slide image reconstructions bring to 
light the accuracy of the correlation approach. The program registers and correlates 
images within a standard deviation of about 0.2 pixels. It is important to reiterate that 
the improved algorithm currently will only proceed if sub-pixel accuracy is achieved, 
thus, a successfully montage image is of guaranteed accuracy. 
Saving the reconstructed image in individual rows to display a montage and 
reorganization of the stitching layout has effectively reduced the dynamic memory 
requirement of system software. Monitoring the computer system resources during 
reconstructions revealed that the program reached a maximum RAM utilization of 10 
gigabytes. This consumption is recorded for the reconstruction of a 10 x 10 array of 
breast biopsy histology slide image tiles. A direct conclusion from this data is that 
utilization of system resources has improved as compared to the original algorithm that 
was only able to stitch a maximum of 7 x 7 array of image tiles using the huge system 
dynamic memory. However, in a more broad sense, the system is still limited to small 
slide reconstructions owing to its memory requirements. A possible workaround to this 
is modification of the program to stitch the image on a parallel computing framework 
and yet maintain its fidelity and accuracy of image reconstruction. Individual rows can 
be stitched using separate cores and then recombined using a different approach where 
the system memory requirement is not too high. Such large scale images can then be 
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reformed into a pyramidal scheme such as a TIFF pyramid and viewed in multiple 
resolutions. 
The microscopy system can achieve optimal focusing and mosaic imaging of 
thicker sections of fresh tissue specimens using transmitted polarized light. Thicker 
sections (300 – 500 μm) and polarized light are useful for delineating the larger scale 
fiber structures of tissues or tissue engineered scaffolds. Results from the breast biopsy 
histology tissue specimen images revealed a complex network of interconnected 
collageneous tissue. Collagen fibers within the specimen are highly directional and 
exhibit a densely weaved matrix in which tissue structures are supported. 
Understanding the relationship between the directionally oriented matrix of collagen 
fibers, cellular patterns and oxidative stress distribution could reveal important 
structure-function relationships, leading to development of improved early stage cancer 
detection techniques and ultimately to advanced treatment techniques. 
In this study we have presented the improvement of a low cost, high resolution 
montage imaging system capable of multi-modal imaging of both histology slides and 
fresh tissue specimens. The system uses low cost stepper motors coupled with novel 
automatic focus and image correlation algorithms – providing sub-pixel accurate 
registration of image tiles. Improved and optimized feature detection and stitching 
algorithms imparted reliability and fidelity of image data. This system will be useful for 
the analysis of the fiber and cellular structure of fresh tissues, for analysis of biopsy and 
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pathology slides, and for improved understanding of large scale structure-function and 
cell-matrix interactions within tissues. 
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Appendix 
Matlab Programs 
%% Stitching Script 
% Script for reconstructing a montage from 
image tiles.  
  
clc 
clear all 
fprintf('Select the first and the last file in the 
image series\n'); 
pause(1); 
[tiles,nrc] = tileload; 
str = input('Is there a calibration 
Image?(y/n)','s'); 
if str == 'y' 
    [FileName, PathName] = uigetfile( 
'*.jpg;*.JPG;*.bmp;*.gif;*.dicom', 'Select 
calibration image file s' ); 
    calib = imread([PathName FileName]); 
    tiles = fixlumincolor2(tiles,calib); 
    pause; 
end 
tileplot2(tiles,2,2); 
clear calib 
olapx = input('\nThe horizontal overlap is:'); 
olapy = input('\nThe vertical overlap is:'); 
close(gcf); 
str = input('Are these polarized light 
images?(y/n)','s'); 
if str == 'y' 
    type = 'p'; 
else 
    type = str; 
end 
fprintf('\nPre-Scanning\n'); 
[prefull,imgolaps,tagimg] = 
prescanner2(tiles,nrc,olapx,olapy,type); 
pause; 
fprintf('\nThe stitching begins...\n'); 
 [imghandle, fileNames] = 
colortile18(tiles,olapx,olapy,tagimg,type); 
 
function tiles = fixlumincolor2(tiles,iz) 
%function to fix tile illumination 
variation 
 warning('off'); 
blursize = 9; 
nrc = size(tiles); 
colr = length(size(tiles{1,1})); 
imsize = size(iz); 
%iz = rgb2gray(Icalib); 
izbak = iz; 
%resize calib image 
iz = imresize(iz,0.05); 
%smooth using a median filter 
iz(:,:,1) = medfilt2(iz(:,:,1),[blursize 
blursize]); 
iz(:,:,2) = medfilt2(iz(:,:,2),[blursize 
blursize]); 
iz(:,:,3) = medfilt2(iz(:,:,3),[blursize 
blursize]); 
%first scan calib image to compute 
'middle' calibration intensity 
fprintf('--> computing mid-intensities for 
calib image: \n'); 
iz1 = iz(:,:,1); iz2 = iz(:,:,2); iz3 = iz(:,:,3); 
testhist = imhist(iz1); 
[idx] = find(testhist>40); 
midpeakvalr = min(idx) + (max(idx) - 
min(idx)) / 2; 
iz1(iz1 < min(idx)) = min(idx); 
iz1(iz1 > max(idx)) = max(idx); 
fprintf(' midpeak iz1 value = %u 
\n',round(midpeakvalr)); 
testhist = imhist(iz2); 
[idx] = find(testhist>40); 
midpeakvalg = min(idx) + (max(idx) - 
min(idx)) / 2; 
iz2(iz2 < min(idx)) = min(idx); 
iz2(iz2 > max(idx)) = max(idx); 
fprintf(' midpeak iz2 value = %u 
\n',round(midpeakvalg)); 
testhist = imhist(iz3); 
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[idx] = find(testhist>40); 
midpeakvalb = min(idx) + (max(idx) - 
min(idx)) / 2; 
iz3(iz3 < min(idx)) = min(idx); 
iz3(iz3 > max(idx)) = max(idx); 
fprintf(' midpeak iz3 value = %u 
\n',round(midpeakvalb)); 
iz = cat(3,iz1,iz2,iz3); 
%scale back to original size 
iz = imresize(iz, imsize(1:2)); 
ntile = 0; 
for i = 1:nrc(1) 
    for j = 1:nrc(2) 
        ntile = ntile +1; 
        Is = tiles{i,j}; 
        fprintf('--> working on tile: %u\n', 
ntile); 
        if colr > 2 
            %get rgb layers 
            Isr = Is(:,:,1); 
            Isg = Is(:,:,2); 
            Isb = Is(:,:,3); 
            % correct by subtraction 
            icr = single(Isr) - single(iz(:,:,1)) + 
midpeakvalr; 
            icg = single(Isg) - single(iz(:,:,2)) + 
midpeakvalg; 
            icb = single(Isb) - single(iz(:,:,3)) + 
midpeakvalb; 
            %combine corrected layers into 
one color image: 
            CI = cat(3,icr,icg,icb); 
            %reset levels to 0-255  
            CI(CI<0) = 0; 
            CI(CI>255) = 255; 
            CI = uint8(round(CI)); 
        else 
            Is = double(Is) + 128 - iz; 
            CI = uint8(Is); 
        end 
        if i == 1 && j==1 
            figure, subplot(1,2,1); 
            imshow(tiles{i,j}); 
            subplot(1,2,2); 
            imshow(CI); 
            drawnow; 
            %pause; 
        end 
        tiles{i,j} = CI; 
    end 
end 
function [prefull,imgolaps,tagimg] = 
prescanner2(tiles,nrc,olapx,olapy,type) 
% prefull = 
prescanner2(tiles,nrc,olapx,olapy) 
% This function creates a pseudo 
montage image from the tiles. 
% The input is the color tiles and the 
output is the grayscale full image 
% with the tiles downscaled to 50% of 
their original size. 
 olapx = floor(olapx/2); 
olapy = floor(olapy/2); 
rtiles = cell(size(tiles)); 
for i = 1:nrc(1)*nrc(2) 
    tiles{i} = rgb2gray(tiles{i}); 
    fprintf('--> downsampling tile %u 
\n',i); 
    rtiles{i} = tiles{i}(1:2:end,1:2:end); 
end 
 sz = size(rtiles{1,1}); 
prefull = 
uint8(zeros(nrc(1)*sz(1),nrc(2)*sz(2))); 
temp = uint8(zeros(sz(1),nrc(2)*sz(2))); 
 for i = 1:nrc(1) 
    for j = 1:nrc(2) 
        if j==1 
            temp(:,1:sz(2)) = rtiles{i,j}; 
        else 
            temp(:,(j-1)*(sz(2)-olapx)+1:(j-
1)*(sz(2) - olapx)+sz(2)) = rtiles{i,j}; 
        end 
    end 
    if i==1 
        prefull(1:sz(1),:) = temp; 
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    else 
        prefull((i-1)*(sz(1) - olapy)+1:(i-
1)*(sz(1) - olapy)+sz(1),:) = temp; 
    end 
end 
rc = size(prefull,1); cc = size(prefull,2); 
for i = size(prefull,1):-1:1 
    if prefull(i,:) == 0 
        rc = rc - 1; 
    else 
        break; 
    end 
end 
for i = size(prefull,2):-1:1 
    if prefull(:,i) == 0 
        cc = cc - 1; 
    else 
        break; 
    end 
end 
prefull = prefull(1:rc,1:cc); 
imgolaps = zeros((nrc(1))*250,(nrc(2)-
1)*(olapx-30)); 
for i = 1:nrc(2)-1 
    for j=1:nrc(1) 
        imgolaps((j-1)*250+1:j*250,(i-
1)*(olapx-30)+1:i*(olapx-30)) = 
prefull((j-1)*(sz(1)-olapy)+201:(j-
1)*(sz(1)-olapy)+450,i*(sz(2)-
olapx)+14+1:i*(sz(2)-olapx)+olapx-16); 
    end 
end 
imgolaps = uint8(imgolaps); 
if type=='p' 
    thresh = 0.04; 
else  
    thresh = 0.08; 
end 
edgimg = edge(imgolaps,'canny',thresh); 
edgsum = zeros(nrc(1),nrc(2)-1); 
for i = 1:nrc(2)-1 
    for j=1:nrc(1) 
        edgsum(j,i) = sum(sum(edgimg((j-
1)*250+1:j*250,(i-1)*(olapx-
30)+1:i*(olapx-30)))); 
    end 
end 
[X,Y] = find(edgsum<1000); 
tagimg = [X Y]; 
show(prefull); 
show(imgolaps); 
 
%% Function to stitch tile-images using 
feature tracking 
%   
%   
%  [imghandle, fileNames] = 
colortile18(tiles,olapx,olapy,tagimg,type
) 
%  input: tiles = cell array of image tiles 
%         olapx,olapy = overlap estimates 
%         tagimg = Matrix containing the 
indices of overlapping regions that 
%         are white. 
%         type = 'p' for polarized light, 'n' 
for  
%  output: fileNames = array of 
filenames of the stitched rows. 
%   
%   
%  The function saves images of stitched 
rows.  
%  The image can be saved using 
imsave(imghandle) 
%  This is the latest stable version. 
function [imghandle, fileNames] = 
colortile18(tiles,olapx,olapy,tagimg,type
) 
tic 
nrc = size(tiles); 
 %get tile image size 
tsz = size(tiles{1,1}); 
 offAB = zeros([nrc 2]); 
offCD = zeros([nrc(1) 2]); 
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 if mod(olapx,2) == 1 
    olapx = olapx + 1; %must be even 
end 
 %first stitch tiles into rows 
nt = 0; 
for i = 1:size(tagimg,1) 
    offAB(tagimg(i,1),tagimg(i,2)+1,:) = -1; 
end 
rcdr = zeros(nrc); 
for i = 1:nrc(1) 
    for j = 1:nrc(2) 
        fprintf('--> on row %u, column %u 
\n',i,j); 
        if j==1 
            %first tile (trivial, but still follow 
common flow) 
            img = rgb2gray(tiles{i,j}); 
            offAB(i,j,:) = [300 1]; %100 is the 
row offset 
        elseif j~=1 
            %get overlap estimate from 
previous row 
            if i == 1 
                olapest(1) = olapx; 
                olap = olapx; 
                lowfit = 1; 
            elseif i~=1 
                olap = olapest(j); 
                lowfit = 0; 
            end 
            if offAB(i,j,:) == -1 
                fprintf('---> Overlapping region 
is white \n'); 
                rcdr(i,j) = 100; 
                olapest(j) = olap + offAB(i,j,2); 
                continue; 
            end 
            %build overlapping areas 
            img = rgb2gray(tiles{i,j-1}); 
            A = img(400:900,tsz(2)-
olap+30:tsz(2)-31); 
            img = rgb2gray(tiles{i,j}); 
            B = img(400:900,31:olap-30); 
            %calculate offset, tile position 
            %clearing grainy noise from the 
image 
            Tempimg = A; 
            A = double(A); 
            minA = min(min(A)); 
            maxA = max(max(A)); 
            %Normalizing the values of A to 
0-255 
            A = round((A - minA)/(maxA - 
minA)*255); 
            A = uint8(A); 
            if type=='p' 
                level = 0.22; 
                bwA = im2bw(A,level); 
            else 
                level = 0.88; % obtained by trial 
and error 
                bwA = im2bw(A,level); 
                bwA = 1 - bwA; 
            end 
            medA = medfilt2(Tempimg); 
            %detect edges 
            edgeA = edge(medA,'canny', 
0.01); 
            edgeA = bwA.*edgeA; 
            edgeoutline = bwperim(edgeA); 
            clear medA bwA rpx cpx minA 
maxA; 
  
            if sum(sum(edgeA)) < 1000 
                offAB(i,j,:) = -1; 
                fprintf('---> Tile Flagged \n'); 
                rcdr(i,j) = 100; 
            else 
                [offAB(i,j,:),rcdr(i,j)] = 
findoffset(edgeoutline,edgeA,olap,Temp
img,B,lowfit,.4); 
            end 
            olapest(j) = olap + offAB(i,j,2); 
        end 
    end 
end 
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 [Crows,Crow] = 
rowstitch(tiles,tsz,nrc,olapx,offAB); 
if nrc(1) == 1 
h = show(Crow); 
fileNames = []; 
else 
    clear Crow tCrow posr posc 
    %now, stitch the rows together into 
the final image 
   olapest = zeros(1,nrc(1));  
   fprintf('\n--> Now stitching rows into 
final image \n') 
    for i = 1:nrc(1) 
        Crows{i} = circshift(Crows{i},[0 
100]); 
    end 
    Crsz = size(Crows{1}); 
%     olap = olapy-(tsz(1) - Crsz(1))+10; 
%To compensate for the crop on the 
row 
    olapy = olapy-(tsz(1) - Crsz(1))+10; 
    if mod(olapy,2) == 1 
        olapy = olapy + 1; %must be even 
    end 
    rcdc = zeros(1,nrc(1)); 
    for i = 1:nrc(1) 
        if i==1 
            fprintf('-------> on row %u\n',i) 
            %first row (trivial, but still follow 
common flow format) 
            offCD(i,:) = [1 100]; 
            olapest(i) = olapy; 
            offc = 0; 
        elseif i~=1 
            fprintf('-------> on row %u\n',i) 
            %build overlapping areas 
            img = rgb2gray(Crows{i-1}); 
%Read the image before the crop 
            Crows{i-1} = Crows{i-
1}(floor(olapest(i-1)/2):end,:,:); 
            Crows{i-1} = circshift(Crows{i-
1},[0 offc]); 
            rsz = size(img); 
            %get overlap estimate       
            olap = olapy; 
            if mod(olap,2) == 1 
                olap = olap + 1; %must be even 
            end 
            C1 = img(rsz(1)-olap:rsz(1)-
1,3*olap:6*olap); 
            if nrc(2) <= 4 
                C2 = img(rsz(1)-olap:rsz(1)-
1,end-9*olap:end-6*olap); 
                C = [C1 C2]; 
            else 
                C2 = img(rsz(1)-olap:rsz(1)-
1,33*olap:36*olap); 
                C3 = img(rsz(1)-olap:rsz(1)-
1,63*olap:66*olap); 
                C = [C1 C2 C3]; 
            end 
            img = rgb2gray(Crows{i}); 
            D1 = img(1:olap,3*olap:6*olap); 
            if nrc(2) <= 4 
                D2 = img(1:olap,end-
9*olap:end-6*olap); 
                D = [D1 D2]; 
            else 
                D2 = 
img(1:olap,33*olap:36*olap); 
                D3 = 
img(1:olap,63*olap:66*olap); 
                D = [D1 D2 D3]; 
            end 
            Tempimg = C; 
            C = double(C); 
            minC = min(min(C)); 
            maxC = max(max(C)); 
            %Normalizing the values of C to 
0-255 
            C = round((C - minC)/(maxC - 
minC)*255); 
            C = uint8(C); 
            level = 0.93; 
            %Thresholding 
            bwC = im2bw(C,level); 
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            bwC = 1 - bwC; 
            medC = medfilt2(Tempimg); 
            edgeC = edge(medC,'canny', 
0.01); 
            edgeC = bwC.*edgeC; 
            %calculate offset, tile position 
            clear medC cpx rpx minC maxC 
bwC; 
            if sum(sum(edgeC)) < 500 
                offCD(i,:) = 0; 
                fprintf('Row Flagged'); 
                rcdr(i) = 100; 
            else 
                [offCD(i,:),rcdc(i)] = 
findoffset(edgeoutline,edgeC,olap,Temp
img,D,1,.5); 
            end 
            olapest(i) = olap + offCD(i,1); 
            seam = ceil(olapest(i)/2) + 1; 
            Crows{i-1} = Crows{i-1}(1:end-
seam,:,:); 
            offc = offc-offCD(i,2)-1; 
        end 
    end 
end 
Crows{nrc(1)} = 
Crows{nrc(1)}(floor(olapest(nrc(1))/2):e
nd-seam,:,:); 
Crows{nrc(1)} = 
circshift(Crows{nrc(1)},[0 offc]); 
for i = 1:nrc(1) 
    imwrite(Crows{i}, ['Crow' num2str(i) 
'.jpg'],'quality', 80); 
end 
T=toc; 
toc 
filefolder = pwd; 
dirOutput = 
dir(fullfile(filefolder,'Crow*.jpg')); 
fileNames = {dirOutput.name}'; 
fileNames = sortn(fileNames); 
imghandle = 
newmontage(fileNames,'Size',[nrc(1) 
1]); 
fid = 
fopen(strcat('record',num2str(olapx),'x',
num2str(olapy),'.txt'),'w'); 
fprintf(fid,' Stitched %dx%d image 
tiles',nrc(1),nrc(2)); 
fprintf(fid,'\n\n Tile Stitch Deviations 
\n'); 
for i = 1:nrc(1) 
    for j = 1:nrc(2) 
        fprintf(fid,' %f \t',rcdr(i,j)); 
    end 
    fprintf(fid,'\n'); 
end 
fprintf(fid,'\n Row Stitch deviations \n'); 
for i = 1:nrc(1) 
    fprintf(fid,' %f \t',rcdc(i)); 
end 
fprintf(fid,'\n\n Time Taken to stitch the 
image = %f seconds',T); 
fclose(fid); 
%%%%%%%%%%%%%%%%%%%%%%% 
function [offsetout,smoff] = 
findoffset(edgeoutline,edgeA,olap,A,B,l
owfit,tol) 
    %second method 
    %function to calculate offsets from A 
and B images using tracking/correl. 
    tplot = 1; 
    sza = size(A); szb = size(B); 
    horizflag = 0; 
    %choose points to track, different for 
vertical and horiz areas 
    if sza(1) >= sza(2) 
        %build points (u) for A which should 
be (x,y) column, row (not row, col) 
        %create grid of points in overlap 
area 
        uAB = pointoptmz(edgeA); 
    else 
        horizflag = 1; 
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        edgeA = edgeA'; 
        uAB = pointoptmz(edgeA); 
        dummy = uAB(1,:); 
        uAB(1,:) = uAB(2,:); 
        uAB(2,:) = dummy; 
    end 
    %set up affine tracking flags 
(translation only) 
    affine = [1 1 0 0 0 0]; 
    %window size for tracking 
    wintx = 20; 
    winty = wintx; %square 
    %now track it hi res 
    if lowfit == 1 
        hifit = 40; 
    elseif lowfit ~= 1 
        hifit = 20; 
    end 
    if horizflag == 1 
        wintx = 80; 
        winty = 80; 
        pixtol = .01; 
        pyrval = 1; 
    else 
        pixtol = 0.05; 
        pyrval = 1; 
    end 
    [v,Afmat,A_patches,B_patches] = 
track_affine(uAB,double(A),double(B),p
yrval,wintx,winty,... 
        [],[],affine,1,0,[],pixtol,hifit); 
%for now, just get continue to next 
point 
    if sum(sum(isnan(v))) > 0 
        nidx = find(~isnan(v(1,:))); 
        v = v(:,nidx); 
        uAB = uAB(:,nidx); 
        Afmat = Afmat(nidx); 
        B_patches =B_patches(nidx); 
        if size(v,2) < 3 
            error('\n ---> There are too many 
NaNs \n'); 
        end 
    end 
    %estimate if point is good tracking 
    %higher number means reduced 
correllation 
    if Afmat >= 5 
        Afmatind = find(Afmat >= 5); 
        v(:,Afmatind) = []; 
        uAB(:,Afmatind) = []; 
        Afmat(Afmatind) = []; 
        B_patches(Afmatind) = []; 
       if size(v,2) < 5 
            error('---> The correlation is not 
good'); 
        end  
    end 
    offset = v - uAB; 
     offx = offset(1,:); 
    offy = offset(2,:); 
    voff = sqrt(offx.^2 + offy.^2); 
    aoff = atan2(offy,offx); 
    medv = median(voff); 
    diffv = abs(voff - medv); 
%     ngoodpts = size(v,2); 
    if horizflag == 1 
        ngoodpts = 5; 
    else 
        ngoodpts = 3; 
    end 
    [sdiff,idxs] = sort(diffv); 
    getoffs = voff(idxs(1:ngoodpts)); 
    getans = aoff(idxs(1:ngoodpts)); 
    smoff = std(getoffs); 
    stoff = std(getans); 
    %recompute mean offsets with good 
points 
    moffx = 
mean(offset(1,idxs(1:ngoodpts))); 
    moffy = 
mean(offset(2,idxs(1:ngoodpts))); 
    moffv = sqrt(moffx.^2 + moffy.^2); 
    fprintf('--> overlap = %u,points = %u, 
mean = %f, sdev = %f, devxy = %f\n',... 
        olap,size(v,2),moffv,smoff,stoff); 
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    %plot A,B and points if turned on 
    if tplot == 1 
%         A(edgeoutline) = 255; 
        if sza(1) >= sza(2) 
subplot(1,2,1),show(A,0),subplot(1,2,2),
show(B,0); 
            subplot(1,2,1),hold 
on,plot(uAB(1,:)',uAB(2,:)','b.'); 
            subplot(1,2,1),hold 
on,plot(uAB(1,:)',uAB(2,:)','bo'); 
            subplot(1,2,2),hold 
on,plot(v(1,:)',v(2,:)','rx'); 
            subplot(1,2,2),hold 
on,plot(v(1,:)',v(2,:)','go'); 
        else 
subplot(2,1,1),show(A,0),subplot(2,1,2),
show(B,0); 
            subplot(2,1,1),hold 
on,plot(uAB(1,:)',uAB(2,:)','b.'); 
            subplot(2,1,1),hold 
on,plot(uAB(1,:)',uAB(2,:)','bo'); 
            subplot(2,1,2),hold 
on,plot(v(1,:)',v(2,:)','rx'); 
            subplot(2,1,2),hold 
on,plot(v(1,:)',v(2,:)','go'); 
        end 
        %fprintf('paused: hit a key to 
continue\n'); 
        %pause; 
        drawnow; 
        pause(.5); 
    end 
     if exist('smoff') 
        if smoff > tol 
            fprintf('\n----> tracking is poor: 
smoff is %f\n',smoff); 
        end 
    end 
    close(gcf) 
     %compute offsets (note reverse 
order x-y to r-c 
    offsetout(2) = round(moffx); 
    offsetout(1) = round(moffy); 
%%%%%%%%%%%%%%%%%%%%%%% 
function uAB =  pointoptmz(olapimg) 
  % function for point selection based on 
optimum feature selection 
    szp=size(olapimg); 
    %Limiting to inner region 30 pixels 
from each boundary 
    pedge = olapimg(31:szp(1)-
30,31:szp(2)-30); 
     %Select number of points to be used 
for tracking 
    npts = 8; 
    for np=1:npts 
        pedge1 = pedge; 
        %Level 1 
        ndiv = 5; 
        div1 = blockid(pedge1,ndiv); 
        %Create a blank image to copy the 
region of interest 
        for i = 1:ndiv 
            pr1{i,1} = zeros(size(div1{i,1})); 
            pr1{i,2} = zeros(size(div1{i,2}));             
        end 
        %Find region with max no. of edges 
        for i = 1:2 
            for j = 1:ndiv 
                sums(j,i) = sum(sum(div1{j,i})); 
            end 
        end 
        [ind1x,ind1y] = find(sums == 
max(max(sums)),1); 
        %Make this region as region of 
interest 
        pedge1 = div1{ind1x,ind1y}; 
        div1{ind1x,ind1y} = 
zeros(size(div1{ind1x,ind1y})); 
        %Level 2 
        div2 = blockid(pedge1,5); 
        for i = 1:ndiv 
           pr11{i,1} = zeros(size(div2{i,1})); 
           pr11{i,2} = zeros(size(div2{i,2})); 
        end 
         for i = 1:2 
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            for j = 1:ndiv 
                sums(j,i) = sum(sum(div2{j,i})); 
            end 
        end 
        [ind2x,ind2y] = find(sums == 
max(max(sums)),1); 
        pr11{ind2x,ind2y} = 
div2{ind2x,ind2y}; 
        pr1{ind1x,ind1y} = []; dummy = []; 
        for j = 1:ndiv 
            pr1{ind1x,ind1y} = 
cat(1,pr1{ind1x,ind1y},pr11{j,1}); 
            dummy = cat(1,dummy,pr11{j,2}); 
        end 
        pr1{ind1x,ind1y} = 
[pr1{ind1x,ind1y} dummy]; 
        pedge1 = []; dummy = []; 
        for j = 1:ndiv 
            pedge1 = cat(1,pedge1,pr1{j,1}); 
            dummy = cat(1,dummy,pr1{j,2}); 
        end 
        pedge1 = [pedge1 dummy]; 
        pedge = pedge - pedge1; 
        [row,col] = find (pedge1,30); 
        n = size(row,1); 
        if mod(n,2)==0 
            m = n/2; 
        else 
            m = (n+1)/2; 
        end 
        uAB(1,np) = col(m,1)+30; 
        uAB(2,np) = row(m,1)+30; 
    end 
%%%%%%%%%%%%%%%%%%%%%%% 
function div = blockid(pedge1,ndiv) 
    szpedge=size(pedge1); 
    divsz = floor(szpedge(1)/ndiv); 
    for i = 1:ndiv-1 
        div{i,1} = pedge1((i-
1)*divsz+1:i*divsz, 
1:floor(szpedge(2)/2)); 
        div{i,2} = pedge1((i-
1)*divsz+1:i*divsz, 
floor(szpedge(2)/2)+1:end); 
    end 
    div{ndiv,1} = pedge1((ndiv-
1)*divsz+1:end, 1:floor(szpedge(2)/2)); 
    div{ndiv,2} = pedge1((ndiv-
1)*divsz+1:end, 
floor(szpedge(2)/2)+1:end); 
%%%%%%%%%%%%%%%%%%%%%%% 
function [Crows,Crow] = 
rowstitch(tiles,tsz,nrc,olapx,offAB) 
blnd = round(olapx*.4); 
if blnd > 7, blnd = 7;end %limit blend 
width 
if mod(blnd,2) == 0 
    blnd = blnd - 1; %must be odd 
end 
 fprintf('\n--> Stitching Tiles into 
rows\n\n'); 
 for i = 1:nrc(1) 
    %create blank row and temp blank 
row and pad by 200 
     Crow = 
zeros(tsz(1)+600,tsz(2)*nrc(2),3); 
    tCrow = Crow; 
    for j = 1:nrc(2) 
        if j == 1 
            img = rgb2gray(tiles{i,j}); 
            posr(j) = offAB(i,j,1); 
            posc(j) = offAB(i,j,2); 
            olapest(j) = olapx; 
            rows = [posr(j):posr(j)+tsz(1)-1]; 
            cols = [posc(j):posc(j)+tsz(2)-1]; 
            %color 
            cimg = tiles{i,j}; 
            Crow(rows,cols,:) = cimg; 
        elseif j~=1 
            if i==1 
                olap = olapx; 
            elseif i~=1 
                olap = olapest(j); 
            end 
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            olapest(j) = olap+offAB(i,j,2); 
            if mod(olap,2) == 1 
                olap = olap + 1; %must be even 
            end         
            % Replace the offset values for 
the flagged images from the 
            % subsequent row 
            if offAB(i,j,:) == -1 
                if i < nrc(1) 
                    for countrow = 1:(nrc(1) - i) 
                        if offAB(i+countrow,j,:) ~= -
1 
                            offAB(i,j,:) = 
offAB(i+countrow,j,:); 
                            break; 
                        end 
                    end 
                elseif i == nrc(1) 
                    offAB(i,j,:) = offAB(i-1,j,:); 
                end 
            end 
            cimg = tiles{i,j,:}; 
            posr(j) = posr(j-1) - offAB(i,j,1); 
            posc(j) = posc(j-1) + tsz(2) - olap - 
offAB(i,j,2); 
            seam = posc(j) + olap/2 - 1; 
            rows = (posr(j):posr(j)+tsz(1)-1); 
            icols = (posc(j):posc(j)+tsz(2)-1); 
            %blend at seam 
            %currently using a linear 
transition 
            iseam = 
repmat([0:1/blnd:1],size(Crow,1),1); 
            cnewseam1 = Crow(:,seam-
(blnd+1)/2:seam+(blnd+1)/2-1,:); 
            tCrow(rows,icols,:) = 
double(cimg); 
            cnewseam2 = tCrow(:,seam-
(blnd+1)/2+1:seam+(blnd+1)/2,:); 
            cnewseam = 
zeros(size(cnewseam2)); 
            for ii = 1:3 
                cnewseam(:,:,ii) = 
double(cnewseam1(:,:,ii)) .* (1-iseam) 
+... 
                    double(cnewseam2(:,:,ii)) .* 
iseam; 
            end 
            %position current tile column 
position and seam in Irow 
            cols = (seam:posc(j)+tsz(2)-1); 
            Crow(rows,cols,:) = 
cimg(:,(olap/2):end,:); 
            Crow(:,seam-
(blnd+1)/2+1:seam+(blnd+1)/2,:) = 
cnewseam; 
        end 
    end 
 %crop the row 
Crow = 
Crow(max(posr):min(posr)+tsz(1),:,:); 
%save row to cell array 
 Crows{i} = uint8(round(Crow)); 
fprintf('--> done stitching row %u \n',i); 
end
 
