Over the last ten years, isogenic tagging (IT) has revolutionised the study of bacterial 2 infection dynamics in laboratory animal models. However, quantitative analysis of IT 3 data has been hindered by the piecemeal development of relevant statistical models. The 4 most promising approach relies on stochastic Markovian models of bacterial population 5 dynamics within and among organs. Here we present an efficient numerical method to fit 6 such stochastic dynamic models to in vivo experimental IT data. A common approach 7 to statistical inference with stochastic dynamic models relies on producing large numbers 8 of simulations, but this remains a slow and inefficient method for all but simple prob-9 lems, especially when tracking bacteria in multiple locations simultaneously. Instead, we 10 derive and solve the systems of ordinary differential equations for the two lower-order mo-11 ments of the stochastic variables (mean, variance and covariance). For any given model 12 structure, and assuming linear dynamic rates, we demonstrate how the model parameters 13 can be efficiently and accurately estimated by divergence minimisation. We then apply 14 our method to an experimental dataset and compare the estimates and goodness-of-fit to 15 those obtained by maximum likelihood estimation. This flexible framework can easily be 16 applied to a range of experimental systems. Its computational efficiency paves the way 17 for model comparison and optimal experimental design.
We consider the general case of a bacterial pathogen inoculated into an animal host 139 where it can potentially reach n anatomical compartments-which can be distinct organs, 140 tissues, lumens, or predefined sections thereof. All our examples are motivated by IT 141 experiments in which a set of identical animals receive the same initial inoculum dose in 142 one compartment (e.g., mouth, nose, blood, peritoneum, etc) at time t = 0. The inoculum 143 is composed of an even mix of T tagged strains. At given times τ 1 , τ 2 etc, a subset of A 1 , 144 A 2 , etc animals are chosen at random and euthanised. The abundance of each tagged 145 strain in each of the n anatomical compartments of interest is measured. Thus, at a given 146 time τ i , the data consist of a matrix D i with n rows by A i T columns, filled with observed 147 bacterial numbers. From this matrix, we can calculate the observed moments, namely 148 the mean and variance of strain abundance within each compartment, and the covariance 149 between each pair of compartments. 150 Depending on the experimental procedures, these observations are usually subject to 151 some degree of uncertainty, due to observational error. In general we assume that this 152 error is random with a mean of zero, so that there is no systematic bias; this should be 153 assessed by the researchers who conducted the experiments. As a result, we assume that 154 the observed means are unbiased, but the observed (co)variances may be incorrect. In 155 Section 2.7, we describe how known sources of error can be accounted for as part of the 156 data processing procedure. In addition, there usually is some uncertainty about the actual N 2 N 3 N 1 · · · · · · N n ±1 ±1 ±1 ±1 (a) Radial network.
(b) Linear network. Figure 1 : Diagram illustrating the two types of network structure we consider.
Computation of the first-and second-order moments 189
The method we propose for parameter inference relies on the first two moments of the 190 stochastic system. That is, we use only the expected number of bacteria within each 191 compartment, the variance of the number of bacteria within each compartment, and 192 the pair-wise covariances. A simple approach to generating these moments for a par-193 ticular stochastic system in terms of the model parameters, is given by [26] . Letting 194 λ = {r 1 N 1 , ..., r n N n , k 1 N 1 , ..., k n N n , m 1,2 N 1 , ...} be the vector of transition rates, we can 195 write the h th non-central moment of the state of the i th compartment as:
where φ j is a function describing the change of the state for the jth transition. In mentary Materials (S1.7), we show that this leads to a closed, linear system of differential 198 equations for the first moments. Letting M 1 (t) = {E [N i (t)] , 1 ≤ i ≤ n} be the vector of 199 first moments as a function of time, we can express these differential equations in matrix 200 form as:
which leads to the solution,
where M 1 (0) are the initial conditions of the system, A is a time-independent matrix 203 containing the model parameters, and exp is the matrix exponential function. (1), we obtain the following expression for the second-order moments: when only a small sample is measured: in this case, it is possible to "correct" the data for 230 sampling biases (see Section 2.7). Otherwise, a simple solution would be to remove the 231 moments relative to that organ from the inference procedure. In some cases, it may make 232 sense to completely remove the empty organ from the model if no meaningful inference 233 can be expected from its inclusion, as illustrated in Section 3.3.
234
The Chi-Squared metric adds up the squared pairwise-differences between each pre-235 dicted moment and its corresponding observed moment, each term being scaled by the 236 magnitude of the observed moment. As a result, all moments are effectively treated 237 equally. The expression for this divergence is:
The other three divergence expressions we tested make use of the fact that our chosen 239 statistics µ and V are moments of distributions. Since we do not establish complete char-240 acterisations of the distributions, we decided to borrow the expressions of well-known di-241 vergences measures for multivariate normal distributions, as these only require the knowl-242 edge of their first and second-order moments. In other words, we compute the divergence 243 between two multivariate normal distributions with respective moments (µ (D) , V (D) ) and
The Mahalanobis distance is measured between each point in the observed data, and 246 the distribution described by the predicted moments. That is, by estimating the param-247 eters we are trying to find the distribution that these data are most likely to have been 248 sampled from. Specifically, each observation X j is given by column j of the data matrix 249 D. The divergence is obtained by summing the distances to the predicted distribution 250 from every observation:
where
The Kullback-Leibler divergence from the predicted distribution to the observed one 254 is given by:
where tr(·) is the trace operator. The derivations of the Hellinger and Kullback-Leibler and (c) four-compartment linear network. For each virtual experiment, we calculated the first-and second-order moments of the bacterial loads in two ways at a given time point 346 (t = 6 for the basic migration-birth-death model, and t = 4 for the four-compartment 347 radial and linear network). 348 We randomly drew the stated number of initial conditions (ranging from 10 to 1000), 349 and evaluated the moments at the future time point in the following two ways. First, 350 we used Gillespie simulations to progress each initial condition forward to the stated 351 observation time, and then calculated the moments from the collection of simulations. 352 Second, we took the stated number of initial conditions to estimate the moments at time 353 zero, and used these to evaluate the moments at the observation time using equations (3) 354 and (4); we refer to this as the direct moment-calculation method.
355 Figure 3 shows that there is still a greater amount of variation in the moments from is, under scenario s, with p target parameters θ s = (θ 1s , θ 2s , . . . , θ ps ), and estimated 381 parametersθ sj = (θ 1sj ,θ 2sj , . . . ,θ psj ) for the j th simulation, the MARE is given by: Figure 5 displays the average error across each scenario for the four divergence mea-383 sures, at a range of observation times, for each of the three models under consideration. 384 We can see that both the Hellinger and Kullback-Leibler divergence measures perform 385 considerably better than the Chi-Squared and Mahalanobis divergences for the Basic, hose of the killing rate k 2 and replication rate r 2 : this is actually caused by a very strong 399 positive correlation between the latter two parameters (Figure 7) .
Divergence Measures: Simulation Study
382 MARE s,j = 1 p p i=1 |θ is −θ isj | θ is
400
This can be understood intuitively, as the net growth rate r 2 − k 2 is the main deter-401 minant of the mean bacterial load in compartment 2. We also remark that the earlier inside the liver and the spleen. That is, on state space S = {(n B , n L , n S ) | n B , n L , n S ≥ 0}, we have the following transition rates:
q (n B ,n L ,n S ),(n B −1,n L +1,n S ) = c L n L , q (n B ,n L ,n S ),(n B ,n L +1,n S ) = r L n L , q (n B ,n L ,n S ),(n B ,n L −1,n S ) = k L n L , q (n B ,n L ,n S ),(n B −1,n L ,n S +1) = c S n S , q (n B ,n L ,n S ),(n B ,n L ,n S +1) = r S n S ,
where c L , c S are the clearance (=migration) rates from the blood into the liver and spleen was not a single metric that was consistently better than any other, and the differences in accuracy were often relatively small (Fig. 5) . Depending on the degree of accuracy 520 sought, it may be worth testing these and other metrics against simulations before apply-521 ing this method to a different experimental system. It is our intention to provide a flexible 522 blueprint that can be tailored to other problems, rather than a one-size-fits-all black box 523 which may prove unreliable as soon as the circumstances change.
524
The particular molecular technology (isogenic tagging) that motivated the develop-525 ment of this inference method, has become pervasive in the study of within-host dynamics 526 of bacterial infection in the last 10 years (see reviews by [42, 2, 43] ). Yet, to our knowl-527 edge, this is the first attempt to provide a general modelling and inference framework 528 that could be applied to any of these experimental systems. Indeed, previous efforts have 529 been tailored to specific case studies [43, 7, 9, 13, 44, 8] despite asking fundamentally 530 similar questions: how fast are bacteria replicating and dying? How much migration is 531 taking place among organs or tissues? As soon as any two of these dynamic processes are 532 co-occurring, it is not possible to evaluate them based solely on average bacterial loads: it 533 is necessary to obtain reliable estimates of the variance, preferably within a single animal, 534 by quantifying a set of independent and isogenic tags. The first known example goes back 535 60 years, using two naturally occurring mutants of S. enterica that could be distinguished 536 by selective growth medium to investigate colonisation dynamics in mice. Although a 537 wide range of bacterial tagging methods (including antibiotic markers and fluorophores) 538 have been used since, non-coding DNA barcodes have opened new prospects as arbitrarily 539 large numbers of truly isogenic tags can be generated and quantified by sequencing [14] .
540
It is our hope that the inference framework presented here will contribute to the field's ex- 
