ABSTRACT. We give an example showing that the product and linearization formulas for the Wick product versions of the q-Charlier polynomials in [Ans04a] are incorrect. Next, we observe that the relation between monomials and several families of Wick polynomials is governed by "incomplete" versions of familiar posets. We compute Möbius functions for these posets, and prove a general poset product formula. These provide new proofs and new inversion and product formulas for Wick product versions of Hermite, Chebyshev, Charlier, free Charlier, and Laguerre polynomials. By different methods, we prove inversion formulas for the Wick product versions of the free Meixner polynomials.
INTRODUCTION
Let M be a complex star-algebra, and x¨y a star-linear functional on it. Let ΓpMq be the complex unital star-algebra generated by non-commuting symbols tXpaq : a P Mu and 1, subject to the linearity relations Xpαa`βbq " αXpaq`βXpbq.
Thus ΓpMq is naturally isomorphic to the tensor algebra of M, but we prefer to use the polynomial notation rather than this identification. In particular the algebra is filtered by the degree of polynomials. The star-operation on ΓpMq is determined by the requirement that Xpa˚q " Xpaq˚.
In this article we will discuss six constructions of Wick products (four known and two new), that is, linear maps W : M bn Ñ ΓpMq whose ranges (together with the scalars) provide a grading compatible with the degree filtration of ΓpMq. These have also been called the Kailath-Segall polynomials. Note that in the literature, the term "Wick product" is also used for the multivariate Appell polynomials. See, for example, Sections 2.3 and 2.8 of [Ans04a] for differences and similarities between these two families.
As is well-known, there are three reasons to consider Wick products.
‚ Define a star-linear functional ϕ of ΓpMq by ϕ r1s " 1, ϕ rW pa 1 b a 2 b . . . b a n qs " 0 for n ě 1. In many examples, ϕ is positive, the W operators have orthogonal ranges for different n, and we have a Fock representation of ΓpMq on (a quotient of) L 2 pΓpMq, ϕq. In this case the W operators are indeed Wick products.
Date: July 13, 2018. 2010 Mathematics Subject Classification. Primary 46L54; Secondary 05A18, 33C47. The author was supported in part by a Simons Foundation Collaboration Grant for Mathematicians. 1 ‚ For M " pL 1 X L 8 qpRq, in many examples we have an Itô isometry which allows us to interpret W pa 1 b a 2 b . . . b a n q as a stochastic integral ż . . . ż a 1 pt 1 q . . . a n pt n q dXpt 1 q . . . dXpt n q.
This isometry may involve unfamiliar inner products on multivariate function spaces, see Remark 35. ‚ Suppose all a 1 " . . . " a n " a. Setting a " 1, or more generally a multiple of a projection, W pa 1 b a 2 b . . . b a n q becomes a polynomial in Xpaq. In many examples, these polynomials are orthogonal for different n.
Our main interest is in mutual expansions between polynomials W pa 1 b a 2 b . . . b a n q and monomials, product formulas
and corresponding linearization coefficients. We show that the product formulas for q-Wick products claimed in [Ans04a] are incorrect. The rest of the article concerns related positive results.
In combinatorics, linearization formulas are often proved using a weight-preserving sign-reversing involution, in other words a version of the inclusion-exclusion principle. We use a different generalization of this principle, namely Möbius inversion. For five out of our six examples, we define posets Π such that Xpa 1 q . . . Xpa n q " ÿ πPΠ W pa 1 b . . . b a n q π .
The posets which arise are "incomplete" versions of matchings, non-crossing matchings, set partitions, non-crossing partitions, and permutations. These posets, as posets, may be deserving of further study (some preliminary enumeration results for them are described in Appendix A). We compute their Möbius functions and thus obtain inversion formulas. We also prove a general product formula on posets, and apply it to obtain product formulas for Wick products. For the matchings and partitions the results are known but the proofs are new. For the permutations the results are new. For the non-crossing matchings and partitions, the results are known for the usual Wick products, but the poset method allows us to extend them to operator-valued Wick products with no difficulty.
As an application, it was observed by ad hoc methods that in the case of incomplete partitions, inversion formulas involve general open blocks but only singleton closed blocks (see Proposition 7 for terminology). The Möbius function approach provides an explanation for this phenomenon. As expected, in the product formulas, in the partitions cases only inhomogeneous partitions appear, while in the permutation case we encounter "incomplete generalized derangements".
It is well known that the number of non-crossing matchings on 2n points equals the number of noncrossing partitions of n points (namely it is the Catalan number). As a combinatorial aside, we note that the same numerical equality holds for their incomplete versions, but moreover, the collections of incomplete non-crossing matchings on 2n points and incomplete non-crossing partitions of n points are isomorphic as posets. The reader interested only in combinatorial results may concentrate on Section 2 and the Appendices, while the reader not interested in combinatorics may skip most of these sections.
For our sixth and most interesting example, morally corresponding to "non-crossing permutations", we do not know a natural poset structure governing Wick product expansions. So we perform the computations in a more direct way, using induction and generating functions. The combinatorial objects which govern these expansions are pairs σ ! π of non-crossing partitions in a relation first observed by Belinschi and Nica [BN08, Ans07, Nic10] . In Appendix B, we list other combinatorial structures corresponding to non-crossing permutations.
Finally, we discuss some analytic extensions of the algebraic results from earlier sections. It is natural to ask whether the map pM, x¨yq Þ Ñ pΓpMq, ϕq can be interpreted as a functor, generalizing the well-known Gaussian/semiciruclar functors. For the case of the incomplete non-crossing partitions, we show that this is so, although a larger collection of morphisms would be desirable. We also observe that in all six of our examples, if the functionals x¨y are tracial states, so are the functionals ϕ. Finally, for the case of incomplete non-crossing partitions, we show that the product formulas hold when one of the factors is in L 2 .
The paper is organized as follows. In Section 2, we prove a general linearization result on posets, and compute Möbius functions for five posets. In Section 3, we use these to obtain inversion and product formulas for five types of Wick products. In Section 4, we obtain the monomial expansions and inversion formulas for the free Meixner Wick products. In short Section 5 we give an explicit counterexample to the product formula for q-Wick products claimed in [Ans04a] . In Section 6, we collect the analytic results. In Appendix A, we list some enumerative properties of incomplete posts, and combinatorial consequences of the results above for ordinary polynomials. In short Appendix B we finish with variations on the approach in Section 4.
LINEARIZATION ON POSETS
Remark 1. Let pΠ n , ďq 8 n"1 be a family of posets. As usual, we write σ ă π if σ ď π and σ ‰ π. In all our examples, Π n will be a meet-semilattice, with the meet operation^, and the smallest element, denoted by0 n . Recall that for σ ď π, the Möbius function µpσ, πq on Π is determined by the property that
As a consequence, we have the Möbius inversion formula: if F, G are two functions on Π such that
Theorem 2. Consider a family of posets pΠ i q 8 i"1 . Fix sp1q, sp2q, . . . , spkq ě 1, and denote n " sp1q`. . .`spkq. Suppose we have an order-preserving injection α : Π sp1qˆ. . .ˆΠ spkq Ñ Π n with the property that for any τ P Π n there exists a τ sp1q,...,spkq P Π n with 
and extend it as above. Suppose that for π i P Π spiq ,
Gpτ q.
Proof. Taking first τ " αpσ 1 , . . . , σ k q, we see that since τ " τ sp1q,...,spkq , r0 n , αpσ 1 , . . . , σ k qs " r0 n , τ s " σ P Π n : σ ď τ sp1q,...,spkq (
Thus, since the Möbius function is multiplicative, µp0 n , αpσ 1 , . . . , σ k"
The rest of the proof is similar to that of Theorem 4 in [RW97] . Using various assumptions,
Gpτ q ÿ σPΠn, σďτ sp1q,...,spkq µp0 n , σq
Remark 3. We will show that for the five posets in the next series of propositions, the conditions above are satisfied, and compute the corresponding τ sp1q,...,spkq . In all the examples, α combines objects defined on each of the subintervals (4) J 1 " r1, . . . , sp1qs, J 2 " rsp1q`1, . . . , sp1q`sp2qs, . . . , J k " rn´spkq`1, . . . , ns into a single object on the interval r1, . . . , ns, in a natural way. We will denote by p1 sp1q , . . . ,1 spkthe partition on rns whose blocks are these intervals. Note that Π i is not assumed to have a maximal element, so1 i only denotes the maximal element of Ppiq.
Notation 4 (Background on partitions). A partition π of an ordered set Λ is non-crossing if there are no two blocks U ‰ V of π with i, k P U, j, l P V , and i ă j ă k ă l. The set of noncrossing partitions is denotes by N CpΛq, or N Cpnq in case Λ " rns " t1, 2, . . . , nu. A block U P π containing i 0 has depth k if k is the largest integer (starting with 0) for which there is exist
A block is outer if it has depth zero, and inner otherwise. Denote Outpπq the outer blocks of π, Singpπq the single-element blocks, and Pairpπq the two-element blocks. Denote N C ě2 pΛq the partitions with no singletons. The interval partitions IntpΛq are partitions whose blocks are intervals. Also for this poset, τ sp1q,...,spkq " τ^p1 sp1q , . . . ,1 spkq q.
Proof. It suffices to note that, denoting by U the pairs and V the singleton blocks,
Proposition 6. Denote by IN C 1,2 pnq, the incomplete non-crossing matchings, the non-crossing partitions of rns into pairs and singletons, such that all singletons are outer. Equip it with the poset structure inherited from P 1,2 pnq. Then the Möbius function on this poset is rp0,0q, ptV u , tV uqs and rp0,0q, ptV u , tV uqs » r0, tV us » Pp|V |q, so µpp0,0q, ptV u , tV uqq " p´1q |V |´1 p|V |´1q!. Also tpσ, T q ă ptUu , Hqu " tpσ, T q ď ptUu , tUuqu so using property (1), µpp0,0q, ptUu , Hqq " 0 unless |U| " 1. The formula for the Möbius function follows. The final formula follows from the definition of the order. 
Equivalently, pπ, Sq ď pσ, T q if U P πzS ñ U P σzT , the restriction of partitions π| spSq ď σ| spSq , and the words corresponding to blocks of σ combined out of blocks of π are obtained by concatenating the words corresponding to these blocks of π, in some order ( 
and the combined word possibly cyclically rotated if the block of σ is closed). Then the Möbius function on this poset is
µpp0,0q, pπ, Sqq " p´1q n´|S| .
pΛ, f q sp1q,...,spkq " pΩ, gq, where
In particular, pΛ, f q sp1q,...,spkq equals the minimal element of IPRMpnq if for each i and x P Λ X J i , f pxq R J i . We will call this final family incomplete derangements and denote it by IDpsp1q, . . . , spkqq.
Proof. The blocks of π are simply the orbits of f , with elements of rnszΛ included as open singletons. To compute the Möbius function, it suffices to assume that f has a single orbit. Elements smaller than pΛ, f q are in an ordered bijection with subsets of Λ, and the Möbius function p´1q |Λ| .
It remains to note that Λ " rns if the corresponding block is closed, and |Λ| " n´1 if the corresponding block is open. Formulas for pΛ, f q sp1q,...,spkq follow from the definition of the order.
MULTIPLICATION OF WICK PRODUCTS
Proposition 10. Let M, ΓpMq be as in the beginning of the introduction. Order the blocks of a partition according to the order of the largest elements of the blocks. For an ordered index set Λ, denote a Λ " ś iPΛ a i . Finally, write J i " tu i p1q, . . . , u i pspiqqu, so that t1, 2, . . . , nu " pu 1 p1q, . . . , u 1 psp1qq, u 2 p1q, . . . , u 2 psp2qq, . . . , u k p1q, . . . , u k pspkqqq.
(a) Define W P 1,2 pa 1 b a 2 b . . . b a n q recursively by
and
Xpa V q,
If M is commutative, then
Proof. For part (a), equation (6) is well known, see for example Theorem 2.1 in [EP03] for q " 1. It implies that for π P P 1,2 pnq,
Denoting the left-hand-side of this equation by F pπq and each term in the sum on the right-handside by Gpσq, we see that these functions satisfy the relation (2), and F satisfies the multiplicative property (3). So Theorem 2 and Proposition 5 imply the results.
For part (b), equation (7) is known, see for example Proposition 2.7(a) in [Ans04a] . For commutative M, it implies that for pπ, Sq P IPpnq,
So Theorem 2 and Proposition 7 imply the results.
Theorem 11 (Cf. Section 4 in [Śni00] ). In the setting of the preceding proposition, define
For pΛ, f q P IPRMpnq, let pπ, Sq P IN Cpnq be the corresponding orbit decomposition. Order each block tw 1 , w 2 , . . . , w ℓ u of π so that w i`1 " f pw i q and, in case the block is closed, so that w ℓ is the numerically largest element in the block. Denote
where on each block of π we use the order described above. Then
Also,
Proof. We prove equation (8) by induction. Xpaq " W IPRM paq`xay. Denoting
and using the inductive hypothesis,
The first term produces all the partitions in IPRMpn`1q in which n`1 is an open singleton.
The second term produces all the partitions in which n`1 is a closed singleton. The third term produces all the partitions in which n`1 is a final letter in an open word of length at least 2. The fourth term produces all the partitions in which n`1 is the initial letter in an open word of length at least 2. The fifth term produces all the partitions in which n`1 is contained in a closed word of length at least 2. The sixth term produces all the partitions in which n`1 is contained in an open word of length at least 3, is neither the initial nor the final letter in it, and the largest letter preceding it is smaller than the largest letter following it. The seventh term produces all the partitions in which n`1 is contained in an open word of length at least 3, is neither the initial nor the final letter in it, and the largest letter preceding it is larger than the largest letter following it. These seven classes are disjoint and exhaust IPRMpn`1q.
It follows that for pΛ, f q P IPRMpnq,
So Theorem 2 and Proposition 9 imply the results.
Remark 12. Assume additionally that x¨y is a trace. By applying the functional ϕ IPRM to (8), we obtain the moment formula for tXpa i qu, which implies that the cumulants of ϕ IPRM are
Remark 13. Note that in Proposition 10, we do not assume that W is symmetric in its arguments, and in Theorem 11, we do not assume that M is commutative. The results in Proposition 10 are known by direct methods, see Theorems 3.1 and 3.3 in [EP03] . The results in part (b) of that proposition are stated in Proposition 2.7 of [Ans04a] .
If M is commutative, W IPRM pa 1 b . . . b a n q depends only on the underlying incomplete partition, so we may re-write the expansions in Theorem 11 as
Note that this additional assumption does not imply that ΓpMq is commutative; it is however natural to assume such commutativity to have a non-degenerate representation, see Section 6.
Remark 14. Let pΛ, f q P IPRMpnq. For w P rns, we say that it is ‚ A valley if w R Λ Y f pΛq, or w P Λzf pΛq and w ă f pwq, or w P f pΛqzΛ and f´1pwq ą w, or w P Λ Y f pΛq and f´1pwq ą w ă f pwq. ‚ A closed singleton if f pwq " w. ‚ A double rise if f´1pwq ą w and either w ą f pwq or w R Λ. ‚ A double fall if w ă f pwq and either f´1pwq ă w or w R f pΛq. ‚ A cycle max if w i is the (numerically) largest element in a closed word of length at least 2. ‚ A peak if f´1pwq ă w ą f pwq and it is not a cycle max.
Clearly each letter in rns belongs to one of these six types. Then a slight extension of the argument in the previous proposition shows that if we define W pa 1 b . . . b a n b a n`1 q " W pa 1 b . . . b a n q Xpa n`1 q´αW pa 1 b . . . b a n q xa n`1 ý
See [Bia93, SS94, CSZ97, KZ01] for related results. As in most of these references, there is a natural way of including a q parameter in this expansion, based on the values of the i, j indices from the Wick product recursion. However, our technique for obtaining inversion and product formulas does not apply to this extension, and based on the results in Section 5, it is unclear what these formulas should be.
Remark 15. Let D be a unital star-subalgebra, M be a complex star-algebra which is also a Dbimodule such that (9) a 1 pda 2 q " pa 1 dqa 2 , and x¨y : M Ñ D a star-linear D-bimodule map. (We do not assume that D Ă M since M may not be unital.) Let ΓpMq be the complex unital star-algebra generated by non-commuting symbols tXpaq : a P Mu and D, subject to the linearity relations Xpαf β`γgδq " αXpaqβ`γXpbqδ, α, β, γ, δ P D.
The star-operation on it is determined by the requirement that all Xpa˚q " Xpaq˚. Thus
We denote Mpa 1 b. . .ba n q " Xpa 1 q . . . Xpa n q, and note that M may be extended to a D-bimodule
Let π P N Cpnq. We will define a bimodule map x¨y π on M b D n recursively as follows. First,
Denote I ij " rvpi, jq`1, . . . , vpi, j`1q´1s for 1 ď i ď ℓ, 1 ď j ď tpiq´1, and π i,j " π| I ij . Note that an interval may be empty. Then we recursively define
Note that this is the not the same definition as that in [Spe98] or Section 3 in [ABFN13] , although it is related to them and may be expressed in terms of them as long as π is appropriately transformed.
Next, let F be a D-bimodule map on M b D n (in our examples, either M or W ). Let pπ, Sq P IN Cpnq, and this time denote
Let I ij , π ij be as before, and define additionally vpℓ`1, 1q " n`1, I i,tpiq " rvpi, tpiqq`1, . . . , vpi`1, 1q´1s, I 0 " r1, . . . , vp1, 1q´1s, and the corresponding π ij , π 0 . Denote
Proposition 16. We use the notation from the preceding remark.
(a) Define W IN C 1,2 pa 1 b a 2 b . . . b a n q recursively by
. . b a n q recursively by
. . b a n a n`1 q´W IN C pa 1 b . . . b a n´1 q xa n a n`1 y .
n´|S| Mpa 1 b . . . b a n q pπ,Sq , and
SingpπqĂS
In the scalar-valued case, these results are known, see Theorem 3.3 in [EP03] and Proposition 29 in [Ans04b] for q " 0.
Proof. The proof of part (a) is similar to and simpler than that of part (b), so we omit it.
For part (b), the proof of equation (11) is similar to the argument in Theorem 11 above or Theorem 21 below, so we only outline it. It is based on the observation that the four terms in the recursion relation for W IN C correspond to the decomposition of IN Cpnq as a disjoint union of four sets: those where n`1 is an open singleton, a closed singleton, those where it belongs to larger open block, and those where it belongs to a larger closed block. Equation (11) implies that for pπ, Sq P IN Cpnq,
So Theorem 2 and Proposition 8 imply the results.
EXPANSIONS FOR FREE MEIXNER WICK PRODUCTS
Notation 17. A covered partition is a partition π P N CpΛq with a single outer block, or equivalently such that minpΛq π " maxpΛq; their set is denoted by N C 1 pΛq. We define an additional order on N CpΛq: π ! σ if π ď σ and in addition, for each block U P π, σ| U P N C 1 pUq. See[BN08, Nic10] for more details. . . b a n b a n`1 q " W pa 1 b . . . b a n q Xpa n`1 q´αW pa 1 b . . . b a n q xa n`1 ý βW pa 1 b . . . b a n´1 b a n a n`1 q´tW pa 1 b . . . b a n´1 q xa n a n`1 ý γW pa 1 b . . . b a n´2 b a n´1 a n a n`1 q
In particular,
Lemma 20. Denote M n pβ, γq a particular case of the Jacobi-Rogers polynomials, the sum over Motzkin paths of length n with flat steps given weight β and down steps given weight γ. Then
Proof. We note that
We formulate and prove the following theorem for the case D " C to simplify notation, but the result carries over verbatim for general D.
Theorem 21. We have expansions of monomials
Proof. By induction
For fixed pπ, S, σq, the first term produces all the triples pπ 1 , S 1 , σ 1 q with
in which n`1 is an open singleton in π 1 (and so in σ 1 ). Since n, |π|, |S|, and |σ| are all incremented by 1, C pπ,Sq α,β,t,γ does not change. The second term produces all triples in which n`1 is a closed singleton in π 1 (and so in σ 1 ). Since n, |π|, |πzS|, |SingpπzSq|, and |σ| are all incremented by 1, C pπ,Sq is multiplied by α. The third term produces all triples in which n`1 belongs to an open block in both σ 1 and π 1 , each of size at least 2, by adjoining it to the largest open block of π and the corresponding open block of σ. Since only n is incremented, C pπ,Sq is multiplied by β. The fourth term produces all triples in which n`1 belongs to a closed non-singleton block of π 1 (and so also of is multiplied by γ. These five classes are disjoint and exhaust the triples pπ 1 , S 1 , σ 1 q above.
Corollary 22. For the state corresponding to the Wick products from Definition 18, the joint moments are
(13) ϕ rXpa 1 qXpa 2 q . . . Xpa n qs " ÿ πPN Cpnq C π α,β,t,γ xa 1 b . . . b a n y π .
Remark 23. Using Lemma 20, we may re-write formula (13) as
Therefore by definition, the joint free cumulants of tXpa i qu are RrXpa 1 qs " κ 1 α,β,t,γ xa 1 y " α xa 1 y , RrXpa 1 q, . . . , Xpa n qs " κ n α,β,t,γ xa 1 . . . a n y " tM n´2 pβ, γq xa 1 . . . a n y . Compare with Theorem 8 in [Śni00] . Note that M n´2 p1, 1q " M n´2 , the Motzkin number. On the other hand,
the Catalan number. In general M n pβ, γq are the moments of a semicircular distribution with mean β and variance γ. Cf. Theorem 2 in [Ans07] .
The following proposition is, roughly speaking, taken as the definition in [Śni00] .
Proposition 24.
Proof. For n " 0 and arbitrary k, the result follows from the definition of ϕ. So it suffices to show that the result for pu, vq ď pn´1, k`1q implies the result for pn, kq. For n ě 1,
Applying the recursion in Definition 18 to the first term (and using the adjoint symmetry in Proposition 30), this term equals
This the expression (14) equals
The second and fifth sums cancel term-by-term. Next, suppose n " k`2. If in a partition π P Intpn´1q in the first sum, pn´1q is a singleton, the term corresponding to this partition cancels with the corresponding term in the sixth sum. If pn´1q is not a singleton, the term corresponding to this partition cancels with the corresponding term in the seventh sum. The sum of the remaining sums (third and fourth), for n " k, equals
by the same decomposition.
Theorem 25. We may expand
For γ ‰ 0, factor 1´βz`γz 2 " p1´uzqp1´vzq.
Proof. Write W pa 1 b . . . b a n q in the form (15) 
Now compare the factors corresponding to the block B containing n`1 on the left-hand-side. If B is an open singleton, it matches with a term in the first sum, with the same coefficient (since the number of open blocks on the left is one more than on the right). Thus o 1 " 1. For the remaining terms, the size of S does not change, so we omit it from the coefficients. If B is a closed singleton, it matches with a term from the second sum, and the coefficients are p´1q n`1 c 1 " p´1q n p´αq, so c 1 " α. If B is an open pair, it matches with a term in the third sum, and the coefficients are p´1q n`1 o 2 " p´1q n p´βqo 1 , so o 2 " βo 1 . If B is a closed pair, it matches with terms in the third and the fourth sums, and the coefficients are p´1q n`1 c 2 " p´1q n p´βqc 1`p´1 q n´1 p´tq, so c 2 " βc 1´t . If B is a larger block, it matches with terms in the third and the fifth sums, and the coefficients are p´1q n`1 o k " p´1q n p´βqo k´1`p´1 q n´1 p´γqo k´2 (and the corresponding expression for c k ), so that
Cpzq " α´tz 1´βz`γz 2 " αOpzq´tzOpzq. The specific cases follow.
COUNTEREXAMPLE
The following is Definition 4.9 from [Ans04a] . Here M, ΓpMq are as in the introduction.
Definition 26. For a i P M sa , define the q-Kailath-Segall polynomials by W q paq " Xpaq´xay and , a 1 , a 2 , . . . , a n q " XpaqW q pa 1 , a 2 , . . . , a n q´n ÿ i"1 q i´1 xaa i y W q pa 1 , . . . ,â i , . . . , a n q
. . , a n q´xay W q pa 1 , a 2 , . . . , a n q .
This map has a C-linear extension, so that each W is really a multi-linear map from M to ΓpMq.
Example 27. According to Corollary 4.13 from [Ans04a] , ϕ q rW q pa 0 q W q pa 1 , a 2 , a 3 q W q pa 4 qs " 0.
However a direct calculation shows that in fact ϕ q rW q pa 0 q W q pa 1 , a 2 , a 3 q W q pa 4 qs " pq´q 2 qpxa 0 a 2 y xa 1 a 3 a 4 y´xa 0 a 2 a 4 y xa 1 a 3 yq.
To be completely explicit, we consider the case where a 0 " a 2 " 1 I , a 1 " a 3 " a 4 " 1 J , I X J " H, and the state is the Lebesgue measure. Then we get ϕ q rW q pa 0 q W q pa 1 , a 2 , a 3 q W q pa 4 qs " pq´q 2 q |I|¨|J| .
Thus Corollary 4.13, and so also Theorem 4.11 part (c) in [Ans04a] , are false.
The formula in Theorem 4.11(c) is true if the arguments of each W are orthogonal; however this does not imply the general result since ϕ q is not tracial. See Remark 35. There are many particular cases when 4.11(c) is true. For the case q " 1 (classical), and q " 0 (free), the proof provided in [Ans04a] still works. For the q-Gaussian case, this is Theorem 3.3 in [EP03] . Finally, for univariate polynomials obtained for equal idempotent a and general q, the linearization formulas in Corollary 4.13 also hold [KSZ06, IKZ13] .
REPRESENTATIONS AND COMPLETIONS
Let M and B be D-bimodules with the actions satisfying (9). For a linear D-bimodule map F : Proof. Clearly ΓpF q is the identity on ΓpBq.
where we have used the inhomogeneity of the partitions, the bimodule property of F for open blocks, and both properties of F for closed blocks. The final property is clear.
Proposition 30. In all six examples above, Proof. The trace and adjoint properties follow from the moment formulas and expansions of Wick products in terms of monomials, since in all cases the coefficients in the expansions depend only on the size of the blocks. For positivity,
The proof of positivity of this inner product on M b D n (which we denote x¨,¨y n ) is almost verbatim the argument in Theorem 3.5.6 of [Spe98] . Also, by Proposition 24,
and so this inner product is also positive. For commutative M,
This inner product on M bn is well known to be positive semi-definite. Finally,
where πpβq is the orbit decomposition of β and the order in each U P πpβq is according to β as in Theorem 11. As observed in Section 4 of [Śni00] , this inner product is in general not positive. If M is commutative, we may re-write
where in the next-to-last term we replaced α˝β with α, and P n is the symmetrization operator.
Remark 31. For D " C, x¨,¨y n is essentially the induced inner product on a tensor product of Hilbert spaces, and so is non-degenerate if x¨y is faithful. In general, x¨,¨y n , and so ϕ IN C , is rarely faithful. For example, let D " M, xay " a, and p P M be a idempotent. Then xp1´pq b p, p1´pq b py 2 " 0.
Notation 32. For a P M bn and pπ, Sq P IN Cpnq, define the contraction C pπ,Sq paq by a linear extension of
Note that in all our examples with D " C,
Proposition 33. Assume x¨y is a faithful state such that in its representation on L 2 pM, x¨yq, M is represented by bounded operators. Let a P M bn and b P M bk . Denote }a} 2 " a xa, ay n and
Therefore the definitions of C pπ,Sq pa b bq and W IN C pa b bq pπ,Sq and the identity
extend to a P M bn (algebraic tensor product) and b P L 2 pM, x¨yq bk (Hilbert space tensor product). If x¨y is tracial, we may switch a and b.
it suffices to consider the map b Þ Ñ C pπ,Sq pa b bq. Denote π ℓ " tpiq : 1 ď i ď n´ℓ, n`ℓ`1 ď i ď n`k; pn´j`1, n`jq : 1 ď j ď ℓu , and
is about Hilbert spaces and not algebras, and as such is well known, see for example Proposition 5.3.3 in [BS98] (one may identify the Hilbert space with the space of square-integrable functions on a measure space, and apply coordinate-wise Cauchy-Schwarz inequality). The boundedness of the first map follows.
Next, note that W IN C`C pπ,Sq pa b bq˘are orthogonal for different |S|. Thus
The results follow.
Example 34. Let f px, yq " 1 r0,1s pyq1 r0,y´1 {4 s pxq and gpyq " y´1
is not in L 2 pR 2 q. Cf. Remark 3.3 in [BP14] .
Remark 35. In stochastic analysis, see for example [PT11] or [BS98] , it is usual to prove product formulas
for all a i 's, and separately all b j 's, orthogonal to each other. One can then conclude using the Itô isometry that the same formula holds for general a i , b j . Some, but not all, of the ingredients of this approach generalize to the Wick product setting.
‚ In the case of W IN C , W , and W q , we have isometries between ΓpMq and À 8 n"0 M bn with, respectively, the usual inner product induced by x¨y, the inner product (17), and the appropriate q-inner product (equation 4.73 in [Ans04a] ). So in all these cases, one may extend the definitiond of W to the appropriate closure, which however are different in all three cases. ‚ Instead of starting with general simple tensors, we could have started with the analog of functions supported away from diagonals. As noted in Lemma 36 below, in the infinitedimensional setting such elements are still dense with respect to the usual inner product. However they are clearly not dense for the inner product (17). For example, in the natural commutative setting of pM, x¨yq " ppL 1 X L 8 pRq, dxq, the inner product on functions of n arguments is ÿ
where µ π is a multiple of the |π|-dimensional Lebesgue measure on the diagonal set ! x P R n :
This is the reason why the formulas in Theorem 21 take a considerably simpler form if the arguments have orthogonal components. ‚ Finally, to extend the product relation (18), we need the product map to be continuous, at least when one of the arguments is in the algebraic tensor product and the other is bounded in two-norm. If the state ϕ is not tracial, this need not be the case. Since ϕ q is not tracial, it is natural to expect a counterexample in Section 5.
It is well-known that for non-atomic measures, functions supported away from diagonals are dense in the product space of all square integrable functions. The next lemma (applied to L 2 pM, x¨yq. shows that this results remains true for non-commutative algebras, in fact with no assumptions on the state other than faithfulness. The result is surely known, but we could not find it in the literature. In particular, if xf, gy " 0, trpf b gq " 0. So if dim H ă 8, all operators in S have trace zero, and so S is not dense. Now suppose that dim H " 8. Then H is isomorphic to L 2 pr0, 1s, dxq, in which case the result is well-known (it is also not hard to give a direct argument in terms of Hilbert-Schmidt operators; it is left to the interested reader). 
sequence A001861 in [OEIS17] . The incomplete Stirling numbers of the second kind are
and the number of elements of rank ℓ is ř k`k`ℓ ℓ˘S n,k`ℓ , sequence A049020.
(b) The number of incomplete non-crossing partitions (analog of Catalan numbers) is
|IN Cpnq| "ˆ2 n n˙, the central binomial coefficients, sequence A000984. Define the incomplete Narayana numbers N n,k,ℓ " |tpπ, Sq P IN Cpnq : |πzS| " k, |S| " ℓu| .
Then denoting
their generating function and F pt, zq " F pt, 0, zq " 1`zpt´1q´a1´2zpt`1q`z 2 pt´1q 1 2tz the generating function of the regular Narayana numbers,
The rank generating function is
, and the number of elements of rank ℓ is 2ℓ`1 n`ℓ`1`2 n n´ℓ˘, sequence A039599. Proof. The formula for the incomplete Stirling numbers of the second kind is obvious. Then using for example the solved Exercise 1.32 in [Aig07] ,
The incomplete Narayana numbers satisfy the recursion relation
It follows that
F pt, x, zq " 1`ztF pt, x, zq`zxF pt, x, zq`zpF pt, x, zq´1qF pt, zq.
For t " 1 this relation is easily solved to give the rank generating function, while setting additionally x " 1, we see that the generating function for |IN Cpnq| is
1´4z .
Using the bijection from Proposition 8, |tpπ, Sq P IN Cpnq : |S| " ℓu| " |tπ P IN C 1,2 p2nq : |Singpπq| " 2ℓu| .
The latter number is clearly the same as the number of lattice paths with W and N steps which go from p0, 0q to pn`ℓ, n´ℓq and do not cross the main diagonal. Using the reflection principle, this number is`2 n n`ℓ˘´`2 n n`ℓ`1˘.
The formula for |IPRMpnq| is obvious. The formula for the incomplete Stirling numbers of the first kind follows from the recursion relation s n`1,k,ℓ " s n,k´1,ℓ`sn,k,ℓ´1`p n`ℓqs n,k,ℓ , obtained in the usual way by adjoining n`1 to an incomplete permutation of n; note that in a closed work of length u, n`1 can be inserted in u places, while in an open word it can be inserted in u`1 spaces.
Remark 38. For completeness, we include combinatorial corollaries of Proposition 10 and Theorem 11. Take a to a projection, so that a 2 " a and xay " t. Denote Xpaq " x. 
Similarly, since
we obtain the familiar result that the Charlier polynomials are
Finally, since |tpπ, Sq P IN Cpnq, π P Intpnq, V P πzS ñ |V | " 1, |πzS| " k, |S| " ℓu| "ˆn´k ℓ´1˙ˆk`ℓ ℓ˙, the free Charlier polynomials are
See, for example, Chapter 7 in [Aig07] for many related combinatorial results.
Remark 39. Let µ α,β,t,γ be the measure of orthogonality of the free Meixner polynomials, with the Jacobi-Szegő parametersˆα , α`β, α`β, . . . t, t`γ, t`γ, . . .˙. Then from the Viennot-Flajolet theorem, the n'th moment of this measure is
We may interpret this as saying that the two-state free cumulants of the pair of free Meixner and free Poisson measures pµ α,β,t,γ , µ α,β,0,t q are
Cf. Proposition 10 in [Ans09] .
Various classical combinatorial sequences appearing as moments of these measures are listed in Section 7.4 of [Aig07] . These include Catalan, Motzkin, and Schröder numbers. Expansions (13) and (19) then give us various combinatorial identities. For example, for α " t " γ " 1 and β " 2, the free cumulants are Catalan numbers while the moments are the (shifted) large Schröder numbers, and we obtain the relations
For the first relation, cf. Corollary 8.4 in [Dyk07] . If β " t " γ " 1, and α " 0 the free cumulants are Motzkin numbers, and the moments are ÿ
Either for α " 1 or α " 0 this moment sequence does not appear in [OEIS17] .
Remark 40. In this remark we compute the sum of the coefficients in the expansion (12). According to Lemma 20, this sum is
Using the same lemma,
where F β,γ pzq "
is the generating function of Motzkin polynomials. According to the two-state free probability theory, the moment generating function of µ α,β,t,γ from Remark 39 is the solution of 1 zm α,β,t,γ pzq`r pzm α,β,t,γ pzqq " 1 z , and the generating function of the desired sequence is Mpzq " 8 ÿ n"0 T n z n " 1 1´zRpzm α,β,t,γ pzqq .
According to Remark 43 below, the most natural choice of the parameters appears to be α " t " γ " 1, β " 2. In this case Using Maple, we compute the first few terms in the sequence T n to be 1, 2, 7, 30, 140, 684. This sequence does not appear in [OEIS17] .
Example 41. From Theorem 25, we can get a variety of different-looking combinatorial expansions.
For α " β " γ " t " 1, Case II. u, v " e˘p π{3qi . For α " 1, γ " t, β " t`1, Case II 1 . u " 1, v " t.
W pa 1 b . . . b a n q " ÿ For α " 0, γ " t " 1, β " 2, Case III.
o k " k, c k "´pk´1q.
W pa 1 b . . . b a n q " ÿ These in turn give expansions for free Meixner polynomials and may serve as a source of combinatorial identities.
APPENDIX B. ALTERNATIVE APPROACHES TO THEOREM 21
Remark 42. An alternative combinatorial structure we could have used in Section 4 are linked partitions. According to [Dyk07, Nic10] , the pairs tσ ! π : σ, π P N Cpnqu are in a natural bijection with the set of non-crossing linked partitions N CLpnq, and doubling the value of β gives a bijection between such pairs with Singpσq " Singpπq and all such pairs. Moveover, according to [CWY08, CLW13] , permutations are in a natural bijection with the set of all linked partitions LPpnq. The results of Theorems 11 and 21 can be phrased in terms of these objects, see [YY09] for related moment computations. This approach has not led us to any clarification in the inversion or product formulas.
In place of partitions, we could also (of course) have used colored Motzkin paths. From the point of view of Definition 18, the most natural family are those with a single color for rising steps and flat and falling steps at height zero, two colors for the other falling steps, and three colors for the rest of flat steps. It is not hard to see using the continued fraction form of the generating functions that the number of such paths of length n`1 is equal to the number of large p3, 2q-Motzkin paths of length n in the sense of [CW12] (similar to the above, except their falling and flat steps at height zero are allowed two colors). This number in turn is known to be the (large) Schröder number, see Remark 39.
Remark 43. Unlike in the expansions in the five examples in Section 3, the terms on the right hand side of (12) have multiplicities. One can modify Definition 18 to obtain bijective representations. For example, we may define instead W pa 1 b . . . b a n b a n`1 q " W pa 1 b . . . b a n q Xpa n`1 q´αW pa 1 b . . . b a n q xa n`1 ý βW pa 1 b . . . b a n´1 b a n a n`1 q´tW pa 1 b . . . b a n´1 q xa n a n`1 ý γW pa 1 b . . . b a n´2 b a n a n`1 a n´1 q .
Note that this definition works only in the scalar-valued and not in the operator-valued case. The corresponding terms are in a bijection with the following collection of incomplete permutations. First, they have no double descents. Second, arrange each closed block so that it ends in its largest element. Then the descent-ascents in each block appear in decreasing order. Finally, split each block into sub-words, ending with the final letter or a descent-ascent, and beginning with the initial letter or right after the preceding descent-ascent. Then the partition into these sub-words is non-crossing.
We may also define W pa 1 b . . . b a n b a n`1 q " W pa 1 b . . . b a n q Xpa n`1 q´αW pa 1 b . . . b a n q xa n`1 ý β 1 W pa 1 b . . . b a n´1 b a n a n`1 q β 2 W pa 1 b . . . b a n´1 b a n`1 a n q tW pa 1 b . . . b a n´1 q xa n a n`1 ý γW pa 1 b . . . b a n´2 b a n a n`1 a n´1 q ,
The corresponding terms are in a bijection with the following collection of incomplete permutations. Arrange each closed block so that it ends in its largest element. Then the descent-ascents in each block appear in decreasing order. Split each block as above. Then the partition into these subwords is non-crossing, and on each sub-block, the letters are decreasing and then increasing, with the sub-block maximum at the end.
This description appears related to the work of West [Wes95] , who studied permutations avoiding the patters p3142, 2413q (sometimes called separable permutations). He proved that the cardinality of this set is the Schröder number (see Remark 39), and the argument uses trees reminiscent of the construction above.
