Abstract. In this paper we investigate the existence, uniqueness and exponential asymptotic behavior of mild solutions to stochastic delay evolution equations perturbed by a fractional Brownian motion B H Q (t):
Introduction
Fractional Brownian motions (fBm) appear naturally in the modelling of many complex phenomena in applications when the systems are subject to "rough" external forcing. An fBm is a stochastic process which differs significantly from the standard Brownian motion and semi-martingales, and others classically used in the theory of stochastic processes. As a centered Gaussian process, it is characterized by the stationarity of its increments and a medium-or long-memory property. It also exhibits power scaling with exponent H. Its paths are Hölder continuous of any order H ∈ (0, H). When H = 1/2 the fBm becomes the standard Brownian motion. However, when H = 1/2, the fBm B H behaves in a completely different way than the standard Brownian motion; in particular, neither is a semi-martingale nor a Markov process.
From the point of view of the classical theory, the most obvious problem with fBm is precisely the lack of the martingale and Markov properties. The former prevents the use of a well-established integration theory. The latter means that there is no direct connection between fBm and differential operators.
The lack of the martingale property is a main mathematical challenge: when switching from Brownian motion B 1/2 to fBm B H , how does one define a proper notion of stochastic integral? There are three main integration techniques, two of which are trajectorial in nature, with some random component (Russo-Vallois or other regularizations/discretizations, and Rough Path theory), and the third which is entirely stochastic (Skorohod integral based on the Malliavin calculus). These techniques have one common point: they get harder as H gets smaller; the more the paths of the stochastic process are irregular, the harder it is to integrate against them. Some of the most famous outstanding questions in stochastic analysis today are tied to this issue. This identifies path regularity as a key benchmark to evaluate the mathematical tractability of any model with dependent noise.
In the case of higher regularity (H > 1/2) the pathwise integrals led to the first results which established the existence of solutions to stochastic partial differential equations (SPDEs) (see Nualart and Rȃşcanu [18] , or Garrido-Atienza et al. [7] for a different approach; infinite-dimensional equations have been treated with the same success as finite-dimensional ones, e.g. Grecksch and Anh [8] , Maslowski and Nualart [13] , Tindel et al. [19] , Gubinelli et al. [9] and Garrido-Atienza et al. [6] ).
On the other hand, retarded differential equations are an important area of applied mathematics due to physical reasons with non-instant transmission phenomena such as high velocity fields in wind tunnel experiments, or other memory processes (see, e.g., Hale and Verduyn Lunel [11] and Manitius [12] ), or biological motivations like species growth or incubating time in disease models among many others (see Kuang [10] and Murray [15] , for instance).
The asymptotic behavior of such models has meaningful interpretations like permanence, instability, and chaotic developments. In order to capture the stochasticity of such retarded systems, stochastic differential delay equations driven by the standard Brownian motion have been proposed and thoroughly investigated during the last decades. However, the literature about SDEs or SPDEs with delay driven by fBm is scarce. Yet observed retarded effect may be due just as much to longrange noise dependence as to deterministic delay. It is therefore important to find out how these two mechanisms interact.
In Ferrante and Rovira [4] , the existence and uniqueness of solutions and the smoothness of the density for delayed SDEs driven by fBm is proved when H > 1/2, but under strong hypotheses, using only techniques of the classical stochastic calculus, and preventing, for instance, the presence of a hereditary drift in the equations. In Neuenkirch et al. [16] , using rough path theory, the authors prove existence and uniqueness of solutions to fractional equations with delays when H > 1/3. More recently, Ferrante and Rovira [5] established the existence and uniqueness of solutions to delayed SDEs with fBm for H > 1/2 and constant delay, by extending the results established in Nualart and Rȃşcanu [18] , and the same sort of results have been shown recently for non-constant delay in Boufoussi and Hajji [2] .
In this paper we consider the following stochastic semilinear delay evolution equation
under suitable conditions on the operator A, the coefficient functions f, g, and the initial value ϕ. Here B H Q (t) denotes an fBm with H ∈ (1/2, 1). The purpose of this paper is to investigate existence and uniqueness of mild solutions to the fractional stochastic delay evolution equation (1.1) and to study its longtime behavior as well. We are clearly at the very beginning of the analysis of this realistic, important class of models. Beyond existence and uniqueness, one must investigate qualitative effects of solutions. We are also interested in analyzing if such equations generate random dynamical systems, and if so, whether there exist, for instance, random fixed points and random attractors (see Garrido-Atienza et al. [7] in the case of non-delay terms). Another interesting generalization is concerned with the case in which the delay also appears in the noisy term. These points will be the topic of forthcoming papers.
The contents of the paper are as follows. In Section 2 some necessary preliminaries on the stochastic integration with respect to fBm are established. Also a technical lemma which is crucial in our stability analysis is proved. In Section 3 the existence and uniqueness of mild solutions are proved. In Section 4 we prove that a mild solution, when it exists, is also a weak solution. The last section is devoted to the analysis of the asymptotic behavior of (1.1). Namely, we establish some sufficient conditions ensuring the exponential decay to zero in mean square of the mild solution of our delay model. Finally, we present two applications to the general theory: the cases of variable and distributed delay.
Preliminaries
In this section we introduce the fractional Brownian motion as well as the Wiener integral with respect to it. We also establish some important results which will be needed throughout the paper.
Let (Ω, F, P) be a complete probability space. Definition 1. Given H ∈ (0, 1), a continuous centered Gaussian process β H (t), t ∈ R, with the covariance function
is called a two-sided one-dimensional fractional Brownian motion (fBm), and H is the Hurst parameter.
Now we aim at introducing the Wiener integral with respect to the one-dimensional fBm β H . Let T > 0 and denote by Λ the linear space of R-valued step functions
where t ∈ [0, T ], x i ∈ R and 0 = t 1 < t 2 < · · · < t n = T. For φ ∈ Λ we define its Wiener integral with respect to β H as
Let H be the Hilbert space defined as the closure of Λ with respect to the scalar product
Then the mapping
is an isometry between Λ and the linear space span{β H , t ∈ [0, T ]}, which can be extended to an isometry between H and the first Wiener chaos of the fBm span Tindel et al. [19] ). The image of an element ϕ ∈ H by this isometry is called the Wiener integral of ϕ with respect to β H . Our next goal is to give an explicit expression of this integral. To this end, consider the kernel
, with B denoting the Beta function, and t > s. It is not difficult to see that
Consider the linear operator
it turns out that W is a Wiener process and β H has the following Wiener integral representation:
In addition, for any φ ∈ H, [14] . Moreover, the following useful result holds:
Next we are interested in considering an fBm with values in a Hilbert space and giving the definition of the corresponding stochastic integral.
2 is a Hilbert-Schmidt operator. The norm is given by
Then ξ is called a Q−Hilbert-Schmidt operator from K to U. Let {β H n (t)} n∈N be a sequence of two-sided one-dimensional standard fractional Brownian motions mutually independent on (Ω, F, P). When one considers the following series
where {e n } n∈N is a complete orthonormal basis in K, this series does not necessarily converge in the space K. Thus we consider a K−valued stochastic process B H Q (t) given formally by the following series:
If Q is a nonnegative self-adjoint trace class operator, then this series converges in the space K, that is, it holds that
Then, we say that the above
is a K−valued Q−cylindrical fractional Brownian motion with covariance operator Q. For example, if {σ n } n∈N is a bounded sequence of non-negative real numbers such that Qe n = σ n e n , assuming that Q is a nuclear operator in K (that is,
is well defined as a K−valued Q−cylindrical fractional Brownian motion.
2). Then, its stochastic integral with respect to the fBm B H Q is defined, for t ≥ 0, as follows
Notice that if
then in particular (2.2) holds, which follows immediately from (2.1).
The following lemma is obtained as a simple application of Lemma 1.
3) holds, and for any α, β ∈ [0, T ] with α > β,
where c=c(H). If, in addition,
Proof. Let {e n } n∈N be the complete orthonormal basis of K introduced above. Applying Lemma 1 we obtain
The second assertion is an immediate consequence of the Weierstrass M-test.
Remark 1.
If {σ n } n∈N is a bounded sequence of non-negative real numbers such that the nuclear operator Q satisfies Qe n = σ n e n , assuming that there exists a positive constant k ϕ such that
Existence and uniqueness of mild solution
Consider (Ω, F, P), the complete probability space which was introduced in Section 2. Denote F t = F 0 , for all t ≤ 0.
We denote by
2 (Ω; U ) equipped with the sup norm. Let us also consider two fixed real numbers r ≥ 0 and
In this section we consider the existence and uniqueness of mild solutions to the following stochastic evolution equation with delays:
where B H Q (t) is the fractional Brownian motion which was introduced in the previous section, the initial data ϕ ∈ C(−r, 0; L 2 (Ω; U )) and A : Dom(A) ⊂ U → U is the infinitesimal generator of a strongly continuous semigroup S(·) on U , that is, for t ≥ 0, it holds
f : [0, T ] × C(−r, 0; U ) → U is a family of non-linear operators defined for almost every t (a.e. t) which satisfies (f.1) The mapping t ∈ (0, T ) → f (t, ξ) ∈ U is Lebesgue measurable, for a.e. t and for all ξ ∈ C(−r, 0; U ). (f.2) There exists a constant C f > 0 such that for any x, y ∈ C(−r, T ; U ) and
we assume the following conditions: for the complete orthonormal basis {e n } n∈N in K, we have
Notice that, thanks to (g.1) and the fact that H ∈ (1/2, 1), (2.3) holds, which implies that the stochastic integral in (3.2) is well-defined since S(·) is a strongly continuous semigroup. Moreover, (g.1) together with (g.2) immediately imply that, Proof. We can a assume that ρ > 0, otherwise we can take ρ 0 > 0 such that, for
We start the proof by checking the uniqueness of solutions. Assume that X, Y ∈ C(−r, T ; L 2 (Ω; U )) are two mild solutions of (3.1). Then,
and therefore, since X = Y over the interval [−r, 0], by taking supremum in the above inequality,
The Gronwall Lemma implies now the uniqueness result.
Now we prove the existence of solutions to problem (3.1).
First of all, we check that the well-defined stochastic integral possesses the required regularity. To do that, let us consider σ > 0 small enough. We have
Firstly, applying inequality (2.5) to J 1 ,
when σ → 0 thanks to the Lebesgue majorant Theorem, since, for every s fixed,
. Applying now (2.5) to J 2 we obtain
when σ → 0. Therefore the stochastic integral belongs to the space C(−r, T ; L 2 (Ω; U )). We denote X 0 = 0 and define by recurrence a sequence {X n } n∈N of processes as
The sequence (3.3) is well-defined, since X 0 = 0 ∈ C(−r, T ; L 2 (Ω; U )) and, given X n−1 ∈ C(−r, T ; L 2 (Ω; U )), let us check that X n ∈ C(−r, T ; L 2 (Ω; U )) as well. In order to prove the previous assertion, let us consider again σ > 0 sufficiently small. Then
On the one hand,
when σ → 0 thanks again to the Lebesgue majorant Theorem, since, for each s fixed,
due to conditions (f.2) and (f.3) and the fact that X n−1 ∈ C(−r, T ; L 2 (Ω; U )). On the other hand,
We want to show now that {X n } n∈N is a Cauchy sequence in C(−r, T ; L 2 (Ω; U )). Firstly, for t ∈ [0, T ] and n ∈ N, since X n = X n−1 on [−r, 0], it holds
and this, implies
we have
Consequently, by iteration we obtain
Since X n+1 (t) = X n (t), ∀t ∈ [−r, 0], the last estimate implies that {X n } n∈N is a Cauchy sequence in C(−r, T ; L 2 (Ω; U )). Finally, we check that the limit X of the sequence {X n } n∈N is a solution of (3.1). But, this is straightforward taking into account that X n is defined by (3.3) and that f satisfies (f.2), so that, in particular, when n → ∞,
and therefore X is the unique (mild) solution of (3.1).
Existence of weak solutions
In this section we prove that the mild solution to system (3.1) is also a weak solution. First of all we recall the definition of weak solution according to Da Prato and Zabczyk [3] .
To shorten the notation, we will use < ·, · > instead of (·, ·) U below.
Definition 4. An U -valued process X(t), t ∈ [−r, T ], is called a weak solution of (3.1) if X(t) = ϕ(t), for t ∈ [−r, 0], and for all ζ ∈ D(A * ) and all t ∈ [0, T ]
Theorem 2. Under the assumptions of Theorem 1, the mild solution of (3.1) is also a weak solution.
Proof. Since X(t) is a mild solution, for each ζ ∈ D(A * ) it follows that
Thus, for a.e. ω ∈ Ω, it holds
and, in addition, using Fubini's Theorem,
Therefore by (4.1) for a.e. ω ∈ Ω, it follows
Consequently, it follows that almost surely
which means that X(t) is the weak solution to (3.1).
Exponential decay of solutions in mean square
As in this section we are interested in the exponential decay to zero in mean square of the mild solutions to (3.1), we shall therefore assume that for each T > 0 and for each ϕ ∈ C(−r, 0; L 2 (Ω; U )), problem (3.1) possesses a unique mild solution according to the Definition 3.
We first need to state the following conditions:
The operator A is a closed linear operator generating a strongly continuous semigroup S(t), t ≥ 0, on the separable Hilbert space U and satisfies
Condition 2. There exists a constant C f ≥ 0, such that, for any x, y ∈ C(−r, T ; U ), and for all t ≥ 0
Condition 3. In addition to assumptions (g.1) and (g.2), assume
The following theorem shows the exponential decay to zero in mean square, with an explicit exponential decay rate γ.
Theorem 3. In addition to Conditions 1-3, assume that the mild solution X(t) of system (3.1) corresponding to the initial function ϕ ∈ C(−r, 0; L 2 (Ω; U )), exists for all t ≥ −r, and that
Then, there exists a constant γ > 0 such that lim sup
In other words, every mild solution exponentially decays to zero in mean square.
Proof. Thanks to the fact that
Therefore, by Condition 1 and Lemma 2
and, consequently,
and, for the chosen parameter θ, 
On the other hand, estimating the last term in (5.2) in view of Condition 2, there exists another positive constant A 2 such that
Thus, we have
where A 3 is a suitable positive constant. Gronwall's Lemma conduces us to
The proof is therefore complete.
Remark 2. The previous theorem states, in particular, that the exponential decay to zero in mean square of the mild solutions to the equation
is preserved for our equation (3.1) provided that Conditions 1-3 and (5.1) are satisfied. Another remarkable fact is that the decay rate γ is independent of H. Indeed, in case of considering a Q-Brownian motion, i.e., the case H = 1/2, instead of our fBm B H Q , the condition on λ would be exactly (5.1) (to check this assertion, it is enough to take into account the isometry for classical Wiener integrals). In other words, whenever the stochastic integral is well-defined, and under Conditions 1-3, the rate of the exponential decay to zero in mean square is insensitive to the Hurst parameter H. As two canonical applications of our general functional equation (3.1), we will consider the cases of variable and distributed delay. We will formulate that these two situations can be covered by our general functional framework.
5.1. The variable delay case. Let us consider the system
where r > 0. Let us assume the previous hypotheses on operators A, g and the fractional Brownian motion, and assume now that F : [0, +∞) × U → U is a measurable function such that
for all x, y ∈ U, and all t ≥ 0, where b 0 is a non-negative constant, and
For the delay function δ, we assume that δ : [0, +∞) → [0, r] is differentiable, and there exists a positive δ * such that
Observe that our new problem (5.3) can be re-written in our abstract functional formulation by defining a new function f : [0, +∞) × C(−r, 0; U ) → U as follows f (t, ξ) = F (t, ξ(−δ(t))), for ξ ∈ C(−r, 0; U ), and t ≥ 0.
We can now establish the following result on the asymptotic behavior of the solutions to problem (5.3).
Theorem 4. In addition to Conditions 1 and 3, (5.4), (5.5) and (5.6), assume that the mild solution X(t) to the system (5.3), corresponding to the initial function ϕ ∈ C(−r, 0; L 2 (Ω; U )), exists for all t ≥ −r, and that
Proof. To prove this result, we will check that the assumptions in Theorem 3 are fulfilled, and for that we only need to check Condition 2 and (5.1). First, observe that the function ρ(s) = s − δ(s) is differentiable and, due to the assumptions on δ, is also invertible and satisfies
Then, for 0 ≤ m ≤ λ, by performing the change of variable σ = s − δ(s) in the integral, we obtain
and, therefore, Condition 2 and assumption (5.1) are fulfilled by taking
As a specific application of this variable delay case we can consider the following example.
Then, it is well-known that Au = − ∞ n=1 n 2 u, e n e n for any u ∈ U , and A is the infinitesimal generator of a strongly continuous semigroup of bounded linear operators S(t) : U → U, where S(t)u = ∞ n=1 exp(−n 2 t) u, e n e n . In order to define the operator Q : K → K, we choose a sequence {σ n } n≥1 ⊂ R + and set Qe n = σ n e n , and assume that tr(Q) =
where H ∈ (1/2, 1) and β H n n∈N is a sequence of two-sided one-dimensional fractional Brownian motions mutually independent.
Then we consider the following stochastic evolution equation: Then, it is straightforward to check that there exists a unique mild solution to (5.7).
If we assume, in addition, that 1 > 6b 0 e r 1 − r , then, any mild solution to (5.7) decays exponentially to zero in mean square. Indeed, observe that in our situation it is easy to check that F (t, x) = b(t) Then, we can set this problem in our abstract formulation by writing f (t, ξ) = 0 −r F (t, s, ξ(s))ds, for ξ ∈ C(−r, 0; U ), and we formulate the following result for problem (5.8).
Theorem 5. In addition to Conditions 1 and 3, (5.9) and (5.10), assume that the mild solution X(t) to the system (5.8), corresponding to the initial function ϕ ∈ C(−r, 0; L 2 (Ω; U )), exists for all t ≥ −r, and that
0 (e λr − 1).
Proof. The proof follows by simply checking that the assumptions in Theorem 3 hold. It is not difficult to prove that the constant C f is given by C f = (e λr − 1)rb
whence the conclusion of the theorem follows immediately. We leave the details to the reader.
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