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Abstract
This paper is concerned with the asymptotic behavior of solutions of the two-dimensional
Navier-Stokes equations with both non-autonomous deterministic and stochastic terms defined
on unbounded domains. We first introduce a continuous cocycle for the equations and then
prove the existence and uniqueness of tempered random attractors. We also characterize the
structures of the random attractors by complete solutions. When deterministic forcing terms
are periodic, we show that the tempered random attractors are also periodic. Since the Sobolev
embeddings on unbounded domains are not compact, we establish the pullback asymptotic
compactness of solutions by Ball’s idea of energy equations.
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1 Introduction
In this paper, we investigate the pullback attractors for the two-dimensional Navier-Stokes equations
on unbounded domains with non-autonomous deterministic as well as stochastic terms. Let Q be an
unbounded open set in R2 with boundary ∂Q. Given τ ∈ R, consider the stochastic Navier-Stokes
equations with multiplicative noise:
∂u
∂t
− ν∆u+ (u · ∇)u = f(x, t)−∇p+ αu ◦
dw
dt
, x ∈ Q and t > τ, (1.1)
1
div u = 0, x ∈ Q and t > τ, (1.2)
together with homogeneous Dirichlet boundary condition, where ν, α ∈ R with ν > 0, f is a given
function defined on Q×R, and w is a two-sided real valued Wiener process defined in a probability
space. The stochastic equation (1.1) is understood in the sense of Stratonovich integration.
The attractors of the Navier-Stokes equations have been extensively studied in the literature, see,
e.g., [2, 3, 8, 9, 15, 18, 20, 21] for deterministic equations and [13, 14, 19] for stochastic equations.
Particularly, in the deterministic case (i.e., α = 0), the autonomous global attractors and the non-
autonomous pullback attractors of (1.1)-(1.2) on unbounded domains have been studied in [18] and
[8, 9], respectively. For the stochastic equations with additive noise and time-independent f , the
asymptotic compactness of solutions on unbounded domains has been investigated in [6]. As far
as the author is aware, there is no result available in the literature on the existence of random
attractors for the stochastic equations (1.1)-(1.2) with time-dependent f even on bounded domains.
The purpose of the present paper is to investigate this problem and examine the periodicity of
random attractors when f is periodic in time.
It is worth mentioning that the concept of pullback attractors for random systems with time-
independent f was introduced in [13, 14, 19] and the existence of such attractors for compact
systems was proved in [1, 7, 11, 12, 13, 14, 16, 17, 19] and the references therein. For non-compact
systems, the existence of pullback attractors was established in [4, 5, 22, 23]. In the present paper,
we study pullback attractors for the stochastic equations (1.1)-(1.2) on unbounded domains with
time-dependent f . In this case, the random dynamical systems associated with the equations are
non-compact.
To deal with the stochastic equations with non-autonomous f , we need to combine the ideas of
non-autonomous deterministic dynamical systems and that of random dynamical systems. Partic-
ularly, the concept of dynamical systems defined over two parametric spaces, say Ω1 and Ω2, is
needed, where Ω1 is a nonempty set used to deal with the non-autonomous deterministic terms,
and Ω2 is a probability space responsible for the stochastic terms. The existence and uniqueness of
random attractors for dynamical systems over two parametric spaces have been recently established
in [24]. For the stochastic Navier-Stokes equations (1.1)-(1.2), we may take Ω1 as the set of all
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translations of f . We can also take Ω1 as the collection of all initial times, i.e., Ω1 = R. In this
paper, we will choose Ω1 = R. We first define a continuous cocycle for (1.1)-(1.2) over Ω1 and Ω2,
and then prove the existence of tempered random absorbing sets. Since the Sobolev embeddings
on unbounded domains are no longer compact, we have to appeal to the idea of energy equations
to establish the pullback asymptotic compactness of solutions. This method was introduced by
Ball in [3] for deterministic equations, and used by the authors in [8, 9, 18] for the determinis-
tic Navier-Stokes equations on unbounded domains and in [6] for the stochastic equations with
time-independent f . We will adapt this approach to the stochastic equations (1.1)-(1.2) with time-
dependent f , and prove the existence of tempered random attractors for the equations. We also
consider the random attractors in the case where f is a periodic function in time. If f is periodic,
we will show that the tempered random attractors are also periodic in some sense. Following [24],
the structures of the tempered random attractors will be characterized by the tempered complete
solutions.
In the next section, we will recall some results on pullback attractors for random dynamical
systems over two parametric spaces. A continuous cocycle for the stochastic Navier-Stokes equations
(1.1)-(1.2) with non-autonomous f is defined in Section 3. We then derive uniform estimates of the
solutions in Section 4 and prove the existence and uniqueness of pullback attractors in Section 5.
In the sequel, we will use ‖ · ‖ and (·, ·) to denote the norm and the inner product of L2(Q),
respectively. The norm of a Banach space X is generally written as ‖ · ‖X . The letters c and ci
(i = 1, 2, . . .) are used to denote positive constants whose values are not significant in the context.
2 Theory of Pullback Attractors
In this section, we recall some results on pullback attractors for random dynamical systems with
two parametric spaces as presented in [24]. This sort of dynamical systems can be generated
by differential equations with both deterministic and stochastic non-autonomous external terms.
All results given in this section are not original and they are presented here just for the reader’s
convenience. We also refer the reader to [4, 12, 13, 14, 19] for the theory of pullback attractors for
random dynamical systems with one parametric space.
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Let Ω1 be a nonempty set and {θ1,t}t∈R be a family of mappings from Ω1 into itself such that θ1,0
is the identity on Ω1 and θ1,s+t = θ1,t, ◦ θ1,s for all t, s ∈ R. Let (Ω2,F2, P ) be a probability space
and θ2 : R × Ω2 → Ω2 be a (B(R) × F2,F2)-measurable mapping such that θ2(0, ·) is the identity
on Ω2, θ2(s + t, ·) = θ2(t, ·) ◦ θ2(s, ·) for all t, s ∈ R and Pθ2(t, ·) = P for all t ∈ R. We usually
write θ2(t, ·) as θ2,t and call both (Ω1, {θ1,t}t∈R) and (Ω2,F2, P, {θ2,t}t∈R) a parametric dynamical
system.
Let (X, d) be a complete separable metric space with Borel σ-algebra B(X). Given r > 0 and
D ⊆ X, the neighborhood of D with radius r is written as Nr(D). Denote by 2
X the collection of all
subsets of X. A set-valued mappingK : Ω1×Ω2 → 2
X is called measurable with respect to F2 in Ω2
if the valueK(ω1, ω2) is a closed nonempty subset ofX for all ω1 ∈ Ω1 and ω2 ∈ Ω2, and the mapping
ω2 ∈ Ω2 → d(x,K(ω1, ω2)) is (F2, B(R))-measurable for every fixed x ∈ X and ω1 ∈ Ω1. If K is
measurable with respect to F2 in Ω2, then we say that the family {K(ω1, ω2) : ω1 ∈ Ω1, ω2 ∈ Ω2}
is measurable with respect to F2 in Ω2. We now define a cocycle on X over two parametric spaces.
Definition 2.1. Let (Ω1, {θ1,t}t∈R) and (Ω2,F2, P, {θ2,t}t∈R) be parametric dynamical systems. A
mapping Φ: R+ × Ω1 × Ω2 ×X → X is called a continuous cocycle on X over (Ω1, {θ1,t}t∈R) and
(Ω2,F2, P, {θ2,t}t∈R) if for all ω1 ∈ Ω1, ω2 ∈ Ω2 and t, τ ∈ R
+, the following conditions (i)-(iv) are
satisfied:
(i) Φ(·, ω1, ·, ·) : R
+ × Ω2 ×X → X is (B(R
+)×F2 × B(X), B(X))-measurable;
(ii) Φ(0, ω1, ω2, ·) is the identity on X;
(iii) Φ(t+ τ, ω1, ω2, ·) = Φ(t, θ1,τω1, θ2,τω2, ·) ◦Φ(τ, ω1, ω2, ·);
(iv) Φ(t, ω1, ω2, ·) : X → X is continuous.
If, in addition, there exists a positive number T such that for every t ≥ 0, ω1 ∈ Ω1 and ω2 ∈ Ω2,
Φ(t, θ1,Tω1, ω2, ·) = Φ(t, ω1, ω2, ·),
then Φ is called a continuous periodic cocycle on X with period T .
In the sequel, we use D to denote a collection of some families of nonempty subsets of X:
D = {D = {D(ω1, ω2) ⊆ X : D(ω1, ω2) 6= ∅, ω1 ∈ Ω1, ω2 ∈ Ω2}}. (2.1)
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Two elements D1 and D2 of D are said to be equal if D1(ω1, ω2) = D2(ω1, ω2) for any ω1 ∈ Ω1 and
ω2 ∈ Ω2. Sometimes, we require that D is neighborhood closed which is defined as follows.
Definition 2.2. A collection D of some families of nonempty subsets of X is said to be neighbor-
hood closed if for each D = {D(ω1, ω2) : ω1 ∈ Ω1, ω2 ∈ Ω2} ∈ D, there exists a positive number ε
depending on D such that the family
{B(ω1, ω2) : B(ω1, ω2) is a nonempty subset of Nε(D(ω1, ω2)),∀ ω1 ∈ Ω1,∀ ω2 ∈ Ω2} (2.2)
also belongs to D.
Definition 2.3. Let D = {D(ω1, ω2) : ω1 ∈ Ω1, ω2 ∈ Ω2} be a family of nonempty subsets of X.
We say D is tempered in X with respect to (Ω1, {θ1,t}t∈R) and (Ω2,F2, P, {θ2,t}t∈R) if there exists
x0 ∈ X such that for every c > 0, ω1 ∈ Ω1 and ω2 ∈ Ω2,
lim
t→−∞
ectd(x0,D(θ1,tω1, θ2,tω2)) = 0.
Definition 2.4. Suppose T ∈ R and D is a collection of some families of nonempty subsets of X
as given by (2.1). For every D = {D(ω1, ω2) : ω1 ∈ Ω1, ω2 ∈ Ω2} ∈ D, we write
DT = {DT (ω1, ω2) : DT (ω1, ω2) = D(θ1,Tω1, ω2), ω1 ∈ Ω1, ω2 ∈ Ω2}.
The family DT is called the T -translation of D. Let DT be the collection of T -translations of all
elements of D, that is,
DT = {DT : DT is the T -translation of D, D ∈ D}.
Then DT is called the T -translation of the collection D. If DT ⊆ D, we say D is T -translation
closed. If DT = D, we say D is T -translation invariant.
One can check that D is T -translation invariant if and only if D is both −T -translation closed
and T -translation closed. For later purpose, we need the concept of a complete orbit of Φ which is
given below.
Definition 2.5. Let D be a collection of some families of nonempty subsets of X. A mapping
ψ : R×Ω1×Ω2 → X is called a complete orbit of Φ if for every τ ∈ R, t ≥ 0, ω1 ∈ Ω1 and ω2 ∈ Ω2,
the following holds:
Φ(t, θ1,τω1, θ2,τω2, ψ(τ, ω1, ω2)) = ψ(t+ τ, ω1, ω2). (2.3)
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If, in addition, there exists D = {D(ω1, ω2) : ω1 ∈ Ω, ω2 ∈ Ω2} ∈ D such that ψ(t, ω1, ω2) belongs
to D(θ1,tω1, θ2,tω2) for every t ∈ R, ω1 ∈ Ω1 and ω2 ∈ Ω2, then ψ is called a D-complete orbit of Φ.
Definition 2.6. Let B = {B(ω1, ω2) : ω1 ∈ Ω1, ω2 ∈ Ω2} be a family of nonempty subsets of X.
For every ω1 ∈ Ω1 and ω2 ∈ Ω2, let
Ω(B,ω1, ω2) =
⋂
τ≥0
⋃
t≥τ
Φ(t, θ1,−tω1, θ2,−tω2, B(θ1,−tω1, θ2,−tω2)). (2.4)
Then the family {Ω(B,ω1, ω2) : ω1 ∈ Ω1, ω2 ∈ Ω2} is called the Ω-limit set of B and is denoted by
Ω(B).
Definition 2.7. Let D be a collection of some families of nonempty subsets of X and K =
{K(ω1, ω2) : ω1 ∈ Ω1, ω2 ∈ Ω2} ∈ D. Then K is called a D-pullback absorbing set for Φ if for all
ω1 ∈ Ω1, ω2 ∈ Ω2 and for every B ∈ D, there exists T = T (B,ω1, ω2) > 0 such that
Φ(t, θ1,−tω1, θ2,−tω2, B(θ1,−tω1, θ2,−tω2)) ⊆ K(ω1, ω2) for all t ≥ T. (2.5)
If, in addition, for all ω1 ∈ Ω1 and ω2 ∈ Ω2, K(ω1, ω2) is a closed nonempty subset of X and K is
measurable with respect to the P -completion of F2 in Ω2, then we say K is a closed measurable
D-pullback absorbing set for Φ.
Definition 2.8. Let D be a collection of some families of nonempty subsets of X. Then Φ is said
to be D-pullback asymptotically compact in X if for all ω1 ∈ Ω1 and ω2 ∈ Ω2, the sequence
{Φ(tn, θ1,−tnω1, θ2,−tnω2, xn)}
∞
n=1 has a convergent subsequence in X (2.6)
whenever tn →∞, and xn ∈ B(θ1,−tnω1, θ2,−tnω2) with {B(ω1, ω2) : ω1 ∈ Ω1, ω2 ∈ Ω2} ∈ D.
Definition 2.9. Let D be a collection of some families of nonempty subsets of X and A =
{A(ω1, ω2) : ω1 ∈ Ω1, ω2 ∈ Ω2} ∈ D. Then A is called a D-pullback attractor for Φ if the fol-
lowing conditions (i)-(iii) are fulfilled:
(i) A is measurable with respect to the P -completion of F2 in Ω2 and A(ω1, ω2) is compact for
all ω1 ∈ Ω1 and ω2 ∈ Ω2.
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(ii) A is invariant, that is, for every ω1 ∈ Ω1 and ω2 ∈ Ω2,
Φ(t, ω1, ω2,A(ω1, ω2)) = A(θ1,tω1, θ2,tω2), ∀ t ≥ 0.
(iii) A attracts every member of D, that is, for every B = {B(ω1, ω2) : ω1 ∈ Ω1, ω2 ∈ Ω2} ∈ D
and for every ω1 ∈ Ω1 and ω2 ∈ Ω2,
lim
t→∞
d(Φ(t, θ1,−tω1, θ2,−tω2, B(θ1,−tω1, θ2,−tω2)),A(ω1, ω2)) = 0.
If, in addition, there exists T > 0 such that
A(θ1,Tω1, ω2) = A(ω1, ω2), ∀ ω1 ∈ Ω1,∀ ω2 ∈ Ω2,
then we say A is periodic with period T .
The following result on the existence and uniqueness of D-pullback attractors for Φ can be found
in [24]. The reader is referred to [4, 13, 14, 19] for similar results for random dynamical systems.
Proposition 2.10. Let D be a neighborhood closed collection of some families of nonempty subsets
of X, and Φ be a continuous cocycle on X over (Ω1, {θ1,t}t∈R) and (Ω2,F2, P, {θ2,t}t∈R). Then Φ
has a D-pullback attractor A in D if and only if Φ is D-pullback asymptotically compact in X and
Φ has a closed measurable (w.r.t. the P -completion of F2) D-pullback absorbing set K in D. The
D-pullback attractor A is unique and is given by, for each ω1 ∈ Ω1 and ω2 ∈ Ω2,
A(ω1, ω2) = Ω(K,ω1, ω2) =
⋃
B∈D
Ω(B,ω1, ω2) (2.7)
= {ψ(0, ω1, ω2) : ψ is a D−complete orbit of Φ}. (2.8)
The periodicity of D-pullback attractors is proved in [24] as given below.
Proposition 2.11. Let T be a positive number. Suppose Φ is a continuous periodic cocycle with
period T on X over (Ω1, {θ1,t}t∈R) and (Ω2,F2, P, {θ2,t}t∈R). Let D be a neighborhood closed and
T -translation invariant collection of some families of nonempty subsets of X. If Φ is D-pullback
asymptotically compact in X and Φ has a closed measurable (w.r.t. the P -completion of F2) D-
pullback absorbing set K in D, then Φ has a unique periodic D-pullback attractor A ∈ D with period
T , i.e., A(θ1,Tω1, ω2) = A(ω1, ω2).
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3 Cocycles for Navier-Stokes Equations on Unbounded Domains
This section is devoted to the existence of a continuous cocycle for the stochastic Navier-Stokes
equations with non-autonomous deterministic terms. Suppose Q is an unbounded open set in R2
with boundary ∂Q. Then consider the following stochastic equations with multiplicative noise
defined on Q× (τ,∞) with τ ∈ R:
∂u
∂t
− ν∆u+ (u · ∇)u = f(x, t)−∇p+ αu ◦
dw
dt
, x ∈ Q and t > τ, (3.1)
div u = 0, x ∈ Q and t > τ, (3.2)
with boundary condition
u = 0, x ∈ ∂Q and t > τ, (3.3)
and initial condition
u(x, τ) = uτ (x), x ∈ Q, (3.4)
where ν and α are constants, ν > 0, f is a given function defined on Q×R, and w is a two-sided real
valued Wiener process defined in a probability space. Note that equation (3.1) must be understood
in the sense of Stratonovich integration.
To reformulate problem (3.1)-(3.4), we recall the standard function space:
V = {u ∈ C∞0 (Q)× C
∞
0 (Q) : div u = 0}.
Let H and V be the closures of V in L2(Q) × L2(Q) and H10 (Q) ×H
1
0 (Q), respectively. The dual
space of V is denoted by V ∗ with norm ‖ · ‖V ∗ . The duality pair between V and V
∗ is denoted by
〈·, ·〉. Given u, v ∈ V , we set
(Du,Dv) =
2∑
i,j=1
∫
Q
∂ui
∂xj
∂vi
∂xj
dx and ‖Du‖ = (Du,Du)
1
2 .
For convenience, we write, for each u, v, w ∈ V ,
b(u, v, w) =
2∑
i,j=1
∫
Q
ui
∂uj
∂xi
wjdx.
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Let {θ1,t}t∈R be a family of shift operators on R which is given by, for each t ∈ R,
θ1,t(τ) = τ + t, for all τ ∈ R. (3.5)
For the probability space we will use later, we write
Ω = {ω ∈ C(R,R) : ω(0) = 0}.
Let F be the Borel σ-algebra induced by the compact-open topology of Ω, and P be the correspond-
ing Wiener measure on (Ω,F). As usual, for each t ∈ R and ω ∈ Ω, we may write wt(ω) = ω(t).
Denote by {θ2,t}t∈R the standard group on (Ω,F , P ):
θ2,tω(·) = ω(·+ t)− ω(t), ω ∈ Ω, t ∈ R. (3.6)
Then (Ω,F , P, {θ2,t}t∈R) is a parametric dynamical system. In addition, there exists a θ2,t-invariant
set Ω˜ ⊆ Ω of full P measure such that for each ω ∈ Ω˜,
ω(t)
t
→ 0 as t→ ±∞. (3.7)
From now on, we only consider the space Ω˜ instead of Ω, and hence we will write Ω˜ as Ω for
convenience.
We next define a continuous cocycle for problem (3.1)-(3.4) inH over (R, {θ1,t}t∈R) and (Ω,F , P, {θ2,t}t∈R).
To this end, we need to transfer the stochastic equation into a deterministic one with random pa-
rameters. Given t ∈ R and ω ∈ Ω, let z(t, ω) = e−αω(t). Then we find that z is a solution of the
equation
dz = −αz ◦ dw. (3.8)
Let v be a new variable given by
v(t, τ, ω, vτ ) = z(t, ω)u(t, τ, ω, uτ ) with vτ = z(τ, ω)uτ . (3.9)
Formally, from (3.1)-(3.4) and (3.8) we get that
∂v
∂t
− ν∆v +
1
z(t, ω)
(v · ∇)v = z(t, ω) (f(x, t)−∇p) , x ∈ Q and t > τ, (3.10)
div v = 0, x ∈ Q and t > τ, (3.11)
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with boundary condition
v = 0, x ∈ ∂Q and t > τ, (3.12)
and initial condition
v(x, τ) = vτ (x), x ∈ Q. (3.13)
Let τ ∈ R, ω ∈ Ω, and vτ ∈ H. A mapping v(·, τ, ω, vτ ): [τ,∞) → H is called a solution of
problem (3.10)-(3.13) if for every T > 0,
v(·, τ, ω, uτ ) ∈ C([τ,∞),H)
⋂
L2((0, T ), V )
and v satisfies
(v(t), ζ) + ν
∫ t
τ
(Dv,Dζ)ds +
∫ t
τ
1
z(s, ω)
b(v, v, ζ)ds = (vτ , ζ) +
∫ t
τ
z(s, ω)〈f(·, s), ζ〉ds, (3.14)
for every t ≥ τ and ζ ∈ V . If, in addition, v is (F ,B(H))-measurable with respect to ω ∈ Ω, we
say v is a measurable solution of problem (3.10)-(3.13). Since (3.10) is a deterministic equation,
it follows from [21] that for every τ ∈ R, vτ ∈ H and ω ∈ Ω, problem (3.10)-(3.13) has a unique
solution v in the sense of (3.14) which continuously depends on vτ with the respect to the norm of
H. Moreover, the solution v is (F ,B(H))-measurable in ω ∈ Ω. This enables us to define a cocycle
Φ : R+ × R×Ω×H → H for problem (3.1)-(3.4) by using (3.9). Given t ∈ R+, τ ∈ R, ω ∈ Ω and
uτ ∈ H, let
Φ(t, τ, ω, uτ ) = u(t+ τ, τ, θ2,−τω, uτ ) =
1
z(t+ τ, θ2,−τω)
v(t+ τ, τ, θ2,−τω, vτ ), (3.15)
where vτ = z(τ, θ2,−τω)uτ . By (3.15) we have, for every t ≥ 0, τ ≥ 0, r ∈ R, ω ∈ Ω and u0 ∈ H,
Φ(t+ τ, r, ω, u0) =
1
z(t+ τ + r, θ2,−rω)
v(t+ τ + r, r, θ2,−rω, v0), (3.16)
where v0 = z(r, θ2,−rω)u0. Similarly, we have
Φ (t, τ + r, θ2,τω,Φ(τ, r, ω, u0))
=
1
z(t+ τ + r, θ2,−rω)
v(t+ τ + r, τ + r, θ2,−rω, z(τ + r, θ2,−rω)Φ(τ, r, ω, u0))
=
1
z(t+ τ + r, θ2,−rω)
v(t+ τ + r, τ + r, θ2,−rω, v(τ + r, r, θ2,−rω, v0)
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=
1
z(t+ τ + r, θ2,−rω)
v(t+ τ + r, r, θ2,−rω, v0). (3.17)
It follows from (3.16)-(3.17) that
Φ(t+ τ, r, ω, u0) = Φ (t, τ + r, θ2,τω,Φ(τ, r, ω, u0)) . (3.18)
Since v is the measurable solution of problem (3.10)-(3.13) which is continuous in initial data in H,
we find from (3.18) that Φ is a continuous cocycle on H over (R, {θ1,t}t∈R) and (Ω,F , P, {θ2,t}t∈R).
The rest of this paper is devoted to the existence of pullback attractors for Φ in H. To this end, we
assume that the open set Q is a Poincare domain in the sense that there exists a positive number
λ such that ∫
Q
|∇φ(x)|2dx ≥ λ
∫
Q
|φ(x)|2dx, for all φ ∈ H10 (Q). (3.19)
Given a bounded nonempty subset B of H, we write ‖B‖ = sup
φ∈B
‖φ‖H . Suppose D = {D(τ, ω) :
τ ∈ R, ω ∈ Ω} is a tempered family of bounded nonempty subsets of H, that is, for every c > 0,
τ ∈ R and ω ∈ Ω,
lim
r→∞
e−cr‖D(τ − r, θ2,−rω)‖ = 0. (3.20)
Let D be the collection of all tempered families of bounded nonempty subsets of H, i.e.,
D = {D = {D(τ, ω) : τ ∈ R, ω ∈ Ω} : D satisfies (3.20)}. (3.21)
From (3.21) we see that D is neighborhood closed. For later purpose, we assume that the external
term f satisfies the following condition: there exists a number δ ∈ [0, νλ) such that
∫ τ
−∞
eδr‖f(·, r)‖2V ∗dr <∞, ∀ τ ∈ R. (3.22)
When proving the existence of tempered pullback absorbing sets for the Navier-Stokes equations,
we also assume that there exists δ ∈ [0, νλ) such that for every positive number c,
lim
r→−∞
ecr
∫ 0
−∞
eδs‖f(·, s + r)‖2V ∗ds = 0. (3.23)
Note that (3.23) implies (3.22) if f ∈ L2loc(R, V
∗). It is worth pointing out that both conditions
(3.22) and (3.23) do not require that f is bounded in V ∗ at ±∞. For instance, for any β ≥ 0 and
f1 ∈ V
∗, the function f(·, t) = tβf1 satisfies both (3.22) and (3.23).
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4 Uniform Estimates of Solutions
In this section, we derive uniform estimates on the solutions of problem (3.10)-(3.13) and then
prove the D-pullback asymptotic compactness of the solutions by the idea of energy equations as
introduced by Ball in [3] for deterministic systems.
Lemma 4.1. Suppose (3.19) and (3.22) hold. Then for every τ ∈ R, ω ∈ Ω and D = {D(τ, ω) :
τ ∈ R, ω ∈ Ω} ∈ D, there exists T = T (τ, ω,D) > 0 such that for all t ≥ T and s ≥ τ − t, the
solution v of problem (3.10)-(3.13) with ω replaced by θ2,−τω satisfies
‖v(s, τ − t, θ2,−τω, vτ−t)‖
2 ≤ eνλ(τ−s) +
2
ν
e−νλs
∫ s
−∞
eνλrz2(r, θ2,−τω)‖f(·, r)‖
2
V ∗dr,
and ∫ s
τ−t
eνλr‖Dv(r, τ − t, θ2,−τω, vτ−t)‖
2dr ≤
2
ν
eνλτ +
4
ν2
∫ s
−∞
eνλrz2(r, θ2,−τω)‖f(·, r)‖
2
V ∗dr,
where vτ−t ∈ D(τ − t, θ2,−tω).
Proof. Formally, it follows from (3.10)-(3.12) that for each τ ∈ R, t ≥ 0 and ω ∈ Ω,
1
2
d
dt
‖v‖2 + ν‖Dv‖2 = z(t, ω)〈f(·, t), v〉. (4.1)
The right-hand side of (4.1) is bounded by
|z(t, ω)〈f(·, t), v〉| ≤
1
4
ν‖Dv‖2 +
1
ν
z2(t, ω)‖f(·, t)‖2V ∗ .
Therefore, from (4.1) we get
d
dt
‖v‖2 +
3
2
ν‖Dv‖2 ≤
2
ν
z2(t, ω)‖f(·, t)‖2V ∗ . (4.2)
By (3.19) and (4.2) we have
d
dt
‖v‖2 + νλ‖v‖2 +
1
2
ν‖Dv‖2 ≤
2
ν
z2(t, ω)‖f(·, t)‖2V ∗ . (4.3)
Multiplying (4.3) by eνλt and then integrating the inequality on [τ − t, s], we obtain
‖v(s, τ − t, ω, vτ−t)‖
2 +
1
2
ν
∫ s
τ−t
eνλ(r−s)‖Dv(r, τ − t, ω, vτ−t)‖
2dr
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≤ eνλ(τ−s)e−νλt‖vτ−t‖
2 +
2
ν
∫ s
τ−t
eνλ(r−s)z2(r, ω)‖f(·, r)‖2V ∗dr.
Replacing ω by θ2,−τω in the above, we get that
‖v(s, τ − t, θ2,−τω, vτ−t)‖
2 +
1
2
ν
∫ s
τ−t
eνλ(r−s)‖Dv(r, τ − t, θ2,−τω, vτ−t)‖
2dr
≤ eνλ(τ−s)e−νλt‖vτ−t‖
2 +
2
ν
e−νλs
∫ s
τ−t
eνλrz2(r, θ2,−τω)‖f(·, r)‖
2
V ∗dr. (4.4)
We now estimate the last term on the right-hand side of (4.4). Let ω˜ = θ2,−τω. Then by (3.7) we
find that there exists R < 0 such that for all r ≤ R,
−2αω˜(r) ≤ −(νλ− δ)r,
where δ is the positive constant in (3.22). Therefore, for all r ≤ R,
z2(r, ω˜) = e−2αω˜(r) ≤ e−(νλ−δ)r . (4.5)
By (4.5) we have for all r ≤ R,
eνλrz2(r, θ2,−τω)‖f(·, r)‖
2
V ∗ = e
(νλ−δ)rz2(r, ω˜)eδr‖f(·, r)‖2V ∗ ≤ e
δr‖f(·, r)‖2V ∗ ,
which along with (3.22) shows that for every s ∈ R, τ ∈ R and ω ∈ Ω,∫ s
−∞
eνλrz2(r, θ2,−τω)‖f(·, r)‖
2
V ∗dr <∞. (4.6)
On the other hand, since vτ−t ∈ D(τ − t, θ2,−tω), for the first term on the right-hand side of (4.4),
we have
e−νλt‖vτ−t‖
2 ≤ e−νλt‖D(τ − t, θ2,−tω)‖
2 → 0, as t→∞.
This shows that there exists T = T (τ, ω,D) > 0 such that e−νλt‖vτ−t‖
2 ≤ 1 for all t ≥ T . Thus,
the first term on the right-hand side of (4.4) satisfies
eνλ(τ−s)e−νλt‖vτ−t‖
2 ≤ eνλ(τ−s), for all t ≥ T. (4.7)
From (4.4), (4.6) and (4.7), the lemma follows.
As an immediate consequence of Lemma 4.1, we have the following estimates on the solutions of
problem (3.10)-(3.13).
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Lemma 4.2. Suppose (3.19) and (3.22) hold. Then for every τ ∈ R, ω ∈ Ω and D = {D(τ, ω) :
τ ∈ R, ω ∈ Ω} ∈ D, there exists T = T (τ, ω,D) > 0 such that for every k ≥ 0 and for all t ≥ T + k,
the solution v of problem (3.10)-(3.13) with ω replaced by θ2,−τω satisfies
‖v(τ − k, τ − t, θ2,−τω, vτ−t)‖
2 ≤ eνλk +
2
ν
eνλ(k−τ)
∫ τ−k
−∞
eνλrz2(r, θ2,−τω)‖f(·, r)‖
2
V ∗dr,
where vτ−t ∈ D(τ − t, θ2,−tω).
Proof. Given τ ∈ R and k ≥ 0, let s = τ − k. Let T = T (τ, ω,D) be the positive constant claimed
in Lemma 4.1. If t ≥ T + k, then we have t ≥ T and s ≥ τ − t. Thus, the desired result follows
from Lemma 4.1.
Next, we prove the D-pullback asymptotic compactness of the solutions of problem (3.10)-(3.13).
For this purpose, we need the following weak continuity of solutions in initial data, which can be
established by the standard methods as in [18].
Lemma 4.3. Suppose (3.19) holds and f ∈ L2loc(R, V
∗). Let τ ∈ R, ω ∈ Ω, vτ , vτ,n ∈ H for all
n ∈ N. If vτ,n ⇀ vτ in H, then the solution v of problem (3.10)-(3.13) has the properties:
v(r, τ, ω, vτ,n)⇀ v(r, τ, ω, vτ ) in H for all r ≥ τ,
and
v(·, τ, ω, vτ,n)⇀ v(·, τ, ω, vτ ) in L
2((τ, τ + T ), V ) for every T > 0.
The next lemma is concerned with the pullback asymptotic compactness of problem (3.10)-(3.13).
Lemma 4.4. Suppose (3.19) and (3.22) hold. Then for every τ ∈ R, ω ∈ Ω, D = {D(τ, ω) : τ ∈
R, ω ∈ Ω} ∈ D and tn → ∞, v0,n ∈ D(τ − tn, θ2,−tnω), the sequence v(τ, τ − tn, θ2,−τω, v0,n) of
solutions of problem (3.10)-(3.13) has a convergent subsequence in H.
Proof. It follows from Lemma 4.2 with k = 0 that, there exists T = T (τ, ω,D) > 0 such that for
all t ≥ T ,
‖v(τ, τ − t, θ2,−τω, vτ−t)‖
2 ≤ 1 +
2
ν
e−νλτ
∫ τ
−∞
eνλrz2(r, θ2,−τω)‖f(·, r)‖
2
V ∗dr, (4.8)
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with vτ−t ∈ D(τ − t, θ2,−tω). Since tn →∞, there exists N0 ∈ N such that tn ≥ T for all n ≥ N0.
Due to v0,n ∈ D(τ − tn, θ2,−tnω), we get from (4.8) that for all n ≥ N0,
‖v(τ, τ − tn, θ2,−τω, v0,n)‖
2 ≤ 1 +
2
ν
e−νλτ
∫ τ
−∞
eνλrz2(r, θ2,−τω)‖f(·, r)‖
2
V ∗dr. (4.9)
By (4.9) there exists v˜ ∈ H and a subsequence (which is not relabeled) such that
v(τ, τ − tn, θ2,−τω, v0,n)⇀ v˜ in H. (4.10)
We now prove that the weak convergence of (4.10) is actually a strong convergence, which will
complete the proof. Note that (4.10) implies
lim inf
n→∞
‖v(τ, τ − tn, θ2,−τω, v0,n)‖ ≥ ‖v˜‖. (4.11)
So we only need to show
lim sup
n→∞
‖v(τ, τ − tn, θ2,−τω, v0,n)‖ ≤ ‖v˜‖. (4.12)
We will establish (4.12) by the method of energy equations due to Ball [3]. Given k ∈ N we have
v(τ, τ − tn, θ2,−τω, v0,n) = v(τ, τ − k, θ2,−τω, v(τ − k, τ − tn, θ2,−τω, v0,n)). (4.13)
For each k, let Nk be large enough such that tn ≥ T + k for all n ≥ Nk. Then it follows from
Lemma 4.2 that for n ≥ Nk,
‖v(τ − k, τ − tn, θ2,−τω, v0,n)‖
2 ≤ eνλk +
2
ν
eνλ(k−τ)
∫ τ−k
−∞
eνλrz2(r, θ2,−τω)‖f(·, r)‖
2
V ∗dr,
which shows that, for each fixed k ∈ N, the sequence v(τ − k, τ − tn, θ2,−τω, v0,n) is bounded in H.
By a diagonal process, one can find a subsequence (which we do not relabel) and a point v˜k ∈ H
for each k ∈ N such that
v(τ − k, τ − tn, θ2,−τω, v0,n)⇀ v˜k in H. (4.14)
By (4.13)-(4.14) and Lemma 4.3 we get that for each k ∈ N,
v(τ, τ − tn, θ2,−τω, v0,n)⇀ v(τ, τ − k, θ2,−τω, v˜k) in H, (4.15)
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and
v(·, τ−k, θ2,−τω, v(τ−k, τ−tn, θ2,−τω, v0,n))⇀ v(·, τ−k, θ2,−τω, v˜k) in L
2((τ−k, τ), V ). (4.16)
By (4.10) and (4.15) we have
v(τ, τ − k, θ2,−τω, v˜k) = v˜. (4.17)
Note that (4.1) implies that
d
dt
‖v‖2 + νλ‖v‖2 + ψ(v) = 2z(t, ω)〈f(·, t), v〉, (4.18)
where ψ is a functional on V given by
ψ(v) = 2ν‖Dv‖2 − νλ‖v‖2, for all v ∈ V.
By (3.19) we see that
ν‖Dv‖2 ≤ ψ(v) ≤ 2ν‖Dv‖2, for all v ∈ V.
This indicates that ψ(·) is an equivalent norm of V . It follows from (4.18) that for each ω ∈ Ω,
s ∈ R and τ ≥ s,
‖v(τ, s, ω, vs)‖
2 = eνλ(s−τ)‖vs‖
2 −
∫ τ
s
eνλ(r−τ)ψ(v(r, s, ω, vs))dr
+ 2
∫ τ
s
eνλ(r−τ)z(r, ω)〈f(·, r), v(r, s, ω, vs)〉dr. (4.19)
By (4.17) and (4.19) we find that
‖v˜‖2 = ‖v(τ, τ − k, θ2,−τω, v˜k)‖
2 = e−νλk‖v˜k‖
2 −
∫ τ
τ−k
eνλ(r−τ)ψ(v(r, τ − k, θ2,−τω, v˜k))dr
+ 2
∫ τ
τ−k
eνλ(r−τ)z(r, θ2,−τω)〈f(·, r), v(r, τ − k, θ2,−τω, v˜k)〉dr. (4.20)
Similarly, by (4.13) and (4.19) we obtain that
‖v(τ, τ − tn, θ2,−τω, v0,n)‖
2 = ‖v(τ, τ − k, θ2,−τω, v(τ − k, τ − tn, θ2,−τω, v0,n))‖
2
= e−νλk‖v(τ − k, τ − tn, θ2,−τω, v0,n)‖
2
−
∫ τ
τ−k
eνλ(r−τ)ψ(v(r, τ − k, θ2,−τω, v(τ − k, τ − tn, θ2,−τω, v0,n)))dr
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+ 2
∫ τ
τ−k
eνλ(r−τ)z(r, θ2,−τω)〈f(·, r), v(r, τ − k, θ2,−τω, v(τ − k, τ − tn, θ2,−τω, v0,n))〉dr. (4.21)
We now consider the limit of each term on the right-hand side of (4.21) as n → ∞. For the first
term, by (4.4) with s = τ − k and t = tn we get that
e−νλk‖v(τ − k, τ − tn, θ2,−τω, v0,n)‖
2
≤ e−νλtn‖v0,n‖
2 +
2
ν
e−νλτ
∫ τ−k
−∞
eνλrz2(r, θ2,−τω)‖f(·, r)‖
2
V ∗dr. (4.22)
Since v0,n ∈ D(τ − tn, θ2,−tnω) we have
e−νλtn‖v0,n‖
2 ≤ e−νλtn‖D(τ − tn, θ2,−tnω)‖
2 → 0 as n→∞,
which along with (4.22) shows that
lim sup
n→∞
e−νλk‖v(τ − k, τ − tn, θ2,−τω, v0,n)‖
2
≤
2
ν
e−νλτ
∫ τ−k
−∞
eνλrz2(r, θ2,−τω)‖f(·, r)‖
2
V ∗dr. (4.23)
By (4.16) we find that
lim
n→∞
∫ τ
τ−k
eνλ(r−τ)z(r, θ2,−τω)〈f(·, r), v(r, τ − k, θ2,−τω, v(τ − k, τ − tn, θ2,−τω, v0,n))〉dr
=
∫ τ
τ−k
eνλ(r−τ)z(r, θ2,−τω)〈f(·, r), v(r, τ − k, θ2,−τω, v˜k)〉dr, (4.24)
and
lim inf
n→∞
∫ τ
τ−k
eνλ(r−τ)ψ(v(r, τ − k, θ2,−τω, v(τ − k, τ − tn, θ2,−τω, v0,n)))dr
≥
∫ τ
τ−k
eνλ(r−τ)ψ(v(r, τ − k, θ2,−τω, v˜k))dr. (4.25)
Note that (4.25) implies that
lim sup
n→∞
−
∫ τ
τ−k
eνλ(r−τ)ψ(v(r, τ − k, θ2,−τω, v(τ − k, τ − tn, θ2,−τω, v0,n)))dr
≤ −
∫ τ
τ−k
eνλ(r−τ)ψ(v(r, τ − k, θ2,−τω, v˜k))dr. (4.26)
Taking the limit of (4.21) as n→∞, by (4.23), (4.24) and (4.26) we obtain that
lim sup
n→∞
‖v(τ, τ − tn, θ2,−τω, v0,n)‖
2 ≤
2
ν
e−νλτ
∫ τ−k
−∞
eνλrz2(r, θ2,−τω)‖f(·, r)‖
2
V ∗dr
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−∫ τ
τ−k
eνλ(r−τ)ψ(v(r, τ − k, θ2,−τω, v˜k))dr
+ 2
∫ τ
τ−k
eνλ(r−τ)z(r, θ2,−τω)〈f(·, r), v(r, τ − k, θ2,−τω, v˜k)〉dr. (4.27)
It follows from (4.20) and (4.27) that
lim sup
n→∞
‖v(τ, τ − tn, θ2,−τω, v0,n)‖
2 ≤ ‖v˜‖2 +
2
ν
e−νλτ
∫ τ−k
−∞
eνλrz2(r, θ2,−τω)‖f(·, r)‖
2
V ∗dr. (4.28)
Let k →∞ in (4.28) to yield
lim sup
n→∞
‖v(τ, τ − tn, θ2,−τω, v0,n)‖
2 ≤ ‖v˜‖2. (4.29)
By (4.10)-(4.11) and (4.29) we find that
lim
n→∞
v(τ, τ − tn, θ2,−τω, v0,n) = v˜ in H.
This completes the proof.
5 Existence of Pullback Attractors
In this section, we establish the existence of D-pullback attractors for the Navier-Stokes equations
(3.1)-(3.2). Based on the uniform estimates on the solutions of problem (3.10)-(3.13), we first show
that the cocycle Φ associated with the stochastic system (3.1)-(3.4) has a measurable D-pullback
absorbing set in H, and then prove the D-pullback asymptotic compactness of Φ.
Lemma 5.1. Suppose (3.19) and (3.22) hold. Then for every τ ∈ R, ω ∈ Ω and D = {D(τ, ω) :
τ ∈ R, ω ∈ Ω} ∈ D, there exists T = T (τ, ω,D) > 0 such that for all t ≥ T , the solution u of
problem (3.1)-(3.4) with ω replaced by θ2,−τω satisfies
‖u(τ, τ − t, θ2,−τω, uτ−t)‖
2
≤ z−2(τ, θ2,−τω) +
2
ν
z−2(τ, θ2,−τω)
∫ τ
−∞
eνλ(r−τ)z2(r, θ2,−τω)‖f(·, r)‖
2
V ∗dr,
where uτ−t ∈ D(τ − t, θ2,−tω).
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Proof. Given D = {D(τ, ω) : τ ∈ R, ω ∈ Ω} ∈ D, for each τ ∈ R and ω ∈ Ω, denote by
D˜(τ, ω) = {v ∈ H : ‖v‖ ≤ |z(τ, θ2,−τω)| ‖D(τ, ω)‖}. (5.1)
Let D˜ be a family corresponding to D which consists of the sets given by (5.1), i.e.,
D˜ = {D˜(τ, ω) : D˜(τ, ω) is defined by (5.1), τ ∈ R, ω ∈ Ω}. (5.2)
We now prove D˜ is tempered in H for D ∈ D. Given c > 0, by (3.7) we find that for each ω ∈ Ω,
there exists R > 0 such that for all r ≥ R,
| − αω(−r)| ≤
1
2
cr. (5.3)
Since D ∈ D, we get from (5.3) that
e−cr‖D˜(τ − r, θ2,−rω)‖ = e
−cr|z(τ − r, θ2,−τω)| ‖D(τ − r, θ2,−rω)‖
≤ eαω(−τ)e−
1
2
cr‖D(τ − r, θ2,−rω)‖ → 0, as r →∞,
which shows that D˜ ∈ D. Since uτ−t ∈ D(τ − t, θ2,−tω), by (3.9) we know that
‖vτ−t‖ = ‖z(τ − t, θ2,−τω) uτ−t‖ ≤ |z(τ − t, θ2,−τω)| ‖D(τ − t, θ2,−tω)‖,
which along with (5.1) implies that vτ−t ∈ D˜(τ − t, θ2,−tω). Since D˜ is tempered, it follows from
Lemma 4.2 with k = 0 that there exists T = T (τ, ω,D) > 0 such that for all t ≥ T ,
‖v(τ, τ − t, θ2,−τω, vτ−t)‖
2 ≤ 1 +
2
ν
∫ τ
−∞
eνλ(r−τ)z2(r, θ2,−τω)‖f(·, r)‖
2
V ∗dr,
which along with (3.9) completes the proof.
Lemma 5.2. Suppose (3.19) and (3.23) hold. Then the continuous cocycle Φ associated with
problem (3.1)-(3.4) has a closed measurable D-pullback absorbing set K = {K(τ, ω) : τ ∈ R, ω ∈ Ω}
∈ D.
Proof. Given τ ∈ R and ω ∈ Ω, denote by
K(τ, ω) = {u ∈ H : ‖u‖2 ≤M(τ, ω)}, (5.4)
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where M(τ, ω) is given by
M(τ, ω) = z−2(τ, θ2,−τω) +
2
ν
z−2(τ, θ2,−τω)
∫ τ
−∞
eνλ(r−τ)z2(r, θ2,−τω)‖f(·, r)‖
2
V ∗dr. (5.5)
Since for each τ ∈ R, M(τ, ·) : Ω → R is (F ,B(R))-measurable, we know that K(τ, ·) : Ω → 2H
is a measurable set-valued mapping. It follows from Lemma 5.1 that, for each τ ∈ R, ω ∈ Ω and
D ∈ D, there exists T = T (τ, ω,D) > 0 such that for all t ≥ T ,
Φ(t, τ − t, θ2,−tω,D(τ − t, θ2,−tω)) = u(τ, τ − t, θ2,−τω,D(τ − t, θ2,−tω)) ⊆ K(τ, ω).
Therefore, K = {K(τ, ω) : τ ∈ R, ω ∈ Ω} will be a closed measurable D-pullback absorbing set of
Φ in H if one can show that K belongs to D. For each τ ∈ R, ω ∈ Ω and r > 0, by (5.4) we have
‖K(τ − r, θ2,−rω)‖ ≤
1
z(τ − r, θ2,−τω)
√
1 +
2
ν
∫ τ−r
−∞
eνλ(s−τ+r)z2(s, θ2,−τω)‖f(·, s)‖2V ∗ds
≤ e−αω(−τ)eαω(−r)
√
1 +
2
ν
∫ 0
−∞
eνλsz2(s+ τ − r, θ2,−τω)‖f(·, s + τ − r)‖2V ∗ds
≤ e−αω(−τ)eαω(−r)
(
1 +
√
2
ν
∫ 0
−∞
e(νλ−δ)sz2(s+ τ − r, θ2,−τω)eδs‖f(·, s+ τ − r)‖2V ∗ds
)
. (5.6)
Let c be an arbitrary positive number and ε = min{νλ− δ, 12c}. By (3.7) we see that there exists
N1 > 0 such that
| − 2α ω(p)| ≤ −εp for all p ≤ −N1. (5.7)
Let s ≤ 0 and r ≥ N1. Then p = s− r ≤ −N1 and hence it follows from (5.7) that
− 2α ω(s− r) ≤ −ε(s − r), for all s ≤ 0 and r ≥ N1. (5.8)
By (5.8) we have, for all s ≤ 0 and r ≥ N1,
e(νλ−δ)sz2(s+ τ − r, θ2,−τω) ≤ e
(νλ−δ)se2αω(−τ)e−2αω(s−r) ≤ e2αω(−τ)eεr. (5.9)
From (5.6), (5.7) and (5.9) we get that, for all r ≥ N1,
‖K(τ − r, θ2,−rω)‖ ≤ e
εr−αω(−τ) +
√
2
ν
e
3
2
εr
(∫ 0
−∞
eδs‖f(·, s + τ − r)‖2V ∗ds
) 1
2
≤ e
1
2
cr−αω(−τ) +
√
2
ν
e
3
4
cr
(∫ 0
−∞
eδs‖f(·, s+ τ − r)‖2V ∗ds
) 1
2
, (5.10)
where we have used the fact ε ≤ 12c. It follows from (5.10) that, for all r ≥ N1,
e−cr‖K(τ − r, θ2,−rω)‖ ≤ e
− 1
2
cr−αω(−τ) +
√
2
ν
e−
1
4
cr
(∫ 0
−∞
eδs‖f(·, s + τ − r)‖2V ∗ds
) 1
2
≤ e−
1
2
cr−αω(−τ) +
√
2
ν
e−
1
4
cτ
(
e
1
2
c(τ−r)
∫ 0
−∞
eδs‖f(·, s + τ − r)‖2V ∗ds
) 1
2
,
which along with (3.23) shows that for every positive constant c,
lim
r→∞
e−cr‖K(τ − r, θ2,−rω)‖ = 0,
and hence K = {K(τ, ω) : τ ∈ R, ω ∈ Ω} is tempered. This completes the proof.
We now prove the D-pullback asymptotic compactness of solutions of the stochastic equations
(3.1)-(3.2).
Lemma 5.3. Suppose (3.19) and (3.23) hold. Then the continuous cocycle Φ associated with
problem (3.1)-(3.4) is D-pullback asymptotically compact in H, that is, for every τ ∈ R, ω ∈ Ω,
D = {D(τ, ω) : τ ∈ R, ω ∈ Ω} ∈ D, and tn → ∞, u0,n ∈ D(τ − tn, θ2,−tnω), the sequence
Φ(tn, τ − tn, θ2,−tnω, u0,n) has a convergent subsequence in H.
Proof. Since D ∈ D and u0,n ∈ D(τ − tn, θ2,−tnω), by the proof of Lemma 5.1 we find that for each
n ∈ N, v0,n = z(τ − tn, θ2,−τω)u0,n ∈ D˜(τ − tn, θ2,−tnω), where D˜ ∈ D is the family defined by (5.2).
Then it follows from Lemma 4.4 that the sequence v(τ, τ − tn, θ2,−τω, v0,n) of solutions of problem
(3.10)-(3.13) has a convergent subsequence in H. By (3.9) we have
u(τ, τ − tn, θ2,−τω, u0,n) =
1
z(τ, θ2,−τω)
v(τ, τ − tn, θ2,−τω, v0,n),
and hence the sequence u(τ, τ − tn, θ2,−τω, u0,n) has a convergent subsequence in H. This implies
Φ(tn, τ − tn, θ2,−tnω, u0,n) has a convergent subsequence in H.
We are now in a position to present the main result of the paper, that is, the existence of tempered
pullback attractors for the stochastic Navier-Stokes equations.
21
Theorem 5.4. Suppose (3.19) and (3.23) hold. Then the continuous cocycle Φ associated with
problem (3.1)-(3.4) has a unique D-pullback attractor A = {A(τ, ω) : τ ∈ R, ω ∈ Ω} ∈ D in H.
Moreover, for each τ ∈ R and ω ∈ Ω,
A(τ, ω) = Ω(K, τ, ω) =
⋃
B∈D
Ω(B, τ, ω) (5.11)
= {ψ(0, τ, ω) : ψ is any D−complete orbit of Φ}. (5.12)
Proof. By Lemma 5.2 we know that Φ has a closed measurable D-pullback absorbing set in H. On
the other hand, by Lemma 5.3 we know that Φ is D-pullback asymptotically compact. Then it
follows from Proposition 2.10 that Φ has a unique D-pullback attractor A in H and the structure
of A is given by (5.11)-(5.12).
We now discuss the existence of periodic pullback attractors for problem (3.1)-(3.4). Suppose
f : R→ V ∗ is a periodic function with period T > 0. If, in addition, f ∈ L2loc(R, V
∗), then one can
verify that f satisfies (3.23) for any δ > 0. In this case, for every u˜ ∈ H, t ≥ 0, τ ∈ R and ω ∈ Ω,
we have that
Φ(t, τ + T, ω, u˜) = u(t+ τ + T, τ + T, θ2,−τ−Tω, u˜) = u(t+ τ, τ, θ2,−τω, u˜). = Φ(t, τ, ω, u˜).
By Definition 2.1, we find that Φ is periodic with period T . Let D ∈ D and DT be the T -translation
of D. Then for every c > 0, s ∈ R and ω ∈ Ω,
lim
r→∞
e−cr‖D(s− r, θ2,−rω)‖
2 = 0. (5.13)
In particular, for s = τ + T with τ ∈ R, we get from (5.13) that
lim
r→∞
e−cr‖DT (τ − r, θ2,−rω)‖
2 = lim
r→∞
e−cr‖D(τ + T − r, θ2,−rω)‖
2 = 0. (5.14)
From (5.14) we see that DT ∈ D, and hence D is T -translation closed. Similarly, one may check
that D is also −T -translation closed. Therefore we find that D is T -translation invariant. By
Proposition 2.11, the periodicity of the D-pullback attractor of problem (3.1)-(3.4) follows.
Theorem 5.5. Let f : R → V ∗ be periodic with period T > 0 and f ∈ L2((0, T ), V ∗). If (3.19)
holds, then the continuous cocycle Φ associated with problem (3.1)-(3.4) has a unique D-pullback
attractor A ∈ D in H, which is periodic with period T .
22
In the present paper, we have discussed the pullback attractors of the two-dimensional stochastic
Navier-Stokes equations with non-autonomous deterministic force. It is also interesting to con-
sider the same problem for the three-dimensional Navier-Stokes equations, where the uniqueness
of solutions does not hold anymore. In this case, the author believes that the idea of multivalued
dynamical systems developed in [10] can be extended to study the pullback attractors of the three-
dimensional equations with non-autonomous deterministic force. The author will pursue this line
of research in the future.
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