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ABSTRACT 
Reflections and spinors on a Minkowski space are obtained by the methods of 
Cartan. The group of all such reflection transformations has as its subgroup the 
Poincare group of Lorentz transformations. Two types of spinors are shown to exist for 
a Minkowski space. Spinor reflections and Lorentz transformations exist for both types 
of spinors. Associated with these spinors are two Hermitian, orthogonal projection 
operators which together spectrally resolve the identity operator of a two-dimensional 
complex vector space. These spinors and their associated projection operators are 
applied to find the structure of a 4 X 4 matrix G which is equivalent to the relativistic 
conservation law of the energy and momentum of a single moving particle. These 
spinor-calculus procedures demonstrate that G is singular of rank 2, and as a 
consequence the solutions of Ge = 0 consists of all bispinor elements of the null 
space of G. This equation and its solutions are equivalent to those of Dirac’s 
quantum-mechanical equation of an electron in the Fourier domain of frequency and 
wavenumber. Finally some properties of 2-spinors and 4-spinors found herein are 
shown to extend naturally to n dimensions. 
1. INTRODUCTION 
Elie Cartan discovered spinors in 1910 in his mathematical study of linear 
representations of groups [l]. Much later, in a series of lectures in [l, Chapter 
41, he endeavored to give a geometrical definition of a spinor which is based 
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on a three-dimensional Cartesian space with three complex-valued compo- 
nents. On such a space Cartan conceived a spinor to be a certain type of 
factorization of an isotropic or zero-length 3-vector, g = [x,, x2, xBIT, i.e. a 
vector which satisfies 
)?I2 = xf + xi + xf = 0, (1.1) 
where superscript T represents matrix transpose and I xl denotes the “length” 
of the vector _x. Specifically, the spinor associated with the isotropic vector x 
was a pair of complex numbers 5,) and <, which were related to the 
components of isotropic vector _x by 
A solution of these equations was expressed in vector form as follows: 
J= p. 
[ 11 
(1.2) 
Evidently Cartan’s concept of a spinor does not work if the components of 
the Cartesian 3-vector x are real, since in this case the components of an 
isotropic vector are identically zero. Since spinors are so important to physics 
in both three and four dimensions, one purpose of this paper is to reconcile 
the concept of a spinor as conceived by Car-tan with the Pauli spinors of 
modem physics. To accomplish this goal, Cartan’s approach to spinors is 
introduced here on a real four-dimensional space, called a Minkowski space, 
rather than on Cartan’s three-dimensional complex space as outlined above. 
The physical origins of a Minkowski space are described here briefly for 
motivation. Let (x,, x2, x,) correspond to the rectangular coordinates 
(X, y, z) of p osr Ion in a Cartesian S-space. Also define the fourth coordinate, ‘t’ 
x0 = ct, (1.3) 
to be the distance traveled by an impulse or flash of light in t seconds, where 
c is the velocity of light, say, in meters per second. Albert Einstein in 
[2, p. 381 calls x0 in (1.3) the light-time distance. Also, he, as well as 
Minkowski before him, defined the $-vector 
x = [X”, x1, x2, x31, (1.4) 
to be the “position” (in time and space) of some physical event. 
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One such physical event is a flash of light emitted from position x0 = 
(ct,,, x0> !/o> “0 ). The equation of the wavefront of this impulse of light is 
evidently an expanding sphere in time and space of the form 
c’( t - t,,y - (x - I$ - ( !j - t/,JP - (2 - z,,)” = N( -2_ - _xo) = 0, 
( 1.5) 
where 
(1.6) 
denotes what is called a Minkowski norm of the 4-vector .T. The space or set 
of all 4-vectors _x given in (1.4), with such a “signed’ norm (or distance 
squared) as is given in (1.5), is called a Minkowski space. 
When Cartan introduced spinors on a three-dimensional complex space, 
he found it convenient to associate a 3-vector z with a 2 X 2 matrix X. A 
similar correspondence is made now for the 4-vector z in (1.4) with a 
Hermitian 2 x 2 matrix X, in such a manner that the determinant of X is 
equal to the Minkowski norm of s, given in (1.5). Evidently one such 
associated matrix is obtained by letting 
since 
det( X) = xi - ~7 - xi - xf = N( n_), (1.8) 
where det(.) denotes the determinantal operation; e.g. see [3]. 
Clearly the correspondence in (1.7) sets up an isomorphism between the 
vector space of all z and the vector space of all matrices X of the form given 
in (1.6). This makes it possible to use _x and X interchangeably and to refer 
to the matrix X as the “vector X” when it is convenient to do so. These facts 
allow one also to further simplify the notation by extending (1.8) to 
N(X) = N(x), (1.9) 
namely, the norm of the matrix X, as well. 
Again following Minkowski and Einstein (e.g. see [2, pp. 38, 39]), under 
the correspondence x ++ X in (1.7) a vector X of a Minkowski space with a 
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norm defined by (1.6), (1.71, and (1.9) is called, respectively, timelike, null, or 
spacelike if 
N(X) > 0, N(X) = 0, or N(X) < 0. (1.10) 
By (1.51, (1.6), and (1.9), a position 4-vector x c, X is called a “null” position 
if it belongs to the four-dimensional manifold consisting of the expanding 
sphere of light which originated as a flash at the origin X = 0. If one of the 
spatial coordinates xi (i = 1,2,3) is suppressed, this expanding sphere 
becomes an expanding circle of light, called a light cone, in the time 
coordinate x0 and the two remaining spatial coordinates. Hence the null 
space, or space of isotropic vectors, is the set 
MO = (x E MI N( X) = o}, (1.11) 
where 
-CQ<xj<~,0<i<3 (1.12) 
is the Minkowski set, or space of all _x w X. Similarly, one defines the 
timelike and spacelike spaces (sets) by 
MT= {XEMIN(X)>O}, M,={XEMIN(X) 
Evidently by (l.ll), (1.12), and (1.13) the Minkowski space M 
union of the subspaces (sets) MO, M,, and M,, i.e., 
M = MO U M, U M,. 
< 0). (1.13) 
is the disjoint 
(1.14) 
For more properties of the Hermitian symmetric matrix X @ _x in the 
Minkowski space M, see [3, Section 31, where X is called a Minkowski 
quatemion because of its close relationship with a Hamilton quatemion (see 
131). 
The next section is devoted to the definition and development of reflec- 
tions on the Minkowski space M defined in (1.12). The treatment of 
reflections given here is an extension of Cartan’s treatment in [l, Chapter 41 
for three complex dimensions. This approach to reflections on M makes use 
of the following important theorem proved by Cartan in [l, Chapter 11. 
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THEOREM 1.1 (Car-tan). Any rotation of a vector in either a real or a 
complex n-dimensional vector space is the product (or composition) of an 
even number < n of reflections. 
2. REFLECTIONS IN A MINKOWSKI SPACE 
The matrix representations of the 4-vector of a Minkowski space M is 
used in this section to represent reflections, reversals, and rotations in M. In 
order to accomplish this, the method of Cartan for n-dimensional vectors, 
given in [l, Chapter 11, is presented next to obtain the reflected n-vector g’ 
of some n-vector _x about some plane r. 
Following Cartan, suppose rr to be a plane which intersects the origin of 
the coordinates and has as its normal vector some nonzero vector a. Next let 
g be any n-vector, and y’ be the reflection of _x in plane V. Then the 
reflected vector z’ is related to n_ by the following two geometric relations: 
(i) n_ ’ - _x is perpendicular to the plane rr. 
(ii) z ’ + _x lies in the plane rr. 
By (i), the n-vector -2_’ - x is proportional to the vector a, so that 
s ‘=r+ha _) (2-I) 
where A is some constant to be determined. Next, by (ii) and (2.0, 
0 = (x + x’) *g = (2_x + Ag) .a, - - 
where 5 1 y denotes the inner product between the n-vectors 1~ and y. 
Solving fo; h and substituting into (2.1) yields finally 
g*g 
x ‘=_x-2-a 
a*a- - - 
(2.2) 
as the reflected n-vector x’ of an n-vector _x in terms of _a, the n-vector 
normal to the reflecting plane rr. 
The above formula in (2.2) for a reflection in an n-dimensional space with 
an inner product is specialized now to the Minkowski space M in terms of 
the 2 X 2 matrices of the correspondence in (1.7). To achieve this it is 
necessary to introduce some further properties of the Hermitian matrix 
X t, x in (1.7). First one has the important relation 
X * x’ = [det( X)] I = 1x1’1 (2.3) 
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between matrices X and X, where 
-x1 + ix, 
x0 + x3 1 
(2.4 
is the matrix adjoint of X, and I denotes the 2 X 2 unit matrix. Also it is easy 
to verify the linear relation 
Adj( B + C) = Adj( B) + Adj(C) (2.5) 
for the adjoint of the sum of any two 2 X 2 matrices B and C. 
Next let _x and y be the two n-vectors which correspond, respectively, to 
matrices X and Y i; the Minkowski space M. The usual signed inner product 
of z and y in a Minkowski space satisfies the identity 
_x’_y = XOYO - XlYl - XnYz - x3y3 =; I_x +_yl' ( - Id2 - 1~1’). (2.6) 
Thus by (2.3), (2.5), and (2.6) the inner product in (2.2), when multiplied by 
the 2 X 2 identity matrix, yields 
(_x*_y)Z = k(Iz + y12 - l_xl2 - ly12)Z - 
=z ‘[(X+Y)Adj(X+Y) --XX-~] 
= +(x2 + YQ, (2.7) 
where X and 2 are, respectively, the adjoints of X and Y. 
Now let vectors _x and _a in (2.2), respectively, replace _x and y in (2.7). 
Also replace the 4-vectors g, g’, and a in (2.2) by their asso&ed 2 X 2 
matrices X, X’, and A to obtain 
a*a - - 
(2.8) 
Finally substitute the Minkowski inner product obtained in (2.7) into (2.8) to 
produce 
“=‘- N(A) -+ti+AX)A= --&,a (2.9) 
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as the 2 X 2 matrix formula for X’, the reflection of the vector X in some 
plane r, where _a * A is the nonzero vector normal to rr. Let A be a unit 
vector Q in the sense that N(Q) = k 1 is the norm of the Hermitian matrix 
Q, i.e., let 
N(Q) = det( Q) = c/i - (1: - 4; - qi = + 1. 
Then the reflection formula in (2.9) becomes 
(2.10) 
X’ = -N(Q)(QXQ). (2.11) 
Next the reflection formula in (2.11) is shown to give rise naturally to all 
reversals of the coordinates of a Minkowski space. These reversals include 
both the time and individual space coordinates as well as the simultaneous 
reversal of all space coordinates, which is called the parity operation. To show 
this it is convenient to express all X in M in terms of what are termed Pauli 
spin matrices as follows: 
M= XX= c xl?, 
il O<j<3 1 
where the Pauli spin matrices are defined by 
oo = 1, 
These matrices satisfy three important properties: 
- 
(2.12) 
0 
I 1 . 
(2.13) 
(2.14) 
(2.15) 
(2.16) 
Evidently the set of identities in (2.16) implies that the Hermitian matrices 
234 IRVING S. REED AND WOLFGANG F. KRASKE 
are unit matrices (vectors) in the sense that N(Q) = + 1, so that, as we see 
next, they can be used in (2.11) to obtain the time and space reversals of a 
Minkowski space. 
First let Q = a, = I in (2.11) to obtain 
X’ = -z$z = -2 = -[x0, -x1, -x2, -L&J. (2.17) 
Hence for this case 
X’ = [ 4, x;, x’2, xj] = [ -xg> Xl, x2, x3], (2.18) 
which is the time-reversal transformation. Next let Q = a, for k # 0. Then 
one obtains, for k # 0, using (2.12) through (2.16), 
= X(jU” - xkuk + i xj( ajuk)uk = -xkuk + i “jaj (2.19) 
l<j<3, OGj<3 
j#k j#k 
for the space reversal of the single coordinate xk. 
The simultaneous reversal of all three spatial Cartesian coordinates is 
called a parity or space reflection operation. The parity operator changes a 
right-handed system into a left-handed system. Also, a change in the parity of 
an object is independent of the original orientation of the Cartesian frame 
attached to the object. As a consequence, parity is quite important to physics, 
particularly particle physics; e.g. see [4, p. 451. 
Now it is demonstrated that the parity transformation is obtained from 
the following three reflections: 
X’ = u,kq, X” = uJ’u2, x !,I = u 3 $lu 3’ (2.20) 
Since the adjoint of a product of matrices is the product of their adjoints in 
reverse order, the adjoint of the second equation in (2.20) is given by 
P = C2X’iF, = u2X’u2. 
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A substitution of this equation into the last equation of (2.201, followed by a 
substitution of the first equation in (2.20) into this result, yields, using (2.15), 
the relation 
x “’ = ( CT3 CT2 CT, ) i( CT, ug a,J 
= -(a,a,o,~>X(a,~~,:~), (2.21) 
which has the form of (2.9). But again by (2.15) one has 
Hence 
X”‘= -(iZ)i(iZ) =i; 
so that (2.20) results in 
the classical parity operation. 
Consider now the mapping properties of the reflection formula in (2.11). 
First note, by taking the determinant of both sides of (2.11) that 
N(X’) =N(Q)N(i)N(Q) =N(X). (2.23) 
This relation and the fact that the transformation in (2.11) has an inverse 
imply that formula (2.9) is a one-to-one mapping of the space M, onto M,, 
the space M, onto MT, and the space M, onto M,. Thus it is reasonable to 
ask whether or not the set of such mappings is a group, where each is defined 
in terms of a transformation operator p by 
X’ = (X)P = -N(Q)Q[adj(X)lQ (2.24) 
with Q E M, and N(Q) = 1. 
To accomplish this let Q,, Q2, . . . , Q,,? be m unit Hermitian matrices in 
the sense of (2.101, which are normal to planes r,, 7~~, . . . , 7~ ,,,, respectively. 
Further let 
(X)P, = -N(QdQ$Qk (2.25) 
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for k = 1,2,..., m denote a sequence of reflection mappings of the type 
given in (2.11) or (2.24) where N(QL) = f 1. There are two cases to 
consider: 
Case 1: m is an even integer, i.e. m = 2n. For this case one has clearly 
(X)P, Pz ... Pzn-1 Pzn 
If one lets 
(2.27) 
then the conjugate transpose of L is 
because the Qk as well as the Qk are Hermitian for all k. Evidently also L is 
some 2 X 2 complex matrix such that N(L) = + 1. Thus every even number 
of reflections transforms (2.26) into a operator equation of the form 
(x)h=N(L)L(X)L*, (2.29) 
where N(L) = f 1. 
Note next that by Cartan’s theorem (Theorem 1.1) 2n reflections consti- 
tute n rotations of a vector X in the set MT of timelike elements of the 
Minkowski space M. This results in the single rotation operator A, given in 
(2.291, which is called a Lorentz transformation acting on M. It is verified 
readily, using (2.291, that the set of all such transformations acting on M 
satisfies the postulates of a group G,; e.g. see [3, Section 41. The above 
results of this case are summarized in the now evident theorem: 
THEOREM 2.1. Any even number 2n of rejection transformations of the 
form given in (2.24) constitutes a rotation transformation A, acting on a 
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Minkowski space M. The set of such transformations, 
G,=(h((X)A=N(L)L(X)L*,Lisa2X2matrix,N(L)= +I}, 
(2.30) 
is the group of all Lorenz transformations (rotations) which act on n 
Minkowski space M. The elemenb of G, are norm presewing and separately 
map elements of M, onto M,, elements of M, onto M,, and elements (If M,s 
onto M,. The subgroup of G, in (2.30) given by 
G, = {A(( X)h = L( X)L*, L is a 2 X 2 matrix, N(L) = I} (2.31) 
is equivalent to what is called the homogeneous Poincar6 or proper Lot-erztz 
group on M. 
Case 2: m is an odd integer, i.e. rn = 2n + 1. Using the notation of 
case 1, one has by (2.29) 
(X)PP, **. P2,1 = (X)d = [ -M(Q)QfQ]A 
= -N(LQ)LQgQL* = -N(LQ)(LQ)g(LQ)* 
= -N(H)HiH* = (x)e (2.32) 
as the form of the resulting transformation after an odd number of reflec- 
tions, where p is the (2n + l)st reflection operator, A is a Lorentz transfor- 
mation, and 
H = LQ. (2.33) 
Here L is a unimodular matrix of M which is associated with some Lorentz 
transformation (rotation), and Q is a Hermitian matrix with N(Q) = f 1. 
These facts establish the next theorem. 
THEOREM 2.2. The set of all rejlection and rotation operators ading on a 
Minkouxki space M forms a group given by 
G = {&X)0 = -N(H)HiH*, H = LQ}. (2.34) 
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where L is a 2 X 2 matrix with norm N(L) = 1, and Q is a Hermitian matrix 
with N(Q) = _t 1. The group G, in (2.30) of all Lorentz transformations is a 
proper subgroup of G, the group of all reflections. 
3. CARTAN SPINORS AND PROJECTIONS ON A 
MINKOWSKI SPACE 
In this section a complex Z-vector of form 
where $, and q2 are complex numbers, is now associated with the 4-vector 
x ++ X in a manner similar to that used by Cartan in [I] for three dimensions. 
?n order to define a Cartan spinor, two lemmas are given next which are 
concerned with the “factorization” of n X n matrices which have rank one. 
LEMMA 3.1. Let 
x12 
x22 
x n2 
. . . 
. . . 
(3.2) 
be an n x n matrix of rank one of complex numbers. Then X is rank one ijf X 
factors as follows: 
X=abT -- 2 (3.3) 
where _a and _b are n-vectors a = [a,, a2,. . . , a,,]*, _b = lb,, b,, . . . , b,l* and 
“iff” denotes “if and only if.” 
Proof. Let X be of rank one; then every row (column) is a linear 
function of some nonzero row (column). Thus X must have the form, given 
in (3.3). The converse is clearly evident. ??
LEMMA 3.2. Let X be an n X n Hermitian matrix of complex elements. 
Then X is rank-one iff 
x = t***, (34 -- 
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where t = Tr(X)/$*$, Tr(X) is the trace of X, +!I is the vector 
($&>...,$JT> aZd-$*$ is the norm of $. The vector Ic, is the single 
nonzero eigenvector of x fie eigenvalue of $-is A = Tr( X >.- - 
Proof. By Lemma 3.1, if the vector b is replaced by its complex 
conjugate, then X = _a_b* = X * = ba*. Thus by the associative law for matri- __ 
ces one obtains the identities 
Xa = (&*)_a = (~*_a)_b and Xq! = (g_h*)_b = (_b*_b)n, 
which implies the relation 
la*bl’ 
1 = (g*_a)(_b*_b) = cos2 0, (3.5) 
where 0 is the angle between the vectors g and _b. Hence 0 = 0 or n, which 
yields _b = +(b/ )_ a a, w h ere a and b are the magnitudes of vectors _a and _b, 
respectively. Thus 
x = _t baa* =Troa(l*, -- a a*a -- 
since TI(X) = _b*_a = *(b/ a a _a. >_* If g is replaced by I+II, then Xll, = 
[Tl(X)]$, so that the lemma is proved. 
- 
??
DEFINITION 3.1 (Cartan spinor). Let X be a 2 X 2 matrix of rank one. 
Then the 2 X 1 column matrix (vector) 
$= ;I, [ 1 2 (3.6) 
obtained from the factorization in (3.4 of Lemma 3.2 for n = 2, is called a 
spinor associated with X. (See [l, lo] for the origins of the spinor concept.) 
If the Hermitian matrix X f 0 in the above definition is an element of 
M,, the null space (light cone) of the Minkowski space M in (1.12), then it 
has the form 
x = t*** = t !@I & -- I 1 *ii4 *i-i, ’ (3.7) 
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where I,!I is the spinor of X in (3.6) and t = Tr(X)/#*@. Next compute the 
adjointif X in (3.7) as follows: 
-- 
adj(X) =_f=t $2 h -i&*, 
-i&IL, 1 = t&i*,ks, -- (3.8) 
where by Definition 3.1 one has 
j= 
$2 
[ 1 -3, (3.9) 
as a spinor associated with the adjoint of X. 
One might be tempted to call the spinor I,G in (3.9) the conjugate of the 
spinor $ in (3.6). However Cartan in [l, Chapter 4, pp. 39-401 already 
c@ned>he spinor conjugate to r+Q to be fl X (the complex conjugate of 
$>. As a consequence, here 4 is called the spinor adjoint of r,!~. The next 
theorem provides tests for a $&or Ic, and its spinor adjoint I,G, similar to that 
given by Cartan in [l, Section GO]Tor spinors of the complex three-dimen- 
sional Cartesian space. 
THEOREM 3.1. Let X be the Hermitin_n, rank-one, nonzero 2 X 2 matrix 
associated with a vector 5 in M, and let X be its adjoint. Then: 
(i) The spinor Cc, in (3.6) is associated with X if??* = 0. 
(ii) The spinor 5 in (3.9) is associated with x’ iff X$ = 0. - - 
Proof. The proof of case (ii) is the exact dual of case (i), so that only this 
case is proved. Let tc, be a spinor associated with X; then by (3.8) - 
x’ = t&i*: -- 
where 
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is the spinor adjoint of (1, with $r and $s being the components of spinor $ 
in (2.4). Hence 
- 
But $*$ = r,!t2$1 - (cIIG2 = 0, so that Xlc, = 0. -- 
Conversely, let $ be a spinor such th:t X(c, = 0, where .X is the adjoint 
of some rank-one Hermitian 2 X 2 matrix X.-By Lemma 3.2 there exists a 
spinor 4 such that X = t+ +* and x’ = t& c$*, where - -- -- 
so that x”tc, = t&&*J/> = 0, w ic h’ ah t is rue iff $2 $, - 4, Gn = 0, i.e. iff - --- 
4% 42 -=-= 
*1 4% 
P 
for some complex number /3. Thus 
Hence finally X = t’#$*, where t’ = tIPI”, so that by Lemma 3.2 the 
theorem is proved. -- ??
The above theorem is used next to find the effect on a spinor $, 
associated with an isotropic vector X, of a reflection in a plane n with unit 
normal vector Q. By (2.9) the reflected vector X’ or its adjoint x” is 
expressed by the formulae 
X’ = -N(Q)QkQ and X’ = -N(Q)QXQ. (3.10) 
Consider now the two operations 
(3.11) 
Theorem 3.1 is used next to demonstrate that I$’ and I$’ in (3.11) are, - - 
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respectively, the spinors associated with X’ and 2’ in (3.10) in the following 
manner: 
J?r+V = -N(Q)QXQ( kQ$) = TA;(Q)Q(Xtj) = 0, (3.12) 
X$ = -N(Q)QXQ( &Q$) = W(Q)Q( &) = 0. (3.13) 
By the above, any reflection Q applied to a spinor adjoint 17/ leads to the 
two spinors 9’ = +Q$= -04, and similarly for Q operating on $. 
Following Cartan, the s&n, for ? ’ and & ’ are defined to depend on tee 
choice of “direction” of the unit-vector 4 ++ Q normal to plane r in the 
Minkowski space M. See [l, Section 601 for a similar discussion of the 
two-valued nature of spinors for the three-dimensional complex case. 
Next, a (proper) Lorentz transformation 
9’ = w, (3.14) - 
where L, given in (2.27) and Theorem 2.1, is the matrix associated with an 
even number of reflections, can also be two-valued. To illustrate this, 
consider the simplest case of a rotation composed of a reflection Qr followed 
by another reflection Q2. One obtains, respectively, the two rotations 
9’ = *Q&P> (3.15) - 
3’ = -+@,Q,$. (3.16) - 
for the spinor 4 and its spinor adjoint 4. Proper Lorentz transformations of 
the type, given% (3.141, (3.15), and (3.1%), are called spinor transformations; 
e.g. see [5, p. 161. 
The reflection transformations in Theorem 2.2, excluding the proper 
Lorentz transformations in Theorem 2.1, constitute what might be called 
nonproper Lorentz transformations, e.g. the reversal transformations of quan- 
tum physics. The more general reflection transformations on spinors given in 
(3.11) do not appear to be defined in the literature. As a consequence it 
seems reasonable to let such reflection transformations on spinors be called 
spinor (or spin) rejlections. 
An inner product of the two spinors rC, and 4 is introduced in the 
standard manner of linear algebra as followsY - 
(y&g = 3,4 + i&4,. (3.17) 
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It is of interest to note that the somewhat modified inner product {+, 41, -- 
defined in [5, Equation 1.6.61 is obtained from the more usual inner product 
in (3.17) by means of 
(3.18) 
in terms of the spinor adjoint 4 of the spinors + and +. 
Next assume that X in L&ma 3.2 is posit&e SemTdefinite, so that one 
can choose t = 1. Then it is seen from (1.7) and (3.4) that the rank-one 
matrix 
is proportional to a perpendicular projection matrix over the two-dimensional 
unitary vector space 
v,= gg= UI 
ii [I UP ’ IA, are complex numbers (3.20) 
To see this, observe that by (3.19) 
x” = (w*)(w*) = ~(~*~)~* = (+*+)x (3.21) -- -- - -- - -- 
by the evident associativity of the spinor matrices +!I and $*, where from 
(3.19) 
*** = *,ij, + *,& = 2x, (3.22) -- 
is the norm of spinor q. Thus by (3.211, (3.221, and (3.19) the rank-one 
matrix (operator over Va given by 
1 
F=---- 
x.,/x0 - ix&, 
Y*Y 1 - X3/X,] 1 (3.23) 
satisfies the defining relation 
F” = F zz F* (3.24) 
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for F to be a perpendicular projection operator; e.g. see [6, Section 751. The 
above facts yield the next theorem. 
THEOREM 3.2. Every 2 X 2 rank-one positive semidefinite Hermitian 
matrix is expressible in the form 
x= 
x0 + x3 x, - ix, 
x1 + ix, x0 - xg 1 = 2x,F, (3.25) 
where F = #* is both a perpendicular projection matrix over V, and the 
outer produ@!!of the unit spinor vector 9 = [I&, &I” with itself. Similarly, 
the adjoint X of X is given by 
2 = 
[ 
*o -x3 --x1 + ix, 
--Xl - ix, x0 + x3 I 
= 2x($, (3.26) 
where F’ is the adjoint projection of F, which factors are the outer product 
F = c$$* with 4 = [&, -_ q,] being the adjoint unit spinor of (6. The 
projesTon opera& F and F over V, are orthogonal perpendicular projection 
operators which spectrally resolve the identity operator over V,. That is, 
F+E;:=I. (3.27) 
Proof. The first parts of the theorem follow from (3.231, (3.241, and the 
definitions of the adjoint of X in (3.8) and the adjoint spinor in (3.9). By 
(3.23), (3.26), and (3.8) the last part follows from the identity 
But by (3.9) 
Thus 
FF = F$ = 0, 
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so that F and F are orthogonal projection operator over V,. Finally, 
Hence the theorem is established. w 
By changing to polar coordinates (1s = s, cos 8, x 1 = xc, sin 8 cos 4, and 
x, = xg sin 8 sin +>, the above theorem about spinors and projections over 
Vz can be recast into the following: 
COHOL.LARY 3.1. In p&r coordinates thr, unique orthonorrnal perpen- 
dicular projection operatot-s over V, we 
e-‘+sinfI c~s2 + e e-‘+ sin +O cos +0 
1 - cos 8 e’” sin t0 cos i0 sin” + 0 
@ 1 1 1 - cos I3 -e-” sin 8 = 2 -e’+ sin 19 1 + cos 0 I 
sin” + 13 -e-” sin i0 cos $0 
= [ _ei6 sin +@ cos k0 co? + 0 (3.28) 
Th e projections F and F’ f&or, respectively, into outer products of the 
spinors 
This spinor factorization is unique. 
Proof. The verification is straightforward. For the uniqueness of the 
representations in (3.28) and (3.29) one has, by the defining relationship in 
(3.24) for a perpendicular projection operator, that the 2 X 2 matrix F must 
have the general form 
& F=; , [ 1 c (3.30) 
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where a and c real numbers and b # 0 is a complex number. Next equate 
the coefficients of both sides of F” = F to obtain the three relations 
a2 + lb? = a > o, c2 + 161’ = c > 0, and a + c = 1 
for the numbers a, b, c in (3.30). The last relation gives c = I - a. Next, by 
solving for lb12 in the first relation one obtains lb12 = a(1 - a) = UC > 0, 
which implies that 0 < a, c < 1 and b = 4-e’” for some $, 0 < $J 
< 27r. Finally, the parameter a can be set to cos’ i0 for some angle 8, and 
the corollary is established. ??
The above corollary demonstrates that the projections F and F’ and 
spinors 4 and 4 are a function only of the azimuth angle 0 and colatitude 
angle 4,i.e. the-direction cosines of a rank-one vector X. The spinors + or c$ 
are in the standard forms of the spinors of quantum physics [lo]. In &e neZ 
section these spinors and their corresponding projections are applied to 
directly derive Dirac’s equation of particle physics in quantum mechanics 
from only a single elementary principle of special relativity and the Planck- 
de Broglie law. 
4. DIRAC’S EQUATION OBTAINED FROM SPECIAL RELATIVITY 
AND CARTAN SPINOR CALCULUS 
Assume that the coordinates x,,, xi, x2, xs of 4-vector _x * X E Ma U M, 
are referred to the “fixed’ galaxies and atomic clocks. Then X is called an 
inertial frame, e.g. see [2, 3, 61. Any other frame designated by a position 
4-vector X’ which moves in a “rectilinear fashion” is also defined to be an 
inertial frame (see [7, pp. 13, 141). Einstein’s basic postulate of special 
relativity is that the laws of physics have the same form in every inertial 
frame. Thus if “points” X, and X in the first frame correspond with points 
XA and X’, respectively, in the second frame, one would expect events, such 
as a flash of light originating at point X, c, XA, to have wavefronts satisfying 
the same equation in each frame. That is, 
N(X-X,) =N(X’-Xi) =o, (4.1) 
as given in (1.6) and (1.7). 
More formally, let an inertial coordinate frame X be defined to be the 
result of a Lorentz rotation in space M and a translation, i.e. a transformation 
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of the form 
Y = N(L)LXL* + c, (4.2) 
where C ++ c is a constant 4-vector and L is defined in Theorem 2.1. Next 
assume that point X,) corresponds to point Y, according to the formula in 
(4.2) in such a manner that their corresponding points, i.e. X, c) Y,, repre- 
sent the origins of some physical event which occur in the inertial frames X 
and Y, respectively. Then by calculations similar to that made for (2.23) it is 
readily verified that the relation 
N( Y - Y,,) = N( x - X,,) (4.3) 
always holds for the transformation in (4.2) for changing one inertial frame 
into another. 
The invariance of the Minkowski norm in (4.3) to all Lorentz-like rota- 
tions and translations in the Minkowski space A4 supplies a mathematical 
underpinning to Einstein’s hypotheses of the invariance of the speed of light 
and all other laws of physics in different inertial frames. The invariance laws 
contained in (4.3) are used next to make a relativistic connection between, 
what often is called by physicists, the Zuborutoy inertial frame X and an 
inertial frame X’ whose origin is attached to a high-speed particle; e.g. 
compare [7, Section 2.21. To accomplish this, note first that the path of a 
particle can be represented as the position vector 
x= 
ct + xg x1 - ix, 
x, + ix 2 ct - x0 
as a function of time, and differentially by 
dX = 
cdt + dx,, dx, - idx2 
dx, + idx, 1 cdt -- dx,l . 
(4.4 
(4.5) 
Next, since the spatial position of the particle does not change in the X’ 
frame. the differential of frame X’ must have the form 
dx’ = “? [ O 1 c dt’ ’ (4.6) 
248 IRVING S. REED AND WOLFGANG F. KRASKE 
where point X’ in the frame attached to the particle corresponds with point 
X in the frame of the laboratory, i.e., X’ - X by some rotation or translation 
transformation in (4.2). For the moment assume that the transformation 
relating X’ with X can be found. 
Then one can apply the invariance principle in (4.4) to dX in (4.5) and 
dX’ in (4.6) to obtain immediately 
N(dX’) = cT”( dty = (d# = N(dX) 
= (dx”y - (ax,)” - (dxg2 - (dx3)2 
= c2(dt)2[1 - (u/c)2] = pg2, 
where 
(4.7) 
is the speed, or velocity magnitude, of the particle as observed from X, the 
laboratory frame. The relation in (4.7) for the magnitude squared of a line 
element cLs along the particle path, or what often is called the world line of 
the particle, is perhaps the most fundamental concept of special relativity. It 
is believed (e.g. see [9, Chapter 31) that Albert Einstein discovered the result 
in (4.7) while telling his friend, Michele Besso, about a Gedankenexperiment 
he needed to verify this relation. The time t’, which is measured by a clock 
that moves with the particle, is called the proper time, whereas time t in the 
laboratory frame is called the normal time. 
Next we exhibit a transformation of the type in (4.2) which relates the 
inertial frame X’ of the particle with the inertial frame X of the laboratory. 
To do this, assume at time t tf t’ that the coordinates xk and r; of the two 
frames coincide for all k and that coordinate x3 is momentarily parallel to 
the path direction of the particle. That is, let 
(4.9) 
and assume the transformation 
X’ = GXG*, (4.10) 
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where G is the unimodular matrix 
G= 
[ 
e*/s 0 
0 ,-*/z 1 
with 
and 
Explrcitly, the transformation 
computed to be 
1 
cos 1= 
-’ &p” 
(4.11) 
(4.12) 
p = IL/C. (4.13) 
in (4.10), using (4.11), (4.12), and (4.131, is 
X’ = 
[ 
Xi) + x’ 3 x; - ixl, 1 
x; + ix; 4, - 4 1 
= GXG* = 
(xc, + x3)ee x, - ix, 
x1 + ix, 1 (h - xJe+ ’ 
(4.14) 
where for simplicity the dependence on time has been omitted and where $, 
determined by (4.12) is the rapidity (see e.g. [3, Section 31 for an explana- 
tion). Finally, an equating of the matrices in (4.14) yields 
4, = xc, cash + + xs sinh + = 
I$ = xc, sinh Q + xg cash $ = 
(4.15) 
x; =x, and x; =x2. 
Evidently the transformation in (4.14) or (4.15) from frame X to X’ is a 
standard Lorentz transformation, or what often is called a boost between 
these inertial frames. 
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If the path of the particle is an analytic space curve, then for a sufficiently 
small differential dX of X the same transformation holds also for X + dX, 
i.e. 
x’ + dX’ = G( X + dX)G* = GXG* + G( dX)G*. (4.16) 
Thus, subtracting (4.14) from (4.16) yields 
= G(dX)G* 
=[ 
(dx, + dx3)e9 0 
0 1 (dx, - dx3)epG ’ (4.17) 
After equating coefficients and eliminating dx, the matrix relation in (4.17) 
yields 
dx; = dx, (1 - p’)““, (4.18) 
which is the same relation given in (4.7). 
For the special case in which coordinate xs coincides with the direction 
of the tangent vector of the path of the particle, the Lorentz transformation 
in (4.8) connects the inertial frame X with the inertial frame of the particle at 
time t. More generally, if the tangent vector lies in some arbitrary direction 
in the frame X, this transformation becomes 
X’ = LxL*, (4.19) 
where 
L = HU (4.20) 
with H being the unimodular Hermitian matrix in (4.11) and U being some 
unitary rotation matrix; e.g. see [3, Section 31. Finally, the differential form of 
(4.19) is found in the same manner used to obtain (4.17). It is given by 
dx’ = L(dX)L*. (4.21) 
The differential relation in (4.21) is used next to find the transformation 
which connects Einstein’s linear momentum 4-vector P of the particle in the 
REFLECTIONS, SPINORS, AND PROJECTIONS 251 
laboratory frame X with its momentum P’ in the particle frame X’. This is 
accomplished by multiplying (4.21) by rnO, the rest mass of the particle, and 
dividing by sit’, the proper-time differential in (4.8). By (4.18) these opera- 
tions yield 
<1x ’ 
mo--- = P’ = 
mot 0 
clt’ I 1 0 mOc 
ClX 
= L rn,z L* = LPL*, 
i 1 (4.22) 
where 
P= P’o + P, 
PI + iP2 
(4.23) 
with 
(4.24) 
for k = I, 2,3. In (4.23), P is the momentum 4-vector with its components 
given in (4.24). The relation (4.22) explicitly connects the momentum P’ in 
the frame X’ of the particle with the momentum vector P in the frame X in 
terms of a Lorentz transformation, determined by L in (4.20). 
The norm (determinant) of the momentum relationship in (4.22) yields 
immediately the Hamiltonian relation 
m;c2 = (E&)” = p; - pT _ p; _ p; = ( E/c)2 _ pp _ p; _ p;, 
(4.25) 
which relates the Einstein rest energy 
E,, = moc2 (4.26) 
with the energy 
mOce 
EC--- 
1 - p2 
(4.27) 
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of the moving particle as viewed from the laboratory frame. Next, the energy 
terms are separated from the momenta in (4.25) to give 
E2 - E,2 
2 
- pf - p; - p; = 0, 
which, when the first two terms are factored and the resulting expression is 
squared, yields the relation 
(E - Eo)(E + Eo) 2 
2 
-pf - p; - p3” = 0. (4.28) 
Although (4.28) is equivalent to (4.25), it has the advantage over (4.25) of 
being reexpressible as the determinantal relation 
det([k(E-B,)Z][k(E+E,)Z] -Z’:) =O (4.29) 
of 2 x 2 matrices, since P,” = (py + pi + pi)Z, where 
p, = P.3 I Pl - iPz pl + ip2 73, 1 (4.30) 
is the matrix (vector) of the spatial components p,, p,, p, of the momentum 
vector, and Z is the 2 X 2 identity matrix. The determinant in (4.29) is in the 
form of the determinant of a 4 X 4 matrix 
M= * ’ 
[ 1 C D 
in terms of its 2 X 2 commutative block matrices. Because of the well-known 
identity for commutative square submatrices, det( M) = det( AD - BC), the 
relation (4.29) is equivalent to 
where 
det(G) = 0, (4.31) 
-9, 
(E/c + E,/c)Z 1 (4.32) 
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is a 4 X 4 matrix with P, being the 2 X 2 spatial momentum vector in (4.30). 
The fact that the 4 X 4 matrix G is singular is evidently equivalent to (4.281, 
which in turn is equivalent to the fundamental momentum relation (4.25) of 
special relativity. In the remainder of this section it is demonstrated, using 
the spinor development in Section 3, that the singularity of the matrix G in 
(4.32) implies Dirac’s equation of quantum physics in the Fourier-transform 
domain. 
To accomplish this, again use the identity P,’ = P,~Z, where 
p,s = J_. (4.33) 
Then by (4.33) the identities 
are true, so that by Theorem 3.2 one has the two relations 
Here F and @ are two orthogonal perpendicular projection matrices which 
spectrally resolve the identity, where 4 is the normalized spinor which 
factors (4.35) and 4 - is its adjoint spinor-(see Corollary 3.11 in order to put 
spinors 4 and 4 in trigonometric form). 
Next>olve the equations (4.3s) for Z and P, to obtain 
Z=F+@ and Z’,=p,(lT-@), (4.36) 
which when substituted into (4.33) yield G as the sum of two matrices as 
(E - &IF - P,, cF ppCF 
- p,scF (E+E,)F 1 (E+E,,)F . 
(4.37) 
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Note that the two matrices on the right side of (4.37) have the form of a 
Kronecker product, which is defined next. 
DEFINITION (Kronecker product). Let A = [aij] be an vn X n matrix, 
and B be any other rectangular matrix. Then the Kronecker product of A 
. 
and B is 
A @B-= [;jl; 1;; :::]. 
By the above definition of a Kronecker product, the 
(4.37) is clearly expressible by 
G=~(B@F+C+, 
where 
singular matrix G in 
(4.38) 
1 1 - E,/E 
B=2 [ - P,F/E I:‘:“$+ ’ = ;[ ~;cT;E/~ I?$E] 
(4.39) 
are 2 X 2 matrices and F and F’ are given by (4.35) and (4.36). Now by 
(4.33) and (4.25) it is evident that the determinants of the matrices B and C 
in (4.39) are both zero. As a consequence the 2 X 2 matrices B and C are 
singular. By (4.33) the identity (4.25) can be rearranged to form the identity 
(WE)” + (cp,/E)’ = 1, 
which yields 
E,,/E = cos a, (4.40) 
cpy/E = sin CY (4.41) 
for some angle (Y. 
Next a substitution of (4.40) and (4.41) into (4.39) and a use of Corollary 
3.1 yields 
l 1 - cos CY 
B=pp*=2 [ 
-sin ff 
-- - sin ff 1 1 + cos ff ’
l 1 - cos (Y c= Y-Y* = ii [ sin (Y -- sin LY 1 + cos (Y 1 (4.42) 
REFLECTIONS, SPINORS, AND PROJECTIONS 
where by Corollary 3.1 the spinors associated with 
given, respectively, by 
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the matrices B and C are 
With these results the 4 X 4 matrix G in (4.38) becomes 
G = ;( ,w* @ J@* + p* 8 as*) -- (4.44) 
explicitly in terms of the spinor 4 and its adjoint 6 defined in (4.35) and 
(4.36), respectively, and the spinors p = p( (Y > and 7 = p( - a) in (4.43). 
The matrix G in (4.32), associat;d with Einstein’s fGndamenta1 momen- 
tum relation in (4.251, is expressed above in terms of the sum of two 
Kronecker products of two different two-dimensional projection matrices. To 
study these Kronecker products in (4.44) the following well-known rule for 
Kronecker products is given next: 
PROPOSITION (Multiplication rule for Kronecker products). Let A, B, C, 
D he matrices such that A is m x n, B is p X q, C is n X r, and D is q X s. 
Then 
(A 8 B)(C 8 D) = AC @ BD. 
By the use of this rule it is readily shown that the Kronecker products 
9, = PP* @ M* and QP = yy* @ &$* (4.45) -- -- -- -- 
are idempotent and orthogonal, i.e., 
Qf=Q,=QT; Q;=Q2=Q;, 0102 = 0. 
Hence Q, and Qz are orthogonal, perpendicular projection matrices (oper- 
ators) over the four-dimensional direct sum V, = V, @ V, of the vector space 
V, with itself. Thus by the spectral theorem (e.g. see [8, Section 8.7]), the 
formula in (4.44) is the spectral decomposition of the matrix G with two 
nonzero eigenvalues. This verifies also that the rank of the 4 X 4 matrix G in 
(4.32) equals 2. 
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By Lemma 3.1 the rank-one projection matrices Qr and Q2 can be 
factored into outer products of four-vectors, which are called bispinors or 
Dirac spinors, These factorizations can be accomplished directly, but it is 
easier to utilize an extension of the above multiplication rule for Kronecker 
products to outer products of vectors, given next. 
PROPOSITION (Multiplication rule for Kronecker products of vectors). 
Let _w, y and g, _z be, respectively, pairs of m x 1 matrices (m-vectors) and 
n X 1 &&-ices (n-vectors). Then 
Proof. By the definition of a Kronecker product one obtains 
Thus the rule is verified. 
By (4.44) and the above rule one has that 
G = ?[Ql + Q,] = ““[(P Q +)(_P @ p)* + (18 $)(_y @ $)*I C c - - 
(4.46) 
is the spectral resolution of the 4 X 4 matrix G in (4.32) into the sum of two 
orthogonal 4 X 4 projection matrices, each composed of outer products of 
bispinors. Consider again the two projections 
Qz = _r_r* @ i$* = (z @ 4)(y Q $)* (4.47) -- 
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as well as the projections 
Evidently the projections Qj in (4.47) and (4.48) are Hermitian and 
orthogonal projections, i.e., QiQ,i = 0 for i #j and Q: = Q1 for 1 < i,j < 4. 
Also by (3.27), (4.471, (4.48), and the addition rules for Kronecker products, 
the relation 
holds, where I, and I, are, respectively, the 2 X 2 and 4 X 4 identity 
matrices. Hence the Qj in (4.47) and (4.48) spectrally resolve the identity 
operator over V,. Th ese facts demonstrate that Q,, Q2, Q3, and Q4 are 
mutually orthogonal perpendicular projection operators over V, (see [8, 
Section 8.71). As a consequence the eigenvectors of the projections Q,,QS, 
Q3, and Q4 are, respectively, the following bispinors (normalized 4-spinors): 
Evidently the range (R,) and null (N,) subspaces of the matrix (oper- 
ator) G in the unitary space V, are given, using (4.47), (4.48), and (4.49), by 
R, = (a,~, + CZ,J~~~,, u2 complexnumbers), 
NC; = (b, _S, + b2J4 1 b, , b, complex numbers). 
(4.50) 
The fact that the null space of G is nontrivial, i.e. not the single zero element 
of V,, leads to the following chain of equivalences: The conservation of 
momentum for a single particle in (4.25) is valid iff the matrix G in (4.32) is 
singular iff the null space No in (4.50) is nontrivial iff nontrivial solutions in 
V, of the equation 
Gj = 0 (4.51) 
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exist and all such solutions constitute the null subspace N,. It is shown next, 
with the single additional assumption of proportionality between the momen- 
tum vector P and a frequency-wave-number vector K, that Equation (4.51) 
also is equivalent to Dirac’s famous first-order wave equation of quantum 
mechanics for a single free particle. 
The above-mentioned assumption of the proportionality of P to K is 
based on the discoveries of Planck in I900 and de Broglie in I923 that 
P=hK _) -_p=hk (4.52) 
where ii = h/2r with h being Planck’s constant, and the 4-vectors p and _k 
are defined as in (1.5). Here also k, = w/c = E/tic with w being the time 
frequency of particle wave, k 1 = k, is the x component of the wavenumber 
vector, k, = k, its y component, and k, = k3 its z component. 
By the Planck-de Broglie law in (4.52) the terms of Equation (4.51) can 
be considered to be a function of either vector p or k, i.e., G = G(p) = 
G(hk)and e = t(p) = j(fi&). In the latter case Equation (4.51) can be 
obtained under the integral sign by operating on what is called the 4-vector 
wave-packet function, 
using the appropriate differential operators, where 
_x = [q). Xl> x2> x31 = [6x, y, 4 
y=[PoaP,,P,,P, 1 = [E/C> P,, P,, PZ]> 
_x’_p =xopo _“lPl -X2P2 -X3P3p 
dVr is the volume element of the components of the momentum vector p, 
the integral is over the four-dimensional Cartesian space R, of momentum, 
and e(p) is an arbitrary element of the null space N, of G. Evidently the 
4-vector q(x) in (4.53) yields Dirac’s equation of a free particle as follows: 
G(fi)qo(:) = 
( fro - m,c) z -is 
- - _i 
s I ‘p( _x) = 0, (4.54) (fo+mocU - 
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where 
ifi d 
fjo= -- 
c at’ 
where D, = d/axk for k 
put in a standard form as 
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es = h 
[ 
D:, D, - iD, 
i D, + iD, -D, 1 ’ (4.55) 
= 1,2,3. The Dirac wave equation in (4.54) can be 
follows: 
d hC 
ifixcp = I i d d d . - a,---- + a*----- + q--g + pmoc2 i d*, ax, .3 I 1 f> (4.56) 
where 
with Us being the Pauli spin matrices defined in (2.13) for k = 1,2,3; e.g. 
see [lo] and [ll]. Finally, by (4.49) (4.50), (4.51) and (4.52) a very general 
solution to the Dirac equation in (4.54) or (4.56) is given by 
cp(s> = p,(P)i3(p) + h,(p)&(_p)]e-‘i’“i’“‘PdVy’ (4.57) - - - - 
where b ,( p) and b,( p) are arbitrary functions of the momentum vector p, 
corresponding with Pin (4.24) and ls( p) and i&p) in (4.49) for each P aYe 
the two cospinor basis vectors of the null space iVo, defined in (4.50). This 
new general solution of Dirac’s equation in (4.57) will be studied elsewhere in 
more detail. 
5. REMARKS ON THE EXTENSION OF SPINORS TO 
N DIMENSIONS 
In Section 3 the two normalized spinors 1C, and r$ associated with a 
Minkowski space, as well as their projection operators, evolved from the 
outer-product factorization in Lemma 3.2 of N-dimensional Hermitian matri- 
ces of rank one, It w;fs demonstrated also that their outer products, namely 
F = ++!J* and F = @,!J*, are orthogonal projection operators which spectrally -- -- 
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resolve the identity operator over a unitary space V, of two dimensions, i.e., 
F+ti=I. 
In Section 4 the Lorentz rotations, developed in Section 3 from reflection 
operations on a Minkowski space, are applied in a manner which yields the 
transformation laws of special relativity. In differential form these same laws 
can be used to obtain the Lorentz transformation of the momentum 4-vector 
of a single moving particle. This results in the classical conservation law 
between energy and momentum of special relativity. This fundamental invari- 
ant relationship between the energy and momentum of a high-speed particle 
is shown next by linear algebra to be equivalent to the singularity of the 4 x 4 
matrix G in (4.32). 
Next the spinor projection-operator relationships found in Section 3 are 
applied to the problem of finding the detailed structure of matrix G. These 
spinor-calculus procedures demonstrate that G = (2E/cXQ, + Q2>, where 
Ql=l,lT andQ,=1,5,* with J, = p B 4, l2 = y @ 4 being bispinors: - - 
Kroneck& products ofihe spinors 4, &defined in (435) &d (4.36) and the 
spinors p and y in (4.43). If two fGl% bispinors (also called 4-spinors) are 
definedby i, = b Q 4;. ‘4 = y 8 4 [see (4.49)], then Qj = &l.* for j = 
1,2,3,4 represenT fouF4 X 4 ozho$nal projection operators o itih, a unitary 
space of four dimensions. It is shown finally that the nontrivial solutions of 
the Dirac equation in frequency space, namely, Gfi = 0, consist of all 
elements elements 1 of the null space N, = {6, & + h, J,} where b, and b, 
are complex numbers. 
_( 
The above recapitulation illuminates the fact that the 2-spinors (Cartan- 
Pauli spinors) and the 4-spinors (Dirac spinors) have quite similar properties: 
In both cases the outer products of the normalized versions of the spinors 
yield projection operators. Also, the outer products of these normalized 
spinors produce Hermitian projections whose eigenvectors have unity eigen- 
values. Finally, the outer products of any set of orthonormal basis vectors on 
V, or V, constitute a set of projection operators which spectrally resolve the 
identity operator. These facts for unitary spaces V, and V, suggest an obvious 
and immediate generalization of spinors on V,,, a unitary vector space of n 
dimensions. 
DEFINITION (n-Dimensional spinor). Let V, be an n-dimensional uni- 
tary vector space, and let {p,, qZ, . . . , ?,J be an orthonormal basis of V,. 
Then If,,?,,..., f,,} also constitutes an orthonormal set of n-spinors of V,,. 
This definition leads to the following theorem. 
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THEOHEM 5.1. Let {q,,<p, ,..., cp,,} be an orthonormal set of n-spinors 
on V,,. Then the outer prZducts E, =-(P~ C& for k = 1,2,. . . , n constitute a -- 
set of orthogonal projection operators over V,,. Also C; =, E, = I, so that the 
EL’s spectrally resolve the identity 1 over V,,. 
Proof. It is easy to show that Et = E, = E,* and E, EJ = 0 for k #j 
(k,j = 1,2,. . . , n). Thus {Ek) constitutes a set of orthogonal perpendicular 
operators over V,,; e.g. see [6, Section 751. Finally, let _r be an arbitrary 
element of V,,. Then 
for all x E V,,. Thus C[=, E, = 1, the identity element of V,,, and the 
theorem is proved. W 
The above concept of an n-spinor as a basis element of V,, seems to have 
a number of applications. To illustrate, if N is an n X n normal matrix [6] 
and cpl, qo,,..., cp, are its orthogonalized eigenvectors, then the spectral 
represen&tion ofN is evidently given by N = Z:;t = , A, E, , where Ej = %& 
for j = 1,2,. . . , n. Other related generalizations of the original spinor con- 
cepts of Cartan and Pauli are to be found elsewhere, e.g. in References [12], 
[13], and [5]. 
The authors appreciate ve y much the help qf Dr. Edward J. Kelly of the 
M.I.T. Lincoln Laboratory for his many suggestions and corrections to this 
paper. 
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