This paper presents a Nash equilibrium model where the underlying objective functions involve uncertainties and nonsmoothness. The well known sample average approximation method is applied to solve the problem and the first order equilibrium conditions are characterized in terms of Clarke generalized gradients. Under some moderate conditions, it is shown that with probability one, a statistical estimator obtained from sample average approximate equilibrium problem converges to its true counterpart. Moreover, under some calmness conditions of the generalized gradients and metric regularity of the set-valued mappings which characterize the first order equilibrium conditions, it is shown that with probability approaching one exponentially fast with the increase of sample size, the statistical estimator converge to its true counterparts. Finally, the model is applied to an equilibrium problem in electricity market.
Introduction
Let X i ⊂ IR where
k is a random vector defined on probability space (Ω, F, P ), E denotes the mathematical expectation. We make a blanket assumption that E[v i (x i , x −i , ξ)] is well defined for all x i ∈ X i and x −i ∈ X −i , i = 1, · · · ,î and an equilibrium of (1.1) exists.
Nash equilibrium models have been well studied and have found many interesting applications in economics and engineering. Our Nash equilibrium model has two specific features: one is that the underlying functions involve some random variables, the other is that these functions are not necessarily continuously differentiable with respect to the decision variables. The model reflects the stochastic nature and/or possible nonsmoothness in some practical Nash equilibrium problems such as multiple leader stochastic Stackelberg Nash-Cournot models for future market competition [10] , stochastic equilibrium program with equilibrium (SEPEC) models for electricity markets [15, 51] , Nash equilibrium model in transportation [45] and signal transmission in wireless networks [25] . Note that the SEPEC models in [10, 15, 51] are two stage Nash equilibrium problems and they can be reformulated as (1.1) only when the second stage equilibrium can be explicitly or implicitly represented by the variables at the first stage. In general circumstances, such reformulation may not be possible or desirable particularly when the second stage problem has multiple equilibria. A promising approach proposed by Henrion and Römisch [15] is to look into the M-stationary point of the two stage SEPEC model, see [15] for details.
In this paper, we are concerned with the numerical methods for solving (1.1) . In particular, we deal with the complications resulting from the randomness and nonsmoothness. Note that if one knows the distribution of ξ and can integrate out the expected value E[v i (x i , x −i , ξ)] explicitly, then the problem becomes a deterministic minimization problem. Throughout this paper, we assume that E[v i (x i , x −i , ξ)] cannot be calculated in a closed form so that we will have to approximate it through discretization.
One of the best known discretization approaches is Monte Carlo simulation based method. The basic idea of the method is to generate an independent identically distributed (i.i.d.) sample ξ 1 , · · · , ξ N of ξ and then approximate the expected value with sample average. In this context, the objective function of (1. We refer to (1.1) as true problem and (1.2) as Sample Average Approximation (SAA) problem. Naturally we will use x N as a statistical estimator of its true counterpart. SAA is a very popular method in stochastic programming. It is also known as Sample Path Optimization (SPO) method [26, 30] . There has been extensive literature on SAA and SPO. See recent work [3, 20, 26, 30, 32, 41, 8, 23, 48] and a comprehensive review by Shapiro in [40] .
Our focus here is on the convergence (also known as asymptotic consistency in some references) of x N to its true counterpart as the sample size N increases. There are essentially two ways to carry out the analysis: one is through convergence of function values, that is, the convergence of ϑ N i to E[v i (x i , x −i , ξ)] as N tends to infinity. This approach has been widely used in SAA method for stochastic optimization problems. See [40] and references therein. The other is through the convergence of derivatives of ϑ N i , that is, by considering the first order equilibrium condition of (1.2) . This approach has also been used recently in stochastic programming for analyzing convergence of stationary points of sample average optimization problems, see for instance [43, 48, 50] . There are also other ways such as epi-convergence where convergence of optimal values and solutions are investigated through the asymptotic consistency of epi-graphs of objective functions. See [20] .
In this paper, we investigate the convergence of {x N } through the first order equilibrium condition of (1.1) rather than (1.1) itself because (1.1) involvesî stochastic optimization problems where a decision variable of one problem becomes a parameter of another problem while the first order equilibrium conditions of (1.1) can be put under a unified framework of generalized equations where x i , i = 1, · · · ,î are all treated as variables. The main disadvantage of this approach is that the first order equilibrium conditions may involve set-valued mappings when v i (x i , x −i , ξ) is not continuously differentiable in x i . Note that when v i (x i , x −i , ξ), i = 1, · · · ,î, is continuously differentiable with respect to x i , the first order equilibrium condition of (1.2) reduces to a variational inequality problem or a nonlinear complementarity problem [10] .
There are two types of convergence one may consider: almost sure convergence and exponential convergence. The former concerns whether or not the statistical estimator of an SAA problem converges to its true counterpart. This type of convergence is usually obtained by applying classical uniform strong law of large numbers (SLLN) ([34, Lemma A1]) to the underlying functions which define the statistical estimator. The uniform SLLN requires the random functions to be Lipschitz continuous. More recently, the classical uniform SLLN has been extended to random upper semi-continuous random compact set-valued mappings [43, Theorem 1] . The extension allows one to analyze statistical estimators defined by set-valued mappings, e.g. stationary points characterized by Clarke generalized gradients in stochastic nonsmooth optimization. See [43, 50] .
Almost sure convergence does not tell us how fast the convergence is and exponential convergence addresses this. To obtain a rate of convergence, one may use the well known Cramer's theorem in large deviation theory [9] to investigate the probability of the deviation of a statistical estimator from its true counterpart as sample size increases and show that the probability goes to zero at exponential rate of sample size. Over the past few years, various exponential convergence results have been established for sample average approximate optimization problems and the focuses are largely on optimal solutions and/or optimal values. See for instances [21, 32, 41, 40, 42] and the references therein. Similar to almost sure convergence, exponential convergence of a statistical estimator in stochastic programming is usually obtained by the uniform exponential convergence of the underlying functions which define the estimator. It also requires some additional sensitivity conditions which ensure the deviation of a statistical estimator is bounded by that of the underlying functions defining it, see for instance, second order growth condition in [38, 32] .
In this paper, the underlying functions of (1.1) and (1.2) are not necessarily continuously differentiable and consequently their first order equilibrium conditions have to be characterized in terms of generalized gradients. We investigate both almost sure convergence and exponential convergence of {x N } through the first order equilibrium conditions. The former can be readily obtained by applying the uniform SLLN [43] . The latter is more challenging and it is indeed what this paper is mainly focused on. The main challenges and complications arise from the necessity to establish exponential convergence of sample average of the generalized gradients which characterizes {x N } in the first order equilibrium conditions.
The key steps we take to tackle the challenges and complications are as follows: we use metric regularity to obtain a bound of deviation of x N to its true counterpart by the deviation of the underlying sample average set-valued mappings from its expectation, and then transform the latter into the maximum difference of its support functions over a unit ball; finally we extend the uniform exponential convergence of Hölder continuous random functions established by Shapiro and Xu [42, Theorem 5 .1] to H-calm (from above or below) functions [31] which accommodate discontinuity at some points and apply the extended results to the support functions of sample average set-valued mappings which characterize the first order Nash equilibrium condition.
As far as we are concerned, the main contributions of this paper can be summarized as follows: we propose a general nonsmooth stochastic Nash equilibrium model and apply the well known sample average approximation method to solve it; we establish almost sure convergence and exponential convergence of Nash equilibrium estimator obtained from the sample average Nash equilibrium problem. Finally we model the competition in electricity spot market as a stochastic nonsmooth Nash equilibrium problem and use a smoothing SAA method to solve it.
Preliminaries
Throughout this paper, we use the following notation. x T y denotes the scalar products of two vectors x and y, · denotes the Euclidean norm of a vector and a compact set of vectors. If D is a compact set of vectors, then
denotes the deviation from set D 1 to set D 2 (in some references [14] it is also called excess of
, and H(D 1 , D 2 ) denotes the Hausdorff distance between the two sets, that is,
We use B(x, δ) to denote the closed ball with radius δ and center x, that is B(x, δ) := {x : x − x ≤ δ}. When δ is dropped, B(x) represents a neighborhood of point x. Finally we use B to denote the unit ball in a finite dimensional space. Finally, for a closed convex set D, we use N C (x) to denote the normal cone of D at x, that is,
For a closed set D in IR m , the support function of D is defined as
The following results are known as Hömander's formulae. 
and
Set-valued mappings
Let X be a closed subset of IR n . Recall that a set-valued mapping F : X → 2 IR m is said to be
. F is said to be uniformly compact nearx ∈ X if there is a neighborhood B(x) ofx such that the closure of x∈B(x) F (x) is compact. F is said to be upper semi-continuous atx ∈ X if for every > 0, there exists a δ > 0 such that
The following result was established by Hogan [16] . The proposition is useful because in some cases we need to establish upper semi-continuity of a set-valued mapping which is either closed or uniformly compact.
Definition 2.1 Let F : X → 2 IR m be a closed set valued mapping. Forx ∈ X andȳ ∈ F (x), F is said to be metrically regular atx forȳ if there exists a constant α > 0 such that
Here the inverse mapping F −1 is defined as F −1 (y) = {x ∈ X : y ∈ F (x)} and the minimal constant α < ∞ which makes the above inequality hold is called regularity modulus.
Metric regularity is a generalization of Jacobian nonsingularity of a (vector valued) function to set-valued mappings [29] . The property is equivalent to nonsingularity of the Mordukhovich coderivative of F atx forȳ and to Aubin's property of F −1 . For a comprehensive discussion of the history and recent development of the notion, see [12, 31] and references therein. Using the notion of metric regularity, we can analyze the sensitivity of generalized equations. Proposition 2.3 Let F, G : X → 2 IR m be two set valued mappings. Letx ∈ X and 0 ∈ F (x). Let 0 ∈ G(x) with x being close tox. Suppose that F is metrically regular atx for 0. Then
where α is the regularity modulus of F atx for 0.
Proof. Since F is metrically regular atx for 0, there exists a constant α > 0 such that
The above result can be explained as follows. Suppose we want to solve generalized equation 0 ∈ F (x). We do so by solving an approximate equation 0 ∈ G(x) where G is an approximation of F , and obtaining a solution x for the approximate equation. Suppose also that x is close to a true solutionx ∈ F −1 (0) and F is metrically regular atx, then the deviation of x from F −1 (0) is bounded by the deviation of G(x) from F (x). This type of error bound is numerically useful because we may use D(G(x), F (x)) to estimate d(x, F −1 (0)).
Expectation of random set-valued mappings
Consider now a random set-valued mapping F (·, ξ(·)) : X ×Ω → 2 IR n (we are slightly abusing the notation F ) where X is a closed subset of IR n and ξ is a random vector defined on probability space (Ω, F, P ). Let x ∈ X be fixed and consider the measurability of set-valued mapping Recall that A(x, ξ(ω)) ∈ F (x, ξ(ω)) is said to be a measurable selection of the random set A(x, ξ(ω)), if A(x, ξ(ω)) is measurable. Measurable selections exist, see [2] and references therein. The expectation of
is an integrable measurable selection. The expected value is also known as Aumann's integral [14] as it was first studied comprehensively by Aumann in [5] . [2] . In such a case, F is said to be integrably bounded [5, 14] .
Clarke generalized gradients of a random function
We are interested in the cases when the integrand functions in (1.1) Lipschitz continuous. Let f (x, ξ(·)) : IR n × Ω → IR be a random function that is locally Lipschitz continuous with respect to x, let ξ be a realization of ξ(ω). The Clarke generalized gradient [7] of f (x, ξ) with respect to x at point x ∈ IR n is defined as
where D f (·,ξ) denotes the set of points near x where f (x, ξ) is Frechét differentiable with respect to x, ∇ x f (y, ξ) denotes the usual gradient of f (x, ξ) in x and 'conv' denotes the convex hull of a set. It is well known that the Clarke generalized gradient ∂ x f (x, ξ) is a convex compact set and it is upper semicontinuous [7, Proposition 2.1.2 and 2.
First order equilibrium conditions
In this section, we discuss the first order equilibrium conditions of stochastic Nash equilibrium problem (1.1) and its sample average approximation (1.2) in terms of Clarke generalized gradient.
, is well defined. Consequently we can characterize the first order equilibrium condition of (1.1) at a Nash equilibrium in terms of the Clarke generalized gradients as follows:
Here and later on, the addition of sets is in the sense of Minkowski. We call a point x * satisfying (3.4) a stochastic C-Nash stationary point. Obviously if x * is stochastic Nash equilibrium, then it must satisfy (3.4) and hence it is a stochastic C-Nash stationary point, but not vice versa.
is convex in x i for each i, then a C-Nash stationary point is a Nash equilibrium. Note that
The equality holds when v i is Clarke regular [7] in x i . See for instance [17, 46, 28] . Consequently, we may consider a weaker condition than (3.4)
We call (3.5) weak Clarke first order equilibrium condition of (1.1) and a point satisfying (3.5) a weak stochastic C-Nash stationary point. Here "weak" is in the sense that a stochastic Cstationary point is a weak stochastic C-Nash stationary point but not vice versa. When v i , i = 1, · · · ,î, is convex in x i , these stationary points coincide with Nash equilibrium points.
Using the Clarke generalized gradient, we can also characterize the first order equilibrium condition of the sample average approximation equilibrium (1.2) as follows:
We call a point x N satisfying (3.6) SAA C-Nash stationary point. In Section 4, we will investigate the convergence of x N as sample size N increases and show under some appropriate conditions that w.p.1 an accumulation point of {x N } is a weak stochastic C-Nash stationary point. This is why we consider condition (3.5).
Next, we look into the upper semi-continuity of the set-valued mapping
ξ) is upper semi-continuous with respect to both x i and x −i .
Proof. Upper semi-continuity with respect to x i follows from the property of the Clarke generalized gradient [7] . It suffices to show the upper semi-continuity with respect to
is bounded by κ i (ξ) which gives rises to local compactness of the set valued mapping, and under Assumption 3.
Finally, we look into the measurability and integrability of the set-valued mapping
Proof. Part (i). Let d i ∈ IR
n i be fixed. By definition, the Clarke generalized derivative [7] of
Since v i is continuous in ξ and ξ(ω) is a random vector, then v i is measurable, and by [4, Lemma
Together with the measurability as proved in Part (i), this gives the well definedness of
Convergence analysis
In this section, we analyze convergence of a sequence of SAA Nash stationary points {x N } defined by (3.6). The analysis is carried out in two steps. First, we show almost sure convergence, that is, w.p.1, an accumulation point of {x N } satisfies (3.4). Second, under additional condition, namely H-calmness, of the generalized gradient
, we show that with probability approaching one exponentially fast with the increase of sample size N , {x N } converges to a weak Nash stationary point.
For the simplicity of notation, we denote throughout this section
This will not cause a confusion because both x i and x −i are treated as variables in the analysis.
The first order equilibrium condition (3.4) can be written as
where
By Proposition 3.1, E[Av(x, ξ)] is well defined. Likewise, the first order equilibrium condition (3.6) can be written as 10) where
For the simplicity of discussion, we make a blanket assumption that (3.6) has a solution for all N . Further discussion on the existence issue requires sensitivity analysis of generalized equation (4.9) . Note that in deterministic case, King and Rockafellar [18] investigated the existence of solution to a perturbed generalized equation when the original equation has a solution under subinvertibility of set-valued mappings. We refer the interested readers to [18] for details.
Almost sure convergence
Our idea to obtain almost sure convergence is to apply the uniform SLLN for sample average random set-valued mapping which is recently established by Shapiro and Xu [43] to set-valued mapping Av(x, ξ). This approach has been used in nonsmooth stochastic optimization in [43, 50] .
Here we use the approach to an equilibrium problem. Theorem 4.1 states that if {x N } is a sequence of SAA C-stationary points of problem (1.2), then w.p.1 its accumulation point is a weak C-Nash stationary point of the true problem. In some cases, one may be able to obtain a Nash equilibrium in solving SAA problem, that is, x N is a Nash equilibrium of (1.2). Consequently we may want to know whether an accumulation point of {x N } is a Nash equilibrium of the true problem (1.1). The following theorem addresses this. 
Theorem 4.1 Let x N be a solution of (3.6) and Assumption 3.1 hold. Assume that w.p.1 the sequence {x N } is contained in a compact subset X of X. Then w.p.1, an accumulation point of {x N } satisfies (3.4).

Proof. Under Assumption 3.1, Av(·, ξ) is upper semi-continuous on X and
Proof. Under condition (a), the set of weak C-Nash stationary points of the true problem coincides with the set of its Nash equilibria. In what follows, we prove the conclusion under condition (b). Let
It is well known (see e.g. [33] ) that x * ∈ X is a Nash equilibrium of the true problem ( 
The last term tends to 0 uniformly w.r.t. y when N → ∞ because
In the same manner, we can show thatρ N (y, x * ) − ρ(y, x * ) → 0 uniformly w.r.t. y w.p.1 as N → ∞. This shows w.p.1ρ N (y, x N ) converges to ρ(y, x * ) uniformly w.r.t. y. It is well known that the uniform convergence implies that the limit of the global minimizer ofρ N (y, x N ) over compact set X is a global minimizer of ρ(y, x * ) over X (hence a Nash equilibrium of the true problem), see for instance [34, Theorem A1] 2 .
Exponential convergence
Next we discuss the exponential convergence of {x N } as N goes to infinity. We do so in three steps. First, we extend Shapiro and Xu's uniform exponential convergence results ([42, Theorem 5.1]) to a class of random semi-continuous functions that are H-calm (from above or below). 2 In the theorem, the convergence ofvN to v * was proved under the condition that v * is a unique global minimizer of l(v) but the conclusion can be easily extended to the case when l(v) has multiple minimizers in which case one can prove that Second, we show uniform exponential convergence of 
for all x ∈ X with x − x ≤ δ and ξ ∈ Ξ;
• H-calm at x from below with modulus κ(ξ) and order γ if φ(x, ξ) is finite and there exists a (measurable) function κ : Ξ → R + , positive numbers γ and δ such that
• H-calm at x with modulus κ(ξ) and order γ if φ(x, ξ) is finite and there exists a (measurable) function κ : Ξ → R + , positive numbers γ and δ such that
for all x ∈ X with x − x ≤ δ and ξ ∈ Ξ. φ is said to be H-calm from above, calm from below, calm on set X if the respective properties stated above hold at every point of X .
Calmness of a deterministic real valued function is well known. See for instance [31, Page 322] . The property is a generalization of Lipschitz continuity, that is, a locally Lipschitz continuous function is calm but the converse is not necessarily true, see discussions in [31, ]. Our definition is slightly different the calmness in [31] in that we allow a nonlinear growth bound and therefore we use term "H-calmness" to indicate that the property is a generalization of Hölder continuity. Note that γ is not restricted to positive values between 0 and 1, instead, it may take any positive values.
In what follows, we discuss uniform exponential convergence of sample average random function φ(x, ξ) under H-calmness. Let ξ 1 , ..., ξ N be an iid sample of the random vector ξ(ω). We consider the sample average function
We use the large deviation theorem to investigate the probability of ψ N (x) deviating from ψ(x) over a compact X ⊂ IR n as sample size N increases. Let
denote the moment generating function of the random variable φ(x, ξ(ω)) − ψ(x). We make the following assumption. 
Assumption 4.1 (a) implies that the probability distribution of random variable φ(x, ξ) dies exponentially fast in the tails. In particular, it holds if this random variable has a distribution supported on a bounded subset of IR. See similar assumptions in [42] . 
Part (i) is proved in a recent paper [28] . We include the proof in the appendix for complete as the paper has not been published yet. Part (ii) can be proved in a similar way to Part (i) and Part (iii) is a combination of Parts (i) and (ii). The significance of the results here is that we extend the exponential convergence to a class of random functions which may be discontinuous at some points. The results can be easily used to establish exponential convergence of sample average approximation of stochastic optimization problems where the underlying functions are lower or upper semi-continuous. Our main purpose here, however, is to use Proposition 4.1 to establish the exponential convergence of random set-valued mappings Aϑ N (x) over a compact subset of X. 
for all x close to x, where is a positive constant. Obviously, the calmness implies the Hcalmness from above with modulus and order 1 in that the inclusion above implies
for all u ∈ IR m . Rockafellar and Wets observed that if F (x) is a piecewise polyhedral mapping, that is, the graph of S is piecewise polyhedral (expressible as the union of finitely many polyhedral sets), then F (x) is calm on its domain. See [31, Example 9.57] for details.
When the calmness of Rockafellar and Wets is generalized to random set-valued mappings in our context, it requires the existence of a (measurable) function : Ξ → R + and positive constant δ > 0 such that
for all ξ ∈ Ξ and x with x − x ≤ δ. This implies
for all u ∈ IR m , which is the H-calmness from above at x. In other words, (4.18) is sufficient for the H-calmness of F .
We are now ready to present one of the main results of this section.
Let Av(x, ξ) be defined by (4.7) and X be a nonempty compact subset of X. Assume: 
Proof. We use Proposition 4.1 to prove the result. First, we show that for any u :
This shows (4.20) . Observe next that
Using this, Proposition 2.1 and (4.20), we obtain
In what follows, we show the uniform exponential convergence of the right hand side of the above inequality by applying Proposition 4.1 (i) to φ(x, ξ, u i ) with variable (x, u i ). Observe that
and by assumption φ i (x, ξ, u i ) is H-calm from above in x with modulus a i (ξ) and order γ. Thus
where z i = (x, u i ) and the last inequality is due to the fact that we only use the inequality for z i close to z and hence may assume without lost of generality that z i − z i ≤ 1. This shows the H-calmness from above of φ(x, ξ, u i ) with respect to (x, 
This shows (4.19) withĉ( ) =î maxî i=1ĉ i ( i ) andβ( ) = minî i=1β i ( i ). 
Remark 4.1 The H-calmness from above of ∂ x i v i and continuity of E[∂ x i v i ] play an important role in Theorem 4.3. It is therefore natural to ask when the properties hold. (i) Except in some pathological examples, v i is often piecewise smooth in many practical in-
∂ x i E[v i ] = ∇ x i E[v i ] = E[∇ x i v i ] = E[∂ x i v i ].
Moreover, since ∇ x i v i is single valued, the upper semi-continuity of ∂ x i v i with respect to x −i established in Proposition 3.1 implies the continuity. This gives us the desired continuity of E[∂ x i v i ] with respect to x.
When
, is H-calm, the exponential convergence of Theorem 4.3 can be strengthened by replacing D with H in (4.19). We state this in the following corollary.
Corollary 4.1 If ∂ x i v i (·, ·, ξ) is H-calm on X with modulus a i (ξ) and order γ, and for p i (ξ) ≡ κ i (ξ)+c i (ξ), where κ i is defined as in Assumption 3.1, the moment generating function E e tp i (ξ) of p i (ξ), is finite valued for t close to 0, then for any small positive number
Proof. Under the H-calmness, we can show, similar to the proof of Theorem 4.3, that
Notice that H-calmness of ∂ x i v i (x, ξ) implies that φ i (x, ξ, u i ) is H-calm from below for every fixed u i . By applying Proposition 4.1 (iii) to the right hand side of the above equation, we obtain that for any small positive number > 0, there existĉ( ) > 0 andβ( ) > 0, independent of N , such that for N sufficiently large
The conclusion follows by combining (4.25) and (4.19).
Theorem 4.4 Let X ⊂ X be a nonempty compact subset of X and x * ∈ X be a weak stochastic Nash stationary point of the true problem (1.1). Let
is defined by (4.8) Proof. Part (i). By Proposition 2.3, the metric regularity of Ψ(x) at x * implies that there exists a positive scalar α > 0 such that
for x N ∈ X , where Aϑ N is defined as in (4.11). The rest follows from Theorem 4.3.
Part (ii) follows from Theorem 4.2.
The metric regularity of Ψ at x * is the main condition in this theorem. From the proof of the theorem, we can see that this condition can be weakened to • (4.28) has a solution;
• (4.10) has a solution provided that the quantity sup x∈X D Aϑ N (x) − Aϑ(x) is sufficiently small;
• (4.27) holds.
In Section 6, we will show that ∇Aϑ(x) is nonsingular in a practical example. See Lemma 6.1.
A smoothing approach
Having established the convergence results in the preceding section, we now turn to discuss the numerical solution of the sample average Nash equilibrium problem (1.2). For fixed sample, this is a deterministic nonsmooth equilibrium problem and one may use well known bundle methods [22, 35] to solve it.
In this section, we consider the case when the underlying function has simple nonsmoothness structure. Our idea here is to approximate v i by a parameterized smooth function and then solve the smoothed sample average approximation problem. The approach is known as smoothing and has been used to deal with nonsmooth stochastic optimization problem in [50] . It is shown that the approach is very effective when the nonsmoothness of underlying functions is caused by a few simple operations such as max (min)-function. The approach is even more attractive here because once the function is smoothed, the first order equilibrium conditions are reduced to variational inequalities or nonlinear complementarity problems for which many numerical methods are available [13] . Let us first describe the smoothing method. 
A smoothing scheme, excluding (d), was first proposed by Ralph and Xu [27] for obtaining a smooth approximation of an implicit function defined by a nonsmooth system of equations and was applied to tackle nonsmooth in nonsmooth stochastic minimization problem in [50] . Parts (a) and (c) in the definition require that the smoothing function match the original function when the smoothing parameter is zero and be continuously differentiable when the smoothing parameter is nonzero. The Lipschitz continuity in part (b) implies that the Clarke generalized gradient ∂ (x, )f (x, 0) is well defined and this allows us to compare the generalized gradient of the smoothed function at point (x, 0) with that of the original function. If
where π x ∂ (x, )f (x, 0) denotes the set of all m-dimensional vectors a such that, for some scalar c, the (m + 1)-dimensional vector (a, c) belongs to ∂ (x, )f (x, 0), thenf is said to satisfy gradient consistency (which is known as Jacobian consistency when f is vector valued, see [27] and references therein). This is a key property that will be used in the analysis of the first order optimality condition later on. Property (d) requires the smoothing function preserve the convexity. This is particularly relevant in this paper because Nash equilibria are closed related to convexity.
Using the smoothing function, we may consider the smoothed true problem: find x * ( ) such thatθ 29) and its sample average approximation:
The first order equilibrium conditions of (5.29) and (5.30) can be written respectively as
Note that in numerical implementation, we may solve (5.30) by fixing sample and driving the smoothing parameter to zero or fixing the smoothing parameter and increasing the sample size. The former might be more preferable because it is numerically cheaper to reduce the smoothing parameter than increasing sample size. In what follows, we give a statement of convergence for both cases. Let S( ) denote the set of solutions to (5.31) and S N ( ) the set of solutions to (5.32). Proof. The proof of parts (i) and (ii) is similar to the proof of [50, Theorem 3.1]. We omit details.
ξ). Suppose: (a) there exists an integrable function κ i (ξ) such that the Lipschitz modulus ofv i (x, ξ, ) with respect to x i is bounded by
Applying the uniform strong law of large numbers [34, Lemma A1] 
w.p.1. The rest is straightforward given the upper semi-continuity of normal cones N X i (·).
Analogous to Theorem 4.4 , it is possible to analyze the rate of convergence in part (ii) of Theorem 5.1. That is, if: (a) x N ( ) ∈ S N ( ) and for N sufficiently large, it is located within a neighborhood of x( ) ∈ S( ), (b) the moment generating functions e ( 
and e κ i (x)t are finite valued for t close to 0, i = 1, · · · ,î and (c) the set valued mapping
is metric regular at x( ) for 0, where
and G X (x) is defined as in (4.8), then one can obtain exponential rate of convergence for x N ( ) to x( ). We omit the technical details.
Applications
In this section, we discuss a stochastic Nash equilibrium problem arising from competition of generators in a wholesale electricity market and use the sample average approximation method to solve the problem.
A stochastic Nash equilibrium model for competition in electricity markets
Consider an electricity spot market with M generators competing in a non-collaborative manner to bid for dispatch of electricity before market demand is realized. The market demand is characterized by an inverse demand function p(q, ξ(ω)), where p(q, ξ(ω)) is the market price, q is the total supply to the market, and ξ : Ω → IR is a continuous random variable with support set Ξ. Demand uncertainty is thus characterized by the distribution of the random variable ξ.
Before market demand is realized, generator i, i = 1, · · · , M , chooses its quantity for dispatch, denoted by q i . The generator's expected profit can then be formulated as
(6.34)
Here Q −i denotes the total bids by i's competitors, Q = q i +Q −i is the total bids by all generators to the market, q i p(Q, ξ) is the total revenue for generator by selling amount q i of electricity if the market demand scenario turns out to be p(Q, ξ), C i (q i ) denotes the total cost for producing q i amount of electricity, H i (p) denotes the payments related to forward contracts that generators signed with retailers before entering spot market.
Forward contracts are financial instruments which are typically used to hedge risks arising from uncertainties in spot market. There are essentially two types of contracts: two-way contracts and one-way contracts. A two-way contract is a contract for differences. Assuming generator i signs a two-way contract at a strike price f 2 for a quantity s i , and the market clearing price in the spot market is p(Q, ξ), then the generator will pay s i (p(Q, ξ) − f 2 ) to the contract holder if p ≥ f 2 . Conversely, if p < f 2 , then the generator will get paid from the contract holder an amount of s i (f 2 − p).
A one-way contract is a call or put option. For the simplicity of notation, here we only consider the call option. By selling a call option at a strike price f 1 , generator i will pay w i (p − f 1 ) to the contract holder if p > f 1 and the option is exercised, but no payment is made if p ≤ f 1 , where w i is the quantity signed by generator i on one-way contract at strike price f 1 . Assuming that generator i signs two way contract of quantity s i at strike price f 2 and one way contract of w i at strike price f 1 , we can formulate H i (p(Q, ξ)) as follows:
Generator i's decision making problem is to choose an optimal quantity q i such that its expected profit defined in (6.34) is maximized. Assuming that every generator is a profit maximizer, we can formulate the competition as a stochastic Nash equilibrium problem. For the simplicity of notation, let
, and q u i is the capacity limit of generator i.
Obviously the above Nash equilibrium problem is an example of (1.1). In what follows, we apply the SAA method to this problem and investigate the convergence of SAA equilibrium as sample size increases using our established results in the preceding sections. Note that the existence and uniqueness of equilibrium of problem (6.35) can be obtained under the following assumptions. 
The assumptions are fairly standard, see similar ones in [10, 11, 44] . 
The function is not differentiable at point q i where p(Q, ξ) = f 1 . Under Assumption 6.1 (a), (6.35) . We omit the details because it is not the main focus of this paper.
Sample average approximation
Stochastic Nash equilibrium problem (6.35) makes a good case for SAA method in that: (a) the distribution of ξ is not necessarily known but it may be obtained by sampling from past data or computer simulation; (b) the presence of max-operator in r i (q i , Q −i , ξ) makes it difficult to obtain a closed form of R i (q i , Q −i ) even when the distribution of ξ is known.
Let ξ 1 , · · · , ξ N be an i.i.d. sample of ξ(ω). The sample average approximation of Nash equilibrium problem (6.35) is: find
In order to study the convergence of q N , we need first order equilibrium conditions of both the true problem and its sample average approximation. Observe first that from Proposition 6.1 (i), E[r i (q i , Q −i , ξ)] is continuously differentiable. Therefore the weak first order equilibrium condition of the true problem (6.35) coincides with the first order equilibrium condition which can be written as:
For the SAA problem, the underlying functions are piecewise continuously differentiable. Therefore we use the Clarke generalized gradient to characterize the first order equilibrium condition as follows:
Then the first order equilibrium condition (6.37) can be written as 0 ∈ Ψ(q).
The proof can be obtained by a detailed calculation of the determinant of matrix E[∇ q F (q, ξ)]. We include it in the Appendix.
Theorem 6.1 Let q * be a Nash stationary point defined by (6.37) and q N be a Nash stationary point defined by (6.38) .Under Assumption 6.1, the sequence {q N } converges to q * at exponential rate, with the increase of sample size N , that is, for any small positive number > 0, there exists constantsĉ 1 ( ) > 0 andĉ 2 ( ) > 0, independent of N , such that for N sufficiently large 
Then we may solve the following smoothed SAA problem instead of (6.36): find an M-tuple
The above problem is the sample average approximation of the following smoothed true problem:
Note that since the smoothing preserves convexity,R i (q i , Q −i , ) is convex in q i . Therefore both (6.42) and (6.43) have a unique equilibrium. Moreover, we can solve (6.42) by solving
The following proposition states the convergence of q N ( ) and q( ) as N → ∞ and → 0. 
The conclusion follows.
Numerical tests
We carry out numerical tests on the proposed smoothing SAA scheme for solving the stochastic Nash equilibrium problem (6.35) with three generator signing both two-way and one-way contracts. We use mathematical programming codes in GAMS installed in a PC with Windows XP operating system and the built-in solver path for solving (6.44 We can solve the true problem analytically and obtain the exact equilibrium and other related quantities as displayed in Table 2 . We carry out tests for different parameter values = 2, 0.2, 0.02 and sample sizes N = 500, 1000, 5000. The test results are displayed in Table 3 . In the table, we use the following notation: q N i ( ) denotes generator i's decision on dispatch in the smoothed SAA Nash equilibrium with sample size N , R N i ( ) denotes generator i's profit in the smoothed SAA Nash equilibrium, and finally Q N ( ) denotes the aggregate dispatch in the smoothed SAA Nash equilibrium; p(Q N ( )) denotes the average price in the smoothed SAA Nash equilibrium.
The results show that the convergence is not very sensitive to changes of the value of so long as is sufficiently small. This is consistent with the observations obtained in the literature. See [23, 50] . Assume also the strike price of the one-way contract is 27 while all other parameters are the same.
We carry out numerical tests for this example with fixed the smoothing parameter = 0.2 and varying sample size N = 500, 1000, 5000. We do so for the study of convergence of the approximation with respect to the sample size. The results are displayed in Table 4 . The results show that there is no significant improvement when the sample size in changed from 500 to 1000, 5000, or even 10000. This reflects the fast convergence of the sample average approximation.
Concluding remarks
In this paper, we present a comprehensive convergence analysis of sample average approximation method for a class of stochastic Nash equilibrium problems where the underlying functions are not necessarily continuously differentiable. The analysis is carried through the first order equilibrium conditions characterized in terms of Clarke generalized gradients. Almost sure convergence is established under the condition that the underlying functions are Lipschitz continuous with integrable modulus. Under the additional conditions that the expectation of the Clarke generalized gradients continuous, H-calm and metric regular, we show that with probability approaching one exponentially fast with the increase of sample size, an estimator of a Nash stationary point from SAA problem converges to its true counterpart.
While both almost convergence and exponential convergence cover a large class of practically important problems, we note that it may be interesting from theoretical point of view to extend the discussions to a more general classes of problems. For instance, we may consider the case when the underlying functions are lower semi-continuous as opposed to Lipschitz continuous. In such a case, we may use so-called general subgradient [31] rather than Clarke generalized gradient to characterize the first order equilibrium condition. As the former is generally unbounded, one cannot use the uniform SLLN for set-valued mapping to establish almost convergence. Wets and Xu [47] are recently developing graphical convergence of SAA random set-valued mapping and we expect that the new tool will effectively deal with this challenge.
It is also possible to strengthen the exponential convergence to the case where the expected value of the Clarke generalized gradient is merely piecewise continuous. We avoid this as it incurs a lot of very sophisticated technical details. This type of work is carried out in a separate work by Ralph and Xu in [28] for stochastic generalized equations. The convergence result can also be obtained by replacing the Clarke generalized gradients with its continuous approximation [49] .
D := sup x ,x∈X x − x is the diameter of X and O(1) is a generic constant. By (7.46) 
Prob {Z i ≥ } .
Together with (7.45) 
this implies that
Prob max
For an x ∈ X let i(x) ∈ arg min 1≤i≤M x −x i . By construction of the ν-net we have that x −x i(x) ≤ ν for every x ∈ X . Then 
