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A DICHOTOMY LAW FOR THE DIOPHANTINE PROPERTIES
IN β-DYNAMICAL SYSTEMS
MICHAEL COONS, MUMTAZ HUSSAIN, AND BAO-WEI WANG
Abstract. Let β > 1 be a real number and define the β-transformation on
[0, 1] by Tβ : x 7→ βx mod 1. Further, define
Wy(Tβ ,Ψ) := {x ∈ [0, 1] : |T
n
β x− y| < Ψ(n) for infinitely many n}
and
W (Tβ ,Ψ) := {(x, y) ∈ [0, 1]
2 : |Tnβ x− y| < Ψ(n) for infinitely many n},
where Ψ : N → R>0 is a positive function such that Ψ(n) → 0 as n → ∞. In
this paper, we show that each of the above sets obeys a Jarn´ık-type dichotomy,
that is, the generalised Hausdorff measure is either zero or full depending upon
the convergence or divergence of a certain series. This work completes the
metrical theory of these sets.
1. Introduction
Let (X,T, µ,B) be a measure-theoretic dynamical system, where T : X → X
is a transformation on X , µ is a finite T -invariant Borel measure, and B is the
associated Borel σ-algebra. The famous Poincare´ recurrence theorem implies that
for almost all x ∈ X , the T -orbit of x is dense in X . That result is qualitative in
nature, though it leads to the study of the quantitative properties of the distribution
of the T -orbits of points in the space X , which is called dynamical Diophantine
approximation. More precisely, the spotlight is on the size of the set
Wy(T,Ψ) := {x ∈ X : |T
nx− y| < Ψ(n) for infinitely many n} ,
where Ψ : N → R>0 is a positive function such that Ψ(n)→ 0 as n→ ∞. The set
Wy(T,Ψ) is the dynamical analogue of the classical well-approximable set (e.g., see
[1, 2, 11, 22]) and it has close connections to classic Diophantine approximation,
for example when T is an irrational rotation or Gauss transformation. It has been
an object of significant interest since the pioneering works of Philipp [28] on the
µ-measure of Wy(T,Ψ) and Hill and Velani [17] on the Hausdorff dimension of
Wy(T,Ψ). It is easy to see from the definition that the set Wy(T,Ψ) contains the
points in X whose T -orbit hits a shrinking target infinitely often; shrinking target
problems for similar situations have been studied by Chernov and Kleinbock [10],
Hill and Velani [17, 18], and Tseng [34] among others.
When the system (X,T, µ,B) possesses strong mixing properties, similar to
Khintchine’s theorem and its generalisations in classical Diophantine approxima-
tion, the µ-measure of Wy(T,Ψ) is zero or full, according to the convergence or
divergence of a certain series. Philipp [28] proved this for b-ary expansions, β-
expansions, and continued fractions.
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Properties of Wy(T,Ψ) are related to the distribution of the inverse images
{T−ny}n>1 of y. If the µ-measure of Wy(T,Ψ) obeys a dichotomy law, it means, in
some sense, that {T−ny}n>1 is regularly distributed. In this way, one expects that
tools from the theory of metric Diophantine approximation, such as regular sys-
tems [3], ubiquitous systems [7, 12], and the mass transference principle [5], can be
used to derive the size of Wy(T,Ψ) in terms of Hausdorff measure. More precisely,
similar to the Jarn´ık dichotomy law, one expects that there should be a dichotomy
law (zero or full) for the Hausdorff measure of the dynamically defined limsup set
Wy(T,Ψ).
Following the work of Hill and Velani [17, 18], the Hausdorff dimension of the
set Wy(T,Ψ) has been determined in many systems, from the system of rational
expanding maps on their Julia sets to systems with non-finite Markov systems [32]
and conformal iterated function systems [25, 29, 35]. However, the Hausdorff mea-
sure of Wy(T,Ψ) is currently known only for systems with finite Markov properties
[4, 19]. We remedy this situation.
In this paper, we consider the Hausdorff measure of Wy(T,Ψ) on β-expansions.
There are two reasons that we choose to consider this non-finite Markov system.
On the first hand, combining with Philipp’s work, we hope to provide a complete
metric theory on the size of Wy(T,Ψ). Moreover, the non-finite Markov property
for β-expansions remains a barrier to determining metric properties, so we want to
see whether new ideas will be found in considering this concrete question. On the
other hand, when given a full Lebesgue measure statement, the mass transference
principle has proven a powerful tool in studying the Hausdorff measure of a lim-
sup set in classic Diophantine approximation [5] as well as dynamical Diophantine
approximation for systems with finite Morkov properties [4]. But to the authors’
knowledge, it seems that there are exceptions. For example, there is a full Lebesgue
measure statement [24] on the size of the limsup set{
y : |nα− y| < ψ(n) for infinitely many n ∈ N
}
,
but we do not think a direct application of mass transference principle would give
even the right Hausdorff dimension, let alone its Hausdorff measure. For this non-
finite Markov system, we have to give some modifications on the mass transference
principle and also need to carefully choose a subset of Wy(T,Ψ) to make the mass
transference principle applicable.
Now let’s focus on the β-expansion. For a real number β > 1, define the trans-
formation Tβ : [0, 1]→ [0, 1] by
Tβ : x 7→ βx mod 1.
This map generates the β-dynamical system ([0, 1], Tβ). It is well known that β-
expansion is a typical example of an expanding non-finite Markov system whose
properties are reflected by the orbit of some critical point; here, it is the expansion
of 1. General β-expansions have been widely studied in the literature, beginning
with the pioneering works of Re´nyi [30] and Parry [26], and continuing with Hof-
bauer [20], Persson and Schmeling [27], Schmeling [31], and Tan and Wang [33] to
name just a few.
We are interested in the size of the dynamically defined limsup set
(1) Wy(Tβ,Ψ) :=
{
x ∈ [0, 1] : |T nβ x− y| < Ψ(n) for infinitely many n
}
,
where, as above, Ψ : N→ R>0 is a positive function. Philipp [28] showed that the
Lebesgue measure or Parry measure of the setWy(Tβ ,Ψ) is zero or full according to
the convergence or divergence of the series
∑
n>1Ψ(n). The Hausdorff dimension
of Wy(Tβ ,Ψ) was given by Shen and Wang [32] (see also Bugeaud and Wang [9]).
As stated above, in this paper, we focus on the Hausdorff measure of Wy(Tβ,Ψ).
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Throughout this paper, a dimension function is a function f : R → R such
that f(r) → 0 as r → 0 and such that f is increasing in [0, r0) for some r0 > 0;
Hf denotes the f -dimensional Hausdorff measure. For the definitions of Hausdorff
dimension and Hausdorff measure, we refer to the standard texts by Bernik and
Dodson [7] and Falconer [13]. In this paper, we prove the following dichotomy law
for β-dynamical systems, which is an analogue of classical Jarn´ık-type theorems.
It is worth noting that our results are the first concerning Hausdorff measures of
β-dynamical systems.
Theorem 1. Let Ψ : N → R>0 be a positive function. Let f be a dimension
function such that r−1f(r) is monotonic. For any β > 1, we have
Hf
(
Wy(Tβ,Ψ)
)
=


0 when
∑
n>1
f
(
Ψ(n)
βn
)
βn converges,
Hf ([0, 1]) when
∑
n>1
f
(
Ψ(n)
βn
)
βn diverges.
The condition ‘r−1f(r) is monotonic’ is not a particularly restrictive condition,
and it is the main ingredient in unifying both the Lebesgue and Hausdorff measure
statements; for details see Beresnevich and Velani [5]. To be precise, Hf is pro-
portional to the standard Lebesgue measure when f(r) ≍ r1. When f(r) ≍ rs, we
write Hs in place of Hf , and whenever Ψ(r) = r−τ for τ > 0, we write Wy(Tβ , τ)
in place of Wy(Tβ,Ψ).
Theorem 1 can be further generalised by considering the set
W (Tβ ,Ψ) :=
{
(x, y) ∈ [0, 1]2 : |T nβ x− y| < Ψ(n) for infinitely many n
}
.
This set can be viewed as the doubly metrical β-dynamical analogue of the classic
Diophantine set as given by Dodson [11]. The Hausdorff dimension of W (Tβ ,Ψ)
was given by Ge and Lu¨ [15]. Its Hausdorff measure is given as follows.
Theorem 2. Let Ψ : N → R>0 be a positive function. Let g be a dimension
function such that r−2g(r) is monotonic. For any β > 1, we have
Hg
(
W (Tβ,Ψ)
)
=


0 when
∑
n>1
g
(
Ψ(n)
βn
)
β2n
Ψ(n)
converges,
Hg
(
[0, 1]2
)
when
∑
n>1
g
(
Ψ(n)
βn
)
β2n
Ψ(n)
diverges.
An immediate consequences of Theorems 1 and 2 are not only the respec-
tive Hausdorff dimension results, but also that Hs(Wy(Tβ , τ)) = H
s([0, 1]) when
s = dimH Wy(Tβ, τ) = 1/(τ + 1), and H
s(W (Tβ , τ)) = H
s([0, 1]2) when s =
dimH W (Tβ , τ) = 1 + 1/(τ + 1). In general, a Hausdorff measure result is much
stronger than a Hausdorff dimension result as it allows one to distinguish sets of
equal Hausdorff dimension. In fact, more subtle examples can be given to re-
iterate the significance of each of Theorems 1 and 2. For example, regarding
Theorem 2, for τ > 0, set Ψ1(n) = (β
n)−τ and for some ε > 0, set Ψε(n) =
(βn)
−τ
(log(βn))
−(1+ε)(τ+1)/(τ+2)
. We then have the following exact logarithmic
order for β-approximation.
Corollary 1. Let g(r) = r(2+τ)/(1+τ). For any ε > 0,
Hg(W (Tβ ,Ψ1)) = H
g([0, 1]2) and Hg(W (Tβ ,Ψε)) = 0.
Consequently, the set W (Tβ,Ψ1) \W (Tβ ,Ψε) is uncountable.
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2. Preliminaries
In this section, we first collect some basic properties of β-expansions and fix
some notation. We then state versions of Philipp’s result [28] and Beresnevich and
Velani’s slicing lemma [6], before giving a variant of their famous mass transference
principle [5] fit for our use.
For a real number x > 0, we write ⌊x⌋ for the integer part of x. Using the
β-transformation Tβ, each x ∈ [0, 1] can be uniquely expressed as a finite or an
infinite series, known as the β-expansion of x; see Re´nyi [30]. That is, for each
x ∈ [0, 1], we have
(2) x =
∑
i>1
ǫi(x, β)
βi
,
where ǫi(x, β) = ⌊βT
i−1
β x⌋ for each i > 1. Now, for any x ∈ [0, 1] and n ∈ N, by
the definition of β-expansion,
(3) x =
ǫ1(x, β)
β
+ · · ·+
ǫn(x, β) + T
n
β x
βn
.
The β-expansion of 1 is of significant importance. To highlight this, we define
an infinite sequence related to the expansion of 1. If the expansion of 1 in (2) is
infinite, that is, ǫn(1, β) 6= 0 for infinitely many n, then define
(ǫ∗1, ǫ
∗
2, . . .) = (ǫ1(1, β), ǫ2(1, β), . . .),
and if the expansion of 1 in (2) is finite, that is
1 =
ǫ1(1, β)
β
+ · · ·+
ǫn(1, β)
βn
, with ǫn(1, β) 6= 0,
then define
(ǫ∗1, ǫ
∗
2, . . .) = (ǫ1(1, β), . . . , ǫn−1(1, β), ǫn(1, β)− 1)
∞,
where w∞ denotes the periodic sequence (w,w, . . .) for a finite word w. Each of the
sequences (ǫ∗1, ǫ
∗
2, . . .) are called the infinite digit sequence of the expansion of 1.
For each n ∈ N, let Dβ,n denote all admissible sequences of length n, that is,
Dβ,n =
{
(ǫ1, . . . , ǫn) ∈ Z
n
>0 : ∃x ∈ [0, 1] such that ǫi(x, β) = ǫi, 1 6 i 6 n
}
.
The characterisation of the elements in Dβ,n and its cardinality #Dβ,n are given
by Parry [26] and Re´nyi [30] in the lemma below. First recall the definition of the
lexicographical order . We write
(ǫ1, ǫ2, . . . , ǫn)  (ǫ
′
1, ǫ
′
2, . . . , ǫ
′
n)
if for every j > 1 we have ǫj 6 ǫ
′
j
Lemma 1 (Parry, Re´nyi). A non-negative integral word (ǫ1, . . . , ǫn) belongs to Dβ,n
if and only if, in the lexicographical order,
(ǫk+1, . . . , ǫn)  (ǫ
∗
1, . . . , ǫ
∗
n−k), for all 0 6 k < n.
Moreover,
(4) βn 6 #Dβ,n 6
βn+1
β − 1
.
For each ǫ¯ = (ǫ1, . . . , ǫn) ∈ Dβ,n with n > 1, we define the nth order cylinder
In(ǫ¯) by
In(ǫ¯) = In(ǫ1, . . . , ǫn) = {x ∈ [0, 1] : ǫi(x, β) = ǫi for all 1 6 i 6 n} .
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The cylinder In(ǫ¯) is a non-empty interval with left-endpoint
ǫ1
β
+ · · ·+
ǫn
βn
and with length at most β−n. The exact length of a cylinder is given in [14] and it
depends on the digit sequence ǫ1, . . . , ǫn.
Before moving on to results concerning various measures and sets, we note that
the interval [0, 1] is partitioned by the cylinders In(ǫ¯); that is, we have the disjoint
union
(5) [0, 1] =
⋃
ǫ¯∈Dβ,n
In(ǫ¯).
In the rest of this paper, we use the following notation concerning ‘size’. For a
set A, we denote the Lebesgue measure of A by L(A), and we denote the diameter
of an interval I by |I|. Of course, for an interval I, we have |I| = L(I). Note that
we also use the notation | · | to denote absolute value; we believe the context of
usage is unambiguous. With this notation, we set out our more measure-theoretic
preliminaries.
We start by recalling the following metrical result of Philipp [28] concerning the
Lebesgue measure of the set Wy(Tβ ,Ψ) and a one-sided variant.
Proposition 1 (Philipp). Let Wy(Tβ ,Ψ) be the set defined in (1), and define
W ′y(Tβ,Ψ) :=
{
x ∈ [0, 1] : 0 6 T nβ x− y < Ψ(n) for infinitely many n
}
.
Then
L (Wy(Tβ ,Ψ)) = L
(
W ′y(Tβ ,Ψ)
)
=


0 when
∑
n>1
Ψ(n) converges,
1 when
∑
n>1
Ψ(n) diverges.
While both parts of Proposition 1 are special cases of Philipp’s result [28], as a
sequence of intervals takes on the role of the balls {B(y,Ψ(n))}n>1, it is worth not-
ing that the result forW ′y(Tβ ,Ψ) can also be deduced from the result forWy(Tβ ,Ψ)
using the Lebesgue density theorem. We cite a general result due to Cassels; see
Harman [16, Lemma 2.1].
Lemma 2 (Cassels). Let {Ik}k>1 be a sequence of intervals such that L(Ik) → 0
as k → ∞. If {Jk}k>1 is a sequence of measurable sets such that Jk ⊆ Ik for each
k > 1, and there is a positive real number δ such that L(Jk) > δ · L(Ik), then
L
(
lim sup
k→∞
Jk
)
= L
(
lim sup
k→∞
Ik
)
.
We next state a variant of the ‘slicing’ lemma due to Beresnevich and Velani [6].
This version is tailored for our use, and is a key ingredient in the proof of Theo-
rem 2. The slicing technique is broad-ranging and has been useful in proving several
metrical results; for examples, see Hussain and Kristensen [21, 22] and Hussain and
Levesley [23].
Lemma 3 (Beresnevich and Velani). Suppose that g and f : r → r−1g(r) are
dimension functions. Let B ⊆ R2 be a Borel set and let V be a 1-dimensional
linear subspace of R2. If there is a subset S of the orthogonal complement of V
such that H1(S) > 0 and for each b ∈ S,
Hf (B ∩ (V + b)) =∞,
then Hg(B) =∞.
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The main ingredient in establishing Theorem 1 is the mass transference principle
of Beresnevich and Velani [5]. Given a dimension function f and a sequence of
balls Bi ⊆ R, by definition, lim supi→∞Bi is precisely the set of points which lie in
infinitely many of the balls Bi. Further, for a ball B = B(x, r), set B
f = B(x, f(r)).
The following mass transference principle is tailored to suit our needs; for a general
statement and further details, we refer the reader to the paper of Beresnevich and
Velani [5, Theorem 2].
Proposition 2 (Mass Transference Principle). Let {Bi}i>1 be a sequence of balls
in R with |Bi| → 0 as i→∞ and let f be a dimension function such that r
−1f(r)
is non-decreasing as r → 0. Suppose that for any ball B ⊆ R
H1(B ∩ lim supBfi ) = H
1(B).
Then for any ball B ⊆ R,
Hf (B ∩ lim supBi) = H
f (B).
In essence, the mass transference principle allows one to translate statements
about the Lebesgue measure of general limsup sets to ones involving Hausdorff
measure. So, using Proposition 1, one should be able to say something about the
Hausdorff measure of Wy(Tβ,Ψ). Indeed, this turns out to be the case, but we
must first make some minor modifications to the mass transference principle.
Proposition 3 (A variant of Mass Transference Principle). Let {xn}n>1 be a se-
quence of points in [0, 1] and {rn}n>1 a sequence of positive numbers with rn → 0
as n → ∞. Let f be a dimension function such that r−1f(r) is non-decreasing as
r → 0. If
(6) L ({x ∈ [0, 1] : 0 6 x− xn < f(rn) for infinitely many n}) = 1,
then for any ball B ⊆ R,
Hf
(
B ∩ {x ∈ [0, 1] : 0 6 x− xn < rn for infinitely many n}
)
=∞.
With the use of a tiny variant of the KG,B Lemma [5, Lemma 5], our variant of
the mass transference principle is proved, mutatis mutandis, as Proposition 2 (see
Beresnevich and Velani [5, Theorem 2]), thus we only present a variant of the KG,B
Lemma.
For a subset K ⊆ {[xn, xn + rn) : n > 1}, we define
Kf :=
{
Bf (xn, rn) : [xn, xn + rn) ∈ K
}
,
where Bf (xn, rn) denotes the ball of radius f(rn) centred at xn.
Lemma 4 (A variant of KG,B Lemma). Assume that the equation in (6) holds and
let B be a ball in [0, 1]. For any G > 1, there exists a subset KG,B ⊆ {[xn, xn +
rn)}n>G such that the elements of K
f
G,B are disjoint, inside B and
∑
L∈KG,B
f(rL) >
|B|
20
,
where rL denotes the radius of the ball L.
Proof. The elements in KG,B here are nothing but half of the balls in Beresnevich
and Velani’s original KG,B-Lemma [5, Lemma 5].

Remark 1. Note that while we state our variant of the mass transference principle
only in the one-dimensional case, it is still valid for higher dimensions.
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3. Dichotomy laws for β-dynamical systems
In this section, we establish the Jarn´ık-type dichotomy laws of Theorems 1 and 2.
Proof of Theorem 1. We consider, separately, the cases of convergence and diver-
gence of the series
(7)
∑
n>1
βnf
(
Ψ(n)
βn
)
.
Suppose that the series (7) converges. We begin by writing the set Wy(Tβ ,Ψ) in
a way that reflects its limsup nature. To do this, for any ǫ¯ = (ǫ1, . . . , ǫn) ∈ Dβ,n,
we define
(8) yn(ǫ¯) =
ǫ1
β
+ · · ·+
ǫn
βn
+
y
βn
.
We then have
Wy(Tβ ,Ψ) =
⋂
N>1
⋃
n>N
{
x ∈ [0, 1] : |T nβ x− y| < Ψ(n)
}
=
⋂
N>1
⋃
n>N
ǫ¯∈Dβ,n
{
x ∈ In(ǫ¯) : |T
n
β x− y| < Ψ(n)
}
=
⋂
N>1
⋃
n>N
ǫ¯∈Dβ,n
{
In(ǫ¯) ∩
(
yn(ǫ¯)−
Ψ(n)
βn
, yn(ǫ¯) +
Ψ(n)
βn
)}
,(9)
where, to obtain the last equality, we substituted the value of T nβ x in terms of ǫ¯,
which is determined by (3). Note that the set inside the union in (9) can be covered
by two intervals each of length Ψ(n)βn , thus along with the definition of Hausdorff
measure, the quantity Hf (Wy(Tβ ,Ψ)) is bounded by
lim inf
N→∞
∑
n>N
∑
ǫ¯∈Dβ,n
2 · f
(
Ψ(n)
βn
)
6
2β
β − 1
lim inf
N→∞
∑
n>N
βnf
(
Ψ(n)
βn
)
= 0,
where for the second inequality, we used #Dβ,n 6 β
n+1/(β − 1) as given in (4).
Now suppose that the series (7) diverges. If {f(r)/r : r > 0} is bounded,
Hf = c · L for a constant c > 0. Then Philipp’s result applies. So, we assume that
f(r)/r → ∞ as r → 0. Moreover, instead of studying the set Wy(Tβ ,Ψ) directly,
we consider the sets W ′y(Tβ ,Ψ) (as defined in Proposition 1) and
W ′y(Tβ ,Ψ, f) =
{
x ∈ [0, 1] : 0 6 T nβ x− y < β
nf
(
Ψ(n)
βn
)
for infinitely many n
}
.
Because of our divergence assumption on the series (7), by Proposition 1, we have
L
(
W ′y(Tβ ,Ψ, f)
)
= 1.
Similar to the above, we may write
W ′y(Tβ ,Ψ) =
⋂
N>1
⋃
n>N
ǫ¯∈Dβ,n
{
In(ǫ¯) ∩
[
yn(ǫ¯), yn(ǫ¯) +
Ψ(n)
βn
)}
and
W ′y(Tβ ,Ψ, f) :=
⋂
N>1
⋃
n>N
ǫ¯∈Dβ,n
{
In(ǫ¯) ∩
[
yn(ǫ¯), yn(ǫ¯) + f
(
Ψ(n)
βn
))}
,
where yn(ǫ¯) is as given in (8).
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Since yn(ǫ¯) is larger than the left endpoint of In(ǫ¯), we have
In(ǫ¯) ∩
[
yn(ǫ¯), yn(ǫ¯) +
Ψ(n)
βn
)
= {x ∈ [0, 1] : 0 6 x− yn(ǫ¯) < rn(ǫ¯)}
= [yn(ǫ¯), yn(ǫ¯) + rn(ǫ¯))
for some rn(ǫ¯) > 0 (we take rn(ǫ¯) = 0 if the set is empty). So,
(10) W ′y(Tβ,Ψ) =
⋂
N>1
⋃
n>N
ǫ¯∈Dβ,n
{x ∈ [0, 1] : 0 6 x− yn(ǫ¯) < rn(ǫ¯)} .
Similarly,
In(ǫ¯) ∩
[
yn(ǫ¯), yn(ǫ¯) + f
(
Ψ(n)
βn
))
= {x ∈ [0, 1] : 0 6 x− yn(ǫ¯) < tn(ǫ¯)}
= [yn(ǫ¯), yn(ǫ¯) + tn(ǫ¯))
for some tn(ǫ¯) > 0 (we take tn(ǫ¯) = 0 if the set is empty), and so
W ′y(Tβ ,Ψ, f) =
⋂
N>1
⋃
n>N
ǫ¯∈Dβ,n
{x ∈ [0, 1] : 0 6 x− yn(ǫ¯) < tn(ǫ¯)} .
We claim that for sufficiently large n,
(11) f(rn(ǫ¯)) > tn(ǫ¯),
for any ǫ¯ ∈ Dβ,n. To see that this is indeed the case, let b be the right endpoint of
In(ǫ¯). Then
yn(ǫ¯) + rn(ǫ¯) = min
{
b, yn(ǫ¯) +
Ψ(n)
βn
}
and
yn(ǫ¯) + tn(ǫ¯) = min
{
b, yn(ǫ¯) + f
(
Ψ(n)
βn
)}
,
so that
rn(ǫ¯) = min
{
b− yn(ǫ¯),
Ψ(n)
βn
}
and tn(ǫ¯) = min
{
b− yn(ǫ¯), f
(
Ψ(n)
βn
)}
.
Now if tn(ǫ¯) = 0, there is nothing to prove. When tn(ǫ¯) > 0, we have yn(ǫ¯) < b, thus
we have rn(ǫ¯) > 0 as well. Since r
−1f(r)→∞ as r → 0 and 0 6 b− yn(ǫ¯) 6 β
−n,
we have that f(b− yn(ǫ¯)) > b− yn(ǫ¯) when n is sufficiently large, which proves the
claim. Note also that 0 6 rn(ǫ¯) 6 β
−n, so that rn(ǫ¯)→ 0 as n→∞.
Having established (11), the limsup set
(12)
⋂
N>1
⋃
n>N
ǫ¯∈Dβ,n
{x ∈ [0, 1] : 0 6 x− yn(ǫ¯) < f(rn(ǫ¯))}
contains the set W ′y(Tβ,Ψ, f), so it is also of full Lebesgue measure. Then a direct
application of our variant of the mass transference principle (Proposition 3) yields
Hf (W ′y(Tβ ,Ψ)) =∞. As W
′
y(Tβ,Ψ) ⊆Wy(Tβ ,Ψ), the result follows. 
Remark 2. Loosely speaking, yn(ǫ¯) is the inverse T
−n
β y of y in the cylinder In(ǫ¯).
But, this is not always the case. When the length of the interval In(ǫ¯) is strictly less
than β−n, for any y > βn|In(ǫ¯)|, there does not exist x ∈ In(ǫ¯), such that T
n
β x = y.
So, it is possible that
In(ǫ¯) ∩
(
yn(ǫ¯)−
Ψ(n)
βn
, yn(ǫ¯) +
Ψ(n)
βn
)
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is empty. In view of this, the magnified set
In(ǫ¯) ∩
(
yn(ǫ¯)− f
(Ψ(n)
βn
)
, yn(ǫ¯) + f
(Ψ(n)
βn
))
may contribute to the Lebesgue measure of the limsup set{
x ∈ [0, 1] : |T nβ x− y| < β
nf
(
Ψ(n)
βn
)
for infinitely many n
}
,
while the shrunk set
In(ǫ¯) ∩
(
yn(ǫ¯)−
Ψ(n)
βn
, yn(ǫ¯) +
Ψ(n)
βn
)
may contribute nothing to the size ofWy(T,Ψ). This is the main reason we consider
the subset W ′y(T,Ψ), instead of Wy(T,Ψ).
We continue this section with the proof of Theorem 2.
Proof of Theorem 2. We consider, separately, the cases of convergence and diver-
gence of the series
(13)
∑
n>1
g
(
Ψ(n)
βn
)
β2n
Ψ(n)
.
As in the proof of Theorem 1, we begin by writing the limsup version of the set
W (Tβ,Ψ). To do this, for each n ∈ N, set
(14) Wn(Tβ,Ψ) :=
{
(x, y) ∈ [0, 1]2 : |T nβ x− y| < Ψ(n)
}
.
Then
W (Tβ,Ψ) = lim sup
n→∞
Wn(Tβ ,Ψ) =
⋂
N>1
⋃
n>N
Wn(Tβ ,Ψ).
On the other hand, the interval [0, 1], which corresponds to the doubly metric
parameter y, can also be written as a union of intervals
Jn(i) =
[
iΨ(n)
βn
,
(i + 1)Ψ(n)
βn
]
∩ [0, 1]
over all 0 6 i 6 ⌊βn/Ψ(n)⌋; that is,
(15) [0, 1] =
⋃
06i6⌊βn/Ψ(n)⌋
Jn(i).
Combining (5) and (15), we have
[0, 1]2 =
⋃
ǫ¯∈Dβ,n
06i6⌊βn/Ψ(n)⌋
In(ǫ¯)× Jn(i).
This, when combined with (14), gives
Wn(Tβ,Ψ) =
⋃
ǫ¯∈Dβ,n
06i6⌊βn/Ψ(n)⌋
{
(x, y) ∈ In(ǫ¯)× Jn(i) : |T
n
β x− y| < Ψ(n)
}
.
Note that, given any ǫ¯ ∈ Dβ,n and 0 6 i 6 ⌊β
n/Ψ(n)⌋, if
(x, y) ∈
{
In(ǫ¯)× Jn(i) : |T
n
β x− y| < Ψ(n)
}
then ∣∣∣∣T nβ x− iΨ(n)βn
∣∣∣∣ 6 ∣∣T nβ x− y∣∣+
∣∣∣∣y − iΨ(n)βn
∣∣∣∣ 6 Ψ(n) + Ψ(n)βn < 2Ψ(n).
Set
zn =
ǫ1
β
+ · · ·+
ǫn
βn
+
iΨ(n)
βn
.
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Then, similar to the convergence part of the proof of Theorem 1, it follows that
x ∈
(
zn −
2Ψ(n)
βn
, zn +
2Ψ(n)
βn
)
.
Thus
Wn(Tβ ,Ψ) ⊆
⋃
ǫ¯∈Dβ,n
06i6⌊βn/Ψ(n)⌋
(
zn −
2Ψ(n)
βn
, zn +
2Ψ(n)
βn
)
× Jn(i).
As a result, for N > 1 , the family of rectangles
⋃
n>N
ǫ¯∈Dβ,n
06i6⌊βn/Ψ(n)⌋
(
zn −
2Ψ(n)
βn
, zn +
2Ψ(n)
βn
)
× Jn(i)
is a cover for the set Wn(Tβ ,Ψ). Moreover, each of these rectangles can be covered
by 64 cubes with diameter Ψ(n)/βn. So, by the definition of Hausdorff measure, it
follows, using (4), that Hg(W (Tβ ,Ψ)) is bounded by a constant times
(16) lim inf
N→∞
∑
n>N
∑
ǫ¯∈Dβ,n
∑
06i6⌊βn/Ψ(n)⌋
g
(
Ψ(n)
βn
)
≪ lim inf
N→∞
∑
n>N
g
(
Ψ(n)
βn
)
β2n
Ψ(n)
.
If the series in (13) converges, it follows from (16) that Hg(W (Tβ ,Ψ)) = 0.
Now suppose that the series in (13) diverges, and set f(x) = x−1g(x). Then
∑
n>1
f
(
Ψ(n)
βn
)
βn =
∑
n>1
g
(
Ψ(n)
βn
)
β2n
Ψ(n)
=∞.
By Theorem 1, we have shown that for any fixed y ∈ [0, 1], Hf (Wy(Tβ ,Ψ)) =
Hf ([0, 1]). Then, appealing to the slicing lemma (Lemma 3), we have immediately
that Hg(W (Tβ ,Ψ)) = H
g([0, 1]2). 
4. Concluding remarks and questions
In this paper, we considered the β-expansion of real numbers for real values of
β > 1. Of course, it is very interesting to restrict β to the set of algebraic numbers,
and even more interesting to restrict both β and the numbers we are expanding to
be algebraic numbers. To the best of our knowledge, the only known consideration
of this case was made by Bugeaud [8] who gave results concerning the number of
digit changes in the β-expansion of algebraic numbers (where β is algebraic). The
questions of Hausdorff dimension and Hausdorff measure, as well as the possibility
of any dichotomy law, are still open.
As we mentioned in the Introduction, the set Wy(Tβ,Ψ) is closely related to the
distribution of the preimage
Pre(Tβ, y) =
{
T−nβ y, n ∈ N
}
of y. Given a general compact metric space (X,T ), one can consider the size of
W (T,Ψ) = {x ∈ X : |T nx− y| < Ψ(n) for infinitely many n} .
If Pre(T, y) is well-distributed, one hopes to derive some information on the Haus-
dorff dimension and Hausdorff measure of W (T,Ψ). But how well should Pre(T, y)
be distributed sufficient to get the dimension or even measure? Can one give a
precise characterisation on this requirement? To which extent can a general system
fulfill the required conditions?
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