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1. Einleitung und Zielsetzung
Elektronisch angeregte Zustände spielen eine zentrale Rolle in Spektroskopie und
Photochemie. Die zeitabhängige Dichtefunktionaltheorie (time-dependent density
functional theory, TDDFT), [1,2] welche sich durch eine gute Balance aus Genauig-
keit und Effizienz auszeichnet, stellte schon bald nach ihrer Einführung in die Quan-
tenchemie im Jahre 1996 eine Standardmethode zur Untersuchung dieser Zustände
dar. Insbesondere ihre effiziente Implementierung in das Programmpaket TURBO-
MOLE [2–4] lieferte in zahlreichen Fällen maßgebliche Beiträge zu einem tieferge-
henden Verständnis experimenteller spektroskopischer Daten von großen Molekü-
len. Darüber hinaus ist die TDDFT nutzbar als Grundlage für eine systematische
Beschreibung der Elektronenkorrelation. Diese lässt sich durch die Gesamtheit al-
ler elektronischen Anregungen eines Systems näherungsweise darstellen. Auf Basis
dieses Zusammenhangs hielten vor Kurzem zwei aus der Vielteilchenphysik bekann-
te Verfahren Einzug in die Quantenchemie: Die Random-Phase-Näherung (random
phase approximation, RPA) [5–8] und die Methode der Green-Funktion (G) mit dy-
namisch abgeschirmter Wechselwirkung (W) − die sogenannte GW-Methode. [9–11]
Die entsprechenden Implementierungen in das Programmpaket TURBOMOLE wa-
ren dabei wegweisend. Während im Rahmen der RPA der Beitrag der Elektronen-
korrelation zur elektronischen Grundzustandsenergie zugänglich ist, beschreibt die
GW-Methode den Einfluss der Elektronenkorrelation auf die Einelektronenenergien
(„Orbitalenergien“). In ersten Anwendungen zeigten diese beiden Methoden bereits
vielversprechende Ergebnisse für diverse mit der Gesamtenergie des elektronischen
Grundzustands verknüpfte Eigenschaften (RPA) sowie für Bindungsenergien von
Rumpfelektronen, die im Rahmen der Röntgenphotoelektronenspektroskopie (X-
ray photoelectron spectroscopy, XPS) zugänglich sind (GW-Methode).
Nahezu alle quantenchemischen Methoden wurden zunächst ausschließlich auf
Basis der nichtrelativistischen Quantenmechanik formuliert. Jedoch lässt sich ins-
besondere bei Verbindungen schwerer Elemente der Einfluss der speziellen Relati-
vitätstheorie [12] im Allgemeinen nicht mehr vernachlässigen, sodass es prinzipiell
einer Ausarbeitung und Implementierung auf Grundlage der relativistischen Dirac-
1
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Theorie bedarf. [13] Die im Experiment nicht zugänglichen Unterschiede im Vergleich
zur nichtrelativistischen Beschreibung werden als relativistische Effekte bezeichnet.
Diese lassen sich im Wesentlichen unterteilen in die sogenannten skalarrelativis-
tischen Effekte, die zu einer Verschiebung der nichtrelativistischen Energieniveaus
führen, und die Spin-Bahn-Kopplung, die hauptsächlich eine zumindest teilweise
Aufspaltung der entarteten, nichtrelativistischen Energieniveaus bewirkt. Ein Groß-
teil der quantenchemischen Implementierungen beschränkt sich auf die routinemä-
ßige Berücksichtigung von skalarrelativistischen Effekten, da − wie im Rahmen der
nichtrelativistischen Formulierung − von reellen einkomponentigen Orbitalen aus-
gegangen werden kann und somit keine Veränderungen an der Programmstruktur
erforderlich sind. Zur Berechnung der skalarrelativistischen Beiträge im Rahmen
einer quantenchemischen Methode haben sich beispielsweise effektive Rumpfpoten-
tiale (effective core potentials, ECPs) [14] oder die Theorie der exakten Entkopplung
(exact two-component decoupling, X2C) [15–17] bewährt. Auf diese Weise sind u. a. die
bekanntesten skalarrelativistischen Effekte wie die gelbe Farbe des Goldes [18] oder
der flüssige Aggregatzustand von Quecksilber bei Raumtemperatur [19] im Rahmen
der Theorie zugänglich. Geht man über eine skalarrelativistische Behandlung hin-
aus und bezieht die Spin-Bahn-Kopplung mit ein, so bedarf es einer grundlegenden
Erweiterung der bestehenden nicht- bzw. skalarrelativistischen Implementierungen.
Ursächlich hierfür ist, dass bereits bei der effizientesten Formulierung einer Theo-
rie, welche die Spin-Bahn-Kopplung auf selbstkonsistente Weise berücksichtigt, von
komplexen zweikomponentigen Spinoren an Stelle von reellen einkomponentigen
Orbitalen ausgegangen werden muss. Diese Zunahme der Komplexität ist mit ei-
nem deutlichen Anstieg des Rechenaufwands verbunden, wodurch zunächst nur ver-
hältnismäßig kleine Verbindungen behandelt werden konnten. In den letzten Jah-
ren wurden schrittweise effiziente zweikomponentige Varianten des Hartree-Fock-
Verfahrens (HF), der statischen Dichtefunktionaltheorie (density functional theory,
DFT) [20,21] sowie der Møller-Plesset-Störungstheorie zweiter Ordnung (MP2) [22] zur
Behandlung des elektronischen Grundzustands in Kombination mit den zweikompo-
nentigen Ausarbeitungen des ECP- und X2C-Ansatzes [23] in das Programmpaket
TURBOMOLE implementiert. Somit gelang beispielsweise eine umfassende Stu-
die der Konkurrenz zwischen Jahn-Teller-Verzerrung und Spin-Bahn-Kopplung bei
großen Clustern schwerer Metalle [20,21] sowie die Untersuchung der im Rahmen der
XPS beobachteten Spin-Bahn-Aufspaltungen einiger Systeme. [24]
Mehr noch als für den elektronischen Grundzustand gibt es für angeregte Zu-
stände Fragestellungen, die eine Berücksichtigung der Spin-Bahn-Kopplung nötig
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machen. Insbesondere gilt dies bei der Untersuchung der Phosphoreszenz der metall-
organischen Komplexe in der Emitterschicht von organischen Leuchtdioden (organic
light-emitting diodes, OLEDs), denen seit einigen Jahren große Aufmerksamkeit in
akademischer und industrieller Forschung geschenkt wird. [25–29] Unter Phosphores-
zenz versteht man den in der nicht- bzw. skalarrelativistischen Theorie „spinverbo-
tenen“ elektronischen Übergang von dem niedrigsten angeregten Triplettzustand
in den Singulettgrundzustand. Dieser kann bei ausreichend starker Spin-Bahn-
Kopplung dennoch beobachtet werden. Ausschlaggebend für die Eignung eines me-
tallorganischen Komplexes hinsichtlich eines Einsatzes in OLEDs ist u. a. eine mög-
lichst kurze strahlende Lebensdauer des niedrigsten angeregten Triplettzustands.
Aus ökonomischer Sicht ist eine quantenchemische Beschreibung dieser Lebensdau-
er wünschenswert, da so unter Umständen auf kostengünstige Art und Weise eine
Vorauswahl an potentiell geeigneten Verbindungen getroffen werden kann. [29] Auf-
grund der Größe der zu untersuchenden Moleküle bietet sich die TDDFT an. Jedoch
stößt deren skalarrelativistische Variante aufgrund der Vernachlässigung der Spin-
Bahn-Kopplung hier an ihre Grenzen: Die berechnete Lebensdauer des angeregten
Triplettzustands ist in allen Fällen unendlich. Darüber hinaus existiert eine Vielzahl
weiterer Fragestellungen, die eine effiziente zweikomponentige Implementierung der
TDDFT zur Untersuchung des Einflusses der Spin-Bahn-Kopplung auf die elektro-
nischen Übergänge großer Verbindungen erstrebenswert macht. Bereits im Jahre
2005 führten Wang et al. [30] zeitgleich mit Peng et al. [31] eine solche zweikompo-
nentige Variante der TDDFT in die Quantenchemie ein. Jedoch wurden mit den
bisherigen Implementierungen lediglich verhältnismäßig kleine Systeme untersucht;
systematische Studien an OLEDs, in deren Rahmen eine Vielzahl einzelner Rech-
nungen durchgeführt werden muss, sind nur in äußerst eingeschränktem Maße und
unter großem Ressourcenbedarf möglich. [32–39] Darüber hinaus wurden störungs-
theoretische Ansätze zur Berücksichtigung der Spin-Bahn-Kopplung im Rahmen
der TDDFT formuliert, [40,41] mit denen zwar prinzipiell Berechnungen an größeren
Verbindungen möglich sind, deren Verwendung jedoch bei einem zu starken Einfluss
der Spin-Bahn-Kopplung − wie beispielsweise bei Verbindungen schwerer Metalle
− nicht mehr adäquat ist.
Ziel der vorliegenden Arbeit war es daher, eine effiziente zweikomponentige Va-
riante der TDDFT zu entwickeln und in das Programmpaket TURBOMOLE zu
implementieren, mit welcher der Einfluss der Spin-Bahn-Kopplung auf die elektro-
nischen Übergänge großer Verbindungen routinemäßig berücksichtigt werden kann.
Im Anschluss daran sollten erstmals die zweikomponentigen Erweiterungen der
3
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RPA und der GW-Methode auf Grundlage der nicht- bzw. skalarrelativistischen
Zusammenhänge theoretisch ausgearbeitet und ebenfalls implementiert werden. Im
Weiteren sollten alle neuen Implementierungen über die Berechnung von Systemen
sehr verschiedener Größe hinsichtlich ihrer Genauigkeit und Effizienz beurteilt wer-
den. Anschließend sollte die zweikomponentige TDDFT zur systematischen und
detaillierten Studie an einigen metallorganischen Komplexen, deren Verwendung in
OLEDs denkbar ist, eingesetzt werden. Zusätzlich sollte der Einfluss der Spin-Bahn-
Kopplung auf bestimmte Eigenschaften von Clustern schwerer Metalle untersucht
werden.
Der Aufbau der Arbeit ist wie folgt. In Kapitel 2 wird auf die theoretischen
Grundlagen eingegangen. Dazu wird ausgehend von der Dirac-Theorie die Her-
leitung der zweikomponentigen TDDFT skizziert. Anschließend werden die zwei-
komponentigen Varianten der RPA sowie der GW-Methode eingeführt. Kapitel 3
enthält eine umfassende Darstellung der Implementierung dieser drei Verfahren in
das Programmpaket TURBOMOLE. Kapitel 4 befasst sich mit der Untersuchung
der Genauigkeit und Effizienz der vorgestellten zweikomponentigen Methoden. Zur
Bewertung der Genauigkeit werden die Ergebnisse kleiner Systeme mit experimen-
tellen Daten und − sofern verfügbar − den Resultaten anderer zweikomponenti-
ger TDDFT-Implementierungen verglichen. Die Demonstration der Effizienz erfolgt
über die Diskussion der Rechenzeiten der größten bisher mit zweikomponentigen
Verfahren dieser Art berechneten Verbindungen. In Kapitel 5 werden chemische An-
wendungen der implementierten Methoden beschrieben. Der erste Teil befasst sich
mit der Untersuchung von Clustern schwerer Metalle. Hierbei ist insbesondere der
ligandengeschützte Goldcluster Au25(SR)−18 − R bezeichnet einen organischen Rest
− von Interesse, dessen optisches Absorptionsspektrum bei niedrigen Energien ein
bisher nicht verstandenes Doppelmaximum aufweist. [42,43] Im zweiten Teil wird die
implementierte zweikomponentige TDDFT zur systematischen und umfangreichen
Studie an einem Testsatz von acht iridiumhaltigen metallorganischen Komplexen,
deren Verwendung in OLEDs denkbar ist, eingesetzt. Eine Zusammenfassung in
Kapitel 6 rundet die Arbeit schließlich ab.
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In diesem Kapitel wird auf die theoretischen Grundlagen der im Rahmen dieser
Arbeit implementierten und angewandten zweikomponentigen Methoden eingegan-
gen. Dazu wird in Abschnitt 2.1 zunächst die vierkomponentige Dirac-Theorie vor-
gestellt und ihre Reduktion auf zwei Komponenten sowie die damit verbundenen, in
der Quantenchemie gebräuchlichen Ansätze zur Berücksichtigung der Spin-Bahn-
Kopplung erläutert. Im zentralen Teil des Kapitels, Abschnitt 2.2, wird anschließend
die Herleitung einer zweikomponentigen Variante der TDDFT skizziert, welche die
Berücksichtigung der Spin-Bahn-Kopplung bei elektronischen Anregungen großer
Systeme erlaubt. In den letzten beiden Abschnitten werden erstmals die zweikom-
ponentigen Varianten zweier eng mit der TDDFT verwandten Korrelationsmetho-
den vorgestellt: In Abschnitt 2.3 wird die zweikomponentige RPA zur Berechnung
der Korrelationsenergie des elektronischen Grundzustands beschrieben; Abschnitt
2.4 geht auf die zweikomponentige GW-Methode ein, welche den Einfluss der Elek-
tronenkorrelation auf die Einelektronenenergien beschreibt.
2.1. Dirac-Theorie und Reduktion auf zwei
Komponenten
Ausgangspunkt für die relativistische Behandlung eines Fermions mit Spin 1/2,
z. B. eines Elektrons, im Rahmen der Quantenmechanik ist die Dirac-Theorie. [13]
Im Gegensatz zur nichtrelativistischen Schrödinger-Theorie erfüllt diese von Dirac
im Jahre 1928 formulierte Theorie neben den Postulaten der Quantenmechanik
auch die Prinzipien der speziellen Relativitätstheorie. [12] Letztere fordern die In-
varianz der Theorie unter Lorentz-Transformationen, d. h. die Unabhängigkeit der
physikalischen Gesetze von dem betrachteten Inertialsystem sowie die Konstanz
der Lichtgeschwindigkeit in allen Inertialsystemen. Charakteristisch für die Form
der resultierenden Dirac-Gleichung ist das Auftreten von Raum und Zeit, die in
der sogenannten Raumzeit zusammengefasst werden, in derselben Ordnung. Die
Dirac-Theorie erlaubt die Beschreibung von relativistischen Quanteneffekten, wie
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beispielsweise des innerhalb der nichtrelativistischen Schrödinger-Theorie nur phä-
nomenologisch zugänglichen Spins.
Für ein Elektron in einem sphärisch symmetrischen Potential lautet die Dirac-
Gleichung:
[
d̂ + v̂ 14×4
]
|Ψ(t)〉 = i ∂
∂t
|Ψ(t)〉 . (2.1)
Der Dirac-Operator der kinetischen Energie ist in atomaren Einheiten (~ = e =
me = 1) durch
d̂ = c~α~̂p + c2 [β − 14×4] (2.2)
gegeben. Dabei wurde abweichend von der üblichen Darstellung zur besseren Ver-
gleichbarkeit mit der nichtrelativistischen Theorie das gesamte Eigenwertspektrum
des Operators um das Negative der Ruheenergie des Elektrons, d. h. um −c2, ver-



































sowie der (2 × 2)-Einheitsmatrix 1. ~̂p beschreibt den kinetischen Impulsoperator,
der bei Abwesenheit magnetischer Wechselwirkungen des Elektrons mit externen
Feldern an Stelle des kanonischen Impulsoperators verwendet werden kann. Das rein
durch die elektrostatische Wechselwirkung entstehende skalare Coulomb-Potential
ist für das Beispiel eines punktförmigen Atomkerns mit der Ladung Z, der sich am
Ort ~R befindet, in der Ortsdarstellung gegeben als:
v̂ = v̂Ke(|~r − ~R|) = − Z
|~r − ~R|
. (2.5)
Aufgrund der vierdimensionalen Struktur der Matrizen ~α und β stellt die Dirac-
Gleichung ein gekoppeltes System von vier linearen, partiellen Differentialgleichun-
gen erster Ordnung dar. Die Lösung |Ψ(t)〉 wird daher durch eine vierkomponentige,






















2.1. Dirac-Theorie und Reduktion auf zwei Komponenten
besitzt und als vierkomponentiger Spinor bezeichnet wird. Aufgrund der vierkom-
ponentigen Struktur der Dirac-Gleichung wird für ein Elektron in einem sphärisch
symmetrischen Potential, wie beispielsweise das Elektron im Wasserstoffatom, die
durch die Spin-Bahn-Kopplung bedingte Feinstrukturaufspaltung korrekt reprodu-
ziert. Das Eigenwertspektrum des Dirac-Operators der kinetischen Energie, d̂, um-
fasst einen positiven (> 0) und einen negativen (< −2c2) Energiebereich. Die Zu-
stände, die sich innerhalb des ersteren Bereichs befinden, werden dem Elektron
zugeordnet, die innerhalb des letzteren dessen Antiteilchen, dem Positron.
Da in der Quantenchemie im Wesentlichen gebundene elektronische Zustände
sowie Übergänge der Elektronen zwischen verschiedenen Energieniveaus in einem
Energiebereich betrachtet werden, der deutlich unter der Paarerzeugungsenergie
von 2c2 eines Elektron-Positron-Paares liegt, ist es aus Gründen der Rechenzeit
wünschenswert, das Problem auf eine rein elektronische, quasirelativistische Theorie
zu reduzieren. In dem für die Quantenchemie relevanten Energiebereich sind die
oberen beiden Elemente des Spinors in Gleichung (2.6) etwa um den Faktor der
Lichtgeschwindigkeit c größer als die unteren beiden Elemente. Daher lässt sich der
vierkomponentige Spinor formal in zwei zweikomponentige Spinoren aufteilen, die








Zur Entkopplung der beiden Komponenten nach Foldy und Wouthuysen [44] wird
zunächst der zeitabhängige Anteil abgetrennt, wodurch sich die stationäre Varian-
te von Gleichung (2.1) mit den Energieeigenwerten En (n = 0, 1, 2, ...) ergibt.
Die Abtrennung der Zeitabhängigkeit ist dabei trivial für den Fall, dass lediglich
statische Potentiale betrachtet werden. Verwendet man nun die Darstellung der












ΦLn(~r ) , (2.8)













 ~σ~̂p + v̂Ke(r)

ΦLn(~r ) = EnΦ
L
n(~r ) . (2.9)
Dem Auftreten von En − v̂Ke im Nenner wird durch Entwicklung des Ausdrucks in
runden Klammern Abhilfe geschaffen. Ist En−v̂Ke klein im Vergleich zur Paarerzeu-
gungsenergie 2c2, so ist es meist ausreichend, nur die relativistischen Korrekturen
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in der führenden Ordnung, d. h. O(1/c2), zu berücksichtigen. Man erhält nach Re-
normierung das zweikomponentige, rein elektronische Eigenwertproblem
[
t̂1 + v̂Ke(r)1 + ĥSR1 + ~σ~̂hSO
]
Φn(~r ) = EnΦn(~r ) , (2.10)
wobei der Index L weggelassen wurde. Dabei sind die ersten beiden Terme bekannt
aus dem Hamilton-Operator der nichtrelativistischen Schrödinger-Theorie und da-






dar, der zweite das Kern-Elektron-Potential aus Gleichung (2.5). Die relativistischen
Korrekturen lassen sich in einen skalarrelativistischen (SR) Beitrag und einen Spin-
Bahn-Beitrag (spin-orbit, SO) unterteilen. Der skalarrelativistische Beitrag







enthält als ersten Term den Masse-Geschwindigkeits-Operator, der die Zunahme der
Elektronenmasse bei steigender Geschwindigkeit ausdrückt, und als zweiten Term
den Darwin-Beitrag, der eine „Zitterbewegung“ des Elektrons aufgrund der Interfe-
renz von elektronischen und positronischen Zuständen beschreibt. Da beide Terme
diagonal im Spinraum sind, führen sie lediglich zu Verschiebungen der einzelnen













aufgrund seiner nichtdiagonalen Struktur eine − zumindest teilweise − Aufspaltung
der entarteten nichtrelativistischen Energieniveaus, welche als sogenannte Fein-
strukturaufspaltung beobachtbar ist. Der Spin-Bahn-Beitrag ist dabei explizit vom
Operator des Spins, ~̂s = 1
2
~σ, sowie dem Bahndrehimpulsoperator, ~̂l = (~r − ~R) × ~̂p,
abhängig.
Die Behandlung der im Rahmen dieser Arbeit zentralen relativistischen Kor-
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wobei die Zeitabhängigkeit an dieser Stelle wieder eingeführt wurde. Da der zwei-
komponentige Spinor im Allgemeinen keine Eigenfunktion von ŝz ist, wird er durch
ein verallgemeinertes Moment, beschrieben durch den Kramers-Index σ̃ ∈ {α̃, β̃},
gekennzeichnet. [45] Vernachlässigt man den Spin-Bahn-Beitrag und betrachtet le-















Eigenfunktionen von ŝz mit Eigenwerten +1/2 und −1/2, wobei der Kramers-Index
σ̃ in den Spin-Index σ übergeht, der gewöhnliche spin-up (α) und spin-down (β)
Elektronen charakterisiert. In diesem Falle ist eine einkomponentige Beschreibung
über φαα und φ
β
β, die nach Abtrennung der zeitabhängigen Phase prinzipiell reell ge-
wählt werden können, ausreichend. Dies gilt auch bei völliger Vernachlässigung von




Gleichung (2.9) in die bekannte Schrödinger-Gleichung übergeht.
2.1.1. Mehrelektronensysteme
Eine Verallgemeinerung der Dirac-Theorie auf die für die Quantenchemie rele-
vanten Mehrelektronensysteme bedarf zusätzlich der Behandlung der interelek-
tronischen Wechselwirkung. Diese wird meistens durch die rein elektrostatische
Coulomb-Wechselwirkung im entsprechenden Hamilton-Operator berücksichtigt,
wodurch sich die Dirac-Coulomb-Theorie ergibt. Zur Steigerung der Genauigkeit
wird oftmals ein zusätzlicher Beitrag, die Breit-Wechselwirkung, [46] miteinbezogen.
Dieser strukturell wesentlich kompliziertere Term repräsentiert alle möglichen in-
terelektronischen Wechselwirkungen bis O(1/c2) im Rahmen der Quantenelektro-
dynamik (QED). [47,48] Letztere stellt eine Quantenfeldtheorie dar, welche die rela-
tivistische Quantenmechanik nach Dirac mit einem relativistischen, quantisierten
Strahlungsfeld vereinigt. In dem für die Quantenchemie weniger relevanten Ener-
giebereich in der Größenordnung der Ruheenergie eines Teilchens ist eine Beschrei-
bung basierend auf der QED unabdingbar, da aufgrund möglicher Paarerzeugungs-
und Paarvernichtungsprozesse − d. h. beispielsweise die Erzeugung eines Elektron-
Positron-Paars aus einen Photon − Materie und Strahlungsfeld gleichberechtigt be-
handelt werden müssen. Beschränkt man sich im Rahmen der Dirac-Coulomb- bzw.
der Dirac-Coulomb-Breit-Theorie auf den Unterraum der elektronischen Zustände,
was der sogenannten no-pair Näherung [49,50] entspricht, so lassen sich variationell
9
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stabile, vierkomponentige Varianten der aus der nichtrelativistischen Quantenche-
mie bekannten Methoden formulieren.
Für ein System von N Elektronen und K Kernen lautet die vierkomponentige
Dirac-Coulomb-Breit-Gleichung
[






wobei |Θ4c(t)〉 die zeitabhängige vierkomponentige (four-component, 4c) Lösung
darstellt.a Im Folgenden wird immer von der Born-Oppenheimer-Näherung [51] aus-
gegangen, nach der die Koordinaten der Atomkerne lediglich als Parameter auftre-















|~ri − ~RI |
(2.19)
beschreiben die Verallgemeinerungen des Dirac-Operators der kinetischen Ener-
gie aus Gleichung (2.2) bzw. des Kern-Elektron-Potentials aus Gleichung (2.5) auf
Mehrteilchensysteme. Neben diesen Beiträgen, die als Summe von Einelektronen-
operatoren dargestellt werden, beschreiben der Coulomb- (V̂C) sowie der Breit-
Beitrag (V̂B) Wechselwirkungen zwischen den Elektronen und werden daher mittels







|~ri − ~rj |
[11,4×4 ⊗ ... ⊗ 1N,4×4] (2.20)
drückt die instantane, rein elektrostatische Wechselwirkung zwischen den Elektro-



















a Streng genommen handelt es sich hierbei um eine 4N -komponentige Größe.
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ist dagegen innerhalb jedes Summanden im Spinraum zweier unterschiedlicher Elek-
tronen nichtdiagonal. Diese Struktur ist auf die Tatsache zurückzuführen, dass der
erste Term in Gleichung (2.21) einen magnetischen Beitrag zur interelektronischen
Wechselwirkung beschreibt. Der zweite Ausdruck in Gleichung (2.21) stellt einen







| ~RI − ~RJ |
[11,4×4 ⊗ ... ⊗ 1N,4×4] , (2.22)
repräsentiert die Kern-Kern-Abstoßung, die im Rahmen der Born-Oppenheimer-
Näherung − wie die Kern-Elektron-Anziehung aus Gleichung (2.18) − nur über
die instantane, rein elektrostatische Wechselwirkung vermittelt wird. Da der Kern-
Kern-Beitrag bei festgehaltener Kernanordnung die elektronische Gesamtenergie
lediglich um einen konstanten Wert verschiebt, kann er in der nachfolgenden Dis-
kussion vernachlässigt werden.
Zur Reduktion des vierkomponentigen Mehrelektronenproblems auf einen zwei-
komponentigen, quasirelativistischen, rein elektronischen Formalismus, mit dem
sich variationell stabile Varianten der gängigen nichtrelativistischen quantenche-
mischen Methoden formulieren lassen, konnten sich verschiedene Verfahren eta-
blieren. Diese sind u. a. effektive Rumpfpotential-Ansätze (effective core potential,
ECP), [14] die Theorie der exakten Entkopplung (exact two-component decoupling,
X2C) [15–17] und die reguläre Näherung nullter Ordnung (zeroth order regular ap-
proximation, ZORA). [52–55] All diese Methoden basieren auf einer näherungswei-
sen bzw. exakten Darstellung der vierkomponentigen Einelektronenterme, d. h. des
Dirac-Operators sowie des Kern-Elektron-Potentials, im Rahmen einer zweikompo-
nentigen Formulierung. Dabei ist die Struktur der resultierenden Terme im Spin-
raum für alle oben erwähnten Entkopplungsmethoden gleich und analog zu der
in Gleichung (2.10) für das Einelektronenproblem gezeigten. In allen Fällen wird
innerhalb des zweikomponentigen Formalismus die interelektronische Wechselwir-
kung lediglich durch den nichtrelativistischen Coulomb-Term beschrieben. Es ergibt
sich daher im Allgemeinen die rein elektronische Gleichung
[








mit der zeitabhängigen zweikomponentigen (two-component, 2c) Lösung |Θ2c(t)〉.




t̂i [11 ⊗ ... ⊗ 1N ] (2.24)
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die Verallgemeinerung des Operators der kinetischen Energie aus Gleichung (2.11)
auf Mehrelektronensysteme. Das Kern-Elektron-Potential V̂Ke und der Coulomb-
Term V̂C sind durch Gleichung (2.18) bzw. (2.20) gegeben, jedoch unter Verwen-
dung von (2×2)- an Stelle von (4×4)-Einheitsmatrizen. Sowohl skalarrelativistische
als auch Spin-Bahn-Effekte lassen sich über eine Summe von (effektiven) Einelek-




ĥSR(~ri) [11 ⊗ ... ⊗ 1N ] , (2.25)




11 ⊗ ... ⊗ ~σi~̂hSO(~ri) ⊗ ... ⊗ 1N (2.26)
eine nichtdiagonale Struktur. Unterschiede zwischen den einzelnen erwähnten Ent-
kopplungsmethoden ergeben sich im Wesentlichen über die explizite Beschreibung
des skalarrelativistischen Operators ĥSR und des Spin-Bahn-Operators ~̂hSO sowie
die Zahl der explizit zu behandelnden Elektronen N . Eine schematische Übersicht
der in den bisher beschriebenen vier- und zweikomponentigen Theorien auftreten-
den Terme befindet sich in Tabelle 2.1.
Im Falle des in dieser Arbeit überwiegend verwendeten ECP-Ansatzes erfolgt
eine Modellierung der Rumpfelektronen schwerer Elemente über Pseudopotentiale
(ECPs). Diese Pseudopotentiale sind von Parametern abhängig, die an vierkom-
ponentige Multikonfigurations-Dirac-Hartree-Fock-Ergebnisse unter Berücksichti-
gung der Breit-Wechselwirkung, siehe Gleichung (2.16), angepasst wurden. Daher
Tab. 2.1.: Schematische Darstellung der möglichen Reduktion der Ein- (1e−) und Zwei-
elektronenterme (2e−) von einer vierkomponentigen (4c) auf eine zweikomponentige
(2c) Theorie für Ein- und Mehrelektronensysteme (Ne−). Im Einelektronenfall wird
beispielhaft die Foldy-Wouthuysen-Transformation beschrieben, im Mehrelektronenfall
der ECP-Ansatz. Die Struktur im Spinraum der resultierenden Terme ist unabhängig
von der genauen Entkopplungsmethode (ECP, X2C, ZORA).
System Term 4c 2c
1e− 1e− d̂ + v̂Ke1
Foldy-W.−−−−−−→
(




∑N [d̂ + v̂Ke1
] xxECPxxl−−−−−−→ ∑NECP
[ (







∑N v̂C1 + V̂B
lc → ∞ x−−−−−−→ ∑NECP v̂C1
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beschreiben ECPs − auf unsystematische Weise − neben Austausch- und Kor-
relationsbeiträgen auch skalare und spinabhängige relativistische Ein- und Zwei-
elektroneneffekte über die effektiven Einelektronenoperatoren ĥSR und ~̂hSO. Auf-
grund der Modellierung der Rumpfelektronen über ein ECP müssen in quanten-
chemischen Berechnungen lediglich die nicht in dem Pseudopotential erfassten Va-
lenzelektronen explizit beschrieben werden, was zu einer deutlichen Reduktion des
Rechenaufwands führt. Dabei ist anzumerken, dass in diesem Zusammenhang alle
auftretenden Kernladungen durch effektive Kernladungen ersetzt werden müssen.
Im Programmpaket TURBOMOLE [3] sind zweikomponentige Dirac-Hartree-Fock-
ECPs (dhf-ECPs) in Kombination mit den entsprechend optimierten Basissätzen [56]
standardmäßig für alle Haupt- und Nebengruppenelemente von Rubidium bis Ra-
don (Gruppe 1, [57] Gruppe 2, [58] 4d-Elemente, [59] 5d-Elemente, [60] Gruppe 11–12, [61]
Gruppe 13–15, [62] Gruppe 16–18 [63]) verfügbar.
Daneben steht auch die X2C-Methode im Programmpaket TURBOMOLE zur
Verfügung. [23] Im Rahmen dieses Ansatzes wird die Matrixdarstellung der vierkom-
ponentigen Einelektronenoperatoren (Dirac-Operator und Kern-Elektron-Potenti-
al) zu Beginn der Rechnung über einen einzigen − jedoch rechenintensiven − Trans-
formationsschritt exakt auf zwei Komponenten entkoppelt. Dies bedeutet, dass die
relativistischen Einelektronenbeiträge im Gegensatz zum ECP-Ansatz im Rahmen
der verwendeten Basis nach der Entkopplung exakt beschrieben werden, während
relativistische Zweielektronenbeiträge gänzlich unberücksichtigt bleiben. Die expli-
zite Behandlung aller Elektronen bei Verwendung der X2C-Methode wirkt sich
einerseits nachteilig auf den Rechenaufwand im Vergleich zum ECP-Ansatz aus,
erlaubt aber andererseits die Untersuchung des Einflusses von relativistischen Ef-
fekten auf Rumpforbitale, z. B. bei der Simulation von Spektren im Rahmen der
Röntgenphotoelektronenspektroskopie (X-ray photoelectron spectroscopy, XPS). [24]
Des Weiteren ist die X2C-Methode prinzipiell für alle Elemente anwendbar und
nicht auf die Verfügbarkeit zuvor optimierter Parameter angewiesen wie im Falle
der Pseudopotentiale.
Im Rahmen der ZORA-Methode werden ähnlich wie beim X2C-Ansatz alle Elek-
tronen explizit berücksichtigt. Als wesentlicher Unterschied zur X2C-Methode wird
bei Verwendung des ZORA-Ansatzes nicht die Matrixdarstellung, sondern der ent-
sprechende Operator selbst näherungsweise entkoppelt. Dabei werden relativistische
Effekte bereits durch den Operator nullter Ordnung beschrieben. Da die ZORA-
Methode gegenwärtig nicht in TURBOMOLE zur Verfügung steht, wird an dieser





Durch Lösung des stationären Analogons von Gleichung (2.23), das aufgrund der
Zeitunabhängigkeit des Hamilton-Operators Ĥ durch einfaches Abtrennen der zeit-
abhängigen Phase erhalten werden kann, sind prinzipiell neben dem elektronischen
Grundzustand alle angeregten Zustände zugänglich. In der quantenchemischen Pra-
xis werden elektronische Anregungsenergien und Übergangsmomente meist über
die Berechnung der linearen Antwort auf eine äußere, explizit zeitabhängige Stö-
rung bestimmt. [64] Für die Beschreibung der elektronischen Anregungsenergien und
Übergangsmomente im Rahmen dieser Arbeit genügt es − im Einklang mit der in
Abschnitt 2.1.1 eingeführten Näherung einer nichtrelativistischen, nichtquantisier-
ten interelektronischen Wechselwirkung − eine spinunabhängige und daher im Spin-




ŵ(~ri, t) [11 ⊗ ... ⊗ 1N ] , (2.27)
die zum ungestörten Hamilton-Operator Ĥ aus Gleichung (2.23) addiert wird, zu
betrachten. λ ist dabei ein reeller Parameter, der die Stärke der Kopplung der
äußeren Störung an das System ausdrückt. Die zeitabhängige monochromatische
Einelektronenstörung
ŵ(~ri, t) = ŵ(~ri, ω)eiωt + ŵ(~ri, −ω)−iωt (2.28)
wird von einem äußeren, instantan an das System koppelnden, rein elektrischen
Feld hervorgerufen, das mit der Frequenz ω oszilliert. Die tatsächliche Form der
Fourier-Komponenten ŵ(ω) und ŵ(−ω) ist für die weitere Diskussion nicht von
Bedeutung. Unter Berücksichtigung der Kopplung dieser äußeren Störung an ein
System, bei dessen Beschreibung die Spin-Bahn-Kopplung miteinbezogen wird, sind
neben energetischen Aufspaltungen insbesondere Intensitäten und damit verknüpf-
te Lebensdauern für die innerhalb einer nicht- oder skalarrelativistischen Theorie
„spinverbotenen“ Übergänge − z. B. im Rahmen der Phosphoreszenz − zugänglich.
Zur Beschreibung solcher Übergänge in Clustern schwerer Metalle oder anderen
großen Systemen, wie metallorganischen Komplexen, die in organischen Leuchtdi-
oden (organic light-emitting diodes, OLEDs) eingesetzt werden, [25–27] bietet sich als
Kompromiss aus Effizienz und Genauigkeit die zeitabhängige Dichtefunktionaltheo-
rie (time-dependent density functional theory, TDDFT) [1,2,4,69] an, und zwar in ihrer
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zweikomponentigen Ausführung zur Erfassung der Spin-Bahn-Kopplung. [30,31] Das
theoretische Fundament der TDDFT bildet ein von Runge und Gross formuliertes
Theorem. [70] In Analogie zu dem aus der statischen Dichtefunktionaltheorie (densi-
ty functional theory, DFT) bekannten Hohenberg-Kohn-Theorem [71] besagt es, dass
bei gegebenem Anfangszustand und gegebener interelektronischer Wechselwirkung
ausgehend von der zeitabhängigen elektronischen Gesamtdichte ρλ(~r, t) eindeutig
auf das gesamte zeitabhängige Einelektronenpotential und damit direkt auf den
Hamilton-Operator geschlossen werden kann. Unter der Voraussetzung, dass dieser
Anfangszustand durch den elektronischen Grundzustand gegeben ist, stellt die zeit-
abhängige Wellenfunktion ein reines Funktional der zeitabhängigen elektronischen
Gesamtdichte dar, d. h. im Rahmen einer zweikomponentigen Formulierung:
Θλ2c(~r1, ~r2, ..., ~rN , t) = Θ2c[ρ
λ(~r, t)] . (2.29)
Eine Verallgemeinerung des Theorems auf die relativistische Behandlung im Rah-
men der QED wurde von Rajagopal erarbeitet. [72] Unter Verwendung des Runge-
Gross-Theorems erfolgt die Bestimmung der exakten zeitabhängigen elektronischen







− Ĥ − λŴ(t′)|Θ2c[ρλ(t′)]〉 (2.30)
stationär wird, [70,73] d. h.:
δS[ρλ(t)]
δρλ(~r, t)
= 0 . (2.31)
In den folgenden Abschnitten wird skizziert, wie über diese Stationaritätsbedingung
ein zeitabhängiges Schema [74] − in Analogie zu dem von Kohn und Sham (KS) für
die statische DFT formulierten Vorgehen [75] − aufgestellt werden kann und darüber
schließlich elektronische Anregungsenergien und Übergangsmomente im Rahmen
eines zweikomponentigen Formalismus zugänglich sind.
2.2.1. Zeitabhängige Einelektronendichtematrix
Die zeitabhängige zweikomponentige Wellenfunktion Θλ2c(~r1, ~r2, ..., ~rN , t) beschreibt
die zeitliche Entwicklung des Zustands eines N -Elektronensystems unter Berück-
sichtigung der Spin-Bahn-Kopplung vollständig. Nach dem Theorem von Runge
und Gross kann an Stelle dieser von 3N Ortskoordinaten abhängigen Größe eine
weniger komplizierte Funktion mit stark reduzierter Dimensionalität, die zeitabhän-
gige elektronische Gesamtdichte ρλ(~r, t), zur vollständigen Charakterisierung des N -
Elektronensystems herangezogen werden. Da in den folgenden Betrachtungen neben
15
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der TDDFT mit reinen Dichtefunktionalen auch die zeitabhängige Hartree-Fock-
Theorie (time-dependent Hartree-Fock, TDHF) [76] und damit die wichtige Klasse
der Hybridfunktionale [77] behandelt werden soll, ist als zentrale Größe − in Analo-
gie zur statischen DFT − die zeitabhängige Einelektronendichtematrix [78–80]




d3rN Θλ2c(~r, ~r2, ..., ~rN , t)
[
Θλ2c(~r
′, ~r2, ..., ~rN , t)
]†
(2.32)
anzunehmen. Die Bezeichnung „Matrix“ bezieht sich dabei auf die Nichtdiagonalität
der Größe im Ortsraum und nicht auf die Matrixstruktur im Spinraum.
Zur praktischen Berechnung der zeitabhängigen Einelektronendichtematrix kann
ein zeitabhängiges KS-Schema aufgestellt werden. [74,75] Demzufolge wird das wech-
selwirkende N -Elektronensystem, das die wechselwirkende zeitabhängige Gesamt-
dichte liefert, auf ein System von N nichtwechselwirkenden Elektronen projiziert,
welches dieselbe zeitabhängige Gesamtdichte besitzt. Die Wellenfunktion wird dann






Φλ1α̃(~r1, t) ⊗ Φλ1β̃(~r1, t) ⊗ Φλ2α̃(~r2, t) ⊗ ...






Es handelt sich dabei um ein antisymmetrisiertes 2N -dimensionales Tensorprodukt




nen/Spinoren Φλiσ̃(~ri, t), wobei i = 1, 2, ..., N über alle besetzten (occupied, occ)
Spinoren mit Kramers-Index σ̃ ∈ {α̃, β̃} läuft. Die Form der Spinoren ist im Allge-
meinen durch Gleichung (2.14) gegeben. Durch Einsetzen dieses Ansatzes für die
Wellenfunktion in Gleichung (2.32) ergibt sich folgende einfache Konstruktionsvor-
schrift für die zeitabhängige Einelektronendichtematrix:











γαα, λ(~r, ~r ′, t) γαβ, λ(~r, ~r ′, t)
γβα, λ(~r, ~r ′, t) γββ, λ(~r, ~r ′, t)

 . (2.34)
Die Summe läuft über alle besetzten Spinoren, wobei die Summationsgrenzen aus
Gründen der Übersichtlichkeit nicht explizit aufgeführt sind. Die Elemente im Spin-
raum sind über die Beziehung
γσσ
′, λ(~r, ~r ′, t) =
∑
iσ̃
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gegeben. Durch Bildung der Spur im Spinraum lässt sich aus der Einelektronen-
dichtematrix die zeitabhängige Gesamtdichtematrix
nλ(~r, ~r ′, t) = Sp
[










= γαα, λ(~r, ~r ′, t) + γββ, λ(~r, ~r ′, t) (2.36)
extrahieren, wogegen die Bildung der Spur des Produktes aus dem Vektor der Pauli-
Matrizen ~σ und der Einelektronendichtematrix die zeitabhängige nichtkollineare
Spinvektordichtematrix
~mλ(~r, ~r ′, t) = Sp
[















γαβ, λ(~r, ~r ′, t) + γβα, λ(~r, ~r ′, t)
i
[
γαβ, λ(~r, ~r ′, t) − γβα, λ(~r, ~r ′, t)
]






liefert. [20,80,82,83] Die Eigenschaft „nichtkollinear“ beschreibt dabei, dass die vek-
torwertige Funktion ~mλ(t) nicht für jedes Paar von ~r und ~r ′ kollinear zu einer
Koordinatenachse, z. B. der z-Achse, gewählt werden kann. Dies ist der Tatsache
geschuldet, dass die Spinoren bei Berücksichtigung der Spin-Bahn-Kopplung keine
Eigenfunktionen von ŝz sind. Mit Hilfe der Gesamtdichtematrix nλ(t) und der Spin-
vektordichtematrix ~mλ(t) lässt sich die zeitabhängige Einelektronendichtematrix in
einen im Spinraum diagonalen sowie einen nichtdiagonalen Anteil unterteilen:
γλ(~r, ~r ′, t) =
1
2
nλ(~r, ~r ′, t)1 +
1
2
~mλ(~r, ~r ′, t) · ~σ . (2.38)
Durch Betrachtung der Diagonalelemente im Ortsraum von nλ(t) gelangt man
schließlich zu der in der TDDFT zentralen zeitabhängigen Gesamtdichte
ρλ(~r, t) = nλ(~r, ~r, t) , (2.39)
die im Gegensatz zu allen bisher in diesem Abschnitt aufgeführten Größen reell ist.
Analog dazu erhält man die komplexwertige zeitabhängige nichtkollineare Spinvek-
tordichte über













[γαα, λ(~r, ~r, t) − γββ, λ(~r, ~r, t)]2 + 4γαβ, λ(~r, ~r, t)γβα, λ(~r, ~r, t) (2.41)
die reelle zeitabhängige nichtkollineare Spindichte ist.
Im nicht- bzw. skalarrelativistischen Grenzfall sind die Spinoren, aus denen die
Slaterdeterminante aus Gleichung (2.33) aufgebaut ist, Eigenfunktionen von ŝz,
siehe Gleichung (2.15). Dies hat zur Folge, dass die zeitabhängige Einelektronen-
dichtematrix γλ(t) aus Gleichung (2.34) diagonal im Spinraum ist, also die Ele-
mente γαβ, λ(t) und γβα, λ(t) verschwinden. Folglich kann die zeitabhängige Spin-
vektordichtematrix aus Gleichung (2.37) kollinear gewählt werden, d. h. ~mλ(t) =
(
0, 0, mλz (t)
)T
, wogegen der Ausdruck für die zeitabhängige Gesamtdichtematrix
nλ(t) aus Gleichung (2.36) unverändert bleibt. Demnach ist die zeitabhängige Ge-
samtdichte ρλ(t) aus Gleichung (2.39) durch die Summe und die zeitabhängige
kollineare Spindichte sλ(t) aus Gleichung (2.41) durch den Betrag der Differenz
von γαα, λ(~r, ~r, t) und γββ, λ(~r, ~r, t) gegeben.
2.2.2. Zeitabhängige Kohn-Sham-Gleichungen
Um ein in der Praxis anwendbares Verfahren zur Berechnung von elektronischen
Anregungen im Rahmen der zweikomponentigen TDDFT aufstellen zu können,
bietet es sich zunächst an, den zeitabhängigen Erwartungswert des quasirelativis-
tischen Hamilton-Operators Ĥ aus Gleichung (2.23) bezüglich der in Gleichung
(2.33) eingeführten Slaterdeterminante zu berechnen, wobei die in Abschnitt 2.2.1
präsentierten Dichtematrizen und Dichten verwendet werden. Auf diese Weise las-
sen sich anschließend mit Hilfe der Stationaritätsbedingung, Gleichung (2.31), ef-
fektive zeitabhängige Einelektronengleichungen − die sogenannten zeitabhängigen
KS-Gleichungen [74] − zur Bestimmung der zweikomponentigen Spinoren |Φλiσ̃(t)〉
herleiten.
In Analogie zu dem für die statische DFT formulierten KS-Schema [75] lässt sich
der zeitabhängige Erwartungswert des Hamilton-Operators in verschiedene zeitab-
hängige Einzelbeiträge separieren:
〈ΘλΦ(t)|Ĥ|ΘλΦ(t)〉 = T KS + EKe + ESR + ESO + EC + ĒXC . (2.42)
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Hierbei stellt der erste Term












die von der Gesamtdichtematrix nλ(t) abhängige kinetische Energie des nichtwech-
selwirkenden N -Elektronensystems dar, das durch die Slaterdeterminante aus Glei-
chung (2.33) beschrieben wird. Der Einelektronenoperator t̂ wurde in Gleichung
(2.11) definiert. Der zweite Summand
EKe = EKe[ρλ(t)] =
∫
d3r v̂Ke(~r )ρλ(~r, t) (2.44)
ist der lediglich von der Gesamtdichte ρλ(t) abhängige Energiebeitrag, der aufgrund
der attraktiven Kern-Elektron-Wechselwirkung entsteht. v̂Ke wurde in Gleichung
(2.19) eingeführt. Als relativistische Beiträge zum zeitabhängigen Erwartungswert
des Hamilton-Operators sind der skalarrelativistische Term


























zu berücksichtigen. Dabei ist ersterer aufgrund der diagonalen Struktur des Ein-
elektronenoperators ĥSR1 im Spinraum, siehe Gleichung (2.25), lediglich von der
Gesamtdichtematrix nλ(t) abhängig, wogegen letzterer von der Spinvektordichte-
matrix ~mλ(t) abhängt, da der entsprechende Einelektronenoperator ~σ~̂hSO nichtdia-
gonal im Spinraum ist, siehe Gleichung (2.26). Der zeitabhängige Energiebeitrag
der interelektronischen, instantanen, rein elektrostatischen Wechselwirkung, welche
über den Zweielektronenoperator aus Gleichung (2.20) (in der zweikomponentigen
statt vierkomponentigen Ausführung) vermittelt wird, lässt sich in zwei Anteile par-
titionieren: Die Coulomb-Energie EC und das Austausch-Korrelations-Funktional
(exchange-correlation, XC) ĒXC. EC beschreibt die lediglich von der Gesamtdichte
ρλ(t) abhängige klassische Wechselwirkung zweier Elektronenverteilungen über die
Beziehung:







ρλ(~r ′, t)ρλ(~r, t)
|~r − ~r ′| . (2.47)
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ĒXC beinhaltet alle Energiebeiträge, die bei der Idealisierung auf ein nichtwech-
selwirkendes N -Elektronensystem bisher unberücksichtigt blieben. Um die bedeu-
tende Klasse der Hybridfunktionale [77] sowie das TDHF-Verfahren in die folgende
Betrachtung miteinzuschließen, wird das XC-Funktional
ĒXC = EXC + cXEHF-X (2.48)
in ein reines Dichtefunktional EXC und einen Beitrag des HF-Austauschs EHF-X,
der mit dem reellen Hybridmischungsparameter cX skaliert wird, aufgeteilt. In der
Praxis ist man bei der Beschreibung von EXC auf mehrere Näherungen angewiesen.
Innerhalb der etablierten adiabatischen Näherung [84]






ist EXC nur von den instantanen Dichten abhängig. Als weitere Näherung wird
eine nichtrelativistische Form von EXC angenommen. [85–87] Beide Näherungen zu-
sammen ermöglichen schließlich die Verwendung der aus der statischen nichtrela-
tivistischen DFT bekannten Ausdrücke für EXC als Funktionale der instantanen
Gesamtdichte ρ sowie der instantanen nichtkollinearen Spindichte s. Durch Ver-
wendung der nichtkollinearen anstatt der kollinearen Spindichte wird die Invarianz
der Energie unter Rotationen im Produkt-Hilbertraum aus Orts- und Spinraum ge-
währleistet. [82,83] Da jedoch auch nach diesen vereinfachenden Annahmen die Form
von EXC im Allgemeinen weiter unbekannt ist, bedarf es weiterer Näherungen,
wobei im Folgenden nur die in der vorliegenden Arbeit verwendeten erwähnt wer-
den. Zur Gruppe der reinen Dichtefunktionale, d. h. cX = 0, gehören die Perdew-
Wang-Parametrisierung der lokalen Spindichtenäherung (local spin-density approxi-
mation, LSDA), [88] welche der Funktionalklasse der lokalen Dichtenäherung (local
density approximation, LDA) zuzuordnen ist, die Funktionale der verallgemeiner-
ten Gradientennäherung (generalized gradient approximation, GGA) von Becke und
Perdew (BP86) [89,90] sowie Perdew, Burke und Ernzerhof (PBE) [91] und das meta-
GGA-Funktional von Tao, Perdew, Staroverov und Scuseria (TPSS). [92] Im Falle
des Hybridfunktionals von Becke mit Lee-Yang-Parr-Korrelation und drei empi-
risch bestimmten Parametern (B3LYP) [77] werden 20 % HF-Austauschbeitrag, d. h.
cX = 0.2, einem entsprechend skalierten EXC beigemischt. Das zweikomponentige
TDHF-Verfahren erhält man für den Extremfall, dass cX = 1 und EXC = 0, wobei
Korrelationsbeiträge völlig unberücksichtigt bleiben, während der Austauschbeitrag






γλ(~r, ~r ′, t)γλ(~r ′, ~r, t)
|~r − ~r ′| (2.50)
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im Rahmen des nichtwechselwirkenden N -Elektronensystems exakt beschrieben
wird. Aufgrund der Nichtlokalität der Austauschwechselwirkung hängt EHF-X dabei
von der zeitabhängigen Einelektronendichtematrix γλ(~r, ~r ′, t) ab.
Mit Hilfe der bisher geleisteten Vorarbeiten lassen sich nun über die Stationari-









herleiten. Dabei ist zu beachten, dass hier aus Gründen der Verallgemeinerung die
Stationarität des Wirkungsfunktionals, Gleichung (2.30), bezüglich Variation der
zeitabhängigen Einelektronendichtematrix γλ(t) gefordert wurde. Der zweikompo-
nentige Hybrid-KS-Operator ist durch
k̂ = t̂1 + v̂Ke1 + ĥSR1 + ~σ~̂hSO + v̂C1 + v̂XC + cXv̂HF-X (2.52)
gegeben. Gleichung (2.51) beschreibt eine zweikomponentige Gleichung zur Bestim-
mung der zeitabhängigen Einelektronenzustände |Φλiσ̃(t)〉 eines nichtwechselwirken-




− t̂1. Die letzten drei Summanden
in Gleichung (2.52) rühren von der interelektronischen Wechselwirkung und sind
im Gegensatz zu den anderen Termen implizit von der Zeit abhängig. Das über die





|~r − ~r ′| (2.53)
bestimmt. Das nichtkollineare XC-Potential [82,83,93,94] in der adiabatischen Nähe-
rung

































ergibt sich über die erste Funktionalableitung von EXC[ρ, s] bezüglich der Einelek-
tronendichtematrix γ(~r, ~r ). Aus der Struktur der letzteren im Spinraum, siehe Glei-
chung (2.38), folgt die Nichtkollinearität des Ausdrucks. Das nichtlokale, über die
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Einelektronendichtematrix γλ(t) zeitabhängige HF-Austauschpotential ist schließ-




γλ(~r, ~r ′, t)
|~r − ~r ′| (2.55)
definiert.
Abschließend bietet sich an dieser Stelle die Betrachtung zweier Grenzfälle an.
Koppelt die äußere zeitabhängige Störung nicht an das System, d. h. λ = 0, so geht








in die zweikomponentigen statischen KS-Gleichungen
k̂|Φiσ̃〉 = ǫiσ̃|Φiσ̃〉 (2.57)
über. [20,80,82] ǫiσ̃ beschreibt dabei die Energie des statischen Einelektronenzustands
|Φiσ̃〉. Bei Abwesenheit des Spin-Bahn-Terms ~σ~̂hSO geht Gleichung (2.51) in ihr kor-
rektes nicht- bzw. skalarrelativistisches Analogon über. Die Einelektronenzustände
|Φλiσ(t)〉 sind dann Eigenzustände von ŝz, siehe Gleichung (2.15). Mit den Dichte-
matrizen und Dichten aus Abschnitt 2.2.1, die im nicht- bzw. skalarrelativistischen
Grenzfall erhalten werden, geht das nichtkollineare XC-Potential aus Gleichung
(2.54) dann unmittelbar in das kollineare, im Spinraum diagonale XC-Potential
über. [80,82,83]
2.2.3. Eigenwertproblem für Anregungsenergien
In diesem Abschnitt wird ausgehend von den zweikomponentigen zeitabhängigen
KS-Gleichungen, Gleichung (2.51), die Herleitung des Eigenwertproblems zur Be-
rechnung der elektronischen Anregungsenergien im Rahmen der zeitabhängigen Stö-





eλPiσ̃ aτ̃ (t)1|Φaτ̃ 〉 (2.58)
in der Basis der unbesetzten statischen Einelektronenzustände |Φaτ̃ 〉 entwickelt, [73]
wobei die triviale Zeitabhängigkeit in Form des Phasenfaktors e−iǫiσ̃t abgetrennt
wurde. Die zweikomponentigen Einelektronenzustände |Φaτ̃ 〉 − beschrieben durch
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den „unbesetzten“ Index a und den zugehörigen Kramers-Index τ̃ − werden in der
quantenchemischen Praxis durch selbstkonsistentes Lösen der zweikomponentigen
statischen KS-Gleichungen, Gleichung (2.57), nach Entwicklung in einer atomzen-
trierten Basis erhalten. Die Entwicklungskoeffizienten eλPiσ̃ aτ̃ (t) stellen zeitabhängi-
ge Orbitalrotationen dar. Dabei ist zu berücksichtigen, dass die Zahl der Elektronen
konstant bleiben muss. Unitäre zeitabhängige Transformationen der besetzten Ein-
elektronenzustände untereinander, in Form des Entwicklungskoeffizienten eλPiσ̃ jσ̃′(t),
wobei das Indexpaar jσ̃′ besetze Orbitale charakterisiert, sind nicht von Bedeutung,
da sie die Gesamtdichte unverändert lassen. Die Entwicklung von Gleichung (2.58)
bis zur linearen Ordnung im Kopplungsparameter λ liefert: [95]
|Φλiσ̃(t)〉 = e−iǫiσ̃t
[
1|Φiσ̃〉 + λ1|Φ(1)iσ̃ (t)〉 + O(λ2)
]
. (2.59)









Piσ̃ aτ̃ (ω)e+iωt + [Piσ̃ aτ̃ (−ω)]∗ e−iωt
)
1|Φaτ̃ 〉 , (2.60)
wobei wie bei der zeitabhängigen monochromatischen Störung, Gleichung (2.28),
eine Fourier-Zerlegung vorgenommen wurde. Im Rahmen der in der TDDFT üb-
lichen Notation werden die komplexen, frequenzabhängigen Entwicklungskoeffizi-
enten, die auch als Orbitalrotationsparameter oder Übergangsvektoren bezeichnet
werden, wie folgt umgeschrieben:
Xiσ̃ aτ̃ (ω) = Piσ̃ aτ̃ (ω) , Yiσ̃ aτ̃ (ω) = [Piσ̃ aτ̃ (−ω)]∗ . (2.61)
Im weiteren Verlauf der Herleitung des Eigenwertproblems zur Berechnung der
elektronischen Anregungsenergien wird die in diesem Abschnitt geschilderte Dar-
stellung der besetzten zeitabhängigen Einelektronenzustände |Φλiσ̃(t)〉 zunächst in
die zweikomponentigen zeitabhängigen KS-Gleichungen, Gleichung (2.51), einge-
setzt. Anschließend werden die Gleichungen linearer Ordnung im Kopplungspara-
meter λ betrachtet, d. h. die lineare Antwort (linear response) des Systems auf die
äußere Störung. Dabei bedarf es u. a. der Berechnung der Ableitung des Hybrid-
KS-Operators k̂ nach λ, wobei die in den Abschnitten 2.2.1 und 2.2.2 definierten
Größen konsequent verwendet werden können. Details zu der analogen Herleitung
im nicht- bzw. skalarrelativistischen Fall befinden sich in der Diplomarbeit, die
































Die Elemente der hermiteschen Orbitalrotationshessematrizen werden als
Aiσ̃ aτ̃ jσ̃′ bτ̃ ′ = (ǫaτ̃ − ǫiσ̃) δijδabδσ̃σ̃′δτ̃ τ̃ ′ + Ciσ̃ aτ̃ jσ̃′ bτ̃ ′ , (2.63)
Biσ̃ aτ̃ jσ̃′ bτ̃ ′ = Ciσ̃ aτ̃ bτ̃ ′ jσ̃′ (2.64)
eingeführt, wobei
Ciσ̃ aτ̃ jσ̃′ bτ̃ ′ = 〈Φiσ̃Φbτ̃ ′ |Φaτ̃ Φjσ̃′〉 + 〈Φiσ̃Φbτ̃ ′ |f̂XC|Φaτ̃ Φjσ̃′〉
− cX〈Φiσ̃Φbτ̃ ′ |Φjσ̃′Φaτ̃ 〉 (2.65)










|~r − ~r ′|Φrι̃(~r )Φsυ̃′(~r
′) (2.66)
beschreibt ein Zweielektronenintegral in der Dirac-Notation, das aufgrund der Kom-
plexwertigkeit der zweikomponentigen statischen Spinoren, deren Struktur durch
Gleichung (2.14) gegeben ist, ebenfalls komplexwertig ist. An dieser Stelle sei zu-
sammenfassend nochmals erwähnt, dass Indizes i, j, ... besetzte, a, b, ... unbesetzte
und p, q, r, s, ... nicht weiter spezifizierte Spinoren charakterisieren. Die zugehöri-
gen griechischen Indizes σ̃, σ̃′, τ̃ , τ̃ ′, ... ∈ {α̃, β̃} beschreiben die verallgemeinerten
Momente − oder Kramers-Momente − von Noccα̃ bzw. Nvirtα̃ moment-up und Noccβ̃
bzw. Nvirt
β̃
moment-down Elektronen bzw. unbesetzten, virtuellen Zuständen. Der
in Gleichung (2.65) auftretende nichtkollineare XC-Kern [31,94]
f̂XC[ρ,~s ](~r, ~r ′) =
δv̂XC[ρ,~s ](~r )
δγ(~r ′, ~r ′)
=
δ2EXC[ρ, s]
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ergibt sich über die erste Funktionalableitung des nichtkollinearen XC-Potentials
v̂XC, Gleichung (2.54), bezüglich der Einelektronendichtematrix γ(~r, ~r ), Gleichung
(2.38), und ist frequenzunabhängig in der adiabatischen Näherung. [84] Die linke
Seite des Tensorprodukts bezieht sich auf ein Elektron am Ort ~r, die rechte Seite
auf ein Elektron bei ~r ′. Die äußere Störung erscheint in den zeitabhängigen KS-
Responsegleichungen, Gleichung (2.62), über die Matrixelemente
Qiσ̃ aτ̃ (ω) = 〈Φiσ̃|ŵ(ω)|Φaτ̃ 〉 , (2.68)
Riσ̃ aτ̃ (ω) = 〈Φaτ̃ |ŵ(−ω)|Φiσ̃〉 . (2.69)
Wird die Matrix in den eckigen Klammern auf der linken Seite von Gleichung
(2.62) invertiert, so erhält man eine Vorschrift, welche die äußere Störung auf die
Übergangsvektoren X und Y abbildet. Eine elektronische Anregung tritt dann bei
den Frequenzen auf, bei denen besagte Matrix nicht invertierbar ist. Es folgt dar-
aus das nichthermitesche zeitabhängige KS-Eigenwertproblem zur Bestimmung der








































 = 1 . (2.71)
In nullter Ordnung sind die elektronischen Anregungsenergien durch die Differen-
zen der Einelektronenenergien der unbesetzten und besetzten statischen Zustände
gegeben, was zum Auftreten des ersten Terms in Gleichung (2.63) führt. Dieser ist
diagonal in den Indizes iσ̃ und jσ̃′ sowie aτ̃ und bτ̃ ′. Durch die Matrix C kommt
es zu einer Korrektur dieser Anregungsenergien, die über Kopplungen der verschie-
denen Einelektronenanregungen iσ̃ → aτ̃ und jσ̃′ → bτ̃ ′ beschrieben wird. Dies
geschieht aufgrund der interelektronischen Wechselwirkung: Der erste Beitrag in
Gleichung (2.65) stammt von dem Coulomb-Potential aus Gleichung (2.53), der
zweite von dem nichtkollinearen XC-Potential aus Gleichung (2.54) und der letzte
von dem HF-Austauschpotential aus Gleichung (2.55). Bei der Betrachtung der li-
nearen Antwort des Systems auf eine äußere zeitabhängige Störung verschwinden
alle Beiträge aus Gleichung (2.52), die nicht zumindest implizit über die zeitab-
hängigen Dichtematrizen bzw. Dichten von dem Kopplungsparameter λ abhängen.
Dies führt schließlich dazu, dass keine Einelektronenbeiträge in der Kopplungsma-
trix C auftreten. Insbesondere verschwindet der Beitrag der Spin-Bahn-Kopplung,
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was zur Folge hat, dass Spin-Bahn-Effekte auf die elektronischen Anregungsenergi-
en lediglich über die aus Gleichung (2.57) erhaltenen zweikomponentigen statischen
Spinoren und deren Energien berücksichtigt werden.
Im nicht- bzw. skalarrelativistischen Grenzfall, in dem die Spinoren reell und
als Eigenfunktionen von ŝz gewählt werden können, siehe Gleichung (2.15), wird
die Kopplungsmatrix C aus Gleichung (2.65) reell. Als Konsequenz können die
Orbitalrotationshessematrizen A und B sowie die Übergangsvektoren X und Y
in Gleichung (2.70) ebenfalls als reell angenommen werden. In diesem Grenzfall
geht Gleichung (2.67) unter Verwendung der entsprechenden Ausdrücke für die
Dichten aus Abschnitt 2.2.1 in einen XC-Kern über, der neben den gewöhnlichen
spinerhaltenden Anregungen auch nichtspinerhaltende oder spin flip (SF) Über-
gänge beschreiben kann. [68,94,96,97] Im Falle der spinerhaltenden Anregungen, bei
denen sich die z-Komponente der Gesamtspinquantenzahl nicht verändert, d. h.
∆Sz = 0, erhält man die entsprechenden Gleichungen durch die Wahl σ = τ sowie
σ′ = τ ′ in Gleichung (2.65). Das vollständig davon entkoppelte zeitabhängige KS-
Eigenwertproblem zur Beschreibung der SF-Übergänge, bei denen ∆Sz = ±1 gilt,
erhält man durch die Wahl σ 6= τ sowie σ′ 6= τ ′.
Abschließend sei an dieser Stelle noch angemerkt, dass eine Herleitung des vier-
komponentigen Analogons von Gleichung (2.70) auf Grundlage der Dirac-Coulomb-
Breit-Gleichung, siehe Gleichung (2.16), ebenfalls möglich ist. Wie in Anhang A
erwähnt wird, enthält dabei die Kopplungsmatrix C aus Gleichung (2.65) − und
damit auch A und B − zusätzliche Terme.
2.2.4. Einschränkungen und Näherungen
Im Hinblick auf eine effiziente und stabile Implementierung einer zweikomponenti-
gen Variante der TDDFT in das Modul ESCF [2,4,98,99] des Programmpakets TUR-
BOMOLE, [3] welche die bereits vorhandene Programmstruktur für die Behandlung
der nicht- bzw. skalarrelativistischen TDDFT weitestgehend beibehält, ist es nötig,
Gleichung (2.70) weiter zu vereinfachen. Das zeitabhängige KS-Eigenwertproblem
lässt sich zunächst in den Ausdruck


ℜ(A + B) iℑ(A − B)
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überführen, wobei sofort offensichtlich ist, dass im nicht- bzw. skalarrelativistischen
Fall die Imaginärteile − gekennzeichnet durch ℑ − der (2 × 2)-Supermatrix auf
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der linken Seite verschwinden und die Realteile − gekennzeichnet durch ℜ − der
Summe bzw. Differenz von A und B auf der Diagonalen übrigbleiben. Die dia-
gonale Struktur der (2 × 2)-Supermatrix wird in der bereits vorhandenen nicht-
bzw. skalarrelativistischen Implementierung, insbesondere bei der Diagonalisierung
des nichttrivialen Eigenwertproblems aus Gleichung (2.72), ausgenutzt. [4,100] Um
eine möglichst effiziente zweikomponentige Implementierung zu gewährleisten, er-
scheint es deshalb sinnvoll, dieses Eigenwertproblem soweit zu vereinfachen, dass es
eine größere strukturelle Ähnlichkeit mit seinem nicht- bzw. skalarrelativistischen
Analogon besitzt. Dabei ergeben sich zwei Möglichkeiten: Die von Wang, Ziegler,
van Lenthe, van Gisbergen und Baerends eingeführte Näherung, [30] welche im Fol-
genden als „Ziegler-Näherung“ bezeichnet wird und in Abschnitt 2.2.4.1 erläutert
wird, sowie die im Rahmen der nicht- bzw. skalarrelativistischen TDDFT schon
seit langer Zeit etablierte Tamm-Dancoff-Näherung, [101] die in Abschnitt 2.2.4.2
besprochen wird. Die Gemeinsamkeit beider Näherungen besteht darin, dass sie
das nichthermitesche Eigenwertproblem aus Gleichung (2.72) bzw. (2.70) auf ein
hermitesches reduzieren, welches ohne Superdimensionen auskommt. Dies hat ne-
ben einer Reduktion des Implementierungsaufwands auch eine Effizienzsteigerung
zur Folge.
Während im Rahmen der Tamm-Dancoff-Näherung prinzipiell keine Einschrän-
kungen bezüglich der zu behandelnden Systeme oder Theorie gemacht werden müs-
sen, so ist die Ziegler-Näherung nur zulässig, wenn man sich auf geschlossenscha-
lige Systeme beschränkt und die Kopplungsmatrix C in Gleichung (2.65) keinen
HF-Austauschbeitrag enthält, d. h. cX = 0 gilt. Aufgrund der Beschränkung der
Ziegler-Näherung auf Systeme, die einen geschlossenschaligen Grundzustand besit-
zen, und der Tatsache, dass sich in diesem Fall der komplizierte Ausdruck für den
XC-Kern aus Gleichung (2.67) massiv vereinfacht, werden im Folgenden nur solche
Systeme − auch im Rahmen der Tamm-Dancoff-Näherung − betrachtet. In diesem
Fall ist die Anzahl der moment-up und moment-down Elektronen bzw. unbesetzten











ǫpα̃ = ǫpβ̃, da die Kramers-Partner Φpα̃ und Φpβ̃ entweder beide besetzt oder unbe-















= 0 , (2.73)
wodurch Gleichung (2.67) im geschlossenschaligen Fall in folgenden stark verein-
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fachten nichtkollinearen XC-Kern übergeht: [30,31,94]
f̂XC[ρ, s](~r, ~r ′) =
δ2EXC
δρ(~r )δρ(~r ′)





δ3(~r − ~r ′)σk ⊗ σk . (2.74)
2.2.4.1. Ziegler-Näherung
Wie bereits erwähnt, ist im Rahmen der Ziegler-Näherung eine Beschränkung auf
elektronische Anregungen, die von einem geschlossenschaligen Grundzustand aus-
gehen, nötig. In diesem Fall ergibt sich aus der Zeitumkehrinvarianz des Hamilton-



























welche die Komponenten der beiden Kramers-Partner miteinander verknüpft. [45,80]
Sie kann ausgenutzt werden, um das Eigenwertproblem aus Gleichung (2.72) bzw.




















Die Umkehr der Vorzeichen in Gleichungen (2.78) und (2.79) im Vergleich zu
Gleichungen (2.76) und (2.77) spiegelt die Tatsache wider, dass sich der Vektor
der Pauli-Matrizen ~σ antisymmetrisch unter Zeitumkehr verhält, d. h. nicht zeit-
umkehrinvariant ist. Dabei sei angemerkt, dass die Zeitumkehrinvarianz des zum
Hamilton-Operator Ĥ beitragenden Spin-Bahn-Terms, Gleichung (2.26), aus der
Eigenschaft folgt, dass die den Bahndrehimpuls charakterisierende Größe ~̂hSO eben-
falls antisymmetrisch unter Zeitumkehr ist.
Zur Herleitung des vereinfachten zeitabhängigen KS-Eigenwertproblems im Rah-
men der Ziegler-Näherung [30,31,98,102] wird die Kopplungsmatrix aus Gleichung (2.65)
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unter Verwendung des XC-Kerns aus Gleichung (2.74) in einen zeitumkehrsymme-
trischen (sy) und einen zeitumkehrantisymmetrischen (as) Term unterteilt:
Ciσ̃ aτ̃ jσ̃′ bτ̃ ′ = 〈Φiσ̃Φbτ̃ ′ |f̂ sy|Φaτ̃ Φjσ̃′〉 +
∑
k=x,y,z
〈Φiσ̃Φbτ̃ ′ |f̂ XC, as| (σkΦaτ̃ ) (σkΦjσ̃′)〉 .
(2.80)
Dabei wird der HF-Austauschbeitrag ausgeschlossen (cX = 0), da sein Vorhanden-
sein schon im nicht- bzw. skalarrelativistischen Fall eine entsprechende Vereinfa-
chung von Gleichung (2.72) bzw. (2.70) verbietet. [100] Der zum zeitumkehrsymme-
trischen, im Spinraum beider Elektronen diagonalen Beitrag gehörende Operator
f̂ sy[ρ, s](~r, ~r ′) =
1
|~r − ~r ′| + f̂
XC, sy[ρ, s](~r, ~r ′)
=
1




kann mit einem induzierten, internen elektrischen Feld in Verbindung gebracht
werden. Der zum zeitumkehrantisymmetrischen, im Spinraum beider Elektronen
nichtdiagonalen Beitrag gehörende Operator
f̂ XC, as[ρ, s](~r, ~r ′) =
δ2EXC
δs2(~r )
δ3(~r − ~r ′) (2.82)
bedingt stattdessen ein induziertes, internes magnetisches Feld, das die Zeitumkehr-
invarianz bricht. [31] Das in Gleichung (2.70) beschriebene nichthermitesche zeitab-
hängige KS-Eigenwertproblem kann mit Gleichung (2.80) in Form zweier gekoppel-
ter Gleichungen geschrieben werden als




〈Φiσ̃Φbτ̃ ′ |f̂ sy|Φaτ̃ Φjσ̃′〉 + 〈Φiσ̃Φbτ̃ ′ |f̂ XC, as| (~σΦaτ̃ ) (~σΦjσ̃′)〉
]
Xjσ̃′ bτ̃ ′, n
+
[
〈Φiσ̃Φjσ̃′ |f̂ sy|Φaτ̃ Φbτ̃ ′〉 + 〈Φiσ̃Φjσ̃′ |f̂ XC, as| (~σΦaτ̃ ) (~σΦbτ̃ ′)〉
]












〈Φaτ̃ Φbτ̃ ′ |f̂ sy|Φiσ̃Φjσ̃′〉 + 〈Φaτ̃ Φbτ̃ ′ |f̂ XC, as| (~σΦiσ̃) (~σΦjσ̃′)〉
]
Xjσ̃′ bτ̃ ′, n
+
[
〈Φaτ̃ Φjσ̃′ |f̂ sy|Φiσ̃Φbτ̃ ′〉 + 〈Φaτ̃ Φjσ̃′ |f̂ XC, as| (~σΦiσ̃) (~σΦbτ̃ ′)〉
]









Führt man nun die Summe der Übergangsvektoren X und Y wie folgt ein,
(X + Y )jσ̃′ bσ̃′, n = Xjσ̃′ bσ̃′, n + Yjτ̃ ′ bτ̃ ′, n für σ̃
′ 6= τ̃ ′ , (2.85)
(X + Y )jσ̃′ bτ̃ ′, n = Xjσ̃′ bτ̃ ′, n − Yjτ̃ ′ bσ̃′, n für σ̃′ 6= τ̃ ′ , (2.86)
wobei die unterschiedlichen Vorzeichen von Y auf die in Gleichungen (2.76) bis
(2.79) dargestellten Vertauschungseigenschaften zurückzuführen sind, so können
Gleichungen (2.83) und (2.84) zu




〈Φiσ̃Φbτ̃ ′ |f̂ sy|Φaτ̃ Φjσ̃′〉 + 〈Φiσ̃Φbτ̃ ′ |f̂ XC, as| (~σΦaτ̃ ) (~σΦjσ̃′)〉
]




ωn − (ǫaτ̃ − ǫiσ̃)
}
, (2.87)




〈Φiσ̃Φbτ̃ ′ |f̂ sy|Φaσ̃Φjσ̃′〉 − 〈Φiσ̃Φbτ̃ ′ |f̂ XC, as| (~σΦaσ̃) (~σΦjσ̃′)〉
]




−ωn − (ǫaσ̃ − ǫiσ̃)
}
für σ̃ 6= τ̃ , (2.88)
und




〈Φiσ̃Φbτ̃ ′ |f̂ sy|Φaτ̃ Φjσ̃′〉 − 〈Φiσ̃Φbτ̃ ′ |f̂ XC, as| (~σΦaτ̃ ) (~σΦjσ̃′)〉
]




ωn + (ǫaτ̃ − ǫiσ̃)
}
für σ̃ 6= τ̃ (2.89)
umgeformt werden. [31,102] Einsetzen von Gleichungen (2.87) und (2.88) in Gleichung
(2.85) sowie Gleichungen (2.87) und (2.89) in Gleichung (2.86) ergibt:




2 (ǫaτ̃ − ǫiσ̃) 〈Φiσ̃Φbτ̃ ′ |f̂ sy|Φaτ̃ Φjσ̃′〉
+ 2ωn〈Φiσ̃Φbτ̃ ′ |f̂ XC, as| (~σΦaτ̃ ) (~σΦjσ̃′)〉
]




ω2n − (ǫaτ̃ − ǫiσ̃)2
}
. (2.90)
Aufgrund der Tatsache, dass der letzte Summand im Zähler die Zeitumkehrin-
varianz bricht, kommt es zu verschiedenen Vorfaktoren der Matrixelemente von f̂ sy
und f̂ XC, as, wodurch eine weitere Vereinfachung der Gleichung verhindert wird.
Nimmt man nun als Näherung an, dass die kollektiven Anregungsenergien ωn un-
gefähr gleich den entsprechenden Differenzen der Einelektronenenergien (ǫaτ̃ − ǫiσ̃)
sind, [31] so gelangt man schließlich zu dem vereinfachten, näherungsweise für ge-
schlossenschalige Systeme gültigen zeitabhängigen KS-Eigenwertproblem zur Be-
stimmung der Quadrate der elektronischen Anregungsenergien: [30,31,98]
Ω (X + Y )′ = ω2n (X + Y )
′ . (2.91)
30
2.2. Zweikomponentige zeitabhängige Dichtefunktionaltheorie
Dabei sind die Elemente der hermiteschen Matrix Ω über
Ωiσ̃ aτ̃ jσ̃′ bτ̃ ′ = (ǫaτ̃ − ǫiσ̃)2 δijδabδσ̃σ̃′δτ̃ τ̃ ′ + 2
√
ǫaτ̃ − ǫiσ̃Ciσ̃ aτ̃ jσ̃′ bτ̃ ′
√
ǫbτ̃ ′ − ǫjσ̃′ (2.92)
gegeben − die Kopplungsmatrix C aus Gleichung (2.65) enthält hier keinen HF-
Austauschbeitrag − und




(X + Y )iσ̃ aτ̃ , n . (2.93)
Sofern nicht anders erwähnt, wird im Rahmen der zweikomponentigen TDDFT im
Folgenden immer von Gleichung (2.91) ausgegangen, die eine gute Näherung dar-
stellt, solange sich die Anregungsenergien nicht zu sehr von den entsprechenden
Differenzen der Einelektronenenergien unterscheiden. [31] Diese Einschätzung wurde
von Wang, Ziegler, van Lenthe, van Gisbergen und Baerends mit Hilfe von Testrech-
nungen quantifiziert, bei denen sich in allen Fällen Fehler in den Anregungsener-
gien von weniger als 0.05 eV im Vergleich zur Lösung des Eigenwertproblems aus
Gleichung (2.70) ergaben. [30] Schließt man den XC-Beitrag aus, so ist f̂ XC, as = 0
und in Gleichung (2.81) sowie dem Ausdruck für die Kopplungsmatrix C, Glei-
chung (2.65), bleibt nur der erste Term, der den Coulomb-Beitrag beschreibt, be-
stehen. Im Rahmen dieser sogenannten zweikomponentigen zeitabhängigen Hartree-
Methode (time-dependent Hartree, TDH) [102] ist die in diesem Abschnitt beschrie-
bene Transformation exakt, sodass in diesem Fall ohne Einführung einer Näherung
− lediglich mit Beschränkung auf geschlossenschalige Systeme − immer von Glei-
chung (2.91) ausgegangen werden kann. Im Rahmen der nicht- bzw. skalarrelativis-
tischen Behandlung ist die Transformation zum strukturell identischen Analogon
von Gleichung (2.91) in allen Fällen exakt, d. h. auch für offenschalige Systeme
und bei Anwesenheit des XC-Beitrags, solange der HF-Austauschbeitrag ausge-
schlossen wird. [2,73,100] Die große Ähnlichkeit des hermiteschen Eigenwertproblems
in Gleichung (2.91) mit der entsprechenden nicht- bzw. skalarrelativistischen Va-
riante eröffnet nun die Möglichkeit einer effizienten Implementierung, welche die
bereits vorhandene Programmstruktur optimal ausnutzt, [2,73,100,103] was im Falle
von Gleichung (2.72) bzw. (2.70) als Ausgangspunkt nicht möglich wäre.
Im nicht- bzw. skalarrelativistischen Grenzfall sind − in Analogie zu den Be-
trachtungen in Abschnitt 2.2.3 − die Kopplungsmatrix C sowie die Spinoren reell.
Letztere können als Eigenfunktionen von ŝz gewählt werden, siehe Gleichung (2.15).
Somit geht der nichtkollineare XC-Kern aus Gleichung (2.74) in einen entsprechen-
den Ausdruck über, [2] der die nicht- bzw. skalarrelativistischen Singulett- (für σ = τ
sowie σ′ = τ ′) und Triplettanregungen (für σ 6= τ sowie σ′ 6= τ ′) exakt reproduziert,
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wobei letztere jeweils dreifach entartet und vollständig von ersteren entkoppelt sind.
Dies bedeutet, dass Gleichung (2.91) das korrekte nicht- bzw. skalarrelativistische
Limit besitzt und nur bei Vorhandensein der Spin-Bahn-Kopplung eine Näherung
darstellt.
2.2.4.2. Tamm-Dancoff-Näherung
Wie in Abschnitt 2.2.4 bereits erwähnt wurde, ist die Verwendung der im Rah-
men der nicht- und skalarrelativistischen TDDFT schon seit Langem etablierten
Tamm-Dancoff-Näherung (TDA) [101] eine weitere Möglichkeit, um das nichthermi-
tesche Eigenwertproblem aus Gleichung (2.72) bzw. (2.70) auf ein hermitesches zu
reduzieren. Das resultierende Eigenwertproblem lässt sich dann aufgrund der im
Vergleich zur nicht- bzw. skalarrelativistischen Variante identischen Struktur ef-
fizient in den bereits vorhandenen Programmcode implementieren. Im Gegensatz
zu der in Abschnitt 2.2.4.1 besprochenen Ziegler-Näherung sind im Rahmen der
zweikomponentigen TDA prinzipiell keine Einschränkungen nötig, wodurch insbe-
sondere die Behandlung des HF-Austauschbeitrags möglich wird. Um weiterhin mit
dem vereinfachten Ausdruck für den nichtkollinearen XC-Kern aus Gleichung (2.74)
arbeiten zu können, werden jedoch auch hier lediglich geschlossenschalige Systeme
betrachtet. Das zeitabhängige KS-Eigenwertproblem im Rahmen der TDA ergibt
sich schließlich über die Vernachlässigung des Übergangsvektors Y in Gleichung
(2.70) zu
AXn = ωTDAn Xn , (2.94)
wobei die auf diese Weise erhaltenen Anregungsenergien ωTDAn systematisch größer
sind als die entsprechenden Anregungsenergien aus Gleichung (2.70). [4,101] Die Ver-
nachlässigung von Y und somit auch B verhindert eine Mischung der Anregungen
bei den Frequenzen ωn und −ωn, welche einen Teil der Elektronenkorrelation des
elektronischen Grundzustands beschreibt. [104] Für den Fall cX = 1 und f̂XC = 0
in der Kopplungsmatrix, Gleichung (2.65), ist die TDA identisch zur Methode der
zweikomponentigen Konfigurationswechselwirkung der Einfachanregungen (confi-
guration interaction singles, CIS). [105]
Abschließend sei noch angemerkt, dass Gleichung (2.94), wie alle bisher bespro-
chenen Verfahren, das korrekte nicht- bzw. skalarrelativistische Limit besitzt und
somit bei Abwesenheit der Spin-Bahn-Kopplung die entsprechenden nicht- bzw.
skalarrelativistischen Anregungen im Rahmen der TDA exakt reproduziert.
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2.2.5. Übergangsmomente und Responsefunktion
Bisher wurde auf die Berechnung der elektronischen Anregungsenergien ωn un-
ter Berücksichtigung der Spin-Bahn-Kopplung im Rahmen der zweikomponentigen
TDDFT eingegangen. Neben diesen Anregungsenergien lassen sich über die Über-
gangsvektoren Xn und Yn auch Übergangsmomente berechnen, was in diesem Ab-
schnitt näher erläutert wird. Die erhaltenen Übergangsmomente, insbesondere die
elektrischen Übergangsdipolmomente, können dann zur Simulation weiterer experi-
mentell zugänglicher Größen sowie zur Analyse von Anregungen eingesetzt werden.
Dies wird in Abschnitt 2.2.6 besprochen. Des Weiteren bilden die Übergangsge-
samtdichten − im Folgenden nur als Übergangsdichten bezeichnet − und die damit
verknüpfte Responsefunktion die zentralen Größen in Methoden, die dem Effekt der
Elektronenkorrelation auf Grundzustandsgesamtenergien sowie auf Einelektronen-
energien teilweise Rechnung tragen. Auf diese Methoden wird in den Abschnitten
2.3 und 2.4 eingegangen.
Zur Bestimmung des allgemeinen Ausdrucks für Übergangsmomente im Rahmen
der TDDFT betrachtet man zunächst die lineare Antwort der frequenzabhängigen
Einelektronendichtematrix aus Gleichung (2.34) für den nten angeregten Zustand:
γn (~r, ~r ′) =












Xiσ̃ aτ̃ , nΦaτ̃ (~r )Φ
†
iσ̃(~r

















Der Ausdruck in Gleichung (2.95) ergibt sich, falls das nichthermitesche Eigen-
wertproblem aus Gleichung (2.70) gelöst wird, der Ausdruck in Gleichung (2.96)
resultiert im Falle der Ziegler-Näherung, Gleichung (2.91). Auf eine Formulierung
im Rahmen der TDA wird an dieser Stelle nicht eingegangen, da so erhaltene
Übergangsmomente aufgrund der fehlenden Eichinvarianz nicht wohldefiniert sind
und deshalb in der Praxis im Allgemeinen zu unbrauchbaren Ergebnissen füh-
ren. [4,65,106–109] Bei der Bestimmung der linearen Antwort der Einelektronendich-
tematrix, bzw. bereits beim Lösen des Eigenwertproblems aus Gleichung (2.70)
bzw. (2.91), muss die Normierungsbedingung
∑
iσ̃ aτ̃
wiσ̃ aτ̃ , n = 1 (2.97)
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für alle angeregten Zustände n berücksichtigt werden. Dabei beschreibt











den Beitrag einer Einelektronenanregung iσ̃ → aτ̃ zur nten kollektiven Anregung.
Mit Gleichung (2.95) bzw. (2.96) ergibt sich dann die lineare Antwort eines Ein-




















(X + Y )′iσ̃ aτ̃ , n 〈Φaτ̃ |ô|Φiσ̃〉 . (2.101)
Auf die weitere Verwendung der elektrischen Übergangsdipolmomente ~µn mit ~̂o =
~̂µ1 zur Berechnung experimentell zugänglicher Größen wird in Abschnitt 2.2.6 ein-





Xiσ̃ aτ̃ , nΦ
†
iσ̃(~r )Φaτ̃ (~r ) + Yiσ̃ aτ̃ , nΦ
†










(X + Y )′iσ̃ aτ̃ , n Φ
†
aτ̃ (~r )Φiσ̃(~r ) , (2.103)
wobei ô = δ3(~r − ~r ′)1 in Gleichung (2.100) bzw. (2.101) verwendet wurde, eine
zentrale Bedeutung bei der Beschreibung der Elektronenkorrelation im Rahmen
zweier erst seit Kurzem in der Quantenchemie eingesetzter Methoden (Abschnitte
2.3 und 2.4). Als Alternative zur direkten Verwendung der Übergangsdichten kann
dabei auch auf die entsprechende Responsefunktion bei der Frequenz ν




ρn(~r ) [ρn(~r ′)]
∗
ωn − ν − iη
+
ρn(~r ) [ρn(~r ′)]
∗
ωn + ν + iη
]
(2.104)
zurückgegriffen werden. Diese stellt eine Zweielektronengröße dar, besitzt jedoch
im Rahmen der Lehmann-Darstellung eine einfache Abhängigkeit von allen Über-
gangsdichten, die lediglich Einelektronengrößen sind, sowie allen Anregungsenergi-
en. [8,110] η stellt eine infinitesimale Zahl dar, die reell und positiv ist.
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2.2.6. Experimentell zugängliche Größen und Analysewerkzeuge
Neben den elektronischen Anregungsenergien sind für den Vergleich mit Daten
aus der experimentellen Spektroskopie u. a. auch Oszillatorstärken und strahlen-
de Lebensdauern relevant. Diese Größen lassen sich über die im vorherigen Ab-
schnitt beschriebenen elektrischen Übergangsdipolmomente berechnen, worauf in
Abschnitt 2.2.6.1 eingegangen wird. Des Weiteren ist zur Charakterisierung einer
elektronischen Anregung − beispielsweise als sogenannter Ladungstransferübergang
(charge-transfer, CT), bei dem Elektronendichte von einem Bereich in einen ande-
ren, davon separierten Bereich verschoben wird − die Visualisierung von Differenz-
dichten von Bedeutung, deren Berechnung in Abschnitt 2.2.6.2 erläutert wird.
2.2.6.1. Oszillatorstärken und Lebensdauern
Die Oszillatorstärke für den nten elektronisch angeregten Zustand ist in der elek-





gegeben. ~µn stellt das elektrische Übergangsdipolmoment aus Abschnitt 2.2.5 dar.











berechnet wird und als Zahlenwert
const. = 3.1123 · 10−5 µs beträgt. [111]
Da experimentelle strahlende Lebensdauern stets bei endlicher Temperatur T
erhalten werden, muss bei einer quantenchemischen Berechnung von einer ther-
mischen Besetzung der angeregten Zustände nach Boltzmann ausgegangen werden.
Die thermisch gemittelte (averaged, av) strahlende Rate, die das Inverse der gemit-
















wobei die M energetisch am tiefsten liegenden elektronisch angeregten Zustände
berücksichtigt werden. kB ist die Boltzmann-Konstante. Alternativ kann an dieser














verwendet werden. Gleichung (2.108) besitzt ihre Gültigkeit im Hochtemperaturfall,
d. h. ωM − ω1 << kBT , wo der Beitrag jedes betrachteten angeregten Zustands zur
strahlenden Rate als identisch angenommen werden kann.
2.2.6.2. Differenzdichten
Die unrelaxierte Differenzdichte für eine Gruppe von Anregungen, die zusammen-
genommen eine Bande im elektronischen Spektrum beschreiben, lässt sich im Ge-
gensatz zur relaxierten Differenzdichte nach Lösung des Eigenwertproblems aus
Gleichung (2.70) bzw. (2.91) nahezu ohne zusätzlichen Rechenaufwand bestim-
men und visualisieren. Dabei wird im Falle der unrelaxierten Differenzdichte die
Relaxation der elektronischen Struktur, d. h. der Einelektronenzustände, bei der
Anregung vernachlässigt. Im Folgenden wird ein Verfahren zur Berechnung dieser
Differenzdichte erläutert, das im Rahmen dieser Arbeit erstmals dokumentiert und
angewandt wurde, siehe Referenzen [112] und [113].
Zur Bestimmung der unrelaxierten Differenzdichte wird zunächst der gesamte
Beitrag einer Einelektronenanregung iσ̃ → aτ̃ zu einer Bande im Spektrum, die im
Allgemeinen durch mehrere einzelne Anregungen n = M1, M1 + 1, ..., M2 beschrie-
ben wird, über die Beziehung
W M1 M2iσ̃ aτ̃ =
M2∑
n=M1
wiσ̃ aτ̃ , n fn (2.109)
berechnet. Dabei werden die Einelektronenbeiträge aus Gleichung (2.98) bzw. (2.99)
mit den entsprechenden Oszillatorstärken aus Gleichung (2.105) gewichtet. Die mit
der elektronischen Anregung verbundene Abnahme der Besetzungszahl des besetz-
ten statischen Einelektronenzustands |Φiσ̃〉 ist dann





W M1 M2iσ̃ aτ̃ (2.110)












W M1 M2iσ̃ aτ̃ (2.112)
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eine Normierungskonstante darstellt. Schließlich kann die unrelaxierte Differenz-
dichte über die Beziehung








Φ†aτ̃ (~r )Φaτ̃ (~r )∆n
M1 M2
aτ̃ (2.113)




Die Random-Phase-Näherung (random phase approximation, RPA) ist eine zuneh-
mend an Bedeutung gewinnende Methode zur Berechnung der Korrelationsenergie
des elektronischen Grundzustands. Sie entwickelte sich in den letzten Jahren zu ei-
nem wichtigen Forschungsgebiet im Bereich der Quantenchemie. [8,114–118] Üblicher-
weise erfolgt die Bestimmung der Grundzustandskorrelationsenergie im Rahmen
der RPA im Anschluss an eine statische KS-Rechnung, die unter Verwendung von
GGA- oder meta-GGA-Funktionalen durchgeführt wurde. Dabei greift die RPA
auf Größen zurück, die im Rahmen der TDH-Methode berechnet werden. [104,119]
Die RPA besitzt viele attraktive Eigenschaften: [8,120] (i) sie beschreibt im Gegen-
satz zu Dichtefunktionalen die langreichweitige Dispersionswechselwirkung; [121] (ii)
sie ist keine Störungstheorie und kann somit auch zur Beschreibung von Systemen
mit kleiner oder keiner Bandlücke wie Metallen verwendet werden; [122,123] (iii) sie
enthält im Gegensatz zu vielen Dichtefunktionalen keine empirischen Parameter;
(iv) sie ist eng mit der ring coupled cluster Methode der Zweifachanregungen (ring
coupled cluster doubles, rCCD) verknüpft. [124] Andererseits zeigt die RPA Proble-
me bei der Beschreibung von Prozessen, bei denen die Anzahl der Elektronenpaare
nicht erhalten bleibt, wie beispielsweise bei Atomisierungen oder Ionisierungen,
was hauptsächlich auf eine unphysikalische Selbstwechselwirkung der Elektronen
zurückzuführen ist. [8] Diesem Problem kann zumindest teilweise durch anschließen-
de Berücksichtigung eines Austauschbeitrags Abhilfe geschaffen werden. Beispiel-
haft sind hierbei die Methode des abgeschirmten Austauschs zweiter Ordnung (se-
cond order screened exchange, SOSEX) [125,126] sowie das Verfahren des genäherten
Austausch-Kerns (approximate exchange kernel, AXK) [127] zu nennen.
Die bisherigen Ausarbeitungen der RPA beschränken sich stets auf den nicht-
bzw. skalarrelativistischen Formalismus. Im Rahmen einer Methode, die eine mög-
lichst genaue Beschreibung der Grundzustandskorrelationsenergie als Ziel hat, ist
es jedoch wünschenswert, auch den Effekt der Spin-Bahn-Kopplung miteinzubezie-
hen. Dies ist auf Basis der in Abschnitt 2.2 im Rahmen der zweikomponentigen
TDDFT bzw. TDH-Methode geleisteten Vorarbeiten möglich. Im Folgenden wird
die Herleitung einer zweikomponentigen Variante der RPA skizziert, die erstmals im
Rahmen dieser Arbeit publiziert wurde, siehe Referenz [102]. Dabei ist anzumerken,
dass gleichzeitig die zweikomponentige rCCD-Methode von Krause und Klopper for-
muliert wurde. [128] In Abschnitt 2.3.1 erfolgt zunächst die exakte Darstellung der
Grundzustandskorrelationsenergie durch die Übergangsdichten. Diese werden dann
in Abschnitt 2.3.2 im Rahmen der zweikomponentigen TDH-Methode berechnet.
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Anschließend wird ein einfacher Ausdruck, die sogenannte Plasmonformel, für die
Grundzustandskorrelationsenergie in der zweikomponentigen RPA hergeleitet.
2.3.1. Darstellung der Grundzustandskorrelationsenergie
In enger Anlehnung an die Herleitung der Grundzustandskorrelationsenergie im
Rahmen der nicht- bzw. skalarrelativistischen RPA von Eshuis, Bates und Furche [8]
ist der Ausgangspunkt einer zweikomponentigen Formulierung der sogenannte adia-
batic connection Hamilton-Operator: [129,130]
Ĥα = T̂ + V̂α[ρ] + αV̂C . (2.114)
Dieser ergibt sich unmittelbar aus dem zweikomponentigen Hamilton-Operator aus
Gleichung (2.23), wobei α einen dimensionslosen reellen Parameter darstellt, der die
interelektronische Wechselwirkung V̂C skaliert. V̂α enthält dabei die Einelektronen-
beiträge der Kern-Elektron-Wechselwirkung, der Skalarrelativistik sowie der Spin-
Bahn-Kopplung und erzwingt, dass der elektronische Grundzustand |Θα2c, 0〉 für alle
Kopplungsstärken α die wechselwirkende Grundzustandsgesamtdichte ρ = ρα|α=1
liefert. [131] α = 0 entspricht dem nichtwechselwirkenden KS-System, das durch die





aus Gleichung (2.33) beschrieben wird.
Die elektronische Grundzustandsgesamtenergie E0 eines Systems von N wech-
selwirkenden Elektronen ergibt sich als Summe des Erwartungswerts des wechsel-






Slaterdeterminante und der Grundzustandskorrelationsenergie (correlation, Corr)
ECorr[ρ]:
E0[ρ] = 〈ΘΦ, 0[ρ]|Ĥ|ΘΦ, 0[ρ]〉 + ECorr[ρ] . (2.115)
Während die explizite Form der letzteren als Funktional von ρ nicht bekannt ist,




dαW α[ρ] , (2.116)
wobei der Integrand durch
W α[ρ] = 〈Θα2c, 0[ρ]|V̂C|Θα2c, 0[ρ]〉 − 〈ΘΦ, 0[ρ]|V̂C|ΘΦ, 0[ρ]〉 (2.117)
gegeben ist. Zur weiteren Auswertung der Grundzustandskorrelationsenergie wird
auf die Darstellung des Coulomb-Terms V̂C, siehe auch Gleichung (2.20), unter







zurückgegriffen, wobei âpυ̃ beispielhaft einen fermionischen Vernichtungsoperator








Φ̂†(~r )Φ̂†(~r ′)Φ̂(~r )Φ̂(~r ′)








ρ̂(~r )ρ̂(~r ′) − δ3(~r − ~r ′)ρ̂(~r )
|~r − ~r ′| . (2.119)
In der zweiten Zeile wurden die fermionischen Antivertauschungsregeln [110] ange-
wandt, um den Zähler des Integranden in Produkte von Einelektronenoperatoren
zu faktorisieren. Dabei stellt
ρ̂(~r ) = Φ̂†(~r )Φ̂(~r ) (2.120)
den Gesamtdichteoperator dar. Mit dem Dichtefluktuationsoperator
∆ρ̂(~r ) = ρ̂(~r ) − ρ(~r ) (2.121)
und der Tatsache, dass sich alle Einelektronenterme gegenseitig wegheben, da die
Gesamtdichte ρ unabhängig von der Kopplungsstärke α ist, vereinfacht sich der








〈Θα2c, 0|∆ρ̂(~r )∆ρ̂(~r ′)|Θα2c, 0〉 − 〈ΘΦ, 0|∆ρ̂(~r )∆ρ̂(~r ′)|ΘΦ, 0〉
|~r − ~r ′| .
(2.122)
Unter Zuhilfenahme der Vollständigkeitsrelation
∑
n
|Θα2c, n〉〈Θα2c, n| = [11 ⊗ ... ⊗ 1N ] , (2.123)
die für alle α gilt, kann der Erwartungswert des Produkts ∆ρ̂(~r )∆ρ̂(~r ′), das insge-
samt einen Zweielektronenoperator darstellt, als Summe über Produkte von Über-
gangsdichten
ραn(~r ) = 〈Θα2c, 0|ρ̂(~r )|Θα2c, n〉 = 〈Θα2c, 0|∆ρ̂(~r )|Θα2c, n〉 (2.124)
umgeschrieben werden. Letztere sind dabei lediglich Einelektronengrößen. Der ex-
akte Ausdruck für die Grundzustandskorrelationsenergie aus Gleichung (2.116) ver-


























|~r − ~r ′| (2.126)
stellt in Analogie zu Gleichung (2.47) das reellwertige Coulomb-Funktional dar.
Schließlich wird an dieser Stelle nochmals betont, dass die exakte Grundzustands-
korrelationsenergie unter Berücksichtigung der Spin-Bahn-Kopplung über Gleichung
(2.125) vollständig durch Einelektronengrößen, nämlich der Gesamtheit aller Über-
gangsdichten, dargestellt werden kann. Diese Übergangsdichten sind näherungswei-
se im Rahmen der zweikomponentigen TDDFT bzw. TDH-Methode verfügbar und
können über Gleichung (2.102) bzw. (2.103) berechnet werden, worauf in Abschnitt
2.3.2 eingegangen wird.
Die enge Verknüpfung der in diesem Abschnitt betrachteten Grundzustandskor-
relationsenergie mit zweikomponentigen Responsemethoden wird auch über eine al-
ternative Darstellung deutlich. Dabei wird das Fluktuations-Dissipations-Theorem












ℑ [χα(~r, ~r ′, ν)] (2.127)
verwendet. χα ist die Responsefunktion bei Kopplungsstärke α, deren Lehmann-
Darstellung aus Gleichung (2.104) bekannt ist. Dies erlaubt schließlich die exakte
















ℑ [χα(~r, ~r ′, ν) − χ0(~r, ~r ′, ν)]
|~r − ~r ′| . (2.128)
2.3.2. Verknüpfung mit der zeitabhängigen Hartree-Methode
Im Rahmen der RPA wird die Grundzustandskorrelationsenergie über die aus der
TDH-Methode − hier in ihrer zweikomponentigen Formulierung − verfügbaren
Übergangsdichten ρα, TDHn oder alternativ die Responsefunktion χ
α, TDH näherungs-
weise berechnet. Das zweikomponentige TDH-Verfahren unter Berücksichtigung der
Kopplungsstärke α ist in der allgemeinsten Variante über das nichthermitesche Ei-
genwertproblem aus Gleichung (2.70) definiert, wobei die Elemente der Orbitalro-
tationshessematrizen durch
Aα, TDHiσ̃ aτ̃ jσ̃′ bτ̃ ′ = (ǫaτ̃ − ǫiσ̃) δijδabδσ̃σ̃′δτ̃ τ̃ ′ + α〈Φiσ̃Φbτ̃ ′ |Φaτ̃ Φjσ̃′〉 , (2.129)
Bα, TDHiσ̃ aτ̃ jσ̃′ bτ̃ ′ = α〈Φiσ̃Φjσ̃′ |Φaτ̃ Φbτ̃ ′〉 (2.130)
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gegeben sind. Dabei wurde die Kopplungsmatrix C, die nur den Coulomb-Term
enthält, mit der Kopplungsstärke α skaliert. Mit den entsprechenden Übergangs-
dichten aus Gleichung (2.102) ergibt sich für die Grundzustandskorrelationsenergie



















Xα, TDHiσ̃ aτ̃ , n
]∗
Xα, TDHjσ̃′ bτ̃ ′, n − δijδabδσ̃τ̃ δσ̃′ τ̃ ′
)




Y α, TDHiσ̃ aτ̃ , n
]∗
Xα, TDHjσ̃′ bτ̃ ′, n − δijδabδσ̃τ̃ δσ̃′ τ̃ ′
)




Xα, TDHiσ̃ aτ̃ , n
]∗
Y α, TDHjσ̃′ bτ̃ ′, n − δijδabδσ̃τ̃ δσ̃′ τ̃ ′
)




Y α, TDHiσ̃ aτ̃ , n
]∗
Y α, TDHjσ̃′ bτ̃ ′, n − δijδabδσ̃τ̃ δσ̃′ τ̃ ′
)





Die Anwendung des Hellmann-Feynman-Theorems [134] auf das nichthermitesche Ei-
genwertproblem aus Gleichung (2.70) und Vergleich mit Gleichungen (2.131) und
(2.126) liefert dann die Beziehung
dωα, TDHn
dα
= 2EC[ρα, TDHn ] , (2.132)


























vereinfacht. Die Integration über die Kopplungsstärke kann nun analytisch ausge-
führt werden, wobei sich schließlich für die Grundzustandskorrelationsenergie im







ωTDHn − ωTDA TDHn
)
(2.134)
ergibt. [8,104] ωTDHn erhält man unter Verwendung von Gleichung (2.70) oder (2.91),
wobei letztere im Falle der zweikomponentigen TDH-Theorie − im Gegensatz zur
TDDFT − keine Näherung darstellt und erstere exakt reproduziert, siehe Abschnitt
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2.2.4.1. Dabei ist zu beachten, dass bei Verwendung von Gleichung (2.91) ledig-
lich geschlossenschalige Systeme betrachtet werden können. ωTDA TDHn ist die TDH-
Anregungsenergie unter Verwendung der TDA, Gleichung (2.94). Die Summe läuft
über alle elektronischen Anregungen. Dieses Ergebnis ist analog zum nicht- bzw.
skalarrelativistischen Resultat, jedoch werden die entsprechenden Anregungsener-
gien − bei voller Kopplungsstärke, d. h. α = 1 − an dieser Stelle im Rahmen eines
zweikomponentigen Formalismus berechnet. Dabei tritt in der Plasmonformel kein
zusätzlicher Spin-Bahn-Beitrag auf.
Im Hinblick auf eine effiziente Implementierung einer zweikomponentigen RPA
in das Modul RIRPA [8,120] des Programmpakets TURBOMOLE, [3] welche die be-
reits vorhandene Programmstruktur zur Behandlung der nicht- bzw. skalarrelati-










umgeschrieben. Die Grundzustandskorrelationsenergie in der RPA ist demnach mit
der Spur der hermiteschen Matrizen ΩTDH aus Gleichung (2.91) und ATDH aus
Gleichung (2.94) verknüpft. Gleichung (2.135) ist im zweikomponentigen Fall − im
Gegensatz zur nicht- bzw. skalarrelativistischen Theorie − somit nur für geschlos-
senschalige Systeme gültig, da nur für solche die Matrix ΩTDH aufgestellt werden
kann, siehe Abschnitt 2.2.4.1.
Die Plasmonformel − und somit auch Gleichung (2.135) − besitzt offensichtlich
das korrekte nicht- bzw. skalarrelativistische Limit, da die verwendeten zweikom-
ponentigen Methoden bei Abwesenheit der Spin-Bahn-Kopplung die nicht- bzw.
skalarrelativistischen Anregungsenergien exakt reproduzieren, siehe Abschnitte
2.2.3 und 2.2.4.
Abschließend sei an dieser Stelle noch erwähnt, dass auch eine Herleitung des vier-
komponentigen Analogons der Plasmonformel auf Grundlage der Dirac-Coulomb-
Breit-Gleichung, Gleichung (2.16), möglich ist. Dabei bleibt die Form der Plasmon-
formel erhalten, lediglich die Anregungsenergien müssen auf Dirac-Coulomb-Breit-




Experimentell messbare Größen wie Ionisierungsenergien, Elektronenaffinitäten und
Bindungsenergien von Rumpfelektronen − beobachtbar im Rahmen der XPS − wer-
den in quantenchemischen Rechnungen üblicherweise mit Einelektronenenergien −
„Orbitalenergien“, z. B. ǫiσ̃ aus Gleichung (2.57) − in Verbindung gebracht. Im Rah-
men der statischen HF-Theorie wird nach dem Theorem von Koopmans die erste
vertikale Ionisierungsenergie mit dem Negativen der Energie des energetisch am
höchsten liegenden besetzten Molekülorbitals (highest occupied molecular orbital,
HOMO) identifiziert. [135] Trotz dieser formalen Rechtfertigung bleibt der Nachteil
bestehen, dass die HF-Methode den Effekt der Elektronenkorrelation gänzlich unbe-
rücksichtigt lässt. Dagegen beschreibt die statische DFT innerhalb des in der Praxis
relevanten KS-Formalismus einerseits näherungsweise, aber unsystematisch diesen
Effekt über das XC-Funktional, andererseits führt die Verwendung dieser genäher-
ten XC-Funktionale dazu, dass das Negative der HOMO-Energie in vielen Fällen
nur schlecht mit der ersten Ionisierungsenergie aus dem Experiment übereinstimmt,
obwohl ein DFT-Analogon zum Theorem von Koopmans existiert. Dabei bereitet
insbesondere die genäherte Beschreibung des Austauschbeitrags, der im Rahmen
der HF-Theorie exakt behandelt wird, Probleme. [10,136,137] Dennoch werden die aus
der DFT erhaltenen Einelektronenenergien oft mit vertikalen Ionisierungsenergi-
en, Elektronenaffinitäten und Bindungsenergien von Elektronen im Allgemeinen in
Verbindung gebracht. [138–140]
Die Methode der Green-Funktion (G) mit dynamisch abgeschirmter Wechselwir-
kung (W) − die GW-Methode − behebt die Mängel der HF-Theorie und DFT
bei der Beschreibung von Einelektronenenergien weitgehend: [9,10] Sie geht von den
aus einer statischen KS-Rechnung erhaltenen Einelektronenenergien aus, subtra-
hiert den XC-Beitrag und addiert stattdessen den HF-Austauschterm sowie einen
systematisch abgeleiteten Anteil der Elektronenkorrelation. Die zentrale Größe im
Rahmen der GW-Methode ist die Einelektronen-Green-Funktion, die direkt mit den
Prozessen der Photoabsorption und Photoemission in Verbindung gebracht werden
kann. Die Pole der Funktion definieren per Konstruktion die Einelektronenenergi-
en. Die GW-Methode ist dabei eng verwandt mit der RPA, welche die Auswirkung
der Elektronenkorrelation auf die Gesamtenergie systematisch berücksichtigt, sie-
he Abschnitt 2.3. Sie greift ebenfalls auf Größen − nämlich die Übergangsdichten
bzw. Responsefunktion − zurück, die im Rahmen der TDH-Methode berechnet wer-
den. [141,142] Insgesamt stellt das GW-Verfahren schon seit langer Zeit eine bewährte
Vorgehensweise zur Berechnung von Bandstrukturen, d. h. Einelektronenenergien,
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von Festkörpern und Oberflächen dar, da die so bestimmten Einelektronenenergi-
en signifikant besser mit experimentellen Ionisierungsenergien und Elektronenaf-
finitäten übereinstimmen als die im Rahmen der HF-Theorie oder DFT erhalte-
nen. [10,143,144] Bei finiten − d. h. isolierten − Systemen bietet sich zur Berechnung
der ersten Ionisierungsenergien und Elektronenaffinitäten die sogenannte ∆-SCF-
Methode (self-consistent field, SCF) als weitaus weniger rechenintensive Alternative
von vergleichbarer Genauigkeit an. Diese beschreibt die ersten Ionisierungsenergien
(Elektronenaffinitäten) über die Differenzen der selbstkonsistent berechneten Ge-
samtenergien der Kationen (Anionen) und der neutralen Systeme.
Während die GW-Methode daher vielfach im Rahmen eines auf ebenen Wellen
basierenden Formalismus betrachtet und implementiert wurde, gibt es nur sehr we-
nige Formulierungen, die auf eine Behandlung von isolierten molekularen Systemen
abzielen. [11,145] Erst vor Kurzem wurde die nichtiterative G0W0-Variante von van
Setten, Weigend und Evers in das Programmpaket TURBOMOLE, [3] das lokalisier-
te Basisfunktionen verwendet, implementiert. [11] Mit Hilfe dieser Implementierung
konnte gezeigt werden, dass die GW-Methode auch im Falle molekularer Systeme
der HF-Theorie und DFT überlegen ist: Für einen Testsatz mit 27 Molekülen wur-
de eine signifikant bessere Übereinstimmung der berechneten Einelektronenenergien
mit den Ionisierungsenergien und Elektronenaffinitäten aus dem Experiment erhal-
ten. Im Falle der ersten vertikalen Ionisierungsenergie beträgt der absolute Fehler
maximal 1.2 eV und üblicherweise weniger als 0.6 eV.
Die bisherigen, auf eine Behandlung von isolierten molekularen Systemen aus-
gelegten Formulierungen der GW-Methode beschränken sich stets auf die nicht-
bzw. skalarrelativistische Theorie. [11,145] Da es insbesondere für schwere Elemente
aufgrund der Spin-Bahn-Kopplung zu messbaren Aufspaltungen der Einelektronen-
energien kommt, ist es jedoch wünschenswert, diesen Effekt auch im Rahmen der
GW-Methode zu erfassen, die eine Verbesserung gegenüber der HF-Theorie sowie
DFT hinsichtlich der Berechnung von Einelektronenenergien darstellt. Dies geschah
bisher lediglich im Rahmen von Formulierungen auf Basis ebener Wellen, [146–150]
weshalb in den nachfolgenden Abschnitten die Herleitung einer zweikomponentigen
Variante der GW-Methode skizziert wird, welche die routinemäßige Behandlung
molekularer Systeme erlaubt und erstmals im Rahmen dieser Arbeit publiziert
wurde, siehe Referenz [151]. Dabei kann − wie im Falle der zweikomponentigen
RPA − auf die in Abschnitt 2.2 erbrachten Vorarbeiten zurückgegriffen werden.
In Abschnitt 2.4.1 erfolgt zunächst die Verallgemeinerung der sogenannten Hedin-
Gleichungen auf einen zweikomponentigen Formalismus sowie die Einführung der
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G0W0-Näherung. Anschließend werden in Abschnitt 2.4.2 unter Verwendung der
Responsefunktion aus der zweikomponentigen TDH-Theorie die sogenannten Qua-
siteilchengleichungen zur Berechnung der Einelektronenenergien im Rahmen der
zweikomponentigen G0W0-Methode aufgestellt.
2.4.1. Hedin-Gleichungen und G0W0-Näherung
In enger Anlehnung an die Herleitung der Einelektronenenergien im Rahmen der
nicht- bzw. skalarrelativistischen GW-Methode von van Setten, Weigend und
Evers [11] wird zunächst die Bewegungsgleichung der zweikomponentigen Einelek-





1 ⊗ 1 − t̂11 ⊗ 1 − v̂Ke(~r1)1 ⊗ 1 − ĥSR(~r1)1 ⊗ 1 − ~σ~̂hSO(~r1) ⊗ 1
− v̂C(~r1)1 ⊗ 1
]
G(~r1, t1, ~r2, t2) −
∫
d3r3dt3 Σ̂(~r1, t1, ~r3, t3)G(~r3, t3, ~r2, t2)
= δ3(~r1 − ~r2)δ(t1 − t2)1 ⊗ 1 . (2.136)
Die Einelektronenoperatoren in der eckigen Klammer wurden bereits in den vorher-
gehenden Abschnitten definiert: t̂ stellt den Operator der kinetischen Energie aus
Gleichung (2.11) dar, v̂Ke ist das Kern-Elektron-Potential aus Gleichung (2.19), ĥSR
der skalarrelativistische Beitrag, siehe Gleichung (2.25), und ~σ~̂hSO der im Spinraum
eines Elektrons am Ort ~r1 nichtdiagonale Spin-Bahn-Term, siehe Gleichung (2.26).
v̂C beschreibt das Coulomb-Potential aus Gleichung (2.53). Die linke Seite des Ten-
sorprodukts bezieht sich auf ein Elektron am Ort ~r1, die rechte Seite auf ein Elektron
bei ~r2. Bei der Integration über mehrere Variablen wird im Folgenden aus Gründen
der Übersichtlichkeit lediglich ein Integralzeichen angeführt. Die zweikomponen-
tige Einelektronen-Green-Funktion G(~r1, t1, ~r2, t2) beschreibt die Wahrscheinlich-
keitsamplitude, dass ein Elektron, welches bei (~r2, t2) erzeugt wurde, bei (~r1, t1)
aufgefunden wird − hier unter Berücksichtigung der Spin-Bahn-Kopplung. Wie be-
reits erwähnt, ist G dabei offensichtlich mit den Prozessen der Photoabsorption
und Photoemission verknüpft. Die Einelektronenenergien − sowie Einelektronenle-
bensdauern − ergeben sich direkt aus den Polen von G. Auf die Berechnung des
sogenannten Selbstenergieoperators Σ̂, der den Einfluss des Austauschs und der
Elektronenkorrelation beschreibt, wird an späterer Stelle eingegangen. Die Anwe-
senheit des Spin-Bahn-Terms ~σ~̂hSO in Gleichung (2.136) bedingt, dass G und Σ̂
im Gegensatz zur nicht- bzw. skalarrelativistischen Beschreibung durch (2 × 2)-
Matrizen im Spinraum dargestellt werden müssen.
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Die Lösung von Gleichung (2.136), beschrieben durch die wechselwirkende Green-
Funktion G, kann aus der nichtwechselwirkenden Green-Funktion G0 über die
Dyson-Gleichung
G(~r1, t1, ~r2, t2) = G0(~r1, t1, ~r2, t2)
+
∫
d3r3dt3d3r4dt4 G0(~r1, t1, ~r3, t3)Σ̂(~r3, t3, ~r4, t4)G(~r4, t4, ~r2, t2)
(2.137)
berechnet werden. G0 ist dabei bezüglich des Hartree-Grundzustands zu bestim-
men, d. h. über Gleichung (2.136) unter Vernachlässigung von Σ̂. Gleichung (2.137)
sowie die folgenden Gleichungen
Σ̂(~r1, t1, ~r2, t2) = i
∫
d3r3dt3d
3r4dt4 G(~r1, t1, ~r3, t3 + η)Γ̂(~r3, t3, ~r2, t2, ~r4, t4)
× Ŵ(~r1, t1, ~r4, t4) , (2.138)
Ŵ(~r1, t1, ~r2, t2) =
1
|~r1 − ~r2|







δ(t1 − t3)1 ⊗ 1
× P (~r3, t3, ~r4, t4)Ŵ(~r4, t4, ~r2, t2) , (2.139)
P (~r1, t1, ~r2, t2) = −i
∫
d3r3dt3d3r4dt4 G(~r1, t1, ~r3, t3)Γ̂(~r3, t3, ~r2, t2, ~r4, t4)
× G(~r4, t4, ~r1, t1 + η) (2.140)
und







δΣ̂(~r1, t1, ~r2, t2)
δG(~r4, t4, ~r5, t5)
× G(~r4, t4, ~r6, t6)Γ̂(~r6, t6, ~r7, t7, ~r3, t3)G(~r7, t7, ~r5, t5)
(2.141)
stellen die zweikomponentigen Hedin-Gleichungen dar. [9,10] Sie geben eine Vor-
schrift an, wie die exakte wechselwirkende Green-Funktion unter der Annahme
der nichtrelativistischen interelektronischen Coulomb-Wechselwirkung zu erhalten
ist. [149] Gleichung (2.138) definiert den zweikomponentigen Selbstenergieoperator
Σ̂ in Abhängigkeit von der dynamisch abgeschirmten Coulomb-Wechselwirkung Ŵ
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und dem sogenannten Vertexoperator Γ̂. η beschreibt eine infinitesimale Zahl, die
reell und positiv ist. Gleichung (2.139) verknüpft Ŵ mit dem im Spinraum beider
Elektronen diagonalen Coulomb-Term und der Polarisationsfunktion P . Letztere
ist über Gleichung (2.140) gegeben. Gleichung (2.141) stellt die zweikomponentige
Bethe-Salpeter-Gleichung dar.
Durch Vernachlässigung des letzten Summanden in der Bethe-Salpeter-Gleichung
gelangt man schließlich − in Analogie zum nicht- bzw. skalarrelativistischen Fall −
zur GW-Näherung. Der energieabhängige zweikomponentige Selbstenergieoperator,
der Austausch- und Korrelationseffekte beschreibt, ergibt sich dann aus Gleichung
(2.138) zu:





dνe−iνηG(~r1, ~r2, E − ν)Ŵ(~r1, ~r2, ν) . (2.142)
Er ist ein Funktional von G und muss deshalb in der Praxis iterativ berechnet
werden. Dies ist ähnlich wie in der DFT, wo die XC-Energie bzw. das XC-Potential
Funktionale der elektronischen Grundzustandsdichte darstellen, siehe Abschnitt
2.2.2. Im Gegensatz zum XC-Potential ist Σ̂ jedoch wie das HF-Austauschpotential
nichtlokal im Ortsraum. Des Weiteren ist Σ̂ über die Fourier-Darstellung von G
energieabhängig.
Neben der aufwendigen selbstkonsistenten Berechnung von Gleichung (2.142)
existieren weitere Schemata, über die genäherte Lösungen erhalten werden kön-
nen. [11] Im Falle des sogenannten GW0-Verfahrens wird die dynamisch abgeschirm-
te Coulomb-Wechselwirkung Ŵ einmal für ein Referenzsystem berechnet und in
den anschließenden Iterationen festgehalten. Wird Gleichung (2.142) insgesamt le-
diglich einmal ausgewertet, so spricht man von der G0W0-Näherung, welche im Fol-
genden stets betrachtet wird. Üblicherweise liegen dabei die Ergebnisse, die unter
Verwendung eines KS-Referenzsystems erhalten werden, nahe bei den vollständig
selbstkonsistenten Lösungen, welche unabhängig vom gewählten Referenzsystem
sind. [11,152,153] Die zweikomponentige KS-Green-Funktion ist durch













E − ǫaτ̃ + iη
(2.143)
gegeben, wobei die Spinoren und deren Energien aus den zweikomponentigen sta-
tischen KS-Gleichungen, Gleichung (2.57), erhalten werden.
Hinsichtlich der Behandlung molekularer Systeme ist es vorteilhaft, die dyna-
misch abgeschirmte Coulomb-Wechselwirkung Ŵ aus Gleichung (2.139) in Abhän-
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gigkeit der Responsefunktion χ wie folgt auszudrücken













da letztere über quantenchemische Responsemethoden wie die zweikomponentige
TDDFT bzw. TDH-Methode näherungsweise bestimmt werden kann, siehe Glei-
chung (2.104).
2.4.2. Einelektronenenergien aus den Quasiteilchengleichungen
Die Berechnung der Einelektronenenergien unter Berücksichtigung der Spin-Bahn-
Kopplung im Rahmen der zweikomponentigen G0W0-Methode erfolgt über die so-
genannten Quasiteilchengleichungen. Diese sind analog zu den zweikomponenti-
gen statischen KS-Gleichungen definiert, siehe Gleichung (2.57), wobei das XC-
Potential v̂XC durch den Selbstenergieoperator Σ̂ ersetzt wird. Anschließend geht
man wie in der Arbeit von van Setten, Weigend und Evers für den nicht- bzw.
skalarrelativistischen Fall beschrieben vor: [11] Zunächst werden die in den zwei-
komponentigen Quasiteilchengleichungen auftretenden Spinoren durch die KS-Re-
ferenzspinoren approximiert. Danach wird die resultierende Gleichung linearisiert
und nur der Realteil betrachtet. Daraus ergibt sich näherungsweise für die Einelek-
tronenenergien im Rahmen der zweikomponentigen G0W0-Methode: [10,11]










Dabei wird der XC-Beitrag von den Einelektronenenergien des KS-Referenzsystems
subtrahiert und stattdessen der Beitrag des zweikomponentigen Selbstenergieope-
rators aus Gleichung (2.142) addiert. Letzterer lässt sich in zwei Beiträge untertei-
len: Der Austauschterm Σ̂X stammt vom ersten Summanden, der energieabhängige
Korrelationsbeitrag Σ̂Corr vom letzten Summanden in Gleichung (2.144). cX ist der
reelle Hybridmischungsparameter, der bereits in Abschnitt 2.2 eingesetzt wurde und
den Anteil des HF-Austauschs bei der Berechnung des Referenzzustands wiedergibt.







was identisch zum HF-Austauschterm ist. Der energieabhängige Korrelationsbei-
trag ergibt sich näherungsweise unter Verwendung der Responsefunktion χTDH aus
Gleichung (2.104) im Rahmen der zweikomponentigen TDH-Methode − siehe auch


















2 ǫpυ̃ − ǫiσ̃ + ωTDHn










2 ǫpυ̃ − ǫaτ̃ − ωTDHn













































































ǫpυ̃ − ǫiσ̃ + ωTDHn
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ǫpυ̃ − ǫaτ̃ − ωTDHn
)2
[(ǫpυ̃ − ǫaτ̃ − ωTDHn )2 + 4η2]2

 . (2.149)
Für die Matrixelemente der Übergangsdichten ρTDHn ergibt sich durch Einsetzen von
Gleichung (2.102) bzw. (2.103)




〈Φqι̃Φjσ̃′ |Φpυ̃Φbτ̃ ′〉XTDHjσ̃′ bτ̃ ′, n









ǫbτ̃ ′ − ǫjσ̃′
ωTDHn
(X + Y )′ TDHjσ̃′ bτ̃ ′, n (2.151)
abhängig davon, ob das nichthermitesche, Gleichung (2.70), oder das hermitesche
Eigenwertproblem, Gleichung (2.91), im Rahmen der zweikomponentigen TDH-
Methode gelöst wird. Beide Eigenwertprobleme führen an dieser Stelle zu identi-
schen Ergebnissen, jedoch ist letzteres auf geschlossenschalige Systeme beschränkt.
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2.4. Zweikomponentige GW-Methode
Die in diesem Abschnitt vorgestellten Gleichungen zur Berechnung der Einelektro-
nenenergien in der zweikomponentigen G0W0-Theorie sind analog zu den nicht-
bzw. skalarrelativistischen Ausdrücken, jedoch werden die auftretenden Referenz-
spinoren Φpυ̃, deren Energien ǫpυ̃ und die Gesamtheiten aller Übergangsdichten
ρTDHn sowie aller Anregungsenergien ω
TDH
n im Rahmen eines zweikomponentigen
Formalismus berechnet. Es tritt kein zusätzlicher Spin-Bahn-Beitrag bei dem hier
geschilderten Verfahren zur Berechnung der Einelektronenenergien auf.
Der Ausdruck für die Einelektronenenergien im Rahmen der zweikomponentigen
G0W0-Methode, Gleichung (2.145), besitzt offensichtlich das korrekte nicht- bzw.
skalarrelativistische Limit, da die zur Beschreibung des Referenzzustands und der
Anregungen verwendeten zweikomponentigen Methoden im nicht- bzw. skalarrela-
tivistischen Grenzfall korrekt sind, siehe Abschnitt 2.2.
An dieser Stelle sei erwähnt, dass Betrachtungen auf Basis der vierkomponentigen
Dirac-Coulomb-Breit-Gleichung, Gleichung (2.16), möglich sind, falls von entspre-
chend modifizierten Hedin-Gleichungen ausgegangen wird. [146,147]
Wie im Falle der Grundzustandskorrelationsenergie im Rahmen der RPA, siehe
Abschnitt 2.3, muss bei der Berechnung des Korrelationsbeitrags zu den Einelektro-
nenenergien in der G0W0-Methode über alle elektronischen Anregungen summiert
werden. Dies rührt daher, dass der Effekt der Elektronenkorrelation unter Berück-
sichtigung der Spin-Bahn-Kopplung in beiden Methoden gleichermaßen über die
Responsefunktion aus Gleichung (2.104) im Rahmen der zweikomponentigen TDH-
Theorie beschrieben wird. [141,142] Die Abhängigkeit der Grundzustandskorrelations-
energie im Rahmen der RPA von der Responsefunktion ist dabei über Gleichung
(2.128) gegeben, während der Korrelationsbeitrag zu den Einelektronenenergien in
der G0W0-Methode, Gleichung (2.145), über den Selbstenergieoperator, Gleichung
(2.142), von der dynamisch abgeschirmten Coulomb-Wechselwirkung und somit der
Responsefunktion abhängt, siehe Gleichung (2.144).
51
3. Implementierung
In diesem Kapitel wird ein Überblick über die im Rahmen dieser Arbeit erfolg-
ten Implementierungen der zweikomponentigen Varianten der TDDFT, RPA sowie
GW-Methode in das Programmpaket TURBOMOLE [3] gegeben. In Abschnitt 3.1
wird kurz auf die zugrundeliegende Entwicklung der Gleichungen in einer finiten
Basis eingegangen sowie eine Methode zur effizienten Berechnung der Coulomb-
Integrale vorgestellt. Nach diesen vorbereitenden Überlegungen folgen in Abschnitt
3.2 die detaillierten Beschreibungen der Implementierung der zweikomponentigen
TDDFT unter Verwendung der Ziegler-Näherung sowie der Behandlung des HF-
Austauschs im Rahmen der TDA. Im Anschluss wird die Funktionsweise eines
Skripts zur Visualisierung von Differenzdichten kurz erläutert. Abschließend werden
in den Abschnitten 3.3 und 3.4 die Programmabläufe im Falle der zweikomponen-
tigen Varianten der RPA sowie des GW-Verfahrens diskutiert.
3.1. Vorbereitungen
3.1.1. Entwicklung in einer finiten Basis
Die Kopplungsmatrix C aus Gleichung (2.65) zusammen mit dem nichtkollinearen
XC-Kern für geschlossenschalige Systeme aus Gleichung (2.74) stellen die zentralen
Größen dar, die bei der Implementierung der zweikomponentigen TDDFT im Rah-
men der Ziegler-Näherung, siehe Abschnitt 2.2.4.1, sowie der zweikomponentigen
TDA, siehe Abschnitt 2.2.4.2, zu betrachten sind. Der Ausdruck
Ciσ̃ aτ̃ jσ̃′ bτ̃ ′ = Jiσ̃ aτ̃ jσ̃′ bτ̃ ′ + Riσ̃ aτ̃ jσ̃′ bτ̃ ′ +
∑
k=x,y,z
Siσ̃ aτ̃ jσ̃′ bτ̃ ′, k − cXKiσ̃ aτ̃ jσ̃′ bτ̃ ′ (3.1)
ergibt sich unter Verwendung der in Gleichung (2.80) vorgestellten Unterteilung
des XC-Beitrags in einen zeitumkehrsymmetrischen (R) und einen zeitumkehran-
tisymmetrischen Anteil (
∑
k=x,y,z Sk). J beschreibt den Coulomb-Term und K den
HF-Austauschbeitrag. Wie in den Abschnitten 2.3 und 2.4 geschildert wurde, hän-
gen die zweikomponentigen Korrelationsmethoden der RPA und der GW-Näherung
53
3. Implementierung
ebenfalls eng mit dieser Kopplungsmatrix zusammen. Hierbei muss lediglich der
Coulomb-Term berücksichtigt werden, was zur zweikomponentigen TDH-Methode
führt.
Zur effizienten Behandlung molekularer Systeme werden die in den Kopplungs-









 ξµ(~r ) (3.2)
in einer endlichen Basis von reellen atomzentrierten Gauß-Funktionen ξµ, den so-
genannten Atomorbitalen (atomic orbitals, AOs), entwickelt. Die Summation läuft
dabei über alle Basisfunktionen (bf), µ = 1, 2, ..., Nbf. cαµ pυ̃ und c
β
µ pυ̃ stellen die
komplexen Entwicklungskoeffizienten dar. Einsetzen der obigen Entwicklung ergibt
für den Coulomb-Term






































Jµνκλ = 〈ξµξκ|ξνξλ〉 (3.4)
das reelle Coulomb-Matrixelement in der AO-Basis beschreibt. Der zeitumkehrsym-
metrische XC-Anteil, der die zweiten Ableitungen des XC-Funktionals nach der
Gesamtdichte enthält, siehe Gleichung (2.81), wird zu





































mit dem reellen Matrixelement
Rµνκλ = 〈ξµξκ|f̂ XC, sy|ξνξλ〉 . (3.6)
Entsprechend ergeben sich die drei Komponenten des zeitumkehrantisymmetrischen
XC-Anteils zu












































− cα ∗µ iσ̃cβν aτ̃ cα ∗κ bτ̃ ′cβλ jσ̃′ + cα ∗µ iσ̃cβν aτ̃ cβ ∗κ bτ̃ ′cαλ jσ̃′






λ jσ̃′ − cβ ∗µ iσ̃cαν aτ̃ cβ ∗κ bτ̃ ′cαλ jσ̃′
]
Sµνκλ , (3.8)











λ jσ̃′ − cα ∗µ iσ̃cαν aτ̃ cβ ∗κ bτ̃ ′cβλ jσ̃′




Sµνκλ = 〈ξµξκ|f̂ XC, as|ξνξλ〉 (3.10)
das reelle Matrixelement der zweiten Ableitungen des XC-Funktionals nach der
nichtkollinearen Spindichte in der AO-Basis, siehe Gleichung (2.82). Der letzte Bei-
trag in Gleichung (3.1) ergibt sich zu






































Kµνκλ = 〈ξµξκ|ξλξν〉 (3.12)
das reelle HF-Austauschmatrixelement in der AO-Basis beschreibt.
Insgesamt folgt daraus die kompakte Darstellung der Kopplungsmatrix in Ab-
hängigkeit der komplexen Entwicklungskoeffizienten sowie der reellen Zweielektro-
nenintegrale in der AO-Basis:























Eine schematische Übersicht ist in Tabelle 3.1 gegeben. Hierbei ist insbesondere
die blockdiagonale Struktur bezüglich der Indexpaare στ und σ′τ ′ bemerkenswert.
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Tab. 3.1.: Schematische Darstellung der Entwicklung der Kopplungsmatrix C in der AO-
Basis, Gleichung (3.13). Nach rechts ist das Indexpaar σ′τ ′ aufgetragen, nach unten
στ .
αα ββ αβ βα
αα J + R + S − cXK J + R − S 0 0
ββ J + R − S J + R + S − cXK 0 0
αβ 0 0 2S − cXK 0
βα 0 0 0 2S − cXK
Im nicht- bzw. skalarrelativistischen Grenzfall, in dem die komplexen Spinoren aus
Gleichung (3.2) zu reellen Eigenfunktionen von ŝz werden, stellt der linke obere
Block (σ = τ und σ′ = τ ′) ein Schema zur Implementierung von Singulettanregun-
gen dar, während der vollständig davon entkoppelte rechte untere Block (σ 6= τ
und σ′ 6= τ ′) die zu implementierenden Gleichungen im Falle von Triplettanre-
gungen beschreibt. [2] Sind die Spinoren aufgrund der Spin-Bahn-Kopplung keine
Eigenfunktionen von ŝz, wie hier angenommen, so kommt es über die Entwick-
lungskoeffizienten aus Gleichung (3.2) zu einer Kopplung der beiden beschriebenen
Blöcke bzw. Anregungsklassen.
3.1.2. RI-Näherung
Die sogenannte resolution of the identity (RI) Näherung zur Auswertung der Cou-
lomb-Integrale Jµνκλ ermöglicht in Berechnungen ohne HF-Austauschbeitrag, d h.
cX = 0, eine Verkürzung der Rechenzeit um etwa eine Größenordnung. [154–159] Da-
bei ist die zugrundeliegende Idee, die direkte Berechnung der vierfach indizierten
Zweielektronenintegrale Jµνκλ zu umgehen und stattdessen diese Größen näherungs-
weise über eine Summe dreifach indizierter Zweielektronenintegrale auszuwerten.
Dazu werden Produkte der Basisfunktionen ξµ in einer geringen Anzahl sogenann-
ter Auxiliarbasisfunktionen ζP entwickelt, die ebenfalls durch reelle atomzentrierte
Gauß-Funktionen gegeben sind. Die Entwicklungskoeffizienten können über die Be-
dingung, dass der Fehler in der Coulomb-Energie minimal wird, bestimmt werden.
Der durch diese Entwicklung entstehende Fehler in den elektronischen Anregungs-
energien, Grundzustandsgesamtenergien oder Einelektronenenergien ist bei Verwen-
dung sorgfältig optimierter Auxiliarbasissätze − sowohl im Rahmen einer nicht-
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bzw. skalarrelativistischen Behandlung als auch bei Einsatz eines zweikomponenti-
gen Formalismus − im Allgemeinen viel kleiner als der Methoden- und Basisfehler
und daher vernachlässigbar. [4,8,11,120,160]
Letztendlich gelangt man im Rahmen der RI-Näherung zu folgendem Ausdruck
für das Coulomb-Matrixelement aus Gleichung (3.4):




























Oµν, T OT, κλ . (3.14)
Die Summationen laufen dabei über alle Auxiliarbasisfunktionen (auxbf), P = 1, 2,
..., Nauxbf. Die Matrix L wird aus der Cholesky-Zerlegung der zweifach indizierten
Zweielektronenintegrale
〈ζP 1|1 ζR〉 =
∑
T
LP T LT R (3.15)
gewonnen. [161] Der Effizienzgewinn besteht schließlich darin, dass die Kontraktion
des Coulomb-Matrixelements mit einer zweifach indizierten, dichteartigen Größe
nun nicht mehr wie O([Nbf]4) skaliert, sondern über Gleichung (3.14) durch zwei
O([Nbf]2Nauxbf)-Schritte ersetzt wird. In Analogie zu Gleichung (3.14) lässt sich
der Coulomb-Term in der Basis der Spinoren, siehe Gleichung (3.3), im Rahmen
der RI-Näherung darstellen als
JRIiσ̃ aτ̃ jσ̃′ bτ̃ ′ = 〈Φiσ̃Φbτ̃ ′ |Φaτ̃ Φjσ̃′〉RI =
∑
T
Oiσ̃ aτ̃ , T OT, bτ̃ ′ jσ̃′ , (3.16)
wobei

















Die Implementierung der zweikomponentigen TDDFT im Rahmen der Ziegler-
Näherung, siehe Abschnitt 2.2.4.1, sowie der TDA, siehe Abschnitt 2.2.4.2, erfolgte
in das Modul ESCF, [2,4,98,99,159] wobei die Änderungen an der bereits vorhandenen
Struktur des Programms zur nicht- bzw. skalarrelativistischen Behandlung so ge-
ring wie möglich gehalten wurden. Der Programmcode kann im zweikomponentigen
Modus zur Berechnung von elektronischen Anregungsenergien sowie diversen Über-
gangsmomenten und daraus ableitbaren Größen wie Oszillatorstärken und strah-
lenden Lebensdauern verwendet werden. Die Anwendung der erfolgten Implemen-
tierung ist auf Systeme mit einem geschlossenschaligen Grundzustand beschränkt.
Da Spin-Bahn-Effekte lediglich über die zuvor berechneten zweikomponentigen sta-
tischen Spinoren und deren Energien in die Anregungsrechnung eingehen, sind alle
im zweikomponentigen DFT- bzw. HF-Grundzustandsmodul RIDFT [20] verfügbaren
Beschreibungen, wie beispielsweise der ECP-Ansatz oder die X2C-Methode, ein-
setzbar. Im Rahmen der Ziegler-Näherung ist die Verwendung von reinen Dichte-
funktionalen, die zu den Klassen der LDA und GGA gehören, möglich. Bei Einsatz
der TDA kann zusätzlich der HF-Austausch behandelt werden, wodurch Hybrid-
Funktionale und die CIS-Methode zugänglich sind. Um die Rechenzeit zu verkürzen,
wird bei Verwendung reiner Dichtefunktionale standardmäßig auf die RI-Näherung
zur Berechnung der Coulomb-Integrale zurückgegriffen. Außerdem wurde der Pro-
grammcode nach der von van Wüllen vorgeschlagenen Technik in Analogie zur
nicht- bzw. skalarrelativistischen Behandlung parallelisiert. [162] Zur Beschreibung
von Lösungsmittel- und Umgebungseffekten wurde das conductor-like screening mo-
del (COSMO) [163,164] an die zweikomponentige Programmstruktur angepasst. Eine
Auflistung der wichtigsten, im Rahmen der zweikomponentigen Behandlung einge-
lesenen keywords befindet sich in Tabelle 3.2.
Neben der im Rahmen dieser Arbeit beschriebenen Implementierung in das Pro-
grammpaket TURBOMOLE existieren weitere Programme, die in der Lage sind,
Anregungen im Kontext einer zweikomponentigen TDDFT basierend auf einem
nichtkollinearen XC-Kern zu berechnen. Dabei sind alle bisher bekannten Imple-
mentierungen auf die Behandlung geschlossenschaliger Systeme beschränkt. Wang,
Ziegler, van Lenthe, van Gisbergen und Baerends [30] stellten im Jahre 2005 den Ein-
bau der Ziegler-Näherung in das Amsterdam Density Functional (ADF) Programm-
paket [165] vor. Kurz darauf berichteten Peng, Zou und Liu [31] von der Integration
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Tab. 3.2.: Auflistung der wichtigsten keywords zur Steuerung der zweikomponentigen
(2c) TDDFT/TDA-Implementierung.
keyword Beschreibung
$soghf Allgemeine Aktivierung des 2c Verfahrens
$kramers Behandlung geschlossenschaliger Systeme
$scfinstab soghf 2c Ziegler-Näherung: LDA/GGA mit RI oder
tdasoghf 2c TDA: LDA/GGA mit RI, Hybrid/HF(CIS) ohne RI
$soes all p Berechnung der ersten p Anregungen
dieses Verfahrens in das Beijing Density Functional (BDF) Programm, [166–168] wel-
che auf der Grundlage eines kurz zuvor entwickelten vierkomponentigen Verfahrens
geschah. [169,170] Sowohl die Implementierung in das ADF-Programmpaket als auch
die Behandlung im BDF-Programm basieren auf dem ZORA-Modell und umfassen
einen nichtkollinearen XC-Kern, der nur in Kombination mit LDA-Funktionalen
korrekt ist und bei Verwendung von GGA-Funktionalen lediglich eine grobe Nähe-
rung darstellt, da die zusätzlichen, von der Ableitung nach dem Dichtegradienten
abhängenden Terme unberücksichtigt bleiben. Im Jahre 2009 erklärten Bast, Jensen
und Saue, [171] dass ihre vierkomponentige TDDFT-Implementierung in das Pro-
grammpaket DIRAC [172] auch im zweikomponentigen Rahmen unter Verwendung
der X2C-Methode einsetzbar ist. Bei dieser Implementierung wird das nichthermi-
tesche Eigenwertproblem aus Gleichung (2.70) direkt gelöst. Neben der Verwendung
der korrekten nichtkollinearen XC-Kerne für LDA- und GGA-Funktionale ist da-
bei die Berechnung des HF-Austauschbeitrags im Rahmen von klassischen sowie
langreichweitig korrigierten (long-range corrected) Hybridfunktionalen möglich. Ei-
ne ähnlich große Verfügbarkeit an verschiedenen Funktionalklassen − allerdings
unter Verwendung des ZORA-Ansatzes − besitzt die im Jahre 2011 dokumentierte
Integration der zweikomponentigen TDA in das Programmpaket GAMESS (US) [173]
von Nakata, Tsuneda und Hirao. [174] Im Vergleich zu diesen Programmen stellt die
im Rahmen dieser Arbeit erfolgte Implementierung bei einer breiten Verfügbar-
keit verschiedener Funktionalitäten, siehe Tabelle 3.2, wobei die Implementierung
des korrekten XC-Kerns im Rahmen von GGA-Funktionalen zu betonen ist, die
derzeit effizienteste zweikomponentige Methode zur Berechnung von elektronischen
Anregungen dar. [98,99,175] Hierauf wird in Abschnitt 4.1 genauer eingegangen. Dabei
wurde von den bereits in TURBOMOLE vorhandenen effizienten Routinen zur In-
tegralauswertung sowie der Möglichkeit, neben Allelektronenansätzen auch ECPs
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zur Beschreibung der relativistischen Beiträge einzusetzen, profitiert.
Die Überprüfung des Codes erfolgte über den Vergleich der erhaltenen Ergebnisse
mit Resultaten, die mit Hilfe der anderen erwähnten Implementierungen gewonnen
wurden, sowie experimentellen Daten, siehe ebenfalls Abschnitt 4.1. Des Weiteren
wurde sichergestellt, dass die berechneten Größen invariant unter Rotationen im
Spin- sowie Ortsraum sind und der Code in allen Fällen die korrekten nicht- bzw.
skalarrelativistischen Grenzwerte liefert.
Im Folgenden wird näher auf die Programmstruktur eingegangen. Ein Überblick
über die wichtigsten Routinen befindet sich in Abbildung 3.1. Während einige Rou-
tinen im Rahmen der zweikomponentigen Erweiterung neu erstellt werden mussten,
so genügte es in vielen Fällen, die vorhandenen nicht- bzw. skalarrelativistischen
Routinen, denen eine reelle einkomponentige Theorie zugrunde liegt, konsequent
dem komplexen zweikomponentigen Formalismus anzupassen. In Abschnitt 3.2.1
wird die Funktion der einzelnen Routinen für den Fall der Ziegler-Näherung detail-
liert beschrieben, während in Abschnitt 3.2.2 auf die Arbeitsweise dieser Routinen
bei Verwendung des HF-Austauschs im Rahmen der TDA eingegangen wird. Die
Erläuterung des zugrundeliegenden Algorithmus [103,176] lehnt sich an die Darstel-
lungen der nicht- bzw. skalarrelativistischen Behandlung in den Referenzen [100]
und [4] an.
3.2.1. Ziegler-Näherung
Ausgangspunkt für die Implementierung der Ziegler-Näherung ist das hermitesche
Eigenwertproblem aus Gleichung (2.91) unter Verwendung des Ausdrucks der in
einer atomzentrierten Basis entwickelten Kopplungsmatrix, Gleichung (3.13), mit
cX = 0. Die in Abbildung 3.1 gezeigten Routinen übernehmen dementsprechend die
folgenden Funktionen:
rSPINOR:
Einlesen der zweikomponentigen statischen Spinoren und deren Energien, welche
zuvor im Rahmen einer zweikomponentigen DFT-Grundzustandsrechnung erhalten
wurden. Dieses Unterprogramm konnte aus dem zweikomponentigen DFT- bzw.
HF-Grundzustandsmodul RIDFT übernommen werden.
60





































Abb. 3.1.: Schematische Darstellung der wichtigsten Routinen zur Berechnung elektro-
nischer Anregungen im Rahmen der zweikomponentigen TDDFT/TDA. Unverändert
übernommene Routinen sind grün, modifizierte gelb und neu erstellte rot markiert. m
beschreibt die Anzahl nichtkonvergierter Eigenpaare bzw. Anregungen. n nummeriert




Bestimmung der Größe bzw. Dimension dim der komplexen Übergangsvektoren
(X + Y )′jσ̃′ bτ̃ ′ :
dim = 2 Nocc · Nvirt. (3.18)
Der Faktor zwei tritt aufgrund der nötigen Erfassung von Real- und Imaginärteilen
auf.
diag_prep:
Aufstellung des reellen Energiedifferenzterms:
(ǫaτ̃ − ǫiσ̃) . (3.19)
file_init:
Berechnung der anfänglichen Unterraumdimension q aus der Anzahl der zu bestim-
menden Anregungen p:
q = min (2p, p + 8, dim) . (3.20)
Des Weiteren werden die temporären Dateien vfile_a, vfile_i_a, wfile_a und
wfile_i_a initialisiert.
respon:
Treiberroutine zur Steuerung des Davidson-Algorithmus, [100,103,176] wobei die Un-
terprogramme startvec, mvproduct, gritz, expand sowie startover aufgerufen
werden. Dabei befinden sich all diese Routinen bis auf erstere innerhalb einer Schlei-
fe, die abgebrochen wird, sobald die Zahl der nichtkonvergierten Eigenpaare bzw.
Anregungen m verschwindet, und daher das iterative Verfahren konvergiert ist.
startvec:
Generierung der Startwerte für die Übergangsvektoren
(X + Y )′jσ̃′ bτ̃ ′, k , k = 1, ..., q , (3.21)
welche durch die Eigenvektoren gegeben sind, die zu den q energetisch am tiefsten
liegenden Eigenwerten der reellen Vorkonditionierungsmatrix
Ziσ̃ aτ̃ jσ̃′ bτ̃ ′ = (ǫbτ̃ ′ − ǫjσ̃′) δijδabδσ̃σ̃′δτ̃ τ̃ ′ (3.22)
gehören. Dabei enthält die diagonale Vorkonditionierungsmatrix Z die Anregungs-
energien in nullter Ordnung. Die Eigenvektoren sind daher durch reelle Einheits-
vektoren gegeben. Diese werden in die Dateien vfile_a (Realteil) und vfile_i_a
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(Imaginärteil) geschrieben. Abschließend wird vor dem Beginn des iterativen Ver-
fahrens die Zahl der nichtkonvergierten Eigenpaare m gleich der anfänglichen Un-
terraumdimension q gesetzt:
m = q . (3.23)
mvproduct:
Produktbildung der hermiteschen Matrix Ω mit den noch nicht konvergierten Über-
gangsvektoren (X + Y )′jσ̃′ bτ̃ ′, k
(U + V )iσ̃ aτ̃ , k =
∑
jσ̃′ bτ̃ ′
Ωiσ̃ aτ̃ jσ̃′ bτ̃ ′ (X + Y )
′
jσ̃′ bτ̃ ′, k , k = q − m + 1, ..., q
(3.24)
in der AO-Basis unter Verwendung der Unterprogramme tramocao, colrsp, df2nd
sowie tracaomo. Dies stellt den die Rechenzeit bestimmenden Schritt dar (Rou-
tinen colrsp und df2nd), der formal und ohne Einsatz der RI-Näherung wie
O([Nbf]4 m) skaliert. Abhängig von der Größe des zur Verfügung stehenden Ar-
beitsspeichers werden alle oder nur ein Teil der noch nicht konvergierten Über-
gangsvektoren aus vfile_a bzw. vfile_i_a eingelesen und gleichzeitig verarbei-
tet. Die Kontraktion der Integrale mit den Übergangsvektoren in der AO-Basis wird
integraldirekt durchgeführt, d. h. es werden keine Integrale auf der Festplatte ge-
speichert. Hierbei müssen die Integrale für alle simultan im Arbeitsspeicher gehalte-
nen Übergangsvektoren nur einmal berechnet werden. Somit besteht die Möglich-
keit, Arbeitsspeicher gegen Rechenzeit einzutauschen: Werden beispielsweise alle
m Übergangsvektoren simultan behandelt, so müssen alle Integrale nur einmal be-
rechnet werden, jedoch skaliert der Speicherbedarf wie O([Nbf]2 m). Dagegen kann
der benötigte Arbeitsspeicher auf bis zu O([Nbf]2) reduziert werden, falls nur ein
einziger Übergangsvektor im Speicher gehalten wird, wobei es dann allerdings der
m-maligen Berechnung aller Integrale bedarf.
vget:
Einlesen der komplexen Übergangsvektoren aus vfile_a bzw. vfile_i_a und Mul-
tiplikation mit der Wurzel des reellen Energiedifferenzterms:
(X + Y )jσ̃′ bτ̃ ′, k =
√




Transformation von (X + Y )jσ̃′ bτ̃ ′, k in die kartesische AO-Basis liefert
(X + Y )σ
′τ ′


















wobei σ′τ ′ ∈ {αα, αβ, βα, ββ}. Da die reellen Matrixelemente in der AO-Basis, mit
denen die (X + Y )σ
′τ ′
κ λ, k im Folgenden kontrahiert werden, symmetrisch bezüglich
Vertauschung der Indizes µ und ν sowie κ und λ sind, wurde die Transformation
so konstruiert, dass die komplexen (X + Y )σ
′τ ′
κ λ, k ebenfalls symmetrisch sind.
colrsp:
Kontraktion des Coulomb-Terms in der AO-Basis aus Gleichung (3.13) mit
(X + Y )σ
′τ ′




















für σ = τ . (3.27)
Der Faktor zwei stammt aus Gleichung (2.92).
df2nd_lda/df2nd_gga:











Rµνκλ + Sµνκλ (2δσσ′ − 1)
]
δστ δσ′τ ′
+ 2Sµνκλ (1 − δστ ) δσσ′δττ ′
}
(X + Y )σ
′τ ′
κ λ, k (3.28)
unter Verwendung eines numerischen Integrationsschemas. [159,177] Dabei wird ab-
hängig davon, ob LDA- oder GGA-Funktionale verwendet werden, die Routine
df2nd_lda bzw. df2nd_gga aufgerufen. Die zur Berechnung von Rµνκλ und Sµνκλ
benötigten Funktionalableitungen f̂ XC, sy und f̂ XC, as, siehe Gleichungen (2.81) und
(2.82), werden in den Unterprogrammen lda_r2 bzw. gga_r2 bestimmt. Die neu
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Multiplikation und Addition des reellen Energiedifferenzterms:






iσ̃ aτ̃ , k
+ (ǫaτ̃ − ǫiσ̃)2 (X + Y )′iσ̃ aτ̃ , k . (3.31)
Schließlich werden die Ergebnisse in die Dateien wfile_a (Realteil) und wfile_i_a
(Imaginärteil) geschrieben.
gritz:
Konstruktion der hermiteschen (q × q)-Rayleigh-Matrix
(a + b)kl =
∑
iσ̃ aτ̃
(X + Y )′ ∗iσ̃ aτ̃ , k (U + V )iσ̃ aτ̃ , l , k, l = 1, ..., q (3.32)
aus den in vfile_a, vfile_i_a, wfile_a und wfile_i_a zwischengespeicherten
Größen. Die anschließende O(q3)-Diagonalisierung liefert den zur nten elektro-
nischen Anregung gehörenden Ritz-Wert ω2n:
∑
l
(a + b)kl (x + y)l, n = ω
2
n (x + y)k, n , n = 1, ..., p . (3.33)
Schließlich wird die Anzahl nichtkonvergierter Eigenpaare bzw. Anregungen m auf
Null gesetzt:
m = 0 . (3.34)
expand:
In dieser Routine wird eine Schleife über alle zu bestimmenden Anregungen n durch-
laufen, siehe Abbildung 3.1. Zunächst erfolgt die Berechnung der Ritz-Vektoren
(L + M)iσ̃ aτ̃ , n =
∑
k
(X + Y )′iσ̃ aτ̃ , k (x + y)
∗
k, n , (3.35)
worüber die Residuen
(R + S)iσ̃ aτ̃ , n =
∑
k
(U + V )iσ̃ aτ̃ , k (x + y)
∗






(R + S)∗iσ̃ aτ̃ , n (R + S)iσ̃ aτ̃ , n (3.37)
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bestimmt werden. Falls rn eine wählbare Schranke überschreitet, die im Programm
standardmäßig als 10−5 angenommen wird, so ist die nte zu bestimmende Anregung
noch nicht konvergiert. Es folgt dann die Vorkonditionierung:




ω2nδijδabδσ̃σ̃′δτ̃ τ̃ ′ − Z2iσ̃ aτ̃ jσ̃′ bτ̃ ′
)−1
(R + S)iσ̃ aτ̃ , n . (3.38)
Dabei ist das Invertieren des Ausdrucks in Klammern trivial, da es sich um eine
reelle Diagonalmatrix handelt. Für den Fall, dass diese Matrix singulär ist, wird die
numerische Stabilität des Verfahrens durch die Einführung eines Abschneidepara-
meters garantiert.
startover:
Durchführung einer komplexen Gram-Schmidt-Orthogonalisierung der nichtkonver-
gierten, vorkonditionierten Residuen
(R + S)′jσ̃′ bτ̃ ′, n (3.39)
gegen
(X + Y )′jσ̃′ bτ̃ ′, k , k = 1, ..., q + m . (3.40)
Anschließend erfolgt die Normierung
(X + Y )′jσ̃′ bτ̃ ′, q+m =
1
rn
(R + S)′jσ̃′ bτ̃ ′, n (3.41)
sowie die Erhöhung der Zahl der nichtkonvergierten Eigenpaare bzw. Anregungen
um eins:
m = m + 1 . (3.42)
Nach Beendigung der Schleife über n wird dementsprechend der Unterraum erwei-
tert:
q = q + m . (3.43)
Abschließend werden alle (X + Y )′jσ̃′ bτ̃ ′, k in vfile_a bzw. vfile_i_a geschrieben.
proper:
Berechnung der Übergangsmomente, Beiträge der Einelektronenanregungen, Oszil-
latorstärken und Lebensdauern, siehe Abschnitte 2.2.5 und 2.2.6.1.
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3.2.2. Tamm-Dancoff-Näherung und Hartree-Fock-Austausch
Zur Implementierung der TDA in Kombination mit dem HF-Austausch wird das
hermitesche Eigenwertproblem aus Gleichung (2.94) unter Berücksichtigung der in
einer atomzentrierten Basis entwickelten Kopplungsmatrix, Gleichung (3.13), be-
trachtet. Im Folgenden wird auf die von mvproduct aufgerufenen Unterprogramme
eingegangen, da diese im Vergleich zu dem im vorherigen Abschnitt geschilderten
Verfahren nun leicht modifizierte Funktionen übernehmen. Alle anderen Routinen
arbeiten wie bisher beschrieben, wobei zu berücksichtigen ist, dass nach der Diago-
nalisierung die Anregungsenergien ωTDAn selbst und nicht deren Quadrate erhalten
werden.
mvproduct:
Produktbildung der hermiteschen Matrix A mit den noch nicht konvergierten Über-
gangsvektoren Xjσ̃′ bτ̃ ′, k:
Uiσ̃ aτ̃ , k =
∑
jσ̃′ bτ̃ ′
Aiσ̃ aτ̃ jσ̃′ bτ̃ ′Xjσ̃′ bτ̃ ′, k , k = q − m + 1, ..., q . (3.44)
gsytra:
Transformation von Xjσ̃′ bτ̃ ′, k in die kartesische AO-Basis:
X
σ′τ ′, sy/as


















Da die reellen Matrixelemente des HF-Austauschs in der AO-Basis im Gegensatz zu
den Matrixelementen des Coulomb- sowie des XC-Beitrags keine Symmetrie besit-
zen, jedoch in eine Summe aus einem symmetrischen und einem antisymmetrischen
Anteil zerlegt werden können, ist es nötig, sowohl eine symmetrische (sy, +) als auch
eine antisymmetrische (as, −) Transformation auszuführen. Im Folgenden werden
dabei die Xσ
′τ ′, sy
κ λ, k mit den Coulomb- bzw. XC-Matrixelementen sowie dem symme-
trischen Anteil des HF-Austauschs kontrahiert, während die Xσ
′τ ′, as
κ λ, k entsprechend
mit dem antisymmetrischen Anteil des HF-Beitrags verarbeitet werden. Ist cX = 0,
so reicht es auch im Rahmen der TDA aus, nur die symmetrisch transformierten




Kontraktion des Coulomb-Terms in der AO-Basis aus Gleichung (3.13) mit Xσ
′τ ′, sy
κ λ, k
Ũσ τ, J syµ ν, k = 2
∑
κσ′ λτ ′












, für σ = τ , (3.46)
wobei kein Gebrauch von der RI-Näherung gemacht wird, da der Coulomb-Term
zusammen mit dem HF-Austauschbeitrag berechnet wird. Der Faktor zwei erscheint
hier aufgrund des Vorfaktors in Gleichung (3.51). Gleichermaßen wird die Kontrak-
tion des symmetrischen bzw. antisymmetrischen Anteils des HF-Austauschs in der
AO-Basis mit Xσ
′τ ′, sy
κ λ, k bzw. X
σ′τ ′, as
κ λ, k durchgeführt:
Ũ
σ τ, K sy/as
µ ν, k = −cX
∑
κσ′ λτ ′






[Kµνκλ ± Kµνλκ] Xσ τ, sy/asκ λ, k . (3.47)
gtrasy:
Symmetrische Rücktransformation von
Ũσ τ, syµ ν, k = Ũ
σ τ, J sy
µ ν, k + Ũ
σ τ, RS sy
µ ν, k + Ũ
σ τ, K sy
µ ν, k (3.48)
bzw. antisymmetrische Rücktransformation von
Ũσ τ, asµ ν, k = Ũ
σ τ, K as
µ ν, k (3.49)
in die Basis der Spinoren:
Ũ
sy/as















Addition des symmetrischen und antisymmetrischen Beitrags sowie des reellen
Energiedifferenzterms:




Ũ syiσ̃ aτ̃ , k + Ũ
as
iσ̃ aτ̃ , k
]
+ (ǫaτ̃ − ǫiσ̃) Xiσ̃ aτ̃ , k . (3.51)
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3.2.3. Visualisierung von Differenzdichten
Zur Analyse der im Rahmen der zweikomponentigen sowie der nicht- bzw. skalarre-
lativistischen TDDFT berechneten elektronischen Anregungen wurde das Python-
Skript PANAMA (Peak ANAlyzing MAchine) erstellt. Dieses Skript erlaubt neben der
Simulation des elektronischen Spektrums unter Annahme einer endlichen Linien-
breite insbesondere die Berechnung der in Abschnitt 2.2.6.2 definierten unrelaxier-
ten Differenzdichten.
Dazu werden zunächst die nach Beendigung des Moduls ESCF in der Ausgabe-
datei dokumentierten Anregungsenergien, Oszillatorstärken sowie die Beiträge der
Einelektronenanregungen von dem Skript eingelesen. Nach der Auswahl eines Ener-
giebereichs sowie der Eingabe einer Halbwertsbreite (full width at half maximum,
FWHM) wird eine Datei generiert, über die sich das elektronische Spektrum un-
ter der Annahme Gauß-verbreiterter Linien darstellen lässt. Zur Bestimmung der
unrelaxierten Differenzdichte wird nach der in Abschnitt 2.2.6.2 beschriebenen Pro-
zedur vorgegangen. Zunächst wird vom Benutzer ein Energiebereich ausgewählt, in
dem sich beispielsweise eine Gruppe von Anregungen befindet, die im simulierten
elektronischen Spektrum eine Bande darstellt. Anschließend berechnet das Skript
die mit diesen ausgewählten Übergängen verbundene Ab- bzw. Zunahme in der
Besetzungszahl der besetzten bzw. unbesetzten statischen Einelektronenzustände,
siehe Gleichungen (2.110) und (2.111). Die auf diese Weise gewonnenen Pseudobe-
setzungszahlen werden im folgenden Schritt zur Bestimmung der entsprechenden
Gesamtdichte auf einem kartesischen Gitter verwendet, siehe Gleichung (2.113),
wobei das Modul RIDFT mit der Option „−proper“ aufgerufen wird. Dabei wird ei-
ne Datei angelegt, über welche die berechnete Dichte anschließend veranschaulicht
werden kann. Das beschriebene Vorgehen erlaubt die Bestimmung und Visualisie-




Die Implementierung der zweikomponentigen RPA zur Berechnung der Grundzu-
standskorrelationsenergie, siehe Abschnitt 2.3, erfolgte in das Modul RIRPA. [8,120]
Dabei wurden die Änderungen an dem bereits vorhandenen Programmcode, der die
nicht- bzw. skalarrelativistische Behandlung umfasst, so gering wie möglich gehal-
ten. Die Anwendung der zweikomponentigen RPA ist auf Systeme mit einem ge-
schlossenschaligen Referenz- bzw. Grundzustand beschränkt, da die der Implemen-
tierung zugrundeliegende Gleichung (2.135) im zweikomponentigen Fall ausschließ-
lich für solche gültig ist. Da die Spin-Bahn-Kopplung sowie der Einfluss des XC-
Funktionals lediglich über die zuvor bestimmten zweikomponentigen Spinoren und
deren Energien in die Korrelationsrechnung eingehen, können alle im zweikompo-
nentigen DFT- bzw. HF-Grundzustandsmodul RIDFT verfügbaren relativistischen
Methoden (z. B. der ECP-Ansatz oder die X2C-Methode) sowie alle dort einsetz-
baren Dichtefunktionale zur Beschreibung des Referenzzustands verwendet werden.
Zur effizienten Behandlung der RPA wird standardmäßig auf die RI-Näherung zu-
rückgegriffen, worauf an späterer Stelle näher eingegangen wird. Die wichtigsten, im
Rahmen der zweikomponentigen Behandlung eingelesenen keywords sind in Tabelle
3.3 dargestellt.
Neben der hier beschriebenen Implementierung in das Programmpaket TURBO-
MOLE existiert ein zur gleichen Zeit von Krause und Klopper erstelltes Programm
zur Berechnung der RPA-Grundzustandskorrelationsenergie auf Basis der zweikom-
ponentigen rCCD-Theorie. [128]
Die Überprüfung der in der vorliegenden Arbeit beschriebenen Implementierung
erfolgte hauptsächlich über den Vergleich der berechneten Grundzustandskorrelati-
onsenergien mit den von Krause und Klopper erhaltenen Ergebnissen. Des Weite-
ren ist die erhaltene Korrelationsenergie invariant unter Rotationen im Spin- sowie
Tab. 3.3.: Auflistung der wichtigsten keywords zur Steuerung der zweikomponentigen
(2c) RPA-Implementierung.
keyword Beschreibung
$soghf Allgemeine Aktivierung des 2c Verfahrens
$kramers Behandlung geschlossenschaliger Systeme
$rirpa
nohxx Keine Berechnung der Gesamtenergie, nur Korrelationsenergie
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Ortsraum und geht in allen geprüften Fällen in den korrekten nicht- bzw. skalarre-
lativistischen Grenzwert über.
Wie bereits erwähnt, bildet Gleichung (2.135) die Grundlage der Implementie-
rung einer zweikomponentigen Variante der RPA für geschlossenschalige Systeme.





-Schritt darstellen würde, kann − in Analogie zu
der nicht- bzw. skalarrelativistischen Behandlung − die von Eshuis, Yarkony und
Furche vorgeschlagene Technik angewandt werden. [8,120] Dazu wird die Grundzu-
standskorrelationsenergie in der zweikomponentigen RPA ausgehend von Gleichung
(2.135) unter Verwendung der RI-Näherung, siehe Abschnitt 3.1.2, durch ein Inte-








ln [1 + Q(ν)] − Q(ν)
}
. (3.52)
Die zentrale (Nauxbf × Nauxbf)-Matrix Q wird in der Auxiliarbasis dargestellt über:





OP, bτ̃ ′ jσ̃′ Giσ̃ aτ̃ jσ̃′ bτ̃ ′(ν) Oiσ̃ aτ̃ , R . (3.53)
Mit dem reellen und frequenzabhängigen
Giσ̃ aτ̃ jσ̃′ bτ̃ ′(ν) =
ǫaτ̃ − ǫiσ̃
(ǫaτ̃ − ǫiσ̃)2 + ν2
δijδabδσ̃σ̃′δτ̃ τ̃ ′ (3.54)
ergibt sich dann der vereinfachte Ausdruck





(ǫaτ̃ − ǫiσ̃)2 + ν2





ℜ (OP, aτ̃ iσ̃)
ǫaτ̃ − ǫiσ̃
(ǫaτ̃ − ǫiσ̃)2 + ν2
ℜ (Oiσ̃ aτ̃ , R)
+ ℑ (OP, aτ̃ iσ̃)
ǫaτ̃ − ǫiσ̃
(ǫaτ̃ − ǫiσ̃)2 + ν2
ℑ (Oiσ̃ aτ̃ , R)

 , (3.55)
der offensichtlich reell für alle P und R ist. Durch die Darstellung der Korrela-
tionsenergie über Gleichung (3.52) lässt sich unter Zuhilfenahme einer effizienten
Clenshaw-Curtis-Quadratur zur Integralauswertung [179] in Analogie zur nicht- bzw.





rendes Verfahren formulieren. Die Anzahl N s der benötigten Stützstellen liegt dabei
typischerweise im zweistelligen Bereich, falls der durch die numerische Integration
bedingte Fehler der Korrelationsenergie weniger als 10−3 Eh betragen soll. [120]
Ein Überblick über die wichtigsten Routinen befindet sich in Abbildung 3.2. Sie
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übernehmen entsprechend dem hier beschriebenen Verfahren die folgenden Funk-
tionen:
twocmos:
Einlesen der zweikomponentigen Spinoren und deren Energien, welche zuvor im
Rahmen einer zweikomponentigen DFT-Grundzustandsrechnung mit dem Modul
RIDFT erhalten wurden. Diese Routine konnte aus dem Modul RICC2, das u. a. die
Implementierung einer zweikomponentigen Møller-Plesset-Störungstheorie zweiter
Ordnung (MP2) [22] umfasst, übernommen werden.
riecrpa:
Steuerung der Berechnung der Grundzustandskorrelationsenergie im Rahmen der
RPA.
doits2:
Berechnung der Anzahl dim der komplexen OP, aτ̃ iσ̃, die pro Auxiliarbasisfunktion
berechnet werden müssen:
dim = 2Nocc · Nvirt . (3.56)
Der Faktor zwei tritt aufgrund der Berücksichtigung von Real- und Imaginärteilen
auf.
eigdiag2:
Aufstellung des reellen Energiedifferenzterms:
(ǫaτ̃ − ǫiσ̃) . (3.57)
cc3idxget:
Stellt die komplexen Dreiindexgrößen OP, aτ̃ iσ̃ zur Verfügung.
qbuild:
Berechnung der reellen (Nauxbf ×Nauxbf)-Matrix Q nach Gleichung (3.55) auf einem
Quadraturgitter.
rpaintln:
Diagonalisierung der Matrix Q, anschließende Auswertung des Integranden in Glei-





Die zweikomponentige G0W0-Methode zur Bestimmung der Einelektronenenergi-
en, siehe Abschnitt 2.4, wurde in das Modul ESCF implementiert. Dies erfolgte auf
Basis der zweikomponentigen TDDFT-Implementierung, siehe Abschnitt 3.2, so-
wie des bereits vorhandenen nicht- bzw. skalarrelativistischen Programmcodes. [11]
Die Anwendung dieser zweikomponentigen G0W0-Methode ist auf Systeme mit ei-
nem geschlossenschaligen Referenz- bzw. Grundzustand beschränkt, da die Imple-
mentierung von den über die zweikomponentige TDH-Methode berechneten Über-
gängen, siehe Abschnitt 3.2, ausgeht. Dabei ist es nötig, alle möglichen Anregun-
gen im Rahmen der verwendeten Basis zu berechnen, was den rechenintensivs-




skaliert. Der Einsatz der zweikomponentigen TDH-Methode zur Bestimmung der
G0W0-Einelektronenenergien ermöglicht neben der Verwendung aller im zweikom-
ponentigen DFT- bzw. HF-Grundzustandsmodul RIDFT zugänglichen relativisti-
schen Methoden (z. B. der ECP-Ansatz oder die X2C-Methode) auch die Verwen-
dung aller verfügbaren XC-Funktionale (LDA-, GGA-, meta-GGA- oder Hybrid-
funktionale) bzw. der HF-Theorie zur Beschreibung des Referenzzustands, da diese
relativistischen Methoden und XC-Funktionale nur bei der Berechnung des Re-
ferenzzustands zum Einsatz kommen, nicht jedoch in der anschließenden TDH-
Rechnung. Aus Gründen der Effizienz wird im Rahmen der G0W0-Methode stan-
dardmäßig auf die RI-Näherung zurückgegriffen. Eine Übersicht der wichtigsten, im
Rahmen der zweikomponentigen Behandlung eingelesenen keywords befindet sich
in Tabelle 3.4.
Neben der hier beschriebenen zweikomponentigen Implementierung in das Pro-
Tab. 3.4.: Auflistung der wichtigsten keywords zur Steuerung der zweikomponentigen
(2c) G0W0-Implementierung.
keyword Beschreibung
$soghf Allgemeine Aktivierung des 2c Verfahrens
$kramers Behandlung geschlossenschaliger Systeme
$scfinstab soghf 2c TDDFT/TDH-Methode
$soes all Berechnung aller Nocc · Nvirt Anregungen
$gw Aktivierung des G0W0-Verfahrens
rpa Verwendung der TDH-Methode statt TDDFT
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grammpaket TURBOMOLE, die auf die Behandlung von isolierten molekularen
Systemen abzielt, existieren lediglich zwei- und vierkomponentige Programme, wel-
che auf Basis ebener Wellen arbeiten und daher nur eingeschränkte Studien an mole-
kularen Systemen unter Berücksichtigung der Spin-Bahn-Kopplung erlauben. [146–150]
So ist im Rahmen dieser auf ebenen Wellen basierenden Programme beispielsweise
keine effiziente Berechnung der Bindungsenergien der inneren elektronischen Nive-
aus möglich.
Zur Überprüfung des Codes wurde sichergestellt, dass die erhaltenen Einelektro-
nenenergien invariant unter Rotationen im Spin- sowie Ortsraum sind und in allen
Fällen die korrekten nicht- bzw. skalarrelativistischen Grenzwerte erhalten werden.
Im Folgenden wird näher auf die Programmstruktur der zweikomponentigen
G0W0-Implementierung eingegangen. Dies erfolgt auf Basis der in Abschnitt 2.4.2
vorgestellten Gleichungen unter Berücksichtigung des in einer atomzentrierten Basis
entwickelten Coulomb-Terms, Gleichung (3.3). Ein Überblick über die wichtigsten
Routinen befindet sich in Abbildung 3.3. Sie übernehmen die folgenden Funktionen:
gw:
Treiberroutine zur Berechnung der G0W0-Einelektronenenergien ǫ
G0W0
pυ̃ . Der Aufruf
dieses Unterprogramms erfolgt nach abgeschlossener Bestimmung aller Nocc · Nvirt
Anregungen im Rahmen der zweikomponentigen TDH-Methode, d. h. aller ωTDHn
sowie (X + Y )′ TDHjσ̃′ bτ̃ ′, n, siehe Abschnitt 3.2.1. Die bereits in Abschnitt 3.2.1 vor-
gestellten Routinen vget, gsytra, colrsp und gtrasy umfassen anschließend die
Aufstellung der zentralen Größen 〈Φqι̃ 1|Φpυ̃ ρTDHn 〉 zur Beschreibung des Korrelati-




siehe Gleichung (2.146). Diese Größe wird auch im Rahmen einer HF-Grundzu-
standsrechnung bestimmt. Daher konnte die Routine aus dem zweikomponentigen














Abb. 3.2.: Schematische Darstellung der wichtigsten Routinen zur Berechnung der
elektronischen Grundzustandskorrelationsenergie im Rahmen der zweikomponentigen
















Abb. 3.3.: Schematische Darstellung der wichtigsten Routinen zur Berechnung der Ein-
elektronenenergien im Rahmen der zweikomponentigen G0W0-Methode. Unverändert
übernommene Routinen sind grün, modifizierte gelb und neu erstellte rot markiert.
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siehe Gleichung (2.145). Dabei wird abhängig davon, ob LDA- oder GGA-Funktio-
nale zur Beschreibung des Referenzzustands verwendet werden, die Routine xcurhf
oder xcrhf aufgerufen. Beide Unterprogramme stammen aus dem Modul RIDFT, da
der XC-Beitrag auch bei einer DFT-Grundzustandsrechnung bestimmt wird.
vget:
Multiplikation aller Übergangsvektoren mit dem Wurzelausdruck aus Gleichung
(2.151):
(X + Y )TDHjσ̃′ bτ̃ ′, n =
√
ǫbτ̃ ′ − ǫjσ̃′
ωTDHn
(X + Y )′ TDHjσ̃′ bτ̃ ′, n , n = 1, ..., N
occ · Nvirt .
(3.60)
gsytra:
Transformation von (X + Y )TDHjσ̃′ bτ̃ ′, n in die kartesische AO-Basis:
(X + Y )σ
′σ′ TDH



















Kontraktion des Coulomb-Terms in der AO-Basis mit (X + Y )σ
′σ′ TDH
κ λ, n unter Ver-
wendung der RI-Näherung:











Rücktransformation von (U + V )σ σ TDHµ ν, n in die Basis der Spinoren liefert die linke
Seite von Gleichung (2.151):





























Berechnung der Korrelationsbeiträge zu den Einelektronenenergien, d. h. Auswer-
tung der Gleichungen (2.147) und (2.149).
gw_calcqpenergy:
Bestimmung der Einelektronenenergien im Rahmen der G0W0-Methode über Glei-
chung (2.145).
gw_printqpe_2c:
Ausgabe der berechneten Einelektronenenergien.
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In diesem Kapitel erfolgt eine Untersuchung aller im Rahmen dieser Arbeit im-
plementierten zweikomponentigen Verfahren hinsichtlich ihrer Genauigkeit und Ef-
fizienz. Zur Bewertung der Genauigkeit werden kleine Systeme, d. h. Atome und
zweiatomige Moleküle, untersucht. Die Qualität der erhaltenen Ergebnisse wird
dann über den Vergleich mit experimentellen Daten und − sofern verfügbar − Re-
sultaten beurteilt, die mit Hilfe anderer zwei- und vierkomponentiger TDDFT-Im-
plementierungen gewonnen wurden. Die Demonstration der Effizienz erfolgt über
die Betrachtung der Rechenzeiten für die größten bisher mit zweikomponentigen
Verfahren dieser Art untersuchten Systeme. Abschnitt 4.1 geht dabei auf die Be-
rechnung von elektronischen Anregungen unter Verwendung der zweikomponenti-
gen TDDFT − sowohl im Rahmen der Ziegler-Näherung als auch unter Einsatz
eines Hybridfunktionals in Kombination mit der TDA − ein. Die Abschnitte 4.2




In diesem Abschnitt werden die s → p-Anregungen im Cadmium- und Quecksil-
beratom, die d → s-Übergänge im Goldkation sowie die niedrigsten zwölf bzw. fünf
elektronischen Anregungen in den zweiatomigen Molekülen I2 und TlH unter Ein-
satz der implementierten zweikomponentigen TDDFT diskutiert. Die erhaltenen
Anregungsenergien werden − sofern verfügbar − mit den Resultaten aus ande-
ren zwei- und vierkomponentigen TDDFT-Verfahren [30,170,171,174] sowie experimen-
tellen Daten verglichen. Die entsprechenden Ergebnisse unter Verwendung eines
Hybridfunktionals im Rahmen der TDA werden gesondert in Abschnitt 4.1.1 vor-
gestellt. Zur Demonstration der Effizienz wurden die niedrigsten elektronischen An-
regungen des tetraedrischen Au20-Clusters (57 Anregungen, Nbf = 2620) sowie, un-
ter Verwendung eines Hybridfunktionals, der bekannten OLED-Modellverbindung
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fac-Tris[2-(2-pyridinyl-κN)phenyl-κC]-iridium − kurz Ir(ppy)3 − (10 Anregungen,
Nbf = 1501) berechnet. Diese beiden Systeme stellen, gemessen an der Zahl der
Basisfunktionen, die größten bisher mit zwei- bzw. vierkomponentigen TDDFT-
Algorithmen berechneten Verbindungen dar.
Details der Rechnungen
Alle Grundzustandsstrukturen der zweiatomigen Moleküle wurden unter Verwen-
dung der einkomponentigen (one-component, 1c), skalarrelativistischen DFT mit
dem GGA-Funktional BP86, [89,90] siehe Abschnitt 2.2.2, und polarisierten Quadru-
ple-ζ-Valenz-Basissätzen (dhf-QZVP-2c) [56] erhalten. Diese dhf-Basissätze sind op-
timiert für den Gebrauch in Verbindung mit Dirac-Hartree-Fock-ECPs (dhf-ECPs),
welche in einkomponentigen Rechnungen skalarrelativistische Effekte beschreiben
und zusätzlich die Spin-Bahn-Kopplung in zweikomponentigen (two-component,
2c) Berechnungen berücksichtigen. Für I wurde ein ECP, welches die innersten
28 Elektronen abdeckt (dhf-ECP-28), [180] und für Tl ein ECP, das die innersten
60 Elektronen beschreibt (dhf-ECP-60), [62] verwendet. Die Grundzustandsstruk-
tur von Au20 wurde unter Annahme von Td-Symmetrie mit Hilfe des meta-GGA-
Funktionals TPSS [92] und doppelt polarisierten Quadruple-ζ-Valenz-Basissätzen
(dhf-QZVPP-2c) [56] im Rahmen der skalarrelativistischen DFT optimiert. Dabei
wurde ein ECP, welches die innersten 60 Elektronen abdeckt (dhf-ECP-60), [61]
eingesetzt. Für Ir(ppy)3 wurde von der Struktur des niedrigsten angeregten Tri-
plettzustands ausgegangen, die im Rahmen der skalarrelativistischen DFT unter
Verwendung des Hybridfunktionals B3LYP [77] und polarisierten Triple-ζ-Valenz-
Basissätzen (def2-TZVP) [181] optimiert wurde. Dabei kam für Ir ein Wood-Boring-
ECP (mwb-ECP-60) zum Einsatz, [182] das die innersten 60 Elektronen abdeckt und
lediglich skalarrelativistische Effekte beschreibt.
Die Berechnung der vertikalen elektronischen Anregungsenergien erfolgte aus-
gehend von dem geschlossenschaligen Grundzustand im Rahmen der skalarrelati-
vistischen und zweikomponentigen TDDFT bzw. TDA. Dabei wurden das LDA-
Funktional LSDA, [88] das GGA-Funktional BP86 sowie das Hybridfunktional B3-
LYP verwendet. Für die Untersuchung an Atomen und zweiatomigen Molekülen
wurden dhf-QZVP-2c-Basissätze, für die Betrachtung der Rechenzeiten von Au20
und Ir(ppy)3 dhf-QZVPP-2c- bzw. dhf-TZVP-2c-Basissätze eingesetzt. [56] Für Cd
wurde ein ECP, welches die innersten 28 Elektronen abdeckt (dhf-ECP-28), [61]
für Au, Hg und Ir ECPs, die die innersten 60 Elektronen modellieren (dhf-ECP-
60), [60,61] verwendet.
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In allen Berechnungen, die unter Verwendung von reinen Dichtefunktionalen
durchgeführt wurden, kam die RI-Näherung zum Einsatz. Die verwendeten Auxi-
liarbasissätze [183] können zusammen mit den dhf-ECPs eingesetzt werden. [160] Die
Energien und Dichtematrizen der Referenzzustände, die als Ausgangspunkte für
die Anregungsrechnungen dienen, wurden bis auf 10−7 a. u. konvergiert. In allen
Rechnungen wurden DFT-Quadraturgitter der Größe m4 verwendet. [177]
Genauigkeit
Der Vergleich der im Rahmen dieser Arbeit berechneten elektronischen Anregungs-
energien (ECPs, Gauß-artige Basisfunktionen) kleiner Systeme unter Einsatz rei-
ner Dichtefunktionale mit den Resultaten von Wang et al. [30] (ZORA, Slater-artige
Basisfunktionen) sowie vierkomponentigen Ergebnissen [170,171] zeigt, dass die Ab-
weichungen dieser verschiedenen Methoden untereinander üblicherweise weniger als
0.1 eV betragen. Damit sind sie wesentlich kleiner als die entsprechenden Differen-
zen zum Experiment. [184–187]
Im Rahmen einer detaillierten Analyse erfolgt zunächst der Vergleich der Anre-
gungsenergien für die s → p-Übergänge in atomarem Cadmium und Quecksilber
mit Literaturdaten für die gemittelte Anregungsenergie des Triplettzustands 3P , für
die dazugehörigen Feinstrukturaufspaltungen sowie für die Anregungsenergie des
Singulettzustands 1P1, siehe Tabelle 4.1. Die Literaturdaten wurden unter Verwen-
dung eines LDA-Funktionals mit Slater-Dirac-Austausch und Vosko-Wilk-Nusair-
Korrelation (SVWN) [188–190] in Kombination mit Allelektronenmethoden und Qua-
druple-ζ-Valenz- [30] sowie Triple-ζ-Valenz-Basissätzen [170,171] erhalten. Die im Rah-
men dieser Arbeit mit dem LSDA-Funktional berechneten (mit den Entartungen
gewichteten) Mittelwerte bzw. Aufspaltungen der Triplettanregungen stimmen mit
den entsprechenden Literaturdaten typischerweise innerhalb einer Abweichung von
0.1 bzw. 0.01 eV überein. Die größte Abweichung wird für den 3P0-Zustand von
Hg beobachtet, 0.028 eV im Vergleich zu Referenz [170]. Die Singulettanregungs-
energien (1P1) sind ähnlich zu den Literaturdaten, die maximalen Abweichungen
betragen etwa 0.1 eV sowohl für Cd als auch Hg. Der Vergleich mit experimentellen
Daten zeigt einerseits eine exzellente Übereinstimmung der Aufspaltungen der Tri-
plettsubniveaus (Fehler von maximal 0.02 eV), andererseits jedoch verhältnismäßig
große Fehler für die Mittelwerte des Triplettzustands sowie die Anregungsenergien
des Singulettzustands 1P1 (etwa 0.3 eV). Dies ist nicht auf das Versagen der hier be-
trachteten zwei- bzw. vierkomponentigen Formalismen zurückzuführen, sondern auf


















Tab. 4.1.: Zweikomponentige Anregungsenergien für die s → p-Übergänge von Cd und Hg. Die Feinstrukturaufspaltungen sind
relativ zu dem gewichteten Mittelwert des Triplettzustands angegeben. Die Werte wurden unter Einsatz der Funktionale BP86 und
LSDA in Kombination mit dhf-QZVP-2c-Basissätzen sowie dhf-ECPs erhalten. Die skalarrelativistischen Ergebnisse für die 3P - und
1P -Zustände sind in Klammern angegeben. Die Entartungen gJ = (2J + 1) werden ebenfalls aufgeführt. Die zweikomponentigen
Resultate von Wang et al. sind in der Spalte „[30]“, die vierkomponentigen von Gao et al. in der Spalte „[170]“ und die von Bast
et al. in der Spalte „[171]“ aufgeführt. In allen Referenzen wurde das SVWN-Funktional verwendet. Die experimentellen Daten
stammen aus Referenz [184]. Alle Energien sind in eV angegeben.
Atom gJ BP86 LSDA [30] [170] [171] Exp.
Cd Mittelwert des Tripletts 3.804 (3.808) 4.195 (4.199) 4.098 4.12 4.10 3.874
Aufspaltung von 3P0 1 −0.142 −0.141 −0.148 −0.15 −0.15 −0.140
Aufspaltung von 3P1 3 −0.073 −0.074 −0.077 −0.08 −0.08 −0.073
Aufspaltung von 3P2 5 0.072 0.072 0.076 0.07 0.07 0.072
1P1 3 5.338 (5.336) 5.466 (5.464) 5.349 5.50 5.34 5.417
Hg Mittelwert des Tripletts 5.058 (5.114) 5.411 (5.470) 5.387 5.41 5.38 5.181
Aufspaltung von 3P0 1 −0.489 −0.492 −0.516 −0.52 −0.51 −0.514
Aufspaltung von 3P1 3 −0.275 −0.287 −0.301 −0.29 −0.30 −0.295
Aufspaltung von 3P2 5 0.263 0.270 0.284 0.28 0.29 0.280
1P1 3 6.446 (6.426) 6.567 (6.542) 6.531 6.66 6.53 6.704
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genden Singulettzustands sind auch im Rahmen der skalarrelativistischen TDDFT
zugänglich. Die so erhaltenen Ergebnisse weichen um weniger als 0.05 eV von den
zweikomponentigen Resultaten ab. Die Verwendung des GGA-Funktionals BP86
führt zu einer signifikanten Verbesserung der Genauigkeit bezüglich des Mittelwerts
des Triplettzustands und zu einer leichten Verschlechterung der Anregungsenergie
des Singulettzustands. Die Fehler für Cd sind dann kleiner als 0.1 eV und für Hg
unter 0.15 eV. Die Triplettaufspaltungen bleiben nahezu unverändert.
Betrachtet man die d → s-Übergänge im Goldkation Au+, so stellt man fest,
dass die Unterschiede in den Anregungsenergien zwischen der hier vorgestellten Im-
plementierung und der von Wang et al. [30] sehr klein sind. Sie betragen höchstens
0.07 eV, siehe Tabelle 4.2. Der Vergleich mit experimentellen Daten zeigt einige Pro-
bleme auf. Die mittlere Anregungsenergie des Triplettzustands wird um etwa 0.8 eV
unterschätzt und die Aufspaltung des 3D2-Zustands ergibt sich in den Rechnungen
zu −0.020 eV (hier vorgestellte Implementierung) bzw. −0.028 eV (Referenz [30]),
wogegen das Experiment −0.101 eV liefert. Die Verwendung des BP86-Funktionals
liefert keine Verbesserung, die Abweichung wird sogar etwas größer. Im Falle von
Au+ ergeben sich signifikante Unterschiede zwischen der zweikomponentigen und
der skalarrelativistischen Behandlung. Im Rahmen einer zweikomponentigen Rech-
nung ist der Mittelwert des Triplettzustands etwa 0.15 eV kleiner und die Singu-
lettanregungsenergie etwa 0.5 eV größer als bei der skalarrelativistischen Behand-
lung. Dies ist eine Folge der Aufspaltung des voll besetzten 5d-Niveaus aufgrund
der Spin-Bahn-Kopplung, die im Rahmen einer skalarrelativistischen Theorie unbe-
rücksichtigt bleibt. Bei der Triplettanregung ist hauptsächlich das d5/2-Niveau (im
zweikomponentigen Fall) beteiligt, dessen Energie etwas über der des d-Niveaus im
Tab. 4.2.: Zweikomponentige Anregungsenergien für die d → s-Übergänge von Au+.
Für weitere Informationen siehe Tabelle 4.1. Die skalarrelativistischen Ergebnisse für
die 3D- und 1D-Zustände sind in Klammern angegeben. Alle Energien sind in eV
angegeben.
gJ BP86 LSDA [30] Exp.
Mittelwert des Tripletts 1.429 (1.576) 1.498 (1.642) 1.501 2.288
Aufspaltung von 3D3 7 −0.506 −0.454 −0.481 −0.423
Aufspaltung von 3D2 5 −0.027 −0.020 −0.028 −0.101
Aufspaltung von 3D1 3 1.136 1.092 1.168 1.155
1D2 5 3.092 (2.594) 3.029 (2.500) 3.110 3.673
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skalarrelativistischen Fall liegt. Deshalb ist die Energiedifferenz zum unbesetzten
6s-Niveau, welche die Anregungsenergie in nullter Ordnung beschreibt, im zwei-
komponentigen Fall kleiner als bei der skalarrelativistischen Behandlung. Die Sin-
gulettanregung umfasst hauptsächlich das d3/2-Niveau, das eine geringere Energie
als das d-Niveau im skalarrelativistischen Fall besitzt. Dies führt zu einer größeren
Energiedifferenz zum 6s-Niveau und daher zu einer größeren Anregungsenergie.
Im Folgenden werden die zweiatomigen Moleküle I2 und TlH näher betrachtet.
Für I2 sind die in dieser Arbeit berechneten Anregungsenergien sowohl im Rah-
men der zweikomponentigen als auch der skalarrelativistischen Behandlung etwas
kleiner (etwa 0.1 eV) als diejenigen in Referenz [30], siehe Tabelle 4.3. Dies ist
hauptsächlich darauf zurückzuführen, dass von unterschiedlichen Abständen zwi-
schen den beiden Iodatomen ausgegangen wurde (skalarrelativistisch BP86/QZVP-
optimierter Bindungsabstand von 269.3 pm hier, experimenteller Bindungsabstand
von 266.6 pm [187,191] in Referenz [30]). Wird hier derselbe Bindungsabstand wie in
Referenz [30] angenommen, so beträgt die Abweichung in den Anregungsenergi-
en weniger als 0.04 eV, was auf die Verwendung anderer Basissätze (Quadruple-ζ
hier, Triple-ζ in Referenz [30]), verschiedener relativistischer Ansätze (dhf-ECPs
hier, ZORA in Referenz [30]) und geringfügig unterschiedlicher Dichtefunktionale
(LSDA hier, SVWN in Referenz [30]) zurückzuführen ist. Der Vergleich mit den
experimentell verfügbaren Daten zeigt, dass die niedrigsten fünf berechneten An-
regungsenergien unter Verwendung des LSDA-Funktionals systematisch um etwa
0.4 eV zu klein sind. Im Gegensatz dazu wird die Energie der Anregung in das 1u-
Subniveau des energetisch höherliegenden 3Σ+u -Zustands um 0.1 eV überschätzt. Die
unter Verwendung des BP86-Funktionals erhaltenen Anregungsenergien sind typi-
scherweise etwas kleiner (um bis zu 0.25 eV) als die auf Basis des LSDA-Funktionals
berechneten.
Für das zweiatomige System TlH stimmen die hier berechneten Anregungsenergi-
en sowohl im skalarrelativistischen Fall als auch im Rahmen der zweikomponentigen
Theorie mit den in Referenz [30] erhaltenen innerhalb von 0.02 eV überein, siehe
Tabelle 4.4. Auch hier können die Abweichungen auf die Verwendung verschie-
dener Abstände zwischen den beiden Atomen (skalarrelativistisch BP86/QZVP-
optimierter Bindungsabstand von 192.3 pm hier, experimenteller Bindungsabstand
von 187.0 pm [187] in Referenz [30]) sowie unterschiedliche Basissätze, relativistische
Ansätze und Dichtefunktionale (siehe oben) zurückgeführt werden. Diese Abwei-
chungen sind kleiner als die Unterschiede, die bei Verwendung des BP86- an Stelle
des LSDA-Funktionals entstehen (bis zu 0.1 eV). Sie sind auch deutlich kleiner als
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Tab. 4.3.: Elektronische Anregungsenergien von I2 unter Verwendung skalarrelativisti-
scher (Zustände in Λ-Σ-Notation) sowie zweikomponentiger (Zustände in Ω-Notation)
TDDFT. Die Werte wurden unter Einsatz der Funktionale BP86 und LSDA in Kombi-
nation mit dem dhf-QZVP-2c-Basissatz sowie dem dhf-ECP erhalten. Die Entartungen
g werden ebenfalls angegeben. Die zweikomponentigen Resultate von Wang et al. unter
Verwendung des SVWN-Funktionals sind in der Spalte „[30]“ aufgeführt. Alle Energien
sind in eV angegeben.
Zustand Beiträge/Zugehörigkeit g BP86 LSDA [30] Exp.
Skalarrelativistisch
3Πu 0+u , 0
−
u , 1u, 2u 6 1.43 1.50 1.57 −
1Πu 1u 2 2.04 2.00 2.08 −
3Πg 0+g , 0
−
g , 1g, 2g 6 2.98 3.07 3.20 −
1Πg 1g 2 3.58 3.56 3.71 −
3Σ+u 0
−
u , 1u 3 4.29 4.55 4.69 −
Zweikomponentig
2u 3Πu 2 1.15 1.22 1.28 1.69 [185]
1u 3Πu 2 1.33 1.38 1.44 1.84 [185]
0−u
3Πu 1 1.75 1.84 1.91 2.13 [185]
0+u
3Πu 1 1.87 1.94 2.01 2.37 [186]
1u 1Πu 2 2.15 2.14 2.23 2.49 [185]
2g 3Πg 2 2.75 2.84 2.96 −
1g 3Πg 2 2.93 2.99 3.12 −
0−g
3Πg 1 3.40 3.49 3.63 −
0+g
3Πg 1 3.42 3.51 3.65 −
1g 1Πg 2 3.80 3.81 3.97 −
0−u
3Σ+u 1 4.43 4.69 4.83 −
1u 3Σ+u 2 4.46 4.71 4.85 4.57
[187]
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Tab. 4.4.: Elektronische Anregungsenergien von TlH unter Verwendung skalarrelativis-
tischer (Zustände in Λ-Σ-Notation) sowie zweikomponentiger (Zustände in Ω-Notation)
TDDFT. Für weitere Informationen siehe Tabelle 4.3. Die experimentellen Daten stam-
men aus Referenz [187]. Alle Energien sind in eV angegeben.
Zustand Beiträge/Zugehörigkeit g BP86 LSDA [30] Exp.
Skalarrelativistisch
3Π 0+, 0−, 1, 2 6 2.11 2.14 2.13 −
1Π 1 2 2.65 2.54 2.55 −
Zweikomponentig
0− 3Π 1 1.83 1.89 1.88 −
1 3Π 2 2.02 2.05 2.05 −
0+ 3Π 1 2.03 2.09 2.08 2.20
1 1Π 2 2.58 2.64 2.63 3.02
2 3Π 2 2.90 2.86 2.88 3.00
der Fehler im Vergleich zum Experiment (bis zu 0.4 eV).
Für alle bisher betrachteten Systeme führt der Einsatz der TZVP- oder QZVPP-
Basis an Stelle der QZVP-Basis zu kleinen Abweichungen von typischerweise we-
niger als 0.02 eV. Als einzige Ausnahme ist die Anregung in den 1P1-Zustand von
Cd zu erwähnen, bei der die unter Verwendung der TZVP-Basis berechneten zwei-
komponentigen und skalarrelativistischen Anregungsenergien um etwa 0.2 eV größer
sind als die mit den QZVP- oder QZVPP-Basissätzen berechneten. Dies lässt sich
auf das Fehlen von diffusen p-Funktionen im TZVP-Basissatz für Cd zurückführen.
Im Gegensatz dazu sind diese Funktionen im entsprechenden TZVP-Basissatz für
Hg enthalten. Fügt man eine p-Funktion mit einem Exponenten von 0.02 zu der
TZVP-Basis von Cd hinzu, so kann der Fehler in der 1P1-Anregungsenergie auf
weniger als 0.01 eV reduziert werden.
Effizienz
Der zeitbestimmende Schritt in einer TDDFT-Rechnung unter Verwendung des
hier vorgestellten Programms ist durch die Kontraktion der Integrale in der AO-
Basis mit den transformierten Übergangsvektoren (X + Y )σ
′τ ′
κ λ, k gegeben, welche in
jeder Iteration wie O([Nbf]4 m) skaliert. Dabei beschreibt m die Anzahl der noch
nicht konvergierten Übergangsvektoren. Bei Anwendung der RI-Näherung ist die
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Verarbeitung des XC-Beitrags maßgeblich, siehe Gleichung (3.28). Nimmt man an,
dass m im skalarrelativistischen und zweikomponentigen Fall identisch ist, so er-
gibt sich anhand von Gleichung (3.28) eine Vergrößerung der Rechenzeit um einen
Faktor von acht im zweikomponentigen Formalismus gegenüber der skalarrelativis-
tischen geschlossenschaligen Behandlung. Dies rührt daher, dass sich die Zahl der
zu behandelnden Übergangsvektoren in der AO-Basis verachtfacht aufgrund des
Einsatzes von zweikomponentigen komplexen Spinoren mit α- und β-Anteilen an
Stelle von der halben Anzahl an einkomponentigen reellen Molekülorbitalen, siehe
Tabelle 4.5. Hierbei sei angemerkt, dass im zweikomponentigen Fall aufgrund der
korrekten Erfassung der Substruktur der angeregten Triplettzustände − was bei
der üblichen geschlossenschaligen Formulierung der skalarrelativistischen TDDFT
nicht der Fall ist − in der Praxis meist eine größere Anzahl an Anregungen berech-
net werden muss als im Rahmen der skalarrelativistischen Behandlung. Damit ist
auch m größer und effektiv nimmt die Rechenzeit pro Iteration um einen Faktor
von mehr als acht zu.
Zur Demonstration der Effizienz der im Rahmen dieser Arbeit erfolgten Im-
plementierung der zweikomponentigen TDDFT, siehe Abschnitt 3.2.1, wurden die
niedrigsten 57 elektronischen Anregungen des Au20-Clusters, siehe Abbildung 5.1
in Abschnitt 5.1.1.1, unter Verwendung des BP86-Funktionals in Kombination
mit dem QZVPP-Basissatz (Nbf = 2620) auf einem Prozessor (Intel Xeon X5650
2.67 GHz) berechnet. Dieser Cluster übertrifft hinsichtlich seiner Größe sowie der
Anzahl an berechneten Anregungen deutlich die Verbindung TaAu−12, die das größte
bisher mit der − im Verhältnis zu den anderen erwähnten zwei- und vierkomponen-
tigen Programmen effizienten − Implementierung von Wang et al. [30] behandelte
System darstellt. [192] Im Falle von TaAu−12 wurden lediglich die niedrigsten 35 Anre-
gungen unter Verwendung von polarisierten Triple-ζ-Valenz-Basissätzen berechnet
und alle Elektronen bis zu den atomaren 4f -Niveaus nicht explizit berücksichtigt.
Au20 stellt daher − gemessen an der Zahl der Basisfunktionen − das größte bisher
mit einem zwei- bzw. vierkomponentigen TDDFT-Programm berechnete System
dar. Die Auswertung der erhaltenen Ergebnisse befindet sich in Abschnitt 5.1.1.1.
Des Weiteren wird in Abschnitt 5.1.1.2 ein Goldcluster vorgestellt, der − gemessen
an der Zahl der Atome − die größte bisher behandelte Verbindung darstellt.
Vergleicht man die skalarrelativistischen und zweikomponentigen Gesamtrechen-
zeiten zur Berechnung von Au20 unter Berücksichtigung der Anzahl der Iterationen,
siehe Tabelle 4.5, so ergibt sich in Übereinstimmung mit den obigen Überlegungen
eine um einen Faktor von 8.2 längere Rechenzeit im Rahmen der zweikomponenti-
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Tab. 4.5.: Vergleich der Größe der Übergangsvektoren in der AO-Basis im Rahmen der
zweikomponentigen (2c) sowie skalarrelativistischen (1c) geschlossenschaligen TDDFT
und des daher zu erwartenden Faktors in der Rechenzeit pro Iteration. Die Anzahl der
nichtkonvergierten Übergangsvektoren m wird in beiden Fällen als identisch angenom-
men. Des Weiteren sind die Rechenzeiten unter Verwendung eines Prozessors (Intel
Xeon X5650 2.67 GHz) sowie die Anzahl der benötigten Iterationen für die Behand-
lung von Au20 (57 Anregungen, BP86/dhf-QZVPP-2c, RI, Nbf = 2620) aufgelistet.
(X + Y )σ
′τ ′
κ λ, k Faktor Gesamtzeit Iter.
2c ∈ C; σ′τ ′ = αα, αβ, βα, ββ 2 · 4 = 8 10 d 7 h 58 min 15
1c ∈ R; σ′τ ′ = αα 1 22 h 15 min 11
gen Behandlung. Unter Verwendung des TZVP-Basissatzes (Nbf = 1220) reduzieren
sich die Rechenzeiten von 10 d 8 h auf 1 d 15 h im zweikomponentigen Fall sowie von
22 h 15 min auf 3 h 32 min im Rahmen der skalarrelativistischen Behandlung. Dies
spiegelt eine Abhängigkeit der zweikomponentigen Rechenzeit von der Anzahl der
Basisfunktionen wie [Nbf]2.45 wider, was fast identisch zum skalarrelativistischen
Fall ([Nbf]2.42) ist. Abschließend sei noch angemerkt, dass unter Verwendung der
parallelen Implementierung auf vier Prozessoren die Rechenzeit um einen Faktor
von 2.8 im zweikomponentigen Fall bzw. 3.0 im Rahmen der skalarrelativistischen
Theorie verkürzt werden kann.
Zusammenfassung
Zusammenfassend lässt sich sagen, dass die mit der hier vorgestellten zweikompo-
nentigen TDDFT-Implementierung unter Verwendung des LSDA-Funktionals be-
rechneten Anregungsenergien ausgewählter Atome und zweiatomiger Moleküle in
sehr guter Übereinstimmung mit den in Referenz [30] dokumentierten sind. Die Un-
terschiede sind kleiner als die Abweichungen, die durch die Verwendung des BP86-
an Stelle des LSDA-Funktionals entstehen, und sehr viel kleiner als der Fehler im
Vergleich zum Experiment. Das vorgestellte zweikomponentige TDDFT-Programm
ermöglicht dabei erstmals die routinemäßige Behandlung von Systemen mit einigen
tausend Basisfunktionen auf einem einzelnen Prozessor unter Verwendung reiner
Dichtefunktionale. Dies wurde anhand der Berechnung der niedrigsten 57 elektro-
nischen Anregungen von Au20 mit einem QZVPP-Basissatz, die etwa 248 h Rechen-
zeit in Anspruch nahm, demonstriert.
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4.1.1. Hybridfunktionale: Einfluss des Hartree-Fock-Austauschs
In diesem Abschnitt erfolgt die Berechnung der elektronischen Anregungen aller bis-
her betrachteten Atome und zweiatomigen Moleküle unter Verwendung des Hybrid-
funktionals B3LYP im Rahmen der TDA. Anschließend wird die Effizienz der zwei-
komponentigen TDA-Implementierung über die Bestimmung der niedrigsten zehn
Anregungen von Ir(ppy)3 − ebenfalls unter Verwendung des B3LYP-Funktionals −
gezeigt.
Genauigkeit
Für alle bisher berechneten Atome und zweiatomigen Moleküle wird der Einfluss
des HF-Austauschs bei Verwendung des Hybridfunktionals B3LYP über den Ver-
gleich der erhaltenen Ergebnisse mit den Resultaten, die unter Einsatz des reinen
Dichtefunktionals BP86 gewonnen wurden, untersucht. Der Unterschied zwischen
den B3LYP- und den BP86-Ergebnissen wird dann in Relation zu dem Einfluss
der Gradientenkorrektur und der TDA gesetzt. Dazu werden Berechnungen mit
dem LSDA-Funktional im Rahmen der TDA durchgeführt, welche anschließend
mit den bereits diskutierten Resultaten des vollen TDDFT-Formalismus verglichen
werden. Daneben erfolgt der Vergleich der berechneten Werte mit experimentel-
len Daten [184–187] und im Falle der Atome Cd und Hg mit den zweikomponentigen
TDA-Ergebnissen von Nakata et al. [174] (ZORA) sowie vierkomponentigen TDDFT-
Resultaten. [171]
Zuerst werden die s → p-Anregungen in Cd und Hg im Detail untersucht, siehe
Tabelle 4.6. Für beide Atome sind die Unterschiede in den gemittelten Anregungs-
energien des Triplettzustands 3P , den Feinstrukturaufspaltungen sowie den An-
regungsenergien des Singulettzustands 1P1 klein, wenn man das Hybridfunktional
B3LYP mit dem reinen Dichtefunktional BP86 vergleicht. Die maximale Abwei-
chung wird für die Anregungsenergie des Singulettzustands 1P1 im Falle von Hg
beobachtet (etwa 0.15 eV). Die Aufspaltungen der Triplettsubniveaus sind für die-
se beiden Funktionale sowie für das LSDA-Funktional und bei Verwendung des
vollen TDDFT-Formalismus im Wesentlichen identisch. Für die gemittelten Anre-
gungsenergien des Triplettzustands 3P ergibt sich ein verhältnismäßig großer Un-
terschied zwischen BP86 und LSDA, der etwa 0.3 eV beträgt. Die Verwendung des
vollen TDDFT-Formalismus an Stelle der TDA (auf LSDA-Niveau) führt zu ge-
ringfügig kleineren Anregungsenergien (um weniger als 0.1 eV für die Mittelwerte
der Triplettzustände und um bis zu 0.2 eV für die Singulettanregungsenergien).


















Tab. 4.6.: Zweikomponentige Anregungsenergien für die s → p-Übergänge von Cd und Hg. Die Feinstrukturaufspaltungen sind relativ
zu dem gewichteten Mittelwert des Triplettzustands angegeben. Sofern nicht anderweitig angemerkt, erfolgte die Berechnung im
Rahmen der TDA. Die Werte wurden unter Einsatz der Funktionale B3LYP, BP86 und LSDA in Kombination mit dhf-QZVP-
2c-Basissätzen sowie dhf-ECPs erhalten. Die skalarrelativistischen Ergebnisse für die 3P - und 1P -Zustände sind in Klammern
angegeben. Die zweikomponentigen TDA-Resultate von Nakata et al. sind in der Spalte „[174]“ und die vierkomponentigen TDDFT-
Ergebnisse von Bast et al. in der Spalte „[171]“ aufgeführt. In beiden Referenzen wurde das B3LYP-Funktional verwendet. Die
experimentellen Daten stammen aus Referenz [184]. Alle Energien sind in eV angegeben.
Atom B3LYP BP86 LSDA LSDA (TDDFT) [174] [171] Exp.
Cd Mittelwert des Tripletts 3.921 (3.924) 3.909 (3.912) 4.236 (4.240) 4.195 (4.199) 3.91 3.81 3.874
Aufspaltung von 3P0 −0.134 −0.136 −0.139 −0.141 −0.14 −0.15 −0.140
Aufspaltung von 3P1 −0.069 −0.070 −0.072 −0.074 −0.07 −0.08 −0.073
Aufspaltung von 3P2 0.068 0.069 0.071 0.072 0.07 0.07 0.072
1P1 5.435 (5.434) 5.529 (5.528) 5.661 (5.660) 5.466 (5.464) 5.54 5.14 5.417
Hg Mittelwert des Tripletts 5.073 (5.119) 5.151 (5.201) 5.452 (5.506) 5.411 (5.470) 5.17 5.03 5.181
Aufspaltung von 3P0 −0.482 −0.483 −0.491 −0.492 −0.41 −0.52 −0.514
Aufspaltung von 3P1 −0.268 −0.266 −0.277 −0.287 −0.23 −0.30 −0.295
Aufspaltung von 3P2 0.257 0.256 0.264 0.270 0.22 0.28 0.280



































Tab. 4.7.: Zweikomponentige Anregungsenergien für die d → s-Übergänge von Au+. Sofern nicht anderweitig angemerkt, erfolgte die
Berechnung im Rahmen der TDA. Für weitere Informationen siehe Tabelle 4.6. Die skalarrelativistischen Ergebnisse für die 3D-
und 1D-Zustände sind in Klammern angegeben. Alle Energien sind in eV angegeben.
B3LYP BP86 LSDA LSDA (TDDFT) Exp.
Mittelwert des Tripletts 1.766 (1.903) 1.546 (1.677) 1.554 (1.687) 1.498 (1.642) 2.288
Aufspaltung von 3D3 −0.451 −0.459 −0.442 −0.454 −0.423
Aufspaltung von 3D2 −0.015 −0.007 −0.020 −0.020 −0.101
Aufspaltung von 3D1 1.077 1.083 1.065 1.092 1.155
1D2 3.347 (2.844) 3.167 (2.666) 3.104 (2.593) 3.029 (2.500) 3.673
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skalarrelativistischen Anregungsenergien in allen Fällen sehr ähnlich mit einer ma-
ximalen Abweichung von 0.03 eV. Die im Rahmen dieser Arbeit unter Verwendung
des B3LYP-Funktionals berechneten Energien sind in sehr guter Übereinstimmung
mit den zweikomponentigen TDA-Ergebnissen von Nakata et al. [174] (ZORA) und
den vierkomponentigen TDDFT-Resultaten auf Dirac-Coulomb-Niveau von Bast et
al. [171] Im Falle von Hg liegen die im Rahmen der vorliegenden Arbeit berechneten
Werte immer zwischen den beiden in der Literatur dokumentierten, während sie für
Cd ähnlicher den in Referenz [174] dargestellten sind. Auch die Übereinstimmung
der B3LYP-Werte mit den experimentellen Daten ist sehr gut; die Abweichungen
der Aufspaltungen der Triplettsubniveaus sind kleiner als 0.03 eV, die der (gemittel-
ten) Anregungsenergien betragen bis zu 0.25 eV. Hierbei muss angemerkt werden,
dass dies jedoch keine Verbesserung gegenüber der Behandlung mit dem deutlich
weniger rechenintensiven BP86-Funktional darstellt.
Für die d → s-Übergänge in Au+ ergibt sich hinsichtlich der Feinstrukturaufspal-
tung des Triplettzustands 3D für alle Verfahren ein ähnliches Bild, siehe Tabelle
4.7; mit allen vier Methoden werden näherungsweise identische Ergebnisse erzielt,
die des Weiteren gut mit dem Experiment übereinstimmen. Ein deutlicher Unter-
schied zu Cd und Hg ergibt sich für den Mittelwert des Triplettzustands: Im Falle
von Cd und Hg sind die Werte für B3LYP und BP86 annähernd identisch und die
LSDA-Ergebnisse deutlich davon verschieden, während im Falle von Au+ die Resul-
tate für BP86 und LSDA sehr ähnlich und die B3LYP-Werte um etwa 0.2 eV größer
und deshalb näher am Experiment sind; dennoch ist die Abweichung von der expe-
rimentellen Anregungsenergie mit etwa 0.5 eV signifikant. Bezüglich eines Wechsels
des Funktionals ergeben sich bei der skalarrelativistischen Betrachtung dieselben
Trends, jedoch sind alle 3D-Anregungsenergien um etwa 0.15 eV größer. Dieser Un-
terschied kann − wie bereits bei der Diskussion von Tabelle 4.2 beschrieben − auf
die Aufspaltung des d-Niveaus im zweikomponentigen Formalismus zurückgeführt
werden.
Für die zweiatomigen Moleküle I2 und TlH, siehe Tabellen 4.8 und 4.9, sind die
Anregungsenergien für die Π-Zustände (bzw. für ihre zweikomponentigen Analoga,
d. h. die niedrigsten zehn angeregten Zustände im zweikomponentigen Formalismus)
unter Verwendung des B3LYP-Funktionals etwas größer (0.1 bis 0.2 eV) als die mit
dem BP86-Funktional berechneten. Dieser Unterschied ist deutlicher als die resul-
tierende Differenz in den Anregungsenergien, wenn von dem BP86-Funktional zu
dem LSDA-Funktional übergegangen wird oder von der TDA zum vollen TDDFT-
Formalismus (weniger als 0.1 eV). Die Anregungsenergie des 3Σ+u -Zustands von I2
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ist sehr ähnlich für die beiden Funktionale B3LYP und BP86, während ein größerer
Unterschied (etwa 0.2 eV) beim Übergang von BP86 zu LSDA beobachtet wird.
Dies gilt sowohl im Rahmen der skalarrelativistischen als auch der zweikomponen-
tigen Betrachtung. Der Fehler im Vergleich zu den verfügbaren experimentellen
Anregungsenergien ist in allen Fällen bei Verwendung des B3LYP-Funktionals am
kleinsten; die Anregungsenergien für die Π-Zustände von I2 und TlH werden um bis
zu 0.4 eV unterschätzt, während der experimentelle Wert für den 1u (3Σ+u ) Zustand
von I2 fast exakt reproduziert wird (−0.03 eV).
Tab. 4.8.: Elektronische Anregungsenergien von I2 unter Verwendung der skalarrela-
tivistischen (Zustände in Λ-Σ-Notation) sowie zweikomponentigen (Zustände in Ω-
Notation) TDA. Die Werte wurden unter Verwendung der Funktionale B3LYP, BP86
und LSDA in Kombination mit dem dhf-QZVP-2c-Basissatz sowie dem dhf-ECP er-
halten. Alle Energien sind in eV angegeben.
Zustand B3LYP BP86 LSDA LSDA (TDDFT) Exp.
Skalarrelativistisch
3Πu 1.60 1.49 1.52 1.50 −
1Πu 2.21 2.11 2.08 2.00 −
3Πg 3.21 3.03 3.08 3.07 −
1Πg 3.80 3.63 3.61 3.56 −
3Σ+u 4.35 4.39 4.59 4.55 −
Zweikomponentig
2u 1.32 1.22 1.25 1.22 1.69 [185]
1u 1.49 1.39 1.41 1.38 1.84 [185]
0−u 1.90 1.81 1.86 1.84 2.13
[185]
0+u 2.03 1.93 1.97 1.94 2.37
[186]
1u 2.30 2.22 2.21 2.14 2.49 [185]
2g 2.97 2.80 2.86 2.84 −
1g 3.14 2.97 3.01 2.99 −
0−g 3.63 3.44 3.51 3.49 −
0+g 3.65 3.46 3.53 3.51 −
1g 4.03 3.85 3.86 3.81 −
0−u 4.51 4.53 4.73 4.69 −
1u 4.54 4.56 4.75 4.71 4.57 [187]
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Tab. 4.9.: Elektronische Anregungsenergien von TlH unter Verwendung skalarrelativis-
tischer (Zustände in Λ-Σ-Notation) sowie zweikomponentiger (Zustände in Ω-Notation)
TDA. Für weitere Informationen siehe Tabelle 4.8. Die experimentellen Daten stam-
men aus Referenz [187]. Alle Energien sind in eV angegeben.
Zustand B3LYP BP86 LSDA LSDA (TDDFT) Exp.
Skalarrelativistisch
3Π 2.24 2.17 2.15 2.14 −
1Π 2.75 2.69 2.59 2.54 −
Zweikomponentig
0− 1.97 1.91 1.92 1.89 −
1 2.15 2.08 2.08 2.05 −
0+ 2.17 2.10 2.14 2.09 2.20
1 2.69 2.63 2.65 2.64 3.02
2 2.99 2.95 2.90 2.86 3.00
Effizienz
Der zeitbestimmende Schritt in einer TDA-Rechnung ist − in Analogie zu den
Betrachtungen, die im Rahmen der TDDFT gemacht wurden − durch die Kon-
traktion der Integrale in der AO-Basis mit den transformierten Übergangsvekto-
ren Xσ
′τ ′, sy/as
κ λ, k gegeben. Bei Verwendung von reinen Dichtefunktionalen kommt im
Rahmen der hier vorgestellten TDA-Implementierung die RI-Näherung zum Ein-
satz, wodurch − wie im Falle der TDDFT − die Verarbeitung des XC-Beitrags
die Rechenzeit dominiert. Wird der HF-Austausch in der Rechnung berücksichtigt,
so stellt dessen Verarbeitung den mit Abstand rechenintensivsten Schritt dar, siehe
Gleichung (3.47). In allen Fällen wird eine Zunahme der Rechenzeit um einen Faktor
von acht im zweikomponentigen Formalismus gegenüber der skalarrelativistischen
geschlossenschaligen Behandlung erwartet, siehe auch Tabelle 4.5.
Zur Demonstration der Effizienz der vorgestellten zweikomponentigen TDA-Im-
plementierung, siehe Abschnitt 3.2.2, wurden die niedrigsten zehn elektronischen
Anregungen von Ir(ppy)3, siehe Abbildung 5.8 in Abschnitt 5.2.1, unter Verwen-
dung des Hybridfunktionals B3LYP sowie des reinen Dichtefunktionals BP86 in
Kombination mit TZVP-Basissätzen (Nbf = 1501) auf einem Prozessor (Intel Xe-
on X5650 2.67 GHz) berechnet. Diese Verbindung ist weitaus größer als das größte
zuvor mit zwei- bzw. vierkomponentigen TDDFT/TDA-Algorithmen unter Berück-
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Tab. 4.10.: Auflistung der Rechenzeiten der zweikomponentigen (2c) und skalarrelati-
vistischen (1c) geschlossenschaligen Behandlung von Ir(ppy)3 (61 Atome, 10 Anre-
gungen, dhf-TZVP-2c, Nbf = 1501) unter Einsatz der TDA. Die Berechnung erfolgte
auf einem Prozessor (Intel Xeon X5650 2.67 GHz) unter Verwendung von B3LYP
(kein RI) sowie BP86 (RI). Die Anzahl der benötigten Iterationen ist ebenfalls aufge-
führt. Der zu erwartende Faktor in der Rechenzeit pro Iteration wird wie in Tabelle
4.5 dargestellt bestimmt.
B3LYP BP86
Faktor Gesamtzeit Iter. Gesamtzeit Iter.
2c 8 30 d 15 h 38 min 18 18 h 25 min 11
1c 1 2 d 21 h 51 min 14 1 h 56 min 9
sichtigung des HF-Austauschs berechnete System, UO2Cl2−4 .
[193] Im letzteren Fall
wurden die niedrigsten 15 Anregungen unter Verwendung der Implementierung von
Bast et al. [171] mit dem B3LYP-Funktional in Kombination mit Allelektronenba-
sissätzen von polarisierter Triple-ζ-Valenz-Qualität bestimmt. Die Diskussion der
Ergebnisse für Ir(ppy)3 erfolgt in Abschnitt 5.2.2.2.
Die zweikomponentige Behandlung von Ir(ppy)3 unter Einsatz des Hybridfunktio-
nals B3LYP benötigt insgesamt etwa 30 d 16 h an Rechenzeit, wobei 18 Iterationen
durchgeführt werden, siehe Tabelle 4.10. Dies ist wesentlich aufwendiger als die
zweikomponentige Berechnung auf BP86-Niveau. Diese benötigt 18 h 25 min für elf
Iterationen, wodurch sich die Rechenzeit pro Iteration zwischen BP86 und B3LYP
um einen Faktor von 24.4 vergrößert. Eine ähnlich große Zunahme in der Rechenzeit
pro Iteration wird auch im Rahmen einer skalarrelativistischen Behandlung beob-
achtet. Hier beträgt der Faktor 23.2, wobei 14 Iterationen bis zur Konvergenz der
B3LYP-Rechnung und neun im Falle von BP86 benötigt werden. Das Verhältnis
der Rechenzeiten pro Iteration beim Übergang von einer skalarrelativistischen zu
einer zweikomponentigen Behandlung beträgt 8.2 im Falle des B3LYP-Funktionals
und 7.8 für BP86. Beide Zahlen stimmen sehr gut mit dem erwarteten Faktor von
acht überein. Abschließend sei an dieser Stelle angemerkt, dass die Rechenzeiten für
BP86 unter Einsatz der TDA und bei Verwendung des vollen TDDFT-Formalismus
nahezu identisch sind.
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Zusammenfassung
Die Anregungsenergien kleiner Systeme, die mit der in dieser Arbeit vorgestellten
zweikomponentigen TDA-Implementierung erhalten wurden, sind bei Verwendung
des Hybridfunktionals B3LYP in sehr guter Übereinstimmung mit den in den Refe-
renzen [174] und [171] aufgeführten, wobei sie im Allgemeinen zwischen den beiden
Literaturwerten liegen. Eine deutliche Verbesserung bezüglich des Fehlers zum Ex-
periment gegenüber der Behandlung mit reinen Dichtefunktionalen wird hauptsäch-
lich für die gemittelten zweikomponentigen (und skalarrelativistischen) Anregungs-
energien von Au+ sowie für die Energien der Π-Zustände der zweiatomigen Molekü-
le beobachtet. Dagegen sind die erhaltenen Feinstrukturaufspaltungen für B3LYP
die anderen Funktionale sehr ähnlich. Die Effizienz des Programms wurde durch
die Berechnung der niedrigsten zehn elektronischen Anregungen von Ir(ppy)3 (61
Atome) mit TZVP-Basissätzen demonstriert. Die Rechenzeit auf B3LYP-Niveau
beträgt etwa 31 d, was − ähnlich wie bei der skalarrelativistischen Behandlung −




In diesem Abschnitt erfolgt die Bestimmung der Gleichgewichtsabstände und har-
monischen Schwingungsfrequenzen des elektronischen Grundzustands von einigen
zweiatomigen Molekülen (I2, HI, HCs, TlH, AgH, AuH, At2) unter Verwendung der
im Rahmen der zweikomponentigen RPA-Implementierung berechneten Korrelati-
onsenergien. Die erhaltenen Ergebnisse werden mit Resultaten verglichen, die aus
dem Experiment sowie unter Einsatz anderer zweikomponentiger und skalarrelati-
vistischer Methoden gewonnen wurden. Die Demonstration der Effizienz der vorge-
stellten zweikomponentigen RPA-Implementierung erfolgt anhand der Berechnung
der Grundzustandskorrelationsenergie des D4h-symmetrischen Isomers von Pb6.
Details der Rechnungen
Die Grundzustandsstruktur von Pb6 wurde unter Verwendung der skalarrelativis-
tischen DFT mit dem GGA-Funktional PBE [91] und dhf-QZVPP-2c-Basissätzen
optimiert. Für Pb wurde ein ECP, welches die innersten 60 Elektronen modelliert
(dhf-ECP-60), [62] eingesetzt.
Die Grundzustandsenergien der geschlossenschaligen zweiatomigen Moleküle so-
wie Pb6 wurden im skalarrelativistischen sowie zweikomponentigen Rahmen un-
ter Einsatz des GGA-Funktionals PBE, des Hybridfunktionals B3LYP, des HF-
Verfahrens, der MP2-Theorie basierend auf dem HF-Referenzzustand und der RPA
unter Verwendung des PBE-Referenzzustands bestimmt. In allen Rechnungen wur-
den dhf-QZVPP-2c-Basissätze verwendet, welche groß genug für die hier durchge-
führten Untersuchungen im Rahmen der beiden korrelierten Methoden MP2 und
RPA sind. [194] Für I und Ag kamen ECPs zum Einsatz, die die innersten 28 Elektro-
nen abdecken (dhf-ECP-28), [61,63] für Cs ein ECP, das die innersten 46 Elektronen
modelliert (dhf-ECP-46), [57] und für Tl, Au und At ECPs, welche die innersten 60
Elektronen beschreiben (dhf-ECP-60). [61–63]
In allen Berechnungen mit reinen Dichtefunktionalen kam die RI-Näherung für
den Coulomb-Beitrag zum Einsatz. Zusätzlich wurde in den B3LYP- und HF-
Rechnungen die RI-Näherung für den Austauschterm verwendet. [195] Bei den Be-
rechnungen auf MP2- und RPA-Niveau kamen die entsprechenden, für korrelier-
te Methoden optimierten (dekontrahierten) Auxiliarbasissätze (def2-QZVPP) zum
Einsatz. [196–199] Die Energien und Dichtematrizen der Referenzzustände wurden
bis auf 10−10 a. u. konvergiert. In allen DFT-Rechnungen wurden Quadraturgitter
der Größe 5 verwendet. [177] In MP2- und RPA-Rechnungen wurden alle Orbita-
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le/Spinoren mit einer Energie unterhalb von −81.63 eV (−3 Eh) von der Korrelati-
onsprozedur ausgeschlossen. Die Clenshaw-Curtis-Quadratur im Rahmen der RPA-
Rechnung wurde unter Verwendung von mindestens 200 Stützstellen durchgeführt.
In manchen Fällen wurde diese Zahl erhöht, sodass die numerische Integration zu
einem Fehler in der Korrelationsenergie führt, der immer kleiner als etwa 10−7 eV
(10−8 Eh) geschätzt werden kann. [120]
Zur Bestimmung der Gleichgewichtsabstände und harmonischen Schwingungsfre-
quenzen der zweiatomigen Moleküle wurden die Gesamtenergien für 60 verschiedene
Grundzustandsstrukturen (Erhöhung des interatomaren Abstandes in Schritten von
0.01 a0) bestimmt und anschließend ein Polynom neunten Grades unter Verwendung
der Methode der kleinsten Quadrate daran angepasst.
Genauigkeit
Die mit den verschiedenen skalarrelativistischen und zweikomponentigen Methoden
erhaltenen Gleichgewichtsabstände und harmonischen Schwingungsfrequenzen des
elektronischen Grundzustands von sechs zweiatomigen Molekülen sind in Tabelle
4.11 (für At2, siehe Tabelle B.1 im Anhang) dargestellt. Die Abweichungen der
skalarrelativistischen Methoden untereinander (Gleichgewichtsabstände: < 14 pm,
Schwingungsfrequenzen: < 445 cm−1) sind größer als die absoluten Fehler bezogen
auf das Experiment [187] (Gleichgewichtsabstände: < 10 pm, Schwingungsfrequen-
zen: < 225 cm−1) und viel größer als der Einfluss der Spin-Bahn-Kopplung. Wird
ebendiese miteinbezogen, so verändern sich die Gleichgewichtsabstände um weniger
als 3 pm und die Schwingungsfrequenzen um weniger als 30 cm−1. Alle eingesetz-
ten Methoden zeigen ein sehr ähnliches Verhalten, wenn man von der skalarrela-
tivistischen zu der zweikomponentigen Formulierung übergeht. Die skalarrelativis-
tischen sowie zweikomponentigen RPA-, MP2- und PBE-Ergebnisse für HI, AgH
und AuH sind in vernünftiger Übereinstimmung (Gleichgewichtsabstände innerhalb
1.3 pm, Schwingungsfrequenzen innerhalb 70 cm−1) mit den entsprechenden von
Krause und Klopper unter Einsatz der X2C-Methode gewonnenen Resultaten. [128]
Im Falle des homoatomaren I2 und des heteroatomaren HI führt die Berücksich-
tigung der Spin-Bahn-Kopplung zu einer Vergrößerung der Gleichgewichtsabstände
(I2: 1.2–2.1 pm, HI: 0.2–0.4 pm) sowie zu einer Verkleinerung der Schwingungsfre-
quenzen (I2: 7–11 cm−1, HI: 17–24 cm−1), was bedeutet, dass die entsprechenden
Bindungen geschwächt werden.
Im Gegensatz dazu ergeben sich für HCs und TlH kürzere Bindungsabstände
(HCs: etwa 0.1 pm, TlH: 1.5–2.8 pm) und größere Schwingungsfrequenzen (HCs:
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Tab. 4.11.: Gleichgewichtsabstände und harmonische Schwingungsfrequenzen des elek-
tronischen Grundzustands von sechs zweiatomigen Molekülen unter Verwendung
skalarrelativistischer (1c) sowie zweikomponentiger (2c) Methoden. Es wurden dhf-
QZVPP-2c-Basissätze und dhf-ECPs eingesetzt. Die experimentellen Daten stammen
aus Referenz [187]. Die Gleichgewichtsabstände sind in pm, die Schwingungsfrequen-
zen in cm−1 angegeben.
Gleichgewichtsabstand Schwingungsfrequenz
Molekül Methode 1c 2c Exp. 1c 2c Exp.
I2 RPA 268.3 269.7 266.6 213 206 215
MP2 262.9 264.1 238 230
HF 266.0 267.3 237 229
B3LYP 269.6 271.7 212 201
PBE 268.7 270.7 213 202
HI RPA 160.7 160.9 160.9 2312 2294 2309
MP2 159.3 159.6 2413 2396
HF 159.9 160.1 2449 2431
B3LYP 161.7 162.0 2291 2267
PBE 162.5 162.9 2248 2224
HCs RPA 248.1 248.0 249.4 871 872 891
MP2 247.1 247.0 912 912
HF 258.6 258.5 854 855
B3LYP 250.4 250.3 875 876
PBE 248.5 248.4 869 870
TlH RPA 190.6 188.6 187.0 1353 1359 1391
MP2 188.2 185.9 1420 1435
HF 189.5 186.7 1422 1451
B3LYP 191.7 189.2 1344 1357
PBE 192.5 190.1 1318 1327
AgH RPA 160.1 160.2 161.8 1779 1776 1760
MP2 156.3 156.4 1939 1936
HF 169.7 169.8 1608 1606
B3LYP 161.6 161.7 1776 1773
PBE 160.4 160.5 1806 1803
AuH RPA 151.8 151.7 152.4 2296 2304 2305
MP2 148.4 148.3 2527 2534
HF 157.2 156.9 2083 2101
B3LYP 154.0 154.0 2230 2238
PBE 153.6 153.6 2255 2259
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etwa 1 cm−1, TlH: 9–29 cm−1), wenn an Stelle der skalarrelativistischen eine zwei-
komponentige Formulierung der Methoden verwendet wird.
Im Falle von AgH sind die Effekte sehr klein (Gleichgewichtsabstand: Zunah-
me um etwa 0.1 pm, Schwingungsfrequenz: Verkleinerung um 2–3 cm−1), und für
AuH ergibt sich eine Verkürzung des Gleichgewichtsabstands (bis zu 0.3 pm) so-
wie eine Vergrößerung der Schwingungsfrequenz (4–18 cm−1), wenn die Spin-Bahn-
Kopplung in die Rechnung miteinbezogen wird. Die Vergrößerung des Gleichge-
wichtsabstands und die damit einhergehende Verkleinerung der Schwingungsfre-
quenz für AgH steht im Widerspruch zu den von Krause und Klopper erhaltenen
Resultaten, jedoch sind die Effekte sehr klein. [128] Diese Abweichungen können auf
die Verwendung von unterschiedlichen relativistischen Ansätzen sowie verschiede-
nen Basissätzen zurückgeführt werden.
Eine statistische Auswertung der Ergebnisse zeigt, dass die RPA hinsichtlich
des mittleren absoluten Fehlers (mean absolute error, MAE), der Standardabwei-
chung (standard deviation, SD) sowie des maximalen absoluten Fehlers (maximum
absolute error, MaxAE) von allen hier betrachteten Methoden die beste Überein-
stimmung mit den experimentellen Werten liefert, siehe Tabelle 4.12. Im Mittel
überschätzen die RPA, die HF-Theorie sowie die DFT (B3LYP und PBE) die
Gleichgewichtsabstände, wogegen das MP2-Verfahren diese unterschätzt. Dement-
sprechend liefern erstere Methoden Schwingungsfrequenzen, die im Mittel zu klein
sind, während die entsprechenden MP2-Ergebnisse zu groß sind. Der mittlere ab-
solute Fehler (die Standardabweichung) der RPA beträgt 1.5 pm (2.0 pm) im Falle
der Gleichgewichtsabstände und 15 cm−1 (20 cm−1) bei den Schwingungsfrequen-
zen. Der maximale absolute Fehler in den Gleichgewichtsabständen tritt im Falle
von I2 und TlH auf (etwa 3.5 pm), der in den Schwingungsfrequenzen für TlH (et-
wa 35 cm−1). Die RPA schneidet damit besser ab als die DFT (B3LYP und PBE).
Letztere weist einen mittleren absoluten Fehler (eine Standardabweichung) von et-
wa 2.0 pm (2.7 pm) bei den Gleichgewichtsabständen sowie etwa 40 cm−1 (50 cm−1)
bei den Schwingungsfrequenzen auf. Sowohl im Rahmen der PBE- als auch der
B3LYP-Behandlung treten die maximalen absoluten Fehler in den Gleichgewichts-
abständen für I2 und TlH auf (etwa 5 pm) − wie auch im Falle der RPA. Betrachtet
man die Schwingungsfrequenzen, so ist der absolute Fehler im Falle von B3LYP für
AuH und im Falle von PBE für HI und TlH maximal (etwa 80 cm−1). Die RPA und
die DFT liefern hinsichtlich aller statistischen Parameter eine bessere Übereinstim-
mung mit den experimentellen Daten als MP2 und die HF-Theorie. Der mittlere
absolute Fehler (die Standardabweichung) in den Gleichgewichtsabständen beträgt
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Tab. 4.12.: Statistische Auswertung der Gleichgewichtsabstände und harmonischen
Schwingungsfrequenzen des elektronischen Grundzustands von sechs zweiatomigen
Molekülen. Die experimentellen Daten werden dabei als Referenzwerte betrachtet.
Für weitere Informationen siehe Tabelle 4.11. MAE bezeichnet den mittleren ab-
soluten Fehler, SD die Standardabweichung und MaxAE den maximalen absoluten
Fehler. Die Gleichgewichtsabstände sind in pm, die Schwingungsfrequenzen in cm−1
angegeben.
Gleichgewichtsabstand Schwingungsfrequenz
Methode 1c 2c 1c 2c
RPA MAE 1.5 1.4 15 15
SD 2.0 1.9 21 20
MaxAE 3.6 3.1 38 32
MP2 MAE 3.1 2.8 96 96
SD 3.7 3.5 137 137
MaxAE 5.5 5.4 222 229
HF MAE 4.3 3.9 101 99
SD 6.0 5.8 138 131
MaxAE 9.2 9.1 222 204
B3LYP MAE 1.9 1.8 29 31
SD 2.7 2.7 42 40
MaxAE 4.7 5.1 75 67
PBE MAE 2.1 2.1 42 45
SD 2.9 2.6 53 57
MaxAE 5.5 4.1 73 85
etwa 3.0 pm (3.5 pm) für MP2 und etwa 4.0 pm (6.0 pm) im Falle des HF-Verfahrens.
Beide Methoden weisen im Falle der Schwingungsfrequenzen einen mittleren abso-
luten Fehler (eine Standardabweichung) von etwa 100 cm−1 (140 cm−1) auf. Der
maximale absolute Fehler in den Gleichgewichtsabständen tritt im Falle von MP2
für AgH (5.5 pm) und im Falle der HF-Theorie für HCs (9.1 pm) auf. Beide Ver-
fahren zeigen den maximalen absoluten Fehler in den Schwingungsfrequenzen für
AuH (220 cm−1).
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Die Berücksichtigung der Spin-Bahn-Kopplung im Rahmen der zweikomponen-
tigen Erweiterungen der hier betrachteten Methoden führt zu einer geringfügigen
Verkleinerung, d. h. Verbesserung, aller statistischen Parameter im Falle der Gleich-
gewichtsabstände. Sowohl der mittlere absolute Fehler als auch die Standardabwei-
chung verringern sich im Mittel um etwa 0.2 pm, der maximale absolute Fehler
im Mittel um etwa 0.3 pm. Im Falle der Schwingungsfrequenzen ist die Verkleine-
rung der statistischen Parameter weniger deutlich ausgeprägt. Der mittlere absolute
Fehler bleibt etwa konstant, während im Mittel die Standardabweichung um 1 cm−1
und der maximale absolute Fehler um 3 cm−1 abnimmt.
Betrachtet man At2, so ist der Einfluss der Spin-Bahn-Kopplung auf die Gleichge-
wichtsabstände (Zunahme von 10.4 pm für MP2 bis zu 16.6 pm für B3LYP) sowie
Schwingungsfrequenzen (Verkleinerung von 35 cm−1 für MP2 bis zu 44 cm−1 für
PBE und B3LYP) größer als die Differenzen der verschiedenen Methoden unterein-
ander im Falle einer skalarrelativistischen Betrachtung (Gleichgewichtsabstände:
≤ 7.3 pm, Schwingungsfrequenzen: < 20 cm−1), siehe Tabelle B.1 im Anhang. Bei
Verwendung der RPA vergrößert sich der Gleichgewichtsabstand um 13.0 pm bei
gleichzeitiger Abnahme der Schwingungsfrequenz um 38 cm−1, wenn von der skalar-
relativistischen zu einer zweikomponentigen Formulierung übergegangen wird, was
konsistent mit dem Verhalten der anderen Methoden ist. Mangels Verfügbarkeit







-Schritt bei der Berechnung der
Grundzustandskorrelationsenergie im Rahmen der hier vorgestellten RPA-Imple-
mentierung ist durch die Aufstellung der Matrix Q, siehe Gleichung (3.55), gege-
ben. Dabei ergibt sich eine Verlängerung der Rechenzeit um einen Faktor von acht,
wenn von dem skalarrelativistischen geschlossenschaligen Formalismus zur zwei-
komponentigen Theorie übergegangen wird, da sich die Zahl der Dreiindexintegrale
OP, aτ̃ iσ̃ vervierfacht und diese zusätzlich komplex werden, siehe Tabelle 4.13.
Zur Demonstration der Effizienz der im Rahmen dieser Arbeit präsentierten zwei-
komponentigen RPA-Implementierung, siehe Abschnitt 3.3, wurde die Korrelations-
energie des elektronischen Grundzustands des D4h-symmetrischen Isomers von Pb6,
siehe Abbildung 5.7 in Abschnitt 5.1.2, auf einem Prozessor (Intel Xeon X5650
2.67 GHz) berechnet. Dazu wurde der QZVPP-Basissatz (Nbf = 714, Nauxbf =
2424) in Kombination mit 200 Stützstellen in der Clenshaw-Curtis-Quadratur ein-
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Tab. 4.13.: Vergleich der Anzahl der Dreiindexintegrale im Rahmen der zweikomponen-
tigen (2c) sowie skalarrelativistischen (1c) geschlossenschaligen RPA und des daher
zu erwartenden Faktors in der Rechenzeit. Des Weiteren sind die Rechenzeiten unter
Verwendung eines Prozessors (Intel Xeon X5650 2.67 GHz) für die Behandlung des
D4h-symmetrischen Isomers von Pb6 (dhf-QZVPP-2c, Nbf = 714, Nauxbf = 2424,
Behandlung der energetisch am höchsten liegenden 84 Elektronen, 200 Stützstellen)
aufgelistet.
OP, aτ̃ iσ̃ Faktor Gesamtzeit
2c ∈ C; τ̃ σ̃ = α̃α̃, α̃β̃, β̃α̃, β̃β̃ 2 · 4 = 8 4 h 38 min
1c ∈ R; τσ = αα 1 35 min
gesetzt, wobei die 48 energetisch am tiefsten liegenden Elektronen (unterhalb einer
Energie von −81.63 eV) in der Korrelationsrechnung nicht berücksichtigt wurden.
Insgesamt wurden somit 84 Elektronen korreliert. Die entsprechenden Ergebnisse
werden in Abschnitt 5.1.2 diskutiert. Vergleicht man die zweikomponentige Rechen-
zeit von 4 h 38 min mit der skalarrelativistischen Zeit von 35 min, so ergibt sich in
guter Übereinstimmung mit den obigen Überlegungen ein Faktor von 7.9.
Zusammenfassung
In diesem Abschnitt wurde gezeigt, dass die im Rahmen der RPA erhaltenen Gleich-
gewichtsabstände und Schwingungsfrequenzen der hier untersuchten zweiatomigen
Moleküle im Mittel näher an den experimentellen Werten liegen als die entsprechen-
den mit der DFT (B3LYP und PBE), der MP2-Theorie und dem HF-Verfahren be-
rechneten Ergebnisse. Außerdem ist der Unterschied der untersuchten Größen, wenn
von einer skalarrelativistischen zu einer zweikomponentigen Formulierung überge-
gangen wird, bei Verwendung der RPA klein, aber in guter Übereinstimmung mit
den Differenzen, die im Rahmen der anderen Methoden erhalten wurden. Schließlich
erfolgte die Demonstration der Effizienz des hier vorgestellten zweikomponentigen
RPA-Programms über die Berechnung der Grundzustandskorrelationsenergie des
D4h-symmetrischen Isomers von Pb6 unter Einsatz eines QZVPP-Basissatzes, wel-
che etwa 5 h Rechenzeit in Anspruch nahm.
101
4. Genauigkeit und Effizienz
4.3. Zweikomponentige GW-Methode
In diesem Abschnitt werden die ersten Ionisierungsenergien und die ersten Elek-
tronenaffinitäten einiger Atome sowie zweiatomiger Moleküle (Xe, Ba, Hg, I2, Bi2,
AgI, CsI) unter Verwendung der in dieser Arbeit vorgestellten zweikomponentigen
G0W0-Implementierung berechnet. Des Weiteren werden die Bindungsenergien des
2p-Niveaus des Zinkatoms untersucht. Alle erhaltenen Resultate werden mit ex-
perimentellen Daten sowie den Ergebnissen aus anderen zweikomponentigen und
skalarrelativistischen Verfahren verglichen. Die Diskussion der Rechenzeiten erfolgt
im Rahmen der Behandlung von Bi2.
Details der Rechnungen
Alle Grundzustandsstrukturen der geschlossenschaligen zweiatomigen Moleküle
wurden unter Verwendung der skalarrelativistischen DFT mit dem GGA-Funk-
tional BP86 und dhf-QZVP-2c-Basissätzen optimiert. Für I und Ag wurde jeweils
ein dhf-ECP-28, für Cs ein dhf-ECP-46 und für Bi ein ECP, das die innersten 60
Elektronen modelliert (dhf-ECP-60), [62] eingesetzt.
Die Einelektronenenergien aller hier betrachteten Systeme wurden im skalarrela-
tivistischen sowie zweikomponentigen Rahmen unter Einsatz des GGA-Funktionals
PBE, des Hybridfunktionals B3LYP, des HF-Verfahrens und der G0W0-Methode
berechnet. Bei Verwendung letzterer wurde von PBE-, B3LYP- sowie HF-Referenz-
zuständen ausgegangen und bei der Auswertung der Gleichungen (2.147) und (2.149)
η = 0.027 eV (0.001 Eh) gewählt. Die ersten Ionisierungsenergien (Elektronenaffini-
täten) wurden auch im Rahmen der ∆-SCF-Methode erhalten, d. h. über die Dif-
ferenzen der selbstkonsistent berechneten Gesamtenergien der Kationen (Anionen)
und der neutralen Systeme. Als Näherungsmethode wurde der Korrelationsbeitrag
zu den G0W0-Einelektronenenergien vernachlässigt, d. h. Σ̂Corr = 0 in Gleichung
(2.145). In allen Rechnungen wurden dhf-QZVP-2c-Basissätze verwendet, welche
groß genug für die hier durchgeführten Untersuchungen im Rahmen der korrelier-
ten G0W0-Methode sind. [11] Für Xe kam ein ECP zum Einsatz, welches die inners-
ten 28 Elektronen modelliert (dhf-ECP-28), [63] für Ba ein ECP, das die innersten
46 Elektronen beschreibt (dhf-ECP-46), [58] und für Hg ein dhf-ECP-60. Für die
Untersuchung des 2p-Niveaus von Zn wurde die X2C-Methode [23] verwendet, wo-
bei ein relativistischer Allelektronenbasissatz von polarisierter Quadruple-ζ-Valenz-
Qualität, siehe Tabelle B.2 im Anhang, zum Einsatz kam. Dieser wurde ausgehend
von dem entsprechenden nichtrelativistischen Basissatz (def2-QZVP) [181] erhalten,
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wobei zunächst dessen Exponenten und Kontraktionskoeffizienten mit Hilfe des (nu-
merischen) Gradienten der skalarrelativistischen X2C-HF-Energie optimiert und
anschließend fünf p-Funktionen hinzugefügt wurden, deren Exponenten grob über
die Minimierung der zweikomponentigen X2C-HF-Energie bestimmt wurden.
In allen Berechnungen mit reinen Dichtefunktionalen kam die RI-Näherung für
den Coulomb-Beitrag zum Einsatz. Für die Behandlung von Zn im Rahmen der
X2C-Methode wurde der def2-QZVP-Auxiliarbasissatz dekontrahiert. Die Energien
und Dichtematrizen der Referenzzustände wurden bis auf 10−10 a. u. konvergiert. In
allen DFT-Rechnungen wurden Quadraturgitter der Größe 5 verwendet.
Genauigkeit
Die zweikomponentige G0W0-Methode basierend auf verschiedenen Referenzzustän-
den (PBE, B3LYP, HF) wurde zur Berechnung der ersten Ionisierungsenergien,
siehe Tabelle 4.14, und der ersten Elektronenaffinitäten, siehe Tabelle 4.15, von ei-
nigen Atomen und zweiatomigen Molekülen eingesetzt. Die erhaltenen Ergebnisse
wurden mit den Resultaten aus der skalarrelativistischen Behandlung, den Einelek-
tronenenergien − d. h. Orbital- bzw. Spinorenergien − der Referenzzustände, den
Energien der ∆-SCF-Methode (PBE) sowie experimentellen Daten verglichen. Des
Weiteren wurden zwei im Verhältnis zur (vollen) G0W0-Prozedur weitaus weniger
rechenintensive Näherungen (approximations) untersucht: (i) Vernachlässigung des
Korrelationsbeitrags in der G0W0-Prozedur, mit anderen Worten, die Berechnung
des Erwartungswerts des Fock-Operators (siehe Gleichung (2.52) mit cX = 1 und
v̂XC = 0) unter Verwendung der PBE-Orbitale bzw. -Spinoren, im Folgenden „Ap-
prox.(PBE)“ genannt; (ii) Extrapolation der zweikomponentigen G0W0(B3LYP)-
Einelektronenenergien aus der Differenz der zweikomponentigen und skalarrela-
tivistischen B3LYP-Ergebnisse, die zu dem skalarrelativistischen G0W0(B3LYP)-
Resultat addiert wird, im Folgenden als „Extrap.(B3LYP)“ bezeichnet.
Die in den Tabellen 4.14 und 4.15 dargestellten Ergebnisse können wie folgt zu-
sammengefasst werden: Die G0W0-Methode und das ∆-SCF-Verfahren sind von
ähnlicher Genauigkeit, typische absolute Fehler der zweikomponentigen Varian-
ten zum Experiment liegen zwischen 0 und 0.5 eV. Beide Methoden schneiden da-
mit deutlich besser ab als die Orbital- bzw. Spinorenergien aus der HF-Theorie
(typische Fehler von mehr als 0.5 eV) und der DFT (mehr als 2 eV). Die Unter-
schiede zwischen den skalarrelativistischen und den zweikomponentigen Varian-
ten aller hier betrachteten Methoden sind meistens kleiner als diese Fehler, sie-
he unten. Innerhalb der im Rahmen dieser Arbeit untersuchten G0W0-Varianten
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Tab. 4.14.: Erste Ionisierungsenergien von sieben Systemen unter Verwendung skalar-
relativistischer (1c) sowie zweikomponentiger (2c) Methoden. Es wurden dhf-QZVP-
2c-Basissätze und dhf-ECPs eingesetzt. Die G0W0-Rechnungen wurden auf Basis
verschiedener Referenzen durchgeführt. Die ∆-SCF-Ergebnisse wurden über die Un-
terschiede der selbstkonsistent berechneten Gesamtenergien der Kationen und neu-
tralen Systeme bestimmt. In einem Näherungsverfahren, Approx.(PBE), wurde der
Korrelationsbeitrag zu den G0W0-Einelektronenenergien vernachlässigt. Des Weite-
ren wurde als Extrapolation, Extrap.(B3LYP), die Differenz zwischen den zweikom-
ponentigen und skalarrelativistischen B3LYP-Werten zu dem skalarrelativistischen
G0W0(B3LYP)-Ergebnis addiert. MAE bezeichnet den mittleren absoluten Fehler
und SD die Standardabweichung. Für jede Methode ist die Ionisierungsenergie mit
der größten Abweichung zum Experiment fett markiert. Alle Energien sind in eV
angegeben.
Methode Xe Ba Hg I2 Bi2 AgI CsI MAE SD
Exp. 12.1 5.2 10.4 9.3 7.3 8.4 7.2
[200] [201] [202] [203] [204] [205] [206]
G0W0(HF) 1c 12.6 5.1 9.9 9.9 8.2 8.9 7.7 0.5 0.6
2c 12.1 5.1 9.9 9.5 7.4 8.6 7.4 0.2 0.3
G0W0(B3LYP) 1c 12.2 5.0 10.1 9.4 8.0 8.8 7.2 0.2 0.4
2c 11.8 5.0 10.1 9.1 7.3 8.5 7.0 0.2 0.2
G0W0(PBE) 1c 12.0 5.0 10.1 9.3 7.9 8.7 7.1 0.2 0.3
2c 11.6 5.0 10.1 8.9 7.2 8.4 6.8 0.3 0.3
∆-SCF(PBE) 1c 12.3 5.2 10.4 9.2 8.1 9.0 7.7 0.3 0.5
2c 11.9 5.2 10.4 8.9 7.3 8.7 7.3 0.2 0.2
HF 1c 12.4 4.4 8.9 9.8 7.5 8.9 7.7 0.6 0.8
2c 12.0 4.4 8.9 9.4 6.7 8.6 7.3 0.5 0.7
B3LYP 1c 9.1 3.5 7.4 7.1 5.9 6.6 5.1 2.2 2.4
2c 8.7 3.5 7.4 6.7 5.2 6.3 4.8 2.5 2.7
PBE 1c 8.2 3.2 6.8 6.3 5.4 5.9 4.4 2.8 3.1
2c 7.8 3.2 6.8 5.9 4.7 5.6 4.2 3.1 3.4
Approx.(PBE) 1c 12.2 4.3 9.1 9.6 7.2 9.4 7.7 0.6 0.8
2c 11.8 4.3 9.1 9.2 6.5 9.1 7.4 0.6 0.8
Extrap.(B3LYP) 2c 11.8 5.0 10.1 9.1 7.3 8.5 7.0 0.2 0.2
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schneidet das zweikomponentige G0W0(B3LYP)-Verfahren am besten ab. Es liefert
für die ersten Ionisierungsenergien eine Standardabweichung von 0.2 eV und einen
maximalen absoluten Fehler von 0.3 eV, was eine deutliche Verbesserung gegen-
über der skalarrelativistischen G0W0(B3LYP)-Behandlung (Standardabweichung:
0.4 eV, maximaler absoluter Fehler: 0.7 eV) darstellt. An diesem Punkt muss ange-
merkt werden, dass die wesentlich weniger rechenintensive ∆-SCF(PBE)-Methode
− sowohl im zweikomponentigen als auch skalarrelativistischen Rahmen − nahe-
zu identische Zahlen liefert. Ähnliches gilt für die Elektronenaffinitäten. Die noch
weniger aufwendige Approx.(PBE)-Methode führt zu Ionisierungsenergien, die −
wie erwartet − den HF-Ergebnissen recht ähnlich sind, aber zu Elektronenaffini-
täten, die wesentlich schlechter sind als die im Rahmen des HF-Verfahrens erhal-
tenen. Letztere verschwinden fast für die drei betrachteten Verbindungen. Wird
von den betragsmäßig deutlich zu großen Orbital- bzw. Spinorenergien (bis zu et-
wa 2 eV) unter Verwendung des PBE-Funktionals ausgegangen, so überschätzt die
Korrektur erster Ordnung in Richtung der entsprechenden HF-Energien, d. h. die
Approx.(PBE)-Methode, offensichtlich die benötigte Gesamtkorrektur. Im Gegen-
satz dazu reproduziert das Extrap.(B3LYP)-Verfahren die Ergebnisse der (vollen)
zweikomponentigen G0W0(B3LYP)-Prozedur fast exakt, da die Unterschiede zwi-
schen der skalarrelativistischen und der zweikomponentigen Behandlung für B3LYP
und G0W0(B3LYP) nahezu identisch sind. Dies bedeutet, dass der Einfluss der Spin-
Bahn-Kopplung auf die Einelektronenenergien im Rahmen der G0W0-Methode −
in sehr guter Näherung und mit verhältnismäßig wenig Rechenaufwand − über ei-
ne zusätzliche zweikomponentige DFT-Grundzustandsrechnung bestimmt werden
kann. Auch für alle anderen Methoden sind die Differenzen zwischen den skalar-
relativistischen und den zweikomponentigen Behandlungen nahezu gleich; die Un-
terschiede in diesen verschiedenen Differenzen betragen üblicherweise weniger als
0.1 eV. An dieser Stelle muss angemerkt werden, dass der Einfluss der Spin-Bahn-
Kopplung auf die Ionisierungsenergien oft nicht sehr groß ist. Der maximale Unter-
schied zwischen der skalarrelativistischen und der zweikomponentigen Behandlung
wird für Bi2 beobachtet und beträgt 0.7 eV. Für Ba und Hg ist der Einfluss der
Spin-Bahn-Kopplung dagegen vernachlässigbar, da lediglich s-Niveaus bei der ers-
ten Ionisierung beteiligt sind. Werden die Elektronenaffinitäten betrachtet, so haben
die Spin-Bahn-Effekte sogar noch weniger Bedeutung. Ihr Einfluss ist am größten
für Bi2, etwa 0.1 eV. Nebenbei sei angemerkt, dass bei Verwendung des experi-
mentellen Bindungsabstands von 266.6 pm [187,191] an Stelle des skalarrelativistisch
BP86/QZVP-optimierten Abstands von 269.3 pm für I2 die erste Ionisierungsener-
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Tab. 4.15.: Erste Elektronenaffinitäten von drei zweiatomigen Molekülen unter Verwen-
dung skalarrelativistischer (1c) sowie zweikomponentiger (2c) Methoden. Die ∆-SCF-
Ergebnisse wurden über die Unterschiede der selbstkonsistent berechneten Gesamt-
energien der Anionen und neutralen Systeme bestimmt. Für weitere Informationen




Exp. 2.5 [207] 1.2 [208] 0.6 [209]
G0W0(HF) 1c 1.7 [207] 1.1 [208] 0.5 [209]
2c 1.7 [207] 1.2 [208] 0.5 [209]
G0W0(B3LYP) 1c 1.9 [207] 1.2 [208] 0.3 [209]
2c 1.9 [207] 1.3 [208] 0.3 [209]
G0W0(PBE) 1c 2.0 [207] 1.2 [208] 0.3 [209]
2c 1.9 [207] 1.4 [208] 0.3 [209]
∆-SCF(PBE) 1c 1.7 [207] 1.0 [208] 0.6 [209]
2c 1.7 [207] 1.1 [208] 0.6 [209]
HF 1c 0.6 [207] 0.4 [208] 0.3 [209]
2c 0.6 [207] 0.3 [208] 0.3 [209]
B3LYP 1c 3.8 [207] 2.9 [208] 1.5 [209]
2c 3.8 [207] 3.0 [208] 1.5 [209]
PBE 1c 4.5 [207] 3.3 [208] 1.8 [209]
2c 4.4 [207] 3.5 [208] 1.8 [209]
Approx.(PBE) 1c 0.3 [207] 0.1 [208] −0.5 [209]
2c 0.3 [207] 0.0 [208] −0.5 [209]
Extrap.(B3LYP) 2c 1.9 [207] 1.3 [208] 0.3 [209]
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gie (Elektronenaffinität) um etwa 0.02 eV (0.10 eV) im Rahmen der zweikomponen-
tigen G0W0(B3LYP)- bzw. B3LYP-Behandlung verkleinert wird. Wird an Stelle
der TDH-Methode die TDDFT zur Berechnung der in Gleichungen (2.147) und
(2.149) eingehenden Übergangsdichten und Anregungsenergien verwendet − wie
auch von van Setten et al. praktiziert [11] − so verkleinert (vergrößert) sich die ers-
te Ionisierungsenergie (Elektronenaffinität) um 0.03 eV (0.14 eV) im Rahmen der
zweikomponentigen G0W0(PBE)-Behandlung von I2.
An dieser Stelle lässt sich zusammenfassend sagen, dass die zweikomponentige
G0W0-Methode in zukünftigen Anwendungen zur Berücksichtigung von Spin-Bahn-
Effekten auf erste Ionisierungsenergien und erste Elektronenaffinitäten voraussicht-
lich lediglich zu Testzwecken eingesetzt werden wird, da die ∆-SCF-Methode sowie
das hier vorgeschlagene Extrapolationsverfahren, Extrap.(B3LYP), nahezu identi-
sche Ergebnisse bei weitaus weniger Rechenaufwand liefern, siehe unten. Verglichen
mit der am wenigsten aufwendigen Methode, ∆-SCF, besitzt die Extrap.(B3LYP)-
Prozedur den Vorteil, dass bei der Untersuchung geschlossenschaliger Systeme die
Berechnung von offenschaligen Ionen vermieden wird, welche im Rahmen einer zwei-
komponentigen Behandlung oft nicht einfach zur Konvergenz zu bringen sind.
Im Gegensatz zum ∆-SCF-Verfahren ist die G0W0-Methode auch anwendbar bei
der Berechnung der Bindungsenergien der inneren elektronischen Niveaus. Diese
Energien werden mit dem Negativen der entsprechenden G0W0-Einelektronenener-
gien identifiziert oder − ohne G0W0-Korrektur − mit dem Negativen der entspre-
chenden Orbital- bzw. Spinorenergien. Im Folgenden werden hierfür beispielhaft der
mit den Entartungen gewichtete Mittelwert sowie die Spin-Bahn-Aufspaltung des
2p-Niveaus des Zinkatoms mit allen bisher verwendeten Methoden (außer ∆-SCF)
berechnet und mit experimentellen Daten verglichen, siehe Tabelle 4.16. Wie bei
der Untersuchung der ersten Ionisierungsenergien und Elektronenaffinitäten liefert
das zweikomponentige G0W0(B3LYP)-Verfahren das beste Ergebnis; die experi-
mentellen Werte werden fast exakt reproduziert. Der Energieunterschied zwischen
dem 2p3/2- und dem 2p1/2-Niveau beträgt 23.1 eV, genau wie im Experiment. Der
gewichtete Mittelwert der Absolutenergien beider Subniveaus berechnet sich zu
1030.9 eV und weicht somit nur um 1.3 eV vom experimentellen Ergebnis ab. Ein
sehr ähnliches Resultat wird im Rahmen der skalarrelativistischen G0W0(B3LYP)-
Methode für die 2p-Energie erhalten, 1031.2 eV, wodurch die Zuverlässigkeit der
Extrap.(B3LYP)-Prozedur bestätigt wird. Die Übereinstimmung der gemittelten
zweikomponentigen Spinorenergien mit den skalarrelativistischen Orbitalenergien
innerhalb von etwa 1 eV ergibt sich auch für alle anderen hier betrachteten Verfah-
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Tab. 4.16.: Zweikomponentige Bindungsenergien des 2p3/2- und 2p1/2-Niveaus von Zn.
Der gewichtete Mittelwert ist zusammen mit der Spin-Bahn-Aufspaltung angegeben.
Die Werte wurden unter Verwendung der X2C-Methode in Kombination mit einem
relativistischen Allelektronenbasissatz von polarisierter Quadruple-ζ-Valenz-Qualität
erhalten. Die skalarrelativistischen Ergebnisse für das 2p-Niveau sind in Klammern
angegeben. Für weitere Informationen siehe Tabelle 4.14. Die experimentellen Daten
stammen aus Referenz [210]. Alle Energien sind in eV angegeben.
Methode Mittelwert Aufspaltung
Exp. 1029.6 23.1
G0W0(HF) 1045.1 (1047.7) 27.6
G0W0(B3LYP) 1030.9 (1031.2) 23.1
G0W0(PBE) 1025.5 (1026.9) 20.7
HF 1065.1 (1064.9) 26.2
B3LYP 1016.5 (1016.4) 25.5
PBE 1003.8 (1003.6) 25.3
Approx.(PBE) 1067.1 (1067.0) 26.2
ren, jedoch sind die Fehler zum Experiment größer. Die erhaltenen elektronischen
Bindungsenergien (ohne G0W0-Korrektur) sind im Rahmen der HF-Theorie (um
etwa 35 eV) zu groß und für das PBE-Funktional (um etwa 26 eV) zu klein, das
Hybridfunktional B3LYP liegt dazwischen. Wird ausgehend von diesen drei Refe-
renzzuständen eine G0W0-Rechnung durchgeführt, so verkleinern sich die Fehler
im Vergleich zum Experiment (HF: +15 eV, PBE: −4 eV), aber die Tendenz bleibt
erhalten. Betrachtet man die Spin-Bahn-Aufspaltungen, so ergibt sich ein anderes
Bild. Die erhaltenen Aufspaltungsenergien (ohne G0W0-Korrektur) sind für alle drei
Methoden ähnlich und erstrecken sich von 26.2 eV für die HF-Theorie bis zu 25.3 eV
für das PBE-Funktional, das Hybridfunktional B3LYP liegt wieder zwischen beiden
Werten (25.5 eV). Wird von dem PBE-Referenzzustand ausgegangen, so führt das
G0W0-Verfahren zu einer kleineren Aufspaltungsenergie, 20.7 eV, wogegen ausge-
hend von dem HF-Referenzzustand eine größere Spin-Bahn-Aufspaltung, 27.6 eV,
erhalten wird. Letztere ist um etwa ein Drittel größer als erstere, was bedeutet,
dass die im Rahmen der G0W0-Methode berechneten Aufspaltungen der inneren
elektronischen Niveaus deutlich stärker vom Referenzzustand abhängen als die Auf-
spaltungen der Valenzniveaus. Insgesamt wird auch bei der Berechnung der Bin-
dungsenergien der inneren p-Niveaus das beste Kosten-Nutzen-Verhältnis erzielt,
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wenn die Spin-Bahn-Aufspaltung der beiden p-Subniveaus im Rahmen einer zwei-
komponentigen B3LYP-Grundzustandsrechnung und der (gewichtete) Mittelwert
über die Einelektronenenergie des p-Niveaus im Rahmen des skalarrelativistischen
G0W0(B3LYP)-Verfahrens bestimmt werden.
Effizienz
Der rechenintensivste Schritt bei der Bestimmung der Einelektronenenergien mit
der hier vorgestellten G0W0-Implementierung ist durch die Berechnung aller An-
regungen unter Verwendung der TDH-Methode gegeben. Insbesondere muss da-





Schritt diagonalisiert werden, siehe Gleichung (3.33). Hinzu kommt die vergleichs-
weise wenig Rechenzeit in Anspruch nehmende Auswertung von Gleichung (2.145).
An dieser Stelle ist anzumerken, dass der durch die Diagonalisierung entstehende
Rechenaufwand zu vernachlässigen ist, falls − wie bei der Simulation von elektro-
nischen Spektren im Rahmen der TDDFT oft zutreffend ist − lediglich die nied-
rigsten p Anregungen von Interesse sind, wobei p << NoccNvirt. In diesem Falle
wird die Rechenzeit − wie in Abschnitt 4.1 erläutert − durch die Kontraktion der
Integrale in der AO-Basis mit den transformierten Übergangsvektoren dominiert.
Im Rahmen der G0W0-Methode ergibt sich eine Verlängerung der Rechenzeit der
Diagonalisierung um einen Faktor von 256, wenn von dem skalarrelativistischen
geschlossenschaligen Formalismus zur zweikomponentigen Theorie übergegangen
wird. Dies ist darauf zurückzuführen, dass sich die Zahl der in die Rechnung einge-
henden besetzten und virtuellen Einelektronenniveaus jeweils verdoppelt, d. h. die
Anzahl der zu berechnenden Anregungen vervierfacht, (Faktor (2 · 2)3 = 64) und
eine komplex-hermitesche an Stelle einer reell-symmetrischen Rayleigh-Matrix zu
diagonalisieren ist (Faktor 4), siehe Tabelle 4.17.
Zur Diskussion der Rechenzeiten der im Rahmen dieser Arbeit implementierten
zweikomponentigen G0W0-Methode, siehe Abschnitt 3.4, wurden die Einelektro-
nenenergien von Bi2 auf einem Prozessor (Intel Xeon X5650 2.67 GHz) berechnet,
wobei ein QZVP-Basissatz (Nbf = 238) und die RI-Näherung verwendet wurden.
Insgesamt nimmt die zweikomponentige G0W0-Behandlung eine Rechenzeit von
10 h 35 min (15548 Anregungen) in Anspruch, während die skalarrelativistische Be-
rechnung lediglich 4 min 14 s (3887 Anregungen) benötigt. Dies bedeutet eine Ver-
größerung der Gesamtrechenzeit um einen Faktor von etwa 150. Die entsprechenden
Rechenzeiten für die Diagonalisierung der Rayleigh-Matrix betragen 7 h 49 min bzw.
1 min 48 s, wodurch sich ein Faktor von 260 in guter Übereinstimmung mit dem er-
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Tab. 4.17.: Vergleich der Größe der Rayleigh-Matrix im Rahmen der zweikomponentigen
(2c) sowie skalarrelativistischen (1c) geschlossenschaligen G0W0-Methode und des
daher zu erwartenden Faktors in der Rechenzeit der Diagonalisierung. Des Weiteren
sind die Rechenzeiten der Diagonalisierung zusammen mit den Gesamtrechenzeiten
unter Verwendung eines Prozessors (Intel Xeon X5650 2.67 GHz) für die Behandlung
von Bi2 (1c: 3887 Anregungen, 2c: 15548 Anregungen, dhf-QZVP-2c, RI, Nbf = 238)
aufgelistet.
Diagonalisierung
(a+ b)kl Faktor Zeit Gesamtzeit
2c ∈ C; k, l = 1, ..., Nocc · Nvirt 4 · (2 · 2)3 = 256 7 h 48 min 54 s 10 h 34 min 59 s




Nvirt 1 1 min 48 s 4 min 14 s
warteten Faktor von 256 ergibt. Abschließend ist anzumerken, dass im Rahmen
des ∆-SCF-Verfahrens, das bei der Bestimmung der ersten Ionisierungsenergien
und ersten Elektronenaffinitäten ähnliche Ergebnisse wie die G0W0-Methode lie-
fert (siehe oben), lediglich zwei Grundzustandsrechnungen an Stelle der Berechnung
aller Anregungen durchgeführt werden müssen. Bei Einsatz des PBE-Funktionals
beträgt die ∆-SCF-Gesamtrechenzeit im Rahmen einer skalarrelativistischen Be-
handlung insgesamt 16 s (ausgehend von Hückel-Orbitalen) und bei Verwendung
des zweikomponentigen Formalismus insgesamt 58 s (ausgehend von der konver-
gierten skalarrelativistischen Rechnung). Dies entspricht im skalarrelativistischen
Fall einer um einen Faktor von 13 kürzeren Gesamtrechenzeit im Vergleich zur
G0W0-Behandlung; im Rahmen des zweikomponentigen Formalismus ergibt sich
gar eine Rechenzeiteinsparung um einen Faktor von 650.
Zusammenfassung
In diesem Abschnitt konnte unter Verwendung der im Rahmen dieser Arbeit vorge-
stellten zweikomponentigen Implementierung erstmals der Einfluss der Spin-Bahn-
Kopplung auf die Einelektronenenergien von isolierten atomaren und molekularen
Systemen auf G0W0-Niveau untersucht werden. Der Unterschied in den ersten Io-
nisierungsenergien und ersten Elektronenaffinitäten, wenn von einer skalarrelati-
vistischen zu einer zweikomponentigen Formulierung übergegangen wird, ist für
alle hier betrachteten Methoden, d. h. G0W0 basierend auf unterschiedlichen Refe-
renzzuständen (PBE, B3LYP, HF) sowie diese Referenzen selbst, nahezu identisch.
Aufgrund dieser Beobachtung konnte ein wesentlich weniger Rechenzeit in An-
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spruch nehmendes Extrapolationsverfahren entwickelt werden, das auf der skalar-
relativistischen G0W0(B3LYP)-Methode basiert und den Einfluss der Spin-Bahn-
Kopplung über eine zweikomponentige B3LYP-Grundzustandsrechnung bestimmt.
Dieses Verfahren liefert nahezu identische Ergebnisse wie das wesentlich aufwen-
digere zweikomponentige G0W0(B3LYP)-Verfahren und die deutlich günstigere ∆-
SCF-Methode, welche im Vergleich mit den Resultaten der anderen hier betrach-
teten Verfahren am nächsten an den experimentellen Daten liegen. Dies trifft auch
für die Bindungsenergien der inneren elektronischen Niveaus zu, wie beispielhaft
für das 2p-Niveau des Zinkatoms demonstriert wurde, wobei das ∆-SCF-Verfahren
nicht einsetzbar ist. Schließlich erfolgte die Diskussion der Rechenzeiten anhand
der Bestimmung der ersten Ionisierungsenergie von Bi2 unter Einsatz eines QZVP-
Basissatzes, welche im Rahmen der zweikomponentigen G0W0-Methode insgesamt
10 h 35 min, bei Einsatz des skalarrelativistischen G0W0-Verfahrens 4 min 14 s und




Nach der Beurteilung der Genauigkeit und Effizienz der im Rahmen dieser Arbeit
implementierten zweikomponentigen Verfahren im vorhergehenden Kapitel, erfolgt
in diesem Kapitel die Anwendung einer Auswahl dieser Methoden auf physikalisch-
chemische Fragestellungen. Dabei steht die erstmalige Anwendung eines zweikom-
ponentigen TDDFT-Programms auf verhältnismäßig große Systeme zur systemati-
schen Studie bestimmter, mit der Spin-Bahn-Kopplung verknüpfter Eigenschaften
im Fokus. Im ersten Teil dieses Kapitels, Abschnitt 5.1, werden Cluster der schwe-
ren Elemente Gold und Blei untersucht, während sich der zweite Teil, Abschnitt
5.2, mit der Berechnung von Phosphoreszenzeigenschaften iridiumhaltiger metall-
organischer Komplexe, die in OLEDs eingesetzt werden können, beschäftigt.
5.1. Cluster schwerer Elemente
Im Folgenden werden verschiedene Cluster der Elemente Gold und Blei betrachtet.
In Abschnitt 5.1.1 werden die elektronischen Anregungen zweier Goldcluster, Au20
und Au25(SR)−18 mit R = CH3, im Rahmen der zweikomponentigen TDDFT be-
rechnet. Es wird erstmals gezeigt, dass die Spin-Bahn-Kopplung einen signifikanten
Einfluss auf die elektronischen Spektren dieser Verbindungen hat und ihre Berück-
sichtigung unabdingbar für das Verständnis des im Experiment gemessenen opti-
schen Absorptionsspektrums von Au25(SR)−18 ist. Die Untersuchung von Au25(SR)
−
18
wurde in einem Kooperationsprojekt zusammen mit De-en Jiang (University of Ca-
lifornia, Riverside) durchgeführt. [175] In Abschnitt 5.1.2 erfolgt die Anwendung der
zweikomponentigen RPA-Implementierung zur Berechnung der relativen Grund-
zustandsenergien der Oh-, D4h- und C5v-symmetrischen Isomere von Pb6, wobei
in Übereinstimmung mit früheren Untersuchungen eine Konkurrenz zwischen der
Spin-Bahn-Kopplung und der Jahn-Teller-Verzerrung beobachtet wird.
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5.1.1. Elektronische Spektren von Goldclustern
5.1.1.1. Au20
Au20, siehe Abbildung 5.1, ist ein ungewöhnlicher Cluster von Metallatomen, da
er eine verhältnismäßig große Energielücke zwischen dem höchsten besetzten Mole-
külorbital (highest occupied molecular orbital, HOMO) und dem tiefsten unbesetz-
ten Molekülorbital (lowest unoccupied molecular orbital, LUMO) aufweist. Einige
Berechnungen des elektronischen Spektrums dieser Verbindung unter Verwendung
der skalarrelativistischen TDDFT in Kombination mit verschiedenen Funktiona-
len sind in der Literatur dokumentiert. Dabei liefern reine Dichtefunktionale (LDA
und GGA) in Kombination mit skalarrelativistischen ZORA- und ECP-Ansätzen
für die energetisch am tiefsten liegende Anregung mit nichtverschwindender Inten-
sität bzw. Oszillatorstärke eine Energie von etwa 1.9 eV, [211,212] was in guter Über-
einstimmung mit dem jeweiligen Energieunterschied zwischen HOMO und LUMO
ist. [213] Im Rahmen einer Berechnung mit Hybridfunktionalen verschiebt sich die-
se energetisch am tiefsten liegende Anregung zu höheren Energien, beispielsweise
tritt sie im Falle von B3LYP bei 2.37 eV [214] und bei Verwendung von langreich-
weitig korrigierten Hybridfunktionalen bei 2.87 eV [215] auf. Es wurde gezeigt, dass
letztere die elektronischen Anregungen von Silberclustern mit einer höheren Ge-
nauigkeit beschreiben als gewöhnliche Hybrid- sowie reine Dichtefunktionale, und
daraus abgeleitet, dass dies auch für Goldcluster zutrifft. [216]
Auch wenn langreichweitig korrigierte Hybridfunktionale möglicherweise die elek-
tronische Struktur von Au20 besser beschreiben als reine Dichtefunktionale, lohnt es
sich, unter Verwendung letzterer den Einfluss der Spin-Bahn-Kopplung auf das elek-
Abb. 5.1.: Optimierte Grundzustandsstruktur von Au20 (Td, 1c TPSS/dhf-QZVPP-2c).
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tronische Spektrum zu untersuchen. Da die Spin-Bahn-Kopplung im Allgemeinen
einen nicht zu vernachlässigenden Einfluss auf die Eigenschaften schwerer Metall-
cluster hat, wird u. a. erwartet, dass einige der im Rahmen einer skalarrelativis-
tischen Formulierung „spinverbotenen“ Triplettanregungen im zweikomponentigen
Formalismus „erlaubt“ werden, d. h. endliche Oszillatorstärke besitzen. Zusätzlich
ist eine Verschiebung des Spektrums zu niedrigeren Energien wahrscheinlich, da ar-
gumentiert wurde, dass die Spin-Bahn-Kopplung zu einer Verkleinerung der Ener-
gielücke zwischen HOMO und LUMO führt. [217]
Mangels effizienter zweikomponentiger TDDFT-Implementierungen konnte der
Einfluss der Spin-Bahn-Kopplung auf das elektronische Spektrum von Au20 bisher
nicht untersucht werden. Unter Verwendung des im Rahmen dieser Arbeit vorge-
stellten Programms ist dies erstmals möglich. Dazu wurden die niedrigsten 57 elek-
tronischen Anregungen unter Verwendung der reinen Dichtefunktionale BP86 und
LSDA in Kombination mit dem QZVPP- und TZVP-Basissatz berechnet und die
erhaltenen Ergebnisse mit der skalarrelativistischen Behandlung verglichen. Weite-
re Details der Rechnungen und eine Diskussion der Rechenzeiten befinden sich in
Abschnitt 4.1.
Im Rahmen der skalarrelativistischen Behandlung auf BP86/QZVPP-Niveau
wird eine Energielücke zwischen HOMO und LUMO von 1.77 eV erhalten, die als
niedrigste Anregungsenergie in nullter Ordnung angesehen werden kann. Die tat-
sächliche Energie der am tiefsten liegenden Anregung mit nichtverschwindender Os-
zillatorstärke (1 1T2) berechnet sich im Rahmen der skalarrelativistischen TDDFT
zu 1.81 eV, was in guter Übereinstimmung mit den in der Literatur dokumentierten
Werten ist. Alle anderen erhaltenen Singulettanregungen sind „symmetrieverboten“
und alle Triplettanregungen „spinverboten“.
Geht man zu einer zweikomponentigen Beschreibung über, so konnte zunächst ge-
zeigt werden, dass die Spin-Bahn-Kopplung die Energielücke zwischen HOMO und
LUMO um 0.40 eV (BP86/QZVPP) reduziert. Das im Rahmen der zweikomponen-
tigen TDDFT berechnete elektronische Spektrum von Au20 ist für die Varianten
BP86/QZVPP, BP86/TZVP und LSDA/QZVPP zusammen mit dem skalarrelati-
vistischen Ergebnis (BP86/QZVPP) in Abbildung 5.2 dargestellt. Der Vergleich des
zweikomponentigen mit dem skalarrelativistischen Spektrum auf BP86/QZVPP-
Niveau zeigt, dass bei Berücksichtigung der Spin-Bahn-Kopplung Übergänge mit
nichtverschwindender Oszillatorstärke bei kleineren Energien auftreten; es werden
dann im Wesentlichen drei Anregungen beobachtet (bei etwa 1.60 eV, 1.69 eV und







































Abb. 5.2.: Elektronisches Spektrum von Au20. Die 57 niedrigsten Anregungen wurden
unter Verwendung der skalarrelativistischen (1c) sowie der zweikomponentigen (2c)
TDDFT berechnet. Alle Werte wurden unter Verwendung der Funktionale BP86 und
LSDA in Kombination mit dem dhf-QZVPP-2c- und dhf-TZVP-2c-Basissatz sowie
dem dhf-ECP erhalten. Die Oszillatorstärken (Geschwindigkeitsdarstellung) sind ge-
gen die Anregungsenergien in eV aufgetragen. Letztere sind mit einem Punkt darge-
stellt, falls die Oszillatorstärke verschwindet (1c) bzw. kleiner als 10−4 ist (2c). Die
unterschiedlichen Skalierungen der vertikalen Achsen sind zu beachten.
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dass einige der im Rahmen der skalarrelativistischen Theorie „verbotenen“ Über-
gänge nun „erlaubt“ sind. Verwendet man den kleineren TZVP-Basissatz, so kommt
es zu einer systematischen Verschiebung des Spektrums zu größeren Energien um et-
wa 0.1 eV, wobei die Oszillatorstärken sehr ähnlich bleiben. Der Einsatz des LSDA-
an Stelle des BP86-Funktionals führt dagegen zu einer Verschiebung zu Energien,
die um bis zu 0.1 eV kleiner sind.
Zusammenfassend lässt sich an dieser Stelle sagen, dass mit dem im Rahmen
dieser Arbeit implementierten, effizienten zweikomponentigen TDDFT-Verfahren
erstmals das elektronische Spektrum von Au20 unter Berücksichtigung der Spin-
Bahn-Kopplung berechnet werden konnte. Dabei wurde gezeigt, dass diese einen
signifikanten Einfluss auf das elektronische Spektrum hat.
5.1.1.2. Au25(SR)−18
Thiolatgeschützte Goldcluster wie Au25(SR)−18 und Au102(SR)44, wobei R einen or-
ganischen Rest wie beispielsweise CH2CH2Ph bezeichnet, wurden in den letzten
Jahren intensiv untersucht. [43,218,219] Sie zeichnen sich durch ihre vergleichsweise ho-
he Stabilität und interessanten elektronischen Eigenschaften aus. [220,221] Au25(SR)−18
stellt dabei einen der bis heute am meisten untersuchten ligandengeschützten Me-
tallcluster dar. Er besteht aus einem Th-symmetrischen System von 25 Goldato-
men, das aus einem 13-atomigen ikosaedrischen Clusterkern sowie zwölf flächen-
überbrückenden Goldatomen gebildet wird. Jedes der insgesamt 18 Schwefelatome
ist verbrückend zwischen zwei Goldatomen angebracht und im einfachsten Fall an
eine Methylgruppe (R = CH3) gebunden, siehe Abbildung 5.3. Das resultierende
Gesamtsystem besitzt Ci-Symmetrie.
Zur Unterscheidung bestimmter ligandengeschützter Goldcluster wurde u. a. die
optische Absorptionsspektroskopie erfolgreich angewandt. [222] Das entsprechende
Tieftemperaturspektrum von Au25(SR)−18 mit R = C6H13 zeigt jeweils ein Absorp-
tionsmaximum bei 1.67 eV und 1.90 eV, siehe Abbildung 5.4 (a). [42] Die Ursache für
das Auftreten dieses Doppelmaximums blieb bisher unverstanden; die Simulation
des Spektrums von Zhu et al. unter Verwendung der skalarrelativistischen TDDFT
lieferte lediglich ein einzelnes Absorptionsmaximum in diesem Bereich. [43]
Aufgrund der in Abschnitt 5.1.1.1 gewonnenen Erkenntnis, dass die Spin-Bahn-
Kopplung einen signifikanten Einfluss auf das elektronische Spektrum von Au20
hat, und einer anderen, vor Kurzem durchgeführten Studie, die zu der Schlussfolge-
rung kam, dass die Spin-Bahn-Kopplung die elektronische Struktur von ikosaedri-
schen Goldclustern maßgeblich beeinflusst, [223] ist es naheliegend, zu untersuchen,
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ob möglicherweise die Spin-Bahn-Kopplung auch für das bisher unverstandene Dop-
pelmaximum im optischen Absorptionsspektrum von Au25(SR)−18 verantwortlich ist.
Zu diesem Zweck wurden ausgehend von der Röntgenstruktur von Au25(SR)−18 mit
R = CH2CH2Ph [218] die 192 niedrigsten elektronischen Anregungen der Verbindung
mit R = CH3 unter Verwendung der skalarrelativistischen sowie der im Rahmen
dieser Arbeit vorgestellten zweikomponentigen TDDFT-Implementierung berech-
net. Die Wahl von R = CH3 wurde aufgrund der dadurch entstehenden Redukti-
on des Rechenaufwands getroffen. Negishi et al. haben gezeigt, dass die optischen
Absorptionseigenschaften von Au25(SR)−18 in guter Näherung unabhängig von der
Wahl des organischen Rests R sind. [224] In allen Rechnungen wurde das GGA-
Funktional PBE [91] in Kombination mit polarisierten Double-ζ-Valenz-Basissätzen
(dhf-SV(P)-2c) [56] verwendet. Vor Kurzem wurde gezeigt, dass das PBE-Funktional
sehr gute Vorhersagen bezüglich der strukturellen und elektronischen Eigenschaf-
ten von thiolatgeschützten Goldclustern liefert. [225] Für Au kam ein ECP, welches
die innersten 60 Elektronen modelliert (dhf-ECP-60), [61] zum Einsatz. In allen Be-
Abb. 5.3.: Struktur von Au25(SR)
−
18 mit R = CH3 auf Grundlage der Röntgenstruktur
der Verbindung mit R = CH2CH2Ph aus Referenz [218]. Die den Ikosaeder bildenden
Goldatome sind gelb, die überstehenden Goldatome bräunlich, Schwefelatome blau,
Kohlenstoffatome schwarz und Wasserstoffatome grau dargestellt.
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Abb. 5.4.: Elektronisches Spektrum von Au25(SR)
−
18. Das experimentell gemessene op-
tische Absorptionsspektrum der Verbindung mit R = C6H13, siehe (a), stammt aus
Referenz [42]. Das simulierte Spektrum des Clusters mit R = CH3, siehe (b), ent-
stand über die Berechnung der 192 niedrigsten Anregungen unter Verwendung der
skalarrelativistischen (1c) sowie der zweikomponentigen (2c) TDDFT. Es wurde das
PBE-Funktional in Kombination mit dhf-SV(P)-2c-Basissätzen sowie dem dhf-ECP
eingesetzt. Die Oszillatorstärken (Geschwindigkeitsdarstellung) sind gegen die Anre-
gungsenergien in eV aufgetragen, wobei eine Gauß-förmige Linienverbreiterung mit
einer Halbwertsbreite (FWHM) von 0.1 eV angenommen wurde. Es ist zu beachten,
dass die horizontale Achse in (a) gegenüber der in (b) um 0.4 eV verschoben ist.
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rechnungen wurde die RI-Näherung eingesetzt. Die Energien und Dichtematrizen
der mit der DFT berechneten Referenzzustände, die als Ausgangspunkte für die
Anregungsrechnungen dienen, wurden bis auf 10−7 a. u. konvergiert. In allen Rech-
nungen wurden DFT-Quadraturgitter der Größe m4 verwendet. [177] Die elektro-
nischen Spektren wurden schließlich mit Hilfe des Skripts PANAMA, siehe Abschnitt
3.2.3, unter Annahme einer Gauß-förmigen Linienverbreiterung mit einer Halb-
wertsbreite (FWHM) von 0.1 eV dargestellt. Die Visualisierung der skalarrelativis-
tischen Grenzorbitale erfolgte unter Verwendung des Visual Molecular Dynamics
(VMD) [226] Programms.
Im Rahmen der skalarrelativistischen Behandlung ist − wie in der Arbeit von Zhu
et al. [43] − im Widerspruch zum Experiment lediglich ein einzelnes Absorptionsma-
ximum bei 1.38 eV zu sehen, siehe Abbildung 5.4 (b). Dieses Absorptionsmaximum
ist hauptsächlich, d. h. zu mindestens 95 %, auf den Einelektronenübergang von dem
HOMO in das LUMO zurückzuführen. Beide an dieser Anregung beteiligten Grenz-
orbitale sind in Abbildung 5.5 dargestellt. Sie werden näherungsweise durch das so-
genannte Superatom- oder Jellium-Modell [227–229] beschrieben, im Rahmen dessen
einem nahezu sphärisch symmetrischen Metallcluster atomartige Eigenschaften zu-
gesprochen werden. Dieses Modell wurde in der Vergangenheit erfolgreich zur Erklä-
rung der elektronischen Struktur von Au25(SR)−18 eingesetzt.
[230,231] Demnach wird
für diesen Cluster das HOMO − in Analogie zu einem atomaren p-Orbital − durch
ein voll besetztes, näherungsweise dreifach entartetes P -Superatomorbital beschrie-
ben. Das energetisch darüberliegende D-Superatomorbital spaltet aufgrund der ge-
brochenen Ikosaedersymmetrie in ein näherungsweise zweifach entartetes (LUMO)
und ein näherungsweise dreifach entartetes (LUMO+1) Superatomorbital auf.
Wird nun die Spin-Bahn-Kopplung im Rahmen einer zweikomponentigen TD-
DFT-Rechnung berücksichtigt, so kommt es zu einer Aufspaltung der Absorptions-
bande bei 1.38 eV, die durch den HOMO-LUMO-Übergang charakterisiert wird, sie-
he Abbildung 5.4 (b). Die Aufspaltung beträgt 0.20 eV in exzellenter Übereinstim-
mung mit dem aus dem experimentellen Absorptionsspektrum gewonnenen Wert
von 0.23 eV. Dabei ist zu bemerken, dass das gesamte hier berechnete Spektrum ge-
genüber dem experimentell gemessenen um etwa 0.4 eV verschoben ist. Trotz dieser
systematischen Unterschätzung der Anregungsenergien, welche nicht ungewöhnlich
bei der Beschreibung von thiolatgeschützten Goldclustern unter Verwendung von
reinen Dichtefunktionalen ist, können im Allgemeinen zumindest qualitative Aussa-
gen zu den optischen Übergängen dieser Verbindungen getroffen werden. [43,231–233]
Die Aufspaltung der hier betrachteten HOMO-LUMO-Anregung kann auf die ener-
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LUMO+1
−0.02 eV +0.01 eV +0.05 eV
LUMO
−0.71 eV −0.69 eV
HOMO
−2.09 eV −2.07 eV −2.05 eV
Abb. 5.5.: Grenzorbitale von Au25(SR)
−
18 mit R = CH3 unter Verwendung der skalarre-
lativistischen DFT. Es wurde das PBE-Funktional in Kombination mit dhf-SV(P)-2c-
Basissätzen sowie dem dhf-ECP eingesetzt. Die Konturen wurden bei 0.02 a. u. (blau)
und −0.02 a. u. (rot) gezeichnet. Das näherungsweise dreifach entartete HOMO be-
sitzt P -Charakter, während LUMO und LUMO+1 zusammen D-Charakter zeigen.
Zur klareren Darstellung wurde die Verbindung in jedem Bild anders orientiert.
getische Aufspaltung des HOMO bei Berücksichtigung der Spin-Bahn-Kopplung
zurückgeführt werden, siehe Abbildung 5.6. Demnach spaltet das voll besetzte nä-
herungsweise dreifach entartete P -Superatomorbital (HOMO) in eine energetisch
höherliegende näherungsweise zweifach entartete und eine energetisch tieferliegende
nichtentartete Komponente auf, deren Energiedifferenz etwa 0.2 eV beträgt. Dies
ist sehr ähnlich zu der wohlbekannten Aufspaltung eines atomaren p-Niveaus in






















Abb. 5.6.: Energiediagramm der Grenzorbitale von Au25(SR)
−
18 mit R = CH3 unter
Verwendung der skalarrelativistischen (1c) sowie zweikomponentigen (2c) DFT. Die
Energien wurden unter Einsatz des PBE-Funktionals in Kombination mit dhf-SV(P)-
2c-Basissätzen sowie dem dhf-ECP erhalten und sind in eV angegeben. Die skalarre-
lativistischen Grenzorbitale sind in Abbildung 5.5 veranschaulicht.
unter dem Einfluss der Spin-Bahn-Kopplung. Diese Analogie wird in Abbildung 5.6
durch die Bezeichnungen „P3/2“ und „P1/2“ angedeutet. Die energetische Aufspal-
tung des LUMO aufgrund der Spin-Bahn-Kopplung ist vernachlässigbar klein (etwa
0.02 eV). Folglich kann das Auftreten der beiden Absorptionsmaxima bei 1.27 bzw.
1.47 eV hauptsächlich auf die Einelektronenübergänge von dem unter dem Einfluss
der Spin-Bahn-Kopplung in ein „P3/2“- bzw. „P1/2“-Niveau aufgespaltenen HOMO
in das LUMO zurückgeführt werden.
Zusammenfassend lässt sich sagen, dass unter Verwendung der im Rahmen die-
ser Arbeit implementierten zweikomponentigen TDDFT-Methode erstmals gezeigt
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werden konnte, dass das zuvor unverstandene Auftreten des Doppelmaximums
bei 1.67 bzw. 1.90 eV im gemessenen optischen Absorptionsspektrum des thiolat-
geschützten Goldclusters Au25(SR)−18 eindeutig auf den Einfluss der Spin-Bahn-
Kopplung zurückzuführen ist. Eine detailliertere Analyse zeigte, dass die ener-
getische Aufspaltung des HOMO bei Berücksichtigung der Spin-Bahn-Kopplung
ursächlich für das Auftreten der beiden Absorptionsmaxima ist, deren berechne-
te Energiedifferenz in exzellenter Übereinstimmung mit den experimentellen Da-
ten 0.20 eV beträgt, wogegen die skalarrelativistische Simulation lediglich ein Ab-
sorptionsmaximum im betrachteten Energiebereich lieferte. Letztendlich lässt die
hier durchgeführte Studie die wichtige Schlussfolgerung zu, dass die Spin-Bahn-
Kopplung bei der Diskussion der elektronischen Spektren von Goldclustern immer
in Betracht gezogen werden sollte.
5.1.2. Relative Energien dreier Isomere von Pb6
Studien im Rahmen der DFT haben vor einigen Jahren gezeigt, dass Pb6, sie-
he Abbildung 5.7, im skalarrelativistischen Fall eine Jahn-Teller-Verzerrung auf-
weist und deshalb die D4h-symmetrische Struktur minimale Energie besitzt. Sie
ist um 77.7 kJ mol−1 (105.0 kJ mol−1) günstiger als die Oh-symmetrische Struk-
tur, wenn das GGA-Funktional PBE (das Hybridfunktional B3LYP) verwendet
wird. [20] Die diesem Effekt zugrundeliegende Entartung des Grundzustands des Oh-
symmetrischen Isomers wird durch die Spin-Bahn-Kopplung aufgehoben. Demzu-
folge stellt die hochsymmetrische Oh-Struktur im Rahmen der zweikomponentigen
DFT keinen Jahn-Teller-Fall mehr dar, d. h. eine Verzerrung führt nicht zu einem
Energiegewinn, wodurch die deutliche Bevorzugung der D4h-symmetrischen Struk-
Oh D4h C5v




tur beseitigt wird. [20,234,235] In der Arbeit von Armbruster et al. [20] wurde gefunden,
dass dann die Energie der D4h-symmetrischen Struktur relativ zu der des hochsym-
metrischen Oh-Isomers um 5.5 kJ mol−1 (15.6 kJ mol−1) höher liegt, wenn das PBE-
Funktional (B3LYP-Funktional) verwendet wird. Eine zweikomponentige MP2-Stu-
die lieferte hingegen eine leichte energetische Bevorzugung der D4h-symmetrischen
Struktur. [22]
Im Rahmen der vorliegenden Arbeit ist es erstmals möglich, die zur Berechnung
der relativen Energien der Isomere von Pb6 herangezogenen zweikomponentigen
Verfahren um eine weitere − möglicherweise genauere, siehe Abschnitt 4.2 − Me-
thode, die RPA, zu ergänzen. Dazu wurden die Grundzustandsgesamtenergien der
Oh-, D4h- und C5v-symmetrischen Isomere von Pb6 auf dem zweikomponentigen
sowie skalarrelativistischen Niveau unter Verwendung der RPA, der HF-Theorie
und der DFT mit den Funktionalen B3LYP, TPSS sowie PBE in Kombination mit
dem QZVPP-Basissatz berechnet. Die Details der Rechnungen und eine Diskussion
der Rechenzeiten befinden sich in Abschnitt 4.2. Die erhaltenen relativen Energi-
en der drei betrachteten Isomere sind in Tabelle 5.1 gezeigt. Im Folgenden werden
diese Ergebnisse miteinander verglichen, wobei insbesondere das Abschneiden der
RPA im Vergleich zum TPSS-Funktional von Interesse ist. Letzteres wird oft als
das geeignetste Funktional für die Untersuchung von Clustern schwerer Metalle an-
gesehen, mit einem Fehler in den relativen Energien von weniger als 10 kJ mol−1
im Vergleich zu den Ergebnissen, die für kleine Systeme auf Basis der coupled clus-
Tab. 5.1.: Relative Energien des elektronischen Grundzustands der Oh-, D4h- und C5v-
symmetrischen Isomere von Pb6 unter Verwendung skalarrelativistischer (1c) sowie
zweikomponentiger (2c) Methoden. Es wurden der dhf-QZVPP-2c-Basissatz sowie das
dhf-ECP eingesetzt. Das Sternsymbol (*) signalisiert, dass das Oh-symmetrische Iso-
mer beim Vergleich der skalarrelativistischen Energien nicht berücksichtigt wurde. Alle
Energien sind in kJ mol−1 angegeben.
Oh D4h C5v
Methode 1c 2c 1c 2c 1c 2c
RPA – 0.0 0.0* 1.1 148.2* 132.7
HF 208.8 0.0 0.0* 33.4 152.2* 102.0
B3LYP 103.9 0.0 0.0* 15.6 124.3* 105.7
TPSS 82.3 0.0 0.0* 1.0 148.1* 127.7
PBE 79.0 0.0 0.0* 3.9 135.0* 116.0
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ter Methode der Einfach-, Zweifach- und störungstheoretischen Dreifachanregungen
(coupled cluster singles and doubles with perturbative triples, CCSD(T)) gewonnen
werden. [236,237]
Für alle hier betrachteten Methoden liegt das D4h-symmetrische Isomer (Sin-
gulettbesetzung) im Rahmen einer skalarrelativistischen Berechnung energetisch
am tiefsten. Bei Verwendung der Funktionale PBE, TPSS und B3LYP folgt dann
das Oh-symmetrische Isomer (Triplettbesetzung), welches energetisch um 79.0, 82.3
bzw. 103.9 kJ mol−1 höher liegt. Die PBE- und B3LYP-Resultate sind in guter
Übereinstimmung mit den von Armbruster et al. berechneten Werten. [20] Die C5v-
symmetrische Struktur (Singulettbesetzung) liegt energetisch zwischen 20.4 kJ mol−1
(B3LYP) und 65.8 kJ mol−1 (TPSS) über der Oh-symmetrischen Struktur. Im Rah-
men der skalarrelativistischen HF-Theorie ist die energetische Abfolge dieser Iso-
mere verändert: Die C5v-symmetrische Verbindung liegt 152.2 kJ mol−1 und das
Oh-symmetrische Isomer 208.8 kJ mol−1 über der D4h-symmetrischen Struktur. Auf-
grund der lediglich teilweisen Besetzung des t1u-Niveaus (HOMO) des hochsymme-
trischen Oh-Isomers ist keine Behandlung dieser Struktur im Rahmen der skalarre-
lativistischen RPA − sowie der anderen korrelierten Methoden − möglich.
Die Entartung des teilweise besetzten HOMO des Oh-symmetrischen Isomers
wird durch die Spin-Bahn-Kopplung aufgehoben. Dies hat zur Folge, dass im Rah-
men einer zweikomponentigen Behandlung keine Jahn-Teller-Verzerrung auftritt.
Die D4h-symmetrische („Singulettbesetzung“) und die Oh-symmetrische Struktur
(„Singulettbesetzung“) sind dann fast isoenergetisch, wobei unter Einsatz der zwei-
komponentigen RPA (des TPSS-Funktionals) letztere um 1.1 kJ mol−1 (1.0 kJ mol−1)
bevorzugt wird. Bei Verwendung der Funktionale PBE und B3LYP sowie des HF-
Verfahrens fällt die Bevorzugung der hochsymmetrischen Oh-Struktur gegenüber
des D4h-symmetrischen Isomers deutlicher aus: 3.9, 15.6 bzw. 33.4 kJ mol−1 in gu-
ter Übereinstimmung mit den von Armbruster et al. berechneten Werten (PBE und
B3LYP). [20] Die Gesamtenergie der C5v-symmetrischen Verbindung („Singulettbe-
setzung“) liegt für alle hier betrachteten zweikomponentigen Methoden zwischen
68.6 und 132.7 kJ mol−1 über den Energien der beiden anderen Isomere.
In diesem Abschnitt wurde in Übereinstimmung mit den früheren Untersuchun-
gen [20,234,235] für Pb6 gezeigt, dass die Spin-Bahn-Kopplung die deutliche energe-
tische Bevorzugung des Jahn-Teller-verzerrten D4h-symmetrischen Isomers gegen-
über der hochsymmetrischen Oh-Struktur aufhebt. Die im Rahmen der zweikompo-
nentigen RPA erhaltene Energiedifferenz beider Isomere, welche dem unter Verwen-
dung des TPSS-Funktionals gewonnenen Ergebnis sehr ähnlich ist, lässt aufgrund
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ihres kleinen absoluten Wertes die Schlussfolgerung zu, dass beide Isomere nähe-
rungsweise als isoenergetisch angenommen werden können. Dagegen fällt insbeson-
dere bei Verwendung des B3LYP-Funktionals sowie der HF-Theorie die energetische
Bevorzugung des Oh-symmetrischen Isomers etwas deutlicher aus. Abschließend sei
bemerkt, dass das Ergebnis der zweikomponentigen MP2-Studie [22] (geringfügige
Bevorzugung der D4h-symmetrischen Struktur) ebenfalls mit der Annahme nahezu
isoenergetischer Isomere in Einklang gebracht werden kann.
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5.2. Phosphoreszenz in Molekülen für organische
Leuchtdioden
In diesem Abschnitt erfolgt die systematische und detaillierte Untersuchung der
Phosphoreszenz von acht iridiumhaltigen metallorganischen Komplexen, deren Ein-
satz in OLEDs denkbar ist, unter Verwendung der im Rahmen dieser Arbeit vor-
gestellten effizienten zweikomponentigen TDDFT-Implementierung. Die Struktur-
formeln dieser acht Komplexe wurden zusammen mit den aus dem Experiment
erhaltenen strahlenden Lebensdauern von der BASF zur Verfügung gestellt. [29] In
Abschnitt 5.2.2 wird zunächst am Beispiel von Ir(ppy)3 der Einfluss bestimmter
Parameter − u. a. der zugrunde liegenden geometrischen Struktur, des eingesetzten
Dichtefunktionals, des verwendeten relativistischen Ansatzes sowie der Wahl der
Basissätze − auf die berechneten Anregungen im Detail untersucht. Dabei ist zu
betonen, dass erstmals neben der mittleren strahlenden Lebensdauer auch die indi-
viduellen Lebensdauern und Energien der Triplettsubniveaus mit experimentellen
Daten verglichen wurden. Die hierbei als beste ermittelte Methode wird anschlie-
ßend in Abschnitt 5.2.3 bei der Untersuchung des oben genannten Testsatzes aus
acht Komplexen eingesetzt, mit dem Ziel die Verbindungen, welche lange Lebens-
dauern im Experiment zeigen und somit ungeeignet für den Einsatz in OLEDs
sind, auf Basis der Theorie auszusortieren. Zu diesem Zweck wurden die verwen-
deten Boltzmann-gemittelten Lebensdauern auch hinsichtlich der Konvergenz mit
zunehmender Anzahl an berücksichtigten Zuständen untersucht, sowie der Einfluss
von Lösungsmittel- bzw. Umgebungseffekten betrachtet. In Abschnitt 5.2.4 wird
schließlich ein einfaches, weitaus weniger rechenintensives Modell entwickelt, das in
der Lage ist, die bezüglich einer Verwendung in OLEDs ungeeigneten Komplexe
über die visuelle Analyse der skalarrelativistischen Grenzorbitale aufzufinden.
5.2.1. Einleitung
OLEDs sind vielversprechende und energiesparende Bauelemente, die in Flachbild-
schirmen, Displays und Lichtquellen zur großflächigen Raumbeleuchtung Anwen-
dung finden. Ihre Eigenschaften, d. h. Farbe und Quantenausbeute, hängen stark
von dem Material ab, aus dem die Emitterschicht aufgebaut ist. Werden dort
phosphoreszierende an Stelle von fluoreszierenden Dotiersubstanzen eingebracht,
so kann die Quantenausbeute − und dadurch die Effizienz − einer OLED be-
trächtlich erhöht werden. [25,26] Unter Phosphoreszenz versteht man im Allgemei-
nen den elektronischen Übergang vom niedrigsten angeregten Triplettzustand in
127
5. Anwendungen
den Singulettgrundzustand. Dieser in der nicht- bzw. skalarrelativistischen Theorie
„spinverbotene“ Übergang kann in Molekülen, bei denen die Spin-Bahn-Kopplung
einen ausreichend großen Einfluss auf die elektronische Struktur besitzt, dennoch
beobachtet werden, da sie zu einer Mischung von Zuständen mit unterschiedli-
cher Spinmultiplizität (Singulett und Triplett) führt und somit das Übergangsver-
bot bzw. die Auswahlregel nicht mehr streng gültig ist. Da der Einfluss der Spin-
Bahn-Kopplung mit steigender Kernladung zunimmt, stehen hauptsächlich metall-
organische Komplexe mit schweren Übergangsmetallen wie Iridium im Fokus der
Suche nach geeigneten Dotiersubstanzen für OLEDs. [27] Dabei stellt insbesondere
Ir(ppy)3 (im Folgenden als Verbindung 1 bezeichnet), siehe Abbildung 5.8, einen
beliebten Modellkomplex dar, der grünes Licht von einem unter dem Einfluss der
Spin-Bahn-Kopplung stehenden Triplettzustand (genauer: triplet metal-to-ligand
charge-transfer, 3MLCT) emittiert und in experimentellen Studien bereits im De-
tail untersucht wurde. [26–28,238–240]
In der industriellen Forschung gewinnt die quantenchemische Voruntersuchung
solcher Komplexe hinsichtlich ihrer Eignung als Dotiersubstanzen in OLEDs an
Bedeutung, da dadurch Kosten gespart werden können und ein tiefergehendes Ver-
ständnis der experimentellen Befunde erlangt werden kann. Neben der Phosphores-
zenzenergie, welche verantwortlich für die Farbe einer OLED ist, steht im Wesentli-
chen die Quantenausbeute der Emission − also die strahlende Rate geteilt durch die
Abb. 5.8.: Optimierte Struktur des niedrigsten angeregten Triplettzustands von
Ir(ppy)3, Verbindung 1 (1c B3LYP/def2-TZVP). Das Iridiumatom ist pink, die
Kohlenstoffatome schwarz, Stickstoffatome grün und Wasserstoffatome grau darge-
stellt.
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Gesamtrate (strahlende und nichtstrahlende Rate) − im Fokus des Interesses. Eine
große Quantenausbeute, d. h. eine große strahlende Rate bzw. eine kurze strahlende
Lebensdauer des angeregten Zustands von idealerweise weniger als etwa 20 µs bei
Raumtemperatur, ist essentiell für die Effizienz einer OLED. [111]
Im Rahmen einer quantenchemischen Berechnung der oben genannten Phospho-
reszenzparameter muss aufgrund der Größe der metallorganischen Komplexe ein
Kompromiss zwischen Rechenaufwand und Genauigkeit gefunden werden. Aus die-
sem Grund kommt hierbei oft die TDDFT zum Einsatz. Da jedoch im Rahmen ei-
ner skalarrelativistischen Behandlung − dies gilt nicht nur für die TDDFT, sondern
für alle quantenchemischen Methoden − der Effekt der Spin-Bahn-Kopplung unbe-
rücksichtigt bleibt, ist eine solche Variante der TDDFT weder in der Lage eine von
unendlich verschiedene Lebensdauer des angeregten Triplettzustands − der Über-
gang in den Singulettgrundzustand S0 ist „spinverboten“ − noch die experimentell
beobachtete energetische Aufspaltung der Triplettsubniveaus TSO1,m (m = 1, 2, 3) zu
beschreiben, siehe Abbildung 5.9. Trotz dieser erheblichen Einschränkungen wur-
de die skalarrelativistische TDDFT erfolgreich zur Untersuchung der Phosphores-
zenzenergien von Iridium- und Platinkomplexen verwendet. [241–245] Im Rahmen der
dieser Arbeit vorangegangenen Diplomarbeit, [68] siehe auch Referenz [97], wurden
die Phosphoreszenzenergien von einigen OLED-Komplexen, die Kupfer, Osmium
und Iridium (inklusive Verbindung 1) enthalten, mit der skalarrelativistischen SF-
Methode im Rahmen der TDA (SF-TDA) berechnet, siehe auch Abschnitt 2.2.3.
Hierbei wurde gezeigt, dass diese Methode, welche die Phosphoreszenz direkt als
Abregung vom angeregten Triplettzustand in den Grundzustand beschreibt, im
Vergleich zur üblicherweise verwendeten (spinerhaltenden) TDDFT, welche den re-
levanten Übergang indirekt als Anregung vom Grundzustand in den angeregten
Triplettzustand behandelt, sowie im Vergleich zur ∆-SCF-Methode in allen un-
tersuchten Fällen die mit Abstand beste Übereinstimmung mit dem Experiment
zeigt, selbst wenn im Rahmen der letzteren beiden Methoden Hybridfunktionale
eingesetzt werden. [97,246,247]
Zur Beschreibung der energetischen Aufspaltung und der endlichen Lebensdauer
des angeregten Triplettzustands in den erwähnten metallorganischen Komplexen
bedarf es der Berücksichtigung der Spin-Bahn-Kopplung. Dies erfolgte im Rahmen
der TDDFT bisher hauptsächlich auf Grundlage von drei verschiedenen Ansätzen:
(i) Zweikomponentige TDDFT, wie das im Rahmen dieser Arbeit vorgestellte
Verfahren. Unter Verwendung dieser Methode wurden die Phosphoreszenzpa-














τ3 = 0.75 µs
τ2 = 11 µs
τ1 = 145 µs
Abb. 5.9.: Energiediagramm des elektronischen Grundzustands S0 bzw. SSO0 sowie des
niedrigsten angeregten Triplettzustands T1 bzw. dessen Subniveaus T
SO
1,m am Bei-
spiel von Verbindung 1 im Rahmen einer skalarrelativistischen (1c) Behandlung und
auf Grundlage experimenteller Daten. Die Übergänge, welche die Phosphoreszenz be-
schreiben, sind zusammen mit den jeweiligen Lebensdauern τ bzw. τm der involvierten
angeregten Niveaus eingezeichnet. Die experimentellen Energien und Lebensdauern
im rechten Teil der Abbildung stammen aus Referenz [238]. Alle Energien sind in eV
angegeben, alle Lebensdauern in µs.
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von Iridium- (inklusive 1) [33–37] und Rheniumkomplexen bestimmt. [32,38] Hier-
bei ist erwähnenswert, dass Mori et al. vor Kurzem eine Studie an einem ver-
gleichsweise großen Testsatz bestehend aus 23 Komplexen, die Platinmetalle
(Ru, Rh, Pd, Os, Ir, Pt) enthalten, durchführten. [39]
(ii) Störungstheoretische Behandlung der Spin-Bahn-Kopplung auf Grundlage der
skalarrelativistischen TDDFT. [40] Mit Hilfe dieses Ansatzes wurden die Phos-
phoreszenzparameter von verschiedenen Iridiumkomplexen (inklusive 1) un-
tersucht. [34,37,39,111,240,248–250] An dieser Stelle muss erwähnt werden, dass Youn-
ker et al. für einen Testsatz von neun Iridiumkomplexen (inklusive 1) eine
umfangreiche Studie zur Abhängigkeit der mittleren Lebensdauer des Tri-
plettniveaus von der geometrischen Struktur durchführten. [250] Dabei wurde
gefunden, dass die optimierte Struktur des Singulettgrundzustands, die in den
meisten Fällen C3-symmetrisch ist, im Vergleich zu der optimierten Struktur
des Triplettzustands, welche typischerweise verzerrt ist, mittlere Lebensdau-
ern in besserer Übereinstimmung mit dem Experiment liefert. Younker et al.
gingen im Rahmen ihrer Studie auch kurz auf den Einfluss von Umgebungsef-
fekten sowie die Abhängigkeit der mittleren Lebensdauer von den gewählten
Basissätzen ein.
(iii) Quadratische Responsetheorie auf Grundlage der skalarrelativistischen TD-
DFT zur Auswertung der Matrixelemente des Spin-Bahn-Operators. [41] Unter
Verwendung dieser Methode wurden die Phosphoreszenzparameter verschie-
dener Iridiumkomplexe (inklusive 1) bestimmt. [251–254] An dieser Stelle sei
angemerkt, dass − ähnlich wie in der Arbeit von Younker et al. − Minaev
et al. [252] und Li et al. [254] zeigten, dass die mittlere Lebensdauer von Verbin-
dung 1 im Falle einer C3-symmetrischen Struktur am besten mit dem experi-
mentellen Wert übereinstimmt. Dagegen schlugen Jansson et al. vor, bei der
Untersuchung der Phosphoreszenzparameter von einer geringfügig verzerrten
Struktur auszugehen. [251]
Insgesamt weisen die Phosphoreszenzparameter, die im Rahmen der drei hier vor-
gestellten Ansätze erhalten wurden, in den meisten Fällen eine ähnliche Genauig-
keit auf und stimmen im Allgemeinen zumindest qualitativ mit den experimentel-
len Daten überein. [34,249,255] Im Detail: Jansson et al. erwähnen, dass Ansatz (iii)
bei Verwendung eines (effektiven) Einelektronenoperators zur Erfassung der Spin-
Bahn-Kopplung üblicherweise Phosphoreszenzparameter in guter Übereinstimmung
mit den Resultaten einer vierkomponentigen Behandlung liefert. [255] Smith et al.
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erwähnen nebenbei, dass die im Rahmen von Ansatz (ii) erhaltenen Phosphores-
zenzparameter im Allgemeinen sehr gut mit den unter Verwendung von Methode
(i) berechneten übereinstimmen, jedoch eine störungstheoretische Berücksichtigung
der Spin-Bahn-Kopplung − wie bei den Ansätzen (ii) und (iii) − verglichen mit
einer selbstkonsistenten Berücksichtigung − wie bei Ansatz (i) − in einigen Fällen
auch zu Ungenauigkeiten führen kann. [34,249] Außerdem fanden Mori et al. in ei-
ner ausführlichen Vergleichsstudie, dass die selbstkonsistente Berücksichtigung der
Spin-Bahn-Kopplung für die Berechnung der strahlenden Lebensdauern angeregter
Zustände von metallorganischen Komplexen sehr wichtig ist, und somit Methode
(i) im Vergleich zu Ansatz (ii) zu Ergebnissen führt, die deutlich besser mit den
experimentellen Daten übereinstimmen. [39]
In allen oben genannten quantenchemischen Studien an metallorganischen Kom-
plexen, [32–39,111,240,248–254] deren Einsatz in OLEDs denkbar ist, wurden lediglich
mittlere strahlende Lebensdauern − beispielsweise unter Anwendung der Boltz-
mann-Statistik für die drei Triplettsubniveaus − mit experimentellen Daten ver-
glichen, nicht aber die einzelnen Lebensdauern der Triplettsubniveaus. Dasselbe
gilt auch für die entsprechenden Energien. Da jedoch diese einzelnen Lebensdau-
ern bzw. Energien beispielsweise für Verbindung 1 im Experiment bestimmt wur-
den, [28,238,239] ist der Vergleich dieser experimentellen Einzelgrößen mit den entspre-
chenden berechneten Daten sowie die Erörterung der daraus folgenden Konsequenz
für die geometrische Struktur ein zentrales Ziel der hier durchgeführten Studie. Zu
diesem Zweck wird die im Rahmen dieser Arbeit vorgestellte, effiziente zweikom-
ponentige TDDFT-Implementierung eingesetzt, welche die Spin-Bahn-Kopplung
selbstkonsistent berücksichtigt und daher die oben erwähnten Ungenauigkeiten, die
im Rahmen einer störungstheoretischen Formulierung auftreten können, vermeidet.
In den bisher durchgeführten Studien an OLED-Verbindungen wurden des Weiteren
vergleichsweise wenig Berechnungsparameter variiert. Deshalb zielt die hier durch-
geführte Untersuchung von Verbindung 1 auch darauf ab, die bisherigen Studien um
eine detaillierte Analyse der Abhängigkeit der relevanten Größen von der Wahl des
Dichtefunktionals, des relativistischen Ansatzes sowie der Basissätze zu ergänzen.
Zudem wird untersucht, wie die Berücksichtigung von Lösungsmitteleffekten und
− zum ersten Mal − die Verwendung der im Rahmen der SF-Methode erhaltenen
Phosphoreszenzenergie die Ergebnisse für Verbindung 1 sowie für sieben weitere Iri-
diumkomplexe, siehe Abbildung 5.10, [29] beeinflussen. Wie oben erwähnt, wurden in
den bisherigen Studien lediglich die mittleren Lebensdauern betrachtet. Diese wur-
den entweder über eine arithmetische Mittelung oder im Rahmen der Boltzmann-
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Abb. 5.10.: Strukturformeln aller untersuchten Iridiumverbindungen. Für 1–3 wurde
jeweils das fac-Isomer betrachtet, für 4–8 das mer-Isomer.
Statistik unter Berücksichtigung der drei Subniveaus des niedrigsten angeregten
Triplettzustands gewonnen. Da im Allgemeinen jedoch nicht ausgeschlossen wer-
den kann, dass energetisch höherliegende Zustände − insbesondere der niedrigste
angeregte Singulettzustand − zur mittleren Lebensdauer beitragen, [28,29,238] wird
im Rahmen dieser Arbeit auch die Abhängigkeit der Boltzmann-Mittelung von
der Anzahl der berücksichtigten Zustände untersucht. Abschließend wird ein neu-
es, einfaches und mit vergleichsweise wenig Rechenaufwand verbundenes Modell
entwickelt, das über die Betrachtung der skalarrelativistischen Grenzorbitale eine
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effiziente Alternative zur zweikomponentigen TDDFT darstellt, um aus dem vor-
liegenden Testsatz die Moleküle mit langen Lebensdauern auszusortieren, welche
ungeeignet hinsichtlich eines Einsatzes in OLEDs sind.
Details der Rechnungen
Die Strukturen des niedrigsten angeregten Triplettzustands und des Singulettgrund-
zustands der acht hier betrachteten Iridiumkomplexe wurden ohne Symmetrieein-
schränkungen unter Verwendung der skalarrelativistischen DFT mit dem Hybrid-
funktional B3LYP [77] sowie dem GGA-Funktional BP86 [89,90] optimiert. Dabei ka-
men die def2-TZVP- und def2-QZVPP-Basissätze [181] in Kombination mit einem
mwb-ECP-60 [182] für Ir zum Einsatz, siehe auch Abschnitt 4.1. Zusätzlich wur-
de bei einigen Strukturoptimierungen der COSMO-Ansatz zur Modellierung von
Lösungsmittel- bzw. Umgebungseffekten verwendet. Hierbei wurde in Übereinstim-
mung mit den experimentellen Bedingungen [29,238] für Verbindung 1 Tetrahydrofu-
ran (THF) (Brechungsindex n = 1.4, [256] relative Permittivität ǫr = 7.5 [257]) und
für die Verbindungen 2–8 Polymethylmethacrylat (PMMA) (n = 1.5, [258] ǫr = 1,
2,..., 5 [259]) simuliert.
Die Berechnung der vertikalen elektronischen Anregungsenergien zusammen mit
den strahlenden Lebensdauern erfolgte ausgehend von einer geschlossenschaligen
Grundzustandsbesetzung unter Verwendung der − wie oben beschrieben − op-
timierten Strukturen. Dabei wurde die skalarrelativistische und die zweikompo-
nentige TDDFT bzw. TDA in Kombination mit dem LDA-Funktional LSDA, [88]
dem BP86-Funktional und dem B3LYP-Funktional sowie dhf-TZVP-2c- und dhf-
QZVPP-2c-Basissätzen [56] eingesetzt. Für Ir wurde ein dhf-ECP-60 [60] verwendet.
Als Alternative zum ECP-Ansatz kam die X2C-Methode [23] mit dem dekontra-
hierten relativistischen Triple-ζ-Allelektronenbasissatz für Ir von Dyall et al. [260]
und dekontrahierten dhf-TZVP-2c-Basissätzen für die übrigen Elemente zum Ein-
satz. Die skalarrelativistischen Phosphoreszenzenergien wurden zusätzlich zu der
üblichen indirekten Bestimmung (vertikale Anregung vom Grundzustand in den
niedrigsten angeregten Triplettzustand im Rahmen der TDDFT bzw. TDA) auch
unter Verwendung der SF-Methode berechnet, [97] welche die Phosphoreszenz di-
rekt als vertikale Abregung ausgehend vom niedrigsten angeregten Triplettzustand
beschreibt.
In allen Berechnungen, die mit reinen Dichtefunktionalen durchgeführt wurden,
kam die RI-Näherung für den Coulomb-Beitrag zum Einsatz. Bei Anwendung des
X2C-Ansatzes wurden dazu die def2-TZVP-Auxiliarbasissätze dekontrahiert und
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für Ir zusätzlich ein ausgeglichener (even-tempered ) Satz von s-Funktionen, de-
ren Exponenten ein Verhältnis von 1.65 aufweisen, bis zu dem Doppelten des Ex-
ponenten der Basis von Dyall et al. hinzugefügt. Die Energien und Dichtematri-
zen der Referenzzustände, die als Ausgangspunkte für die Anregungsrechnungen
dienen, wurden bis auf 10−7 a. u. konvergiert. In allen Rechnungen wurden DFT-
Quadraturgitter der Größe m4 verwendet. [177]
Die strahlenden Lebensdauern τn der einzelnen angeregten Zustände, die Boltz-
mann-gemittelten Lebensdauern τav,M unter Berücksichtigung der niedrigsten M
angeregten Zustände bei Raumtemperatur (T = 298.15 K) und die über eine arith-
metische Mittelung der drei Triplettsubniveaus erhaltenen Lebensdauern τav,arith 3
wurden wie in Abschnitt 2.2.6.1 beschrieben erhalten (in Geschwindigkeits- und
Längendarstellung).
Die unrelaxierten Differenzdichten unter Einbezug der drei Subniveaus des nied-
rigsten angeregten Triplettzustands (M1 = 1 und M2 = 3), siehe Abschnitt 2.2.6.2,
wurden mit Hilfe des Skripts PANAMA bestimmt, siehe Abschnitt 3.2.3. Diese wurden
dann zusammen mit den skalarrelativistischen Grenzorbitalen unter Verwendung
des VMD-Programms [226] visualisiert.
5.2.2. Untersuchung von Ir(ppy)3
In diesem Abschnitt erfolgt die umfangreiche Untersuchung des Komplexes Ir(ppy)3,
Verbindung 1, welcher das kleinste System (61 Atome) in dem hier betrachteten
Testsatz darstellt, siehe Abbildung 5.10. In Abschnitt 5.2.2.1 wird die geometrische
Struktur der Verbindung untersucht. Abschnitt 5.2.2.2 beschäftigt sich mit der Un-
tersuchung des Einflusses der Struktur und weiterer Berechnungsparameter auf die
Phosphoreszenzenergie und die Lebensdauern der angeregten Zustände. Die berech-
neten Ergebnisse werden dabei mit experimentellen Daten [26–28,238–240] verglichen,
mit dem Ziel, eine geeignete Vorauswahl an Methoden und Berechnungsparame-
tern zu treffen, die bei der Untersuchung des Testsatzes aus acht Iridiumkomplexen
in den nachfolgenden Abschnitten verwendet werden kann. Die hier durchgeführte
detaillierte Studie an Verbindung 1 zielt auch darauf ab, die bisherigen theoreti-
schen Arbeiten [33,39,97,241,248–252,254] zu vervollständigen. Dabei steht insbesondere
die Untersuchung einer Struktur im Vordergrund, die mit experimentellen Daten




Die Phosphoreszenz beschreibt den „spinverbotenen“ elektronischen Übergang vom
niedrigsten angeregten Triplettzustand T1 in den Singulettgrundzustand S0. Aus
quantenchemischer Sicht ist es daher naheliegend, zur Untersuchung der vertika-
len − die Relaxation der Struktur während des Übergangs wird nicht betrachtet
− Phosphoreszenzparameter von der optimierten T1-Struktur auszugehen. Da ex-
perimentell bestimmte Strukturparameter dieses elektronisch angeregten Zustands
nicht zur Verfügung stehen, gingen die bisherigen quantenchemischen Studien an
Verbindung 1 entweder von einer mit Hybridfunktionalen (z. B. B3LYP) optimier-
ten T1-Struktur, die verzerrt ist, oder von einer mit GGA-Funktionalen (z. B.
BP86) optimierten T1-Struktur, welche C3-Symmetrie aufweist, aus. Daneben wur-
den auch Berechnungen auf Grundlage der optimierten S0-Struktur durchgeführt,
die unabhängig vom verwendeten Dichtefunktional der mit GGA-Funktionalen op-
timierten T1-Struktur sehr ähnlich ist und daher ebenfalls C3-Symmetrie zeigt. Im
Rahmen dieser, in der Literatur dokumentierten Untersuchungen wurde gefunden,
dass die mittlere Lebensdauer am besten mit dem Experiment übereinstimmt, wenn
von einer C3-symmetrischen Struktur ausgegangen wird. [39,250,252–254]
Bemerkenswerterweise kommen umfangreiche experimentelle Studien zu dem
Schluss, dass die Struktur des emittierenden Zustands keine C3-Symmetrie aufweist,
da drei individuelle, nichtentartete Triplettsubniveaus gefunden wurden; [28,238,239]
bei C3-Symmetrie würde man dagegen ein nichtentartetes Subniveau und ein ener-
getisch höherliegendes zweifach entartetes Subniveau erwarten. [261] Hofbeck et al.
postulierten, dass die C3-Symmetrie möglicherweise aufgrund von Lösungsmittel-
bzw. Umgebungseffekten gebrochen wird, [238,239] wogegen die bisherigen theoreti-
schen Studien − inklusive der hier durchgeführten − fanden, dass die Berücksich-
tigung der Umgebung zwar nicht zu einer Verzerrung führt, aber die T1-Struktur
eine niedrigere Symmetrie aufweist als die C3-symmetrische S0-Struktur. [248,251] Bei
der experimentellen Untersuchung [26,28,238] von Verbindung 1 in THF wurde eine
mittlere Phosphoreszenzenergie von 2.4311 eV zusammen mit den Feinstrukturauf-
spaltungen der Triplettsubniveaus TSO1,m (m = 1, 2, 3) von −0.0040 eV, −0.0023 eV
und 0.0063 eV (relativ zu der mittleren Phosphoreszenzenergie) gemessen. Die zu-
gehörigen individuellen Lebensdauern τm wurden zu 145.0 µs, 11.0 µs und 0.8 µs be-
stimmt. Die Messung der (mittleren) Lebensdauer bei Raumtemperatur lieferte 2 µs
(2.6 µs bei der indirekten Bestimmung über die Boltzmann-Statistik unter Verwen-
dung der drei einzelnen τm), siehe auch Abbildung 5.9 sowie Tabellen 5.2 und 5.3.
Eine neuere Untersuchung von Verbindung 1, die in Dichlormethan bzw. PMMA
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durchgeführt wurde, lieferte nahezu identische Ergebnisse. [239] Die Tatsache, dass
die experimentellen Resultate für die einzelnen Triplettsubniveaus (Lebensdauern
und Energien) darauf hinweisen, dass die Struktur des emittierenden Zustands nicht
C3-symmetrisch ist, aber theoretische Studien fanden, dass die mittlere Lebensdau-
er besser mit dem Experiment übereinstimmt, wenn von einer C3-symmetrischen
Struktur ausgegangen wird, ist unbefriedigend.
Zur Klärung dieses Widerspruchs wird im Folgenden eine gründliche Untersu-
chung der geometrischen Struktur von Verbindung 1 durchgeführt. Dazu wur-
de zunächst die Struktur des S0-Grundzustands ohne Symmetrieeinschränkungen
auf dem skalarrelativistischen B3LYP/TZVP- bzw. BP86/TZVP-Niveau optimiert.
Beide erhaltenen Strukturen zeigen C3-Symmetrie mit Ir–C-Abständen von
203.5 pm (202.8 pm) und Ir–N-Abständen von 218.0 pm (215.9 pm) bei Verwen-
dung von B3LYP (BP86), siehe Tabelle B.5 im Anhang. Dies ist in guter Über-
einstimmung mit der experimentell zugänglichen S0-Struktur, welche ebenfalls C3-
Symmetrie aufweist mit Ir–C-Abständen von 203.3 pm und Ir–N-Abständen von
215.8 pm. [262]
Im nächsten Schritt wurde die Struktur des niedrigsten angeregten Triplettzu-
stands T1 im Rahmen der skalarrelativistischen DFT optimiert, indem eine ent-
sprechende Triplettbesetzung durch die Promotion eines Elektrons von dem HO-
MO mit β-Spin in das LUMO mit α-Spin vorgegeben wurde. Auf B3LYP-Niveau
führt die Optimierung − im Einklang mit den bisherigen Studien [39,250–253] − zu
einer verzerrten Struktur (Ir–C-Abstände: 198.9, 203.3, 205.0 pm; Ir–N-Abstände:
214.5, 219.0, 220.8 pm), während auf BP86-Niveau eine C3-symmetrische Struktur
(Ir–C-Abstände: 201.9 pm, Ir–N-Abstände: 216.0 pm) erhalten wird, siehe Tabel-
le B.5 im Anhang. Die unterschiedlichen Symmetrien der geometrischen Struktu-
ren sind auf die verschiedenen elektronischen Strukturen des S0-Grundzustands
bei Einsatz der beiden Funktionale B3LYP und BP86 zurückzuführen. Auf BP86-
Niveau wird das LUMO durch eine nichtentartete a-Darstellung und das LUMO+1
durch eine zweifach entartete e-Darstellung beschrieben. Letztere liegt energetisch
geringfügig höher als erstere (etwa 0.1 eV). Optimiert man nun die geometrische
Struktur des T1-Zustands über die Besetzung des LUMO an Stelle des HOMO, so
wird die C3-Symmetrie nicht gebrochen. Im Gegensatz dazu ist bei Verwendung
des B3LYP-Funktionals die energetische Abfolge der unbesetzten Orbitale (LUMO
und LUMO+1) vertauscht, weshalb die Besetzung des LUMO (e-Darstellung) hier
zu einer Jahn-Teller-Verzerrung führt. Auf B3LYP-Niveau liegt die Gesamtener-
gie der verzerrten T1-Struktur um etwa 0.1 eV tiefer als die der C3-symmetrischen
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Struktur, welche über die Besetzung des LUMO+1 (a-Darstellung) erhalten wur-
de (Ir–C-Abstände: 202.7 pm, Ir–N-Abstände: 217.5 pm). Nebenbei sei angemerkt,
dass das Auftreten einer Jahn-Teller-Verzerrung bei der elektronischen Anregung in
den T1-Zustand zu einer Zunahme der nichtstrahlenden Rate führen kann, wodurch
die Quantenausbeute und somit die Effizienz der OLED verringert wird. [245]
Im Rahmen einer Simulation mit dem COSMO-Ansatz ergibt sich, dass das
THF-Lösungsmittel einen vernachlässigbaren Einfluss auf die Strukturparameter
besitzt (Verlängerung der Ir–C- und Ir–N-Abstände um etwa 0.1 pm im Mittel
bei Erhaltung der Symmetrieeigenschaften), was in Übereinstimmung mit den bis-
herigen Studien ist. [250] Der Einsatz von größeren Basissätzen, z. B. QZVPP an
Stelle von TZVP, führt zu einer geringfügigen Verkürzung der Ir–C-Abstände (Ir–
N-Abstände) um 0.5 pm (1.2 pm).
Insgesamt wurde in diesem Abschnitt in Übereinstimmung mit den bisherigen
Studien gefunden, dass die Struktur des S0-Grundzustands sowohl unter Verwen-
dung des B3LYP- als auch des BP86-Funktionals C3-Symmetrie zeigt, wogegen die
Struktur des niedrigsten angeregten Triplettzustands T1 auf B3LYP-Niveau leicht
verzerrt und auf BP86-Niveau C3-symmetrisch ist.
5.2.2.2. Phosphoreszenzenergie und Lebensdauern angeregter Zustände
Einfluss der Struktur
Wie bereits erwähnt, wurde in den bisherigen Studien gefunden, dass die berech-
nete mittlere Lebensdauer von Verbindung 1 bei Einsatz einer C3-symmetrischen
Struktur besser mit dem experimentellen Wert von 2 µs [26,238] übereinstimmt als bei
Verwendung der − möglicherweise korrekten − Jahn-Teller-verzerrten Struktur. Im
Folgenden wird daher der Einfluss der Struktur auf die mittlere zweikomponentige
sowie die skalarrelativistische Phosphoreszenzenergie, die Feinstrukturaufspaltun-
gen der drei Triplettsubniveaus TSO1,m, die zugehörigen individuellen Lebensdauern
τm sowie die Boltzmann-gemittelten Lebensdauern τav,3 und τav,10 im Detail unter-
sucht. Dabei werden die verzerrte B3LYP-T1-Struktur und ihre C3-symmetrische
Mittelung, welche der BP86-T1-Struktur sowie den S0-Strukturen sehr ähnlich ist,
siehe Tabelle B.5 im Anhang, als Ausgangspunkte betrachtet. Hierbei ist anzumer-
ken, dass sich die gemittelte C3-symmetrische Struktur leicht von einer vollstän-
dig optimierten C3-symmetrischen B3LYP-T1-Struktur unterscheidet; die resultie-
renden Differenzen in den in diesem Abschnitt untersuchten Größen sind jedoch
vernachlässigbar, siehe unten. In der folgenden Studie wird zwischen der (verzerr-
ten) B3LYP-T1-Struktur und der gemittelten C3-symmetrischen Struktur unter
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Verwendung eines Verzerrungsparameters η interpoliert, wobei das Verhalten der
oben genannten Größen untersucht wird, siehe Abbildung 5.11. Die intermediären
Strukturen wurden generiert, indem die Differenz der Koordinaten der beiden Ex-
tremfälle mit verschiedenen η gewichtet und anschließend zu den Koordinaten der
gemittelten C3-symmetrischen Struktur addiert wurde:




~R verzerrtI − ~R C3I
)
. (5.1)
Der Index I läuft dabei über alle Atome und η = −0.4, −0.3, ..., 1.4. Aufgrund
dieser Konstruktionsweise wird für η = 0 die gemittelte C3-symmetrische Struktur
erhalten und für η = 1 die (verzerrte) B3LYP-T1-Struktur. Alle im Folgenden
diskutierten Berechnungen wurden unter Verwendung der zweikomponentigen bzw.
skalarrelativistischen TDDFT auf LSDA/TZVP-Niveau durchgeführt.
Zuerst wird die Abhängigkeit der mittleren zweikomponentigen Phosphoreszenz-
energie, d. h. des Mittelwerts der zweikomponentigen Übergangsenergien der drei
Triplettsubniveaus, sowie der skalarrelativistischen Phosphoreszenzenergie vom
Verzerrungsparameter η untersucht, siehe Abbildung 5.11 (a). Wie zu sehen ist,
nimmt die mittlere zweikomponentige Phosphoreszenzenergie von 1.7770 eV auf
1.9340 eV zu, wenn η von 1 auf 0 erniedrigt wird. Dies bedeutet, dass der für die
C3-symmetrische Struktur erhaltene Wert näher an der experimentell bestimm-
ten mittleren Phosphoreszenzenergie von 2.4311 eV liegt als das für die verzerrte
Struktur erhaltene Ergebnis, wie auch bereits von Younker et al. beobachtet wur-
de. [250] Aufgrund der wohlbekannten Probleme der TDDFT bei der Beschreibung
von CT-Übergängen ist es nicht verwunderlich, dass die berechnete mittlere Phos-
phoreszenzenergie den experimentellen Wert für alle untersuchten Strukturen deut-
lich unterschätzt. Die skalarrelativistische Phosphoreszenzenergie zeigt eine sehr
ähnliche Abhängigkeit von η wie die mittlere zweikomponentige Phosphoreszenz-
energie, ist jedoch zu geringfügig größeren Energien (um etwa 0.1 eV) verschoben.
Wird die vollständig optimierte C3-symmetrische B3LYP-T1-Struktur an Stelle der
gemittelten C3-symmetrischen Struktur eingesetzt, so berechnet sich die mittlere
zweikomponentige Phosphoreszenzenergie (für η = 0) zu 1.7810 eV.
Als nächstes werden die Feinstrukturaufspaltungen der drei Triplettsubniveaus
relativ zur mittleren zweikomponentigen Phosphoreszenzenergie betrachtet, siehe
Abbildung 5.11 (b). Die Subniveaus TSO1,2 und T
SO
1,3 sind nur dann in Übereinstim-
mung mit dem Experiment nichtentartet, wenn von einer verzerrten Struktur aus-
gegangen wird, wogegen sie im Falle einer C3-symmetrischen Struktur entartet sind.
Im Detail: Die Aufspaltung des energetisch am tiefsten liegenden Subniveaus TSO1,1

























































































Abb. 5.11.: Abhängigkeit der Phosphoreszenzenergie und der Lebensdauern von dem
Verzerrungsparameter η für Verbindung 1. In (a) sind der Mittelwert der zweikom-
ponentigen Übergangsenergien der drei Triplettsubniveaus sowie die skalarrelativisti-
sche (1c) Phosphoreszenzenergie aufgetragen. In (b) sind die Feinstrukturaufspaltun-
gen der Triplettsubniveaus TSO1,m relativ zum Mittelwert gezeigt. Die Lebensdauern
τm der Triplettsubniveaus, siehe (c), sowie die mittlere Lebensdauer τav,3 (τav,10), sie-
he (d), sind ebenfalls aufgetragen. Es wurde die Geschwindigkeitsdarstellung der Le-
bensdauern verwendet. Die Strukturen wurden generiert, indem die Differenz der Ko-
ordinaten der (verzerrten) skalarrelativistischen B3LYP/TZVP-T1-Struktur und der
gemittelten C3-symmetrischen Struktur mit verschiedenen η gewichtet und schließ-
lich zu den Koordinaten der letzteren Struktur addiert wurde. Daher liefert η = 0
die C3-symmetrische und η = 1 die verzerrte Struktur. Die Berechnung aller Werte
erfolgte im Rahmen der TDDFT in Kombination mit dem LSDA-Funktional und
dhf-TZVP-2c-Basissätzen sowie dem dhf-ECP. Alle Energien sind in eV angegeben,
alle Lebensdauern in µs.
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und TSO1,3 stark von η abhängen. Für η = 0 sind die letzteren beiden Subniveaus
entartet (Aufspaltung von 0.0052 eV) in Übereinstimmung mit dem, was für ein
C3-symmetrisches System bei Berücksichtigung der Spin-Bahn-Kopplung erwartet
wird. [261] Aus Abbildung 5.11 (b) ist ersichtlich, dass die energetische Abfolge die-
ser beiden Subniveaus bei η = 0 vertauscht wird. Geht man von einer verzerrten
Struktur (η = 1) aus, so sind TSO1,2 und T
SO
1,3 nichtentartet und die zugehörigen Auf-
spaltungen erreichten ihre jeweiligen Extremwerte von −0.0063 bzw. 0.0173 eV. Der
Mittelwert der Aufspaltungen beider Subniveaus ist nahezu unabhängig von η. Die
Feinstrukturaufspaltungen der drei Triplettsubniveaus sind im Falle der verzerrten
Struktur − im Gegensatz zur C3-symmetrischen Struktur − in qualitativer Über-
einstimmung mit den experimentellen Daten: Die Aufspaltung von TSO1,1 beträgt
etwa das Doppelte der Aufspaltung von TSO1,2 und die Aufspaltung von T
SO
1,3 etwa
das Dreifache der Aufspaltung von TSO1,2 mit umgekehrtem Vorzeichen für η = 1. Al-
le berechneten Feinstrukturaufspaltungen überschätzen dabei die experimentellen
Werte um einen Faktor von etwa drei, siehe auch Tabelle 5.2. Wird eine intermediäre
Struktur (η zwischen 0 und 1) eingesetzt, wie von Jansson et al. vorgeschlagen, [251]
so würde sich einerseits zwar eine bessere Übereinstimmung der berechneten Auf-
spaltungen von TSO1,2 und T
SO
1,3 mit dem Experiment ergeben, andererseits aber nicht
mehr alle Aufspaltungen im gleichen Maße − z. B. um denselben Faktor − von den
experimentellen Daten abweichen.
Die individuellen Lebensdauern τm der Triplettsubniveaus TSO1,m sind in Abbildung
5.11 (c) dargestellt. Wird von der C3-symmetrischen Struktur ausgegangen, so sind
die beiden Lebensdauern τ2 und τ3 aufgrund der Entartung der zugehörigen Subni-
veaus identisch, was im Widerspruch zum Experiment steht. Dagegen werden die
experimentell bestimmten individuellen Lebensdauern der Triplettsubniveaus qua-
litativ korrekt reproduziert, wenn von einer verzerrten Struktur ausgegangen wird.
Im Detail: Die Lebensdauer τ1 ist für alle η um etwa drei Größenordnungen länger
als die Lebensdauern τ2 und τ3. Der Verlauf von τ1 kann durch eine 1/η2-Funktion,
die um etwa 5000 µs verschoben ist, beschrieben werden. Dies bedeutet, dass im
Falle der C3-symmetrischen Struktur (η = 0) eine Singularität auftritt und sich τ1
bei zunehmendem η asymptotisch einem Wert von 5000 µs annähert. Letzteres ist
in Übereinstimmung mit der experimentellen Beobachtung, dass die Emission aus
TSO1,1 größtenteils verboten ist,
[28,238,239] was auf den nahezu reinen Triplettcharakter
dieses Subniveaus zurückgeführt werden konnte. [248] Dennoch ist die Abweichung
zum experimentellen Ergebnis von 145.0 µs recht groß. Dies kann möglicherweise
darauf zurückgeführt werden, dass in den hier durchgeführten Berechnungen ledig-
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lich elektronische, nicht aber vibronische Effekte beschrieben werden. Von letzteren
wird angenommen, dass sie einen deutlichen Einfluss auf die Emission aus dem Sub-
niveau TSO1,1 haben.
[28,238] An dieser Stelle ist anzumerken, dass Jansson et al. [251]
und Minaev et al. [252] für τ1 unter Verwendung der quadratischen Responsetheorie
(Ansatz (iii) in Abschnitt 5.2.1) in Kombination mit dem B3LYP-Funktional et-
wa 88.0 µs erhielten, wenn von einer C3-symmetrischen Struktur ausgegangen wird,
und 16.9 µs, falls eine verzerrte Struktur angenommen wird. Ein Vergleich der in-
dividuellen Lebensdauern mit den entsprechenden experimentellen Daten erfolgte
im Rahmen dieser Arbeiten jedoch nicht. Die von den Triplettsubniveaus TSO1,2 und
TSO1,3 ausgehenden elektronischen Übergänge sind aufgrund der Spin-Bahn-Kopplung
weitestgehend erlaubt, weswegen die zugehörigen Lebensdauern τ2 und τ3 deutlich
kleiner als τ1 sind. Nozaki berechnete für TSO1,2 und T
SO
1,3 jeweils eine Beimischung von
Singulettzuständen von etwa 1 %. [248] τ2 und τ3 sind − in Analogie zu der Entartung
der zugehörigen Zustände − identisch für η = 0 und betragen 1.9 µs (Jansson et al.
und Minaev et al.: 1.3 µs). Wie im Falle der zugehörigen Feinstrukturaufspaltungen
sind τ2 und τ3 nur bei Verwendung einer verzerrten Struktur in qualitativer Über-
einstimmung mit dem Experiment, nicht aber für eine C3-symmetrische Struktur
(η = 0). Die Lebensdauer τ2 ist dann etwa um eine Größenordnung länger als τ3. Sie
berechnen sich zu 15.7 µs (Experiment: 11.0 µs, Jansson et al. und Minaev et al.:
15.1 µs) bzw. 1.8 µs (Experiment: 0.8 µs, Jansson et al. und Minaev et al.: 6.2 µs),
siehe auch Tabelle 5.3. Wird von einer intermediären Struktur ausgegangen, [251] so
ergibt sich eine bessere Übereinstimmung von τ2 mit dem Experiment, während τ1
und τ3 nahezu unverändert bleiben.
Zuletzt werden die Boltzmann-gemittelten Lebensdauern τav,3 und τav,10 unter-
sucht, siehe Abbildung 5.11 (d). Für die C3-symmetrische Struktur (η = 0) nehmen
sowohl τav,3 als auch τav,10 jeweils ihren minimalen Wert von 3.7 bzw. 4.1 µs an; geht
man von der vollständig optimierten C3-symmetrischen B3LYP-T1-Struktur aus, so
sind diese Lebensdauern um etwa 10 % kleiner. Die Lebensdauern τav,3 und τav,10
steigen mit zunehmender Verzerrung: Für η = 1 sind sie mehr als doppelt so groß
im Verhältnis zu den Werten für η = 0. Sie betragen dann 8.3 bzw. 9.2 µs in guter
Übereinstimmung mit dem von Jansson et al. erhaltenen Wert von 10.5 µs. [251] Die
Beobachtung, dass eine C3-symmetrische Struktur verglichen mit einer verzerrten
Struktur zu einer mittleren Lebensdauer führt, die näher am experimentell gemes-
senen Wert von 2 µs liegt, ist in Übereinstimmung mit den bisher durchgeführten
quantenchemischen Studien. [39,250–254] Die Abweichung der berechneten Lebensdau-
ern von dem experimentellen Wert erscheint sehr groß (etwa Faktor vier), ist aber
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in allen bisher durchgeführten Untersuchungen ähnlich und tritt nicht unerwartet
auf: Die Lebensdauern hängen invers von den Quadraten der Anregungsenergien
und den Oszillatorstärken ab, siehe Gleichung (2.106) in Abschnitt 2.2.6.1, wobei
die absoluten Beträge dieser beiden Größen im Rahmen der TDDFT oft nicht sehr
zuverlässig beschrieben werden. Da das Hauptziel der hier durchgeführten Studie
jedoch lediglich das Auffinden der Verbindungen mit langen mittleren Lebensdau-
ern innerhalb eines Testsatzes von ähnlichen Systemen ist, genügt die korrekte
Beschreibung der relativen Größen der Lebensdauern, siehe Abschnitt 5.2.3.
Zusammenfassend wurde in diesem Abschnitt − in Übereinstimmung mit den
bisherigen Studien [39,250–254] − für Verbindung 1 gezeigt, dass die mittlere zweikom-
ponentige und die skalarrelativistische Phosphoreszenzenergie sowie die Boltzmann-
gemittelten Lebensdauern im Falle einer C3-symmetrischen Struktur näher an den
experimentellen Werten liegen als bei Verwendung einer verzerrten Struktur. Zu-
sätzlich erfolgte erstmals der Vergleich der Feinstrukturaufspaltungen der drei Tri-
plettsubniveaus und der zugehörigen individuellen Lebensdauern mit den verfüg-
baren experimentellen Daten. Hierbei zeigte sich, dass diese individuellen Größen
die im Experiment gemessene Struktur der Triplettsubniveaus nur dann qualitativ
richtig beschreiben, wenn von einer verzerrten geometrischen Struktur ausgegan-
gen wird. Die bessere Übereinstimmung insbesondere der Boltzmann-gemittelten
Lebensdauern mit dem Experiment im Falle einer C3-symmetrischen Struktur ist
daher wahrscheinlich auf eine glückliche Fehlerkompensation zurückzuführen. Auf-
grund dieser Erkenntnisse wird − sofern nicht anderweitig angemerkt − im Folgen-
den immer von der verzerrten B3LYP-T1-Struktur ausgegangen.
Einfluss weiterer Berechnungsparameter
In diesem Abschnitt wird die Abhängigkeit der im vorherigen Abschnitt unter-
suchten Größen von weiteren Berechnungsparametern untersucht. Dabei wird der
Einfluss von Lösungsmitteleffekten unter Einsatz des COSMO-Ansatzes, die Un-
terschiede bei Verwendung der im Rahmen der SF-Methode bestimmten skalarre-
lativistischen Phosphoreszenzenergie und die Abhängigkeit von der Wahl des Dich-
tefunktionals, des relativistischen Ansatzes sowie der Basissätze betrachtet. Wie
bereits erwähnt, wird in allen Rechnungen von der verzerrten B3LYP-T1-Struktur
ausgegangen, weshalb es nicht überraschend ist, dass die qualitative Übereinstim-
mung der berechneten Feinstrukturaufspaltungen und individuellen Lebensdauern
mit dem Experiment in allen Fällen erhalten bleibt. In Tabelle 5.2 ist zu sehen,













Tab. 5.2.: Zweikomponentige Phosphoreszenzenergie von Verbindung 1. Die Feinstrukturaufspaltungen der Triplettsubniveaus TSO1,m
sind relativ zu dem Mittelwert des Triplettzustands angegeben. Sofern nicht anderweitig angemerkt, erfolgte die Berechnung im
Rahmen der TDDFT in Kombination mit dhf-TZVP-2c-Basissätzen sowie dem dhf-ECP auf Grundlage der skalarrelativistischen
B3LYP/TZVP-T1-Struktur. Die skalarrelativistische Phosphoreszenzenergie ist in Klammern angegeben. Die Ergebnisse unter Ver-
wendung von COSMO zur Simulation des THF-Lösungsmittels − auch bei der entsprechenden Strukturoptimierung − sind ebenfalls
aufgeführt. Die skalarrelativistische Phosphoreszenzenergie wurde auch direkt über die Abregung von T1 nach S0 im Rahmen der
SF-Methode bestimmt. Die Absolutenergien der Triplettsubniveaus TSO1,m wurden dementsprechend um die Differenz zwischen dem
skalarrelativistischen SF- und dem TDDFT-Ergebnis verschoben. Des Weiteren erfolgte die Berechnung der Phosphoreszenzenergie
unter Einsatz der X2C-Methode in Kombination mit einem relativistischen dekontrahierten Triple-ζ-Allelektronenbasissatz für Ir
und dekontrahierten dhf-TZVP-2c-Basissätzen für alle anderen Atome. Die experimentellen Daten stammen aus Referenz [238].
Alle Energien sind in eV angegeben.
LSDA LSDA (COSMO) LSDA (SF) BP86 B3LYP (TDA) LSDA (X2C) LSDA (QZVPP) Exp.
COSMO-Struk. QZVPP-Struk.
Mittelw. Trip. 1.7770 (1.8618) 1.8111 (1.9004) 2.1858 (2.2706) 1.7833 (1.8651) 2.1488 (2.2114) 1.7217 (1.8637) 1.7759 (1.8594) 2.4311
Aufsp. v. TSO
1,1 −0.0110 −0.0101 −0.0110 −0.0122 −0.0090 −0.0152 −0.0110 −0.0040
Aufsp. v. TSO
1,2 −0.0063 −0.0057 −0.0063 −0.0075 −0.0064 −0.0090 −0.0065 −0.0023
Aufsp. v. TSO


































Tab. 5.3.: Lebensdauern τm der Triplettsubniveaus T
SO
1,m sowie mittlere Lebensdauer τav,3 (τav,10) im Rahmen der Boltzmann-Statistik
bei Raumtemperatur mit M = 3 (M = 10) von Verbindung 1. Sofern nicht anderweitig angemerkt, wurde die Geschwindigkeitsdar-
stellung der Lebensdauern verwendet. Die Lebensdauern wurden auch unter Verwendung der SF-korrigierten Phosphoreszenzenergie
berechnet. Für weitere Informationen siehe Tabelle 5.2. Die experimentellen Daten stammen aus Referenz [238]. Alle Lebensdauern
sind in µs angegeben.
LSDA LSDA (Läng.) LSDA (COSMO) LSDA (SF) BP86 LSDA (X2C) LSDA (QZVPP) Exp.
COSMO-Struk. QZVPP-Struk.
τ1 5727.3 8829.7 4433.8 3776.5 6354.4 6814.3 4997.5 145.0
τ2 15.7 19.2 13.2 10.3 23.3 14.8 18.9 11.0
τ3 1.8 1.9 1.3 1.2 1.9 1.7 1.9 0.8
τav,3 9.2 10.0 6.5 6.1 11.3 11.2 10.0
2
τav,10 8.3 9.2 5.8 − 10.7 8.8 9.1
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für alle hier eingesetzten Methoden nahezu gleich und in guter Übereinstimmung
mit den experimentellen Daten ist. Auf ähnliche Weise reproduzieren die berech-
neten individuellen Lebensdauern grob das experimentelle Verhalten: τ1 beträgt
einige tausend µs (im Gegensatz zu nur 145.0 µs im Experiment), wogegen die Le-
bensdauern τ2 und τ3 um zwei bzw. drei Größenordnungen kleiner sind (in guter
Übereinstimmung mit dem Experiment), siehe Tabelle 5.3. Im Folgenden werden
die Details diskutiert.
Bisher wurden die relevanten Phosphoreszenzparameter nur auf LSDA/TZVP-
Niveau berechnet und mit dem Experiment verglichen. Dabei erfolgte die Bestim-
mung der Lebensdauern τm unter Verwendung der Übergangsdipolmomente in der
Geschwindigkeitsdarstellung, siehe Abschnitte 2.2.5 und 2.2.6.1. In Tabelle 5.3 sind
die entsprechenden Lebensdauern im Rahmen der Längendarstellung gegeben. Da
diese individuellen Lebensdauern größer als die unter Verwendung der Geschwindig-
keitsdarstellung berechneten sind, nehmen auch die Boltzmann-gemittelten Größen
τav,3 und τav,10 um 0.8 bzw. 0.9 µs (etwa 10 %) zu. Die aufgrund der unterschiedli-
chen Darstellungen entstehende Differenz kann als intrinsischer Fehler der Lebens-
dauern im Rahmen der TDDFT in Kombination mit einem Basissatz bestimmter
Qualität angesehen werden. Lediglich im Grenzfall einer vollständigen Basis wür-
den sich identische Resultate ergeben. Eine Differenz ähnlicher Größe wird erhalten,
wenn man die Anzahl der in der Boltzmann-Statistik berücksichtigten angeregten
Zustände von drei auf zehn erhöht, d. h. τav,10 an Stelle von τav,3 betrachtet.
Die Simulation des THF-Lösungsmittels unter Verwendung des COSMO-An-
satzes − sowohl bei der Strukturoptimierung als auch im Rahmen der TDDFT-
Rechnung − führt zu einer signifikanten Veränderung der Lebensdauern, wogegen
die Energien nur geringfügig beeinflusst werden. Die mittlere zweikomponentige
und die skalarrelativistische Phosphoreszenzenergie nehmen jeweils um etwa 0.04 eV
zu, während die Feinstrukturaufspaltungen der Triplettsubniveaus verglichen mit
der Berechnung ohne Berücksichtigung des Lösungsmittels leicht abnehmen. Der
Einfluss des letzteren auf die Lebensdauern ist sehr viel stärker ausgeprägt: Die
Boltzmann-gemittelte Lebensdauer τav,3 (τav,10) nimmt von 9.2 µs auf 6.5 µs (8.3
auf 5.8 µs) ab, da sich alle individuellen Lebensdauern τm deutlich verkleinern.
Folglich liefert die Berücksichtigung des Lösungsmittels eine mittlere Lebensdauer,
die besser mit dem experimentellen Wert von 2 µs übereinstimmt, wie bereits von
Younker et al. und Mori et al. beobachtet. [39,250]
Als nächstes wird der Einfluss der im Rahmen der SF-Methode (genauer: SF-
TDA) berechneten Phosphoreszenzenergie auf die Lebensdauern untersucht. Bei
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dieser Methode wird die skalarrelativistische Phosphoreszenzenergie direkt als verti-
kale Abregung vom T1-Zustand in den S0-Grundzustand bestimmt. Die SF-Metho-
de liefert dabei im Allgemeinen deutlich größere Phosphoreszenzenergien für CT-
Übergänge in besserer Übereinstimmung mit den experimentellen Daten als die (spi-
nerhaltende) TDDFT bzw. TDA. [97,246,247] Auch bei der hier durchgeführten Studie
an Verbindung 1 ist die skalarrelativistische Phosphoreszenzenergie im Rahmen der
SF-Methode (ω1c SF-TDAT1 ) unter Verwendung des LSDA-Funktionals mit einem Wert
von 2.2706 eV um 0.4088 eV größer als die entsprechende TDDFT-Phosphoreszenz-
energie (ω1c TDDFTT1 ), siehe Tabelle B.7 im Anhang. Damit liegt erstere wesentlich
näher an der experimentellen Phosphoreszenzenergie von 2.4311 eV als letztere. In-
nerhalb eines zweikomponentigen Formalismus können die SF-korrigierten Anre-
gungsenergien der Triplettsubniveaus TSO1,m (ω
2c SF-TDA
m ) über die Vorschrift
ω2c SF-TDAm = ωm +
(





erhalten werden, wobei ωm die bisher betrachteten zweikomponentigen Anregungs-
energien darstellen. Unter Anwendung dieser Vorschrift ergibt sich demnach eine
mittlere zweikomponentige Phosphoreszenzenergie, die − wie die entsprechende
skalarrelativistische Phosphoreszenzenergie − um 0.4088 eV größer ist als die oh-
ne SF-Korrektur berechnete, während die Feinstrukturaufspaltungen unverändert
bleiben, siehe Tabelle 5.2. In Tabelle 5.3 sind die entsprechend − d. h. durch kon-
sequente Verwendung von ω2c SF-TDAm an Stelle von ωm in den in Abschnitt 2.2.6.1
dargestellten Gleichungen − berechneten individuellen Lebensdauern τm gezeigt.
Wie erwartet, sind die so erhaltenen τm kleiner als die ohne SF-Korrektur berechne-
ten. Folglich nimmt auch die Boltzmann-gemittelte Lebensdauer τav,3 um etwa 35 %
ab. Der so bestimmte Wert von 6.1 µs liegt deutlich näher an der experimentellen
Lebensdauer von 2 µs. Nebenbei sei bemerkt, dass im Rahmen der hier vorgeschla-
genen Technik lediglich die Bestimmung der Boltzmann-gemittelten Lebensdauer
τav,3 (unter Berücksichtigung von nicht mehr als drei Zuständen) sinnvoll ist, da bei
Verwendung der SF-Methode nur der Übergang zwischen dem (im skalarrelativis-
tischen Fall dreifach entarteten) T1-Zustand und dem S0-Grundzustand zugänglich
ist.
Im Folgenden wird der Einfluss des Dichtefunktionals auf die relevanten Phospho-
reszenzparameter untersucht. Bei Einsatz des GGA-Funktionals BP86 an Stelle des
LSDA-Funktionals wird eine geringfügig größere (um etwa 0.006 eV) mittlere zwei-
komponentige und skalarrelativistische Phosphoreszenzenergie erhalten. Sowohl die
Feinstrukturaufspaltungen als auch die individuellen Lebensdauern nehmen eben-
falls leicht zu, woraus eine Verlängerung der Boltzmann-gemittelten Lebensdauern
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τav,3 und τav,10 um bis zu etwa 30 % resultiert. Letztere betragen schließlich 11.3
bzw. 10.7 µs, was bedeutet, dass die Abweichung vom experimentellen Wert zu-
nimmt. Betrachtet man die Beimischung des HF-Austauschbeitrags, z. B. im Rah-
men des Hybridfunktionals B3LYP unter Verwendung der TDA, siehe Abschnitte
2.2.4.2 und 3.2.2, so ist nur eine Diskussion der Energien sinnvoll; die Lebensdau-
ern sind im Rahmen der TDA zwar prinzipiell zugänglich, aber nicht wohldefiniert
und daher üblicherweise mit großen Fehlern behaftet, siehe Abschnitt 2.2.5. Die
Veränderung der mittleren zweikomponentigen und der skalarrelativistischen Phos-
phoreszenzenergie sowie der Feinstrukturaufspaltungen, wenn von der TDDFT zu
der TDA übergegangen wird (z. B. bei Einsatz des LSDA-Funktionals), ist dabei
nahezu identisch zu dem Effekt der Gradientenkorrektur (Übergang von LSDA zu
BP86, siehe oben), siehe Tabelle B.4 im Anhang. Wird schließlich das B3LYP-
Funktional an Stelle des LSDA- oder BP86-Funktionals eingesetzt, so resultiert
eine deutlich größere Veränderung. Ähnlich der Auswirkung der SF-Korrektur, sie-
he oben, kommt es zu einer Zunahme der mittleren zweikomponentigen und der
skalarrelativistischen Phosphoreszenzenergie um etwa 0.35 eV, wodurch die Unter-
schätzung des experimentellen Werts deutlich abnimmt (auf etwa 0.28 eV). Dieser
Effekt ist nicht unerwartet und auf die Tatsache zurückzuführen, dass die Beimi-
schung des HF-Austauschs − bereits bei der skalarrelativistischen Behandlung − in
der Regel zu einer verbesserten Beschreibung von CT-Übergängen führt. An dieser
Stelle ist anzumerken, dass diese Verbesserung mit einer signifikanten Steigerung
des Rechenaufwands einhergeht, siehe Abschnitt 4.1.1. Die SF-Methode, die unter
Verwendung des LSDA-Funktionals im Wesentlichen identische Resultate liefert,
stellt daher die deutlich ökonomischere Variante dar, mit einem Rechenaufwand,
der vergleichbar mit dem einer TDDFT-Rechnung unter Einsatz reiner Dichtefunk-
tionale ist. Betrachtet man schließlich die mit dem B3LYP-Funktional bestimmten
Feinstrukturaufspaltungen, so zeigt sich eine leichte Abnahme der absoluten Werte
− mit Ausnahme der Aufspaltung von TSO1,2, welche nahezu unverändert bleibt −
verglichen mit den Ergebnissen der reinen Dichtefunktionale. Somit kommt es zu
einer Annäherung der einzelnen Aufspaltungen − nicht aber der Verhältnisse der
drei Feinstrukturaufspaltungen − an die experimentellen Daten.
Als nächstes wird der Einfluss des relativistischen Ansatzes auf die relevanten
Größen untersucht. In allen bisher diskutierten Rechnungen kam ein ECP für Ir
zum Einsatz, das im Rahmen der zweikomponentigen Behandlung die Spin-Bahn-
Kopplung erfasst. Wird stattdessen die X2C-Methode verwendet (in Kombinati-
on mit dem LSDA-Funktional), wobei − im Gegensatz zum ECP-Ansatz − alle
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Elektronen explizit behandelt werden müssen, so ergibt sich nur eine leichte Ver-
änderung der mittleren zweikomponentigen und der skalarrelativistischen Phos-
phoreszenzenergie: Erstere nimmt um 0.0553 eV zu, während letztere um 0.0019 eV
abnimmt. Die Absolutwerte der Feinstrukturaufspaltungen nehmen dagegen sehr
deutlich um etwa 40 % zu. Dies ist die größte Veränderung, die im Rahmen aller in
diesem Abschnitt durchgeführten Variationen der Berechnungsparameter beobach-
tet wird. Der resultierende Effekt auf die individuellen und Boltzmann-gemittelten
Lebensdauern ist jedoch verhältnismäßig klein: τav,3 nimmt um 2.0 µs zu und be-
trägt schließlich 11.2 µs, während τav,10 um 0.5 µs zunimmt und somit 8.8 µs beträgt.
Dies bedeutet, dass die Abweichung der mittleren Lebensdauern vom Experiment
größer wird. Hierbei ist beachtlich, dass der Unterschied zwischen τav,3 und τav,10
bei Verwendung des X2C-Ansatzes im Vergleich zu allen anderen hier betrachteten
Methoden maximal ist.
Werden die TZVP-Basissätze an allen Atomen durch die größeren QZVPP-Basis-
sätze ausgetauscht − sowohl bei der Strukturoptimierung als auch bei der TDDFT-
Rechnung − so ergibt sich eine vernachlässigbare Veränderung der mittleren zwei-
komponentigen und der skalarrelativistischen Phosphoreszenzenergie: Beide neh-
men um weniger als 0.0025 eV ab. Auch die Feinstrukturaufspaltungen bleiben na-
hezu unverändert, während die Boltzmann-gemittelten Lebensdauern τav,3 und τav,10
leicht auf 10.0 bzw. 9.1 µs steigen.
Insgesamt lässt sich an dieser Stelle zusammenfassen, dass die Boltzmann-ge-
mittelten Lebensdauern − ausgehend von einer Berechnung in der Geschwindig-
keitsdarstellung auf LSDA/TZVP-Niveau mit einem ECP − bei Verwendung der
Längendarstellung, des BP86-Funktionals, des X2C-Ansatzes oder der QZVPP-
Basissätze um bis zu 30 % zunehmen, wodurch die Abweichung zum Experiment
größer wird. Dagegen verbessert der Einsatz von COSMO zur Simulation des THF-
Lösungsmittels und die Verwendung der SF-korrigierten Phosphoreszenzenergie die
Übereinstimmung mit den experimentellen Daten, indem die mittleren Lebensdau-
ern um bis zu etwa 35 % abnehmen. Folglich beschränkt sich die nachfolgende Dis-
kussion der Boltzmann-gemittelten Lebensdauern von acht Iridiumkomplexen auf
die Untersuchung des Einflusses des COSMO-Ansatzes sowie der SF-korrigierten
Phosphoreszenzenergie. Alle Berechnungen werden dabei auf LSDA/TZVP-Niveau
mit einem ECP unter Verwendung der Geschwindigkeitsdarstellung (auf Grundlage
der skalarrelativistischen B3LYP/TZVP-T1-Struktur) durchgeführt.
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5.2.3. Untersuchungen an einem Testsatz
In diesem Abschnitt erfolgt die Untersuchung eines Testsatzes bestehend aus acht
Iridiumkomplexen (inklusive der zuvor diskutierten Verbindung 1), siehe Abbil-
dung 5.10, welche im Experiment bei Raumtemperatur (mittlere) Lebensdauern
zwischen 2 µs und 118 µs zeigen. [29,238] Dabei stellt Verbindung 2 mit 139 Atomen
den größten hier untersuchten Komplex dar. In Abschnitt 5.2.3.1 wird der Einfluss
der geometrischen Struktur dieser Verbindungen auf die Phosphoreszenzparameter
kurz diskutiert. Abschnitt 5.2.3.2 beschäftigt sich zunächst mit der Untersuchung
der Konvergenz der Boltzmann-gemittelten Lebensdauern bei zunehmender Anzahl
an berücksichtigten Zuständen. Anschließend werden − unter Verwendung der in
Abschnitt 5.2.2.2 vorausgewählten Berechnungsparameter − die mittleren Lebens-
dauern mit den experimentellen Daten verglichen. Insbesondere wird dabei der
Einfluss des COSMO-Ansatzes und der SF-korrigierten Phosphoreszenzenergie auf
die Lebensdauern untersucht.
5.2.3.1. Strukturparameter
Im ersten Schritt wurden die Strukturen des S0-Grundzustands aller acht Komplexe
ohne Symmetrieeinschränkungen auf dem skalarrelativistischen B3LYP/TZVP-Ni-
veau optimiert. Hierbei zeigt sich, dass die Verbindungen 1, 2 und 3 C3-Symmetrie
aufweisen, siehe Tabelle B.5 im Anhang.
Betrachtet man die Strukturen des niedrigsten angeregten Triplettzustands T1,
so ergibt sich für Verbindung 2 ein qualitativ ähnliches Verhalten wie für Verbin-
dung 1 (BP86: C3-symmetrisch, B3LYP: verzerrt), siehe Abschnitt 5.2.2.1. Dage-
gen unterliegt Verbindung 3 sowohl auf B3LYP- als auch auf BP86-Niveau einer
Jahn-Teller-Verzerrung. Die Strukturen aller anderen Komplexe weisen weder im
S0-Grundzustand noch im T1-Zustand eine Symmetrie auf. Für alle Verbindungen
sind die Ir–C-Abstände (und Ir–N-Abstände) um 0.4 bis 1.3 pm länger, wenn das
B3LYP- an Stelle des BP86-Funktionals zur Strukturoptimierung eingesetzt wird,
siehe Tabelle B.5 im Anhang.
Bezüglich der Abhängigkeit der mittleren Lebensdauern von der Struktur ergibt
sich folgendes Bild: Für alle hier untersuchten Komplexe mit Ausnahme von Ver-
bindung 3 führt die Verwendung der BP86-T1- an Stelle der B3LYP-T1-Struktur
zu kleineren Boltzmann-gemittelten Lebensdauern τav,M (M = 3 , 4, ..., 20) sowie
kleineren arithmetisch gemittelten Lebensdauern τav,arith 3, siehe Tabelle B.8 im An-
hang. Für die Verbindungen 1, 2, 7 und 8 beträgt die Abnahme der Lebensdauer
τav,10 zwischen 41 und 66 %, wogegen τav,10 für Verbindung 3 um 14 % zunimmt. Für
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alle anderen Komplexe verkleinert sich τav,10 um 14 bis 28 %. In Tabelle 5.4 sind
die Werte für τav,10 im Falle der B3LYP-T1-Struktur zu sehen. Der Unterschied
der gemittelten Lebensdauern, wenn von der BP86-T1- zu der B3LYP-T1-Struktur
übergegangen wird, korreliert dabei − zumindest teilweise − mit dem Grad der
Verzerrung. In einigen quantenchemischen Studien an OLED-Verbindungen wurde
beobachtet, dass die mittlere Lebensdauer von dem Inversen des energetischen Ab-
stands zwischen dem Triplettzustand T1 bzw. dessen Subniveaus TSO1,m und höherlie-
genden Singulettzuständen abhängt: [37,251,263] Je kleiner der energetische Abstand,
desto wahrscheinlicher ist eine durch die Spin-Bahn-Kopplung bedingte Mischung
dieses Triplettzustands mit höherliegenden Singulettzuständen, wodurch es zu ei-
ner Abnahme der strahlenden Lebensdauer des ersteren kommt. Auch im Rahmen
dieser Arbeit wird eine solche Korrelation zwischen dem energetischen Abstand der
angeregten Zustände und der mittleren Lebensdauer beobachtet, siehe Tabelle B.10
im Anhang. Im Falle der (weniger verzerrten) BP86-T1-Struktur ist die Energiedif-
ferenz zwischen dem T1-Zustand und dem S1-Zustand typischerweise kleiner als bei
Verwendung der B3LYP-T1-Struktur, was mit einer Abnahme der Lebensdauern
verbunden ist. Daneben sind auch die Feinstrukturaufspaltungen der Triplettsub-
niveaus und die Unterschiede zwischen den individuellen Lebensdauern τ2 und τ3
kleiner (für die Verbindungen 1 und 2 gar identisch), wenn die BP86-T1-Struktur
eingesetzt wird.
5.2.3.2. Lebensdauern angeregter Zustände
Konvergenz der Boltzmann-Mittelung
Bei der Berechnung der Boltzmann-gemittelten strahlenden Lebensdauern von
phosphoreszierenden OLED-Verbindungen, siehe Gleichung (2.107) in Abschnitt
2.2.6.1, werden üblicherweise die niedrigsten drei angeregten Zustände, d. h. ledig-
lich die drei Triplettsubniveaus TSO1,m, berücksichtigt. Dies erscheint − auch aus
Gründen des Rechenaufwands − zunächst sinnvoll, jedoch werden zum Teil drasti-
sche Änderungen erwartet, wenn weitere Zustände in die Boltzmann-Statistik ein-
gehen, insbesondere dann, wenn energetisch nicht weit entfernte Singulettzustände
existieren. Aus diesem Grund erfolgt in diesem Abschnitt die Untersuchung der
Konvergenz der Boltzmann-gemittelten Lebensdauern τav,M bei zunehmender An-
zahl an berücksichtigten Zuständen M .
In Abbildung 5.12 ist das Verhältnis der mittleren Lebensdauern τav,M/τav,20 bei
Raumtemperatur gegen die Anzahl der in die Mittelung einbezogenen Zustände
M für drei ausgewählte Verbindungen (1, 3 und 8) aufgetragen. Die für τav,M
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(M = 3, 4, 7, 10, 20) berechneten Werte sind in Tabelle B.8 im Anhang für al-
le untersuchten Verbindungen aufgelistet. In allen Fällen ist τav,10 in sehr guter
Übereinstimmung (maximaler Fehler von weniger als 1 %) mit dem als vollständig
konvergiert betrachteten τav,20. Daneben erlaubt bereits τav,3 eine qualitativ kor-
rekte Beschreibung (maximaler Fehler von 31 %) von τav,20. Im Detail: Werden nur
die drei Triplettsubniveaus TSO1,m in die Mittelung einbezogen, so ist die resultieren-
de Lebensdauer τav,3 für alle in Abbildung 5.12 untersuchten Systeme zu groß, und
zwar um 0.9 µs (11 %) für Verbindung 1, um 2.5 µs (31 %) für Verbindung 3 und um
17.7 µs (11 %) für Verbindung 8. Im Falle der Verbindungen 1 und 3 wird τav,20 sehr
gut reproduziert, wenn zusätzlich der SSO1 -Zustand (M = 4) berücksichtigt wird. Im
Gegensatz zu Verbindung 1, bei der dieses Ergebnis stabil gegenüber einer weiteren
Erhöhung von M bleibt, wird die mittlere Lebensdauer von Verbindung 3 um bis zu
0.2 µs (3 %) erhöht, wenn zusätzlich die drei Triplettsubniveaus TSO2,m (M = 7) ein-
bezogen werden. Berücksichtigt man zusätzlich den SSO2 -Zustand (M = 8), so wird
τav,20 wieder sehr gut reproduziert und das Ergebnis bleibt stabil bezüglich einer
weiteren Erhöhung von M . Verbindung 8 zeigt eine etwas langsamere Konvergenz
der mittleren Lebensdauer. Dies ist der Tatsache geschuldet, dass die angeregten




















Abb. 5.12.: Verhältnis der mittleren Lebensdauern τav,M/τav,20 für die Verbindungen 1,
3 und 8. Die Berechnung erfolgte im Rahmen der zweikomponentigen TDDFT in
Kombination mit dem LSDA-Funktional und dhf-TZVP-2c-Basissätzen sowie dem
dhf-ECP auf Grundlage der skalarrelativistischen B3LYP/TZVP-T1-Struktur. Es
wurde die Geschwindigkeitsdarstellung der Lebensdauern verwendet.
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niedrigste angeregte Singulettzustand SSO1 , der eine kurze strahlende Lebensdauer
besitzt, berücksichtigt wird, siehe Tabelle B.10 im Anhang. Die so erhaltene mitt-
lere Lebensdauer stimmt dann mit τav,20 innerhalb eines Fehlers von weniger als
1.5 µs (1 %) überein.
Das oben untersuchte Konvergenzverhalten der Boltzmann-gemittelten Lebens-
dauern der Verbindungen 1, 3 und 8 ist repräsentativ für alle im Rahmen dieser
Arbeit untersuchten Iridiumkomplexe, siehe Tabelle B.8 im Anhang, wobei Verbin-
dung 8 den Extremfall langsamer Konvergenz darstellt. Die Berücksichtigung der
drei Triplettsubniveaus TSO1,m (M = 3), d. h. die Berechnung von τav,3, ist typischer-
weise ausreichend, um ein qualitativ korrektes Ergebnis mit einem Fehler von we-
niger als 31 % verglichen mit dem als vollständig konvergiert betrachteten τav,20 zu
erhalten. Zur Beschreibung der mittleren Lebensdauern von OLED-Verbindungen
wird von einigen Autoren die Berechnung von τav,3 vorgeschlagen, [238,249,250] während
andere eine arithmetische Mittelung unter Einbezug der drei Triplettsubniveaus
TSO1,m (τav,arith 3) auch als sinnvoll erachten.
[251,252] Für alle acht untersuchten Iridi-
umkomplexe ist τav,arith 3 kleiner als τav,3: Um bis zu 13 % für die Verbindungen 4–8
und zwischen 23 und 47 % für die Verbindungen 1–3. Daraus resultiert eine bessere
Übereinstimmung von τav,arith 3 mit dem Experiment, siehe Tabelle B.8 im Anhang.
Dieses Verhalten wurde bereits von Younker et al. [250] beobachtet und hat eine
einfache Ursache: Im Rahmen der arithmetischen Mittelung wird das Gewicht des
kurzlebigsten aber energetisch am höchsten liegenden Triplettsubniveaus TSO1,3 auf
1/3 erhöht, was zu einer Abnahme der mittleren Lebensdauer führt. Sowohl τav,3 als
auch τav,arith 3 stehen im Einklang mit der Regel von Kasha, [264] welche besagt, dass
die Lumineszenz eines isolierten Systems vom Übergang aus dem niedrigsten elek-
tronisch angeregten Zustand in den Grundzustand ausgeht. Auch sind beide Größen
konsistent mit der Wahl der T1-Struktur als Ausgangspunkt der Rechnung. Da je-
doch nicht gänzlich ausgeschlossen werden kann, dass energetisch höherliegende
Zustände − insbesondere SSO1 − zur mittleren Lebensdauer beitragen, [28,29,238] wird
im Rahmen dieser Arbeit die Verwendung einer Boltzmann-gemittelten Lebens-
dauer, die hinsichtlich einer Erhöhung der Anzahl der berücksichtigten Zustände
konvergiert ist, vorgeschlagen. Für alle Komplexe mit Ausnahme von Verbindung 3
nimmt außerdem die Boltzmann-gemittelte Lebensdauer mit zunehmender Anzahl
der Zustände ab, wodurch die Übereinstimmung mit den experimentellen Daten
geringfügig verbessert wird. In den nachfolgenden Diskussionen wird daher − wenn
möglich − auf die mittlere Lebensdauer τav,10 zurückgegriffen, welche die als voll-
ständig konvergiert betrachtete Lebensdauer τav,20 für alle Verbindungen innerhalb
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einer Abweichung von weniger als 1 % reproduziert.
Umgebungseffekte und direkte Berechnung der Phosphoreszenzenergie
In diesem Abschnitt erfolgt schließlich der Vergleich der berechneten Boltzmann-
gemittelten Lebensdauern (τav,3 und τav,10) aller acht Iridiumkomplexe mit den im
Experiment gemessenen Größen. [29,238] Dabei werden die in Abschnitt 5.2.2.2 vor-
ausgewählten Berechnungsparameter (Struktur: skalarrelativistisch B3LYP/TZVP-
T1; zweikomponentige TDDFT-Rechnung: LSDA/TZVP, ECPs, Geschwindigkeits-
darstellung) verwendet und der Einfluss des COSMO-Ansatzes (auf τav,3 und τav,10)
und der SF-korrigierten Phosphoreszenzenergie (nur auf τav,3) untersucht, siehe Ta-
belle 5.4.
Betrachtet man die Ergebnisse auf LSDA-Niveau (ohne COSMO und SF-kor-
rigierte Phosphoreszenzenergie), so überschätzen sowohl τav,3 als auch τav,10 das
Experiment sehr deutlich für alle Komplexe. Dennoch ist es möglich, die Verbin-
dungen, welche im Experiment lange Lebensdauern von mehr als etwa 20 µs (6–8)
aufweisen und daher ungeeignet hinsichtlich eines Einsatzes in OLEDs sind, an-
Tab. 5.4.: Mittlere Lebensdauern τav,3 / τav,10 von allen untersuchten Iridiumverbindun-
gen. Die Berechnung erfolgte im Rahmen der zweikomponentigen TDDFT in Kombi-
nation mit dhf-TZVP-2c-Basissätzen sowie dem dhf-ECP auf Grundlage der skalarre-
lativistischen B3LYP/TZVP-T1-Struktur. Es wurde die Geschwindigkeitsdarstellung
der Lebensdauern verwendet. Die Ergebnisse unter Verwendung von COSMO zur Si-
mulation des THF-Lösungsmittels (1) bzw. der PMMA-Umgebung (2–8) − auch bei
der entsprechenden Strukturoptimierung − sind ebenfalls aufgeführt. Die Lebensdau-
ern τav,3 wurden auch unter Verwendung der SF-korrigierten Phosphoreszenzenergie
berechnet. Die experimentellen Daten stammen aus den Referenzen [238] (1) und [29]
(2–8). Alle Lebensdauern sind in µs angegeben.
Mol. LSDA LSDA (COSMO) LSDA (SF) LSDA (COSMO/SF) Exp.
COSMO-Struk. COSMO-Struk.
1 9.2 / 8.3 6.5 / 5.8 6.1 4.4 2
2 7.3 / 7.0 5.2 / 4.9 5.4 3.8 2
3 10.5 / 8.0 5.2 / 4.4 7.5 3.9 5
4 17.5 / 17.4 16.8 / 16.7 14.7 13.7 9
5 13.5 / 13.3 9.2 / 9.1 11.4 7.4 10
6 37.9 / 36.4 24.8 / 23.5 32.7 21.1 26
7 53.4 / 44.8 45.9 / 34.9 33.6 27.9 38
8 176.6 / 159.8 135.9 / 115.2 120.2 90.7 118
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hand der berechneten Lebensdauern herauszufiltern. Im Detail: In allen Fällen ist
τav,3 um bis zu einem Drittel größer als τav,10, wobei letztere Lebensdauer bereits
das Experiment typischerweise um einen Faktor von bis zu zwei überschätzt, für
die Verbindungen mit einer kurzen experimentellen Lebensdauer (1 und 2) sogar
um einen Faktor von vier. Obwohl die Abweichungen zu den experimentellen Da-
ten groß sind, gibt τav,10 (und auch τav,3) den im Experiment beobachteten Trend
korrekt wieder, wenn der Testsatz in drei Gruppen unterteilt wird: (i) Komplexe
mit kurzen experimentellen Lebensdauern zwischen 2 und 10 µs (1–5); (ii) Verbin-
dungen 6 und 7 mit mittleren Lebensdauern von 26 und 38 µs; (iii) Verbindung 8
mit einer sehr langen Lebensdauer von 118 µs.
Die Berücksichtigung von Lösungsmittel- bzw. Umgebungseffekten über den
COSMO-Ansatz − sowohl bei der Strukturoptimierung als auch im Rahmen der
TDDFT-Rechnung − erfolgte in Übereinstimmung mit den experimentellen Bedin-
gungen: [29,238] Für Verbindung 1 wurde als Lösungsmittel THF (n = 1.4, ǫr = 7.5)
angenommen, während für die Verbindungen 2–8 eine PMMA-Umgebung (n = 1.5,
ǫr = 3) simuliert wurde. An dieser Stelle sei angemerkt, dass sehr unterschiedliche
Angaben zu der relativen Permittivität ǫr von PMMA in der Literatur existie-
ren, [259] die Veränderung von τav,10 bei einer sinnvollen Variation von ǫr (lineare
Zunahme um etwa 0.5 µs, falls ǫr von 2 auf 5 erniedrigt wird) jedoch verglichen
mit der Abweichung zum Experiment vernachlässigbar ist, siehe Abbildung B.1 im
Anhang. Unter Verwendung des COSMO-Ansatzes kommt es zu einer signifikanten
Abnahme der beiden Lebensdauern τav,3 und τav,10 für alle Verbindungen (um bis
zu 50 %), wodurch die Übereinstimmung mit den experimentellen Werten verbes-
sert wird. Diese Verkürzung der berechneten Lebensdauern bei Berücksichtigung
von Lösungsmittel- bzw. Umgebungseffekten wurde auch von Younker et al. [250] im
Rahmen einer Untersuchung an einem Testsatz von neun Iridiumkomplexen und
von Mori et al. [39] bei der Studie von 23 Komplexen der Platinmetalle beobachtet.
Die Differenz der beiden Lebensdauern τav,3 und τav,10 wird durch die Verwendung
des COSMO-Ansatzes nahezu nicht beeinflusst. τav,10 überschätzt die experimen-
tellen Lebensdauern der Verbindungen 1 und 2 (2 µs) um einen Faktor von bis zu
drei; bei Verbindung 4 (9 µs) ergibt sich ein Faktor von etwa zwei. Dagegen werden
die experimentellen Lebensdauern von allen anderen Verbindungen sehr gut durch
τav,10 beschrieben (τav,10 ist um bis zu 12 % zu klein). Demzufolge wird für alle acht
Verbindungen die Übereinstimmung der berechneten Lebensdauern mit dem Ex-
periment verbessert, wenn Lösungsmittel- bzw. Umgebungseffekte im Rahmen des
COSMO-Ansatzes berücksichtigt werden. Insgesamt sagen somit die Lebensdauern
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τav,10 (und τav,3) auch unter Verwendung von COSMO die Unterteilung des Test-
satzes in drei Gruppen hinsichtlich der im Experiment gemessenen Lebensdauern
(1–5/6–7/8) korrekt vorher. Dadurch ist das Auffinden der Komplexe mit langen
experimentellen Lebensdauern von mehr als etwa 20 µs (6–8) möglich.
Als nächstes wird der Einfluss der SF-korrigierten Phosphoreszenzenergie auf die
− ohne den COSMO-Ansatz − berechneten Boltzmann-gemittelten Lebensdauern
untersucht. Wie bereits in Abschnitt 5.2.2.2 erwähnt, kann dabei lediglich die Le-
bensdauer τav,3 betrachtet werden. Die skalarrelativistischen Phosphoreszenzenergi-
en, die im Rahmen der SF-Methode erhalten wurden, sind zwischen 0.1737 eV und
0.5236 eV größer als die unter Verwendung der (spinerhaltenden) TDDFT berech-
neten, siehe Tabelle B.7 im Anhang. Dies führt unmittelbar zu einer Verkürzung
der Lebensdauern τav,3 (um bis zu 37 %), wodurch die Übereinstimmung mit dem
Experiment verbessert wird. Dennoch überschätzt τav,3 die experimentellen Lebens-
dauern für die Verbindungen 1 und 2 um einen Faktor von etwa drei. Für alle an-
deren Komplexe wird der experimentelle Wert gut beschrieben, typischerweise ist
τav,3 etwas zu groß. Die größte Abweichung wird dabei für Verbindung 4 beobach-
tet (14.7 µs gegen 9 µs im Experiment). Insgesamt ist der Effekt der SF-korrigierten
Phosphoreszenzenergie auf die Lebensdauern dem des COSMO-Ansatzes sehr ähn-
lich. In beiden Fällen nehmen die Abweichungen zum Experiment in nahezu glei-
chem Maße ab. Letztendlich sagen somit die Lebensdauern τav,3 unter Einsatz der
SF-korrigierten Phosphoreszenzenergie ebenfalls die Unterteilung des Testsatzes in
drei Gruppen (1–5/6–7/8) korrekt vorher und erlauben daher das Aussortieren der
Komplexe mit langen experimentellen Lebensdauern.
Zuletzt wird der COSMO-Ansatz gemeinsam mit der SF-korrigierten Phospho-
reszenzenergie zur Bestimmung der Lebensdauern τav,3 eingesetzt. Hierbei ist nicht
überraschend, dass diese Lebensdauern zwischen 15 und 39 % kleiner als die al-
leine mit dem COSMO-Ansatz und zwischen 7 und 48 % kleiner als die alleine
unter Verwendung der SF-korrigierten Phosphoreszenzenergie berechneten Werte
sind. Dennoch überschätzt τav,3 die experimentellen Lebensdauern der Verbindun-
gen 1 und 2 um einen Faktor von etwa zwei. Für die Verbindungen 3 und 5–8
ist τav,3 verglichen mit dem Experiment nun etwas zu klein (bis zu 27 %), während
für Verbindung 4 immer noch eine deutliche Überschätzung vorliegt (13.7 µs gegen
9 µs im Experiment). Demzufolge verbessert sich für die Komplexe, welche eine
kurze Lebensdauer unter 10 µs im Experiment zeigen (1–4), die Übereinstimmung
mit dem Experiment weiter − im Vergleich zu der Behandlung mit entweder dem
COSMO-Ansatz oder der SF-korrigierten Phosphoreszenzenergie − wogegen die
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Fehler für alle anderen Verbindungen wieder zunehmen. Verglichen mit den Resul-
taten, die erhalten werden, falls weder der COSMO-Ansatz noch die SF-korrigierte
Phosphoreszenzenergie verwendet wird, ergibt sich eine Verbesserung für alle acht
hier betrachteten Komplexe. Wie erwartet, erlaubt auch die Lebensdauer τav,3, die
im Rahmen des kombinierten Verfahrens aus dem COSMO-Ansatz und der SF-
korrigierten Phosphoreszenzenergie berechnet wurde, die korrekte Unterteilung des
Testsatzes in drei Gruppen (1–5/6–7/8), wodurch das Auffinden der Komplexe mit
langen experimentellen Lebensdauern möglich ist.
An dieser Stelle sei angemerkt, dass durch die Veränderung weiterer Berechnungs-
parameter − wie die Verwendung der Längendarstellung, des BP86-Funktionals, des
X2C-Ansatzes oder der BP86/TZVP-T1-Strukturen − im Mittel die Übereinstim-
mung der berechneten Lebensdauern mit dem Experiment nicht weiter verbessert
werden kann, siehe Tabelle B.9 im Anhang.
In diesem Abschnitt wurde gezeigt, dass die auf LSDA/TZVP-Niveau berech-
neten Boltzmann-gemittelten Lebensdauern unabhängig davon, ob der COSMO-
Ansatz und/oder die SF-korrigierte Phosphoreszenzenergie verwendet wird, den
im Experiment beobachteten Trend korrekt beschreiben, falls der Testsatz in drei
Gruppen unterteilt wird (kleine experimentelle Lebensdauern: 1–5, mittlere Le-
bensdauern: 6 und 7, sehr lange Lebensdauer: 8). Die Verwendung des COSMO-
Ansatzes und/oder der SF-korrigierten Phosphoreszenzenergie führt dabei im Mit-
tel zu einer besseren Übereinstimmung der berechneten Lebensdauern mit den ex-
perimentellen Werten. Folglich ist es auf Grundlage dieser Berechnungen möglich,
die Verbindungen, welche im Experiment lange Lebensdauern von mehr als etwa
20 µs (6–8) aufweisen und daher ungeeignet hinsichtlich eines Einsatzes in OLEDs
sind, auszusortieren.
5.2.4. Einfaches Modell zur Erklärung und Abschätzung
Der Rechenaufwand für die in Abschnitt 5.2.3 durchgeführte Studie an acht Iridium-
komplexen unter Verwendung der zweikomponentigen TDDFT ist vergleichsweise
groß. So benötigt die Bestimmung der niedrigsten zehn Anregungen des größten
im Testsatz enthaltenen Moleküls, Verbindung 2, insgesamt etwa 47 h (139 Atome,
LSDA/TZVP, Nbf = 2959, Intel Xeon X5650 2.67 GHz). In diesem Abschnitt wird
daher ein einfaches und weitaus weniger rechenintensives Modell entwickelt, das
über die Betrachtung des skalarrelativistischen Grundzustands an Stelle der zwei-
komponentigen Anregungen eine qualitative Abschätzung der relativen Größen der
Lebensdauern der untersuchten Verbindungen erlaubt. Diese Methode stellt eine
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effiziente Alternative − mit einer Gesamtrechenzeit von weniger als 1 h für Verbin-
dung 2 − zur zweikomponentigen TDDFT dar, um aus dem vorliegenden Testsatz
die Verbindungen mit langen Lebensdauern, welche ungeeignet hinsichtlich eines
Einsatzes in OLEDs sind, auszusortieren.
Hierfür wird zunächst die unrelaxierte zweikomponentige Differenzdichte, sie-
he Abschnitte 2.2.6.2 und 3.2.3, die unter Einbezug der drei Triplettsubniveaus
TSO1,m berechnet wurde, mit den Dichten der skalarrelativistischen Grenzorbitale ver-
glichen. Alle Größen wurden dabei auf LSDA/TZVP-Niveau (skalarrelativistische
B3LYP/TZVP-T1-Struktur) bestimmt. Die entsprechenden Ergebnisse für die Ver-
bindungen 1 und 8 sind in Abbildung 5.13 veranschaulicht, die Ergebnisse für alle
hier untersuchten Verbindungen sind in den Abbildungen B.2 und B.3 im Anhang
dargestellt. Zunächst ist offensichtlich, dass die im Rahmen der zweikomponentigen
TDDFT berechneten unrelaxierten Differenzdichten für alle untersuchten Komple-
xe Übergänge zwischen dem jeweiligen HOMO und LUMO, welche unter Einsatz
der skalarrelativistischen DFT bestimmt wurden, beschreiben. Diese Beobachtung
ist in Übereinstimmung mit der Tatsache, dass die relevanten zweikomponentigen
Übergänge in allen Fällen zu mindestens 91 % HOMO-LUMO-Charakter zeigen und
die Spin-Bahn-Kopplung insbesondere bei metallorganischen Komplexen einen ver-
nachlässigbaren Einfluss auf die Form der Grenzorbitale sowie den Charakter des
Übergangs hat. [32] Folglich kann die Diskussion der zweikomponentigen Differenz-
dichte auf die Analyse der wesentlich weniger rechenintensiven skalarrelativistischen
Grenzorbitale reduziert werden. Des Weiteren wird an dieser Stelle angemerkt, dass
die relaxierte Differenzdichte für die Anregung in den T1-Zustand unter Verwen-
dung des skalarrelativistischen TDDFT-Gradienten [4,265] für alle betrachteten Ver-
bindungen in sehr guter Übereinstimmung mit der unrelaxierten zweikomponenti-
gen Differenzdichte sowie den skalarrelativistischen Grenzorbitalen ist.
Wie erwartet, kann dem niedrigsten angeregten Triplettzustand aller untersuch-
ten Komplexe über die Analyse der hier betrachteten Dichten CT-Charakter (ge-
nauer: 3MLCT) zugeschrieben werden. Dabei wird die Phosphoreszenz, d. h. der
Übergang zurück in den Grundzustand, hauptsächlich durch einen Einelektronen-
übergang von dem π∗-Ligandenorbital (LUMO) in das 5d-Niveau an Ir (HOMO)
charakterisiert. Dies ist in Übereinstimmung mit den bisherigen Studien an Verbin-
dung 1. [238,241,248,250–252]
Abbildung 5.13 sowie Abbildung B.3 im Anhang legen nahe, dass die Verbin-
dungen, welche im Experiment die längsten Lebensdauern zeigen, über die Analy-
se der Struktur des LUMO aus dem Testsatz aussortiert werden können: Für die
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(a) (b)
(c) (d)
Abb. 5.13.: Zweikomponentige Differenzdichten unter Einbezug der Triplettsubniveaus
TSO1,m von Verbindung 1, siehe (a), und 8, siehe (c), sowie skalarrelativistische Grenz-
orbitale von Verbindung 1, siehe (b), und 8, siehe (d). Die Berechnung der Dichten
erfolgte im Rahmen der DFT in Kombination mit dem LSDA-Funktional und dhf-
TZVP-2c-Basissätzen sowie dem dhf-ECP auf Grundlage der skalarrelativistischen
B3LYP/TZVP-T1-Struktur. Zur Bestimmung der Differenzdichten wurde das Skript
PANAMA mit den Oszillatorstärken in der Geschwindigkeitsdarstellung benutzt. Die
Konturen der Differenzdichten wurden bei 0.003 a. u. (blau) und −0.003 a. u. (gelb)
gezeichnet, die Konturen von HOMO und LUMO bei 0.075 a. u. (gelb/blau) und
−0.075 a. u. (grün/rot).
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Verbindungen 1 und 2 korreliert die kurze experimentelle Lebensdauer (2 µs) da-
mit, dass ein deutlicher Teil der LUMO-Dichte an zwei direkt mit Ir benachbarten
Atomen zu finden ist. Dagegen weisen die Verbindungen 7 und 8, welche im Ex-
periment vergleichsweise lange Lebensdauern von 38 und 118 µs zeigen, dort kaum
LUMO-Dichte auf. Für die Verbindungen 3–6 mit experimentellen Lebensdauern
zwischen 5 und 26 µs befindet sich ein signifikanter Teil der LUMO-Dichte nur an
einem der direkt mit Ir benachbarten Atome. Des Weiteren ist bemerkenswert,
dass die Verbindungen 2, 3 und 7 keine LUMO-Dichte am 2,6-Diisopropylphenyl-
bzw. Phenylrest aufweisen, da das durch diese Reste beschriebene π-System von
dem π-System, das sich in direkter Nachbarschaft des Ir-Zentrums befindet, sepa-
riert ist. Für den untersuchten Testsatz lässt sich festhalten, dass ein ausgedehntes
π-System, das direkt mit Ir benachbart ist, die Wahrscheinlichkeit erhöht, kaum
LUMO-Dichte an den direkt mit Ir benachbarten Atomen aufzufinden, wodurch die
mittlere Lebensdauer zunimmt. Insgesamt erlaubt dieses einfache und anschauliche
Modell, die beiden Komplexe, welche im Experiment die längsten Lebensdauern
zeigen (Verbindungen 7 und 8), aus dem Testsatz auszusortieren. Im Gegensatz
zu der deutlich rechenintensiveren Analyse basierend auf der zweikomponentigen
TDDFT, siehe Abschnitt 5.2.3, besteht im Rahmen dieses Modells jedoch nicht die
Möglichkeit, die absolute Größe der Lebensdauern abzuschätzen.
Mit dem Ziel, eine quantitativere Aussage zu den Lebensdauern auf Basis der
skalarrelativistischen Grundzustandsgrößen treffen zu können, wird die Anzahl der
ungepaarten Elektronen an Ir (number of unpaired electrons, NUE) sowie die Sum-
me der zum LUMO beitragenden Bruttopopulationen an den direkt mit Ir benach-
barten Atomen (contribution to LUMO, CL) betrachtet. Beide Größen wurden un-
ter Verwendung der Mulliken-Populationsanalyse [266] bestimmt, wobei von dem T1-
(NUE) bzw. S0-Zustand (CL) ausgegangen wurde. Die entsprechenden Ergebnisse
sind in Tabelle 5.5 dargestellt. Zunächst ist es naheliegend anzunehmen, dass eine
große NUE auf eine starke Spin-Bahn-Kopplung hinweist, was wiederum zu einer
kleinen mittleren Lebensdauer führt. Für die Verbindungen 1–3 ergeben sich NUEs
zwischen 0.40 und 0.48, wogegen sie für die Verbindungen 4–8 zwischen 0.29 und
0.31 betragen. Dies korreliert mit den Feinstrukturaufspaltungen (berechnet über
die Energiedifferenz der beiden Triplettsubniveaus TSO1,3 und T
SO
1,1 im Rahmen ei-
ner zweikomponentigen TDDFT-Rechnung), die zwischen 0.0108 eV und 0.0283 eV
für die Verbindungen 1–3 liegen und nur zwischen 0.0014 eV und 0.0053 eV für die
Verbindungen 4–8. Wie erwartet, zeigen erstere verhältnismäßig kurze Lebensdau-
ern zwischen 2 µs und 5 µs im Experiment (τav,10 zwischen 7.0 und 8.3 µs), während
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Tab. 5.5.: Anzahl der ungepaarten Elektronen an Ir (NUE), Summe der zum LUMO
beitragenden Bruttopopulationen an den direkt mit Ir benachbarten Atomen (CL),
Feinstrukturaufspaltungen des Triplettniveaus sowie mittlere Lebensdauern τav,10 (LT)
von allen untersuchten Iridiumverbindungen. Die Berechnung aller Werte erfolgte un-
ter Verwendung des LSDA-Funktionals in Kombination mit dhf-TZVP-2c-Basissätzen
sowie dem dhf-ECP auf Grundlage der skalarrelativistischen B3LYP/TZVP-T1-
Struktur. Die NUE (die CL) wurde im Rahmen einer Mulliken-Populationsanalyse
im T1-Zustand (S0-Zustand) erhalten. Die Feinstrukturaufspaltungen wurden über die
Energiedifferenzen der beiden Triplettsubniveaus TSO1,3 und T
SO
1,1 ermittelt. Es wurde die
Geschwindigkeitsdarstellung der Lebensdauern verwendet. Die experimentellen Daten
stammen aus den Referenzen [238] (1) und [29] (2–8). Alle Energien sind in eV ange-
geben, alle Lebensdauern in µs.
Molekül NUE CL Aufspaltung LT LT Exp.
1 0.48 0.40 0.0283 8.3 2
2 0.40 0.32 0.0205 7.0 2
3 0.43 0.48 0.0108 8.0 5
4 0.29 0.46 0.0029 17.4 9
5 0.31 0.31 0.0053 13.3 10
6 0.27 0.39 0.0014 36.4 26
7 0.30 0.08 0.0035 44.8 38
8 0.27 0.07 0.0029 159.8 118
letztere experimentelle Lebensdauern zwischen 9 µs und 118 µs (τav,10 zwischen 13.3
und 159.8 µs) aufweisen. Hierbei ist es jedoch nicht möglich, alleine auf Grundlage
der NUEs (und auch der Feinstrukturaufspaltungen) Verbindung 8 mit einer sehr
langen Lebensdauer (experimentell und τav,10) eindeutig von den Komplexen 4–7
abzugrenzen. Zu diesem Zweck werden die CLs betrachtet: Für die Verbindungen
1–6 betragen sie zwischen 0.31 und 0.48, wogegen sie sich für die Verbindungen 7
und 8 nur auf 0.08 bzw. 0.07 belaufen, was in sehr guter Übereinstimmung mit dem
oben beschriebenen, auf der LUMO-Dichte basierenden Modell ist. Allerdings zei-
gen die CLs im Gegensatz zu diesem einfachen Modell keine Unterschiede zwischen
den Verbindungen 1–2 und 3–6. Auch zeigen die Verbindungen 3–5 große CLs und
vergleichsweise kurze experimentelle Lebensdauern (zwischen 5 und 10 µs), woge-
gen die experimentelle Lebensdauer von Verbindung 6 länger ist (26 µs) trotz einer
großen CL. Daher ist offensichtlich eine große CL notwendig, aber nicht hinreichend
für eine kurze mittlere Lebensdauer.
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Die in diesem Abschnitt beobachtete Beziehung zwischen den mittleren Lebens-
dauern und den CLs kann unter Umständen dazu verwendet werden, neue Verbin-
dungen mit kurzen mittleren Lebensdauern vorzuschlagen, deren Einsatz in OLEDs
denkbar ist. Als hypothetisches Beispiel wird eine Variante von Verbindung 1 be-
trachtet, bei der an allen drei Liganden Phenyl durch Vinyl ersetzt wird, mit dem
Ziel, den Anteil der LUMO-Dichte an den direkt mit Ir benachbarten Atomen zu
erhöhen. Diese Modifikation führt schließlich zu einer Zunahme der CL von 0.40
auf 0.77, was in Übereinstimmung mit dem vorgestellten Modell zu einer Abnahme
der mittleren Lebensdauer τav,10 von 8.3 auf 7.9 µs führt. Dabei fällt diese Abnah-
me kleiner aus, als zunächst anhand der CL vermutet werden könnte. Dies kann
möglicherweise durch die Verkleinerung der NUE (von 0.48 auf 0.41) und der Fein-
strukturaufspaltung (von 0.0283 auf 0.0149 eV) erklärt werden. Wird Verbindung 1
andererseits dahingehend modifiziert, dass N durch P ersetzt wird, so wird der An-
teil der LUMO-Dichte an den direkt mit Ir benachbarten Atomen verringert, was
durch die Abnahme der CL auf 0.26 beschrieben wird und in Übereinstimmung
mit dem einfachen Modell zu einer Zunahme der mittleren Lebensdauer auf 33.4 µs
führt.
Zusammenfassend konnte in diesem Abschnitt ein einfaches, anschauliches und
verglichen mit der zweikomponentigen TDDFT weitaus weniger rechenintensives
Modell entwickelt werden, das auf skalarrelativistischen Grundzustandsgrößen −
insbesondere der Struktur des LUMO − basiert. Dieses Modell erlaubt, aus dem
vorliegenden Testsatz die Verbindungen mit langen Lebensdauern, welche ungeeig-
net hinsichtlich eines Einsatzes in OLEDs sind, auszusortieren. Dabei stellte sich
heraus, dass ein deutlicher Beitrag der direkt mit Ir benachbarten Atome zum LU-
MO notwendig (Verbindungen 1–5), aber nicht hinreichend (Verbindung 6) für eine
kurze mittlere Lebensdauer ist.
5.2.5. Zusammenfassung
In diesem Abschnitt wurde das implementierte zweikomponentige TDDFT-Pro-
gramm zur systematischen und detaillierten Studie der Phosphoreszenzeigenschaf-
ten von acht metallorganischen Iridiumkomplexen, deren Einsatz in OLEDs denk-
bar ist, verwendet. Im Rahmen der Untersuchung von Ir(ppy)3 wurden erstmals die
berechneten Feinstrukturaufspaltungen und individuellen Lebensdauern der Tri-
plettsubniveaus mit experimentellen Daten verglichen. Hierbei zeigte sich, dass ei-
ne qualitative Übereinstimmung nur dann gewährleistet ist, wenn von einer ge-
ringfügig verzerrten geometrischen Struktur des niedrigsten angeregten Triplett-
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zustands ausgegangen wird. Diese wird beispielsweise im Rahmen einer Struk-
turoptimierung unter Einsatz des Hybridfunktionals B3LYP, nicht aber bei Ver-
wendung von reinen Dichtefunktionalen wie BP86 erhalten. Der Grund hierfür ist
die Vertauschung von LUMO (entartet auf B3LYP-Niveau) und LUMO+1 (nicht-
entartet auf B3LYP-Niveau) für diese beiden Funktionale, woraus sich eine Jahn-
Teller-Verzerrung des niedrigsten angeregten Triplettzustands bei Verwendung des
B3LYP-Funktionals ergibt. Die bessere Übereinstimmung der mittleren Lebensdau-
er mit dem Experiment im Falle der − in den bisherigen Studien häufiger eingesetz-
ten − C3-symmetrischen BP86-Struktur ist möglicherweise auf eine glückliche Feh-
lerkompensation zurückzuführen. Aus diesem Grund wurde zur Untersuchung des
Einflusses weiterer Berechnungsparameter auf die Anregungsenergien und strahlen-
den Lebensdauern immer von der B3LYP-Struktur ausgegangen. Die experimentelle
Phosphoreszenzenergie wird von reinen Dichtefunktionalen um etwa 0.6 eV unter-
schätzt, was nicht überraschend bei einem CT-Übergang ist. Dieser Fehler kann auf
etwa 0.2 eV reduziert werden, wenn das Hybridfunktional B3LYP eingesetzt oder
eine Korrektur unter Verwendung der SF-Methode addiert wird. Die sehr kleinen
Feinstrukturaufspaltungen wurden in allen Berechnungen − ebenso wie die indi-
viduellen Lebensdauern − überschätzt; beispielsweise liegt das höchste Triplett-
subniveau im Experiment um 0.0063 eV höher als die mittlere zweikomponentige
Phosphoreszenzenergie, während im Rahmen der Berechnung mit einem ECP zwi-
schen 0.0154 eV und 0.0197 eV erhalten werden. Die größte Abweichung zum Expe-
riment wird beobachtet, wenn die Spin-Bahn-Kopplung über den X2C-Ansatz an
Stelle eines ECP beschrieben wird (Aufspaltung des höchsten Triplettsubniveaus:
0.0242 eV). Hinsichtlich der mittleren Lebensdauer, die im Experiment bei 2 µs
und im Rahmen der hier durchgeführten Berechnungen zwischen 8.3 µs und 11.3 µs
liegt, ergibt sich eine Steigerung der Genauigkeit, wenn der COSMO-Ansatz zur
Simulation des THF-Lösungsmittels (zwischen 6.5 und 5.8 µs) oder − wie im Rah-
men dieser Arbeit erstmals geschehen − die SF-korrigierte Phosphoreszenzenergie
(6.1 µs) verwendet wird.
In einer weiteren Studie wurden anschließend die mittleren Lebensdauern für
einen Testsatz von acht Verbindungen berechnet. Dabei wurde erstmals die Konver-
genz der Boltzmann-gemittelten Lebensdauern bei zunehmender Anzahl an berück-
sichtigten Zuständen untersucht. Werden − wie bisher üblich − lediglich die drei
Triplettsubniveaus berücksichtigt, so ergibt sich eine maximale Abweichung (Über-
schätzung) von 31 % zu der als vollständig konvergiert betrachteten Lebensdauer,
die unter Einbezug von 20 Zuständen erhalten wird. Letztere liegt näher an den
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experimentellen Werten und kann innerhalb eines Fehlers von weniger als 1 % durch
die entsprechende Boltzmann-gemittelte Lebensdauer unter Verwendung von zehn
Zuständen reproduziert werden. Der untersuchte Testsatz kann hinsichtlich der ex-
perimentellen Lebensdauern in drei Gruppen unterteilt werden. Damit ein Komplex
potentiell für einen Einsatz in OLEDs geeignet ist, sollte die strahlende Lebensdau-
er klein sein, d. h. weniger als etwa 20 µs betragen. Dieses Kriterium wird von den
Verbindungen 1–5 erfüllt, wogegen Verbindung 8 eine sehr lange experimentelle
Lebensdauer von 118 µs zeigt und die Verbindungen 6 und 7 dazwischen liegen (26
und 38 µs). Die Unterteilung in drei Gruppen wird von allen verwendeten Methoden
korrekt beschrieben: LSDA im Rahmen der Boltzmann-Statistik unter Berücksich-
tigung von drei oder zehn Zuständen mit und ohne SF-korrigierter Phosphores-
zenzenergie sowie mit und ohne COSMO-Ansatz. Die geometrischen Strukturpa-
rameter wurden dabei im Rahmen einer Optimierung des niedrigsten angeregten
Triplettzustands unter Verwendung des B3LYP-Funktionals mit und ohne COSMO
bestimmt. Die am wenigsten rechenintensive Methode − Berücksichtigung der drei
Triplettsubniveaus ohne SF-Korrektur und ohne COSMO − führt zu einer Über-
schätzung der experimentellen Lebensdauern: Für die Verbindungen 1–5 betragen
die berechneten Lebensdauern zwischen 7 µs und 18 µs, für Verbindung 8 177 µs
und für die Verbindungen 6 und 7 38 µs bzw. 54 µs. Die etwas rechenintensiveren
Ansätze liefern kürzere mittlere Lebensdauern, wodurch die Übereinstimmung mit
dem Experiment verbessert wird. Insgesamt ist es auf Grundlage der hier vorge-
stellten Verfahren möglich, die Verbindungen, welche hinsichtlich eines Einsatzes
in OLEDs ungeeignet sind, von dem betrachteten Testsatz auszusortieren. Zu die-
sem Zweck wurde auch ein neues, verglichen mit der zweikomponentigen TDDFT
weitaus weniger rechenintensives Modell entwickelt, das auf skalarrelativistischen
Grundzustandsgrößen − insbesondere der Struktur des LUMO − basiert. Die re-
levanten Übergänge finden zwischen dem LUMO, das hauptsächlich an einem der
Liganden lokalisiert ist, und dem HOMO, das hauptsächlich durch das 5d-Niveau
des Ir-Zentrums beschrieben wird, statt. Es wurde schließlich gefunden, dass ein
signifikanter Beitrag der direkt mit Ir benachbarten Atome zum LUMO notwendig,
aber nicht hinreichend für eine kurze mittlere Lebensdauer ist.
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6. Zusammenfassung
In der vorliegenden Arbeit wurden zweikomponentige Methoden im Rahmen der
TDDFT entwickelt, implementiert und angewandt. Mit diesen Verfahren ist die Be-
rücksichtigung des Einflusses der Spin-Bahn-Kopplung auf elektronische Übergänge
sowie auf den Beitrag der Elektronenkorrelation zur elektronischen Grundzustand-
senergie und zu den Einelektronenenergien („Orbitalenergien“) möglich. Die Im-
plementierung einer effizienten zweikomponentigen Variante der TDDFT erfolgte
in das Programmpaket TURBOMOLE, indem der bereits vorhandene reelle ein-
komponentige Formalismus auf eine komplexe zweikomponentige Struktur erwei-
tert wurde. Das zweikomponentige Programm erlaubt die Verwendung von reinen
Dichtefunktionalen sowie im Rahmen der TDA zusätzlich den Einsatz von Hybrid-
funktionalen. Es ist anwendbar auf geschlossenschalige Systeme in Kombination mit
allen in TURBOMOLE verfügbaren zweikomponentigen Ansätzen. Darüber hinaus
wurden ausgehend von der zweikomponentigen TDDFT und den entsprechenden
nicht- bzw. skalarrelativistischen Zusammenhängen erstmals die zweikomponenti-
gen Varianten der RPA und der GW-Methode theoretisch ausgearbeitet und im-
plementiert.
Die in dieser Arbeit vorgestellten zweikomponentigen Methoden wurden mittels
der Berechnung einiger schwerer Atome und zweiatomiger Moleküle hinsichtlich
ihrer Genauigkeit beurteilt. Für die im Rahmen der zweikomponentigen TDDFT
erhaltenen elektronischen Anregungsenergien zeigte sich eine sehr gute Überein-
stimmung mit den Resultaten, die unter Verwendung anderer zwei- und vierkom-
ponentiger TDDFT-Programme gewonnen wurden. Während die berechneten Fein-
strukturaufspaltungen für alle verwendeten Funktionale sehr ähnlich sind und gut
mit den experimentellen Daten übereinstimmen, so führte der Einsatz des Hybrid-
funktionals B3LYP in vielen Fällen zu einer signifikanten Verbesserung der gemit-
telten zweikomponentigen (und skalarrelativistischen) Anregungsenergien. Die un-
ter Verwendung der zweikomponentigen RPA berechneten Gleichgewichtsabstände
und Schwingungsfrequenzen liegen im Mittel näher an den experimentellen Werten
als die entsprechenden DFT-, HF- und MP2-Ergebnisse. Der Einfluss der Spin-
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6. Zusammenfassung
Bahn-Kopplung ist dabei für alle untersuchten Methoden ähnlich, aber klein. Im
Rahmen der Beurteilung der zweikomponentigen GW-Methode wurde gezeigt, dass
ein wesentlich weniger rechenintensives Extrapolationsverfahren auf Basis einer
skalarrelativistischen GW-Rechnung sowie einer zusätzlichen zweikomponentigen
DFT-Rechnung nahezu identische Ergebnisse liefert. Die mit diesem Verfahren be-
rechneten ersten Ionisierungsenergien und Elektronenaffinitäten zeigen ähnlich wie
die ∆-SCF-Methode eine deutlich bessere Übereinstimmung mit dem Experiment
als die im Rahmen der zweikomponentigen DFT und HF-Theorie erhaltenen Werte.
Dies trifft auch für die Bindungsenergien der inneren elektronischen Niveaus zu, für
die das ∆-SCF-Verfahren nicht einsetzbar ist.
Neben der Berechnung von Atomen und zweiatomigen Molekülen wurden auch
umfangreiche Studien an großen Systemen durchgeführt, was im Rahmen ande-
rer zwei- und vierkomponentiger TDDFT-Implementierungen bisher nicht möglich
war. Der Fokus wurde dabei auf Cluster schwerer Metalle sowie metallorganische
Komplexe gelegt. Es wurde gezeigt, dass die Spin-Bahn-Kopplung einen signifikan-
ten Einfluss auf die elektronischen Spektren der Goldcluster Au20 und Au25(SR)−18
hat. Insbesondere konnte auf diese Weise das bisher nicht verstandene Doppel-
maximum im gemessenen optischen Absorptionsspektrum von Au25(SR)−18 erklärt
werden (Kooperationsprojekt mit De-en Jiang, University of California, Riverside).
Beide Goldcluster stellen die mit Abstand größten bisher im Rahmen eines zwei-
bzw. vierkomponentigen TDDFT-Programms untersuchten Verbindungen dar, wo-
durch die Effizienz der neuen Implementierung demonstriert wurde. Darüber hinaus
erfolgte die Berechnung der relativen Energien dreier Isomere von Pb6 im Rah-
men der zweikomponentigen RPA, wobei frühere DFT-Ergebnisse bestätigt werden
konnten, die eine Aufhebung der deutlichen energetischen Bevorzugung des Jahn-
Teller-verzerrten Isomers gegenüber der hochsymmetrischen Struktur aufgrund der
Spin-Bahn-Kopplung vorhersagten. Abschließend wurde eine systematische und de-
taillierte Untersuchung der Phosphoreszenzeigenschaften von acht iridiumhaltigen
metallorganischen Komplexen, deren Einsatz in OLEDs denkbar ist, unter Verwen-
dung der zweikomponentigen TDDFT durchgeführt. Zunächst wurden am Beispiel
von Ir(ppy)3 erstmals die berechneten Feinstrukturaufspaltungen und individuel-
len Lebensdauern der Triplettsubniveaus mit experimentellen Daten verglichen −
und nicht wie bisher üblich lediglich die mittlere Lebensdauer. Hierbei ergab sich,
dass eine qualitative Übereinstimmung mit dem Experiment nur dann gewährleis-
tet ist, wenn von einer geringfügig verzerrten geometrischen Struktur ausgegangen
wird, die beispielsweise im Rahmen einer Optimierung mit dem Hybridfunktional
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B3LYP erhalten wird. Im Weiteren wurde gezeigt, dass die potentielle Eignung
der untersuchten Komplexe hinsichtlich eines Einsatzes in OLEDs auf Grundlage
der berechneten mittleren Lebensdauern korrekt abgeschätzt werden kann. Da-
bei ist es möglich, die Übereinstimmung mit den experimentellen Lebensdauern
über die Berücksichtigung von Lösungsmittel- bzw. Umgebungseffekten (COSMO)
und die Verwendung einer korrigierten Phosphoreszenzenergie (SF-Methode) weiter
zu verbessern. Schließlich wurde ein neues, verglichen mit der zweikomponentigen
TDDFT weitaus weniger rechenintensives Verfahren entwickelt, welches das Her-





In diesem Anhang wird die Herleitung des vierkomponentigen Analogons der Plas-
monformel, Gleichung (2.134), zur Bestimmung der Grundzustandskorrelations-
energie im Rahmen der RPA basierend auf der Dirac-Coulomb-Breit-Gleichung,
Gleichung (2.16), skizziert. Sie erfolgt dabei in völliger Analogie zur Herleitung der
entsprechenden zweikomponentigen Theorie in Abschnitt 2.3 und wurde ebenfalls
erstmals im Rahmen dieser Arbeit veröffentlicht, siehe Referenz [102].
Der Dirac-Coulomb-Breit-Operator, siehe Gleichung (2.16), wird im adiabatic
connection Formalismus definiert als: [129,130,267–269]





Dabei wird die gesamte interelektronische Wechselwirkung, die durch die Summe
des Coulomb- (V̂C) und Breit-Beitrags (V̂B) gegeben ist, mit der Kopplungsstärke α
skaliert. Letztere ist nicht zu verwechseln mit der (4×4)-Matrix ~α. V̂α enthält ledig-
lich den Einelektronenbeitrag der Kern-Elektron-Wechselwirkung und ist aufgrund
der Struktur des Breit-Terms, siehe Gleichung (2.21), neben der Grundzustands-





, abhängig. Die Anwesenheit von V̂α erzwingt,

















wird durch eine Slaterdeterminante, die aus den vierkomponentigen Spinoren Ψiσ̃
aufgebaut ist, beschrieben.
Die Grundzustandskorrelationsenergie kann analog zu Gleichung (2.117) wieder
als Integral über die Kopplungsstärke dargestellt werden, [129,130] wobei der Inte-
grand durch




gegeben ist. Unter Verwendung der vierkomponentigen Feldoperatoren können V̂C,
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Im nächsten Schritt wird analog zur zweikomponentigen Vorgehensweise der Zähler
des Integranden in Gleichung (A.3) unter Ausnutzung der fermionischen Antiver-
tauschungsregeln [110] in Produkte des Dichteoperators
ρ̂(~r ) = Ψ̂†(~r )Ψ̂(~r ) (A.5)
faktorisiert. Im Falle von Gleichung (A.4) erfolgt die Faktorisierung entsprechend
in Produkte des Stromdichteoperators:
~̂j(~r ) = cΨ̂†(~r )~αΨ̂(~r ) . (A.6)
Mit dem Dichtefluktuationsoperator aus Gleichung (2.121) und dem Stromdichte-
fluktuationsoperator
∆~̂j(~r ) = ~̂j(~r ) −~j(~r ) (A.7)




unabhängig von α ist, ergibt
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Mit der Vollständigkeitsrelation sowie den Übergangsdichten
ραn(~r ) = 〈Θα4c, 0|ρ̂(~r )|Θα4c, n〉 = 〈Θα4c, 0|∆ρ̂(~r )|Θα4c, n〉 (A.9)
und den Übergangsstromdichten
~j αn (~r ) = 〈Θα4c, 0|~̂j(~r )|Θα4c, n〉 = 〈Θα4c, 0|∆~̂j(~r )|Θα4c, n〉 (A.10)

















Dabei ist das Coulomb-Funktional in Gleichung (2.126) gegeben und
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beschreibt das reellwertige Breit-Funktional, das von der Übergangsstromdichte
bei Kopplungsstärke α abhängt und den Einfluss der Breit-Wechselwirkung auf
die Grundzustandskorrelationsenergie wiedergibt. Demnach ist wie im Rahmen der
zweikomponentigen sowie der nicht- bzw. skalarrelativistischen Theorie die exakte
Grundzustandskorrelationsenergie alleine über Einelektronengrößen definiert, auf
Dirac-Coulomb-Breit-Niveau jedoch neben den Übergangsdichten auch in Abhän-
gigkeit der Übergangsstromdichten.
Die vierkomponentige RPA ergibt sich nun über die näherungsweise Berechnung
dieser Übergangsdichten und Übergangsstromdichten im Rahmen der vierkom-
ponentigen zeitabhängigen Hartree-Breit-Methode (time-dependent Hartree-Breit,
TDHB). Dies geschieht unter Betrachtung des nichthermiteschen Eigenwertpro-
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die neben dem Coulomb-Beitrag aufgrund der Breit-Wechselwirkung weitere Zwei-
elektronenterme enthalten. [72,169–171,270–272] Mit den Übergangsdichten
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(A.16)
ergibt sich ein zu Gleichung (2.131) analoger Ausdruck. Mit dem Hellmann-Feyn-






EC[ρα, TDHBn ] + E
B[~j α, TDHBn ]
)
. (A.17)
Nach analytischer Integration über die Kopplungsstärke erhält man schließlich für
die Grundzustandskorrelationsenergie im Rahmen der vierkomponentigen RPA auf







ωTDHBn − ωTDA TDHBn
)
. (A.18)
Dieses Resultat ist völlig analog zu den Ergebnissen im zweikomponentigen und
nicht- bzw. skalarrelativistischen Fall, siehe Gleichung (2.134), jedoch werden die
entsprechenden Anregungsenergien unter Verwendung der TDHB-Methode, d. h.
mit den Orbitalrotationshessematrizen aus den Gleichungen (A.13) und (A.14) −
wobei α = 1 − bestimmt.
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B. Tabellen und Abbildungen
Tab. B.1.: Gleichgewichtsabstände und harmonische Schwingungsfrequenzen des elek-
tronischen Grundzustands von At2 unter Verwendung skalarrelativistischer (1c) sowie
zweikomponentiger (2c) Methoden. Für weitere Informationen siehe Tabelle 4.11. Die
Gleichgewichtsabstände sind in pm, die Schwingungsfrequenzen in cm−1 angegeben.
Gleichgewichtsabstand Schwingungsfrequenz
Methode 1c 2c 1c 2c
RPA 285.9 298.9 153 115
MP2 280.0 290.4 172 137
HF 283.7 295.8 169 132
B3LYP 287.3 303.9 153 109
PBE 286.2 302.5 154 110
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Tab. B.4.: Zweikomponentige Phosphoreszenzenergie von Verbindung 1. Die Berechnung erfolgte im Rahmen der TDA und der
TDDFT. Für weitere Informationen siehe Tabelle 5.2. Die experimentellen Daten stammen aus Referenz [238]. Alle Energien sind
in eV angegeben.
B3LYP (TDA) BP86 (TDA) LSDA (TDA) LSDA (TDDFT) Exp.
Mittelwert des Tripletts 2.1488 (2.2114) 1.7993 (1.8842) 1.7831 (1.8675) 1.7770 (1.8618) 2.4311
Aufspaltung von TSO1,1 −0.0090 −0.0137 −0.0125 −0.0110 −0.0040
Aufspaltung von TSO1,2 −0.0064 −0.0084 −0.0073 −0.0063 −0.0023
Aufspaltung von TSO1,3 0.0154 0.0221 0.0198 0.0173 0.0063
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Tab. B.5.: Abstände von Ir zu den direkten Nachbaratomen von allen untersuchten Ver-
bindungen. Es wurden die skalarrelativistischen B3LYP/TZVP-T1-, BP86/TZVP-T1-
und B3LYP/TZVP-S0-Strukturen betrachtet. Für Verbindung 1 sind die entsprechen-
den Abstände der gemittelten C3-symmetrischen Struktur in Klammern angegeben,
siehe auch Abbildung 5.11. Alle Abstände sind in pm angegeben.
Molekül Atom B3LYP-Struk. BP86-Struk. B3LYP-S0-Struk.
1 C 198.9 (203.2) 201.9 203.5
C 203.3 (203.2) 201.9 203.5
C 205.0 (203.2) 201.9 203.5
N 214.5 (218.6) 216.0 218.0
N 219.0 (218.6) 216.0 218.0
N 220.8 (218.6) 216.0 218.0
2 C 201.1 202.8 204.5
C 204.5 202.8 204.5
C 205.8 202.8 204.5
N 212.2 214.2 216.4
N 216.9 214.2 216.4
N 218.8 214.2 216.4
3 C 209.0 207.1 207.8
C 209.0 207.3 207.8
C 209.1 207.2 210.9
C 206.0 208.3 210.9
C 210.7 208.9 207.8
C 211.8 211.6 210.9
4 C 205.6 204.7 205.5
C 206.5 206.6 211.7
C 207.0 206.5 206.5
C 209.2 208.6 209.8
C 209.9 208.8 208.9
C 215.0 214.7 213.7
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Tab. B.6.: Fortsetzung von Tabelle B.5.
Molekül Atom B3LYP-Struk. BP86-Struk. B3LYP-S0-Struk.
5 C 205.4 205.0 210.3
C 205.7 204.6 206.0
C 207.4 206.6 207.2
C 211.7 210.6 209.4
C 212.3 211.7 212.3
C 213.8 213.4 213.7
6 C 206.1 205.4 205.8
C 207.2 206.3 207.2
C 207.8 207.3 212.8
C 210.0 208.3 210.6
C 210.8 210.5 209.4
C 215.8 215.4 214.1
7 C 205.0 205.3 210.5
C 208.9 209.8 208.3
C 209.2 209.9 207.0
C 213.8 210.2 214.0
C 215.3 215.4 214.7
C 216.6 216.8 213.5
8 C 206.3 206.1 211.9
C 207.4 207.4 207.2
C 208.2 207.5 206.7
C 213.5 214.4 210.1
C 214.4 210.6 214.8
C 215.3 216.2 215.4
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Tab. B.7.: Skalarrelativistische Phosphoreszenzenergien von allen untersuchten Iridi-
umverbindungen. Die Berechnung erfolgte im Rahmen der SF-Methode (SF-TDA)
sowie der TDDFT unter Verwendung des LSDA-Funktionals in Kombination mit
dhf-TZVP-2c-Basissätzen und dem dhf-ECP auf Grundlage der skalarrelativistischen
B3LYP/TZVP-T1-Struktur. Für weitere Informationen siehe Tabellen 5.2 und 5.4.
Der experimentelle Wert für Verbindung 1 stammt aus Referenz [238]. Alle Energien
sind in eV angegeben.
Mol. SF-TDA TDDFT SF-TDA (COSMO) TDDFT (COSMO) Exp.
COSMO-Struk. COSMO-Struk.
1 2.2706 1.8618 2.2983 1.9004 2.4311
2 2.3293 2.0007 2.3226 1.9997 –
3 2.7403 2.3143 2.7629 2.3995 –
4 2.5282 2.3204 2.5226 2.2808 –
5 2.5238 2.3276 2.5077 2.2460 –
6 2.4483 2.2746 2.4395 2.2535 –
7 2.5741 2.0505 2.5432 1.9924 –
8 2.5557 2.1152 2.5477 2.0889 –
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Tab. B.8.: Mittlere Lebensdauern τav,M und arithmetisch gemittelte Lebensdauern
τav,arith 3 von allen untersuchten Iridiumverbindungen. Die Berechnung erfolgte im
Rahmen der zweikomponentigen TDDFT in Kombination mit dem LSDA-Funktional.
Es wurden sowohl dhf-TZVP-2c-Basissätze in Kombination mit dem dhf-ECP ein-
gesetzt als auch die X2C-Methode. Für weitere Informationen siehe Tabelle 5.2.
Die skalarrelativistische BP86/TZVP-T1-Struktur kam neben der B3LYP/TZVP-T1-
Struktur zum Einsatz. Es wurde die Geschwindigkeitsdarstellung der Lebensdauern
verwendet. Die experimentellen Daten stammen aus den Referenzen [238] (1) und [29]
(2–8). Alle Lebensdauern sind in µs angegeben.
Mol. Methode Struktur τav,arith 3 τav,3 τav,4 τav,7 τav,10 τav,20 Exp.
1 ECP B3LYP 4.9 9.2 8.3 8.3 8.3 8.3
ECP BP86 3.8 4.6 4.9 4.9 4.9 4.9 2
X2C B3LYP 4.6 11.2 8.8 8.8 8.8 8.8
2 ECP B3LYP 4.5 7.3 7.0 7.0 7.0 7.0
ECP BP86 3.0 3.4 3.2 3.2 3.2 3.2 2
X2C B3LYP 3.0 7.0 6.4 6.4 6.4 6.4
3 ECP B3LYP 8.1 10.5 8.0 8.2 8.0 8.0
ECP BP86 18.6 20.7 9.1 9.1 9.1 9.1 5
X2C B3LYP 5.1 7.9 5.8 5.9 5.8 5.8
4 ECP B3LYP 16.4 17.5 17.4 17.4 17.4 17.4
ECP BP86 12.5 13.4 13.2 13.2 13.2 13.2 9
X2C B3LYP 8.5 9.7 9.7 9.6 9.6 9.6
5 ECP B3LYP 12.1 13.5 13.3 13.3 13.3 13.3
ECP BP86 9.4 10.2 9.8 9.8 9.8 9.8 10
X2C B3LYP 6.5 8.0 7.9 7.9 7.9 7.9
6 ECP B3LYP 37.0 37.9 37.9 36.6 36.4 36.4
ECP BP86 29.8 30.4 29.9 26.4 26.2 26.2 26
X2C B3LYP 19.6 20.6 20.5 19.8 19.7 19.7
7 ECP B3LYP 48.8 53.4 44.9 44.9 44.8 44.8
ECP BP86 43.2 46.6 55.6 24.1 17.2 17.2 38
X2C B3LYP 42.0 47.6 38.9 38.9 38.9 38.9
8 ECP B3LYP 164.5 176.6 174.4 172.4 159.8 158.9
ECP BP86 87.2 89.7 104.8 117.3 53.9 53.5 118
X2C B3LYP 89.4 101.4 98.9 97.5 89.4 88.9
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Tab. B.9.: Mittlere Lebensdauern τav,10 von allen untersuchten Iridiumverbindungen. Sofern nicht anderweitig angemerkt, erfolgte die
Berechnung im Rahmen der zweikomponentigen TDDFT in Kombination mit dhf-TZVP-2c-Basissätzen sowie dem dhf-ECP auf
Grundlage der skalarrelativistischen B3LYP/TZVP-T1-Struktur. Außerdem wurde die Geschwindigkeitsdarstellung der Lebens-
dauern verwendet. Für weitere Informationen siehe Tabellen 5.2 und 5.4. Die experimentellen Daten stammen aus den Referenzen
[238] (1) und [29] (2–8). Alle Lebensdauern sind in µs angegeben.





1 8.3 9.2 5.8 10.7 8.8 4.9 3.0 2
2 7.0 7.5 4.9 8.8 6.4 3.2 3.9 2
3 8.0 7.9 4.4 9.4 5.8 9.1 5.7 5
4 17.4 17.7 16.7 27.8 9.6 13.2 15.7 9
5 13.3 14.1 9.1 24.9 7.9 9.8 6.9 10
6 36.4 37.1 23.5 50.0 19.7 26.2 20.8 26
7 44.8 43.9 34.9 71.5 38.9 17.2 12.9 38



















Tab. B.10.: Skalarrelativistische (1c) und zweikomponentige (2c) Anregungsenergien ωn sowie zugehörige Lebensdauern τn von
allen untersuchten Iridiumverbindungen. Sofern nicht anderweitig angemerkt, erfolgte die Berechnung aller Werte im Rahmen
der TDDFT unter Verwendung des LSDA-Funktionals in Kombination mit dhf-TZVP-2c-Basissätzen sowie dem dhf-ECP auf
Grundlage der skalarrelativistischen B3LYP/TZVP-T1-Struktur. Für weitere Informationen siehe Tabelle 5.4. Es wurde die
Geschwindigkeitsdarstellung der Lebensdauern verwendet. Alle Energien sind in eV angegeben, alle Lebensdauern in µs.
Molekül ωn 1c ωn 1c (COSMO) ωn 1c ωn 2c ωn 2c (COSMO) ωn 2c τn 2c τn 2c (COSMO) τn 2c
COSMO-Struk. BP86-Struk. COSMO-Struk. BP86-Struk. COSMO-Struk. BP86-Struk.
1 1.8618 (T1) 1.9004 (T1) 1.8636 (T1) 1.7660 1.8010 1.7726 5727.3 4433.8 1743932.8
1.8618 (T1) 1.9004 (T1) 1.8636 (T1) 1.7707 1.8054 1.7862 15.7 13.2 2.5
1.8618 (T1) 1.9004 (T1) 1.8636 (T1) 1.7943 1.8270 1.7863 1.8 1.3 2.5
1.9626 (S1) 2.0050 (S1) 1.9155 (S1) 1.8334 1.8710 1.8089 2.1 1.3 8.5
2.0629 (T2) 2.1416 (T2) 2.0030 (T2) 1.9576 2.0336 1.9027 1453.2 956.8 46.7
2.0629 (T2) 2.1416 (T2) 2.0030 (T2) 1.9640 2.0400 1.9031 116.4 109.5 44.5
2.0629 (T2) 2.1416 (T2) 2.0030 (T2) 1.9804 2.0554 1.9128 3.3 1.4 2.7
2.1174 (T3) 2.1845 (T3) 2.0034 (T3) 2.0058 2.0746 1.9129 3.0 3.3 2.7
2.1174 (T3) 2.1845 (T3) 2.0034 (T3) 2.0171 2.0880 1.9222 495.8 155.2 134.3
2.1174 (T3) 2.1845 (T3) 2.0034 (T3) 2.0219 2.0947 1.9589 3.7 2.6 24.5
2 2.0007 (T1) 1.9997 (T1) 2.0971 (T1) 1.9182 1.9190 2.0074 7867.8 6748.3 754237.0
2.0007 (T1) 1.9997 (T1) 2.0971 (T1) 1.9216 1.9222 2.0164 24.2 16.4 2.1
2.0007 (T1) 1.9997 (T1) 2.0971 (T1) 1.9387 1.9378 2.0171 1.6 1.2 1.9
2.1544 (S1) 2.1531 (S1) 2.1716 (S1) 2.0224 2.0241 2.0589 0.9 0.6 1.4
2.3161 (T2) 2.3561 (T2) 2.2742 (T2) 2.2227 2.2729 2.1824 6374.5 690.9 336.9
2.3161 (T2) 2.3561 (T2) 2.2742 (T2) 2.2258 2.2791 2.1863 192.4 13.4 62.6
2.3161 (T2) 2.3561 (T2) 2.2742 (T2) 2.2277 2.2854 2.1884 15.8 1.4 7.1
2.3363 (S2) 2.3810 (T3) 2.2784 (T3) 2.2379 2.3106 2.1890 4.7 2.3 6.1
2.3464 (T3) 2.3810 (T3) 2.2784 (T3) 2.2520 2.3393 2.1926 20186.0 431.2 11.8
2.3464 (T3) 2.3810 (T3) 2.2784 (T3) 2.2527 2.3449 2.2026 38.8 5.1 24.6
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Tab. B.11.: Fortsetzung von Tabelle B.10.
Molekül ωn 1c ωn 1c (COSMO) ωn 1c ωn 2c ωn 2c (COSMO) ωn 2c τn 2c τn 2c (COSMO) τn 2c
COSMO-Struk. BP86-Struk. COSMO-Struk. BP86-Struk. COSMO-Struk. BP86-Struk.
3 2.3143 (T1) 2.3995 (T1) 2.3403 (T1) 2.2668 2.3509 2.2904 813.5 457.7 854.1
2.3143 (T1) 2.3995 (T1) 2.3403 (T1) 2.2690 2.3534 2.2925 106.9 93.1 30.7
2.3143 (T1) 2.3995 (T1) 2.3403 (T1) 2.2777 2.3630 2.2971 2.8 1.3 7.8
2.4082 (S1) 2.5199 (S1) 2.4191 (S1) 2.3468 2.4476 2.3598 0.5 0.2 0.4
2.4190 (T2) 2.5723 (T2) 2.4802 (T2) 2.3711 2.5228 2.4312 7327.0 4062.6 3586.9
2.4190 (T2) 2.5723 (T2) 2.4802 (T2) 2.3715 2.5234 2.4320 66.9 16.7 36.8
2.4190 (T2) 2.5723 (T2) 2.4802 (T2) 2.3718 2.5235 2.4323 70.4 52.1 61.9
2.4394 (S2) 2.5877 (S2) 2.4920 (S2) 2.3855 2.5352 2.4414 1.5 1.0 3.4
2.5199 (T3) 2.6527 (T3) 2.5740 (T3) 2.4714 2.5999 2.5249 4685.2 192.0 3117.5
2.5199 (T3) 2.6527 (T3) 2.5740 (T3) 2.4720 2.6004 2.5256 30.7 99.7 198.5
4 2.3204 (T1) 2.2808 (T1) 2.3309 (T1) 2.2918 2.2487 2.3029 2352.3 2080.9 1318.6
2.3204 (T1) 2.2808 (T1) 2.3309 (T1) 2.2924 2.2493 2.3035 150.1 186.8 105.3
2.3204 (T1) 2.2808 (T1) 2.3309 (T1) 2.2946 2.2513 2.3059 5.7 5.4 4.4
2.5541 (S1) 2.5349 (S1) 2.5155 (S1) 2.4993 2.4716 2.4688 0.4 0.2 0.5
2.5687 (T2) 2.5703 (T2) 2.5279 (T2) 2.5280 2.5261 2.4906 786.3 787.2 274.9
2.5687 (T2) 2.5703 (T2) 2.5279 (T2) 2.5321 2.5291 2.4950 23.2 7.1 20.5
2.5687 (T2) 2.5703 (T2) 2.5279 (T2) 2.5365 2.5325 2.4992 1.0 1.3 0.9
2.6363 (S2) 2.6221 (S2) 2.6132 (S2) 2.5847 2.5702 2.5633 0.7 1.2 0.7
2.7324 (T3) 2.6666 (T3) 2.6919 (T3) 2.6947 2.6252 2.6586 44.7 38.5 21.5
2.7324 (T3) 2.6666 (T3) 2.6919 (T3) 2.6949 2.6261 2.6587 79.0 7.9 81.5
5 2.3276 (T1) 2.2460 (T1) 2.3395 (T1) 2.2920 2.2003 2.3015 5990.9 6077.0 5079.0
2.3276 (T1) 2.2460 (T1) 2.3395 (T1) 2.2928 2.2012 2.3027 35.9 31.4 13.2
2.3276 (T1) 2.2460 (T1) 2.3395 (T1) 2.2974 2.2064 2.3066 4.5 2.9 4.1
2.5249 (S1) 2.4529 (S1) 2.4809 (S1) 2.4588 2.3679 2.4202 0.6 0.4 0.9
2.5356 (T2) 2.4725 (T2) 2.5166 (T2) 2.4863 2.4148 2.4702 771.7 2163.9 345.5
2.5356 (T2) 2.4725 (T2) 2.5166 (T2) 2.4892 2.4169 2.4705 40.1 56.4 30.7
2.5356 (T2) 2.4725 (T2) 2.5166 (T2) 2.4901 2.4189 2.4731 2.7 2.0 3.3
2.5663 (T3) 2.5110 (T3) 2.5309 (T3) 2.5143 2.4487 2.4822 277.8 239.4 28.0
2.5663 (T3) 2.5110 (T3) 2.5309 (T3) 2.5203 2.4540 2.4886 15.2 11.2 17.0



















Tab. B.12.: Fortsetzung von Tabelle B.11.
Molekül ωn 1c ωn 1c (COSMO) ωn 1c ωn 2c ωn 2c (COSMO) ωn 2c τn 2c τn 2c (COSMO) τn 2c
COSMO-Struk. BP86-Struk. COSMO-Struk. BP86-Struk. COSMO-Struk. BP86-Struk.
6 2.2746 (T1) 2.2535 (T1) 2.2730 (T1) 2.2476 2.2224 2.2465 1228.3 1424.3 707.8
2.2746 (T1) 2.2535 (T1) 2.2730 (T1) 2.2481 2.2230 2.2470 138.2 169.4 49.0
2.2746 (T1) 2.2535 (T1) 2.2730 (T1) 2.2490 2.2239 2.2477 13.7 8.5 12.7
2.4821 (T2) 2.4860 (T2) 2.4359 (T2) 2.4422 2.4385 2.3998 3.9 0.1 1.5
2.4821 (T2) 2.4860 (T2) 2.4359 (T2) 2.4435 2.4416 2.4013 3.9 0.8 3.7
2.4821 (T2) 2.4860 (T2) 2.4359 (T2) 2.4478 2.4443 2.4047 1.9 0.2 1.4
2.4965 (S1) 2.4948 (S1) 2.4461 (S1) 2.4574 2.4490 2.4123 0.1 0.1 0.1
2.5930 (S2) 2.5511 (S2) 2.5611 (S2) 2.5334 2.4897 2.5100 0.0 0.1 0.0
2.6062 (T3) 2.5550 (T3) 2.5694 (T3) 2.5725 2.5162 2.5403 32.2 14.4 32.8
2.6062 (T3) 2.5550 (T3) 2.5694 (T3) 2.5730 2.5167 2.5408 5.6 4.2 3.6
7 2.0505(T1) 1.9924 (T1) 1.9374(T1) 2.0024 1.9508 1.9036 12260.1 9945.2 3479.4
2.0505(T1) 1.9924 (T1) 1.9374(T1) 2.0026 1.9509 1.9038 2710.7 1539.1 802.8
2.0505(T1) 1.9924 (T1) 1.9374(T1) 2.0059 1.9535 1.9067 16.4 14.5 14.7
2.2023(S1) 2.1331 (S1) 1.9529(T2) 2.1309 2.0753 1.9182 0.6 0.4 2322.4
2.2741(T2) 2.2250 (T2) 1.9529(T2) 2.2174 2.1774 1.9187 70061.8 11260.3 157.6
2.2741(T2) 2.2250 (T2) 1.9529(T2) 2.2186 2.1778 1.9212 38.1 161.2 22.6
2.2741(T2) 2.2250 (T2) 1.9868(S1) 2.2220 2.1815 1.9501 6.9 6.5 1.5
2.2976(S2) 2.2492 (S2) 1.9937(S2) 2.2377 2.1995 1.9561 1.9 1.6 1.5
2.3115(T3) 2.2845 (T3) 2.0882(T3) 2.2538 2.2358 2.0523 5859.8 8792.0 4106.3
2.3115(T3) 2.2845 (T3) 2.0882(T3) 2.2565 2.2365 2.0527 9.1 92.5 606.1
8 2.1152 (T1) 2.0889 (T1) 2.0085 (T1) 2.0751 2.0495 1.9741 30422.5 21405.5 23753.6
2.1152 (T1) 2.0889 (T1) 2.0085 (T1) 2.0752 2.0496 1.9752 1784.7 1522.4 88.3
2.1152 (T1) 2.0889 (T1) 2.0085 (T1) 2.0780 2.0521 1.9762 56.7 43.8 43.4
2.2738 (T2) 2.2875 (S1) 2.0165 (S1) 2.2203 2.2232 1.9815 15.4 0.3 296.7
2.2738 (T2) 2.2905 (T2) 2.0243 (T2) 2.2208 2.2400 1.9912 1012.0 6428.5 27190.2
2.2738 (T2) 2.2905 (T2) 2.0243 (T2) 2.2244 2.2428 1.9915 13.2 11.7 275.4
2.2769 (S1) 2.2905 (T2) 2.0243 (T2) 2.2261 2.2437 1.9931 179.2 5.9 65.9
2.3219 (T3) 2.3048 (S2) 2.0856 (S2) 2.2655 2.2488 2.0493 0.5 1.3 1.0
2.3219 (T3) 2.3134 (T3) 2.1136 (T3) 2.2717 2.2655 2.0815 766.4 40588.7 40828.6





























Abb. B.1.: Abhängigkeit der mittleren Lebensdauer τav,10 von der relativen Permitti-
vität ǫr von Verbindung 5. Die Berechnung erfolgte im Rahmen der zweikomponen-
tigen TDDFT unter Verwendung des LSDA-Funktionals in Kombination mit dhf-
TZVP-2c-Basissätzen sowie dem dhf-ECP auf Grundlage der skalarrelativistischen
B3LYP/TZVP-T1-Struktur. Es wurde die Geschwindigkeitsdarstellung der Lebens-
dauern verwendet. Zur Simulation der PMMA-Umgebung bei festem Brechungsindex
(n = 1.5) und variablem ǫr wurde COSMO − auch bei der entsprechenden Struktur-
optimierung − verwendet. Alle Lebensdauern sind in µs angegeben.
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Abb. B.2.: Zweikomponentige Differenzdichten unter Einbezug der Triplettsubniveaus
TSO1,m von allen untersuchten Iridiumverbindungen. Sofern nicht anderweitig ange-
merkt, erfolgte die Berechnung in Kombination mit dem LSDA-Funktional und dhf-
TZVP-2c-Basissätzen sowie dem dhf-ECP auf Grundlage der skalarrelativistischen
B3LYP/TZVP-T1-Struktur. Für weitere Informationen siehe Abbildung 5.13.
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Abb. B.3.: Skalarrelativistische Grenzorbitale von allen untersuchten Iridiumverbin-
dungen. Sofern nicht anderweitig angemerkt, erfolgte die Berechnung der Dich-
ten im Rahmen der DFT in Kombination mit dem LSDA-Funktional und dhf-
TZVP-2c-Basissätzen sowie dem dhf-ECP auf Grundlage der skalarrelativistischen
B3LYP/TZVP-T1-Struktur. Für weitere Informationen siehe Abbildung 5.13.
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CIS Konfigurationswechselwirkung der Einfachanregungen
CL Summe der zum LUMO beitragenden Bruttopopulationen
an direkt mit Iridium benachbarten Atomen





GW Green-Funktion mit dynamisch abgeschirmter Wechselwirkung
HF Hartree-Fock
HOMO Höchstes besetztes Molekülorbital
KS Kohn-Sham
LDA Lokale Dichtenäherung
LUMO Tiefstes unbesetztes Molekülorbital
MP2 Møller-Plesset-Störungstheorie zweiter Ordnung
NUE Anzahl der ungepaarten Elektronen an Iridium
OLED Organische Leuchtdiode
QED Quantenelektrodynamik
rCCD Ring Coupled Cluster der Zweifachanregungen











X2C Exakte zweikomponentige Entkopplung
XC Austausch-Korrelation
XPS Röntgenphotoelektronenspektroskopie
ZORA Reguläre Näherung nullter Ordnung
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