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Abstract
Numerical investigations of the fluid-structure interaction of a
NACA0012 airfoil based on large-eddy simulations
The purpose of this work is to expand the work of Streher [49] in order to investigate
the aeroelastic instabilities generated by the flow around a moving NACA0012 airfoil.
The profile has a chord length of c = 0.1 m and is exposed to a flow at a Reynolds number
of Re = 30,000. The airfoil has only two degrees of freedom: Translation in relation to
the vertical direction x2 and a rotation around the span-wise axis x3.
A partitioned approach based on two separate solvers and a fluid-structure interaction
(FSI) coupling scheme is applied. The in-house CFD solver FASTEST-3D computes the
fluid sub-problem according to the wall-resolved large-eddy simulation (LES) combined
with the Smagorinsky model [47]. The structural sub-problem is solved by a rigid move-
ment solver implemented by Viets [52], which is based on the equations of motion for rigid
bodies. The FSI coupling exchanges information between both solvers based on loose or
strong coupling algorithms.
A thorough analysis of the problem is primarily performed in order to acquire a com-
putational setup that provides the best compromise between accuracy and CPU-time
requirements. Three system configurations are then tested and thoroughly investigated:
One leads to an oscillatory behavior of the airfoil characterized by limited small ampli-
tudes. The other is characterized by the presence of the torsional divergence aeroelas-
tic instability. Finally, a configuration aimed at the flutter phenomenon is established.
However, not enough data are currently available and therefore this dynamic aeroelastic
instability can not be thoroughly investigated in the present work.
In the near future, this study will serve as a base for the flutter experiments and
computations performed at the Department of Fluid Mechanics located of the Helmut-
Schmidt-University.
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Kurzfassung
Numerische Untersuchungen zur Fluid-Struktur-Interaktion eines
NACA0012-Tragflu¨gels basierend auf Large-Eddy Simulationen
Der Zweck dieser Arbeit ist es die aeroelastischen Instabilita¨ten, die durch die Um-
stro¨mung eines beweglichen NACA0012 Tragflu¨gels erzeugt werden, zu untersuchen und
damit die Arbeit von Streher [49] zu erweitern. Das Profil hat eine Sehnenla¨nge von
c = 0, 1 m und die Umstro¨mung findet bei einer Reynolds-Zahl von Re = 30.000 statt.
Der Tragflu¨gel hat nur zwei Freiheitsgrade: Eine Translation in Bezug auf die vertikale
Richtung x2 und eine Rotation um die Spannweiten-Achse x3.
Ein partitionierter Ansatz, der auf zwei getrennten Solvern und einem Kopplungs-
schema fu¨r die Fluid-Struktur-Interaktion basiert, wird angewendet. Der hauseigene CFD-
Lo¨ser FASTEST-3D berechnet das Stro¨mungsproblem entsprechend einer wandaufgelo¨sten
Large-Eddy Simulation (LES) in Kombination mit dem Smagorinsky Modell [47]. Das
Struktur-Problem wird durch einen starren Bewegungslo¨ser gelo¨st, der von Viets [52] im-
plementiert wurde. Dieser basiert auf den Bewegungsgleichungen fu¨r starre Ko¨rper. Die
FSI-Kopplung tauscht Informationen zwischen beiden Solvern aus, die auf schwachen oder
starken Kopplungsalgorithmen basieren.
Eine gru¨ndliche Analyse des Problems wird im ersten Kapitel durchgefu¨hrt, um ein
rechnerisches Setup zu finden, das den besten Kompromiss zwischen Genauigkeit und
CPU-Zeitanforderungen liefert. Drei Systemkonfigurationen werden dann getestet und
sorgfa¨ltig untersucht: Die erste fu¨hrt zu einem oszillatorischen Verhalten des Tragflu¨gels,
das durch begrenzte kleine Amplituden gekennzeichnet ist. Die andere ist durch das
Vorhandensein einer aeroelastischen Instabilita¨t gema¨ß einer Torsionsdivergenz gekenn-
zeichnet. Schließlich wird eine auf das Flatterpha¨nomen ausgerichtete Konfiguration
gewa¨hlt. Allerdings sind derzeit nicht genu¨gend Daten vorhanden und daher kann diese
dynamische aeroelastische Instabilita¨t in der vorliegenden Arbeit nicht gru¨ndlich unter-
sucht werden.
In naher Zukunft wird diese Studie als Basis fu¨r die Flatterexperimente und Berech-
nungen an der Professur fu¨r Stro¨mungsmechanik der Helmut-Schmidt-Universita¨t dienen.
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Nomenclature
The abbreviations, notations and variables used in this report are explained below with
the corresponding units. Notations and variables not included in this section are explained
in the context of the report.
Abbreviations
ALE Arbitrary Lagrangian-Eulerian
CC Cell Center
CCS Cartesian Coordinate System
CFD Computational Fluid Dynamics
CM Center of Mass
CPU Central Processing Unit
CSD Computational Structural Dynamics
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DGCL Discrete Geometric Conservation Law
DNS Direct Numerical Simulation
DOF Degree of Freedom
LCO Limit-Cycle Oscillation
LES Large-Eddy Simulation
FEM Finite-Element Method
FSI Fluid-Structure Interaction
FVM Finite-Volume Method
IDW Inverse Distance Weighting
NACA National Advisory Committee for Aeronautics
RANS Reynolds-Averaged Navier Stokes
SCL Space Conservation Law
TFI Transfinite Interpolation
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Eq. Equation
Fig. Figure
xi
Notations
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Bij Index notation of second-order tensor B
C Large turbulence scale of C
D˜ Time-averaged D
<E> Spatial and time-averaged E
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NOMENCLATURE
Variables
c Airfoil chord length m
CD Drag coefficient
cl, i Linear damping coefficient vector (N·s·m−1)
CL Lift coefficient
Crt, i Combined linear and torsional damping coefficient vec-
tor
Cs Smagorinsky constant
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D Damping ratio
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fn Natural frequency (Hz)
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Mext, i External moment vector ((N·m)
Mi Moment around the xi-axis (N·m)
Mrt, ij Combined mass and mass moment of inertia tensor
N Number of nodes
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ni Normal vector
p Pressure (Pa)
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pt0 Initial pressure (Pa)
p∞ Free-stream pressure (Pa)
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qΦ Source term of the transport variable Φ
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(m)
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(m)
rrot, i Rotated position vector in relation to the body-fixed
deformed Cartesian coordinate system
(m)
rstart, i Position of the undeformed element node in relation to
the global Cartesian coordinate system
(m)
R Domain radius (m)
Re Reynolds number
S Area (m2)
Sij Strain rate tensor (s
−1)
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2)
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tn Time step number
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Uconv Mean convection velocity (m·s−1)
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xv
Greek variables
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δf Under-relaxation parameter for the force
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∆t Time step size (s)
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FSI, disp Displacement residuum of the FSI sub-iteration
µf Fluid dynamic viscosity (Pa·s)
µT Eddy viscosity (Pa·s)
νf Fluid kinematic viscosity (m
2·s−1)
ρf Fluid density (kg·m−3)
σ Standard deviation
τmolij Molecular momentum transport (Pa)
τSGSij Subgrid-scale stress tensor (Pa)
τ turb
∗
ij Dimensionless Reynolds stress tensor
τw Wall shear stress (Pa)
φ Phase angle (rad)
Φ Transport variable
ϕi Angular displacement vector (rad)
ϕ˙i Angular velocity vector (rad·s−1)
ϕ¨i Angular acceleration vector (rad·s−2)
ω Angular frequency (rad·s−1)
ωf Vorticity vector (s
−1)
ωsi, n Weighting function
ωn Angular natural frequency (rad·s−1)
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Introduction
The development of airplanes, alike most of the currently available technologies, started
with preliminary observations of phenomena in nature. The first tentatives to build flying
machines attempted to imitate the flapping-wing flight of the birds. For instance, already
in 1485 Leonardo da Vinci designed a device in which the aviator lies down on a plank
and works two large, membranous wings using hand levers, foot pedals and a system of
pulleys. Despite of the early developments, the conception of currently available aircrafts
which utilize fixed wings, propulsion systems and movable control surfaces, came up only
in 1799 with the pioneer work of Sir George Cayley. He defined the lift and drag forces
and presented the first scientific design for a fixed-wing aircraft: A kite mounted on a stick
with a movable tail. This pioneer design enabled the concurrent development of aircrafts
and new disciplines, such as aeroelasticty.
Aeroelasticity is a young science that describes the influence of aerodynamic forces on
elastic bodies. It combines features of fluid mechanics and solid mechanics and has be-
come more important primarily in aeronautics due to the ever-increasing aircraft sizes and
speeds [19]. An increase in speed represents a major challenge for the aeroelastic design.
This leads to a rapid increase of the aerodynamics forces while the stiffness of the struc-
ture remains constant. This mis-balance can generate aeroelastic instabilities, which are
characterized by an oscillatory behavior. A major problem during the early development
of aircrafts was the wing divergence, which is a steady-state instability distinguished by
an oscillation with zero frequency that causes a rapid wing twist and failure. For instance,
this is probably the cause of the wing failure of Professor S. P. Langley’s monoplane in
1903 [19]. For modern aircrafts, however, wing divergence does not represent a major
challenge, since the critical speeds of flight at which divergence sets in are usually higher
than those of other aeroelastic instabilities, such as flutter.
Flutter is a dynamic aeroelastic instability characterized by self-sustained exponen-
tially growing oscillations. An intensive study of this phenomenon started during the
arms race in the 1930s, since numerous accidents were caused by wing and tail flutter. In
the past, this effect was also studied by flight testing. However, in 1938 a four-engined
Junkers plane Ju 90 VI crashed during a flutter test, killing all scientists on-board [19].
Therefore, the theorical research on aeroelastic instabilities in the form of computations
and experiments are since then emphasized. For instance, the NASA Langley Research
Center has conducted the first transonic wind tunnel test focusing on a particular full-scale
design already in 1960 [8]. This aimed at the investigation of the aeroelastic properties of
the Lockheed Electra, since this aircraft suffered a number of accidents, which evidence
suggested that the wings of the airplane had failed and separated from the aircraft in
flight (see Chambers [8]). The tests in the wind tunnel confirmed that the cause of the
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accident was actually flutter, which build up and teared the airplane model apart in a
matter of seconds, as illustrated in Fig. 1(a).
Due to the increasing importance and the challenging nature of the theoretical studies
of aeroelasticity, the Institute of Fluid Mechanics of the Helmut-Schmidt-University has
broaden its main focuses, i.e., fluid-structure interaction and multiphase flows, also to the
studies of aeroelastic instabilities. A new experimental setup, as illustrated in Fig. 1(b),
has been implemented in the Laboratory of Fluid Mechanics in order to enable the analysis
of the aeroelastic properties of a symmetric NACA0012 airfoil, which is commonly used
in airplanes for stability purposes, such as in vertical and horizontal stabilizers. The rigid
airfoil model is composed of Sika Block M700 and is allowed to oscillate in two degrees of
freedom, i.e., translation in the x2 direction and rotation around the x3 axis.
(a) NASA Langley’s Research Center: Lockheed
Electra model following catastrophic flutter [8].
(b) Laboratory of Fluid Mechanics - Helmut
Schmidt University: Experimental setup of the
NACA0012 airfoil. Courtesy of J. N. Wood
Figure 1: Aircraft and airfoil models used to experimentally study aeroelasticity.
The computational part on the studies of the aeroelastics of the rigid
NACA0012 airfoil with a chord length of c = 0.1 m are divided and executed in two parts:
Firstly, wall-resolved large-eddy simulations (LES) on a fixed rigid NACA0012 profile at
various angles of attack were performed for a Reynolds number of Re = 100,000. The
fluid domain is then thoroughly analyzed in relation to its flow characteristics and the
aerodynamic properties. The results of this first investigation are presented in the work
of Streher [49].
Secondly, the previous studies are expanded to a moving NACA0012 in the current
work, regarding that the applied Reynolds number is reduced to Re = 30,000 in order
to acquire reasonable CPU-time requirements. The fluid-structure interaction (FSI) of
the rigid NACA0012 with two degrees of freedom (translation in relation to the vertical
axis x2 and rotation around the span-wise axis x3) is computed according to a partitioned
approach. The in-house sofware FASTED-3D, which applies a wall-resolved LES combined
with the Smagorinsky model [47], is utilized to compute the solution of the fluid domain.
The solution of the structural sub-problem is acquired by the rigid movement solver
implemented by Viets [52], which is based on the equations of motion. The FSI coupling
is performed by a partitioned approach relying on loose or strong coupling algorithms.
2
INTRODUCTION
The current work aims at the investigation of the aeroelastic instabillities generated
by the flow around a moving NACA0012 airfoil and is divided in the following manner:
Firstly, in Chapter 1, the applied numerical methodology with regard to the computational
fluid dynamics (CFD), computational structural dynamics (CSD) and the FSI coupling is
mentioned. Secondly, in Chapter 2, the test case is presented regarding the geometry and
the computational setup for CFD, CSD and FSI coupling. Then, in Chapter 3, prelimi-
nary studies are carried out to select the best mesh and the most effective mesh adaption
method for the CFD subproblem. Pure CSD cases are also executed in order to validate
the structural solver. Additionally, different FSI coupling algorithms are investigated and
compared in order to find the best compromise between accuracy and CPU-time require-
ments. Afterwards, in Chapter 4, the results obtained for the fluid-structure interaction
of the NACA0012 with two degrees of freedom in turbulent flows are presented and dis-
cussed. Three principal configurations are evaluated: one aimed at limit-cycle oscillations
and others aimed at torsional divergence and flutter. Finally, the achieved conclusions
are summarized and further directions of studies are suggested.
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Chapter 1
Numerical methodology
The numerical methods implemented to solve the fluid-structure interaction between
the air flow and the rigid NACA0012 airfoil are presented in Sections 1.1 through 1.3.
Foremost, the governing equations and methods to solve the CFD subproblem are ex-
plored. Then, the equations of motion for rigid bodies are mentioned as well as the
applied numerical methods to approximate the solution of the CSD subproblem. Finally,
the partitioned coupling scheme is presented.
1.1 Computational fluid dynamics (CFD)
The CFD subproblem is solved with the in-house well-validated software FASTEST-3D
(see Durst and Scha¨fer [15] and Breuer et al. [4]). Since fluid-structure interaction (FSI)
problems of rigid bodies are responsible for displacements of the structure, the CFD gov-
erning equations must consider this phenomenon. Therefore, conservation laws based
on the arbitrary Lagrangian-Eulerian (ALE) approach are applied (see Section 1.1.1),
regarding that turbulence is modeled according to the wall-resolved large-eddy simula-
tion approach combined with the Smagorinsky model (see Section 1.1.3). The governing
equations are spatially and temporally discretized according to a finite-volume method
(FVM) and a predictor-corrector scheme, respectively (see Section 1.1.4). The latter
adopts a three sub-steps low-storage Runge-Kutta scheme as predictor and a pressure
Poisson equation as corrector. Initial and boundary conditions (see Section 1.1.5) are
applied and the solution of the fluid domain is approximated. The computed fluid loads
(see Section 1.1.7) interact with the rigid body, resulting in a structure displacement and
consequently a time-dependent computational domain. Hence, a mesh adaption process
is carried out according to either a transfinite interpolation method or a hybrid inverse
distance weighting - transfinite interpolation method (see Section 1.1.8).
1.1.1 Arbitrary Lagrangian-Eulerian (ALE)
The fluid-structure interaction between the flow and a rigid NACA0012 profile is char-
acterized by an incompressible fluid submitted to a constant temperature and thus con-
stant fluid properties. Moreover, the action of the fluid forces on the body is responsible
for the displacement of the airfoil, resulting in a time-dependent computational domain.
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Hence, the arbitrary Lagrangian-Eulerian (ALE) formulation [23] is applied for the con-
servations of mass and momentum.
The general form of the incompressible conservation laws as a function of the transport
variable Φ is illustrated in Eq. (1.1) for a non-varying domain. When Φ = 1, ΓΦ = 0 and
qΦ = 0 the conservation of mass is represented, while when Φ = ui, ΓΦ = µf and qΦ 6= 0
the conservation of momentum is depicted.∫
V
ρf
∂Φ
∂t
dV︸ ︷︷ ︸
Local variation
+
∫
V
ρf
∂
∂xj
(uj Φ) dV︸ ︷︷ ︸
Convective flux
−
∫
V
∂
∂xj
(
ΓΦ
∂Φ
∂xj
)
dV︸ ︷︷ ︸
Diffusive flux
=
∫
V
qΦ dV︸ ︷︷ ︸
Source term
(1.1)
The ALE formulation is then applied to Eq. (1.1), which basically re-formulates the
conservation laws in order to acquire governing equations that are valid for temporally
varying domains [4]. This process is based on two steps: Firstly, the integral form of
the conservation equations are adapted for a time-dependent fluid domain through the
substitution of the fixed volumes by the time-dependent variable V (t). Secondly, the
Gauss’s divergence theorem and the Leibniz’s rule are utilized, as described in the work
of Donea et al. [13]. The former converts volume integrals into surface integrals and is
utilized in the convective, diffusive and pressure terms. The latter transform the integral
of temporal derivatives within time-dependent intervals into three other terms and is
applied to the local variation term.
The application of the previously described mathematical procedures results in
Eqs. (1.2) and (1.3) for an incompressible fluid submitted to a constant temperature (see
Breuer et al. [4]). The former represents the conservation of mass and the latter stands
for the conservation of momentum, regarding that the gravity force is negligible.
d
dt
∫
V (t)
dV +
∫
S(t)
(uj − ug,j) · nj dS = 0 (1.2)
d
dt
∫
V (t)
ρf ui dV +
∫
S(t)
ρf ui(uj − ug,j) · nj dS = −
∫
S(t)
τmolij · nj dS
−
∫
S(t)
p · ni dS (1.3)
ρf , ui, p, τ
mol
ij and ni represent respectively the fluid density, the velocity vector in
Cartesian coordinates, the pressure, the molecular momentum transport tensor and the
unit normal vector directed outward. The grid velocity ug,j emerges due to the deformable
grid and describes the motion of the control volume surfaces. This velocity is computed
according to the space conservation law (SCL) (see Demirdzˇic´ and Peric´ [12]).
1.1.2 Space conservation law (SCL)
The space conservation law describes the change of position or shape of a control
volume, assuring that no space is lost and therefore no artificial mass or momentum sources
are generated [4, 12]. This is represented by Eq. (1.4) and must be fulfilled simultaneously
with the conversation of mass and momentum.
d
dt
∫
V (t)
dV =
∫
S(t)
ug,j · nj dS. (1.4)
6
CHAPTER 1. NUMERICAL METHODOLOGY 1.1 CFD
When the SCL (1.4) is inserted in to the continuity equation for movable grids
(Eq. (1.2)), the conservation of mass for an incompressible fluid and a fixed grid is ob-
tained, as illustrated in Eq. (1.5): ∫
S(t)
uj · nj dS = 0 (1.5)
This mathematical procedure illustrates that no additional grid flux must be calculated
for the continuity equation [4], assuring that no artificial mass sources are produced (see
Ferziger and Peric´ [17]).
In the case of the conservation of momentum, however, additional grid fluxes must
be calculated. Therefore, a discrete geometric conservation law (DGCL) according to the
work of Farhat et al. [16] and of Breuer et al. [4] is applied. This is consistent with the
applied spatial and temporal discretization methods (see Sections 1.1.4.1 and 1.1.4.2) and
utilizes the volumes swept by each cell surface δVk in order to determine the additional
grid flux according to the conservation of momentum, as shown in Eq. (1.6). The indices
e, w, n, s, t and b represent respectively the east, west, north, south, top and bottom cell
surfaces of the hexahedral control volumes (CV).∫
S(t)
(ρf ui ug,j) · nj dS ≈
∑
k={e,w,n,s,t,b}
(
ρf ui,k
δV n+1k
∆t
)
(1.6)
The swept volumes δV n+1k at the new time step are defined according to the work
of Kordulla and Vinokur [26], which decomposes the hexahedral control volumes into six
tetrahedra holding the same diagonal. This method provides an accurate prediction of the
swept volumes and assures that the sum of the volumes swept by each of the six surfaces
are equal to the volume difference between the new n + 1 and the old n time steps, as
illustrated in Eq. (1.7):
V n+1 − V n =
∑
k=e,w,n,s,t,b
δV n+1k . (1.7)
1.1.3 Turbulence modeling
The Reynolds number is a relation between the inertial and viscous forces acting on
the fluid according to Eq. (1.8). c and uin represent respectively the chord length of the
NACA0012 profile and the inflow velocity, i.e., the free-stream velocity.
Re =
uin ρf c
µf
(1.8)
At large Reynolds numbers, the inertial forces overcome the viscous ones, resulting
in a chaotic turbulent flow. Fluid turbulence is often visualized as a cascade of kinetic
energy, which is characterized by the production of large scales of motion, the decay of
the large scales into small scales through an inertial mechanism and the kinetic energy
dissipation of the smallest scales (Kolmogorov length) in the form of thermal energy.
In order to simulate turbulent flows, the energy cascade can be either directly solved
by the Direct Numerical Simulation (DNS), partially modeled as done in the Large-Eddy
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Simulation (LES) or fully modeled according to Reynolds-Averaged Navier-Stokes Equa-
tions (RANS). In many applications, however, the full energy cascade cannot be directly
computed since the required computational effort would exceed the available computing
resources by many orders of magnitude. Therefore, LES is the most promising technique
since it provides the best compromise between required computational effort and accu-
racy. Hence, this approach is utilized in the present thesis to perform the FSI simulations
of the NACA0012 airfoil.
Large-eddy simulation is based on the division of the turbulence spectrum into small
and large scales. The former constitutes the low-energy contributions, is short-living,
dissipative, universal (independent from geometry and boundary conditions) and nearly
homogeneous and isotropic. Therefore this scale, as well as its influence on the large
scales, is modeled. The latter constitutes the high-energy components, which are strongly
problem-dependent. Thus, it is predicted directly by the spatially filtered Navier Stokes
equations [2].
Due to the direct usage of the conservation laws for the large eddies, the simulation
time step and the grid resolution must be sufficiently small/fine in order to resolve the
smallest eddies of the large scale. Even though this increases the accuracy, it also raises
the numerical effort compared to RANS.
The governing equations for LES are acquired by the spatial filtering of the ALE
conservation laws for an incompressible fluid. In the case of FASTEST-3D, as described
by Durst and Scha¨fer [15], this filtering process is performed by the grid itself, which has
the advantage of coupling filtering and numerical method. However, it is susceptible to
aliasing errors, which arise from the non-linearity of the equations.
The filtering process plus some mathematical procedures result in the LES equations
according to the ALE formulation, which are subject to the commutation error caused by
the approximation of the filtered partial derivatives.
d
dt
∫
V (t)
dV +
∫
S(t)
(uj − ug,j) · nj dS = 0 (1.9)
d
dt
∫
V (t)
ρf ui dV +
∫
S(t)
ρf ui(uj − ug,j) · nj dS = −
∫
S(t)
(τmolij + τ
SGS
ij ) · nj dS
−
∫
S(t)
p · ni dS (1.10)
Equations (1.9) and (1.10) are respectively the conservation of mass and momentum
for the large turbulent scales (characterized by an overbar) of an incompressible fluid
subjected to constant temperature and a movable grid. ui, p and τ
mol
ij represent, cor-
respondingly, the large-scale velocity, pressure and molecular-dependent transport. The
latter is a function of the dynamic viscosity µf and the large-scale strain rate tensor Sij,
according to Eqs. (1.11) and (1.12):
τmolij = −2µfSij, (1.11)
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
. (1.12)
The conservation of momentum (1.10) comprises a new term, the subgrid-scale stress
tensor τSGSij . It is produced by the filtering process of the non-linear convective term,
8
CHAPTER 1. NUMERICAL METHODOLOGY 1.1 CFD
i.e., ui(uj − ug,j), and symbolizes the following effects: The interaction of the large eddies
that results in the production of small scales, the interaction between large and small
scales and finally the interaction between small scales that culminates in the formation
of large eddies in a process called backscatter. This term cannot be directly calculated,
constituting the closure problem of turbulence.
In order to solve the governing equations, i.e., to model the subgrid-scale stress tensor,
various models have been proposed, as summarized by Breuer [2]. In the present work,
the Smagorinsky model [47] combined with a damping function near solid walls is used,
since this was proven to be accurate enough for simulations of the flow around a fixed
rigid NACA0012 airfoil at different angles of attack (see Streher [49]). This subgrid-
scale model is based on the algebraic Boussinesq’s approximation (see Eq. (1.13)) and
states an analogy between the molecular-dependent transport for laminar flows and the
subgrid-scale tensor, as per Eq. (1.14):
τmolij = −2µf Sij, (1.13)
τSGSij = −2µT Sij. (1.14)
The proportionality factor is the eddy viscosity µT . It depends on the turbulence
structure and may vary in space and time. Therefore, it is not a fluid property. µT can be
estimated by the Smagorinsky model, which is based on the assumption that the modeled
scales are isotropic, i.e., the turbulence is in local equilibrium.
Due to a dimension analysis, Smagorinsky [47] stated that the eddy viscosity is pro-
portional to a characteristic length lc, velocity vc and density ρc (this is assumed constant,
i.e., ρc = ρref ), according to Eq. (1.15):
µT ∼ ρc lc vc. (1.15)
The characteristic velocity vc is approximated as a function of the characteristic length
lc and the strain rate tensor of the large eddies Sij. The former (lc) is estimated with the
help of the filter width ∆ and the Smagorinsky constant Cs. Furthermore, the Van-Driest
damping function is applied near solid walls, which accurately evaluates the subgrid-scale
stress tensor near fixed walls. Thus, µT is proportional to the Smagorinsky constant Cs,
the filter length ∆ and the dimensionless wall distance y+, as demonstrated in Eq. (1.16):
µT = C
2
s∆
2
√
2SijSij
[
1− exp
(−y+
25
)3]
. (1.16)
The Smagorinsky constant Cs is empirically determined and the standard value of
Cs = 0.1 is used for the NACA0012 airfoil simulations (see Streher [49]).
Since the filtering process and numerical method are implicitly coupled, the filter
length ∆ is defined as a function of each cell volume Vcell, according to Eq. (1.17):
∆ = (Vcell)
1
3 . (1.17)
The dimensionless wall distance y+ is defined as a function of the shear velocity uτ ,
the distance of the first cell middle point to the airfoil geometry ∆y and the kinematic
viscosity of the fluid νf , as stated in Eq. (1.18):
y+ =
uτ ∆y
νf
. (1.18)
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The shear velocity uτ is a function of the fluid density ρf and the wall shear stress τw,
according to Eq. (1.19). The latter, i.e., τw, is proportional to the dynamic viscosity µf
and the velocity gradient ∂u/∂y near the wall w, as demonstrated in Eq. (1.20):
uτ =
√
τw
ρf
, (1.19)
τw = µf
∂u
∂y
∣∣∣∣
w
≈ µf ∆ui
∆y
= µf
ufirst cell, avg,i − 0
∆y
. (1.20)
In the present work, the dimensionless wall distance is approximated as a function
of the time-averaged velocities of the cells located on the airfoil surface ufirst cell, avg, i,
the distance of the first cell middle point to the airfoil geometry ∆y and the kinematic
viscosity νf , as stated by Eq. (1.21):
y+ =
√√√√√
√√√√ 3∑
i=1
u2first cell, avg,i ·
∆y
νf
. (1.21)
1.1.4 Discretization
Since the conservation equations are non-linear and coupled, the solutions for complex
problems are numerically approximated using spatial and temporal discretization meth-
ods. Moreover, the overbars utilized to specify the filtered properties within the governing
equations are omitted.
1.1.4.1 Spatial discretization
A finite-volume method (FVM), which divides the computational domain into several
control volumes through the generation of a mesh, is utilized to spatially discretize the
governing equations in the integral form (filtered conservation of mass, momentum and
space conservation law). In the present work block-structured meshes with hexahedral
control volumes are utilized. The flow variables, such as the pressure p and velocities ui
are calculated and stored in the cell middle point.
A second-order accurate midpoint rule is applied to all control volumes in order to
approximate the volume and surface integrals. While the former does not require inter-
polation methods, since all flow values are stored at the cell center and therefore already
known, the latter requires an interpolation process in order to calculate the values on the
cell faces. This is done according to a linear interpolation from the neighboring cells and
is also second-order accurate.
1.1.4.2 Temporal discretization
Since a wall-resolved large-eddy simulation is used to describe the turbulent flow field,
it is necessary to work with very small time steps. Therefore, an explicit temporal dis-
cretization is preferred. Although this approach demands a small time step ∆t in order
to be stable, it is easier implemented on high-performance computers (vectorization and
parallelization) and requires a smaller numerical effort per time step. It uses only known
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variable values from the old time step, i.e., n, in order to calculate the current one, i.e.,
n+ 1.
An explicit low-storage three sub-steps Runge-Kutta scheme, described by
Breuer et al. [4], is used in FASTEST-3D to predict the velocities u predi at the time
step n + 1, according to Eq (1.22). uni stands for the velocity at the last time step
and f
(
n, uni , p
pred
)
represents a function of the time step number, velocity and pressure,
as well as of the geometry of the control volume.
u pred, 1i = u
n
i +
∆t
3
f
(
n, uni , p
pred
)
u pred, 2i = u
n
i +
∆t
2
f
(
n, u pred, 1i , p
pred
)
u predi = u
n
i + ∆t f
(
n, u pred, 2i , p
pred
)
(1.22)
The predicted velocities are calculated applying the values of a predicted pressure p pred
(either a presumed value or an approximation based on the value at the last time step pn)
in the conservation of momentum. However, they may not fulfill the continuity equation.
Hence, a corrector step must be executed in order to guarantee its fulfillment.
The velocity field only satisfies both conservation laws when a correct pressure field is
available. Thus, a Poisson equation (see Eq. (1.23)), deduced from the divergence of the
momentum conservation, is used to calculate a pressure correction p corr.
∂
∂xi
[
∂p corr
∂xi
]
=
ρ
∆t
∂u predi
∂xi
(1.23)
The pressure correction p corr is then used to estimate a new pressure pn+1 and velocity
un+1i , according to Eqs. (1.24) and (1.25), respectively. The latter, however, does not
necessarily precisely fulfill the continuity equation at n+1. Therefore, the correction step
must be repeated until a convergence criterion is achieved (see Section 1.1.6).
pn+1 = p pred + p corr (1.24)
un+1i = u
pred
i −
∆t
ρ
∂p corr
∂xi
(1.25)
1.1.5 Initial and boundary conditions
Since the discretized ALE equations constitute an initial boundary value problem,
these conditions have to be specified in order to solve the CFD problem. Initial condi-
tions for the whole computational domain and boundary conditions for all boundaries are
required, since the conservation laws are parabolic in time and elliptic in space.
The utilized initial and boundary conditions are thoroughly described in Sections 2.3.1
and 2.3.2, respectively.
1.1.6 Convergence criterion
In the present work, the convergence criterion of the CFD solver is based on the
fulfillment of the conservation of mass when the velocity un+1i calculated as a function of
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the predicted velocity uprefi and the corrected pressure p
corr, as described in Eq. (1.25), is
applied. The utilized criterion is illustrated in Eq. (1.26):∫
S(t)
uj · nj dS ≤ O(10−10). (1.26)
1.1.7 Fluid forces and moments
In order to calculate the forces and moments acting on the airfoil, FASTED-3D divides
the surface located at the FSI interface S, into several areas s. Figure 1.1 illustrates this
division, as well as the fluid forces and level arms:
CM
F
D
F
L
d
1d
2x
1
x
2
x
3
Figure 1.1: FSI surface discretization, fuid forces and level arms.
The total pressure and shear forces generated by the flow around the NACA0012 are
then calculated according to Eqs. (1.27) to (1.29) (see Viets [52]). Fpi and Fτ ij represent
respectively the pressure and shear forces that act on the surface of the airfoil.
Fpi = −
∫
S
p ni dS, (1.27)
Fτij = −
∫
S
τmolij · nj dS, (1.28)
τmolij = − µf
∂ui
∂xj
. (1.29)
The pressure and shear forces in the x1 (chordwise) and x2 directions generate respec-
tively the drag FD and the lift FL forces:
FD = F1 = Fτ11 + Fp1 , (1.30)
FL = F2 = Fτ22 + Fp2 . (1.31)
The fluid forces are also responsible for the generation of a moment in relation to the
body-fixed coordinate system, which is located at the center of mass of the NACA0012 air-
foil. Since the simulated airfoil has only two degrees of freedom (translation in x2-direction
and rotation around the x3-axis), only the forces in the x1 and x2 directions, i.e., FD and
FL, and the moment around the x3 axis in relation to the center of mass CM , i.e., M
CM
3 ,
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are exploited. The latter is approximated according to Eq. (1.32), regarding that d1 and
d2 are the lever arms (see Fig.1.1).
MCM3 ≈
∑
s
(FL(s) d1(s)− FD(s) d2(s)) . (1.32)
1.1.8 Mesh adaptation
In the case of fluid-structure interaction, the computational domain varies in time
due to the movement of the boundaries, requiring a grid displacement in order to fit
the new configuration of the computational domain. Various mesh adaptation methods
for structured grids are available and a review of diverse algorithms can be found in
Sen et al. [44].
A compromise between mesh quality and CPU-time requirements must be considered,
while determining the utilized method, regarding that the mesh deformation algorithm
should at least preserve the essential quality of the original mesh. Therefore, for cases
utilizing the LES approach, the applied method must guarantee specially the conservation
of the first cell height, as well as the orthogonality of the cells located at the vicinity of
solid boundaries, where the flow gradients are large [44].
In the case of the NACA0012 simulations, the available time to perform the simulations
and analyze the results is limited. Therefore, the transfinite interpolation method (TFI),
which is an algebraic method that can be fully parallelized (see Breuer et al. [4]), is
preferred for the simulations characterized by small displacements. Nevertheless, a hybrid
inverse distance weighting - transfinite interpolation method developed by Sen et al. [44]
is also applied when large displacements and rotations are observed or foreseen. Although
the latter demands more computational time, the deformed grid has a higher quality,
allowing a more accurate solution of the FSI problem.
1.1.8.1 Transfinite interpolation method (TFI)
The transfinite interpolation method is only applicable for block-structured grids
and is based on two steps: Firstly, the displacements calculated by the CSD solver
are utilized in order to define the new position of the boundaries of each geometri-
cal block (surface mesh nodes) and secondly, the distribution of the grid points lo-
cated inside the blocks (volume mesh points) are computed according to shear mappings
(see Glu¨ck [21] and Sen et al. [44]).
Although this technique allows to generate high-quality meshes in a single block requir-
ing low computational time, which is proportional to the number of volume grid points,
it is not suitable for cases characterized by large displacements due to two facts: Firstly,
this method does not conserve the height of the cells located on the solid boundaries,
which may lead to numerical difficulties if great translational displacements are observed.
Secondly, it does not maintain the orthogonality of the cells in relation to the solid bound-
aries, which leads to computational errors and even to the formation of cells with negative
volumes, in case of large body rotations.
Sen et al. [44] tested the TFI method for an airfoil submitted to large rotations and
deformations caused by the fluid-structure interaction and proved that the utilization of
this technique caused the arise of degenerated cells with cross-overs at the two extremities
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of the airfoil, destroying the mesh orthogonality also at boundary points and creating an
artificial clustering of grid points on the surface of the airfoil. Therefore, the current work
utilizes this algorithm only in the FSI cases characterized by small displacements and
rotations.
The applied TFI method is illustrated in Fig. 1.2 for a two-dimensional grid, regarding
that the location of the volume points are calculated only based on the position of the
surface nodes, which are established according to the CSD displacements.
Equations (1.33) through (1.40) demonstrate the applied TFI algorithm for a three-
dimensional grid, which calculates the deformation at an arbitrary volume point ∆xi,j,k
and considers 1 ≤ i ≤ I, 1 ≤ j ≤ J and 1 ≤ k ≤ K [44]. A, B and C are the univariate
Lagrange projectors, i.e., shear mappings in the ξ, η and ζ directions, respectively. The
arc-length based computational coordinates (ξ, η, ζ) are computed only once (according
to the undeformed grid) and are utilized in order to maintain the edge parameters of the
initially undeformed grid, e.g., the stretching factor q (see Sen et al. [44]).
η
ξ
η
ξ
A( , )ξη B( , )ξ η AB( , )ξ η
Δ ηx(0, )
Δ ηx(1, )
Δ ξx( ,0)
Δ ξx( ,1) Δx(1,1)
Δx(1,0)Δx(0,0)
Δx(0,1)
Figure 1.2: Transfinite interpolation method (TFI) for a two-dimensional mesh.
∆xi,j,k = A⊕B ⊕ C = A+B + C − AB −BC − CA+ ABC, (1.33)
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A(ξi,j,k) = (1− ξi,j,k) ∆x1,j,k + (ξi,j,k) ∆xI,j,k, (1.34)
B(ηi,j,k) = (1− ηi,j,k) ∆xi,1,k + (ηi,j,k) ∆xi,J,k, (1.35)
C(ζi,j,k) = (1− ζi,j,k) ∆xi,j,1 + (ζi,j,k) ∆xi,j,K , (1.36)
AB(ξi,j,k, ηi,j,k) = (1− ξi,j,k)(1− ηi,j,k) ∆x1,1,k + ξi,j,k (1− ηi,j,k) ∆xI,1,k
+(1− ξi,j,k) ηi,j,k ∆xi,J,k + ξi,j,k ηi,j,k ∆xI,J,k, (1.37)
BC(ηi,j,k, ζi,j,k) = (1− ηi,j,k)(1− ζi,j,k) ∆xi,1,1 + ηi,j,k (1− ζi,j,k) ∆xi,J,1
+(1− ηi,j,k) ζi,j,k ∆xi,1,K + ηi,j,k ζi,j,k ∆xi,J,K , (1.38)
CA(ξi,j,k, ζi,j,k) = (1− ζi,j,k)(1− ξi,j,k) ∆x1,j,1 + ζi,j,k (1− ξi,j,k) ∆x1,j,K
+(1− ζi,j,k) ξi,j,k ∆xI,j,k + ζi,j,k ξi,j,k ∆xI,j,K , (1.39)
ABC(ξi,j,k, ηi,j,k, ζi,j,k) = (1− ξi,j,k)(1− ηi,j,k)(1− ζi,j,k) ∆x1,1,1 + ξi,j,k (1− ηi,j,k)
(1− ζi,j,k) ∆xI,1,1 + (1− ξi,j,k) ηi,j,k (1− ζi,j,k) ∆x1,J,1 +
ξi,j,k ηi,j,k (1− ζi,j,k) ∆xI,J,1 + (1− ξi,j,k)(1− ηi,j,k) ζi,j,k
∆x1,1,K + ξi,j,k(1− ηi,j,k) ζi,j,k ∆xI,1,K + (1− ξi,j,k) ηi,j,k
ζi,j,k ∆x1,J,K + ξi,j,k ηi,j,k ζi,j,k ∆xI,J,K . (1.40)
1.1.8.2 Hybrid inverse distance weighting - Transfinite interpolation method
(IDW-TFI)
A good compromise between CPU-time requirements and mesh quality for simula-
tions characterized by large displacements is achieved by the hybrid IDW-TFI method,
developed by Sen et al. [44]. This performs the grid deformation in two steps for block-
structured grids: Firstly, the movement of the block-boundaries (surface nodes) are ex-
ecuted according to an inverse distance weighting interpolation method, which preserves
the orthogonality of the control volumes and the height of the cells located on the air-
foil surface. Secondly, the TFI technique is carried out for the displacement of the inner
points, i.e., volume nodes of each block. Although this procedure demands more compu-
tational time than the TFI algorithm, it enables the generation of high-quality deformed
grids even when large deformations are present.
The utilized TFI method is explained in details in Section 1.1.8.1. The applied IDW
algorithm is based on the work of Witteveen [54] and the improvements suggested by
Luke et al. [28] and Maruyama et al. [30]. It calculates the displacements of the volume
points ∆vi, n through an interpolation according to a weighting function w
s
i, n of the surface
displacements ∆si, n [54] as shown in Eq. (1.41). The indices i and n represent the directions
of the Cartesian coordinate system and an arbitrary grid node, respectively.
∆vi, n =
∑Ns
n=1w
s
i, n ∆
s
i, n∑Ns
n=1w
s
i n
(1.41)
In the present work, the applied weighting function is based on the work of
Luke et al. [28], which is illustrated in Eq. (1.42):
wsi, n = A
s
n
[(
Ldef
||ri, n − rsi, n||
)3(
αLdef
||ri, n − rsi, n||
)5]
. (1.42)
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ri, n and r
s
i, n are the position vectors of an arbitrary node and a grid point located on
the block surface, respectively. Asn is the area weight of the boundary node n and || . ||
denotes the Euclidean norm. The parameter α provides the relative weight of the nearby
nodes in comparison to the distant ones [44]. This is thoroughly studied in Section 3.1.4,
regarding that different parameters are applied for the fixed and the moving boundaries,
i.e., respectively αfxd and αmv. Ldef describes the maximum distance of any mesh node
to the mesh centroid and is defined according to Eq. (1.43):
Ldef =
Ns
max
n=1
|| rsi, n − rcentroidi n ||. (1.43)
The displacement of the nodes located on the body surface ∆si, n are calculated accord-
ing to the dismantled translational and rotational motions (see Sections 1.2.3 to 1.2.5).
The former is described with a vector, while the latter is described with quaternions
(four-dimensional vectors) in order to avoid problems with the singularities of the ro-
tation matrix [30]. Finally, the weighting function is designed based on a combination
of parameters (see Sen et al. [44]), which are only estimated at the beginning of the
interpolation process and therefore are based on the undeformed grid.
1.2 Computational structural dynamics (CSD)
The current work investigates the fluid-structure interaction between the flow and
a rigid NACA0012 airfoil. Therefore, the rigid body dynamics together with a time
discretization method are exploited in order to approximate the displacement of the airfoil
caused by the fluid forces and moments.
The utilized rigid movement solver was implemented by Viets [52] and is only validated
for uncoupled systems characterized by constant external loads. Therefore, a validation
regarding time-dependent external forces and coupled translational and rotational motions
is also carried out in order to assure its accuracy while solving the NACA0012 FSI problem
(see Section 3.2).
1.2.1 Rigid body dynamics
A rigid body is characterized by the constant distance between two arbitrary points,
even if forces and moments are acting on it. Therefore, the response of the body occurs
only in the form of displacements, i.e., the body does not suffer any deformations.
The rigid body dynamics is governed by Newton’s and Euler’s seconds laws for the
translational and rotational motions, respectively. The former is illustrated in Eq. (1.44)
for a translational motion regarding the acceleration of the body center of mass while the
latter is demonstrated in Eq. (1.45) for a torque-free rotation, i.e., a rotation around the
center of mass (see Hibbeler [22]). Fi, m, X¨i, Mi, Jij and ϕ¨i represent the force vector,
the mass, the translational acceleration vector, the moment vector, the mass moment of
inertia tensor and the angular acceleration vector, respectively.
Fi = m X¨i (1.44)
Mi = Jij ϕ¨i (1.45)
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The motion of a rigid body can be modeled as a mass-spring-damper system, as
illustrated in Fig. 1.3 for a system with one translational degree of freedom in the x1-
direction (see Mu¨nsch [32]):
F
S, 1
F
DA, 1
F
ext, 1
F
S, 1
F
DA, 1
F
I, 1
F
ext, 1
X , X , X
1 1 1
.   ..
X , X , X
1 1 1
.   ..
Figure 1.3: Mass-spring-damper system and resultant forces acting on the mass.
FS, 1, FDA, 1, FI,1 and Fext, 1 represent respectively the spring force as per Hooke’s law,
the damping force, the inertial force and the external force acting on the body in the
x1-direction. In the case of fluid-structure interaction, the external forces are the result
of the pressure and the wall shear stress on the surface of the body, i.e., the drag and lift
forces (see Section 1.1.7). Therefore, these forces are time-dependent.
While the spring force FS, i is proportional to the linear spring constant kl, i and the
displacement Xi, the damping force FDA, i depends on the linear damping coefficient cl, i
and the velocity X˙i. Furthermore, the inertial force is proportional to the mass mij and
the acceleration X¨i. Hence, a mass-spring-damper system with only translational degrees
of freedom in the three spatial directions (i = 1, 2, 3) can be described by Eq. (1.46) [41]:
mij X¨i + cl, i X˙i + kl, iXi︸ ︷︷ ︸
internal forces
= Fext, i︸ ︷︷ ︸
CFD forces
. (1.46)
Similarly to the description of the translational motion, the rotational motion about
the coordinate axes can also be modeled as a mass-spring-damper system, resulting in
Eq. (1.47) [41]:
Jij ϕ¨i + ct, i ϕ˙i + kt, i ϕ︸ ︷︷ ︸
internal moment
= Mext, i︸ ︷︷ ︸
CFD moment
. (1.47)
Jij, ct, i, kt, i and Mext, i are the mass moment of inertia, the torsional damping coeffi-
cient, the torsional spring stiffness and the external moment generated by the fluid forces
(see Section 1.1.7), respectively. ϕi, ϕ˙i and ϕ¨i are the angular displacement, velocity and
acceleration, respectively.
The translational and rotational motions are combined in a system of equations (see
Eq. (1.48)), which represent the governing equations of the utilized CSD solver, according
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to Viets [52]. Iij is the identity tensor.
m 0 0 0 0 0
0 m 0 0 0 0
0 0 m 0 0 0
0 0 0 J11 J12 J13
0 0 0 J21 J22 J23
0 0 0 J31 J32 J33

︸ ︷︷ ︸
Mrt, ij

X¨1
X¨2
X¨3
ϕ¨1
ϕ¨2
ϕ¨3

︸ ︷︷ ︸
X¨rt, i
+Iij

cl, 1
cl, 2
cl, 3
ct, 1
ct, 2
ct, 3

T
︸ ︷︷ ︸
Crt, i

X˙1
X˙2
X˙3
ϕ˙1
ϕ˙2
ϕ˙3

︸ ︷︷ ︸
X˙rt, i
+Iij

kl, 1
kl, 2
kl, 3
kt, 1
kt, 2
kt, 3

T
︸ ︷︷ ︸
Krt, i

X1
X2
X3
ϕ1
ϕ2
ϕ3

︸ ︷︷ ︸
Xrt, i︸ ︷︷ ︸
CSD
=

Fext, 1
Fext, 2
Fext, 3
Mext, 1
Mext, 2
Mext, 3

︸ ︷︷ ︸
Frt, i︸ ︷︷ ︸
CFD
(1.48)
The mass moment of inertia Jij is time-independent for body-fixed coordinate systems.
Moreover, if this fixed axis system is aligned with mutually orthogonal principal axes
(see Gere [20]), which have the property of aligning the angular moment Mext, i with the
angular velocity ϕ˙i, the mass moment of inertia tensor is diagonal and composed of only
the principal moments of inertia, i.e., J11, J22 and J33 (see Hibbeler [22]). Therefore, the
system of equations (1.48) becomes uncoupled.
In the case of bodies with constant density, the axes characterized by a plane symmetry
are principal ones, which are distinguished by the vanishment of the products of inertia
(see Gere [20]). Moreover, any axis perpendicular to a principal axis is also a principal
one. Therefore, since the body fixed Cartesian coordinate system of the current work
is located at the NACA0012 center of mass (see Section 2.4) and this airfoil model is
characterized by a constant density (see Appendix A) and two symmetry planes, i.e.,
x1x3 and x1x2, the mass moment of inertia tensor is characterized by the suppression of
the products of inertia J12, J13 and J23 (see Section 2.4.4).
1.2.2 Temporal discretization
The solution of the system presented in Eq. (1.48) is acquired by implicit numerical
time integration methods for second-order differential equations, such as the standard
Newmark [34] and the generalized-α [55] methods. Implicit approaches utilize not only
known variables (at the last time step n), but also unknown variables (at the current time
step n+1) in order to approximate the solution. Therefore, these techniques are generally
stable and can use larger time step sizes, when comparing to explicit time integration
methods (see Va´zquez [51]).
1.2.2.1 Standard Newmark method
The standard Newmark method is an implicit time integration method utilized to
compute the dynamic response of a body. Firstly, it applies the structural responses
computed at the last time step n, i.e., displacement Xnrt, i, velocity X˙
n
rt, i and acceleration
X¨nrt, i, together with the external (fluid) forces and moments at the current time step (F
n+1
rt, i )
in order to approximate the new displacement vector Xn+1rt, i [34] (see Eq. (1.49)). Thereto,
the inverse matrix [Mrt, ij a0 + Crt, i a1 +Krt, i]
−1 is calculated according to Cramer’s rule,
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which states that the inverse matrix is directly proportional to the adjoint matrix and
inversely proportional to the matrix determinant.
Xn+1rt, i = [Mrt, ij a0 + Crt, i a1 +Krt, i]
−1 (F n+1rt, i
+ Xnrt, i [Mrt, ij a0 + Crt, i a1]
+ X˙nrt, i [Mrt, ij a2 + Crt, i a4]
+ X¨nrt, i [Mrt, ij a3 + Crt, i a5] ) (1.49)
The velocity and acceleration vectors at the new time steps n+ 1 are then computed
through Eqs. (1.50) and (1.51), respectively [52]:
X˙n+1rt, i = a1
[
Xn+1rt, i −Xnrt, i
]− a4 X˙nrt, i − a5 X¨nrt, i, (1.50)
X¨n+1rt, i = a0
[
Xn+1rt, i −Xnrt, i
]− a2 X˙nrt, i − a3 X¨nrt, i. (1.51)
The coefficients a0 through a5 are calculated according to Eq. (1.52):
a0 =
1
β∆t2
, a1 =
γ
β∆t
, a2 =
1
β∆t
, a3 =
1
2β
− 1,
a4 =
γ
β
− 1, a5 = γ∆t
2β
−∆t. (1.52)
The selection of the Newmark parameters β and γ influences the stability, accuracy
and dissipation of the method. The current work utilizes the standard (trapezoidal rule)
Newmark method, which is characterized by β = 0.25 and γ = 0.5. This is second-
order accurate and unconditionally stable since the stability condition 2β ≥ γ is fulfilled
(see Sieber [46]). However, this method is characterized by the presence of high fre-
quencies generated by the time discretization scheme (see Va´zquez [51]). These artificial
frequencies can be dissipated either with the utilization of a Newmark parameter γ > 0.5,
which leads to accuracy reduction (see Mu¨nsch [32]), or with the utilization of other
methods based on minor changes of the Newmark technique, such as the generalized-α
method [51].
1.2.2.2 Generalized-α method
The generalized-α method is an enhancement of the Newmark approach proposed by
Chung and Hulbert [9], which dissipates the numerically generated high-frequencies while
minimizing the unwanted low frequency dissipation and maintaining the order of accuracy.
Firstly, the variables Xrt, i, X˙rt, i, X¨rt, i and Frt, i are replaced by an under-relaxation
according to Eqs. (1.53) to (1.55). In the present work, the under-relaxation factor for
the forces δf is only applied if the simulation diverges for δf = 1.
Xurt, i = (1− αsf ) Xnrt, i + αsf Xn+1rt, i (1.53)
X˙urt, i = (1− αsf ) X˙nrt, i + αsf X˙n+1rt, i (1.54)
X¨urt, i = (1− αsm) X¨nrt, i + αsm X¨n+1rt, i (1.55)
F urt, i = (1− δf ) F nrt, i + δf F n+1rt, i (1.56)
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The generalized-α parameters, i.e., αsf and α
s
m, are calculated according to Eq. (1.57)
for optimal low frequency dissipation [51] and according to Eq. (1.58) for a second-order
accurate method with dissipation of the high frequencies. When ρs∞ = 1, a minimal
damping of the low frequencies is present. However, these frequencies are still damped
and therefore are not directly comparable to the non dissipated low frequencies of the
standard Newmark method. This trapezoidal rule Newmark method is achieved only if
no under-relaxation of the displacement, velocity and acceleration vectors are considered,
i.e., αsf = α
s
m = 1.
αsf =
1
1 + ρs∞
, αsm =
2− ρs∞
1 + ρs∞
, ρs∞ ∈ [0, 1]. (1.57)
β =
1
4
(
1 + αsm − αsf
)2
, γ =
1
2
+ αsm − αsf . (1.58)
The under-relaxed structural responses and the fluid forces calculated according to
Eqs. (1.53) to (1.56) are then applied to the under-relaxed equation of motion, i.e.,
Eq. (1.59), resulting in the generalized-α main equation [52]. This approximates the
unknown displacement at the current time step Xn+1rt, i as a function of the known dis-
placement, velocity and acceleration vectors at the last time step n, as well as of the
under-relaxed fluid forces and moments (see Eq. (1.60)).
F urt, i = Mrt, ij X¨
u
rt, i + Crt, i X˙
u
rt, i +Krt, iX
u
rt, i (1.59)
Xn+1rt, i =
[
Mrt, ij b0 + Crt, i b1 + α
s
f Krt, i
]−1
(F urt, i
+ Xnrt, i [Mrt, ij b0 + Crt, i b1 +Krt, i (α
s
f − 1)]
+ X˙nrt, i [Mrt, ij b2 + Crt, i b4]
+ X¨nrt, i [Mrt, ij b3 + Crt, i b5] ) (1.60)
The coefficients b0 to b5 are calculated according to Eq. (1.61):
b0 =
αsm
β∆t2
, b1 =
γ αsf
β∆t
, b2 =
αsm
β∆t
, b3 =
αsm
2β
− 1,
b4 =
γ αsf
β
− 1, b5 = ∆t αsf
(
γ
2β
− 1
)
. (1.61)
Aiming at the solution of Eq. (1.60), the system is divided into a translational and a
rotational part (see Sections 1.2.3 and 1.2.4). Since the considered airfoil is rigid, the gov-
erning equations (see Eq. (1.48)) are linear and therefore can be directly solved. Moreover,
when the generalized-α parameters are set to αsf = α
s
m = 1, the standard (trapezoidal rule)
Newmark method is reproduced.
The current work applies the generalized-α method with the parameters set to
αsf = α
s
m = 1, which actually represent the standard Newmark method, in order to solve
the fluid-structure interaction of a NACA0012 airfoil.
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1.2.3 Translation
The three first rows of Eq. (1.48) represent the translational motion of a rigid body,
as shown in Eq. (1.62):m 0 00 m 0
0 0 m

︸ ︷︷ ︸
Mt, ij
X¨1X¨2
X¨3

︸ ︷︷ ︸
X¨t, i
+Iij
cl, 1cl, 2
cl, 3

T
︸ ︷︷ ︸
Ct, i
X˙1X˙2
X˙3

︸ ︷︷ ︸
X˙t, i
+Iij
kl, 1kl, 2
kl, 3

T
︸ ︷︷ ︸
Kt, i
X1X2
X3

︸ ︷︷ ︸
Xt, i
=
Fext, 1Fext, 2
Fext, 3
 .
︸ ︷︷ ︸
Ft, i
(1.62)
The solution of this uncoupled system at the current time step, i.e., Xn+1t, i , is achieved
through the utilization of the generalized-α method (see Eq. (1.60)) for αsf = α
s
m = 1,
which actually corresponds to the standard Newmark approach. This requires only the
inversion of the
[
Mt, ij b0 + Ct, i b1 + α
s
f Kt, i(α
s
f − 1)
]
term according to Cramer’s rule (see
Viets [52]). The calculated translational displacement vector Xn+1t, i can then be directly
added to the initial position vector rstart, i of each element node located on the body surface
in order to assist the calculation of the current position vector rnew, i (see Section 1.2.5).
1.2.4 Rotation
The rotational motion of a rigid body is represented by the last three rows of Eq. (1.48),
i.e., by Eq. (1.63):J11 J12 J13J21 J22 J23
J31 J32 J33

︸ ︷︷ ︸
Mr, ij
ϕ¨1ϕ¨2
ϕ¨3

︸ ︷︷ ︸
X¨r, i
+Iij
ct, 1ct, 2
ct, 3

T
︸ ︷︷ ︸
Cr, i
ϕ˙1ϕ˙2
ϕ˙3

︸ ︷︷ ︸
X˙r, i
+Iij
kt, 1kt, 2
kt, 3

T
︸ ︷︷ ︸
Kr, i
ϕ1ϕ2
ϕ3

︸ ︷︷ ︸
Xr, i
=
Mext, 1Mext, 2
Mext, 3

︸ ︷︷ ︸
Fr, i
(1.63)
Different from the translational motion, the rotation of a rigid body is frequently
characterized by a coupled system due to the mass moment of inertia tensor Mr, ij. In
this work, however, this system is uncoupled, since the body-fixed Cartesian coordinate
system is aligned with mutually orthogonal principal axes (see Section 2.4.4).
The angles of rotation around the three Cartesian coordinate axes at the current time
step Xn+1r, i , which are calculated according to the standard Newmark method, indicate a
rotation of the body-fixed local Cartesian coordinate system rCCSl, i and therefore cannot
be directly added to the initial position vector rstart, i. In order to allow this addition, a
rotated position vector rrot, i is required. This is calculated based on quaternions, which
are utilized instead of Euler angles in order to save memory as well to avoid problems
with the existing singularities of the Euler angles.
Quaternions Q are four-dimensional vectors with one real and three imaginary com-
ponents, i.e., Q = q1 + i q2 + j q3 + k q4, which represent rotations without the utilization
of Euler angles (see De Nayer [10]). The utilized quaternions and the rotated position
vector rrot, i are calculated according to Eqs. (1.64) to (1.67). Firstly, the norm of the
rotational displacement vector |Xr, i| is calculated. Secondly, the direction vector vi is de-
termined, which is necessary for the calculation of the quaternion components qi. Finally,
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the rotated position vector rrot, i for the element nodes located on the surface of the body
can be computed based on the initial position rstart, i and the position of the undeformed
local Cartesian coordinate system rCCSl, i, according to Viets [52].
|Xr, i| =
√
X2r, 1 +X
2
r, 2 +X
2
r, 3 (1.64)
vi =
1
|Xr, i|Xr, i (1.65)
q1 = cos
( |Xr, i|
2
)
q2 = v1 sin
( |Xr, i|
2
)
q3 = v2 sin
( |Xr, i|
2
)
q4 = v3 sin
( |Xr, i|
2
)
(1.66)
rrot, 1 = (rstart, 1 − rCCSl, 1)(1− 2q23 − 2q24) + (rstart, 2 − rCCSl, 2)(2q2q3 − 2q1q4)
+ (rstart, 3 − rCCSl, 3)(2q2q4 + 2q1q3)
rrot, 2 = (rstart, 1 − rCCSl, 1)(2q2q3 + 2q1q4) + (rstart, 2 − rCCSl, 2)(1− 2q22 − 2q24)
+ (rstart, 3 − rCCSl, 3)(2q3q4 − 2q1q2)
rrot, 3 = (rstart, 1 − rCCSl, 1)(2q2q4 − 2q1q3) + (rstart, 2 − rCCSl, 2)(2q3q4 + 2q1q2)
+ (rstart, 3 − rCCSl, 3)(1− 2q22 + 2q23) (1.67)
1.2.5 Body displacement
The body displacement ∆i (see Fig. 1.4), i.e., the difference vector between the de-
formed and undeformed (initial) states (see Eq. (1.68)), is generated by the coupled ro-
tational and translational motions. This is calculated based on a vectorial sum of the
translational displacement Xt, i, the rotated position vector rrot, i, the location of the un-
deformed body-fixed local Cartesian coordinate system (CCS) rCCSl, i and the location of
the considered element node in relation to the global coordinate system rstart, i, i.e., the
position vector in the initial (undeformed) state, as stated in Eq. (1.69).
This variable represents the structural response of the body to the external forces and
moments and therefore is calculated only for the nodes located on the structure surface,
i.e., on the interface between CFD and CSD subproblems. As the displacement of all
nodes located on this interface are calculated, these are transfered to the CFD solver by
the FSI coupling algorithm, finalizing the routine executed by the rigid movement solver
for each time step.
∆i = rnew, i − rstart, i (1.68)
∆i = rCCSl, i +Xt, i + rrot, i − rstart, i (1.69)
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Figure 1.4: Vectors of the coupled rotation-translation system.
1.3 Coupling between fluid and structure
The fluid flow around a rigid body generates pressure and shear stress forces, which are
responsible for the displacement of the structure. This displacement, in turn, leads to a
change of the fluid domain. Hence, both flow and structure act on each other, generating
a coupled fluid-structure problem, i.e., a fluid-structure interaction problem.
Fluid-structure interaction problems can be solved according to a monolithic or a
partitioned approach. The former is based on the simultaneous solution of the fluid and
structural subproblems and is characterized by the stability and specificity (the applicable
numerical methods are restricted). Moreover, it requires massive programming efforts and
utilizes the same spatial discretization method (for instance FVM, FEM, etc.) for both
the fluid and the structural domains [32]. Therefore, the current work utilizes the parti-
tioned approach, which combines well-validated solvers for fluid and structure and requires
programming efforts only for subroutines in order to exchange information between both
softwares. Furthermore, this technique is characterized by its generality and the pres-
ence of convergence problems, which restricts the choice of the utilized time-step [4, 46].
Nevertheless, the convergence properties can be improved by exchanging data at the in-
terface more than once per time-step, as performed with predictor-corrector schemes (see
Breuer et al. [4]) or with strongly coupled algorithms.
The implicit coupling algorithm, i.e., strong coupling, assures the energy conservation
and the dynamic equilibrium between flow and structure at every time step due to the
usage of more than one FSI sub-iteration (nFSI > 1) [32]. However, for aeroelastic
problems, which usually do not experience convergence problems due to the negligible
added mass effect [7] (see Section 3.3.2), this approach leads only to a higher required
computational time. Therefore, the best compromise between accuracy and required
computational effort is achieved by loose (explicit) coupled algorithms for such cases. For
the comparison of the loose and strong coupled algorithms of the FSI between flow and
NACA0012 airfoil see Section 3.3.3 .
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The applied partitioned approach is illustrated in Fig. 1.5, regarding that the applied
setup is thoroughly described in Chapter 2. It solves the fluid subproblem with the
in-house software FASTEST-3D, while the structural subproblem is computed by the
in-house rigid movement solver implemented by Viets [52].
Initialisation
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displacement?
Estimated 
est
displacement Δ
i
Mesh adaption
Prediction with the 
Runge Kutta scheme
pred
u
i
Poisson equation
corr
p
Correction
n+1 n+1
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i
CFD convergence?
Calculation of fluid 
forces and moments
Fluid forces 
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F, M
i i Under-relaxation 
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rt, i
Under-relaxation of 
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Calculation of the body 
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 initial position Δ
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Figure 1.5: Flow chart of the utilized coupling between CFD and CSD.
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Firstly, the solver is initialized. An estimation of the displacement is performed
(see Section 1.3.1) and the mesh is adapted (as per Section 1.1.8). Secondly, FASTEST-3D
approximates the solution of the fluid domain based on a FVM (according to
Section 1.1.4.1) and a predictor-corrector scheme (see Section 1.1.4.2). When the CFD
solution converges (as stated in Section 1.1.6), the forces and moments acting on the body
are calculated (see Section 1.1.7). This information is subsequently exchanged with the
CSD solver, which does not under-relax the loads in the current work. The translational
and rotational displacements Xrt, i at the current time step are then computed accord-
ing to a standard Newmark time integration scheme (see Sections 1.2.2, 1.2.3 and 1.2.4).
Afterwards, the body displacement vector in relation to the initial position (undeformed
state) ∆i is calculated (as stated in Section 1.2.5) and transferred to FASTEST-3D, which
performs the adaption of the mesh (according to Section 1.1.8). If the flow and structure
reach a dynamic equilibrium (see Section 1.3.3) or if the predetermined maximal number
of FSI sub-iterations nFSI is exceeded, the calculation of the next time step is started.
Finally, when the maximal simulation time tmax is reached, the results are post-processed
by the software TECPLOT 360 and subsequently analyzed.
1.3.1 Estimation of displacement
A linear extrapolation of the translational and rotational displacements Xrt, i is utilized
in order to reduce the number of FSI sub-iterations nFSI required to achieve a dynamic
equilibrium. Consequently, it accelerates the convergence speed while decreasing the
computational time (see Glu¨ck [21]). The applied first-order implicit extrapolation method
(Euler method) is calculated according to Eq. (1.70):
Xest, n+1rt, i = 2X
n
rt, i −Xn−1rt, i . (1.70)
A second-order extrapolation is not considered, since De Nayer and Breuer [11] ob-
served that it does not improve the convergence properties for small time step sizes.
Therefore, a study of the benefits acquired due to the application of only a linear extrap-
olation is carried out and presented in Section 3.3.1.
1.3.2 Under-relaxation of forces and displacements
The under-relaxation of the forces and displacements is applied in order to improve
the convergence properties of the FSI solver. Specially when large time step sizes are
utilized, an over-prediction of the fluid forces is possible [32]. Therefore, the application
of under-relaxation parameters is required in order to guarantee the convergence.
Since the present work is characterized by the utilization of small time step sizes
(∆t ≤ O(10−5) s), this technique is only utilized if the simulation diverges during the
computation of FSI problem. The under-relaxed displacements and loads are then calcu-
lated according to Eqs. (1.53) and (1.56).
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1.3.3 FSI convergence criterion
The residuum of displacement is utilized as the convergence criterion for the FSI solver
(see Breuer [5] and Viets [52]). This is calculated according to Eq. (1.71):
FSI, disp =
√∑6
i=1(X
n, nFSI
rt, i −Xn, nFSI−1rt, i )2√∑6
i=1(X
n, nFSI
rt, i −Xn−1rt, i )2
. (1.71)
The convergence criterion applied in the current work is described in Section 2.5.
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Chapter 2
NACA0012 airfoil with two degrees
of freedom in turbulent flows:
Geometry and setup
The NACA0012 airfoil is a symmetric profile usually utilized for stability purposes
in airplanes, such as in horizontal and vertical stabilizers. Therefore, it is commonly
investigated by numerical and experimental studies and thus a vast literature is available,
enabling the establishment of the model ability to reproduce the physics, i.e., the model
validation.
The current work is a continuation of the NACA0012 airfoil investigations performed
by Streher [49], which aimed at the investigation of the flow characteristics for a fixed air-
foil at different angles of attack and submitted to a Reynolds number ofRe = 100,000. The
wall-resolved LES simulations utilizing the Smagorinsky model were validated through
a comparison with numerical and experimental results available in the literature. The
present work, then, expands this study in order to perform fluid-structure interaction
simulations.
2.1 Test section geometry
The NACA0012 profile stands for the National Advisory Committee for Aeronautics
four digit series airfoil profiles. The first two digits, i.e., 00, represent a symmetrical airfoil
and the last two stand for a profile with a maximal thickness of twelve percent of the chord
length c, located at thirty percent of the chord [24].
The modeled airfoil has a chord length of c = 0.1m and a sharp trailing-edge. This
is described by NASA [33] through Eq. (2.1). The origin of the global coordinate system
is located at the leading edge. XN, 2 and XN, 1 represent the vertical and horizontal
coordinates of the airfoil, respectively.
XN, 2 = ±0.59468918c
[
0.29822277
√
XN, 1
c
− 0.12712523XN, 1
c
− 0.35790791
(
XN, 1
c
)2
+0.29198497
(
XN, 1
c
)3
−0.10517461
(
XN, 1
c
)4]
(2.1)
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The two-dimensional geometry of the computational fluid domain is established with
the help of artificial boundaries, which are carefully chosen according to the work of
Almutari [1]. This presents the results of various wall-resolved large-eddy simulations
for a fixed rigid NACA0012 profile at diverse configurations of Reynolds numbers and
angles of attack, which are validated by a-posteriori studies against the results of DNS
simulations achieved by Jones et al. [25], as well as by the experimental results of Rinoiei
and Takemura [42]. Moreover, this test section geometry is already tested with the in-
house software FASTEST-3D for the case of wall-resolved LES of a fixed rigid NACA0012
at a Reynolds number of Re = 100,000 (see Streher [49]), delivering satisfactory results.
Figure 2.1 illustrates the simulated fluid domain and the curvilinear coordinates η and
ξ utilized in order to simplify the description of the meshes. The test section is character-
ized by the wake length W = 5 c and the domain radius R = 7.3 c. Due to a contradiction
between the span-wise lengths suggested by Almutari [1] and by Schmidt [43], i.e., re-
spectively L3 = 0.5 c and L3 = 0.25 c, the influence of this parameter is investigated and
discussed in Section 3.1.1. Since the best compromise between accuracy and computa-
tional time is achieved for the narrowest span-wise domain, i.e., L3 = 0.25 c, this is utilized
for the further investigations.
W = 5c L = 0.25c
3 
R
 =
 7
.3
c
η
ξ
Figure 2.1: Fluid domain of the NACA0012 airfoil profile.
2.2 Computational meshes
The computational fluid domain is discretized into control volumes by the software
ANSYS ICEM CFD. Three different block-structured hexahedral C-grids with varying
numbers of nodes N and first cell heights ∆y first cell are generated. Table 2.1 indicates the
different grid parameters. Figure 2.2 illustrates the m−Lmin3 −y+max grid (see Table 2.1),
regarding that only one out of two mesh lines is shown in the ξ and the η axes in order
to achieve a good quality image.
NW , NR, NL3 and NSS represent the number of nodes utilized to discretize the edges
of the wake W , domain radius R, span-wise length L3 and suction side of the airfoil,
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respectively (see Fig. 2.1). Since the NACA0012 airfoil is symmetric, an equal number of
nodes is applied at the pressure and suction side edges.
The generated meshes are composed of twelve geometrical blocks characterized by
smooth transitions at the interfaces. The mesh quality is evaluated according to the de-
terminant of the Jacobi-Matrix and the internal angles of every control volume, regarding
that target values of respectively 1 and 90◦ are aimed at in order to accomplish a mesh
composed of only orthogonal cells with a perfect shape. Since all cells of the generated
grids have determinants of the Jacobi-Matrix greater than 0.85 and internal angles greater
than 81◦, these are considered high-quality meshes.
Mesh
Span-wise
length L3
First cell height
∆y first cell (m)
Control
volumes
NW NR NL3 NSS
m−Lmin3 −y+min 0.25 c 1.8 · 10−5 1,065,600 91 61 61 63
m−Lmin3 −y+max 0.25 c 5.0 · 10−5 1,065,600 91 61 61 63
m−Lmax3 −y+min 0.50 c 1.8 · 10−5 2,131,200 91 61 121 63
Table 2.1: Parameters applied for the grid generation.
(a) Overall view. (b) Mesh near the airfoil.
Figure 2.2: Mesh m−Lmin3 −y+max.
Mesh independence studies are carried out for all three grids in Sections 3.1.1 and 3.1.3.
These are based on the analysis of the aerodynamic coefficients, as well as of the dimen-
sionless wall distance. They assure that even the m−Lmin3 −y+max mesh, which requires the
smallest computational effort, does not affect the results. Therefore, the m−Lmin3 −y+max
grid is further applied for the FSI test cases.
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2.3 CFD setup
The numerical methodologies described in Section 1.1 are applied in conjunction with
the following CFD setup in order to solve the computational problem. The fluid and sim-
ulation parameters are summarized in Tables 2.2 and 2.3. The temperature is presumed
to be constant and the fluid is incompressible. The inflow velocities in the x1, x2 and x3
directions are uin, 1 = 4.47 m·s−1 and uin, 2 = uin, 3 = 0 m·s−1, respectively. The Reynolds
number is calculated using the free-stream conditions and the airfoil chord length, i.e.,
c = 0.1 m.
Although Streher [49] applied a Reynolds number of Re = 100,000 for the wall-resolved
simulations of a fixed rigid NACA0012 airfoil, this work approximates the computational
domain of the same airfoil at a Reynolds number of Re = 30,000 in order to acquire less
computational intensive simulations. This reduction of the Reynolds number allows the
computation of the fluid-structure interaction with a coarser grid, i.e., m−Lmin3 −y+max,
which is composed of about 14% of the nodes of the coarser grid applied by Streher [49],
i.e., m−0−y+max. Moreover, when comparing the m−0−y+max grid from Streher [49] with
the m−Lmin3 −y+max mesh from the current work, the height of the cells located on the
airfoil increased from ∆yfirst cell = 1.8·10−5 m to ∆yfirst cell = 5·10−5 m and the time step
size increased from ∆t = 1·10−6 s to ∆t = 1·10−5 s. Therefore, the required computational
time by reduced in 95.5%.
Temperature T = 300 K
Inflow velocity uin, in = 4.47 m·s−1
Fluid density ρf = 1.225 kg·m−3
Dynamic fluid viscosity µf = 18.27 · 10−6 Pa·s
Reynolds number Re =
uin, 1 ρf c
µf
= 30,000
Table 2.2: Fluid parameters.
Spatial discretization FVM
Temporal discretization Predictor-corrector scheme
Turbulence approach LES
Sub-grid scale model Smagorinsky
Damping function Van-Driest
Smagorinsky constant Cs = 0.1
Wall function None
Mesh adaption
Small displacements: TFI
Large displacements: Hybrid IDW-TFI
Table 2.3: Simulation parameters.
For the thorough description of the CSD and FSI setups see Sections 2.4 and 2.5,
respectively.
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2.3.1 Initial conditions
The conservation laws are parabolic in time. Therefore, initial conditions for the
whole fluid domain are required. In the current work, these conditions are applied for the
velocity vector and pressure in relation to a Reynolds number of Re = 30,000, according
to Eqs. (2.2) - (2.5). The initial velocity vector is characterized only by a velocity in
the main flow direction (chord-wise direction), which is equal to the inlet velocity vector
(see Section 2.3.2.1).
ut0, 1 = 4.47 m·s−1 (2.2)
ut0, 2 = 0 m·s−1 (2.3)
ut0, 3 = 0 m·s−1 (2.4)
pt0 = 0 Pa (2.5)
2.3.2 Boundary conditions
The incompressible governing equations are elliptical in space. Therefore, the defini-
tion of boundary conditions for all boundaries is mandatory.
2.3.2.1 Inlet
The inlet velocity, i.e., the velocity vector of the cells located at the inlet bound-
ary, is given in Dirichlet form according to Eqs. (2.6) - (2.8) for a Reynolds number of
Re = 30,000:
uin, 1 = 4.47 m·s−1, (2.6)
uin, 2 = 0 m·s−1, (2.7)
uin, 3 = 0 m·s−1. (2.8)
(2.9)
A pressure boundary condition (Eq. (2.10)) in the Neumann form is utilized for the
pressure correction p corr, according to the work of Ferziger and Peric´ [17]:
∂p corr
∂x1
∣∣∣∣
in
= 0. (2.10)
2.3.2.2 Symmetry boundary
A symmetry boundary can be used if both geometry and flow behavior have mirror
symmetry, which is never the case for turbulent flows. However, since the edges at the
top and the bottom of the fluid domain are located sufficiently far from the airfoil wake,
these can be approximated as symmetric. These edges are characterized by zero velocities
normal to the boundary, according to Eqs. (2.11) to (2.13):
usym, 1 6= 0 m·s−1, (2.11)
usym, 2 = 0 m·s−1, (2.12)
usym, 3 6= 0 m·s−1. (2.13)
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Furthermore, only a velocity gradient of u2 in relation to the x2 direction is available
(see Ferziger and Peric´ [17]). Therefore, only the normal stress component τ22 is present
at the symmetry edges, according to Eqs. (2.14) - (2.16):
τsym, 12 = − µ ∂u1
∂x2
∣∣∣∣
sym
= 0, (2.14)
τsym, 22 = −2µ ∂u2
∂x2
∣∣∣∣
sym
6= 0, (2.15)
τsym, 32 = − µ ∂u3
∂x2
∣∣∣∣
sym
= 0. (2.16)
2.3.2.3 No-slip wall
The no-slip wall condition states that a fluid adheres to the wall and consequently
moves with its velocity. For the case of fluid-structure interaction, a boundary condition
in the form of Dirichlet is applied. This indicates that the flow velocity at the moving
wall uw, i is equal to the body velocity ubody, i, as stated in Eq. (2.17):
uw, i = ubody, i. (2.17)
The structure velocity is approximated according to a first-order accurate difference ap-
proximation scheme. This is based on the time step size ∆t, as well as on the structural dis-
placements Xi at the last time step n and at the current time step n+1 (see Mu¨nsch [32]):
un+1body, i =
Xn+1i −Xni
∆t
. (2.18)
2.3.2.4 Outlet
The outlet boundary must be located where the eddies can pass through the outlet in
an undisturbed manner and without reflection, so that this edge has no or only a minor
influence on the solution of the domain, as described by Breuer [3].
The simulation of the flow around the NACA0012 profile requires the usage of a
convective outflow boundary condition for the outlet boundary:
∂ui
∂t
+ Uconv
∂ui
∂x1
∣∣∣∣
out
= 0. (2.19)
The convective velocity Uconv is parallel to the stream-wise direction and therefore
normal to the outlet boundary. In the present case Uconv is set to the free-stream velocity,
i.e., Uconv = uin, 1 = 4.47 m·s−1.
2.3.2.5 Periodic boundary
The periodic boundary condition allows the reduction of the fluid domain and conse-
quently the decrease of the computational effort. It is based on the simultaneous exchange
of the boundary values at two corresponding domain boundaries, as stated by Breuer [2].
32
CHAPTER 2. FSI BETWEEN FLOW AND NACA0012 AIR. 2.4. CSD SETUP
The usage of this type of boundary is, however, only possible in homogeneous di-
rections, which are characterized by no variation of the statistically averaged flow. The
period length must be carefully chosen in order to guarantee that the largest eddies are
captured. This can be assured by the calculation of the turbulent two-point correlations,
which must tend to zero in the half domain size (see Breuer [2]).
In the case of the FSI investigations of the NACA0012 airfoil, the span-wise direc-
tion is homogeneous and characterized by u˜i(x1, x2, x3, t) = u˜i(x1, x2, x3 + ∆x3, t) and
p˜(x1, x2, x3, t) = p˜(x1, x2, x3 + ∆x3, t). A periodic boundary condition is, then, applied in
this direction. Two period lengths of L3 = 0.5 c and L3 = 0.25 c are tested and thoroughly
discussed in Section 3.1.1. Since the best compromise between accuracy and computa-
tional time is achieved with L3 = 0.25 c, this is applied for the computation of the FSI
test cases.
2.4 CSD setup
Although the CFD solver computes the fluid domain based on a span-wise length of
L3 = 0.25c, the CSD setup is configured according to the rigid NACA0012 model utilized
by the experimental setup (L3, N = 0.6c), which is thoroughly discussed in Appendix A.
This process is carried out in order to enable a direct comparison with the experimental
results and requires the scaling of the forces and moments computed by the CFD solver
(see Section 2.4.5).
The structural properties, as well as the initial and boundary conditions are set in the
csdvalues.dat file, which is compiled by the rigid movement solver during the initialization
sub-routine. This file is described in Table 2.4 for the FSI cases with one translational and
one rotational degree of freedom, i.e., translational degree of freedom in the x2-direction
and rotational degree of freedom around the x3-axis (ϕ3), respectively.
Boolean algebra is utilized in order to define the system degrees of freedom (DOF):
the first three inputs are regarding the three translational degrees of freedom in the x1, x2
and x3 directions, while the last three stand for the rotations about the x1, x2 and x3 axes
(ϕ1, ϕ2 and ϕ3, respectively). If a degree of freedom is not considered (set to false F ), all
variables of this column, with an exception of the mass moment of inertia, are set to zero
by the initialization subroutine.
The initial conditions are given in the form of initial displacements, velocities and
accelerations, while the boundary conditions are given by the external (fluid) forces and
moments computed by the CFD solver. Since the body is initially in dynamic equilibrium,
all this conditions are set to zero at t = 0 s.
The body properties are given by the mass and the mass moment of inertia tensor,
according to lines 5 and 9 of the initialization file. The spring stiffness and the damping
ratio (see Eq. (3.7)) are given in the sixth and seventh lines, respectively. The location
of the body-fixed undeformed Cartesian coordinate system in relation to origin of the
Cartesian coordinate system established by the CFD mesh (global CCS), is given by the
last line of the csdvalues.dat file. In order to guarantee an uncoupled system, the body-
fixed undeformed Cartesian coordinate system (CCS) is located at the airfoil center of
mass (see Section 2.4.4).
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x1 x2 x3 ϕ1 ϕ2 ϕ3
DOF F T F F F T
Displacement 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
Velocity 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
Acceleration 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
Moment of
inertia
1.23E-02 0.00E+00 0.00E+00 1.25E-02 0.00E+00 1.97E-04
Spring
stiffness
0.00E+00 kl, eq 0.00E+00 0.00E+00 0.00E+00 kt, eq
Damping
ratio
0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
Loads 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
Mass 4.32E-01
CCS 4.17E-02 0.00E+00 3.00E-01
Table 2.4: Initialization file csdvalues.dat: Initial and boundary conditions as well as system
properties of the NACA0012 airfoil.
2.4.1 System stiffness
The experimental NACA0012-spring system is characterized by the presence of four
linear and two torsional springs, as illustrated in Fig. 2.3. The torsional stiffness kt 3, 2 do
not appear in the image since it is located at the back of the airfoil.
k
l 2,1
k
l 2,2
k
l 2,3
k
l 2,4
k
t 3,1
CM
Figure 2.3: Configuration of the mass-spring system of the experimented NACA0012 airfoil.
Due to the presence of more than one spring per degree of freedom, the total stiff-
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ness of the up and down and pitch movements is calculated by the equivalent stiffness.
Equations (2.20) and (2.21) illustrate respectively the equivalent linear and torsional stiff-
nesses of the x2 and ϕ3 degrees of freedom, regarding parallel mounted springs.
kl 2, eq = kl 2,1 + kl 2,2 + kl 2,3 + kl 2,4 (2.20)
kt 3, eq = kt 3,1 + kt 3,2 (2.21)
2.4.2 Total mass
The mass of the airfoil is calculated according to Eq. (2.22). The chord and span-wise
lengths as well as the density of the experimental airfoil model are respectively c = 0.1 m,
L3, N = 0.6 m and ρN = 700 kg·m−3 (see Appendix A). XN, 2 describes the airfoil profile
as a function of the chord length and the x1 coordinate (see Eq. (2.1)).
mN = 2 ρN L3, N
∫ c
0
XN, 2 dx1 (2.22)
mN = 0.3392 kg (2.23)
The experimental setup is characterized by the presence of two aluminum supports
fixed on the airfoil and two guiding rods in order to guide the movement in the x2-direction,
as illustrated in Fig. 2.4:
Figure 2.4: Guiding rods and supports present in the experimental setup.
Since the aluminum supports are fixed on the airfoil, these influence the dynamic equi-
librium of the body. Therefore, their masses (msupports = 0.09299 kg) must be considered
by the CSD solver. Hence, the total mass mtot utilized in the csdvalues.dat file is:
mtot = mN +msupports, (2.24)
mtot = 0.43219 kg. (2.25)
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2.4.3 Center of mass
The undeformed body-fixed Cartesian coordinate system is located at the center of
mass of the structure. Since the NACA0012 profile is symmetrical and the airfoil model
has a span-wise length of L3, N = 0.6 m, the x2 and x3 coordinates of the center of
mass in relation to the origin of the global Cartesian coordinate system are respectively
xCM, 2 = 0 m and xCM, 3 = 0.3 m (see Fig. 2.5). The x1 coordinate of the center of mass is
calculated according to Eq. (2.26), regarding that the density of the airfoil is constant.
xCM, 1 =
∫ c
0
x1 |XN, 2| dx1∫ c
0
|XN, 2| dx1
= 0.0417 m (2.26)
Due to the fact that the supports fixed on the airfoil are symmetric in relation to the
center of mass (see Fig. 2.4), their presence do not affect the location of this center.
2.4.4 Mass moment of inertia
In order to guarantee an uncoupled system, the origin of the body-fixed Cartesian
coordinate system of the NACA0012 profile must be coincident with a Cartesian coor-
dinate system constituted of only orthogonal to each other principal axes. These have
the property of aligning the angular moment Mext, i with the angular velocity ϕ˙i and
therefore are distinguished by the extinction of the products of inertia J12, J13 and J23
(see Hibbeler [22]). Since the airfoil is characterized by symmetries in the x1x2 and x1x3
planes, when the body-fixed coordinate system is located at the body center of mass, the
x1, x2 and x3 axes are considered principal ones (see Gere [20]). Hence, only the main
diagonal of the mass moment of inertia tensor in relation to the center of mass of the
NACA0012 airfoil remains, i.e., the JCM11 , J
CM
22 and J
CM
33 terms.
The mass moment of inertia is the quantity that indicates the object resistance to
a rotational acceleration about a particular axis, i.e., it indicates the distribution of the
body mass in relation to a determined axis. The diagonal components of this tensor in
relation to the global coordinate system (JoN, ii), which origin is located at the point O
(see Fig. 2.5), are calculated according to Eqs. (2.27) to (2.29) for the NACA0012 airfoil.
XN, 2 stands for the NACA0012 profile function (see Eq. 2.1).
JoN, 11 =
∫
V
ρN(x
2
2 + x
2
3) dV = 2ρN
∫ c
0
∫ XN, 2
0
∫ L3, N
0
(x22 + x
2
3) dx3 dx2 dx1
=
2 ρN
3
∫ c
0
(|XN, 2(x1)|3 L3, N + |XN, 2(x1)| L33, N) dx1 (2.27)
JoN, 22 =
∫
V
ρN(x
2
1 + x
2
3) dV = 2ρN
∫ c
0
∫ XN, 2
0
∫ L3, N
0
(x21 + x
2
3) dx3 dx2 dx1
= 2 ρN
∫ c
0
(
x21 |XN, 2(x1)| L3, N + |XN, 2(x1)|
L33, N
3
)
dx1 (2.28)
JoN, 33 =
∫
V
ρN(x
2
1 + x
2
2) dV = 2ρN
∫ c
0
∫ XN, 2
0
∫ L3, N
0
(x21 + x
2
2) dx3 dx2 dx1
= 2 ρN L3, N
∫ c
0
(
x21 |XN, 2(x1)|+
|XN, 2(x1)|3
3
)
dx1 (2.29)
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Figure 2.5: O and CM: Origin of the global and local Cartesian coordinate systems, respectively.
Since the undeformed body-fixed coordinate system (see Fig. 1.4) is located at the
airfoil center of mass CM, the mass moment of inertia tensor is then calculated with refer-
ence to this point. Therefore, the parallel axis theorem, i.e., Huygens-Steiner theorem, is
applied (see Hibbeler [22]). This utilizes the perpendicular distances between the consid-
ered axis in the global and local coordinate systems, which origins are located respectively
at points O and CM, in order to calculate the mass moment of inertia in relation to the
airfoil center of mass, as stated in Eqs. (2.30) to (2.32):
JCMN, 11 = J
o
N, 11 −mN x2CM, 3 = 1.0200·10−2 kg·m2, (2.30)
JCMN, 22 = J
o
N, 22 −mN x2CM, 3 = 1.1000·10−2 kg·m2, (2.31)
JCMN, 33 = J
o
N, 33 −mN x2CM, 1 = 1.8687·10−4 kg·m2. (2.32)
The products of inertia JCMN, ij for i 6= j at the center of mass are zero due to the fact
that the coordinate axes are principal ones, as demonstrated in Eqs. (2.33) to (2.35):
JCMN, 12 =
∫
A
x1 x2 dA =
∫ c−xCM, 1
−xCM, 1
∫ XN, 2
−XN, 2
x1 x2 dx2 dx1
=
1
2
∫ c−xCM, 1
−xCM, 1
x1
(
X2N, 2 −X2N, 2
)
dx1 = 0 kg·m2, (2.33)
JCMN, 13 =
∫
A
x1 x3 dA = ρN
∫
V
x1 x3 dV = ρN
∫ c−xCM, 1
−xCM, 1
∫ XN, 2
−XN, 2
∫ L3, N
2
−L3, N
2
x1 x3 dx3 dx2 dx1
=
ρN
2
∫ c−xCM, 1
−xCM, 1
x1
(
L23, N
4
− L
2
3, N
4
)
dx1 = 0 kg·m2, (2.34)
JCMN, 23 =
∫
A
x2 x3 dA = ρN
∫
V
x2 x3 dV = ρN
∫ c−xCM, 1
−xCM, 1
∫ XN, 2
−XN, 2
∫ L3, N
2
−L3, N
2
x2 x3 dx3 dx2 dx1
=
ρN
2
∫ c−xCM, 1
−xCM, 1
x2
(
L23, N
4
− L
2
3, N
4
)
dx1 = 0 kg·m2. (2.35)
The calculated airfoil mass moments of inertia are in great agreement with the ones
calculated by a CAD software (see Fig. A.2). Nevertheless, the presence of the supports
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fixed on the airfoil (see Fig. 2.4) also influence the rotational motion. Therefore, the
mass moment of inertia tensor of the system composed of airfoil and supports must be
considered. This has slightly higher moments for the diagonal components (see Fig. A.3)
while the products of inertia remain zero since the location of the principal axes are not
altered, as presented in Eq. (2.36):
JCMtot, ij =
1.22740·10−2 0 00 1.24656·10−2 0
0 0 1.97173·10−4
 kg·m2. (2.36)
2.4.5 Scaling of the fluid forces and moments
Since the simulated airfoil has a span-wise length of either L3 = 0.25 c or L3 = 0.5 c due
to the utilization of a periodic boundary condition in this homogeneous direction and the
system stiffness is not scaled in relation to the experimental setup, the fluid loads (forces
and moments) must be geometrically scaled. This mathematical procedure assures the
comparability of both numerical and experimental results and therefore enables a possible
validation of the simulations.
L
3
, 
W
T
L
3
, 
N
Nozzle Receiver
Airfoil
Test section
x
1
x
3
Figure 2.6: Airfoil length submitted to the flow.
Whereas the airfoil model has a span-wise length of L3, N = 0.6 m, the test section of
wind tunnel has a width of L3,WT = 0.5 m in order to guarantee the investigation of an
infinite airfoil (without the presence of wing tip turbulence), as illustrated in Fig. 2.6. The
flow moves, then, only around the airfoil within the wind tunnel length L3,WT . Therefore,
as the CSD solver receives the fluid loads from FASTEST-3D, it primarily scales these
values in relation to the length L3,WT , as stated in Eqs. (2.37) and (2.38):
FCSD, i = Fi · L3,WT
L3
, (2.37)
MCSD, i = Mi · L3,WT
L3
. (2.38)
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FCSD, i and MCSD, i represent the scaled forces and moments utilized by the CSD solver,
while Fi and Mi represent the forces and moments calculated by the CFD solver. The
scaling factor is composed of the length of the airfoil that is submitted to the flow L3,WT
and the span-wise length of the airfoil in the CFD mesh L3.
2.5 FSI setup
The coupling algorithm explained in Section 1.3 applies the FSI setup described in
Table 2.5:
Under-relaxation of the fluid loads No
Under-relaxation of the displacements No
Coupling method Loose (nFSI = 1)
Convergence criterion FSI, disp < 1·10−6
Estimation of displacements Linear extrapolation
Table 2.5: FSI setup.
This setup is selected according to the results of preliminary studies, which are thor-
oughly described in Section 3.3. The forces and displacements are not under-relaxed
since the added mass effect is negligible (see Section 3.3.2) and convergence problems
are not present. The negligibility of this effect also allows the utilization of a loose cou-
pling method, which is proven to be accurate as well as less computational intensive, as
thoroughly described in Section 3.3.3. Furthermore, a prediction of the displacements
according to a first-order accurate linear extrapolation is utilized since this reduces CPU-
time requirements (see Section 3.3.1).
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Chapter 3
Preliminary studies
The fluid setup, the CSD solver and the FSI coupling are thoroughly studied and
validated aiming at a model that provides the best compromise between accuracy and
computational effort. Firstly, the generated meshes are investigated according to the
span-wise length, the mapping strategy for the geometrical block-structure to the parallel
block-structure and the first cell height. Then, the available mesh adaption methods are
compared. Secondly, the CSD solver is validated, regarding time-dependent external forces
and coupled systems. Finally, the FSI coupling is analyzed according to the algorithm
responsible for the estimation of displacements, the added mass effect and the coupling
scheme itself.
3.1 CFD studies
The ability of the mesh to provide an accurate solution of the fluid domain in relation
to the computational time is thoroughly investigated considering a fixed, as well as a
moving airfoil. The three generated meshes, i.e., m−Lmin3 − y+min, m−Lmin3 − y+max and
m−Lmax3 − y+min (see Section 2.2), are analyzed according to the span-wise length L3, the
mapping strategy and the first cell height ∆yfirst cell. The mesh that provides the best
comprise between accuracy and required computational time is then utilized to simulate
the coupled problem. Finally, different mesh adaption methods are investigated: the TFI,
IDW and hybrid IDW-TFI schemes are tested.
3.1.1 Influence of the span-wise length of the computational do-
main
A periodic boundary condition is applied in the x3-direction due to its homogene-
ity. Since the choice of the span-wise length represents a compromise between accuracy
and numerical effort, the lengths L3 = 0.5 c and L3 = 0.25 c are investigated, as stated
in Table 3.1. The former is selected according to the work of Almutari [1], in which
the two-point correlation for the span-wise direction is calculated and is approximately
zero for the half domain size, while the latter is based on the work of Schmidt [43] and
Visbal et al. [53].
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Mesh
Span-wise
length (m)
Mapping
strategy
Time
steps
Time step
size (s)
m−Lmax3 − y+min 0.50 c 3 170,000 6 · 10−6
m−Lmin3 −y+min 0.25 c 3 170,000 6 · 10−6
Table 3.1: Comparison of the simulations performed for the meshes with different span-wise
lengths L3.
The simulations are performed for a fixed airfoil at a Reynolds number of Re = 30,000
utilizing the mapping strategy 3 (see Section 3.1.2). The lift and drag coefficients are cal-
culated according to Eqs. (4.1) and (4.2). These are time-averaged during a dimensionless
time of t∗ = 45.6 and are summarized in Table 3.2:
Mesh
Lift coefficient Drag coefficient
Mean
Standard
deviaton
Mean
Standard
deviaton
m−Lmax3 −y+min C˜L = −0.002 σCL = 0.021 C˜D = 0.025 σCD = 0.001
m−Lmin3 −y+min C˜L = 0.000 σCD = 0.022 C˜D = 0.025 σCD = 0.001
Table 3.2: Time-averaged lift and drag coefficients at Re = 30,000. m−Lmax3 −y+min and
m−Lmin3 −y+min meshes.
The mean and standard deviation values of the averaged drag coefficient are the
same for both meshes, indicating that the mesh does not influence the
computation of this aerodynamic property. Since the NACA0012 airfoil is symmetric
and submitted to an angle of attack of α = 0◦, the expected mean value of the lift
coefficient is C˜L = 0. A minimal deviation of this value is, however, present when
the computations are performed on the m−Lmax3 −y+min mesh. Moreover, minor discrep-
ancies of the standard deviations of the lift coefficient computed by both meshes are also
present.
The calculated drag coefficients are also quantitatively compared to the experimental
results of Sheldahl and Klimas [45] for an incidence of α = 0◦, as illustrated in Fig. 3.1.
These experiments were performed in a wind tunnel for a NACA0012 Eppler model pro-
file at a Reynolds number range of 1 · 104 ≤ Re ≤ 1 · 107 and an incidence range of
0◦ ≤ α ≤ 180◦. Since the simulated airfoil profile (see NASA [33]) is slightly different
from the NACA0012 Eppler profile (see Fig. 3.2), the results achieved by the simulations
are overestimated compared to the experimental results.
Due to the minor differences in the results achieved by both simulated meshes
(m−Lmax3 −y+min and m−Lmin3 −y+min), even the mesh with the smallest span-wise
length is able to accurately simulate the fluid domain. Moreover, the m−Lmin3 −y+min
mesh uses only 53.05% of the required computational time of the m−Lmax3 −y+min grid.
Therefore, the meshes with a span-wise length of L3 = 0.25 c are applied to compute the
FSI cases.
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Figure 3.1: Drag coefficients of the airfoil at an incidence of α = 0◦. Current work: NASA
NACA0012 [33]. Sheldahl and Klimas [45]: NACA0012 Eppler model.
Figure 3.2: NASA NACA0012 [33] profile used in the current work and NACA0012 Eppler model
profile from Sheldahl and Klimas [45].
3.1.2 Mapping strategy
The twelve geometrical blocks generated by ICEM CFD are divided and combined in
a process called mapping. This aims at the generation of parallel blocks with almost the
same number of control volumes in order to guarantee the fastest computation of the flow
domain. Each parallel block is solved by a different processor with information exchange
occurring only at its faces, so that the computation of all blocks can be performed at the
same time (parallel computing).
Four mapping strategies for the m−Lmin3 −y+min mesh are investigated, regarding that
cubic parallel blocks with 70,000 control volumes are aimed at. Moreover, the blocks
are not divided in the η-direction in order to avoid numerical problems arising due to
the stiffening of block boundaries. Simulations for the fluid-structure interaction of a
NACA0012 airfoil with two degrees of freedom (pitch and up and down) are carried out
for a Reynolds number ofRe = 30,000 and a linear stiffness of kl, 2 = 144 N·m−1. Thousand
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time steps (n = 1000) are computed in order to compare the efficiency of the different
mappings. The properties of the applied mapping strategies are compared in Table 3.3:
Mapping
strategy
Required
processors
Averaged
number of CVs
per processor
Load-
balancing
efficiency
Averaged
computational
time per time step
1 18 59,200 54.81% 0.93 s
2 23 46,330 64.35% 0.90 s
3 13 81,969 75.90% 0.72 s
4 15 71,040 87.70% 0.72 s
Table 3.3: Comparison of the mapping strategies.
Load-balancing efficiency indicates the effectiveness of the work (computation of the
whole fluid domain) division into separate tasks performed by each processor. Generally,
the higher the load-balancing efficiency, the lower the required computational time, since
the processor idle time is optimized. Although the mapping strategy 4 has the highest
load-balancing efficiency, the required computational time is equal to the one achieved by
mapping strategy 3. Therefore, the processor idle time, the information exchange between
processors and the computation of the parallel blocks are optimized for the mapping
strategies 3 and 4. Nonetheless, strategy 4 is utilized to investigate the fluid-structure
interaction between the flow and the NACA0012 airfoil due to the highest load-balancing
efficiency.
(a) Top view.
(b) Front view.
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(c) Bottom view.
Figure 3.3: Parallel blocks of the mapping strategy 4.
The distribution of the parallel blocks of mapping strategy 4 is illustrated in Fig. 3.3.
Each color represents the blocks computed by a separate processor. That leads to a total
number of 15 processors for the computation of the whole fluid domain.
3.1.3 Selection of the first cell height
The no-slip condition on the airfoil surface is responsible for the generation of a velocity
gradient in the cells located at this interface. In order to guarantee the accuracy of the
wall-resolved LES, the gradients present in a cell must be small. Therefore, the maximal
allowed height of the cells in contact with no-slip walls is limited.
Since the first cell height is directly related to the maximal applicable time step used
to obtain a converged solution, a best compromise between accuracy and required com-
putational time has to be found. Therefore, two meshes with the same number of control
volumes, the same mapping strategy and different first cell heights are compared, as illus-
trated in Table 3.4. The applied first cell heights are based on the work of Streher [49]. The
simulations are performed for a fixed airfoil at a Reynolds number of Re = 30,000 until
a dimensionless time of t∗ = t u1, in/c = 200 is achieved. Thereto, a total of n = 450,000
and n = 750,000 time steps are computed for the m−Lmin3 − y+max and m−Lmin3 −y+min
meshes, respectively. The time-averaging process is started when the flow is completely
developed, i.e., after t∗init = 67.
Mesh
Span-wise
width (m)
First cell
height (m)
Time step
size (s)
m−Lmin3 − y+max 0.25 c 5.0 · 10−5 1 · 10−5
m−Lmin3 −y+min 0.25 c 1.8 · 10−5 6 · 10−6
Table 3.4: Comparison of the meshes with different first cell heights.
The simulation with the m−Lmin3 − y+max mesh is approximately two times faster than
the one with the m−Lmin3 −y+min grid. The accuracy of the simulations is compared based
on the time-averaged dimensionless wall distances y+, as illustrated in Fig. 3.4.
The maximal dimensionless wall distance is achieved for the m−Lmin3 − y+max mesh.
Since these values are within a range of 0 ≤ y+ ≤ 1.4, the viscous sublayer can still
be resolved and only minor velocity differences are present on the cells. Hence, the
m−Lmin3 − y+max grid is selected for the future FSI simulations, as it represents the best
compromise between accuracy and required computational time.
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(a) m−Lmin3 − y+max. (b) m−Lmin3 −y+min.
Figure 3.4: Time-averaged dimensionless wall distances of the meshes m−Lmin3 − y+max and
m−Lmin3 − y+max with L3 = 0.25 c.
3.1.4 Influence of the mesh adaption algorithm
The m−Lmin3 − y+max mesh with the mapping strategy 4 is applied in order to thor-
oughly analyze the available mesh adaption algorithms. Since the largest displacements
are achieved for the test case characterized by extremely small linear and torsional stiff-
nesses (see Section 4.2), the investigations are based on the maximal airfoil response
achieved by this computation.
Various simulations carried out with distinct mesh adaption algorithms, as well as var-
ious re-meshing parameters are performed in order to establish the method that provides
the better quality of the mesh while requiring the smallest computational time. These test
cases are simulated considering only a translational displacement of X2 = 0.3 m, which
is slightly greater than the maximal translational displacement achieved by the coupled
simulation with the TFI method (see Section 4.2.0.2), since the rotational displacement is
not considered. The latter is not thoroughly studied, since the main cause of the numer-
ical difficulties is actually the maintenance of the height of the cells located on the airfoil
surface and not the preservation of the mesh orthogonality (see Section 4.2.0.1).
The translational displacement of X2 = 0.3 m is gradually applied as a boundary
condition according to Eq. (3.1), regarding that A = 0.3 m. This procedure must be
undertaken, since the IDW and hybrid IDW-TFI algorithms adapt the mesh in relation
to the last time step. A total of n = 1,000 time steps are computed with a time step size
of ∆t = 1·10−3 s. The fluid domain is not solved and therefore the required computational
time represents only the time needed to adapt the mesh in relation to the new boundaries.
X2,mesh adapt. = A t (3.1)
The results achieved for all test cases are summarized in Table 3.5, for the TFI,
IDW and hybrid IDW-TFI methods examined. Although the former algorithm is not
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applicable for this test case (see Section 4.2), it is also computed in order to enable a
comparison of the required computational time and the mesh quality. The weighting
function used by the IDW and IDW-TFI methods (see Section 1.1.8.2), can be adapted
according to the parameters αfxd and αmv. Their increase leads to a stiffer mesh adaption
(see Sen et al. [44]). The former parameter (αfxd) describes the adaption of the fixed
boundaries, i.e., inlet, outlet and symmetry while the latter (αmv) describes the adaption
of the moving boundaries, that is, the FSI no-slip wall boundary.
Re-meshing Computational
time (h)
First cell height
∆yfirst cell (m)Method Parameters
TFI - 0.020 [2.8·10−5, 7.0·10−5]
IDW
αfxd = 0.1
αmv = 0.3
9.639 5.0·10−5
IDW-TFI
αfxd = 0.05
αmv = 0.3
3.035 5.0·10−5
IDW-TFI
αfxd = 0.1
αmv = 0.3
3.030 5.0·10−5
IDW-TFI
αfxd = 0.13
αmv = 0.3
3.031 5.0·10−5
IDW-TFI
αfxd = 0.15
αmv = 0.3
3.053 5.0·10−5
IDW-TFI
αfxd = 0.2
αmv = 0.3
3.034 5.0·10−5
IDW-TFI
αfxd = 0.5
αmv = 0.3
3.032 5.0·10−5
IDW-TFI
αfxd = 0.1
αmv = 0.1
3.033 5.0·10−5
IDW-TFI
αfxd = 0.13
αmv = 0.1
3.069 5.0·10−5
IDW-TFI
αfxd = 0.13
αmv = 0.5
3.031 5.0·10−5
Table 3.5: Comparison of the re-meshing algorithms: Translational displacement of X2 = 0.3m.
The smallest computational time is achieved utilizing the TFI algorithm. The adapted
mesh is illustrated in Fig. 3.5 for the considered displacement, regarding that one out of
two mesh lines is displayed for both the ξ-axis on the front domain and the η-axis on
the whole fluid domain. The mesh orthogonality is not deeply affected due to the fact
that no airfoil rotation is present. The first cell height is not maintained, varying between
2.8·10−5 m ≤ ∆yfirst cell ≤ 7.0·10−5 m for the control volumes located on the airfoil surface,
where the initial value is ∆yfirst cell = 5.0·10−5 m. The cell height is also not maintained
at the fixed boundaries, i.e., the control volumes located at the bottom of the fluid do-
main are larger than those located at the top. Moreover, degenerated cells occur at the
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trailing-edge. Therefore, the utilization of this adaptation method always leads to numer-
ical difficulties if large displacements are observed, even if no rotation is present.
(a) Adapted mesh - Overall view. (b) Adapted mesh - Focus on the trailing-edge.
Figure 3.5: TFI algorithm: Mesh adaption considering a translational displacement of
X2 = 0.3 m. Note that instead of the grid, the grid connecting the cell centers is
shown.
The IDW and hybrid IDW-TFI methods are characterized by the maintenance of the
first cell height, i.e., ∆yfirst cell = 5·10−5 m. The required computational time of the pure
IDW method is about 3.2 and 481.9 times higher than the hybrid IDW-TFI and TFI
algorithms, respectively. Since the achieved mesh quality is exactly the same for the
hybrid method, the IDW scheme is not considered for further studies.
Nine different combinations of the parameters that determine the weighting function
of the fixed and the movable boundaries, i.e., αfxd and αmv, are investigated for the
hybrid IDW-TFI algorithm. Since the best mesh quality is achieved for the parameters
αfxd = αmv = 0.1, the mesh adapted utilizing these values is illustrated in Fig. 3.6.
The problems generated by the TFI algorithm are overcome through the utilization
of this method, i.e., no degenerated cells are generated at the trailing-edge, as well as
the first cell height is maintained for all cells located on the airfoil surface, enabling the
computation with constant time step sizes. Moreover, the required computational time is
reasonable considering the one needed by the pure IDW method. Although the achieved
skew metric quality is low, i.e., fskew ≥ 0.599, Fig. 3.7 illustrates that the cells with lower
quality are located far away from the airfoil, which does not lead to accuracy problems
since the critical flow phenomena occur near the airfoil.
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(a) Adapted mesh - Overall view. (b) Adapted mesh: Focus on the trailing-edge.
Figure 3.6: Hybrid IDW-TFI algorithm with αfxd = αmv = 0.1: Mesh adaption considering
a translational displacement of X2 = 0.3 m. Grid connecting the cell centers is
depicted.
Figure 3.7: Hybrid IDW-TFI algorithm with αfxd = αmv = 0.1: Mesh quality based on the
skewness of the grid considering a translational displacement of X2 = 0.3 m. Grid
connecting the cell centers is depicted.
3.1.5 Conclusions
The thorough investigations of the three generated meshes and the four
mapping strategies pointed out that the minimal computational time is achieved with
the m−Lmin3 − y+max mesh while utilizing the mapping strategy 4. Since this configuration
also provides a reasonable accuracy, this is applied to approximate the solution of the
coupled test cases.
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Moreover, the TFI method is applied in case of small displacements, since this requires
small computational times in order to generate good quality meshes. Furthermore, the
hybrid IDW-TFI method is chosen to simulate cases characterized by large airfoil trans-
lational and rotational displacement. Although this requires a higher computational time
than the TFI method, it does not lead to numerical difficulties due to the maintenance
of the height of the cells located on the airfoil surface and therefore can also be utilized
for large rotations without degenerated cells with negative volumes. In addition, the pa-
rameters αfxd = αmv = 0.1 are applied since the generation of the best mesh quality
considering the orthogonality of the grid is achieved.
3.2 CSD studies
In the case of fluid-structure interaction between the flow and the NACA0012 profile
with two degrees of freedom (pitch and up and down), the external forces acting on the
rigid airfoil, i.e., the fluid forces, are time-dependent. Since Viets [52] validated the applied
in-house rigid movement solver (see Section 1.2) only for the case of a constant external
force, this software is also verified regarding systems with a time-dependent external force
and a coupled translational and rotational motion.
3.2.1 System under rotating unbalance
Rotating unbalance is one of the main causes of vibration in rotating machinery, such
as turbines and rotors. A simplified model, as illustrated in Fig. 3.8, is utilized in order
to compare the analytical and numerical results.
k / 2
l k / 2l cl
m
ω
m  / 2
ex
e
mex
e
mexω
m  / 2
ex
X
Figure 3.8: System under rotating unbalance.
Two eccentric masses mex/2 rotate with the same constant angular frequency ω in
opposite directions. These are located at a distance emex from the center of mass. The
generated centrifugal force (mex emex ω
2) is decomposed into the horizontal and vertical
components. While the former is canceled due to the rotation of the eccentric masses in
opposite directions, the latter contributes to the vibration of the machine [41]. Therefore,
displacements of the rigid body occurs only in the vertical direction.
Equations (3.2) and (3.3) describe the motion of the body for the undamped and
damped cases (see Rao [41]), respectively. m, cl, kl and t represent the total mass of the
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system, the linear damping coefficient, the linear spring stiffness and the time, respectively.
X¨, X˙ and X are the translational acceleration, velocity and displacement of the body (the
subscripted t and directional index i = 2, for instance in Xt, 2, are omitted for the sake
of brevity). The left side of the equation stands for the internal forces while the right
one represents the time-dependent external force caused by the rotation of the eccentric
masses.
mX¨ + klX = mex emex ω
2 sin(ωt) (3.2)
mX¨ + cl X˙ + klX = mex emex ω
2 sin(ωt) (3.3)
The analytical solutions of these differential equations are based on the sum of the ho-
mogeneous and the particular solutions (see Rao [41]). Equations (3.4) and (3.5) represent
respectively the solution of the undamped and the underdamped (D< 1) systems:
X(t) = X0 cos(ωnt+ φ1) +X0 sin(ωt+ φ2), (3.4)
X(t) = e−Dωn t [X0 cos(ωnt+ φ1) +DX0 sin(ωnt+ φ1)]
+ X0 sin(ωt+ φ2). (3.5)
X0 represents a characteristic amplitude and is calculated according to Eq. (3.6). The
damping ratio D is a relation between the utilized damping constant cl and the critical
damping coefficient cc, according to Eq. (3.7). The angular natural frequency wn is a
relation between the spring stiffness kl and the total mass of the system m (see Eq. (3.8)).
φ1 and φ2 represent the phase angles. These are calculated through a system of equations,
which are generated by the application of the initial conditions in the governing equation
(either Eq. (3.2) or Eq. (3.3)). The current analysis utilizes a zero displacement and zero
velocity as initial conditions, i.e., X(t = 0) = 0 and X˙(t = 0) = 0.
X0 =
mex emex ω
2√
(kl −mω2)2 + (cl ω)2
(3.6)
D =
cl
cc
=
cl
2
√
km
(3.7)
ωn =
√
kl
m
(3.8)
When the angular frequency ω of the eccentric masses and the angular natural fre-
quency ωn have the same value, resonance occurs. The current analysis is performed for an
angular frequency near the natural frequency for damping ratios of D = 0 and D = 0.25.
The setup of these test cases is presented in Table 3.6, while the analytical solution is
indicated in Table 3.7:
Variable Undamped case Damped case
m (kg) 10 10
cl (N·s·m−1) 0 25
D 0 0.25
kl (N·m−1) 250 250
mex (kg) 1 1
emex (m) 0.45 0.45
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ω (rad·s−1) 4.5 4.5
ωn (rad·s−1) 5 5
Table 3.6: Setup of the systems submitted to rotating unbalance.
Variable Undamped case Damped case
X0 (m) 0.182 0.075
φ1 (rad) pi -0.133
φ2 (rad) pi/2 -1.438
Table 3.7: Analytical solutions - Rotating unbalance test case.
Two numerical simulations are performed for each system configuration: One with
the ode45 solver of Matlab Simulink and the other with the rigid movement solver imple-
mented by Viets [52]. The former is based on the Dormand-Prince method [14], which is
a fifth-order accurate explicit variable-step solver applicable for models with continuous
states. Therefore, it is suitable for mass-spring-damper systems. The specified minimal
and maximal step sizes are ∆tmin = 10
−4 s and ∆tmax = 10−3 s, regarding that the time
step size is reduced or increased within this interval using a local error control to achieve
the specified tolerance [31], i.e., 10−3. The rigid movement solver (see Section 1.2) ap-
plies the implicit standard Newmark time discretization method with a time step size
of ∆t = 10−3 s, since this is the largest value that does not influence the solution. The
system is allowed to oscillate only in one degree of freedom at a time.
The comparison between analytical and numerical solutions are presented in
Fig. 3.9 for both undamped and damped cases. All six degrees of freedom are tested
and deliver the same solution.
(a) Undamped system D = 0. (b) Damped system D = 0.25.
Figure 3.9: Displacements of the undamped and damped rotating unbalance cases: Numerical
and analytical solutions.
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The numerical solutions achieved with Matlab Simulink and the rigid movement solvers
deliver exactly the same results. Although the utilized initial conditions and the maximal
amplitude are the same for both numerical and analytical solutions, a small discrepancy
is present at the beginning of the oscillation for the undamped case and a minimal phase
shift is present for the damped case. Since the angular frequency of the eccentric masses
are near the resonance frequency, a considerable amplitude of oscillation is achieved for
D = 0 and the damping coefficient is responsible for the constant amplitude achieved for
D = 0.25.
3.2.2 System under coupled translation and rotation
The disc of the disc-spring system rolls over its instantaneous center of rotation S
without sliding (see Fig. 3.10). Its movement is characterized by a coupled translational
and rotational motion, since the instantaneous center of rotation does not coincide with
the center of mass CM.
k
l m
r
CM
φ
X
S
Figure 3.10: System with coupled rotation and translation.
The governing equations for the rotational and translational motions (see Eqs. (3.9)
and (3.10)) are given by Euler’s equation of motion for a rotation outside the center of
mass (see Gere [20]) and through the relation between the rotational and translational
motions (see Rao [41]). ϕ¨ and ϕ represent the angular acceleration and displacement
while kl, m, r and X represent the linear spring stiffness, the disc mass, the disc radius
and the translational displacement, respectively.
ϕ¨+
2 kl
3m
ϕ = 0 (3.9)
X = r ϕ (3.10)
The setup of the present test case is described in Table 3.8 for both the rigid move-
ment solver and the ode45 solver of Matlab Simulink. The initial conditions are set to
ϕ(t = 0) = 1 and ϕ˙(t = 0) = 0.
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Variable
Rigid movement
solver
Matlab Simulink
ode45 solver
m (kg) 1 1
r (m) 0.5 0.5
kl (N·m−1) 6 6
∆t (s) 10−3 10−4 ≤ ∆t ≤ 10−3
Time discretization
method
Standard Newmark Dormand-Prince
Table 3.8: Setup of the numerical solutions. Case: Coupled rotation and translation.
For the simulations performed with the rigid movement solver, two degrees of freedom
(one translational and one rotational) are tested at a time and all nine possible combina-
tions deliver the same results. The rotational and translational oscillations are illustrated
in Fig. 3.11. The results achieved with the ode45 solver of Matlab Simulink and with the
in-house rigid movement solver are exactly the same.
(a) Rotational displacement. (b) Translation displacement.
Figure 3.11: Translational and rotational displacements of the coupled system.
3.2.3 Conclusions
The executed test cases assure the accuracy of the rigid movement solver implemented
by Viets [52] through comparisons with reference analytical and numerical solutions. The
former is based on Rao [41] and applicable only for the rotating unbalance test case, while
the latter is achieved through simulations performed in the reference solver ode45 from
Matlab Simulink. Due to the great coincidence between all comparable solutions, the
rigid movement code is thus also validated for problems characterized by time-dependent
external forces and coupled motions. Therefore, it should be able to accurately compute
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the structural response of the NACA0012 airfoil, when it is submitted to fluid-structure
interaction.
3.3 FSI coupling studies
The algorithm utilized for the estimation of displacements, as well as the added mass
effect and the coupling method are thoroughly analyzed. Since the utilization of the
estimation of displacements together with a loosely coupled algorithm requires the smallest
computational time, the studies primarily aim at the analysis of the accuracy of this
method through a comparison with other algorithms. Thereby, the best compromise
between accuracy and numerical effort can be determined and further utilized for the FSI
simulations.
3.3.1 Estimation of displacements
The linear extrapolation of the displacements at the beginning of each new time step
is implemented in order to improve the convergence properties and therefore to reduce
the required computational time. Two strongly coupled simulations of the fluid-structure
interaction between the NACA0012 airfoil and the flow are executed for them−Lmin3 −y+max
mesh utilizing the mapping strategy 4. The FSI is computed for an undamped system
composed of two degrees of freedom (pitch and up and down) with linear and torsional
stiffnesses of kl, 2 = 144 N·m−1 and kt, 3 = 0.3832 N·m·rad−1, respectively. Moreover, the
chord Reynolds number is Re = 30,000, the FSI convergence criterion is FSI, disp < 1·10−6
and the computation runs until a dimensionless time of t∗ = 4.47 is achieved. Further
properties of these simulations are summarized in Table 3.9:
Mesh
Estimation
of
displacement
Computed
time steps
Maximal
number of
sub-iterations
Time
step size
(s)
m−Lmin3 −y+max Yes 10,000 20 1 · 10−5
m−Lmin3 −y+max No 14,286 20 7 · 10−6
Table 3.9: Simulation properties of the test cases aimed at the study of the advantages achieved
by the utilization of the prediction of the displacements.
The simulation without prediction of the displacements requires a smaller time step,
otherwise the computation of the FSI case diverges since the utilization of 20 sub-iterations
is not enough to obtain a converged result for each time step. Therefore, in order to
predict the same dimensionless time interval, this simulation requires also the calculation
of a greater number of time steps, increasing the necessary numerical effort.
After the initialization phase, the simulation that utilizes the estimation of displace-
ments generally requires the calculation of only two sub-iterations in order to converge,
while the simulation that does not predict the displacements frequently requires all twenty
sub-iterations without always achieving the convergence criterion, as illustrated in
Figs. 3.12 and 3.13. Although the convergence criterion is FSI, disp < 1·10−6, many time
55
steps of the simulations with the prediction of the displacements achieve residua in the or-
der of magnitude of FSI, disp ≤ O(10−7). This occurs, since the previous sub-iteration nFSI
has not yet achieved the convergence criterion, while the current sub-iteration nFSI + 1
achieves it and also reduces the residuum of displacement up to three orders of magnitude.
(a) Simulation with estimation of displacement. (b) Simulation without estimation of displacement.
Figure 3.12: FSI sub-iterations for the test cases with and without the prediction of the dis-
placements.
(a) Simulation with estimation of displacement. (b) Simulation without estimation of displacement.
Figure 3.13: History of the FSI convergence (FSI, disp < 1·10−6) for the test cases with and
without estimation of the displacements.
Furthermore, since Fig. 3.13 does not show in detail the residuum of the displacements
at each sub-iteration, this is meticulously illustrated in Fig. 3.14 for the last five time steps
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of each simulation. These once again indicate that although all twenty sub-iterations are
computed, the FSI convergence criterion is not achieved for the simulations without the
estimation of displacements, resulting in a loss of accuracy.
(a) Simulation with estimation of displacement
(9,996 ≤ n ≤ 10,000).
(b) Simulation without estimation of displacement
(14,282 ≤ n ≤ 14,286).
Figure 3.14: Residuum of displacement at the last five time steps of the simulations with and
without estimation of displacement.
The displacements achieved by both simulations are illustrated in Fig. 3.15. Since
these test cases are computed only until a dimensionless time of t∗ = 4.47 and a fully
developed stated is not achieved, only a qualitative comparison of the results is possible.
(a) Translational displacement X2. (b) Rotational displacement ϕ3.
Figure 3.15: Time history of the displacements: Cases with and without the prediction of dis-
placements.
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The amplitudes of oscillation of both translation and rotational motions are lower for
the case that does not predict the displacements. Since the lift force and the pitching
moment increases with the FSI sub-iteration (see Fig. 3.16) and these are directly propor-
tional to the translational and rotational displacements, this under-estimation is caused
by the not achievement of the convergence criterion at every time step (see Fig. 3.14(b)).
Therefore, the results achieved without the prediction of the displacements and the com-
putation of a maximal of 20 sub-iterations are not reliable.
(a) Lift force (14,282 ≤ n ≤ 14,286). (b) Pitching moment (14,282 ≤ n ≤ 14,286).
Figure 3.16: Lift forces and pitching moment at the last five time steps of the simulations without
the prediction of the displacements.
Finally, the simulation of the fluid-structure interaction with the prediction of the
displacements is approximately 6.7 times faster, since it requires the computation of less
sub-iterations in order to converge. Thus, the estimation of displacements is applied for all
simulations in order to enable a faster convergence of the FSI solution and consequently
save computational time.
3.3.2 Added mass effect
Added mass is the additional inertia added to a system composed of a fluid and a body,
which is submitted to a relative velocity. The deflection of the fluid due to the movement
of the body generates additional fluid forces, which act on the surfaces in contact with
the flow. This added mass acts as an extra mass on the structural degrees of freedom
at the coupling interface and has destabilizing effects on loosely coupled algorithms due
to their explicit nature. Moreover, the numerical effect of this added mass also varies
with the time discretization methods utilized by the structural and fluid subproblems (see
Fo¨rster et al. [18]).
The ratio between the mass of the body and the mass of the displaced fluid
(see Eq. (3.11)) indicates if the added mass effect must be considered or not. The higher
58
CHAPTER 3. PRELIMINARY STUDIES 3.3. FSI COUPLING STUDIES
this ratio, the smaller the effect of the added mass and therefore sequentially staggered
schemes (loose coupling) are numerically stable and can be utilized (see Causin et al. [7]).
m∗ =
mbody
mfluiddisp
(3.11)
Song et al. [48] investigated the influence of the added mass effect on the flow around
stiff plate structures of different materials utilizing a partitioned approach based on a
loose coupling algorithm. The case with m∗ = 10 exhibited no convergence problems,
while under-relaxation factors were used in the case with m∗ = 1 in order to guarantee
the convergence of the solution. Therefore, the influence of the added mass effect for
m∗ = 10 was negligible, while this effect was responsible for numerical difficulties for the
m∗ = 1 case.
In the present work, the mass ratio between the airfoil and the displaced fluid is
calculated according to Eqs. (3.12) and (3.13), regarding that the supports fixed on the
airfoil are not considered. VN , mN and ρN are the airfoil volume, mass and density. ρf is
the fluid density.
mfluiddisp = VN ρf =
mN
ρN
ρf (3.12)
m∗ =
ρN
ρf
=
700
1.225
= 571.43 (3.13)
Due to the high mass ratio, i.e., m∗ ≈ 571, a loose coupling method (nFSI = 1) can be
utilized due to its numerical stability and lower required computational time (compared
to strong coupling approaches).
3.3.3 FSI coupling algorithms
Although the added mass effect is negligible for the NACA0012 FSI test cases
(see Section 3.3.2), the accuracy of the loose coupling algorithm is tested by a com-
parison of the airfoil responses computed with both explicit and implicit coupling ap-
proaches. Three simulations with two degrees of freedom (pitch and up and down) are
performed with the m−Lmin3 −y+max mesh, the mapping strategy 4 (see Section 3.1.2), the
TFI re-meshing method and the prediction of displacements until a dimensionless time
of t∗ = 1564.5 is achieved. The simulated Reynolds number is Re = 30,000 and the
utilized linear and torsional stiffnesses are kl, 2 = 144 N·m−1 and kt, 3 = 0.3832N m·rad−1,
respectively. No damping is applied.
The setups of the simulations are summarized in Table 3.10. That includes a test case
that solves the fluid domain with an implicit coupling algorithm for the first n = 100,000
time steps and afterwards with an explicit algorithm.
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Mesh Coupling algorithm Time steps
Maximal
number of FSI
sub-iterations
Time
step size
(s)
m−Lmin3 − y+max Loose 3,500,000 1 1 · 10−5
m−Lmin3 −y+max Strong 3,500,000 20 1 · 10−5
m−Lmin3 −y+max
Strong for n ≤ 100,000 100,000 20
1 · 10−5
Loose for n > 100,000 3,500,000 1
Table 3.10: Simulation properties of the test cases aimed at the comparison of the coupling
algorithms.
The maximal number of sub-iterations is set to nFSI = 20 for the cases with strong
coupling, since this is sufficient and necessary to achieve the convergence criterion of all
computed time steps, especially during the initialization phase. After this phase, however,
only two sub-iterations are in general utilized by the FSI solver (see Section 3.3.1), due to
the fact that the convergence criterion is achieved before all sub-iterations are performed.
The structural responses of the airfoil in the form of translational displacements in the
x2-direction and rotational displacements around the x3-axis are illustrated in Fig. 3.17
as a function of the time. Although the initialization phase and the fully developed state
are illustrated, the results are analyzed based only on the fully developed state, which is
characterized by limit-cycle oscillations (LCO), i.e., oscillations with a limited amplitude.
Although the various coupling algorithms require different initialization times in order
to achieve a steady-state oscillation, the amplitudes of these oscillations are the same for
all coupling approaches, that is, X2 = 1.8·10−4 m and ϕ3 = 0.0135◦ for the translational
and rotational motions, respectively. These displacements indicate that the airfoil hardly
moves, even though this has two degrees of freedom.
(a) Loose coupling algorithm: Translational dis-
placement X2.
(b) Loose coupling algorithm: Rotational displace-
ment ϕ3.
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(c) Strong coupling algorithm: Translational dis-
placement X2.
(d) Strong coupling algorithm: Rotational displace-
ment ϕ3.
(e) Strong coupling algorithm for t ≤ 1 s and loose
coupling algorithm for t > 1 s: Translational dis-
placement X2.
(f) Strong coupling algorithm for t ≤ 1 s and loose
coupling algorithm for t > 1 s: Rotational displace-
ment ϕ3.
Figure 3.17: Comparison of the coupling algorithms: Translational (X2) and rotational (ϕ3)
displacements.
Since the final amplitudes achieved with by loose coupling algorithm are in a good
agreement with the ones achieved by both other approaches, the coupling scheme does
not influence the computation of the coupled problem and therefore is applicable to further
simulate the fluid-structure interaction between the NACA0012 airfoil and the flow. This
result is expected, since this FSI case is characterized by a negligible added mass effect (see
Section 3.3.2). Nevertheless, the frequencies generated by the fluid-structure interaction
are also investigated.
In order to analyze the frequency domain, a Fourier transform with a Hamming win-
dow is carried out, considering that the independent variable is the time t and that the
dependent variables are the up and down and pitch displacements, i.e., respectively X2
and ϕ3. The latter are utilized as parameters for the Fourier transformation since these
generate more distinct peaks in the frequency domain compared to the lift and drag
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forces, facilitating the comparison of the coupling algorithms. The frequency domain of
the translational and rotational displacements are illustrated in Fig. 3.18 for the time
interval of the steady-state oscillation. The amplitudes are normalized by the maximal
value, which is related to the initialization time: The higher the time needed to reach the
fully developed state, the lower the amplitudes and the broader the peaks. This occurs
due to the fact that less data of the fully developed state is available. Therefore, the fre-
quency domain of the simulation characterized by the utilization of both loose and strong
coupling algorithms is not displayed.
(a) Loose coupling. (b) Strong coupling.
Figure 3.18: Frequency domain of the up and down (X2) and pitch (ϕ3) displacements.
The frequencies of the three peaks characterized by the highest amplitudes are de-
scribed in Table 3.11 for both strong and loose coupling algorithms. These indicate the
vortex shedding frequency as well as the second and third super-harmonics. Therefore,
the Strouhal number in relation to the airfoil chord length is also calculated. Since only
minor deviations are present concerning the frequencies generated by both coupling algo-
rithms, it is confirmed that the coupling method does not influence the calculation of the
coupled problem.
FSI coupling Frequency (Hz) Strouhal number
Strong 2.886 0.0646
Loose 2.859 0.0639
Table 3.11: Characteristic frequencies: Simulations with different coupling schemes.
Finally, the computational times of all simulations are compared, in Table 3.12. The
loose coupling algorithm requires about 85% and 56% of the computational time of the
mixed and the strong couplings, respectively. Since it is also proven that the explicit
coupling is accurate, this is utilized for the further investigations of the fluid-structure
interaction.
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FSI coupling Computational time (days)
Loose 23.07
Strong for n ≤ 100,000
27.05
Loose for n > 100,000
Strong 41.23
Table 3.12: Computational time: Simulations with different coupling schemes.
3.3.4 Conclusions
The thorough analysis of the implemented estimation of the displacements at the
beginning of each time step points out that this prediction improves the convergence
properties of coupled problems. For the NACA0012 FSI test cases, the application of
this estimation is responsible for a reduction of 85% of the required computational time
compared with a computation that does not utilize this algorithm.
The investigation of the mass ratio proves that the added mass effect is negligible and
therefore an explicit coupling method can be applied. Nevertheless, a loose, a strong and
a mixed coupling scheme were tested. Due to the fact that the loose coupling scheme
requires only 56% of the time required by the strong coupling algorithm, this explicit
coupling together with the prediction of the displacements is further applied in the FSI
test cases.
Although none of the investigated system configurations is characterized by large dis-
placements, the results achieved are also applicable for these cases. While the estimation
of displacements is not influenced by the airfoil response, the negligible added mass effect
ensures that a loose coupling algorithm can be applied.
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Chapter 4
Results and discussion
When a relative velocity is present in a system composed of fluid and body, aerody-
namic forces arise. These are proportional to the pressure and skin friction forces and are
affected by the geometry of the body, the fluid properties (density, viscosity, speed and
compressibility), as well as the flow characteristics such as the presence of boundary layer
detachments and separation bubbles (see Jones et al. [25]).
The forces generated by the flow on the body can lead to a structural displacement.
The lift and drag forces, as well as the pitching moment have a major influence on the
displacements and resulting movements. The pitching moment is around an axis perpen-
dicular to both the drag and the lift forces.
Specific system configurations are responsible for the generation of aeroelastic insta-
bilities, which can cause excessive body deformations and lead to a structural failure.
This occurs mainly by an increase in the relative flow speed, which leads to a raise in
the aerodynamic forces, while the material and geometry-dependent structural stiffness
remains constant.
Limit-cycle oscillation (LCO), torsional divergence and the flutter phenomenon rep-
resent major problems generated by aeroelastic instabilities. The former is characterized
by the presence of self-sustained oscillations with a limited amplitude, which may cause a
structural failure due to fatigue after a determined number of cycles. Torsional divergence
is a steady-state instability characterized by an infinite frequency of oscillation that leads
to a rapid twist and failure of the airfoil. The latter, i.e., flutter, is a dynamic instability
that presents self-sustained oscillations, which grow exponentially and also lead to a rapid
structural failure.
To be more specific, LCO is induced by the presence of complex structural and/or
aerodynamic nonlinearities, which can limit the amplitude of oscillation even when the
free-stream velocity is higher than the critical speed calculated by linear aeroleastic
theories [19], such as the theory presented in the work of Theodorsen et al. [50]. The
structural nonlinearity arises due to material and geometrical nonlinearities, which can
be caused by plastic deformations and distortions, respectively. The aerodynamic nonlin-
earity results from the fluid compressibility and viscous effects and are greatly influenced
by the Reynolds number [40]. Torsional divergence, on the other hand, occurs when the
system stiffness is not high enough in order to counter-act the presence of an aerody-
namic moment generated either by an accidental deformation or by the fluid-structure
interaction. Flutter, is induced when the vortex shedding frequency fv achieves the criti-
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cal flutter frequency, which lies between the two natural frequencies at zero airspeed for
systems with pitch and up and down degrees of freedom (see Fung [19]).
The current work aims primarily at the analysis of the limit-cycle oscillations. Since
the simulated NACA0012 is rigid and submitted to an incompressible flow, only the
nonlinear aerodynamic effects are relevant for the LCO, such as the separation of the
laminar boundary layer, either in the form of trailing-edge separation or in the form of a
laminar separation bubble (see Poirel et al. [37] and Lapointe and Dumas [27]).
Moreover, the torsional divergence phenomenon is also investigated. However, only
results with a TFI mesh adaptation algorithm are currently available and these are not
reliable due to the quality of the adapted mesh.
Furthermore, a study of the structural parameters of the NACA0012 airfoil is carried
out in order to possibly achieve a case characterized by the flutter phenomenon. However,
since this simulation requires large computational times, not enough data are currently
available in order to thoroughly analyze this test case.
The achieved results are studied in a dimensionless manner, which is characterized
by an ∗, i.e., t∗, u∗i , etc.. The reference quantities are the airfoil chord c and free-stream
velocity uin, 1. A comparison with experimental data in order to validate the simulations
is not possible, since the complete experimental setup is currently not available.
4.1 Configuration 1: Limit-cycle oscillation
Eleven system configurations characterized by the same torsional stiffness of
kt 3, eq = 0.3832 N·m·rad−1, and by eleven different linear stiffnesses varying between
kl 2, eq = 40 N·m−1 and kl 2, eq = 144 N·m−1 (see Table 4.1), which are based on the springs
available in the experiments (see Appendix A), are simulated. The torsional stiffness is
not varied due to the fact that preliminary experimental investigations observed that the
other available torsional springs are not stiff enough in order to acquire a limit-cycle os-
cillation. These coupled simulations are carried out for the m−Lmin3 −y+max mesh applying
an explicit coupling algorithm at a chord Reynolds number of Re = 30,000. The applied
time step size is ∆t = 1·10−5 s and the simulations run until a dimensionless time step of
t∗ = 1564 is achieved. The transfinite interpolation mesh adaption method is applied due
to the low required computational time. Later on, TFI proves to be the best choice for
these simulations, since only small displacements are present for all eleven configurations
(see Section 4.1.2).
Linear stiffness kl 2, eq (N·m−1) Torsional stiffnesskt 3, eq (N·m·rad−1)
40 50 60 0.3832
70 80 92
104 114 124
134 144
Table 4.1: Limit-cycle oscillation: Investigated system stiffnesses.
The results achieved by all computations present the same pattern: After diverse
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initialization times, a limit-cycle oscillation (LCO) characterized by extremely small am-
plitudes, which are approximately equal for all simulations, is achieved. Since the test
case with kl 2, eq = 92 N·m−1 requires the smallest computational time in order to achieve
a fully developed state, this is thoroughly analyzed in the present work.
The results are studied in a dimensionless manner, when the flow is fully developed.
Firstly, the aerodynamic properties of the body are analyzed according to the time history
of the drag and lift coefficients. Then, the airfoil displacements, as well as the aeroelastic
properties are investigated. The latter is studied according to the frequencies related
to the flow and structure. Finally, the instantaneous and time-averaged flow fields are
analyzed.
4.1.1 Aerodynamic properties
The forces generated by the coupled problem are investigated according to the lift
CL and drag CD coefficients. These non-dimensional numbers, which are proportional
to the pressure and shear forces, are calculated according to Eqs. (4.1) and (4.2). The
pitching moment coefficient is not calculated in the present work, since this is zero for
the NACA0012 airfoil up to an angle of attack of α = 14◦ (see Fung [19]) and the current
test case is characterized by extremely small rotation displacements (see Section 4.1.2),
which maintain the airfoil at an incidence of approximately α = 0◦. This occurs due to
the airfoil symmetry, regarding that the pitching moment is the moment in relation to
the x3-axis.
CL =
2FL
ρf Sref u2in, 1
, (4.1)
CD =
2FD
ρf Sref u2in, 1
. (4.2)
FD, FL, uin, 1 and ρf are respectively the drag and lift forces, the free-stream velocity
and the fluid density. The reference area Sref is calculated according to Eq. (4.3). L3 and
c are the span-wise length of the computational domain and the airfoil chord length, i.e.,
L3 = 0.025 m and c = 0.1 m.
Sref = c L3 (4.3)
The time history of the lift and drag coefficients are depicted in Fig. 4.1 for a dimen-
sionless time interval of 1470 ≤ t∗ ≤ 1500. The initialization phase, which is present until
about t∗ = 600, is not shown for the sake of brevity. In general, the frequency of the lift
is lower than the frequency of the drag. However, the lift signal is also characterized by
the presence of high frequencies, which might be caused by the Newmark method.
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(a) Lift coefficient. (b) Drag coefficient.
Figure 4.1: Time history of the lift and drag coefficients: Test case characterized by Re = 30,000,
kt 3, eq = 0.3832N ·m·rad−1 and kl 2, eq = 92N ·m−1.
The mean values and standard deviations of the lift and drag coefficients are summa-
rized in Table 4.2 considering a fully developed state. Although the standard deviation
of the lift coefficient is about two orders of magnitude higher than the standard devia-
tion of the drag coefficient, both aerodynamic coefficients weakly oscillate around a mean
value. For the case of the lift coefficient, the mean value is approximately zero, which
indicates that the symmetric NACA0012 airfoil remains at an incidence of α = 0◦. More-
over, the lift and drag coefficients for the coupled problem are approximately equal to the
ones calculated for the fixed airfoil (see Section 3.1.1). This indicates that although the
NACA0012 has two degrees of freedom, it barely moves.
Lift coefficient Drag coefficient
Mean value Standard deviation Mean value Standard deviation
4.95·10−4 1.79·10−2 2.48·10−2 8.02·10−4
Table 4.2: Mean values and standard deviations of the aerodynamic coefficients. Test case:
Re = 30,000, kt 3, eq = 0.3832 N·m·rad−1 and kl 2, eq = 92 N·m−1.
4.1.2 Airfoil displacements
The fluid forces and moments act on the airfoil and generate displacements in relation
to the up and down and pitch degrees of freedom. These displacements are illustrated
in Fig. 4.2 in relation to the dimensionless time t∗. High frequencies are present in the
pitch motion. After the transitional phase, which is present until t∗ ≈ 600, a limit-
cycle oscillation is generated, which is characterized by weak oscillations around a mean
value. This value, as well as the standard deviation of both displacements are described
in Table 4.3.
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(a) Translational displacement X2. (b) Translational displacement X2: Close up.
(c) Rotational displacement ϕ3 (d) Rotational displacement ϕ3: Close up.
Figure 4.2: Time history of the translational and rotational displacements: Re = 30,000,
kt 3, eq = 0.3832 N·m·rad−1 and kl 2, eq = 92 N·m−1.
Translational displacement X2 (m) Rotational displacement ϕ3 (
◦)
Mean value Standard deviation Mean value Standard deviation
3.44·10−6 3.27·10−5 2.70·10−6 8.62·10−5
Table 4.3: Mean values and standard deviations of the airfoil displacements. Case: Re = 30,000,
kt 3, eq = 0.3832 N·m·rad−1 and kl 2, eq = 92 N·m−1.
The limit-cycle amplitudes of the pitch and up and down motions are extremely
small, which is expected for the current test case. This phenomenon arises for fluid-
structure interaction of the NACA0012 airfoil at low to moderate chord Reynolds num-
bers (15,000 ≤ Re ≤ 500,000) either when no angular and up and down velocities are ini-
tially available and the airfoil is at an incidence of α = 0◦ (see Lapointe and Dumas [27]),
or when the linear stiffness is small, i.e., roughly kl 2, eq ≤ 300N ·m−1 (see Poirel and
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Mendes [36] and Lapointe and Dumas [27]). In the former configuration, i.e., airfoil at
α = 0◦ and no initial angular and up and down velocities, the small LCO is triggered
by a break of the natural symmetry due to the separation of the laminar boundary layer
and the vortex shedding at the trailing-edge (see Section 4.1.4 and 4.1.5). In the latter,
i.e., kl 2, eq ≤ 300N ·m−1, small LCO arises due to the structural pitch-up/down coupling
itself, since the energy provided by this coupling feeds the LCO and is not high enough
in order to generate large amplitudes of oscillation [36].
(a) Translational displacement X2. (b) Rotational displacement ϕ3.
Figure 4.3: Time history of the translational and rotational displacements: Comparison of the
test cases characterized by kl 2, eq = 92 N·m−1 and kl 2, eq = 144 N·m−1.
An increase of the linear stiffness up to kl 2, eq = 144N ·m−1, which is the maximal
linear stiffness available for the experiments (see Appendix A), leads to an increase in the
amplitudes of the pitch and up and down motions. However, the limit-cycle oscillation is
still characterized by extremely small amplitudes, as illustrated in Fig. 4.3.
Figure 4.4: Time history of the rotational displacements regarding a torsional stiffness of
kt 3, eq = 0.3832 N·m·rad−1: Cases with and without up and down degree of freedom.
70
CHAPTER 4. RESULTS AND DISCUSSION. 4.1 TEST CASE 1: LCO
Moreover, Lapointe and Dumas [27] stated that if a fluid-structure interaction is char-
acterized by LCO with small amplitudes, then these amplitudes are similar to the ones
achieved with cases characterized by only the pitch degree of freedom. Therefore, Fig. 4.4
illustrates a comparison of the rotational displacements achieved by the current test case
(kt 3, eq = 0.3832 N·m·rad−1 and kl 2, eq = 92 N·m−1) and by the computation with only the
pitch degree of freedom (kt 3, eq = 0.3832 N·m·rad−1). As expected, the achieved pitching
amplitudes are very similar in both cases.
4.1.3 Frequencies
The aerodynamic forces, as well as the displacements are characterized by an
oscillatory behavior. Therefore, Fourier transforms are applied in order to analyze the
frequency domain of these variables. In order to acquire accurate results the available
data is firstly post-processed in order to obtain oscillations composed of only complete
periods. The Fourier transform is then carried out. Rectangular, triangular, Hann and
Hamming window functions are investigated and deliver exactly the same result.
The frequency domain is analyzed aiming primarily at the identification of the
vortex shedding frequency fv, which is required in order to calculate the Strouhal num-
ber St. This is a dimensionless number that characterizes unsteady flow mechanisms,
i.e., it describes the oscillatory phenomenon available in a flow. In the current work,
this dimensionless number is a function of the vortex shedding frequency fv, the
airfoil chord c = 0.1 m and the free-stream velocity u1, in = 4.47 m·s−1, as described
in Eq. (4.4):
St =
fv c
u1, in
. (4.4)
The frequency domains of the drag and lift forces as well as of the translational and
rotational displacements are depicted in Figs. 4.5. An overall view of these domains as
well as a view focused on the low frequencies are available.
(a) Overall frequency domain: Drag. (b) Focus on the low frequencies: Drag.
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(c) Overall frequency domain: Lift. (d) Focus on the low frequencies: Lift.
(e) Overall frequency domain: X2. (f) Focus on the low frequencies: X2.
(g) Overall frequency domain: ϕ3. (h) Focus on the low frequencies: ϕ3.
Figure 4.5: Frequency domain of the drag force, lift force and translational X2 and rotational ϕ3
displacements: Test case characterized by Re = 30,000, kt 3, eq = 0.3832 N·m·rad−1
and kl 2, eq = 92 N·m−1.
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In the case of high frequencies, the drag frequency domain is characterized by a fre-
quency of fhD = 58.61 Hz, which super-harmonics at 2f
h
D, 3f
h
D, 4f
h
D, 5f
h
D and 6f
h
D are
present. The high frequencies generated by the lift are characterized mainly by the fre-
quency fhL = 55.6 Hz. Although no exact super-harmonic of this frequency is present,
many peaks at frequencies near the super-harmonic ones are present, i.e., at f = 114.21 Hz,
f = 172.81 Hz, f = 231.42 Hz, f = 290.03 Hz, f = 348.64 Hz and f = 401.19 Hz. For the
displacements, only the pitch motion presents high frequencies. This domain is character-
ized mainly by a high frequency of fhϕ3 = 55.54 Hz, which is similar to the high frequency
generated by the lift force.
The high frequencies present in the investigated domains are not related to the vortex
shedding. These are possibly related to some instability generated by the geometry of the
structure or by the structure itself, since its natural frequencies are high, i.e., respectively
wn, x2 = 18.25 Hz and wn, ϕ3 = 44.08 Hz for the up and down and pitch degrees of freedom.
The exact nature of these frequencies is, however, not thoroughly investigated in the
current work.
The low frequency domain is characterized by frequencies related uniquely to the
flow, which are illustrated in Table 4.4. The frequencies generated by the lift, drag and
rotational displacement present the same pattern: a strong peak at fL, fD and fϕ3 is
available and these are followed by the super-harmonics, which points out the strength
of the flow nonlinearities. The main frequencies of the lift, translation and rotational
displacements are equal. Moreover, the drag frequency is approximately twice this value,
indicating the presence of a von Ka´rma´n vortex street (see Manhart [29]). This instability
is characterized by a periodic detachment of pairs of alternating vortices and is thoroughly
explored in Section 4.1.4. Due to the presence of this instability, the vortex shedding
frequency is equal to the lift frequency.
Drag frequency
fD (Hz)
Lift frequency
fL (Hz)
Plunge frequency
fX2 (Hz)
Pitch frequency
fϕ3 (Hz)
6.05 3.03 3.03 3.03
Table 4.4: Flow frequencies. Test case with Re = 30,000, kt 3, eq = 0.3832 N·m·rad−1 and
kl 2, eq = 92 N·m−1.
The vortex shedding frequency and the calculated Strouhal number in relation to the
chord length are summarized in Table 4.5. The achieved Strouhal number is in agreement
with the experimental studies of Poirel et al. [35].
Vortex shedding frequency fv (Hz) Strouhal number St
3.03 0.068
Table 4.5: Vortex shedding frequency and dimensionless Strouhal number. Case: Re = 30,000,
kt 3, eq = 0.3832 N·m·rad−1 and kl 2, eq = 92 N·m−1.
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4.1.4 Instantaneous flow field
The instantaneous flow field is studied according to the velocity, pressure, pressure
fluctuation, as well as the normalized span-wise vorticity and vorticity magnitude. Since
the achieved LCO is characterized by extremely small displacements and the frequency of
the structural displacement is equal to the vortex shedding frequency (see Section 4.1.3),
this investigation aims specially at the study of the vortex shedding.
The temporal progress of the fully developed instantaneous flow field for a complete
cycle of the structural displacement is thoroughly analyzed by figures at t, t+ 0.25Tv,
t+0.5Tv and t+0.75Tv. The former illustrates the beginning of the oscillation, considering
a sinusoidal wave. The second depicts the crest of the wave and is followed by an image
at the oscillation mean value. Finally, the wave trough is illustrated. t represents an
arbitrary time and Tv is the vortex shedding period, i.e., Tv ≈ 0.33 s.
The dimensionless instantaneous velocity in the stream-wise direction is depicted in
Fig. 4.6. A boundary layer detachment is present at x∗ = 0.8 (see Section 4.1.5). This
is responsible for the shedding of vortices that travel downstream and interact with the
structure leading to extremely small structural oscillations, which cannot be distinguished
in the figures.
(a) t (b) t+ 0.25Tv
(c) t+ 0.5Tv (d) t+ 0.75Tv
Figure 4.6: Temporal development of the dimensionless stream-wise velocity field. Test case:
Re = 30,000, kt 3, eq = 0.3832 N·m·rad−1 and kl 2, eq = 92 N·m−1.
The unsteady pressure field is depicted in Fig. 4.7. This is approximately symmetric
in the first half of the profile due to the symmetry of the airfoil and the applied Reynolds
number, which is characterized by a laminar flow until the boundary layer is detached
(see Section 4.1.5). After the detachment point, the flow is turbulent and characterized
by the formation of vortices. Moreover, the unbalanced distribution of the pressure near
the airfoil trailing-edge leads to the minimal oscillation of the airfoil.
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(a) t (b) t+ 0.25Tv
(c) t+ 0.5Tv (d) t+ 0.75Tv
Figure 4.7: Temporal development of the dynamic pressure field: Test case characterized by
Re = 30,000, kt 3, eq = 0.3832 N·m·rad−1 and kl 2, eq = 92 N·m−1.
Since the swirling direction of the vortices, as well as the vortex cores cannot be iden-
tified solely by the unsteady velocity and pressure fields, the pressure fluctuations p′, the
span-wise vorticity ωf, 3 and the vorticity magnitude |ωf | are also displayed, considering
that these values are calculated according to Eqs. (4.5) through (4.7). <p> represents
the time and spatial (in the x3-direction) averaged pressure.
p′ = p − <p>, (4.5)
ωf, 3 =
∂u2
∂x1
− ∂u1
∂x2
, (4.6)
|ωf | =
√(
∂u3
∂x2
− ∂u2
∂x3
)2
+
(
∂u1
∂x3
− ∂u3
∂x1
)2
+
(
∂u2
∂x1
− ∂u1
∂x2
)2
. (4.7)
The position of vortex cores, as well as stagnation points can be investigated according
to the pressure fluctuations p′, considering that regions with negative pressure fluctuations
correspond to vortex cores, whereas regions of positive pressure fluctuations indicate the
position of stagnation points in the turbulent flow field [29]. Figure 4.8 shows the pressure
fluctuation field, which is characterized by the presence of vortex cores in the wake.
In order to precisely analyze the art of vortex shedding present near the airfoil trailing-
edge, the vorticity in the span-wise direction is studied, as illustrated in Fig. 4.9. A
negative vorticity indicates that the vortex rolls in the clockwise direction, while a positive
vorticity evinces a counter-clockwise rotation [49]. Therefore, a von Ka´rma´n vortex street,
i.e., a repeating pattern of alternating swirling vortices, can be identified. The vortices
formed on the suction side rotate in the clockwise direction, while the vortices shed on
the pressure side rotate in the counter-clockwise direction.
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(a) t (b) t+ 0.25Tv
(c) t+ 0.5Tv (d) t+ 0.75Tv
Figure 4.8: Temporal development of the pressure fluctuation field: Test case characterized by
Re = 30,000, kt 3, eq = 0.3832 N·m·rad−1 and kl 2, eq = 92 N·m−1.
(a) t (b) t+ 0.25Tv
(c) t+ 0.5Tv (d) t+ 0.75Tv
Figure 4.9: Temporal development of the normalized span-wise vorticity field. Test case:
Re = 30,000, kt 3, eq = 0.3832 N·m·rad−1 and kl 2, eq = 92 N·m−1.
Finally, the vorticity magnitude normalized in relation to the maximal value is depicted
in Fig. 4.10. This clearly illustrates the formation of the vortices. Moreover, the boundary
layer detachment near the airfoil can also be identified, since this is characterized by small
magnitudes of the vorticity.
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(a) t (b) t+ 0.25Tv
(c) t+ 0.5Tv (d) t+ 0.75Tv
Figure 4.10: Temporal development of the normalized vorticity magnitude field. Test case:
Re = 30,000, kt 3, eq = 0.3832 N·m·rad−1 and kl 2, eq = 92 N·m−1.
4.1.5 Time-averaged flow field
Although the current work describes the fluid-structure interaction of the NACA0012
profile, the amplitudes of the limit-cycle oscillations are so small that the time and spatial
(in the x3-direction) averaged flow field can be investigated. The unsteady flow field is
averaged for a time period equivalent of about 30 vortex shedding cycles. This study aims
at the investigation of complex viscous phenomena.
(a) Overall view. (b) Focus on the trailing-edge.
Figure 4.11: Time-averaged streamlines (results are averaged spatial-averaged in the span-wise
direction). Case: Re = 30,000, kt 3, eq = 0.3832 N·m·rad−1 and kl 2, eq = 92 N·m−1.
According to Fig. 4.11, a detachment of the boundary layer is present near the trailing-
edge on the suction and pressure sides of the airfoil, i.e., at x∗DP = 0.8. This is not
reattached further downstream and is responsible for the formation of a von Ka´rma´n
vortex street (see Section 4.1.4).
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The distribution of the Reynolds stresses around the NACA0012 airfoil confirms
that the flow at Re = 30,000 is in a sub-critical regime, i.e., it is laminar. The tran-
sition to a turbulent regime occurs after the detachment point, which leads to a turbulent
wake. This is illustrated in Fig. 4.12 for the τ turb
∗
11 τ
turb∗
12 and τ
turb∗
22 Reynolds stresses
components.
(a) τ turb
∗
11 (b) τ
turb∗
12
(c) τ turb
∗
22
Figure 4.12: Time-averaged Reynolds stresses (results are averaged spatial-averaged in the
span-wise direction). Test case: Re = 30,000, kt 3, eq = 0.3832 N·m·rad−1 and
kl 2, eq = 92 N·m−1.
Poirel et al. [38] observed that a turbulent regime inhibit the existence of limit-cycle
oscillations. Therefore, the existing laminar flow field influence the generation of the
small LCO. Moreover, Poirel and Yuan [39] studied self-sustained pitch oscillations of
a NACA0012 airfoil at transitional Reynolds numbers (50,000 ≤ Re ≤ 130,000) and
suggested that laminar separation leading to the formation of a laminar separation bubble
plays a key role in the oscillations. Although the current work computes the fluid domain
at a Reynolds number of Re = 30,000 and the airfoil has up and down and pitch degrees
of freedom, the presence of only a laminar separation at the airfoil trailing-edge, i.e., the
absence of a laminar separation bubble, might be related to the small LCO achieved by
the fluid-structure interaction of the NACA0012 airfoil.
4.2 Configuration 2: Torsional divergence
Torsional divergence is a phenomenon caused by a deformation of the lift distribution
over a lifting surface (see Fung [19]). This is evoked by the displacement or deformation
of an airfoil, which generally induces an aerodynamic moment since the lift forces act on
the aerodynamic center while the airfoil center of rotation is located at the center of mass.
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This moment tends to twist the wing if the system stiffness is not high enough to counter-
balance this movement. The vortex shedding that occurs on the NACA0012 trailing-edge
is responsible for a minimal displacement of the airfoil (see Section 4.1). This can trigger
the twist of this airfoil if the system is characterized by a low stiffness.
A configuration characterized by a linear stiffness of kl 2, eq = 3 N·m−1 and a torsional
stiffness of kt 3, eq = 0.005 N·m·rad−1, is then established aiming at the analysis of this
steady-state aeroelastic instability. The simulation is performed for a Reynolds number
of Re = 30,000 according to a loose coupling scheme. The applied time step size is
∆t = 1·10−5 s and the displacements at the next time step, i.e., n+1, are predicted. Firstly,
the TFI mesh algorithm is applied in order to provide a reasonable computational time.
However, this simulation diverges at t∗ = 71. Nevertheless, the cause of this divergence
is thoroughly studied as well as the generated structural displacements. A simulation
applying the hybrid IDW-TFI mesh adaption algorithm is also started. However, this is
not investigated in the present work since not enough data are currently available due to
high CPU-time requirements.
4.2.0.1 Investigation of the mesh quality
The quality of the mesh at the last computed time step before the solution divergence
(n = 160,000) is investigated in order to establish the cause of this divergence. Figure 4.13
illustrates the adapted mesh. Figure 4.13(a) displays one out of two mesh lines in the ξ
and η axes for the front domain, and one out of two mesh lines in the ξ-axis for the wake
domain.
The TFI mesh adaption yields the formation of cells that are not orthogonal to the
boundaries, specially near the airfoil trailing-edge, which leads to a loss in accuracy. The
further away from the airfoil, the less the cell orthogonality is affected. Although the skew
quality metric (see Sen et al. [44]) indicates a reduction of the mesh quality, this is not
the cause of the divergence. For instance, the skewness varies between 0.993 ≤ fskew ≤ 1
for the undeformed mesh, i.e., m−Lmin3 −y+max, and between 0.717 ≤ fskew ≤ 1 for the
deformed mesh at n = 160,000, regarding that fskew = 1 indicates a perfect orthogonality
of the cells.
Degenerated cells with cross-overs are formed at the trailing-edge of the airfoil as well
as first cells with different heights (see Fig. 4.13(b)). The former leads to divergence
due to the generation of unphysical negative volumes, while the latter leads to numerical
difficulties due to the applied time step size. This is fixed at ∆t = 1·10−5 s, while the first
cell height is not maintained at ∆yfirst cell = 5·10−5 m. Indeed, this height decreases up to
about ∆yfirst cell = 1.8·10−5 m, which would require much smaller time step sizes in order
to obtain a converged solution.
Due to the presence of degenerated cells, the alteration of the first cell height and the
reduction of the skew quality metric, a simulation applying the hybrid IDW-TFI mesh
adaption algorithm is started. However, since this requires high computational times
(see Section 3.1.4) not enough results are currently available and therefore this simulation
cannot be analyzed.
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(a) Adapted mesh - Overall view. (b) Adapted mesh: Focus on the trailing-edge.
(c) Mesh skew quality metric: Focus on the airfoil.
Figure 4.13: Transfinite interpolation (TFI) adapted mesh (connection of cell centers)
and grid quality at n = 160,000. Case: Re = 30,000, kl 2, eq = 3 N·m−1 and
kt 3, eq = 0.005 N·m·rad−1.
4.2.0.2 Investigation of the displacements
Although the computation with the TFI algorithm is not accurate, a rough analysis
of the displacements is carried out. Figure 4.14 illustrates the time history of the dis-
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placements only up to t∗ = 60.74 due to the fact that the mesh quality is so degenerated
that the calculations might not represent the reality. Moreover, in a real case, as soon as
the airfoil suffers a major twist it would fail. The maximal translational and rotational
displacements achieved are |X2| = 0.2875 m and ϕ3 = 49.42◦, respectively.
(a) Translational displacements in the x2-direction. (b) Rotational displacements about the x3-axis.
Figure 4.14: Time history of the displacements. Test case: Re = 30,000, kl 2, eq = 3 N·m−1 and
kt 3, eq = 0.005 N·m·rad−1.
The airfoil is stable until t∗ ≈ 13. Afterwards, the vortex shedding on the trailing edge
interacts with the airfoil, generating fluid forces that act on the NACA0012. When the
aerodynamic moment generated by these forces cannot be counter-acted by the structural
stiffness anymore, the NACA0012 suffers a major and rapid twist, which leads to a stall
due to the disturbance of the flow around the NACA0012, as illustrated in Fig. 4.15).
Figure 4.15: Time history of the lift coefficient: Torsional divergence.
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The airfoil twist generates a complex vortex system, which might be responsible (to-
gether with the system structural stiffness) for the following increase of the lift forces.
However, this computation is not reliable due to the poor mesh quality and therefore this
lift increase might also not be physical.
4.3 Towards flutter
In order to analyze the flutter phenomenon, a system configuration that causes these
structural responses must be established. Since this occurs when the vortex shedding
frequency stays between the natural frequencies of the degrees of freedom (see Fung [19]),
the frequencies generated by the flow of various coupled systems with up and down and
pitch degrees of freedom and different system stiffnesses are primarily investigated. Since
the analyzed Reynolds number is fixed at Re = 30,000, minimal variations of the vortex
shedding frequencies are expected. Afterwards, the natural frequencies of the up and down
and pitch degrees of freedom are adjusted through the alteration of the linear and torsional
stiffnesses, aiming at the generation of a natural frequency interval which contains the
previously investigated flow frequencies.
4.3.1 Investigation of the frequency domain
An analysis of the vortex shedding frequencies is carried for the eleven system configu-
rations characterized by the generation of a limit-cycle oscillation, according to Section 4.1.
While the linear stiffness is varied (see Table 4.1), the torsional stiffness is maintained con-
stant at kt 3, eq = 0.3832 N·m·rad−1, since preliminary experimental investigations observed
that the other torsional springs available for the experiments are too soft and therefore
could lead to torsional divergence.
(a) kl 2, eq = [104, 124, 144] N·m−1. (b) kl 2, eq = [50, 60, 92] N·m−1.
Figure 4.16: Frequency domain of the translational displacement for various system configura-
tions: constant torsional stiffness of kt 3, eq = 0.3832 N·m·rad−1 and varying linear
stiffnesses.
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The frequencies generated by the translational displacement of the airfoil are acquired
through the application of a Fourier transform with a Hamming window. This utilizes
the time t as the independent variable and the translational displacement X2 as the de-
pendent variable. The achieved frequencies are then illustrated in Fig. 4.16 for the test
cases with kl 2, eq = 50 N·m−1, kl 2, eq = 60 N·m−1, kl 2, eq = 92 N·m−1, kl 2, eq = 104 N·m−1,
kl 2, eq = 124 N·m−1 and kl 2, eq = 144 N·m−1. The amplitudes are normalized in relation to
the maximal amplitude achieved by each case, regarding that these values vary due to the
fact that each simulation requires a different initialization time in order to achieve the
fully developed state. The frequency domain of the simulations characterized by the lin-
ear stiffnesses kl 2, eq = 40 N·m−1, kl 2, eq = 70 N·m−1, kl 2, eq = 80 N·m−1, kl 2, eq = 114 N·m−1
and kl 2, eq = 134 N·m−1 are not illustrated in the present work, since these require longer
initialization times and therefore only unclear frequency peaks are available.
The frequency spectrum of all test cases are characterized by the formation of a distinct
peak, which is similar for all simulations due to the fact that the Reynolds number is fixed
at Re = 30,000. These peaks indicate the vortex shedding frequency, which varies within
the interval of 2.86 Hz ≤ fX2 ≤ 3.03 Hz. The Strouhal number in relation to the airfoil
chord c = 0.1 m vary within the interval of 0.064 ≤ St ≤ 0.068.
4.3.2 Definition of the system configuration
The linear and torsional stiffnesses of the system are adapted in order to ensure that
the vortex shedding frequency range calculated in Section 4.3.1 is contained within the
interval given by the natural frequencies of the pitch and up and down degrees of freedom.
Two new system configurations, i.e., 3a and 3b, are established, as stated in Table 4.6.
For both configurations, the vortex shedding frequencies evaluated in Section 4.3.1 are con-
tained inside the interval created by the natural frequencies, as summarized in Table 4.7.
Configuration
Linear stiffness kl 2, eq
(N·m−1)
Torsional stiffness kt 3, eq
(N·m·rad−1)
3a 135 0.075
3b 160 0.060
Table 4.6: Towards flutter: New system configurations.
Vortex shedding
frequencies (Hz)
Config.
Natural frequencies (Hz)
x2 DOF ϕ3 DOF
2.86 ≤ fv ≤ 3.03
3a fn, x2 =
1
2pi
√
kl 2, eq
mtot
= 2.81 fn, ϕ3 =
1
2pi
√
kl 2, eq
mtot
= 3.10
3b fn, x2 =
1
2pi
√
kl 2, eq
mtot
= 3.06 fn, ϕ3 =
1
2pi
√
kl 2, eq
mtot
= 2.78
Table 4.7: Towards flutter: Vortex shedding and natural frequencies.
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These new FSI configurations are started for a Reynolds number of Re = 30,000 with
a time step size of ∆t = 1·10−5 s, regarding that a loose coupling algorithm together with
the prediction of the displacements is applied. The utilization of the hybrid IDW-TFI
mesh adapation method is mandatory for these test cases since large airfoil displacements
are expected. Due to the high CPU-time requirements, not enough results are currently
available. Therefore, an analysis of these computations is not possible in the present work.
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Conclusions and outlook
The fluid-structure interaction of a moving rigid NACA0012 at a Reynolds number of
Re = 30,000 is computed in order to enable a thorough analysis of the aeroelastic proper-
ties of this airfoil when submitted to different system configurations. These computations
are carried out based on the experimental setup of the rigid NACA0012 model available
at the Laboratory of Fluid Mechanics located at the Helmut-Schmidt-University.
A partitioned approach based on two separate solvers and a FSI coupling scheme is
applied in the current work. The in-house CFD solver FASTEST-3D (see Breuer et al. [4])
computes the solution of the fluid domain according to the wall-resolved LES technique
combined with the Smagorinsky model [47]. The solution of the structural sub-problem
is achieved by the rigid movement solver implemented by Viets [52], which relies on the
equations of motion for rigid bodies. The FSI coupling is responsible for the exchange of
information between both solvers.
Firstly, the experimental setup present at the Laboratory of Fluid Mechanics is thor-
oughly analyzed. The computational setup is then established in order to provide a direct
comparison of the experimental and computational results. The CFD test section geome-
try and mesh are based on the work of Almutari [1] and Schmidt [43], considering that this
geometry has already been successfully tested in the work of Streher [49]. The center of
rotation of the airfoil is set to the center of mass in order to achieve an uncoupled system
in relation to the governing equations of the CSD solver. The structural properties of
the NACA0012 are then calculated, i.e., total mass, location of the mass center and the
mass moment of inertia in relation to this center. No damping is utilized in the current
work while various linear and torsional stiffnesses, which are mainly based on the springs
available in the experiments, are applied.
Afterwards, the fluid setup, the CSD solver and the FSI coupling are studied and vali-
dated. This aims at the establishment of the computational configuration that represents
the best compromise between accuracy and CPU-time requirements.
The three generated meshes, i.e., m−Lmax3 −y+min, m−Lmin3 −y+min and m−Lmin3 −y+max
are investigated according to the span-wise length, the mapping strategy and the first cell
height. The m−Lmin3 −y+max mesh, which has a span-wise length of L3 = 0.25 c and a first
cell height of ∆yfirst cell = 5·10−5 m, together with the mapping strategy 4 is then selected
and further applied in the test cases.
The TFI, IDW and IDW-TFI mesh adaption algorithms are investigated for large
translational displacements. Although the TFI algorithm is about 482 and 152 times faster
than the IDW and IDW-TFI schemes, degenerated cells are formed in the airfoil trailing-
edge as well as the height of the cells located on the airfoil surface are not maintained.
These problems are overcome by the utilization of the IDW or the hybrid IDW-TFI
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methods. Since the latter is less computational intensive, this is selected to simulate
cases characterized by large airfoil displacements, while the TFI algorithm is selected to
simulate cases characterized by small displacements.
The in-house CSD solver is validated for cases characterized by time-dependent exter-
nal forces and coupled translational and rotational motions. This validation is required
since Viets [52] tested pure CSD problems only for the case of time-independent external
forces, while the current work is characterized by time-dependent forces due the coupled
nature of the problem.
The FSI coupling is studied according to the estimation of displacements, added mass
effect and coupling schemes. The implemented algorithm for the prediction of displace-
ments is tested and leads to a reduction of 85% of the computational time required by the
coupled simulation. Although the added mass effect is proved to be negligible, the strong
coupling algorithm is tested in order to assure that the loose coupling algorithm can be
used in the test cases.
Finally, many test cases are computed based mainly on the physically available springs.
The results of these simulations are divided in three parts: The former is characterized by
the presence of small limit-cycle oscillations. This is followed by the test case that repro-
duces the torsional divergence aeroelastic instability. The latter aims at the prediction of
the flutter phenomenon.
The first test case is characterized by diverse configurations of the physically available
linear and torsional stiffnesses. Since the eleven different simulations present similar
results, i.e., limit-cycle oscillations characterized by an extremely small amplitude, only
the case characterized by the linear stiffness of kl 2, eq = 92 N·m−1 and torsional stiffness of
kt 3, eq = 0.3832 N·m·rad−1 is thoroughly analyzed. This requires the lowest CPU-time in
order to achieve the fully developed state. The time history of the aerodynamic coefficients
shows a limit-cycle oscillation characterized by weak oscillations around a mean value. The
achieved displacements are extremely small. This behavior is expected since the work of
Lapointe and Dumas [27] and Poirel and Mendes [36] pointed out that fluid-structure
interaction of the NACA0012 airfoil at the studied Reynolds number Re = 30,000 is
characterized by small LCO either when no angular and plunging velocities are initially
available or when the linear stiffness is small (roughly kl 2, eq ≤ 300 N·m−1). The frequency
domain of the lift and drag forces as well as of the rotational displacement show the
presence of a high frequency, which might be related to the structure itself. Moreover, the
formation of a von Ka´rma´n vortex street is evidenced, since the frequency of the drag is
twice the lift frequency. Thus, the vortex shedding frequency is equal to the lift frequency,
i.e., fv = 3.03 Hz and the flow is characterized by a Strouhal number of St = 0.068 in
relation to the airfoil chord, i.e., c = 0.1 m. This achieved Strouhal number is in agreement
with the work of Poirel et al. [35]. The instantaneous flow field clearly points out the
formation of a von Ka´rma´n vortex street due to the boundary layer detachment. The
time-averaged flow field is analyzed due to the extremely small amplitudes of oscillation
and indicates a laminar flow field until the detachment point, i.e., x∗ ≈ 0.8.
The second test case aims at the analysis of the torsional divergence aeroelastic in-
stability. Therefore, a new system configuration characterized by low stiffnesses, i.e.,
kl 2, eq = 3 N·m−1 and kt 3, eq = 0.005 N·m·rad−1, is tested with the TFI mesh adaption al-
gorithm in order to get results in a reasonable computational time. However, due to fact
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that the first cell height is not maintained, this simulation diverges at a dimensionless time
of t∗ = 71. Nevertheless, the achieved results are studied according to the translational
and rotational displacements. Since the results of this simulation indicates the presence
of torsional divergence, a new simulation is started applying the hybrid IDW-TFI algo-
rithm. Due to high CPU-time requirements, not enough results are currently available
and therefore these are not studied in the current work.
The third test case aims at the prediction of the flutter phenomenon. Firstly, eleven
simulations that utilize the stiffnesses of the springs available in the experiments are
analyzed in order to establish an interval of the frequencies, at which the vortex shedding
occurs. Then, based on the work of Fung [19], linear and torsional stiffnesses are carefully
chosen in order to provide an interval of the natural frequencies, in which the vortex
shedding frequencies are contained. Two new system configurations are proposed and
simulated according to the hybrid IDW-TFI mesh adaption algorithm. However, since
not enough computational results are available, this test case is not investigated in the
present work.
The current work does not compare the achieved computational results with experi-
mental ones, since the complete experimental setup is not currently available. Neverthe-
less, the preliminary studies as well as the analysis of three coupled FSI test cases char-
acterized by different aeroelastic instabilities serve as a base for future works. Moreover,
it also provides three high-quality grids: The grid for a Reynolds number of Re = 30,000,
which is applied in this work, and two other grids aimed at flows at Re = 50,000 and
Re = 100,000. For the future, FSI simulations involving large displacements can rely on
the hybrid IDW-TFI algorithm developed by Sen et al. [44]. However, some data reduc-
tion algorithm, such as the ”greedy” method (see Sen et al. [44]), must be implemented
for IDW and IDW-TFI in order to reduce the required CPU-time. Moreover, the test
cases can be expanded through the application of a damping, which should reduce the
difficulties encountered by the mesh adaption algorithms.
87
88
Appendix A
Experimental Setup
The airfoil in the experimental setup has a chord length of c = 0.1 m, and a span-
wise length of L3, N = 0.6 m. It is composed of the material Sika Block M700, which is a
very fine pored polyurethane-based rigid foam special for model making and characterized
by the density ρN = 700 kg·m−3. A thorough description of the airfoil and its structural
properties is provided in Figs. A.2 and A.3.
The movement of the rigid NACA0012 profile is restricted to two degrees of freedom,
i.e., pitch and up and down. Supports and guiding rods of aluminum are implemented
in the front and back of the airfoil in order to guide its movement in the x2-direction
(see Fig. 2.4). The mass-spring system is composed of four linear springs (kl 2, 1, kl 2, 2, kl 2, 3
and kl 2, 4) and two torsional springs (kt 3, 1 and kt 3, 2) for the x2 and the ϕ3 degrees of free-
dom, respectively (see Fig. 2.3). Torsional and linear springs with stiffnesses of respectively
kt, 3 = 0.1916 N·m·rad−1, as well as kl, 2 = 10 N·m−1, kl, 2 = 15 N·m−1, kl, 2 = 20 N·m−1,
kl, 2 = 26 N·m−1, kl, 2 = 31 N·m−1 and kl, 2 = 36 N·m−1 are available. The four linear
springs that characterize the experimental setup can either have the same stiffness or be
a combination of different springs.
The center of rotation of the airfoil is located at the center of mass, assuring a torque-
free rotation (see Eq. (1.63)) characterized by an uncoupled system (the Jtot, 12, Jtot, 13
and Jtot, 23 variables vanish - see Section 2.4.4). Hence, the springs are mounted at
xCM, 1 = 0.0417 m and xCM, 2 = 0 m, regarding that two groups of springs are present:
One at the front and other at the back of the airfoil, i.e., at respectively x3 = 0 m and
x3 = 0.6 m (see Fig. 2.3).
The span-wise length of the airfoil is larger than the wind tunnel width, i.e., respec-
tively L3, N = 0.6 m and L3,WT = 0.5 m. Therefore, wingtip turbulence does not influence
the measurements and the experimental results correspond to an infinite airfoil.
Particle-image velocimetry (PIV) is utilized in order to measure the velocity field
around the moving airfoil. This method is based on the reflection of the light and is appli-
cable for the measurement of instationary velocity fields due to its high spatial and time
resolution (see Brossard et al. [6]). A pulsed solid-state neodymium-doped yttrium alu-
minum garnet (Nd:YAG) laser is utilized to generate pulsed high-energy monochromatic
light, which is reflected by the particles present on the flow. Since the experimented fluid
(air) does not have reflective properties, artificially generated particles are introduced in
the flow (at the end of the test section). These are generated by an atomizer and are com-
posed of di-ethylhexyl sebacate (DEHS) with a diameter range of 0.2µm ≤ dp ≤ 0.3µm,
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which assures the particle capability of following the flow (see Fig. A.1). Two laser pulses
illuminate the measuring plane within a determined time interval, usually in the order
of magnitude ∆t = O(10−6) s. The light scattered by the particles at each pulse is then
recorded by a 29 Mega pixel (6600× 4400 pixels) digital camera. The generated pictures
are afterwards divided in many elements, which contain information about a determined
group of particles. The recordings are then searched by a raster in order to find matches
between the particle groups present on the first and second images. When the images
are matched, the displacement is calculated and consequently the two-dimensional veloc-
ity vector at the investigated plane is computed in relation to the known time interval
between the two laser pulses. The PIV results are in the form of vector maps, which
are usually post-processed by means of interpolation and/or smoothing techniques. Fi-
nally, the experimental results are compared with the numerical ones, in order to possibly
validate the simulations.
The previously described PIV experiments are performed in the wind tunnel located
at the Institute of Fluid Mechanics of the Helmut-Schmidt-University. This is charac-
terized by its Go¨ttinger design and its opened test section with a length of 780 mm and
a cross-section of 500 mm × 375 mm. The simplified top view of the experimental setup
is illustrated in Fig. A.1. The laser, airfoil supports, guiding rods and springs are not
illustrated for the sake of simplicity.
Nozzle
Camera Atomizer
Airfoil
Fan
Figure A.1: Simplified top view of the wind tunnel utilized for the PIV measurements of the
fluid-structure interaction between flow and airfoil.
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Figure A.2: NACA0012 airfoil model: Technical specifications.
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Figure A.3: NACA0012 airfoil model with fixed supports: Structural properties.
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Appendix B
Simulations summary
A total of 42 simulations are carried out in the current work. These are summarized
in Tables B.1 to B.6. The variable symbols and names can be found in the nomenclature.
The cases characterized by pure CFD and FSI apply a Reynolds number of Re = 30,000.
The m−Lmin3 −y+min and m−Lmin3 −y+max meshes require time step sizes of ∆t = 6·10−6 s
and ∆t = 1·10−5 s, respectively. If the units of the variables are not specified in the Tables,
these are given according to the International System of Units SI.
Mesh
Span-wise
length
Mapping
strategy
Time step size
(s)
m−Lmin3 −y+min 0.25 c 3 6·10−6
m−Lmax3 −y+min 0.5 c 3 6·10−6
Table B.1: Simulations summary. Pure CFD: Span-wise length investigations.
Mesh
First cell
height (m)
Mapping
strategy
Time step size
(s)
m−Lmin3 −y+min 1.8·10−5 3 6·10−6
m−Lmin3 −y+max 5.0·10−5 3 1·10−5
Table B.2: Simulations summary. Pure CFD: First cell height investigations.
Solver
Time disc.
method
∆t m D kl mex emex ω ωn
Rigid
movement [52]
Standard
Newmark
10−3 10 0 250 1 0.45 4.5 5
ode45 -
Matlab
Simulink
Dormand-
Prince
[10−4, 10−3] 10 25 250 1 0.45 4.5 5
Table B.3: Simulations summary. Pure CSD: Rotating unbalance.
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Solver Time disc. method ∆t kl m r
Rigid movement [52] Standard Newmark 10−3 6 1 0.5
ode45 - Matlab Simulink Dormand-Prince [10−4, 10−3] 6 1 0.5
Table B.4: Simulations summary. Pure CSD: Coupled translation and rotation.
Mesh
Mesh
adaption
algorithm
Parameters
Computational
time (h)
m−Lmin3 −y+max TFI - 0.020
m−Lmin3 −y+max IDW
αfxd = 0.1
9.639
αmv = 0.3
m−Lmin3 −y+max IDW-TFI
αfxd = 0.05
3.035
αmv = 0.3
m−Lmin3 −y+max IDW-TFI
αfxd = 0.1
3.030
αmv = 0.3
m−Lmin3 −y+max IDW-TFI
αfxd = 0.13
3.031
αmv = 0.3
m−Lmin3 −y+max IDW-TFI
αfxd = 0.15
3.053
αmv = 0.3
m−Lmin3 −y+max IDW-TFI
αfxd = 0.2
3.034
αmv = 0.3
m−Lmin3 −y+max IDW-TFI
αfxd = 0.5
3.032
αmv = 0.3
m−Lmin3 −y+max IDW-TFI
αfxd = 0.1
3.033
αmv = 0.1
m−Lmin3 −y+max IDW-TFI
αfxd = 0.13
3.069
αmv = 0.1
m−Lmin3 −y+max IDW-TFI
αfxd = 0.13
3.031
αmv = 0.5
Table B.5: Simulations summary. Pure CFD: Mesh adaption algorithm investigations.
Mesh
Mapp.
strat.
Coup.
method
Mesh adap.
alg.
Est. of
disp.
kl 2, eq kt 3, eq
m−Lmin3 −y+min 1 Loose TFI Yes 144 0.3832
m−Lmin3 −y+min 2 Loose TFI Yes 144 0.3832
m−Lmin3 −y+min 3 Loose TFI Yes 144 0.3832
m−Lmin3 −y+min 4 Loose TFI Yes 144 0.3832
94
APPENDIX B. SIMULATIONS SUMMARY
m−Lmin3 −y+max 4 Strong TFI No 144 0.3832
m−Lmin3 −y+max 4 Strong TFI Yes 144 0.3832
m−Lmin3 −y+max 4 Mixed TFI Yes 144 0.3832
m−Lmin3 −y+max 4 Loose TFI Yes 144 0.3832
m−Lmin3 −y+max 4 Loose TFI Yes 134 0.3832
m−Lmin3 −y+max 4 Loose TFI Yes 124 0.3832
m−Lmin3 −y+max 4 Loose TFI Yes 114 0.3832
m−Lmin3 −y+max 4 Loose TFI Yes 104 0.3832
m−Lmin3 −y+max 4 Loose TFI Yes 92 0.3832
m−Lmin3 −y+max 4 Loose TFI Yes 80 0.3832
m−Lmin3 −y+max 4 Loose TFI Yes 70 0.3832
m−Lmin3 −y+max 4 Loose TFI Yes 60 0.3832
m−Lmin3 −y+max 4 Loose TFI Yes 50 0.3832
m−Lmin3 −y+max 4 Loose TFI Yes 40 0.3832
m−Lmin3 −y+max 4 Loose TFI Yes ∞ 0.3832
m−Lmin3 −y+max 4 Loose TFI Yes 3 0.0050
m−Lmin3 −y+max 4 Loose IDW-TFI Yes 3 0.0050
m−Lmin3 −y+max 4 Loose IDW-TFI Yes 135 0.0600
m−Lmin3 −y+max 4 Loose IDW-TFI Yes 160 0.0750
Table B.6: Simulations summary: FSI.
95
96
Bibliography
[1] Almutari, J. H. Large-eddy simulation of flow around an airfoil at low Reynolds
number near stall. PhD thesis, University of Southampton, England, 2011. Available
online : http://eprints.soton.ac.uk/181533/1.hasCoversheetVersion/Jaber_
Thesis.pdf. 28, 41, 85
[2] Breuer, M. Direkte Numerische Simulation und Large-Eddy Simulation turbu-
lenter Stro¨mungen auf Hochleistungsrechnern. Habilitation, Universita¨t Erlangen–
Nu¨rnberg, 2002. 8, 9, 32, 33
[3] Breuer, M. Numerische Stro¨mungsmechanik. Vorlesungsskript, Helmut-Schmidt-
Universita¨t, Hamburg, 2013. 32
[4] Breuer, M., De Nayer, G., Mu¨nsch, M., Gallinger, T., and Wu¨chner,
R. Fluid-structure interaction using a partitioned semi-implicit predictor-corrector
coupling scheme for the application of large-eddy simulation. Journal of Fluids and
Structures 29 (2012), 107–130. 5, 6, 7, 11, 13, 23, 85
[5] Breuer, M., and Mu¨nsch, M. FSI of the turbulent flow around a swiveling flat
plate using large-eddy simulation. In International Workshop on Fluid-Structure
Interaction–Theory, Numerics and Applications (Herrsching am Ammersee (Mu-
nich), Germany, 2008), pp. 31–43. 26
[6] Brossard, C., Monnier, J.-C., Barricau, P., Vandernoot, F.-X.,
Le Sant, Y., Champagnat, F., and Le Besnerais, G. Principles and ap-
plications of particle image velocimetry. Journal Aerospace Lab, 1 (2009), 1–11. 89
[7] Causin, P., Gerbeau, J.-F., and Nobile, F. Added-mass effect in the design of
partitioned algorithms for fluid–structure problems. Computer Methods in Applied
Mechanics and Engineering 194, 42 (2005), 4506–4527. 23, 59
[8] Chambers, J. R. Concept to reality: Contributions of the Langley Research Center
to U.S. civil aircraft of the 1990s. NASA History Series, SP-2003-4529 (2003). 1, 2
[9] Chung, J., and Hulbert, G. M. A Time Integration Algorithm for Structural
Dynamics With Improved Numerical Dissipation: The Generalized-α Method. Jour-
nal of Applied Mechanics 60, 2 (1993), 371–375. 19
97
[10] De Nayer, G. Interaction Fluide-Structure pour les corps e´lance´s.
PhD thesis, Ecole Centrale de Nantes, France, 2008. Available on-
line: http://tel.archives-ouvertes.fr/file/index/docid/820472/filename/
these_denayer.pdf. 21
[11] De Nayer, G., and Breuer, M. Numerical FSI investigation based on LES: Flow
past a cylinder with a flexible splitter plate involving large deformations (FSI-PfS-2a).
International Journal of Heat and Fluid Flow 50 (2014), 300–315. 25
[12] Demirdzˇic´, I., and Peric´, M. Space conservation law in finite volume calculations
of fluid flow. International Journal for Numerical Methods in Fluids 8, 9 (1988),
1037–1050. 6
[13] Donea, J., Huerta, A., Ponthot, J.-P., and Rodr´ıguez-Ferran, A. Ency-
clopedia of Computational Mechanics. Wiley & Sons, 2004. 6
[14] Dormand, J. R., and Prince, P. J. A family of embedded Runge-Kutta formulae.
Journal of Computational and Applied Mathematics 6, 1 (1980), 19–26. 52
[15] Durst, F., and Scha¨fer, M. A parallel block-structured multigrid method for
the prediction of incompressible flows. International Journal for Numerical Methods
in Fluids 22, 6 (1996), 549–565. 5, 8
[16] Farhat, C., Geuzaine, P., and Grandmont, C. The Discrete Geometric Con-
servation Law and the Nonlinear Stability of ale Schemes for the Solution of Flow
Problems on Moving Grids. Journal of Computational Physics 174, 2 (2001), 669–
694. 7
[17] Ferziger, J. H., and Peric´, M. Computational Methods for Fluid Dynamics,
3rd ed. Springer, 2002. 7, 31, 32
[18] Fo¨rster, C., Wall, W. A., and Ramm, E. Artificial added mass instabilities
in sequential staggered coupling of nonlinear structures and incompressible viscous
flows. Computer Methods in Applied Mechanics and Engineering 196, 7 (2007), 1278–
1293. 58
[19] Fung, Y. C. An Introduction to the Theory of Aeroelasticity. Dover Publications
Inc., 2002. 1, 65, 66, 67, 78, 82, 87
[20] Gere, J. M. Mechanics of Materials. Thomson Learning, 2004. 18, 36, 53
[21] Glu¨ck, M. Ein Beitrag zur numerischen Simulation von Fluid-Struktur-
Interaktionen – Grundlagenuntersuchungen und Anwendung auf Membrantrag–
werke. PhD thesis, Universita¨t Erlangen–Nu¨rnberg, Germany, 2002. Available on-
line: https://opus4.kobv.de/opus4-fau/files/33/Dissertation_gesamt.pdf.
13, 25
[22] Hibbeler, R. C. Engineering Mechanics. Pearson education, 2001. 16, 18, 36, 37
98
BIBLIOGRAPHY BIBLIOGRAPHY
[23] Hirt, C. W., Amsden, A. A., and Cook, J. L. An arbitrary Lagrangian-
Eulerian computing method for all flow speeds. Journal of Computational Physics
14, 3 (1974), 227–253. 6
[24] Jacobs, E. N., Ward, K. E., and Pinkerton, M. R. The characteristics of 78
related airfoil sections from tests in the variable-density wind tunnel. NACA Annual
Report 19, 460 (1933), 299–354. 27
[25] Jones, L. E., Sandberg, R. D., and Sandham, N. D. Direct numerical simu-
lations of forced and unforced separation bubbles on an airfoil at incidence. Journal
of Fluid Mechanics 602 (2008), 175–207. 28, 65
[26] Kordulla, W., and Vinokur, M. Efficient Computation of Volume in Flow
Predictions. AIAA Journal 21, 6 (1983), 917–918. 7
[27] Lapointe, S., and Dumas, G. Numerical simulations of self-sustained pitch–heave
oscillations of a NACA 0012 airfoil. In 20th Annual Conference of the CFD Society
of Canada (Que´bec, Canada, 2012). 66, 69, 70, 71, 86
[28] Luke, E., Collins, E., and Blades, E. A fast mesh deformation method using
explicit interpolation. Journal of Computational Physics 231, 2 (2012), 586–601. 15
[29] Manhart, M. Vortex shedding from a hemisphere in a turbulent boundary layer.
Theoretical and Computational Fluid Dynamics 12, 1 (1998), 1–28. 73, 75
[30] Maruyama, D., Bailly, D., and Carrier, G. High-quality mesh deformation
using quaternions for orthogonality preservation. AIAA Journal (2014). 15, 16
[31] MathWorks. Simulink® user’s guide. Tech. rep., The MathWorks, Inc., 2015. 52
[32] Mu¨nsch, M. Entwicklung und Anwendung eines semi-impliziten Kopplungsver-
fahrens zur numerischen Berechnung der Fluid-Struktur-Wechselwirkung in turbulen-
ten Stro¨mungen mittels Large-Eddy Simulationen. PhD thesis, Technische Fakulta¨t
der Friedrich-Alexander-Universita¨t Erlangen-Nu¨rnberg, 2015. Available online:
https://opus4.kobv.de/opus4-fau/files/6753/150521_DissMT.pdf. 17, 19, 23,
25, 32
[33] NASA. 2DN00: 2D NACA 0012 airfoil validation case, 2016. Available online:
https://turbmodels.larc.nasa.gov/naca0012_val.html. v, 27, 42, 43
[34] Newmark, N. M. A method of computation for structural dynamics. Journal of
the Engineering Mechanics Division 85, 3 (1959), 67–94. 18
[35] Poirel, D., Harris, Y., and Benaissa, A. Self-sustained aeroelastic oscillations
of a NACA0012 airfoil at low-to-moderate Reynolds numbers. Journal of Fluids and
Structures 24, 5 (2008), 700–719. 73, 86
[36] Poirel, D., and Mendes, F. Experimental investigation of small amplitude self-
sustained pitch-heave oscillations of a NACA0012 airfoil at transitional Reynolds
numbers. In 50th AIAA Aerospace Sciences Meeting. (Nashville, U.S.A., 2012). 70,
86
99
[37] Poirel, D., and Mendes, F. Experimental small-amplitude self-sustained pitch–
heave oscillations at transitional Reynolds numbers. AIAA Journal (2014). 66
[38] Poirel, D., Metivier, V., and Dumas, G. Computational aeroelastic simu-
lations of self-sustained pitch oscillations of a NACA0012 at transitional reynolds
numbers. Journal of Fluids and Structures 27, 8 (2011), 1262–1277. 78
[39] Poirel, D., and Yuan, W. Aerodynamics of laminar separation flutter at a
transitional reynolds number. Journal of Fluids and Structures 26, 7 (2010), 1174–
1194. 78
[40] Ramesh, K., Joseba, M., and Ashok, G. Limit-cycle oscillations in unsteady
flows dominated by intermittent leading-edge vortex shedding. Journal of Fluids and
Structures 55 (2015), 84–105. 65
[41] Rao, S. Mechanical Vibrations, 5th ed. Prentice Hall, 2011. 17, 50, 51, 53, 54
[42] Rinoie, K., and Takemura, N. Oscillating behaviour of laminar separation bub-
ble formed on an aerofoil near stall. The Aeronautical Journal 108, 1081 (2004),
153–163. 28
[43] Schmidt, S. Entwicklung einer hybriden LES–URANS–Methode fu¨r die Sim-
ulation interner und externer turbulenter Stro¨mungen. PhD thesis, Helmut-
Schmidt-Universita¨t, Germany, 2016. Available online : http://http://edoc.sub.
uni-hamburg.de/hsu/volltexte/2016/3141/pdf/dissertation.pdf. 28, 41, 85
[44] Sen, S., De Nayer, G., and Breuer, M. A fast and robust hybrid method for
block–structured mesh deformation with emphasis on FSI–LES applications. Inter-
national Journal for Numerical Methods in Engineering (2017). 13, 14, 15, 16, 47,
79, 87
[45] Sheldahl, R. E., and Klimas, P. C. Aerodynamic characteristics of seven sym-
metrical airfoil sections through 180-degree angle of attack for use in aerodynamic
analysis of vertical axis wind turbines. SAND Technical Report 80-2114, Sandia
National Laboratories, 1981. v, 42, 43
[46] Sieber, G. Numerical Simulation of Fluid-Structure Interaction Using Loose
Coupling Methods. PhD thesis, Technische Universita¨t Darmstadt, Germany,
2002. Available online: http://tel.archives-ouvertes.fr/file/index/docid/
820472/filename/these_denayer.pdf. 19, 23
[47] Smagorinsky, J. General circulation experiments with the primitive equations I:
The basic experiment. Monthly Weather Review 91, 3 (1963), 99–165. 5, 7, 2, 9, 85
[48] Song, M. D., Lefranc¸ois, E., and Rachik, M. A partitioned coupling scheme
extended to structures interacting with high-density fluid flows. Computers & Fluids
84 (2013), 190–202. 59
100
BIBLIOGRAPHY BIBLIOGRAPHY
[49] Streher, L. B. Large-eddy simulations of the flow around a NACA airfoil at
different angles of attack. Project thesis, Helmut-Schmidt-Universita¨t, Hamburg,
2017. 5, 7, 2, 9, 27, 28, 30, 45, 75, 85
[50] Theodorsen, T., and Mutchler, W. H. General theory of aerodynamic insta-
bility and the mechanism of flutter. National Advisory Committee for Aeronautics
Report 496 (1935). 65
[51] Va´zquez, J. G. V. Nonlinear Analysis of Orthotropic Membrane and Shell Struc-
tures Including Fluid-Structure Interaction. PhD thesis, Universitat Polite`cnica de
Catalunya, Spain, 2007. 18, 19, 20
[52] Viets, S. Numerische Simulation der Fluid-Struktur-Interaktion eines elastisch
aufgeha¨ngten, starren Zylinders. Master’s thesis, Hochschule fu¨r Angewandte Wis-
senschaften Hamburg and Helmut-Schmidt-Universita¨t, Germany, 2013. 5, 7, 2, 12,
16, 18, 19, 20, 21, 22, 24, 26, 50, 52, 54, 85, 86, 93, 94
[53] Visbal, M. R., Gordnier, R. E., and Galbraith, M. C. High-fidelity simula-
tions of moving and flexible airfoils at low reynolds numbers. Experiments in Fluids
46, 5 (2009), 903–922. 41
[54] Witteveen, J. A. S. Explicit and robust inverse distance weighting mesh deforma-
tion for CFD. In 48th AIAA Aerospace Sciences Meeting Including the New Horizons
Forum and Aerospace Exposition, Orlando, Florida, AIAA Paper (2010), vol. 165,
p. 2010. 15
[55] Wood, W. L., Bossak, M., and Zienkiewicz, O. C. An alpha modification
of Newmark’s method. International Journal for Numerical Methods in Engineering
15, 10 (1980), 1562–1566. 18
101
