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Abst rac t - -We consider bilinear systems of the form 
~(t) = Ax(t) T u(t)Bx(t), y(t) = (x(t),c) 
on an infinite-dimensional Hilbert space H, where A is the generator f a semigroup of contraction, 
B is a bounded issipative operator and c E H. The input signal u E L°°(R +) such that u(t) > 0 
for almost every t E R +. We present asimple observer for this class of systems with the estimation 
error converging weakly to zero in H for every sufficiently rich input (inputs that we call "regularly 
persistent"). Our result is a generalization f the previous results in [1,2]. 
Keywords--Observers, Infinite-dimensional systems, Weak and strong convergence. 
1. INTRODUCTION AND THE MAIN RESULT 
In our paper [2] and previously in [1], we have proposed a simple observer for infinite dimensional 
skew-adjoint bilinear systems. This observer has already been studied in the linear time-invariant 
case by several authors ([3], for instance). 
The main result in this paper is that, under suitable observability assumptions, our technique 
also works for bilinear dissipative (instead of only skew-adjoint) systems. Unfortunately, the proof 
in [2] for the skew-adjoint case, heavily depends on the fact that skew adjoint linear operators, 
generate a one parameter group of unitary operators. It turns out that different echniques from 
those in [2] have to be used in order to prove error convergence of the observer in the dissipative 
case. One of the important points is a certain result of continuity of the solutions, which is well 
known for finite dimensional control-affine systems. 
We will consider a separable Hilbert space H (with inner product (., .)), and dissipative bilinear 
system of the form: 
5c(t) = Ax(t)  + u(t)Bx(t) ,  (1) 
y(t) (x(t), c> , x(O) = xo E H, 
where A is the generator of a contraction semigroup, B is a bounded issipative operator in H 
and c e H. We assume throughout the paper that the input u E L°°(R +) and is such that 
u(t) > 0 for almost every t 6 R +. Such an input signal u will be called a positive element 
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of L°°(R+). The candidate observer system of (1) is given by the following evolution equation 
on H: 
2(t) = A$(t)  + u(t )B2(t )  - c(~I(t) - y(t)), 
#(t) = (2(t), c), 2(0) = xo e H. (2) 
We will prove that for all positive regularly persistent input u(t) (a notion precisely defined later 
on, roughly speaking, an input that ensures a minimum amount of observability when the time 
is passing by), the observer error s(t) = ~(t) - x(t) converges weakly to zero as t ~ +c¢. If any 
positive element u E L°°(R +) is a T-universal input for some fixed T > 0, then the estimation 
error converges weakly to zero for any positive element of u E Lc°(R+). We should point out 
that, if the bounded operator B is skew-adjoint, here is no need to impose that the input 
signal u(t) >_ 0 for almost every t E R +. This case has been studied in [2]. In particular, the 
proof presented here is also true for this case. If the resolvent of the generator A is compact 
and the input signal converges in the Ll-norm to a constant T-universal input, we will also 
guarantee strong convergence of the observer error (see [2]). Finally, the extension of our result 
to nonhomogeneous bilinear systems is obvious. 
A bilinear system (the input being known) is, from the point of view of observation and recon- 
struction of the states, nothing but a linear time dependent system (see [4] for finite dimensional 
systems). We will define the associated Gram-observability operator. In the paper, all the solu- 
tions of the evolution equations are taken in the sense of mild solutions. For instance, a solution 
of (1) is the unique function x(-) C C([s, T]; H) satisfying the integral equation 
jfs t x(t) = e(t-s)Axo + e(t-q)Au(~)Bx(~) d~ (3) 
with x0 E H and 0 < s < t < T. This integral equation defines uniquely a family of mild evolution 
operators denoted by O~,(t, s) (see [5, p. 40], or [6, p. 135]). We can write x(t) = q~u(t, S)Xo. The 
generator of a C0-semigroup erturbed by a bounded linear operator is still the generator of a 
C0-semigroup. Also, there is a unique family of mild evolution operators ~u(t, s) associated with 
the generator 
A - c (., c) + u(t )S .  
Hence, the estimation error equation 
~(t) = As(t)  + u(t )Bs(t )  - c (s(t), c) , 
e(s) = Go E H 
(4) 
is well-posed on H as well as the observer equation (2). We can write the estimation error 
s(t) = qzu(t, s)s0. For each T > 0 and u E Lc°[0, T], the Gram-observability operator W(u,  T)  is 
a compact operator on H: For any x E H, 
~0 T W(u,T)x  = (x, ¢~,(t, 0)c)¢*(t,O)cdt, (5) 
where ¢*(t, 0) denotes the adjoint operator of ¢u(t, 0). For finite-dimensional bi inear systems, if
an input u(t) is regularly persistent in the sense of [2], then the associated Gram-observability ma- 
trix is uniformly bounded from below. However, for infinite-dimensional systems of the form (1), 
the Gram-observability operator is compact and so cannot be bounded from below. 
We have now to introduce the following definitions. 
DEFINITION 1. An input signal u E Lee(R+) is called T-universal for some T > 0 (depending 
on u) ff W(u ,  T )x  = 0 implies that x = 0. 
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It is well known that a bounded set of L°°[0,T] is precompact with respect o the weak* 
topology. In other words, given a bounded sequence un, ]IUnIIL~[O,T] ~_ M, we can extract a 
subsequence un~ so that there exists a unique u* 6 L°°[0,T] such that for each f 6 LI[0,T] 
lim fT  k--.+oo go [un~ (t) - u* (t)] f(t)  dt = O. 
It is also equivalent to say that for each f E LI([O,T];H) 
~0 T dt H lim Junk (t) - u* (t)] f(t)  = 0. k--*+oo 
(See [2] for a proof of this equivalence). 
For each u 6 L°°(R+), and O > 0, we set u[o](t) = u(8 + t), the O-translated input function. 
DEFINITION 2. An input u E L°°(R +) is a regularly persistent input for (1) ff there exist a time 
interval T > 0 and a real sequence On tending to +co as n --+ +co, and the difference On+l -- 8n 
being bounded such that the translated input u[o~] converges to a T-universal signal u* in the 
weak* topology. 
This means, as in the finite-dimensional case, that u[e,] (.) tends to make the system observable 
in the same way as u*. Since 8n+1 - On is bounded, it means also that the size of the intervals on 
which u makes the system unobservable does not increase. In particular, every T-periodic input 
function u(t) which is T-universal is regularly persistent. 
Then our main result is the following. 
THEOREM 1. For a regularly persistent positive input u 6 L°°(R+), the estimation error e(t) 
converges weakly to zero in H as t goes to +co. 
An immediate and important consequence of this theorem is the following. 
COROLLARY 1. I[ every positive u e L°°(~ +) is a T-universal input for some fixed T > 0 
(independent of u), then the observer error e(t) converges weakly to zero in H for any positive 
u 6 L°°(R+). 
Hence, as the reader may remark, we have obtained weak convergence of the estimation error 
under the same assumption as that for finite dimensional bilinear systems. In our case, the 
error convergence is weak because of the infinite dimensional structure on H. A natural twofold 
question is: 
(1) Under which condition on the bilinear system (1) could we have stronger convergence of
the estimation error (i.e., strong or exponential convergence)? 
(2) If the output observation is boundary, that is, the output element c, is not necessarily 
in the Hilbert space H (cf., [7] for a proper formulation), is it possible to prove stronger 
convergence of the estimation error? 
These might be interesting open questions for our future research. An application is being pursued 
in this direction based on the results of [8]. 
The next section will be devoted to the proof of the main result via several technical lemmas. 
2. PROOF OF THE MAIN RESULTS 
LEMMA 1. For each T > 0, each fixed s with 0 < s < T and each x E H, we define the map 
As,x : L°°[s,T] , C([s,T];H) 
such that 
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Then the map As,x is continuous with respect o the weak* topology on L°°[s,T] and the uniform 
topology on C([s, T]; H). 
PROOF. As stated in the introduction, by definition, we have 
ff2u(t , 8)X = e(t-s)Ax -4- e(t-r)Au(T)Be~u(T, S)X dT. (6) 
Since the semigroup e tA is contractive, it follows from the Gronwall's Lemma that 
sup lie.(t, s)xt , .  < ilxll exp [TiiuitL  liBi'] < 
te[s,T] 
It is clear that the function ~=(t, s)x is continuous with respect o t. Consider a weak* convergent 
sequence u,~ e L°°[s, T] which is bounded. Then, 
f /' ~u.( t ,s )x  -- Ou(t,S)X = e(t-v)Aun(y)BOu,~(r,s)xd'r - e(t -r)Au(r)B~u(r,s)xdr.  (7) 
J8  
Therefore, it is immediate that 
iiO~,= (t, s)x - O~,(t, s)xii < .~t [un(r) - u(T)] e(t-r)A BO=(r, s)x dr 
+ llunllLo¢ IlSll I I¢~(r,s)x- 'L,(r ,s)xl ldr.  (8) 
Now let us prove that, for any e > 0, there is a large integer N such that for all n > N and 
all t e [s, T], 
e(t-r)As(~u(r, dr 
Take a sequence un E L °° weakly* converging to u such that ]iuniiL~ <_ M. Given any e > 0, we 
can divide [s,T] into a finite number of intervals [ti,ti+l] with i = 0, 1 . . . . .  m - 1 such that for 
each i, 
(ti+l - td IIBII (M + II~IIL~ ) Ss < 
Since t E [s, T], t belongs to one of the above intervals: t E [h,h+l]- Then, 
s t [Un(T) - u(r)] e(t-~)ABOu(r, s)x dr , 
f t, dr H < [Un(T) -- U(T)] e(t-')ABec,(r, s)x + (h+x - tt)I IBII  (M + Ilull~) 
f t~ dr e < [an(r) -- U(r)] e(t'-r)AB¢u(r, s)x + "~. 
H 
As stated in the introduction, a sequence un converges weakly* to u if and only if for any 
f 6 LI([s,T];H) 
lim [un(r) - u(r)] f ( r )  dr = O. 
rt ---*-4- OO 
It is easy to see that the functions in the last integral 
{ e(h-r)ABou(T,S)X; r e [s, tt], 
ft (r) = 0; elsewhere, 
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are all in LI([s,T];H) for l = 0 ,1 , . . . ,m - 1. There is a sufficiently large N such that  for 
all n > N and any tl, l = 0, 1 , . . . ,  m - 1, 
fs T dT e 
H 
This means that  for all n > N 
f t fUn(T) -- U(r)] s)xd'r < e. e(t-v)A sff~u (T, 
Applying again Gronwall 's inequality with this fact to the above differential inequality (8) leads 
to 
Iiq~u. (t, s)x - ~u(t, s)xiig < e exp(TMiiBiI )
for all t E [s, T] and all n _> N, or 
sup I I~u.(t,  s)x - ¢bu(t, $)XHH <~ C. exp(TMiiB]I )
te[s,T] 
for all n > N. Equivalently, we can say that  
lim He=.( . ,  s)x - Cu(" , 8)XIIc([s,T];H) -~ O. I 
rt--+4-OO 
For each T > 0, 0 < s < t < T, and x E H,  we define the application 
Fs,z : L°O[s,T] ~ C([s,T];H), Fs,x(u)(t) = ¢~(t,s)x. 
Then the following result can be proved in a similar way as for Lemma 1. 
LEMMA 2. For each T > O, 0 < s < T, and x E H the application Fs,z is continuous with 
respect to the weak* topology on Lee[s, T] and the uniform topology on C([s, T]; H). For each 
0 <_ s < t < +oo and a positive element u E L°°(•+), the evolution operator ¢=(t,  s) is a 
contraction. 
PROOF. Let us prove the variation of constant formula, 
// ~u(t, 8)X -~ e(t-s)Ax -b ~u(t, T)U(T)Be(V-S)AxdT. (9) 
It is important  o note that  for each x E :D(A) 
0 
Oa ¢~u(t, a)x = -~=(t, a)(A + Bu(a))x (10) 
a.e. for s < a < t < T (see [5, p. 42]). For x E :D(A), we can differentiate the function 
g(o~) --- ~u(t, oOe(a-s)Ax with respect to a for x E :D(A), and then integrate it from s to t in 
order to prove the formula. The domain :D(A) being dense in H ,  the formula is true for all x E H.  
Then it follows from the identity (9) that  for all x E H,  
f • ,~(t,s)x = e(t-s)A*x + u( r )e ( ' -~)a*B  ~,,(t , r )xdr.  
By assumption,  we know that  the operator A* is dissipative [6, p. 41] and the operator  B* is 
bounded. Then exactly the same technique as that  in the proof of Lemma 1 can be used to prove 
the first part  of Lemma 2. 
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Since the set of piecewise constant functions is dense in L c¢ Is, t] with respect o the weak* 
topology, we can divide the interval Is, t] into n subintervals [t~,t~+l] such that to = s and t ,  = t. 
Consider the sequence of functions un which is equal to the nonnegative constant r~ (which is 
possible t) on [ti, ti+l], i = 0, 1, . . . ,  n -  1 and which converges weakly* to u in L c0 [s, t]. It is clear 
that for all x • H, 
¢u. ( t , s )x=exp( ( tn - tn_ l ) (A+rn- lB ) )o . . .oexp( ( t l - to ) (A+roB) )x .  (11) 
Since the operator A + riB is dissipative, 
IlO,~.(t,s)xll < I1=11. 
Taking the limit for n --* +oo and using the Lemma 1, we prove that for all x • H, 
IIq'.(t, s)xll < IIx'tl- 
Hence, the Lemma 2 is proved. | 
From Lemma 2, we can see that for all E0 • H and all positive function u • L°°(R+), the mild 
solution of the estimation error ¢(t) = ~=(t, s)e0 satisfies the inequality 
I I~=(t,s)~oll < I1~oll 
for all s _< t < +c¢. In other words, the positive function H~u(t, s)¢011 is a decreasing function of 
time t. Therefore, the limit limt-~+c¢ ]]~(t,  s)s0]] exists. 
We have the following result. 
LEMMA 3. For each positive input u 6 L°°(~+), ¢ 6 H and s, a >_ O, we have 
I ° l im I(~,~(t + r, s)c, c)l 2 dT" = O. (12) t----*+~ 
PROOF. Notice that it is sufficient to prove the identity (12) for each ~ E :D(A). Then the identity 
is true for each s E H by the denseness of :D(A) in H and the uniform boundedness of ~( t ,  s). 
For each 0 < s < t < +c¢ and a _> 0, the input signal u E L°°[s,t + a]. From the proof of 
Lemma 2, we know that there is a sequence of piecewise constant positive functions un which 
converges weakly* to u in L°°[s,t + a] and that the evolution operator qlu,(t, s) maps :D(A) 
into :D(A), (see the expression (11)). Hence, for each ¢ E :D(A), we can differentiate (except 
a finite number of points) with respect o t the function (1/2)tl~u.(t, s)e]l 2 following the error 
equation (4). Direct computations lead to 
d 
2dt I 1~ (t, s)~tl 2 = (A~.  (t, s)¢, g2¢,~ (t, s)e) 
+ u~ (Bt~,,(t,  s)¢, @u.(t, s)¢) - I(~,,. (t, s)e, c)l 2 
< -I(@~,.(t, s)e, c)l 2 
a.e., since the operators A and B are dissipative. It follows that 
fo `~ 1 2 1 I(~,,~(t + T,~)c,~/I ~ dT <_ ~ II~',,~(t,~)~tl - ~ II~',,.(t + ~,~)ell ~. 
l i t  is sufficient o take a bounded sequence of continuous functions uk(t) which converges a.e. to u(t). Then it 
is obvious that  the bounded sequence of positive continuous function luk(t)l converges a.e. to u(t) (see Lusin's 
Theorem, [9, p. 53]). 
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From Lemma 1, by taking the limit for n --* +oo, we get 
/0 ° I (~(t+T,S)~,c) l  ~ d'r < ~ I I~(t,s)~ll 2 - I I~(t+a,s)611 ~. 
Taking the limit for t --* +cx) in the above inequality we obtained the required result (12). II 
Roughly speaking, we would like to deduce using the observability assumption that the esti- 
mation error tends to zero if the output does. However, the reasoning is not that simple. The 
next technical lemma is easy to prove from the definition of (5) and the first part of Lemma 2. 
LEMMA 4. The map from L°°[0,T] equipped with the weak* topology to £.(H,H) the Banach 
space of bounded linear operators on H: 
u , W(u ,T )  
is continuous t'or any T > 0. 
LEMMA 5. For each T > 0 and any positive input u E L°°(R+), we have 
IIw T) (t)ll. o. 
PROOF. The following variation of constant formula can be proved in the same way as (9): 
f 
t+~ 
¢~,(t + ~, t)c(t) = c(t + ~) + e~,(t + ~, O)c (s(,7), c) dn. (13) 
Jt 
The uniqueness of the mild solutions ays that 
¢~t,J (~, 0) = ¢, ( t  + ~, t). (14) 
We can write 
W (u[tl, T) e(t) = (e(t + ~), c) ¢~[,J ((' O)c dg 
+ (¢~,(t+(,t+rl)c,c)(e(t+rl),c)O~,t,j((,O)cdrld ~. 
The evolution operator ¢u(t, s) being contractive as well as its adjoint, it is easy to see that 
II w T) e(t)II < I (~(t + ~), c) I dgllcll + I (c(t + n), c) I dnllcllaT 
_< Ilcll(1 + TIIcll2)v/T I (e(t + ~),c)12dg 
Applying Lemma 3 gives the required result, 
lim IIW(u[,I,T)e(t)llH =0.  | 
t ----* -I- oo 
LEMMA 6. Given 8 positive input u E L°°(R +) and a sequence On such that u[e.] converges 
weakly* to a T-universal input u* E L°°[0,T] when t9,~ n--*+~ +oo, then e(8,) tends weakly to 
zero in H. 
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PROOF. From Lemma 4 and Lemma 5, we see that 
lim IIW (u*,T)~(O,dlIH =0. (15) 
0,~---* +o¢ 
Since e(On) is bounded, it contains weakly convergent subsequences. Let us pick an arbitrary 
subsequence e(Onk) converging weakly to ~. The sequence ~(On) converges weakly to zero if and 
only if every weakly converging subsequence does. Let us prove that ~ = 0. 
Since the Gram-observability operator W(u,T)  for u E L°°[0,T] is a compact operator, 
e(Onk) converging weakly to ~ implies that W(u*, T)e(Onk) converges trongly to W(u*,T)~. 
It follows from the above (15) that 
W(u* ,T )~=O.  
The input u* being T-universal, we have ~ = 0. | 
~$--'*-}-OO 
LEMMA 7. Given a positive input u E L°°(R+), a sequence On such that On , +cx~ and 
a bounded sequence 0 < Tn <_ a < +C~, i? U[O~] converges weakly* to a T-universal input 
u* E L~[0,T] for some T > 0 when n --* +c~, then 
(On + Tn) n-~2#° 0 weakly in H. 
PROOF. A similar argument of the proof of Lemma 5 can be used to prove that the difference 
~too~ (*n, 0) ~ (0.) - ~ (0n + .~) 
converges trongly to zero as n --~ +c~. Indeed, using the fact that the evolution operator is 
contractive, we have 
[fo o (o . ) -  + .<_ (on + r]),c)[ 2 d• Ilcll. 
Moreover, by mean of Lemma 2 and Lemma 6, the first term of the difference converges weakly 
to zero: for all y E H, 
lim (e(On) ¢~* (~'n,0) y )=0.  (16) n--,+oolim ((I)uto~) (Tn, O) ~ (On), y) = n--*+oo \ ' ~10,1 
Therefore, the second term e(On + Tn) converges also weakly to zero as required. II 
2.1. P roo f  o f  Theorem 1 
Since u is a regularly persistent input, there exists a sequence 0n, with 0n+1 - On bounded, for 
n- -*+oo 
which u[o.l verifies the conditions of Lemma 7. Then, for any sequence rn such that rn ~ +o% 
we can find a bounded sequence rn such that rn = Ok(n) + Tn, where Oh(n) denotes a subse- 
quence of On. Applying Lemma 7, we get directly limn-.+oo ~(rn) = 0 weakly in H, equivalently, 
¢(t) t-~+.~ 0 weakly in H. | 
2.2. P roo f  of  Coro l la ry  1 
If we prove that for every bounded sequence 0 < Tn ~ T and every u E L°°(R+), e(nT + Tn) 
n---*-bC~ 
- -~ 0 weakly in H (where n = 1,2. . .  ), then the same idea as that in the proof of Theorem 1 
can be applied to prove Corollary 1. 
Now take an arbitrary weakly converging subsequence e(nkT + Tn~) of the sequence ~(nT + Tn) 
such that for all x E H, 
lim (e (nkT + Tnk), X) = (~*, X). 
k--*+oo 
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In particular, we have: 
lim 
k--,+oo 
(~ (nkT + Tn~), ~*) = II~" H 2" 
Let us prove that ~* = 0. Assume that ~* ~ 0. Extract further from U[nkT ] a weakly* converging 
subsequence U[nk~T] such that u[nk~T] ~--*+~ u* weakly* which is T-universal by assumption. It
follows from Lemma 7 that 
This contradiction proves that ~* = 0. Hence, the whole sequence 6(nT + rn) converges weakly 
to zero, and this proves Corollary 1. | 
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