This paper studies the possible feedback equivalence classes of a pair of matrices with some prescribed columns and related problems.
Introduction
Throughout this paper F denotes an infinite field. Recall that two pairs of matrices (A, B) and (A , B ), where A, A ∈ F n×n and B, B ∈ F n×m , are said to be feedback equivalent if there exist R ∈ F m×n and nonsingular matrices P ∈ F n×n and Q ∈ F m×m such that (A , B ) = (P −1 AP + P −1 BR, P −1 BQ). For details about strict equivalence and its invariants, see [9] . Throughout this paper, all the matrix pencils are linear.
It is easy to see that the pairs (A, B) and (A ,
We shall say that a matrix pencil M ∈ F [x] n×(n+m) is quasiregular if rank M = n. Note that the quasiregular pencils are the pencils without row minimal indices. Also note that a pencil of the form [xI n − A| − B] is quasiregular and does not have infinite elementary divisors.
The main purpose of this paper is to describe the possible feedback equivalence classes of a pair (A, B) when some columns are prescribed. This problem has already been studied in particular cases [1, 2, 13, 15] and is closely related to the problem of describing the possible strict equivalence classes of quasiregular pencils with prescribed columns (see Theorem 8) .
The general problem of describing the possible strict equivalence classes of a pencil M when a subpencil N is prescribed has been studied for a long time. For example, partial answers are known when M and N are both regular [3] (see also [11, 12] ); when M is regular and N arbitrary [6] ; when M is arbitrary and N is regular [8] ; when M has rank equal to the number of its rows and N has rank equal to the number of its columns [5] .
For notational convenience, the invariant factors of a pencil of the form [xI n − A| − B] will be called the invariant factors of the pair (A, B). As usual, the column minimal indices of that pencil will be called the controllability indices of (A, B) .
Given 
The elements r 1 , . . . , r n are known as the Brunovsky indices of (A, B) and satisfy the equalities:
The problem to be studied in this paper was solved, in [13] , for the particular case where all the columns of A are prescribed and all the columns of B are free. Then it was generalized for the case where all the columns of A are prescribed and some of the columns of B are free, in [1] , with a statement in terms of Brunovsky indices. After that, Mondié [10] , with a different approach, gave another answer in terms of controllability indices. This last result led Baragaña [4] to a simplification of the conditions obtained in [1] .
Throughout the paper, we make the convention that, whenever a chain of polynomials ζ 1 | · · · |ζ t is defined without defining ζ t +1 , then ζ i = 0 for i > t and ζ i = 1 for i < 1. We also assume that the invariant factors of matrices with entries in F [x] and the greatest common divisors and least common multiples of nonzero elements of F [x] are always monic.
Lemma 1 [4] . Let (A, B 1 ) ∈ F n×n × F n×m 1 
Lemma 2 [10] . Let (A, B 1 ) ∈ F n×n ×F n×m 1 
Then the following conditions are equivalent: 
Another partial answer to the problem we have proposed to study was given recently. It is the case where some of the columns of A are free and all the columns of B are prescribed, solved in [15] , where the following auxiliary result appears. 1 and α 1 | · · · |α n be nonnegative integers and monic polynomials, respectively.
Lemma 3. Let
Suppose that
does not have infinite elementary divisors. Let β 1 | · · · |β n 2 be the invariant factors, c 1 · · · c m 1 the column minimal indices and f 1 · · · f n 1 the row minimal indices of (1) . Then the following conditions are equivalent: 
, where
Main results
Using Lemmas 2 and 3 we can state: 
Then the following conditions are equivalent:
such that 
and let α n be a monic multiple of lcm(
From the definition of the polynomials α i and (ii 4 ), it follows that (i 3 ) is satisfied. Note that, if n = n 2 , then n = d(β 1 · · · β n ) + and α n = lcm(β n , γ n ). Define ν j as in (iii 3 ). It is easy to see that ν j = ν j , j ∈ {0, . . . , n 1 3 ) is satisfied. According to Lemma 3, there exist X 1,1 ∈ F n 1 ×n 1 , X 2,1 ∈ F n 2 ×n 1 such that (2) With every monic polynomial
associate the homogeneous polynomial
Note that every nonzero homogeneous polynomial h(x, y) has a unique factorization of the form ay rf , where a ∈ F \{0}, r is a nonnegative integer and f ∈ F [x] is a monic polynomial. Also note that fg =fg and f | g if and only iff |g, for every monic polynomials f, g ∈ F [x]. Let T be the set of all the polynomials of the form y rf . Throughtout this paper, we assume that homogeneous invariant factors of matrix pencils and greatest common divisors and least common multiples of nonzero homogeneous polynomials (in
be a nonsingular matrix. If xA + B is a pencil, where A, B have entries in F, let
The transformations P X and X were introduced in [5] . The following lemmas are easy to prove. For details, see [5] .
Lemma 5.
(a 5 ) P X is invertible and (P X ) −1 = P X −1 . Then 
(b 5 ) Two matrix pencils D and E are strictly equivalent if and only if P X (D) and P X (E) are strictly equivalent. (c 5 ) Given two pencils, D and S, there exists a matrix pencil E strictly equivalent to D containing S as a subpencil if and only if there exists a matrix pencil E strictly equivalent to P X (D) containing P X (S) as a subpencil.

Lemma 6. (a 6 ) X is invertible and ( X )
Case 2. Now consider the general case. Let e ∈ F \{0} be such that 1 − ae / = 0, for every root a of β n 2 γ n . Let Case 2. Now consider the general case. As in Case 1, let β 1 | · · · |β n 2 be the invariant factors of C. Suppose that, for every i ∈ {1, . . . , n}, γ * i = y r iγ i , where r i is a nonnegative integer and γ i ∈ F [x] is a monic polynomial. Let e ∈ F \{0} be such that 1 − ae / = 0 for every root a of β n 2 γ n . Let X be the matrix given by (4). Then P X (C) does not have infinite elementary divisors and y does not divide X (γ * n ). Attending to the previous lemmas, we conclude that (b 8 ) is equivalent to the condition (b 8 ) that results from it on replacing γ * i by X (γ * i ), i ∈ {1, . . . , n}, and
. . , n}, and C by P X (C). Attending to the previous lemmas, we deduce easily that (a 8 ) is equivalent to (a 8 ). 
Theorem 9. Let n
Then the following condition (a 9 ) is equivalent to condition (b 9 ) that results from (b 4 ) on replacing m 2 and γ 1 , . . . , γ n and β 1 , . . . , β n 2 by q 2 andγ 1 , . . . ,γ n and
such that Proof. (a 9 ) ⇒ (b 9 ). The pencil 
where (8) is strictly equivalent to a pencil of the form (7) . Hence (a 9 ) holds.
Let A ∈ F n×n , B ∈ F n×r , C ∈ F m×n and D ∈ F m×r . In [14] the possible invariant polynomials of A + BX, when X ∈ F r×m varies, were described. Our next step is to describe the possible strict equivalence invariants of
when X ∈ F r×n varies, and therefore, generalize the previously refered result. In [7] , the product of the invariant factors of (9) was called the characteristic polynomial of
and all the possible characteristic polynomials of (10), when X varies, were described. This description could also be obtained as a corollary of the following theorem. In particular, it describes the possible observability and detectability of the linear systeṁ
under a state feedback input u(t) = Xx(t). See [7] for details. 
Let
where
Then the following condition (a 10 ) is equivalent to condition (b 10 ) that results from (b 4 ) on replacing m 2 and γ 1 , . . . , γ n and β 1 , . . . , β n 2 and f 1 , . . . , f n 1 by q 2  andγ 1 Proof. Note that ν is the number of infinite elementary divisors of (11) . Let ν 1 (respectively, ν 2 ) be the number of infinite elementary divisors of (11) of degree equal to 1 (respectively, greater than 1). Also note that
It is not hard to see that the pencil (11) is strictly equivalent to a pencil of the form 
where p 2 = n − p 1 . Its subpencil The operation of transposition of matrix pencils preserves the homogeneous invariant polynomials and converts column (respectively, row) minimal indices into row (respectively, column) minimal indices.
Therefore the proof is a simple consequence of Theorem 9.
Let A ∈ F n×n , C ∈ F m×n . In [13] , the possible strict equivalence classes of
when B ∈ F n×r varies, were described. The following theorem, jointly with Theorem 10, describes the possible strictly equivalence classes of
when B ∈ F n×r and D ∈ F m×r vary. Proof. Suppose that (a 10 ) is satisfied. Then (9) and (16) Then (9) and (16) are strictly equivalent, with X = T N, and, therefore, (a 10 ) is satisfied.
