researcher designed the study, or laws may entitle eligible participants to a treatment so that placing them in a control group at random is not legal. As a result, people may self-select into treatment or be selected on some nonrandom basis in various kinds of quasi-experiments (Campbell and Stanley 1963; Shadish, Cook, and Campbell 2002) .
Quasi-experiments can have desirable features. For example, study conditions may be more representative of real-world settings than randomized experiments to the extent that the latter use, for example, less representative participants, such as volunteers, or less representative settings, such as sites willing to accept random assignment. However, their major disadvantage is that estimates of treatment effects from quasi-experiments may not be unbiased. The reason is that the nonrandom selection process may result in differences between the groups that can be mistaken for treatment effects. Many recent attempts to address such selection bias have focused on modeling the selection process as a means of removing bias in the estimation of treatment effects. Rosenbaum and Rubin (1983) presented one such approach that involves propensity scores. Many examples of propensity score analysis exist in fields such as medicine and epidemiology (Connors et al. 1996; Smith 1997; Stone et al. 1995) , economics (Czajka et al. 1992; Lechner 2002) , education (Rosenbaum 1986) , and sociology (Berk and Newton 1985) . One very recent example is an evaluation of batterer programs conducted by Jones et al. (2004) . Furthermore, propensity score analysis is addressed in popular program evaluations texts (e.g., Berk and Rossi 1999; Rossi, Lipsey, and Freeman 2004) . In this article, we will briefly review the basics of propensity score analysis, provide basic instruction on three methods for computing estimated propensity scores (including the first detailed presentation of how to use classification tree analysis and bagging classification trees to create propensity scores), and use stratification on the propensity score to show the reduction in bias associated with each method relative to a benchmark randomized experiment. We end with a discussion of some of the known limitations of the approach.
A BRIEF INTRODUCTION TO PROPENSITY SCORES
A propensity score is the conditional probability that a person will be in one condition rather than in another (e.g., get a treatment rather than be in the control group) given a set of observed covariates used to predict the person's condition (Rosenbaum and Rubin 1983) . Like all probabilities, a propensity score ranges from 0 to 1. A little thought suggests that each person's true propensity score is known for randomized experiments-given that an equal probability assignment mechanism (e.g., a coin toss) was used to assign people to treatment or control, each person has a 50% chance of being in treatment. Thus, each person has a true propensity score of 0.50. (Observed propensity scores will vary from 0.50 randomly as a function of sampling error.) With a quasi-experiment, the true propensity score function is not known and must be estimated. The probabilities of receiving treatment (i.e., propensity scores) are a function of individual characteristics and are likely to vary from 0.50. For instance, if the researcher dummy codes treatment as 1 and control as 0, then a propensity score above 0.50 would mean the person was more likely to select into treatment than control, and a score below 0.50 would mean the opposite.
Because propensity scores are derived from observed covariates in a manner we outline shortly, a crucial step in designing a quasi-experiment is identifying potentially relevant covariates to measure. Potentially relevant covariates are those expected to affect treatment selection and outcomes. For example, a person who was afraid of mathematics might be less likely to choose to take an elective math course, so measuring fear of mathematics would provide a useful covariate. Omitting relevant covariates results in hidden bias that propensity scores cannot adjust. Consultation with substantive experts and a pilot study are often useful to identify potentially relevant covariates. Rosenbaum (2002b) is an excellent resource for planning such quasi-experiments.
Researchers can use propensity scores to balance nonequivalent groups using matching, stratification, covariance adjustment, or weighting on the propensity score. In this article, we focus on stratification-the method preferred by Rosenbaum and Rubin (1983) because it is less sensitive than covariance or weighting to nonlinearities in the relationship between propensity scores and outcomes and because it is easier and almost as efficient as matching. Rosenbaum and Rubin showed that propensity score matching can in theory eliminate from quasi-experiments the selection bias that is owing to the observed covariates used in creating the propensity scores and suggested that stratification at the quintiles of the propensity score may eliminate approximately 90% of the selection bias due to the observed covariates that could have been removed by matching. To oversimplify, the idea is that people who have the same propensity score but who choose to be in different experimental conditions are nonetheless comparable because the distributions of their covariates are in balance. Interested readers should refer to Rosenbaum and Rubin (1983, 1984) for the theory and statistical proofs.
Furthermore, the fact that the propensity score is a single number that represents a person's scores on all the observed covariates is very convenient.
Imagine having to balance groups simultaneously on many covariates, for example, on age, marital status, income, and gender, all at once. This is an arduous task, especially when covariates have many levels or when the number of covariates is large. The scalar propensity score simplifies the process.
Although not covered in detail here, there are numerous published articles on propensity score matching. Rosenbaum and Rubin (1983) introduced multivariate matching based on the propensity score, and Rubin and Thomas (1992, 1996) presented additional theoretic work. An early example by Rosenbaum and Rubin (1985) illustrates and compares three methods of multivariate matching on a single set of data: nearest available matching on the estimated propensity score, Mahalanobis metric matching including the propensity score, and nearest available Mahalanobis metric matching within calipers defined by the propensity score. Gu and Rosenbaum (1993) presented a comparison of multivariate matching methods using simulation. Dehejia and Wahba (2002) and Rosenbaum (2002a) gave more recent discussions on the topic. For example, Rosenbaum contrasted greedy and optimal matching and discussed matching with a fixed number of controls versus a variable number of controls. Another method of adjusting treatment effects not examined in this article involves weighting on the propensity score. For example, Hirano and Imbens (2001) reanalyzed the data on right-heart catheterization from Connors et al. (1996) using a procedure that reweights observations by the inverse of the estimates of the propensity score.
MORE THAN TWO TREATMENT CONDITIONS
Nearly all work with propensity scores has been done comparing two groups, and this study focuses on the two-group situation. However, some researchers may be interested in adjusting for selection bias with more than two quasi-experimental conditions. At least three different methods using propensity scores have been proposed in the literature. The first method, proposed by Rubin (1998) , involves creating a separate propensity score model for each two-group comparison among the groups being compared. In the three-group case, three propensity score models would be required, one for comparing Groups 1 and 2, one for comparing Groups 1 and 3, and one for comparing Groups 2 and 3. Rubin considered a number of hypothetical situations and suggested that this method has utility because it may be difficult to simultaneously balance all groups on all covariates. The second method, proposed by Joffe and Rosenbaum (1999) , involves the use of propensity scores with ordered doses. They showed that under certain conditions, ordinal logistic regression can be used to derive propensity scores that are subsequently used to match subjects with different doses in a manner that tends to balance covariates. Lu et al. (2001) provided an applied example. They used the method with pilot data to compare teens with five different levels of exposure to an antidrug media campaign. Twenty-two covariates were used to derive propensity scores via ordinal logistic regression. The resulting propensity scores were used to create 260 matched pairs consisting of a teen with a higher level of exposure to the media campaign and a teen with a lower level of exposure to the media campaign. The pairs balanced all 22 covariates. Imbens (2000) proposed an extension of the propensity score methodology applicable to multivalued treatments, ordinal or nominal. He defined the generalized propensity score as the conditional probability of receiving a particular level of the treatment given the observed covariates. Thus, Imbens's method requires a propensity score model for each level of treatment. Huang et al. (forthcoming) applied Imbens's method in their examination of patient satisfaction with asthma care for 20 physician groups. Each patient in the study had 20 propensity scores corresponding to the probability of enrollment in each of the 20 groups. Stratification on the quintiles of the propensity scores was then used to obtain the estimates of the treatment effect. Prior to propensity score analysis, there was imbalance in each covariate across the groups. After stratification, imbalance in the observed covariates was less than expected by chance.
ILLUSTRATIVE DATA
To illustrate propensity score analysis, we use data from a study conducted in our lab and presented in detail elsewhere (Clark 2000; Shadish and Clark 2003) . Unlike all past comparisons of quasi-experiments to randomized experiments (e.g., Aiken et al. 1998; Heckman, Ichimura, and Todd 1997) , this study randomly assigns participants to be in a randomized or nonrandomized experiment. This remedies a key problem in past comparisons that the participants in the randomized experiments were likely from a different population than those in the quasi-experiments; therefore, when an adjustment fails to make results from the quasi-experiment similar to those from the randomized experiment, it is not known if the adjustment really does not work or the difference is because of the differing populations. The cost is that our study is done as a laboratory analog for obvious ethical and practical reasons that typically prevent random assignment of people to be in randomized and nonrandomized experimental evaluations of real social interven-tions. Nonetheless, this data set is more than adequate for illustrating the key points about propensity score analysis.
The experiment involved 454 undergraduate psychology students solicited from introductory psychology classes at the University of Memphis during the 1998-1999 academic year. Of these, 445 completed the study and compose the data set used for further analyses. Participants completed a number of pretests that assessed demographics, mathematics and vocabulary aptitude, personality, math anxiety, and depression. They were then randomly assigned to participate in either a randomized experiment or a quasiexperiment. Those randomly assigned to participate in the randomized experiment (n = 235) were subsequently randomized to either mathematics (n = 119) or vocabulary training (n = 116). Those randomly assigned to participate in the quasi-experiment (n = 210) were allowed to choose either mathematics (n = 79) or vocabulary training (n = 131). Participants in the quasi-experiment then described why they selected one treatment condition over another. Participants in the randomized experiment and quasiexperiment attended the same training sessions, after which they completed a posttest that consisted of 20 mathematics items and 30 vocabulary items. This design allowed us to compare the results of propensity score adjustments for quasi-experimental data relative to a randomized experiment that contained randomly equivalent participants.
Without propensity score analysis, the results of the quasi-experiment were clearly biased compared to those of the randomized experiment. Specifically, those who participated in the randomized experiment and were randomly assigned to mathematics training scored an average of 3.92 points higher on the mathematics outcome (M = 10.61) than did those who were randomly assigned to vocabulary training (M = 6.69), F(1, 233) = 85.41, p < .001. In contrast, those who participated in the quasi-experiment and chose mathematics training scored an average of 4.65 points higher on the mathematics outcome (M = 11.61) than did those who chose vocabulary training (M = 6.96), F(1, 208) = 79.65, p < .001. The difference in these results (D = 3.92 -4.65 = -0.73) represents the bias in the mathematics outcome for the quasi-experimental group, where D = 0 would indicate no bias (we use this D index throughout this article as a benchmark for bias reduction after propensity score analysis).
Similarly, those who participated in the randomized experiment and were randomly assigned to vocabulary training had a mean score 8.11 points higher on the vocabulary outcome than did those who were randomly assigned to mathematics training (16.19 vs. 8.08), F(1, 233) = 336.71, p < .001. Those who participated in the quasi-experiment and chose vocabulary training had a mean score 9.00 points higher on the vocabulary outcome than did those who chose mathematics training (16.75 vs. 7.75), F(1, 208) = 313.21, p < .001. The difference in these results (D = 8.11 -9.00 = -0.89) represents the bias in the vocabulary outcome for the quasi-experimental group. We now show how to do a propensity score analysis to adjust the results of the quasi-experiment.
DOING A PROPENSITY SCORE ANALYSIS
Researchers have used several methods for computing estimated propensity scores, most commonly logistic regression but also classification trees and related methods. Regardless of the choice of method, the researcher must determine which measured covariates to include in the model. Researchers are often tempted to use only those covariates for which statistically significant differences between treatment and comparison groups are found. Rosenbaum (2002c) offered three cautions against doing so: (a) The relationship between the covariate and outcome is not considered and is just as important in many respects; (b) statistical significance is not a prerequisite for practical relevance, especially because the former depends so heavily on sample size; and (c) the covariates are considered in isolation, whereas adjustments consider them collectively. Rubin and Thomas (1996) recommended that unless a variable can be excluded because there is a consensus that it is unrelated to outcome or is not a proper covariate, it is advisable to include it in the propensity score model even if it is not statistically significant. (P. 253) We now show how to compute propensity scores using logistic regression, classification trees, and bagging for classification trees.
PROPENSITY SCORE ANALYSIS USING LOGISTIC REGRESSION
Logistic regression is the most commonly used method for computing propensity scores, with the observed covariates as the predictors and treatment assignment (dummy coded 0, 1) as the dependent variable. We used the logistic regression procedure of SPSS (version 11.0), although several other standard packages offer logistic regression as well, and we followed the basic guidelines provided in Rosenbaum and Rubin (1984, 517) . They suggested constructing one model that uses all the predictors for respondents who have 536 EVALUATION REVIEW / DECEMBER 2005 complete data. For respondents with missing data, they suggested constructing one or more additional models in which only variables with complete data are predictors (more than one model if more than one group is identified with different patterns of missing data). In the present example, therefore, we used all 25 predictors in a backward stepwise logistic regression for those participants with complete data. To adhere to Rosenbaum's (2002c) caution against using statistical significance to select predictors, we retained variables that significantly predicted group membership at p < .5. For those participants with incomplete data, the pattern of missing data appeared to be consistent, and the model included only the 8 of 25 predictors that had complete data for this group.
The next step is to balance the nonequivalent groups using matching, stratification, covariance adjustment, and/or weighting on the estimated propensity score. Here, we use stratification for illustration because Rosenbaum and Rubin (1984) recommended it (or matching) rather than covariance or weighting. Stratification divides participants into strata so members of the treatment and control groups have similar propensity scores within strata. Rosenbaum and Rubin suggested using five equal-sized strata as a convention. Hence, we stratified at the quintiles of the distribution of estimated propensity scores. Their choice of five strata is based largely on Cochran (1968) , who found that five strata are often sufficient to remove approximately 90% of the bias due to a single continuous covariate. However, Cochran's estimate of the magnitude of reduction in bias was not the result of a statistical proof but rather was obtained in an informal manner and so is only an approximation to the reduction that might be achieved in any given case. See Rosenbaum and Rubin for a more formal theorem extending Cochran's work to subclassification on the propensity score.
To validate the propensity score model, Rosenbaum and Rubin (1984) suggested testing each of the covariates in a two-way (2 conditions´5 strata) ANOVA, examining the magnitude and significance of the F ratio for the treatment group main effect and the interaction F ratio. If both F ratios are small, balance on the covariate is probably reasonable. However, if either F ratio is large, Rosenbaum and Rubin suggested revising the model to include any covariates with large F ratios that were previously excluded during the stepwise procedure, and if balance is still questionable, they recommended adding nonlinear and interaction terms. We use a slightly different approach that draws a distinction between continuous and categorical covariates. Like Rosenbaum and Rubin, we subject each continuous covariate to a two-way (2 conditions´5 strata) ANOVA and assess the interaction term. This gives us an idea as to whether the difference in a covariate across groups significantly differs by strata. When the interaction term is nonsignificant, we drop it from the model and rerun the ANOVA to more accurately assess the main effect of the treatment assignment variable. We use logistic regression in a similar two-step procedure for assessing the balance of dichotomous categorical variables. Although not needed for this study, ordinal regression or multinomial logistic regression may be used to assess the balance of polytomous categorical variables. Chance dictates that 5% of these tests will be statistically significant when a = .05. It is probable that the propensity score model reasonably balances the covariates when 5% or less of the tests are statistically significant. If much more than 5% of these tests are significant, we suggest following the model revision strategy of Rosenbaum and Rubin. These tests also indicate whether all cells contain cases; if empty or very sparse cells exist (none did in this case), the overlap between groups in their propensity score distributions may not be adequate to support an analysis. Results of these tests were as follows. Prior to propensity score analysis, 6 of the 25 predictors differed over groups at p £ .05; after working through two model revisions and stratifying at the quintiles of the propensity score distribution, only 2 predictors had significant interaction F ratios, and 0 predictors had significant main effect F ratios. Thus, 2 (4.17%) of 48 tests of covariate balance were significant-less than the 5% of the tests that will be statistically significant by chance at a = .05. So, we concluded that stratifying on propensity scores achieved reasonable balance across groups on these covariates.
Finally, to estimate the effects of treatment with a propensity score adjustment, treatment and control group means are typically computed as the unweighted average of the cell means over the five strata for each group. Following this procedure with the quasi-experimental data in our example, we submitted the vocabulary and mathematics outcome measures (separately) to a two-way (2 conditions´5 strata) ANOVA. The results were that those who received mathematics training had an adjusted mean score 3.72 points higher on the mathematics outcome (M = 11.25) than did those who received vocabulary training (M = 7.53), F(1, 201) = 36.61, p < .001. We can evaluate this result against the data from the randomized experiment. For the mathematics outcome, the initial difference between the randomized experiment and quasi-experiment was D = -0.73. That difference was reduced 73% to D = 3.92 -3.72 = 0.20 after stratification on propensity score quintiles. For the vocabulary outcome, those who received vocabulary training had an adjusted mean score 8.02 points higher than did those who received mathematics training (16.53 vs. 8.51), F(1, 201) = 198.53, p < .001. The initial difference between the randomized experiment and quasi-experiment for the vocabulary outcome was D = -0.89. That difference was reduced 90% to D = 8.11 -8.02 = -0.09 after stratification on propensity score quintiles.
PROPENSITY SCORE ANALYSIS USING CLASSIFICATION TREES
Another method of computing estimated propensity scores to appear in the literature involves classification tree algorithms. For example, Stone et al. (1995) used this approach to compare hospitalized and ambulatory patients with community-acquired pneumonia, and Pruzek and Cen (2002) used it to compare two kinds of gallbladder surgery. The classification tree approach has a number of advantages over logistic regression, including (a) the classification algorithm automatically selects variables for the model; (b) the algorithm also automatically detects interactions in the data, so that those interactions do not have to be discovered and modeled explicitly as they do in logistic regression; and (c) the tree's terminal nodes automatically supply the researcher with strata, eliminating the need to set stratification cut points. Breiman et al. (1984) and Hastie, Tibshirani, and Friedman (2001) are good resources for information on classification trees. However, we could not locate any detailed description of the methodological procedures involved in using classification trees to do propensity score analysis. Hence, we now outline those procedures in sufficient detail for other researchers to know how to do so. Stone et al. (1995) used a classification tree procedure in S-PLUS (version 3.1). We used the classification tree procedure called rpart that is part of a similar but free program, R (version 1.9.0 for Windows) provided by the R Development Core Team (2004; see also Becker, Chambers, and Wilks 1988) and available for download via the Internet. Two useful references for the rpart package are Therneau and Atkinson (1997, 2003) . The appendix to the present article provides annotated syntax for the R procedures we used. We provide a conceptual summary here.
R will import a tab-delimited data (.dat) file, which we had created using SPSS. We then created propensity scores with the rpart function using the same 25 predictors that were used in the logistic regression model. We used the default control parameters. The rpart package uses a binary recursivepartitioning algorithm that makes successive splits on the predictor variables that best distinguish the two groups. The algorithm automatically selects and uses surrogate variables to classify cases with missing values on the predictors. Thus, another advantage of classification trees is that separate models for those with and without missing data on the predictors are not necessary. The rpart alogrithm removes only those cases for which the response on the dependent variable (i.e., treatment assignment) is missing or for which all of the predictors are missing; such cases would also have to be removed from any other procedure. The initial classification tree is large because the splitting procedure continues until the terminal nodes are too small to support Luellen et al. / PROPENSITY SCORES 539 additional splits or until the node cases all fit one class. Our first tree resulted in 10 terminal nodes, each of which yielded the same propensity score for those cases in a node. Different terminal nodes may yield the same propensity score value through a different series of splits; if this occurs, those terminal nodes are collapsed to form a single stratum. Next, we created a vector containing each participant's estimated propensity score and then checked the overlap in propensity scores between the groups within strata. In general, the large initial tree generated by a classification algorithm tends to overfit the data. Two possible consequences of overfitting are that the tree structure will likely not generalize well to new data, and the misclassification rate will be underestimated. This overfitting of the data is a known limitation of classification trees. One approach to the problem of overfitting the data is to prune the tree upward to a fewer number of terminal nodes. The resulting simpler tree should generalize better to new data. The question is how to determine the size of the pruned tree. The ideal situation is to split the sample into a training set and a test set, grow the tree on the training set, cross-validate it on the test set, and prune the tree based on the error of the test set. Unless the sample is large to begin with, this procedure is not recommended. Breiman et al. (1984) proposed cost-complexity pruning as a means for selecting the right-sized tree. The basic idea is to strike a balance between the size of a tree (i.e., its complexity) and the misclassification rate (i.e., its cost). We used the rpart package's plotcp function to facilitate cost-complexity pruning. This function yields a plot of the complexity parameter table for an rpart fit (see Figure 1) .
The upper horizontal axis is the size of the tree in terms of the number of terminal nodes. The lower horizontal axis is the cost-complexity parameter; see Breiman et al. (1984) for more information. The vertical axis is the crossvalidated relative error. By default, the 10-fold cross-validation error is used as the measure of cost. Hastie, Tibshirani, and Friedman (2001) described Kfold cross-validation in detail. Basically, with 10-fold cross-validation, the rpart algorithm splits the available data into 10 roughly equal-sized parts. The model is fitted to 9 of the parts, and the prediction error is calculated on the remaining part. The process is repeated for each possible combination of 9 parts, and the 10 estimates of prediction error are combined. Therneau and Atkinson (2003) suggested using the 1 SE rule to find the right-sized tree. This involves taking the smallest cross-validation error, adding the corresponding standard error, and favoring the largest tree with a cross-validation error smaller than this number. Graphically, the right-sized tree is determined by the left-most complexity parameter value that lies below the dotted horizontal line. We followed the interpretive guidelines offered by Therneau and Atkinson and got an optimal tree size of three terminal nodes corresponding to a complexity parameter value of .079. We then used the prune function and the complexity parameter value to prune the tree to three terminal nodes.
Once the tree was pruned, we created a vector of each participant's estimated propensity score and rechecked the overlap in estimated propensity score distributions across groups. Pruning the tree to three nodes resulted in good overlap between the groups. We were also interested in a five-node tree for comparison to the logistic regression example in which we used five strata. However, no such five-node tree existed for our data. The three-node classification tree is presented in Figure 2 . Finally, we exported the vectors of estimated propensity scores for the three-node model to a data (.dat) file and conducted the remainder of the analysis in SPSS. The procedure for assessing balance in the covariates achieved by this stratification was the same as before except that we used 2´3 ANOVAs to assess balance in the continuous covariates. Balance on most covariates can usually be tested, except that some covariates that define nodes will be constant within a cell so that the error term for the ANOVA is not defined; this occurred for 1 of our 25 predictors. Of the remaining 24, 4 yielded significant interactions and 1 yielded significant main effects for the three-node model. Thus, 5 (11.36%) of 44 possible tests of covariate balance were significant. This is clearly more than the 5% of tests we expect to be statistically significant based on chance alone. However, we are aware of no other advice in the literature about how to refine the classification tree model further to obtain balance.
Using a 2 (conditions)´3 (strata) ANOVA, the results of the propensity score analysis for the three-node classification tree were as follows. On the mathematics outcome, those who participated in the quasi-experiment and 
Figure 2: A Classification Tree Model for the Probability of Selecting Vocabulary
Training NOTE: The model is for n = 210 undergraduate psychology students. The terminal nodes appear as boxes and directly correspond to the three propensity score strata. Each box contains the number of participants and the proportion of participants who selected vocabulary training for that stratum. That proportion is the propensity score.
chose mathematics training scored 4.16 points higher (M = 11.80), on average, than did those who chose vocabulary training (M = 7.64), F(1, 206) = 54.27, p < .001. The initial difference between the randomized experiment and quasi-experiment for the mathematics outcome was D = -0.73. That difference was reduced 67% to D = 3.92 -4.16 = -0.24 after stratification on the propensity score. On the vocabulary outcome, those who participated in the quasi-experiment and chose vocabulary training had a mean score 8.64 points higher than did those who chose mathematics training (16.53 vs. 7.90), F(1, 206) = 211.381, p < .001. The initial difference between the randomized experiment and quasi-experiment for the vocabulary outcome was D = -0.89. That difference was reduced 40% to D = 8.11 -8.64 = -0.53 after stratification on the propensity score.
PROPENSITY SCORE ANALYSIS USING BAGGING FOR CLASSIFICATION TREES
As we discussed in the previous section, cost-complexity pruning using the 10-fold cross-validated error is one approach to addressing the problem of overfitting. The procedure should serve to reduce the misclassification rate for a second sample drawn from the same population as the sample used to construct the tree. However, beyond underestimating the misclassification rate, overfitting may result in a tree structure that does not generalize well to new data. Pruning such a misleading tree may not be sufficient. Fortunately, new methods have been developed to obtain more stable classifiers. Collectively, these methods are called ensemble methods, and they involve combining a number of classification trees constructed on random subsamples of the data. The simplest procedure, "bootstrap aggregating" or bagging (Breiman 1996) , is the last method of constructing propensity scores we consider for this article. For most readers, bagging serves as a useful introduction to more complex ensemble methods, such as random forest (Breiman 2001; Liaw and Wiener 2003) and boosting (Schapire 1999; Friedman, Hastie, and Tibshirani 1998; Hastie, Tibshirani, and Friedman 2001; Ridgeway 2003; Morral et al. 2001) .
When data are scarce, as they often are, a test set is not available for crossvalidating the prediction model. Like 10-fold cross-validation, bagging attempts to make use of the available data to reduce the misclassification rate. We used the bagging function provided by the ipred package for R (Peters and Hothorn 2004) . The appendix provides annotated syntax for the R procedures we used. We provide a conceptual summary here.
The procedure involves drawing a random sample of size n with replacement from the original data set of size N. This sample is referred to as a bootstrap replicate. The bootstrap replicate is then used as a training set to grow a classification tree using rpart without pruning. Next, the observations that were not included in the bootstrap replicate, the out-of-bag observations, are used as a test set to estimate the misclassification rate. The predicted class for each case in the original data set is stored. The entire process is then repeated a specified number of times. Last, a case is assigned to a category by majority vote over all the trees. For example, consider a two-class situation in which the classes are labeled A and B. If 25 bootstrap replicates were used to construct 25 classification trees and the case was classified as A 15 times and B 10 times, then the case would be assigned to Category A by majority vote. This process of aggregating across numerous classification trees tends to result in a more stable classifier.
One question to be addressed is how many bootstrap replicates are sufficient. Breiman (1996) used 50 bootstrap replicates in all his examples. However, to give some ideas as to how many bootstrap replicates are enough, he tried bagging a well-known data set using 10, 25, 50, and 100 bootstrap replicates. He determined that for that example, most of the improvement in misclassification rate occurred with 10 bootstrap replicates and that beyond 25 bootstrap replicates there was little additional gain. Hastie, Tibshirani, and Friedman (2001) tried bagging with a simulated data set and found that the test error stabilized around 100 bootstrap estimates. We were unable to find any explicit guidelines on the number of bootstrap replicates to use, so we thought it was reasonable to try 25, the default number of bootstrap replicates, as well as 50 and 100 bootstrap replicates. Otherwise, all other bagging control parameters were set at the default values. Next, we created a vector containing each participant's estimated propensity score for each of the three bagging models and examined the overlap in estimated propensity score distributions across groups. Finally, we exported the vectors of estimated propensity scores and conducted the remainder of the analysis in SPSS.
One criterion for validating the bagged models is the resulting covariate balance after stratifying on the propensity score. For each of the three sets of propensity scores, we stratified at the quintiles of the distribution and assessed the balance in the covariates achieved by these stratifications in the same manner described earlier. By this standard, the 25-replicates model is preferred. One (2.04%) of the 49 possible tests of covariate balance was significant. This compares to 3 (6.25%) significant tests of the 48 possible tests for the 50-replicates model and 5 (10.87%) significant tests of the 46 possible tests for the 100-replicates model. Another criterion for validating the bagged models is to examine the out-of-bag estimates of the misclassification error. For the 25-replicates model, the misclassification error was 0.32. For the 50-replicates model, the misclassification error was again 0.32. However, the 100-replicates model resulted in a lower misclassification error of 0.25. By this standard, the 100-replicates model is preferred.
The model that used 100 bootstrap replicates resulted in the best overall reduction in bias across the mathematics and vocabulary outcomes. Using a 2 Conditions´5 Strata ANOVA, the results were as follows. On the mathematics outcome, those who participated in the quasi-experiment and chose mathematics training scored 4.02 points higher (M = 11.09), on average, than did those who chose vocabulary training (M = 7.06), F(1, 204) = 28.79, p < .001. The initial difference between the randomized experiment and quasi-experiment for the mathematics outcome was D = -0.73. That difference was reduced 86% to D = 3.92 -4.02 = -0.10 after stratification on the propensity score. On the vocabulary outcome, those who participated in the quasiexperiment and chose vocabulary training had a mean score 8.30 points higher than did those who chose mathematics training (16.54 vs. 8.23), F(1, 204) = 128.93, p < .001. The initial difference between the randomized experiment and quasi-experiment for the vocabulary outcome was D = -0.89. That difference was reduced 79% to D = 8.11 -8.30 = -0.19 after stratification on the propensity score. Figure 3 summarizes the results in this study by showing a side-by-side comparison of the bias in the unadjusted quasi-experiment and the bias after propensity score stratification for the logistic regression, classification tree, and bagging methods.
Although the bias reduction in the 100-replicates model would seem encouraging, any optimism must be tempered by the highly variable and not obviously predictable results across different numbers of replicates. We expected bias reduction to improve as the number of replicates increased. This was not the case. For example, the 50-replicates model performed much worse than the 25-or 100-replicates models for both mathematics and vocabulary outcomes, and it even increased bias for the mathematics outcome. Similarly, the best bias reduction occurred for the vocabulary outcome using only 25 replicates. Given the apparently anomalous results from bagging with 50 bootstrap replicates, we repeated the bagging analyses using the same procedures. Although not presented here, the results were again confusing, with bias in the adjusted estimates getting larger for the vocabulary outcome as more replicates were used and bias in the mathematics outcome being best with 50 replicates compared to either 25 or 100 replicates.
LIMITATIONS OF PROPENSITY SCORE ANALYSIS
The estimates of treatment effects from quasi-experiments are always suspect because of the nonrandom selection process. Propensity score analysis attempts to address this problem by modeling the selection process. However, as Berk and Rossi (1999) pointed out, strong internal validity is not guaranteed by propensity score techniques. Propensity score analysis assumes that all variables related to both outcomes and treatment assignment are included in the vector of observed covariates (Rosenbaum and Rubin 1983) -that is, that the researcher knows and measures the selection model perfectly. This is the assumption of strongly ignorable treatment assignment. If the propensity score model is incorrect or the covariates are measured imperfectly, then hidden bias may exist that affects estimates of the treatment effects. Even in cases in which there are no important pretreatment differences between groups on observed covariates, we cannot be sure that the same is true for unobserved covariates-and we have no reason to assume that scores on the unobserved covariates are randomly distributed across groups, as we do with randomized experiments. Little is known about how accurately one must model the selection process for propensity score adjustments to work well. For example, it is plausible to think many selection processes involve mediational influences. Ordinary single-equation regression models do not model mediational processes well. If such processes are not modeled, are propensity score adjustments still accurate? We know of no research into the latter topic.
In practice, researchers will not have the benefit obtained in the present study of a randomly equivalent control group for determining the percentage reduction in bias. Consequently, model selection is problematic. For example, we have already shown that among the bagged models, the 100-replicates model resulted in the worst balance in covariates after stratification with five covariates significantly associated with group. This is only one less than the number of covariates that were significantly imbalanced for the unadjusted quasi-experiment. So why, if the covariates are not being balanced, does this model result in the best overall reductions in bias for the outcomes? Absent a randomly equivalent control group, and given the low level of improvement in covariate balance, we likely would have discarded this model in favor of one that resulted in better covariate balance.
Given that researchers rarely, if ever, know the selection model with full confidence, the sensitivity of propensity scores to violation of the strongly ignorable treatment assumption is a crucial topic for further study (e.g., Drake 1993) . Hidden bias results when a covariate is significantly related to treatment assignment and outcome but has not been measured and included in the propensity score model. Addressing such hidden bias is problematic. Rosenbaum (2002d) presented a detailed discussion of sensitivity analysis, a method for assessing the sensitivity of effect estimates to hidden bias. That method essentially examines whether the qualitative conclusions of a study would change in response to hypothetical hidden biases of varying magnitudes. See Rosenbaum (1991a Rosenbaum ( , 1991b Rosenbaum ( , 2002d for applied examples of sensitivity analyses along with the calculations involved. The method involves a parameter G, which measures how far a quasi-experiment differs from a randomized experiment in terms of participants' chances of receiving the treatment. Consider a randomized experiment with equal probability assignment to treatment or control conditions. Each person has a 50% chance of receiving the treatment. The parameter G is the odds of receiving treatment rather than control and is 1, and the p value associated with the test statistic is accurate. In a quasi-experiment, G is not known, and there may be a hidden bias present that would make it impossible to tell which individuals are more likely to receive treatment. As the probability of assignment to treatment departs from 50%, G departs from 1, and the p value associated with the test statistic becomes less accurate. Sensitivity analysis considers a range of hypothetical values for G and reports for each value the upper and lower bounds on the p value for the test statistic. If a large bias is needed to alter the study findings, say from a significant difference between groups to no significant difference or vice versa, then the study is said to be insensitive to hidden bias. This may lead researchers to have more confidence in their inferences. However, knowledge of the magnitude of hidden bias necessary to alter the qualitative conclusions for a study does not preclude the presence of such a bias. There is no way to know the existence and magnitude of a hidden bias.
An alternative method for coping with all the problems described above is to construct several different sets of propensity scores, each using different methods, and then to examine the robustness of treatment effects across the different methods. Shadish, Luellen, and Clark (forthcoming) , for example, did this by comparing propensity scores constructed to maximize prediction of participants into conditions to scores constructed to maximize balance among the covariates over groups. The present article could also be construed this way, as a sensitivity analysis of the effectiveness of propensity score analysis over logistic regression, classification tree, and bagging approaches.
Most applied research using propensity scores has involved large samples, computed propensity scores via logistic regression, and made analytic adjustments after stratifying on the distribution of propensity scores. We know that propensity score analysis benefits from large sample sizes to model the propensity score function and balance the groups. Exactly how large of a sample is needed is not clear and needs further study. In addition, other methods of computing propensity scores such as the random forest algorithm (Breiman 2001; Liaw and Wiener 2003) and boosted regression (Schapire 1999; Friedman, Hastie, and Tibshirani 1998; Hastie, Tibshirani, and Friedman 2001; Ridgeway 2003; Morral et al. 2001) are possible, and a detailed evaluation of all methods of computing propensity scores crossed with all methods of making analytic adjustments using propensity scores has not been conducted.
A good deal of recent work is consistent with the mixed performance of propensity scores observed in the present study. Some of this work is theoretical (Heckman and Navarro-Lozano 2004; Imbens 2004) , some uses simulation data (Angrist and Hahn 2004; Frolich 2004; Zhao 2004) , and some applies propensity scores to data from past quasi-experiments (Agodini and Dynarski 2004; Behrman, Cheng, and Todd 2004; Glazerman, Levy, and Myers 2003; Michalopoulos, Bloom, and Hill 2004; Sianesi 2004) . These studies make clear that the degree of bias reduction achieved, and the efficiency of the estimators, can vary considerably depending on the kind of matching methodology used, sample size, relation of covariates to treatment assignment or to outcome, overlap of propensity scores, the source of the nonequivalent comparison group, the elapsed time between the end of treatment and the outcome measurement, and the likely degree of unobserved selection bias.
CONCLUSION
In the present article, we compared three different methods for computing propensity scores on a data set and showed the change in observable bias associated with each method relative to a randomized experiment consisting of participants from the same population as those in the quasi-experiment. We are unaware of any such comparisons in the literature. In the present data set, propensity score analysis reduced bias in quasi-experimental effect estimates except where propensity scores were estimated with bagging with 50 bootstrap replicates. However, these comparisons need far more extensive study in both simulated and real data. For example, it remains unclear which method of computing propensity scores resulted in more accurate estimates of treatment effects. No single model resulted in the greatest reduction in bias for both outcomes. Bagging with 25 bootstrap replicates resulted in the greatest reduction in bias for the vocabulary outcome, whereas bagging with 100 bootstrap replicates and logistic regression resulted in the greatest reductions in bias for the mathematics outcome. In addition, our findings also raise several puzzles and problems needing further work. For example, bagging with 25 bootstrap replicates balanced the most covariates after stratification. Yet with regard to the mathematics outcome, three other models outperformed it. Most problematic of all, bagging with 50 bootstrap replicates actually increased bias for the mathematics outcome, performed worse than the 25-replicates model despite having identical estimates of misclassification error, and performed worse than the 100-replicates model despite resulting in better covariate balance after stratification. This finding, along with findings from many other studies that have appeared recently, suggests a degree of unpredictability to the use of propensity scores that should caution researchers against relying on the technique to routinely improve estimates from quasi-experiments.
APPENDIX Annotated R Syntax for Computing Estimated Propensity Scores
For R, comments are preceded by a pound sign (#), and the greater than symbol (>) is the command prompt. We use those conventions here, using the comments to Luellen et al. / PROPENSITY SCORES 549 annotate the code below. Note that R is case sensitive with regard to variable names.
# Importing the Data File # The next line of syntax uses the read.table function to import the data file and # give it the object name "rqeq0". The file location must be within quotation marks # and backslashes must be doubled in R character strings. The header argument # identifies the first row of the data as column headers, and the sep argument # defines the field separator. In this case, the file is tab-delimited. >rqeq0 read.table("c:\\my documents\\research\\propensity score methods\\rqeq0 .dat", header = TRUE, sep = "\t") # The list function can be used to check whether the object was created correctly. >ls() # The attributes of rqeq0 can be viewed using the attributes function. >attributes(rqeq0) # The dimensions of rqeq0 can be viewed using the dim function. >dim(rqeq0) # The rqeq0 object can be viewed itself using the fix function. This provides a # spreadsheet view of the data in a separate window. Note that the data editor must # be closed before writing additional syntax to the R console. >fix(rqeq0) # Saving the Data File in the RData Format # The "File|Save Workspace" option of the R Console menu is used to save the # data as file-type RData, which can then be directly accessed without future data # importation using the "File|Load Workspace" option.
# Using Rpart to Fit the Model # The attach function is used to make each column vector of the data matrix # accessible to R by column header name. >attach(rqeq0) # The rpart package is used to compute the estimated propensity scores and is # loaded by selecting "Packages|Load package" from the menu, selecting "rpart", # and clicking the "OK" button. # The treatment assignment variable, VM, is identified as a factor, fVM, so that # rpart will construct a classification tree rather than a regression tree. >fVM <-factor (VM, levels=0:1) >levels (fVM) c("math", "vocab") # The next line of syntax uses the rpart function to create a classification tree # model named "pstree1". The method argument is optional but can be used to # explicitly call for the construction of a classification tree. # Viewing the Classification Tree # The tree is viewed by simply typing its name at the command prompt. This # allows the user to view the nodes, the split variables, the direction of the splits, # the number of cases, the deviances, and the dependent variable values (i.e., # estimated propensity scores). >pstree1 # The summary function can be used to view a summary of the classification tree # process. >summary(pstree1) # The plot and text functions are used to view the tree as a graphic. >plot(pstree1) >text(pstree1, use.n = TRUE) # The plot for pstree1 does not provide the propensity scores automatically. They # are obtainable in a number of ways. The stratum specific propensity score values # were given as probabilities in the output for the print and summary functions. # Alternatively, they can be computed from the information given with the plot. # The ratios provided in # the plot are odds with math as the numerator and vocab # as the denominator. The propensity score for a node is the number of vocab cases # in that node divided by the sum of the cases in that the node. The predict function # is used to create a column vector containing each participant's propensity score. # Here, we named that column vector "ps1". >ps1 <-predict(pstree1) # The resulting matrix is comprised of two columns, one containing each participant's # probability of selecting mathematics training (coded 0) and one with each participant's # probability of selecting vocabulary training (coded 1). The probabilities of interest # are those associated with vocabulary training. Two steps must be taken to isolate # that column. First, the ps1 matrix is converted to a data frame. >is(ps1) >ps1 <-data.frame(ps1) >is(ps1) # Second, ps1 is reassigned only the column of probabilities associated with # vocabulary training. >ps1 <-cbind(ps1$vocab) >ps1 # Checking the Model Fit # We used the table function to examine the overlap between the groups with # regard to the propensity score. We created a table of propensity score strata by # actual assignment, fVM. >table (ps1, fVM)
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