The paper aims at analyzing the performance of two of the equity valuation models, the residual income (RIVM) 
Related Literature
The role of accounting numbers in equity valuation, independently of the valuation method used, is of great importance. Accounting data are believed to be associated with market prices and returns, a fact that is supported by the existing evidence. The literature on the link between accounting numbers and business' value consists of numerous research papers that provide evidence on the subject. Kothari (2001) cites the studies of Rayburn (1986) , Bernard and Stober (1989) , Bowen, Burgstahler and Daley (1986 and 1987) , Livnat and Zarowin (1990) and Wilson (1986 and 1987) , all of them indicating that there is association between stock returns, accruals and cash flows.
Another very important study that should be mentioned is that of Ohlson (1995) , which relates prices or returns with accounting data using the residual income concept. The rationale for this relation is that the assets are separated in two categories in proportion to which item is used to determine the market value. The first category consists of those assets that use earnings to determine market value and the second of those that use book value to determine market value. Ohlson (1995) expressed returns in proportion to the level of earnings, the change in earnings, the dividends as well as other information. This facilitated understanding the relation between market prices and accounting information, although it has been criticized by Easton 2 (1999) for covering only general insights.
Comparison of Various Multiples
Frankel and Lee (1998) , using the RIVM, test whether the resulting V/P ratio is a good predictor of cross-sectional stock returns. Their findings suggest that the predictability of the V/P ratio regarding stock returns is considerable and increases as the forecasting horizon becomes longer. Furthermore, their results do not change when beta, size and B/P are taken into account, which shows the superior explanatory power of the RIVM. use four pricing multiples, the B/P (book to price) ratio, the E/P (earnings to price) ratio, the D/P (dividends to price) ratio and the V/P (value to price) ratio (V calculated with the RIVM) and test their ability to predict future prices and returns of the Dow Jones Industrial Average (DJIA). Running univariate regressions, they find that the V/P multiple is associated with future stock prices and DJIA index returns. In addition, multivariate regressions show that the V/P multiple, derived from the RIVM is a better predictor of future returns for all horizons, comparing to the B/P, E/P and D/P multiples. Their results are consistent with those of Frankel and Lee (1998) in that the RIVM has reliable predictive power, Kim and Ritter (1999) focus on Initial Public Offerings (IPOs) and present analogous results. They conclude that valuation performance improves substantially when earnings forecasts are used, rather than historical earnings. They also agree with Alford (1992) that the valuation accuracy is superior for large firms than for small ones.
Industry Multiples and Cross-country comparison
The question whether there exist "preferred" multiples for valuation purposes in different industries is of great interest to academics and researchers. The evidence related to this issue is primarily linked to Tasker (1998) and Liu, Nissim and Thomas (2002b) . Tasker (1998) examines the multiples used by investment bankers and observes that the ones most widely used are those based on book value, earnings per share (EPS), operating cash flow (OCF) and revenues. However, multiples differ from industry to industry due to differences in the accounting practices used. For example, for the banking industry, the preferable value drivers are book value and net income, and generally balance sheet measures, because the assets are well measured. In high-tech industries, such as software, only the revenues can serve as value drivers, for the reason that investments in R&D are immediately expensed and therefore earnings are meaningless. In capital-intensive industries like hotels, real estate and oils, an operating cash flow multiple is preferred to adjust for different non-cash charges (depreciation and amortization) across otherwise similar firms. Liu et al. (2002b) test the association of industry multiples with the market prices and agree with Tasker (1998) that different industries use different multiples. The multiples examined are based on both reported and forecasted values of earnings, sales, dividends and operating cash flow and are computed with the harmonic mean 3 . Furthermore, Liu et al. (2002b) extend their research and compare industry multiples used across eight countries 4 . They observe the superiority of the multiples when industry comparables are used. In addition, they suggest that multiples vary across industries on an international basis, as a consequence of the different interpretation of the value drivers and the different industry classification in each country. More specifically, different countries have different legal systems regarding the financial and tax accounting, the protection of shareholders, as well as the use of accrual accounting, fact that provokes variations across countries in the performance of the diverse multiples.
Consistent with the conception that multiples vary across industries, Baker and Ruback (1999) , in their effort to compare the DCF and the pricing-multiples valuation methods, conclude that there isn't a single multiple that performs well in all the industries.
Comparison of Valuation Methods
There are basically two studies that compare the performance of forecast-based models derived from the Discounted Dividend Model (DDM). These include an analysis conducted by Penman and Sougiannis (1998) and another one by Francis, Olsson and Oswald (2000) . These two papers are very similar in their tests and their findings, though there are some differences between them. Both the two papers examine the reliability of intrinsic value estimates computed with three valuation models: the Discounted Dividend Model (DDM), the Free Cash Flow (FCF) model and the RIVM. The main dissimilarities of the papers consist of the use of different measures of performance and the interpretation of payoffs. Penman and Sougiannis (1998) use the absolute pricing error (APE) to test the accuracy of alternative value estimates whilst Francis et al. (2000) test also the bias (through the signed prediction error -SPE) and the explainability (R 2 ) of the estimates. In addition, Penman and Sougiannis (1998) use only realizations of the payoff attributes subsequent to time t as though they were forecasts at time t (they assume perfect knowledge of the future), whereas Francis et al. (2000) use forecasted payoff attributes. Their results are quite interesting. Even though the three models examined derive from the same model (DDM), so theoretically they must yield the same estimates, both papers suggest that the RIVM performs better than the dividend and the free cash flow models. Francis et al. (2000) extend their analysis and find no evidence that the various accounting practices (such as the interpretation of R&D expenditures or the level of discretion) have a negative impact on the reliability of the value estimates.
The above discussed views have been the subject of critique by Lundholme and O' Keefe (2001) , who disapprove the superiority of the RIVM over the Discounted Cash Flow (DCF) model, as supported by Penman and Sougiannis (1998) and Francis et al. (2000) . They suggest that since both models derive from the same underlying assumption (price is the present value of expected future dividends, discounted at the cost of equity capital), any differences in the value estimates computed with these models, is due to inconsistencies in the application of the model. More specifically, they identify three types of errors: 1. the inconsistent forecasts error, caused by wrongly hypothesizing the same assumptions for the terminal values for the two models (i.e. for the growth rate), 2. the incorrect discount rate error, which occurs when the equity value is computed by subtracting the debt from the value of the firm that is discounted using a Weighted Average Cost of Capital (WACC), and 3. the missing cash flow error, caused by violations of the Clean Surplus Relationship (CSR) in the RIVM. From the other side, Penman supports that the need to make finite horizon forecasts provokes the superiority of accounting-based approaches (such as the RIVM) over cash-based models. Gilson, Hotchkiss and Ruback (2000) compare as well the predictability of the DCF and the pricing multiple models, when valuing business in financial distress. The value driver used in the pricing-multiples model is the earnings before interest, taxes, depreciation and amortization (EBITDA). They observe that value estimates are in general unbiased, though they are not very precise, as indicated by the wide dispersion of pricing-errors. This, they recommend, can be explained by two reasons: the limited amount and quality of information due to the bankruptcy process, as well as the strategic distortion of the cash flows, linked to the incentives of the participants to deform value. Similar analysis has also been conducted by Kaplan and Ruback (1995) , but for a sample consisting high-levered transactions. They compare the performance of 6 value estimates, three derived from the DCF model and three from the multiples model, using EBITDA as value driver. Contrary to Gilson et al. (2000) , their results indicate no better valuation accuracy of either the DCF or the EBITDA multiples approach. This good performance of the DCF model is, according to them, the result of possible systematic and material cash flow adjustments made by the dealmakers.
Empirical Analysis

Sample Selection and Data Sources
The data was obtained from Datastream. 
Methodology
In order to calculate the intrinsic values at the balance sheet date of the firms included in my sample and compare them with their market prices, I need to make some adjustments. Firstly, for the 17 companies whose beta values are not available, I consider the industry beta average as their beta. Secondly, I change some balance sheet dates to the closest date for which prices and number of shares are available 5 . This adjustment is crucial as to ensure comparability of the estimated and the observed price values.
The formula used to calculate the intrinsic values with the RIVM is as follows: 
: the ordinary dividends payable (Datastream item 382)
The book values for the next two years derive from the clean surplus relationship: . The dividend payout ratio cannot exceed the value of 1 for the reason that the company can't pay its shareholders more than it earns. Hence, I change the values of the dividend payout ratio to 1 for the 33 companies whose the dividend payout ratio is larger than 1.
All the accounting numbers are computed in pence so as to assure comparability with the share prices.
For more than 2 years horizon I calculate the terminal value of the residuals, assuming it to be a growing perpetuity. I choose a growth rate of the residuals of 2% because the UK growth rate is expected to be between 2% and 2.5% 6 , and I perform sensitivity analysis for growth rates of 1% and 3%. The growth rate has to be less than the cost of capital in order for the terminal value to be defined. For this reason I replace 3 terminal values that cannot be defined with zero. In addition, I replace the negative terminal values (which indicates that the residual income at period 2 is negative) of 61 companies with zero, because that negative residuals are not supposed to persist.
Besides, the cost of capital that appears in the formula is derived from the Capital Asset Prising Model (CAPM). The relevant formula is: The risk free rate derives from the annualised 3-month Treasury Bill discount rate of the date that is closest to the balance sheet closing date, which is obtained from Datastream (program 900B, item LNDTB3M). The discount rate converts into an effective annual rate of return using the formula: The equity risk premium is difficult to observe and has been the subject of debates between analysts and academics. Most of them use arbitrarily a value of risk premium (e.g.5%) and test how the results change for different values of risk premium. I use a risk premium of 5% because the UK equity risk premium is thought to be between 4% and 5% 7 and I perform sensitivity analysis of values of 4% and 6%.
Concerning now the pricing-multiples approach, the general formula of the model is:
where: The average of each of the above multiples is computed with the mean, the median and the harmonic mean, and is based on INDC4 as a comparator group. That means that for every company that belongs to a specific industry, the average multiple is computed as the mean, median or harmonic mean of all the companies of the industry apart from the particular firm whose value we want to estimate.
Each of the value drivers is combined with the market price (equity-level measure) 4 months after the balance sheet closing date, even the entity-level ones (EBITDA and OCF). The reason for following this approach is that when EBITDA and OCF are combined with debt plus equity yield less accurate estimates of value. Table 2 presents the average and median APE and SPE for the EBITDA and the OCF when these are combined with the entity value (debt plus equity) and the price. It is obvious that when EBITDA and OCF yield superior estimates when combined with the stock price than with the debt plus equity. After calculating the intrinsic value of the companies of my sample, either with the RIVM or with the pricing-multiples approach, I compare these values with the share price. The stock price of each firm is measured 4 months after the balance sheet closing dates, for the reason that after the 4-month period, the firms' financial statements have been published and consequently prices reflect all the information of the previous fiscal year.
Empirical Results
The results of the tests I carried out include a comparison of the accuracy and bias of the different valuation methods for the various industries that comprise my sample, through the average Absolute Prediction Error (APE) and Signed Prediction Error (SPE) respectively. Between four evaluation measures 9 I focus only on accuracy and bias for three reasons. Firstly, it is difficult to compare the R 2 of different valuation models. Secondly, we don't have information concerning the distribution of the pricing errors, so I cannot use the Standard Deviation and Interquartile Range approach. And third, I am interested whether, and in what degree the value estimates computed with the various approaches under or out perform the market price.
9 APE, SPE, R 2 , Standard Deviation and Interquartile Range
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The general model of the pricing errors approach is the following:
where: i P  : the estimated price for firm i i P : the observed price for firm i It is obvious that this formula implies comparison of the market price with the price estimated using a valuation model. The first approach is the Absolute Pricing Error (APE), which is simply a scaled pricing error. The formula of the APE is as follows:
In this case one can measure the accuracy of the model, without distinguishing between positive and negative valuation errors. The lower the absolute value of the error, the more accurate the estimates.
The second approach is the Signed Prediction Error (SPE), which differentiates positive and negative errors, and is a measure of bias. Positive (negative) pricing errors indicate underestimation (overestimation) of price. The formula for the SPE is presented below: Table 3 presents the average and median SPE and APE of the entire sample for the range of growth estimates and risk premiums. 
Performance of the RIVM
P is the estimated price using the RIVM and P is the observed stock price in the market.
Assuming a risk premium of 5%, the accuracy and the bias of the RIVM worsen as the growth rate becomes larger. In general, when growth rates are increasing, the model follows similar direction, independently from the assumed risk premium (Figure 1 and 2) . This is justified from the fact that the larger the growth rate, the larger the terminal value of the residuals and therefore, the more possible for the values to have been overestimated. Indeed, when the risk premium is 4%, its reliability is questioned because, for all the possible combinations, both the average and the median of the SPE and APE have values higher than those obtained for a risk premium of 5%. Finally, the results found for a 6% risk premium indicate that the model gives more accurate and unbiased value estimates than those derived for smaller values of risk premium. This can also be explained mathematically. The larger the risk premium, the larger is the cost of capital and therefore the smaller the present values of the residual income. Hence, the value estimates derived from the RIVM are less overestimated for larger values of the risk premium. Figure 1 and 2 present the average bias and accuracy of the RIVM for different growth rates and risk premiums, where it is obvious that the value estimates derived using the RIVM are not highly correlated with the market prices, fact that renders the reliability of the model doubtful 10 . This may be the result of the existence of a large number of outliers.
Figure 1. Average Signed Prediction Errors
Figure 2. Average Absolute Prediction Errors
Comparison of Mean, Median and Harmonic Mean
10 Appendix A shows the median bias and accuracy of the RIVM. Table 4 compares the average accuracy and bias of the values estimated using the mean, the median and the harmonic mean of each value driver. It is obvious that between these three, the harmonic mean gives the most reliable value estimates independently from the value driver used. From the other part, estimates computed with the mean are the less accurate, which can be explained from the fact that the mean is affected by extreme observations. 
P is the estimated price using the specific pricing-multiple and P is the observed stock price. The multiples considered are the P/EPS (price-toadjusted earnings per share), P/EPS1 (price-to-one year ahead earnings per share forecasts), P/BV (price-to-book value per share), P/EBITDA (price-to-earnings before interest, tax, depreciation and amortisation per share), P/OCF (price-tooperating cash flow per share) and P/V (price-to-value). P is the observed stock price and V is the intrinsic value estimated using the RI model. All the other variables are obtained from Datastream. EPS is the Datastream item 211, EPS1 is item EPS1, BV is the closing shareholders' funds (item 1107), EBITDA item 1502 and OCF item 1015. In order to convert the above Datastream items but BV in a per share basis, the weighted average number of shares was used, which is the quotient of the Datastream items 210/211. The BV was divided by the number of shares provided by Datastream (IC), to obtain the per share value.
The harmonic mean remains superior when examined for every industry separately, for whichever pricing multiple. In all the cases, the median has an intermediate performance and the mean provides estimates of poor quality, evidence that is easily observed in the figures 5 and 6. These findings are consistent with those of Baker and Ruback (1999) , who suggest that the harmonic mean yield more accurate estimates.
Comparison of Pricing-Multiples between industries
As the value estimates derived from the harmonic mean are better predictors of the market prices, I choose to examine only these estimates for comparison purposes.
Panel A and Panel B of Table 5 and Table 6 present respectively the average and median accuracy and bias of the diverse multiple approaches for the 17 industries that consist my sample.
It is observed from table 5 that values based on the EPS are better predictors of the market price for more than half of the industries. Between current and forecasted EPS, the forecasted ones perform better for more industries (the EPS1 is more accurate in 9 of the cases while the current EPS in 6). For the Media & Entertainment (MEDIA) and the Construction & Building Materials (CNSBM) sectors only, the preferred value driver is EBITDA. This happens because these sectors have a lot of exceptional items and bottom-line earnings do not reflect real value. Furthermore, although the multiples based on the value derived from the RIVM are associated with share prices, they improve the performance of earnings in only two cases. Table 5 and 6 indicate that there is no evidence of a preferred multiple for all the industries, as the median SPE and APE vary largely across industries.
These findings are consistent with Baker and Ruback (1999) , Tasker (1998) and Liu et al. (2002b) in that there does not exist a dominant value driver for all the industries. In addition, I agree with in that value estimates based on value calculated using the RIVM are accurate, although I advocate that value estimates based on earnings forecasts outperform the former 11 . In summary, despite the fact that the earnings multiples show an increased performance, the evidence suggests that there are certain multiples that are better for some industries, and no value driver is best for all the industries.
Comparison between the RIVM and the pricing-multiple approach
In order to provide a more complete evaluation of the two methods, I compare the average and median performance of the value estimates derived from the RIVM with those derived from the pricing-multiples model. For simplicity reasons, I decide not to include all the pricing-multiples approaches, but only the ones that perform better in each case and for each industry. The model that is considered superior is the one with the smaller average or median values of the SPE and APE, in proportion to what is measured 12 . Table 7 shows the average APE and SPE for the two valuation methods examined and for the different industries of my sample. It indicates that the RIVM is more accurate than the pricing-multiples model in only one sector, the Media & Entertainment (MEDIA). Additionally, the RIVM gives more biased estimates than the multiples approach. Only for the Media & Entertainment sector the SPE of the two approaches is similar. In summary, the results of my tests show that the RIVM does not generate accurate and unbiased predictors of the prices comparing to the pricing-multiples valuation model, when the latter are computed with the harmonic mean. Moreover, there does not exist a single value driver that performs best in all the industries.
Conclusion
In this paper, I test the performance of the RIVM and whether the performance of the different multiples increases when these are measured either with the mean, the median or the harmonic mean. My aim is to test how the RIVM performs relative to the pricing-multiples approach for a set of different value drivers and industries. My motivation for these tests is the fact that there does not exist any previous study, which compares directly the RIVM with the pricing-multiple approach for different industries.
The results of my statistical tests can be summarized as follows. The value drivers computed with the harmonic mean yield to more reliable estimates of value for all the different industries comparing to those computed with the mean or the median. In addition, there exist some value drivers that are more reliable than others. These value drivers vary from industry to industry because of the fundamental differences that exist between industries. There is no evidence of one value driver that leads to the most reliable estimates in all the industries. Finally, the pricing-multiples approach computed with the harmonic mean is in most cases a better predictor of the market prices than the RIVM. The values derived from the pricing -multiples model are more accurate and less biased than those derived from the RIVM. However, this evidence is not absolute because the selected sample is based on many assumptions.
