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Abst rac t  - -  One approach to ilalng the information available in a semantic network is the use 
of marker-passing algorithms, which propagate information through the network to determine re- 
lationships between objects. One of the primary arguments in favor of these algorithms are their 
ability to be implemented in parallel. Despite this, most implementations have been serial and have 
only sometimes gone so far as to simulate parallelism. In this paper the marker-passing approach 
is presented. An ~ctual parallel implementation which shows that such programs can be written on 
commercially available massively parallel machines is also presented. 
1. INTRODUCTION 
Semantic networks are methods of representing knowledge in terms of objects and relationships 
between them. These networks are essentially directed graphs with conceptual objects corre- 
sponding to nodes in the graph, and the relationships between these objects corresponding to
labeled, directed arcs. The labels are used to specify the type of relationship between odes. 
The use of semantic networks in AI systems leads to two main problems. First, there is 
the basic problem of representing information about the external world to the computer (i.e., 
encoding the knowledge base in the network). There is also the related problem of accessing this 
information such that it can be used by an AI system in a timely manner. This latter is difficult 
because the relationships between the objects encoded in the network are often complex, and 
because the number of possible relations between objects can grow quickly with respect o the 
size of the network. These relationships are important, however, because they are exactly the 
information most often needed from the networks. For example, property inheritance involves 
tracing "ISA" and "Property" links to find relationships between a particular node and a named 
property (for example, "Clyde" and "color-of"). Other types of inferences made via these sorts 
of relations include the recognition of a "context" in a natural anguage processing system, the 
making of an appropriate choice in a planning system, the choice of word-sense for an ambiguous 
word, and many others (examples of systems which use these techniques are given in the next 
section). 
As an example, consider the small piece of a semantic network shown in Figure la. This 
network represents the information that one of the steps involved in going to a restaurant is
ordering, which involves the diner's reading of a menu. In this particular network, we start 
with the knowledge that "John" is the particular diner of this restaurant event 1, and that the 
particular menu is known as "Menu-17." If a system is trying to relate John to that menu, it 
*Also alKllated with the UM Systems Research Center. This work was partially supported by NSF grant 
IRI-8907890 and ONR grant N-00014-K-0560. The parallel marker-passing algorithm was implemented by Bruce 
Israel, now at SAIC. More detail of the implementation can be found in a scholarly paper prepared by Israel and 
later edited and released as [1]. 
1The relationship between generic and specific events is indicated in this figure by using a variable indicator 
("?x") after the name of a generic event or object and using an assignment link (": - - ' )  to represent the filler. Thus, 
" John is the pm'ticnlar diner" is indicated by the ":--Agent" role filler between "Diner ?d" and "Restaurant" as 
well as the instance ("INST") link between "John" and "Diner ?d." This level of detail is not necessary to an 
understanding of this example. 
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Figure 1. The process of marker-passing in a semantic network. 
(See text for details.) 
can find that there is a "Read" action that connects these two and can further recognize that 
this reading is part of ordering in a restaurant. Unfortunately, even this small subnetwork will 
also encode many facts that are not relevant o the relationship between "John" and "Menu-17." 
For example "the menu sed in a restaurant is a member of the class of menus," "Menus are 
objects," "John is a person," etc. 
Symbolic marker-passing is a technique that was developed for finding connections between 
objects in such a network, while (it is hoped) avoiding many of the irrelevant facts. Essentially, 
two nodes, representing the objects to be connected, are "marked"--that is, an algorithm places 
information on these nodes that they are of interest. The neighbors of these nodes (i.e., those other 
nodes in the semantic network directly connected to the marked nodes) are then also marked, 
usually with a pointer that shows where the mark derives from. The neighbors of these nodes 
are then marked, and so on. At some point, a node (or nodes) may be marked from two different 
origins, and the algorithm then uses the back pointers to compute a "path" comprising of the set 
of nodes and links that connect he two originally marked nodes in the semantic network. There 
are many variants of this basic process that have been used. The interested reader is directed to 
more detailed discussion of these systems in [2]. 
As an example, consider again the network in Figure 1. Figure la represents the start of the 
marker-passing, "John" and "Menu-17" are annotated as the starting nodes for marking. Marks 
pass along all links 2 from these nodes to others, thus in Figure lb, we see that marks pass from 
2Although some implementations treat some links as special, see the discussion below. 
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John to "Diner ?d" and from "Menu-17" to "Menu ?m." In symbolic marker-passing, the marks 
contain information that can be used to find paths through intersections--in the diagram dark 
lines indicate the pointers that are used to represent this information. For details about the 
structure of different types of marks see [2]. 
The algorithm continues by propagating more marks from those nodes marked in Figure lb 
to their neighbors. In Figure le we see the nodes which are thus marked. Of particular note 
is the node "Read ?r" which has now been marked from both origins. This would cause the 
path John ~ Diner ~.d =~ Read ~.r ::¢, Menu ~.m :~ Menu-17 (representing that one relationship 
between John and the menu is that they are both used in a particular reading event) to be found 
by following the back pointers. Again, reporting such paths is the purpose of the marker-passing 
process. 
Most marker-passing algorithms do not stop upon encountering a path, but rather continue 
propagation until all paths within some attenuation limit (see below) are encountered. Thus, 
for the example we are following, Figure ld shows that the marks continue to propagate. In 
this cycle, the node "Order" is marked from both origins, permitting the path John ::~ Diner ~.d 
Restaurant ~ Order ~ Read ?r :=~ Menu ?m =~ Menu.17 to be found. This represents he 
information that John is reading this menu in the context of an ordering step in a restaurant 
plan. At this point, marking could continue allowing other paths to be found. 
As the astute reader will already have recognized, this technique has two inherent problems. 
First, some of the paths found may meet at nodes which are not relevant to a particular problem 
(for example, in the cycle following Figure lda  path from "John" to "Menu-17" through the 
node "Action" will be found). Second, the number of nodes marked can grow exponentially as 
time goes on, and if each one must be marked serially, this implies that marker-propagation time 
could be exponential. 
The problem of winnowing out those paths which are of no use has been attacked in two 
ways. The first approach is the use of constrained marker-propagation techniques. This approach 
was first advocated by Norvig [3], who developed a set of syntactic tests that could be applied 
during the marker-propagation t  determine which paths could be marked. A set of regular 
expressions indicating allowable links to be traversed were specified prior to marker-passing. 
During the propagation stage, only inks satisfying one of these expressions could be traversed. 
Yu and Simmons [4] took this approach further by using a mechanism which could check more 
arbitrary conditions as to whether to propagate nodes. Riesbeck and Martin [5] describe an 
algorithm in which markers propagate under external control, rather than in parallel, to allow 
more discrimination i  the constraints. The design of other algorithmic mprovements foravoiding 
false paths is discussed in [2]. 
The second approach to eliminating bad paths is to use a path-evaluator mechanism which 
can filter out paths violating certain restrictions. This usually consists of the development of a set 
of heuristic "filters" which weed out those paths which cannot satisfy some set of conditions. For 
example, a path may be found in which variable substitution would require unifying two variables 
which are known to be separate constants (such as "John" and "Bob"). A path evaluation 
heuristic ould be used to reject such paths. A more detailed iscussion of path evaluation can 
be found in [6]. 
The issue of the complexity of marker passing enerally requires the design of a mechanism for 
the "attenuation" ofmarking--a method used to stop the process before all paths in the network 
are found (a virtually infinite set). A simple approach is to limit the length of the paths, stopping 
the passing of markers after a certain number of links have been traversed. This approach is the 
most used, although it has some inherent problems. Other approaches involve considering the 
outbranching factor of a node, or using some sort of activation-energy limited scheme. Details of 
this issue and the various approaches used can also be found in [6]. 
Attenuation by itself, however, is not enough. As the number of nodes marked can grow expo- 
nentially with the number of cycles of marker-propagation, even a high degree of attenuation can 
involve marking very large sets of nodes. This is particularly true in large networks with a large 
average branching factor, such as the networks necessary for realistic natural language processing 
systems. Algorithms which can run in a time proportional to the "depth" of the marking (i.e., 
the number of cycles), rather than the total number of nodes marked, are necessary. To achieve 
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such programs, however, a large amount of parallelism is required. In fact, the propagation of 
markers in parallel was one of the early arguments for massively parallel computers--systems 
containing thousands of processors. 
To achieve massive parallelism, marker-passing systems have generally been formulated using 
"local algorithms"--programs in which each node being marked can decide whether to propagate 
marks to its neighbors. However, the hulk of this work has been done on serial processors, 
with the parallel approach eld out as an "as yet untested" solution. In this paper we describe 
the massively-parallel implementation of a marker-passing algorithm and discuss some of the 
implications of this parallelism. Before we start, however, we digress to provide a brief overview 
of some of the tasks in which marker-passing systems have been shown to be efficacious solutions s.
2. MARKER-PASSING 
The modern work in the development of marker-passing algorithms derives primarily from 
Quillian's [7] semantic memory model, which attempted to make a cognitive model of several 
memory processes concerned with word definitions and language tasks. Quillian's model kept 
word senses in a semantic network, and thus was able to compare and contrast meanings by 
expanding out a set of activation tags from each concept. Using this scheme Quillian was able 
to generate a set of paths found by intersecting tags propagating from differing word concepts. 
Quillian is probably better known for a later work derived from this earlier one. His Teachable 
Language Comprehender, TLC [8] was designed to handle natural anguage comprehension using 
this activation approach. 
Although Quillian's model gained wide attention among cognitive psychologists, it was less 
well received by the computer science community. This was due in part to issues relating to the 
complexity of the computations involved and the lack of specificity in the design of the knowledge 
representation. It was with the work of Fahlman [9] that the idea started to reemerge in its present 
form. 
Fahlman's ystem, NETL, was designed as a hardware implementation of a marker-passing 
scheme (actually simulated in software). The network memory was similar to that of QuiUian, 
but was realized quite differently. Each node in memory was replaced by a simple hardware 
device called a node unit, and each link became a hardware link unit. These devices were able 
to propagate a set of markers in parallel throughout he network. The system's goal was to 
deal quickly with certain types of semantic network-based inferencing: those concerning type 
hierarchies and property inheritance. 
Excluding parallelism, the primary difference between NETL and QuiUian's system, is that 
Fahlman propagated short binary tags through the network rather than using activation tags 
as back-pointers. His system would only identify a node of intersection, rather than the path 
through the network. Thus, for an inheritance quer~ 7 such as "what color is Clyde "4 the system 
would return the single value "grey." 
While the propagation of short tags (also called marks) made the process more efficient and 
reduced the memory needs of the individual processors, it had some problems in practice. In 
particular, where multiple connections between origins could be found (as was often the case in the 
sorts of language problems Quillian was exploring) NETL would only identify one such path, based 
on the particular algorithms used. In addition, certain "race conditions" could cause problems 
for NETL in the presence of information about negations (so-called "cancellation links" )--that 
is, different answers could result depending on the exact details of the implementation. As such, 
it was clear that extensions were needed to NETL to allow it to provide the necessary support 
for AI inferencing systems. 
Charniak [10] proposed such an extension, suggesting a  approach more like Quillian's, but 
embracing the parallelism espoused by Fahlman. He suggested that a natural anguage process- 
Sln this I~per we do not discuss other, non-marker-pmmlng approaches to the mm~vely p~rsllel mode]~ of 
semantic networ]m. See [II] or [12] for a discussion of these, and [2,6] for discussion comparing marker -pam~ 
and connectionist approaches to semantic nferenclng. 
4 Clyde is an elephant. 
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ing system could make use of a parallel component which could find paths through nodes of 
intersection, like Quillian's system had. Thus, given a story such as: 
Jack wanted to commit suicide. He got a rope. 
it would pass markers on each word in the story in succession. Paths which were found would be 
examined by a deductive component, a path checker, which would check to see if they proposed 
a consistent context for the story. In the example above, a path such as: 
Seicide :~ Kill =~ Hang :~ Noose :~ Rope 
would be found and the system would recognize that Jack might be planning a "hang" action. 
The marker-passer was also used to aid in finding case-slot assignments. One of Charnisk's 
arguments in favor of such an approach was that the marking could be formulated as a parallel 
algorithm: An algorithm for performing marker-passing as a local computation was considered 
essential to the success of this technique, although no particular algorithm was detailed. 
Since Charniak's work, marker-passing has become a somewhat accepted technique in natural 
language processing, s Some of the major results have included: 
• Hirst [13] used Charniak's approach for doing word sense disambiguation i his Polaroid 
Words system. For example, the word "straw" in the sentence: 
The farmer bought he straw. 
would be recognized with a "hay" meaning (as opposed to drinking straw) because of the 
strong connection, found via marker-passing, between "farmer" and "hay." 
Granger, Eiselt, and Holbrook [14] and Phillips and Hendler [15] examined the use of 
activation-spreading al orithms for providing communication between syntactic and se- 
mantic modules running in parallel. 
Alterman [16] described a procedural logic approach to recognizing marker-passing like 
paths between words and their senses for assessing how coherent a set of concepts would 
be--a measure useful for word-sense disambiguation. 
Norvig [3] examined the use of marker-passing for the recovery of intended inferences from 
text. As mentioned previously, he proposed a syntactically constrained form of marker- 
passing, and demonstrated it in a text understanding system. Other work has also investi- 
gated other forms of constrained marker-passing for NLP [4,5]. 
• Systems combining numeric probability estimates with marker-passing have been suggested 
recently as a means for improving the context recognition in NLP systems without adding 
significant computational complexity [17,18]. 
In addition, marker-passing has also been shown useful for other AI tasks than language. In 
the planning area, marker-passing has been shown to be useful for improving the mechanism 
by which a planner chooses a method for accomplishing a goal [6,19]. In addition, recent work 
has indicated that the constrained marker-passer used by Riesbeck and Martin might be useful 
for retrieving relevant cases in a case-based planning system 8. In addition, it has recently been 
proposed that marker-passing can be useful for a wide range of AI inferencing tasks [20] and a 
hardware architecture designed to support a number of different marker-passing approaches i
currently being built [21]. 
SFor example, the use of marker-passlng for finding contexts i discussed in a recent natural language processing 
.=  [22]. 
8Kris Hammond, personal communlc~tlon, 1990. 
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3. PARALLEL MARKER-PASSING 
As was discussed in Section 1, for marker-passing solutions to be useful in systems which 
include semantic networks, the algorithms must be designed to run quickly. Fahlman's use of 
massive parallelism to support marker-passing demonstrated that markers could propagate in 
parallel, thus providing significant speed-ups in the algorithms. 
To fully understand the need for parallelism in marker-passing, one must comdder the com- 
plexity of the marking process. When marker-passing is started at a node in the network, it must 
first mark all of its neighbors, which in turn mark their neighbors, etc. If the average number of 
neighbors (or outbranching) in the network is B and we allow marks to propagate out n steps, 
then the complexity of marking is B'~--it grows exponentially. To see this more clearly, consider 
the simple tree in Figure 2. When marker-passing is started at the root, it must first mark its 
children (three of them), and these in turn mark their children (3 x 3 -- 9) and these mark theirs 
(9 x 3 = 27), etc. If propagation stops at the 10th level, 31° = 59,049 nodes would have been 
marked at that level, and a total of over 88,000 nodes would have been marked in all. When the 
outbranching is large, as is typically the case in realistic networks, the numbers grow quite large, 
quite quickly, threatening to swamp even the largest sequential processor. 
Figure 2. Complexity of marking. 
Parallelism, and particularly massive-parallelism, offers a potential solution, in that many 
nodes may be marked in parallel. Consider again the tree in Figure 2. At time 1 the root of the 
tree could propagate marks to all three of its children in parallel. At time 2, these nodes could 
propagate marks to their nine children. At time 3, all twenty seven of the leaves nodes in the 
diagram could be marked. Thus, given enough processors, it would seem that n levels of the tree 
could be marked in n time steps, thus making for linear growth instead of exponential! 
To achieve this speed-up, however, the algorithm must provide for each processor to compute 
what neighbors to mark, what paths to return, etc., as a local computation. That is, if commu- 
nication between odes is needed to recognize special conditions, then time must be provided for 
the sequential nature of this communication. For example, if we wished to have some particular 
number of nodes which were to be marked (one way of doing attenuation), then some sort of 
global counter would have to be updated, sequentially, by each processor. This would require, 
once again, the exponential time. 
Fahlman's NETL system [9] provided a method for performing marker-propagation as a local 
computation on parallel hardware. Although no actual implementation was performed, carefully 
constructed simulation results showed that the system would achieve significant speed-ups. As 
mentioned previously, however, Fahlman's ystem only found nodes of intersection. 
An algorithm for the local computation of a marker-passer which would return the entire 
paths, was described in [6]. It was shown that path computation and mark propagation could 
occur simultaneously, but with a slow-down in the overall time, as path computation itself could 
require n parallel cycles for the nth level of marker-propagation--making for a low-order poly- 
nomial run-time (O(n~)) for the combined propagation of marks and finding of paths. 
One of the base assumptions in this marker-passing work is that the inherently parallel nature 
of the algorithm can be realized on actual parallel hardware, thus providing the rapid performance 
necessary for scaling systems to ever larger databases. Unfortunately, this turns out o be more 
difficult to realize in practice than it might seem. The algorithms for mmsively-parallel ~r -  
paining generally assume a "Multiple Instruction, Multiple Data" (MIMD) model of paralleli0m. 
That is, they assume that each individual processor can be running the appropriate local algo- 
rithm regardless of what other neighbors are doing (so, for example, some processors could be 
computing paths simultaneously with other processors propagating marks). In addition, time to 
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pass a message to a neighbor is essentially ignored--it is assumed that one time unit (or cycle) 
allows all marks being propagated to reach their destinations simultaneously. 
In practice, MIMD machines with enough processors to handle large networks have not yet 
been built. The largest commercially available massively parallel systems are "Single Instruction, 
Multiple Data" (SIMD) machines. In these machines all processors are run by a central controller, 
and all must be doing the same thing at a given moment. Parallel speed-ups are realized primarily 
by distributing data throughout the machine. In addition, in most SIMD machines the time taken 
for messages to be sent between processors (also called "routing" time) is a dominating factor in 
the actual runtime. Thus, the question is open as to whether the current generation of SIMD 
massively-parallel processors can support marker-passing applications with significant speedups 7.
In the remainder of this paper, we will describe some experimentation aimed at exploring just 
how well current SIMD architectures can support marker-passing. 
4. MARKER-PASSING AND THE CONNECTION MACHINE 
In the remainder of this paper we will describe our experimentation with an implementation f 
the parallel version of the marker-passing algorithms designed for use in the language processor 
of Charniak [10] and the planner described in [6,19]. Our goal in this implementation was to 
examine whether the parallel algorithms developed for this work, but only run on simulators to 
date, would actually be realizable in parallel on currently available machines. 
The target machine we chose for this implementation was the massively-parallel, SIMD, Con- 
nection Machine (CM) developed by Thinking Machines Inc. The choice of the CM was easy--it 
is the only commercially available massively-parallel machine which has enough processors to 
encode networks large enough for interesting marker-passing applications. However, the Con- 
nection Machine was also advantageous for another eason: one of the original motivations in 
its design was to handle semantic network inferencing of the type proposed by Fahlman [9,23]. 
Thus, several architectural decisions were made which facilitate its use for such networks. 
The Connection Machine s is a Single Instruction, Multiple Data (SIMD) machine comprised 
of up to 64,000 processors, with each processor containing 64K bits of memory. As a SIMD ma- 
chine, a single program controls the whole system with each processor executing the instructions 
separately within its own memory. However, masking functions can be run to cause only a subset 
of the processors to run a particular instruction. Built into the CM is routing hardware that 
allows all processors to send messages to any other processor in the system. A processor can ad- 
dress other processors either by an absolute address, or by an address relative to its own position 
in a grid. The CM also has a front-end computer which controls the machine. The front-end 
system executes CM programs, broadcasting the control stream to the individual processors for 
execution. This front end also handles all normal activities associated with operating systems, 
such as file system management, language interpretation and compilation, and file editing. 
Programs for the Connection Machine are written in a variant of Lisp called *Lisp. *Lisp is a 
version of Common Lisp with added primitives for controlling the Connection Machine processors. 
These primitives handle such tasks as local memory access and manipulation, inter-processor 
communication, and processor activation and deactivation. The basic memory structure of *Lisp 
is a parallel variable (pvar). Each pvar is an allocated block of memory existing on every processor. 
Each processor can maintain different information in its instance of a pvar and thus the same 
operation performed at two distinct processors can yield differing results. For example, if we have 
a pvar called a and another called b then processorl can have one value for a, processor2 another, 
etc. Each processor will also have a value for b. As each of the processors can have different 
values, the operation "Set the value of pvar c = pvar a + pvar b" will cause each processor to set 
its own local c to the sum of its local a and b, allowing all of the additions (as many as there are 
processors) to be performed in parallel. 
7The alternative, of course, is the design of special architectures to support marker-passing applications. Lee 
and Moldovan [21] discusses exactly this solution. 
SThe following brief summary will not do justice to the marhlne. For details see [23] or recent Tblnbing 
Machines Inc. publications. 
23:2-5-5 
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The CM appeared to be a good vehicle for doing marker-passing assemantic networks are 
usually large, highly interconnected structures of nodes and links, with marker-passing algorithum 
doing very little processing at each of those objects, but passing many markers around in parallel. 
Recall, however, that marker-passing involves not only the parallel propagation of marks, but 
also the more sequential spects of the path evaluator and of whichever AI task (NLP, planning, 
etc.) the marker-passing memory is being used for. The front-end processor of the Connection 
Machine provides a sequential system which can be closely linked to the parallel memory. Thus, 
running a marker-passing memory in the parallel processor coupled with an AI system running 
on the front-end processor appears to be a powerful combination. 
As an example of using the CM in this way, consider the system shown in Figure 3 (from [6]) 
which shows a proposed integration of a planning system and path evaluator running on the 
front-end and a marker-passing memory running through the parallel processors. The system 
was proposed to work as follows: when the planning system needed to access memory, a request 
was issued to a memory controller on the front-end. This processor would invoke the appropriate 
CM control sequence, which would either get the value of a particular feature (i.e., a simple 
memory access) or would require marker-passing to begin. If the latter, the CM would process 
the marks in parallel and return the paths to the front-end. The front-end then passes these paths 
to the path evaluator, which in turn provides information for the problem solver. In this paper, 
we describe the design of a marker-passing implementation that runs on the CM, motivated by 
the needs of such a system. 
Connection 
MARKER- 
PASli~NG 
MEMORY 
Figure 3. Using the CM in a marker-passing planner (Reprinted from [6]). 
The algorithms developed in [6] were mapped to the Connection Machine (CM) in a relatively 
straightforward manner. It should be made clear, however, that no claims are made that this 
is the most efficient way to encode either semantic networks or marker-passing algorithms on 
such a machine 9. Rather, the goals were (i) to see whether a CM marker-passer, needed for the 
type of system shown in Figure 3, could be built, and (ii) to see if the local algorithms developed 
previously really would show a parallel speed-up when actually implemented ona SIMD processor. 
5. PARALLEL IMPLEMENTATION 
In our implementation 1°, semantic networks are stored by allocating separate Connection 
Machine processors for each node and link in the semantic net. With this method of storage, 
the link processors are responsible for the propagation of markers in the network, while node 
processors store markers and determine when paths have been found. (The addition of specific 
link processors i based on an idea proposed by Fahlman for NETL [9].) Since the number of 
markers to be passed at any one time is limited to the number of links in the graph, maintaining 
every link on its own processor and having those links handle the passing of markers allows for 
the efficient use of parallelism for a single marker-passing step. We should note, however, that 
the use of link processors does cut clown on the size of the networks that can be encoded on the 
91.u fact, more recent research, which focuses on the use of the CM for performing inheritance in semantic 
networks, uses a ditfcrent encoding of the network which results in significant speed-ups (cf. [12]). However, the 
design of an algorithm for marker-passing, the focus of this article, has not yet been attempted using this alternate 
strategy, and thus, those results are not discussed in this paper. 
1°The actual code was written by Bruce Israel, now at SAIC. 
Massively-parallel marker-passing 285 
CM and causes less over-all parallel utilization of the machine than would a system based all on 
nodes with links represented via an addressing scheme. It is unclear, however, how such a system 
would do path computations, o the link processor solution was used in our testing. 
PVARS 
Processor 
Type 
Name 
Source 
Destination 
Mark 
!•  
~: i i :  ~ i ¸  
Figure 4. CM encoding of "Clyde ISA Elephant." 
Figure 4 shows how the nodes and links in our system are encoded as processors and wars.  
Each link has two fields, a source and a destination. Each of these contains the address of 
the processor which encodes the information about a node. Thus, to pass along an ISA link 
between CLYDE and ELEPHANT, the node encoding the ISA would have a pointer to the processor 
representing CLYDE as a source, and the one containing ELEPHANT as a destination. Marks are 
passed by having each link wait until its source node is marked, and then determining if that 
marker should be passed to its destination side. There are a number of criteria to determine if a 
marker should be passed along a link11: 
• If the strength of the marker hasn't attenuated below a cutoff level, and 
• If this marker has not already been passed along this link, and 
• If either 
1. the destination ode has not previously been marked, or 
2. if the marker to be passed is stronger than the destination's current strongest mark. 
After it's been determined ff a marker needs to be passed, the link processor records the passing 
of the marker and its strength so that this marker will not be processed along the same link at 
a later time. 
If it was determined that the marker should be passed, then the link will apply an attenuation 
function to the mark's strength, and then attempt o attach the marker to the destination node. 
At this point it is possible that multiple markers are to be passed to the same destination ode. 
In this case, the strongest marker will be the one which is used to annotate (update) the mark 
pvar on the node's processor. 
The attenuation mechanism is made up of two functions, one which alters the strength of a 
marker, and another which determines ff the altered marker is strong enough to continue being 
passed. These functions can be changed to test alternative methods of attenuating markers. 
The algorithm assumes that the function that weakens the marker assures that the strength of 
markers is monotonically decreasing. This insures that cycles do not become a problem and that 
the network will eventually arrive at a quiescent state. The current set of functions attenuates 
on the basis of the branchout factor of the nodes, with an additional slight constant drop at each 
11These criteria, the attenuation mechanism, and the particular formulation of a mark axe based on considera- 
tions di~uussed in [2]. 
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link as well, which makes sure that strength decreases as the markers travel further from the 
origin. 
After passing a mark, the link processor adds a back pointer at the destination ode pro- 
cessor pointing to the processor which this mark came from. In this fashion markers maintain 
information enabling them to compute the complete path taken to reach the current node. This 
path is stored on the Connection Machine as a distributed linked list, each item of the list being 
kept on a separate Connection Machine processor. 
Paths are found by propagating markers both forward (from source to destination) and back- 
ward (from destination to source) throughout the network. Thus, a path is found when both 
a forward-moving marker and a backward-moving marker both occur at the same node. Since 
in every cycle of this algorithm marks are passed along one link, and the marks being passed 
alternate between the forward-moving markers and the backward-moving markers, marks will 
collide at the central node of the path, n links from the start node, and either n or n - 1 links 
away from the end node. As all propagations at a given time can happen in parallel, the time 
to propagate the marks, is proportional only to the length of the paths traversed, and not to 
the number of nodes marked (i.e., the algorithm runs in time O(n), where n is the length of the 
longest path traversed). 
Path computation in this approach is easy. As each mark is propagated, it leaves a backpointer 
creating a linked-list as described above. When an intersection is encountered the path can be 
found by traversing links back to the origins of marking and keeping track of the links thus 
traversed. Our algorithm can compute all paths found in a given time marking cycle in parallel, 
by having each of the node processors encountered along a path send its address to a different 
processor (that is, nodes along any single path will all report to one location, while nodes in a 
different path will report to another). To distinguish paths, the node of intersection is used as 
the repository for the messages from each node along a particular path. The intersection node 
processor collects these messages allowing it to recognize the entire path, and upon completion, 
it broadcasts the path to the front-end. At each step of the algorithm, those paths found are 
computed, thus at cycle 1 paths of length one are found, at cycle 2 paths of length two are 
reported, etc. The time to report paths is therefore O(n ~) where n is the total number of cycles. 
In addition, some overhead time is used in broadcasting these paths to the front-end. 
One other aspect of this algorithm is that the number of cycles having been run when a path 
is discovered will be the length of the resulting path, since for each cycle of the algorithm one of 
the marks involved in that path was passed along one link. The order in which this algorithms 
finds and returns paths is by length, with shorter paths being returned before longer paths. This 
feature feature may be in order of most desirable, but not necessarily. In some marker-passing 
algorithms, the attenuation facility is used as a heuristic for determining the importance of the 
resulting paths. Because the strength of a marker decreases the further the marker gets from its 
starting point, in general a longer path will have lower strength markers than a path which is 
shorter. However, due to the fact that the attenuation factor can vary from node to node (such 
as when attenuation is based upon outbranching), sometimes longer paths can be stronger than 
shorter paths, and in these cases the returning order of the paths is not necessarily the order of 
importance of those paths. 
To sum up, in this section we have described a S IMD algorithm for marker-passing, based on 
the features of the CM,  with a low order polynomial run-time. The process has two main parts, 
propagating marks (with time O(n)) and finding paths (O(n2)). 
6. EMPIRICAL RESULTS 
The algorithm described above is a low-order polynomial time marker-passing algorithm, 
designed to run efficiently on a SIMD machine. In this section the performance ofan implemen- 
tation of this algorithm on the Connection Machine is described. The goals of collecting this data 
were to test whether the algorithm would perform as expected and to compare it to a sequential 
version of marker-passing. This latter is particularly important as the overhead involved in the 
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parallel implementation could make the algorithm impractical for current machines, despite the 
theoretical dvantage. 
To examine the performance issues, it was deemed necessary to test the system on large 
examples, where the network would be as large as could be represented on theCM. In this way, 
we could vary how much of the network would be marked (by varying the initial strength of 
propagation i the attenuation scheme). In addition, large networks are necessary to the sorts of 
applications in which marker-passing might realistically be used (planning, NLP, etc.) and thus 
it is desirable to see whether large semantic networks could be marked quickly. 
Unfortunately, the systems developed to date have generally not included networks larger 
than a few hundred nodes, where the CM can encode networks with thousands of nodes. Thus, 
the decision was made to test the algorithm with random semantic networks. To differentiate 
the performance compared with the depth of the network, we generated two different forms of 
random networks: one with a relatively small outbranching, allowing a large number of nodes, 
and one with a larger outbranching and fewer nodes. The machine we had available provided 
16,000 processors, o the first network had 4000 nodes with each processor linked to either two, 
three, or four others (with a mean of 3) and the second had 1500 nodes with a branchout between 
eight and ten (mean = 9). 
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Figure 5. Propagation and path computation times. 
6.1. Parallel Performance 
These simulations were run on a quarter Connection Machine with a Symbolics front end, 
so there were 16K processors available for use 12. The first simulation was run with a network 
12For the CM literate, this system was implemented in one of the early releases of the OS for the CM-2. We 
used *Lisp and system versions 4.0. The system has not been upgraded since, which accounts for some of the poor 
interproceesor communication timing results. 
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composed of 4000 nodes, each of which was connected to an average of three other nodes (with 
a range only from from two to four). Each simulation repeatedly searches for paths between 
the same pair of nodes, starting with an attenuation weight of 100 and then continuing upwards 
through each successive power of 10 until a weight is hit where no new nodes were marked which 
hadn't been marked in the previous iteration. Results hown are averaged over 5 runs for one set 
of initial nodes 13. 
Figure 5a shows the timings running the algorithm for the 4000 node network for initial 
strengths from 100 to 100,000. The total time (Y axis) is broken into two components: the time 
required to propagate the marks (darker area on the bottom), and the time required to compute 
the paths (lighter region). At an initial strength of 10,000 markers are able to propagate through 
the entire network, involving a total of 11,234 processors and finding 763 paths with lengths 
varying from 5 to 22 links. Figure 5b shows the results for the 1500 node network. An initial 
strength of 100,000 was again required to reach quiescence. 10,691 processors were used, and 459 
paths varying from length 4 to 9 were found. 
In both cases we see that, as predicted, the time for marking grows more slowly than the time 
for path computations. Linear vs. polynomial time cannot be derived directly from the data, 
largely due to the fact that interprocessor communication time factors differently into the two 
parts of the marker-passing algorithm 14. 
Figure 6 shows the results of the larger average outbranching more directly, by comparing 
the run times of the 4000 node network (long paths, low branchout) vs. the 1500 node network 
(shorter paths, longer branchout). As can be observed, when initial strength is low (only short 
paths are being found), the difference in timing is negligible. When the initial strength is higher, 
we see that the network with a smaller branching factor (longer paths) takes significantly longer. 
(The time to broadcast paths to the front-end is not included in these comparisons, as the 1500 
node network provides ignificantly fewer paths due to the smaller number of nodes.) This result 
is encouraging as conventional wisdom holds that the large networks to be used in complex 
applications would have a high average outbranching, but a small depth. 
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Figure 6. Effect of branchout on runtime. 
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6.2. Comparison with sequential approach 
There is always a danger when comparing serial and parallel timings of an algorithm that 
one will end up comparing incommensurate algorithms. This is clearly the case in this work, as 
previous erial implementations have been oriented towards various applications or c~iderat ions 
laVery little varhmce between initial nodes was noticed, therefore these c o ~  are omitted ~ ~ IMPS. 
14The "contention factor," that is the number of message collisions at a node, is different for the~ and 
path computations. 
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that often caused either inefficiencies or particular restrictions on the algorithm. Thus, comparing 
these timings to any previously implemented marker-passer, would be unfair as those systems 
have generally had special purpose features not found in the current implementation (see [2] for 
a discussion of these). 
To come up with some indication of how this version compares to a serial marker-passer, an 
efficient marker-passing algorithm was developed in CommonLisp and run on the front-end pro- 
cessor of the CM (a Symbolics Lisp Machine). Further, we used a more efficient implementation 
than was used previously, so that the paths found and nodes marked would be commensurate 
with those found by the parallel algorithm. The reimplemented marker-passer used property 
lists to encode the links, instead of separate atoms (which would have corresponded to the link 
processors of the CM version). This makes the algorithm for this marking somewhat different 
than for that of the CM version, particularly in that decisions for whether to pass-marks are 
made by the algorithm while examining a node, as opposed to those of the CM version which 
makes these decisions while examining link processors. 
An  additional problem in the comparison is that the front-end processor of the CM was used 
for running the serial version, using the same incremental garbage collector and paging that 
would be run for the CM version. Paging, however, was more likely to occur in the serial version 
than in the parallel version, as many "cons cells "z5 were needed in the manipulation of the queue 
which was used to keep track of nodes yet to be examined (providing the pseudo-parallelism as 
it were), despite the use of "destructive" algorithms, designed to minimize this problem. 
Finally, this marker-passer used an algorithm in which the marks passed corresponded to 
paths found so far, as opposed to recomputing paths at intersection time as is done in the parallel 
version. This makes this marker-passer considerably faster, at the expense of the extra memory 
needed to keep track of the additional pointers. This also means that the time to propagate 
marks, and the time to find the paths are virtually identical. 
Figure 7 shows the comparison between serial and parallel versions of both sizes of networks 
described above. For these results, each of the algorithms was was run three times on different 
networks, and the average case behavior is given. Again, we warn the reader that the serial times 
and comparison should be taken as, at best, approximations of how the serial 16 and parallel 
versions scale. 
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Figure 7. Comparison of Serial and Parallel runtimes. 
As can be seen, the parallel versions outperform their serial counterparts for all but the 
smallest initial values--the timings reflect he exponential growth of the sequential version (pro- 
portional to the total number of nodes marked) as compared to the polynomial growth of the 
15The memory used by LISP to hold large lists. 
16Run on the front-end processor of the CM:  a Symbolics 3650 with 3 Meg.-Main memory, using the incremental 
garbage collector. 
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parallel versions. In addition, even for this relatively straight-forward implementation 17 we see 
nearly a ten-to-one speedup. Further, given a larger CM (with more processors) to encode larger 
networks, we can see that the serial-to-parallel ratio can be expected to increase. 
7. DISCUSSION 
In this paper, I have described the implementation f a marker-passing system that can scale 
well for large semantic networks, and which makes direct use of massive parallelism. The goal 
for this research was to demonstrate hat the parallelism inherent in marker-passing algorithms, 
one of the reasons for their popularity, is real, rather than solely a property of simulations. I 
discussed a Connection Machine implementation where both nodes and links of the graph are 
stored on separate processors, with the link processors handling the work of passing markers from 
node to node throughout the network. This algorithm returns paths in order of length, with the 
time taken to find a path being proportional to the length of that path. The overall algorithm 
runs in low order polynomial time. 
Although the work described in this article is encouraging, it is clearly only a first step in 
the design of parallel implementations of marker-passing. It does show that significant speed-ups 
can be found for marker-passers functioning in large networks, even on current SIMD parallel 
machines. A problem remains, however, in the path of evaluation heuristics to sequentially 
examine all paths found by the parallel marker-passer. One direction for future work is the 
examination of the parallel implementation f constrained marker-passing approaches, which 
typically find significantly fewer paths (although at the cost of some time). To date, these 
algorithms have either been designed to run under external control [5] or with more complex 
local algorithms, possibly requiring MIMD architectures [4] for efficient implementation. One 
promising approach is the design of special purpose architectures for marker-passing [21]. Recent 
work indicates that with the assist of such architectures, efficient marker-passing algorithms can 
be used to support a wide range of AI applications [20]. 
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