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A B S T R A C T
The confinement of energy has always been a challenge in magnetic confinement
fusion devices. Due to their toroidal shape there exist regions of high and low
magnetic field, so that the particles are divided into two classes - trapped ones
that are periodically reflected in regions of high magnetic field with a character-
istic frequency, and passing particles, whose parallel velocity is high enough that
they largely follow a magnetic field line around the torus without being reflected.
The radial drift that a particle experiences due to the field inhomogeneity depends
strongly on its position, and the net drift therefore depends on the path taken by
the particle. While the radial drift is close to zero for passing particles, trapped
particles experience a finite radial net drift and are therefore lost in classical stel-
larators. These losses are described by the so-called neoclassical transport theory.
Recent optimised stellarator geometries, however, in which the trapped particles
precess around the torus poloidally and do not experience any net drift, promise
to reduce the neoclassical transport down to the level of tokamaks. In these op-
timised stellarators, the neoclassical transport becomes small enough so that tur-
bulent transport may limit the confinement instead. The turbulence is driven by
small-scale-instabilities, which tap the free energy of density or temperature gra-
dients in the plasma. Some of these instabilities are driven by the trapped particles
and therefore depend strongly on the magnetic geometry, so the question arises
how the optimisation affects the stability.
In this thesis, collisionless electrostatic microinstabilities are studied both an-
alytically and numerically. Magnetic configurations where the action integral of
trapped-particle bounce motion, J, only depends on the radial position in the
plasma and where its maximum is in the plasma centre, so-called maximum-J con-
figurations, are of special interest. This condition can be achieved approximately
in quasi-isodynamic stellarators, for example Wendelstein 7-X. In such configu-
rations the precessional drift of the trapped particles is in the opposite direction
from the direction of propagation of drift waves. Instabilities that are driven by the
trapped particles usually rely on a resonance between these two frequencies. Here
it is shown analytically by analysing the electrostatic energy transfer between the
particles and the instability that, thanks to the absence of the resonance, a par-
ticle species draws energy from the mode if the frequency of the mode is well
below the charateristic bounce frequency. Due to the low electron mass and the
fast bounce motion, electrons are almost always found to be stabilising. Most of
the trapped-particle instabilities are therefore predicted to be absent in maximum-
J configurations in large parts of parameter space. Analytical theory thus predicts
enhanced linear stability of trapped-particle modes in quasi-isodynamic stellara-
tors compared with tokamaks. Moreover, since the electrons are expected to be
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stabilising, or at least less destabilising, for all instabilities whose frequency lies
below the trapped-electron bounce frequency, other modes might benefit from the
enhanced stability as well.
In reality, however, stellarators are never perfectly quasi-isodynamic, and the
question thus arises whether they still benefit from enhanced stability. Here the
stability properties of Wendelstein 7-X and a more quasi-isodynamic configura-
tion, QIPC, are investigated numerically and compared with another, non-quasi-
isodynamic stellarator, the National Compact Stellarator Experiment (NCSX) and
a typical tokamak. In gyrokinetic simulations, performed with the gyrokinetic
code GENE in the electrostatic and collisionless approximation, several microin-
stabilities, driven by the density as well as both ion and electron temperature
gradients, are studied. Wendelstein 7-X and QIPC exhibit significantly reduced
growth rates for all simulations that include kinetic electrons, and the latter are in-
deed found to be stabilising when the electrostatic energy transfer is analysed. In
contrast, if only the ions are treated kinetically but the electrons are taken to be in
thermodynamic equilibrium, no such stabilising effect is observed. These results
suggest that imperfectly optimised stellarators can retain most of the stabilising
properties predicted for perfect maximum-J configurations.
Quasi-isodynamic stellarators, in addition to having reduced neoclassical trans-
port, might therefore also show reduced turbulent transport, at least in certain
regions of parameter space.
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Z U S A M M E N FA S S U N G
Eine der großen Herausforderungen von Fusionsexperimenten mit magnetischem
Einschluss ist der effektive Energieinschluss. Aufgrund ihrer toroidalen Form gibt
es Bereiche hoher und niedriger Magnetfeldstärke, entsprechend derer sich die
Teilchen in zwei Kategorien aufteilen lassen. Gefangene Teilchen werden in Re-
gionen hoher Magnetfeldstärke reflektiert und bewegen sich periodisch mit einer
charakteristischen Frequenz in Regionen niedrigen Magnetfelds. Die umlaufen-
den Teilchen zeichnen sich durch eine ausreichende Geschwindigkeit entlang des
Magnetfeldes aus, so dass sie nicht reflektiert werden sondern stattdessen grob
einer Magnetfeldlinie um den Torus folgen. Die radiale Drift, die diese Teilchen
aufgrund der Inhomogenitäten des Magnetfeldes erfahren, hängt stark von deren
Position ab, und die Gesamtdrift wird demnach von dem Pfad bestimmt, den
das Teilchen durchläuft. Für die umlaufenden Teilchen verschwindet die über
den Pfad gemittelte Drift fast vollständig. Im Gegensatz dazu ist die gemittelte
Drift für gefangene Teilchen endlich, so dass diese manchmal schon nach sehr
kurzer Zeit aus dem Plasma driften und somit verloren sind. Dieser Prozess, der
besonders in klassischen Stellaratoren ein Problem darstellt, wird durch die soge-
nannte neoklassische Transporttheorie beschrieben. Neuere Entwicklungen in der
Stellarator-Optimierung erlauben es jedoch, die gemittelte radiale Drift der ge-
fangenen Teilchen, die in diesen optimierten Stellaratoren meist poloidal um den
Torus präzedieren, stark zu reduzieren, so dass der Transport konkurrenzfähig zu
Tokamaks sein kann. In den optimierten Stellaratoren ist der neoklassische Trans-
port daher soweit reduziert, dass der turbulente Transport an relativer Wichtigkeit
gewinnt und der den Einschluss limitierende Beitrag sein kann. Die Turbulenz
wird von kleinskaligen Instabilitäten verursacht, die ihre Energie aus Dichte- und
Temperaturgradienten des Plasmas beziehen. Einige dieser Instabilitäten werden
von den gefangenen Teilchen getrieben und hängen daher stark von der magneti-
schen Geometrie ab. Dies wirft die Frage auf, welchen Einfluss die Optimierung
auf die Stabilität dieser Fluktuationen hat.
In dieser Dissertation werden deshalb elektrostatische Mikroinstabilitäten so-
wohl analytisch als auch numerisch untersucht, jeweils unter Vernachlässigung
von Stößen. Besonders interessant sind dabei Magnetfeldstrukturen, in denen das
Wirkungsintegral der Bewegung der gefangenen Teilchen, J, nur von der radialen
Position im Torus abhängt und sein Maximum im Plasmainneren hat, sogenann-
te Maximum-J-Konfigurationen. Diese Bedingung wird, zumindest annähernd, in
quasi-isodynamischen Stellaratoren erreicht, zu denen auch Wendelstein 7-X ge-
hört. In solchen Konfigurationen erfolgt die poloidale Präzession der gefangenen
Teilchen in entgegengesetzter Richtung zur Propagation der Driftwellen. Insta-
bilitäten, die von gefangenen Teilchen getrieben werden, sind üblicherweise auf
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eine Resonanz dieser beiden Frequenzen angewiesen. In diesem Zusammenhang
wird in einer analytischen Rechnung der Transfer der elektrostatischen Energie
zwischen den Teilchen und den Fluktuationen analysiert. Dabei zeigt sich, dass
gefangene Teilchen, deren charakteristische Frequenz weit über der Frequenz der
betrachteten Instabilität liegt, der Instabilität Energie entziehen. Aufgrund ihrer
geringen Masse und der damit verbundenen hohen thermischen Geschwindig-
keit erfüllen die Elektronen im Plasma fast immer diese Bedingung und wirken
somit für viele Instabilitäten stabilisierend. Aus der analytischen Theorie folgt
daher, dass optimierte Stellaratoren dank der fehlenden Resonanz bezüglich von
gefangenen Teilchen getriebenen Instabilitäten deutlich stabiler sein sollten als To-
kamaks.
Reale Stellaratoren sind jedoch immer nur annähernd quasi-isodynamisch, wes-
halb sich die Frage stellt, inwieweit diese von der vorhergesagten erhöhten Stabi-
lität profitieren. Aus diesem Grund werden hier die Stabilitätseigenschaften zwei-
er nahezu quasi-isodynamischer Stellaratoren untersucht. Wendelstein 7-X und
der fast perfekt quasi-isodynamische QIPC werden numerisch mit dem National
Compact Stellarator Experiment (NCSX) und einem typischen Tokamak vergli-
chen. Mit Hilfe des gyrokinetischen Codes GENE werden dazu elektrostatische,
von Dichte- und sowohl Ionen- als auch Elektronentemperaturgradienten getrie-
bene Instabilitäten unter Vernachlässigung von Stößen und elektromagnetischen
Effekten untersucht. Für QIPC und Wendelstein 7-X ergeben sich in jenen Simu-
lationen, in denen die Elektronen kinetisch behandelt werden, deutlich niedrigere
Anwachsraten. Dies lässt sich darauf zurückführen, dass die Elektronen tatsäch-
lich, wie von der analytischen Theorie vorhergesagt, den Fluktuationen Energie
entziehen und sie damit stabilisieren, wie eine Diagnostik des Energietransfers
zeigt. Wenn im Gegensatz dazu nur die Ionen kinetisch behandelt werden, die
Elektronen jedoch als sich im thermodynamischen Gleichgewicht befindend ange-
nommen werden, gibt es keine stabilisierenden Effekte. Diese Ergebnisse deuten
darauf hin, dass auch unvollständig optimierte Stellaratoren von den verbesserten
Stabilitätseigenschaften von perfekten Maximum-J-Konfigurationen profitieren.
Insgesamt kann daher vermutet werden, dass quasi-isodynamische Stellarato-
ren, zusätzlich zu dem schon reduzierten neoklassischen Transport, auch einen
reduzierten turbulenten Transport aufweisen, zumindest in gewissen Regionen
des Parameterraumes.
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I N T R O D U C T I O N
Could Wendelstein 7-X, the fusion experiment under construction in Greifswald,
Germany, be the predecessor of the first fusion power plant? Will stellarators fi-
nally catch up with axisymmetric devices when it comes to keeping the plasma
confined, whilst providing other advantages in addition? Could fusion power just
be around the corner?
It is too early to give definite answers to any of these questions, since Wendel-
stein 7-X, soon to become the most advanced stellarator in operation in the world,
still has to show experimentally how successful the optimisation has been. But so
far many of the theoretical investigations dealing with Wendelstein 7-X and stel-
larators similar to Wendelstein 7-X, so-called quasi-isodynamic stellarators, yield
encouraging results when it comes to the main challenge in magnetically confined
fusion plasmas - the outward transport of heat and particles that is due to insta-
bilities of the plasma.
In this thesis one aspect of the undesired transport in quasi-isodynamic stel-
larators will be analysed. The focus will be on the linear stability of small-scale
instabilities that are driven by particles trapped in regions of low magnetic field.
To give a broader understanding of the problem of transport and confinement,
the next section will deal with fusion in general and the quest for a successful
reactor concept.
1.1 the essentials of fusion power
As early as 1920, Arthur Eddington suggested that the energy radiated by the
Sun comes from fusion reactions in the core (and in 1939 Hans Bethe discovered
the entire cycle of fusion reactions [1]). The initial reaction of the chain of fusion
events is the fusion of four protons to a Helium ion, during which a large amount
of energy is released. This energy release is due to the binding energy of the nuclei,
which is larger for Helium than for Hydrogen. The difference is liberated during
the fusion process. Due to the large forces involved, the energy released per unit
mass is orders of magnitude higher than for a chemical reaction and even fission.
It is partly because of this fact that nuclear fusion is a highly desirable source of
energy and could indeed power the entire world.
While the process of Hydrogen fusion to Helium works reasonably well on the
Sun, it is not an option for a terrestrial energy source, because the reaction rates
1
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are too slow for a self-sustaining fusion reactor. Among the alternative reactions,










1 T →42 He+10 n+ 17.6MeV,
is the reaction with the largest cross section and the lowest required temperatures.
This reaction is therefore chosen for future fusion reactors. The energy is liberated
in form of kinetic energy of the neutron and the Helium, where the neutron car-
ries 80% of the energy due to momentum conservation.
While the temperatures that are needed to overcome the Coulomb repulsion are
lower than for other fusion reactions, we still require 10− 15keV (170MK)[2] as
the mean temperature of the the plasma, which is of course higher than any ma-
terial can withstand. Additionally, in order to have a self-sustaining reactor, the
energy of the Helium, which is supposed to remain in the plasma, is distributed
among the plasma constituents via collisions. Hence we need a minimum den-
sity n together with a sufficient energy confinement time τE, which is the rate at
which energy is lost. The product of the three quantities, temperature T, density
n and confinement time τE, is required to overcome a certain threshold given by
the Lawson criterion [3]
nτET > 3× 1021 keV sm3 ,
above which the fusion power equals the radiation losses for a plasma tempera-
ture of T = 10keV. This product was introduced by Lawson in slightly modified
form in 1957 [4]. Consequently there are several options to achieve fusion: One
possibility is to choose the density to be high and only to confine the plasma for
a very short time - this is the path of inertial confinement fusion [5]. The other op-
tion, which is the one applicable to magnetic confinement, is to confine the plasma
for longer times at lower densities.
In order to successfully confine the plasma by means of a magnetic field we need
a force balance between the pressure gradient ∇p and the Lorentz force j× B,
∇p = j× B,
where j is the current density and B is the magnetic field. Together with the two
Maxwell’s equations concerning a static magnetic field,
∇× B = µ0j,
∇ · B = 0,
it is possible to calculate an equilibrium magnetic field to confine the plasma.
From the equation of force balance it follows that the pressure must be constant
along both the current density and the magnetic field lines:
B · ∇p = 0,
j · ∇p = 0,
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which means, according to Poincaré’s “hairy-ball” theorem, that surfaces of con-
stant pressure, also called flux surfaces because the magnetic flux enclosed by
such a surface is constant, must have the shape of a torus.
At present, several concepts for toroidal confinement are being pursued, among
which we will concentrate on the tokamak and the stellarator.
1.1.1 tokamaks
In 1952 two Russian scientists, Tamm and Sakharov, came up with the tokamak
concept, whose main feature is a strong toroidal field that is created by coils in
the poloidal direction (toroidal denotes the long way around the torus, poloidal
the short way). A purely toroidal field Bt, however, would lead to strong particle
drifts due to the inhomogeneity of the field. An additional field in the poloidal
direction Bp is thus required. In a tokamak, this field is mainly created by the
plasma itself. The toroidal current producing this poloidal field is induced by
means of a transformer coil, Fig. 1.1, where the plasma acts as the secondary
winding. In addition poloidal field coils are required for position control and
enhanced stability.
Figure 1.1: A schematic tokamak, figure courtesy of C. Brandt
As can be seen in Fig. 1.1, the tokamak is almost perfectly axisymmetric, except
for the magnetic field ripple caused by the finite number of toroidal field coils.
It is due to this symmetry that tokamaks confine the plasma better than unopti-
mised non-axisymmetric devices. Only so-called quasi-symmetry will retain this
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property of good particle confinement, which will be discussed in more detail in
Section 1.2. While the best plasma parameters nτET have been achieved with the
tokamak concept, there are some inherent disadvantages. For one thing, due to
the transformer action, tokamaks cannot run in steady state which prevents con-
tinuous operation as may be required by a reactor. Moreover, the large plasma
current can cause so-called disruptive instabilities, or disruptions, which lead to
very strong forces on the machine and severe heat fluxes that can damage the
machine. Both these disadvantages are absent in stellarators.
1.1.2 stellarators
As the story goes, it was in the Colorado ski lifts in 1951 that Lyman Spitzer
Jr., an astrophysicist from Princeton University, also thought of a magnetic field to
confine the fusion plasma [6]. To overcome the magnetic drifts in a purely toroidal
field he suggested to twist the torus into a shape of the number 8, thus providing
a twist in the magnetic field without the need for a current. The stellarator concept
was thus born. Nowadays stellarators do not have the figure-8 shape but instead
the twist of the field is achieved by an additional set of coils - helical coils in
classical stellarators (Fig. 1.2).
Figure 1.2: A schematic classical stellarator, figure courtesy of C. Brandt
However, because the axisymmetry is lost in stellarators, the first stellarator exper-
iments performed poorly compared with tokamaks when it came to confinement.
Only if another form of symmetry is found can the good confinement properties
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be retained. This leads us to the concepts of quasi-symmetry, omnigeneity and
quasi-isodynamicity.
1.2 omnigeneity, quasi-symmetry and quasi-isodynamicity
The formulation of symmetry in stellarators is best understood if we employ mag-
netic coordinates (ψ, θ, ϕ), where ψ denotes the toroidal magnetic flux enclosed
by a magnetic surface, θ is a poloidal-angle-like coordinate and ϕ a toroidal-angle-
like coordinate. Thus we obtain the toroidal flux
2piψ =
ˆ








∇ψ′ · (∇θ ×∇ϕ) . (1.1)
Similarly, the poloidal flux χ is calculated as
2piχ =
ˆ








∇ψ′ · (∇θ ×∇ϕ) . (1.2)





which also expresses the number of poloidal turns of a magnetic field line per
toroidal turn. In tokamak physics, the rotational transform is often replaced by its
inverse, the safety factor q = 1/ι. If ι is a rational number the field line will come
back to its starting point after a finite number of turns. Flux surfaces where this is
the case are very prone to certain types of instabilities, especially if ι is a low-order
rational. If, however, ι is irrational, the field line will wind indefinitely around the
torus until eventually the entire flux surface is covered. Due to this fact an average
of a function f over the entire flux surface at radial position ψ can be written as
an integral along a field line











where dl is a length increment along the magnetic field. With the rotational trans-
form the binormal coordinate can be introduced by defining α = θ − ιϕ. It can be
shown that then the magnetic field can be written in the Clebsch representation
B = ∇ψ×∇α, (1.5)
so that B is manifestly divergence free. In such a magnetic field, the movement
of a particle in a strongly magnetised plasma, such that the gyroradius ρ is much
smaller than any macroscopic length scale L, i.e. ρ/L  1, is described by a




− Zeαψ˙− µB− Zeφ, (1.6)
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where we have assumed that the particle moves in lowest order only along the
magnetic field in the l-direction and where the magnetic potential was chosen
to be A = −α∇ψ. It can easily be seen that the Lagrangian does not depend
on α˙, such that the canonical momentum pα = ∂L/∂α˙ = 0. Hence we obtain
p˙α = ∂L/∂α = 0. From this we can deduce an expression for the radial drift




























































and where τb is the bounce time and where l1 and l2 are taken to be the bounce




mv‖dl = J(α,ψ, E, µ). (1.11)
The goal of magnetic confinement fusion is to keep the particles from drifting
outwards in the radial direction. Thus, the radial drift should vanish when aver-
aged over a bounce period. Magnetic fields that satisfy this condition are called
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but instead be constant on a given flux surface, J = f (ψ). We now have two
options, one where J has its minimum on the magnetic axis, the other one where




one speaks of a maximum-J configuration since J has its maximum at the plasma
centre. J only depends on the energy, the magnetic moment and (through the




where we used the definition (1.7) of v‖. Also we know that, if a low-frequency








must vanish, δJ = 0, since J is an adiabatic invariant. Therefore we obtain for the




which is positive if the particle is moved outwards, δψ > 0. It therefore costs
energy to move a particle outwards. Hence maximum-J geometry is beneficial for
stability [9]. In the best case all particles would have ∂J/∂ψ < 0, this is however
difficult to achieve, so usually there are some particles with ∂J/∂ψ > 0.
Another feature of omnigenous fields is that the contours of minimum magnetic
field strength are closed, either toroidally or poloidally or helically.
Let us now turn to the question how to obtain an omnigeneous field. If we assume
that the energy E in Eq. (1.7) is conserved as well as the magnetic moment µ, only
the magnetic field strength B needs to be symmetric.
If B would be constant on the entire flux surface,
|B| = B(ψ)
there would be no trapped particles at all. This would be one option for a con-
figuration with a radial drift that vanishes altogether, vd · ∇ψ = 0. Palumbo [10]
suggested this already in 1968 and called such a configuration isodynamic. For
toroidal configurations, however, a magnetic field whose strength only depends
on the flux surface label cannot exist. This becomes clearer when going close to
the magnetic axis, that is the innermost flux surface which consists of only one
single field line. There the magnetic field must have a curvature and thus must
have a poloidal variation in addition to the dependence on the flux surface label.
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While B(ψ) is not possible in a torus, we can obtain a J that is independent of α
by writing
|B| = B(ψ, Mθ − Nϕ)
for integers N and M and where θ and ϕ are Boozer angles [11]. The field is
thus quasi-symmetric. If N = 0 there is only a poloidal dependence and the field
is quasiaxisymmetric, similarly if M = 0 the field is quasipoloidally symmetric. If
both N, M 6= 0 the field is quasihelically symmetric. Examples for such geometries
are realised in current experiments. The Helically Symmetric Experiment (HSX)
in Madison, USA, is, as the name suggests, a helically symmetric stellarator. The
National Compact Stellarator Experiment (NCSX) that was supposed to be built in
Princeton, USA, would have been a quasiaxisymmetric stellarator, whose magnetic
field and stability properties are very similar to a tokamak of the same aspect ratio
(see also Chapter 4). The line between tokamaks and stellarators is thus blurred
[12].
Quasisymmetric magnetic fields have a vanishing time-averaged radial drift and
are thus omnigeneous [13], but also other classes of omnigeneous configurations
can have particularly desirable properties. One of these classes are the so-called
quasi-isodynamic stellarators, which are omnigeneous and possess trapped parti-
cles that precess around the torus poloidally, rather than toroidally as in a toka-
mak. In these configurations, the parallel current is particularly small, which typ-
ically makes the magnetic configuration robust at higher plasma pressure [14].
While it can be shown that perfect quasi-isodynamicity cannot be attained [15],
there are some recently proposed configurations that come close, especially at
high plasma pressure [16]. Also, Wendelstein 7-X approaches quasi-isodynamicity
[17].
Until recently, the optimisation of stellarators was focussed on maximising mag-
neto-hydrodynamic stability and minimising the neoclassical transport. With qua-
sisymmetric and quasi-isodynamic devices on the horizon and the hope for re-
duced radial drifts, the turbulent, or “anomalous,” transport gains importance.
This transport is caused by microinstabilities, to which we thus turn our atten-
tion.
1.3 drift waves and microinstabilities
While large scale instabilities should not be a major problem in optimised stellara-
tors, the small scale instabilities do threaten successful fusion experiments. These
so-called microinstabilities are, as the name suggest, of small scale of the order of
the Larmor radius. The transport they tend to cause, “anomalous” or turbulent
transport, is expected to play a major role in stellarators where the neoclassical
transport is rendered small by the optimisation.
Microinstabilities draw energy from the gradients of density and temperatures,
and are, at the marginal stability point, driven by one particle species (electrons or
ions) while the other species stabilises the instability. In this section the dominant
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microinstabilities for tokamaks and stellarators will be described in simplified
cartoons, with the focus on electrostatic instabilities. While the cartoons are well
suited for an intuitive grasp of the instabilities, thorough mathematical analyses
are required to fully understand the underlying mechanisms. For the trapped-
electron mode this analysis will follow in Chapter 3.
We start with the drift wave, which is technically a stable wave but can be driven
unstable. Trapped-electron modes and ion temperature gradient modes, which
cause most of the transport in tokamaks and which might therefore be dangerous
for stellarators as well, will be described subsequently.
1.3.1 drift waves
The main requirement for a drift wave is a background density gradient ∇n0 - in
the cartoon (Fig. 1.3) this is drawn in the x-direction, in a fusion device the gradi-
ent would point radially inward. If the density is slightly perturbed, for example
in the form of a periodic modulation, the perturbed density n = n0 + n1 will be
higher than before in some regions and lower in others. Because the electrons are
much lighter than the ions, they can move rapidly along the field lines (in the
z-direction in our cartoon, along the torus in a fusion device) until the potential







Note that the density perturbation and the potential perturbation are in phase.
The electrostatic potential leads to an electric field (denoted by the black arrows),
such that the maximum of the resulting E× B-drift (denoted by the red arrows) is
shifted from the maximum of the density perturbation by pi/2. The perturbation
thus travels in the y-direction, which would correspond to a poloidal direction of
propagation in a torus. The amplitude of the perturbation remains constant, that
is, there is no growth.
Figure 1.3: Drift wave mechanism
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1.3.2 trapped-particle mode (tpm)
The trapped-particle mode can basically be regarded as a drift wave that is driven
unstable. We again start by considering a density perturbation on top of a back-
ground density gradient ∇n0 in the x-direction. Now, both species are considered
to react kinetically and we assume that the particles experience a drift that is in
opposite directions in y (poloidally in a torus) for ions and electrons, for example
the magnetic curvature drift. For passing particles, that is, particles whose paral-
lel velocity is large enough that they will not be reflected by the magnetic field,
these drifts are averaged out while they travel across the entire torus. Trapped
particles, however, will experience a drift that does not vanish on average. Due to
the different densities in the y-direction, a charge separation occurs (see the red
crosses in Fig. 1.4, note that there is a phase shift between potential and density
perturbation) which leads to the emergence of an electric field (black arrows) and
thus an E× B-drift (red arrows). The maximum of the E× B-drift coincides with
the maximum of the density perturbation, and thus the perturbation is enhanced
and the instability grows.
While this explanation relies on a density gradient only, a temperature gradient
can also lead to a trapped-particle instability. The difference is that the charge
separation does not come from different numbers of particles travelling in distinct
directions but from the dependence of the mean drift velocity on the temperature.
This mechanism is explained in more detail in the next paragraph.
Figure 1.4: Trapped particle mode mechanism
1.3.3 ion temperature gradient mode (itg)
Another mode relying on a drift is the ion temperature gradient mode. As the
name suggests, only the ion kinetic response is considered, while the electron
response is neglected. In contrast to the two previous paragraphs, here an equi-
librium ion temperature gradient ∇Ti is necessary. As with the density gradient,
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the temperature gradient is assumed to be in the x-direction. For a fusion device
where the plasma is hotter in the core, the gradient would point in the negative
radial direction. Again a perturbation - this time in the temperature - is assumed.
If we now assume a negative y-directed drift velocity proportional to the tem-
perature T, it can be observed that this drift will be larger in regions of high
temperatures than in regions of low temperatures. An electrostatic potential will
thus build up (red crosses in Fig. 1.5), because the ions leave the regions of higher
temperature faster then they will stream in from the other side. Just as for the
trapped-particle mode, the resulting E× B-drift (red arrows) is in phase with the
temperature perturbation, thus transporting more hot particles into the already
hotter regions of the plasma - thus the instability is growing. If the direction of
the drift velocity were reversed with respect to the underlying temperature gradi-
ent, for example on the inner side of the torus, the perturbation would be reduced
and there would be no unstable mode.
If there is a density gradient as well as an ion temperature gradient, which is
the norm in a fusion device, the drift wave mechanism will compete with the
ITG mechanism. The phase between the perturbation and the E× B-drift will be
changed, so that the ITG mode is stabilised if the density gradient is high enough
[18, 19]. This stabilisation has been observed to occur below ηi = ∇ ln Ti/∇ ln n =
2/3.
The roles of ions and electrons could also be reversed if electrons but not ions
are considered kinetically. This would happen for instabilities with frequencies so
high that the ions are practically non-magnetised. In this case and if the underly-
ing temperature gradient is in the electron temperature, an analogous mode arises,
which is called the electron temperature gradient mode (ETG). The difference is
that both the time and spatial scales are smaller by a factor of the square root
of the mass ratio
√
me/mi, which means the growth rates and wave numbers are
higher.
Figure 1.5: Ion temperature gradient mode mechanism
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It has to be noted that, although distinguishing the different types of modes might
seem straightforward, there can be transitions from one mode to another. This is
due to the non-hermiticity of the linear gyrokinetic operator, which implies that
there can be so-called exceptional points, where both the eigenvalue as well as the
eigenvector coincide. Thus, transitions between two modes, for example an ITG
and a TPM in the system, are possible and are indeed observed [20].
1.3.4 from linear theory to quasi-linear estimates of turbulence
levels
As explained above, the cross-phases between the perturbed quantities are crucial
for characterising different instabilities. Surprisingly, if the cross-phases of linear
theory are compared with non-linear simulations, they are often found to match
very well. On this basis quasi-linear models are established to gauge levels of
particle flux Γ and heat flux Q from linear growth rates γ. According to quasi-





where ky denotes the perpendicular wave number [21, 22]. Therefore, large-scale
fluctuations are expected to contribute most to the heat fluxes, even if the growth
rate might not have its maximum there.
However, these quasi-linear models have limits. Non-linear interactions between
different types of modes, for example between ITGs and TEMs, which can lead to
enhanced mode activity, are not considered, nor are cross-scale couplings between
modes of different scales. Also, sub-dominant or even damped eigenmodes may
be excited non-linearly and therefore contribute to the fluxes, which cannot be
treated by quasi-linear models. Other phenomena that are not captured include
zonal flow physics, where poloidal flows in the plasma shear apart turbulent ed-
dies and thus suppress the turbulence, or non-local transport phenomena such
as heat flux avalanches or “blobs”, which will lead to other turbulent fluxes than
expected from quasi-linear theory.
1.4 scope of this thesis
As explained in this chapter, stellarator optimisation has led to the point that the
neoclassical transport in stellarators might be reduced to the level seen in axisym-
metric devices. The next challenge is thus to reduce the turbulent or anomalous
transport as well. The question that arises is how the optimisation affects the mi-
croinstabilities that cause most of the observed turbulent transport. In this thesis
the class of quasi-isodynamic stellarators shall be examined. These stellarators
promise to have no time-averaged radial drift of any type of particles, thus the
confinement is expected to be significantly better than for non-optimised stellara-
tors of comparable size. Here a theory will be developed to describe the stability
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properties of the trapped-particle instability and the trapped-electron mode in
quasi-isodynamic stellarators. Afterwards, the theory will be tested in realistic
configurations using gyrokinetic simulations. The aim is to gain insight on the
influence of the geometry of stellarators on the most important microinstabilities.
In the next chapter, Chapter 2, the concept of gyrokinetic theory will be intro-
duced, which will lay the groundwork for the theoretical description of trapped-
particle modes in stellarators in Chapter 3. There, the stability of quasi-isodynamic
stellarators will be demonstrated. In addition, expressions for the mode frequency
will be derived using a variational principle. Since perfectly quasi-isodynamic con-
figurations cannot be achieved, gyrokinetic simulations are performed in different
geometries, ranging from a shaped tokamak via the quasi-axisymmetric stellarator
NCSX to Wendelstein 7-X and the most quasi-isodynamic stellarator proposed to
date, the QIPC. The linear results for different kinds of instabilities are presented
in Chapter 4. The findings are summarised in Chapter 5, where an outlook on
further challenges is also provided.

2
G Y R O K I N E T I C S
2.1 the kinetic description of a plasma
There are different approaches to tackle the many-particle-problem of magnetic
confinement fusion. If large scale phenomena are to be studied, such as plasma
waves with wave lengths of the order of the plasma device, a fluid approach can
be useful. This exploits the fact that the plasma behaves like an electrically con-
ducting fluid due to its collective behaviour. The fluid quantities that are used
to describe the plasma are the particle density na(x, t) at the position x and time
t, the macroscopic fluid velocity Va(x, t) and further tensor expressions related
to the kinetic energy of the plasma and fluxes of energy and momentum. In all
quantities a denotes the particle species and can be e for the electrons, i for the
Hydrogen ions and other subscripts for impurity species. Equations linking these
quantities are derived by employing conservation laws for the total number of
particles and the total momentum.
However, the fluid description has its limits, especially phenomena in low-colli-
sionality plasmas are not easily described. A kinetic treatment of the problem is
therefore required. Each particle species a is described by a particle distribution
function fa(x, v, t), where by integrating over the velocity space the zeroth mo-
ment, the particle density,
na(x, t) =
ˆ
fa(x, v, t)d3v, (2.1)
can be obtained. The quantity fa(x, v, t)d3xd3v can therefore be interpreted as
the number of particles of species a in the volume element d3xd3v surrounding
the position (x, v) in the phase space of position x and velocity v. Other fluid
quantities can be retrieved by taking higher orders of the distribution function. By
taking the first moment we obtain the macroscopic fluid velocity
Va(x, t) =
ˆ
v fa(x, v, t)d3v. (2.2)
In the 6-dimensional phase space particle numbers must be conserved, so we can
use the continuity equation to describe the evolution of the distribution function.
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Figure 2.1: The evolution of the distribution function f in phase space is given by the
continuity equation, change can only occur through flux into and out of the
phase space element or through collisions
As in hydrodynamics the change of the number of particles in an element in phase
space surrounding the point (x, v) = z can only occur through fluxes into and out
of the phase space element or through collisions (Fig. 2.1), which results in a
continuity equation (in 6 dimensions)
∂ fa
∂t
+∇z (z˙ fa) = Ca( fa), (2.3)
where Ca denotes the collision operator describing small-scale Coulomb interac-
tions between the particles and z˙ = (x˙, v˙) denotes the flow velocity of particles
in phase space. If other forces such as gravity are neglected, the acceleration for




(E+ v× B) .
We thus obtain the kinetic equation
∂ fa
∂t
+ v · ∇x fa + eama (E+ v× B) · ∇v fa = Ca( fa) (2.4)
where ma and ea denote the particle mass and charge, respectively, and where we
have used
∇x · v = 0 and ∇v · (E+ v× B) = 0
Depending on which type of collision operator is used we obtain different equa-
tions. If we want to describe a gas the Boltzmann operator is suitable, the equation
then becomes the Boltzmann equation. In plasmas the dominant collision process
are Coulomb interactions, which are described by the Fokker-Planck operator, and
the equation is called the Fokker-Planck equation. In very hot plasmas, however,
the collision frequency is very small. Therefore neglecting collisions altogether can
be a valid approximation. The equation with Ca = 0 is called the Vlasov equation.
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2.2 the gyrokinetic equation
The variables for real space and velocity space in Eq. (2.4) can be adapted to the
problem. In a magnetic field, the charged particles gyrate around the field lines
(Fig. 2.2) with the gyro-radius ρa =
√
2maTa/eaB, where Ta is the temperature.
In magnetic confinement fusion, the plasma is usually highly magnetised, i.e. the
gyro-radius is much smaller than any macroscopic scale length L: ρa/L 1.
Figure 2.2: Helical motion of a charged particle around a magnetic field line
For magnetised plasmas we choose convenient variables: We define the energy
E that consists of kinetic energy and electrostatic potential energy, the magnetic











where Ωa = eaB/ma is defined as the gyro-frequency (or cyclotron frequency)
and bˆ is the unit vector along the magnetic field. Additionally we use ϑ as the
gyro-angle. Then, the general gyrokinetic equation (2.3) becomes
∂ fa
∂t











We now note that the gyro-angle varies as ϑ˙ ' −Ωa. The change of energy can be






















+ eav · ∇φ












We then decompose the distribution function into
fa = fa0 + ga,
where fa0 denotes the equilibrium distribution function including adiabatic re-
sponses to small electric fields ∝ −eaφ/Ta, and ga is the small non-adiabatic part
of the perturbed distribution function, ga  fa0. In the literature sometimes the
adiabatic part is separated from the equilibrium part, and the resulting expansion
is
fa = fa0 + fa1 + . . . , with fa1 = ga − eaφTa fa0.
Here, however, the adiabatic response is included in fa0. If we assume that the








∇ga ∼ ∇ fa0,
we obtain in lowest order ∂ fa0/∂ϑ = 0, that is the equilibrium part is independent







∼ δ 1, (2.5)
where ω and L denote the typical frequency and the length scale of the perturba-






+ R˙ · ∂
∂R
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where na(ψ) is the density and Ta(ψ) is the temperature. Both quantities are as-
sumed to be constant on a flux surface with the flux surface label ψ. The approx-
imation in the exponential term is only possible if we assume the potential to be
small, i.e. eaφ/Ta ∼ δ  1, which will result in the extra term containing the

















+ R˙ · ∂
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which is therefore the largest term.





and in the next order after gyro-averaging while keeping the gyro-centre constant
(denoted by 〈. . .〉R)
∂ga0
∂t
+ 〈R˙〉R · ∂
∂R








fa0 = 〈Ca〉R . (2.7)
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We have therefore eliminated the ∂/∂ϑ-term. The gyro-averaged velocity can be








R˙dϑ = v‖bˆ+ vE + vd,
where the ExB-drift vE, and the magnetic drift vda, which arises due to curvature











∇ ln B+ v2‖κ
)
. (2.8)
Using the fact that fa0 is a flux function and thus does not vary along the magnetic








 ·∇ga0−〈C〉R = −
vE + vd︸︷︷︸
B










where the term A is nonlinear in the fluctuations and is thus neglected in the lin-
ear stability analysis.
The term B gives the neoclassical response in ga0, which simply adds to the fluc-
tuations driven by the other two terms on the right. Because the fluctuations vary
slowly along the field lines but rapidly across them we write
φ(r, t) = φˆ(r,ω)ei(S(r)/δ−ωt)
where φˆ(r) and S(r) are assumed to vary on the long (equilibrium) spatial scale,






The ballooning transform (see next Section 2.3) allows us to assume ∇‖S = 0.









































Here we have used the integral defining the Bessel Function of zeroth order
ˆ 2pi
0
eix sin ϑ dϑ =
ˆ 2pi
0
cos(x sin ϑ)dϑ = 2pi J0(x).
Now consider the remaining term on the RHS




















































k⊥ · bˆ×∇ fa0. (2.10)
Since the equilibrium distribution function fa0 is a flux-function, the spatial deriva-
tive can be expressed as
∇ fa0 = ∂ fa0
∂ψ
∇ψ
and if the magnetic field has the form
B = ∇ψ×∇α
the perpendicular wave vector can be written in terms of the two components
perpendicular to B
k⊥ = kψ∇ψ+ kα∇α.
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Accordingly, Eq. (2.10) can be simplified further











































For the remaining terms, we Fourier transform ga0 and separate the slow and fast
variation










v‖∇‖ gˆa − i(ω−ωda)gˆa
]
ei(S(R)/δ−ωt) (2.13)
where we define the magnetic drift frequency as
ωda = k⊥ · vda. (2.14)
Without the terms A and B introduced above the gyro-kinetic equation becomes















In the remainder of this thesis collisions will be neglected, since the collision fre-
quency is usually small compared with the frequencies of observed modes. From
here on Ca ' 0 and the hats will be omitted from both the perturbed distribution
function and the electrostatic potential. The dependences on frequency ω and the
slow variation in space will be implied. Therefore, we will work with the gyro-
kinetic equation in the following form:
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2.3 the ballooning formalism
As already mentioned, it is convenient to write the perturbed quantities such as φ
or ga0 in terms of a slowly varying amplitude and a fast varying phase, e.g.
φ(r, t) = φˆ(r,ω)ei(S(r)/δ−ωt). (2.17)
Since the variation along the magnetic field is much slower than across the field
in magnetised plasmas, we would like to be able to write ∇‖S = 0 or at least
∇‖S  ∇⊥S. We expand S = S0 + S1 + . . ., which means that ∇‖S0 = 0, that is
S0 must not vary along a field line. On an irrational flux surface of a torus, where
a magnetic field line will never close in itself but rather wind around the torus
infinitely until the entire flux surface is covered, this means that S0 is constant on
the entire flux surface, which renders the phase factor useless. Therefore, we can-
not reconcile the desired slow variation on every flux surface with the periodicity
constraint of the torus.
This quandary was solved in the mid 70s, e.g. in [23] by a transformation to re-
move the periodicity constraint. The first solutions were presented in 1978 [24, 25]
for axisymmetric systems, and later Antonsen and Lane [26] and Dewar and
Glasser [27] extended the Ballooning formalism to non-axisymmetric systems.
We write [9]




φ(ψ, θ − 2pim, ϕ), (2.18)
such that the periodicity in θ is given immediately and where we only require φ
to be periodic in ϕ, but not in θ. If we now need to solve an eigenvalue problem
of the form
L(ψ, θ, ϕ,ω)φ = 0, (2.19)
then, given that the operator L is periodic in both θ and ϕ, the same eigenvalue
problem needs to be solved for the Fourier components φ
L(ψ, θ, ϕ,ω)φ = 0. (2.20)
but now without the periodicity constraint in θ. Instead, there is a requirement
that φ should go to zero at the boundaries of the infinite domain in θ. Because we
are free of the periodicity constraint, it is now possible to write
φ(ψ, θ, ϕ) = φˆ(ψ, α, ϕ)eiS(ψ,α), α = qθ − ϕ. (2.21)
φ is periodic in ϕ if we demand periodicity for φˆ in ϕ and that eiS(ψ,α) be 2pi-
periodic in α. In general, the Ballooning transform greatly simplifies problems
posed in the theory of toroidal plasmas. The transform only might fail if the shear
sˆ = dq/dψ becomes very low, for example at a q-minimum [28].
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2.4 solutions of the gyrokinetic equation
2.4.1 the simplified ion and electron solutions
Returning to Eq. (2.16) and neglecting collisions, we will now discuss the most
commonly used approximations to solve this equation. If the particles move slowly
along the magnetic field compared with the mode frequency, k‖vTa  ω, the first








(ω−ωda) J0 fa0 (2.22)
This is sometimes a good approximation for the ions.
In the limit where the first term in Eq. (2.16) is instead dominant, we expand
ga = ga0 + ga1 + . . . ,
and conclude that ∇‖ga0 = 0, which means that ga0 must be a function of energy
E and magnetic moment µ only. We then take a bounce average in order to remove
the dominant term.
This averaging procedure requires special care for the trapped particles that do
not travel along the entire field line. For passing particles the averaging is rather
straightforward. If it is assumed that
v‖∇‖ga0 = S

















−∞ = 0 (2.23)
for passing particles, where the last equality is due to the requirement that ga0
must vanish at the boundary of the phase space.
For trapped particles we need to be more careful and integrate along the trapped-
particle orbit (see Fig. 2.3, any other shape of trapped-particle orbit is possible as
well).





(E − µB) (2.24)





Figure 2.3: Banana orbit of a particle guiding centre























(S(σ = 1) + S(σ = −1)) dl√
2
m (E − µB)










































since at the bounce points the parallel velocity vanishes, v‖ = 0, and thus ga0
cannot depend on σ.






for both trapped and passing particles, where the closed integral implies integra-
tion along the entire field line for passing particles and integration over the bounce
orbit for trapped particles.
If the entire gyrokinetic equation is divided by v‖ and integrated along the field
line and then divided by
¸ dl
v‖

























and since v‖∇‖ga0 = 0 and only ωda, φ and J0 vary along the field line, we obtain



































Thus, the solution for particles moving fast along the magnetic field line compared









For passing particles, Eq. (2.28) vanishes. In the limit
k‖vTi  ω  k‖vTe
the first solution (Eq. (2.22)) is appropriate for ions and the second (Eq. (2.28)) for
electrons.
2.4.2 general solution to the collisionless electrostatic gyroki-
netic equation
Even though the two solutions for ions and electrons derived above are good
approximations in many cases, more general expressions will be required if the
frequency ordering is less clear. Here we follow the derivations already presented
in 1980 by Connor, Hastie, Tang and Taylor [29, 30]. Thus let us return to the full
collisionless gyrokinetic electrostatic equation (Eq. (2.16))








If the derivative along the magnetic field is written as ∇‖ = d/dl with l the














+ p(l)ga = f (l)
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where we define





































≡ exp [−iM (ω, l0, l′)].

















Let us now consider passing particles. Particles with a positive velocity along the
magnetic field v‖ = |v‖| will start at l0 = −∞ and travel in the positive l-direction.
Because of normalisation ga(±∞) = 0, so the second term in Eq. (2.30) vanishes for










Similarly, for passing particles travelling in the negative direction along the mag-










where we noted that the starting point in Ballooning space is l0 = ∞ and that










dl = iMv‖>0(ω, l, l
′).










for a counterclockwise closure of the curve. When the definitions for f (l) and







































t−ω exp−iM(ω, l, l
′)
To determine in which direction the integration should proceed, the exponent can








Consequently, if l′ > l the contour of integration should be closed below the real




−i ´ l′l ω−ωda|v‖| dl′′
]
if Imω < 0
0 if Imω > 0
Conversely, if l′ < l, the contour is closed above the axis and the integral gives
I =
0 if Imω < 0+2pii exp [−i ´ l′l ω−ωda|v‖| dl′′] if Imω > 0
Since we are interested in growing instabilities, the growth rate γ = Imω
!
> 0.
Thus only the region with l′ < l contributes to the integral (and the integral is
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(−iM(t, l, l′)) dl′|v‖|
]
(2.35)






































For trapped particles the solutions are derived differently. First, analogous to the
solutions for passing particles with velocities in positive and negative direction






























where l1 and l2 are the two bounce points immediately surrounding l and the last
terms are kept in order to ensure particle conservation at the bounce points. The
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values of ga,t,v‖>0(l1) and ga,t,v‖<0(l2) are determined through the boundary con-
dition that the solutions for particles in the positive and negative direction must
be equal at the bounce points, i.e. ga,t,v‖>0(l1) = ga,t,v‖<0(l1) and ga,t,v‖>0(l2) =
ga,t,v‖<0(l2). After some algebra we obtain


































































































i sin (M(ω, l1, l2))
[ˆ l
l1






























× cos (M(ω, l1, ll)) cos (M(ω, lu, l2)) (2.40)
which is exactly as found by Connor et al in Eq. (14) of [29]
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2.5 quasi-neutrality
A very important concept in plasma physics is quasi-neutrality, an effect due to
the collective behaviour of the plasma. We start by looking at the Poisson equation
∇2φ = e(ne − ni)
e0
where ne and ni are the electron and ion densities. If we assume a typical plasma










Let us now assume the ion and electron densities are nearly at the same value n0
but with small deviations δna
ne = n0 + δne
ni = n0 + δni.











e0T0/n0e2 is the Debye length, a shielding parameter that denotes
after which length the electrostatic potential of a point charge has dropped to 1/e
of its Coulomb value. In fusion plasmas, the Debye length is usually one of the
smallest length scales in the system. Noting that ϕ ≤ O(1) and that the potential









Therefore there are two options: either the deviations from quasi-neutrality are
large, i.e. the two increments in particle density differ much, then the resulting
electric potential needs to vary on length scales comparable to the Debye length
in order for Eq. (2.42) to be fulfilled. If however the length scales of the potential
are large compared with the Debye length, L  λD, then the density increments
must cancel and we obtain the quasi-neutrality equation
∑
a=i,e
eaδna = 0 (2.43)
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( fa0 + ga0)dv− na(r)
where
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gˆa(R, E , µ)ei(S(R)/δ−ωt)dv
'
ˆ
gˆa(R, E , µ)ei(S(r)/δ−k⊥·ρ−ωt)v⊥dv⊥dv‖dϑ
= ei(S(r)/δ−ωt)
ˆ





















where we recall that we defined φ(r, t) = φˆ(r,ω)ei(S(r)/δ−ωt), removed the fast
variation in the exponent and subsequently dropped the hats. Now the set of
equations is complete.
3
T H E O RY O F T R A P P E D - PA RT I C L E I N S TA B I L I T I E S
After the class of trapped-particle instabilities was already introduced in Chap-
ter 1, we are now equipped with the necessary mathematical tools to investigate
them in more detail. At first, the more simple case of a tokamak geometry will
be assumed. The behaviour of TPMs in tokamaks has been studied for decades,
with the first papers predicting TPMs appearing in the 1960s [31, 32, 33] and
numerous later papers extending the theory [34, 35, 36, 37, 38, 39] and they are
thus rather well understood. Here the tokamak calculation is used to illustrate
the physics behind trapped-particle modes, which can subsequently be extended
towards general geometry. While finding a dispersion relation is still possible for
tokamaks, this is not easily done in general geometry. An energy analysis is thus
used to examine the effects of the geometry on the stability of TPMs. Under cer-
tain assumptions, for example if the drift frequency can be ordered small, it is,
however, possible to find an expression for the mode frequency via a variational
principle. This will be done in the last section of this chapter. Most of these re-
sults have been published in [40, 9] or are submitted for publication in Physics of
Plasmas [41].
3.1 trapped-particle mode in tokamaks
Trapped-particle modes are thought to be the main cause for much of the “anoma-
lous” transport observed on the electron scale in tokamaks. There are both col-
lisionless as well as dissipative TPMs, i.e. those where the collision frequency is
finite. We will now follow the simple and well-known derivations found in Wes-
sons “Tokamaks” [3] and first consider the collisionless mode.
3.1.1 collisionless tpm
The collisionless trapped-particle mode generally relies on both trapped ions and
trapped electrons, the frequency of the mode must thus be smaller than both
bounce frequencies
ω  ωbi  ωbe.
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In this case we found in Chapter 2 that the non-adiabatic part of the perturbed











where we note that this describes only the trapped particles because the passing
particles are mainly acting adiabatically. In tokamaks, the fraction of trapped par-
ticles is usually not large but scales with the square root of the inverse aspect ratio
e = a/R where a is the minor radius and R the major radius of the tokamak. There-
fore the factor
√
2e is introduced to account for the fraction of trapped particles in
velocity space. If we note that the Bessel function J0 → 1 for long perpendicular


































We now make the drastic approximation that the electrostatic potential does not
depend on the position along the field line, φ 6= φ(l), so that φ = φ. We can


















Now, we remember that the Maxwellian is defined such that
ˆ
fa0 dv = na
















if the magnetic drift frequency is assumed to be small, ωda  ω. In lowest order
in ωda, the temperature-gradient dependence of the diamagnetic frequency ωT∗a
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where x = v/vTa is the velocity normalised by the thermal velocity. We therefore
perform the integration without any velocity dependence in the denominator and
even allow integration over the entire velocity space even for the trapped-particle
part because the dependence on the pitch angle λ is weak and the smallness of
the contribution has been accounted for by the factor
√
















where we now re-introduced the bounce averaged magnetic drift with the velocity-
independent ω˜da as a reminder to the direction of the curvature. The temperature
gradient would only enter the equation in higher orders of ωda.



















ω− ω˜di . (3.3)
For illustration purposes, we now set the temperatures to be equal, Te = Te ≡ T,
and therefore obtain ω˜de = −ω˜di, that is the magnetic drift frequencies only differ
































Therefore, instability can only arise if ω˜de and ω∗e have the same sign and if
√
2eω∗e > ω˜de,
so that ω2 < 0. Let us now recall the definitions of the two frequencies involved:














and the magnetic drift frequency is









36 theory of trapped-particle instabilities
if the plasma pressure is small. If the radial density gradient is assumed to be









= −∇r · ∇ ln B,
which is negative on the outboard side of the torus. In a tokamak instability is
therefore likely, since the trapped particles spend most of their time on the out-
board side (see Fig. 3.1).
Figure 3.1: Sketched geometry of a tokamak with density and magnetic field gradient and
the particle orbit of a particle guiding centre of a trapped particle (red)
While the calculation above used very crude estimates, it does elucidate the main
drive for trapped-particle instabilities, which is the resonance between the dia-
magnetic drift of the particles and the bounce averaged magnetic drift. We will
see that this finding also prevails in arbitrary geometry.
3.1.2 dissipative tpm
The main part of this thesis will deal with collisionless modes. For the sake of
completeness, however, collisional or dissipative modes will be discussed briefly
here. For collisions to be relevant for the modes, the collision frequency νe must be
of the same order as the magnetic drift frequency. The collisions can lead to trap-
ping of passing particles and de-trapping of trapped particles. It is thus necessary,
that the collisions are not too frequent, so that the particles can still complete their
bounce orbit. Classically, the collision frequency is thus required to be an order
of magnitude smaller than the respective bounce frequency. If all this is assumed,



















ω− iνi/e . (3.4)
3.2 stability in stellarators 37
If we define the temperature ratio to be τ ≡ Te/Ti and note that the electron













Consequently, the ions are stabilising and the electrons are destabilising in this
limit. Interestingly, the higher the electron collisionality becomes, the lower the
resulting growth rate. Trapped-electron modes could therefore be expected to be
most unstable if the collision frequency is small.
Another feature apparent in Eq. (3.4) is that the geometry, which usually enters
through the magnetic drift frequency, does not play an important role for dissipa-
tive trapped-particle instabilities. These modes should therefore behave similarly
in any type of geometry, since only the fraction of trapped particles accounts for
the geometry in Eq. (3.5).
3.2 stability in stellarators
3.2.1 stabilising property of quasi-isodynamic stellarators
In the previous section, we saw that trapped-particle instabilities rely on the reso-
nance between the bounce-averaged magnetic drift and the diamagnetic frequency.
In this respect, maximum-J configurations, such as quasi-isodynamic stellarators,
are favourable. Remembering the expressions for the bounce averaged drifts from
Eqs. (1.8) and (1.9) from Chapter 1, we can write the bounce-averaged magnetic
drift frequency as













where we noted that vda · ∇α = α˙ and vda · ∇ψ = ψ˙.
However, in a maximum-J configuration, or generally in any omnigeneous config-
urations, J does not depend on α, so that the radial drift vanishes. Therefore we
can write the product of the diamagnetic frequency (Eq. (2.11)) with the bounce
averaged magnetic drift frequency as follows:









Usually, the density is highest in the centre, dna/dψ < 0. Consequently, the prod-
uct of the two frequencies (Eq. (3.6)) becomes negative for a maximum-J configu-
ration with ∂J/∂ψ < 0 for all particle orbits,
ω∗aωda < 0. (3.7)
In a quasi-isodynamic stellarator, this non-resonance between the two frequencies
can be visualised as in Fig. 3.2:
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Figure 3.2: Magnetic field strength B of the 6-periodic stellarator of Subbotin et al.
While the trapped particles precess around the torus poloidally in the direction
of the magnetic drift, the drift waves propagate in the opposite direction. A mode
relying on the resonance between the two should therefore be more stable than in
a configuration where the resonance is present.
3.2.2 dispersion relation of the collisionless trapped-particle
mode in general geometry
Equipped with the knowledge of the absence of resonance in quasi-isodynamic
stellarators it is worth re-visiting the rather crude derivation of the dispersion
relation of collisionless TPMs from the first section of this chapter, following [32].
Again, the frequency of the mode is ordered small compared with both the ion
and electron bounce frequencies
ωde,i  ω  ωbi  ωbe, (3.8)
where we also assumed that the magnetic drifts will be much smaller than the
mode frequency. This is a valid approximation in large-aspect-ratio devices with
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We now write ω∗i = −ω∗e/τ and ωdi = −ωde/τ, again using the ratio of the
temperatures τ = Te/Ti. If we insert the Maxwellian for fa0 and use normalised




















To obtain a dispersion relation it is useful to multiply by nee2φ∗/Te, where φ∗ is
the complex conjugate, and integrate along a field line dl/B. For the subsequent
integration, pitch angle velocity coordinates are used:

















Because of our choice of velocity coordinates, the integration along the field line























































where we changed the order of integration and introduced several trapping wells







where l1 and l2 are the bounce points defined by B(l, (n,λ)) = 1/λ. The only
quantity that depends on the position along the field line is the electrostatic po-
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If we define an inner product as follows




we can use Schwartz’ inequality
|〈g f 〉|2 ≤ 〈 f f 〉〈g g〉,
which becomes
|φ|2 ≤ |φ|2
















































































In the numerator all terms except for ωT∗eωde are positive by definition, so the
stability of the system depends on the relative sign of these two frequencies. If
ωT∗eωde > 0, then ω2 < 0 and the system is unstable. If, however, the two frequen-
cies are not resonant, ωT∗eωde < 0, then ω2 > 0 and there is no instability.
In the previous derivation leading to Eq. (3.14), the magnetic drift was ordered
small and possible resonances with ω = ωda in the denominators were thus ne-
glected. We will therefore repeat the calculation above but account for resonances
between ω and ωda. As before, we insert the bounce-averaged solution (Eq. (2.28))















(ω−ωda) fa0 J0dv. (3.15)
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In order to obtain a purely real left-hand side we multiply by the complex con-
jugate of the electrostatic potential φ∗ and subsequently integrate along the field

















































































































where we have used










The left-hand side is purely real and the right-hand side consequently has to be
purely real as well. We now use the normalised velocity coordinate x = v/vTa
again and express the bounce-averaged magnetic drift in terms of this normalised
velocity and a factor that only depends on the pitch angle λ,


















































where P denotes the principal value of the integral.
Therefore, we will only have an imaginary part on the right-hand-side if there is a
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resonance between the frequency of the mode and the bounce-averaged magnetic
drift, that is
sign ωda = sign ωr, (3.19)
and consequently only one species can be resonant, since the bounce-averaged
magnetic drift frequencies have opposite signs for ions and electrons (we recall





















∣∣J0φ∣∣2 τba ω−ωT∗ax2 − ωD(λ) e−x2x2dx2 (3.20)

























































∣∣J0φ∣∣2 τbaD(λ) (ω−ωT∗a) e−x2x2∣∣∣x2= ωD(λ)
!
= 0. (3.22)
The imaginary part can only vanish, however, if
(ω−ωT∗a) = (ω−ωT∗a(x2 = ω/D(λ)))
changes sign somewhere in the λ-integral, because D(λ) has the same sign every-
where (which is the case in quasi-isodynamic configurations). But, for
0 ≤ ηa ≤ 23, (3.23)
ωT∗a does not change its sign, so that we require
sign ωr = sign ω∗a.
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However, in order to have a resonance we needed Eq. (3.19), so that in quasi-
isodynamic configurations, where ω∗aωda < 0, the imaginary part of the right-
hand side of Eq. (3.20) would remain finite, thus contradicting Eq. (3.22). The
mode in question must therefore be stable and quasi-isodynamic configurations
can be regarded as stable against these modes. In this Section 3.2.2, we have seen
from two versions of the dispersion relation of trapped-particle modes how the
geometrical property of quasi-isodynamic configurations is beneficial for the sta-
bility of trapped-particle modes, because of non-resonance between the bounce-
averaged magnetic drift frequency and the diamagnetic drift frequency. We have
thus proved the absence of ordinary, collissionless trapped-particle modes in quasi-
isodynamic stellarators, if the temperature gradient is not too large compared with
the density gradient, see Eq. (3.23). It is, also, possible to analyse additional modes
with different frequency orderings, but this will require a different kind of stability
analysis.
3.2.3 stability analysis via energy transfer
Another approach to demonstrate stability in quasi-isodynamic configurations is
to analyse the energy transfer between the mode and the particle species [40]. We















· ∇ 〈φ〉R d3v, (3.24)
which is closely related to the classical work done by the electric field j · E. The
integration over the space coordinates perpendicular to the magnetic field d2r⊥
and along the field line dl ensures energy conservation. The volume V is intro-
duced for normalisation. By definition, the energy transfer must be a real number,
therefore both the non-adiabatic part ga of the distribution function in
fa1 = ga − eaφTa fa0
and the electrostatic potential φ will be given by their respective real parts:




= gˆa(R)ei(S(r)/δ−ωt) + gˆ∗a(R)e−i(S(R)/δ−ωt),




= φˆ(r)ei(S(r)/δ−ωt) + φˆ∗(r)e−i(S(r)/δ−ωt),
where we recall that the variation perpendicular to the magnetic field is contained
in the phases of the quantities. For compactness we will use the notation
















dλ∣∣∣v‖∣∣∣ (· · · )
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where λ = v2⊥/v
2B and σ = v‖/|v‖|. If we now note that the adiabatic part of fa1
























































iv‖∇‖ gˆa −ωda gˆa
)}
. (3.25)
Due to the integration over the space coordinates perpendicular to the magnetic
field the terms where the phase factor did not cancel were eliminated at least
within the gyrokinetic ordering.
We can obtain Eq. (3.25) from the gyrokinetic equation (2.16). We thus multiply
Eq. (2.16) by ea J0φ∗, sum over all species, integrate over velocity space and along
the entire field line in ballooning space, −∞ < l < ∞, and take the imaginary part.


















































By multiplying the quasi-neutrality equation by φ∗ and then integrating along the
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which is the generalisation to an inhomogeneous plasma (in ballooning space) of
Eq. (F10) in [42]. The right-hand side represents the total energy input from the
fluctuations into the various species and must be negative for a growing instability.
3.2.3.1 Particles that bounce faster than the mode in question
Now consider a species a with a bounce frequency ωba far above the mode fre-
quency, ω  ωba, e.g. the electrons in the case of ordinary TEMs or both species
in the case of the collisionless trapped-particle instability of Rosenbluth [32] and
Kadomtsev and Pogutse [31]. We further assume that 0 < ηa < 2/3 (so that ω∗a
and ωT∗a have the same sign for all energies) and that ωda has the same sign for all
orbits. Thus ordering ω ∼ ω∗a  k‖ (Ta/ma)1/2 we can expand the distribution
function, ga = ga0 + ga1 + · · · and obtain in lowest order iv‖∇‖ga0 = 0. The next
order gives













which we found already in Chapter 2. Inserting this lowest-order solution into







fa0 − (ω−ωda) ea J0φTa
ω−ωT∗a
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Here we have neglected the passing particles, whose non-adiabatic response is
a factor ω/k‖vTa  1 smaller than that of the trapped ones. Substituting these














































Finally, we consider the limit of this expression when marginal stability is ap-




































by using Eq. (3.21) again. If ωT∗a and ωda are of opposite signs, Pa > 0 and en-
ergy flows from the electric field fluctuations to plasma species a, which therefore
exerts a stabilising influence. Consequently, for instabilities with such low frequen-
cies that ω  ωba for all species, we find that ∑a Pa > 0, which is in contradiction
to Eq. (3.27) at the point of marginal stability, implying the non-existence of a
marginal stability point and consequently the absence of an instability. The case
where the real part of the frequency vanishes, ωr = 0, requires slightly more care,
since the resonance then occurs at zero energy and consequently all Pa = 0, so
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that an instability cannot be ruled out by Eq. (3.30). However, from Eq. (3.29), we








































































where for small but finite γ all terms are positive, again in contradiction to Eq. (3.27);
therefore a mode with ωr = 0 at marginal stability cannot exist. Hence we con-
clude that the collisionless trapped-particle mode is absent – i.e., there is no insta-
bility with frequency far below the ion bounce frequency. This conclusion is an
extension of the result by Rosenbluth to an arbitrary number of particle species, fi-
nite k⊥ρa, finite temperature gradients up to ηa < 2/3, and finite values of ω/ωda.
3.2.3.2 If only the electrons bounce faster than the mode
If only the electrons have a bounce frequency that exceeds ω but ω ∼ ωbi, then we
cannot rule out instability by this argument, but we can say something about the
nature of a possibly occurring mode. We proceed from the gyrokinetic equation
(2.16) and treat it as we did to obtain Eq. (3.27), only that we do not sum over the
species. We then find at the point of marginal stability
Pa = −ωrIm {eaga J0φ∗} ≡ −ωrQa.
The distribution function ga appearing in this quadratic form Qa can be obtained
from the solution of the gyrokinetic equation (2.16) that was found in Refs. [29]
and [30] and derived already in Chapter 2. In the region of velocity space cor-
responding to trapped particles, λ > 1/Bmax, where Bmax denotes the maximum







sin (M(ω, l1, l2))
ˆ l2
l1
dl′∣∣∣v‖∣∣∣φJ0 cos (M(ω, l1, ll)) cos (M(ω, lu, l2)) ,
(3.31)
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where we recall that l1(λ) and l2(λ) are the bounce points (defined by λB = 1)
immediately surrounding l, and where we have written lu = max(l, l′) and ll =
min(l, l′) and defined






















The quadratic form Qa can be written as a sum of the contributions from
trapped and passing particles of each species separately, Qa = Qat + Qap. Sub-












































































































ψ∗j (x,λ, t)ψj(x,λ, t), (3.33)













(M(t, 0, l)) .
Therefore, at marginal stability, where ω has an infinitesimal positive imaginary
part, we have
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if the contour of integration is closed in the upper plane above the real axis. In bal-
looning space, there is an infinity of trapping regions along the field line, which
are periodic in a tokamak but irregularly distributed in a stellarator. When calcu-
lating the contribution from the trapped particles to the quadratic form Qa, we









































1− λB′ cos(M(ω, l1, ll)) cos(M(ω, lu, l2)).
(3.34)
In order to find the solution near marginal stability, we must write
cos(M(ω, l1, ll)) cos(M(ω, lu, l2)) =
= cos(M(ω, l1, l2)) cos(M(ω, l1, l′)) cos(M(ω, l1, l))
+ H(l′ − l) cos(M(ω, l1, l)) sin(M(ω, l1, l′)) sin(M(ω, l1, l2))
+ H(l − l′) cos(M(ω, l1, l′)) sin(M(ω, l1, l)) sin(M(ω, l1, l2)). (3.35)
Now, near marginal stability, an imaginary contribution arises due to the zeros of
the sine in the denominator. Of the three terms in Eq. (3.35) only the first term
contributes since for the second and the third term the resonant denominator is
















































Let us now approach marginal stability, ω = ωr + iγ, with 0 < γ ωr so that we
can write














= M0(ω, lA, lB) + ie(ω, lA, lB).








δ ( f (x)) =∑
xj






cos M0 − ie sin M0
sin M0 + ie cos M0
= − e
sin2 M0 + e2 cos2 M0
= − e

































1− λB cos(M(ω, l1, l)).
We now note that for all species a the forms Qat and Qap have the character of a
weighted average over x of (ω−ωT∗a), due to the positive-definiteness of the other





where Posa(x,ω) is a positive definite function. If we now assume the mode trav-
els in the electron diamagnetic direction, i.e. ωω∗e > 0, we know from Eq. (3.30)
that Pe = 0 due to the lack of resonance. Consequently Eq. (3.27) then implies
that we require Pi = 0 at the point of marginal stability. However, from Eq. (3.38)
we obtain Pi > 0 since ωω∗i < 0, which again implies the non-existence of the
marginal stability point and the absence of this particular mode. Thus any un-
stable mode that could arise with ω ∼ ωbi must propagate in the ion direction
at marginal stability and as a consequence from Eq. (3.30) draw energy from the
ions rather than the electrons (Pe > 0 follows from Eq. (3.30), with Eq. (3.27) then
implying Pi < 0).
There are thus no ordinary electron-driven TEMs, which tend to cause much of
the transport observed in tokamaks. We also note that in the usual treatment of
the “ubiquitous” mode of Coppi and Rewoldt [36] ω∗a · ωda < 0 implies stability
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as well. These conclusions hold as long as 0 < ηa < 2/3 for all species, and colli-
sions may be ignored, but the dissipative TEM could still be unstable.
Since this argument is essentially only based on the requirement of quasineutrality
and an analysis of the energy budget, it is independent of all geometric details of
the magnetic field except the condition that the bounce-averaged curvature should
be favorable, ∂J/∂ψ < 0, for all orbits. This requirement can also be satisfied in
other omnigenous configurations [15, 8]. In a tokamak, for example, it is achieved
if the pressure gradient is steep enough to cause drift reversal of all trapped parti-
cles [43], but in practice such a steep pressure gradient necessitates taking account
of electromagnetic effects. However, if MHD ballooning modes are stabilised by
negative magnetic shear (according to the tokamak definition), it is conceivable
that the stabilisation of trapped-electron modes could help explain the transport
reduction observed in internal transport barriers.
It is, of course, difficult to achieve exact quasi-isodynamicity, but one expects that
the drive for trapped-particle modes should become weak if most orbits satisfy
ω∗e ·ωde < 0.
One would expect that even approximately quasi-isodynamic stellarators should
have relatively small trapped-particle instability growth rates, particularly if cen-
tral fueling is accessible through pellet injection so that a stabilising density gra-
dient can be achieved. Finally, it should be mentioned that inverting the density
gradient in a tokamak, so as to reverse the sign of ω∗e, has long been known to
make the collisionless trapped-electron mode less unstable [44, 45], because there
are then fewer electrons with ω∗e · ωde > 0. However, this stabilisation is incom-
plete since in a typical tokamak there are always electrons with both signs of ωde.
3.3 mode structure of trapped-particle modes in stel-
larators
Let us now re-visit the dispersion relations of trapped-particle modes. This time,
however, they will be derived employing some different ordering assumptions,
and the focus will be on obtaining further insight into the limits of stability in
parameter space. The aim is to find expressions for the sign of the real part of the
mode frequency, which will then allow us, using our findings from Section 3.2, to
draw conclusions about the stability. We will find that all these dispersion relations
are, in fact, forms of a variational principle. Thus, inserting a trial function of the
electrostatic potential φ will allow us to compare with the simulation results that
will follow in Chapter 4.
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3.3.1 the simplest form - neglecting magnetic drift and trapped
particles
In order to obtain the dispersion relation, we first have to calculate the density
perturbations for both ions and electrons
δna =
ˆ
( fa0 + ga0) d3v− na with
ˆ






ga0 d3v = ei(S(r)/δ−ωt)
ˆ






and if we assume ωdi can be neglected, for instance because ω  ωdi, so that the






































































































as well as a Maxwellian for fi0 If normalised velocity coordinates are also used
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b (Γ0 − Γ1)
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If φ = 0 for circulating particles and the trapped particles are few, we can treat the
second term in Eq. (3.40) as small, so that only the adiabatic response is retained.











b (Γ0 − Γ1) ,
i.e.,
ω = −Γ0 + ηib (Γ1 − Γ0)
1+ TiTe − Γ0
ω∗i




Γ0 + ηib (Γ1 − Γ0)
Te
Ti
(1− Γ0) + 1
. (3.41)
We immediately see that the resulting mode frequency is purely real, and we
have thus obtained the dispersion relation for stable drift waves [37, 46]. This is
not surprising since we omitted any resonance with ωda and also neglected the
kinetic-electron response. Any imaginary part of the frequency would only enter
at higher orders in ωda, but this lowest-order solution gives insight into whether
the instability found in next order will be unstable or not according to the sign of
the frequency.
In the limit b  1 i.e. k2⊥ρ2  1, that is at long perpendicular wavelengths com-
pared with the ion gyroradius, we find for Eq. (3.41)
Γ0 = I0(b)e−b ' I0(b) ' 1+ b
2
4
Γ1 = I1(b)e−b ' I1(b) ' b2
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and thus ω ≈ ω∗e.



































F(b, ηi) = Γ0(b) + ηib (Γ1(b)− Γ0(b))
in Eq. (3.41) determines the sign of the frequency of the mode. Looking at Fig. 3.3,
we see that for ηi ≤ 1.64 the numerator will always be positive. For temperature
gradients below ∇Ti < 1.64∇n, we therefore expect modes that propagate in
the electron diamagnetic direction, ωω∗e > 0. In quasi-isodynamic configurations,
however, this implies that there cannot be an unstable mode for ηi < 1.64, as now
follows from the energy-transfer-rate in Section 3.2.3. In the limit of vanishing
magnetic drift and few trapped particles, stability against collisionless trapped-
particle modes is therefore extended to arbitrary electron temperature gradients














Figure 3.3: The function F(b, ηi) for various ηi. Negative values are only obtained for ηi >
1.64.
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3.3.2 including trapped electrons
The calculation presented above already provides the information that the mode
will usually propagate in the electron diamagnetic direction if the ion temperature
gradient is not too large compared with the density gradient. In most systems,
however, neglecting the trapped particles altogether is a poor approximation. The
trapped-particle fraction in tokamaks is proportional to the square-root of the
inverse aspect ratio ∝
√
2e, so that in a typical tokamak a fraction of about 50% is
found. While Wendelstein 7-X has a much higher aspect ratio of around A = 10,
so that a lower trapped-particle fraction could be expected, there are still several
tens of percent of trapped particles found near the core due to the additional
trapping in the toroidal direction, see Fig. 3.4.
Fraction of trapped particles













Figure 3.4: The fraction of trapped particles in W7-X as a function of radius. The points
show the trapped-particle fraction for a tokamak of comparable aspect ratio.
Figure courtesy of Y. Turkin





















where the Bessel function of the electrons was set to zero as usual. To account
for the trapped-particle region, the Heaviside function H(λ) was introduced. It is
equal to unity inside the trapped-particle region 1/Bmax < λ < 1/Bmin and van-
ishes in the circulating region, λ < 1/Bmax. We immediately obtain two solutions
from the equation. If there are no trapped particles, at B = Bmax, and only the
ion term remains, there are two options to satisfy the equation. Either the electro-
static potential φ vanishes at these points - which is in fact observed in gyrokinetic
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simulations as we will see later - and the mode corresponds to a trapped-particle













must be fulfilled, which corresponds to a toroidal ion-temperature gradient mode


























































where now the magnetic drift was neglected altogether. In the following step,
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where the left-hand side gives the dispersion relation found earlier, see Eq. (3.41),
and the right-hand side gives the additional trapped-particle response.
It can be shown that, after multiplying Eq. (3.44) by φ∗/B and integrating along































































We will see in a moment that, while we cannot solve Eq. (3.45) analytically, the ex-
pression can be used as a variational principle. Hence, by inserting a trial function,
we can obtain an approximation to ω/ω∗e. This will prove to be very useful when
we compare the analytical results with the numerical ones. Before we turn our
attention to the variational property of Eq. (3.45) and demonstrate the solution for
one possible trial function φ, let us briefly consider the direction of propagation
of our mode, which is given by the sign of ω/ω∗e. Once more we utilise Schwarz


































and therefore the denominator in Eq. (3.45) is always positive. While the numer-
ator in Eq. (3.41) gave us ηi = 1.64 as the upper boundary for modes purely
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propagating in the electron diamagnetic direction, this is not longer valid. The
trapped-particle contribution in N1[φ] can cause a change of sign also for lower
values of ηi. Consequently, also modes propagating in the ion diamagnetic direc-
tion are possible. With regard to the energy transfer analysis we see that trapped
particles will reduce stability in quasi-isodynamic configurations, because they
can cause the numerator to change its sign even for values below ηi = 1.64.











































































































































But the term in braces is nothing else but the dispersion relation (3.44). Therefore,
if we find the function φ(l) that minimises ω/ω∗e, we have also found the func-
tion that satisfies the dispersion relation and vice versa. Moreover, inserting an
approximation to the true solution into Eq. (3.44) will give us an estimate of the
true value of ω/ω∗e.
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3.3.3 sinusoidal trial function
To demonstrate how such a trial function can give an estimate of the mode fre-
quency, we assume a sinusoidal variation of the magnetic field in the wells
B(l) = B0 − B1 cos(l/L),
where the value of the minimum or maximum of the field is given by Bmin =
B0 − B1 or Bmax = B0 + B1, respectively. L/2pi denotes the length of one well. If










is one possible choice. In this case, the bounce time τ between the two bounce






























where we defined x = l/2L. We now introduce
m =
1− λ(B0 − B1)
2λB1
so that λ is given by
λ =
1
B0 − B1 + 2B1m .
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where K(m) is the complete elliptic integral of the first kind. Similarly, the bounce













































where E(m) is the complete elliptic integral of the second kind. Since m varies
between m(λ = 1/Bmax) = 1 and m(λ = 1/Bmin) = 0, we find the two limits for
φ(λ) as φ(λ > 1/Bmax) = 0 for passing particles and φ(λ = 1/Bmin) = φ0 for














Figure 3.5: The variation of E(m)/K(m) in the range m = [0, 1], where m = 0 corresponds
to deeply trapped particles and m = 1 to passing particles
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(B0 − B1 + 2B1m)3/2
=
2φ20L





















This last approximation is particularly useful if we turn to shallow magnetic wells
with B1  B0. In that case the variation of B along the field line is neglected in











is needed to calculate the respective terms. Together with the approximation for




Γ0 − ηib(Γ0 − Γ1)− 1.17
√
B1/B0









While we showed explicitly how Eq. (3.45) and therefore Eq. (3.44) have vari-
ational property, this can be extended to cases of even higher complexity. Even
if more terms in both the ion and electron response are taken into account, the
resulting equation will usually be of the form





1− λB , (3.48)
where the left-hand side is due to the ions and the right-hand side is due to the
electrons. The variational property can be demonstrated if we multiply Eq. (3.48)
by φ∗/B and integrate along the entire field line. We then obtain the equation
ˆ ∞
−∞
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where we immediately obtain δω = 0 if the integral equation (3.48) is fulfilled,
because then the right-hand side vanishes. As before, the solution to the integral
equation thus minimises the expression for ω, and using a trial function should
give a good approximation to the true value of ω.
3.3.4 including a finite drift frequency





































for the ions. Let us first turn to the electron part of Eq. (3.43). We note that we can
write ωde = x2D(λ) as we have done before (see Eq. (3.17)), so that when going to


































The required algebra is straightforward, but rather tedious, and is therefore not
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are needed. The ion term in Eq. (3.43) is calculated in a slightly different way.






. Note that this is only exactly true for a
vanishing plasma pressure gradient ∇p = 0, since only then the curvature vector
is given by the perpendicular derivative of the magnetic field strength
κ = bˆ · ∇bˆ = ∇⊥B
B
so that






















































































































If we now define
f (ω, l) = 1+
Te
Ti
[1− h(ω, l)] ,
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we immediately see that we obtain the generalised integral equation (3.48), which
could be reformulated as a variational principle. If the equation is multiplied by



























































2Γ0 − b (Γ0 − Γ1) + ηi
[




















and can therefore be solved numerically by inserting a trial function.
The expressions for ω/ω∗e that were obtained in this section can give valuable
insight into the sign of the frequency of the mode depending on the geometry. By
adding more physics, for example introducing trapped particles in Eq. (3.45) and
later even small drifts in Eq. (3.49), we obtain different results for the direction
of propagation. In combination with the energy transfer relation (3.30) we can
therefore rule out instability in maximum-J fields if the mode frequency obtained
has the same sign as the electron diamagnetic frequency.
3.4 brief summary and outlook for chapter 3
In this chapter, we analysed stability in stellarators with different assumptions.
In Section 3.2.2 we showed that the collisionless trapped-particle mode with ω 
ωbe,i is stable in maximum-J configurations if 0 < ηa ≤ 2/3 (Eqs. (3.22) and (3.30)).
In the same range of temperature gradients, ordinary electron-driven trapped-
electron modes with ωbi ∼ ω  ωbe are stable, also (Eq. (3.38)). These findings
are valid for arbitrary drifts and with trapped particles included.
If both the trapped particles and the magnetic drift are neglected, ωd  ω, sta-
bility prevails up to ion temperature gradients of ∇Ti = 1.64∇n and arbitrary
values of the electron temperature gradient (Eq. (3.41)). If only trapped particles
are taken into account again, stability might not hold for temperature gradients
quite so high (Eq. (3.45)). Stability will be reduced even further if finite magnetic
drifts are considered as well (Eq. (3.49)).
These findings raise the hope that, in addition to being optimised with respect to
neoclassical transport and bootstrap current, quasi-isodynamic stellarators could
also show reduced TEM transport. While it is known that perfectly quasi-isody-
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namic configurations do not exist, there are some configurations that approach
quasi-isodynamicity. One of these is the stellarator Wendelstein 7-X. It is therefore
interesting to investigate the stability properties of W 7-X and other configurations




S I M U L AT I O N S O F T R A P P E D - PA RT I C L E I N S TA B I L I T I E S
In this chapter, we will study the influence of geometry on the stability of dif-
ferent kinds of electrostatic collisionless modes, ranging from ion temperature
gradient (ITG) modes with and without kinetic electrons over trapped-electron
modes (TEM) and mixed modes of ITG and TEM. To vary the geometry to a large
extent, we will not only study stellarators approaching quasi-isodynamicity - for
this class we chose Wendelstein 7-X and the QIPC, of which only the magnetic
field exists so far - but we will also examine NCSX as a stellarator far from quasi-
isodynamicity and the DIII-D tokamak.
The chapter is organised as follows. In the first section, the numerical code
GENE that was used for the simulations is introduced. In addition, some gen-
eral remarks on the simulation setup are made here. In the following section, the
different configurations are presented. The focus will be on the structure of the
magnetic field on a given flux surface and the distribution of unfavourable cur-
vature along the field lines. By looking at the bounce-averaged magnetic drift we
will also assess the degree of quasi-isodynamicity for each configuration. Finally,
the simulation results are shown. For each given class of microinstabilities studied,
the different geometries will be compared. Here we will highlight the distinguish-
ing features such as particularly low growth rates or new kinds of modes that are
observed. The results presented here are submitted for publication in Physics of
Plasmas [47].
4.1 simulating with gene
The simulations were carried out with the gyrokinetic Vlasov code GENE (Gyroki-
netic Electromagnetic Numerical Experiment)[48]. It solves the nonlinear gyroki-
netic equations in five-dimensional phase-space along with Maxwell’s equations.
GENE is able to treat an arbitrary number of fully gyrokinetic particle particles,
which enables the inclusion of impurity species, and, more importantly for this
work, both passing and trapped electrons.
While collisions can be implemented via different collision operators, this feature
will not be used in the present work, but might be required for future research.
In addition, GENE is capable of studying electric as well as perpendicular and
parallel magnetic field fluctuations and can be run either nonlinearly or linearly.
If it is used as a linear code, it can be run both as an initial value solver or an
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eigenvalue solver, which allows the computation of subdominant modes. Here,
even though we expect the presence of many subdominant modes in stellarators,
we will use it as an initial value solver and thus study the most unstable modes
only. In recent years, GENE has been extended to be able to treat the entire plasma
radius (excluding a small region around the magnetic axis) in a tokamak [49] or an
entire flux surface in a stellarator [9]. Here, however, the domain chosen for the
simulations is that of a flux-tube [50], which greatly reduces the computational
cost compared with global simulations. In flux-tube simulations, only a small an-
nulus around one given field line is simulated, and the background density and
temperature profiles are assumed to remain constant over the simulation domain.
The boundary conditions are periodic perpendicular and quasi-periodic along the
magnetic field line.
Very important for this work is the ability of GENE to treat realistic geometries.
This is achieved here by coupling GENE to the GIST geometry interface [51]. GIST
is used to transform VMEC equilibria in case of the stellarators, or the EFIT equi-
librium of DIII-D into geometry data suitable to GENE.
When creating this data, the resolution along the field line, in the z-direction, must
be chosen. From experience, in order to resolve the mode structure of trapped-
electron modes properly, each magnetic well needs at least 16 points along the
field line. Accordingly, the number of points chosen for DIII-D was nz0 = 64, and
because of the less smooth structure of the field in NCSX we chose nz0 = 96.
W7-X and QIPC, which have 5 and 6 wells, respectively, were both simulated with
nz0 = 128. For the radial direction and the two velocity space coordinates, sepa-
rate convergence tests were conducted, for each class of instabilities separately in
each configuration. To give a typical example, TEMs in the bean flux-tube of W7-X
required nkx = 8 radial modes, nv0 = 64 points in the parallel velocity coordinate,
and nw0 = 16 points for the magnetic moment coordinate. These values can of
course be different for other types of modes and other geometries.
In order to avoid unphysical grid-scale type modes, GENE can employ hyper-
diffusion [52]. The hyperdiffusivity in the direction along the field was set to
ez = 0.5, and the one in the parallel velocity direction ev = 0.2 in the notation
of Ref. [52]. The mass ratio of electrons and hydrogen ions was fully retained, i.e.
mi/me = 1836 and the temperatures of both species were assumed to be equal
Te = Ti. Since we were only dealing with vacuum configurations, the pressure
term does not play a role in the curvature drift and does therefore not require
special treatment in the code.
After the convergence tests, the range of most unstable modes was determined for
each class of instabilities in either flux-tube by scanning over the wave vector. The
perpendicular wave vector is given by k⊥ = kα∇α+ kψ∇ψ, where kα = qkya with
the minor radius a and the safety factor q. If a very detailed analysis is desired,
the growth rate could be maximised over both ky and kψ. However, in tokamaks
and also in the α = 0 -flux-tubes of stellarators (that is, where the toroidal angle
φ is zero at the outboard midplane, so that the poloidal angle θ = 0 as well and
therefore α = θ− ιφ = 0), the modes are mainly peaking at the outboard side. Set-
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ting kψ = 0 will therefore give the highest growth rates. We do vary kψ somewhat
by choosing two different flux-tubes. This can be seen when writing
k⊥ = kψ,1∇ψ+ kα,1∇α
= kψ,1∇ψ+ kα,1
(∇θ − ι∇φ− ι′φ∇ψ) ,
where ι′ denotes the radial derivative of the rotational transform, which is directly
related to the negative shear. If we now go to a second flux-tube with φ2 = φ− φ0
we obtain
k⊥ = kψ,2∇ψ+ kα,2∇α2
= kψ,2∇ψ+ kα,2
(∇θ − ι∇φ− ι′(φ− φ0)∇ψ) ,
where we find that the last term ι′φ0∇ψ can be combined with kψ,2 to yield kψ,1
again. Thus, choosing a second flux-tube corresponds to choosing a second kψ,
even though the variation will be small if the shear ι′ is small, as in the QIPC and
Wendelstein 7-X. Therefore, setting kψ = 0 will be a good assumption in W7-X
and QIPC even for flux-tubes other than the α = 0-one. Among the flux-tubes sim-
ulated in this thesis, the α = pi/3-one of NCSX is the only one where this choice
might not lead to the highest growth rate. This is due to the high global shear of
NCSX.
Thus only scans in the binormal wave number, normalised by the ion sound gyro-
radius, kyρs, were performed. For this range of wave numbers, which was usually
located in the interval kyρs = 0.2 . . . 2.0, both the density gradient and the temper-
ature gradient – electron or ion temperature gradient, or both where appropriate
– were varied over the interval a/Lx = 0 . . . 3, where Lx = −(d ln x/dr)−1 is the
gradient scale length of a quantity x, r denominates the minor radius of the flux
surface, defined as being proportional to square root of the toroidal flux, and a is
the value of r at the plasma boundary.
In order to display the influence of the gradients on the growth rates in the sta-
bility diagrams, the wave number with the highest growth rate γ for each combi-
nation of gradients was identified. To discriminate between the effect of changing
the gradients and the wave number, the diagrams were created using only the
most unstable wave number. This procedure might of course lead to rather high
wave numbers being identified as the most unstable ones, even though in quasi-
linear estimates it is usually the lower wave numbers that contribute most to the
transport, which roughly scales as ∝ γ/(kyρs)2. One might therefore argue that
the low wave numbers are the most relevant ones, but our present focus is never-
theless on linear theory and when comparing different devices we only consider
the maximum linear growth rate.
For simulations with two kinetic species, it is instructive to analyse the electrostatic
energy transfer, which is diagnosed by a novel tool in the GENE code [53]. We are
particularly interested in this energy transfer close to marginal stability, since there
the theory from Chapter 3 predicts stabilising electrons in quasi-isodynamic con-
figurations. Therefore a point in parameter space close to marginality is chosen
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for each energy analysis. According to Eq. (5.26) in A. Bañon Navarro’s thesis [54],
the electrostatic energy transfer, ∂Eφ/∂t, defined there can be given out for each
species a separately and equals exactly −Pa defined in Chapter 3. We will use the
notation ∆Ea for ∂Eφ,a/∂t.
4.2 the geometries
Exploring the influence of the geometry of a configuration on the stability of mi-
croinstabilities is the main goal of this chapter. We therefore devote the present
section to introducing the different geometries used - starting with an axisym-
metric equilibrium corresponding to the DIII-D tokamak, followed by the quasi-
axisymmetric NCSX stellarator and ending with two more quasi-isodynamic con-
figurations, W7-X and QIPC, an almost perfectly quasi-isodynamic stellarator (par-
ticularly at high plasma pressure)[16].
The main feature of interest is how well the stability criterion identified in Chap-
ter 3, ωdeω∗e < 0, is met in the respective configurations, since we then expect a
stabilising influence on the TEM. For ITGs, on the other hand, it is not the bounce-
averaged curvature but rather the local curvature that drives the instability. The
electron drift frequency in a plasma with zero pressure can be expressed as







where Ωe = −eB/me is the electron cyclotron frequency and k⊥ the perpendicular
wave vector. We use the the GIST geometry interface to calculate the geometry-




· k⊥ and display the result
following the GENE convention that κ < 0 indicates a “bad-curvature” region, i.e.
where the ITG modes are expected to be located.
For all configurations that are studied, a flux surface with normalised toroidal
flux of s = ψ/ψ0 = 0.25 was chosen, which corresponds to the surface at half
radius. The magnetic field structure for the stellarator cases was calculated us-
ing the VMEC code [55] assuming zero beta, to be consistent with the neglect of
electromagnetic effects in the gyrokinetic simulations. These were carried out in
the flux-tube approximation, using the two flux-tubes on the surface in question
that are stellarator symmetric. A more detailed description of the numerical as-
pects can be found in Ref. [56]. For our first configuration, the DIII-D tokamak, all
flux-tubes are of course equivalent.
4.2.1 the diii-d tokamak
The DIII-D tokamak was chosen in order to compare the stellarator data with
a typical tokamak configuration. The EFIT file used for creating the flux-tube
stems from the DIII-D discharge #128913, which has been the subject of previ-
ous gyrokinetic studies [57]. As can be seen in Fig. 4.1, the poloidal cut has a
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D-shaped cross-section. To study the degree of quasi-isodynamicity, we analyse
Figure 4.1: Magnetic field strength B of DIII-D, red representing the maximum of the field,
blue the minimum.
the bounce-averaged magnetic drift on the flux surface. All points on a flux sur-
face are uniquely assigned to a trapped particle (namely the one that turns at that
point) and so we can colour a flux surface as in Fig. 4.2 to show the variation of
the bounce-averaged drift frequency for the various particle orbits. The sign of the
wave vector is chosen so that ω∗e is positive, and as seen from Fig. 4.2, the pre-
cessional drift ωde is then also positive for orbits whose orbits lie on the outboard
side. The TEM stability criterion is thus violated in the region were most trapped
particles are located, and a significant level of TEM activity can thus be expected.
The local curvature is depicted in Fig. 4.3, showing a clear overlap of the magnetic
Figure 4.2: Drift frequency ωde on the flux surface at half radius of DIII-D, as a function
of bounce point location.
well with the region of negative κ (“bad curvature”); both the magnitude of the
magnetic field B and the curvature κ have their minimum at the outboard mid-
plane. This characteristic will support instabilities relying on local bad curvature
- such as ITGs - and trapped particles. This overlap of the magnetic well, which































Figure 4.3: Magnetic field strength B and curvature κ along the magnetic field line, with
z = 0 in the outboard midplane
is mainly important for TEMs, and the “bad curvature”, usually associated with
ITGs, can make it difficult to discriminate between TEMs and ITGs when looking
at the mode structure alone.
4.2.2 ncsx
It is enlightening to have a different kind of stellarator to compare the results
of the nearly quasi-isodynamic stellarators with. NCSX was chosen since it pro-
vides an intermediate step between a tokamak and, for example, W7-X when it
comes to aspect ratio and three-dimensionality. In Fig. 4.4a and 4.4b, the magni-
tude of the magnetic field is displayed. NCSX is a quasi-axisymmetric stellarator
[58] with a threefold symmetry. As in DIII-D, the maximum of the field is found
on the inboard side and the minimum on the outboard side of the torus. Be-
cause of the loss of axisymmetry the flux-tubes are not equivalent. Therefore two
different flux-tubes are chosen to investigate stability, one with its center in the
outboard midplane of the so-called bean-shaped plane, see Fig. 4.4a, the other
centred around the outboard midplane of the “bullet” plane, which is separated
from the bean-shaped plane by a toroidal angle of pi/3. With regard to the bounce-
averaged magnetic drift in Fig. 4.5, NCSX behaves similarly to a tokamak - on the
outboard side the precessional drift ωde is resonant with the electron drift wave
frequency ω∗e, so that the TEM stability criterion is only met by orbits bouncing
on the inboard side. The distribution of magnetic field strength B and curvature κ
also behave as in a tokamak - both have their minimum in the outboard midplane
for both flux-tubes (Fig. 4.6a and 4.6b).
4.2.3 wendelstein 7-x
W7-X is the latest stellarator along the Helias line [59], optimised for strongly
reduced neoclassical transport [60] and approaching quasi-isodynamicity at high
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(a) Poloidal cut: bean plane (b) Poloidal cut: bullet plane
Figure 4.4: Magnetic field strength B of NCSX, red representing the maximum of the field,
blue the minimum.
Figure 4.5: ωde on the flux surface at half radius of NCSX, as a function of bounce point
location.
beta. It is five-fold symmetric with the maximum of the magnetic field situated
in the inner corners of the pentagon and with almost straight (when viewed from
above) sections connecting these corners (see Fig. 4.7a). W7-X, once it is finished,
will be equipped with one set of modular coils [61] instead of both helical and
toroidal field coils as in a classical stellarator. While it is more difficult to man-
ufacture those as superconducting coils, the forces between the coils are greatly
reduced compared with the forces in a classical stellarator, which enhances the
strength of the device. One special feature is the very low global shear, which
complicates the application of periodic boundary conditions in the z-direction
(along the magnetic field). As for NCSX, two flux-tubes are investigated, one cen-
tred in the outboard midplane of the bean-shaped cross-section (Fig. 4.7a) and the
other one in the so-called triangular plane (Fig. 4.7b), which is pi/5 further along
the toroidal direction.




























































Figure 4.6: Magnetic field strength B and curvature κ along a magnetic field line in NCSX.
z = 0 in the outboard midplane.
(a) Poloidal cut: bean plane (b) Poloidal cut: triangle plane
Figure 4.7: Magnetic field strength B of W7-X, red representing the maximum of the field,
blue the minimum.
The bounce-averaged drift frequency (Fig. 4.8) has negative values in the cor-
ners of the device and positive values in the straight sections, where the stability
criterion is thus not met. However, the amount of such bad curvature is much
lower than in DIII-D and NCSX, and there is, furthermore, some separation be-
tween the regions with trapped particles and bad curvature: the minima of B and
the minima of the local curvature κ are shifted with respect to each other for
both flux-tubes used (Fig. 4.9a and 4.9b), especially at the center of each flux-tube,
which will enable us to distinguish between TEMs and ITGs by examining their
mode structure.
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Figure 4.8: ωde on the flux surface at half radius of W7-X, as a function of bounce point
location.
4.2.4 the qipc stellarator
The QIPC stellarator has the most quasi-isodynamic (“QI”) field of our various
configurations. It also belongs to the Helias line and has a sixfold symmetry. As a
result of its QI optimization, it has very low neoclassical transport and bootstrap
current [14]. So far, no coils have been designed for QIPC and it is not proven that
it is possible to do so. In contrast to W7-X, the contours of constant magnetic field
B are indeed poloidally closed (“PC”) (see Fig. 4.10a), which can also be seen in
Figs. 4.12a and 4.12b, where the magnitude of the minima and maxima of B are
constant along the field. As in W7-X, the maxima of the field are located in the
corners, where the poloidal cross section is bean-shaped, and the minima are lo-
cated in the straight sections, where the cross section is triangular. The similarities
with W7-X also extend to the distribution of the bounce-averaged magnetic drift
frequency. It is in the straight sections where ωde is resonant with the diamagnetic
drift ω∗e > 0 and the stability criterion is mildly violated. The flux surfaces within
s = 0.25 are, however, almost perfectly quasi-isodynamic when the normalised
plasma pressure β exceeds a few % [62]. In QIPC the magnetic wells are slightly
more separated from the negative curvature regions than in W7-X. The regions of
bad curvature are remarkably small, which can be observed for both flux-tubes
(Fig. 4.12a, 4.12b). Henceforth we will refer to the flux-tube centred around the
bean-shaped cross section as the “bean flux-tube”, and let the “triangle flux-tube”
and the “bullet flux-tube” denote the tubes centred around the triangular plane
or the bullet-shaped plane in NCSX, respectively.























































Figure 4.9: Magnetic field strength B and curvature κ along a magnetic field line in NCSX.
z = 0 in the outboard midplane.
(a) Poloidal cut: bean plane (b) Poloidal cut: triangle plane
Figure 4.10: Magnetic field strength B in the QIPC stellarator, red representing the maxi-
mum of the field, blue the minimum.
4.3 numerical results
4.3.1 ion temperature gradient (itg) modes with adiabatic elec-
trons
Even though simulations using adiabatic electrons and only varying the ion tem-
perature gradient ∇Ti and the density gradient ∇n have been performed many
times in the past, even in stellarator geometry [63, 64, 65, 66], they were repeated
here in order to illuminate the influence of the geometry on the kinetic electron
response.
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Figure 4.11: ωde on the flux surface at half radius of the QIPC stellarator, as a function of
bounce point location.
itgs with adiabatic electrons in diii-d In DIII-D, most of the maxi-
mum growth rates were found at kyρs = 0.6. (Remark: If not otherwise stated, the
stability plots that are shown for a given kyρs will always display the most un-
stable modes.) In Fig. 4.13a the growth rates for this wave number are displayed.
They are given in gyro-Bohm units of minor radius a over ion sound speed cs.
It can be seen that below a/LTi = 2.0 no unstable modes are found. For values
above a/LTi = 2.0 we find a clear destabilising influence of the temperature gradi-
ent, whereas increasing the density gradient first leads to a destabilisation of the
mode but later to a stabilisation. The observed modes all peak in the outboard
midplane and propagate in the ion diamagnetic direction, which is defined to be
positive in the GENE framework (see Fig. 4.13b), as is typical of ITG modes in
tokamaks.
itgs with adiabatic electrons in ncsx In NCSX we have analysed two
flux-tubes. Of these two, the more unstable flux-tube is the bean flux-tube, as can
be seen in the stability diagrams in Fig. 4.14a and 4.15a. The reduced growth rates
in the bullet flux-tube and the somewhat different reaction to the density gradient
are probably attributed to the selection of kψ = 0. For the simulations of the bean
flux-tube in NCSX, the wave numbers are shifted to slightly higher values, and
the most unstable mode is found at kyρs = 1.5, while for the bullet flux-tube, the
most unstable modes where found at kyρs = 1.3. Below a temperature gradient of
a/LTi = 2.0 no unstable modes are observed, and the density gradient is destabil-
ising when it is weak and stabilising when it is strong, just like in a tokamak. This
feature has been observed before in NCSX [67], and it is thought that the modes
tend towards the slab limit for high density gradients [68]. The modes here also
peak in the bad curvature region and propagate in the ion diamagnetic direction
(Figs. 4.14b and 4.15b), again as is typical of ITG modes. The absolute values of
the growth rates are marginally higher than those in DIII-D.
























































Figure 4.12: Magnetic field strength B and curvature κ along a magnetic field line in NCSX.




























Figure 4.13: ITGs with adiabatic electrons with kyρs = 0.6 in the DIII-D tokamak
itgs with adiabatic electrons in w7-x The behaviour of Wendelstein 7-
X with respect to ITGs with adiabatic electrons is slightly different. Again the bean
flux-tube is the more unstable one (Fig. 4.16a), even though the growth rates of the
triangle flux-tube are only marginally lower (Fig. 4.17a). The most unstable mode
was found at kyρs = 1.3 in the bean flux-tube and at kyρs = 0.6 in the triangle flux-
tube. Compared with DIII-D and NCSX, we find a lower critical gradient - even
for a/LTi = 1.0 there are some unstable modes. But the influence of the gradients
remains the same, with a destabilising temperature gradient and a (de)stabilising
density gradient when this gradient is (weak) strong. This behaviour has been ob-
served before in Ref. [56]. The absolute values of the growth rate lie slightly above
those in DIII-D and NCSX for temperature gradients a/LTi < 3.0 and below them
for a/LTi ≥ 3.0, but it should be remembered that the normalisation (to cs/a) is






























































Figure 4.15: ITGs with adiabatic electrons with kyρs = 1.3 in the bullet flux-tube of NCSX
different in the different devices (due to different values of a). For both flux-tubes,
the observed modes always propagate in the ion diamagnetic direction (Figs. 4.16b
and 4.17b), there is also no mode transition to be seen. This is supported by the
mode structures that are found for both flux-tubes. In the bean flux-tube, where
there is a bad-curvature region at z = 0 at the outboard midplane, the mode pre-
dominantly peaks there, as seen in Fig. 4.18a. Note that the potential |φ| that is
plotted for the mode structures is, in fact, the root mean square of the potential.
Additional peaks in other bad-curvature regions as seen in Fig. 4.18b are only
observed if the ion temperature gradient is not too high (above a/LTi = 2). In
the triangle flux-tube, where the regions of bad curvature are shifted away from
the outboard midplane, the mode is also shifted away towards the bad-curvature
regions. This 2-peak-ITG mode (Fig. 4.19) observed throughout parameter space
in the triangle flux-tube of W7-X is thus of the same type as the 1-peak mode
observed in the bean flux-tube.




























































Figure 4.17: ITGs with adiabatic electrons with kyρs = 0.6 in the triangle flux-tube of W7X
itgs with adiabatic electrons in qipc The QIPC stellarator has again
a very similar behaviour to W7-X. The bean flux-tube is the most unstable one
(Fig. 4.20a), but is only slightly more unstable than the triangle flux-tube (Fig. 4.21a).
Also in QIPC the critical gradient lies below a/LTi = 1.0 for the most unstable
mode of kyρs = 1.8 in the bean flux-tube and kyρs = 0.9 in the triangle flux-tube.
As in W7-X, the modes propagate in the ion diamagnetic direction (Figs. 4.20b and
4.21b). As in W7-X, the modes are located where the curvature is negative, which
exactly corresponds to the outboard midplane in the case of the bean flux-tube
(Fig. 4.22) and shifted away from the outboard midplane for the triangle flux-tube
(Fig. 4.23). The QIPC stellarator has the lowest growth rates of all configurations
examined, which might be due to the very narrow and shallow regions of bad
curvature (compare for example Fig. 4.9a of W7-X and Fig. 4.12a of QIPC).





























































(b) Peaks in all bad-curvature regions




























Figure 4.19: Typical mode structure of ITGs with adiabatic electrons in the triangle flux-
tube of W7X
4.3.2 ion temperature gradient (itg) modes with kinetic electrons
When the electrons are treated kinetically and their non-adiabatic response is re-
tained, some very interesting effects emerge, especially for Wendelstein 7-X and
the QIPC stellarator. At first, only the ion temperature gradient was varied, and
the electron temperature gradient was set to zero. Because of quasineutrality, the
ion and electron density gradients are of course equal.
itgs with kinetic electrons in diii-d In DIII-D a scan over kyρs was per-
formed, revealing kyρs = 0.5 as the most unstable mode. In contrast to the ITGs
with adiabatic electrons, increasing the density gradient is strongly destabilising
(Fig. 4.24a), resulting in the maximum growth rate being a factor 3 higher than
the one in the previous section. Considering the comparatively small influence of

























































Figure 4.21: ITGs with adiabatic electrons with kyρs = 0.9 in the triangle flux-tube of QIPC
increasing the ion temperature gradient compared with that of the density gradi-
ent, one might suspect that the modes observed have more of a density-gradient
driven TEM signature. However, even though the mode structure with its peaks in
the outboard mid-plane does not reveal the nature of the mode, the propagation
in the ion diamagnetic direction hints at a classical ITG mode (Fig. 4.24b). (Note:
In all the following cases, stable modes, that is with a growth rate γ ≤ 0, will
be attributed a real frequency of ωr = 0, because they usually did not converge
enough to give a meaningful real frequency. This explains the jump in frequency
for the a/LTi = 1.0-curve in Fig. 4.24b). In addition, the energy analysis that was
performed with gradients of a/LTi = 1.0 and a/Ln = 0.5 with kyρs = 0.5 shows
that the ions are the main driving species: the ratio between the energy transfer
to the electrons and the ions was ∆Ee/∆Ei = −0.8, where the minus sign indi-
cates different energy flow directions. The ions are destabilising and the electrons
stabilising.
























































Figure 4.23: Typical mode structure of ITGs with adiabatic electrons in the triangle flux-
tube of QIPC
itgs with kinetic electrons in ncsx The influence of kinetic electrons
on the stability of ITGs is similar in NCSX: In both the bean flux-tube (Fig. 4.25a),
which is again the more unstable one, and the bullet flux-tube (Fig. 4.26a), the
kinetic electrons have a destabilising influence, so that there is no critical tem-
perature gradient anymore. If the ion temperature gradient is large enough, the
modes propagate in the ion diamagnetic direction (see Figs. 4.25b and 4.26b), but
for small temperature gradients they propagate in the electron direction, as is
typical of TEMs. The fact that the curve with a/LTi = 0 in the bean flux-tube
increases monotonically with increasing density gradient (rather than decreas-
ing above a certain point, as it is the case for classical ITGs) also suggests a
density-gradient-driven TEM. The lack of a stabilising density gradient is more
pronounced in the bullet flux-tube. This transition between ITG and TEM occurs
at about ηi = Ln/LTi ≥ 1 for both flux-tubes. Since the focus of this section lies on
ITGs, however, the energy analysis was performed for the parameters a/LTi = 1.0,
a/Ln = 0.5 and kyρs = 0.7 (which was also identified as the most unstable wave






























Figure 4.24: ITGs with kinetic electrons with kyρs = 0.5 in the DIII-D tokamak
number) in the bean flux-tube. Just as in DIII-D, the ions provide the main drive
and the electrons stabilise the mode slightly, with the ratio of the energies again
being ∆Ee/∆Ei = −0.8. It can thus be concluded that these modes, which exist
for high ηi and are destabilised by increasing the ion temperature gradient, are
indeed ITG modes. Similar results were obtained in Ref. [67], especially with re-
spect to the destabilising temperature gradient. In Ref. [69], the relative stability





























Figure 4.25: ITGs with kinetic electrons with kyρs = 0.7 in the bean flux-tube of NCSX
itgs with kinetic electrons in w7-x The transition between ITG modes
and density-gradient driven-modes is even more pronounced in Wendelstein 7-X
(Figs. 4.27a - 4.28b). Even though the ky-spectra look very similar in both flux-
tubes, the growth rates of the bean flux-tube are slightly higher. For low density
gradients, a destabilising effect of the ion temperature gradient can be observed. In



























Figure 4.26: ITGs with kinetic electrons with kyρs = 1.3 in the bullet flux-tube of NCSX
this region, the modes propagate in the ion diamagnetic direction (Figs. 4.27b and
4.28b). Also the mode structures, with the maxima coinciding with the bad curva-
ture regions, indicate classical ITGs. Since they look exactly as the ITGs with adi-
abatic electrons, they are not plotted here. If the density gradient is high enough,
however, a mode transition occurs: not only does the influence of the temperature
gradient vanish, but also the mode structure shifts towards the magnetic wells.
These modes can thus be classified as trapped-particle modes, and while the dis-
tinction between a trapped-particle mode (TPM) and a curvature-driven ITG mode
is more difficult at the edges of the flux-tube because the magnetic wells partly
overlap with regions of bad curvature, the mode seems to be rather located in the
wells (Fig. 4.29b) than in the bad-curvature regions (Fig. 4.29a). Even though the
direction of propagation is still in the ion diamagnetic direction, unlike a TEM,
the shift in frequency can clearly be observed for both flux-tubes. For the energy
analysis, the first ITG mode appears in the bean flux-tube at a/LTi = 2.0 and
a/Ln = 0.5 and kyρs = 0.8, and it was found that the electrons stabilise this mode,
with the ratio of energy transfer being ∆Ee/∆Ei = −0.8.
itgs with kinetic electrons in qipc In QIPC, the density-gradient-driven
modes become even more dominant and the transition occurs at lower density
gradients already for both flux-tubes, see Figs. 4.30a - 4.31b. Both types of mode
propagate in the ion diamagnetic direction, but the mode structure reveals clear
differences between the ITG and the trapped-particle mode, just as in W7-X. The
fact that the transition occurs at lower density gradients already might be due to
the generally lower growth rates of ITGs (see the previous subsection), so that
the trapped-particle mode, which is similarly unstable in both configurations,
becomes dominant at lower density gradients. For QIPC, both mode types are
analysed with respect to the energy transfer. For the ITGs, the parameters cho-
sen were a/LTi = 2.0, a/Ln = 0.0 and kyρs = 0.6. Again, the electrons were
found to be drawing energy from the mode, with the ratio of energy flux being





























































Figure 4.28: ITGs with kinetic electrons with kyρs = 0.7 in the triangle flux-tube of W7X
∆Ee/∆Ei = −0.7. The same result was obtained for the trapped-particle mode at
gradients of a/LTi = 2.0 and a/Ln = 2.0. The most unstable wave number was
found at kyρs = 0.6. For the triangle flux-tube, a mode structure of the ITG type
is presented in Figs. 4.32a and 4.32b. The mode clearly peaks in the regions of bad
curvature, which becomes particularly visible at the centre of the flux-tube. In
all configurations, the ηi at which the transition between ITG and TPM happens,
increases slightly with increasing temperature gradient.
4.3.3 trapped-electron modes (tem)
In order to isolate trapped-electron modes, the ion temperature gradient was set
to zero, so that only the electron temperature and density gradients were varied.































































(b) |φ| vs. magnetic field
































Figure 4.30: ITGs with kinetic electrons with kyρs = 0.6 in the bean flux-tube of QIPC
trapped-electron modes in diii-d In DIII-D the most unstable wave num-
ber for the trapped-electron modes was found to be kyρs = 1.5. Increasing either
the density gradient or the electron temperature gradient is always found to be
destabilising (Fig. 4.33a). For low density gradients, one finds a critical tempera-
ture gradient between a/LTe = 1 and a/LTe = 2. At higher density gradients, how-
ever, the destabilisation through the density gradient becomes so large that an un-
stable mode can be found even at vanishing temperature gradient. The mode fre-
quency changes monotonically with increasing gradient, so that the modes propa-
gate in the electron diamagnetic direction when the gradients are small, and in the
opposite direction for high density gradients (Fig. 4.33b). This behaviour is noth-
ing unusual for TEMs in tokamaks and has been observed before (e.g. in Ref. [20]),
even though propagation in the electron diamagnetic direction is more common
[70, 71, 72, 57]. The energy analysis at gradients of a/LTe = 1.0 and a/Ln = 0.5













































































(b) |φ| vs. magnetic field
Figure 4.32: Typical mode structure of ITGs with kinetic electrons in the triangle flux-tube
of QIPC
(this time a slightly different wave number of kyρs = 1.1 was selected) reveals that
the modes observed here are indeed electron-driven and thus ordinary TEMs. The
energy transfer from the electrons to the mode is also very large compared with
the energy drawn from the mode by the ions, with a ratio of ∆Ee/∆Ei = −10.
trapped-electron modes in ncsx NCSX is found to be more stable than
DIII-D (Figs. 4.34a and 4.35a). The bean flux-tube turned out to be the signifi-
cantly more unstable one, with the growth rate peaking at kyρs = 2.5. It is remark-
able how the modes change with increasing density gradient, from a strongly
temperature-gradient-driven mode for low density gradients to a purely density-
gradient-driven mode, where the temperature gradient has almost no destabilis-
ing influence. All modes observed propagate in the electron diamagnetic direction
































Figure 4.33: TEMs with kyρs = 1.5 in the DIII-D tokamak
(Figs. 4.34b and 4.35b), and the energy analysis at a/LTe = 1.0 and a/Ln = 0.5 in
the bean flux-tube reveals a strong destabilising effect by the electrons with a
ratio of ∆Ee/∆Ei = −12. The modes observed can thus be identified as classi-
cal electron-driven TEMs. While there seems to be mainly one type of mode in
the bullet flux-tube (except for the two values at vanishing density gradient and
high temperature gradient the frequencies are decreasing monotonically), there is
clearly a mode transition taking place at high density gradients in the bean flux-
tube. At high density gradients, there are jumps in the real frequencies and the
growth rate loses its dependence on the temperature gradient. However, the mode






























Figure 4.34: TEMs with kyρs = 2.5 in the bean flux-tube of NCSX

































Figure 4.35: TEMs with kyρs = 0.9 in the bullet flux-tube of NCSX
trapped-electron modes in w7-x Wendelstein 7-X exhibits somewhat dif-
ferent behaviour. The most unstable wave number was found at kyρs = 1.6 for
the bean flux-tube and at kyρs = 2.3 in the triangle flux-tube. As can be seen in
Figs. 4.37a and 4.38a, the instability sets in already at very low gradients, but the
growth rates remain lower than for DIII-D or NCSX over most of parameter space.
Most of the modes observed – especially in the region of strong density gradients,
where the curves for different temperature gradients are almost parallel to each
other – are trapped-particle modes, i.e. their mode amplitude peaks in the mag-



























Figure 4.36: Typical mode structure of a trapped-particle mode in the triangle flux-tube of
W7-X
(see Figs. 4.37b and 4.38b), and the energy analysis for one of these modes at gra-
dients of a/LTe = 1.0 and a/Ln = 1.0 and kyρs = 1.6 in the bean flux-tube shows
that it is the ions, and not the electrons, that provide most of the drive, with the
ratio of ∆Ee/∆Ei = 0.1. Thus, even though such gradients would normally trigger
electron-driven TEMs, the observed mode does not belong to this category. Since
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the main drive stems from the ions, a trapped-ion mode would be another option,
but the mode frequencies observed exceed the ion bounce frequency considerably.
(For a description on how to estimate the magnitudes of the frequencies of the
system, see Appendix A.) Therefore, this type of instability evades standard clas-
sification. In addition to this trapped-particle instability, another mode is observed
at low density gradients and with a frequency in the electron diamagnetic direc-
tion. This mode, which we shall call “the Bat mode”, will be discussed further
in Section 4.3.5. Since it will turn out to be very different from a trapped-particle
mode, we will ignore its maximum growth rate, which is found in the triangle
flux-tube, when determining the bean flux-tube as the more unstable flux-tube.



























































Figure 4.38: TEMs with kyρs = 2.3 in the triangle flux-tube of W7X
92 simulations of trapped-particle instabilities
trapped-electron modes in qipc We find these two novel types of modes
in QIPC as well (Figs. 4.39a - 4.40b). The fastest growing modes exhibit a very


























































Figure 4.40: TEMs with kyρs = 0.9 in the triangle flux-tube of QIPC
lar to the one observed in W7-X, with the mode structure peaking in the magnetic
wells (Fig. 4.42 for the bean flux-tube and Fig. 4.41 for the triangle flux-tube), and
their propagation being in the ion diamagnetic direction (Figs. 4.39b and 4.40b). In
QIPC the mode is not only mainly driven by the ions but is actually stabilised by
the electrons. The energy analysis performed at a/LTe = 1.0 and a/Ln = 1.0 and
kyρs = 0.9 in the bean flux-tube yielded ∆Ee/∆Ei = −0.5. Accordingly, this mode
cannot be identified as an electron-driven TEM. In addition, the same non-trapped-
particle mode as in W 7-X is found at low density gradients, again propagating
in the electron diamagnetic direction. Similarly to W7-X, both flux-tubes show al-
most identical growth rates. Compared with W7-X, the trapped-particle mode is

























































Figure 4.42: Typical mode structure of a trapped-particle mode in the bean flux-tube of
QIPC
even less influenced by the temperature gradient, and its growth rates are signif-
icantly lower than those in W7-X, not to mention NCSX and DIII-D. This can be
attributed to the enhanced degree of quasi-isodynamicity compared with W7-X
and the other two configurations. One might suspect that an even more quasi-
isodynamic configuration - for example QIPC at high plasma pressure - would be
even more stable. First tentative studies with QIPC at β = 6% show indeed re-
duced growth rates. However, performing purely electrostatic simulations in such
high-pressure equilibria is questionable, since the electromagnetic perturbations
cannot be ordered small in these cases.
4.3.4 mixed itg-te modes
In this section, we investigate instabilities where both temperature gradients are
non-zero and equal, i.e. a/LTe = a/LTi ≡ a/LT.
94 simulations of trapped-particle instabilities
mixed itg-tems in diii-d In DIII-D, there is only little change in the growth
rates compared with the pure TEM case (Fig. 4.43a), as both temperature and den-
sity gradients are destabilising. However, the resulting growth rates are slightly
reduced compared with the pure TEM case. Also, the sign of the frequency of
the modes decreases and changes its sign in contrast to the monotonically grow-
ing, mostly negative, frequency of the TEMs, see Fig. 4.43b. The two regions of
propagation, correspond to, as we shall see, an ITG mode and a TEM. Singling
out parameters of a/LT = 0 and a/Ln = 0.5 and kyρs = 0.5, where the mode
frequency is in the electron diamagnetic direction, it is found that the electrons
are strongly destabilising and the ions stabilising, with a ratio of ∆Ee/∆Ei = −10,
thus indicating an ordinary electron-driven TEM. If the gradients are chosen dif-
ferently, a/LT = 1.0 and a/Ln = 0.5 and kyρs = 0.5, where the mode propagates
in the ion diamagnetic direction, we find, just as expected for an ITG mode, that
the ions is the destabilising species and the electrons are stabilising, with a ratio


































Figure 4.43: ITG-TEMs with kyρs = 0.6 in the DIII-D tokamak
mixed itg-tems in ncsx Also in NCSX this general behaviour prevails, but
the growth rates are slightly reduced compared with the TEM case (Figs. 4.44a
and 4.45a). In the more unstable bean flux-tube, the modes observed were both of
the ITG and TEM type, with the growth rate not always growing monotonically
and the mode frequency alternating between the ion and electron diamagnetic
directions (Fig. 4.44b). A tendency towards the ion diamagnetic frequency could
be observed when increasing the temperature gradients, and it could thus be con-
cluded that ITGs are dominant for high temperature gradients. This is supported
by the observation that, for high temperature gradients, the density gradient has
a slightly stabilising influence, just as observed in the case of kinetic electron ITGs
in NCSX. In the bullet flux-tube, the transition between the two mode types is
more smooth, comparable to the tokamak, with the growth rates monotonically
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increasing and the frequencies monotonically decreasing with increasing density
gradient. At the point where the energy analysis was performed with gradients
of a/LT = 1.0 and a/Ln = 0.5 and kyρs = 1.6 in the bean flux-tube, the elec-
trons were found to be the destabilising species. The energy transfer ratio was
∆Ee/∆Ei = −1.0. Also in these cases, increasing the density gradient continu-
ously destabilises the modes. A very similar behaviour was already observed for






























































Figure 4.45: ITG-TEMs with kyρs = 0.5 in the bullet flux-tube of NCSX
mixed itg-tems in w7-x In Wendelstein 7-X, it is not the TEM behaviour that
survives but rather the ITG behaviour if both temperature gradients are switched
on (Figs. 4.46a - 4.47b). Compared with the ITG simulations with kinetic electrons,
the maximum growth rate is slightly elevated, but the general trends persist –
an ITG type mode for low density gradients and high temperature gradients,
96 simulations of trapped-particle instabilities
and trapped-particle modes for high density gradients. The mode transition is
not only evident in the growth rate plots but also in the frequency plots. While
the frequencies remain positive throughout parameter space, a distinct shift to
a higher frequency occurs at the respective transition. A similar mode transition
was found in Ref. [56] for ITG-TEM studies in W7-X. The transition to trapped-
particle modes occurs at slightly lower density gradient in the triangle flux-tube.
This might be - as with the ITGs with kinetic electrons when comparing W7-X and
QIPC - due to the slightly lower ITG growth rates in the triangle flux-tube, so that
the similarly unstable trapped-particle modes become dominant at lower gradi-

































































Figure 4.47: ITG-TEMs with kyρs = 0.9 in the triangle flux-tube of W7-X
type, with their maxima located in the bad-curvature regions, or trapped-particle
modes, peaking in the magnetic wells, here some truly mixed modes can be ob-
served. They appear at a/LT = 1.0 and a/Ln = 0.5 . . . 1.5 in the bean flux-tube and
4.3 numerical results 97
propagate in the ion diamagnetic direction. Concerning their mode structure, the
perturbed electron temperatures exhibit trapped-particle features while the ion
temperatures have peaks in the bad curvature regions. The resulting overall mode
structure is thus a mixture of ITG and trapped-particle modes (see Figs. 4.48a and
4.48b, the modes peak in the negative curvature region in the centre and in the























































(b) |φ| vs. magnetic field
Figure 4.48: Typical mode structure of mixed ITG-TEMs in the bean flux-tube of W7-X
find a 1-peak or a 2-peak ITG mode in the bean or in the triangle flux-tube, re-
spectively, for low density gradients compared with the temperature gradient. If
the density gradient is high enough, the transition to the density-gradient-driven





























































(b) |φ| vs. magnetic field
Figure 4.49: Typical mode structure of a trapped-particle mode for mixed ITG-TEM simu-
lations in the bean flux-tube of W7-X
simulations, these modes are not classical electron-driven TEMs since the elec-
trons were again found to be stabilising in an energy analysis for gradients of
98 simulations of trapped-particle instabilities
a/LT = 1.0 and a/Ln = 0.5 in the bean flux-tube. The ratio of energy transfer
was ∆Ee/∆Ei = −0.8. As before, the bean flux-tube was identified as the more
unstable one.
mixed itg-tems in qipc Also for QIPC, the growth rates found in the mixed
ITG-TEM case resemble more those of the kinetic-electron ITG studies than those
of the pure TEM simulations (Figs. 4.50a and 4.51a). At high density gradients, the
growth rates found here are much lower than in DIII-D, and the modes propagate
in the ion direction (Figs. 4.50b and 4.51b). Again, the mode transition is visible
in both the growth rate plots and the frequency plots, and the mode transition



























































Figure 4.51: ITG-TEMs with kyρs = 0.6 in the triangle flux-tube of QIPC
structure, it is evident that the trapped-particle mode is the dominant one. In both
flux-tubes, we find classical ITGs, destabilised by the temperature gradient, only
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at vanishing density gradient. An example is presented in Figs. 4.52a and 4.52b for
the triangle flux-tube. The mode clearly peaks in the bad-curvature region at the
centre of the flux-tube. On the edge of the flux-tube, however, the magnetic wells
gain importance and the mode is located there rather than in the bad-curvature
regions. These ITG type modes are observed here instead of the novel curvature-
driven mode propagating in the electron diamagnetic direction found in the TEM






















































(b) |φ| vs. magnetic field
Figure 4.52: Typical mode structure of an ITG type mode for mixed ITG-TEM simulations


























































(b) |φ| vs. magnetic field
Figure 4.53: Typical mode structure of an TPM mode for mixed ITG-TEM simulations in
the bean flux-tube of QIPC
inant drive, even though the temperature gradient keeps exerting a destabilising
influence. Not surprisingly, the energy analysis at a/LT = 1.0 and a/Ln = 1.0
in the bean flux-tube reveals a ratio of energy transfer of ∆Ee/∆Ei = −0.6, with
100 simulations of trapped-particle instabilities
the electrons being the stabilising species. The mode structure for these modes is
again of the trapped-particle mode type (Fig. 4.53b for the bean flux-tube), even
though a minor influence from the bad curvature is visible in the central peak
located in the bad-curvature region (Fig. 4.53a). Both types of modes are observed
in both flux-tubes, and the bean flux-tube is generally the more unstable one.
4.3.5 the bat mode
The so-called “bat mode” was first observed in some trial runs in the high-β case
of QIPC in the triangle flux-tube for very high temperature gradients and density
gradients. Since an equivalent mode was found in W7-X and the vacuum case of
QIPC as well - more so in the respective triangle flux-tubes but also in the bean
flux-tubes - it deserves some additional attention. The name is admittedly rather
unusual, but when observing the mode structure (Fig. 4.54a) for the first time, the
thought of an upright-standing bat (or Batman, if you are more the comic book
type of person) sprang to mind (see Fig. 4.54b), and while not being meant seri-


























(a) |φ| vs. curvature (b) The bat within the “batmode”
Figure 4.54: “Bat mode” structure observed first in the triangle flux-tube of QIPC at β =
6%
mainly observed in the TEM simulations in W7-X for very small or even vanish-
ing density gradients and in slightly modified form also in QIPC at low density
gradients. It is characterised by a negative mode frequency (i.e. it is propagating
in the electron diamagnetic direction) in contrast to the trapped-particle modes
that are observed for higher density gradients. The mode structure does not fol-
low the magnetic wells but rather the negative curvature regions (Fig. 4.55 for a
bat mode in W7-X). There is also a rather extended background structure that has
its maximum at the outboard side and which cannot be explained by the curva-
ture. Looking at the evolution of growth rates it seems to be driven by the electron
temperature gradient, and slightly stabilised by the density gradient. Since the ion






























Figure 4.55: “Bat mode” structure observed in the triangle flux-tube of W7-X at kyρs = 0.2.
Shown are the electrostatic potential and the curvature.
temperature gradient is set to zero, the appearance of an ITG mode is not possible;
also the mode propagates in the electron diamagnetic direction. For these modes
to be electron temperature gradient modes (ETG) the wave numbers are not large
enough compared with the high wave numbers observed for ETGs in tokamaks
[48]. This can be seen in Fig. 4.56, where a scan over kyρs was performed in the
triangle flux-tube. The bat mode is only found up to kyρs = 0.6, which can be seen
from the negative mode frequency and also by looking at the mode structure. For
higher wave numbers, the bat mode is stabilised and the trapped-particle mode






























Figure 4.56: Scan of kyρs in the triangle flux-tube of W7-X at a/Ln = 2.0 and a/LTe = 1.0.
higher resolution in phase space might be required, especially in the simulations
with QIPC, where the mode seemed under resolved in most cases.
102 simulations of trapped-particle instabilities
4.4 comparisons with theory
We now compare the simulation results of mixed ITG-TEMs obtained for DIII-D
with the various analytical expressions that were found in Chapter 3 for the ratio
between the real frequency of the mode, ω, and the diamagnetic drift frequency of
the electrons, ω∗e. The simplest expression, neglecting the non-adiabatic response





Γ0 + ηib (Γ1 − Γ0)
1+ TeTi (1− Γ0)
, (4.1)
where we defined b = k2⊥ρ
2
i . Here ω/ω∗e only depends on the ratio between ion
temperature gradient and density gradient ηi = Ln/LTi and the wave number
kyρs. In order to properly transition from kyρs to k⊥ρ =
√
gyy(l)k2yρ2s , where gyy(l)
is the metric element associated with the binormal direction that depends on the
position l along the field line, the average over the mode structure as found by the
code was taken, as suggested in Ref. [73]. All other quantities are directly obtained
from the input parameters. Equation (4.1) neglects any influence of the electron
temperature gradient or any trapping effects and is thus not a very good predic-
tion for the actually simulated values anywhere in the kyρs-a/Ln-space covered















prediction: no trapping, ωd= 0 
prediction: with trapping, ωd= 0 




















prediction: no trapping, ωd= 0 prediction: with trapping, ωd= 0 prediction: with trapping, finite ωd
data from simulation a/LT=0.0
a/LT=3.0
(b) Comparison at a/Ln = 1.5
Figure 4.57: Comparison of the simulation results for ω/ω∗e with the predicted values in
the ITG-TEM simulation of DIII-D
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The first two terms in the numerator and denominator are equal to their coun-
terparts in Eq. (4.1), except that they are now averaged along the field line and
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weighted by the squared amplitude of the mode structure. This integration is
done numerically using the actual mode structure produced by the code. Also the
bounce-averaging procedure was done numerically using the magnetic-field struc-
ture given by the GIST file. The remaining quantities are again obtained from the
input parameters. Including the trapped particles in the analytical theory does
improve the result compared with the first estimate (see the magenta lines in
Figs. 4.57a and 4.57b), however including a finite magnetic drift frequency ωd
seems imperative, especially when considering the large deviations at small kyρs.
It is quite remarkable how the trapping-effect only becomes important at high
kyρs, while the difference between the values for ω/ω∗e with or without trapped
particles is not particularly large at small values.
The magnetic drift is included in the final step, where small but finite frequen-
cies are allowed, ωd  ω, using Eq. (3.49). In addition to the mode structure as
found by the code and the magnetic field, also the curvature as given by GIST is
used to calculate the ratio of the frequencies. The resulting predictions for ω/ω∗e
come much closer to the actual results (see green lines in Figs. 4.57a and 4.57b).
The deviation that can still be observed, especially at low wave numbers, is most
likely due to underestimating the magnitude of ωd. Comparing the real frequen-
cies that are obtained in the simulations with the magnetic drift frequency it is
found that ωd/ω = O(1), thus ωd  ω is not satisfied. In order to obtain yet bet-
ter agreement, one might need to go to higher orders in the calculations. Also, the
assumption of marginality is in general not fulfilled; the growth rate γ was usu-
ally far from zero. In addition, the assumption of high frequencies ω  k‖vTi was
not met in most cases. These might be other reasons for the deviations between
analytical theory and the simulation results.
4.5 brief summary and outlook for chapter 4
In this chapter, we have assessed the influence of the magnetic geometry, in par-
ticular quasi-isodynamicity, on the stability of ITGs and TEMs. It was found that,
among the four configurations that were compared, the two stellarators approach-
ing quasi-isodynamicity and maximum-J geometry, Wendelstein 7-X and QIPC,
show significantly reduced growth rates compared with both the DIII-D tokamak
and the quasi-axisymmetric stellarator NCSX. This stabilisation seems indeed to
occur thanks to the electrons drawing energy from the modes close to marginal
stability. This effect is particularly important for TEMs, but the electrons were also
found to be stabilising for all configurations in case of ITGs. It could also be ob-
served that QIPC, which is a stellarator that is more quasi-isodynamic than W7-X
and whose regions of “bad curvature” are even smaller, is more stable than W7-
X, which can be attributed to the enhanced quasi-isodynamicity. Moreover, none
of the modes that were observed in W7-X and QIPC are classical electron-driven
TEMs. The analytical prediction of quasi-isodynamic stellarators being resilient
against classical TEMs, thus also holds for configurations that are only approxi-
mately quasi-isodynamic.
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It should be kept in mind, however, that the comparison between the two nearly
quasi-isodynamic configurations and the two non-quasi-isodynamic configura-
tions might not be entirely just. While W7-X and QIPC both have aspect ratios
of about A = 10, both DIII-D and NCSX have much smaller aspect ratios of
around A = 3− 5. For these devices, the expected fraction of trapped particles
is thus significantly higher, which might lead to enhanced growth rates for the
TEMs. Also, the enhanced magnetic drift might be attributed to the reduced as-
pect ratio. For a fair comparison, a tokamak with a comparable aspect ratio should
therefore be simulated as well. But, no matter how large the aspect ratio, complete
drift reversal as would be required from the stability criterion, ωdeω∗e < 0, cannot
be achieved by high aspect ratio, either. Very high pressure gradients would be
required for that, and it is almost certain that electromagnetic instabilities would
diminish the benefits of drift reversal.
The quantitative comparison of predicted and simulated values of the ratio of real
frequency of the mode, ω, and the diamagnetic drift frequency of the electrons,
ω∗e revealed that, while including trapped-particle effects does improve the pre-
diction, having a finite magnetic drift frequency ωd is even more important. It
might be required to go to second order in ωd/ω to obtain even better results.
One next step could be to simulate microinstabilities in finite-beta plasmas. All the
simulations presented here were carried out in vacuum magnetic fields, but it is
well known that quasi-isodynamicity and the maximum-J property are much eas-
ier to achieve at high beta [35, 16]. A finite plasma pressure should act stabilising
on the electrostatic instabilities we have studied, but could also excite electromag-
netic modes, particularly as the ideal MHD stability limit is approached. Since
the latter is fairly high in quasi-isodynamic stellarators, typically 〈β〉 ∼ 5− 10%,
there could be a region in parameter space where electrostatic instabilities are
suppressed and electromagnetic ones not yet excited, resulting in a window of re-
duced turbulent transport. However, this may be little more than a pious hope: in
W7-X, global gyrokinetic simulations exhibit approximately constant ITG growth
rates with increasing β.
Another interesting task in the future will be to simulate entire flux surfaces and
eventually the entire plasma volume, to account for possible mode coupling be-
tween different flux-tubes. The fact that the two respective flux-tubes that were
simulated in all three stellarators examined had very similar growth rates (except
for in NCSX, but there the difference might be due to the choice of kψ = 0) is very
encouraging and we might expect similar linear growth rates when simulating an
entire flux surface. This might give us further insight into where the modes are
preferably located. For example, in existing simulation results for ITG-tubulence
with adiabatic electrons, as seen in Fig. 4.58, most of the turbulence is located next
to the α = 0-field line, which is shown in black, and at the outboard side of the
torus.
While there have been several turbulence simulations with adiabatic electrons in
flux-tubes, the influence of kinetic electrons in quasi-isodynamic configurations
should be studied as well. First preliminary results show that switching on ki-
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Figure 4.58: ITG turbulence with adiabatic electrons on the entire flux-surface at s = 0.5
in W7-X at a gradient of a/LTi = 2.5. Shown is the time averaged normalised
potential perturbation eφ/Te. Figure courtesy of P. Xanthopoulos.
netic electrons in ITG turbulence simulations will result in a reduced heat flux, as
can be seen in Fig. 4.59. These are, however, only tentative results, and extensive





















Figure 4.59: Tubulence simulations in a flux-tube on the s = 0.5-flux-surface of W7-X.
Shown is the heat flux for ITGs with and without kinetic electrons at a/LTi =
1.75 and a/Ln = 0. Figure courtesy of T. M. Bird.
studies will be needed to investigate whether the beneficial influence of kinetic
electrons in quasi-isodynamic configurations also hold for non-linear calculations
and whether we can indeed hope for reduced turbulent TEM transport.
Collisions should be included in the future as well.

5
C O N C L U S I O N S
In this thesis, collisionless electrostatic microinstabilities were studied in various
magnetic geometries, both tokamaks and stellarators. The overall aim was to find
out how the optimisation of quasi-isodynamic stellarators, which leads to reduced
neoclassical transport and bootstrap current, affects microinstabilities. The focus
was on trapped-particle instabilities, since the fraction of trapped particles is large
in stellarators and trapped-particle instabilities are thought to be one of the main
drives of turbulent transport. Other types of modes, such as the ion tempera-
ture gradient mode were studied as well. Here, we briefly review what has been
achieved, and which questions remain to be addressed in the future.
5.1 summary
After giving an introduction into magnetic confinement fusion in general, the dif-
ferent kinds of optimised stellarators were introduced. It was highlighted how
the introduction of a quasi-symmetry can reduce the radial particle drift and that
other omnigeneous configurations, where the bounce-averaged radial drift van-
ishes, exist even without quasi-symmetry.
In Chapter 2, the focus was on the derivation of the gyrokinetic equation. To lay
the ground for the analytical calculations following in Chapter 3, both simpli-
fied and general solutions to the gyrokinetic equations were derived. Addition-
ally, the ballooning formalism was explained, and the quasi-neutrality equation
was derived to close the set of equations. In the following two chapters, a de-
tailed analysis of trapped-particle modes was performed. In Chapter 3, the sta-
bility of trapped-particle modes in so-called maximum-J configurations was in-
vestigated analytically. Subsequently, in Chapter 4, numerical simulations were
performed to investigate how the stability of the most important microinstabili-
ties depends on the degree of quasi-isodynamicity of the configurations. To this
end, extensive simulations were performed in flux-tubes of the DIII-D tokamak,
the quasi-axisymmetric stellarator NCSX and two stellarators approaching quasi-
isodynamicity, Wendelstein 7-X and QIPC. The most important findings are sum-




In a first simplified derivation of the dispersion relation of the trapped-particle
mode, we found that complete drift reversal, ωdeω∗e < 0, is beneficial for stability.
It was shown that this is satisfied for all particle orbits in maximum-J configura-
tions, to which quasi-isodynamic stellarators are often an approximation.
For these configurations the collisionless trapped-particle mode, for which the
bounce frequency of all species exceeds the frequency of the mode, is stable if the
temperature gradient of the species is not too large compared with the density
gradient, 0 < ηa ≤ 2/3. This was found both via a dispersion relation and by in-
vestigating the energy transfer from the species to the mode. The energy transfer
analysis was also used to show that the ordinary electron-driven trapped-electron
mode cannot exist for 0 < ηa ≤ 2/3 either. The only modes with a frequency
comparable to the ion bounce frequency that can exist in this region of parameter
space must therefore be driven by the ions and, moreover, propagate in the ion
diamagnetic direction. These results follow from the absence of the drift resonance
and are otherwise independent of geometry.
The predictions of stability can be extended in parameter space if additional as-
sumptions are made. This is done by formulating expressions for the mode fre-
quency, so that the direction of propagation can be deduced. If both the trapped
particle contributions and the magnetic drift are treated as small, stability is found
up to ∇ ln Ti = 1.64∇ ln n and arbitrary electron temperature gradients. Below
∇ ln Ti = 1.64∇ ln n, the drift modes that are found propagate in the electron dia-
magnetic direction and must be stable according to the energy transfer analysis.
Taking the trapped electrons fully into account will lead to a reversal of the di-
rection of propagation for lower ion temperature gradients already. Therefore, sta-
bility will most likely not prevail up to ∇ ln Ti = 1.64∇ ln n. To assess where the
transition between stable and unstable modes occurs, the structure of the potential
along the field line must be calculated.
If also a finite magnetic drift is accounted for, numerical integration of the given
geometric quantities is required to obtain an estimate of the mode frequency. Since
the expression for the mode frequency is found to be variational, the obtained
frequency should be a good approximation to the true value. By means of the ex-
pressions for the mode frequency, a general method was developed to predict the
direction of propagation, which can be used to assess the stability of that mode.
5.1.2 numerical simulations
The simulations were performed with the GENE code in flux-tube geometry,
and only collisionless electrostatic modes were considered. Four different con-
figurations were chosen to study the influence of geometry on microinstabilities.
As a typical tokamak, DIII-D was chosen. NCSX, a quasi-axisymmetric stellara-
tor, represented the non-quasi-isodynamic stellarator. The most quasi-isodynamic
configuration at the moment, QIPC, was chosen to test the benefits of quasi-
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isodynamicity. Wendelstein 7-X was used to investigate how only approximately
quasi-isodynamic configurations perform. In all stellarators, two flux-tubes were
simulated, and the growth rates found were almost identical except for in NCSX,
where the difference in growth rates is attributed to the high shear of the device.
The first simulations investigated ITG modes with adiabatic electrons. Here, the
growth rates were comparable in all configurations except for QIPC, where the
growth rates were significantly lower. This is thought to be due to the shallow
and narrow regions of “bad curvature.” When kinetic electrons were included in
the ITG simulations, the growth rates were higher than in the adiabatic-electron
case for both DIII-D and NCSX. In W7-X and QIPC, the electrons were found to
stabilise the mode, as was predicted from analytical theory. In pure TEM simula-
tions, the growth rates of DIII-D and NCSX were found to be much higher than in
W7-X and QIPC. Again this difference is attributed to the stabilising influence of
kinetic electrons in the two configurations that approach quasi-isodynamicity. The
classical, electron-driven TEM was identified for DIII-D and NCSX, with propaga-
tion in the electron diamagnetic direction. In W7-X and QIPC, however, the modes
could not easily be classified. They were found to be a trapped-particle mode that
is driven by the ions and that propagates in the ion diamagnetic direction, but
whose frequency is too high for a conventional trapped-ion mode. Another new
mode was found in the triangle flux-tubes of W7-X and QIPC for low density
gradients and low wave numbers. This mode, which we call “bat mode”, was
found to propagate in the electron diamagnetic direction and to be driven by the
unfavourable curvature. The final microinstabilities studied were mixed ITG-TEM
modes. The stabilising property of the drift reversal was confirmed here: both W7-
X and QIPC showed reduced growth rates compared with NCSX and DIII-D, and
the electrons were found to stabilise the modes. QIPC was generally more stable
than W7-X, which is attributed to the enhanced quasi-isodynamicity.
The analytical predictions of the absence of trapped-particle modes and classical
TEMs in quasi-isodynamic stellarators and the occurrence of modes propagating
in the ion diamagnetic direction were therefore confirmed. Moreover, they also
hold in configurations that are only approximately quasi-isodynamic.
In the last section of Chapter 4, the numerical results of mixed ITG-TEM simu-
lations in DIII-D were compared with the analytical predictions of Chapter 3. If
the approximations were very crude, the frequencies calculated did not match the
numerical results that well. The agreement was much better if more physics was
retained, that is if both trapped particles and a finite magnetic drift were included
in the theory.
5.2 outlook
While the results obtained are very encouraging, they raise the question whether
the enhanced stability prevails in more realistic calculations. For the analytical
theory this means that collisions should be included, as well as electromagnetic
effects. The latter are particularly important if high-β configurations, which are
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known to be more quasi-isodynamic than their vacuum counterparts, are to be
studied. Furthermore, one could try to find similar stability arguments for other
kinds of modes.
Also the numerical investigation can be extended greatly. As for the analytical
calculations, collisions should be included in the simulations. In addition, high-β
configurations should be studied including electromagnetic effects. It should also
be analysed how the kinetic electrons affect stability in non-linear simulations.
Even though the results that were obtained in different flux tubes were very sim-
ilar, full-flux-surface simulations and eventually full-torus simulations should be
carried out, since the coupling of several flux-tubes and the application of true
boundary conditions could lead to interesting new results. There is still a large
number of stellarators that could be analysed with respect to their stability prop-
erties, which are very different to the ones that have already been studied. Some
of these, like the Large Helical Device (LHD), Wendelstein 7-AS or the small exper-
iment TJ-K even provide a large database of experimental results, so that compar-
isons between experiment and numerical simulations could be performed. This
possibility could eventually be used to assist in the operational phase of Wendel-
stein 7-X.
A
A P P E N D I X
a.1 estimating ω/ωba
In order to gauge the nature of the instabilities observed in our simulations it is
useful to compare the mode frequency ω with the bounce frequency of both the
electrons and the ions.





given by Y. Turkin’s MCviewer for particles with v = 1m/s for a certain flux-tube














where ωnumber is the real part of the frequency given by the simulation in units of











with the thermal velocity vTa.
For QIPC, the bounce time is approximately Tb = 63s . . . 79s (for particles with
vT = 1m/s) and the minor radius a = 0.95m. This results in
ω
ωbe
= [0.32 . . . 0.40]ωnumber (A.2)
ω
ωbi
= [13.6 . . . 17.1]ωnumber. (A.3)
Most frequencies observed were of the order ωnumber = 0.1, so that we obtain for
QIPC
ωbi ∼ ω  ωbe.
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In W7-X, the bounce time that was read off was Tb = 25s . . . 39s and the minor
radius a = 0.52m so that we obtain
ω
ωbe
= [0.23 . . . 0.36]ωnumber (A.4)
ω
ωbi
= [9.9 . . . 15.4]ωnumber. (A.5)
The frequencies observed were slightly higher than in QIPC but still of the order
ωnumber = 0.1, so that also in W7-X
ωbi ∼ ω  ωbe.
In both configurations, the frequencies are thus in general comparable to the ion
bounce frequency ωbi but below the electron bounce frequency ωbe.
a.2 estimating ω/ωda
In Chapter 3, we assumed the magnetic drift to be small compared with the fre-
quency of the mode. This section will demonstrate how to estimate the ratio of




as usual. The magnetic drift frequency is calculated from the equilibrium using
Y. Turkin’s MCviewer, which gives
ωd,MCviewer = v˜d · ∇α,






∇ ln B+ ξ2κ
)
with ξ2 = v2‖/v
2. In order to obtain the true magnetic drift frequency as used
throughout this thesis we need to write
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The value of ωd,MCviewer varies across the flux-surface and depends strongly on ξ.
However, in the trapped-particle regions, the variation is weaker and the value is
approximately ωd,MCviewer = 0.05 1/m2 for both Wendelstein 7-X and QIPC. For






ωdi ≈ 0.25 ω.
Similarly, we obtain for Wendelstein 7-X with the maximum growth rates found





ωdi ≈ 0.15 ω.
For both W7-X and QIPC, the approximation of a small magnetic drift frequency
is not too crude.
For DIII-D, however, where the comparisons between analytical and numerical
results were performed, we find a magnetic drift of ωd,MCviewer ≈ 1 1/m2, so that




and with real frequencies of the order of ωnumber = 0.5 we find
ωdi ≈ ω,
so that the approximation ωd  ω clearly does not hold for DIII-D.
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