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I. INTRODUCTION
Bandwidth-Efficient Multiple Access (BEMA) was introduced in [ l ] as a mobile-to-base multiple-access scheme. The users' transmitter pulses (or signature waveforms) are continually designed at the base station as a function of the multiuser receiver and traffic conditions such as the the received power levels, the number of users, and Quality of Service (QoS) constraints. These pulses are dynamically allocated by the base station to the mobiles as often as necessary as determined by changing conditions. For effective adaptation, it is implicitly assumed that the rate at which significant changes occur is much less than the symbol rate. The goal is to design the signature waveforms to be as bandwidth efficient as possible while guaranteeing for each user an effective channel capacity [nats/second].
Consider how BEMA differs from other signaling schemes such as orthogonal-waveform multiple access (OWMA), CDMA, and identical-waveform multiple access (IWMA). OWMA is a multiple-access scheme that fully "spreads" the users to remove any multiple-access interference. Similarly, CDMA, as commonly postulated in the literature, employs quasi-orthogonal signals to reduce the multiple-access interference. At the opposite extreme is IWMA which, due to the absence of spreading, must resort to error-control coding alone to mitigate the effects of multiple-access interference. In contrast to these schemes, BEMA lets traffic conditions determine the relative tradeoff between spreading and coding.
The model of interest is an additive white Gaussian noise channel on which users employ pulse-amplitude modulation (PAM) to transmit information in symbol synchronism. The users' transmitter pulses are in general neither identical nor orthogonal, and so we have a correlated-waveform multiple acThis work was supported in part by NSF granfs NCR-9706591. a RMS bandwidth measure. Here we develop an improved de:
sign that takes into account some of the less obvious analytical properties of the problem. The approach is applicable not only to RMS, but also to other bandwidth measures such as fractional out-of-band power (FOBP).
In the remainder of this paper, Section I1 briefly reviews the concepts of BEMA that have been presented in detail in the literature [ 11. Section I11 considers the conservation of handwidth by means of an eigenvalue analysis. Section IV incorporates the results into a new signal-design methodology. Section V concludes with a representative numerical example.
BEMA: A REVIEW
This section briefly reviews BEMA as it relates to the CWMA channel, the bandwidth measure, the receiver, and the transmitter.
A. The CWMA System
In a CWMA channel, the K users each transmit a symbol every T seconds using PAM on a signature waveform that is time limited to [O,T). The received power [energylsecond] of the kth user is wk, and the users are ordered so that w1 2 w 2 2 . . . 2 w~. Let W = diag(wl, . . , W K ) be the power matrix.
The received signal is the symbol-synchronous superposition of the users' transmitted waveforms plus additive white Gaussian noise with a two-sided power spectral height of N0j2. The outputs of a bank of filters, which are matched to the users' signature waveforms, are sampled at integer multiples of T to yield the equivalent discrete-time model
where R is the users' correlation matrix with unity-valued diagonal elements, x(n) is the vector of information symbols of the users at time n, and { g ( n ) } is a sequence of i.i.d. zeromean, Gaussian random vectors, each with covariance %R. We consider the RMS bandwidth, which is the standard deviation of the power spectral density of the superposition of the users' transmitted waveforms. From 13, Prop.71, there is a direct tie between a given power-coxrelationmatrix pair (W, R ) and the required bandwidth. Specifically, over all valid choices for the users' signature waveforms (i. e., those that correspond to ( W , R ) ) , there is a set that minimizes the required RMS bandwidth. This minimum bandwidth is given by trace(AII)
where A is a diagonal matrix containing the eigenvalues of the weighted correlationmatrix. H = W'/'RW'/', in decreasing order, and II is a diagonal matrix whose kth diagonal element is given by k 2 . This result means that transmitter design, signal (or signature-waveform) design, and correlation-matrix design are essentially equivalent.
Other measures of bandwidth such as FOBP yield similar minimum-bandwidth formulas [4] . Consequently, the results of this paper can be extended to measures other than RMS bandwidth.
C. The Decision-Feedbuck Receiver
A DFR (see Figure 1 ) successively decodes the users, while making available the symbol decisions of already-decoded users by means of feedback [I] . It is parameterized by a K x K matrix pair (F,B), where B is strictly lower triangular. In general, the kth user is decoded based on Zi; = ET;fuBkjXjr where El is the kth row of F, B k j is the ( k , j ) element of B, and X j is the re-encoded symbol decision for X j . Since w e are working with a coded system, we assume that the symbol decisions are always correct so that Xj = X j .
In this case, each user effectively sees a single-user Gaussian channel whose capacity is given by Ci; = 1/(2T) log(1 + ~i ; )
[natslsecond], where ~i ; is the signal-to-interference ratio (SIR) associated with the kth user. The SIR quantities depend on W, R, F, and B.
We focus on the Capacity-Maximizing DFR (CM-DFR), for it simultaneously maximizes Ci; for all users (for a given decoding order) over the class of all DFRs [SI. Moreover, it allows the users to achieve the total capacity of the channel with single-user coding and decoding 121. The feedforward matrix of the CM-DFR is given by F = (*T)-1W1/2, where *TI = H + u21 is a Cholesky factorization with * being lower triangular, and U' = N o / ( W ) . The feedback matrix B is given by the strictly lower-triangular part of FR.
We will incorporate the following notation with regard to 
D . The Trunsmittei
For the QoS constraint, we require that the capacity of each user meet some threshold. Since the capacity, Ci;, is increasing in SIR, we can equivalently require that ~k meet a threshold for each k. For simplicity we choose this threshold to be the same for all users, although the problem of requiring different SIRS is essentially the same. Since the weakest user is decoded last, its SIR is W K / U ' . Therefore we specify the SIR threshold as a fraction of this quantity,
where 7 E (0, 11. The problem is to find the correlation matrix that results in minimum bandwidth under this constraint. Unfortunately, this problem is intractable.
Note, however, that for a perfect-feedback DFR the performance of the kth user is independent of the correlations between itself and "past" users, i. e., users l through k -l. Thus we choose to systematically design a sub-optimal H, working from the weakest user to the strongest user. To do this, suppose that we have already designed the correlation matrix for users k + 1 to K , i. e., H(k+l). With this fixed, we build H(k1 by choosing some such that user k meets the SIR threshold. Let the singular-value decomposition (SVD) of the known H[kil) be given by
where L is an invertible diagonal matrix. If the rank of H(fi+l) 
We would like to find the that minimizes the bandwidth of H(k) subject to the SIR and PSD constraints of (6) and (7).
We are unable to give an outright solution to this problem, so in the next section we explore how Q affects the eigenvalues of (10)
Recalling the property of the pseudo-inverse that C+ = C+CC+, we find that 6 must be chosen so that 6-2y2ZTVCVTZ = p'. Thus 
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we choose the former and denote it by 6,. Using (IO) and (1 1)
we find that
Note that the set of Q satisfying either the SIR or PSD constraint corresponds to a hyper-ellipsoid. These ellipsoids share agonal elements of L and L+u21 are both ordered from largest the same set of axes and have the same orientation since the di-
to smallest.
Unlike the constraints on SIR and PSD, the bandwidth does not lend itself to an analytical representation in terms of ( k ) ' Hence, choosing the $I(k) that minimizes the bandwidth subject to the constraints appears to be intractable. However, the largest eigenvalue of H(k) can be expressed analytically as a function of by considering its Rayleigh-Ritz parameterization. This is beneficial since, as we recall from (2), the value of BA,, for a given weighted correlation matrix is proportional to a weighted sum of its eigenvalues, where the weighta way that maximizes the largest eigenvalue of H(k) will have the tendency to conserve bandwidth since it places power in the largest eigenvalue. The corresponding assignment for is
The following lemma is applicable to both the SIR and PSD
Proof We prove the theorem for the SIR constraint, the proof for the PSD constraint being similar. Choosing D as in where X is as given in the theorem statement. Note that as X goes to negative infinity, yo goes to zero, and with a little work we find that as X goes to positive infinity, yo goes to unity. that yields the maximum.
Using the result from this proof that Z = =-, 2V in conjunction with (9), it can be shown that Finally, we must compute the E(k) = J r n V , . (21) Now that we know how to determine E(k) subject to an ellipsoidal constraint so as to maximize the largest eigenvalue of H(k). it is also of interest to obtain in such a way that the ( M + l)%xgest eigenvalue of H(k) is minimized. We are concerned with this particular eigenvalue because the rank of H(k) can be no greater than M + 1 since the rank of H(k+l) is M . Hence, the (M + 2)th-largest eigenvalue of H(k+l) down to the smallest eigenvalue of H(k) are all guaranteed to be zero.
It can be shown that (M + l)t"-largest eigenvalueis minimized by choosing along the axis E M . The proof is similar to that of Theorem 1, but is more involved due to some subtleties.
IV. SIGNAL DESIGN FOR BEMA We partition the SIR and PSD constraint sets into three categories, and then use the results of Section 111 to choose appropriately within each category. 
H ( k ) .
since this simultaneously maximizes the largest eigenvalue (see users' powers increases, the bandwidth savings of BEMA over OOMA become more significant. The worst case is when all of the users have equal power and the threshold 1) = 1.0. Then BEMA is forced to resort to orthogonal signaling.
In Figure 3 we have fixed the available bandwidth at 1.0 Hz, and the users' powers are linearly decreasing according to W E = K -k + 1. For the BEMA signal design of the previous section, we calculate the symmetric (user-wise worst case) capacity that is achievable as the number of users grows. In general, as the number of users is increased, the signaling interval, T , must he decreased so that the required bandwidth does not grow beyond that available. This reduces the symmetric capacity since it is strictly decreasing in T . The better the signal design, the less T has to he increased, and hence the less the symmetric capacity is reduced. For BEMA with the CM-DFR, one must work iteratively with the signal design of the previous section to find the value of T for which the resulting bandwidth equals the available bandwidth. Additionally, we consider both OOMA and IWMA (with successive decoding).
As an example, suppose that the symmetric-capacity constraint is chosen to he 1.5 nats per second. Then IWMA can support 1 user, OOMA 3 users, and BEMA with the CM-DFR supports 9 users. Dropping t h e QoS constraint to 1.2 nats p e r second, IWMA still supports only 1 user, while OOMA supports 5 users and BEMA with CM-DFR supports 17 users.
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