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Abstract
Let G = (V; E) be a simple graph on vertex set V and de1ne a function f : V → {−1; 1}. The function f is a signed
dominating function if for every vertex x∈V , the closed neighborhood of x contains more vertices with function value 1
than with −1. The signed domination number of G, s(G), is the minimum weight of a signed dominating function on
G. Let G denote the complement of G. In this paper we establish upper and lower bounds on s(G) + s(G).
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Let G=(V; E) be a simple graph with |V |= n and v a vertex in V . The closed neighborhood of v, denoted N [v], is the
set {u : uv∈E} ∪ {v}. A function f : V → {−1; 1} is a signed dominating function if for every vertex v∈V , the closed
neighborhood of v contains more vertices with function value 1 than with −1. We will use the symbol f[v] to denote the
sum
∑
x∈N [v] f(x). Thus, f is a signed dominating function if f[v]¿ 1 for all v∈V . The weight of f, denoted f(G), is
the sum of the function values of all vertices in G, i.e., f(G) =
∑
x∈V f(x). The signed domination number of G, s(G),
is the minimum weight of a signed dominating function on G. This concept was de1ned in [4] and has been studied by
several authors including [1,3–7,11]. The (standard) domination number of a graph G, (G), is similarly de1ned to be
the minimum weight function f : V → {0; 1} such that f[v]¿ 1 for all v∈V . Given a function f : V → R we will say
v is dominated under f, or simply dominated, if f[v]¿ 1.
For any graph G = (V; E) the complement G = (V; E) is de1ned to be the graph on the same set of vertices V with
uv∈E if and only if uv 	∈ E, for all pairs u 	= v∈V . The notation NG[v] will be used to denote the closed neighborhood
of v in G. Finding bounds on the sum or product of a parameter on a graph and its complement has become a useful
lens for looking at the behavior of graph parameters, starting with the results of Nordhaus and Gaddum for the chromatic
number [10]. Nordhaus–Gaddum type results for various domination related parameters are particularly common, see for
example, [2,8,9]. For standard domination it has been shown that for any graph G, (G) + (G)6 n + 1, with equality
if and only if G = Kn or G = Kn. Furthermore, if both G and G are connected, then (G) + (G)6 n, with equality if
and only if G = P4 (see [9, p. 237]). In the case of signed domination, however, the bounds are much weaker. Clearly,
since s(G) is at most n, we have s(G) + s(G)6 2n. We show that this trivial bound is in fact achieved in exactly six
graphs, and more generally, we provide bounds on s(G) when s(G) = n.
While the standard domination number is always positive, the signed domination number can be negative. In [7], we
showed a class of graphs whose signed domination number is arbitrarily close to −n. It is reasonable therefore, to look
for a lower bound on s(G) + s(G). In Section 3 we give a lower bound. Finally, in Section 4 a family of graphs which
achieves the lower bound is presented as well as some other interesting examples.
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2. Upper bound on s(G ) + s(G )
We present a lemma characterizing graphs G on n vertices for which s(G) = n.
Lemma 1. A graph G has s(G) = n if and only if every v∈G is either isolated, an endvertex or adjacent to an
endvertex.
Proof. Let G be a graph that contains a vertex v such that deg(v)¿ 2, and for each vertex y adjacent to v, deg(y)¿ 2.
Consider the function f : V (G) → {−1; 1} for which f(v) =−1 and for any other vertex x, f(x) = 1. Clearly this is a
signed dominating function. Therefore, the signed domination number of G is at most n− 2. Now suppose G is a graph
with every vertex of degree 0 or 1 or adjacent to such a vertex. A signed dominating function must assign 1 to every
vertex of degree 1, and it must assign 1 to every vertex that is adjacent to a vertex of degree 1. Hence, every vertex in
G must be assigned a 1, and s(G) = n.
Lemma 2. If G is a graph containing a vertex of degree k then s(G)¿ 2 + k − n.
Proof. Suppose f : V (G) → {−1; 1} and v a vertex of degree k in G. If f is to be a signed dominating function
then f[v]¿ 1. The least possible weight for f will now be achieved if f(x) = −1 for all x 	∈ N [v]. In this case
f(G) = 1− (n− (k + 1)).
Theorem 3. If G is a graph on n vertices such that s(G) = n then 06 s(G)6 4.
Proof. Let G be a graph with s(G) = n. For the lower bound, observe that G must contain a vertex of degree 1 or 0.
Therefore, G must contain a vertex of degree n− 2 or n− 1, respectively. Hence, by Lemma 2, s(G)¿ 0 or s(G)¿ 1.
For the upper bound, we exhibit a signed dominating function f on G. The vertices will be labeled with respect to
the edges in G where Lemma 1 provides structure. Partition the vertices of G into two sets, T and H , such that T is an
independent set with each vertex of degree 0 or 1 in G and every vertex in H is adjacent to at least one vertex in T .
Notice that |T |¿ |H |. Label the vertices of H as hi where 16 i6 |H |. Partition T into the sets T0; T1; : : : ; T|H |, where
T0 consists of all isolated vertices (if any) and for i 	= 0, Ti consists of all vertices in T adjacent to hi. Label the vertices
of Ti as {ti0; : : : ; tipi} where pi + 1 is the number of vertices in Ti.
If |H |= 0 then G consists of isolated vertices and G = Kn. It is clear that s(Kn)∈{1; 2}. If |H |= 1, then G consists
of one star and possibly some isolated vertices hence s(G)6 s(Kn−1) + 16 3.
Assume that |H |¿ 2. Initially, let f(hi) =−1 for all hi ∈H ; f(ti0) = +1 for all i ¿ 0. If T0 	= ∅ set f(t00) = +1 and
recursively de1ne f(t0j) =−f(t0( j−1)) for j=1; : : : ; p0. Now set f(t(i+1)1) =−f(ti(pi)) for i¿ 0 and f(tij) =−f(ti( j−1))
for i¿ 0; j¿ 2. If T0 = ∅, begin by setting f(t11) = +1 and again proceed by recursively de1ning f(tij) = −f(ti( j−1))
for i¿ 1; j¿ 2 and f(t(i+1)1) = −f(ti(pi)) for i¿ 2. That is, the zeroth vertex in each set Ti, i¿ 1, gets +1 while all
remaining vertices in T alternately get +1;−1 beginning with +1. At this time, f(G) has a total weight of either 0 or
1, depending on the parity of |H | − |T |, but f is not necessarily a signed dominating function for G. We will modify f
based on the structure of G. This modi1cation will only involve assigning +1 to two or fewer vertices which originally
were assigned −1. Currently, f(H) =−|H | and either f(T ) = |H |+ 0 or f(T ) = |H |+ 1. Consider any vertex tij in T .
If deg(tij) = 1 in G, then in G, tij is adjacent to every vertex but hi. Therefore, f[tij]¿ 1. If deg(t0j) = 0 in G, then in
G, t0j is adjacent to every other vertex, so f[t0j]¿ 0. Therefore, as long as at least one −1 is changed to +1, all tij
will be dominated under f in G. Now we must ensure that the vertices in H are dominated as well. The modi1cation of
f will depend on value of f(T ) as well as the individual values of the f(Ti). Note that 06f(Ti)6 2, for i¿ 1 and
06f(T0)6+1. We de1ne the weight of a set of vertices to be the sum of their values under the function f. Note that
if v∈ S and we switch f(v) from −1 to 1 then the weight of S increases by 2.
Case 1: f(T ) = |H | and there is no Ti set with weight equal to 2. In this case f(Ti) = 1 for all but one i¿ 0. Pick
any two vertices in H and switch their weights from −1 to 1. Every vertex in T is now dominated under f in G. For
any hi ∈H , f(NG[hi] ∩ H)¿ 2− |H | and f(NG[hi] ∩ T ) = f(T )− f(Ti)¿ |H | − 1. Therefore, f[hi]¿ 1 in G and the
weight of f is 4.
Case 2: f(T ) = |H | and there is a set Tk with weight equal to 2. There must be another set Tj with weight equal to
0 and j 	= 0. Switch the weight of a single vertex in Tj from −1 to 1, and switch the weight of hj from −1 to 1 as
well. Now, f(NG[hj] ∩ H)¿ 2 − |H | and f(NG[hj] ∩ T ) = f(T ) − f(Tj)¿ (|H | + 2) − 2, so that f[hj]¿ 2 in G. For
any other vertex hi ∈H , f(NG[hi] ∩ H)¿ 1− |H | and f(NG[hi] ∩ T ) = f(T )− f(Ti)¿ |H |. Therefore, f[hi]¿ 1 in G
and the weight of f is 4.
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Fig. 1. All graphs on 5 or 6 vertices for which s(G) + s(G) = 2n− 2.
Case 3: f(T ) = |H | + 1 and there are less than 2 sets Ti with weight equal to 2. If there is exactly one such set
let hk be the element of H adjacent to it, otherwise pick hk at random. Switch the weight of hk from −1 to +1. Then
f(NG[hk ] ∩ H)¿ 2 − |H |, and f(NG[hk ] ∩ T ) = f(T ) − f(Tk)¿ |H | − 1, hence f[hk ]¿ 1 in G. For any other vertex
hi ∈H , f(NG[hi] ∩ H)¿ 1− |H | and f(NG[hi] ∩ T )¿ |H |. Therefore, f[hi]¿ 1 in G and the weight of f is 3.
Case 4: f(T ) = |H |+ 1, and there are 2 or more Ti sets with weight equal to 2. There must be a set Tk with weight
equal to 0. Switch the weight of a single vertex in Tk from −1 to 1. The weight of Tk is now 2 and f(T ) = |H | + 3.
For any vertex hi ∈H , f(NG[hi]∩H)¿− |H | and f(NG[hi]∩ T ) =f(T )−f(Ti)¿ |H |+ 1. Therefore, f[hi]¿ 1 in G,
and the weight of f is 3.
Since f(T ) was either |H | or |H |+ 1 these are all the possible cases.
In Section 4 we present in1nite families of graphs for which s(G) = n and s(G) = i, for each of i = 0; 1; 2; 3; 4. We
can now characterize graphs for which s(G) + s(G) = 2n as well as those for which s(G) + s(G) = 2n− 2. Note that
for any function f : V → {−1; 1}, the weight of f will be the same parity as |V | = n. In particular, both s(G) and
s(G) have the same parity.
Theorem 4. Let G be a graph with n vertices, then (i) s(G) + s(G) = 2n and s(G)s(G) = n2 if and only if
G ∈{P1; P2; P2; P3; P3; P4}, where Pi is a path on i vertices.
(ii) s(G) + s(G) = 2n− 2 and s(G)s(G) = n2 − 2n for exactly 12 graph/complement pairs.
Proof. Theorem 3 gives that |V (G)|6 4 for (i) and |V (G)|6 6 for (ii). The structure of Lemma 1 allows us to quickly
narrow the cases. For (ii) the explicit list of graphs includes K3; all 5 acyclic graphs on 4 vertices; and the 5 graphs on
5 vertices and one graph on 6 vertices shown in Fig. 1.
3. Lower bounds on s(G ) + s(G )
Using known lower bounds on s(G) we can get a lower bound for s(G) + s(G).
Theorem 5 (Haas and Wexler [7], Zhang et al. [11]). If G is a graph with maximum degree (G) =  and minimum
degree (G) = ¿ 1 then
s(G)¿ n
(
− + 2
+ + 2
)
:
A stronger form of this bound is given in [7]. For convenience we will use A to denote the right-hand side of this
bound and B for the bound of Lemma 2. Replacing  and  by (n − 1− ) and (n− 1 − ), respectively, gives lower
bounds for s(G) in terms of the parameters of G. These will be denoted by A and B. Combining these bounds gives the
next theorem.
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Theorem 6. For any graph G, s(G) + s(G)¿ − n − 2 +
√
8n+ 1. Further, there is an in<nite family of graphs for
which equality holds.
Proof. There are four lower bounds for s(G) + s(G), coming from the two bounds from Theorem 5 and Lemma 2 on
the graph and its complement, namely A+A, A+B, B+A, and B+B. The second and third of these will have the same
properties with the roles of G and G reversed.
For 1xed n, and 06 66 n − 1, we want the minimum over all values of  and  of the maximum of the 4
bounds, i.e.,
min
;
[max(A+ A; A+ B; B + A; B + B)]:
This minimum must occur either (i) at a local minima for one of the bounds, (ii) on the boundary of the domain, or (iii)
where 2 of the bounds intersect. We examine each of these cases in turn and then compare the results.
(i) Extrema: We consider the derivatives of the 4 bounds with respect to  and  in order to 1nd extrema.
A+ A= n((− + 2)=(+ + 2) + (− + 2)=(2n− − )). Taking the derivative with respect to , setting equal
to zero, and solving for  reveals no real solutions in our domain, since n¿. Explicitly, (A+ A)′ = 2(4 + 32 + 4−
2 + 2(4 + − 2n)− 8n)n(1 + n)=((2 + + )2(+ − 2n)2). This is 0 when = 2 + ± 2√(2 + )(1 + − n).
A + B = n(( −  + 2)=( +  + 2)) + (1 − ). The derivative of this with respect to  is always ¡ 0 since n;  are
positive. Hence the function (B + A) will also have no extrema.
B + B = 2 + − n+ 1− . This function is clearly always increasing with  and decreasing with .
Thus there are no local minima in the domain.
(ii) The boundary: We reduce to one variable along the boundaries of the domain,  = ,  = n − 1, and  = 1. In
each case we must 1nd the minimum of the maximum values.
= : Here A+ A= n1+ +
n
n− ¿
n
1+ + 1¿
n
1+ + 1− = A+ B¿ 3− n= 2+ − n+ 1− = B+ B. That is, A+ A
gives the best (largest) lower bound in this case. It will be minimum when = = (n− 1)=2 at which point
s(G) + s(G)¿ 4n=(1 + n): (1)
= n− 2: When n− 4¿  then B¿A. Further, as long B¿A then B+ B is the largest lower bound. If A¿B then
B+A becomes the largest lower bound. Since B is always decreasing and A is always increasing the minimum case here
occurs when A= B. This is at =
(
3−√1 + 24n) =2 + n. Here
s(G) + s(G)¿
(
−1 +√1 + 24n
)/
2− n: (2)
 = n− 1: The bound A does not directly apply as it requires (G)¿ 1. To get around this diKculty, treat G as two
graphs, one containing an isolated vertex, the other the remaining vertices. Assume this larger component has minimum
degree 1 or greater. Two bounds for s(G) can be determined by 1nding bound A and bound B for the large component
and adding 1 for the isolated vertex. Analyzing these bounds is similar to the case  = n − 2. The least value for this
case is
s(G) + s(G)¿− n+ (5 +
√
24n− 23)=2: (3)
= 0 and 1 are complementary to the above cases and so give the same minimum possible values.
(iii) The intersections: A possible minimum point can occur on the intersection of two bounds if at that point those
bounds are bigger than the other two bounds and the point is a local minimum on the line of intersection.
Consider the equation
(B + B)− (B + A) = (A+ B)− (A+ A): (4)
If B+B=A+A=X then exactly one of the following three possibilities will hold. Eq. (4) is negative and (B+A)¿X .
Or, Eq. (4) is positive and (A+B)¿X . Or, Eq. (4) is zero and all four bounds are equal. Similarly, if B+A=A+B=Y
then exactly one of the following three possibilities will hold: (B+ B)¿Y or (A+ A)¿Y or all four bounds are equal.
Thus a possible minimum occurs on B + B = A+ A or on B + A= A+ B only if all four bounds are equal.
Note that (A + A) = (B + A) if and only if (A + B) = (B + B). These occur exactly when A = B, in which case,
 = (4n − 4 − 4 − 2)=(2 +  − 2n). The function B + A will be strictly increasing as a function of , while B + B
reaches a maximum in the range 066 n − 1. Hence, the minimum of the maximum lower bounds in this case will
occur either when = 0; = n− 1, or when A= B. The 1rst two cases were already considered. The last case, which is
when all four bounds are equal, occurs when = 2(n2 − 1)=(3n+ 1) at which point
s(G) + s(G)¿− 2n(n− 5)=(3n+ 1): (5)
The analysis when A= B is symmetric.
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Comparison of cases: We compare the bounds for s(G) + s(G) for each of the cases above, to determine the worst
case lower bound. Comparing Eqs. (1)–(3) and (5) reveal that for n¿ 15, the worst case occurs when  = n − 2 and
A= B. Of course, this is equivalent to the case = 1 and A= B.
The next phase is to show that no graph can exist with =1, =
(√
1 + 24n− 5) =2, and s(G)=2+− n. Note that
n= (2 + 5+ 6)=6 will be an integer as long as  ≡ 0; 1 (mod 3) and this value of s(G) requires  is even. Assume
 ≡ 0; 1 (mod 3) and even. Let x be a vertex of degree  in such a graph, G. By assumption there is a signed dominating
function, f : V (G) → {−1; 1} with weight f(G) = 2 + − n. We will use this to determine the other edges of G. Let
Y = {v∈V (G)|xv 	∈ E(G)}. Let M = {v∈V (G)|xv∈E(G) and f(v) = −1}, P = {v∈V (G)|xv∈E(G); f(v) = +1 and
deg(v)¿ 1}. Note that f(y) =−1 for each y∈ Y . Hence all vertices of degree 1 must be adjacent to x and f(x) = +1.
Hence |M | = =2, |P|¡=2, and |Y | = (2 − )=6. Now, for any m∈M , in order for f[m]¿ 1 it must be that m is
adjacent to at least one vertex in P. Similarly, any y∈ Y must be adjacent to at least 2 vertices in P. Each p∈P can be
adjacent to at most (− 1)=2 vertices of M ∪ Y (and an equal number from P). These adjacencies require that

2
⌈
(− 1)
2
⌉
¿

2
+
(2 − )
3
:
This inequality is false for all positive . Hence such a graph cannot exist.
Consider neighboring values of  and  to see how close to this bound is actually attainable. The same argument as
above shows that if a graph G with = 1 has s(G) = 2 + − n then it must be that |Y |6 (2 − 4)=8 if  is even. In
terms of n the smallest possible value for =−2+√8n− 4. Such a graph with =1 and =−2+√8n− 4 will have
s(G) + s(G)¿− n+
√
8n− 4: (6)
If  is odd the net result is slightly greater, s(G) + s(G)¿ 1− n+
√
8n− 7.
Additionally, we must consider the nearest (; ) pair along the line A=B. This occurs where =2, and =
√
1 + 8n−3.
In this case s(G) + s(G)¿ − n − 2 +
√
8n+ 1. This is slightly less than the right-hand side of Eq. (6) and hence is
the lowest possible value for s(G) + s(G). The Hajos graphs, Hk , have n= k + k(k − 1)=2, and s(Hk) + s(Hk) = (k −
k(k − 1)=2)− 1 =−n− 2 +√8n+ 1, if n is odd. This example will be shown fully in Section 4.
4. Examples of particular values
While Theorem 4 gives an upper bound for s(G) + s(G), it leaves open the question of the maximum value of
s(G) + s(G) for which there are an in1nite number of graphs. In particular is there a value r ¿ 1 such that for an
in1nite number of graphs, s(G) + s(G)¿rn? We leave this open, and provide instead some in1nite families of graphs
with other interesting values for s(G) and s(G).
Proposition 7. For any integer 06 r6 4, there is an in<nite families of graphs for which s(G) = n while s(G) = r.
Proof. For r=0, take V (G)= {v1; : : : ; vk ; u1; : : : ; uk} with edges vivj for all 16 i ¡ j6 k and viui for all 16 i6 k. This
graph is sometimes called the corona of Kk . For r = 1 and 2 take G = Kn since s(Kn) = 1; 2 depending on the parity of
n. For r =2 and 3 take K1; n−1. For r =4 take V (G) = {v1; v2; u1; : : : ; u(4k+2)} and edges v1v2, v1ui for 16 i6 2k +1 and
v2u(2k+1+i) for 16 i6 2k+1, that is take two copies of K1;2k+1 and add an edge joining the vertices of degree 2k+1.
Proposition 8. There is an in<nite family of graphs for which
s(G) = s(G) = 1:
Proof. We show that for any positive integer k, there is a graph Tk on 4k+3 vertices such that s(Tk)=s(Tk)=1. Let the
vertices of Tk be {v1; : : : ; v2k+1; u1; : : : ; u2k+1; x}. The induced graph on {v1; : : : ; v2k+1} is complete, as is the induced graph
on {u1; : : : ; u2k+1}. For k+16 i6 2k+1, (viui), (xui) and (xvi) are edges of Tk . Hence for 16 i6 k, deg(vi)=deg(ui)=2k;
for k + 16 i6 2k + 1, deg(vi) = deg(ui) = 2k + 2; and deg(x) = 2k + 2. Note that in the complement, Tk , all vertices
will also be of degree 2k or 2k +2. By Theorem 5, s(Tk)¿ 0 and s(Tk)¿ 0. Since |V | is odd for these graphs we get
s(Tk)¿ 1 and s(Tk)¿ 1.
A signed dominating function, f, for Tk is obtained by setting f(ui) = f(vi) = −1 if 16 i6 k; f(ui) = f(vi) = +1
if k + 16 i6 2k + 1; and f(x) =−1. A signed dominating function, g for Tk is obtained by setting g(ui) = g(vi) = +1
if 16 i6 k; g(ui) = g(vi) =−1 if k + 16 i6 2k; g(u2k+1) = g(v2k+1) = +1; and g(x) =−1. As both f(Tk) = g(Tk) = 1
these must be minimum weight signed dominating functions, respectively. Hence s(Tk) = s(Tk) = 1.
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Proposition 9. There are in<nite families of graphs for which
s(G)¡ 0 and s(G) = 0 and for which
s(G)¡ 0 and s(G) =−1:
Proof. The Hajos Graph, Hk , consists of the k + k(k − 1)=2 vertices, V ∪ U , where V = {v1; : : : ; vk} and U = {uij :
16 i ¡ j6 k}. The induced graph on V forms Kk , U is the empty graph and each uij is adjacent to vi and vj . The
degree of each vertex in V is thus 2k − 2 and of each vertex in U is 2. Assigning +1 to each vertex in V and −1 to
each vertex in U gives a signed dominating function with value k − k(k − 1)=2. By Theorem 5 or Lemma 2 this is best
possible. For the complement, Lemma 2 assures us that s(G)¿− 1. In fact for k ¿ 4, s(Hk) = 0;−1 depending on the
parity of n= k + k(k − 1)=2.
We exhibit a signed dominating function f on Hk with f(Hk)=0;−1. De1ne f(vi)=−1 for all vi ∈V . Of the vertices
in U , (k +1)k=4− k are also assigned −1 and the other (k +1)k=4 are assigned +1. We determine which are which
by constructing an auxiliary graph A(X ) on the vertex set X = {x1; : : : ; xk}. This graph will have m = (k + 1)k=4 − k
edges, with all vertices of degree 2m=k or 2m=k. Any such graph A(X ) will do, and such a graph can be constructed
by the classical theorem on the existence of graphs with given degree sequence.
Returning to Hk , we now assign f(uij) =−1 if (xixj) is an edge in A(X ) and f(uij) = +1 otherwise. Each vertex in
U is adjacent to all but two vertices in V and every other vertex in U . Hence
f[uij] =−(k − 2)− ((k + 1)k=4 − k) + (k + 1)k=4¿ 1:
Each vi is adjacent to (k − 1)(k − 2)=2 vertices in U , namely all ukj where i 	= k and i 	= j. Of these, m − degA(X )(xi)
will have value −1. Some direct computation shows that
f[vi]¿− 1 + (k − 1)(k − 2)=2− 2(m− 2m=k)¿ k − 5:
The exact value of f[vi] depends on the value of k mod 4 as well as the degree of xi in A(X ). Indeed, for k=5, f[vi]=1.
Hence for all k¿ 4, f[vi]¿+ 1 as required and f is a signed dominating function for Hk .
References
[1] G.J. Chang, S.-C. Liaw, H.-G. Yeh, k-Subdomination in graphs, Discrete Appl. Math. 120 (2002) 44–60.
[2] E.J. Cockayne, D. McCrea, C.M. Mynhardt, Nordhaus–Gaddum results for CO-irredundance in graphs, Discrete Math. 211 (2000)
209–215.
[3] E.J. Cockayne, C.M. Mynhardt, On a generalization of signed dominating functions of graphs, Ars Combin. 43 (1996) 235–245.
[4] J.E. Dunbar, S.T. Hedetniemi, M.A. Henning, P.J. Slater, Signed domination in graphs, in: Graph Theory, Combinatorics, and
Applications, Wiley, New York, 1995, pp. 311–322.
[5] O. Favaron, Signed domination in regular graphs, Discrete Math. 158 (1996) 287–293.
[6] Z. Furedi, D. Mubayi, Signed domination in regular graphs and set systems, J. Combin. Theory B 76 (1999) 223–239.
[7] R. Haas, T.B. Wexler, Bounds on the signed domination number of a graph, to appear.
[8] F. Harary, T.W. Haynes, Nordhaus–Gaddum inequalities for domination in graphs, Discrete Math. 155 (1996) 99–105.
[9] T.W. Haynes, S.T. Hedetniemi, P.J. Slater, Fundamentals of Domination in Graphs, Marcel Dekker, New York, 1998.
[10] E.A. Nordhaus, J.W. Gaddum, On complementary graphs, Amer. Math. Monthly 63 (1956) 175–177.
[11] Z. Zhang, B. Xu, Y. Li, L. Liu, A note on the lower bounds of signed domination number of a graph, Discrete Math. 195 (1999)
295–298.
