b 3= untranslated regions (UTRs) are known to play an important role in posttranscriptional regulation of gene expression. Here we map the 3= UTRs of Kaposi's sarcoma-associated herpesvirus (KSHV) using next-generation RNA sequencing, 3= rapid amplification of cDNA ends (RACE), and tiled microarray analyses. Chimeric reporters containing the KSHV 3= UTRs show a general trend toward reduced gene expression under conditions of latent infection. Those 3= UTRs with a higher GC content are more likely to be associated with reduced gene expression. KSHV transcripts display an extensive use of shared polyadenylation sites allowing for partially overlapping 3= UTRs and regulatory activities. In addition, a subset of KSHV 3= UTRs is sufficient to convey increased gene expression under conditions of lytic infection. These results suggest a role for viral 3= UTRs in contributing to differential gene expression during latent versus lytic infection.
T
he 3= untranslated regions (UTRs), defined as the portion of an mRNA transcript extending from the stop codon to the polyadenylated tail, are known to play an important role in posttranscriptional regulation of gene expression (1) . 3= UTRs can alter transcript stability, subcellular localization, and translation efficiency (2) (3) (4) (5) . Recent studies have demonstrated global alterations in host transcript 3= UTR compositions under different biological conditions related to cell growth and transformation (6, 7) . These findings imply a possible role for 3= UTRs expressed by tumor viruses during infection.
Although well studied in some RNA viruses (8) , the role of viral 3= UTRs remains understudied in DNA viruses. KSHV is a large, double-stranded DNA virus associated with various hyperproliferative disorders, including Kaposi's sarcoma, primary effusion lymphoma, and multicentric Castleman's disease (9, 10) . Like all herpesviruses, KSHV is characterized by a long-term latent infection, during which the virus effectively evades the host immune system. KSHV harbors approximately 85 well-established protein-encoding genes, at least 5 of which are expressed during latent infection (9, 11) . A temporal cascade of gene expression occurs during lytic infection that culminates with the production and dissemination of virions (12) (13) (14) . To date, only 38 of the ϳ85 KSHV genes have a published, experimentally determined 3= UTR. To our knowledge, no studies have yet examined differences in composition or changes in regulatory activity of DNA virus 3= UTRs in latent (persistent) infection versus lytic (productive) infection.
Here, using high-throughput RNA deep sequencing (RNAseq) analysis, we map a majority of the predominant 3= UTRs from most of the known mRNA transcripts (n ϭ 84). We confirmed the accuracy of 66 of these 3= UTRs using traditional rapid amplification of cDNA ends (RACE) analysis and of 5 additional 3= UTRs using tiled microarray analysis. Furthermore, using chimeric reporter assays, we tested their functionality in different cellular contexts. This work unveils a likely role for some KSHV 3= UTRs in the differential control of viral gene expression in latent versus lytic infection. ml Ϫ1 . Polyadenylated RNA was enriched by using the Oligotex mRNA miniprep kit (Qiagen).
Next-generation high-throughput RNA sequencing preparation and computational analysis. Total RNA was harvested from TREx-RTA BCBL-1 cells at 0, 12, and 48 h after lytic induction. Poly(A)-enriched RNA was prepared by using a MicroPoly(A)Purist kit (Ambion) and subsequently treated with an exonuclease to remove rRNA before heat-induced fragmentation. Illumina RNA adaptors (3= adaptor 5=-TGGAATT CTCGGGTGCCAAGG-3= and 5= adaptor 5=-GUUCAGAGUUCUACAG UCCGACGAUC-3=) were ligated to the fragments and used to prepare cDNA by using Superscript III reverse transcriptase. Samples were then analyzed by Illumina HiSeq 2000 RNAseq technology. Sequencing results were filtered for at least 10 adenine nucleotides before the 3= adaptor sequence, and the non-poly(A) sequence was then mapped against the KSHV genome (GenBank accession number NC_009333), using the SHRiMP 2 software package. The last nucleotide before the poly(A) string was annotated the transcript cleavage site.
3= RACE and 5= RACE. cDNA was synthesized by using Superscript III reverse transcriptase with 500 ng of poly(A) RNA and a gene-specific dT 17 adaptor (GACTCGAGTCGACATCG) primer at 42°C to 50°C for 50 min (18) . For 3= RACE, after reverse transcription, PCR was used to amplify each 3= UTR by using primers designed for the 3= adaptor sequence (see Table S3 in the supplemental material) and a gene-specific primer within 50 bp upstream and 15 bp downstream of each annotated viral stop codon. For 5= RACE, the RLM RACE kit (Ambion) was used according to the manufacturer's directions. Amplicons were cloned into the TOPO TA Cloning kit (Invitrogen), and plasmid DNA was harvested and sequenced from 10 different colonies. The primers used in this study were the K7-specific inner primer CCCTTTTATCTCCAGTGTTCCCAT and the K7-specific outer primer AAGCCAGGATGGGTATATTGCCAA.
KSHV DNA tiling array. Latent and lytic cDNAs from BCBL-1 cells were analyzed on a custom high-resolution KSHV microarray as described previously (19) . In brief, the KSHV DNA tiling array was designed with stepwise 60-bp windows from both strands of the KSHV genome (GenBank accession number NC_009333) and the terminal repeat unit (GenBank locus number KSU86666). The probes selected ranged from 45 to 60 bp, as necessary for an optimal melting temperature (T m ) of 80°C, and were adjusted to 60 bp by using a common linker (ATAACCGACG CCTAA). To map polyadenylation sites, we exploited the fact that the efficiency of an oligo(dT)-primed cDNA synthesis reaction decreases toward the 5= end of an RNA molecule. On a tiled microarray, this leads to a characteristic hybridization signature that peaks near the polyadenylation cleavage site and features a sharp drop in the 3= direction and a linearly decreasing signal intensity in the 5= direction of transcription. cDNA synthesis and labeling were performed by using the Quick Amp two-color labeling kit (Agilent) according to the manufacturer's instructions. After hybridization and washing, arrays were scanned by using a GenePix Personal 4100A scanner (Axon Instruments). Primary analysis and data normalization were carried out by using GenePix Pro 6.0 software (Axon Instruments).
Vector construction and luciferase assay. The luciferase reporters were cloned by using the LR Clonase II Gateway recombination system, including moving each UTR from the pENTR/d-TOPO vector into the pMSCV-gw-luc2cp-Puro vector (Invitrogen, Carlsbad, CA). RTA short hairpin RNA (shRNA) and control shRNA expression vectors were a kind gift from Ren Sun (UCLA). Cells were cotransfected with a pMSCVluc2cp 3= UTR reporter and a pcDNA3.1-Rluc vector at a 15:1 ratio. The cells were collected 36 h after transfection and analyzed by using the DualGlo luciferase assay system. Data presented are the averages and standard deviation of firefly luciferase activity normalized to Renilla luciferase activity. Statistical analysis using two-tailed Student's t test was used for correlation analysis.
Quantitative real-time PCR. Total RNA was prepared as described above and treated with DNase I (20) , and the mRNA was enriched by using mRNA purification columns (Qiagen). cDNA was synthesized by using Superscript III reverse transcriptase (Invitrogen) and a reverse primer that recognizes the PEST (proline, glutamic acid, serine, threonine) sequence located at the 3= end of the coding region in both Renilla and firefly transcripts (TTAGACGTTGATCCTGGCGC). Quantitative real-time PCR (qRT-PCR) was performed by using TaqMan (ABI) primer-probe sets specific for the firefly and Renilla luciferase genes. Control reactions (no-template control [NTC] and reverse transcription negative [RT Ϫ ]) were performed to monitor contamination of reagents and plasmid DNA. Quantitative PCR was performed on a Viia 7 real-time PCR machine (Applied Biosystems), using standard qRT-PCR run cycles.
RESULTS
Mapping of the KSHV 3= UTRome. To map the 3= UTRs from KSHV transcripts (3= UTRome), we harvested total RNA from TREx-RTA BCBL-1 cells undergoing latent and lytic infection. We then conducted RNAseq analysis on an Illumina HiSeq 2000 machine. Sequencing results were filtered for at least 10 nontemplated adenine nucleotides before the 3= adaptor sequence and then sequence matched against the KSHV genome. The last nucleotide before the poly(A) string was annotated the transcript cleavage site. Using this strategy, we identified 82 peaks indicative of likely polyadenylation sites ( Fig. 1 ; see also Table S1 in the supplemental material). In general, the majority of peaks that we identified also fell near a computationally predicted polyadenylation signal sequence (see Table S2 in the supplemental material).
To validate these polyadenylation sites, we conducted 3= RACE analysis (see Table S3 in the supplemental material) and identified 3= UTRs for 66 of the KSHV transcripts (see Table S2 in the supplemental material). The vast majority (64/66) of these 3= UTRs showed perfect agreement with our RNAseq data (Fig. 1) . The remaining 18 3= UTRs were not mapped by RACE analysis, likely due to either low transcript concentrations in the samples or the 3= UTRs being too long for RACE analysis. Two of the 3= UTRs (K1 and open reading frame [ORF] 30) mapped by 3= RACE analysis identified alternative polyadenylation sites from the RNAseq analysis. A previous analysis of the K1 transcript identified two 3= UTR variants formed from a bicistronic transcript with ORF 4. The first variant is ϳ350 nucleotides, uses a noncanonical (ACUAAA) polyadenylation signal sequence downstream of ORF 4, and involves the removal of a 1,644-nucleotide intron (12) . A possible unspliced transcript is also detectable with the bicistronic transcript (12) . This variant was confirmed by our RNAseq analysis; however, our 3= RACE analysis also identified a proximal 3= UTR variant with a noncanonical (AUUAAA) polyadenylation signal sequence. Therefore, at least a minority of K1 transcripts may use the proximal polyadenylation site identified by 3= RACE. The ORF 30 3= UTR is predicted to use the same polyadenylation site as the ORF 31 to ORF 33 transcripts (see Table S2 in the supplemental material). However, 3= RACE analysis identified a proximal polyadenylation site for ORF 30, which is also used by ORF 28 (KSHV genome position 51489 in the NCBI reference genome under accession number NC_009333.1). The majority (n ϭ 64) of the 3= UTRs showed consistent results between the two experimental mapping methods, indicating that these UTRs are likely the most abundant 3= UTRs in infected BCBL-1 cells.
To validate the remaining 18 3= UTRs identified by RNAseq analysis that were not identified in our RACE analysis, we used high-density custom DNA tiling microarray analysis conducted on RNA harvested from BCBL-1 PEL cells (see Table S4 in the supplemental material). Total RNA was reverse transcribed and hybridized to tiling microarrays that contain KSHV probes with approximately 60-nucleotide windows and 15 to 20 nucleotides of overlap between tiles. Areas where transcript density dropped and that were preceded by the canonical polyadenylation signal (AAU AAA) were considered high-probability candidate sites for the end of a viral 3= UTR. This analysis showed good agreement with the 3= RACE and RNAseq analyses ( Fig. 1 ) in TREx-RTA BCBL-1 cells, arguing that transcript processing is largely preserved in different clonal derivatives of BCBL-1 cells. The tiled array analysis provided us with validation of 5 additional 3= UTRs, bringing the total number of 3= UTRs that were validated by two or more independent assays to 69. For the remaining 13 transcripts that were not identified by RNA sequencing, 3= RACE, or tiled array analyses, we relied on computational prediction (see Table S2 in the supplemental material). We used a sequence-based prediction algorithm called polyA SVM (21) to predict likely polyadenylation signal sequences within 4,000 bp of a known KSHV stop sequence. For 10 of the remaining 13 3= UTRs, we called the polyadenylation signal site with the highest E value score (see Table S2 in the supplemental material). For the three 3= UTRs that did not return a poly(A) signal site prediction with the polyA SVM algorithm (ORF 7, ORF 8, and ORF 29), we relied on previous computational work (21) and the NCBI KSHV record (GenBank accession number NC_009333.1) to confirm our RNAseq analysis (see Table S2 in the supplemental material). Combined, our experimental mapping efforts identified a 3= UTR for 71 transcripts with high confidence, and bioinformatics predicted 13 additional high-confidence 3= UTRs, totaling 84 different KSHV genes included in our KSHV 3= UTR map.
Analysis of the KSHV 3= UTRs revealed 47 different high-confidence polyadenylation signals identified by RNAseq and independently supported by one or more other analyses (3= RACE, tiled microarray, and/or bioinformatic prediction). Undoubtedly, this represents an underestimate, as RNAseq ( Fig. 1 ) identified numerous other, likely polyadenylated transcription termination sites that were not validated by other wet-bench methods or predicted by bioinformatics. These high-confidence polyadenylation signals contribute to 22 clusters that have 2 or more transcripts sharing a polyadenylation signal sequence. Again, this number of clusters represents an underestimate, since it refers only to highconfidence polyadenylation signals identified in BCBL-1 derivative cells. Within a cluster, transcripts expressed upstream can contain entire downstream ORFs in their 3= UTRs. Our data showed extensive shared usage of the same polyadenylation signal (Fig. 1) , a phenomenon that was previously observed for KSHV and other viruses (22) (23) (24) (25) (26) . In addition, several putative alternative polyadenylation sites were identified, including transcripts expressed from viral interferon regulatory factor 3 (v-IRF3), v-IRF2, ORF 40, K14, and the ORF 58 to ORF 61 cluster (Fig. 1) . Consistent with human alternative polyadenylation (27) , the distal KSHV polyadenylation sites are, in general, the stronger sequence (AAUAAA) and were detected more prevalently in our RACE analysis ( Fig. 1 and data (28, 31) . Previous studies on the KSHV transcripts identified 3= UTRs for 38 of the ϳ85 KSHV genes (see Table S5 in the supplemental material) (12, 23, 25, . Consistent with those studies, our work confirms each of these polyadenylation sites (Fig. 1) . Our genome-wide analysis of the KSHV 3= UTRs from BCBL cells shows that the GC content ranged from 26% (ORF 38) to 57% (ORF 46), with an average of 47.4%. This is within the range found for the GC content of human 3= UTRs (42% Ϯ 11%) (59) . The 3= UTR lengths ranged from 36 bp (K3) to 3,864 bp (ORF 7), with an average of 1,025 bp. On average, the KSHV 3= UTRs are approximately 200 bp longer than human 3= UTRs (60) . As increasing the length of 3= UTRs increases the probability of regulatory factor binding sites (60) (61) (62) (63) , viral 3= UTRs may make a contribution to the control of viral gene expression. Regulation of gene expression conveyed by KSHV 3= UTRs. To screen for potential regulatory activity of the KSHV 3= UTRs, we cloned the genomic regions corresponding to 84 3= UTRs behind the destabilized firefly luciferase gene in a plasmid expression vector. Essentially, these constructs replaced the vector-derived poly(A) signal with each individual KSHV poly(A) signal. We then individually transfected each plasmid along with a Renilla luciferase normalization control vector into latently infected TREx-RTA BCBL-1 cells. Under these conditions, 44 of the 3= UTRs conveyed highly reproducible, negative regulation of at least 30%, compared to the parental vector-derived 3= UTR ( Fig. 2 ; see also Fig. S1 in the supplemental material). Thirty-two 3= UTRs conveyed Ͼ50% reduction while a small number of 3= UTRs, such as ORF 10, ORF 2, and ORF 60, conveyed 90% or greater reduction. A substantially smaller fraction (n ϭ 11) of 3= UTRs conveyed positive regulation of 30% or more, with the remaining 29 3= UTRs conveying little difference in regulation compared to the vector 3= UTR (Fig. 2) . Thus, we conclude that half of the KSHV 3= UTRs can direct negative regulation of gene expression compared to the vector 3= UTR.
To determine if the regulation observed in TREx-RTA BCBL-1 cells is cell type specific, we assayed the 84 3= UTR reporters in two additional cell types: the transformed KSHV-negative BJAB B-cell line and the common laboratory HEK 293 cell line (see Fig. S2 in the supplemental material). Within each cell line, individual reporters conveyed a mostly similar expression pattern (see Table S6 in the supplemental material). Seventy-nine of the 84 KSHV 3= UTRs conveyed the same mode of regulation in two or more of the cell types (Fig. 3) . From these data, we conclude that a majority of the negatively regulated KSHV 3= UTRs score in different cell types. These data demonstrate that virus-specific trans factors are not required for much of the KSHV 3=-UTR-mediated regulation that we observed.
Like all herpesviruses, KSHV expresses a subset of genes (approximately 5) in the latent phase of infection. Furthermore, lytic genes are expressed via a temporal cascade that initiates with immediate early followed by early and then late gene transcription, with the latter being expressed only after replication of the viral genome. Examination of the different classes of genes by timing of expression failed to reveal any striking pattern whereby a common mode of regulation was shared by the 3= UTRs of each class. However, we noticed that individual clusters of genes that shared the same polyadenylation site, and therefore necessarily shared some 3= UTR identity, frequently displayed similar regulation patterns (see Fig. S1 in the supplemental material). Eleven of the 22 clusters had all members that shared a common regulatory activity, including 8 clusters that had members with negative regulation (in blue), one cluster that conveyed positive regulation (in beige), and two clusters that did not impart regulation (in gray) compared to the control vector (see Fig. S1 in the supplemental material). Thus, while the different stages of the virus life cycle do not seem to be controlled by 3=-UTR-mediated expression, multiple genes of a single cluster can possess similar posttranscriptional regulations of gene expression via shared 3= UTR elements.
We next examined the mechanism(s) of negative regulation conveyed by KSHV 3= UTRs. Since it is commonly accepted that the 5= and 3= UTRs of a single transcript can be contiguous during translation (64-66), we first examined whether placing the 3= UTR of a KSHV transcript in the context of a vector-derived 5= UTR artificially alters the regulatory activity of the 3= UTR. Therefore, for the K7 3= UTR reporter, we replaced the parental vector-derived 5= UTR with the natural K7 5= UTR after performing 5= RACE analysis to experimentally validate its sequence. In the context of the K7 5= UTR, the K7 3= UTR still conveyed negative regulation (Fig. 4) . Consistent with numerous previous reports (67-69), our data suggest that studying the regulatory potential of a 3= UTR in the context of a heterologous reporter transcript is valid for identifying regulatory activity.
Next, we assayed a subset of negatively regulated KSHV 3= UTRs via qRT-PCR to determine if the 3= UTRs could convey negative regulation by altering the steady-state levels of transcripts (Fig. 5) . Six transcripts that displayed Ն50% negative regulation in the luciferase reporter assay were chosen (Fig. 1) , and our analysis demonstrated that all six were associated with Table S6 and Fig. S2 in the supplemental material). Seventy-eight of the 84 KSHV 3= UTRs showed similar regulation in two or more cell lines. Only 6 of the KSHV 3= UTRs conveyed negative regulation in only a single cell type.
FIG 4
Preservation of the regulatory activity of the K7 3= UTR in the context of its natural 5= UTR. 5= RACE was used to experimentally identify the native K7 5= UTR expressed in TREx-RTA BCBL-1 cells. Luciferase assays were conducted on chimeric reporter constructs that contained either vector-derived or K7 5= and 3= UTRs. Data presented are the averages Ϯ standard deviations of luciferase units from three biological replicates normalized to a cotransfected Renilla control and also normalized to a pair-matched vector 3= UTR.
FIG 5
Decreased steady-state levels of transcripts bearing KSHV 3= UTRs. A subset of chimeric luciferase reporter constructs shown to convey negative regulation (Fig. 2) were transfected into TREx-RTA BCBL-1 cells, and total RNA was prepared. Data from qRT-PCR analysis of the firefly luciferase chimeric reporter were normalized to data for transcripts from the Renilla luciferase control reporter. Data represent the averages Ϯ standard errors of three independent experiments. decreased steady-state levels of their associated transcripts (Fig. 5) . We conclude that decreased transcript steady-state levels contribute to the negative regulatory activity of at least a subset of KSHV 3= UTRs.
Previous studies of host 3= UTRs demonstrated that discrete cis elements are required for negative regulation (4, 70) . We therefore conducted bioinformatic analyses on the negatively regulated KSHV 3= UTRs in an attempt to identify common cis elements. We did not detect enrichment for known primary sequence transcript-destabilizing elements such as AU-rich elements (data not shown). Furthermore, there was no correlation with length and the degree of negative regulation (data not shown). However, analysis of GC content showed that those 3= UTRs with a higher GC content were more likely to be associated with negative regulation of gene expression (Fig. 6 ). Higher GC content can be associated with more stable secondary and tertiary structures (71) as well as alterations in efficiency of transcription and translation (72) . To test a role for discrete structural elements in KSHV 3= UTR negative regulatory activity, we assayed a series of internal deletion and truncation mutant reporters for six KSHV 3= UTRs in two different cell lines (Fig. 7) . These six 3= UTRs were chosen because each reporter displayed negative regulation in at least two cell lines, and they had a broad range of 3= UTR lengths. Strikingly, for all six 3= UTRs tested, almost all mutant constructs demonstrated less negative regulation than the full-length 3= UTR in both cell lines tested (Fig. 7) . Although sequence elements may play a role in some of the regulation that we observed, our data suggest that the overall structure of at least some KSHV 3= UTRs is also involved in mediating negative regulation of gene expression.
Differential degrees of KSHV 3=-UTR-mediated regulation in latent versus lytic infection. Glaunsinger and colleagues identified a host shutoff activity during KSHV lytic infection whereby a majority of transcripts of both host and viral origins are subject to turnover, resulting in their decreased steady-state levels. A minority of host transcripts have been shown to escape host shutoff (73, 74) , and at least one of these, the interleukin-6 (IL-6) transcript, does so in a manner involving its 3= UTR (75) . It is currently unknown whether viral transcripts escape shutoff-mediated turnover, and it has been suggested that some viral transcripts need not escape turnover since they are transcribed at high levels during lytic infection (76) . We therefore tested whether any of the KSHV 3= UTRs, similar to the IL-6 transcript, are sufficient to enhance gene expression during lytic infection. Twenty-four KSHV 3= UTRs were chosen, which conveyed negative regulation in latent TREx-RTA BCBL-1 cells and had a high GC content. Each 3= UTR was assayed for differential regulation during lytic infection. Consistent with the host shutoff phenomena, 15 of these transcripts displayed reduced expression levels of firefly luciferase (and the Renilla luciferase normalization control during lytic replication). In these cases, a greater effect was observed on the firefly luciferase transcripts, as represented by a reduction in the ratio of lytic/latent samples for the parental vector 3= UTR control reporter (Fig. 8A) . Interestingly, nine of the KSHV 3= UTR reporters did not show a decrease in firefly luciferase expression levels in lytic replication, and in fact, six of these reporters showed an increase in the raw luciferase activity resulting in a lytic/latent ratio of Ͼ1.4 (Fig.  8A) . To ensure that the effects that we observed were due to viral lytic replication (versus nonspecific effects of the drug regimen utilized to induce TREx-RTA BCBL-1 cells into lytic infection), we conducted the same experiment on the ORF 24 and ORF 74 3= UTR reporters in the presence of an shRNA directed against the ORF 50 transcript (3, 77) . The ORF 50 transcript gives rise to the master lytic switch protein that is necessary for KSHV lytic replication (13, (78) (79) (80) (81) . When RTA levels were knocked down, we observed a stark decrease (Ͼ2.5ϫ) in the effects observed ( Fig. 8B and C) ; that is, the ORF 24 and ORF 74 3= UTR reporters no longer displayed positive regulation of gene expression, consistent with a role for lytic replication in increasing their expression levels.
As an independent assay to determine the dependence of these effects on complete lytic infection, we also used a drug-based approach. Arias and colleagues previously showed that KSHV lytic infection induces Map kinase-interacting serine/threonine-protein kinase 1 (MNK1) and that inhibiting MNK1 leads to partial decreases in lytic replication and virus production (15) . We analyzed 5 of the chimeric KSHV constructs that were not downregulated following lytic induction in the presence of a chemical MNK1 inhibitor (CGP57380) (Fig. 9) . As controls, both the vector 3= UTR and a 3= UTR reporter that was not altered with lytic induction (ORF 20) did not show changes in expression levels after chemical treatment with the MNK1 inhibitor (Fig. 9) . The ORF 49 and ORF 74 3= UTR reporters did not show repeatable results under chemical inhibitor treatment after lytic induction (data not shown). However, when we assayed other reporters that convey differential regulation under lytic and latent conditions (ORFs 7, 21, and 24), we no longer observed an increase in reporter gene expression levels associated with lytic infection (Fig.  9) . Thus, at least indirectly, KSHV induction of MNK1 activity during lytic infection is required for some 3=-UTR-mediated increased gene expression during lytic infection. Combined, the above-described data demonstrate that some KSHV 3= UTRs are sufficient to promote an increase in gene expression levels during lytic infection, consistent with a role in evading virus-mediated host shutoff.
DISCUSSION
We have mapped the 3= UTRs of the major KSHV transcripts from BCBL-1 cells. The fact that most of the 3= UTRs that we mapped . Each 3= UTR mutant was designed to have a 60-to 100-bp truncation or internal deletion. The majority of the 3= UTR mutants conveyed less regulation, indicating overall structure as a possible determinant in regulating gene expression. Cells were harvested for luciferase expression analysis 36 h after transfection. Data represent the averages Ϯ standard deviations from three biological replicates normalized to data from a cotransfected Renilla transcript and a firefly luciferase parental vector-derived 3= UTR control.
were confirmed by independent approaches (RNAseq, RACE, and tiled array analysis) supports their accuracy. A notable salient feature of the KSHV transcripts is the propensity for two or more mRNAs encoding different proteins to share the same polyadenylation site. These "clusters" of multiple genes possess partially overlapping 3= UTRs. One possible reason why viruses may utilize common polyadenylation sites is to conserve genomic space. An alternative possibility revealed from our work is shared regulatory potential. Fifty percent (11/22) of clusters shared a similar trend in 3=-UTR-mediated regulation within all members of the same cluster.
Half (52%) of KSHV 3= UTRs conveyed negative regulation under conditions of latent infection, while a smaller fraction (13%) promoted an increase in gene expression (Fig. 2) . For a majority of transcripts, 3=-UTR-mediated regulation was common in at least two of the different cell lines tested ( Fig. 3 ; see also Table S6 in the supplemental material). These data demonstrate that virus-derived trans factors are likely not required for most of the regulation conveyed by viral 3= UTRs in our assays. Furthermore, these data suggest that any host trans factors required for KSHV 3= UTR regulation must be common to different types of cells. The exact cis factors that convey KSHV 3= UTR regulation remain to be defined with precision. However, our bioinformatic analysis suggests that the structure of the 3= UTR plays a role in regulatory potential since those 3= UTRs with the highest GC content were most likely to convey negative regulation. Indeed, most deletions made within negatively regulated KSHV 3= UTRs were sufficient to reduce negative regulation. Previous work demonstrated that GC-rich sequence composition in RNA transcripts forms secondary structures that influence translation efficiency (82) . This implies that overall structure, in addition to any local docking sites for trans factors, is likely important in KSHV 3=-UTR-mediated regulation.
To our knowledge, no studies have systematically looked at the role of viral 3=-UTR-mediated regulation in latent versus lytic infection. Our work revealed numerous KSHV transcripts that have regulatory potential within their 3= UTRs. The reasons for the prevalence of this regulation remain to be determined. It is possible that some or even much of this regulation could be due to the artificial chimeric nature of our reporter assay. However, three lines of reasoning suggest that at least some of this regulation is likely relevant to natural transcripts. First, placing the K7 3= UTR in a reporter context that carries the matched KSHV 5= UTR preserves the mode of regulation observed from the 3=-UTR-only reporter (Fig. 4) . Second, almost every internal deletion or truncation that we tested muted the regulatory potential of a particular 3= UTR (Fig. 7) , consistent with specific regulatory elements/structures. Finally, the Luciferase assays were conducted 36 h after lytic induction. Most transcripts were subjected to a reduced or unchanged ratio of expression after lytic induction (light gray bars); however, six KSHV 3= UTRs displayed a higher ratio of expression during lytic infection than in latently infected cells (dark gray bars). Each bar represents data from three biological experiments under conditions of both lytic and latent infection. For each individual experiment, the averages from three technical replicates of luciferase expression from lytic induction were compared to the averages from three technical replicates of luciferase expression from latent infection. (B and C) RTA is required during lytic replication to convey positive regulation of some KSHV 3= UTRs. TREx-RTA BCBL-1 cells were electroporated with the luciferase constructs and an shRNA against KSHV RTA (shRTA) and allowed to recover for 24 h. Cells were then lytically induced, harvested after 36 h, and analyzed by Western blot analysis (B) or luciferase analysis (C). Cells treated with the shRNA against RTA showed a loss of positive gene expression conveyed by the ORF 24 and ORF 74 3= UTRs after lytic induction (C). Data represent the averages Ϯ standard deviations from three biological replicates normalized to data from a cotransfected Renilla luciferase transcript and to data from a firefly transcript containing a minimal vector 3= UTR.
fact that at least some of the regulation is dependent on the mode of infection (some of the 3= UTRs convey negative regulation only during latent infection [ Fig. 2 and 8] ) supports the likely biological relevance of these 3= UTRs.
The possible advantages that 3=-UTR-mediated negative regulation imparts on the virus include the ability to coregulate the expression of multiple genes in a cluster and to maintain tighter transcriptionally mediated control of gene expression through reducing the transcript half-life. Tight control of gene expression could be important in maintaining the proper timing of gene expression during the synchronized cascade of lytic infection (e.g., immediate early, early, and late) as well as differentially controlling gene expression during latent and lytic replication. It is interesting to note that at least one host transcript escapes KSHVmediated shutoff during lytic infection partly through AU-rich elements in its 3= UTR (75) . Our work suggests the possibility that similar to IL-6, some viral transcripts may also utilize their 3= UTR to help evade host shutoff. Some KSHV 3= UTRs convey increased gene expression during lytic infection in a manner that is at least indirectly dependent on MNK1 kinase activity (Fig. 9) . MNK1 phosphorylates different substrates and can selectively impact mRNA translation by phosphorylation of eukaryotic translation initiation factor 4E (eIF4E) or mRNA stability through the 3= UTR. Buxade et al. showed previously that MNK1 controls the biosynthesis of tumor necrosis factor alpha (TNF-␣) and can also enhance the expression of a reporter containing the TNF-␣ 3= UTR (83) . The mechanism for this mode of regulation may involve phosphorylation of the AU-rich element (ARE) binding protein heterogeneous nuclear ribonucleoprotein A1 (hnRNPA1) by MNK1. Alternatively, eIF4E phosphorylation by MNK1 could differentially translate select mRNAs through their 3= UTR by an unknown mechanism (84, 85) . As altering MNK1 kinase activity globally decreases lytic replication, it remains to be determined if either of these MNK1 effects applies directly to KSHV 3= UTRs. Finally, the fact that half of the KSHV 3= UTRs impart negative regulation during latent infection may suggest that this activity has been selected for, perhaps as a means to reduce antigenicity due to leaky foreign viral protein expression in vivo. Future efforts with in vivo models are required to test such a model.
In summary, our in-depth map of the KSHV 3= UTRs serves as a resource for those interested in the control of KSHV gene expression. The prevalence of transcripts with regulatory potential and the differential regulation in latent versus lytic infection open new avenues of research for understanding how DNA viruses maintain persistent infections and differentially regulate gene expression.
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