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1. INTRODUCTION AND RESULTS 
Throughout this paper /k(x) will stand for the kth Rademacher function: 
fk(x)= -sgn{sin (2knx)} for k=1, 2, ... ,and Xe [0, 1]. 
The main result of this paper proves that the Rademacher functions 
summed Cesaro 1 also obey a law of the iterated logarithm: 
Theorem 1: If f1(x) denotes the ith Rademacher function, then 
If ( 1- i- 1) f1(x)l (1) lim sup •=1 N = 1 a.e. on [0, 1]. 
N-+oo Vi N log log N 
In 1951, I. S. G.AL [1] showed the left hand side of (1) to be < 1. There-
fore, to prove Theorem 1, the left hand side of (1) must be shown to be 
> 1 a.e. on [0, 1 ]. This is done by first proving a more general Theorem 2, 
and then showing that Theorem 2 implies Theorem 1. 
First, two hypotheses: 
Hypothesis A: Let 01-,{J be real numbers satisfying 0..-;;01-<fJ<l. Let 
y > 0 be fixed and let M > 0, N > 0 be integers. There are given a function 
<P(M, N), depending on M and N only, and a matrix of real numbers (Yt.i), 
such that 
where 1) 
I {J M+N (2p)l I f (_ ! YM+N,tMx))2Pdx-({J-01-) 2P ; (y<P(M,N))P 
"' •-M+l p . 
..-;;({J-01-) (y<P(M,N))P-113 
1 
{J-01- > 2MVN; 
2) 1 ..-;;p ..-;;; 3 log log N; p a positive integer; 
3) W(O, N)=N; 
4) If M =O(N), then lim <P(M, N)=oo; 
N-+oo 
5) Given e>O, there exists an integer No(e) and b(e)>O such that, if 
M I <P(M, N) I N < i5(e) for N;;;.No(e), then N -1 <e for N;;;.No(e); 
6) N;;;.No, M <N; No independent of (X, fJ and p. 
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Hypothesis B: Let M>O, N>O be integers. Then 
1 M {(2pM)P} J ( z YM+N,t/i(x)) 2Pdx=0 --
o i-1 e 
where 1) M>Mo, Mo independent of IX, f3 and p; 
2) p>O; 
3) The constant of 0 does not depend on p. 
Theorem 2: Suppose Hypotheses A and B hold. Then 
. IJ1 YN,ifi(X) I 
hm sup V - > 1 a.e. on [0, l]. 
N->oo 2y N log log N 
Remark: A generalized version of Theorem 2 can be proven by the 
methods of this paper. The denominator of the expression in Theorem 2 
can be written as V2@(N) loglog @(N). Hypothesis A would be changed 
thusly: The y's in the integral inequality would not appear. Conditions 2) 
would have 1,;;;p,;;;3loglog@(N), 3) @(O,N)=@(N)=O(N) and 5) 
@(M, N)fN would be replaced by @(M, N)j@(N). However, for simplicity, 
Theorem 2 is proven in the above form. 
Section 2 contains Lemmas land 2. Lemmas 1 and 2 show that Hypo-
i-1 
thesis A and B of Theorem 3 are satisfied for YN,i= 1-N, r=l and 
N3 
@(M, N) = (M + N)2 , and therefore that Theorem 1 follows from Theorem 2. 
In Section 3, the proof of Theorem 2 is broken into a sequence of 
lemmas, leading to Lemma 7, which is essentially Theorem 2. 
The general idea for the proof of Theorem 2 is contained in a paper 
by P. ERDos and I. S. GAL [2], in which the law of the iterated logarithm 
is proven for the sequence of functions exp (2:n:inkx), where the nk's are 
natural numbers satisfying nk+I/nk;;;. q > l. However, the proof of Theorem 
2 requires further refinements of the method of Erdos and Gal. Moreover, 
Theorem l is not an immediate consequence of Theorem 2. For it takes 
additional effort to prove that Hypotheses A and B are satisfied for 
Rademacher functions summed Cesaro 1. 
The methods of I. S. GAL [1], and of this paper also give a new proof 
for the classical law of the iterated logarithm for Rademacher functions. 
One can show that Hypotheses A and B hold for YN,t= 1, y= 1 and 
@(M, N)=N. 
A theorem by A. KHINTCHINE [3] can be generalized, using methods 
of this paper: 
Theorem: Let ri(x), i = 1, 2, ... , N; be real-valued, measurable, un-
correlated functions on a probability space (X, S, t-t)· Let h(x)l ,;;;M a.e. 
for i=1, 2, ... ,N; and M constant, M;;;.l. Suppose the mean of each ri(x) 
4 Series A 
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is 0, and the variance of each rt(x) is 1. Let a1, a2, ... ,aN be arbitrary real 
N 
numbers satisfying latl < 1, and :L a,2 -+ oo as N-+ oo. Then 
i=l 
N 
for any p ..;;;log log ( L a,2), where the constant of 0 does not depend on p or a1• 
i=l 
The proof of this Theorem is omitted, because it contains essentially 
the same reasoning as that in the proof of Lemma 1. This Theorem 
generalizes the < part of Theorem 1: The more general rt(x) can be 
substituted for the Rademacher functions. 
2. PROOF OF THEOREM 1, ASSUMING THEOREM 2 
Lemmas 1 and 2 show that Theorem 2 implies Theorem 1. An inequality 
is needed later which was proven by A. KHINTCHINE [3] : 
Suppose P1+ ... +Pm=n; Pt>O, integers; m>O, an integer. Then 
(2) P1! ... Pm! 1 (2pl)! ... (2pm)! < 2n · 
i-1 
Lemma 1: Hypothesis A holds foryN,t= 1-N' y=! and tP(M, N)= 
N3 
= (M+N)2' 
N 
Proof: Notice that YN,t<1 for i=1,2, ... ,N, and! y2N,t>l. 
i=l 
tP(M, N) satisfies 3), 4) and 5) of Hypothesis A. Set YM+N,k=yk, for the 
sake of simplicity. 
p M+N f ( L yt/t(x))2P dx 
"' >-M+l 
f{J "' ( 2P)! 1>1 VN f"l (X) jVN (X) dX k pI p I YM+l ... YM+N M+l ... M+N 
"' (Ip0=2v 1· · · · N · 
v,;;.o 
(2p)! 21JI 2VN f2Vl (X) j2fJN (x)d + (2pl)! ... (2pN)! YM+l ... YM+N M+l ... M+N X 
+ f{J "' (2p)! yVI ... yVN fi>l (X) ... jVN (X) dX. ~ k 2 p 1 p 1 M+l M+N M+l M+N 
"' {""">= v 1· ... N· 
"•;;;. 0 
Vi not all even 
Call these two integrals I and J, respectively. 
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Consider I: Since all the exponents of the Rademacher functions are 
even, we get, by using the inequality (2), 
Hence 
Consider J: 
Suppose 1) m is the least index such that Pi= even for all i > m. 
Then Pm is odd. 
2) Pt>O for all i. 
Call these two conditions "condition A". 
Let 
M m = maximum I j 1",1 (x) ... /~- 1 (x) /M+m(x) dx I· ~l•···•dm-1 =0,1 "' M +1 +m-1 
Fix m, 2.;;;.m.;;;.N. Consider: 
I "" (2p)! v1 PN jpjP1 (x) jPN ( ) d I £., p I p I YM+1 ... YM+N M+t ... M+N X X fl:p0=2P 1· ... N· "' I Condition A holds 
(3) 
The upper limit in the first sum in (3) is correct because there can be no 
more than 2p places with non-zero s's. 
Consider the summand of (3) with all et = 0. Since /'i < 1 for all i, 
(4) 
Suppose j is fixed in (3). Consider the right hand side of (4) with a fixed 
set of p1, ... , PN such that E 2pi = 2p- j. Condition A implies that s1 = 0 
for all i > m, and also, sm = 1. There are (7 ~n ways of choosing (j- l) 
of the (m-1) potentially non-zero st's. Hence each fixed right hand side 
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(m-1) of {4) could have resulted from any of 1_ 1 left hand sides, provided 
condition A was satisfied. Then (3) is 
min(m.2pl (m-1) (2p)! 
.;;;;. Mm ~ . ~ y2~>t ••• y2Pa 
{1=2 J -1 (X21>o= 211 _; {2p1)! ... (2pN)! M+l M+N 
ieven p0;;;>0 
mln(m.2pl (m-1) 2112 {p-{j/2))! 
< Mm(2p)! ~ . P • I ~ I I r:~ 1 ••• r:N N 
{i=2 J-1 2 (p-(J/2)).(x~>,-~>-<il2lPl· ··· PN· + + 
ieven 210 ;;;>0 
The expression to be estimated is then 
N N 
iJi <{2p)! p( ~ rt-+.)P-1 ~ m2P Mm. 
i-1 m-2 
Consider Mm. Since ft(x) are Rademacher functions, the integrand of 
1 
M m is alternately 1 and - 1 on intervals of length 2 M +m. Hence 
4 
Mm < 2M+m. By the limitations on p we have 
(5) 
N m2P N m6 log log N 
~ 2m < ~ 2m ' 
m=2 m=1 
and an elementary computation shows that the right hand side of (5) 
does not exceed (2log N)7 log log N for N >No. Hence 
iJi..-;;(2p)!pM(2logN)7loglogN ~ Yi2 • 4 ( M+N )p-1 
2 i-M+l 
(I) must now be estimated from below: 
> ~ (2p)! r2111 y2Pa 
k (2p )1 (2p )I M+l ••• M+N 
( z;p0=p 1 • ••• N · All p0-o or 1 
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The summand in the last sum is increased by lowering the value of some Pt, 
Pi> 2, by 1, because Yt < 1 for all i: 
for Pt-1>0. 
Using reasonings similar to the ones following (4), one gets 
M+N 
=p(p-1)( :L Yi2)P-1, 
i-M+l 
8 M+N 
For simplicity, set I! = J ( :L Ytft(x))2P dx. Then 
"' i-M+l 
(fl -IX) _1?._:_ ( :L Yt2)P- p(p -1 )( :L Yt2)p-1 + (2 )I [ M+N M+N J 
2Pp I i-M+l i-M+l 
Then 
(2p)! [( N3 )P ( Na )P-1 ( 2 )p-1] ({I-IX) 2Pp! 3(M+N)2 -p(p- 1) 3(M+N)2 1 + N -
fJ (2p)! ( Na )P( 2 )P 
-iJi<{,<({I-1X)2Ppl 3(M+N)2 1 +N +IJI. 
By the mean value theorem 
N because p -1 < 2 for N >No. Also 
Then 
( Na )P( 2 )P ( Na )P ( N3 )p-112 3(M +N)2 1 + N < 3(M +N)2 + 3(M +N)2 . 
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Hence 
I (2p)! ( N3 )PI I!-({J-(X) 2Pp! 3(M +N)2 < 
(2p)! [( N3 )p-112 ( N3 )p-1( 2 )p-1] 
<({J-(X)p!2P 3(M+N)2 +p(p-l) 3(M+N)2 I+ N +IJI 
(2p)! [( N3 )p-1/2 ( N3 )p-1 ( 2 )p-1] 
<(fl-(X)p!2P 3(M+N)2 +p(p-l) 3(M+N)2 I+N + 
+ 4(2p)!p (2log N)?loglogN ( N3 )p-1 (1 + .!)p-1 < 
2M 3(M+N)2 N 
( N3 )p-1/3 < ({J-(X) 3(M +N)2 • 
for 1} N>No and M <N; 
2) ({3-(X) >_I_. 
2MVN' 
3} (1 + ;r < 2; 
4) p < 3log log N. 
Condition 3} has already been shown for large N. For condition 2}, 
consider II: 
4P(2P)! (2log N)?log log N ( N3 )p-1 ( 1 + .!)p-1 
P 3~+~ N 
< I6V3p(2p)!(2logN)7IoglogN( N3 )p-1/2 
2MVN 3(M +N)2 
({J _(X) ( N3 )p-1/3 1 
< -4- 3(M +N)2 for {J-(X > 2MVN. 
This proves Lemma 1. 
Notice that the independence of the Rademacher functions has not been 
used. 
k-1 Lemma 2: Hypothesis B holds for ')'N," = 1-~· 
Proof: Using the fact that the f/s are Rademacher functions, 
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Then, by inequality (2), 
1 M (2p)! M 2 {(2p M 2 )p} J( ! YM+N,k/k(x))2P dx <pi 2P ( ! YM+N.k)P = 0 -e ! YM+N,k · 
0 k=l . k=l k=l 
But 
M M (M+N-k+l)2 ! Y~+N.k =! M+N < M, 
k=l k=l 
and hypothesis B holds. 
(To be continued) 
