We present an approach to the calculation of arbitrary spectral, thermal and excited state properties within the full configuration interaction quantum Monte Carlo framework. This is achieved via an unbiased projection of the Hamiltonian eigenvalue problem into a space of stochastically sampled Krylov vectors, thus enabling the calculation of real-frequency spectral and thermal properties and avoiding the requirement of analytic continuation. We use this approach to calculate temperature-dependent properties and one-and two-body spectral functions for various Hubbard models.
Quantum Monte Carlo (QMC), in its various guises, is undoubtedly one of the most important approaches for accurate elucidation of properties for correlated electrons. Successes have ranged from high-accuracy small molecular systems to the solid state and model lattice Hamiltonians [1] [2] [3] [4] [5] . However, these successes have focused primarily on the ground state energy and observables which commute with the Hamiltonian. Critical importance for a deeper understanding of correlated systems comes from dynamic correlation functions and spectral quantities. These mirror how we perceive our environment, namely by perturbing a system and measuring its response -the basis of nearly all spectroscopic and experimental approaches. This gives us direct insight into optical, magnetic and other beyond-ground-state properties for a more complete picture of quantum systems, and allows for direct comparison to experimental results.
Direct access to dynamic properties is a persistent difficulty for QMC approaches in general. While in the absence of a sign problem, unbiased imaginary-time or Matsubara frequency correlation functions can be obtained [6] [7] [8] , the analytic continuation onto a physical, real-frequency function is notoriously ill-conditioned and can lead to artefacts and smoothing of spectral features. [9] For more general Fermionic systems, where QMC approaches are hampered by the Fermionic sign problem, higher temperatures must be simulated to alleviate the problem [10] , while a nodal constraint would bias towards a particular solution. [7] Nodal constraints have been used to compute isolated excited states [1, 11] , but the difficulty of choosing a suitable nodal surface result in this being an uncontrolled approximation, which is difficult to extend to spectra. Alternatively, modified projectors and projections into effective Hamiltonians have been able to obtain a few low-energy states, but again these are isolated states rather than practical approaches for thermal or spectral quantities [12] [13] [14] .
Here, we present a new QMC approach for computing dynamic correlation functions for correlated quantum systems. In addition, temperature-dependent quantities and isolated excited states can be extracted for general systems, even in the presence of a sign-problem. These correlation functions are unbiased in the limit of large averaging, and exact in the limit of large walker number. This is achieved by extending the recently developed Full Configuration Interaction Quantum Monte Carlo (FCIQMC) method [2, 15, 16] , by combining it with ideas from the dynamical and finite-temperature Lanczos (FTLM) methods. [17] [18] [19] The result is a QMC method which computationally scales similarly to a ground state calculation within FCIQMC, and retains many of the important features of the parent method. These include a cancellation algorithm to stabilize the sign problem, an absence of time-step error, large-scale parallelism, and reduced memory requirements, especially when used in conjunction with the initiator adaptation of the algorithm.
An arbitrary dynamic correlation function is defined as
whereĤ represents the Hamiltonian of the system, {|Ψ 0 ; E 0 } are the ground state wavefunction and energy, η is a small broadening parameter which regularizes the function, andV andÂ are arbitrary operators which define the perturbation and observed quantity in the correlation function. In the case of these operators being single annihilation and creation operators one obtains the single-particle Green function, whose imaginary part defines the bandstructure and density of states of a system. The aim of our method is to stochastically obtain a many electron spectral transformation of the full Hilbert space to a reduced space, such that once the Hamiltonian is expressed in this subspace, its eigenvectors span the degrees of freedom required to accurately describe the desired spectral or thermal quantity. In this work, we use a collection of stochastically sampled wavefunctions from a FCIQMC calculation to define the space. If the initial state of the calculation is a stochastic representation of the wavefunctionV |Ψ 0 , then propagation from this state to the ground state will in principle span all states required to represent the expectation value given in Eq. (1), which for arbitrary spectra will be equivalent to the space of both the ground state and all imaginary-time response vectors. Once the Hamiltonian is projected into the space of vectors sampled during this propagation, it can be exactly diagonalized, and the desired correlation function constructed from the Lehmann representation. For thermal quantities the approach is analogous, with the initial vector taken from the infinite-temperature distribution.
Method:-A single iteration of the FCIQMC algorithm consists of stochastically applying a projection operator, P , to a walker distribution, denoted at iteration i by q i . This is done in an unbiased manner such that exact projection is achieved on average. We define the initial configuration to take i = 0. We also define ψ i to be the wavefunction at iteration i in an exact calculation. The aim is to stochastically sample the Krylov subspace ψ 0 , P ψ 0 , . . . , P n−1 ψ 0 . In projector QMC approaches one samples the vector from the large n limit of this subspace, which will converge to the ground state. However, to obtain finite-temperature and dynamic quantities, the aim is now to stochastically project the Hamiltonian into the whole sampled Krylov subspace, which represents an efficient span of all states of interest, provided that q 0 is chosen appropriately [20] .
By averaging the FCIQMC walker amplitudes over many independent calculations, the results of an exact propagation are rigorously approached [21] . This allows expectation values that depend linearly on the wavefunction to be estimated by averaging over multiple calculations. However, this is not true when calculating non-linear quantities such as ψ † i ψ j , because walker amplitudes in a single simulation are correlated and so
To allow such quadratic functions to be calculated, a replica trick is used. [22] If two independent simulations are performed simultaneously then the walker amplitudes will be uncorrelated between them. We therefore use superscripts 1 and 2 to refer to walkers in the first and second simulations. Using this approach, ψ † i ψ j can be estimated in an unbiased manner by averaging q
At selected iterations in an FCIQMC calculation, the walker distribution is stored. From these stored states we calculate overlap (S) and Hamiltonian (T ) matrices over the subspace vectors
Whilst the overlap matrix estimate is always easy to calculate, calculating the Hamiltonian matrix estimate exactly is expensive, and so instead T is stochastically sampled in the same manner as spawning steps in FCIQMC. Thus, a simulation provides an estimate of the overlap matrix and the projected Hamiltonian in the basis of Krylov vectors chosen, and therefore we call the method Krylov Projected (KP)-FCIQMC. One can then average these quantities over independent simulations to reduce errors in an unbiased manner. This results in a generalised eigenvalue problem,
We solve this problem using a canonical Löwdin orthogonalisation procedure whereby the problem is transformed to
where
and S = U DU T .
This eigenvalue problem is then solved exactly by standard methods. We refer to the eigenvectors of the overlap matrix as Löwdin vectors. Many of the eigenvalues of the overlap matrix will be very small (or even negative within stochastic errors) since the sampled space is becoming increasingly linearly dependent, and therefore these Löwdin vectors are discarded. This performs a projection of W into a further truncated subspace, which we refer to as the Löwdin space. This defines an approach to projecting into a stochastic representation of a Krylov subspace. We note that although the estimates of T and S are unbiased, the final eigenvalues will not be because eigenvalues are non-linear functions of matrices. This bias can be systematically reduced with further averaging of T and S. For exact propagation withP =Ĥ, our approach will yield results identical to the Lanczos method. In contrast, all Krylov vectors are stored, and are not orthogonalized on-the-fly. However, because the method uses a stochastic representation of the wavefunction, it is not true that the memory requirements will always exceed those of an equivalent Lanczos calculation. Indeed, within ground-state FCIQMC, very sparse samplings of the Hilbert space have been shown able to obtain nearexact results in spaces far out of reach of conventional approaches. Although this approach is in theory systematically improvable to exactness for the entire frequency range, in practice this becomes increasingly difficult for higher energy excitations. This is because high-energy excitations have a small component in the Krylov vectors, which decreases exponentially with imaginary time. This renders them particularly difficult to sample and susceptible to stochastic error in the sampled matrices. Despite this limitation, the approach can nevertheless be expected to obtain near-exact spectra for low-energy excitations in systems out of reach of traditional dynamical Lanczos approaches, and its efficient parallelism allows the technique to exploit the continuing trend for large scale parallel computers.
We assess the method within the paradigmatic model of correlated materials defined by the periodic Hubbard Hamiltonian
Finite-temperature:-Within the finite temperature Lanczos method (FTLM), thermal expectation values are computed by using the result
where N is the dimension of the Hilbert space, |n labels a state n in a complete orthonormal basis and i labels the M states of an eigensystem {|ψ n i ; E n i } resulting from a Lanczos subspace with initial state |n . Thus, by performing N Lanczos calculations consisting of M − 1 applications ofĤ each, one can obtain thermal quantities which are correct to order β M−1 . N can be very large for systems of interest and so in practice one starts from a much smaller number of states, R ≪ N . These states are a random linear combination of all basis states, |r = i η ri |i , which turns out to be a highly accurate approximation, particularly at high temperatures [17, 18] .
In our stochastic approach the initial random vectors are created by distributing a given number of walkers randomly throughout the space with signs ±1. Thus, unlike in FTLM, many basis states will be unoccupied in the initial vector. As a result we typically find that we must take R to be larger than in an equivalent FTLM calculation. These initial states represent stochastic snapshots of the exact high-temperature limit which is exactly reproduced in the limit of large R. Figure 1 presents the temperature-dependent energy, E(β), in the one-dimensional 12-site Hubbard model at U/t = 1. Including all symmetry sectors the Hilbert space dimension is ≈ 2.7 × 10 6 , with the largest fixed k and M s sector containing ≈ 7.1 × 10 4 determinants. Approximately 10 4 walkers were used throughout and the projected Hamiltonian and overlap matrices were averaged over 10 calculations for each initial vector, |r . An initiator threshold of 2.0 was applied [23] , as well as a deterministic space of 205 determinants [24] . Results for all symmetry sectors were obtained in one calculation, although it is straightforward to calculate results for individual sectors and combine them later, which would reduce the value of R required. Parameters R = 250 and M = 20 were used and 8 vectors were kept to form the Löwdin space. The results were found not to change significantly by including more Löwdin vectors. We also ignored any spurious eigenvalues well below the ground state energy, which appear very occasionally because of the large errors introduced into W T T W from the small overlap matrix eigenvalues.
At high temperatures results are calculated with great accuracy. This is easily understood because the quantity calculated at β = 0, In Figure 2 , E(β) for the two-dimensional 18-site Hubbard model at U/t = 1 is presented. Including all symmetry sectors the Hilbert space dimension is ≈ 9 × 10 9 , with the largest fixed k and M s sector containing ≈ 1 × 10 deterministic space of single and double excitations of the Hartree-Fock. Also plotted is the ground state energy from an FCIQMC calculation for comparison. We find that once again that the high-temperature results have only a small variation between repeated calculations and we have a high degree of confidence in these results. At lower temperatures the confidence in the results is reduced, with a heavy tail as the ground state is approached. This tail comes from a small number of the repeated calculations which have large errors, however results are systematically improvable by using larger values of R. Dynamical correlation functions:-To demonstrate the ability of KP-FCIQMC to calculate dynamical quantities, we first consider the following zero-temperature k-resolved single particle Green function, defined from Eq. (1) withV =Â =ĉ † k↓ and appropriate time-ordering. The corresponding spectral function,
, defines the bandstructure of the material. In dynamical Lanczos the significant poles of A 1 (k, ω) are estimated by performing Lanczos calcula-tions starting from the perturbed ground states,ĉ k |Ψ 0 andĉ † k |Ψ 0 . This ensures that on average the component of a particular state in any imaginary-time snapshot is proportional to its transition amplitude in the correlation function. In KP-FCIQMC we take an analogous approach, with the ground state, |Ψ 0 , represented stochastically by a ground-state FCIQMC calculation. If necessary one can start multiple KP-FCIQMC calculations from independent estimates of |Ψ 0 and average the resulting projected Hamiltonian and overlap matrices.
This approach works particularly well for spectra dominated by a small number of states with large transition amplitudes. Because the transformation to the Löwdin basis introduces large errors if many states are kept (due to small overlap eigenvalues), we typically limit the number of Löwdin vectors to between 10 and 20, which limits the resolution of the spectrum. Furthermore, high-energy states die away rapidly in the Krylov vectors and so there tends to be significant stochastic errors associated with the calculation of such states. Although this limits the accuracy of KP-FCIQMC over a large energy range, we find that the method is capable of producing accurate spectra in the critical low-energy region and can often accurately capture important features such as bandgaps. Figure 3 (a) presents A 1 (k, ω) for the 14-site Hubbard model at U/t = 2. Approximately 10 5 walkers were used throughout the KP-FCIQMC simulations and an initiator threshold of 3.0 was applied. The deterministic space was formed from the 5 × 10 4 most populated determinants in a ground-state FCIQMC calculation. Each calculation was repeated 10 times and the resulting projected Hamiltonian and overlap matrices averaged before the subspace diagonalization. 35 Krylov vectors were sampled and 10 Löwdin vectors were kept to form the final orthonormal space. Figure 3(b) presents the local density of states, computed from the results in (a) via A(ω) = 1 N k A(k, ω). High accuracy is obtained from low-energy features, as expected, with sum rules and causality conditions trivially fulfilled within the approach. Errors on individual poles can be estimated by repeating results. By comparing 10 independent calculations, the bandgap was estimated as 0.96456(14)t compared to the exact value of 0.96378t. Potential sources of the very small discrepancy (0.0008t) include the bias of eigenvalues as already discussed, initiator error or shift bias.
We also consider the s-wave pair-pair dynamic correlation function, a two-body response property of significant relevance in the detection of superconducting quasiparticle excitations, and as an superconducting order parameter.V is defined for the 1-dimensional model by the singlet pairing operator, ∆ i , withÂ =V ,
In Fig. 4 we present results for the spectrum of the pairpair correlation function (A 2 (ω)) for the 10-site Hubbard model at U/t = 1, by computing all k-space contributions. The number of walkers was typically between 10 3 and 10
4 . The deterministic space consisted of all single 
π (bottom) to k = π (top) of the one-dimensional 14-site Hubbard model at U/t = 2, with dynamical Lanczos results for comparison. Poles coming from the ground state or low-lying excited states with large transition amplitudes are captured accurately. (b) The local density of states calculated from (a). The low-energy results are reproduced accurately by KP-FCIQMC while the qualitative behaviour is captured at high energies. and double excitations of the Hartree-Fock and the initiator adaptation was not used. Only one calculation was performed for each spectrum calculated -no averaging of T or S over repeated calculations was performed. Once again, it is found that low-energy features are calculated accurately, but the quality decreases for higher energy regions of the spectrum. Conclusion:-We have presented a novel approach to the calculation of excited state, spectral and thermal properties within the FCIQMC framework. In this approach the full Hamiltonian eigenvalue problem is projected into a stochastically sampled Krylov subspace, thus allowing finite-temperature and dynamical quantities to be calculated. Because one does not need to store Krylov vectors in their entirety, the approach is scalable to systems sizes outside the range of the Lanczos method. Due to the size of the Löwdin subspace, the accuracy of the approach is likely to be restricted when scaling to spectra for very large systems across large frequency windows. However, the method can also be used as a solver in quantum cluster approaches to obtain results in the thermodynamic limit. [25] 
