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Abstract
We study elliptic equations on bounded domain of Euclidean spaces in the variable Ho¨lder spaces. Interior
a priori Schauder estimates are given as well as global ones. Moreover, the existence and the uniqueness of
solutions to the Dirichlet boundary value problem is proved.
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1 Introduction
Let Ω be a bounded domain in Rn with sufficiently smooth boundary ∂Ω. The purpose of this paper is to
investigate the linear elliptic operator L defined as follows
Lu(x) := aij(x)Diju(x) + b
i(x)Diu(x) + c(x)u(x), x ∈ Ω,
where the coefficients aij , bi, c are in the variable Ho¨lder space Cα(·)(Ω¯) (notation will be explained in the next
section) and where the Einstein summation convention is used. We are interested in the study of the following
boundary value problem {
Lu = f inΩ,
u = φ on∂Ω,
where f and φ are elements of the variable Ho¨lder spaces. Assuming some mild condition on the exponent α, i.e.
the so-called log-Ho¨lder regularity, we show the interior a priori Schauder estimates as well as the global ones
for the above elliptic boundary value problem. Moreover, under some regularity assumptions on the boundary
∂Ω, we prove that the above Dirichlet problem posses a unique solution in the variable Ho¨lder space C2,α(·)(Ω¯).
Linear elliptic operators involving variable coefficients in different function spaces have been extensively
studied in the mathematical literature. Especially, the literature devoted to the elliptic problems in the classical
Ho¨lder spaces is very vast (see [3, 4, 5, 6, 7, 8, 9, 12, 13, 19, 20, 21, 22, 23, 24, 25, 26, 27] and references therein).
Our results are natural extensions of the Schauder estimates as well as the Kellog theorems for variable Ho¨lder
spaces.
The paper is divided into six sections. In Preliminaries we recall and introduce some basic notations and
briefly present the theory of variable exponent spaces. Then, in Section 3 we prove a priori estimates for the
Laplace operator. Section 4 is devoted to studying the fully elliptic equation. In Theorem 4.1 we show the
interior Schauder estimates and subsequently in Theorem 4.3 the global Schauder estimate is shown. In Section
5 we discuss the existence and uniqueness of solution to the Dirichlet problem. In the last section we present
the interpolation theorems in the variable Ho¨lder spaces.
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2 Preliminaries
Let Ω ⊂ Rn be an open set. We let B(x, r) = {y ∈ Rn : |x − y| < r} denotes a ball centered at a point x
with radius r > 0. We now turn to a presentation of the theory of the variable Ho¨lder spaces [2], [3]. For
background on variable exponent function spaces we refer to the monographs by Cruz-Uribe-Fiorenza [10] and
Diening–Harjulehto–Ha¨sto¨–Ru˚zˇicˇka [11].
A function α : Ω→ (0, 1] is called a variable exponent or Ho¨lder exponent, and we denote
α+A := sup
x∈A
α(x), α−A := inf
x∈A
α(x), α+ := α+Ω and α
− := α−Ω
for A ⊂ Ω. If A = Ω or if the underlying domain is fixed, we will often skip the index.
By Ck(Ω) we denote the set of functions defined on Ω, such that all derivatives up to the order k are bounded
and continuous, and by Ck(Ω¯) we denote the set of u ∈ Ck(Ω) such that all derivatives up to the order k can
be extended continuously to Ω¯. Let u be a function defined on the set Ω and α : Ω→ (0, 1], then we introduce
the following seminorm
[u]α(·),Ω = sup
x,y∈Ω
x 6=y
|u(x)− u(y)|
|x− y|α(x)
.
Next, if u ∈ Ck(Ω) then we define
[u]k,0,Ω = sup
x∈Ω
|β|=k
|Dβu(x)|,
[u]k,α(·),Ω = sup
x,y∈Ω
x 6=y
|β|=k
|Dβu(x)−Dβu(y)|
|x− y|α(x)
. (1)
If u ∈ Ck(Ω), then we define the norm as follows
‖u‖Ck(Ω) = |u|k,Ω =
k∑
j=0
[u]j,0,Ω. (2)
Now, we define the spaces Ck,α(·)(Ω) and Ck,α(·)(Ω¯), respectively. The space Ck,α(·)(Ω) consists of those
functions u from Ck(Ω) such that for each compact subset D ⊂ Ω, the quantity |u|k,D + [u]k,α(·),D is finite.
While, the space Ck,α(·)(Ω¯) consists of these functions from Ck(Ω¯) such that the quantities (1) and (2) are finite.
For u ∈ Ck,α(·)(Ω¯) we define the following norm
‖u‖Ck,α(·)(Ω¯) = |u|k,Ω + [u]k,α(·),Ω. (3)
The space Ck,α(·)(Ω¯) equipped with the above norm is a Banach space.
Subsequently, we introduce the modified norms and seminorms respectively on the space Ck,α(·)(Ω¯). Let
d = diam(Ω), then
‖u‖′
Ck(Ω¯) = |u|
′
k,Ω =
k∑
j=0
dj |Dju|0,Ω,
‖u‖′
Ck,α(·)(Ω¯) = |u|
′
k,α(·),Ω = |u|
′
k,Ω + sup
x,y∈Ω
x 6=y
|β|=k
dk+α(x)
|Dβu(x)−Dβu(y)|
|x− y|α(x)
.
Let x ∈ Ω, in many proofs we will frequently use the following notation
[f ]α(·),x = sup
y∈Ω
y 6=x
|f(x)− f(y)|
|x− y|α(x)
.
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In order to get our results, it is necessary to put some restrictions on the variable exponents. Now, we introduce
the class of sufficiently regular variable exponents. Namely, we shall say that α : Ω→ R is log-Ho¨lder continuous
if there exists a positive constant M such that for each x, y ∈ Ω the following inequality holds
|ln |x− y|| |α(x) − α(y)| ≤M.
Next, we introduce the class of log-Ho¨lder continuous exponents
Alog(Ω) = {α : 0 < α− ≤ α+ < 1, α is log-Ho¨lder continuous in Ω}.
From now on, we assume that α is log-Ho¨lder continuous exponent. Additionally, for a given α ∈ Alog(Ω), the
smallest constant for which α is log-Ho¨lder continuous is denoted by clog(α). Let us mention that in the theory
of variable exponent spaces, the log-Ho¨lder continuity is a commonly used assumption on the variable exponents
(see [10, 11]).
Finally, we recall the notion of the Newtonian potential. Let Γ be a fundamental solution of the Laplace
equation in the Euclidean space. Then, for integrable function f on a domain D, the Newtonian potential w of
the function f is defined as follows
w(x) =
∫
D
Γ(x− y)f(y)dy.
3 A priori estimates for Poisson’s equation
In this section we study the Poisson’s equation
∆u = f
in the variable Ho¨lder spaces. In particular, we show a priori estimates for the above equation. For this purpose,
the detailed analysis of the Newtonian potential in the variable Ho¨lder spaces will be needed. Let us start our
journey with the following lemma.
Lemma 3.1. Let Ω ⊂ Rn be an open and bounded set and w be the Newtonian potential of f on B2 =
B(x0, 2R) ⊂ Ω, where f ∈ Cα(·)(B¯2). Then, w ∈ C2,α(·)(B¯1) and the following inequality is satisfied
|D2w|′0,α(·),B1 ≤ C|f |
′
0,α(·),B2
, (4)
where B1 = B(x0, R) and C = C(diam(Ω), n, α
−, α+, clog(α)).
Proof. For x ∈ B1, we have
Dijw(x) =
∫
B2
DijΓ(x− y)(f(y)− f(x))dy − f(x)
∫
∂B2
DiΓ(x− y)νj(y)dS(y),
what yields
|Dijw(x)| ≤
|f(x)|
nωn
R1−n
∫
∂B2
dS(y) +
[f ]α(·),x
ωn
∫
B2
|x− y|α(x)−ndy
≤ 2n−1|f(x)|+
[f ]α(·),x
ωn
∫
B(x,3R)
|x− y|α(x)−ndy ≤ 2n−1|f(x)|+ [f ]α(·),x(3R)
α(x) n
α(x)
≤ C1
(
|f(x)|+ [f ]α(·),x
(3R)α(x)
α(x)
)
.
Thus, we get
|Dijw|0,B1 ≤ C|f |
′
0,α(·),B2
.
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Now, let us fix x¯ ∈ B1 and let us denote δ = |x− x¯|, ζ =
1
2 (x+ x¯). Then, we can write
Dijw(x¯)−Dijw(x) = f(x)I1 + (f(x) − f(x¯))I2 + I3 + I4 + (f(x) − f(x¯))I5 + I6,
where I1, I2, I3, I4, I5, I6 are given by
I1 =
∫
∂B2
(DiΓ(x− y)−DiΓ(x¯− y))νj(y)dS(y),
I2 =
∫
∂B2
DiΓ(x¯− y)νj(y)dS(y),
I3 =
∫
B(ζ,δ)∩B2
DijΓ(x− y)(f(x) − f(y))dy,
I4 =
∫
B(ζ,δ)∩B2
DijΓ(x¯− y)(f(y)− f(x¯))dy,
I5 =
∫
B2\B(ζ,δ)
DijΓ(x− y)dy,
I6 =
∫
B2\B(ζ,δ)
(DijΓ(x− y)−DijΓ(x¯− y))(f(x¯)− f(y))dy.
By the Mean Value Theorem we have the inequality
|DiΓ(x− y)−DiΓ(x¯− y)| =
∣∣∣∣
∫ 1
0
d
dt
DiΓ(tx+ (1 − t)x¯− y)dt
∣∣∣∣
≤ sup
t∈[0, 1]
|x− x¯||DDiΓ(tx+ (1− t)x¯− y)|.
Hence, we can estimate I1 as follows
|I1| ≤
∫
B2
sup
t∈[0, 1]
|x− x¯| |DDiΓ(tx+ (1− t)x¯− y)|dy
≤
n
ωn
|x− x¯|
∫
B2
sup
t∈[0, 1]
|(tx+ (1 − t)x¯− y|−ndy
≤
n
ωn
|x− x¯|R−n
∫
B2
dy =
n
ωn
|x− x¯|R−n(2R)n−1ωnn =
n22n−1|x− x¯|
R
≤ n22n−α(x)
(
|x− x¯|
R
)α(x)
.
Subsequently, we estimate I2, I3, I4 and I5 in the following manner
|I2| ≤
1
nωn
∫
∂B2
|x¯− y|1−ndS(y) ≤
1
nωn
∫
∂B2
R1−ndS(y) = 2n−1,
|I3| ≤
∫
Bδ(ζ)∩B2
|DijΓ(x− y)| |f(x)− f(y)|dy ≤
1
ωn
∫
Bδ(ζ)∩B2
|x− y|−n+α(x)
|f(x)− f(y)|
|x− y|α(x)
dy
≤
1
ωn
[f ]α(·),x
∫
B 3δ
2
(x)
|x− y|α(x)−ndy ≤
n
α(x)
(
3δ
2
)α(x)
[f ]α(·),x,
|I4| ≤
n
α(x)
(
3δ
2
)α(x¯)
[f ]α(·),x¯,
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|I5| =
∣∣∣∣∣
∫
∂(B2−B(ζ,δ))
DiΓ(x− y)νj(y)dS(y)
∣∣∣∣∣ ≤
∣∣∣∣
∫
∂B2
DiΓ(x− y)νj(y)dS(y)
∣∣∣∣
+
∣∣∣∣∣
∫
∂B(ζ,δ)
DiΓ(x− y)νj(y)dS(y)
∣∣∣∣∣ ≤ 2n−1 + 1nωn
∫
∂B(ζ,δ)
|x− y|1−ndS(y)
≤ 2n−1 +
1
nωn
(
δ
2
)1−n ∫
∂B(ζ,δ)
dS(y) = 2n.
Since |x¯− y| ≤ 32 |ζ − y| ≤ 3|tx+ (1− t)x¯− y|, we get
|I6| =
∣∣∣∣∣
∫
B2\B(ζ,δ)
∫ 1
0
d
dt
DijΓ(tx+ (1 − t)x¯− y)dt(f(x¯)− f(y))dy
∣∣∣∣∣
≤
∫
B2\B(ζ,δ)
sup
t∈[0, 1]
|DDijΓ(tx+ (1− t)x¯− y)| |x− x¯| |f(x¯)− f(y)|dy
≤ cδ
∫
|y−ζ|≥δ
sup
t∈[0, 1]
|f(x¯)− f(y)|
|tx+ (1− t)x¯− y|n+1
dy
≤ cδ[f ]α(·),x¯
∫
|y−ζ|≥δ
sup
t∈[0, 1]
|x¯− y|α(x¯)
|tx+ (1− t)x¯− y|n+1
dy
≤ cδ[f ]α(·),x¯3
α(x¯)2n+1−α(x¯)
∫
|y−ζ|≥δ
|ζ − y|α(x¯)−n−1dy ≤
cn
1− α(x¯)
δα(x¯)[f ]α(·),x¯3
α(x¯)2n+1−α(x¯),
where c = n(n+5)
ωn
. Finally, we obtain
|Dijw(x¯) − Dijw(x)|
≤ C
(
|f(x)|
δα(x)
Rα(x)
+ |f(x) − f(x¯)|+ |f |α(·),xδ
α(x) + |f |α(·),x¯δ
α(x¯)
)
.
Now, we divide the above inequality by δα(x) and multiply by Rα(x):
Rα(x)
|Dijw(x¯)−Dijw(x)|
|x− x¯|α(x)
≤ C
(
|f(x)|+Rα(x)
|f(x)− f(x¯)|
|x− x¯|α(x)
+Rα(x)|f |α(·),x +R
α(x)−α(x¯)Rα(x¯)|f |α(·),x¯δ
α(x¯)−α(x)
)
.
Since α is log-Ho¨lder continuous, we get that δα(x¯)−α(x) is bounded. Namely, we have
δα(x¯)−α(x) = |x¯− x|α(x¯)−α(x) ≤ eln |x¯−x|(α(x¯)−α(x)) ≤ e|ln |x¯−x|||α(x¯)−α(x)| ≤ eclog(α).
The term Rα(x)−α(x¯) is bounded as well. Indeed,
• If R ≥ 1, then
Rα(x)−α(x¯) ≤ R2α
+
≤ d2α
+
,
where d = diam (Ω),
• If R < 1 and α(x) − α(x¯) ≥ 0, then
Rα(x)−α(x¯) ≤ 1,
• If R < 1 and α(x) − α(x¯) < 0, then
Rα(x)−α(x¯) ≤
1
2α(x)−α(x¯)
δα(x¯)−α(x) ≤ 2α
+−α−eclog(α).
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This finishes the proof of Lemma 3.1.
As a corollary we get the following claim.
Theorem 3.1. Let Ω be a bounded domain in Rn and f ∈ Cα(·)(Ω). If u ∈ C2(Ω) satisfies ∆u = f in Ω, then
for any concentring balls B1 = B(x0, R), B2 = B(x0, 2R) ⊂⊂ Ω, we have
|u|′2,α(·),B1 ≤ C
(
|u|0,B2 +R
2|f |′0,α(·),B2
)
,
where C = C(diam(Ω), n, α−, α+, clog(α)).
Proof. Let us write u = v + w, where v is a harmonic function in B2 and w is the Newtonian potential of f on
B2. By the basic properties of the Newtonian potential we get
|Dw(x)| =
∣∣∣∣
∫
B2
DΓ(x− y)f(y)dy
∣∣∣∣ ≤ |f |0,B2 1ωn
∫
B2
|x− y|1−ndy
≤ |f |0,B2
1
ωn
∫
B(x,3R)
|x− y|1−ndy ≤ CR|f |0,B2 .
In view of Lemma 3.1, we conclude
R|Dw|0,B1 +R
2
∣∣D2w∣∣′
0,α(·),B1
≤ CR2|f |′0,α(·),B2 . (5)
Subsequently,
Rα(x)
∣∣D2v(x)−D2v(y)∣∣ = Rα(x) ∣∣∣∣
∫ 1
0
d
dt
D2v((1 − t)x+ ty)dt
∣∣∣∣ ≤ Rα(x) ∣∣D3v∣∣0,B1 |x− y|
≤ CRα(x)−3|v|0,B2 |x− y|,
where the last inequality is obtained from estimation for harmonic functions
sup
B1
∣∣D3v∣∣ ≤ (3n
R
)3
sup
B2
|v|.
Therefore, we have
Rα(x)
∣∣D2v(x) −D2v(y)∣∣
|x− y|α(x)
≤ CRα(x)−3|v|0,B2 |x− y|
1−α(x) ≤ CR−2|v|0,B2 ,
and
R|Dv|0,B1 +R
2
∣∣D2v∣∣′
0,α(·),B1
≤ C|v|0,B2 ≤ C
(
|u|0,B2 +R
2|f |0,B2
)
where the last inequality is a consequence of the identity v = u − w and the inequality |w|0,B2 ≤ CR
2|f |0,B2
when n > 2. For n = 2, we can write u(x1, x2, x3) = u(x1, x2) and consider u as a solution of the Poisson’s
equation in a ball in R3. This completes the proof of the theorem.
In order to develop the theory, we need to introduce some notations. For x, y ∈ Ω let us denote the
following distances to the boundary, dx = dist(x, ∂Ω) and dx,y = min{dx, dy}. Now, we define useful norms and
seminorms:
[u]∗k,0,Ω = [u]
∗
k,Ω = sup
x∈Ω
|β|=k
dkx|D
βu(x)|, [u]∗k,α(·),Ω = sup
x,y∈Ω
|β|=k
dk+α(x)x,y
|Dβu(x)−Dβu(y)|
|x− y|α(x)
,
|u|∗k,Ω =
k∑
j=0
[u]∗j,Ω, |u|
∗
k,α(·),Ω = |u|
∗
k,Ω + [u]
∗
k,α(·),
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[u]
(s)
k,Ω = [u]
(s)
k,0,Ω = sup
x∈Ω
|β|=k
dk+sx |D
βu(x)|, [u]
(s)
k,α(·),Ω = sup
x,y∈Ω
|β|=k
dk+α(x)+sx,y
|Dβu(x)−Dβu(y)|
|x− y|α(x)
,
|u|
(s)
k,Ω =
k∑
j=0
[u]
(s)
j,Ω, |f |
(s)
k,α(·),Ω = |f |
(s)
k,Ω + [f ]
(s)
k,α(·),Ω.
Theorem 3.2. Let u ∈ C2(Ω), f ∈ Cα(·)(Ω¯) satisfy ∆u = f in an open bounded set Ω ⊂ Rn. Then, the
following inequality
|u|∗2,α(·),Ω ≤ C
(
|u|0,Ω + |f |
(2)
0,α(·),Ω
)
is satisfied, where C = C(diam(Ω), n, α−, α+, clog(α)).
Proof. Let x ∈ Ω and 3R = dx. Then, by Theorem 3.1, we get
dx|Du(x)|+ d
2
x
∣∣D2u(x)∣∣ ≤ 3R|Du|0,B1 + (3R)2 ∣∣D2u∣∣0,B1 ≤ C
(
|u|0,B2 +R
2|f |′0,α(·),B2
)
≤ C
(
|u|0,Ω + |f |
(2)
0,α(·),Ω
)
.
Next, let x, y ∈ Ω and dx ≤ dy. For y ∈ B1 we have
d2+α(x)x,y
∣∣D2u(x)−D2u(y)∣∣
|x− y|α(x)
= (3R)2+α(x)
∣∣D2u(x)−D2u(y)∣∣
|x− y|α(x)
≤ CR2
[
D2u
]′
α(·),B1
.
When y /∈ B1, we obtain
d2+α(x)x,y
∣∣D2u(x)−D2u(y)∣∣
|x− y|α(x)
≤
(3R)α(x)+2
Rα(x)
(∣∣D2u(x)∣∣ + ∣∣D2(y)∣∣) .
Finally, we have
d2+α(x)x,y
∣∣D2u(x)−D2u(y)∣∣
|x− y|α(x)
≤ CR2
(∣∣D2u(x)∣∣+ ∣∣D2(y)∣∣ + [D2u]′
α(·),B1
)
≤ C
(
|u|′2,α(·),B1 + [u]
∗
2,Ω
)
≤ C
(
|u|0,B2 +R
2|f |′0,α(·),B2 + [u]
∗
2,Ω
)
≤ C
(
|u|0,Ω + |f |
(2)
0,α(·),Ω
)
.
Thus, the proof is finished.
For simplicity of notation, we write B+2 = B2 ∩ R
n
+ and B
+
1 = B1 ∩ R
n
+, T = {xn = 0}. Furthermore, we
assume that the center of the ball B, x0 ∈ R¯
n
+.
Lemma 3.2. Let f ∈ Cα(·)
(
B¯+2
)
and w be the Newtonian potential of f in B+2 and let us assume that B
+
2 ⊂ Ω,
where Ω ⊂ Rn is an open and bounded set. Then, w ∈ C2,α(·)
(
B¯+1
)
and the following inequality is satisfied∣∣D2w∣∣′
0,α(·),B+1
≤ C|f |′
0,α(·),B+2
,
where C = C(diam(Ω), n, α−, α+, clog(α)).
Proof. We can assume that B2 intersects T . Moreover, we assume that i 6= n or j 6= n, then∫
∂B
+
2 ∩T
DjΓ(x − y)νi(y)dS(y) =
∫
∂B
+
2 ∩T
DiΓ(x− y)νj(y)dS(y)
vanishes, since νi = 0 or νj = 0. We shall prove similar estimates as in the proof of Lemma 3.1. For x ∈ B
+
1 ,
we have
Dijw(x) =
∫
B
+
2
DijΓ(x− y)(f(y)− f(x))dy − f(x)
∫
∂B
+
2
DiΓ(x− y)νj(y)dS(y).
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Thus, we get
|Dijw(x)| ≤
|f(x)|
nωn
R1−n
∫
∂B
+
2 \T
dS(y) +
[f ]α(·),x
ωn
∫
B
+
2
|x− y|α(x)−ndy
≤ 2n−1|f(x)|+
[f ]α(·),x
ωn
∫
B(x,3R)
|x− y|α(x)−ndy
≤ 2n−1|f(x)|+ [f ]α(·),x(3R)
α(x) n
α(x)
≤ C1
(
|f(x)| + [f ]α(·),x
(3R)α(x)
α(x)
)
.
Now, let us fix x¯ ∈ B1 and let us denote δ = |x− x¯|, ζ =
1
2 (x+ x¯). Then, we can write
Dijw(x¯)−Dijw(x) = f(x)J1 + (f(x) − f(x¯))J2 + J3 + J4 + (f(x)− f(x¯))J5 + J6,
where J1, J2, J3, J4, J5, J6 have the same form like I1, ..., I6 in the proof of Lemma 3.1 with B2 replaced
by B+2 . Moreover, each of J1, ..., J6 can be estimated in similar manner as in the proof of Lemma 3.1. When
i = j = n, we use the fact that u satisfies the Poisson’s equation, so
unn = ∆u−
n−1∑
i=1
uii = f −
n−1∑
i=1
uii.
Hence, by the previous inequality we can easily estimate the term unn.
Theorem 3.3. Let Ω ⊂ Rn be an open and bounded set and B+2 ⊂ Ω. If u ∈ C
2(B+2 )∩C
0(B¯+2 ), f ∈ C
α(·)(B¯+2 ),
satisfy ∆u = f in B+2 and u = 0 on T , then u ∈ C
2,α(·)(B¯+1 ). Moreover, the following estimate
|u|′
2,α(·),B+1
≤ C
(
|u|0,B+2
+R2|f |′
0,α(·),B+2
)
holds, where C = C(diam(Ω), n, α−, α+, clog(α)).
Proof. For x = (x′,−xn) ∈ Rn, where x′ = (x1, . . . , xn−1) we define x∗ = (x′,−xn). We set B
−
2 = {x
∗ : x ∈ B+2 }
and D = B+2 ∪B
−
2 ∪ (B2 ∩ T ). Next, we define the reflection map and the reflection exponent
f∗(x) =
{
f(x), if x ∈ B+2 ∪ (B2 ∩ T )
f(x∗), if x ∈ B−2
α∗(x) =
{
α(x), if x ∈ B+2 ∪ (B2 ∩ T )
α(x∗), if x ∈ B−2 .
First of all, we show that α∗ ∈ Alog(D). Let us assume that |x− y| ≤ 12 . If x, y ∈ B
+
2 ∪ T or x, y ∈ B
−
2 , then it
is clear that
|α∗(x) − α∗(y)| |ln |x− y|| ≤ clog(α).
Let us assume that x ∈ B+2 ∪ T and y ∈ B
−
2 . Since
|x− y∗| ≤ |x− y|,
we get
|α∗(x)− α∗(y)| |ln |x− y|| ≤ |α(x) − α(y∗)| |ln |x− y∗|| ≤ clog(α).
Now, assuming that |x− y| > 12 , we obtain
|α∗(x)− α∗(y)| |ln |x− y|| ≤ 2α+max
{
| ln
1
2
|, ln 2diam(Ω)
}
.
Next, we prove that f∗ ∈ Cα
∗(·)(D) and |f∗|′0,α∗(·),D ≤ |f |
′
0,α(·),B+2
. If x, y ∈ B+2 or x, y ∈ B
−
2 then, it is easy to
see that
Rα
∗(x) |f
∗(x) − f∗(y)|
|x− y|α∗(x)
≤ [f ]′
0,α(·),B+2
.
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If x ∈ B+2 ∪ T and y ∈ B
−
2 , thus we get
Rα
∗(x) |f
∗(x)− f∗(y)|
|x− y|α∗(x)
≤ Rα
∗(x) |f(x)− f(y
∗)|
|x− y∗|α(x)
≤ [f ]′
0,α(·)B+2
.
So we obtain
[f∗]0,α∗(·),D ≤ [f ]
′
0,α(·)B+2
,
and this leads us to the following inequality
|f∗|′0,α∗(·),D ≤ |f |
′
0,α(·),B+2
.
Let
w(x) =
∫
B
+
2
(Γ(x − y)− Γ(x∗ − y)) f(y)dy.
It is easy to see that w(x′, 0) = 0 and that for x ∈ B+2 we have ∆w(x) = f since
∆
∫
B
+
2
Γ(x− y)f(y)dy = f(x)
and
∆
∫
B
+
2
Γ(x∗ − y)f(y)dy =
∫
B
+
2
Γ(x− y∗)f(y)dy = 0.
Moreover, we see that ∫
B
+
2
Γ(x− y∗)f(y)dy =
∫
B
−
2
Γ(x− y)f∗(y)dy,
thus, we get
w(x) = 2
∫
B
+
2
Γ(x− y)f(y)dy −
∫
D
Γ(x− y)f∗(y)dy.
Let us denote
w∗(x) =
∫
D
Γ(x− y)f∗(y)dy, w¯(x) =
∫
B2
Γ(x− y)f∗(y)dy.
Observe that, by Lemma 3.1, we have∣∣D2w¯∣∣′
0,α(·),B+1
≤ C|f∗|′0,α∗(·),D ≤ C|f |
′
0,α(·),B+2
. (6)
There exists a harmonic function g on B2 such that we have w
∗ = g + w¯. Let us assume that n > 2, thus by
estimates for harmonic function we have
|D2g|′
0,α(·),B+1
≤ CR−2|g|0,B2 ≤ CR
−2 (|w∗|0,B2 + |w¯|0,B2) .
Let x ∈ B2, then
|w∗(x)| ≤ C|f∗|0,D
∫
D
|Γ(x− y)|dy ≤ C|f |0,B+2
∫
B(x,6R)
|Γ(x− y)|dy = CR2|f |0,B+2
. (7)
Gathering (11) with inequality |w¯|0,B2 ≤ CR
2|f |0,B+2
yields
|D2g|′
0,α(·),B+1
≤ C|f |0,B+2
.
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Hence, thanks to inequality (6) we obtain
|D2w∗|′
0,α(·),B+1
≤ C|f |′
0,B+2
.
Consequently, by Lemma 3.2 we have ∣∣D2w∣∣′
0,α(·),B+1
≤ C|f |′
0,α(·),B+2
. (8)
Furthermore, by similar consideration as in (7) we get the following inequality
|w|0,B+1
≤ CR2|f |0,B+2
. (9)
Next, for x ∈ B+1 we get
|Dw(x)| ≤ 2
∫
B
+
2
|DΓ(x− y)||f(y)|dy −
∫
D
|Γ(x− y)|f∗(y)|dy ≤ C|f |0,B+2
∫
B(x,6R)
|x− y|1−ndy = CR|f |0,B+2
.
In view of the above inequality with (8) and (9), we conclude
|w|′
2,α(·),B+1
≤ CR2|f |′
0,α(·),B+2
.
Finally, we put v = u − w, then v is a harmonic function and v = 0 on T . Hence, by reflection it can be
extended to a harmonic function in the whole B2. Thus, by estimates of harmonic functions as in the proof of
Theorem 3.1, we see that
|v|′2,α(·),B+1
≤ C|v|0,B2 = C|v|0,B+2
≤ C
(
|u|0,B+2
+R2|f |0,B+2
)
and the proof follows. When n = 2, we can proceed in the same manner as in the end of the proof of
Theorem 3.1.
Let Ω be an open subset of Rn and T ⊂ ∂Ω. For x, y ∈ Ω we define d¯x = dist(x, ∂Ω\T ), d¯x,y = min(d¯x, d¯y).
In the sequel, we shall use the following notation
[u]∗k,0,Ω∪T = [u]
∗
k,Ω∪T = sup
x∈Ω|β|=k
d¯kx
∣∣Dβ(x)∣∣ , [u]∗k,α(·),Ω∪T = sup
x,y∈Ω|β|=k
d¯k+α(x)x,y
∣∣Dβu(x)−Dβu(y)∣∣
|x− y|α(x)
,
|u|∗k,0,Ω∪T = |u|
∗
k,Ω∪T =
k∑
j=0
[u]∗j,Ω∪T , |u|k,α(·),Ω∪T = |u|
∗
k,Ω∪T + [u]
∗
k,α(·),Ω∪T ,
|u|0,α(·),Ω∪T = sup
x∈Ω
d¯kx|u(x)|+ sup
x,y∈Ω
d¯k+α(x)x,y
|u(x)− u(y)|
|x− y|α(x)
.
Theorem 3.4. Let Ω be an open and bounded subset of Rn+ with boundary portion T on {xn = 0} and let
u ∈ C2 (Ω) ∩ C0 (Ω ∪ T ) , f ∈ Cα(·)(Ω¯) satisfy ∆u = f and u = 0 on T . Then
|u|∗2,α(·),Ω∪T ≤ C
(
|u|0,Ω + |f |
(2)
0,α(·),Ω∪T
)
,
where C = C(diam(Ω), n, α−, α+, clog(α)).
Proof. We proceed analogously to the proof of Theorem 3.2. Let x ∈ Ω and 3R = d¯x. From Theorem 3.3 we
have the following inequalities
d¯x|Du(x)|+ d¯
2
x
∣∣D2u(x)∣∣ ≤ 3R|Du|0,B+1 + (3R)2 ∣∣D2u∣∣0,B+1 ≤ C
(
|u|0,B+2
+R2|f |′
0,α(·),B+2
)
≤ C
(
|u|0,Ω∪T + |f |
(2)
0,α(·),Ω∪T
)
.
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Now, let x, y ∈ Ω and d¯x ≤ d¯y. For y ∈ B
+
1 , we get
d¯2+α(x)x,y
∣∣D2u(x)−D2u(y)∣∣
|x− y|α(x)
= (3R)2+α(x)
∣∣D2u(x)−D2u(y)∣∣
|x− y|α(x)
≤ CR2
[
D2u
]′
α(·),B1
.
When y /∈ B1, we have
d¯2+α(x)x,y
∣∣D2u(x)−D2u(y)∣∣
|x− y|α(x)
≤
(3R)α(x)+2
Rα(x)
(∣∣D2u(x)∣∣ + ∣∣D2(y)∣∣) .
Therefore, combining the above inequalities, we obtain
d¯2+α(x)x,y
∣∣D2u(x)−D2u(y)∣∣
|x− y|α(x)
≤ CR2
(∣∣D2u(x)∣∣+ ∣∣D2(y)∣∣+ [D2u]′
α(·),B+1
)
≤ C
(
|u|′
2,α(·),B+1
+ [u]∗2,Ω∪T
)
≤ C
(
|u|0,B+2
+R2|f |′
0,α(·),B+2
+ [u]∗2,Ω∪T
)
≤ C
(
|u|0,Ω∪T + |f |
(2)
0,α(·),Ω∪T
)
.
This completes the proof.
4 A priori estimates for fully elliptic equation
In this section we study a priori estimates for solutions to the problem Lu = f , where the operator L has the
form
Lu = aijDiju+ b
iDiu+ cu,
and the coefficients belong to the variable Ho¨lder space Cα(·)(Ω¯). The main aim of this section is to show the
Schauder estimates in variable Ho¨lder spaces.
Let us start our considerations with operators with constant coefficients.
Lemma 4.1. Let A = [Aij ] be a constant and symmetric matrix such that
λ|ζ|2 ≤ Aijζiζj ≤ Λ|ζ|
2, ∀ζ∈Rn (10)
for certain positive constants λ, Λ. Now, let us define the operator L0u = A
ijDiju.
(a) Let u ∈ C2(Ω), f ∈ Cα(·)(Ω¯) satisfy L0u = f in an open and bounded set Ω ⊂ Rn, then
|u|∗2,α(·),Ω ≤ C
(
|u|0,Ω + |f |
(2)
0,α(·),Ω
)
.
(b) Let Ω ⊂ Rn+ be an open and bounded set with a part of boundary at T = {x : xn = 0} and let u ∈
C2(Ω) ∩ C0(Ω ∪ T ), f ∈ Cα(·)(Ω¯) satisfy L0u = f in Ω, u = 0 on T . Then
|u|∗2,α(·),Ω∪T ≤ C
(
|u|0,Ω + |f |
(2)
0,α(·),Ω∪T
)
,
where C = C(diam(Ω), n, α−, α+, clog(α),Λ, λ).
Proof. Let P = [P ij ] be a nonsingular matrix with real entries and let us define u˜(y) = u(P−1y). We see that
u˜ is defined on Ω˜ = PΩ. By straightforward calculation we obtain
D2u˜(y) = P−TD2u(P−1y)P−1.
Hence, by the basic properties of traces we get
AijDiju(P
−1y) = A˜ijDij u˜(y),
11
where A˜ = PAPT . We can take an orthogonal matrix Q such that QAQT is a diagonal matrix with eigenvalues
λ1, . . . , λn. Let D = [λ
− 12
i δij ], then (DQ)A(DQ)
T is a unit matrix. Finally, let R be a rotation such that RDQ
takes half space {xn > 0} into {yn > 0}. Let us take P = RDQ. Then A˜ is a unit matrix, thus we conclude
that u˜ satisfies ∆u˜ = f˜ , where f˜ = f ◦ P−1 on Ω˜. We have got P−TP−1 = A, so we see
|P−1x|2 =
(
P−1x
)T
P−1x = xTP−TP−1x = xTAx.
Thus, by condition (10) we obtain
Λ−
1
2 |x| ≤ |Px| ≤ λ−
1
2 |x|. (11)
Let us denote by d˜y = dist(y, ∂Ω˜) and d˜x,y = min{d˜x, d˜y}. By virtue of (11), we obtain Λ−
1
2 dx ≤ d˜Px ≤ λ−
1
2 dx.
Let α˜ = α ◦ P−1, then we have
[u˜]∗
1,α˜(·),Ω˜
= sup
x 6=y
x,y∈Ω˜
d˜1+α˜(x)x,y
|Du˜(x) −Du˜(y)|
|x− y|α˜(x)
=
sup
x 6=y
x,y∈Ω˜
d˜1+α(P
−1x)
x,y
|P−1
(
Du(P−1x)−Du(P−1y)
)
|
|x− y|α(P−1x)
= sup
x 6=y
x,y∈Ω
d˜
1+α(x)
Px,Py
|P−1 (Du(x)−Du(y)) |
|P (x− y) |α(x)
.
By the last equality, we obtain
C2[u]
∗
1,α(·),Ω ≤ [u˜]
∗
1,α˜(·),Ω˜
≤ C1[u]
∗
1,α(·),Ω.
In similar manner we get the subsequent inequalities
C2[u]
∗
k,α(·),Ω ≤ [u˜]
∗
k,α˜(·),Ω˜
≤ C1[u]
∗
k,α(·),Ω
C2[u]
(l)
k,α(·),Ω ≤ [u˜]
(l)
k,α˜(·),Ω˜
≤ C1[u]
(l)
k,α(·),Ω,
(12)
where k, l = 0, 1, 2, 3, . . .. Let us denote PT as T˜ , then it is easy to see that we have
C2[u]
∗
k,α(·),Ω∪T ≤ [u˜]
∗
k,α˜(·),Ω˜∪T˜
≤ C1[u]
∗
k,α(·),Ω∪T
C2[u]
(l)
k,α(·),Ω∪T ≤ [u˜]
(l)
k,α˜(·),Ω˜∪T˜
≤ C1[u]
(l)
k,α(·),Ω∪T ,
(13)
for k, l = 0, 1, 2, 3, . . .. Next, by Theorem 3.2, we conclude
|u˜|∗
2,α˜(·),Ω˜
≤ C
(
|u˜|0,Ω˜ + |f˜ |
(2)
0,α˜(·),Ω˜
)
,
therefore, by (12) we see that
|u|∗2,α(·),Ω ≤ C
(
|u|0,Ω + |f |
(2)
0,α(·),Ω
)
.
This, finishes the proof of (a). Finally gathering Theorem 3.4 with inequalities (13) we get (b).
We can now formulate our first main result.
Theorem 4.1 (Interior Schauder estimates). Let Ω ⊂ Rn be an open and bounded set If u ∈ C2,α(·)(Ω¯) satisfies
Lu = aijDiju+ b
iDiu+ cu = f, (14)
where f ∈ Cα(·)(Ω¯) and there are positive constants λ and Λ such that
aij(x)ζiζj ≥ λ|ζ|2 for all x ∈ Ω and for all ζ ∈ Rn,
|aij |
(0)
0,α(·),Ω, |b
i|
(1)
0,α(·),Ω, |c|
(2)
0,α(·),Ω ≤ Λ,
then
|u|∗2,α(·),Ω ≤ C
(
|u|0,Ω + |f |
(2)
0,α(·),Ω
)
,
where C = C(diam(Ω), n, α−, α+, clog(α),Λ, λ).
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Proof. First of all, we shall prove the following crucial lemma.
Lemma 4.2. Under the hypotheses of Theorem 4.1, if moreover we take an open set D ⊂ Ω such that 2α−D > α
+
D,
then the following estimate
|u|∗2,α(·),D ≤ C
(
|u|0,D + |f |
(2)
0,α(·),D
)
holds, where C = C(diam(Ω), n, α−D, α
+
D, clog(α),Λ, λ)
Proof. From Lemma 6.1, for all ǫ > 0 we have the following interpolation inequality
|u|∗2,D ≤ C(ǫ)|u|0,D + ǫ[u]
∗
2,α(·),D. (15)
By virtue of the above inequality it is sufficient to estimate the seminorm [u]∗2,α(·),D. Let us take two distinct
points x0, y0 ∈ D and let µ ≤
1
2 , dx0 = dx0,y0 and d = µdx0 , B = B(x0, d). We rewrite (14) as follows
aij(x0)Diju = (a
ij(x0)− a
ij)Diju− b
iDiu− cu+ f = F.
We consider the above equation on the ball B. Thus, by Lemma 4.1 we obtain for y0 ∈ B
(
x0,
d
2
)
, the following
inequality
(
d
2
)2+α(x0) |D2u(x0)−D2u(y0)|
|x0 − y0|α(x0)
≤ C
(
|u|0,B + |F |
(2)
0,α(·),B
)
.
This gives
d2+α(x0)x0
|D2u(x0)−D
2u(y0)|
|x0 − y0|α(x0)
≤
C
µ2+α
+
D
(
|u|0,B + |F |
(2)
0,α(·),B
)
.
Next, if y0 /∈ B(x0,
d
2 ), by straightforward calculations we obtain
d2+α(x0)x0
|D2u(x0)−D
2u(y0)|
|x0 − y0|α(x0)
≤ d2+α(x0)x0
(
2
d
)α(x0)
|D2u(x0)−D
2u(y0)|
≤
(
2
µ
)α(x0) (
d2x0 |D
2u(x0)|+ d
2
y0
|D2u(y0)|
)
≤
4
µα
+
D
[u]∗2,D.
Combining these inequalities yields
d2+α(x0)x0
|D2u(x0)−D2u(y0)|
|x0 − y0|α(x0)
≤
C
µ2+α
+
D
(
|u|0,B + |F |
(2)
0,α(·),B
)
+
4
µα
+
D
[u]∗2,D. (16)
In order to finish the proof, we need to estimate the expression |F |
(2)
0,α(·),B. By the triangle inequality we have
|F |
(2)
0,α(·),B ≤
∑
i,j
|(aij(x0)− a
ij)Diju|
(2)
0,α(·),B +
∑
i
|biDiu|
(2)
0,α(·),B + |cu|
(2)
0,α(·),B + |f |
(2)
0,α(·),B. (17)
Now, we shall need the following result.
Proposition 4.1. Let g ∈ Cα(·)(D), then the following estimates hold
[g]
(2)
0,α(·),B ≤ 8µ
2+α−
D [g]
(2)
0,α(·),D, (18)
|g|
(2)
0,B ≤ 4µ
2|g|
(2)
0,D. (19)
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Proof. We give the proof only the first inequality, the second one is left to the reader. Let us notice that
for x ∈ B, we have dx ≥ dx0 − d = (1 − µ)dx0 . Let us take x, y ∈ B and introduce the quantity dx,y,B =
min{dist(x, ∂B), dist(y, ∂B)}. Hence, we get
d
α(x)+2
x,y,B
|g(x)− g(y)|
|x− y|α(x)
≤ dα(x)+2
|g(x)− g(y)|
|x− y|α(x)
= dα(x)+2d−α(x)−2x,y d
α(x)+2
x,y
|g(x) − g(y)|
|x− y|α(x)
≤
dα(x)+2 ((1− µ)dx0)
−α(x)−2 [g]
(2)
0,α(·),D ≤ 8µ
2+α−
D [g]
(2)
0,α(·),D.
This completes the proof of Proposition 4.1.
Now, we can estimate each of the terms in (17). By the virtue of the above proposition we get
| (a(x0)− a)D
2u|
(2)
0,α(·),B ≤ |a(x0)− a|
(0)
0,α(·),B|D
2u|
(2)
0,α(·),B ≤
|a(x0)− a|
(0)
0,α(·),B
(
4µ2[u]∗2,D + 8µ
2+α−D [u]∗2,α(·),D
)
.
Subsequently, we estimate the quantity |a(x0)− a|
(0)
0,α(·),B as follows
|a(x0)− a|
(0)
0,α(·),B = sup
x∈B
|a(x0)− a(x)|+ sup
x 6=y
x,y∈B
d
α(x)
x,y,B
|a(x) − a(y)|
|x− y|α(x)
≤ 2 sup
x 6=y
x,y∈B
dα(x)
|a(x)− a(y)|
|x− y|α(x)
≤
2 sup
x,y∈D
dα(x)d−α(x)x,y sup
x 6=y
x,y∈D
dα(x)x,y
|a(x) − a(y)|
|x− y|α(x)
≤ 4µα
−
D [a]∗0,α(·),D ≤ 4Λµ
α
−
D .
Next, by applying the interpolation inequality from Lemma 6.1 with ǫ = µα
−
D we have
| (a(x0)− a)D
2u|
(2)
0,α(·),B ≤ 32Λµ
2+α−D
(
[u]∗2,D + µ
α
−
D [u]∗2,α(·),D
)
≤32Λµ2+α
−
D
(
C|u|0,D + 2µ
α
−
D [u]∗2,α(·),D
)
. (20)
Furthermore, using inequalities (18), (19) and Lemma 6.1 we get
|bDu|
(2)
0,α(·),B ≤ 8µ
2Λ
(
C|u|0,D + µ
2α−
D [u]∗2,α(·),D
)
, (21)
|cu|
(2)
0,α(·),B ≤ 8Λµ
2
(
C|u|0,D + µ
2α−D [u]∗2,α(·),D
)
, (22)
|f |
(2)
0,α(·),B ≤ 8µ
2|f |
(2)
0,α(·),D. (23)
Substituting inequalities (20)-(23) into (17) yields
|F |
(2)
0,α(·),B ≤ Cµ
2+2α−
D [u]∗2,α(·),D + C1
(
|u|0,D + |f |
(2)
0,α(·),D
)
. (24)
Therefore, combining (24) with (16) we conclude that
d2+α(x0)x0
|D2u(x0)−D2u(y0)|
|x0 − y0|α(x0)
≤
Cµ2α
−
D
−α+
D [u]∗2,α(·),D + C1
(
|u|0,D + |f |
(2)
0,α(·),D
)
+
4
µα
+
D
[u]∗2,D.
Thus, according to interpolation inequality from Lemma 6.1, we have
d2+α(x0)x0
|D2u(x0)−D2u(y0)|
|x0 − y0|α(x0)
≤ Cµ2α
−
D
−α+
D [u]∗2,α(·),D + C1
(
|u|0,D + |f |
(2)
0,α(·),D
)
.
Finally, by assumption 2α−D > α
+
D and since µ <
1
2 was arbitrary, we can take µ such that Cµ
2α−D−α
+
D < 1 and
we can include the [u]∗2,α(·),D-term into the left-hand side of the above inequality. This completes the proof of
Lemma 4.2.
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We are now in a position to prove Theorem 4.1. We shall use the covering argument. Let us take the
balls Bj = B(xj , 2rj) such that on each of these the following inequality 2α
− > α+ holds. Next, let us denote
B˜j = B(xj , rj). Since Ω is a relatively compact set, there exists an finite open covering {B˜j}
N
j=1 of Ω¯. Moreover,
since the family {Bj}
N
j=1 is a covering of Ω¯, we can apply Lemma 4.2 to each of the sets Wj = Bj ∩ Ω and we
get
[u]∗2,α(·),Wj ≤ C
(
|u|0,Wj + |f |
(2)
0,α(·),Wj
)
≤ C
(
|u|0,Ω + |f |
(2)
0,α(·),Ω
)
.
Let us denote by δ < 1 a Lebesgue number of cover {B˜j} and let r = min{rj} (see [15], [16] for similar
considerations). Then, if x, y ∈ Ω are such that |x− y| ≤ δ, there exists j ∈ {1, ..., N} such that x, y ∈ B˜j .
Observe that, if ∂Bj ∩ ∂Ω = ∅, then we obtain the following estimate
dα(x)+2x,y
|D2u(x)−D2u(y)|
|x− y|α(x)
≤ d
α(x)+2
x,y,j
d2+α(x)
rα(x)+2
|D2u(x)−D2u(y)|
|x− y|α(x)
≤ C(d, r)[u]∗2,α(·),Wj (25)
≤ C
(
|u|0,Ω + |f |
(2)
0,α(·),Ω
)
,
where dx,y,j = min{dist(∂Wj , x), dist(∂Wj , y)} and d = diam(Ω). If ∂Bj ∩ ∂Ω 6= ∅, then there are two cases:
a) dx,y = dx,y,j It is clear that we have
dα(x)+2x,y
|D2u(x)−D2u(y)|
|x− y|α(x)
≤ C
(
|u|0,Ω + |f |
(2)
0,α(·),Ω
)
.
b) dx,y > dx,y,j Let us assume that dx,y,j = dx,j, then there exists z ∈ ∂Wj \ ∂Ω such that |x − z| = dx,y,j.
Hence,
dx,y,j = |x− z| > |z − xj | − |x− xj | > 2r − r = r.
So, we conclude that dx,y,j > r and this leads us to the same estimation as inequality (25).
Thus, for |x− y| ≤ δ we have
dα(x)+2x,y
|D2u(x)−D2u(y)|
|x− y|α(x)
≤ C
(
|u|0,Ω + |f |
(2)
0,α(·),Ω
)
. (26)
Next, if |x− y| > δ then we get
dα(x)+2x,y
|D2u(x)−D2u(y)|
|x− y|α(x)
≤ dα(x)+2x,y δ
−α(x)
(
|D2u(x)| + |D2u(y)|
)
≤ C[u]∗2,Ω.
Combining the above inequality with Lemma 6.1 yields
dα(x)+2x,y
|D2u(x)−D2u(y)|
|x− y|α(x)
≤ C
(
|u|0,Ω + ǫ[u]
∗
2,α(·),Ω
)
, (27)
for arbitrary ǫ > 0. Finally, gathering (26) and (27), we get
dα(x)+2x,y
|D2u(x)−D2u(y)|
|x− y|α(x)
≤ C
(
C(ε)|u|0,Ω + |f |
(2)
0,α(·),Ω + ǫ[u]
∗
2,α(·),Ω
)
.
Taking ǫ such that Cǫ < 1 we complete the proof of Theorem 4.1.
As a corollary we get the following lemma.
Lemma 4.3. Let Ω ⊂ Rn be an open and bounded set and let D ⊂⊂ Ω and d ≤ dist(D, ∂Ω). Let us also
assume that u ∈ C2,α(·)(Ω) and f ∈ Cα(·)(Ω¯) satisfy Lu = f , where L is an elliptic operator with coefficients in
Cα(·)(Ω), then the following inequality
d|Du|0,D + d
2|D2u|0,D +min{d
2+α+ , d2+α
−
}[D2u]0,α(·),D ≤ C
(
|u|0,Ω + |f |0,α(·),Ω
)
is satisfied, where C = C(diam(Ω), n, α−, α+, clog(α),Λ, λ).
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Proof. Since the coefficients of L satisfies the assumptions of Theorem 4.1, we obtain
|u|∗2,α(·),Ω ≤ C
(
|u|0,Ω + |f |
(2)
0,α(·),Ω
)
.
Moreover, by the very definitions of the norms we get
|u|∗2,α(·),Ω ≥ |Du|
∗
0,Ω + |D
2u|∗0,Ω + |D
2u|∗0,α(·),Ω ≥
d|Du|0,D + d
2|D2u|0,D +min{d
2+α+ , d2+α
−
}[D2u]0,α(·),D.
This completes the proof of the lemma.
By the same methods as in the proof of Theorem 4.1 we obtain.
Theorem 4.2. Let Ω ⊂ Rn+ be an open and bounded set with boundary portion T in {xn = 0}. If u ∈ C
2,α(·)(Ω¯)
satisfies
Lu = f, u|T = 0,
where f ∈ Cα(·)(Ω¯) and there are positive constants λ and Λ such that
aij(x)ζiζj ≥ λ|ζ|2 for all x ∈ Ω and for all ζ ∈ Rn,
|aij |
(0)
0,α(·),Ω∪T , |b
i|
(1)
0,α(·),Ω∪T , |c|
(2)
0,α(·),Ω∪T ≤ Λ,
then
|u|∗2,α(·),Ω∪T ≤ C
(
|u|0,Ω + |f |
(2)
0,α(·),Ω∪T
)
,
where C = C(diam(Ω), n, α−, α+, clog(α),Λ, λ).
Now, we can formulate the following lemma.
Lemma 4.4. Let Ω ⊂ Rn be an open and bounded set of class C2,α
+
. If u ∈ C2,α(·)(Ω¯) satisfies{
Lu = f in Ω,
u = 0 on ∂Ω,
where f ∈ Cα(·)(Ω¯) and there are positive constants λ and Λ such that
aij(x)ζiζj ≥ λ|ζ|2 for all x ∈ Ω and for all ζ ∈ Rn,
|aij |0,α(·),Ω, |b
i|0,α(·),Ω, |c|0,α(·),Ω ≤ Λ,
then there exists ρ such that for each balls B = B(x0, ρ), where x0 ∈ ∂Ω, the following estimate
|u|2,α(·),Ω∩B ≤ C
(
|u|0,Ω + |f |0,α(·),Ω
)
holds, where C = C(Ω, n, α−, α+, clog(α),Λ, λ).
Proof. Let us fix x0 ∈ ∂Ω. Since ∂Ω is of class C2,α
+
, there exist ρx0 > 0 and mapping Φ: B(x0, ρx0) → R
n
of class C2,α
+
such that Φ(∂Ω ∩ B(x0, ρx0)) ⊂ {xn = 0} and Φ(Ω ∩ B(x0, ρx0)) ⊂ R
n
+. Let us introduce the
notation B′ = B(x0, ρx0)∩Ω, Φ(B
′) = D′, T = B(x0, ρx0)∩∂Ω and T
′ = Φ(T ). Let moreover define u˜ = u◦Φ−1
and f˜ = f ◦ Φ−1 on the set D′. Then u˜ satisfies the equation
L˜u˜ = a˜ijDij u˜+ b˜
iDiu˜+ c˜u˜ = f˜ ,
where
a˜ij =

 n∑
k,l=1
aklDlΦ
jDkΦ
i

 ◦ Φ−1, b˜i =

 n∑
k,l=1
DlkΦ
ialk +
n∑
k=1
bkDkΦ
i

 ◦ Φ−1, c˜ = c ◦ Φ−1.
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It is easy to see that there exists constant K > 0 that
K−1|x− y| ≤ |Φ(x) − Φ(y)| ≤ K|x− y|.
Consequently, similarly as in the proof o Lemma 4.1, we obtain
C2|v|
∗
k,α(·),B′ ≤ |v˜|
∗
k,α˜(·),D′ ≤ C1|v|
∗
k,α(·),B′
C2|v|
(l)
k,α(·),B′ ≤ |v˜|
(l)
k,α˜(·),D′ ≤ C1|v|
(l)
k,α(·),B′ ,
(28)
and
C2|v|
∗
k,α(·),B′∪T ≤ |v˜|
∗
k,α˜(·),D′∪T ′ ≤ C1|v|
∗
k,α(·),B′∪T
C2|v|
(l)
k,α(·),B′∪T ≤ |v˜|
(l)
k,α˜(·),D′∪T ′ ≤ C1|v|
(l)
k,α(·),B′∪T ,
(29)
for k, l = 0, 1, 2, 3, . . ., where v is a certain function, v˜ = v ◦ Φ−1 and α˜ = α ◦ Φ−1.
Hence, we see that
|a˜ij |0,α˜(·),D′ , |b˜
i|0,α˜(·),D′ , |c˜|0,α˜(·),D′ ≤ Λ˜ = CΛ.
Thus, by virtue of Theorem 4.2 we get
|u˜|∗2,α˜(·),D′∪T ′ ≤ C
(
|u˜|0,D′ + |f˜ |
(2)
0,α˜(·),D′∪T ′
)
.
Therefore, from (28) and (29) we obtain
|u|∗2,α(·),B′∪T ≤ |u˜|
∗
2,α˜(·),D′∪T ′ ≤ C
(
|u˜|0,D′ + |f˜ |
(2)
0,α˜(·),D′∪T ′
)
≤ (30)
C
(
|u|0,B′ + |f |
(2)
0,α(·),B′∪T
)
≤ C
(
|u|0,B′ + |f |0,α(·),B′
)
≤ C
(
|u|0,Ω + |f |0,α(·),Ω
)
.
Next, let B′′ = B
(
x0,
ρx0
2
)
∩Ω. We see that d¯x, d¯x,y ≥
ρx0
2 for all x, y ∈ B
′ and thus we conclude
C(ρx0)|u|2,α(·),B′′ ≤ |u|
∗
2,α(·),B′∪T .
According to inequality (30), we have
|u|2,α(·),B′′ ≤ C(ρx0)
(
|u|0,Ω + |f |0,α(·),Ω
)
. (31)
Now, let us take the covering {B(x, ρx4 )}x∈∂Ω of the boundary ∂Ω. Since ∂Ω is compact, we can take a finite
cover {B(xi,
ρi
4 )}
N
i=1 of ∂Ω. Let ρ = min
ρi
4 , if we take an arbitrary x0 ∈ ∂Ω, then x0 ∈ B(xi,
ρi
4 ) for some i. It
is easy to see that B(x0, ρ) ⊂ B(xi,
ρi
2 ) and since for B
′′ = B(xi,
ρi
2 ) ∩ Ω inequality (31) holds, thus the proof
follows.
Our next main result is the following claim.
Theorem 4.3 (Global Schauder estimates). Let Ω ⊂ Rn be an open and bounded set of class C2,α
+
. If
u ∈ C2,α(·)(Ω¯) satisfies {
Lu = f in Ω,
u = φ on ∂Ω,
where f ∈ Cα(·)(Ω¯), φ ∈ C2,α(·)(Ω¯) and there are positive constants λ and Λ such that
aij(x)ζiζj ≥ λ|ζ|2 for all x ∈ Ω and for all ζ ∈ Rn,
|aij |0,α(·),Ω, |b
i|0,α(·),Ω, |c|0,α(·),Ω ≤ Λ,
then the following inequality
|u|2,α(·),Ω ≤ C
(
|u|0,Ω + |f |0,α(·),Ω + |φ|2,α(·),Ω
)
(32)
is satisfied, where C = C(Ω, n, α−, α+, clog(α),Λ, λ).
17
Proof. We can assume that φ ≡ 0. Now, let us take ρ > 0 from Theorem 4.4 and let x ∈ Ω. Then, by Lemma
4.4 and by Lemma 4.3 we get
|Du(x)| + |D2u(x)| ≤ C
(
|u|0,Ω + |f |0,α(·),Ω
)
.
Next, let us take two points x, y ∈ Ω.
If x, y ∈ B(x0, ρ) for some x0 ∈ ∂Ω, then we apply Lemma 4.4 and if dx,y ≥
ρ
2 we use Lemma 4.3 getting
the following estimate
|D2u(x)−D2u(y)|
|x− y|α(x)
≤ C
(
|u|0,Ω + |f |0,α(·),Ω
)
.
If dx <
ρ
2 and for any x0 ∈ ∂Ω, x, y /∈ B(x0, ρ), then there exists x0 ∈ ∂Ω such that x ∈ B(x0,
ρ
2 ). Hence,
we have
|x− y| ≥ |y − x0| − |x− x0| ≥ ρ−
ρ
2
=
ρ
2
,
in this way we get
|D2u(x)−D2u(y)|
|x− y|α(x)
≤
(
2
ρ
)α(x) (
|D2u(x)|+ |D2u(y)|
)
≤ C
(
|u|0,Ω + |f |0,α(·),Ω
)
.
This completes the proof of Theorem 4.3.
5 Existence and uniqueness of solution
In this section we prove the so-called Kellog’s type theorem. Namely, we prove that the Dirichlet boundary
value problem has a unique solution in the generalized Ho¨lder spaces.
Theorem 5.1 (Existence and uniqueness of solution). Let Ω ⊂ Rn be an open and bounded set with the boundary
of class C2,α
+
and let us assume that L is a strictly elliptic operator with coefficients in Cα(·)(Ω¯) and c ≤ 0. If
f ∈ Cα(·)(Ω¯) and φ ∈ C2,α(·)(Ω¯), then the problem{
Lu = f inΩ,
u = φ on ∂Ω,
(33)
has a unique solution u ∈ C2,α(·)(Ω¯).
Let Ωσ = {x : dist(x,Ω) < σ} be a σ-neighborhood of the set Ω. We first prove the lemma about the
existence of extension operator in the variable Ho¨lder spaces.
Lemma 5.1. Let Ω ⊂ Rn be an open and bounded set with the boundary of class C2 and let assume that
α ∈ Alog(Ω). Then, there exists σ > 0 such that there exists α¯ ∈ Alog(Ωσ) such that α¯|Ω = α, α¯+ = α+ ,
α¯− = α− and for any f ∈ Cα(·)(Ω¯), there exists f¯ ∈ Cα¯(·)(Ω¯σ) such that f¯ |Ω = f . Moreover, there exists a
constant C = C(Ω, n, α−, α+, clog(α)) such that the inequality
|f¯ |0,α¯(·),Ωσ ≤ C|f |0,α(·),Ω
holds.
Proof. From the tubular neighborhood theorem (see [18]) there exists σ > 0 such that for x ∈ (∂Ω)σ = {z ∈
R
n : dist(z, ∂Ω) < σ} (see Fig. 1), there exist unique d > 0 and x0 ∈ ∂Ω such that x = x0±dn(x0), where n(x0)
is an exterior unit normal vector.
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Fig. 1
We define the map
∗ : (∂Ω)σ → (∂Ω)σ
in the following way x∗ = x0 + dn(x0), if x = x0 − dn(x0) and as x∗ = x0 − dn(x0), if x = x0 + dn(x0).
Subsequently, we show that the map ∗ is bilipschitz, in other words, there exists constant K > 0 that
K−1|x− y| ≤ |x∗ − y∗| ≤ K|x− y|. (34)
Let x, y ∈ (∂Ω)σ, then there exist x0, y0 ∈ ∂Ω and d1, d2 ∈ [0, σ] such that x = x0±d1n(x0) and y = y0±d2n(y0).
For simplicity we assume that x = x0 − d1n(x0) and y = y0 − d2n(y0). The case when x = x0 + d1n(x0), y =
y0+d2n(y0) can be treated in the same manner. We see that x
∗ = x0+d1n(x0) and y
∗ = y0+d2n(y0). Since the
boundary of Ω is smooth, there exists a constant L > 0 such that |n(x0)−n(y0)| ≤ L|x0−y0| for all x0, y0 ∈ ∂Ω.
From [14] we also know, that the function P that assign to the every point z ∈ (∂Ω)σ its projection on ∂Ω is of
C1-class. Thus, since (∂Ω)σ is relatively compact, the map P is Lipschitz, i.e. |P (z)− P (v)| ≤M |z − v| for all
z, v ∈ (∂Ω)σ. Thus, we get the inequality
|x∗ − y∗| = |x0 + d1n(x0)− y0 − d2n(y0)| ≤ |x0 − y0|+ d1|n(x0)− n(y0)|+ |d1 − d2| ≤
(1 + σL) |x0 + y0|+ |x− y|+ |x0 − y0| ≤ C|x − y|.
Next, let us assume that x = x0 + d1n(x0), y = y0 − d2n(y0). We see that x /∈ Ω and y ∈ Ω. Let z ∈ [x, y]∩ ∂Ω,
then we have |x− x0| ≤ |x− z|, |y − y0| ≤ |y − z| and |x− z|+ |z − y| = |x− y|. These give
|x∗ − y∗| = |x0 − d1n(x0)− y0 − d2n(y0)|
≤ |x0 − y0|+ d1 + d2 = |x0 − y0|+ |x− x0|+ |y − y0| ≤
M |x− y|+ |x− z|+ |y − z| ≤ (1 +M)|x− y|.
In similar way one can show, that K−1|x− y| ≤ |x∗ − y∗|.
Next, let us define f¯ and α¯ on the set Ωσ as follows
f¯(x) =
{
f(x), if x ∈ Ω¯
f(x∗), if x ∈ Ωσ \ Ω¯
α¯(x) =
{
α(x), if x ∈ Ω¯
α(x∗), if x ∈ Ωσ \ Ω¯
.
First, we show that α¯ is log-Ho¨lder continuous. Let us assume that |x− y| ≤ 12 . Then, we have two cases
1. x, y ∈ Ωσ \ Ω. Then, we have the following chain of inequalities
|ln |x− y|| |α¯(x) − α¯(y)| = − ln |x− y| |α¯(x)− α¯(y)| =
− ln |x− y| |α(x∗)− α(y∗)| ≤ − ln
(
K−1 |x∗ − y∗|
)
|α(x∗)− α(y∗)|
= − ln |x∗ − y∗| |α(x∗)− α(y∗)|+ lnK |α(x∗)− α(y∗)| ≤
|ln |x∗ − y∗|| |α(x∗)− α(y∗)|+ |lnK| 2α+ ≤ clog(α) + |lnK| 2α
+.
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2. x ∈ Ω¯ and y ∈ Ωσ \ Ω¯. Let z ∈ [x, y] ∩ ∂Ω, then
|ln |x− y|| |α¯(x)− α¯(y)| ≤ − ln |x− y| (|α¯(x)− α¯(z)|+ |α¯(z)− α¯(y)|)
≤ − ln |x− z| |α¯(x)− α¯(z)| − ln |z − y| |α¯(z)− α¯(y)| ,
and the RHS of the above expression can be easily estimated by the previous case.
When |x− y| ≥ 12 , then
|ln |x− y|| |α¯(x) − α¯(y)| ≤ max
{∣∣∣∣ln 12
∣∣∣∣ , |ln |diam(Ω)σ||
}
2α+.
In this way we have showed that α¯ ∈ Alog(Ωσ).
Finally, we show that f¯ ∈ Cα¯(·)(Ω¯σ). It is easy to see that f¯ is continuous. Let us assume that |x− y| ≤
1
2 .
1. If x, y ∈ Ωσ \ Ω, then thanks to inequality (34), we get
|f¯(x)− f¯(y)|
|x− y|α¯(x)
≤ Kα(x
∗) |f¯(x)− f¯(y)|
|x∗ − y∗|α¯(x)
≤ C
|f(x∗)− f(y∗)|
|x∗ − y∗|α(x∗)
.
2. If x ∈ Ω¯ and y ∈ Ωσ \ Ω¯, we take z ∈ [x, y] ∩ ∂Ω, then
|f¯(x)− f¯(y)|
|x− y|α¯(x)
≤
|f¯(x) − f¯(z)|
|x− y|α¯(x)
+
|f¯(z)− f¯(y)|
|x− y|α¯(x)
≤
|f¯(x)− f¯(z)|
|x− z|α¯(x)
+
|f¯(z)− f¯(y)|
|z − y|α¯(y)
|z − y|α¯(y)
|x− y|α¯(x)
≤
|f¯(x)− f¯(z)|
|x− z|α¯(x)
+
|f¯(z)− f¯(y)|
|z − y|α¯(y)
|x− y|α¯(y)−α¯(x),
where the term |x− y|α¯(y)−α¯(x) is bounded since α¯ ∈ Alog(Ωσ).
If |x− y| > 12 , then
|f¯(x)− f¯(y)|
|x− y|α¯(x)
≤ 2|f¯ |0,Ωσ ≤ 2|f |0,Ω.
According to above inequalities we have
|f¯ |0,α¯(·),Ωσ ≤ C|f |0,α(·),Ω.
This completes the proof of Lemma 5.1.
Let φǫ be the standard mollifier, i.e. φǫ ≥ 0, suppφǫ ⊂ B(0, ǫ) and
∫
Rn
φǫ(x)dx = 1. Then, if f ∈ L1loc, we
define fǫ = φǫ ⋆ f . Now, we are in position to formulate the following approximation lemma.
Lemma 5.2. Assume that Ω ⊂ Rn is an open and bounded set and σ > 0. Let us also assume, that α is
log-Ho¨lder continuous on Ωσ and that f ∈ Cα(·)(Ω¯σ), then for each δ ∈ (0, σ) there exists ǫ(δ) > 0 such that for
each ǫ ∈ (0, ǫ(δ)), the inequality
|fǫ|0,α(·)−δ,Ω ≤ 3|f |0,α(·),Ωσ
holds.
Proof. Let us assume that x, y ∈ Ω and |x− y| ≤ 1, then
|fǫ(x) − fǫ(y)|
|x− y|α(x)
≤
∫
B(0,ǫ)
φǫ(z)
|f(x− z)− f(y − z)|
|x− y|α(x)
dz = (35)
∫
B(0,ǫ)
φǫ(z)
|f(x− z)− f(y − z)|
|(x− z)− (y − z)|α(x−z)
|x− y|α(x−z)−α(x)dz.
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Since α is uniformly continuous, there exists ǫ > 0 such that
|α(x) − α(y)| < δ, if |x− y| < ǫ.
For z ∈ B(0, ǫ) we have α(x − z)− α(x) > −δ, thus since |x− y| < 1, we conclude
|x− y|α(x−z)−α(x) ≤ |x− y|−δ.
According to (35), it follows that
|fǫ(x) − fǫ(y)|
|x− y|α(x)
≤
∫
B(0,ǫ)
φǫ(z)
|f(x− z)− f(y − z)|
|(x− z)− (y − z)|α(x−z)
|x− y|α(x−z)−α(x)dz ≤
|x− y|−δ[f ]0,α(·),Ωσ .
Thus, we get
|fǫ(x) − fǫ(y)|
|x− y|α(x)−δ
≤ [f ]0,α(·),Ωσ .
Moreover, it easy to see that
|fǫ|0,Ω ≤ |f |0,Ωσ ,
hence for |x− y| ≥ 1 we obtain
|fǫ(x) − fǫ(y)|
|x− y|α(x)−δ
≤ 2|fǫ|0,Ω ≤ 2|f |0,Ωσ .
Therefore, we get
[fǫ]0,α(·)−δ,Ω ≤ ([f ]0,α(·)Ωσ + 2|f |0,Ωσ).
Finally, we conclude
|fǫ|0,α(·)−δ,Ω ≤ 3|f |0,α(·),Ωσ ,
which completes the proof of Lemma 5.2.
Proof of Theorem 5.1. Since the equation is linear, we can assume that the boundary values are equal to zero.
First of all we consider a very special case of the operator L, namely we shall take L = ∆, i.e. we consider
the Poisson equation {
∆u = f inΩ,
u = 0 on∂Ω.
By Lemma 5.1, we can extend f and α on the set Ωσ for some σ > 0. We shall denote the extensions by f¯
and α¯ respectively. Next, by Lemma 5.2 there exist sequences ǫm and δm such that both are monotone and
convergent to 0 and the inequality
|f¯ǫm |0,α¯(·)−δm,Ω ≤ 3|f¯ |0,α¯(·),Ωσ (36)
is satisfied for all m. Functions f¯ǫm are smooth, thus in particular f¯ǫm ∈ C
α+−δm(Ω¯). Therefore, by the classical
Schauder theory there exists uǫm ∈ C
2,α+−δm(Ω¯) such that ∆uǫm = fǫm . Furthermore, by Theorem 4.3 the
following inequality holds
|uǫm |2,α(·)−δm,Ω ≤ C|f¯ǫm |0,α(·)−δm,Ω.
Consequently, gathering the above inequality with (36) we have
|uǫm |2,α(·)−δm,Ω ≤ C|f¯ǫm |0,α(·)−δm,Ω ≤ C|f¯ |0,α¯(·),Ωσ ≤ C|f |0,α(·),Ω, (37)
where the last inequality follows from the property of the extension operator f¯ . Since α− > 0, we can assume
that there exists γ > 0 such that for all m we have α− − δm ≥ γ. Then, we have
|uǫm |2,γ,Ω ≤ |uǫm |2,α(·)−δm,Ω ≤ C|f |0,α(·),Ω.
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It yields that uǫm is bounded in the space C
2,γ(Ω¯). So, by virtue of the Arzela-Ascoli Theorem, we can conclude
that there exists a subsequence, still denoted as uǫm , and u ∈ C
2(Ω) such that
uǫm → u in C
2(Ω).
Letting m→∞ in equality ∆uǫm = fǫm , we obtain
∆u = f.
Moreover, by virtue of inequality (37) there exists a constant M such that for arbitrary x, y ∈ Ω, x 6= y
|D2uǫm(x)−D
2uǫm(y)|
|x− y|α(x)−δm
≤M.
Let now m→∞ in the above inequality, then we conclude u ∈ C2,α(·)(Ω¯). This finishes the proof for L = ∆.
In order to consider the general case we apply the method of continuity. Let L1 = L and L0 = ∆ and
Lt = (1− t)L0 + tL1 for t ∈ (0, 1). By Theorem 4.3 we have the inequality
|u|2,α(·),Ω ≤ C
(
|u|0,Ω + |Ltu|0,α(·),Ω
)
, (38)
for arbitrary t ∈ [0, 1] and u ∈ C2,α(·)(Ω). Since c ≤ 0, by the maximum principle we have that |u|0,Ω ≤
C|Ltu|0,Ω. Thus, from (38) we obtain that
|u|2,α(·),Ω ≤ C|Ltu|0,α(·),Ω.
Finally, taking the appropriate Banach spaces in the method of continuity we get the existence and uniqueness
of solution. This completes the proof of the theorem.
Let us close our discussion with the following example.
Example 1. Let e−2 < γ < ζ < 1 and Ω = {x ∈ Rn : γ < |x| < ζ}. Moreover, let α : Ω → (0, 1] be a variable
exponent defined as follows α(x) = |x|. Define
f(x) = (|x| − γ)|x| .
Then, the variable exponent is log-Ho¨lder continuous. Indeed, we have
|α(x) − α(y)|| ln |x− y|| = ||x| − |y||| ln |x− y|| ≤ |x− y|| ln |x− y|| ≤ sup
γ<r<ζ
|r ln r| <∞.
One can check by direct computation that for x, y ∈ Ω¯, the following inequality holds
|f(x)− f(y)| ≤ |x− y||x|.
Thus, we obtain f ∈ Cα(·)(Ω¯) and by virtue of Theorem 5.1 we get that the problem{
∆u = f inΩ,
u = 0 on ∂Ω,
(39)
has a unique solution u ∈ C2,α(·)(Ω¯).
On the other hand, we have that f /∈ Cβ(Ω¯) for any β ∈ (γ, ζ]. Indeed, let us fix β ∈ (γ, ζ] and x0 =
(γ, 0, ..., 0), xn = (γ +
β−γ
2n , 0, ..., 0). Therefore, we get
|f(x0)− f(xn)|
|x0 − xn|β
≥
(
β − γ
2n
) γ−β
2
→∞.
Hence, for any β ∈ (γ, ζ] there are no solutions of equation (39) in the space C2,β(Ω¯).
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6 Appendix
In this last section we present the interpolation theorems in the variable Ho¨lder spaces.
Lemma 6.1. Let j, k = 0, 1, 2, . . . and let us suppose that j + β+ < k + α−. If α ≡ 0 or 0 < α− ≤ α+ < 1 and
if β ≡ 0 or 0 < β− ≤ β+ < 1, then for ǫ > 0 there exists a constant C = C(ǫ, α−, β+, j, k, n) such that for each
u ∈ Ck,α(·)(Ω) the inequalities
[u]∗j,β(·),Ω ≤ C|u|0,Ω + ǫ[u]
∗
k,α(·),Ω, (40)
|u|∗j,β(·),Ω ≤ C|u|0,Ω + ǫ[u]
∗
k,α(·),Ω, (41)
are satisfied.
Proof. Inequalities (40) and (41) are obvious, when j = β = 0. Since inequality (41) follows from inequality
(40), we give the proof of (40). The proof of (40) for α = β = 0 and j = 1 and k = 2
[u]∗1,Ω ≤ C|u|0,Ω + ǫ[u]
∗
2,Ω (42)
is given in [17]. We start with the case j = k = 2, α− > 0 and β = 0. Let us take x ∈ Ω and µ ≤ 12 and define
d = µdx, B = B(x, d). In addition, let [x1, x2] be the interval of the length 2d, parallel to axis xj such that
x = x1+x22 . Then, by the Mean Value Theorem, there exists z ∈ [x1, x2] such that
|Diju(z)| = |
Di(x1)−Di(x2)
2d
| ≤
1
d
|Diu|0,B.
Thus, we obtain
|Diju(x)| ≤ |Diju(x)−Diju(z)|+ |Diju(z)| ≤
dα(x) sup
y∈B
|Diju(x)−Diju(y)|
|x− y|α(x)
+
1
d
|Diu|0,B ≤
dα(x) sup
y∈B
d−α(x)−2x,y sup
y∈B
dα(x)+2x,y
|Diju(x)−Diju(y)|
|x− y|α(x)
+
1
d
sup
y∈B
d−1y sup
y∈B
|dyDiu(y)|.
(43)
Since dx,y, dy > dx − d = dx − µdx ≥
1
2dx, we have
|Diju(x)| ≤
µα(x)2α(x)+2
d2x
sup
y∈B
dα(x)+2xy
|Diju(x)−Diju(y)|
|x− y|α(x)
+
2
d2xµ
sup
y∈B
|dyDiu(y)|,
and finally it yields that
d2x|Diju(x)| ≤ 8µ
α− [u]∗2,α(·),Ω +
2
µ
[u]∗1,Ω. (44)
Since x ∈ Ω and µ ≤ 12 are arbitrary, we obtain the following inequality
[u]∗2,Ω ≤ C˜[u]
∗
1,Ω + ǫ[u]
∗
2,α(·),Ω. (45)
Moreover, by the very similar consideration, the following inequality follows
[u]∗1,Ω ≤ C|u|
∗
0,Ω + ǫ[u]
∗
1,α(·),Ω.
It is exactly inequality (40) with j = k = 1 and β = 0. Now, let us plug ǫ = 1
2C˜
in inequality (42) and thus
from (45) we get
[u]∗2,Ω ≤ C˜
(
D|u|0,Ω +
1
2C˜
[u]∗2,Ω
)
+ ǫ[u]∗2,α(·),Ω.
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It yields the inequality in the case j = k = 2 and β = 0. Subsequently, gathering (42) with the above inequality
we get inequality (40) when j = 1, k = 2 and β = 0. Next, we prove (40) when j = 0, k = 1 and α = 0. Let us
take x, y ∈ Ω such that dx ≤ dy and let d, µ and B be such as before. Let us assume that y ∈ B, then
dβ(x)x,y
|u(x)− u(y)|
|x− y|β(x)
≤ dβ(x)x |x− y|
1−β(x)|Du|0,B ≤ µ
1−β(x)dx|Du|0,B
≤ µ1−β(x)dx sup
z∈B
d−1z [u]
∗
1,B ≤ 2µ
1−β(x)[u]∗1,B.
If y /∈ B, then
dβ(x)x
|u(x)− u(y)|
|x− y|β(x)
≤ 2µ−β(x)|u|0,Ω. (46)
Consequently, we have
[u]0,β(·) ≤ 2µ
−β+ |u|0,Ω + 2µ
1−β+ [u]∗1. (47)
It finishes the proof of (40) in the case j = 0, k = 1 and α = 0. Next, combining (42) with (47) we get our
inequality for j = 0 k = 2, α = 0. Moreover, arguing in similar fashion we deduce (40) for j = 1, k = 2 and
α = 0.
Finally, we prove the inequality in the case when j = k = 0 and β+ < α−. If y ∈ B,
dβ(x)x
|u(x)− u(y)|
|x− y|β(x)
= dβ(x)x |x− y|
α(x)−β(x) |u(x)− u(y)|
|x− y|α(x)
≤ µα(x)−β(x)dα(x)x
|u(x)− u(y)|
|x− y|α(x)
.
Next, if y /∈ B
dβ(x)x
|u(x)− u(y)|
|x− y|β(x)
≤ 2µ−β(x)|u|0,Ω.
Gathering the above inequalities, it may be concluded that
[u]∗0,β(·),Ω ≤ 2µ
−β+ |u|0,Ω + µ
α−−β+ [u]0,α(·),Ω.
Thus, we proved the lemma in the cases when 0 ≤ j ≤ k ≤ 2. The general case can be proved by induction.
Lemma 6.2. Let Ω be an open subset of Rn+ with boundary portion T on xn = 0. Assume that j, k = 0, 1, 2, . . .
and let us suppose that j + β+ < k+ α−. If α ≡ 0 or 0 < α− ≤ α+ < 1 and if β ≡ 0 or 0 < β− ≤ β+ < 1, then
for ǫ > 0, there exists a constant C = C(ǫ, α−, β+, j, k, n) such that for each u ∈ Ck,α(·)(Ω ∪ T ) the following
estimates hold
[u]∗j,β(·),Ω∪T ≤ C|u|0,Ω + ǫ[u]
∗
k,α(·),Ω∪T , (48)
|u|∗j,β(·),Ω∪T ≤ C|u|0,Ω + ǫ[u]
∗
k,α(·),Ω∪T . (49)
Proof. Since the proof is very similar to the proof of the previous lemma, we left it to the reader.
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