This paper presents performance results of an out-of-core renderer, aiming at investigating the possibility of real-time rendering of time-varying scalar volume data using a single commercial off-the-shelf (COTS) computer. Our renderer is accelerated using software techniques such as data compression methods and threadbased pipeline mechanisms. These techniques are efficiently implemented on a COTS computer that combines multiple GPUs, CPUs, and storage devices using scalable link interface (SLI), multi-core, and redundant arrays of inexpensive disks (RAID) technologies, respectively. We find that the COTS-based out-of-core renderer achieves a video rate of 35 frames per second (fps) for 258 × 258 × 208 voxel data with 99 time steps. It also demonstrates an almost interactive rate of 4 fps for 512 × 512 × 295 voxel data with 411 time steps.
INTRODUCTION
Volume rendering of time-varying data plays an increasingly important role for understanding complex time-varying phenomena in a wide range of fields such as physical science and life science. This visualization technique produces animation sequences that show how the three-dimensional (3-D) structure evolves over time. Therefore, real-time rendering with interactive rates is necessary to assist scientists effectively in time-series analysis.
Due to the higher complexity of rendering tasks, real-time rendering systems have traditionally been implemented using high-performance computing (HPC) infrastructures such as supercomputers and clusters of PCs. However, recent rapid advances in graphics processing unit (GPU) technology (Montrym and Moreton, 2005) have allowed us to use a single commercial off-the-shelf (COTS) computer for dealing with real-time rendering of non-time-varying volume.
With respect to time-varying volume, on the other hand, we further require a fast I/O mechanism to achieve full performance on the GPU, because timevarying data usually cannot be stored entirely in the main memory. The lack of such an I/O mechanism will result in poor performance, because the GPU usually waits for the data for the next time step.
To address this problem, prior systems (Lum et al., 2002; Akiba et al., 2005; Strengert et al., 2005) reduced data size by data compression methods and minimized I/O time using RAID technology (Patterson et al., 1988) . Some HPC-based systems (Chiueh and Ma, 1997; Bethel et al., 2000; Kniss et al., 2001; Yu and Ma, 2005 ) also increased the throughput by a pipeline mechanism that overlaps I/O operations with computation.
Thus, many researchers have tried to achieve realtime rendering of time-varying volume. However, it is still not clear how well each technique contributes to the acceleration. Furthermore, to the best of our knowledge, most of the systems are implemented on HPC systems. The objective of our project is to clarify the contribution of each technique and to provide a low-cost solution based on a single COTS computer.
In this paper, we present performance results of an out-of-core renderer, aiming at investigating the possibility of real-time rendering of time-varying scalar volume data using a single COTS computer. Our renderer is accelerated using well-known techniques such as data compression methods and thread-based pipeline mechanisms. These techniques are effi-ciently implemented on a COTS computer that combines multiple GPUs, CPUs, and storage devices using scalable link interface (SLI) (nVIDIA Corporation, 2006) , multi-core, and RAID technologies, respectively. The key contribution of this paper is to demonstrate that the techniques mentioned above are necessary to achieve real-time out-of-core rendering on a recent COTS computer.
The rest of the paper is organized as follows. Section 2 presents a model that abstracts a COTS computer. Section 3 describes our renderer with its underlying acceleration techniques. Section 4 presents performance results obtained on a COTS computer. Section 5 concludes the paper.
COTS COMPUTER MODEL
We first present a COTS computer model to design an efficient real-time renderer on a COTS system. Figure 1 shows the model. We regard a COTS system as a computer with hierarchical storages, having (1) multiple disks, (2) main memory with multiple CPUs, and (3) video memory with multiple GPUs. These hierarchical storages are connected by two buses, each with different bandwidths B 1 and B 2 , where B 1 and B 2 represent the bandwidth from disks to main memory and that from main memory to video memory, respectively. For example, our COTS system presented later in Section 4 has B 1 = 103 and B 2 = 776 (MB/s).
Multiple disks can be realized using RAID technology (Patterson et al., 1988) at a low cost. We assume that COTS systems have a RAID 0 array of disk drives, where each disk drive separately stores different parts of a file. This configuration maximizes I/O bandwidth, because different parts can be loaded simultaneously from different drives. However, I/O latency is limited by the seek time of a single drive. Therefore, data size should be large enough to make the seek time relatively small over the entire I/O time. Thus, RAID technology reduces I/O time by increasing I/O bandwidth between storage devices and main memory.
Similarly, multiplication of the remaining components also can be realized by recent COTS technologies at a low cost. Multi-core and SLI technologies (nVIDIA Corporation, 2006) allow us to combine multiple CPUs and GPUs into a single computer, respectively. Note here that multiplication is done also in a single GPU. That is, GPUs have multiple shaders to exploit data parallelism in a rendering task (Montrym and Moreton, 2005 Figure 1 : COTS computer model with hierarchical storage devices. This model assumes that the computer has multiple disks, CPUs, and GPUs to exploit data-parallelism in an out-of-core rendering task.
can be regarded as a low-cost parallel architecture, as compared with HPC systems. From this viewpoint, clusters of PCs are also a low-cost solution. However, clusters are distributed-memory machines, which require image compositing after parallel rendering (Molnar et al., 1994) . This involves highoverhead communication at every frame, and moreover, it takes longer time as the number of PCs increases (Ma et al., 1994) . Therefore, we think that our COTS model is a reasonable solution in terms of cost and parallelism.
COTS-BASED OUT-OF-CORE RENDERER
In this section, we describe our renderer designed on the basis of the COTS model presented in Section 2. Figure 2 shows an overview of our pipelined renderer.
Design Aspects
Since out-of-core rendering systems must stream data through the two buses with different bandwidths B 1 and B 2 , we need some mechanisms to deal with this bandwidth gap. Otherwise, the entire performance will be limited by the slower bus, and thus, the GPU and CPU might become idle during rendering. The key idea to overcome this gap is to use a twostage compression method, which performs data decompression both on the CPU and the GPU. In this method, the raw data must be converted into doublycompressed data in advance of rendering. During rendering, the doubly-compressed data is decompressed firstly by the CPU, and then by the GPU. This twostage method aims at hiding the gap by adjusting data size to the bandwidth. Therefore, the maximum performance will be achieved if the CPU generates REAL-TIME RENDERING OF TIME-VARYING VOLUME DATA USING A SINGLE COTS COMPUTER Figure 2: Overview of our pipelined rendering. The pipeline consists of three stages, each for data loading, LZO decoding, and volume rendering. Doubly-compressed data is stored in disks as a file, containing successive volumes for three time steps.
B 2 /B 1 times larger data as compared with the doublycompressed data loaded from disks. We also use a pipeline mechanism to overlap I/O operations with computation. This mechanism increases the throughput of the renderer, because it allows us to process successive data simultaneously at different pipeline stages. In addition, the pipeline mechanism contributes to hide the decompression overheads incurred on the CPU.
Finally, once the time-varying data is sent to the GPU, the final image will be quickly generated by the GPU. Our renderer uses a texture-based rendering method (Cabral et al., 1994; Hadwiger et al., 2002) , which is fully accelerated by hardware components in the GPU, such as texture mapping and alpha blending hardware. We currently use 3-D textures rather than 2-D textures, because 2-D textures require three times larger data (Hadwiger et al., 2002) . Although this might be a trivial problem for rendering of nontime-varying data, it is critical for out-of-core (dataintensive) rendering.
Two-Stage Data Compression
As shown in Figure 2 , the two-stage compression method performs data decompression both on the CPU and the GPU. At the CPU side, we use Lempel-Ziv-Oberhumer (LZO) compression (Oberhumer, 2005) . On the other hand, we use packed volume texture compression (PVTC) at the GPU side. Thus, the raw data is firstly compressed by PVTC, and then by LZO. This combination of different compression methods aims at taking architectural advantages of each processing unit. As compared with the GPU, the CPU has a memory hierarchy consisting of larger L1 and L2 cache and memory. These larger devices are suited to LZO decompression, because it is based on dictionary-based decoder (Ziv and Lempel, 1977) , which simply repeats data replication during decompression.
In contrast, the GPU is based on a parallel architecture capable of vector processing and single instruction, multiple data (SIMD) processing (Montrym and Moreton, 2005) . This architecture exploits higher parallelism than the CPU. Furthermore, some GPUs have special hardware, such as a volume texture compression (VTC) decoder (OpenGL Extension Registry, 2004) , which provides us on-the-fly decompression of compressed texture. These architectural advantages are fully utilized by PVTC, which is an extension of VTC. As shown in Figure 3 , the dif- ference to VTC is that PVTC packs three successive scalar volumes into an RGB-channel volume in advance of VTC. This data packing aims at exploiting the temporal coherence in time-varying volume data.
The doubly-compressed data is obtained by the following two steps (see also Figure 3 ).
1. PVTC compression. Three successive scalar volumes are packed into R, G, and B channels of a single volume, respectively. The packed data is converted into a compressed texture by VTC. Regardless of data contents, the compression ratio is fixed at a factor of 6, because VTC is a lossy compression method.
2. LZO compression. The compressed texture is further compressed by lossless LZO compression to generate doubly-compressed data. The compression ratio achieved by LZO depends on the coherence in the compressed texture.
In the rendering phase, the doubly-compressed data is decoded by the following three stages. S1. Data loading from disks. Doubly-compressed data is loaded from disks to main memory. Note here that a loaded file contains three successive volumes due to PVTC data packing.
S2. LZO decoding on the CPU. The doublycompressed data is decompressed by LZO. A compressed texture is then generated.
S3. Volume rendering on the GPU. Note here that PVTC reduces not only data size but also the number of data loads from disks, because it packs three volumes into a volume, namely a file. Similarly, the number of data transfers from main memory to video memory is also reduced to 1/3. These reductions allow us to minimize overheads required for I/O operations and texture transfers.
Pipeline Mechanism
Our pipeline mechanism intends to increase the rendering throughput by overlapping I/O operations with computation, as shown in Figure 2 . To realize this mechanism by software, we use the POSIX thread library (Nichols et al., 1996) . Our renderer creates three threads for each of stages S1, S2, and S3: the loading thread, the decoding thread, and the rendering thread, as shown in Figure 4 .
This mechanism is thread-safe if the following conditions C1 and C2 are satisfied during execution. 
C1.
For all time steps t, the volume at time step t is processed sequentially from stage S1 to stage S3.
C2.
The rendering thread produces images in an ascending order of time step t.
To satisfy condition C1, we create threads such that each of the threads is blocked with pthread cond wait() until it receives a signal from the upper thread. The upper thread, on the other hand, sends a signal to the lower thread when it finishes the responsible task. Also, the rendering thread sends a wake-up signal to the loading thread after rendering.
Condition C2 can be satisfied by implementing a first-in, first-out (FIFO) policy. To realize this, each thread has variable 'tstep,' which stores the latest time step processed at the corresponding stage. This information is then used to prevent the stream data from overtaking each other. That is, each thread is allowed to process the t-th data if it is already processed by the upper threads. Otherwise, it is repeatedly blocked with pthread cond wait() placed in a while loop.
EXPERIMENTAL RESULTS
We now show performance results of our renderer. We implemented it using the C++ language, the OpenGL library (Shreiner et al., 2003) , the Cg toolkit (Mark et al., 2003) , and the POSIX threads library (Nichols et al., 1996) .
For experiments, we use a COTS computer equipped with 2 GB of main memory and 1 TB of Serial ATA disk devices shown in Table 1 . The RAID array is constructed using nVIDIA RAID, which is included in nForce 590 SLI chipset. The computer has a Pentium D (dual-core) CPU running at 3 GHz clock speed and an nVIDIA GeForce 7900 GTX DDR SLI card having 512 MB of video memory. The graphics card is connected to a PCI Express 16X bus. The effective bandwidth B 2 is 776 MB/s. Table 2 summarizes six datasets D1-D6 used for experiments. See also Figure 5 for their visualization results. Datasets D1 and D2 (Ma, 2003) are fluid dynamics datasets showing a turbulent jet and a turbulent vortex flow, respectively. Dataset D3 shows a sequence of lung deformations representing a deformation process of nonrigid registration (Hajnal et al., 2001) . The remaining datasets D4, D5, and D6 are high-resolution versions of D1, D2, and D3, respectively. Each dataset has voxels of 1-byte scalar data.
Datasets are rendered on a screen with an appropriate size: a 256 × 256 pixel screen for D1 and D2; a 512 × 512 pixel screen for D3, D4, and D5; and a 1024 × 1024 pixel screen for D6. The viewing direction is initially set to z-axis direction, and then it is rotated 2 degrees around x-and y-axes when the time step is updated.
Rendering Performance
To evaluate the performance gain of our renderer, we compare it with 11 variations that utilize only a part of the acceleration techniques: the RAID technology; the pipeline mechanism; and the two-stage compression method. In the following, notations 'R' and 'P' indicates the RAID-equipped renderer and the pipelined renderer, respectively. Notation 'N' represents the naive renderer without RAID and pipeline mechanisms. Figure 6 shows frame rates for 12 renderers. We can see that the COTS-based out-of-core renderer achieves a video rate of 35 frames per second (fps) for 258 × 258 × 208 voxel data with 99 time steps. It also demonstrates an almost interactive rate of 4 fps for 512 × 512 × 295 voxel data with 411 time steps. These performance results are competitive with prior results (Akiba et al., 2005) , which achieve 1.1 fps for 256 × 256 × 1024 voxel data with 400 time steps. Improvement achieved by the pipeline mechanism is not significant if I/O time is not reduced by compression or RAID. For example, the P renderer results in 1-17% improvement over the N renderer if compression methods are not used. In contrast, compression methods increase this improvement ratio to 3-91%. The RP renderer also increases the ratio to 49-73% by RAID. This means that most of the execution time is spent by I/O operations if we do not use compression or RAID. Therefore, overlapping I/O operations with other operations is not effective in this case. Thus, we must reduce I/O time by RAID and/or compression methods in order to maximize the performance benefits of the pipeline mechanism.
The improvement ratio of 3-91% also indicates that two-stage compression is effective especially on pipelined renderers. Such renderers allow us to overlap decompression overheads with I/O time, as we mentioned in Section 3.1. Table 3 shows the total execution time T and its breakdown: T d , T l , and T g . T d and T l here represent the time for data loading and LZO decompression, respectively. T g is the time for texture-based rendering, including the time T t for texture transfers.
Breakdown Analysis
Firstly, we analyze the effects of data compression methods on the N renderer. In Table 3 , we can see that PVTC achieves 3.5-5.2 times higher performance, as compared to the raw renderer. Furthermore, the combination of PVTC and LZO achieves 1.2-1.8 times higher performance than PVTC for datasets D3, D4, D5, and D6. This performance gain is obtained by the reduction of time T d . For D1 and D2, however, this combination fails to show the performance gain over PVTC. This is mainly due to the small file size. For such small datasets, I/O time is mainly limited by I/O latency, as we mentioned in Section 2. Therefore, the renderer fails to reduce time T d , and moreover, it increases time T l due to the decompression overheads.
Secondly, we compare the N renderer with the P renderer to analyze the effects of the pipeline mechanism. In the N renderer, T d , T l , and T g accounts for most of the entire time T . In contrast, the P renderer overlaps these three overheads to reduce the entire time T . As a result, it achieves a 1.9-fold speedup over the N renderer at the best case. In many cases, this pipeline mechanism reduces the entire time T roughly to time T d , because the data loading stage is the bottleneck stage in the pipeline. Therefore, the decompression cost T l is usually hidden by time T d . Thus, the pipeline mechanism is capable of hiding the overheads of the two-stage compression method.
Finally, we compare the N renderer with the R renderer to analyze the effects of RAID technology. This technology reduces time T d by approximately 30% for larger datasets. On the other hand, it fails to reduce time T d if it is approximately 10 ms. This result is reasonable because the threshold of 10 ms is close to the I/O latency of a single disk shown in Table 1. Thus, RAID technology is useful if the data file is large enough to distribute it to every disk in the RAID array.
CONCLUSION
We have presented performance results of an outof-core renderer for time-varying volume. Our renderer is based on two software-based techniques that increase the performance: (1) a two-stage data compression method and (2) a thread-based pipeline mechanism. The renderer is implemented efficiently on a recent COTS computer equipped with multiple GPUs, CPUs, and storage devices using SLI, multicore, and RAID technologies, respectively.
Experimental results indicate that the COTS-based out-of-core renderer achieves a video rate of 35 frames per second (fps) for 258 × 258 × 208 voxel data with 99 time steps. It also demonstrates an almost interactive rate of 4 fps for 512 × 512 × 295 voxel data with 411 time steps. These performance results are competitive with prior results. We also find that most of the execution time is spent by I/O operations if we do not use compression or RAID. Therefore, we think that I/O time must be reduced by RAID and/or compression methods in order to maximize the performance benefit of the pipeline mechanism. The two stage compression method achieves 3.6-7.1 times higher rendering performance than the raw renderer. By integrating this method into the pipeline mechanism, it achieves a 1.9-fold speedup at the best case. We think that the pipeline mechanism is useful to hide the overheads of data decompression.
One future work is to present performance comparison with traditional HPC-based renderers.
