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ABSTRACT 
The objective of this study is to test different formulations with a new optimization 
program. The area under study is located close to Los Angeles, and it has experienced a large 
drawdown of the water table, with related subsidence. The analyses utilizes Ground Water 
Management (GWM), a public domain code distributed by the USGS as a process within 
MODFLOW 2000. The different algmithms within GWM were tested with a large-scale 
transient unconfined system. The different analysis allowed the verification of the program. In 
this application, GWM is used to optimize the resources, and the MODFLOW packages from the 
LANOPT Model are used to simulate the system. 
Several tests were pe1formed with two main motives. One intended to test the 
mathematical responses of the program, while the second one created different formulation 
approaches to manage the aquifer. The mathematical responses of the program were tested with a 
sensitivity analysis of the parameters that defined how the formulation was solved. The second 
part of the analysis was done by creating different management strategies, by changing the price 
of injection, and the bounds on head. Two different formulations were used to optimize the 
system. One maximizes the pumping rates while constraining the head elevation of the aquifer. 
The second one optimizes the maximum minimum head that can be achieved after meeting the 
demand constraints. 
The overall pelformance of the GWM program proved the model's ability to optimize a 
large-scale transient problem. Both formulations yielded results that portray the accurate 
functioning of the program. 
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1.0 THE IMPORTANCE OF MANAGEMENT MODELS 
1.1 WATER IN THE PLANET 
In these unprecedented times, where global warming might radically change the present 
pattern of the hydrologic cycle, it is more important than ever to monitor and manage the source 
of life: water. During this centuty, water may become one of the most valuable resources on 
Earth, making the current search for oil look like a child's game. This is ah·eady palpable in 
many locations where water rights are fought over on a regular basis. In the western areas of the 
United States, water is allocated to the drop. The Colorado River is so over exploited that water 
previously diverted needs to be put back into the river before the border to meet the entitlement 
of Mexico. As precipitation begins to fall in new pattems, the present water resources might be 
allocated at the wrong locations, or for the wrong capacities. Zones that previously had plenty of 
rain might become drier, potentially having catastrophic effects for the inhabitants of that region. 
By predicting responses of water systems to all kinds of stresses, the negative effects of over 
exploitation or contamination might be controlled and even mitigated. 
Most of the water consumed on this planet comes from either the surface, such as rivers, 
lakes, and reservoirs, or the subsurface, such as aquifers. Only a very small percentage of the 
planet can afford to desalinate seawater. In coastal areas it might be necessary to utilize this 
method more, as the other sources are over used or become as unfit as seawater. In the zones 
where this is not available, proper control of the existing sources of potable water will be crucial 
for the survival of any establish ecosystem. Surface water is more tangible to the public, and 
therefore control of these sources has been established for decades. Groundwater, on the other 
hand, is hidden from sight, and the large depletion observed in some aquifers is an obvious sign 
of their invisibility, and lack of preservation. 
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Groundwater depletion is being observed, in alarming scales, all over the world. The 
consequences of depletion are political, economic, ecologic, and involve all aspects of life as it is 
known. The most obvious problem resulting from the over-exploitation of water resources is the 
inability to deliver the necessary amounts of water to keep communities running. One of the less 
known effects of aquifer depletion is land subsidence that occurs in many locations. 
Any mass of soil is usually composed of solid particles, surrounded by voids fill with air 
and water. These three components are subjected to constant pressure called total normal stress. 
The total stress is distributed upon the inter-granular or effective stress, and the pore water or 
neutral stress. The neutral stress received this name because it has no shear component. A fluid 
can not support static shear stress, and all the stresses are normal acting equally in all directions. 
When the water that supports part of the pressure in the soil is withdrawn, the pressure is 
transferred to the grains, which eventually collapse, causing the soil to subside. When the soil 
materials are composed of clays and very fine sediments, the subsidence is often larger. 
This has been observed in such renowned places as Venice and Mexico City. Continuous 
monitoring and studying of the water systems can help create sustainable management strategies. 
Studying and monitoring groundwater can be an expensive proposition, and consequently it is 
important to develop inexpensive tools and methods for the less developed areas. 
Groundwater systems (aquifers) are very complex structures that can involve thousands 
of natural factors, many of which can be constantly changing, such as the type of vegetation 
overlying the aquifer. The variables can be very hard or impossible to determine, and as the 
scale gets larger, the knowledge of particular points needs to be generalized over considerable 
areas, overlooking many interactions that might occur at a smaller scale. Even though the 
properties of an aquifer can be difficult to define, through testing and monitoring, the necessary 
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. information to estimate the behavior of the system can be established. The representation of a 
complex system such as an aquifer normally involves the utilization of computer models, since 
trying to solve them by hand would be an impossible task. 
1.2 REPRESENTATION OF WATER SYSTEMS 
Mathematics is the universal language of science, and as such it is the tool used to 
represent complex water systems. The processes within an aquifer are characterized by 
equations. By incorporating all of these processes into a simple mass balance equation, the 
condition of the system can be determined. The change in storage is determined from the inflows 
into the system minus the outflows from the system. The mathematical representation is created 
by first identifying all the processes occurring in the system. Each process encompasses a group 
of characteristics or properties that need to be defined. For example, the recharge from 
precipitation is influenced by variables such as soil type, depth to water table, or topography of 
the area. With so many variables within each system, simulations are divided among the different 
processes. Smface models, for example, are developed independently from groundwater 
simulations. The parameters obviously overlap in some areas, and the information gathered from 
one model might be used as input of the other one. In most ground water systems a dynamic 
equilibrium was present before over-exploitation became an issue. This dynamic equilibrium 
maintained the inflows balance with the outflows, resulting in a stable system. The dynamic 
equilibrium is no longer present for most developed aquifers on the planet. 
The data required for a groundwater model can be essentially divided into two categories: 
the physical and the hydrogeologic. The physical data includes a geology map and cross section 
showing the boundaries of the system, a topographic map with the surface water bodies and 
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divides, isopach maps to define the thickness of the aquifer and confining layers, and the 
properties of streams and lake sediments. The hydrogeologic information includes water table 
and potentiometric maps, hydrographs of groundwater head, surface water levels and discharge 
rates, cross sections of the hydraulic conductivity, transmissivity, or storage coefficients, spatial 
and temporal distribution of rates of evapotranspiration, groundwater recharge, surface-
groundwater interactions, and natural and artificial discharges. Data are sometimes input as 
estimations that change during the calibration process of the model, when the output of the 
model is compared to known data. 
Numerical methods are mathematical formulations used to solve systems with thousands 
of variables by discrete processes. With so many parameters and variables affecting each 
groundwater system, the analytical or manual approach to solve the governing equations is 
seldom done. Computer models based on these numerical methods can represent very complex 
systems with a relatively high degree of accuracy. Still, computer models are based on 
approximations and generalizations of the system and should always be considered part of a set 
of tools and not an absolute answer. 
Groundwater analysts use several numerical methods in groundwater modeling to solve 
the governing equations. Some of the numerical methods include finite elements, finite 
differences, integrated finite differences, and the boundary integral equation method (Anderson 
and Woessner, 1992). The finite difference method (FDM) is the one used during this study. This 
method divides the aquifer into a network of nodes arranged in an orthogonal glid of cells. Each 
cell contains a node, or single point, at which the approximations of the partial-differential 
equations representing the system are solved. 
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The general representation of groundwater systems follows Darcy's Law of flow through 
porous media, along with a mass balance. The partial-differential equation, based on Darcy's 
Law and the Conservation of Mass, results in: 
where 
a oh a oh a oh oh 
-(K -)+-(K -)+-(K -)-W=S-ax "' ax oy yy oy oz " oz ' ot ' 
h is the potentiometric head (L); 
(1.1) 
Km Kyy, Ka are values of hydraulic conductivity along the x, y and z coordinate axes (Lff); 
W is a volumetric flow rate per unit volume, of source and sinks (T"1); 
S, is the specific storage of the porous material (L-1); and 
t is time (T). 
This goveming equation, along with the boundary and initial conditions, create a full 
mathematical formulation of the groundwater system. The boundary conditions are mainly 
defined by the physical characte1istics of the aquifer, while the initial conditions are normally 
derived from known data. 
The FDM solves the governing equation by approximating the differential equations with 
algebraic differences. These differences in turn are based on the principle of the Taylor Series, 
which says that when a function is continuous, and the initial conditions are known, any point of 
the function can be computed. The finite differences are solved at each time step and at each 
node, simultaneously, resulting in thousands of equations. 
Three different types of boundary conditions are used with the FDM: when the flux of 
water across the boundary is known (the Neumann condition), when the head is known at the 
boundary (the Dirichlet condition), or when there are head dependent flow boundaries (Cauchy 
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or mixed boundary condition). This last type relates boundary heads to boundary flows, and it is 
often found in the form of a no-flow condition. 
1.3 SIMULATIONMODELS 
MODFLOW (McDonald and Harbaugh, 1988) is the most popular groundwater 
simulation program used in the USA. It is public domain software distributed by the United 
States Geologic Survey (USGS) and has an open code that can be adjusted depending on the 
needs of the modeler. It is divided into modules that allow flexibility while building the 
simulations. It numerically solves the three-dimensional groundwater flow equation using the 
finite difference method. The simulation calculates the head elevations at different locations and 
times. Several enhancements have been made to MODFLOW. This study uses two versions, 
MOD FLOW 96 and 2000. 
MOD FLOW is formed by a group of packages. Within each package a set of variables 
and parameters, necessary to solve the equations, can be found. The underlying code of 
MODFLOW is constmcted with the Fortran language. Each package represents different 
hydrologic processes, logically divided into hydraulic properties, pumping rates, recharge, or 
discretization of the model, among others. Some of these packages are mandatory for the 
simulation to occur, such as the BAS file, while others are only used if the process is occurring 
within the domain, such as the stream depletion package. Further discussion of each package is 
presented in Section 3.2. 
In the groundwater flow process, an aquifer can be represented as confined or 
unconfined, transient or steady state, and take into account one, two or three dimensions. The 
desired representation of the aquifer largely defines the formulation of the model. This 
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formulation involves the number of cells and their sizes, the number of vertical layers, the 
number of time periods, boundary and initial conditions, and constraints or stresses. The larger 
the size of the cells, or the larger the time periods, the less accuracy the simulation will have. The 
conditions of confined versus unconfined define the form in which the properties of the aquifer 
will be specified. If the aquifer is unconfined the hydraulic conductivity will be the goveming 
property, while a confined aquifer will be describe in terms of its transmissivity. The 
transmissivity is defined as the hydraulic conductivity times the thickness of the aquifer. In 
confined systems this thickness is specified as a physical property, and therefore a constant. In 
unconfined systems the thickness of the aquifer is considered one of the variables to solve for, 
since it depends on the water elevation computed at each time step. 
Once the constants and variables have been determined for a specified system, they can 
be put into the appropriate packages. The program orchestrates all the packages and a simulation 
of the system can be accomplished. 
The model needs to be calibrated after the first successful run. The values calculated by 
the model are compared to the observed values in the field. Since the analyzed system involves 
large numbers of variables, their individual measurement errors can be the source of a large 
discrepancy between the observed values and the calculated ones. The individual etTors can be 
estimated and the values of the parameters can be change in proportion to their relative error. A 
parameter that has a high degree of uncertainty should be change in a wider range than a 
parameter with a precise value. Once the values are within a reasonable range, a sensitivity 
analysis is performed to estimate the impact of a small change in each parameter on the system. 
The calibration of the model will determine how accurate it is. Error from round off is often 
associated with the finite difference method due to the large number of equations solved 
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simultaneously, and needs to be taken into account. The number of significant figures or the 
accuracy of the comparison with the observed values are the variables that can be managed to 
minimize error. 
Once the model is calibrated, it is customary to perform a sensitivity analysis to explore 
the influence of each major variable on the entire system. During this analysis the variables are 
changed one at a time, within a range of values. This analysis defines which parameters affect 
the system the most. If parameters that have a large impact on the aquifer are known to have a 
high degree of uncertainty, more monitoring or in-situ testing might be pursued. 
1.4 MANAGEMENTMODELS 
Management models consist of two parts, the simulation process and the optimization 
code. The two parts are frequently separate models coupled to achieve a management strategy. 
The purpose of the model will determine its formulation. Many types of optimization programs 
can be found in the literature, proprietary or public. The optimization code can be created with 
Fortran, or Visual Basic, so the variety of programs is almost as large as the number of case 
studies reviewed; therefore, no specific software will be discussed in this section. 
The optimization part of a groundwater model allows the determination of the best 
management practices to apply to the resource. The coupling of the optimization and simulation 
model is accomplished by linking the control inputs of the optimization program with the outputs 
of the simulation. The optimization model is formulated with a set of decision variables, an 
objective function for the variables, and a set of constraints. The algorithm behind the 
optimization model may assume the mathematical relations between the decision variables and 
the constraints are linear. For cases where this is not true, approximations are often used to solve 
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the problem. The resulting algorithms can solve problems with thousands of variables and 
constraints. 
The first step in an optimization formulation is to define the objective function of the 
problem. Objective functions either maximize or minimize a set of variables. The objective 
functions are model dependant but some common cases are maximizing pumping or profit, and 
minimizing costs or environmental impacts. The final delineation of the objective function will 
largely define the decision variables used in the model. These decision variables represent 
stresses applied to the system, normally location and pumping rates of wells. The management 
strategies of each system usually define the constraints applied to the decision variables. These 
constraints must be defined at specified times and locations, but can take a variety of forms. One 
form is to apply constraints on the stresses or decision variables. The pumping, for example, has 
to be bigger or smaller than a predetermined amount. The decision vatiables can also be 
constrained in their summation, for example, the total pumping has to meet some criteria. 
Another form is to constrain the head in the aquifer by applying lower and upper bounds to the 
water table. Another common constraint is head difference, where the head difference between 
two separate locations is specified. A similar approach is used to constrain the head gradient 
between two points. The model might define the form in which the constraints are applied. Some 
models include all of the forms of constraints describe above, while others might only use a few 
of them. 
1.5 LITERATUREREVIEW 
A review of simulation models, linked to optimization programs, is presented in the 
following section. Many examples can be found all over the world, from stream depletion to 
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seawater intrusion into costal aquifers. The cases presented used MOD FLOW as the simulation 
program, and a form of optimization program, proprietary or public. 
Barlow eta!. (1995) simulated management alternatives for the groundwater flow system 
in an area of about 1430 km2 in the westem San Joaquin Valley, California. The presence of 
shallow, poor quality groundwater caused soil salinization, controllable by pumping groundwater 
in strategic locations. The simulation-optimization management model was developed based on 
MODFLOW and a non-linear programming optimization method. The aquifer was represented 
as transient and three-dimensional. The objective of the model was to evaluate the optimal 
pumping alternatives for shallow groundwater control, and bare-soil evaporation. This was done 
by lowering the water table enough to minimize soil salinization, bare-soil evaporation, and the 
rate of drain flow to on-farm drainage system. 
Demas et a!. (1997) identified optimal water allocation strategies for Volusia County in 
Florida. The area of concem was one of the five water management districts of the state. The 
groundwater resources consisted of a surficial source and the Floridan aquifer system. Increasing 
water demand, salt water intrusion, along with problems with the native vegetation and spring 
discharge depletion, were some of the reasons for this study. A three-dimensional finite-
difference groundwater simulation model was created with MODFLOW. To determine water 
supply strategies to satisfy future demands, a linear programming optimization model was 
developed. The objective was to minimize surficial aquifer drawdown at sensitive wetland areas 
while maximizing public and agricultural supply. 
Maskey et a!. (2001) studied the remediation of groundwater as a long-term and costly 
event. Because of the highly nonlinear and nonconvex nature of the processes, the study used 
four global optimization algorithms to .minimize cleanup time and cleanup cost, using pumping 
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rates and well locations as decision variables. MODFLOW and MODPATH were used for flow 
and particle-tracking, respectively. Global optimization (GO) algorithms were used for the 
optimization, through a GO tool called GLOBE. Real and hypothetical applications yielded 
satisfactory results. The case study was a contaminated aquifer in Europe. Four algorithms were 
compared based on their effectiveness and efficiency criteria. The study showed that the cleanup 
time and cost were very sensitive to both pumping rates and well locations. The optimization of 
pumping and injection strategies for contaminated groundwater proved to be a very useful tool. 
Nishikawa (1998) presented a linked groundwater simulation model with linear 
programming to optimize the management of the water resources of the city of Santa Barbara. 
The objective of the model was to minimize the cost of their water supply subject to several 
constraints and with several decision variables. The response coefficient method was used to 
estimate the heads from a particular pumping pattern. For the optimization problem the LINDO 
model was used. Different management scenarios were studied with the model which is presently 
used by the city. 
Peralta et al. (1995) determined with their model that the management practices in an 
area in northeastern Arkansas were unsustainable. The study encompassed an area of 33,700 
km2• The goal of the water management model was to maximize the sum of sustainable 
groundwater pumping and surface water use, while assuring that aquifer heads and river flows 
didn't decrease below certain levels. The study was applied to a 5 decade period, 1990 to 2039. It 
followed the assumption that water demand would increase with time, therefore a steady-state 
model was used sequentially, once for each period in which there was a water demand change. 
The computer program employed the embedding approach to achieve the optimization, and 
MODFLOW to simulate the aquifer. Different management scenarios were computed with 
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different optimal water-use strategies. The model determined that total water needs couldn't be 
satisfied in the future, and proposed alternatives which fulfill the demand. 
Many other examples can be found where MOD FLOW is used for the simulation of the 
system. The program has been well established for a couple of decades and can be considered 
one of the pioneers in the field. Optimization models can be programmed by the modeler or 
selected from a variety of public or proprietary programs. Most of the examples found use 
private versions developed by the modeler. Even though MOD FLOW is widely used all over the 
world, there are many other well established simulation programs. A compilation of these cases 
is also presented in the following paragraphs to inform the reader of the many options available 
the modeler. A table with the authors, article title and several other facts, can be found in the 
Appendix. 
In Nigeria, Agbede (1989) incorporated a finite element groundwater simulation model 
into a linear optimization program, identifying a strategy for the optimal location and pumping 
rate of the aquifer with the lowest possible cost. Considerations included the domestic, 
agricultural and industrial water demands from the northern part of Kaduna State. The model 
computed a solution using the Simplex Method for optimization and a three dimensional FEM 
formulation. 
An optimization model was developed by Azatmnia (1991) to allocate groundwater and 
surface water in a large area (14,355 square miles) in eastern Arkansas. Groundwater withdrawal 
has resulted in cones of depression in the aquifer. The growing demand for agricultural irrigation 
water motivated this study. The simulation model was developed with Fortran and the FDM 
formulation, with the optimization model ALLOCATE. The objective of the optimization model 
was to find the optimal annual volumes of water from the ground and surface water sources. 
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Once the optimal amount of water was defined the management model was applied for the 
allocation of monthly amounts. 
A management model was created by Chau ( 1992) to consider the design of an artesian 
well system to provide pressure relief in the Cochrane aquifer, near Watertown Reservoir, 
Alberta, Canada. The objective of the model was to find the optimal allocation and flow rates of 
the relief wells. The simulation model assessed the quantitative responses to changes in reservoir 
level and aquifer stresses. The aquifer flow was represented with a two dimensional finite 
element model. The management model was used to analyze many cases with each case having a 
different set of constraints. 
Chu et al. (200 1) completed a study in Baotou City in China. A conjunctive water 
resource supply-demand management model was developed by coupling a multi-objective linear 
programming method with a groundwater simulation model. Some of the problems that this 
simulation-optimization model aimed to solve were water shortage, groundwater over-
abstraction, and soil salinity. The model found that by using the optimal solutions considerable 
reduction of damage to the water resources could be accomplished. 
Davies and Merrick (1994) created a model for the conjunctive management of 
groundwater and water mains supply in the Botany Area, Sydney, Australia. The area of study is 
located to the south of Sydney, and it encompasses 74 km2 with almost 200,000 people. The 
water system is comprised of groundwater and surface water supplies. Their optimization model 
incorporated water demand equations, cost functions and simulations of aquifer response. The 
objective was to minimize costs for consumers while meeting the constraints imposed by 
environmental impact, capacity and demand of the system. Some of the constraints consisted of 
preventing water logging, contaminant dispersion, and salt water intrusion, as well as meeting 
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demand while conserving wetlands. The optimization was executed by a non-linear third party 
solver algotithm, and is applied to a 20 year period. 
A large part of California's major water supply systems were studied by Draper et al. 
(2002). The goal of the optimization model CAL YIN (California Value Integrated Network) was 
the integration of a complex variety of options for the management of the water resources, with 
the objective to maximize the net economic benefit for the year 2020. Assumptions for future 
operating cost as well as agricultural and urban costs were done through analytical methods. 
Environmental constraints included a series of minimum flows for selected river locations and 
minimum flows to major wetlands. The model represented hydrological systems consisting of 
water inflows, groundwater inflows, and return flows to surface and groundwater resulting from 
agricultural and urban uses. The calibration of the model was very important due to the large 
area under consideration. 
Ghat·bi and Peralta (1994) explored the integrated embedding optimization of the Salt 
Lake Valley aquifer. Salt Lake Valley covers an area of about 500 square miles, and is densely 
populated. An integrated methodology was developed to apply the embedding method to 
complex nonlinear groundwater management. The area contains confined and unconfined 
aquifers, large and small contaminant plumes, and declining water levels. The model was run 
under different scenat'ios to determine the relation between quality and quantity management. 
Each scenario had various objective functions. The developed model, called USUEM, used both 
linear and nonlinear equations, and was verified with MODFLOW and SUTRA. The technique 
proved to be successful for optimizing long-term, reconnaissance scale planning of large-scale 
nonlinear groundwater problems. 
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Hallaji and Yazicigil (1996) developed an optimization method for Erzin plain aquifer, 
which is an aquifer in the southern coast of Turkey. The hydraulic parameters of the aquifer were 
represented by a finite-element simulation model. The model was included as part of the 
constraints of the management models using a response function approach. Seven groundwater 
management models were developed to help decision makers find optimal management policies. 
Five of these models were developed for steady-state, while the other two were for transient 
conditions. The objectives varied with each model, but they generally included maximizing total 
pumpage, maximizing future development, minimizing total drawdowns, minimizing drawdowns 
at saltwater control nodes, and minimizing pumping cost. The program computed altemative 
scenarios to optimize the usage of the resources. 
Karamouz et a!. (2004) studied the conjunctive use of smface and groundwater resources 
in Tehran. Tehran is one of the mega cities of the world with an annual domestic water use of 
around one billion cubic meters. This study developed a dynamic programming optimization 
model for conjunctive use planning. The objective function was set to allow supply for the 
agricultural water demand, reduce pumping costs, and control groundwater table fluctuations. To 
determine the response function of the aquifers, a mathematical model for the simulation of the 
Tehran area was developed and calibrated with available data. Different scenarios were 
presented to determine the best altematives for the long-term management of the water 
resources. 
Keqiang and Guangming (2003) produced a model for Dawu Water Supply. Dawu is 
located east of Zibo, China, where the groundwater is seriously over-exploited. With the opening 
of an iron mine which required deep drainage, the impacts needed to be assessed. The paper 
made a systematic study of the influence of the mine on the water supply by using a numerical 
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model of the groundwater system. An optimal model of supply-discharge was established to 
obtain the best extraction plan. The objective was to minimize extraction volume of the base and 
drainage water of the mine. The results suggested that immediate action should be taken to 
preserve the groundwater level. 
An optimization model was developed by Kuo and Liu (2002) to optimize the economic 
benefit. The model also defined the optimal crop area percentages with specified water supply 
and planted area constraints. The itTigated area comprised about 395 hectares in Delta, Utah. The 
irrigation simulation and optimization model (ISOM) had three p1imary components, a user 
friendly interface to operate the model, an on-farm inigation scheduling module to simulate on-
farm water balance, and a genetic algorithm (GA) optimization method which maximized 
economic benefit. Four crop related parameters were used with the GA submodel: number of 
generations, population size, and probabilities of crossover and mutation. The study 
demonstrated that ISOM can provide solutions for inigation simulation and optimization of 
resources. 
Lall and Lin (1990) created a deterministic optimization model to analyze groundwater 
use and options in an urban setting. The system was divided between different water supply 
agencies. Each agency accounts for groundwater flow across the aquifer boundaries and has 
restrictions against well drawdowns. The management model addressed the issues of population 
growth and drought conditions, as they varied with time. Some of the factors considered were: 
controlled aquifer drawdowns, demand satisfaction, maintenance of a pre-specified water rights 
structure, preservation of groundwater quality, and time varying demands. The optimization 
model had the objective to minimize annual cost of groundwater supply. The system was 
explored over a 10 year period with different scenarios. The program was useful but had some 
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limitations, since it did not consider interactions with surface water systems and the stochastic 
nature of demands and natural recharge was ignored. 
The California State Water Project (SWP) and the Central Valley Project (CVP) are the 
two systems considered in a study by Lefkoff and Kendall (1996). An optimization model was 
developed to aid with the decision making involving reservoir releases, export pumping, or canal 
discharge. The study concentrated on the impact a large ground-water reservoir would have on 
the systems. The model maximized long-term SWP yields over a 70 year period. The 
optimization model was used in a comparative mode, with and without the reservoir. 
McPhee and Yeh (2004) created a multi-objective optimization model for the 
groundwater of a semiarid area. The San Pedro River, in Arizona, relays heavily on groundwater 
recharge and its riparian buffers support an important habitat. Significant population growth, 
which relies totally on groundwater, has put the basin under extraneous stress. The management 
model aimed to optimize the pumping and recharging rates in the basin. The objectives of the 
model were to minimize the net present value of groundwater depletion mitigation cost, to 
maximize aquifer yield, and to minimize drawdown at selected locations. Sustainable water 
resources involved also stakeholders therefore the study also proposes three different policies to 
consider. Tln·ough fuzzy set theory the three cases were assessed. Ultimately the decision makers 
and stakeholders need to select the choice that produces the best solution for the natural habitat 
and the growing population, but the Decision Support System (DSS) developed in this study can 
aid in this process. 
Reichard and Johnson (2004) produced a study in California that deals with salt-water 
intmsion in the Los Angeles County basin. Two management options were considered for the 
West Coast Basin of coastal Los Angeles: increasing injection into barrier wells and delivery of 
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surface water to replace current pumpage. A groundwater simulation model was developed for 
the four coastal groundwater basins which constitute the study area. By applying the simulation 
to future scenarios possible management approaches were developed. The simulations were 
coupled with a mathematical optimization method to identify the least cost solution for raising 
the water levels and improving control of seawater intrusion. The final, most cost effective 
solution, was to use more smface water to meet the demands. The model can be used to evaluate 
regional strategies for controlling seawater intrusion. 
Rodriguez (1995) developed a model for the city of Florence, South Carolina. Pumping 
alternatives for the city were identified using a groundwater management modeling program 
based on simulations and optimization techniques. The objective was to maximize the amount of 
water produced, constrained by the total drawdown, pump capacities, and estimated future 
demand. The model verified that the water demand couldn't be satisfied for a 10 year period. 
With the solution presented by the model some of the resources can be maximized but new 
alternatives need to be studied. 
Shen et al. (2004) developed an optimization method for a two-aquifer system. The 
physical model was simplified to an upper phreatic aquifer and a lower confined aquifer with a 
leaky stratum between them. A numerical quasi three-dimensional mathematical equation 
governed the flow of the two-aquifer system, and the objective management strategy for both 
aquifers was designed to construct a linear programming model. This optimal groundwater 
management model was used for allocating the optimal withdrawal amount without reducing the 
water quality of the lower aquifer. The model yielded satisfactory results. 
The studies described above show the variety of management models that can be found 
all over the world. Since the water resources are subjected to a growing number of stresses, these 
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tools will become more and more common in decision making. Still, models should be only part 
of a complete study, involving testing, monitoring, and confirming the expected responses of the 
system. 
1.6 SCOPEOFWORK 
The objective of this study is to test different formulations with a new optimization 
program. The area of interest is located 50 miles north of Los Angeles. The aquifer has been 
mined for over a hundred years, and large drawdown and subsidence have occutTed. This study 
utilizes a flow simulation process linked to the optimization algorithm. The main purpose of the 
study is to test the ability of the program to represent a large transient problem. 
The program was tested through two different approaches. The first approach explored 
the effect of the parameters that define the how the algebraic equations are solved. Some of these 
parameters included the selection of the backward or forward difference methods, the magnitude 
of the change in flow from one perturbation to another, or the algorithm used to solve the 
problem. The second part of the changes used different management strategies to test the 
responses of the program. Some of these changes included the allowable elevations of the water 
table, or the price coefficients. 
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2.0 ANTELOPE VALLEY 
2.1 INTRODUCTION 
Antelope Valley is located about 50 miles north of Los Angeles. It is topographically 
defined by the mountains that enclose the western corner of the Mojave Desert (Figure 2-l). 
Antelope Valley is a self contained basin, with the San Gabriel Mountains to the south west and 
the Tehachapi Mountains to the northwest. The east side of the valley has a higher elevation than 
the center, creating the closed system that drains towards the center of the basin. The valley floor 
ranges from 2,270 feet above sea level at the dry lakes locations to 3,500 feet at the lower hills 
that closed the east boundary. The highest elevation of the mountains is 10,064 feet. The valley 
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Figure 2-1 Aerial extension of sediments, and fault locations in the Antelope Valley, California 
(Figure from Leighton and Phillips, 2003). 
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The wedge shape valley covers about 940 square miles of terrain. Under the valley floor 
there are tlu·ee large sediment filled structural basins (Ikehara and Phillips, 1994), separated by 
areas of faulted and elevated bedrock (Londquist et al., 1993). The boundaries of the aquifers are 
formed by the bedrock which outcrops in the higher elevations around the valley. The bedrock 
consists of pre-Cenozoic igneous rocks and consolidated Tertiary sedimentary rocks. The 
alluvium can be as thick as 5,000 feet and is formed by unconsolidated poorly sorted gravels, 
sands, silts, and clays. Lacustrine deposits can be found and are formed mainly by clays 
(Leighton and Phillips, 2003). Extensive studies of the geology can be found by several authors, 
but as early as 1911 Johnson mapped the hydrogeology of the area, followed by Thompson in 
1929. Thayer in 1949 was the first one to map the groundwater flow system and divide it into 
sub-basins. These initial studies were later refined and complimented by numerous studies 
including Londquist et al (1993), lkehara and Phillips (1994), Carlson et al (1998), Carlson and 
Phillips (1998), Nishikawa et al (2001), Metzger et al. (2002), Leighton and Phillips (2003), and 
Phillips et al. (2003). 
The entire Antelope Valley drainage basin is divided into 12 groundwater sub basins by 
faults, consolidated rocks, and groundwater divides (Leighton and Phillips, 2003). The 
subsurface can be divided by lithostratigraphic characteristics into two major aquifers, lower and 
upper (Fig. 2-2). The division is established mainly by a layer of lacustrine deposits that confine 
the lower aquifer for most of its extent, but the level of consolidation of the deposits also 
contributes to the layering of the aquifer. Further division of the upper aquifer into two more 
aquifers, upper and middle, can be established by the conductivity of the soils. This will be 
discussed at length later. 
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Figure 2-2 Cross section of lacustrine deposits. Location is portrayed in Figure 1 (Figure from 
Leighton and Phillips, 2003). 
The main source of natural recharge to the aquifer comes through infiltration of runoff 
from the mountains. Several small transient creeks contribute small amounts to the recharge of 
the aquifer, but the most significant feature in the surface hydrology is Amargosa Creek, which 
runs ephemerally during the periods of scarce rain. The creek starts in the San Gabriel Mountains 
and drains towards the center of the basin (Fig. 2-1). Recharge from annual rainfall is not 
significant. The climate is semiarid to arid with an annual rainfall average around 10 inches, but 
accumulations as low as 2 in/yr were reported for 1989 and 1990 at Edwards Air Force Base 
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(Londquist eta!., 1993). Precipitation is negligible in the recharge of the aquifer as a result of the 
high pan evaporation rate, which is as high as 114 in/yr (Leighton and Phillips, 2003). This pan 
evaporation rate represents the upper limit of bare-soil evaporation. When the water table was 
relatively close to the surface, evapotranspiration was the major loss of water from the aquifer. 
With the present levels of water in the aquifer it no longer represents a significant loss, because 
the water table is located far below ground surface. In 1915, before significant exploitation of the 
aquifer started, the water table was as close as 10 feet below the ground surface, while now the 
highest elevation of the water table is 500 feet below the sutface. The third significant source of 
natural recharge comes from the southeastern and northern boundaries of the aquifer through 
subsurface interbasin flow. The groundwater flow exists the aquifer through the southern 
boundary of the domain. 
Artificial recharge enters the aquifer in several ways. Agricultural return flow was at one 
point a significant amount of recharge, but presently the quantities have diminished. Infiltration 
of secondary treated wastewater ponded near the southeastern boundary is also considered in the 
aquifer system as a source of recharge. Disposal of wastewater in this manner started in 1984, at 
which time about 1,457 acre-ft, or 64 million cubic feet (Phillips eta!., 2003) were ponded in an 
area of about 58 acres. After 1997, an increase in population directly produced an increase in the 
volume of the wastewater ponded. The area of the ponds in Palmdale was increased to almost 
500 acres and in 1998, 8,064 acre-ft (351 million cubic feet) were disposed of in this manner 
(Phillips et a!., 2003). With the pan evaporation rate discussed earlier it was estimated that 500 
acre-ft (21 million cubic feet) did not infiltrate. The city of Lancaster disposed of 7,000 acre-ft 
(300 million cubic feet) of wastewater the same year, but due to the high clay content in the 
subsurface, only 2,000 acre-ft (87 million cubic feet) were estimated to reach the aquifer, and the 
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rest was lost to evaporation (Leighton and Phillips, 2003). Artificial injection of water in the 
aquifer is the main topic of this thesis and will be discussed in detail in following sections. 
The water usage in the first half of last century was mainly for agricultural purposes. At 
the peak of agricultural usage in the mid 1950's, a range between 260,000 acre-ft/yr (11,000 
million cubic feet) and 480,000 acre-ft!yr (30,000 million cubic feet) was used. After that peak, 
agriculture in the valley declined substantially due to major residential development. In 1990 the 
agricultural usage due to pumping from the aquifer was approximately 70,000 acre-ft/yr, or 
3,000 million cubic feet (Leighton et al., 2003). Presently, residential usage is expected to 
become the largest consumer in the valley. 
The cities of Lancaster and Palmdale are experiencing significant growth, and are located 
in the southern part of the aquifer. In 1993 the Southern California Association of Governments 
(SCAG) projected a growth rate for 1990-2000 of 37 percent for the city of Lancaster, and 118 
percent for the city of Palmdale. The predictions were verified by the census of 1998, when 
Lancaster had grown to 126,900 people, with Palmdale close behind. Presently, Lancaster 
receives around 26 percent of the total water usage in the Antelope Valley to satisfy the demand. 
About half is supplied by Los Angeles County Department of Public Works (LACDPW), and the 
Waterworks and Sewer Maintenance Division. The other 50 percent comes from groundwater 
extraction and from the State Water Project (SWP), which sends treated drinking water through 
the state network of aqueducts. 
Since the development of the water resources started in Antelope Valley, the water table 
has dropped as much as 500 feet in some locations. The lowest water table occurs in the 
Palmdale area, where most of the development has occurred, although a general decline is 
present throughout the aquifer. As early as the mid 1950's, the California Department of Public 
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Works documented that annual groundwater withdrawal exceeded groundwater recharge. By the 
late 1980's the durability of the aquifers in the valley was not the sole concem: ground 
subsidence as large as 4 feet had been observed. Presently, as much as 6.6 feet of subsidence has 
been recorded in the valley (Ikehara and Phillips, 1994). The various levels of subsidence in the 
valley are related to the different distribution of sediments that are more or less susceptible to 
compaction. When the water table declines, the fluid pressure also declines, increasing the 
effective or intergranular pressure, since the total pressure remains the same. Some of this 
compaction is elastic or reversible, but after a sufficient increase in effective pressure the 
compaction becomes ineversib1e. Inelastic compaction permanently reananges the grains, 
changing the porosity, and consequently all of the hydraulic properties, most significantly the 
storage capacity of the soil. The subsidence level in Antelope Valley has been monitored and 
studied for several decades. Ikehara and Phillips produced a report in 1992 that was an extensive 
study of the area. The magnitude and rate of subsidence was determined by historical leveling 
records from 218 bench marks, and global positioning system (GPS) geodetic surveys of 85 
stations. The permanent loss in aquifer storage was determined to be greater than 100,000 acre-ft 
at that time. 
The Antelope Valley-Kern Water Agency (AVEK) and Los Angeles County Department 
of Public Works have planned an injection practice technique that is intended to not only stop 
subsidence but to also regain some of the storage properties of the aquifer, before the effects of 
withdrawal become permanent. By injecting imported water into the aquifer during the months 
of low demand the over-exploitation of the aquifer can be minimized. Several pilot tests have 
been implemented to determine optimal pumping rate and locations. Since most of the 
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subsidence has occutTed around the Lancaster and Palmdale area these test were conducted in 
that area. 
2.2 PREVIOUS MODELS 
During the last two decades intensive testing, monitoring and modeling has been done on 
the area. The U.S. Geological Survey (USGS) has been responsible for many of the efforts 
concentrated in Antelope Valley. Several studies analyzed the levels of subsidence tln·ough out 
the valley, as described in the previous section, while others determined the hydrogeological 
charactetistics of the aquifer. Most of the studies are concentrated in 7 of the 12 subbasins of the 
Antelope Valley groundwater basin: Buttes, Finger Buttes, Lancaster, Neenach, North Muroc, 
Pearland, and West Antelope (Figure 2-1). These seven subbasins are highly interconnected and 
form the main part of the aquifer under development, while the other five subbasins are located 
in peripheral areas of the valley and have a weaker connection to the main body of the aquifer. 
In 1972 Antelope Valley started receiving water from northern California by way of the 
California aqueduct. More than half of the water used yearly in the valley is purchased from the 
SWP. Presently, the amount of water purchased from the SWP is well below the entitlement of 
138,000 acre-ft/yr. A major simulation and subsidence model of the aquifer was created by 
Leighton and Phillips (2003). The model of the groundwater flow in the Antelope Valley 
groundwater basin tries to better understand the system and its responses to stresses. By better 
understanding the relationship between water extraction and aquifer compaction a management 
strategy can be developed. This model was later modified by Phillips and others (2003) to 
develop a simulation/optimization model of a smaller area within the initial model. The effects of 
injecting SWP water into the aquifer to offset the compaction of the aquifer are only considered 
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in the simulation/optimization model. The management model built for this research, described 
in Section 3.3, relies heavily on these two models, which are descdbed below. 
2.2.1 ANTELOPE VALLEY, AV, GROUNDWATER BASIN MODEL, LEIGHTON AND PHILLIPS, 2003 
In 1992, USGS and AVEK started working together to develop a model which would 
provide further knowledge of the processes in the aquifer. The USGS groundwater flow model 
MODFLOW 96 (McDonald and Harbaugh, 1988) was used to create a three dimensional finite 
difference simulation of the aquifer. The Interbed Storage 1 (IBS1) Package (Leake and Prudic, 
1991) represented the compaction and land subsidence and the Horizontal Flow Barrier (HFB) 
Package (Hsieh and Freckleton, 1993) was used to simulate such charactelistics as faults. This 
model not only simulates the hydraulic responses of the aquifer but also the compaction and land 
subsidence. 
The model grid includes 43 rows and 60 columns, with each cell 1 square mile, and a 
total of 2,580 cells per layer (Figure 2-3). The model is discretized vertically into three different 
layers. The top layer, Layer 1, represents the part of the aquifer with the highest hydraulic 
conductivity. The middle layer, Layer 2, consists of finer sediments than the top layer, and 
therefore its transmissivity is lower. There is no physical barrier between Layer 1, and 2, since 
Layer 2 sits on top of the lacustrine deposits. The division between these two layers is done 
based on the difference in transmissivity. The bottom layer, Layer 3, is mostly confined by the 
lacustrine deposits, and therefore its connection with the top two layers is minimal. Layer 1 is 
represented as an unconfined system for most of its extent, but parts of Rogers Lake and 
Rosamond Lake, in the northern part of the aquifer, are considered confined due to the surficial 
clays present in the zone. Where the aquifer is confined, the top of the aquifer is under a clay 
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layer which ranges from 61 to 285 feet under the surface. The bottom of Layer 1 is located at an 
elevation of 1,950 feet above sea level. The other two layers are confined and extend from 1,950 
to 1,550 feet, and 1,550 to 1,000 feet above sea level, for layers 2 and 3, respectively. The three 
layers have a different number of active cells, decreasing as the depth increases. Layer 1, has 921 
active cells, the middle layer, Layer 2, has 626, and the bottom layer, Layer 3, has 536. It was 
assumed that at a depth lower than 1,000 feet the materials were impermeable. The temporal 
discretization of the model was accomplished with 81 stress periods, each one representing a 
year (1915-1996 simulation period). The compaction and water levels were output at the end of 
each year. 
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Figure 2-3 Discretization of the domainand delineation of the layers of the A V Model. (Fignre from 
Leighton and Phillips, 2003) 
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There is no flow in all of the lateral boundaries and the bottom boundary. Only one of the 
boundary cells, in layer 1, north of Rogers Lake represents discharge into the Fremont Valley. 
This cell was designated a time-varying specified head boundary. Depending on the gradient 
between the adjacent cells and this boundary cell, water can enter or leave the system. The 
location of the upper boundary of the aquifer was defined by its condition. As unconfined, the 
boundary is represented as the head, while as a confined system the lower level of the clay layer 
defines the top elevation. 
The total natural recharge during the steady state scenario was estimated to be around 
30,300 acre-ft/yr and the maximum simulated evapotranspiration rate was calculated to be 0.6 
ft/yr with an extinction depth of 10 ft below the surface. The Armagosa Creek, major 
hydrological feature in the valley, was represented as a constant source of recharge but with 
minimal contribution. The limited amount of flow information and ephemeral nature of the creek 
makes the amount of recharge hard to determine. This is one of the parameters used during the 
calibration of the model. There are extensive records of the artificial recharge from the treated 
wastewater and it can be considered a parameter with low uncertainty. 
The subsidence was represented only in the upper two layers, assuming that the bottom 
layer has already reached a point of consolidation, from the weight of all the upper materials, 
which would be difficult to surpass. This third layer is rarely used for the extraction of water due 
to its low yield, and the occasional occurrence of high arsenic levels. The IBS1 Package takes 
into consideration the elastic and the inelastic skeletal storage coefficients, as well as the specific 
storage of water, to calculate the compaction within the unconfined and confined aquifer. 
The initial conditions of the model were determined by the records gathered from 1915, 
at which point the aquifer was considered to be at steady state. This steady state simulation was 
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calibrated with the natural recharge and evapotranspiration. The hydraulic conductivity, 
transmissivity, verticalleakance, and hydraulic characteristics were used to calibrate the transient 
model developed from the steady state base model. After the calibration of the transient model 
the second steady state simulation was done to verify the accuracy of the initial conditions. 
Measurements from 21 wells during 1915 were used to calibrate the steady state simulation. The 
transient model was calibrated with 24 wells and measurements that extend from 1915 to 1995 
and subsidence levels known at 10 locations from 1926 to 1992. 
The simulation yielded mix results, with accurate solutions in some locations and eiTOrs 
as large as 20 feet from the observed values in other areas. More accurate results evolved from 
the simulated subsidence. The values of subsidence returned by the simulation model were close 
to the observed ones. Once the model was calibrated and a sensitivity test was conducted, 
different scenarios could be explored. As with any model, the results should be interpreted as an 
approximation of the real system. Small scale spatial and temporal variability is not available in a 
model of this scale. The properties of the aquifer are only estimations and a certain degree of 
uncertainty should be considered. Because properties such as hydraulic conductivity, 
transmissivity, and storage coefficient, or stresses such as agricultural pumpage and natural 
recharge, are parameters difficult to determine they are considered to have a high uncertainty. 
2.2.2 LANCASTER GROUNDWATER SUB BASIN MODELS, PHILLIPS ET AL. 2003 
The Lancaster subbasin is the biggest and most developed in the valley. It has also experienced 
the largest subsidence levels. This second study created a simulation model, LAN Model, based 
on the previous study for the entire Antelope Valley but with a smaller domain including only 
the Lancaster subbasin (Fig 2.4). This model encompasses an area of around 200 square miles, in 
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comparison to the previous model where 900 square miles where simulated. After the calibration 
of the LAN Model, an optimization model, LANOPT Model was developed to determine the 
best management scenario for the resources. Some major features changed from the first to the 
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Figure 2-4 Area of the domain of the LAN and LAN OPT Models, in the southern area of Antelope 
Valley. (Figure from Phillips et a!, 2003) 
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The injection of treated drinking water, from the SWP, is used to minimize further 
subsidence of the system. The quantity of water and the timing of the injections are studied by 
creating several pilot studies. Different periods of injection and withdrawal were explored to 
determine the response of the aquifer. In all the situations, it was assumed that the SWP would 
be able to meet future demand. Both models were built with MODFLOW 96 (McDonald and 
Harbaugh, 1988) to simulate the aquifer. The formulation of the optimization was done with 
MODMAN (Greenwald, 1998), while LINDO (Schrage, 1991) solved the linear optimization. 
Subsidence was not considered in these models, since further compaction of the aquifer was not 
acceptable. By constraining the water elevation variations during the management optimization 
simulations, subsidence was assumed not to occur. Only the top two layers, representing the 
upper and middle aquifer, were used in this model. The lower aquifer is considered not suitable 
for injection of water, due to its low transmissivity, and arsenic problems. 
During the study, several monitoring techniques were used. The temporal variations of 
the water table were measured at the wells. Subsidence was measured through several methods, 
at different locations. Some, as GPS, at the ground surface, while others, extensometers 
submerged in boreholes. 
2.2.2.1 LAN Model 
The LAN model simulates transient three dimensional groundwater flows, in an area of 
around 200 square miles (Fig. 2.5). The domain of the model was discretized into 77 rows and 
101 columns. Cells get smaller towards the center of the domain, the area of injection, to achieve 
a higher degree of accuracy in the simulation. The temporal discretization of the model was 15 
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years, divided into 185 stress periods, each one representing a month. Each stress period was 
further divided into 15 time steps. Each time step length increases by a factor of 1.2 every step. 
m'17'30' 12'30' 0)'3)' IIW02'30' 
Figure 2-5 Discretization of the domain for the LAN Model. (Figure from Phillips et al, 2003) 
The aquifer was represented as an unconfined unit. As described in the previous section, 
in the south area of the valley, where the domain is located, the lacustrine layer is well below the 
smface. For the present study, the lacustrine stratum is considered the confining structure under 
the represented aquifer. Therefore, the bottom of layer 2 is assumed to be impermeable, a no 
flow condition corresponds to this boundary. In layer 1, the domain has no flow conditions on 
the lateral boundaries towards the northwest, southwest, and east boundaries; specified flux on 
the southeast corner; and specified head to the north. The most significant source of natural 
33 
recharge comes from the southeastern and northern boundaries of the aquifer through subsurface 
interbasin flow. All the lateral boundaries of layer 2 were determined to have no-flow conditions. 
As an unconfined simulation, the upper boundary was simply defined by the water table. The 
lateral boundary conditions were determined by the results gathered from the larger simulation of 
the valley. The specified flux boundary conditions in the southeast comer were represented by 
wells that maintained a constant input of water into the aquifer. The specify head, in the north, 
was simply represented in the BAS package of MOD FLOW, as constant head cells. 
Natural recharge into the system was represented by the Annagosa Creek and other 
ephemeral and smaller streams in the domain. It was specified to be about 1,300 acre-ftlyr, and 
was not changed during calibration. The other source of natural recharge was the interbasin flow 
described in the boundary conditions, and estimated to be around 7,650 acre-ftlyr. The artificial 
recharge, other than the injection specific to this study, included the secondary-treated 
wastewater pond in the southern area, and the agricultural return flow in the northem part of the 
domain. The treated wastewater was approximated to be about 8,000 acre-ftlyr. From the water 
used for irrigation it was assumed that 30% reached the water table; this was one of the 
parameters used during the calibration to adjust the water elevations in the northern area of the 
domain. 
Plenty of groundwater extraction data were available for the 85 production wells in the 
domain. The wells are perforated through both layers, but the modelers chose to represent them 
as separate units for each layer. Since the pumping rates were known for the entire well as one 
entity, the pumping rates were distributed according to the observed rates from the records. The 
bottom layer is formed by materials with lower transmissivity. The pumping rates reflect this by 
having smaller pumping rates for the second layer. With 85 wells represented separately for both 
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layers, 170 flow variables are included in the model. The top layer is simulated as unconfined, 
therefore its transmissivity depends on the water table elevation. 
Since the lower layer, described in the A V model, is not represented in this model, the 
wells that were also screened in the third layer had their pumpage reduced by the percentage of 
effective transmissivity attributed to the bottom layer. The distribution was not uniform for all 
the layers and some of the wells had higher distribution rates for the second layer than others. 
The maximum distribution between both layers was of 24%, and the minimum was of 4%. 
Figure 2-6 presents the location of all the wells in the domain. 
0 
Figure 2-6 Location of the production wells used for the LAN Model. (Figure from Phillips et al, 
2003) 
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The initial conditions were determined from the measured levels of May 1983. The 
values derived by the larger model were used as initial estimations of the properties in the 
domain. These values were adjusted during the calibration of this smaller domain. Overall the 
values changed slightly but stayed within the same magnitudes. The calibration process was done 
in several steps. First, a trial and error approach was taken to detennine the overall sensitivity of 
the results to changes in the conceptual model. Parameters that were changed during phase I 
calibration were: hydraulic conductivity for layer 1, transmissivity of layer 2, leakance between 
layers, specific yield, specific storage, vertical distribution of groundwater pumpage, and 
recharge. Values for specific yield and specific storage were determined after phase I calibration, 
to be 0.13 and 1.2 X 10·6, respectively. During phase II calibration parameters were only 
changed within the zone sunounding the injection site. 
Although it was considered important to accurately simulate the heads and flows at all 
locations in the domain, special attention was paid to ensuring that the closest accuracy possible 
in the middle of the domain, where the injection occurs. Once the model was deemed calibrated a 
sensitivity analysis was performed to determine the change in the model results in response to 
very small changes in each parameter involved in the calibration. 
2.2.2.2 LAN OPT Model 
The simulation model was modified and incorporated into a linear programming problem 
to optimize the injection program. The main purpose was to halt the long term decline of 
groundwater levels and related compaction of the aquifer, while meeting future demand for the 
resources. MODMAN was used to formulate the optimization problem. MODMAN tuns the 
MODFLOW based simulation to generate a response matrix, containing the head response to 
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stresses, as injection or withdrawal. LINDO is the program that solves the linear optimization 
once the constraints have been established and the response matrix generated. 
The area of the domain for the LANOPT model is the same as the LAN model but the 
discretization is different. In the LAN OPT Model a uniform cell grid is used with 37 rows and 60 
columns, resulting in 0.33 mile spacing. Time discretization is also different, with a 10 year 
horizon, divided into 60 stress periods, each representing two months. The objective function of 
the optimization model is to maximize minimum head, subject to certain constraints. The 
availability of water from SWP to be injected is not considered a constraint in this model, but in 
reality, water importation is dependent upon factors which could easily change the availability. 
Lower and upper bounds were placed on the hydraulic head of the aquifer to further constrain the 
objective. The upper bound is set at 100 ft below the surface to avoid waterlogging, mobilization 
of near-surface pollutants, and possible liquefaction during earthquakes. The lower bound is 
established to prevent further subsidence in the area. 
The water used for injection is purchased from the SWP during the winter months, or 
months of low demand, and later extracted during the months of high demand. Since the water 
demand is at its lowest during the winter months, some of the production wells are used for the 
injection of the SWP water. Several scenarios were studied for the pattern of injection. The first 
scenario was not an optimization problem, but simply followed the same pattern that is now 
used, without injection. Scenario two used only the existing wells for injection and extraction, 
with a 6 month cycle for the injection. The third and fourth scenarios introduced proposed wells 
along with the existing ones. Scenario three injected in cycles of 6 months, while injection 
during scenario 4 ocuned during 4 months out of the year, to allow for variability in the quantity 
of SWP water. 
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The water levels simulated during the different scemuios yielded useful information for 
management strategies. Both models demonstrate that with the appropriate management 
practices further decline of the water table and more subsidence could be avoided. The results 
portrayed the inability of the aquifer to recover unless drastic measurements are taken. This 
study intends to analyze this system with a new optimization method. The model presented in 
Section 3 attaches the simulation part of the LANOPT Model to a different linear program for 
optimization, Ground-Water Management, GWM. 
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3.0 GWM MODEL 
3.1 SCOPEOFWORK 
The objective of this study is to test several management strategies with different 
algmithms. The analysis utilizes Ground Water Management (GWM) (Ahlfeld eta!., 2005), a 
public domain code distributed by the USGS as a process within MODFLOW 2000. The 
different algorithms within GWM were tested with the large scale transient unconfined system. 
The different analyses allowed the verification of the program. In this application, GWM is used 
to optimize the resources, and the MOD FLOW packages from the LANOPT Model are used to 
simulate the system. 
The main problems that need to be managed are subsidence and water table decline. The 
injection/extraction strategy presented in the previous study was determined to be a viable 
solution. This new optimization intends to further study the responses of the aquifer, while 
testing management formulations and solution algorithms. The main management strategy 
involves injecting imported water during the months of low demand. The amount of injection 
and withdrawal at the selected sites is defined by the model. By exploring different strategies, 
created through the different formulations, the responses of the aquifer can be better understood. 
Once the responses are known, a sustainable management practice can be determined. The 
following sections describe in extensive detail the model created and all the alternatives 
developed through different formulations. The groundwater flow process, from the LANOPT 
Model, is also described in great length, since it is the basis of the optimization. Both parts, the 
simulation and the optimization, form the management model. 
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3.2 SIMULATION MODEL 
The original simulation model from Phillips et al. (2003), the LANOPT model, was created 
for MOD FLOW 96. The packages included in MODFLOW 96 are: basic package (referred to as 
the BAS file), block-centered flow package (BCF file), output control package (OC file), 
recharge package (RCH file), well package (WEL file), and the preconditioned conjugate-
gradient package (PCG file) as the solver. The results of the simulation are written in the LIST 
and GLOBAL files. To be able to use the packages with the optimization process of GWM, the 
files had to be translated to MOD FLOW 2000. In this later version the information in the BAS 
file is divided into two packages: the BAS, and the discretization package (DIS file). 
The packages from the Phillips et al. (2003) model will be described in extensive detail, 
given that they are the basis of the optimization. During this study, several changes to the files 
had to be made. Since no calibration of the simulation model was performed in this study, the 
changes made to the original files had to maintain the previous structure and results of the 
simulation. Two versions of the simulation model were created: the original version as an 
unconfined system, and a confined system to verify the previous values. 
The BAS package holds a number of administrative tasks. It allocates space in the 
computers memory to store the various arrays that will be used during the run of the program. It 
also calculates the water budget and controls model output format. The boundary anay defining 
the cells as active, non-active, or with constant head, is included in this file, along with the initial 
heads of the system. The chosen input for the units (ft vs. meters, or days vs. years) is also 
allocated in this file. The discretization of the model domain is input into the BAS file in 
MOD FLOW 96. This includes the number of layers, rows and columns, as well as the number of 
stress periods, and the number of steps within each period. Part of this information is transferred 
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to the DIS package once the model is translated to MODFLOW 2000. From the conversion of 
the simulation packages from MODFLOW 96 to MODFLOW 2000, the spatial and temporal 
discretizations are relocated in the DIS file, while the boundary and cell conditions are kept in 
the BAS file. The size of the cells is defined in the DIS file, attaching the number of cells 
specified in the BAS file, and the physical sizes of the domain. 
The 200 square miles represented in the LAN OPT Model were discretized into 37 rows 
by 60 columns, of uniform size cells, and 2 vertical layers, as previously desclibed. The lower 
layer defined by other studies was not included in the LAN OPT study. It was calculated that the 
compaction of the sediments is so large that its transmissivity is negligible, and withdrawal or 
injection is not feasible. The top layer was defined to encompass around 500 feet of thickness, 
from 2500 to 1950 feet above sea level. The second layer also represents about 400 feet of 
thickness, with the bottom of the system at 1500 feet. Figure 3-1 shows that the LANOPT Model 
areal discretization of the domain was maintained during this study. The simulation extends over 
a ten year horizon, divided into 60 stress periods, each one representing two months, as 
previously described. The same time horizon is used in the optimization process. The simulation 
starts in April 2000, and finishes in March 2010. 
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Figure 3-1 Areal discretization of the LANOPT model domain used with GWM during the 
optimization process. (Figure from Phillips et al, 2003) 
The boundary conditions on the sides, bottom, and top of the domain are also part of the 
discretization of the model. Depending on the type, they are represented within different files. 
For the MODFLOW 2000 version the constant head and no flow conditions are input into the 
BAS file, while the constant flux is input into the well file. The northem groundwater inflow into 
the domain is represented through a constant initial head, resulting in a constant head boundary 
condition. The southeastern inflow from groundwater is represented in the well file by constant 
injection resulting in a constant flux, and will be descdbed later. The bottom of the aquifer is 
simply represented as a no flow condition. The boundary at the top of the domain is denoted by 
the type of system, confined or unconfined. 
42 
The BCF file holds the hydraulic properties of the aquifer. It is the package involved in 
the calculation of conductance and water storage. In this file, the layers can be specified as 
confined or unconfined. Depending on this fact, the properties must be input in different ways. If 
the system is confined the transmissivity is the input parameter, while in the unconfined case the 
hydraulic conductivity is used. A confined system normally has a linear relation between the 
head and the pumping applied, while an unconfined aquifer has a non linear relationship. The 
simulation was run under both conditions to compare results and determine the proper 
functionality of the program. 
To accomplish the transformation from unconfined to confined, the BCF file had to be 
rebuilt. Using the known parameters from the original files, the transmissivity was calculated. A 
program, built with Fortran, calculated the new matrices needed. The initial heads input into the 
BAS file and the known bottom of layer 1, yielded the approximate value for the thickness of the 
aquifer. The matrix representing the thickness of the aquifer was furthered multiplied by the 
hydraulic conductivity matrix, producing the transmissivity for the top layer. The resulting 
matrix was inserted into the BCF file, substituting the previous values representing the hydraulic 
conductivity. The values of the two versions verified each other, and the results are presented at 
the end of this section. 
The water entering the aquifer is represented in the RCH file. The model takes into 
account artificial and natural recharges, described in the previous chapter. No values were 
readjusted in this file since it was deemed that the calibration done by Phillips et a!. (2003) was 
accurate. The recharge is specified for each time period, representing in this way the temporal 
variation related to the different types of recharges. The surface natural recharge from the 
ephemeral creeks, with the Armagosa Creek as the most noteworthy one, is an insignificant 
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source. The artificial recharge from agricultural and wastewater infiltration is the most 
significant surface source in the domain. Figure 3-2 portrays the locations and patterns of the 
artificial and natural recharges gathered by Phillips et al. (2003). The largest contribution to the 
aquifer comes in the form of groundwater inflow. 
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Figm·e 3-2 Distribution and magnitudes of artificial and groundwater recharge into the Antelope 
Valley Aquifer. (Figure from Phillips eta!, 2003) 
The WEL package comprised all the wells in the domain, including the ones that are to 
be the manage variables for GWM. A total of 83 wells are represented in the simulation, with 
pumping rates already defined. Some of these wells represent the specify flux boundary 
condition described previously. The southeast corner of the domain has a constant flux of water 
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into the aquifer. The modelers chose to represent the groundwater inflow with 12 variables 
which inject a constant amount of water through the entire horizon of the simulation. The 
LANOPT Model identified l3 wells suitable for withdrawal and injection of water to avoid 
further subsidence in the area. These l3 wells are the decision variables or managed wells 
utilized in the optimization process of GWM. The WEL file had to be altered before the GWM 
optimization process could be run. All the pumping rates for the managed wells are determined 
by GWM. The original model chose to represent the wells as independent variables for each 
layer, although they are perforated through both layers, and therefore act as one entity. The 
original model represents the wells in this manner since the amount of pumping was known prior 
to the simulation, and was not a part of the LANOPT optimization process. The total amount of 
pumping variables in the original WEL file was 176. From this number, l3 of the wells are used 
as the managed wells, or decision variables of the optimization program. Since the wells were 
represented as separate entities for the top two layers, the l3 wells are actually represented by 26 
variables in the original WEL file. These 26 variables were erased from the original file, so their 
pumping rates would be defined by the management process. The simulation process was 
verified with the original file before any changes were done, to ensure accurate results. Figure 3-
3 presents the location of all the wells located in the domain, with circles over the ones used as 
decision variables in GWM. 
The OC package identifies the time steps at which results are written or saved to a chosen 
file. The output of the simulation process by itself is written in the list file. The output includes 
the head and drawdown at all locations at that specific time step. A volumetric budget can also 
be printed to the list file at selected times. This file was altered during the optimization study so 
the heads at the end of every time period would be written to the LIST file. 
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The solver originally used was the PCG packages, and it was also untouched since all the 
parameters were set to satisfactory values. In this package, the general parameters needed for 
matrix algebra or numerical methods are input. The solver influences the time it takes for a 
model run to finish. A second solver, GMG, was tested with the simulation process. The second 
solver was used to decide if the mn time could be shmtened, but no significant difference 
resulted from the test. Therefore the original solver was used throughout the analysis. 
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Figure 3-3 Location of managed wells used as flow variables during the GWM optimization 
process. (Background figure from Phillips et al, 2003) 
Once all the files were prepared and revised, a NAME file was created to call the 
different package or subroutines to be executed, and the output written to the list files and the 
global file. The simulation was mn first with MODFLOW, and then converted to MODFLOW 
46 
2000. The translation program available from the USGS does all the operations internally and no 
additional input is needed from the modeler. The main results of the simulation are included in 
Section 4.1. 
A general water balance of the recharge and pumping is presented in Figure 3-4. As is 
obvious, the amount of recharge into the aquifer is not sufficient to maintain a dynamic 
equilibrium. New management practices need to be established if the aquifer is to survive. 
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Figure 3-4 Average recharge and withdrawals around the Lancaster area. (Figure from Phillips et 
al, 2003) 
Figure 3-5 presents an average monthly withdrawal from the different users of the aquifer. 
Agricultural usage is still the largest consumer during the months of high demand, or summer 
periods. The expected population growth is likely to reverse these amounts. 
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Figure 3-5 Average monthly volume, for a 14 year period, of water extracted from the aquifer. 
(Figure from Phillips et a!, 2003) 
3.3 GWM FORMULATION TO MAXIMIZE PUMPING 
Once the simulation packages were ready for MODFLOW 2000, the management model 
was constmcted. GWM is also organized, as MODFLOW, in a modular configuration. The 
packages included the different parameters required for the optimization of the aquifer. Some 
packages are necessary to mn the program, while others are used as the modeler deems fit. All 
the packages used for this study are described in detail in this section. 
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The Response Matrix Solution (RMS) Package within GWM uses the solutions of the 
Groundwater Flow Process (MODFLOW) to calculate the change in head at each cell when a 
change in the flow-rate variables occurs. The resulting responses are assembled into a response 
matrix, which is used in one of several solution algorithms available in GWM. In this work, 
several algorithms were considered to explore the response of GWM to a ve1y large domain. 
The general formulation of a GWM optimization process consists of three components: 
the objective function, the decision variables, and the constraints. The decision variables are the 
quantifiable controls determined by the model. The objective function is the measurement of the 
optimization process, and it either maximizes or minimizes a set of decision variables. The 
decision variables need to meet a set of requirements, which are formulated as constraints. 
Several forms of constraints can be established to satisfy a requirement or set of requirements. 
GWM presently supports three types of decision variables: flow rates, external, and 
binary decision variables. These variables are input in the DECV AR file of GWM. Flow rate 
variables correspond to withdrawal or injection rates at well locations. External variables denote 
sources or sinks that are not represented in the model domain. Binary variables are limited to a 
value of l or 0, and define the status of the other variables, active or non active, respectively. A 
fourth type of decision variable, not yet available with the published version of GWM, are the 
state variables. These variables represent the state of the head at the specified time steps. A 
formulation using these variables is described in detail under Section 3.4. 
The injection/extraction wells are the flow decision vmiables of the GWM optimization 
process and therefore their values must be set to zero, at all time periods, in the original Well 
Package. Their pumping rates are determined by GWM. In the previous study their pumping 
rates were known prior to the development of the model. The 26 original variables identified as 
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injection/extraction were reduced to ten for the optimization process. This original number was 
reduced by half by representing the wells as single screened entities. From the original well file, 
the fraction of water going into layer 1 versus layer 2 can be calculated. An altemative 
formulation with the wells represented as separate variables in each layer was developed to 
verify the results. Three of the original wells were located within the same cell as another well, 
and were simplified to avoid possible redundancy of variables. The location of these 10 sites is 
presented in Table 1. 
The same nomenclature used in the LANOPT Model was used for this model. By simply 
adding two letters to the end of the name, one specifying the status of the well, withdrawal or 
injection (a orb, respectively), and the second establishing the year of activity (a through j, for 
the 10 years). For example the well named 012W9Al in the LANOPT Model, is named 
012W9Alad, in the GWM Model, where a represents a period of withdrawal, and d corresponds 
to the fourth year of the simulation. Since these names are considerably long, a shorter version 
was used for the figures in this study. The original nomenclature and the short one are presented 
in Table 1. 
Table 3.3-1 General nomenclature, locations, and capacity of the decision variables used as manage 
wells for the optimization process with GWM. 
Well GWM Max Long Term Long Term 
Name Name Location Capacity ExtractCapaclty Inject Capacity 
Row Column gal/min gal/min gal/min 
012W9A1 9A 6 30 1300 1040 940 
012W981 98 6 28 1090 870 780 
09E003S1 9E 8 27 880 700 630 
15R003S1 15R 12 33 1770 1420 1270 
228002S1 228 12 32 1040 830 750 
27F002S1 27F 17 31 1750 1400 na 
27H003S1 27H 17 33 1090 870 780 
27P002S1 27P 18 31 840 670 na 
308001S1 308 15 24 1820 1460 1310 
34N001S1 34N 21 30 1040 830 750 
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The time discretization of the wells results in 200 flow decision variables to be 
represented in GWM. Each well is represented as a separate variable for injection and extraction 
periods. The injection and extraction periods last for six months, resulting in 10 six month 
periods of injection and 10 six month petiods of extraction for each well. This pattem results in 
20 decision variables per well. With 20 flow variables for each well, and a hmizon of 10 years, 
the total of 200 decision variables can be derived. During the six months of the year when the 
water demand is high, the decision variable is represented as a withdrawal well, while the other 
half of the year, during the winter or months of low demand, the variable is represented as an 
injection site. Each six month period can only have one flow rate, but the flow rates are allowed 
to change from year to year. The original LANOPT Model started the simulation during the 
spring period of 2000, which yielded an ending time at the end of the low demand months. 
Therefore the set of flow variables active at the beginning of the simulation are represented as 
withdrawal, while the set of flow variables active at the end represent and injection period. This 
presents a problem with the last period of injection. Since there is no withdrawal immediately 
after, the model simply does not inject any water, as is clear in all the results. To solve this 
situation, an alternative formulation was created where the time horizon was extended, so the 
simulation finishes in the middle of a withdrawal period. This is discussed in extensive detail in 
Section 4.5. 
Two objective functions are available in GWM, in the OBJFNC file. The program can 
either maximize or minimize the weighed sum of the decision variables. The objective of this 
formulation maximizes withdrawal, and minimizes injection. The withdrawal is maximized by 
applying a positive value to the objective cost coefficient, fJ,, while injection is minimized with a 
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negative value, an. All the decision variables are used in the objective function. The 
mathematical formulation of the objective function is: 
Maximize: 
T N 
Z = L L (fJ,,,Q,,,TQ"·') + (a,,,Q,,,TQ"·') (3.1) 
t:=l n=l 
where 
Z is the total objective function value at the end of process 
J3,,1 is the positive cost per unit volume of water withdrawn at well site n and time t; 
n is the flow rate at well site n and time t,· 
'.>Qt,l 
T 0,,1 is the total duration of flow at welln and time t; 
a,,, is the negative cost per unit volume of water injected at well n, and timet; 
N is the total number of well sites; and 
T is the total number of time periods. 
The withdrawal coefficient is set to 1, which results in a final value directly related to the 
cubic feet per day extracted from the aquifer. The water extracted is sold to the valley 
consumers, creating a revenue, expressed in the form of a positive coefficient. The water injected 
is imported and therefore a previous cost was applied to it. The magnitude of the cost varies 
depending on availability and seasonality. Since the water is eventually recovered and sold, the 
cost of injection was considered variable and several values were explored. The price still needs 
to be low enough so the model would select injection when the head approaches the lower 
bound. With a large negative value the model might choose not to use the injection, and simply 
yield a non feasible solution. The values explored for the injection are presented with the results 
of the maximized pumping formulation in Section 4.2. 
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Four types of constraints can be identified in a GWM formulation: upper and lower 
bounds on the flow rate and external decision variables; linear summations of the three types of 
variables; hydraulic-head based constraints, as drawdown, head differences, and head gradients; 
and stream flow and stream flow-depletion constraints. This study utilizes the Head Constraint, 
HEDCON file, and the Linear Summation Constraint Packages, the SUMCON file, to define the 
final objective value. 
GWM requires the inclusion of the V ARCON Package or file, which constrains the 
maximum and minimum amount of withdrawal or injection that is allowed. This type of 
constraint does not influence the generation of the response matrix. The minimum flow rate for 
the decision variables is set to zero, and the maximum amount was defined to be large enough 
not to become constraining. Only the head and summation constraints define the flow rate. 
Two forms of restrictions applied to the variables are formulated through the Head 
Constraint Package of GWM. The head constraint can be applied in several forms but in this case 
it is applied as an absolute lower and upper bound on the head. The lower head constraint is 
applied during periods of withdrawal, while the upper bound is for the periods of injection. The 
lower head constraint was established from the previous studies, and is considered the lowest 
elevation the water table can reach before any further subsidence occurs. The lower bound was 
established at 2050 feet above sea level. The upper bound is established to meet several criteria. 
Evapotranspiration must be avoided and this can be accomplished by maintaining the head of the 
aquifer 50 feet below the ground surface. Since the area of study is located iu an earthquake area, 
liquefaction of the soil might occur. As mentioned before the model represents the ground 
surface at a single elevation which might not represent the area vatiations. The value of the upper 
bound for the base formulation was established at 2300 feet above sea level, which is 200 feet 
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below the highest elevation in the valley floor. Several alternatives for the values of both bounds 
were explored, and are presented along with the general results. The mathematical formulations 
for these constraints are: 
h, >h1 ., 1,], ,t - !,], ,t (3.2) 
and 
h. k < h~' 0 k l,j, ,t - l,j,·,t (3.3) 
where h:.j.k,t and h;:j,k,t are the specified lower and upper bounds on head at location i, j, kat the 
end of stress period t. The constraints are applied at the end of the injection or extraction periods, 
at the location of the flow rate decision variables; therefore there will be the same amount of 
head constraints as decision variables, 200. The nomenclature of the wells was used for the head 
constraints. By deleting the first letter of the decision variable name, the program reads these as 
new names for the head constraints. For example the flow variable 012W9Alaa becomes 
12W9Alaa for the head constraint. The flow variables defined as withdrawal become the head 
constraints for the lower bound, while the flow variables representing times of injection become 
the head constraints for the upper bound. 
The SUMCON Package in GWM can be used to represent several concepts. Linear 
relations between the decision vadables can be specified in this file. The amount of water needed 
to meet the residential demand was derived from the original well file. These amounts were 
simply the original pumping rates of the managed wells. Only the flow variables active during 
the withdrawal periods are included in this part of the formulation. Ten summation constraints 
evolved out of the ten year model horizon, each one involving the ten withdrawal variables 
active during that year. The mathematical formulation is as follow: 
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N L Q,,, ~ Demand, 
11=1 
(3.4) 
where Qn,r represents the flow rate for the decision variable n, time t, and Demand, is the 
specified amount of withdrawal for each year. The amounts derived from the original well file, 
increase as time goes by, anticipating the growth in the valley's population. Table 2 presents the 
annual values of withdrawal needed from the aquifer. 
Table 3.3-2 Total annual withdrawal demanded from the aquifer for each year of 
simulation. 
Year Withdrawal for Ten Wells 
ft3/d MGD Qal/min 
1 5.30E+06 3.96E+01 27,532 
2 5.50E+06 4.11E+01 28,571 
3 5.80E+06 4.34E+01 30,130 
4 6.00E+06 4.49E+01 31,169 
5 6.30E+06 4.71E+01 32,727 
6 6.50E+06 4.86E+01 33,766 
7 6.70E+06 5.01E+01 34,805 
8 6.90E+06 5.16E+01 35,844 
9 7.20E+06 5.39E+01 37,403 
10 7.50E+06 5.61E+01 38,961 
The package that attaches all of the files of GWM together is the GWM file. In this file 
the different subroutines or packages are listed so that the program can call upon them as they 
are needed. The GWM file is further attached to the simulation process by including it in the 
name file described in the previous section. With this connection, the optimization process can 
extract the solutions of the simulation to produce the optimization results. The printouts of the 
files are so long that only examples are presented. The results of the optimization process are 
printed to the GLOBAL file, while the solutions of the groundwater flow process are printed to 
the list file. 
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The Solution Package (SOLN file) is also a necessary package to run any GWM 
formulation. This file contains the necessary values for the solution algorithms to be calculated 
and also controls the amount of output to the Global file. The SOLN file contains the selection of 
algorithm to use during the optimization. There are two algorithms that can be used in GWM: 
LP, and SLP. The LP method solves the optimization as a linear problem. While the SLP uses 
sequential linear programming to solve the optimization problem. Both algorithms are used 
during this study. 
For linear management formulations, the matrix of response coefficients is combined 
with other components of the linear formulation, and is solved by use of the simplex method, 
incorporated in the RMS Package of GWM. The transformation of the response coefficients 
resulting from the simulation process is accomplished by a first-order Taylor series expansion 
that computes the head as a function of new stresses: 
where 
hi.j.k.t{Q) is head at constraint location i, j, k and stress period t for a new vector, Q; 
h0;j.kl Q0) is head at constraint location i, j, k and stress period t for an original 
vector, Q0 ; 
[ r5h;j.k/r'5Q11]( Q0) is the change in head at location i, j, k and stress period t for a 
change in the flow rate for the nth flow rate decision variable 
evaluated at the original vector of flow rates Q0• 
(3.5) 
The partial derivative which describes the change in head as a function of a change in 
flow-rate is approximated by a first-order, finite-difference perturbation method. The following 
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approximation is done with a forward-difference equation, but the backward-difference is also 
available: 
dh;,j,k,z M,,j,k,z h,,j,k,z (Q,,)- h,~j,k,z (Q0 ) 
dQ, fl.Q, Q,, (3.6) 
where Q"", is the perturbation value for the nth flow-rate decision variable and h;J,~t!Qtm) is the 
head at constraint location i, j, k and stress period t. The perturbation value is calculated from the 
upper bound specified in the Varcon Package and a user-specified perturbation variable, if, 
included in the Soln Package of GWM. For LP formulations the DELTA parameter represents 
this value, while with the SLP formulation the perturbation value is calculated from a series of 
parameters, DINIT, initial perturbation value, DMIN, minimum perturbation value, and DSC, a 
scale value. The formula used to calculate the perturbation value in the SLP formulation is: 
o~· = oinitial - ominimum + 0: ' . 
(J )v mmmmm' scale 
(3.7) 
where v represents and iteration level, and Oinitial is DINIT, Ominimum is DMIN, and Oscale is DSC. If 
the perturbation variable is negative the equation will be solved with a backward-difference 
calculation, while a positive value implies the use of a forward difference method. With a 
forward difference, the pumping rate increases with every iteration. The backward-difference 
yields a decrease in pumping rates. 
Both methods were explored to determine the functionality of the program. A backward 
difference was used for the main part of the analysis. Since the backward difference method 
yields a reduction of pumping rates from one iteration to the next, it was deemed appropriate to 
utilize this method. The sustainability of the aquifer is a major concern during any formulation. 
The values of the different parameters for the LP and SLP formulations were varied to test the 
optimal value to use. 
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The SLP method is the best representation of an unconfined aquifer and is the main one 
used during the extensive data analysis in this study, but the LP formulation was also run to 
ensure consistent results. The SLP method is based on repeated linearization of the nonlinear 
features. It is produced by calculating the response matrix for each sequential linear iteration. 
Since the response matrix is recalculated for each iteration, the SLP process requires 
considerable computer time, but can be very accurate. The unconfined configuration was also 
run with the LP process to compare the results with the SLP algorithm. The LP algorithm is 
equivalent to terminating the SLP algorithm after one iteration. The first-order Taylor series is 
assumed to be accurate for each independent iteration, but the vector of the base flow rates 
changes at each iteration. The Taylor series is restated as: 
N ah' 
h.. (Q) = h:'. (Q')+" i,j,k,t (Q'')(Q -Q''), 
l,j,k,t l,j,k,t L.J iJQV II n 
n:::l 11 
(3.8) 
where the superscript v represents an iteration level. The sequential process continues until two 
convergence criteria are met. The first condition requires that the change in flow-rate variable 
values from the prior iteration to the current iteration be less than a fraction of the magnitude of 
the flow-rate variables at the current iteration: 
(3.9) 
where s1 is specified by the user as input variable SLPVCRIT in the Soln Package. The second 
condition requires that the change in the objective function value, Z, be less than a specified 
fraction of the magnitude of the objective function value. The mathematical formulation is 
identical to Eq. 3.9, but all the flow variables are replaced with the objective function value and 
s 1 is replaced withs2 • This fraction, s2 , is also specified in the Soln Package as input variable 
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SLPZCRIT. Several vatiations were applied to these two parameters to analyze the sensitivity of 
the results to these parameters. 
An option available with the LP algorithm is to print the response matrix to a formatted 
file. This was done whenever possible to analyze the changes of head with respect to pumping. 
The mathematical parameters specifying how the response matrix is calculated are extremely 
important in any management model. These parameters define how the finite difference 
equations are solved, and can produce significantly different results with small changes. The 
results of this formulation are presented in Section 4.2. The variations applied to the various 
parameters are also offered in this section. 
With GWM as an integrated process of MODFLOW 2000, the creation of this 
management model was seamless. The configuration of the optimization problem maximizes 
extraction, which might not be the appropriate management strategy. Even with the head 
constraint with a lower and upper bound, the program will always try to maximize withdrawal. 
In an aquifer where over-exploitation is clearly occurring, this fonnulation might not be 
sustainable. The second fmmulation presented in the following section, is clearly a more 
conservative strategy. 
3.4 GWM FORMULATION TO MAXIMIZE MINIMUM HEAD 
The second general formulation is done with a version of GWM not yet available to the 
public. This version includes the state variables mentioned in the previous section. The code is 
being constructed by Kris Baker, currently an M.S. student in the Environmental Engineering 
program at the University of Massachusetts at Amherst. Therefore this formulation is considered 
a preliminary test of the new code. These variables represent the state of the aquifer at the times 
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and location established by the modeler. For this study they are linked to the objective function 
via an external variable. 
The objective of the optimization process is to maximize minimum head, also known as a 





Z is the total objective function value at the end of process 
R is an external variable related to the state variables. 
The mathematical representation of the link between the state variables and the extemal 
variable is: 
h; (Q)- R 2 0 :. h; (Q) 2 R i =l,2, ... ,M (3.11) 
where h; (Q) is the state variable at site and time i; and M is the number of state variables. The 
linear summation constraint file links the state variables and the external variable. Each state 
variable is connected independently to the external variable. The sum of the two variables needs 
to be greater or equal to zero. The program selects the largest possible value for the head, while 
still meeting demands. The external variable acquires the value of the maximum minimum head 
that can be attained in the system. GWM distributes the withdrawal and the injection to create 
the maximum minimum head possible in the aquifer. 
The state variables are applied at the same location as the wells, at the end of the injection 
or extraction periods, resulting into 200 state variables. An additional 9 state variables were 
applied at a non-well location. The location of this variable is situated in the perimeter of the 
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domain, close to the eastern border. This was done to ensure that the effect of pumping was felt 
through the entire aquifer, and not just localized to the area around the wells. By printing the 
response matrix in a formatted form, the effect of pumping on distant sites could be analyzed. 
The selection to print the response matrix is specified in the SOLN file. The names of the state 
variables cml'esponded with the previous nomenclature by deleting the first two letters of the 
original name. Therefore, flow variable Ol2W9Alaa became state variable 2W9Alaa. 
The flow decision variables are no longer part of the objective function, and therefore no 
cost coefficients were applied. Essentially they maintained the same configuration as in the 
previous formulation. Injection and extraction occurs for six months at a time, throughout the 
model's horizon. From the withdrawal variables the same demands as in the previous 
formulation are expected every year to fulfill the valley's needs. In this formulation the amount 
of withdrawal is limited to the required demand. 
The lower bound head constraint, described in equation 3 .2, is not applied during this 
formulation. It would be redundant in this formulation to have the maximin structure with a 
lower bound constraint. The lower bound is defined by the formulation as the minimum 
attainable head. Only the upper bound on the head was applied to prevent evapotranspiration and 
possible liquefaction. The value of the upper bound was placed again at 200 feet below the 
ground surface. Several values of the upper bound were explored for this formulation. As 
described before, the LANOPT model uses an average value for the ground surface, not 
representing the real tetl'ain of the basin. The upper bound that is 200 feet below the model's 
surface creates a safety factor to accommodate for the lower elevations of the valley, but some 
flexibility can be applied to this bound. 
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This formulation was also tested with the different algorithms. The model was run as a 
confined system, with the LP method, and as an unconfined unit with the LP and the SLP 
methods. Once more, the SLP method was determined to be the most accurate representation. 
The same general analysis of the parameters involved in the calculation processes was performed 
for this formulation. The SLPVCRIT and SLPZCRIT were varied in the same manner as before, 
ranging their values over four orders of magnitude. The perturbation parameters were also varied 
to analyze the responses of the program to this new formulation. 
All the parameters described are very important for the optimal functionality of the 
model. For the results of any model to be reliable, not only the physical representation of the 
system must be carefully thought through, but the mathematical parameters defining how the 
equations are solved must be precisely selected. The results of this formulation are presented in 




The results of the previously described formulations are presented in the following 
sections. As mentioned before, many parameters were analyzed through different methods and 
approaches. The results defined the base formulation for subsequent comparisons with 
alternative models. The altemative formulation is presented in Section 4.5. The optimal values of 
the parameters explored with both formulations are also used during any alternative formulation. 
The tests were performed with two main motives. One intended to test the optimization 
algorithm parameters of the program, while the second motive was to create different 
fmmulation characteristics. The mathematical responses of the program were tested with a 
sensitivity analysis of the parameters that defined how the finite differences are solved. Most of 
these parameters are input into the SOLN file in GWM. The second part of the analyses was 
done by creating different management strategies, such as changing the price of injection, or the 
bounds on head. Each test is described in detail in the following sections. 
4.1 SIMULATION MODEL RESULTS 
The simulation model results were generally analyzed by comparison with the previous 
known values from Phillips et al. (2003). Since the simulation model had to be slightly adjusted 
from the original files during the constmction of this study, several trials had to be performed 
before a successful simulation was obtained. Once a successful run was accomplished, the results 
were compared with those presented in previous studies. The Phillips et al. (2003) report only 
provides graphs for the water elevation, with a relatively large scale; therefore the comparison of 
the simulation results with the Phillips et al. (2003) values was accepted as an approximation. 
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The results of the simulation reflect a lower water table in the southeast area of the 
domain, with elevations as low as 2090 ft above sea level, verifying the previous findings. Table 
3 presents the main results for the unconfined and confined systems. The confined and 
unconfined versions of the simulation yielded very similar values. The largest difference occurs 
in the cumulative storage available at the end of the run. The confined system reflects a larger 
capacity of storage. Overall the differences are relatively small. As can be observed in Table 3, 
the major difference between the results is less than 1% of the total values. The difference 
between the head simulated at the end of the 10 year period by the confined versus the 
unconfined system was only 3 feet. 
Table 4.1-1 Results of the unconfined and confined systems at the end of the simulation process 
before the optimization code is applied. 
CUMULATIVE VOLUMES L**3 CUMULATIVE VOLUMES L**3 
UNCONFINED ft3 CONFINED ft3 
IN: IN: 
STORAGE- 6135283200 STORAGE 6189387780 
CONSTANT HEAD- 2500072700 CONSTANT HEAD 2483933950 
WELLS- 2913235200 WELLS 2913235200 
RECHARGE- 6002948100 RECHARGE 6002948100 
TOTAL IN- 17551540200 TOTAL IN 17589506000 
OUT: OUT: 
STORAGE- 4382045180 STORAGE 4419985410 
CONSTANT HEAD- 0 CONSTANT HEAD 0 
WELLS- 13171840000 WELLS 13171840000 
RECHARGE- 0 RECHARGE 0 
TOTAL OUT- 17553885200 TOTAL OUT 17591824400 
IN· OUT= -2345984 IN-OUT -2320384 
%DISCREPANCY- -0.01 PERCENT DISCREPANCY -0.01 
4.2 REsULTS OF MAXIMIZE PUMPING FORMULATION 
The maximize pumping formulation was tested extensively. For the purpose of this study 
the withdrawal is denominated as a positive value (creates revenues), and the injection is a 
negative value (it has a cost). The presentation of results is mainly done in the same sequence as 
the presentation of the setup of the model, described in Section 3.3. An overview of the main 
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results is presented ahead of any changes, so the reader better understands the general response 
of the program. 
4.2.1 MAIN RESULTS FROM OPTIMIZATION 
The main results presented in this section, were produced after all the parameters had 
been defined. By overviewing the main results, the reader can have a better understanding of the 
changes performed to get to the final parameters. Limited discussion is given to how the 
variables were defined, since they are described in detail in the next sections. Instead the main 
topic of this section is to analyze the response of the aquifer. 
The maximize pumping formulation yielded an optimal solution when the lower head 
constraint was established below 2080 feet above sea level, and the upper bound was at 2350. 
When the upper bound was established at 2300, or 200 feet below the surface, the model only 
yielded an optimal solution when the lower bound was at 2050. This is almost 500 feet below the 
ground smiace, but is consistent with the known data. The bounds on head are the main 
parameters confining the amount of pumping. The demand is considered constant for each year, 
with a yearly increase reflecting population growth. This constraint was only binding during the 
last withdrawal period. Figure 4-1 uses a lower bound of 2050 and an upper bound of 2300. 
The final head elevations resulting from the model are consistent with the values from the 
previous studies. By comparing the heads gathered at the end of the simulation model with those 
at the end of the optimization, it can be observed that the heads are very close. In both cases the 
head is close to the bottom oflayer 1. 
Since the withdrawal rates were to be maximized, the amount of water withdrawn 
exceeds the value established in the demand. Figure 4-1 presents the pumping rates results when 
the aquifer was represented with the SLP method, and a cost coefficient for the injection wells of 
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-0.5. The SLPVCRIT was set at 0.5, with the SLPZCRIT set at 0.001. The DINIT, DMIN, and 
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Figure 4-1 Total pumping for all variables active during each year 
The withdrawal exceeds the demand by as much as three times. The pattern of injection 
indicates that the model inputs a large amount of water at the beginning of the simulation. At the 
end of the simulation the injection is reduced, until in the last year, injection is not used. It was 
assumed that the zero injection during the last year was due to the lack of withdrawal after that 
year. Since the time horizon finishes during an injection period, this was an expected response. 
To test this assumption, another formulation is presented in Section 4.4. 
66 
The program demonstrates its capability to deal with large scale transient problems. 
Unfortunately, the objective function forces the model to extract more water than is absolutely 
necessary. With more withdrawal there is also more injection, creating a larger cost to the 
consumer. Overall, the results portray that the drawdown can be stabilized through an 
injection/extraction strategy. With the drawdown controlled, the subsidence should stop. 
4.2.2 WELLS REPRESENTED AS ONE VARIABLE OR TWO VARIABLES 
One of the first determinations made during the formulation of the model was the 
representation of the managed wells as one entity for both layers or as separate variables. Since 
the wells are perforated through both layers, the most appropriate representation is as a single 
variable for both layers. This study chose to represent the wells as one variable for both layers, 
for the main analyses. A second formulation with the wells represented as two variables was also 
created to compare the results with the former one. 
To represent the wells as one entity in GWM, the distribution of rates between the top 
and bottom layer, in terms of fractions, is specified in the DECV AR file. As previously 
described, Phillips et al. (2003) represented the wells as separate entities for the two layers. The 
distribution of pumping between both layers is directly determined by the observed capacities in 
the field. Therefore, the different rates were extracted from the original pumping rates in the 
LAN OPT Model. 
From the original well file it was determined that only 5% to 25% of the amount injected 
or extracted from the first layer, could be pumped into or out of the second layer. The ratios are 
constant between withdrawal and injection periods for most of the wells, with the exception of 
two wells, as Table 4 indicates. 
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When the wells are represented as one variable, the distribution between each layer is 
determined by the modeler. This is not the case when the wells are represented as separate 
variables. The program defines the distribution of pumping between both layers. By analyzing 
the pumping rates defined by the program, it can be observed that the fractions of distribution are 
closer to the relative transmissivity when the wells are represented as separate variables. This 
verifies that the program is working as intended. It is used for the rest of the study. 
Table 4.2-1 Ratios of pumping into the two different layers for the ten wells. 
Withdrawal Injection 
Well L"Yer 1 Layer 2 Layer1 Layer 2 
9A 0.86 0.14 0.86 0.14 
98 0.9 0.1 0.9 0.1 
38 0.95 0.05 0.95 0.05 
15R 0.85 0.15 0.78 0.22 
228 0.93 O.o? 0.93 O.o? 
27F 0.75 0.25 0.75 0.25 
27H 0.85 0.15 0.9 0.1 
27P 0.91 0.09 0.91 0.09 
308 0.93 0.07 0.93 0.07 
34N 0.9 0.1 0.92 0.08 
The total pumping rates for both formulations are presented in Figure 4-2. In this figure, 
each colunm represents a six month period. Therefore for each year there are two colunms, one 
for injection, one for withdrawal. As mentioned previously, the colunms with positive values 
represent withdrawal, while the negative values represent injection. The figure portrays two 
withdrawal and two injection periods per year. Each one reflects the answers of each 
formulation, so the colunms represent the same time periods. 
It can be observed that the amount of pumping, for the two-variable case, is smaller for 
most of the years. For the last injection period, this pattern changed. Since less injection occurs 
during the preceding years, for the separate formulation, a larger amount is needed to meet the 
last year's demand. The amount of withdrawal for the last year is exactly the specified demand 
for both formulations. 
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Since the pumping rates are known from the Phillips et al. (2003) study, the more 
realistic representation of the wells is as one variable. When represented as two variables, lower 
























1 2 3 4 5 6 7 8 9 10 
Year 
Figure 4-2 Total pumping rates for wells as one variable and as two variables. 
The test was performed with the LP and the SLP algorithms. When using the SLP method 
with two variables per well, the ratios for the distribution of the pumping were the same for all 
the iterations, which further verifies the functionality of the program. The rest of the analyses 
were conducted with the wells represented as one variable for both layers. The observed 
pumping distributions by Phillips et al. (2003) are higher than those calculated from the 
transmissivity, therefore more water can be injected or withdrawal from the second layer. 
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4.2.3 CONFINED AND UNCONFINED REPRESENTATIONS WITH LP AND SLP ALGORITHMS 
The aquifer was analyzed with three different configurations: LP confined, LP 
unconfined, and SLP unconfined. The solutions produced by the different algorithms reveal that 
the Unconfined!Confined-LP and Unconfined-SLP algorithms are within a close range of each 
other. The patterns of injection and extraction are similar, but the magnitudes are slightly 
different. 
The LP algorithm is normally used with confined systems. For this aquifer, where the 
head is known to be unconfined, the confined LP and the unconfined LP are considered to be the 
least accurate of the representations. The solution of the unconfined LP algorithm is simply the 
first iteration of the SLP algorithm. Figure 4-3 presents the total pumping rates for each 
configuration. In this figure three sets of columns are compared for each year. The confined 
representation, compared to the SLP algorithm, obtains the largest amount of withdrawal and 
yields the least amount of injection. The confined system has a larger storage capacity than the 
unconfined one. In an unconfined system, the transmissivity changes in relation to the head of 
the aquifer. This change is not linear, therefore as the water table declines, the drawdown 
increases exponentially. In a confined system, the transmissivity is constant, since the thickness, 
by definition, does not change. The differences between confined and unconfined are still small, 
and within the same magnitudes, verifying the functionality of the program. 
Since the entire aquifer in the domain is unconfined, the SLP algorithm was determined 
to be the best approximation of the system. It is the most demanding of the algorithms as far as 
computation time is concerned, but yields the most accurate results. Therefore, the rest of the 
analyses were performed with the SLP Unconfined system, and the LP Unconfined was only 
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used to verify the functionality of the program. The confined representation was not used any 
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Figure 4-3 Total pumping rates gathered from the three different configurations of the system. 
4.2.4 FORWARD OR BACKWARD DIFFERENCE METHODS 
The algebraic approximations of the response coefficients can be calculated in GWM 
with the two methods described in Section 3.3. The results of the forward and backward 
difference methods are compared. By analyzing the results, the mathematical response can be 
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assessed. Figure 4-4 presents the difference between the forward and the backward difference 
formulations for the unconfined system, with the SLP algorithm. In this case the columns 
represent the total amount of pumping after ten years for each iteration. The pumping rates 
experience the largest differences in the first few iterations. The values converged towards a 
common optimal value, at the end, but it was not a perfect match. 
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Figure 4-4 Total pumping rates for the forward and backward difference methods, with same 
perturbation parameters, for the seven iterations before program converges. 
The data were analyzed for each iteration during the ten years. Figure 4-5 presents the 
results of the last iteration. The figure presents the results of the last iteration. With the initial 
values utilized, the model took seven iterations to converge and yield an optimal solution. The 
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results should be identical for the last iteration but some differences are still present. The two 
methods are very sensitive to the perturbation value established in the SOLN file, and discussed 
in the next section. To verify that the discrepancy was caused by the perturbation value being too 
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Figure 4-5 Differences between the forward and backward difference method dnring each year of 
simulation, for the last iteration. 
The additional test reduced the initial perturbation values for the DINIT, and DIMIN, 
since the SLP algorithm is used. Both values were reduced by one order of magnitude, from I 
0.05! and !0.000051, to !0.0051 and !0.0000051, for DINIT and DIMIN, respectively. With these 
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values the program took eight iterations to find an optimal solution. There was still a difference 
between the final values. It was assumed that a different parameter is causing this effect. Since 
only one of the methods is used during the rest of the analyses, this fact was not investigated any 
further. 
The rest of the tests utilized the backward difference method. The backward difference 
method was simply chosen due to the reduction in pumping rates that occurs with each iteration. 
4.2.5 CHANGES TO THE PERTURBATION VA LUES 
Once the method of computation was selected, the magnitude of the perturbation 
parameter had to be determined. As it was clear by the previous test, the results are very sensitive 
to this parameter. The petturbation variable, ff, is the amount that the pumping rate changes. 
Since the initial analyses had been mn with a set of values, a range around those values was 
tested. The LP formulation was run with a DELTA value of -0.05. The SLP method was also run 
with a value of -0.05 for the DINIT parameter, equivalent to the DELTA, and -0.00005, and 5 for 
DMIN and DSC, respectively. These parameters are described in extensive detail in the manual 
for GWM (Ahlfeld et al, 2005). The magnitude of the perturbation parameter was varied through 
four orders of magnitude to determine the optimal value. The smaller the perturbation value is, 
the more accurate the approximation becomes. With smaller perturbation values, computation 
time increases substantially, taking more iterations for the program to converge. Therefore to 
select the perturbation value, the computational time was also considered. 
Figure 4-6 presents the difference in the total pumping rates for the three smallest values 
of the range tested. The withdrawal rates for the different perturbation values are very close to 
each other. The injection expetiences the largest difference of rates. Since the computational 
time of the program almost doubles every time the magnitude is decreased, and the difference 
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between a value for DINIT of -0.05 and the smallest two values of -0.005 and -0.0005 are 
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Figure 4-6 Total pumping rates at the end of simulation with different delta values. 
4.2.6 SLPVCRIT AND SLPZCRIT TEsTS 
For the SLP algorithm, two criteria must be met before the program converges. These 
parameters are described in Section 3.3. These two criteria are the change of pumping rates, and 
the change in objective function value, from one iteration to the next, SLPVCRIT and 
SLPZCRIT, respectively. 
After testing a range of values, the SLPVCRIT was established to be satisfactory at a 
value of 0.8, or 80% of the previous pumping rates. Figure 4-7 presents the pumping rates of a 
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selected well, in the southern area, during the six iterations before the results became stable. This 
value required 9 iterations of the flow process to obtain an optimal solution. After the sixth 
iteration the pumping rate values stabilized and the changes are small after that point. The figure 
presents the first six iterations, since any iteration after that yields the same results. 
Several smaller values were also tested but it was deemed a waste of computation time, 
since the results were essentially the same after six iterations. When a larger value, with a 
maximum of l, was used the computation time was reduced, but less iterations were also 
achieved. With fewer iterations, the model does not achieve a stabilization of the objective value 
during the ending years of the simulation. The well represented in Figure 4-7 experienced the 
largest change in pumping rates. It is the most isolated well, located far to the south of the 
domain, far from any other wells. The graphs for the rest of the wells are presented in the 
Appendix, beginning at page 107. 
The SLPZCRIT was also tested to establish the appropriate values. Four orders of 
magnitude were explored. Any value of SLPZCRIT lower than 0.001 produced non-
convergence. In these cases, the algorithm was stopped after 150 iterations. Values larger than 
0.001, did not yield any different results, therefore the value selected for the rest of the analysis 
is 0.001. 
As is expected with the same perturbation values, the Unconfined LP and the first 
iteration of the SLP yielded the same results. This is clearly portrayed in Figure 4-7. The rest of 
the iterations reflect various pumping rates, and therefore final objective values. The differences 
between each iteration were analyzed and none of them exceeded the value established by the 
SLPVCRIT. The pumping rates decreased during each iteration since the backward finite 
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Figure 4-7 Variations in withdrawal rates for each iteration of the SLP algorithm to maximize 
pumping 
4.2. 7 TEsTING VARIOUS PRICES FOR INJECTION 
One of the parameters that largely define the results of the management strategy is the 
cost coefficient of the injection. The price of injection was initially estimated, and was subjected 
to further inspection. It is a price set as a ratio of the withdrawal revenue and injection cost. For 
the previous analysis, the price of injection was set to a cost coefficient of -0.5. This implies that 
if a volume of water extracted brings a revenue of $1, the same volume injected would have a 
cost of 50 cents. When the cost coefficient was set at -0.6 and -0.7, the model could not converge 
and it was stopped after 100 iterations. After the seventh year the program does not inject enough 
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water to maintain the lower bound, resulting in continuous iterations. The model simply tries to 
find a solution by changing pumping patterns or locations, but results in endless iterations. 
Therefore all the values tested range between -0.5 and -0.1. All the variations were done with 
negative coefficients since there will always be a cost attached to the injection. Figure 4-8 
presents the difference in pumping rate with different cost for the injection. 
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Figure 4-8 Total pumping rates with different cost coefficients for the water injected. 
The total pumping achieved by the different cost coefficients clearly portrays that the 
lower the cost, the more injection is utilized, with a consequent effect of more withdrawal. Since 
the water imported for injection is dependent on many factors outside the control of the water 
autholities, it should not be assumed that the lowest cost could be a reliable cost. But for the 
intent of the mathematical functionality of the program the lowest cost stabilizes the injection 
and withdrawal, and it is worth further analysis. With stabilize pumping, the heads should also be 
stable, and that is the ultimate goal. 
78 
With the smallest cost of injection, which might be accomplished with a higher price to 
the consumers, the head in the aquifer becomes stable. Figures 4-9 and 4-10 present the head in 
relation to the pumping rates throughout the 10 years, at two specific sites. The first location is in 
the northern part of the aquifer, while the second one is in the south area. The graphs for all 
other wells can be found in the Appendix. Even though the lowest cost for the injection (Figure 
4-9.a and 4-lO.a) might not be a realistic value, it was used, among other values, to explore 
further analysis and alternatives. One of the objectives of this study is to come up with strategies 
for the management of the system, but a second one just as important, is to analyze the 
mathematical responses of the program. The stability of the pumping rates presented this 
opportunity. It is clear that the higher the price, the less injection into the aquifer (Figure 4-9.b 
and 4-lO.b ). As the simulation reaches the ending years, the decline of injection is even more 
dramatic. With the higher prices of injection, the program deems it non profitable to inject in the 
final years. 
The figures clearly portray the larger capacity of recharge in the northem area, where a 
large amount of groundwater flows into the aquifer. In the southern area, the heads are only 
maintained high when continuous injection is applied, at a much larger magnitude than the one 
injected at the north. To maintain the head elevation required by the upper bound constraint, the 
amount of injection into the southern area is double the amount in the northern area, for the 
lower cost case. Even with the larger amount of water injected, once injection stops, the heads 
drop to a lower elevation than in the northern area. This is verified by the known lower water 
elevations in the southem area. In essence, the water inflow from the northern area comes out at 
the southern boundary of the domain, therefore the injection and extraction patterns behave as 
expected. 
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Figure 4-9 Head elevations (line) and pumping rates (columns) at northern well. a) Lowest price 
tested, b) Highest price tested. 
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Figure 4-10 Head elevations and pumping rates at south well with different prices, a) and b). 
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4.2.8 SPATIAL ANALYSIS 
From these results, it was determined that a spatial analysis of the distribution of 
pumping should also be performed. Three major zones were identified, two with three wells, and 
one with four wells. These three zones are portrayed in Figure 4-11. Since the groundwater flows 
from the north boundary to the south, this division seemed to be the most appropriate. Figure 4-
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Figure 4-11 General location of three zones within the injection area 
The amount of withdrawal and injection is distributed very differently for the three areas. 
The maximum withdrawal and injection occurred at the southern part of the aquifer. Since this is 
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the outlet of the aquifer, and as discussed previously, the water elevation is the lowest around 
this area, the amount of pumping is larger than in the other areas. To keep the heads at an 
acceptable level, more injection needs to be applied. The larger amount of withdrawal in the 
southern area simply reflects that the water is collected before it exits the pumping region. As a 
result of the higher elevations of water in the northern and middle areas, the total amount of 
withdrawal is larger than the injection. The results of the aerial analysis also confirm that the 
model selects the pumping rates that are appropriate for each area. The model yields the ability 
to analyze any scenado which optimizes the pumping distribution around the aquifer. 
North Mddle 
Zone 
Figure 4-12 Total amounts of injection and withdrawal per zone 
South 
The results of this general formulation are also presented in Section 4.4, in a comparison 
with the results gathered from the next formulation, which maximizes the minimum head in the 
aquifer. 
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4.3 RESULTS OF MAXIMIZE MINIMUM HEAD FORMULATION 
The maximin formulation results were analyzed in a manner similar to the previous 
formulation. Since this version of GWM is still under construction, the results are considered 
preliminary. The general functionality of this version of the program was examined and verified. 
As described in Section 3.4, the general set up of this formulation is very similar to the 
maximize pumping formulation. But for this version of the program, the maximum minimum 
head achievable in the aquifer is determined by the program, not by the modeler. Therefore there 
is no lower bound on head established by the modeler, and the objective of the program is to 
maximize head, not pumping. 
4.3.1 FORWARD AND BACKWARD FINITE DIFFERENCE METHODS 
The sensitivity analyses performed on this version are very similar to those done with the 
previous formulation. The first analysis involved testing the two methods available to solve the 
algebraic approximation of the response derivatives, the forward or backward differences. The 
values determined by the previous formulation were used as the initial estimation. Therefore a 
value of -0.05 was set for the DELTA in the LP formulation and the DINIT in the SLP, and 
values of -0.00005, and 5, for the DIMIN and DSC respectively. Figure 4-13 presents the values 
gathered from the SLP formulation for the backward and forward difference methods with 
previously mentioned values. 
The results for the two methods are very similar. The program reached an optimal 
solution for the SLP algorithm in three iterations, which reduces significantly the computation 
time in comparison to the previous formulation. The amount of extraction met the demand, 
amounts but no extra withdrawal occurred. This is constant through all the sensitivity analyses 
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done with this formulation. The largest difference in pumping rates occmTed for the injection 
during the middle years. The two methods converged towards a common value at the end of the 
simulation. 
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Figure 4-13 Total pumping rates for each iteration of the SLP algorithm with the forward and 
backward difference methods. 
The amounts of injection clearly increase for the later years. For this version the last time 
period, which is the last injection cycle, experiences no pumping, as was true with the previous 
formulation. There is no demand immediately after, and the model does not inject anything, as 
was described previously. In this formulation the price of injection or revenue from extraction 
are not part of the objective function. The results clearly portray that the program is running 
appropriate! y. 
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For this formulation, the extraction for all the situations is exactly the amount defined in 
the summation constraints. The quantities of withdrawal required per year to meet consumer's 
demand, are presented in Section 3.3. The injection pumping rates are defined by the formulation 
and change depending on where the upper bound is situated. The initial heads and natural 
recharge from the northern boundary play a crucial part in this formulation. 
4.3.2 VARIOUS UPPER HEAD BOUND VALUES 
As previously described, the upper bound was established 200 feet below the ground 
surface, but some flexibility exists with this value. The ground SUlface was established to be at 
2500 feet above sea level by Phillips et al. (2003), and the upper bound of this study was started 
at 2300 feet. To test the responses of the aquifer, the upper boundary was tested within a range of 
300 feet. Figure 4-13 uses an initial upper bound of 2300 feet. During the times of injection, the 
upper bound is always reached at several of the wells. For the withdrawal periods, the maximum 
minimum head is reached at most of the wells. 
The upper bound for the maximin formulation was tested from 2100 to 2400 feet above 
sea level. The amounts of water injected into the system and the maximum minimum head 
changed depending where the bound was placed. The maximum minimum head that can be 
achieved reaches a stable point, that does not depend upon where the upper bound is placed. This 
relationship is clearly portrayed in Figure 4-14. The bottom of Layer 1 is marked by the dark line 
at 1950 feet above sea level. The initial heads and recharge capacity drive this fact. Any upper 
bound above 2230 feet always yielded the same answer. 
The surrounding hydrology of the system largely impacts the results. The upper bound is 
applied at the flow variables, or wells. This creates a cone of depression and elevation of the 
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head during times of withdrawal and injection, respectively. The heads around the wells might be 
higher, for the withdrawal periods, or vice versa for the injection periods, than the heads at the 
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Figure 4-14 Elevation of the maximum minimum head with different upper bounds on head 
Figure 4-15 presents the total injection as a function of the upper bound. For this 
formulation, the upper bound can be selected from the amount of injection that the program 
selects. The results clearly indicate that the aquifer has an optimal upper bound that can be 
establish by the modeler. Even if the maximum minimum head reaches a limit, the injection 
continues to vary with different upper bounds. The optimal upper bound to select is defined by 
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the minimum injection required to keep the maximum minimum head at the highest possible 
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Figure 4-15 Total injection that needs to he applied with the upper bound on head at different 
elevations. 
At 2100 feet, the lowest upper bound tested, the program computed the first iteration but 
during the second iteration the upper layer went dry too many times and the model did not 
converge. Since the maximum minimum head computed dudng the first iteration is below the 
bottom of layer 1 (1950 feet above sea level) the program is reacting appropriately. During this 
first and only iteration of the lowest bound tested, there was no injection into the aquifer. This 
results as an effect of the higher heads surrounding the well sites. This correlation portrays the 
proper functionality of this version of GWM. The optimal upper bound, derived from Figure 4-
15, is 2350 feet above sea level. This should be sufficiently far from the surface, around 150 feet, 
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to avoid any liquefaction during earthquakes, or evapotranspiration. A minimum head of 2083 
feet resulted from this formulation to maximize minimum head. The value for the minimum head 
is around 30 feet above the one established as lower bound constraint in the maximize pumping 
formulation. 
4.3.3 DISTRJBUTION OF PUMPING RATES 
The disttibution of pumping for each year changes depending on where the upper bound 
is placed. The withdrawal always meets the demand and experiences no further extraction as 
upper bounds change, but the amounts extracted from each well vary. Figure 4-16 presents the 
variations of withdrawal for one well when the upper bound is changed. Only the withdrawal is 
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Figure 4-16 Total yearly withdrawal rates for We119A, in northern area, with different upper 
bounds. 
88 
Injection also varies dramatically depending on where the upper bound is placed. For the 
well portrayed in the previous figure, injection only occurs with three of the upper bound 
constraints presented in the same figure. The rest of the values for the upper bound yielded zero 
injection for this location. 
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Figure 4-17 Total yearly injection for Well9A with different upper bounds 
The spatial distribution of the pumping rates was also analyzed. The same zones 
described with the previous formulation are used for this analysis. The pumping rates were 
analyzed for several of the upper bounds. Figure 4-18 presents the total pumping rates per year 
for each of the zones. The results reflect one more time the hydrology of the system. The largest 
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amount of withdrawal during the first year occurs in the northern part of the aquifer, where the 
initial heads are higher. Once the first injection cycle occurs, the main amount of withdrawal 
happens in the southern zone. The magnitude of injection in the southern zone is much larger 
than the injection in the rest of the areas, correlated with a larger amount of withdrawal. The 
middle area experiences the smallest pumping rates, for withdrawal and injection. With injection 
occurring to the north and south, the middle area does not have the capacity to store water, there 
is no place for the water to go. The total pumping rates follow the same pattern of distribution as 
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Figure 4-18 Distribution of pumping per zone for the maximin formulation. 
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This version of GWM proves to be very useful for dealing with problems of aquifer 
depletion. For the case of this aquifer, this formulation does a better job at maximizing minimum 
head than the maximize pumping formulation. There is a cost attached to the injected water, 
therefore the optimization of this resource must be a priority as well. Since the objective of the 
model is no longer to maximize pumping, the program only meets the demand constraints. 
4.4 COMPARISON OF BOTH FORMULATIONS 
The results of the two formulations described in the previous sections are compared in this 
section. Both formulations yielded optimal solutions which reflect the proper functionality of the 
program. Through two different approaches the program arrives at vety similar solutions for the 
value of the head in the aquifer. The difference between the results further revealed that each 
version is also working as intended. 
Both formulations have a similar configuration, with the same demands and upper bound, 
but different objective functions. This difference in the objective function largely defines the 
results gathered from both formulations. Since the maximin formulation determines the lower 
bound on the head by maximizing the minimum head, this lower bound is not binding as in the 
other formulation. 
The first formulation, to maximize withdrawal, results in a larger amount of withdrawal 
than the one established by the demands, which is expected. The second formulation, to 
maximize minimum head, only extracts the amount of water specified in the summation 
constraints file. For the case of this aquifer, where the depletion of the resources is a major 
concern, the maximin formulation does a better job at minimizing water usage. 
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All the sensitivity analyses of the mathematical parameters defining how the equations 
are solved yielded similar results for both formulations. Each with its own pumping rates and 
distributions, but, for example, the forward versus the backward method generated the same 
patterns. Since the figures reflecting these results were already presented in the results of each 
formulation, no further graphs of these analyses will be offered. 
The magnitude of the lower bound for the maximized pumping formulation is established 
at 2050 feet, since it was the value used for most of the previous analyses. This is around 30 feet 
lower than the maximum minimum head gathered from the maximin formulation. The upper 
bound was established at the same level for both formulations, 2350 feet above sea level. The 
highest cost of injection, 50 cents, for the formulation to maximize pumping was used. With the 
highest price, the injection and therefore the withdrawal are reduced. Since this formulation 
experiences larger amounts of withdrawal than the required quantities, this is a desirable 
scenario. The total pumping rates for both formulations are presented in Figure 4-19. 
The lower bound of the maximize pumping formulation was also established at 2080 feet 
above sea level. The maximin formulation was maintained the same. The differences of the 
maximize pumping formulation when two different lower bounds were applied, are minimal. The 
pattern of withdrawal is the same but with a larger magnitude for the formulation with the lowest 
bound of 2050. Since the allowable drawdown is larger, the model simply withdrawals more. 
The injection pattern is also similar for both cases but more injection is required with the higher 
bound of 2080, which is also consistent with the hydrology. With a higher lower bound the 
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Figure 4-19 Total amount of pumping for both formulations with upper bound at 2350, and lower 
bound at 2050 for the maximize pumping formulation. 
The results of the zone analysis pe1formed on both formulations, is presented in Figure 4-
20. The graph reflects the different distributions of pumping rates throughout the three zones 
described earlier. Once again, the southern zone experiences the larger amount of injection, for 
both formulations. This verifies one more time that the two versions are functioning as intended. 
To maintain the heads ·at the desired elevation, more water has to be injected into the southern 
zone, where the initial heads were the lowest. 
These graphs clearly pmiray that the maximin formulation does a better job at preserving 
the resources. Since the imported water is dependent on many factors outside the decision 
makers reach, plus it has an associated price attached to it, a conservative approach to its 
availability must be maintained. 
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The pumping rates are within the same magnitudes for both formulations, and with 
similar distributions. The southem area experiences a larger amount of injection and withdrawal. 
Since the groundwater flows towards the southern boundary of the domain, the model's 
determination to inject more water in this region is justified. The southern boundary is the outlet 
of the aquifer's flow, and by inputting water next to the exit the water table in the rest of the 
aquifer is maintained at a higher elevation. 
Since the formulations finish during an injection period, all the injection rates at the end 
of the time horizon are zero. By extending the time period of the model it can be verified that 
these zero injection rates are only caused by this time schedule. This variation is presented in 
Section 4.5. 
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Figure 4-20 Total amount of pumping per year for both formulations 
4.5 EXTENSION OF THE TIME HORIZON 
An alternative formulation was created to gain a better understanding of the aquifer's 
responses, and further test the functionality of the program. The time horizon of the model was 
extended to eleven and a half years. As mentioned in the previous chapter, the simulation model 
finished its run during the spring months. With this time setup, the program always yielded a 
zero pumping rate for the injection active during the last three time periods of the model's 
horizon. This response was expected from the model. For the maximize pumping formulation, 
the value of the injection variables in the objective function is negative, therefore the model 
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minimizes injection into the aquifer. For the maximin formulation, the pumping variables are not 
part of the objective function but the injection variables are also not included in the demand 
constraint, resulting in the non-usage unless needed. Only the maximize pumping formulation 
was tested for the extension of the time horizon, since it is based on the published version of 
GWM. It was assumed that the new version would behave the same, since it is no more than an 
expansion of the original program. 
To verify that these assumptions are true, the model was extended one year and a half. 
This creates three new six month periods, two withdrawal, and one injection. This forces the 
simulation to finish during a withdrawal period. Several of the files used exclusively for the 
simulation of the model tluough MODFLOW had to be changed to extend the simulation another 
one and a half years. One of the main changes to the simulation files occurs in the DIS file, in 
MOD FLOW 2000. The 60 time periods specified in the NPER parameter, was changed to 69. As 
described before, every stress period represents two months. At the end of the DIS file the 
PERLEN, NSTP, TSMULT, and Ss/tr parameters also had to be expanded. Their values do not 
change during the simulation periods, therefore a simple extension of the existing values is the 
only necessary step to take. 
Another major change that had to be performed to the simulation files was the extension 
of the WEL file for another year and a half. These are the unmanaged variables in the model, and 
they are predefined by the known data. The pumping rates for these wells are not constant during 
every period of the simulation. They are adjusted according to the water demands of the different 
seasons. The pumping rates for the last year and a half of the simulation were copied and inserted 
at the end of the well file to extend the simulation. Special care had to be taken to ensure that the 
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appropriate pumping rates were applied with the new stress periods. The final amount of time 
periods in the WEL file has to match the 69 specified in the DIS file. 
The OC file of the simulation had to be prolonged for the extra periods. By simply 
copying the last 18 lines (two per time period input) and pasting them at the end of the file this 
was accomplished. As described before, this file specifies the output of information once the 
simulation has ended, and the previous pattem was deemed satisfied. The file is setup to print the 
heads in the list file at the end of each time period. 
The last change that had to be performed to any of the simulation packages occurs to the 
RCH file. This file was extended in a similar manner as the well file. Since the recharge is season 
dependent, the rates change between time steps. The initial 60 time periods were again 
lengthened to 69, by copying the 9 periods representing the next cycle and pasting them at the 
end of the file. With this simple change the file was expected to be appropriate for the new 
formulation. 
All the GWM files had to be transformed to some degree. Since the optimization 
formulation is basically divided into the different files, all of them have to be adjusted if a time 
extension of the model occurs. Among other changes, new decision variables were created to 
represent the wells dming the new time periods. These new decision variables had to be added to 
the objective function, and the demand constraints. The head bounds also had to be extended by 
the creation of new constraints applied at the new times. These are some of the changes 
described in detail in the following paragraphs. 
As described in the previous chapter, each decision variable is active for a six month 
period. Six months of injection and six months of extraction result in two decision variables per 
year. With an extension of one and a half years, four withdrawal variables and three injection 
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variables needed to be included for each well. Since the nomenclature was maintained as in the 
original file, all the decision variables for one well have the same name with different endings, 
representing a withdrawal period (finishing with the letter a) or an injection one (with the letter 
b), and the year it is active in (a through j for the original formulation). The one extra injection 
variables extend the time periods from j to k, and the two new withdrawal periods, from j to 1. 
The objective function of the maximize pumping problem was modified to include the 
new decision variables. The coefficient values for the withdrawal, established from the previous 
formulation were maintained during this one. The injection was tested with the lowest and 
highest cost. 
The V ARCON file, representing maximum and minimum rates for the pumping 
variables, was extended to include the new decision variables. These rates are used with the 
DELTA or DINIT values to define the pumping rate of each perturbation, until the model 
converges. They can influence the results, but when the value is large enough they should not 
constrain the solution. 
The head bounds were also extended in a similar manner. The nomenclature of the head 
constraints is kept consistent with the well names, and the ending letters implying mode and time 
are also present. Therefore a simple extension of these endings resulted in the new constraints, 
just as was done for the decision variables. The constraints were applied in the same pattern as 
before. During the times of injection an upper bound is present, while the lower bound is 
activated for the times of withdrawal. 
The summation constraints file also had to be readjusted. The maximize pumping 
formulation only includes the demand of withdrawal in the SUMCON file. The demands are 
presented in a yearly basis, therefore two extra withdrawal periods had to be added. The file was 
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altered to include the new withdrawal variables active during each year. The amount of demand 
was increased at the same rate existent for the preceding years. The maximum amount of 
withdrawal, at the end of the one and a half year extension, was 8.0E+06 fe/d. 
4.6 ALTERNATIVE FORMULATION REsULTS FOR EXTENSION OF THE TIME HORIZON 
The maximized pumping formulation was tested with two different prices. Since the 
results varied dramatically for the miginal formulation when the prices were different, it seemed 
appropriate to explore them here as well. The highest value of -0.5, and the lowest one of -0.1 
were analyzed. The rest of the parameters were maintained constant at the values previously 
described. 
The assumption that the model was not utilizing the last injection period because there 
was no demand afterwards, was proven correct with this new formulation. The extension of the 
model to eleven and half years, forces it to finish during a period of withdrawal. Therefore the 
last period of injection is followed by withdrawal. Both prices experience some injection during 
this last period. The formulation with the highest price, experienced a much lower amount of 
injection in general, but this had been proven previously. Figure 4.21 presents the results for 
both prices. The results clearly portray that injection occurs when there is one more stress period 
of withdrawal at the end of the simulation. During the additional time periods, the two prices 
show the same patterns they had with the miginal formulation, which further verifies the 
efficient operation of the program. 
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GWM proved to be a versatile and efficient method to optimize the water resources of the 
Lancaster area. With the simulation process already done, the optimization was the main concern 
of this study. Since GWM is designed to work with MODFLOW 2000, the attachment of the two 
processes was seamless. 
The tests were pe1formed with two main motives. One intended to test the mathematical 
responses of the program, while the second one tested different formulations to manage the 
aquifer. The mathematical responses of the program were tested with a sensitivity analysis of the 
parameters that defined how the optimization process is solved. Most of these parameters are 
input in the SOLN file in GWM. The second part of the analyses was done by creating different 
management strategies, such as changing the price of injection, or the bounds on head. 
The first verification performed was the analysis of the simulation, before any 
optimization problem was attached to it. Since the files of the simulation process had to be 
retouched, the results were verified by comparison with the heads resulting from the Phillips et 
a!. (2003) study. The original formulation represented the aquifer as unconfined. This study 
created a confined formulation to compare the results. 
The parameters defining how the algebraic approximations are solved were tested 
extensively. The two methods to solve the approximations: the forward and the backward finite 
difference method; were compared. The results portrayed that the model was working as 
expected. The backward finite difference method was selected. 
Other major mathematical determinations of the model were the perturbation values, and 
the convergence cliteria. The results of the model were very sensitive to the perturbation value, 
for both the SLP and the LP algorithms. The convergence criteria, formed by two parameters 
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yielded mixed results. The model was sensitive to the SLPVCRIT parameter, but no so much to 
the SLPZCRIT one. The pumping rates change in a wider range than the total objective function. 
The second part of the changes created different strategies from formulation changes. By 
changing the bounds on head, very different optimal solutions can be gathered. The bounds were 
the main parameters defining the solution of the model. The maximin formulation, where a lower 
bound was not applied, was very sensitive to small changes in the upper bound. The maximize 
pumping formulation was also very sensitive to the price of injection. 
The two versions of GWM used during this study responded with efficiency and 
accuracy. The different results for the two formulations also portray the functionality of the 
program. Even with different configurations the two versions of GWM yielded similar values for 
the elevations of the water table in the aquifer. The largest difference occurs with the pumping 
rates, but the differences are simply a result of the two different formulations. The maximized 
pumping formulation clearly fulfills its objective and extracts more water than necessary. The 
maximized minimum head extracts and injects less water to maximize the elevations in the water 
table. 
Overall, GWM had no problems dealing with the large scale of the domain, or the 
transient nature of the problem. It resulted in solutions that could help decision makers to ensure 
the sustainability of the aquifer. An injection/extraction strategy might be the appropdate 
technique to stabilize the aquifer. 
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6.0 RECOMMENDATIONS AND FUTURE WORK 
Even though one of the objectives of this study is to come up with possible strategies to 
manage the aquifer, more importantly the functionality of the program with a large transient 
problem was to be tested. 
More analyses could be considered to test the program even further. The demands in the 
base formulations were applied on a yearly basis. By applying the same demands by region, the 
response of the program can be analyzed and new management strategies can be developed. Also 
the separation of the variables to give them larger freedom with their pumping rates would be 
recommended. That would imply that instead of one variable to represent six months, there 
would be one variable to represent two months. With constant monitoring of the aquifer, the 
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Table A-2 Differences between confined and unconfined system 
STORAGE= -23196.062 
CONSTANT HEAD= 7587.875 
WELLS- 0 
RECHARGE= 0 




CONSTANT HEAD= 0 
WELLS= 0 
RECHARGE= 0 
TOTAL OUT= -15659.25 
IN- OUT= 50.9375 
% DISCREPANCY- 0 
Table A-3 Results for the SLP algorithm using various DINIT 
Din it 0.0500 0.0050 0.0005 
Totals Totals Totals 
Withdrawal Withdrawal Withdrawal 
1 7.1743E+06 7.1743E+06 7.1743E+06 
2 1.0818E+07 1.0861E+07 1.0819E+07 
3 1.1259E+07 1.1573E+07 1.1265E+07 
4 1.1509E+07 1.1571 E+07 1.1510E+07 
5 1.1253E+07 1.1664E+07 1.1246E+07 
6 1.1196E+07 1.1367E+07 1.1195E+07 
7 1.0943E+07 1.1058E+07 1.0943E+07 
8 1.0441E+07 9.7326E+06 9.7471E+06 
9 8.6468E+06 8.4424E+06 7.6734E+06 
10 7.5000E+06 7.5000E+06 7.5000E+06 
Injection Injection Injection 
1 1.6652E+07 1.7144E+07 1.6652E+07 
2 1.3801E+07 1.5318E+07 1.3801E+07 
3 1.3293E+07 1.2858E+07 1.3288E+07 
4 1.1176E+07 1.2578E+07 1.1176E+07 
5 1.1133E+07 1.1042E+07 1.1134E+07 
6 1.0139E+07 1.0078E+07 1.0139E+07 
7 8.5353E+06 5.8064E+06 6.1822E+06 
8 3.6026E+06 3.6422E+06 1.4646E+06 
9 2.3914E+06 2.7039E+06 3.5299E+06 
10 O.OOOOE+OO O.OOOOE+OO O.OOOOE+OO 
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Figure A-1 Results for each well using two different prices for injection 
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