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Abstract. Avatare dienen traditionell der digitalen Repräsentation echter Personen in der virtuellen Welt, z.B. in Computerspielen oder Online Chats. Bislang
ist die Erstellung realitätsnaher, insbesondere dreidimensionaler, Avatare mit
großem Aufwand verbunden. Dieser Betrag präsentiert das Konzept eines kostengünstigen Körperscanners durch Nutzung des Spielecontrollers Microsoft
Kinect. Ein auf diesem Sensor basierendes Verfahren ermöglicht es, qualitativ
hochwertige, digitale Ganzkörpermodelle von Menschen durch einen einzelnen
Scan zu erzeugen. Eine Besonderheit liegt in der einfachen Bedienbarkeit der
Software und der schnellen Generierung des Avatars. Neben der reinen Erfassung der Körperform ermöglicht ein weiteres Verfahren, die erstellten 3D Modelle zu vermessen und in Echtzeit zu animieren. Die Evaluation der Methode
zur Erzeugung von Ganzkörpermodellen konzentriert sich zunächst auf die Frage der Genauigkeit. Hier werden Testergebnisse und der Vergleich mit Daten
einer physischen Messung sowie den Messwerten eines professionellen Bodyscanners vorgestellt.
Keywords: 3D Rekonstruktion, Body Scanning, nicht rigide Registrierung,
Avatar

1

Motivation

Neue Technologien führen zunehmend zu einer Verschmelzung der realen mit der
digitalen Welt. So sind virtuelle Prototypen bereits seit vielen Jahren wichtiger Bestandteil der Produktentwicklung in der Konsumgüterindustrie [1]. Ein weiterer Trend
ist die Virtualisierung des Kunden zur Unterstützung und Realisierung einer Vielzahl
von Anwendungen. Dabei erschließt sich der betriebswirtschaftliche Nutzen eines
dreidimensionalen, menschlichen Körpermodells (Avatars) vorwiegend aus dem entsprechenden Anwendungsfeld. Neben dem Einsatz in Computerspielen, in sozialen
Netzwerken oder für Gesundheitsdienste erscheint insbesondere die Verwendung von
Körperdaten im E-Commerce als Nutzen stiftend [2]. Der Internethandel erlebt seit
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Bestehen ein stetiges Wachstum, welches sich positiv im Vergleich zum Einzelhandel
absetzen kann [3]. Der Konsumgüterbereich weist insbesondere im Handel mit Bekleidung eine hohe Wettbewerbsintensität auf [4] und bildet mit knapp einem Drittel
aller Onlineshops die umsatzstärkste Warengruppe im Internet [5]. Trotz der positiven
Entwicklung haben in diesem Bereich sowohl Kunden als auch Unternehmen mit
Problemen zu kämpfen. Im Vergleich zum traditionellen Einzelhandel kann beispielsweise eine mangelnde persönliche Beratung mit entsprechender Fachkompetenz
genannt werden [6]. Bis zum Erhalt der Ware ist es dem Kunden nicht möglich, das
Kleidungsstück auf Passgenauigkeit zu prüfen. Dies führt nicht selten zu Unzufriedenheit des Kunden und folglich zur Rücksendung bzw. zum Umtausch der Ware und
verursacht zusätzliche Kosten. Einer Studie zufolge schickt jeder dritte Kunde seine
Ware zurück, wobei 65% der Retouren damit begründet werden, dass das Produkt
nicht passt, nicht gefällt oder nicht der Beschreibung entspricht [7]. Der Einsatz der
entsprechenden Körpermaße des Kunden schafft die Möglichkeit zur Abgabe von
Größenempfehlungen und kann so die Zahl der retournierten Artikel reduzieren. Eine
Kombination mit der Visualisierung virtueller Kleidungsstücke schafft einen zusätzlichen Anreiz und führt zu einer positiven Customer Experience im Einkaufsprozess
[8].
Neben der Erfassung der Körperdaten durch manuelles Maß nehmen haben sich
professionelle und teure Bodyscanner etabliert, in denen Personen digital vermessen
werden. Insbesondere die Digitalisierung des Körpers zu Hause beim Anwender mit
Hilfe der dort verfügbaren Hardware stellt noch immer eine große Herausforderung
dar. Der vorliegende Beitrag stellt eine Methode zur Realisierung eines kostengünstigen Bodyscanners auf Basis des Microsoft Kinect Spielecontrollers vor, der ohne
Vorwissen des Nutzers bedient werden und innerhalb von Sekunden ein dreidimensionales Modell des menschlichen Körpers erzeugen kann. Da das vorgestellte Verfahren ein vorgegebenes 3D Körpermodell an die Körperform des Benutzers anpasst,
können semantische Informationen vollautomatisch auf das erzeugte Körpermodell
übertragen werden. Dies ermöglicht eine Vielzahl von Anwendungen für den erzeugten Avatar. So kann dieser beispielsweise automatisiert vermessen oder in Echtzeit
durch Bewegungen des Benutzers animiert werden.

2

Verwandte Arbeiten

Alternative Verwendungsmöglichkeiten für den Kinect Sensor sind nicht neu und im
Internet weit verbreitet. So ist durch die verbaute Sensorik insbesondere der Einsatz
als kostengünstiger 3D Scanner eine intensiv diskutierte Thematik, denn die digitale
Erfassung physischer Objekte war bislang, insbesondere aufgrund teurer Hardwarekomponenten, nur mit enormen Kosten realisierbar. Auch mit dem Erfassen menschlicher Körperformen befassen sich bereits sowohl Forschungsinstitute als auch private
und kommerzielle Entwickler.
Eine vom Deutschen Forschungszentrum für Künstliche Intelligenz (DFKI) im
Jahr 2011 publizierte Softwarelösung erlaubt es, Abbilder menschlicher Personen
durch Verwendung eines einzelnen Kinect Controllers zu erstellen [9]. Zum Erfassen
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einer Person ist es notwendig, diese vor dem Sensor um die eigene Achse zu drehen,
bzw. den Sensor kreisförmig um die Person herum zu bewegen. Neben Algorithmen
zum Schließen der Schleife kommen Methoden zum Einsatz, die aus der erzeugten
Reihe von Tiefenbildern ein hochauflösendes Tiefenbild (super-resolution Algorithmus1) erzeugen und per nicht-rigider Registrierung Unschärfe und Artefakte reduzieren. Im vorgeschlagenen Konzept werden 30 Sekunden Zeitaufwand für den ScanProzess sowie eine Berechnungszeit von 278 Sekunden für die Erstellung des Avatars
einer stehenden Person veranschlagt2. Die Möglichkeit, die Körperproportionen der
aufgenommenen Personen automatisch zu vermessen bietet der Ansatz nicht.
Ein ähnliches Vorgehen wird durch die Softwarekomponente ReconstructMe [11]
der Firma PROFACTOR GmbH umgesetzt, die jedoch nicht rein auf die Erfassung
menschlicher Körper ausgerichtet ist. Auch hier wird der Sensor bewegt, um Objekte
aufzunehmen. Der Nutzer erhält in Echtzeit Feedback, indem das Objekt als Punktewolke am Bildschirm aufgebaut wird. Weiterhin erlaubt die Software eine manuelle
Vermessung des erfassten Objekts im metrischen System. Die Qualität der erstellten
3D Modelle ist zwar gut und hochauflösend, jedoch sind diverse manuelle Schritte
sowie eine leistungsfähige Maschine zur Berechnung der Geometrie nötig.
Die zuvor genannten Ansätze zur Erstellung von dreidimensionalen Avataren unterscheiden sich in mehreren Punkten erheblich vom vorgestellten Vorgehen. Bei
allen Methoden ist es notwendig, den Sensor um die zu scannende Person herum zu
führen. Da diese still stehen muss ist es daher ausgeschlossen, dass eine einzelne Person den Scan Prozess vollständig alleine durchführen kann. Zwar weisen die erstellten
3D Modelle meist eine hohe geometrische Qualität auf, jedoch ist der Vorgang im
Vergleich zur vorgestellten Methode aufwendig und beansprucht viel Rechenleistung
und Zeit. Eine automatische Vermessung des erzeugten Avatars an vorgegebenen
Landmarken sowie die Berechnung von Kleidergrößen sind in keinem der Ansätze
berücksichtigt. Auch die Simulationsmöglichkeit der erzeugten Avatare durch Überlagerung der Skelettstruktur in Echtzeit fehlt.
Eine Lösung zum Erfassen der Körperform mit drei Kinect Sensoren wird von
Tong et al. [12] beschrieben. Die einzelnen Sensoren werden dabei so positioniert,
dass ein Sensor die obere vordere Körperhälfte, einer die untere vordere Körperhälfte
und der dritte den Mittelteil der hinteren Körperhälfte aufnimmt. Die zu scannende
Person wird auf einem Drehteller positioniert und während des Scanprozesses einmal
um die eigene Achse gedreht. Durch eine Verschmelzung aller Einzelaufnahmen entsteht so ein fein aufgelöstes Dreiecksmodell. Weiterhin zeigen die Autoren einige
Beispiele für Kleidersimulation. Da das Verfahren keine semantischen Informationen
oder Landmarken berechnen kann ist die Ausrichtung der Kleidungsstücke jedoch ein
aufwändiger Prozess, der für jeden Scan erneut durchgeführt werden muss und nicht
automatisiert werden kann. Die benötige Hardware (3 Kinect Sensoren und ein Drehteller) schließt einen Einsatz im häuslichen Umfeld aus.
Ein Ansatz der dem vorgestellten ähnelt wurde im Jahr 2011 von Weiss et al. [13]
publiziert. Dabei werden von der zu scannenden Person 4 Aufnahmen angefertigt:
1
2

Siehe dazu auch [10]
Intel ® CPU 2.67Ghz, 12GB RAM, Windows 7
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von vorne, von der Seite, von hinten und schräg vor der Seite. Im Anschluss wird ein
generisches Körpermodell so angepasst dass der Abstand zwischen dem Körpermodell und den einzelnen Scans minimiert wird. Durch die Einführung eines zusätzlichen Fehlerterms, welcher Abweichungen zwischen der Silhouette des generischen
Körpermodells und den aufgenommenen Scans bestraft, kann die Qualität der erzeugten Avatare weiter gesteigert werden. Der Algorithmus basiert auf einem komplexen,
nicht-linearen Optimierungsproblem. Berechnungszeiten von etwa einer Stunde pro
Scan schließen den produktiven Einsatz des Verfahrens aus.
Die spezifische Ausrichtung auf eine einfache und schnelle Benutzung durch einen
einzelnen Anwender stellt das Alleinstellungsmerkmal der angestrebten Lösung dar.

3

Anforderungen und technische Umsetzung eines
Körperscanners auf Basis der Microsoft Kinect

3.1

Problemstellung

Das in diesem Beitrag vorgestellte Verfahren nutzt zur Datenaufnahme den im Jahr
2010 von Microsoft vorgestellten Kinect Sensor. Der ursprünglich als Spielecontroller
verkaufte Sensor besitzt neben einer Standard Farbkamera einen Tiefensensor, welcher für jeden aufgenommenen Pixel dessen Abstand zur Kamera misst. Dazu projiziert der Sensor ein unregelmäßiges Punktemuster im Infrarotspektrum in die Szene,
dessen Reflektion von einer Infrarotkamera aufgenommen wird. Aus der Verzerrung
des Musters wird dann im Sensor die Tiefe – also der Abstand zur Kamera – an den
einzelnen Punkten berechnet. Da schätzungsweise 10.000 bis 20.000 Punkte in die
Szene projiziert werden, tastet der Kinect Sensor die Tiefe der Szene folglich also an
etwa genauso vielen Punkten ab. Diese Tiefenwerte werden anschließend vom Sensor
auf alle 640x480 aufgenommenen Bildpunkte extrapoliert. Durch das Platzieren von
3D Punkten entlang der durch die Bildpunkte definierten Sichtstrahlen in der entsprechenden Tiefe kann aus dem Tiefenbild die Geometrie der Szene berechnet werden.
Aufgrund der limitierten tatsächlichen Auflösung des Kinect Sensors ist es jedoch
nicht möglich, ohne weiteres ein brauchbares dreidimensionales Körpermodell aus
der Geometrie zu erfassen (vgl. Abb. 1).
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Abb. 1. Kinect Daten: Tiefenkarte mit Farbinformationen (links), beleuchtete Tiefenkarte ohne
Farbinformation (rechts) zeigt klare Quantisierungsartefakte

3.2

Ansatz

Um dennoch ein hochwertiges Körpermodell generieren zu können wird ein neu entwickelter Algorithmus zur Rekonstruktion von Gesichtsscans aus Kinect Daten [14]
für die Rekonstruktion von Ganzkörpermodellen erweitert. Dieser Algorithmus basiert auf der Idee, ein generisches Gesichtsmodell so anzupassen, dass die Tiefendaten
bestmöglich approximiert werden. Da das Gesichtsmodell nur „plausible“ Gesichter
zulässt, können entstandene Artefakte (Rauschen, Quantisierungsartefakte, etc.) aus
den Kinect Sensordaten ausgeglichen werden.
Die Rekonstruktion des detailgetreuen dreidimensionalen Körpermodells erfolgt in
drei Schritten (vgl. Abb. 2). Zunächst wird die Pose der aufgenommenen Person mithilfe der Skeletterkennung der OpenNI Bibliothek [15] ermittelt. Der Anwender muss
für diesen Schritt so gut wie möglich eine vom System vorgegebene Pose einnehmen.
Anschließend wird die Pose eines generischen Körpermodells unter Verwendung von
Skelettdeformation an die aufgenommene Pose angepasst. Mithilfe von nicht-rigider
Registrierung wird anschließend das Dreiecksmodell des generischen Avatars so angepasst, dass es die Eingangsdaten bestmöglich approximiert werden. Das bedeutet,
die optimale Deformation des generischen Avatars wird so bestimmt, dass der Abstand zwischen den Eingangsscans und dem generischen Avatars minimiert wird. Die
Vorderseite des nicht-rigide registrierten Avatars stimmt nun weitestgehend mit dem
aufgenommenen Scan überein. Jedoch enthält sie auch alle vom Kinect Sensor aufgenommene Artefakte, die z.B. durch Rauschen entstehen. Um diese Artefakte zu beseitigen und um eine plausible Rekonstruktion der Rückseite der gescannten Person zu
erhalten, wird das nicht-rigide registrierte Modell abschließend in den Raum der plausiblen Körpermodelle [16] projiziert. Dieser enthält Körperscans von 114 Personen
sowie sämtliche Linearkombinationen derer Körperformen.
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2.) Nicht-rigide
Registrierung

Statistisches Modell
eines menschlichen
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3.) Schätzen der
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Scandaten anpassen

Projektion des
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Standard Avatar
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Rekonstruierter persönlicher
Avatar

Abb. 2. Ablaufdiagramm des Algorithmus

Da nun jeder Scan durch ein angepasstes generisches Körpermodell repräsentiert
wird, können Landmarken auf dem generischen Körpermodell auf den aufgenommenen Avatar übertragen werden. Ausgehend von diesen Landmarken kann der Avatar
vermessen und z.B. die optimale Konfektionsgröße für die aufgenommene Person
ermittelt werden. Weiterhin können mit Hilfe der Nvidia Physx Bibliothek [17] virtuelle Kleidungsstücke auf dem Avatar simuliert werden. Dies ermöglicht eine Analyse
der Passgenauigkeit der ausgewählten Kleidungsstücke sowie eine visuelle Repräsentation. Durch Überlagerung der vom Kinect Sensor aufgenommenen Bewegungsmuster des Nutzers auf den Avatar ist es darüber hinaus möglich, den erstellten Avatar in
Echtzeit zu animieren und so z.B. einen virtuellen Spiegel zu realisieren.
3.3

Erfassungsprozess

Um das Scannen menschlicher Körper praktikabel für eine Heimnutzung zu machen,
müssen sowohl die Hardwarekonfiguration als auch die Durchführung des eigentlichen Scans so einfach wie möglich gehalten werden.
Aus diesem Grund wird, wie in Abb. 3 gezeigt, ein Aufbau mit nur einem einzelnen Kinect Sensor verwendet. Dieser wird in einer Höhe von etwa 90 Zentimetern
über dem Boden angebracht und entsprechend horizontal der zu scannenden Person
ausgerichtet. Mit diesem Aufbau ist es möglich, eine Person durchschnittlicher Größe
in einem Abstand von etwa 230 Zentimetern vollständig zu erfassen.
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Kinect Sensor

Zu scannende Person

Abb. 3. Vorgeschlagenes Hardware Setup

Um die notwendige Nutzerinteraktion auf ein Minimum zu reduzieren wird nur ein
einzelner Scan der Vorderseite der Person erstellt und daraufhin der persönliche
Avatar aus der entstandenen Tiefenkarte vollautomatisch berechnet. Während des
Vorgangs muss die Person für knapp eine Sekunde still stehen. In diesem Zeitraum
werden mehrere Einzelaufnahmen erstellt, die zusammengefasst und zu einem einzelnen Scan optimiert werden. Die Verarbeitung der Daten beginnt unmittelbar nach der
Aufnahme und benötigt je nach Rechenleistung zwischen zwei und fünf Sekunden.
Anschließend wird der generierte Avatar angezeigt.
3.4

Methoden und Softwarewerkzeuge

Wenn vom Softwaremodul erkannt wird, dass sich eine Person im Erfassungsbereich
des Kinect-Sensors befindet wird diese aufgefordert, eine Scan-Pose einzunehmen
(aufrecht, frontale Ausrichtung zum Sensor, die Arme entspannt mit leichtem Abstand
zu den Hüften). Das auf dem Bildschirm angezeigte Videobild wird anschließend mit
dem Skelettmodell der erfassten Person überlagert. Sobald die Pose der Person mit
der geforderten Scan-Pose übereinstimmt, erhält sie nach einem drei-sekündigen
Countdown die Anweisung still zu stehen, woraufhin der Scan-Vorgang automatisch
startet.
Durch die Erzeugung einer Reihe von Einzelbildern (innerhalb des Drittels einer
Sekunde werden bei 30 Bildern pro Sekunde insgesamt zehn Bilder erstellt) ist es
möglich, etwaiges Rauschen zu vermindern und die Qualität der Tiefenkarte durch
zeitliche und räumliche Filtermechanismen zu verbessern. Zudem ist es nötig, die
dreidimensionale Punktwolke der gescannten Person, sowie deren Skelettstruktur aus
dem gefilterten Bild zu extrahieren. Hierzu kommt die OpenNI [15] Bibliothek zum
Einsatz. Die gefilterte Punktwolke sowie das extrahierte Skelettmodell sind beispielhaft in Abb. 2 (zweites Bild oben) dargestellt.
Zusätzlich zur aufgenommenen Punktwolke wird ein statistisches Modell menschlicher Körperformen [16] als Eingabe für den Avatar-Fitting-Algorithmus verwendet.
Dieses statistische Modell basiert auf 114 vollständigen Körperscans, welche durch
die Registrierung eines gemeinsamen Dreieck-Netzes mit den Punktwolken aus einem
kommerziellen, hochauflösenden Bodyscanners erzeugt wurden. Darüber hinaus wird
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der Avatar des statistischen Modells mit einem Skelett angereichert, welches dieselbe
Topologie aufweist, wie das durch OpenNI extrahierte. Das statistische Körperformmodell sowie der mit einem Skelett angereicherte Avatar sind im linken Bereich von
Abb. 2 abgebildet.
Der vorgestellte Prozess zur Rekonstruktion eines vollständigen Körpermodells aus
der erzeugten Punktwolke folgt im Wesentlichen der Methode von Zollhöfer et. al.
[14]. Die drei Schritte, welche zur Rekonstruktion notwendig sind, sind im Ablaufdiagramm in Abb. 2 dargestellt.
Der erste Schritt des Avatar Fitting Algorithmus dient dazu, die Pose des BasisAvatars mittels Skelett-Deformation auf die Pose des aufgenommenen Avatars der
gescannten Person zu adaptieren. Die Skelett-Deformation geschieht über eine Skalierung und Rotation der Knochen des Basis-Avatars, so dass diese mit der Position und
Proportionen der aufgenommenen Person übereinstimmen.
fehlende Information

Avatar
Template

Scan der
Vorderseite

Rigide
Ausrichtung

Finale
Registrierung

Abb. 4. Inkorrekte Rekonstruktion der Avatar-Rückseite

Nach Einpassung der Pose muss der Avatar an die Körperform der gescannten Person
angeglichen werden. Dazu wird der Basis-Avatar derart deformiert, dass er der Geometrie der Tiefenkarte der jeweiligen Eingangsdaten entspricht. Dazu kommt ein
Algorithmus zur nicht-rigiden Registrierung von 3D Modellen zum Einsatz, wie er
bereits von Zollhöfer et. al. beschrieben ist. Der Algorithmus simuliert im Wesentlichen den physikalischen Prozess der Umformung des Basis-Avatars in die durch die
Tiefenkarte vorgegebene Form. Dabei wird angenommen, dass der Basis-Avatar aus
einem gummiartigen Material besteht. Nun werden durch das Lösen eines mathematischen Optimierungsproblems die Positionen der 3D Punkte die den Basis-Avatar
beschreiben so bestimmt, dass zum einen die für die Deformation benötigte Energie
minimiert und zum anderen der Abstand zwischen den beiden Modellen so klein wie
möglich wird. Da die Punktewolke jedoch nur Daten von der Vorderseite der Person
enthält, wird die Rückseite des Avatars durch die Optimierung nicht an die aufgenommene Person angepasst. Stattdessen verhält sich die Körperrückseite wie ein elastisches Modell und die nicht-rigide Registrierung versucht, die Oberfläche des Körpers aufrechtzuerhalten. Daraus ergibt sich das Problem, dass der hintere Teil und
damit das Gesamtvolumen des Avatars zu groß geschätzt werden, wenn ein durchschnittlicher Avatar gegen den Scan einer sehr schlanken Person gefittet wird. Abb. 4
illustriert einen Querschnitt eines derart aufgeblähten Avatars. Rauschen des Kinect
Scans sowie Kleidung, die während des Aufnahmeprozesses getragen wird, führen
außerdem zu unerwünschten Artefakten (Abb. 2, oben, drittes Bild von links).
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Um diese Artefakte zu kompensieren und einen qualitativ hochwertigen Avatar zu
erhalten, wird anschließend der registrierte Avatar in den Raum der plausiblen Körperformen projiziert. Da die aufgespannte Menge möglicher Körperformen des erzeugten Avatars keine Mängel abbildet, werden durch lose Kleidung oder Rauschen
entstandene Artefakte zuverlässig eliminiert. Zu beachten ist hierbei jedoch, dass
nicht der gesamte registrierte Avatar in den vom statistischen Modell aufgespannten
Raum projiziert wird. Stattdessen werden lediglich diejenigen Punkte des Modells
herangezogen, die auf der Vorderseite des Avatars liegen. Dies hat zur Folge, dass der
Rücken des Avatars – der, wie im letzten Abschnitt erwähnt, mit großer Wahrscheinlichkeit nicht dem der aufgenommenen Person entspricht – keinen Einfluss auf das
final erzeugte Abbild mehr hat. Hingegen erzeugt der vorgestellte Ansatz entsprechend des statistischen Modells stets die plausibelste Rückseite für eine gegebene
Front.
3.5

Limitierungen

Das Körpermodell wird aus einer einzigen frontalen Aufnahme des Kinect Sensors
erstellt. Dies bedeutet insbesondere, dass nur Charakteristiken der Körpervorderseite
aufgezeichnet werden. Von Rücken und Po werden keine 3D Daten aufgezeichnet.
Das Aussehen von Rücken und Po muss also vom Algorithmus geschätzt werden.
Diese Schätzung funktioniert in den meisten Fällen gut, da in der Regel eine hohe
Korrelation zwischen der Beschaffenheit der Körpervorder- und Rückseite besteht.
Ausgeprägte Hüften weisen z.B. auf einen großen Po hin. Diese Korrelation wird vom
verwendeten statistischen Modell ausgenützt. In Einzelfällen kann es aber vorkommen, dass die rekonstruierte Körperrückseite nicht exakt mit der echten Körperrückseite übereinstimmt.
Das für die Arbeit verwendete statistische Körpermodell, bestehend aus 114 Scans
von Personen, beschreibt die in der Natur mögliche Varianz von Körperformen nicht
vollständig sondern nur zu einem gewissen Prozentsatz (vgl. Abb. 5). Es ist daher
nicht möglich, Modelle von Menschen mit sehr außergewöhnlichen Körperformen
(z.B. mit körperlichen Behinderungen) zu rekonstruieren.

Abb. 5. Einige Scans aus dem verwendeten statistischen Körpermodell
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Im Rahmen einer Umfrage durchgeführte Akzeptanzstudien [18] zeigen auf, dass sich
die Wahrnehmung einzelner Testpersonen gegenüber der von ihrem Körper erstellten
Avatare stark unterscheidet. Alle Analysen wurden mit einem professionellen Bodyscanner durchgeführt, der das menschliche Abbild millimetergenau wiedergibt. Die
Identifikation mit dem eigenen Abbild fällt jedoch teilweise schwer: So werden z.B.
von Frauen hauptsächlich Brüste, Hüfte, Beine und Po, sowie von männlichen Testpersonen vorwiegend Bauch sowie mangelnde Muskulatur des Avatars kritisiert. Es
ist also anzunehmen, dass Menschen sich, unabhängig vom Geschlecht, selbst gerne
mit ansprechenderen Maßen sehen, als es der Realität entspricht.
Um die späteren Nutzer nicht zu enttäuschen und eine positive Kundenerfahrung
zu gewährleisten, wird eine Methode zur geschlechterspezifischen Anpassung implementiert. Dazu werden zwei unabhängige statistische Körpermodelle, eines für Frauen
und eines für Männer, erstellt. Nach Angabe des Geschlechts der aufgenommenen
Person können so bessere Fitting Ergebnisse erzielt werden. Auch kann als visuelle
Repräsentation ein „aufgehübschtes“ Selbst dargestellt werden, welches positive Attribute stärker herausstellt, in Wirklichkeit aber etwas von den realen Messdaten abweicht.

4

Ergebnisse

Die meisten betriebswirtschaftlichen Einsatzgebiete setzen eine hohe Messgenauigkeit bei den erfassten Körpermodellen voraus. Um die Genauigkeit der vorgestellten Scanmethode zu validieren wurde eine Reihenvermessung mit insgesamt 25
Testpersonen (7 männlich, 18 weiblich) im Alter von 19 bis 32 Jahren durchgeführt.
Abb. 6 zeigt vier im Rahmen der Reihenvermessung mithilfe des beschriebenen Algorithmus rekonstruierte Avatare sowie die dazugehörigen rohen Kinect Tiefendaten.
Der gesamte Rekonstuktionsprozess wie in Kapitel 3 beschrieben dauert auf einem
Notebook mit einer Core2 Duo CPU mit 2.4GHz Taktfrequenz weniger als 5
Sekunden. Somit ist sichergestellt, dass das Rekonstruktionsergebnis unmittelbar im
Anschluss an den Scanprozess angezeigt werden kann.

Abb. 6. Rekonstruierte Avatare sowie die dazugehörigen Kinect Tiefendaten
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Abb. 7. Für die Evaluation verwendete Messpunkte

4.1

Evaluation der Messgenauigkeit

Um die mit dem vorgestellten Körperscanner erzielten Messergebnisse validieren zu
können wurden alle Probanden der Reihenvermessung zusätzlich mit einem professionellen Bodyscanner der Firma Human Solutions sowie manuell durch einen erfahrenen Maßschneider vermessen. Für jeden Avatar wurden anschließend jeweils 11 für
die Produktion von Maßkleidung relevante Größen bestimmt. Diese sind in Abb. 7
dargestellt. Da die vorgestellte Methode ein Standardkörpermodell an den Eingabescan anpasst ist es ausreichend, Landmarken für die Vermessung an diesem Standardkörpermodell zu definieren. Die Vermessung eines aufgenommenen Avatars an den
entsprechenden Landmarken kann anschließend vollautomatisch geschehen.

Abb. 8. Boxplot der absoluten Fehler der vom Kinect Scanner ermittelten Maße im Vergleich
zu den vom Maßschneider gemessenen Werten.

Zur Evaluation der Genauigkeit des präsentierten Systems wurden alle vom Kinect
Körperscanner ermittelten Messwerte mit den vom Maßschneider („Goldstandard“)
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bestimmten Werten verglichen. Ein Boxplot dieses Vergleichs ist für die 11 bestimmten Messwerte in Abb. 8 zu sehen. Es fällt auf, dass die Maße Brustumfang, Unterschenkelumfang, Rückenbreite, Abstand Hals-Brust, Bein- sowie Schrittlänge mit
einer relativ hohen Genauigkeit (durchschnittlicher Fehler kleiner 2cm) bestimmt
werden konnten. Für die Maße Taillenumfang, Bauchumfang, Hüftumfang und Oberschenkelumfang sind die erzielten Ergebnisse mit einem durchschnittlichen Fehler
zwischen 2 und 4 Zentimetern deutlich schlechter. Dies kann darauf zurückgeführt
werden, dass dem präsentierten Algorithmus zur Bestimmung der Maße ausschließlich Informationen über die Körpervorderseite der gescannten Person zur Verfügung
stehen. Die weniger genau geschätzten Maße sind jedoch auch stark von der Körperrückseite der Probanden abhängig.

4.2

Vergleich mit anderen Systemen

Beim Vergleich der Messwerte mit den im Rahmen der Arbeit von Weiss und Kollegen [13] erzielten Ergebnissen fällt auf, dass die beiden Systeme eine ähnliche Genauigkeit aufweisen. Während der Oberschenkelumfang im vorgestellten System (erstes
Quartil: 1,1 cm/Median: 2,1 cm/drittes Quartil: 4,1 cm) etwas ungenauer ermittelt
wird als von Weiss [13] (0,5/1,8/3,2), werden die Maße Brustumfang (0,6/1,4/3) vs.
(1/1,5/2,1), Hüftumfang (1,1/2,4/4,8) vs. (2,3/3,5/4,8) sowie Armlänge (0,7/1,3/2,2)
vs. (1,3/2,3/4) mit einer höheren Genauigkeit erfasst.
Der Vergleich mit der Methode von Weiss et al. [13] zeigt, dass das vorgestellte
System ähnlich präzise ist wie aktuelle State-of-the-art Methoden, jedoch sowohl vom
Prozess als auch den verwendeten Algorithmen signifikant einfacher. Während die
Methode von Weiss aus insgesamt 4 Eingabescans in circa einer Stunde den Avatar
berechnet, benötigt das vorgestellte System nur einen Scan sowie ca. 5 Sekunden bis
zur Erzeugung des personalisierten Avatars
In der Praxis ist keine hundertprozentige Messgenauigkeit zu erwarten. Dies liegt
zum einen daran, dass der menschliche Körper nicht starr ist sondern sich zwischen
zwei Messungen verformt (insbesondere durch Atmung sowie durch die angenommene Pose), was zu Abweichungen in den ermittelten Maßen führen kann. Weiterhin ist
die Identifikation von Landmarken (insbesondere bei übergewichtigen Personen) für
die Vermessung des menschlichen Körpers oft schwierig, was zur Folge hat, dass sich
auch die Maße, die ein Schneider zu unterschiedlichen Zeitpunkten bestimmt, nicht
identisch sind.
Zur Ermittlung der bestmöglichen Messgenauigkeit werden die Daten eines kommerziellen Körperscanners der Firma Human Solution mit den von Hand ermittelten
Maßen verglichen. Eine Gegenüberstellung der Abweichungen des kommerziellen
Scanners sowie des vorgestellten Kinect Scanners zu den manuellen Messdaten ist in
Abb. 9 gezeigt. Es ist deutlich zu erkennen, dass die sieben Maße, für die der Kinect
Scanner eine relativ hohe Genauigkeit aufweist, fast genauso gut bestimmt werden
wie vom professionellen Bodyscanner.
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Abb. 9. Mittlerer absoluter Fehler (links) sowie Varianz der absoluten Fehler (rechts) für den
vorgestellten Kinect Scanner (rote Linie) sowie den Human Solutions Body Scanner (blaue
Linie).

5

Zusammenfassung und Ausblick

Der Beitrag präsentiert eine Methode zur Erstellung persönlicher Körperscans auf
Basis einer einzelnen Microsoft Kinect. Besonderer Fokus liegt dabei auf der einfachen und schnellen Bedienbarkeit durch nur eine Person, sowie der automatisierten
Vermessung.
Die vorgestellte Evaluation der Genauigkeit zeigt, dass 7 der 11 automatisch ermittelten Körpermaße mit nahezu der gleichen Präzision bestimmt werden können wie
von einem professionellen Körperscanner. Die Genauigkeit der anderen 4 Maße kann
noch nicht als zufriedenstellend bezeichnet werden. Die großen Fehler bei den entsprechenden Maßen können insbesondere darauf zurückgeführt werden, dass die Körperrückseite der gescannten Person einen großen Einfluss auf die entsprechenden
Maße hat. Dies hat zur Folge, dass das vorgestellte System aufgrund der relativ großen Sprünge zwischen zwei Kleidergrößen (z.B. S, M, L, XL) zwar ausreichend genau ist, um eine Größenempfehlung bei Standardprodukten wie T-Shirts und Hosen
zu geben. Für den Einsatz im Bereich der Mass Customization oder für eng anliegende Kleidungsstücke wie z.B. Sportkleidung oder BHs ist das System jedoch noch
nicht geeignet.
In der weiteren Forschung soll daher zur Vermeidung von Messfehlern aufgrund
mangelnder Daten der Rückseite der Person in Zukunft eine zweite Aufnahme gemacht und ähnlich wie bei Weiss et al. [13] mit der Aufnahme der Körpervorderseite
fusioniert werden. Zur Verbesserung der Qualität der erstellten Avatare soll weiterhin
die Datenbasis des statistischen Körpermodelles erweitert werden. Auch die Verbesserung der Eingabedaten hat präzisere Körpermodelle zur Folge. Eine derartige Möglichkeit besteht darin, den verbauten Schwenkmotor des Geräts in den Scanprozess
einzubeziehen und eine Person schrittweise von oben bis unten zu scannen. Dieses
Vorgehen böte zwei Vorteile. Zum einen kann die Kinect näher an der aufgenommenen Person platziert werden, was zu einer Verbesserung der Auflösung führt. Zum
anderen kann durch die Kombination aller Einzelaufnahmen während des Schwenks
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ein Superresolutionsansatz implementiert werden, was die Auflösung der Eingabedaten weiter verbessert.
Die Kombination mehrerer Sensoren in einem gemeinsamen Aufbau ermöglicht
unter Zuhilfenahme der vorgestellten Methoden die Entwicklung eines leistungsfähigen Körperscanners, der z.B. in Ladengeschäften zum Einsatz kommen kann.
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