Abstract. In this paper, we first prove that given pairwise distinct algebraic numbers α 1 , . . . , α n , the numbers α 1 + t, . . . , α n + t are multiplicatively independent for all sufficiently large integers t. Then, for a pair (a, b) of distinct integers, we study how many pairs (a + t, b + t) are multiplicatively dependent when t runs through the set integers Z. Assuming the ABC conjecture we show that there exists a constant C 1 such that for any pair (a, b) ∈ Z 2 , a = b, there are at most C 1 values of t ∈ Z such that (a + t, b + t) are multiplicatively dependent. For a pair (a, b) ∈ Z 2 with difference b − a = 30 we show that there are 13 values of t ∈ Z for which the pair (a + t, b + t) is multiplicatively dependent. We further conjecture that 13 is the largest number of such translations for any such pair (a, b) and prove this for all pairs (a, b) with difference at most 10 10 .
Introduction
Given n ≥ 1 non-zero complex numbers z 1 , . . . , z n ∈ C * , we say that they are multiplicatively dependent if there exists a non-zero integer vector (k 1 , . . . , k n ) ∈ Z n for which (1.1) z k 1 1 · · · z kn n = 1. Otherwise (if there is no such non-zero integer vector (k 1 , . . . , k n )), we say that the numbers z 1 , . . . , z n are multiplicatively independent. Consequently, a vector in C n is called multiplicatively dependent (resp. independent) if its coordinates are all non-zero and are multiplicatively dependent (resp. independent). To avoid confusion, the vectors with zero coordinates, like (0, 1), are not considered to be multiplicatively dependent (although, by convention, 0 0 1 1 = 1) or independent. In [8] , several asymptotic formulas for the number of multiplicatively dependent vectors of algebraic numbers of fixed degree (or lying in a fixed number field) and bounded height have been obtained. In an ongoing project [14] , the authors continue to study multiplicatively dependent vectors from the viewpoint of their density and sparsity. By contrast, in this paper aside from the multiplicative dependence and independence of a given set of algebraic numbers we also want to investigate the multiplicative dependence and independence of their translations. More generally, the authors in [7] study multiplicative dependence of values of rational functions in some special cases. We remark that a method on deciding the multiplicative independence of complex numbers in a finitely generated field has been proposed by Richardson [12] .
In Section 3 (Theorem 3.1), we prove a result which implies that given pairwise distinct algebraic numbers α 1 , . . . , α n , n ≥ 2, for each sufficiently large integer t, the algebraic numbers α 1 + t, . . . , α n + t are multiplicatively independent. This is in fact a special case of [2, Theorem 1'] . A weaker version of this statement given in [4, Lemma 2.1] was used in [4] and so it is an additional motivation for Theorem 3.1. In particular, by Theorem 3.1, for an integer vector (a 1 , . . . , a n ) whose coordinates are pairwise distinct, there are only finitely many integers t for which the numbers a 1 + t, . . . , a n + t are multiplicatively dependent. So, a natural question is to estimate the number of such integers t corresponding to a given integer vector. In this paper, we investigate in detail the case of dimension n = 2 by presenting some explicit formulas, upper bounds and several conjectures. See Theorems 4.2, 4.3, 4.4 and 4.8. For example, we conjecture that for any pair of distinct integers (a, b) ∈ Z 2 , the number of such integer translations t is at most 13, which is in fact related to two special forms of Pillai's equation. The pair (a, b) = (1, 31) is an example which has exactly 13 integer translations leading to multiplicatively dependent vectors (see Section 4).
Preliminaries
For the convenience of the reader, we recall some basic concepts and results in this section, which are used later on.
For any algebraic number α of degree deg α = m ≥ 1, let f (x) = a m x m + · · · + a 1 x + a 0 be the minimal polynomial of α over the integers Z, where a m > 0. Suppose that f is factored as
over the complex numbers C. The height of α, also known as the absolute Weil height of α and denoted by H(α), is defined by
Besides, we define the house of α to be the maximum of the modulus of its conjugates:
see [16, Section 3.4] . Clearly, if |a 0 /a m | ≥ 1 we have
m |α|. In particular, for any algebraic integer α = 0 we have H(α) ≤ |α|.
The next result shows that if algebraic numbers α 1 , . . . , α n are multiplicatively dependent, then one can find a relation as in (1.1), where the exponents k i , i = 1, . . . , n, are not too large; see for example [5, Theorem 3] or [11, Theorem 1] .
Lemma 2.1. Let n ≥ 2, and let α 1 , . . . , α n be multiplicatively dependent non-zero algebraic numbers of height at most H ≥ 2 and contained in a number field K of degree D over the rational numbers Q. Then, there are k 1 , . . . , k n ∈ Z, not all zero, and a positive number c 1 which depends only on n, such that
Furthermore, if K is totally real, then there are integers k 1 , . . . , k n , not all zero, as in (2.1) and a positive number c 2 which depends only on n such that
Proof. Let w(K) be the number of roots of unity in K. Note that for Euler's totient function ϕ we have ϕ(m) ≫ m/ log log m for any m ≥ 3. Since ϕ(w(K)) ≤ D, we obtain w(K) ≪ D log log(3D). Then, using [5, Theorem 3 (A)] we can get (2.2). In the same fashion, (2.3) follows directly from [5, Theorem 3 (B) ].
The following statement is Mihȃilescu's theorem (previously known as Catalan's conjecture) [6] , which roughly says that (2 3 , 3 2 ) is the only case of two consecutive powers of natural integers.
Lemma 2.2 ([6]). The equation
with unknowns b ≥ 1, y ≥ 2, a ≥ 1, x ≥ 2 has only one integer solution (a, b, x, y) = (2, 3, 3, 2).
We also need the following classical result due to Siegel [15] .
If f has at least three simple roots, then the equation y 2 = f (x) has only finitely many integer solutions (x, y).
Multiplicative independence
In the following theorem, we confirm the multiplicative independence among the translations of algebraic numbers. Actually, we can do more than it was claimed at the beginning.
Theorem 3.1. Let α 1 , . . . , α n be pairwise distinct algebraic numbers, and let d = [Q(α 1 , . . . , α n ) : Q]. Then, there is a positive constant C = C(n, α 1 , . . . , α n ) such that for any algebraic integer t of degree at most |t| 1/(nd+1) and with |t| ≥ C, the following n algebraic numbers α 1 + t, . . . , α n + t are multiplicatively independent.
We remark that the exponent 1/(nd + 1) for |t| here is not optimal and is chosen for the sake of simplicity.
Proof. The result is trivial for n = 1. Assume that n ≥ 2. Without loss of generality, we can further assume that
Indeed, if |t| = |t|, then there is a Galois isomorphism σ of the Galois closure of Q(α 1 , . . . , α n , t) over Q such that |σ(t)| = |t|. Then, it suffices to verify the multiplicative independence of the algebraic numbers
Take |t| large enough. Then, we can assume that α i + t = 0 and, moreover, |1 + α i /t| − 1 < ε, i = 1, 2, . . . , n, for a sufficiently small ε > 0. For a complex number z, let arg(z) ∈ (−π, π] be the principal argument of z. Note that for ε ≤ 1/2 and each i = 1, 2, . . . , n, we have
Thus, using the fact that |x| ≤ 2| sin x| for any x ∈ [−π/2, π/2], we can further assume that the principal arguments satisfy
Besides, by the basic properties of the Weil height (see, e. g., [16] ) and (3.1), we have
Here, H(t) ≤ |t|, since t is an algebraic integer and |t| = |t|, by (3.1). For a contradiction, assume that α 1 +t, . . . , α n +t are multiplicatively dependent, that is, there is a non-zero vector (k 1 , . . . , k n ) ∈ Z n such that
. Then, by the degree assumption on t, we find that
By Lemma 2.1 (see (2.2)) and (3.3), we can further assume that the nonzero integers in (3.4) can be chosen such that
where c 3 depends only on n, α 1 , . . . , α n . (Note that d also depends on α 1 , . . . , α n .) Observe first that if in (3.4) we have S = n i=1 k i = 0, then, since each |α i + t| is close to |t|, the absolute value of the left-hand side of (3.4) is either very large (if S > 0) or very small (if S < 0) provided that |t| is large enough, which contradicts with (3.4) . Indeed, by (3.4), we obtain
we can assume that S > 0, and hence S ≥ 1. Then, using |t| ≤ |t| S we deduce that
By taking logarithms of both sides and using (3.5), we get the inequality |t| log |t| ≤ c 4 |t| n/(nd+1) (log |t|)
for some constant c 4 depending only on n, α 1 , . . . , α n . However, this inequality cannot hold for |t| large enough, because n/(nd + 1) < 1. Thus, we must have S = 0. Now, by (3.4) combined with
With our assumptions, by (3.2), we further deduce that
which, by (3.5), is clearly less than π when |t| is large enough. So, by taking logarithms of both sides of (3.6), we obtain
where "log" means the principal branch of the complex logarithm. Then, using the Taylor expansion we deduce that
Multiplying both sides of (3.7) by t and using the bound (3.5), we get
where c 5 is a constant depending only on n and α 1 , . . . , α n . Assume that
Then, by Liouville's inequality (see [16, Proposition 3.14] ) and the upper bound (3.5), one can easily get that
where c 6 is a constant depending only on n and α 1 , . . . , α n . Clearly, in view of nd − n + 1 > n(d − 1) the two estimates (3.8) and (3.9) lead to a contradiction provided that |t| is large enough. Hence, we must have
Applying the same argument to (3.7), step by step, we obtain
This is a system of n linear equations with unknowns k 1 , . . . , k n . Notice that its coefficient matrix is the Vandermonde matrix with non-zero determinant, since α i = α j for 1 ≤ i = j ≤ n. So, we must have
which contradicts to the assumption that (k 1 , . . . , k n ) is a non-zero vector. This completes the proof of the theorem.
Following the same arguments as in the proof of Theorem 3.1 and using the inequality (2.3) of Lemma 2.1 (instead of (2.2)) which yields
instead of (3.5), we obtain the following: Theorem 3.2. Given n ≥ 2 pairwise distinct totally real algebraic numbers α 1 , . . . , α n , there is a positive constant C = C(n, α 1 , . . . , α n ) such that for any totally real algebraic integer t with |t| ≥ C, the following n algebraic numbers α 1 + t, . . . , α n + t are multiplicatively independent. Corollary 3.3. Given a positive integer m and n ≥ 2 pairwise distinct algebraic numbers α 1 , . . . , α n , there is a positive constant C = C(m, n, α 1 , . . . , α n ) such that for any algebraic integer t of degree at most m and with |t| ≥ C, the following n algebraic numbers α 1 + t, . . . , α n + t are multiplicatively independent.
In particular, we have: Corollary 3.4. Given n pairwise distinct algebraic numbers α 1 , . . . , α n , there are only finitely many integers t ∈ Z for which the translated numbers α 1 + t, . . . , α n + t are multiplicatively dependent.
On the other hand, for a fixed integer t ∈ Z, there are infinitely many vectors (α 1 , . . . , α n ) ∈ Z n such that (α 1 + t, . . . , α n + t) is multiplicatively independent. For example, we can choose α i = p i − t for each i, where p 1 , . . . , p n are pairwise distinct rational primes.
Sets of multiplicatively dependent vectors
4.1. General setting. In this section, we focus our attention on vectors in Z 2 which are multiplicatively dependent. This turns out to be related to Pillai's equation, which is a quite typical kind of Diophantine equation and has been extensively studied; see, for example, [1, 3, 13] .
Starting from an integer vector (a 1 , . . . , a n ) ∈ Z n , we can get a set of multiplicatively dependent vectors in Z n by adding t ∈ Z to each coordinate of the given vector. Corollary 3.4 implies that the set of such t ∈ Z is finite when the coordinates of the given vector are pairwise distinct, namely, a i = a j for i = j. Now, a natural question is to estimate the size of the set of possible t ∈ Z for which the vector (a 1 + t, . . . , a n + t) is multiplicatively dependent (and thus contains no zero coordinates by definition). In this paper, we only consider the simplest case n = 2.
Given a vector (a, b) ∈ Z 2 with a = b, note that either (1, b − a + 1) or (−1, b − a − 1) is multiplicatively dependent obtained from (a, b) by translation as above, because b − a + 1 and b − a − 1 cannot be zero at the same time. So, the set of all possible t ∈ Z only depends on the difference b − a, which is also called the difference of the set. For an integer d ∈ Z, we denote by
where |M(d)| is the cardinality of the set M(d). One interesting direction is to study the size of M(d), and especially whether the following maximum
is finite. (Clearly, the set M(0) is infinite, because it consists of all pairs (a, a) ∈ Z 2 , a = 0.) Note that for any multiplicatively dependent vector (a, b) ∈ Z 2 , we certainly have (a, b) ∈ M(b − a). So, the sets M(d), d ∈ Z, form a disjoin union of all the multiplicatively dependent vectors in Z 2 . Since there is a one-to-one correspondence between the vectors in M(d) and those in M(−d) by the permutation of coordinates, we have
for any d = 0. So, in the sequel we will always assume that d ∈ N.
Before going further, let us emphasize the following useful fact about multiplicatively dependent vectors in Z 2 . That is, if (a, b) ∈ Z 2 , a = b, is multiplicatively dependent, then there exists a positive integer g and two non-negative integers x, y such that (a, b) = (±g x , ±g y ).
4.2. Some explicit formulas. We essentially relate M(d) to counting integer solutions of two simple Pillai's equations in the lemma below. Throughout, for any given integer d ≥ 1 we say that an integer solution (g, x, y) of the equation
is primitive if g is not a perfect power. Let N + (d) be the number of primitive integer solutions of (4.1). Similarly, for any given integer d ≥ 1 we say that an integer solution (g, x, y) of the equation
is primitive if g is not a perfect power. Let N − (d) be the number of primitive integer solutions of (4.2).
Proof. Let
(g, x, y) is a primitive solution of (4.1)} and
(g, x, y) is a primitive solution of (4.2)}.
We claim that
if d is odd, and r . This time, in view of g x (g y−x − 1) = 2 r and x ≥ 1, we must have g x = 2 r and g y−x = 2. Hence, (g, x, y) = (2, r, r + 1) is the only primitive integer solution of (4.2). It follows that N − (2 r ) = 1, which gives two vectors
So, by Lemma 4.1, it follows that M(2 r ) = 2 · 0 + 2 · 1 + 4 + 1 = 7 for r ≥ 2, as claimed. This completes the proof of (i). To handle the case when d is the product of a power of 2 and a power of an odd prime, i. e., d = 2 r p s , where p ≥ 3 is a prime and r, s ≥ 1, we shall use Mihȃilescu's theorem, that is, Lemma 2.2. Recall that a prime number p is said to be a Fermat prime if p = 2 m + 1 for some positive integer m, and consequently m must be a power of 2. So far, the only known Fermat primes are 3, 5, 17, 257, 65537. Also, recall that a prime number p is called a Mersenne prime if p = 2 m − 1 for some positive integer m, and in fact m must be also a prime. for r ≥ 4, we have
Let p ≥ 5 be a prime, and let r, s be two positive integers. Then, In the second case of (4.6), we must have g = p and x = s. The second equation g y−x + 1 = 2 r becomes (4.8)
Clearly, r ≥ 2. Note that we cannot have y − s ≥ 2 in (4.8), by Lemma 2.2. Hence, y = s + 1. This yields p = 2 r − 1. Hence, the contribution of the "second case" of (4.8) into the quantity N + (2 r p s ) is one if and only if p = 2 r − 1, where r ≥ 2, and zero otherwise. Combining both these contributions we deduce that 
In the first case of (4.10), we obtain (g, x) = (2, r), and the second equation
Clearly, we must have y − r ≥ 2. By Lemma 2.2, the equality in (4.11) can not hold for s ≥ 2. For s = 1 there is a unique integer solution of (4.11) if and only if p is a Mersenne prime.
In the second case of (4.10), we obtain (g, x) = (p, s). The second equation g y−x − 1 = 2 r becomes p y−s − 1 = 2 r .
For r = 1 we obtain p = 3 and y = s + 1. For r = 3, we must have p = 3 and y = s + 2. Then, for r ∈ N \ {1, 3}, by Lemma 2.2, we must have y = s + 1 and so p is a Fermat prime of the form p = 2 r + 1. Therefore, as above, combining both contributions into N − (2 r p s ) we derive that 
Furthermore, if d is square-free, then
Proof. We first define the subset of factors of d:
Since d has m distinct prime factors, where m ≥ 3, we have
From (4.1), since 1 ≤ x < y and d = g x (g y−x + 1), in view of gcd(g x , g y−x + 1) = 1, we obtain g x ∈ D(d). By the same argument, from (4.2) it follows that g x ∈ D(d). However, since d is not of the form 2 r ·3, there are no positive integer g ≥ 2 and non-negative integers x, u, v for which
This means that g x counted as a primitive solution (g, x, y) in N + (d) and g x similarly counted in N − (d) are distinct. Thus, we obtain
Therefore, applying Lemma 4.1, we deduce that
This completes the proof of (4.13).
From the above discussion, we see that there is an injective map, say σ, from the primitive integer solutions of (4.1) or (4.2) to the set D(d) that sends (g, x, y) to g x . To prove the second part in (4.14), we need to show that there are m elements in D(d) which are not in the image of σ when m ≥ 4. Now, we assume that d is square-free with the following prime factorization
We first claim that the cases g 
In particular, this implies the first part of (4.14) when m = 3.
To complete the proof, we only need to exclude m − 2 more cases when m ≥ 4. For any 2 ≤ i < m, as the above, both equations Lemma 4.5. Assume that x 1 , x 2 , y 1 , y 2 are fixed positive integers with x 1 > x 2 , y 1 > y 2 , x 1 > y 1 , gcd(x 1 , x 2 ) = 1 and gcd(y 1 , y 2 ) = 1. Then, the equation
has only finitely many positive integer solutions (a, b).
Proof. Note that, since x 1 > y 1 and y 1 > y 2 ≥ 1, we have x 1 > y 1 ≥ 2. If y 1 ≥ 3, then, by [10, Theorem 1], the equation
has only finitely many positive integer solutions (a, b). Next, let y 1 = 2. Then, y 2 = 1, and thus the equation (4.15) becomes
with unknowns a, b. If x 1 = 2x 2 , then, since gcd(x 1 , x 2 ) = 1, we must have x 1 = 2, which contradicts with x 1 > y 1 = 2. So, we can assume that x 1 = 2x 2 . Then, using [10, Theorem 2] and noticing x 1 ≥ 3, we only need to consider the following cases:
(4.17) (x 1 , x 2 ) = (3, 1), (3, 2) , (4, 1), (4, 3) , (6, 2) , and (6, 4) .
In order to apply Lemma 2.3, we rewrite (4.16) as (4.18) 4a
For any case of (x 1 , x 2 ) listed in (4.17), the left-hand side of (4.18) is in fact a polynomial in a. By computing its discriminant, one can see that it is non-zero, so the polynomial 4a x 1 + 4a x 2 + 1 has at least three simple roots. Thus, by Lemma 2.3, the equation (4.18) has only finitely many integer solutions (a, b). This completes the proof of the lemma.
The following lemma is a direct analogue of [3, Theorem 6.1] , where the equation
Lemma 4.6. Under the ABC conjecture, the equation
has only finitely many positive integer solutions (a, b, x 1 , x 2 , y 1 , y 2 ) with a > 1, b > 1, x 1 > x 2 , y 1 > y 2 and a
Proof. First, applying the same arguments as those in Step 1 and Step 2 of the proof of [3, Theorem 6 .1], we can prove that, under the ABC conjecture, both x 1 and y 1 are bounded from above. Next, let us fix positive integers x 1 , x 2 , y 1 , y 2 , where x 1 > x 2 , y 1 > y 2 . If gcd(x 1 , x 2 ) > 1, then in (4.19) we can replace a by a gcd(x 1 ,x 2 ) . So, without loss of generality, we can assume that gcd(x 1 , x 2 ) = 1 and gcd(y 1 , y 2 ) = 1. If x 1 = y 1 , then by a x 1 = b y 1 we have a = b, say a > b, and so
which implies that there is no such integer solution (a, b). Thus, we can further assume that x 1 = y 1 , say, x 1 > y 1 . Then, by Lemma 4.5, the equation
has only finitely many positive integer solutions (a, b). This concludes the proof. We are now ready to give a conditional uniform upper bound for M(d). 
Consequently, M(d) ≥ 9 for each d of the form n 2 + n, n ≥ 2.
4.5. Numerical data and conjectures. In this section, we want to design an algorithm for computing M(d), d ∈ N, and perform the corresponding computations. From Theorem 4.2 (ii), we only need to compute M(d) for positive even integers d. Based on Lemma 4.1, we design Algorithm 1 for this purpose. As one can see, the algorithm is very simple, and essentially it is also an algorithm to solve the equations (4.1) and (4.2). Here, we use PARI/GP [9] to implement this algorithm and make the corresponding computations. From Table 1 , one can also observe the following interesting phenomenon. Corresponding to the values 5, 7, 9, the quotients of the numbers of such integers d in two nearby rows are very close to 10, 2, 3, respectively.
Based on our computations, we pose two conjectures on the equations (4.1) and (4.2) as follows, which are of independent interest. Tables 2 and 3, which is also compatible with our numerical data. So, in conclusion we suggest the following conjecture. 
