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ABSTRACT
We study the lass of quasi-alphabeti relations, i.e., tree transformations dened
by tree bimorphisms (ϕ, L,ψ) with ϕ, ψ quasi-alphabeti tree homomorphisms and L a
regular tree language. We present a anonial representation of these relations; as an
immediate onsequene, we get the losure under union. Also, we show that they are
not losed under intersetion and omplement, and do not preserve most ommon oper-
ations on trees (branhes, subtrees, v-produt, v-quotient, f-top-atenation). Moreover,
we prove that the translations dened by quasi-alphabeti tree bimorphism are exatly
produts of ontext-free string languages. We onlude by presenting the onnetions
between quasi-alphabeti relations, alphabeti relations and lasses of tree transforma-
tions dened by several types of top-down tree transduers. Furthermore, we get that
quasi-alphabeti relations preserve the reognizable and algebrai tree languages.
Keywords: regular tree language, tree homomorphism, tree bimorphism, tree transduer
1. Introdution
Tree transformations were extensively study in the past four deades from the
algebrai point of view oered by tree bimorphisms [3, 6, 22, 24, 25℄ or from the
dynami point of view provided by tree transduers [4, 9, 11, 17, 18℄. Reently, new
types of tree transduers were used with onsiderable suess in modeling trans-
lations between natural languages espeially beause of their ability to apture
syntax-sensitive transformations and to do ertain reorderings of parts of sentenes.
This way, the new eld of syntax-based mahine translation was established (see
[12, 14, 15, 16℄ and the referenes therein). Unfortunately, properties that may im-
prove the translation proess (e.g., losure under omposition and preservation of
reognizable and algebrai tree languages [14, 15℄) do not hold in general for most
of the main tree transduer types [5, 9, 11, 16℄.
First proposed as models of a ompiler [13℄, synhronous grammars represent
lasses of tree transformations that desribe in a natural way translations between
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natural languages [1, 19, 20, 21℄. It onsists of two formal grammars with produ-
tions linked by some riteria, pairs of reursively related sentenes being generated
simultaneously. This way, not only that they model the syntax-sensitive transforma-
tions between natural languages, but moreover, they intrinsially desribe (perform)
diult loal rotations required by natural language pairs with extremely dierent
strutures suh as Arabi-English or Chinese-English. Unfortunately, the mathe-
matial framework oered by suh formalisms is quite poor sine for example, no
losure results were known [20℄.
An elegant algebrai way to dene tree transformations is by the tree bimorphism
formalism whih is formed by two tree homomorphisms dened on the same ommon
tree language. Tree bimorphisms were used with onsiderable suess in proving
properties like losure under omposition and preservation of reognizability, espe-
ially when suitable restritions were imposed on its onstituents [3, 6, 22, 24, 25℄.
Moreover, by taking the yields of the input trees and output trees, they are trans-
formed into word-for-word translation devies. A survey on the main lasses of tree
bimorphisms and their harateristis is [29℄.
Using the tree bimorphism formalism, S.M. Shieber was the rst one who
linked tree transduers and synhronous grammars in an attempt to improve the
mathematial framework of the later devies [20, p.95℄: ...the bimorphism har-
aterization of tree transduers has led to a series of omposition losure results.
Similar tehniques may now be appliable to synhronous formalisms, where no
omposition results are known... Following this lead, the lass of quasi-alphabeti
tree bimorphisms that dene the same translations as syntax-direted translation
shemata of [1℄ was introdued in [23℄. In [28℄ onnetions between these tree bi-
morphisms and other synhronous grammars are presented in detail, and similar
results involving other types of tree bimorphisms are summed up in [29℄.
It was already shown in [23℄ that the tree transformations dened by quasi-
alphabeti tree bimorphisms, alled quasi-alphabeti relations here, are losed under
omposition and inverses, and preserve the reognizability of tree languages. In the
present work we further investigate the properties of this lass from a theoretial
point of view (What other losure properties has or what ommon operations on
trees are preserved? Is there any anonial representation of suh a lass? What
is its plae in the tree transduer hierarhy?) but also having in mind their on-
netion with synhronous grammars (What other mathematial properties an be
transferred to several types of synhronous grammars? What is the power of the
translations dened by quasi-alphabeti bimorphisms?).
Our results an be summarized as follows. After presenting in Setion 2 the
basi denitions and notions used, we show in Setion 3 that there is a anonial
representation of quasi-alphabeti relations, and by using it, that these relations are
losed under union. Also, we show that they are not losed under intersetion and
omplement. After this, we turn our attention to what ommon operation on trees
are preserved by suh relations: we found out that intersetion and reunion with
a regular language are preserved, but branhes, subtrees, v-produt, v-quotient, f -
top-atenation are not, in general. We end Setion 3 by proving a more general result
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of [23℄: the translations dened by quasi-alphabeti tree bimorphisms are exatly the
produts of ontext-free string languages. Setion 4 is dediated to the onnetion
of quasi-alphabeti relations with other well-known lasses of tree transformations:
alphabeti transdutions [6℄, nite-state relabelings [9℄, tree transformations dened
by several types of top-down tree transduers [9℄ and top-down tree transduers
with look-ahead [10℄. All the results are depited in the Hasse diagram of Figure 1.
Moreover, as an immediate onsequene of the fat that quasi-alphabeti relations
are stritly inluded in the lass of alphabeti ones, we get that our lass preserves
reognizable and algebrai tree languages, too.
2. Preliminaries
Let R, S, and T be sets, and onsider a relation τ ⊆ S × T . The fat that
(s, t) ∈ τ an also be expressed by writing s τ t. For every s ∈ S, let sτ = {t | s τ t}.
More generally, for every A ⊆ S, we let Aτ =
⋃
a∈A aτ . The inverse of τ is the
relation τ−1 = {(t, s) | s τ t}. The omposition of two relations ρ ⊆ R × S and
τ ⊆ S × T is the relation ρ ◦ τ = {(r, t) | ∃s ∈ S : r ρ s τ t}. The identity
relation idS is {(s, s) | s ∈ S}. If S is understood, then we simply write id. For
(total) mappings ϕ : S → T we generally identify sϕ and ϕ(s) for every s ∈ S. The
nonnegative integers are denoted by N. For every k ∈ N, the set {i ∈ N | 1 ≤ i ≤ k}
is denoted by [k].
For a set V , we denote by V ∗ the set of strings over V , and ε denotes the
empty string. By an alphabet we mean a nite set of symbols. A ranked alphabet
(Σ, rk) onsists of an alphabet Σ and a mapping rk: Σ → N. Often we leave the
mapping rk impliit. For every k ≥ 0, let Σk = {f ∈ Σ | rk(f) = k}. We may write
Σ = {f1/k1, . . . , fn/kn} to indiate that Σ onsists of the symbols f1, . . . , fn with
the respetive ranks k1, . . . , kn.
Let Σ be a ranked alphabet and T a set. Then
Σ(T ) = {f(t1, . . . , tk) | f ∈ Σk, t1, . . . , tk ∈ T } .
For every (leaf) alphabet V , the set TΣ(V ) of all Σ-trees indexed by V is the smallest
set T suh that V ⊆ T and Σ(T ) ⊆ T . Subsets of TΣ(V ) are alled (tree) languages.
Generally, for all onsidered trees we assume that the ranked alphabet is disjoint
with the leaf alphabet. For every tree t ∈ TΣ(V ), the set pos(t) ⊆ N∗ of positions
of t is indutively given by pos(v) = {ε} for every v ∈ V , and
pos(f(t1, . . . , tk)) = {ε} ∪ {iw | i ∈ [k], w ∈ pos(ti)}
for every f ∈ Σk and t1, . . . , tk ∈ TΣ(V ). The label of t at position w ∈ pos(t)
is denoted by t(w), the subtree of t at w is denoted by t|w, and the replae-
ment of that subtree in t by the tree u ∈ TΣ(V ) is denoted by t[u]w. For every
Ω ⊆ Σ ∪ V let posΩ(t) = {w ∈ pos(t) | t(w) ∈ Ω} and posf (t) = pos{f}(t) for every
f ∈ Σ∪V . The set of branhes of t is br(t) = posΣ0∪V (t), and the set of subtrees of
t is sub(t) = {t|w | w ∈ pos(t)}. Finally, |t|f = card(posf (t)), and the height hg(t)
is the length of a longest string in pos(t).
3
A tree t ∈ TΣ(V ) is linear (respetively, nondeleting) in Y ⊆ V if |t|y ≤ 1
(respetively, |t|y ≥ 1) for every y ∈ Y . The Y -yield of a tree t ∈ TΣ(V ) is dened
indutively by ydY (y) = y for every y ∈ Y , ydY (v) = ε for every v ∈ V \ Y , and
ydY (f(t1, . . . , tk)) = ydY (t1) · · · ydY (tk) for every f ∈ Σk and t1, . . . , tk ∈ TΣ(V ).
We x a set X = {xi | i ≥ 1} of formal variables (disjoint to all other ranked
alphabets and leaf alphabets). Let n ≥ 0. We let Xn = {xi | i ∈ [n]} and
CnΣ(V ) = {t ∈ TΣ(V ∪Xn) | ∀i ∈ [n] : |t|xi = 1} .
In partiular, the elements of C1Σ(V ) are alled ontexts. For every t ∈ TΣ(V ∪Xn),
let var(t) = {x ∈ Xn | posx(t) 6= ∅}.
For all t, t1, . . . , tn ∈ TΣ(V ∪ Xn), we denote by t[t1, . . . , tn] the result ob-
tained by replaing, for every i ∈ [n], every ourrene of xi in t by ti. For all
L,L1, . . . , Ln ⊆ TΣ(V ∪Xn), L[L1, . . . , Ln] denotes
⋃
t∈L,t1∈L1,...,tn∈Ln
t[t1, . . . , tn].
Let n = |t|v. More generally, for every v ∈ V , the result of replaing, for every
i ∈ [n], the i-th (with respet to the usual lexiographi order on the positions)
ourrene of v by ti is denoted by t[v ← (t1, . . . , tn)]. For every t ∈ TΣ(V ∪ Xn),
f ∈ Σ1, and c ∈ C1Σ(V ), we let f
0(t) = t and C0 = C, and fk+1(t) = f(fk(t)) and
Ck+1 = C[Ck] for all k ≥ 0.
For every f ∈ Σk and L1, . . . , Lk ⊆ TΣ(V ∪ Xn), the f -top-atenation of
L1, . . . , Lk is f(L1, . . . , Lk) =
⋃
t1∈L1,...,tk∈Lk
f(t1, . . . , tk). Moreover for every
v ∈ V , the v-produt L •v L′ of two languages L,L′ ⊆ TΣ(V ) is
L •v L
′ =
⋃
t∈L,n=|t|v
∀i∈[n] : ti∈L
′
t[v ← (t1, . . . , tn)] .
Then, the v-quotient of L by L′ is L/vL
′ = {t ∈ TΣ(V ) | {t} •v L′ ∩ L 6= ∅}. For a
more detailed desription of those operations on tree languages, we refer the reader
to [6℄.
A (tree) homomorphism ϕ : TΣ(V ) → T∆(Y ) an be presented by a mapping
ϕV : V → T∆(Y ) and mappings ϕk : Σk → T∆(Y ∪Xk) for every k ≥ 0 as follows:
(i) vϕ = ϕV (v) for every v ∈ V , and
(ii) f(t1, . . . , tk)ϕ = ϕk(f)[t1ϕ, . . . , tkϕ] for every f ∈ Σk and t1, . . . , tk ∈ TΣ(V ).
We say that it is normalized if for every f ∈ Σk there exists n ≥ 0 suh that
ydX(ϕk(f)) = x1 . . . xn. Moreover, suh a homomorphism ϕ is
• linear [11, 6, 7℄ (respetively, omplete [7℄) if ϕk(f) is linear (respetively,
nondeleting) in Xk for every f ∈ Σk,
• symbol-to-symbol [7℄ if ϕV (v) ∈ Y for every v ∈ V and ϕk(f) ∈ ∆(Xk) for
every f ∈ Σk,
• alphabeti [6, 2℄ (démarquage linéaire in [2℄) if it is linear, ϕV (v) ∈ Y for every
v ∈ V , and ϕk(f) ∈ Xk ∪∆(Xk) for every f ∈ Σk, and
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• stritly alphabeti [6℄ if it is omplete, alphabeti and symbol-to-symbol.
We denote by lH, cH, ssH, aH, and saH the lasses of all linear, omplete,
symbol-to-symbol, alphabeti, and stritly alphabeti tree homomorphisms, respe-
tively. Further sublasses of tree homomorphisms an be obtained by ombining
any of these restritions. For example, lcH is the lass of all linear omplete tree
homomorphisms.
A (tree) bimorphism is a triple B = (ϕ,L, ψ) where L ⊆ TΓ(Z) is a tree lan-
guage, ϕ : TΓ(Z)→ TΣ(V ), and ψ : TΓ(Z)→ T∆(Y ) are homomorphisms. The tree
transformation dened by B is
τB = ϕ
−1 ◦ idL ◦ ψ = {(tϕ, tψ) | t ∈ L} .
The translation dened by B is
yd(τB) = {(ydV (tϕ), ydY (tψ)) | t ∈ L} = {(ydV (t), ydY (u)) | (t, u) ∈ τB} .
For all lasses H1 and H2 of homomorphisms and every lass L of tree languages,
we denote by B(H1,L,H2) the lass of tree transformations τB where B = (ϕ,L, ψ)
with ϕ ∈ H1, L ∈ L and ψ ∈ H2.
A top-down tree transduer [18, 26℄ is a tuple M = (Q,Σ,∆, I, R) where
• Q = Q1 is a unary ranked alphabet of states disjoint with Σ ∪∆,
• Σ and ∆ are an input and an output alphabet, respetively,
• I ⊆ Q is a set of nal states, and
• R is a nite set of rules of the form l → r where l ∈ Q(TΣ(X)) is linear in X
and r ∈ T∆(Q(var(l))).
The top-down tree transduer M = (Q,Σ,∆, I, R) is linear (respetively, nondelet-
ing) if r is linear (respetively, nondeleting) in var(l) for every rule l → r ∈ R. The
one-step derivation relation ⇒M is dened as follows. For every s, t ∈ T∆(Q(TΣ))
we have s⇒M t if and only if there exists a rule l → r ∈ R, a position w ∈ pos(s),
and u1, . . . , un ∈ T∆ where n = rk(s(w)) suh that s|w = l[u1, . . . , un] and t = s[u]w
with u = r[u1, . . . , un]. Let ⇒
∗
M be the reexive and transitive losure of⇒M . The
tree transformation omputed by M is
τM = {(s, t) ∈ TΣ × T∆ | ∃q ∈ I : q(s)⇒
∗
M t} .
The lass of all tree transformations omputable by linear (respetively, linear and
nondeleting) top-down tree transduers is denoted by l-TOP (respetively, ln-TOP).
Let M = (Q,Σ,∆, I, R) be a top-down tree transduer. It is a nite-state
relabeling [9℄, if every rule l → r ∈ R is of the form l = q(f(x1, . . . , xk)) and
r = g(q1(x1), . . . , qk(xk)) for some q, q1, . . . , qk ∈ Q, f ∈ Σk, and g ∈ ∆k. If
additionally, l(1) = r(ε) for every l → r ∈ R, thenM is a nite-state tree automaton
(fta) [9℄. We generally write rules of an fta in the form q → f(q1, . . . , qk) instead
of q(f(x1, . . . , xk)) → f(q1(x1), . . . , qk(xk)). Note that τM oinides with idL for
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some L ⊆ TΣ, if M is an fta. This L is also denoted by L(M), and additionally, for
every q ∈ Q, the notation L(M)q stands for L(N) where N = (Q,Σ,∆, {q}, R). A
language L is reognizable if there exists an fta N suh that L(N) = L. The lass
of reognizable tree languages [11, Chapter II℄ is denoted by Rec. Finally, M is a
relabeling [9℄ if it a nite-state relabeling and card(Q) = 1. We denote the lasses of
transformations omputed by nite-state relabelings, relabelings, and fta by QREL,
REL, and FTA, respetively.
The top-down tree transduerM an be equipped with a look-ahead faility [10,
16℄. The pair 〈M, c〉 where M = (Q,Σ,∆, I, R) is a top-down tree transduer and
c : R → P(TΣ) is alled a top-down tree transduer with look-ahead. The look-
ahead c is regular (or reognizable), if c(l → r) is reognizable for every l→ r ∈ R,
and it is nite, if c(l → r) ∈ L[TΣ, . . . , TΣ] for a nite tree language L ⊆ TΣ(X).
In the latter ase, we often write c(l → r) = L. The transduer 〈M, c〉 inherits
the properties `linear' and `nondeleting' from M . The semantis of a top-down tree
transduer 〈M, c〉 with look-ahead is dened as for the top-down tree transduerM
with the additional ondition that s|w ∈ c(l → r) in the denition of ⇒M . The
lass of transformations omputed by linear top-down tree transduers with nite
(respetively, regular) look-ahead is denoted by l-TOP
F
(respetively, l-TOP
R
).
3. Properties of Quasi-Alphabeti Relations
Let us start by realling the main notion of this ontribution. A quasi-alphabeti
homomorphism is linear, omplete, and basially symbol-to-symbol, but allows vari-
ables as suessors of an output symbol. The preise denition follows.
Denition 1 (see [23, Setion 3℄) A tree homomorphism ϕ : TΣ(V )→ T∆(Y ) is
quasi-alphabeti if
(i) it is linear and omplete,
(ii) ϕV (v) ∈ Y for every v ∈ V , and
(iii) ϕk(f) ∈ ∆(Y ∪Xk) for every f ∈ Σk.
By qaH we denote the lass of all quasi-alphabeti homomorphisms. A quasi-
alphabeti bimorphism is a bimorphism (ϕ,L, ψ) suh that ϕ and ψ are quasi-
alphabeti and L is reognizable.
The name `quasi-alphabeti' deserves some disussion. They are alled suh
beause they are almost `alphabeti' in the sense of [11℄ (a relabeling in our termi-
nology). Note that we here use the notion of `alphabeti' that is used in [6℄. Thus,
with our terminology in mind, we might have alled them `quasi-relabelings'. How-
ever, the term `quasi-alphabeti' is established [23℄ and we ontinue to use it. In
partiular, B(qaH,Rec, qaH) is the lass of all the tree transformations dened by
quasi-alphabeti bimorphisms; suh relations are alled quasi-alphabeti relations.
Every quasi-alphabeti homomorphism maps eah input symbol to an output
symbol possibly with some output leaf variables as diret subtrees. However, the
variables of X have to our as diret subtrees of the root output symbol. This
immediately yields the following proposition.
6
Proposition 1 Let ϕ : TΣ(V )→ T∆(Y ) be a homomorphism and t ∈ TΣ(V ).
• If ϕ is quasi-alphabeti, then hg(t) ≤ hg(tϕ) ≤ hg(t) + 1.
• If ϕ is symbol-to-symbol, then hg(tϕ) ≤ hg(t).
• If ϕ is stritly alphabeti, then hg(tϕ) = hg(t).
Now we investigate the fundamental properties of quasi-alphabeti relations. We
start our investigation with a anonial representation of quasi-alphabeti relations
in the spirit of [6, Proposition 3.1℄. This representation will allow us to onlude
that quasi-alphabeti relations are losed under union.
For the rest of this setion, let B = (ϕ,L, ψ) with ϕ : TΓ(Z) → TΣ(V ) and
ψ : TΓ(Z) → T∆(Y ) be a quasi-alphabeti bimorphism. Let [Σ×∆] be the ranked
alphabet suh that for every k ≥ 0
[Σ×∆]k = {〈t, u〉 | t ∈ Σ(V ∪Xk) ∩C
k
Σ(V ), u ∈ ∆(Y ∪Xk) ∩ C
k
∆(Y )} .
There are anonial quasi-alphabeti homomorphisms ρ1 : T[Σ×∆](V ×Y )→ TΣ(V )
and ρ2 : T[Σ×∆](V × Y )→ T∆(Y ) given by
ρ1V×Y (〈v, y〉) = v ρ
1
k(〈t, u〉) = t
ρ2V×Y (〈v, y〉) = y ρ
2
k(〈t, u〉) = u
for every 〈v, y〉 ∈ V × Y and 〈t, u〉 ∈ [Σ × ∆]k. Heneforth, we will use these
projetions also for other produt ranked alphabets.
Proposition 2 (see [6, Proposition 3.1℄) There exists a quasi-alphabeti homo-
morphism η : TΓ(Z) → T[Σ×∆](V × Y ) suh that tϕ = (tη)ρ
1
and tψ = (tη)ρ2 for
every t ∈ TΓ(Z).
Proof. Let η : TΓ(Z) → T[Σ×∆](V × Y ) be the tree homomorphism suh that
ηZ(z) = 〈ϕZ(z), ψZ(z)〉 for every z ∈ Z and ηk(f) = 〈ϕk(f), ψk(f)〉 for every
f ∈ Γk. Clearly, η is quasi-alphabeti, and it is easy to hek that tϕ = (tη)ρ
1
and
tψ = (tη)ρ2 for every t ∈ TΓ(Z). 
Using the previous proposition, we an now eliminate from B the ranked alpha-
bet Γ, the index set Z, and the partiular tree homomorphisms ϕ and ψ. Essentially,
every quasi-alphabeti relation τ ⊆ TΣ(V )×T∆(Y ) is determined by a reognizable
language L ⊆ T[Σ×∆](V × Y ).
Theorem 1 (see [6, Proposition 3.1℄) A relation τ ⊆ TΣ(V )× T∆(Y ) is quasi-
alphabeti if and only if there exists a reognizable language L ⊆ T[Σ×∆](V × Y )
suh that τ = {(tρ1, tρ2 | t ∈ L}.
Proof. The if-diretion is trivial sine (ρ1, L, ρ2) is a quasi-alphabeti bimorphism
dening τ . For the onverse, let B = (ϕ,L′, ψ) be a quasi-alphabeti bimorphism
suh that τB = τ . By Proposition 2 there exists a quasi-alphabeti homomorphism
η : TΓ(Z) → T[Σ×∆](V × Y ) suh that τ = {(tηρ
1, tηρ2) | t ∈ L′}. Consequently,
the language L = η(L′) has the desired properties beause it is reognizable by [11,
Theorem II.4.16℄. 
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We immediately note that quasi-alphabeti relations are trivially losed under
inverses [23, Theorem 4℄; i.e., if τ ∈ B(qaH,Rec, qaH), then so is τ−1. As promised,
let us use the previous theorem to prove that quasi-alphabeti relations are losed
under union.
Corollary 1 (f. [6, Proposition 3.2℄) B(qaH,Rec, qaH) is losed under union.
Proof. Let τ1, τ2 ⊆ TΣ(V )× T∆(Y ) be quasi-alphabeti relations. By Theorem 1,
there exist reognizable L1, L2 ⊆ T[Σ×Ω](V × Y ) suh that
τ1 = {(tρ
1, tρ2) | t ∈ L1} and τ2 = {(tρ
1, tρ2) | t ∈ L2} .
Then
τ1 ∪ τ2 = {(tρ
1, tρ2) | t ∈ L1} ∪ {(tρ
1, tρ2) | t ∈ L2} = {(tρ
1, tρ2) | t ∈ L1 ∪ L2} ,
whih proves that τ1 ∪ τ2 is quasi-alphabeti by Theorem 1 (beause L1 ∪ L2 is
reognizable by [11, Theorem II.4.2℄). 
Let us move on to losure under intersetion. For losure under intersetion, we
would need to align the two input homomorphisms and the two output homomor-
phisms at the same time and enfore equality both-sided. The next theorem shows
that we are not able to do this and hene quasi-alphabeti relations are not losed
under intersetion.
Theorem 2 Any lass C of tree transformations suh that
lcssH ⊆ C ⊆ B(H,Rec, lH)
is not losed under intersetion.
Proof. Let Σ = {f/2, g/1, e/0}. We onsider the linear omplete symbol-to-
symbol homomorphisms ψ1, ψ2 : TΣ → TΣ that are dened by
ψ1(f) = f(x1, x2) ψ1(g) = g(x1) ψ1(e) = e
ψ2(f) = f(x2, x1) ψ2(g) = g(x1) ψ2(e) = e .
Clearly, ψ1 and ψ2 belong to C. Let us onsider the ontext C = g(x1) of C1Σ. We
observe that for every m,n ≥ 0
f(gm(e), gn(e))ψ1 = f(C
m[e], Cn[e])
f(gm(e), fn(e))ψ2 = f(C
n[e], Cm[e]) .
Let L = {f(gm(e), gn(e)) | m,n ≥ 0}. Clearly, L is a reognizable language.
Assume that there exists τ ∈ B(H,Rec, lH) suh that τ = ψ1 ∩ ψ2. Sine suh
bimorphisms preserve reognizable languages [11, Theorems II.4.2, II.4.16, II.4.18℄,
the image τ(L) should be reognizable. But, τ(L) = {f(Cn[e], Cn[e]) | n ≥ 0},
whih is not reognizable. Hene no τ with the given properties exists, whih
proves the statement. 
Corollary 2 (of Theorem 2) B(qaH,Rec, qaH) is not losed under intersetion.
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Finally, we note that B(qaH,Rec, qaH) is trivially not losed under omplemen-
tation by Proposition 1. Let us onsider now ommon operations on trees. We
immediately observe that intersetion of a quasi-alphabeti relation with idL where
L is a reognizable language is again a quasi-alphabeti relation. Also the union
with idL is a quasi-alphabeti relation beause idL is a quasi-alphabeti relation
for every reognizable language L and quasi-alphabeti relations are losed under
union by Corollary 1.
In general, the tree transformations sub and br (if we onsider the branhes as
trees over an ranked alphabet of gures of rank 0 and 1) are not quasi-alphabeti.
Moreover, for L ⊆ TΣ(V ) reognizable and v ∈ V , also the following relations
τ and ρ, whih are dened for every t ∈ TΣ(V ) by tτ = t •v L and tρ = t/vL, are
not quasi-alphabeti, in general (f. [6, Proposition 4.2 & p. 191200℄). All these
an easily be proved using Proposition 1. Moreover, in general, quasi-alphabeti
relations are not losed under f -top-onatenation (f. [6, Proposition 3.6℄).
Now, let us turn our attention to the translations omputed by quasi-alphabeti
bimorphisms. In [23℄ it was shown that they dene the syntax-direted trans-
lations [1℄. Here we prove a more general result: the translations omputed by
quasi-alphabeti tree bimorphisms are exatly the produts of ontext-free string
languages (for denitions and details about ontext-free string languages the reader
is referred to [11, Setion I.6℄).
Theorem 3 (f. [6, Proposition 3.6℄) For all ontext-free string languages K1
and K2 over the same alphabet V , there exists a quasi-alphabeti bimorphism B
suh that yd(τB) = K1 ×K2.
Proof. By [11, Corollary 2.4℄, there exist reognizable tree languages L1 ⊆ TΣ(V )
and L2 ⊆ T∆(V ) suh that {ydV (t1) | t1 ∈ L1} = K1 and {ydV (t2) | t2 ∈ L2} = K2.
Let φ : Y → V be a bijetion, and Y be disjoint with Σ ∪ ∆. Then extend φ to
φΣ : Σ∪Y → Σ∪V and φ∆ : ∆∪Y → ∆∪V suh that φΣ|Σ = idΣ and φ∆|∆ = id∆.
We denote the ranked alphabets Σ ∪ Y and ∆ ∪ Y , in whih all symbols of Y are
nullary, by Σ¯ and ∆¯, respetively. Next, we dene the ranked alphabet
Σ¯ ∨ ∆¯ = {〈f, g〉 | f ∈ Σ¯, g ∈ ∆¯}
suh that rk(〈f, g〉) = max(rk(f), rk(g)). In a similar way the ranked alphabets
Σ ∨ ∆¯ and Σ¯ ∨ ∆ are dened. Without loss of generality, we an assume that
Σ¯0 6= Y 6= ∆¯0 and Σ1 6= ∅ 6= ∆1.
Next we show how to embed a tree of TΣ(V ) into TΣ¯∨∆¯. Roughly speaking,
we read o the rst omponents of the symbols of Σ¯ ∨ ∆¯ while negleting the
additional subtrees. However, we need to make sure that the negleted subtrees
ontain no symbols of Y beause the quasi-alphabeti homomorphism annot ignore
the additional subtrees, but should learly not produe a piee of output string
for them. To this end, we dene the linear top-down tree transduer MΣ with
regular look-ahead c suh that MΣ = ({⋆}, Σ¯ ∨ ∆¯,Σ ∪ V, {⋆}, R), and for every
〈f, g〉 ∈ (Σ¯ ∨ ∆¯)k we have the rule
r = ⋆(〈f, g〉(x1, . . . , xk))→ φΣ(f)(⋆(x1), . . . , ⋆(xrk(f)))
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with look-ahead c(r) = 〈f, g〉(T1, . . . , Tk) in R, where T1 = · · · = Trk(f) = TΣ¯∨∆¯
and Trk(f)+1 = · · · = Tk = TΣ∨∆¯. In an analogous way the top-down tree trans-
duer M∆ with regular look-ahead is dened. Let L = τ
−1
MΣ
(L1) ∩ τ
−1
M∆
(L2), whih
is reognizable by [11, Corollary IV.3.17 and Theorem II.4.2℄. Next, we take the
quasi-alphabeti homomorphism ϕ : TΣ¯∨∆¯ → TΣ∨∆¯(V ), whih is dened for every
〈f, g〉 ∈ (Σ¯ ∨ ∆¯)k by
ϕk(〈f, g〉) =
{
〈f, g〉(x1, . . . , xm) if f ∈ Σm
〈h1, h2〉(φ(f)) otherwise
where 〈h1, h2〉 ∈ Σ1 × ∆1 is arbitrary. Similarly, the quasi-alphabeti homomor-
phism ψ : TΣ¯∨∆¯ → TΣ¯∨∆(V ) is dened. Now if we take the quasi-alphabeti
bimorphism B = (ϕ,L, ψ), it should be lear that ydV (tϕ) = ydV (tτMΣ) and
ydV (tψ) = ydV (tτM∆) for every t ∈ TΣ¯∨∆¯. Consequently, yd(τB) = K1 × K2,
whih onludes our proof. 
4. Relation to Other Classes
In this setion, we relate the lass of quasi-alphabeti relations to other known
lasses of tree transformations. We fous on lasses of transformations dened by
bimorphisms [3, 8, 7℄ and lasses of transformations omputed by various top-down
tree transduers [18, 26, 11℄. Clearly, every stritly alphabeti (alphabeti in [11℄)
homomorphism is quasi-alphabeti and thus B(saH,Rec, saH) ⊆ B(qaH,Rec, qaH).
We start by showing that the lass QREL of transformations omputed by nite-
state relabellings [9℄ is inluded in the lass B(saH,Rec, saH).
Proposition 3 QREL ⊆ B(saH,Rec, saH).
Proof. Let τ ∈ QREL. Sine QREL ⊆ ln-TOP = REL ◦ FTA ◦ lH [9, The-
orem 3.5℄, there exists a relabeling M suh that τM ⊆ TΣ(V ) × TΓ(Z), a re-
ognizable tree language L ⊆ TΓ(Z), and a linear and omplete homomorphism
ψ : TΓ(Z) → T∆(Y ) suh that τ = {(tτ
−1
M , tψ) | t ∈ L}Moreover, by the onstru-
tions of [9℄, ψ is symbol-to-symbol and τ−1M : TΓ(Z)→ TΣ(V ) [i.e., τ
−1
M is omputed
by a deterministi relabeling℄. Consequently, τ−1M and ψ are stritly alphabeti
beause every deterministi relabeling is stritly alphabeti. Thus, the stritly al-
phabeti bimorphism (τ−1M , L, ψ) denes τ . 
The next proposition shows that every quasi-alphabeti relation an be om-
puted by a linear top-down tree transduer with nite look-ahead [16℄. With that
we establish rough lower and upper bounds to the power of quasi-alphabeti bimor-
phisms.
Proposition 4 B(qaH,Rec, qaH) ⊆ l-TOPF.
Proof. Let us onsider a quasi-alphabeti bimorphism B = (ϕ,L, ψ) where
ϕ : TΓ(Z) → TΣ(V ) and ψ : TΓ(Z) → T∆(Y ). Without loss of generality, let ϕ be
normalized. Moreover, let N = (Q,Γ ∪ Z,Γ ∪ Z, I,R) be an fta reognizing L. We
onstrut the linear top-down tree transduer M with nite look-ahead c suh that
M = (Q,Σ ∪ V,∆ ∪ Y, I, R′) and
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• for every transition q → z ∈ R with z ∈ Z, we have the rule r = q(zϕ)→ zψ
with look-ahead c(r) = {x1} in R′, and
• for every transition q → f(q1, . . . , qk) ∈ R with f ∈ Γk and q1, . . . , qk ∈ Q we
have the rule
r = q(ϕk(f)(ε)(x1, . . . , xn))→ ψk(f)[q1(xj1 ), . . . , qk(xjk )]
with look-ahead c(r) = {ϕk(f)} in R
′
, where ji = posxi(ϕk(f)) for every
i ∈ [k].
First, let us prove τB ⊆ τM by showing q(tϕ) ⇒∗M tψ for every q ∈ Q and
t ∈ L(N)q. Let t ∈ Z. Then q(tϕ)⇒M tψ using a rule onstruted in the rst item.
Now let t = f(t1, . . . , tk) for some f ∈ Γk and t1, . . . , tk ∈ TΓ(Z). Moreover, let
q1, . . . , qk ∈ Q be suh that ti ∈ L(N)qi for every i ∈ [k] and q → f(q1, . . . , qk) ∈ R.
Then
q(f(t1, . . . , tk)ϕ) = q(ϕk(f)[t1ϕ, . . . , tkϕ])
= q(g(u1[t1ϕ, . . . , tkϕ], . . . , un[t1ϕ, . . . , tkϕ]))
where ϕk(f) = g(u1, . . . , un) for some g ∈ Σn and u1, . . . , un ∈ TΣ(V ). Let
ji = posxi(ϕk(f)) for every i ∈ [k]. Then
q(f(t1, . . . , tk)ϕ)⇒M ψk(f)[q1(uj1 [t1ϕ, . . . , tkϕ]), . . . , qk(ujk [t1ϕ, . . . , tkϕ])]
using a rule onstruted in the seond item. Note that the look-ahead restrition is
trivially fullled. Clearly, uji = xi for every i ∈ [k] and thus we have
q(f(t1, . . . , tk)ϕ)⇒M ψk(f)[q1(t1ϕ), . . . , qk(tkϕ)] .
By the indution hypothesis, we have qi(tiϕ) ⇒∗M tiψ for every i ∈ [k]. Conse-
quently, we obtain
q(tϕ)⇒M ψk(f)[q1(t1ϕ), . . . , qk(tkϕ)]⇒
∗
M ψk(f)[t1ψ, . . . , tkψ] = tψ .
This proves the auxiliary statement and τB ⊆ τM if we onsider states of I.
The onverse inlusion an be proved using the statement: For every q ∈ Q,
t ∈ TΣ(V ), and u ∈ T∆(Y ), if q(t) ⇒
∗
M u, then there exists s ∈ L(N)q suh that
t = sϕ and u = sψ. This an be proved by indution on the length of the derivation
in M . We omit the details here. 
Next let us show that the lass of alphabeti relations is essentially dierent
from the lasses of transformations omputed by top-down tree transduers. For
the spei lass TOP this was already remarked in [6℄ and here we only rene this
statement to the statements neessary for our purposes.
Proposition 5 B(aH,Rec, aH) 6⊆ l-TOPR and ln-TOP 6⊆ B(aH,Rec, aH).
Proof. It is known that l-TOP
R
equals l-BOT, whih is the lass of all tree trans-
formations omputable by linear bottom-up tree transduers [27, 9℄. As laimed
in [6, page 188℄, the lass B(aH,Rec, aH) is inomparable to BOT, whih is the
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lass of all tree transformations omputed by bottom-up tree transduers. Con-
sequently, B(aH,Rec, aH) 6⊆ l-TOPR. Moreover, it is known that lH ⊆ ln-TOP.
Suppose that lH ⊆ B(aH,Rec, aH). Then also every linear and omplete inverse
homomorphism an be implemented by an alphabeti bimorphism beause alpha-
beti relations are trivially losed under inverses. However, the proof of the main
theorem in [3, Setion 3.4℄ then shows that alphabeti relations are not losed under
omposition. This ontradits [6, Theorem 5.2℄, thus lH 6⊆ B(aH,Rec, aH). This
yields ln-TOP 6⊆ B(aH,Rec, aH). 
Next we onsider the relation of quasi-alphabeti and alphabeti relations. We
show that every quasi-alphabeti relation is also alphabeti (ala [6℄). The stritness
of this inlusion an be obtained using Proposition 5.
Theorem 4 B(qaH,Rec, qaH) ⊆ B(aH,Rec, aH).
Proof. Let us take a quasi-alphabeti tree bimorphism B = (ϕ,L, ψ) where
ϕ : TΓ(Z) → TΣ(V ) and ψ : TΓ(Z) → T∆(Y ). Without loss of generality, let
V 6= ∅ 6= Y . Let Σ ∨ ∆ be the ranked alphabet introdued in [6, Setion 2℄,
and moreover let v ∈ V and y ∈ Y . We onstrut the linear tree homomor-
phism ρ : TΓ(Z) → TΣ∨∆(V × Y ) suh that ρZ(z) = 〈zϕ, zψ〉 for every z ∈ Z
and
ρk(f) = 〈t(ε)w , u(ε)w′〉(x1, . . . , xk, t1, . . . , tl)
for every f ∈ Γk where
• t = ϕk(f) and u = ψk(f),
• {i1, . . . , im} = posV (t) and {j1, . . . , jn} = posY (u),
• l = max(m,n) and
ta =


〈t(ia), u(ja)〉 if a ≤ min(m,n)
〈t(ia), y〉 if n < a ≤ m
〈v, u(ja)〉 if m < a ≤ n
for every a ∈ [l], and
• w = w1 · · ·wk+m and w′ = w′1, . . . , w
′
n are suh that t(wa) = ρk(f)(a)π1 for
every a ∈ [k+m] and t(w′b) = ρk(f)(b)π2 for every b ∈ [k+n] where π1 and π2
are the usual projetions to the rst and seond omponents, respetively, with
xπ1 = x = xπ2 for every x ∈ X .
By [11, Theorem II.4.16℄, ρ(L) is reognizable. An easy proof shows that
τB = {tϕΣ, tϕ∆) | t ∈ ρ(L)}
where ϕΣ and ϕ∆ are the anonial alphabeti homomorphisms of [6, Setion 2℄.
Hene, τB is an alphabeti relation by [6, Proposition 3.1℄. 
As an immediate onsequene of Theorem 4, we get the following result.
Corollary 3 (see [6, Proposition 3.7℄) Quasi-alphabeti relations preserve the
reognizable tree languages and the algebrai tree languages.
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B(aH,Rec, aH) l-TOPR
l-TOPF
B(qaH,Rec, qaH) l-TOP
ln-TOP
B(saH,Rec, saH)
QREL
Figure 1: Hasse diagram.
Finally, we need to show that linear top-down tree transduers are not suiently
powerful to implement all quasi-alphabeti relations.
Proposition 6 B(qaH,Rec, qaH) 6⊆ l-TOP.
Proof. Let Σ = {f/2, e/0} and V = {v1, v2}. Moreover, let ϕ : TΣ → TΣ(V ) be a
quasi-alphabeti tree homomorphism with ϕ0(e) = f(v1, v2). Then B = (ϕ, {e}, id)
is a quasi-alphabeti tree bimorphism that denes {(f(v1, v2), e)}. It is known [9,
Example 2.6℄ that τB is not in l-TOP, and hene B(qaH,Rec, qaH) 6⊆ l-TOP. 
Let us ollet our results in a Hasse diagram (see Figure 1). Note that in suh
a diagram every edge is oriented upwards and denotes strit inlusion.
Theorem 5 Figure 1 is a Hasse diagram.
Proof. The following six statements are suient to prove the laim.
QREL ⊂ B(saH,Rec, saH) ⊆ B(qaH,Rec, qaH) ⊆ B(aH,Rec, aH) (1)
B(saH,Rec, saH) ⊆ ln-TOP ⊂ l-TOP ⊆ l-TOPF ⊆ l-TOPR (2)
B(qaH,Rec, qaH) ⊆ l-TOPF (3)
B(qaH,Rec, qaH) 6⊆ l-TOP (4)
ln-TOP 6⊆ B(aH,Rec, aH) (5)
B(aH,Rec, aH) 6⊆ l-TOPR (6)
Statement 1 is mostly lear using Proposition 3. The stritness is due to the fat
that QREL is losed under intersetion whereas this is not true for B(saH,Rec, saH)
by Theorem 2. The nal inlusion of (1) is proved in Theorem 4. The inlusions
of (2) are all obvious and (3) is shown in Proposition 4. Finally, the inequality (4)
is proved in Proposition 6 and inequalities (5) and (6) are proved in Proposition 5.

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