Abstract-An understanding of the interaction between the channel and the signal space is key to reliable communication. Multipath fading channels exhibit inherent diversity that can be exploited via appropriate signaling and reception. In this paper, we develop a virtual multiple-input multiple-output framework for characterizing single-transmitter single-receiver multipath fading channels, where the virtual multiple inputs and outputs are created by dimensions of the signaling scheme. The essence of the framework is a representation of the system with respect to appropriately chosen basis waveforms for the signal space that expose the inherent structure of the channel. The structure makes it possible to derive closed-form expressions for ergodic and outage capacity for a variety of transceivers and to design novel transceivers. In many cases, the analysis clearly reveals the key factors that affect system performance. We provide new capacity expressions for a variety of transceivers. In particular, by analyzing particular transceivers, we provide new expressions that bound the outage capacity performance of the multipath channel. A novelty of this work lies in being able to apply codes developed for orthogonal frequency-division multiplexing systems and multiple antenna systems to existing code-division multiple-access-based systems.
enable diversity exploitation at both the transmitter and receiver by decomposing the channel into parallel noninterfering multicarrier channels. Antenna arrays provide yet another means for diversity in the case of weak coupling between antenna elements.
In this paper, we develop a virtual multiple-input multiple-output (MIMO) framework for single-transmitter, single-receiver multipath fading channels that enables maximal exploitation of channel diversity at both the transmitter and receiver. The essence of the framework is a representation of the system with respect to appropriately chosen sets of basis waveforms for the signal space that expose the inherent structure of the channel. It is assumed throughout that the receiver has perfect channel state information (CSI), while the transmitter has knowledge of only the channel statistics.
The proposed framework has several advantages. First, it provides a general approach to studying the interaction between the signal space and the channel and unifies different existing systems under a common framework. Second, it facilitates design of various signaling and reception schemes (transceiver structures) that enable bandwidth-efficient communication. In particular, it suggests CDMA-based transceiver structures that enable direct application of existing codes developed for OFDM systems and space-time codes developed for multiantenna systems. Finally, it greatly facilitates capacity assessments (both ergodic and outage capacities) for various transceiver structures. In particular, a simple transceiver structure yields simple lower and upper bounds for the capacity of multipath fading channels.
We use the word virtual MIMO to emphasize that the multiple inputs and multiple outputs are created by dimensions of the temporal signaling scheme, not by physical elements such as antennas. Multiantenna systems have received considerable attention recently for supporting very high data rates by employing multiple antennas at both the transmitter and the receiver [2] . Such systems are typically modeled by a Rayleigh fading channel matrix, with entries that are uncorrelated, complex Gaussian random variables of equal variance [3] . When the receiver has perfect CSI and the transmitter is aware of only the channel statistics, space-time codes proposed in [4] take advantage of this simple channel structure. MIMO representations of multipath channels differ from those of multiantenna systems only in the structure and statistics of the channel matrix. Using appropriately chosen MIMO representations, we show that it is possible to expose a structure inherent to the multipath channel which can be exploited at the transmitter in the absence of CSI.
The virtual MIMO framework is also used to obtain capacity expressions for various transceiver structures. The framework reveals clearly the two key parameters that affect the capacity of 0090-6778/03$17.00 © 2003 IEEE a particular transceiver structure: the number of parallel channels and the level of diversity achieved by the transceiver. Our results show that ergodic capacity is primarily governed by the number of parallel channels and is independent of the level of diversity. On the other hand, outage capacity, a more useful metric in practical systems, is intimately affected by the level of diversity, as well. These results formalize and confirm observations that have been reported in other studies; e.g., see [5] and [6] . Furthermore, new expressions that bound the outage capacity performance of the multipath channel are also obtained.
The rest of the paper is organized as follows. Section II describes the channel model used in the rest of this paper and reviews previous results from the literature. In Section III, we develop virtual MIMO representations of the multipath channel. Section IV describes how the various MIMO representations can be realized in CDMA systems. In Section V, the MIMO framework is used to analyze the ergodic and outage capacity performance of the channel. Section VI contains examples that illustrate different aspects of the proposed framework. Section VII contains concluding remarks.
II. CHANNEL MODEL AND PREVIOUS CAPACITY RESULTS

A. Multipath Channel
We consider spread-spectrum signaling over a slowly fading frequency-selective channel with impulse response . The baseband received signal can be generally expressed as (1) where is the transmitted signal of duration seconds, twosided bandwidth Hz, and average power .
is additive white Gaussian noise (AWGN) with spectral density , and denotes the multipath spread of the channel. Due to essentially finite signaling bandwidth, can be accurately approximated as [1] , [7] (2) where and , where is a smoothed version of [7] . The number of resolvable components and the number of channel degrees of freedom are both . We consider an uncorrelated scattering, Rayleigh fading channel, for which the delay coefficients are uncorrelated, complex zero-mean Gaussian random variables. Average channel power is normalized to unity:
. It is noted that the marginal statistics of the frequency response are independent of and ; . However, the correlation between 's at different frequencies is affected by . It is assumed that the symbol duration is much larger than the channel delay spread ; i.e., , or equivalently, , so that intersymbol interference can be ignored.
B. Motivation for MIMO Channel Representation
There are approximately dimensions in the space of signals with duration and essential two-sided bandwidth [8] . Analogous to [9] , our approach to MIMO channel characterization is to represent the channel with respect to a basis for the signal space. The model (2) can then be expressed in the form , where , , and are representations of , , and with respect to the basis functions, respectively, and is the effective channel matrix represented with respect to the basis.
Nyquist sampling ( samples/second) of the frequency-selective channel (2) 
Here, , , and are time samples of the respective continuous time signals.
The channel matrix has a Toeplitz structure, with elements being independent and identically distributed (i.i.d.) complex Gaussian random variables. Particular transceiver structures correspond to transmitting and receiving symbols on a subset of the available dimensions, and can be described by a submatrix equation that is a special case of the channel model. Instead of using the Nyquist sampling basis, a different set of basis functions can be used to characterize the signal space, leading to a different channel representation that is equivalent to the above representation up to linear transformations. In this paper, we show how the choice of basis facilitates analysis and design of novel transceivers.
C. Notation and Assumptions
The descriptor is used to denote -input -output systems; for example, the system given by (3) is an system. All logarithms used in this paper are to base 2. The capacity achieved by an system is expressed in bits. The transmitted signal power is constrained to . It is assumed that AWGN spectral density , noting that, in all subsequent analysis, the only modification necessary for arbitrary value of is that be replaced by . Thus, henceforth, the variable represents both total transmit power over all dimensions as well as average received power, due to normalized average channel power.
D. Ergodic and Outage Capacity
The two information-theoretic measures we study in this paper are ergodic capacity and outage capacity [6] . The ergodic capacity results hold whenever the channel realizations are generated from an ergodic random process and when no decoding delay constraints exist. The transmission sequence can then be made long enough to experience the statistics of the channel. The ergodic capacity is the maximum achievable rate, and is obtained by averaging the mutual information, conditioned on a given channel realization, over the channel statistics [6] . When the signaling duration is finite, capacity becomes a random variable due to the randomness in the channel. For any given rate , there exists a nonzero probability that the channel realization over this time duration is such that the corresponding channel capacity falls below , and hence, rate cannot be achieved arbitrarily reliably. Thus, capacity in the strict Shannon sense is zero. It thus makes sense to examine capacity versus outage characteristics. The outage or failure probability for a given rate is the probability that the capacity, conditioned on the channel realization, falls below . The outage capacity for a given outage or failure probability is the maximum rate that can be supported by the channel with probability
. In practice, due to finite decoding delay constraints, outage capacity is a more realistic capacity measure.
E. Previous Capacity Results
The main existing results on the ergodic capacity (denoted by ) and outage capacity of multipath channels are due to Ozarow [5] . The ergodic capacity can be obtained by starting with (3) . Using the fact that for the density of eigenvalues of a Toeplitz matrix converges to the power spectrum of [10] , it is shown that the ergodic capacity of the channel over duration , bandwidth , and with power constraint , is given by bits (4) where is assumed to remain constant over the duration of seconds, and the expectation in (4) is taken over the statistics of . As mentioned earlier, (2) for each . Thus, we can write (5) where . Now, (5) is also the ergodic capacity of a Rayleigh flat-fading channel (a multipath channel with ) over the same duration, bandwidth, and power constraints. Thus, the ergodic capacity of a multipath channel is independent of , the number of paths. However, this behavior does not hold for outage capacity. Closed-form expressions for outage capacity derived in [5] for and show a significant improvement in performance due to an additional level of diversity. It is conjectured that this improvement will continue as increases, but closed-form expressions for have not been obtained, due to analytical intractability. Using our framework, we derive new expressions that upper-and lower-bound the outage capacity performance of the multipath channel for arbitrary .
III. VIRTUAL MIMO REPRESENTATIONS
In Section III-A, we develop a generic matrix representation of the multipath channel in terms of arbitrary basis functions for the signal space. In Section III-B-E, we specialize this result to particular choices of basis functions.
A. MIMO Representation for Arbitrary Basis
Theorem 1: Suppose is a complete basis for the space of signals with duration and bandwidth . Suppose , , and . Then, the received signal (6) can equivalently be expressed in the form (7) where and (8) for , , , . The noise correlation matrix is . Proof: The elements of the correlation matrix of are given by Now, by expressing and in terms of basis functions, (6) can be rewritten as (9) Let represent the vector of projections of the received signal onto the basis functions. That is (10) for . Now, substituting (9) into (10) leads to (11) with as defined in the Theorem above. Indeed, if we define (12) the Theorem follows by noting that can be expressed as (13) In the MIMO model , can be viewed as the effective channel matrix represented with respect to the basis. As we show later, the basis functions can be chosen so that has a simple structure. The transceivers proposed later effectively exploit this structure at the transmitter in the absence of CSI.
B. Time-Domain Model
The time-domain representation of the multipath channel is a MIMO representation where the input vector, noise vector, and output vector are time samples of the continuous-time signals , , and , respectively. While such a representation can be obtained as a special case of Theorem 1, it can also be obtained in a straightforward manner from the discrete-time representation given by (3) where the channel matrix is Toeplitz. For large , Toeplitz matrices can be approximated by circular ones [10] , [11] . In our case, this is done by replacing the zeros in the upper-right corner of (3) by the delay coefficients so as to produce a circulant channel matrix. Thus, for , this results in the time-domain model , as shown in (14) at the bottom of the page, with . The superscript t denotes time-domain representation. Since is circulant, it has the eigendecomposition , where is the normalized discrete Fourier transform (DFT) matrix, for , and .
, where are samples of that are zero-mean, complex Gaussian random variables with variance one.
Remark: The models we derive next are based on the above circulant approximation of the Toeplitz matrix. The authors are not aware of any theoretical results that quantify this approximation error for finite , and such an analysis is beyond the scope of this paper. However, in Fig. 1 , we provide capacity curves of the Toeplitz channel and its circulant approximation for , signal-to-noise ratio (SNR)of 15 dB, andvarious values of .The simulations, based on 1000 channel realizations, show that the approximation error is negligible for finite, practically large . For example, for , the capacities are 59.2 and 58.5 b, respectively. Doing the circulant approximation is equivalent to doing cyclic prefixing, which is done routinely in OFDM systems with a slight loss in rate. As the signaling duration increases (hence, as increases), this loss becomes smaller. From here on, to facilitate transceiver analysis and design, we use the circulant model, noting that theperformance curves weobtain later for transceivers using our framework will be close enough in practice to the true performance of these transceivers. As illustrated later, a novelty of our work lies in being able to apply existing transceiver designs that are based on OFDM and space-time codes to other systems (such as CDMA systems). The above approximation makes this possible.
C. Frequency-Domain Model
The frequency-domain samples are obtained from the timedomain samples by taking the DFT. For example, for , we define (15) . . . 
with . This is exactly the model used in OFDM systems. The system consists of noninterfering parallel channels in the frequency domain, with each parallel channel undergoing Rayleigh fading.
D. Wideband Circulant CDMA Model
We consider the special case of Theorem 1 when the basis functions are spread-spectrum waveforms. In a direct-sequence code-division multiple-access (DS-CDMA) system, the information symbol is modulated onto a spreading waveform (17) and transmitted. Here, is the spreading code, is the chip waveform of duration and approximate bandwidth , and is the processing gain.
Starting with , we now construct the basis as follows. Define the spreading code of . Furthermore, for , define to be the th circularly time-shifted version of . That is (18) or equivalently, define in terms of its spreading code
For example, has the spreading code . Now, with a good choice of initial spreading code , the waveforms will be linear independent, and hence, form a complete basis for the signal space. Thus, the transmitted signal can be expressed in terms of , and the corresponding expanding coefficients by
Before proceeding to obtain a MIMO relation for this basis, we note that an important property of this basis is that delayed versions of a spreading waveform can be approximated by circularly time-shifted versions. For example, suppose that the signal with spreading code is transmitted. The first delay of at the receiver is . This delayed waveform can be represented by the dimensional spreading code . The first dimensions are well-approximated by , which is the spreading code of . Now, the transmitted signal, after dispersion by the channel, is delayed by at most at the receiver. Thus, for , a delayed version of a spreading waveform can be approximated by a circularly-shifted version as follows (20) where . A multipath channel produces a linear combination of delayed copies of the transmitted signal at the receiver. For this reason, in the context of CDMA systems, it is natural to use a spreading waveform and circularly timeshifted versions of it as a basis for the signal space. 1 A direct application of Theorem 1 to basis functions leads to (21) where . From (21), it is evident that can be expressed in the form , where is the same circulant matrix of the time-domain model. To summarize, given (22) we obtain the wideband circulant CDMA model as shown in (23) at the bottom of the next page, where the superscript denotes that circulant CDMA waveforms are used as the basis.Thenoisecorrelationmatrixisgivenby . 1 Under the assumption T T , linear time shifts can be approximated by circular time shifts. In practice, cyclic prefixes can be used to make this approximation exact. Circulant shifts are used for the purpose of exact channel diagonalization.
E. Wideband Parallel Model
We obtain another MIMO model by taking the DFT of the wideband CDMA model. 
where .
F. Relation Between Time-Domain and Wideband CDMA Domains
In this subsection, we consider chip-rate sampling to obtain a relation between signal representations in time-domain and wideband CDMA domain. In the wideband circulant domain, is represented by and is given by The four MIMO models are all equivalent, up to linear transformations. While any of the four models can be used in subsequent analysis, we use those that make the analysis most tractable. For ergodic capacity related analysis, the parallel and frequency-domain models are the most convenient. For outage capacity analysis, the time-domain and wideband CDMA models provide the most insight. CDMA-based transceivers are naturally best represented in the wideband CDMA domain, while the performance analysis is typically carried out by transforming into the wideband parallel domain.
IV. REALIZING DIFFERENT REPRESENTATIONS IN A CDMA SYSTEM
A. Wideband CDMA System
We now describe preprocessing and postprocessing that facilitates application of space-time codes to circulant CDMA systems. Consider a CDMA system operating over a multipath channel. The information symbols are modulated onto circularly-shifted copies of a particular spreading waveform , as illustrated in Fig. 2 . The received signal is projected onto the same circularly shifted waveforms to capture the sufficient statistics. The system in Fig. 2 is equivalent to the wideband CDMA model (23). Other researchers have investigated using multiple time-shifted copies of a spreading code for a particular user. In [12] , for example, each user is assigned a spreading waveform and a delayed version of it. In contrast, the wideband CDMA system assigns circularly shifted copies of a spreading waveform to each user. This is possible both in systems that employ short codes and in systems that employ long codes. Fig. 3 details the preprocessing at the transmitter and postprocessing at the receiver that transform the circulant CDMA system, as depicted in Fig. 2 , into a time-domain system. This transforms a CDMA system using circular codes into a Nyquist sampling system. The effective system, , has noise vector that is white. The effective channel matrix, , is still circulant; it does not contain all uncorrelated elements. However, as we show in a later example (Section VI-D), by transmitting and receiving on a particular subset of the available dimensions, it is possible to create a subsystem whose effective channel matrix contains all uncorrelated elements. Space-time codes can then be applied. See Section VI-D for further details. Fig. 4 details the preprocessing and postprocessing that transform the circulant CDMA system, as depicted in Fig. 2 , into a frequency-domain system. OFDM-based codes can now be applied toCDMAsystemsviaappropriatetransformations.Itisimportant tokeepinmind thatweareabletodothepreprocessingatthetransmitterevenwithoutknowledgeofthechannelcoefficientsbecause the eigenfunctions of the channel are fixed a priori. The multipath channel, by virtue of the delays it produces, has an inherent circulant structure. By transmitting on circularly shifted waveforms that serve as a basis, this structure can be exploited at the transmitter, even in the absence of CSI. The key point is that both and are circulant. In the transceiver example mentioned above, working with a particular subset of the available dimensions exposes a structure in the channel matrix similar to that found in multiple antenna systems.
B. Realizing a Time-Domain System
C. Realizing a Frequency-Domain System
V. CAPACITY
A. Ergodic Capacity
We want to determine the maximum average mutual information between the input and output of the multipath channel. We take an approach similar to [3] . While the results in [3] are developed for the channel matrix containing i.i.d. entries, we develop our results for the channel matrix induced by the multipath channel. We start with the frequency-domain model. Once again, we assume the receiver has perfect CSI, while the transmitter has knowledge of only channel statistics. The overall transmitted power is conserved to ;
. The average mutual information is given by We first determine the maximum mutual information conditioned on a fixed realization . Then
The entropy is maximized when is circularly symmetric complex Gaussian, which is the case when is also circularly symmetric complex Gaussian [3] . This implies where is the covariance matrix of and is the covariance matrix of . We need to maximize subject to the constraint . By Hadamard's inequality [13] with equality if and only if is diagonal. Thus, we can restrict our attention to diagonal . The ergodic capacity for a given diagonal is the mutual information averaged over the distribution of (36) We now determine the optimal power allocation at the transmitter that maximizes (36). As the transmitter does not know the particular realization of , water filling based on knowledge of cannot be done. Optimizing based on just the channel statistics leads to the following result.
Lemma: The average mutual information , subject to constraint , is maximized when for all . Proof: Define , the power allocation vector. We want to determine the that maximizes subject to the power constraint . Given any arbitrary , define to be the vector with and interchanged. For example,
. Then Since , with distribution independent of and Let be the uniform power-allocated scheme that is also the average of all permutations of . By the concavity of (37) Thus, the mutual information for any arbitrary power-allocation scheme is upper bounded by that of the equal power-allocation scheme . Hence, the average mutual information is maximum for the uniform power-allocation scheme.
We summarize our result on ergodic capacity in the following theorem.
Theorem: Consider an -path Rayleigh fading channel with . Consider the space of signals with duration and bandwidth , whose dimension is . Let the total transmit power be constrained to . The ergodic capacity of the channel in the signal space is given by bits
where . This is also the ergodic capacity of parallel scalar Rayleigh fading channels each with average received power . The above result decomposes the frequency-selective channel into parallel, scalar fading channels. The ergodic capacity (38) is exactly equal to (5), the ergodic capacity of a flat-fading channel with the same power and signal space constraints. In general, for given power and signal-space dimensions, the ergodic capacity depends only on the marginal statistics of , which are independent of and the power in each multipath component. On the other hand, the outage capacity depends on the correlation between at various frequencies and is, thus, affected by . For example, for dB and , Fig. 5 shows the outage capacity curves for to 5 and the ergodic capacity curve. The ergodic capacity is 32.7 b and is depicted by the vertical line. The curves, obtained numerically from 5000 channel realizations, illustrate the improvement in outage capacity performance with increasing diversity. While these are known results (see [6] , for example), our method of derivation is different, and more importantly, the outage-capacity expressions we derive next are new.
B. Outage Capacity
Outage-capacity analysis of multipath channels has been investigated to some extent in [5] . For example, outage-capacity expressions for are available in [5] , whereas expressions for are unavailable due to analytical intractability. In Section VI, we derive simple expressions for approximating the outage capacity that are a function of , , and . We show that the outage or failure probability for a given rate is bounded as (39) where is the incomplete gamma function . These bounds become tighter as increases. See Section VI-C for details.
VI. ILLUSTRATIVE EXAMPLES
In this section, we describe a variety of signaling and reception schemes that illustrate the application of our framework. In particular, we propose two transceiver structures for multipath channels, to which existing codes developed for OFDM and multiantenna systems can be directly applied. For each scheme, the transmitted signal occupies a subset , and the received signal occupies a subset of available dimensions. A MIMO matrix representation can be used to describe the transceiver to assess performance tradeoffs.
The various transceivers proposed in this section differ in one of four ways: 1) the number of dimensions occupied by the signaling scheme; 2) the number of parallel channels created by the scheme; 3) the diversity order attained by the scheme; and 4) received power. The number of parallel channels in an system is upper bounded by . The diversity order provided by a scheme corresponds to the number of independently faded replicas of transmitted signal available at the receiver. The higher the diversity order of a scheme, the more the statistical stability, and the steeper the outage capacity curves. The examples to follow help develop an understanding of the tradeoffs between various transceiver structures and provide insights on how each parameter affects the system performance. Most of the transceivers we describe are designed using the time-domain representation for simplicity of exposition. However, these transceivers can be applied to CDMA systems as well, via the transformations detailed in Section IV.
A. RAKE Transceiver-Time-Domain
This example describes the familiar RAKE transceiver in our framework. Consider transmitting the signal in the time-domain model in just the first time sample. In that case, in (14) . The receiver needs to probe just the first time samples, , as they contain all the information about the transmitted signal. This transceiver is a system
The number of dimensions occupied by the received signal is . The average received power is . This transceiver creates one parallel channel, with gain . The capacity of this subchannel conditioned on a particular channel realization works out to
The ergodic capacity of the transceiver is the capacity averaged over the channel statistics. For dB and , the ergodic capacity is 4.5 b. The outage or failure probability is equal to (41) A plot of (41) for is given in Fig. 6 . As increases, the performance improves due to statistical stability of received SNR provided by independent fading. As (and therefore, ), the performance of the multipath channel approaches that of a scalar AWGN channel with same average received power. The AWGN channel capacity in this case is b. Hence, as , the outage capacity curves will approach a steep drop at this value.
B. RAKE Transceiver-CDMA Systems
This example discusses the RAKE receiver in the context of CDMA systems using the wideband circulant CDMA model. Consider the case where a symbol is modulated onto just one spreading waveform and transmitted. We have that . With denoting the spreading code of , we have that . The capacity for a particular channel realization is given by
The capacity analysis can be taken one step further by using our framework to transform into the wideband parallel domain, and we get where , is the first column of , and . Thus
C. Bounds on the Outage Capacity of the Multipath Channel
In this example, we provide a simple transceiver whose outage capacity performance approximates that of the multipath channel, and the approximation improves as the dimensionality of the signal space increases. Consider the following transmission strategy in the time-domain model. The signal is transmitted in dimensions, each separated by exactly time samples. In (14) ,
. Each transmitted signal has average power and encounters th order diversity. The receiver processes all dimensions. This is a system with parallel channels. The parallel channels do not interfere as the transmitted signals are separated by time samples. The system can be viewed as comprising parallel RAKE transceivers, and thus, the capacity expressions are easier to compute.
For noninterfering parallel channels, the capacity is simply the sum of the capacity of each parallel channel, which is simply (40) with replaced by . Thus (42) The outage probability for a given rate equals (43) Fig. 7 shows the outage capacity curves for , dB, and . The special case corresponds to the RAKE transceiver of the previous example, with . Notice that compared to Fig. 6 , the capacity in this scheme takes on larger values due to an increase in the number of parallel channels . However, the curves do not become steeper, since is kept constant, and hence, there is no increase in statistical stability of received SNR. Fig. 8 shows the performance of the system when increases with and . As evident, the outage-capacity curves become steeper as well. The expression (43) provides a lower bound on the outage capacity of the full-dimensional multipath channel, and the bound becomes tighter as the dimensionality of the signaling space increases. An expression similar to (43) can be derived that is an upper bound on the outage capacity of the multipath channel. In the full-dimensional multipath channel, the signal is transmitted in all time samples. Each transmitted symbol undergoes dispersion across time samples. The dispersion destroys orthogonality between the transmitted signals and causes interference between them. A simple upper bound can be obtained by ignoring the effects of interference-all of the time samples encounter th-order diversity and do not interfere at the receiver. Such a system corresponds to parallel RAKE transceivers (and requires signal-space dimensions at the receiver). A lower bound for the outage capacity expression for the system is exactly (43) with , and the upper bound is (43) with replaced by . Thus, for the multipath channel, we have that (44) It is easy to show that the two bounds converge to the same value as . Fig. 9 shows that as increases, the outage capacity bounds in (44) closely approximate the capacity of the channel. The capacity curve for the channel was obtained through 10 000 realizations. The reason the two bounds converge to the same value is that increasing the number of parallel channels in a system provides diminishing returns. Furthermore, for given , the loss of dimensions due to separating transmitted signals by dimensions becomes negligible as increases. For example, in an AWGN channel, 90% of the capacity of the infinite bandwidth AWGN channel is achieved for [14] .
D. Virtual Multiple-Antenna System
This example illustrates using the virtual MIMO framework to facilitate application of space-time codes developed for multiantenna systems to CDMA systems. We present a transceiver structure that transforms the multipath channel with degrees of freedom into a virtual antenna array system with transmitters, receivers, , and independent coupling between antenna pairs [15] . The transceiver is characterized in the time domain for simplicity. However, the transceiver can be applied to CDMA systems as well, since the transformations of Section IV can be used to transform a CDMA system into an equivalent time-domain system.
We refer to (14) again. The signal is transmitted in the first time samples, . The received signal is in a space of dimensions, but the receiver looks at only the dimensions of given by . The resulting -input -output system is represented by . . .
where , for . Note that the channel matrix contains uncorrelated, complex Gaussian entries. The system can be viewed as an -transmit -receive multiple-antenna system with i.i.d. Rayleigh fading matrix channel. Existing space-time codes (e.g., see [4] ) can be directly applied to this transceiver and, after suitable transformations (Fig. 3) , to CDMA transceivers. An expression for the ergodic capacity of multiple-antenna systems is given in [3] . The ergodic capacity of this channel is given by [3] where , , and is the generalized Laguerre polynomial of order with parameter .
We now compare this virtual MIMO transceiver with the RAKE transceiver of Section VI-A. The virtual MIMO transceiver creates an system that has parallel channels. It provides clear capacity gains over the RAKE transceiver due to an increase in the number of parallel channels. Fig. 10 illustrates the performance of both transceivers. At the 1%, 5%, and 10% outage probability levels and for high SNR (larger than 20 dB), the improvement in performance of the virtual MIMO transceiver over the RAKE transceiver for , , is almost 5 dB. The improvement in performance for , , is more than 7 dB (not shown in Fig. 10) .
We note in passing that using circularly shifted versions of a spreading waveform as a basis for the signal space is key to the application of existing space-time codes to CDMA systems. The reason is that space-time codes, originally designed for multiple-antenna systems, exploit the structure of the channel statistics at the transmitter without requiring knowledge of the channel realizations. Our example shows that the same channel matrix structure can be obtained over single-transmitter singlereceiver multipath channels using particular temporal signaling schemes. By appropriate transformations, these transceivers can also be applied to CDMA systems. In general, to do these transformations at the transmitter, i.e., to do the preprocessing at the transmitter to obtain a certain structure in the effective channel matrix, the transmitter needs to be aware of the eigenvectors of the channel matrix. Transmitting on circularly shifted versions of a spreading waveform preserves the structure and eigenfunctions of the channel, so that this preprocessing depends only on the choice of spreading code and not on the actual channel realizations.
E. Application of OFDM Codes to CDMA Systems
This example briefly illustrates how OFDM codes can be applied to CDMA systems. Starting with the wideband CDMA model, the transformations detailed in Fig. 4 can be used to effectively produce a frequency-domain system. Denote the input vector to this new system by . When the channel offers th-level diversity, different information symbols can be transmitted, with each information symbol achieving th-order diversity. This can be done in a simple way as follows. The first symbol is transmitted in the following coordinates of :
. Simiarly, each of the other symbols are transmitted in exactly coordinates, the different coordinates separated by samples, and the different symbols are offset by one coordinate. This is a well known and simple OFDM coding scheme that achieves the full diversity afforded by the channel. The novelty of this transceiver lies in the fact that OFDM codes can be applied to CDMA transceivers that are already coupled to the channel.
VII. CONCLUDING REMARKS
In this paper, we develop a virtual MIMO framework for characterizing single-transmitter single-receiver multipath fading channels, where the virtual multiple inputs and outputs are created by dimensions of the signaling scheme. The essence of the framework is a representation of the system with respect to appropriately chosen basis functions for the signal space. The proposed framework has many advantages. First, it provides a general approach for studying the interaction between the signal space and the channel and unifies existing systems. Second, it suggests a method for design of novel transceivers by modifying existing ones. For example, it suggests a method for application of codes developed for OFDM systems and space-time codes developed for multiple-antenna systems to existing CDMA systems. Finally, it greatly facilitates ergodic and outage-capacity analysis. In particular, by analyzing particular transceivers for the multipath channel, we are able to provide new expressions that bound the outage-capacity performance of the channel. Work in progress extends these results to the case of time-varying channels [16] , [17] . Another line of research worth pursuing and a useful extension to these results is a framework that facilitates transceiver analysis and design in the multiuser case.
