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1 Introduction générale  
1.1 Intégration multisensorielle au niveau comportemental  
 Notre environnement est composé de divers objets et êtres vivants qui sont autant de 
stimulations sensorielles que nous devons analyser. Nous devons percevoir et interagir avec 
cet environnement multisensoriel composé d’objets qui nous envoient des informations 
sensorielles de plusieurs modalités. Dans cette première partie, nous allons vous exposer 
comment notre perception et notre comportement sont influencés par l’intégration de stimuli 
multisensoriels et comment ce même comportement nous renseigne sur la façon dont le 
cerveau traite ces informations.  
1.1.1 Modifications de la perception 
1.1.1.1  Altérations  
Même si notre cerveau arrive remarquablement bien à combiner différentes sources 
sensorielles, il arrive parfois qu’il se trompe et qu’il induise une perception erronée et un 
comportement inadéquat. Les cas les plus célèbres d’illusions multisensorielles sont l’effet 
McGurk et le ventriloquisme. 
L’effet McGurk est un phénomène perceptif où des informations auditives et visuelles 
incongruentes vont entrer en conflit et engendrer une illusion. Cet effet a été découvert par 
McGurk et McDonald (1976) lorsqu’ils ont présenté à de jeunes enfants une vidéo présentant 
simultanément le visage d’une femme prononçant la syllabe « ga » associé à un son de syllabe 
« ba ». De ce conflit subtil entre la modalité visuelle et auditive, résulte, par la fusion des deux 
informations, une production intermédiaire « da ». Cette perception erronée de la parole est un 
effet très robuste puisqu’il persiste même lorsqu’on connaît les syllabes unimodales et lorsque 
les stimuli auditifs et visuels sont spatialement incongruents (Colin et al. 2002). Cependant, 
cet effet semble dépendre de la capacité de chacun à bien intégrer les informations audio-
visuelles et aussi de certaines conditions de présentation, comme l’orientation du visage du 
locuteur (Jordan et Bevan 1997) et un décalage temporel important (200ms) (Munhall et al. 
1996) vont influencer l’effet McGurk. Les premières études d’imagerie de l’effet Mc Gurk 
ont révélé l’implication des cortex pariétal, frontal, temporal et de l’aire extrastriée, et toutes 
soulignaient déjà la place particulière du sillon temporal supérieur (STS) gauche (Jones et 
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Callan 2003; Sekiyama et al. 2003). Cette première intuition a été confirmée par des études 
plus récentes d’IRMf et de TMS (Beauchamp et al. 2010; Baum et al. 2012; Nath et 
Beauchamp 2012; Erickson et al. 2014a) que le STS gauche pourrait engendrer une 
perception «corrigée» ou fusionnée à partir de signaux auditifs et visuels contradictoires 
(Erickson et al. 2014b).  
La ventriloquie est également une illusion perceptuelle, mais cette illusion repose sur 
une dissociation spatiale des percepts auditifs et visuels dans le langage (Jack et Tkurlow, 
1973). En effet, le ventriloque émet un son de parole en minimisant le mouvement de ses 
lèvres et agite une marionnette, laissant ces seuls indices visuels comme potentielles sources 
de la parole entendue. Cet effet de ventriloquie a également été reproduit pour des stimuli 
simples tels que des bips, des flashs et des LED (Slutsky et Recanzone 2001; Vroomen et al. 
2004a; Stekelenburg et Vroomen 2005), permettant ainsi un meilleur contrôle des différents 
facteurs qui pourraient influencer l’effet de ventriloquisme. Il est apparu que les paramètres 
temporels et spatiaux sont importants dans la perception fusionnée des informations auditives 
et visuelles (Bertelson et Radeau 1981; Slutsky et Recanzone 2001). Aucun effet attentionnel 
sur l’effet de ventriloquisme n’a été retrouvé (Bertelson et al. 2000; Vroomen et al. 2004a), ce 
qui est en faveur d’un effet sensoriel du ventriloquisme (Bertelson et al. 2000; Stekelenburg et 
Vroomen 2005). Une hypothèse formulée par Kitagawa et Ichihara (2002) explique le 
ventriloquisme par un effet de dominance visuelle dans la localisation spatiale de stimuli, due 
à une meilleure acuité. Les bases neuronales du ventriloquisme sont encore mal connues. 
Cependant, une activation de l’insula, du STS et du sillon pariéto-occipital lors d’une illusion 
induite par ventriloquie a été révélée par une étude en IRMf (Bischoff et al. 2007). Par la 
suite, il a été montré que le ventriloquisme diminuait la sensibilité à la localisation de source 
sonore du STG postérieur. Les auteurs ont conclu que l'information spatiale audiovisuelle 
conflictuelle d'un événement est associée à une atténuation du traitement de la localisation 
spatiale auditive par le STG postérieur (Callan et al. 2015). 
1.1.1.2 Améliorations  
Si l’intégration multimodale peut altérer notre perception et ainsi engendrer des 
illusions, généralement elle permet des améliorations perceptives. La capacité d’intégration de 
plusieurs sources d’informations unimodales a évolué en raison des avantages adaptatifs 
qu'elle apporte (Calvert 2001). L’apparition conjointe d’informations unisensorielles 
donnerait lieu à une désambiguïsation ou enrichissement de l'information véhiculée de 
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manière unimodale. Elle permettrait aussi de réduire le bruit facilitant l’extrapolation des 
signaux, surtout des signaux faibles. Elle apporterait également une amélioration de la 
perception temporelle et spatiale des stimuli. Ainsi, l’intégration multisensorielle, sous 
certaines conditions, améliore la perception et la compréhension du monde qui nous entoure 
et crée un bénéfice comportemental. 
Un cas particulier d'intégration multisensorielle audiovisuelle consiste à intégrer 
l'information faciale et vocale des personnes qui nous entourent, notamment lors du processus 
de parole. En effet, la plupart des communications verbales se produit lorsque nous pouvons à 
la fois voir et entendre le locuteur. Cependant, la parole a souvent été considérée comme un 
processus purement auditif. Une des premières études multisensorielles de la parole menée 
par Sumby et Pollack (1954) a montré que l'intégration de signaux audio-visuels de parole 
contribuait à la compréhension de l'information linguistique lorsque le signal auditif était 
dégradé. En effet, dans cette étude, la vision du mouvement des lèvres permettait une 
amélioration de la compréhension de la parole dans le bruit, à un niveau équivalent à un 
rapport signal sur bruit supérieur de 10 à 20dB. En d’autres mots, la lecture labiale contribuait 
à la perception de la parole même si le bruit environnant était augmenté. Cette recherche a été 
par la suite soutenue et étendue (Ma et al. 2009; Ross et al. 2007). La lecture labiale confère 
un véritable atout et peut être un moyen compensatoire pour les personnes souffrant d’une 
déficience auditive (Grant et al. 1998). Une étude conduite chez des sujets implantés 
cochléaires montre que la compréhension de la parole est améliorée en conditions audio-
visuelles comparé à celle de sujets normo-entendants (Rouger et al. 2007). Cette meilleure 
performance est non seulement due à de plus grandes capacités de lecture sur les lèvres mais 
surtout à une meilleure capacité d’intégration multisensorielle des entrées visuelles avec un 
son articulé altéré. Les auteurs suggèrent que ces performances chez les sujets implantés 
cochléaires pourraient être dues à une réorganisation du réseau cortical impliqué dans la 
compréhension de la parole qui favoriserait une implication des aires visuelles. 
 L’intégration multisensorielle ne produit pas des améliorations perceptives seulement 
lors de processus cognitif de haut niveau comme lors de la parole mais permet également un 
bénéfice comportemental lors de tâches plus simples, avec des stimuli plus simples. Une étude 
pionnière dans la recherche sur l’intégration multisensorielle menée par Stein et Meredith 
(1993) a permis de révéler le bénéfice multisensoriel lors d’une tâche de localisation de 
sources auditives, visuelles ou audio-visuelles chez le chat (Figure 1.1). Pour cela, des chats 
étaient placés dans une arène semi-circulaire où des stimuli étaient présentés à différents 
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endroits, tous équidistants les uns des autres. Les chats étaient entraînés à détecter et localiser 
la source des stimuli et devaient s’en approcher pour obtenir une récompense alimentaire. 
Dans le cas où les stimulations sonores et visuelles étaient présentées conjointement, les chats 
présentaient de meilleures performances, appelées « gains » multisensoriels, avec une 
augmentation du taux de réussite et une réduction des temps de réaction.  
 
Figure 1.1 Amélioration par des stimuli multisensoriels des performances de localisation de source chez le 
chat (Stein 1993). Le chat, placé dans une arène semi-circulaire, devait localiser la provenance des stimuli 
auditifs, visuels et audio-visuels pour être récompensé. Quelle que soit la position des stimuli, les chats 
localisaient mieux les sources en condition multisensorielle par rapport aux conditions unisensorielles.  
 
Par la suite, cet effet facilitateur (Figure 1.2) a été retrouvé dans de nombreuses études 
psychophysiques, et ceci quelles que soient les modalités sensorielles utilisées et quelle que 
soit la tâche : détection (Hershenson et al. 1962; Miller 1982; Giray et Ulrich 1993; Forster et 
al. 2002; Molholm et al. 2002; Lovelace et al. 2003), localisation (Stein et al. 1989; Miller 
1991; Hughes et al. 1994; Schröger et Widmann 1998), ou identification (Miller 1982; 
Summerfield et al. 1987; Miller 1991; Giard et Peronnet 1999). Une étude récente a mis en 
évidence pour la première fois cet effet facilitateur multisensoriel chez le macaque lors d’une 
tâche de détection de stimuli auditifs, visuels et audio-visuels (Céline Cappe, Murray, et al. 
2010). 
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Figure 1.2 Effet facilitateur comportemental de la multisensorialité des stimuli sur les temps de 
réaction. Temps de réaction moyens en millisecondes (+ /- SEM) de détections de stimuli auditifs 
(bleu), visuels (vert) et audio-visuels (rouge) pour des stimuli proches du seuil de perception chez le 
macaque rhésus (Cappe et al. 2010).  
 
1.1.2 Modèles des processus multisensoriels 
Il est proposé que cet effet facilitateur multisensoriel serait dû à un phénomène de 
redondance du signal. La redondance de l’information réduirait la quantité globale 
d'informations devant être traitée pour qu’une perception et un comportement soient 
améliorés (Lewkowicz 2000). Plusieurs études théoriques et expérimentales ont été réalisées 
pour comprendre quelles sont les causes de ce phénomène de redondance (Miller 1982; 
Colonius 1988; Schwarz 1989; Colonius 1990; Mordkoff et Yantis 1991; Giray and Ulrich 
1993; Schwarz et Ischebeck 1994; Colonius et Townsend 1997; Townsend et Wenger 2004). 
Ces travaux de recherches sur la compréhension du comportement ont conduit à la proposition 
de plusieurs modèles pour expliquer cet effet facilitateur. Raab (1962) a été le premier à 
suggérer un modèle appelé, modèle de la course, basé sur un principe statistique simple. Ce 
modèle a été développé par Miller (1982), ce qui lui a permis d’établir un deuxième modèle, 
appelé modèle de co-activation fondé sur une intégration des informations multisensorielles. 
A l’heure actuelle, ces deux modèles, très largement utilisés dans des études 
comportementales, sont considérés comme références dans la compréhension des traitements 
des informations multisensorielles et font l’objet de débats (Ulrich et al. 2007; Otto et al. 
2013; Colonius 2014; Stevenson et al. 2014; Gondan et Katsumi 2015; Miller 2015). 
Le modèle de la course est utilisé pour décrire et prédire comment deux stimuli 
unisensoriels sont traités lorsqu’il y a un effet de redondance des signaux. Dans le modèle de 
la course proposé par Raab (1962), le gain de redondance est une conséquence d’une 
300
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«facilitation statistique». Les temps de détection des stimuli à une seule cible varient d'un 
essai à l'autre. Chaque fois que deux stimuli cibles sont présentés, le stimulus qui est plus 
rapidement traité déclenche la réponse (i. e. ce stimulus gagne la «course»). Comme 
généralement les distributions des temps de traitement pour les deux stimuli se chevauchent, 
un traitement lent par un canal est compensé par un traitement plus rapide dans l'autre canal. 
En conséquence, les temps de réponse moyens pour les stimuli redondants sont plus courts 
que les temps de réponse moyens pour les stimuli unisensoriels. En d’autres termes, ce 
modèle suppose que les informations sensorielles sont traitées séparément par leur canal 
perceptif respectif. 
A partir de cette hypothèse, Miller (1982) a défini une formule, appelée inégalité de 
Miller ou encore inégalité du modèle de la course, qui permet de déterminer la limite 
supérieure de la facilitation induite par une redondance des signaux sensoriels. Lors d’une 
redondance audio-visuelle, le modèle de la course se base sur les deux temps de traitements 
parallèles des deux entrées sensorielles (TA et TV) du stimulus bimodal. Le canal le plus 
rapide des deux remporte la course et de ce fait, détermine le temps de traitement (TAV) du 
stimulus redondant :  
TAV = min (TA, TV) (1) 
Pour décrire cet évènement de redondance, la plupart des auteurs utilisent la notation 
{T≤ t} où t correspond au temps de traitement en absence d’effet de redondance (Miller 
1982). Si on reprend l’équation (1), TAV en condition de redondance est inférieur à t si le 
temps de traitement de la composante auditive ou de la composante visuelle est inférieur à t :  
{TAV ≤ t |AV} = {TV ≤ t |AV} ∪ {TA ≤ t |AV} (2) 
où |AV signifie que les temps de traitement pris en compte dans cette équation se 
réfèrent aux temps de traitement dans un contexte d’un effet de redondance des signaux 
audio-visuels.  
Pour pouvoir mettre en application le modèle de la course avec des données de temps de 
réaction, il nous faut considérer les probabilités P de traitements des signaux. La probabilité 
d'une union de deux événements comme dans l'équation (2) est donnée par l'inégalité de 
Boole qui indique que la probabilité de l'union d’un évènement X et d’un évènement Y est 
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toujours inférieure ou égale à la somme des probabilités pour des événements pris 
individuellement : 
P (X ∪ Y) ≤ P (X) + P (Y) (Inégalité de Boole) 
 L'application de l'inégalité de Boole à l'équation 2 donne la formule suivante : 
P (TAV ≤ t |AV) ≤ P (TA ≤ t |AV) + P (TV ≤ t |AV)  (3) 
Comme déjà mentionné ci-dessus, toutes les probabilités dans l'inégalité 3 se rapportent 
aux temps de traitement dans le contexte d'un effet de redondance. Cependant, comme selon 
le modèle de la course, les traitements des canaux sensoriels se font indépendamment, on peut 
émettre l’hypothèse que le contexte sensoriel (uni- vs multi-sensoriel) n’influence pas le 
temps de traitement des informations, c’est ce qu’on appelle l’effet d’indépendance du 
contexte. Plus précisément, l’indépendance du contexte présuppose que les temps de 
traitement de la composante auditive du signal multisensoriel redondant présentent la même 
distribution que les temps de traitement d'un signal auditif seul, et il en est de même pour le 
signal visuel. Il en résulte que :  
P (TA ≤ t |AV) = P (TA ≤ t |A) (4a) 
P (TV ≤ t |AV) = P (TV ≤ t |V) (4b) 
L’équation (3) devient alors : 
P (TAV ≤ t |AV) ≤ P (TA ≤ t |A) + P (TV ≤ t |V) (5) 
Cependant, les temps de réponse (TR) qui sont mesurés lors d’une étude 
comportementale incluent les temps de traitements neuronaux ainsi que les temps des 
réponses motrices M. Considérant que TR = T + M, l’équation (5) devient alors :   
P (TAV ≤ t |AV, M) ≤ P (TA ≤ t |A, M) + P (TV ≤ t |V, M)   
Ce qui conduit à la relation des temps de réponses suivante :  
P (TRAV≤ t) ≤ P (TRA ≤ t) + P (TRV ≤ t) (6) 
Cette dernière formule (6) est l’une des formules utilisées pour analyser les temps de 
réponse lorsqu’il y a un effet de redondance des signaux. Il est important de comprendre, ici, 
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que l’inégalité de Boole n'exige pas que les temps de traitement des deux canaux soient 
indépendants. En effet, l’intersection des deux évènements est rendue supérieure ou égale à 0 
(i.e. P(TA∩TV) ≥ 0), ce qui se traduit par un signe d’inégalité dans l’équation de Boole et de 
ce fait dans l’équation (6). Ce modèle prend en compte une possible dépendance comme 
indépendance des deux canaux sensoriels et reste cohérent avec un scénario dans lequel le 
participant se concentre sur un canal, auditif par exemple, dans un essai donné (TA est le plus 
rapide) et sur l’autre canal, visuel dans notre exemple, dans un autre essai (TV est le plus 
rapide).  
Cependant, l’équation de la réunion de deux évènements complète et non approximée 
est la suivante :  
P (TRAV) = P (TRA ∪ TRV) = P (TRA) + P (TRV) – P (TRA∩TRV)  (7) 
Avec (TRA∩TRV) = P (TRA) * P (TRV|TRA). Dans l’hypothèse où les temps de 
traitement des canaux sont indépendants, P (TRA) * P (TRV|TRA) devient P (TRA) * P (TRV), 
ce qui, une fois remplacée dans l’équation (7), donne :  
P (TRAV ≤ t) = P (TRA ≤ t) + P (TRV ≤ t) – P (TRA ≤ t) * P (TRV ≤ t) (8) 
 Cette égalité (8) est une deuxième formule qui permet l’analyse de l’effet de 
redondance des signaux sur les temps de réaction et est également parfois utilisée. 
En effet, les formules (6) et (8) divergent conceptuellement et chacune d’entre elles 
présentent des limitations qui poussent les chercheurs à choisir l’une plutôt que l’autre. Par 
exemple, certains chercheurs ne recommandent pas l’utilisation de la deuxième (équation (8)) 
parce que l’hypothèse d’indépendance des canaux n’est pas justifiée.  
Quelle que soit la formule utilisée, les interactions multisensorielles sont le plus souvent 
étudiées, non pas à partir des distributions des temps de réponse, mais à partir des fonctions 
de distribution cumulative (CDF) des temps de réactions (Figure 1.3). Les CDF représentent 
la probabilité cumulée de réponses en fonction du temps. Il est souvent observé que l’effet de 
redondance engendre un gain supérieur à celui prédit par le modèle de la course. Plus 
précisément, la CDF des temps de réaction des essais multisensoriels est souvent supérieure 
(décalée vers la gauche) à la somme des CDF des stimuli unisensoriels. Dans ce cas, 
l’inégalité de Miller n’est pas respectée, signe que le modèle de la course n’explique pas la 
facilitation audiovisuelle observée et que l'hypothèse d'indépendance est fausse. Miller (1982) 
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a suggéré que les deux sources sensorielles induiraient des activations combinées et que cette 
intégration permettrait une initiation plus rapide de la réponse (Blurton et al. 2014; Schwarz 
1989; Schwarz et Ischebeck 1994; Diederich et Colonius 2004).  
 
Figure 1.3 Distribution cumulée de la probabilité de réponse en fonction des temps de réactions. 
Les courbes cumulées ont été représentées pour les modalités visuelle (vert), auditive (bleu) et audio-
visuelle (rouge), ainsi que pour le modèle de la course (pointillé). Ces temps de réaction sont les 
mêmes que ceux de la figure 1.2, de ce fait sont les temps de détection de stimuli proches du seuil de 
perception par des macaques rhésus (Cappe et al. 2010). Il est à noter, ici, que la courbe cumulée en 
condition multisensorielle est décalée vers la gauche par rapport à la courbe du modèle de la course, 
révélant une convergence des informations sensorielles.  
 
1.2 Bases neuronales de l’intégration multisensorielle 
 Même si les méthodes décrites précédemment sont utiles pour étudier l'intégration 
multisensorielle et fournissent des informations pertinentes sur la façon dont les stimuli 
sensoriels sont combinés pour induire un percept et un comportement adaptés, l'utilisation 
seule de ces méthodes ne nous laisse appréhender que partiellement les processus qui sous-
tendent le traitement multisensoriel. Pour mieux comprendre ces phénomènes, il est 
nécessaire de compléter ces analyses comportementales par l’étude des activations cérébrales 
qui nous renseigne davantage  sur les mécanismes des interactions multisensorielles et leur 
relation avec la perception et le comportement. Dans cette partie, sont rapportés les résultats 
obtenus soit au niveau neuronal via des enregistrements électrophysiologiques, soit au niveau 
structurel à l’aide d’enregistrements LFP et EEG ou encore d’IMRf. 
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1.2.1 Neurones multisensoriels  
Les premiers neurones multisensoriels décrits sont les neurones des couches profondes 
du colliculus supérieur chez le chat. Dans cette structure, 55% des neurones répondent à des 
stimuli visuels, auditifs et/ou somesthésiques (Wallace et al. 1996; Stein, 1993). Ces travaux 
ont permis de révéler que pour identifier un neurone comme étant multisensoriel, il faut 
obtenir une différence significative entre la réponse bimodale et la réponse évoquée par le 
stimulus unimodal le plus efficace (Figure1.4) (Meredith et Stein 1986b; Wallace et al. 1996; 
Bell et al. 2001; Bell et al. 2003; Ghazanfar et al. 2005). Cependant, cette définition du 
neurone multisensoriel a évolué au cours des recherches effectuées dans ce domaine.  
 
Figure 1.4 Exemple de neurones multisensoriels visuel et somatosensoriel dans le colliculus supérieur chez 
le chat (Meredith et Stein 1986b). Ce neurone répond à toutes les modalités unisensorielles et présente une 
réponse multisensorielle augmentée de 75% de la réponse visuelle qui est, pour ce neurone, la meilleure réponse 
unisensorielle.   
 
C’est de manière assez intuitive qu’on définit un neurone comme étant unisensoriel 
lorsqu’il répond (i.e. lorsque son taux de décharge moyen diffère de celui de base) dans une 
seule modalité sensorielle et que cette réponse n’est pas modulée par l’ajout simultané d’une 
autre modalité sensorielle. A l’inverse, un neurone répondant dans deux ou trois modalités 
sensorielles est dit bi- ou tri-modal, respectivement (Meredith et Stein 1983; Stein et Stanford 
2008). Mais des réponses neuronales à différentes modalités sensorielles ne signifient pas 
nécessairement une intégration de ces informations sensorielles (Stein et al. 2009). En 
revanche, une augmentation de la réponse neuronale en condition multisensorielle par rapport 
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à celles en conditions unisensorielles est un indice d’intégration multisensorielle. Cet indice, 
appelé « indice d’amplification » est calculé selon la formule suivante :  
100
max
max




UMS
UMS
I AMP  
Ce calcul permet de déterminer si l’ajout d’une information sensorielle engendre une 
augmentation ou une suppression de réponse. Lorsqu’un second canal sensoriel est stimulé, 
un changement dans l'activité neuronale ne peut se produire que si les deux canaux sensoriels 
interagissent, que l'effet soit mélioratif ou suppressif. Par conséquent, certains neurones, qui 
présentent des schémas d'activités de neurone unisensoriel, peuvent montrer une amélioration 
ou une suppression multisensorielle lors de présentation bimodale. Ces neurones d’apparence 
unimodale sont également des neurones multisensoriels (Figure 1.5) (Allman et Meredith 
2007; Avillac et al. 2005). Par ailleurs, dans des structures de plus haut niveau, recevant des 
afférences de plusieurs aires corticales et sous corticales et recevant potentiellement des 
informations déjà multisensorielles, l’indice d’amplification permet de qualifier et de 
quantifier l’effet multisensoriel.  
 
Figure 1.5 Schéma reflétant la diversité des neurones sensoriels. Stein (2012) a proposé un continuum des 
propriétés de ces neurones allant de neurones multisensoriels bimodaux qui répondent à deux stimuli 
unisensoriels (à gauche de la figure) jusqu’aux neurones unisensoriels qui ne répondent qu’à une seule modalité 
(pas d’effet d’ajout sensoriel, à droite de la figure). Des neurones intermédiaires sont multisensoriels 
« unimodaux » (au centre de la figure) qui ne répondent qu’à une seule modalité sensorielle modulée par l’ajout 
d’une seconde modalité.  
 
Pour aller plus loin dans la caractérisation de la multisensorialité, un autre indice appelé 
« indice d’additivité » permet de déterminer la relation entre les réponses neuronales 
multisensorielles et unisensorielles (Figure 1.6). Plus précisément, cet indice permet de 
 12 
 
regarder si la réponse multisensorielle s’explique par une simple sommation des réponses 
unisensorielles et est donc calculé selon la formule suivante :  
100





UMS
UMS
I ADD  
Dans le cas où l’indice d’additivité calculé est nul, il y a additivité des réponses 
unimodales pour donner la réponse multimodale et leur relation est linéaire. Dans le cas où 
l’indice calculé est positif, l’activité multisensorielle dépasse la somme des activités 
unisensorielles, on parle alors de supra-additivité. A l’inverse, la sous-additivité se réfère à un 
indice négatif, i. e. une activité multisensorielle inférieure aux réponses unisensorielles. Par 
conséquent, un neurone qui présente une suppression multisensorielle ne peut qu’être sous-
additif, contrairement à un neurone avec une augmentation multisensorielle qui peut être 
supra-additif, additif ou même sous-additif. Des expériences menées chez le singe, le chat et 
le rongeur ont identifié des neurones avec une dépression de réponse, un effet parfois si 
puissant que, par exemple, un stimulus auditif peut supprimer une réponse visuelle même si 
elle est robuste (Meredith et Stein 1983; Stein et al. 1996).  
 
Figure 1.6 Exemples de différents types de réponses multisensorielles visuo-tactiles dans VIP (Avillac et al. 
2007). Le premier exemple (gauche de la figure) présente une réponse multisensorielle (VT) plus importante que 
la meilleure réponse unisensorielle (V) et de ce fait est augmentée. De plus, la réponse multisensorielle est 
inférieure à la somme des activités unisensorielles (V+T) et est donc sous-additive. Le deuxième exemple (centre 
de la figure) a une réponse multisensorielle augmentée et supra-additive. Enfin, le dernier exemple (droite de la 
figure) a une réponse multisensorielle diminuée et sous-additive.  
 
Au cours de leurs travaux, Stein et Meredith ont également observé que l'intégration des 
informations multisensorielles dépendait de certaines conditions de relations entre les sources 
unisensorielles, ce qui les a amenés à former trois règles fondatrices de l’intégration 
multisensorielle: la règle spatiale, la règle temporelle et le principe d’efficacité inverse.  
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La règle spatiale stipule que deux stimuli unimodaux engendrent une meilleure réponse 
neuronale intégrative lorsqu’ils coïncident spatialement (Figure1.7) (Meredith et Stein 1986; 
Stein et al. 1996; Wallace et al. 1998). En effet, les neurones multisensoriels du CS ont des 
champs récepteurs unimodaux qui se chevauchent. Plus précisément, un neurone 
multisensoriel ayant un champ récepteur visuel sur l’hémi-champ droit aura un champ 
récepteur auditif couvrant une partie de la zone droite par rapport à l’axe du corps, et un 
champ récepteur somesthésique couvrant la partie droite du corps de l’animal (Stein et al. 
1993; Stein et Wallace 1996). Puisque les cartes sensorielles des neurones multimodaux sont 
alignées, ces stimuli activeront donc les mêmes neurones. De par ce chevauchement des 
champs récepteurs, une présentation des stimuli dans leur champ récepteur respectif évoque 
un taux de décharge augmenté du neurone, dépassant souvent la réponse unimodale 
maximale, voire la somme des réponses unimodales. Cette augmentation de la réponse 
neuronale est spécifique à l’intégration multisensorielle puisqu’elle n’est pas causée par deux 
stimuli de la même modalité (Kadunce et al. 1997). A l’inverse, lorsque les stimuli divergent 
spatialement, il y a absence ou dépression de la réponse du neurone, alors inférieure aux 
réponses unimodales (Stein et al. 1988; Stein et al. 1989; Jiang et al. 2002; Kadunce et al. 
1997). Cette divergence spatiale se retrouve notamment lorsque les indices proviennent de 
deux événements différents de deux endroits différents de l’espace. Dans un tel cas, si l'un des 
stimuli tombe dans le champ récepteur d'un neurone multisensoriel donné, l'autre stimulus 
risque de tomber en dehors du champ récepteur correspondant du même neurone 
multisensoriel. Il paraît tout à fait écologique qu’il n’y ait pas de possibilité à relier ces deux 
informations unisensorielles.  
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Figure1.7 Exemple de neurone du CS sensible à la congruence spatiale (Wallace et al. 1998). Ce neurone 
répond aux modalités auditive seule et visuelle seule et présente une réponse multisensorielle augmentée et 
supra-additive lorsque les stimuli sont présentés dans les champs récepteurs auditif et visuel du neurone. En 
revanche, lorsque l’un d’entre eux (A) est présenté en dehors de son champ récepteur, la réponse multisensorielle 
n’est pas augmentée et reste équivalente à celle du stimulus unisensoriel visuel.  
 
De même que la règle spatiale, la règle temporelle stipule qu’une synchronie des stimuli 
unisensoriels engendre une meilleure intégration multisensorielle (Figure1.8). A l’image du 
chevauchement des champs récepteurs, c’est le recouvrement des patterns d’activité évoqués 
par deux stimuli unimodaux, plutôt qu’une parfaite synchronie physique des stimuli, qui 
déterminera la réponse maximale (Meredith et al. 1987). Cependant, ce facteur est plus souple 
et apporte moins de contraintes au système car une fenêtre temporelle est tolérée pour 
permettre l’intégration multisensorielle. Meredith et collaborateurs (1987) ont observé l’effet 
d'intégration multisensorielle maximal lorsque la fenêtre temporelle entre les événements 
auditifs et visuels était inférieure à 100ms. En dehors de cette fenêtre, une réponse augmentée 
était quand même retrouvée, avec un déclin progressif de cette augmentation pour des 
disparités temporelles de plus en plus importantes. Une augmentation supplémentaire de la 
disparité temporelle peut même entraîner l'inhibition des cellules. Cette fenêtre temporelle 
permet aux neurones de réagir à des stimulations qui, même si elles sont émises au même 
instant et proviennent du même évènement, n’arrivent pas obligatoirement en même temps 
aux organes récepteurs, en raison des vitesses de conduction différentes (les ondes lumineuses 
se propagent environ à 300000 km/s, les ondes sonores environ à 340 m/s). Des différences de 
temps de traitement en fonction des modalités sensorielles peuvent également induire une 
désynchronisation des informations arrivant jusqu’aux neurones du CS. Il apparaît que les 
informations auditives atteignent le CS plus rapidement que les informations somesthésiques, 
qui transitent plus rapidement que les informations visuelles. Par conséquent, les différentes 
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informations issues d'un même évènement activent les neurones multisensoriels à différentes 
latences. Pour pallier à ces différences temporelles, les stimuli induisent en général une 
activité neuronale qui dure suffisamment longtemps pour permettre un chevauchement des 
activités induites par les différentes composantes et donc leur intégration. Ce fonctionnement 
explique la fenêtre temporelle relativement large au cours de laquelle l'intégration 
multisensorielle est possible (Meredith et al. 1987). Royal et collaborateurs (Royal et al. 
2009) ont constaté que la fenêtre temporelle entre deux stimuli détermine le signe et l'ampleur 
de leur interaction, ce qui souligne d’autant plus l’importance de ce facteur dans les processus 
d’intégrations multisensorielles. 
 
Figure1.8 Exemple de neurone du CS sensible à la congruence temporelle (Meredith et al. 1987). L’activité 
de ce neurone varie en amplitude avec le délai entre les stimulations auditive et visuelle. Plus précisément, on 
peut voir sur la quantification de la réponse neuronale (figure de droite) que la réponse est maximale pour des 
stimuli synchrones ou pour des délais inter-stimulus très courts et diminue progressivement plus le délai inter-
stimulus augmente.  
Les relations spatiales et temporelles semblent être critiques pour sélectionner les 
stimuli appartenant à un même évènement et déterminer les entrées sensorielles qui doivent 
être associées. C’est donc dans certaines conditions de congruence spatiale et temporelle que 
la meilleure intégration multisensorielle aura lieu. Cependant, pour des conditions spatiales et 
temporelles identiques, le gain multisensoriel, représenté par cette augmentation de l’activité 
neuronale en condition multisensorielle, est plus important lorsque les stimuli unimodaux sont 
faiblement détectables (Figure1.9). C’est ce que Meredith et Stein ont appelé le principe 
d’efficacité inverse (Meredith et Stein 1986b). En effet, des stimuli faiblement saillants vont 
apporter des informations appauvries et donc engendrer des activités neuronales unimodales 
faibles. Il sera alors plus facile que l'augmentation d’activité neuronale engendrée par des 
stimuli multisensoriels congruents soit supra-additive (supérieure à la somme des entrées 
unisensorielles), résultat qui est souvent retrouvé (Corballis 1998; Calvert et al. 2000).  
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Figure1.9 Exemple de neurone qui suit le principe d’efficacité inverse (Meredith et Stein 1986b). Ce 
neurone présente une augmentation de la réponse multisensorielle de 110% pour des stimuli saillants (A), une 
augmentation de 258% pour des stimuli peu saillants (B) et une augmentation de 483% pour des stimuli proches 
du seuil de perception (C). De ce fait, le gain multisensoriel est d’autant plus important que les stimuli sont peu 
saillants et engendrent une réponse neuronale faible.  
 
Les principes découverts par Stein et ses collègues que nous venons d’énoncer sont 
devenus dogmatiques et sont utilisés comme cadres pour l'étude des interactions 
multisensorielles dans les aires aussi bien sous-corticales que corticales. Comme nous venons 
de le voir, ces trois règles ont été établies à partir d’enregistrements neuronaux dans le CS 
chez le chat. Actuellement, des équipes cherchent à savoir si elles s’appliquent également au 
niveau comportemental, mais il semble que d’autres facteurs entrent en jeu et que leurs effets 
soient dépendants les uns des autres (Stevenson et al. 2012; Nidiffer et al. 2016; Krueger 
Fister et al. 2015). Ce sont autant d’aspects qui rendent la compréhension des mécanismes 
multisensoriels difficile, un point développé dans la partie 3.1 de cette thèse.   
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1.2.2 Cortex associatifs  
 De par l’organisation hiérarchisée des aires corticales dites unisensorielles et parce que 
l’intégration multisensorielle était pensée comme étant un processus de haut niveau, il était 
naturel de rechercher les centres intégratifs au sein du cortex dans des régions de haut niveau. 
C’est ainsi que des cortex associatifs ont été localisés dans les lobes frontaux, temporaux et 
pariétaux (Figure1.10). Dans cette partie, nous avons développé les découvertes réalisées dans 
le sillon temporal supérieur, le sillon intrapariétal, le cortex frontal et le sillon ectosylvien 
antérieur, découvertes qui montrent leur rôle dans les processus multisensoriels.  
 
Figure1.10 Schéma des aires multisensorielles dans les cortex de haut niveau chez le primate non humain 
(Ghazanfar et Schroeder 2006). 
 
1.2.2.1 Sillon supérieur temporal (STS)  
La partie supérieure du sillon temporal supérieur (STS), appelée aire supérieure 
temporale polysensorielle STP contient des neurones multisensoriels qui répondent à des 
stimulations visuelles, auditives et somatosensorielles (Desimone et Gross 1979). Ces 
premiers résultats ont été par la suite confirmés par d’autres études électrophysiologiques (C. 
Bruce et al. 1981; Hikosaka et al. 1988). Il a d’ailleurs été montré que plus de la moitié des 
neurones des régions «visuelles» répondent aux stimuli auditifs et/ou somatosensoriels 
(Barraclough et al. 2005; Beauchamp et al. 2008), preuve d’une grande importance de cette 
structure dans le traitement des informations multisensorielles. Les entrées visuelles sont très 
précoces comme en témoignent les latences courtes observées, légèrement plus longues que 
celles de V1, conférant au STS un statut de convergence particulier (Schroeder et al. 1998).  
L’homologue humain, localisé dans le STS postérieur et baptisé STSms (pour 
multisensoriel), répondrait, lui aussi, à des stimulations auditives, visuelles et 
 18 
 
somatosensorielles et semble voir son activité augmentée en condition multisensorielle par 
rapport aux modalités unisensorielles (Beauchamp et al. 2008). D’autres études d’imagerie 
ont montré une convergence multisensorielle dans la région du STS et pas simplement limité 
au STP (Barraclough et al. 2005).  
Le STS semble suivre les trois règles de l’intégration multisensorielle décrites dans le 
Colliculus Supérieur chez le chat (cf partie 1.2.1). En effet, l’activité de cette aire polymodale 
est affectée par la congruence temporelle ( Calvert et al. 2001; Marchant et al. 2012), la 
congruence spatiale (Macaluso et al. 2004) et semble suivre le principe d’efficacité inverse 
(Stevenson and James 2009; Werner and Noppeney 2010a). De plus, la congruence 
sémantique modifie le niveau d’activité du STS au niveau structural chez l’homme (Calvert et 
al. 2000; Noppeney et al. 2008; Erickson et al. 2014b; Watson et al. 2014), et au niveau 
neuronal chez le macaque (Barraclough et al. 2005; Dahl et al. 2010). 
Les connexions de STP comprennent des afférences visuelles provenant des aires 
visuelles postérieures pariétales (Seltzer and Pandya 1978; Seltzer et Pandya 1994; Cusick et 
al. 1995; Lewis et Van Essen 2000) et d’aires du lobe temporal telles que le cortex inféro-
temporal, l’aire médiale supérieure temporale (MST), l’aire médiale temporale (MT) et l’aire 
du fond du sillon supérieur temporal (FST) (Boussaoud et al. 1990; Kaas et Morel 1993; 
Cusick et al. 1995). Des afférences provenant de la partie visuelle du noyau pulvinar du 
thalamus peuvent aussi fournir une partie de l’activation visuelle (Bruce et al. 1986). Dans la 
région STP, une population de neurones avec des connexions de type feedback se projette 
vers le cortex visuel primaire (Falchier et al. 2002). La région STS a également diverses 
connexions avec le cortex préfrontal (Cusick et al. 1995), avec le cortex pariétal postérieur 
(Seltzer et Pandya 1994; Lewis et Van Essen 2000a) et avec le cortex cingulaire postérieur 
(Seltzer and Pandya 1994). La région STP reçoit aussi des afférences auditives provenant de 
la région “belt” du cortex auditif (Morel et al. 1993) mais considérablement plus de la région 
“parabelt” (Seltzer et Pandya 1978; Seltzer et Pandya 1994; Hackett et al. 1998).  
Des études plus récentes se sont focalisées sur le rôle du STS et ont émis l’hypothèse de 
son implication dans l’intégration voix/visage des congénères aussi bien chez l’homme 
(Calvert et al. 2000; Macaluso et al. 2004; Campanella et Belin 2007; Noppeney et al. 2008; 
Bishop et Miller 2009; Erickson et al. 2014; Beer et al. 2013) que chez le singe (Ghazanfar et 
al. 2008; Chandrasekaran et Ghazanfar 2009). L’activation du STS est prolongée pour des 
stimuli voix/visage familiers rapport aux stimuli inconnus, ce qui témoigne de l’implication 
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du STS dans l’identification des personnes (Gonzalez et al. 2011; Yovel et Belin 2013). Un 
autre argument en faveur du rôle du STS dans l’identification des personnes est sa sensibilité 
à l’incongruence des associations voix/visage (Watson et al. 2013).En réalité, on pourrait 
penser que le STS a plus largement un rôle dans la communication puisqu’il a été montré 
comme intégrant des informations émotionnelles de stimuli voix/visage (Watson et al. 2014), 
mais aussi comme répondant à des stimuli multisensoriels d’actions réalisées par autrui 
(Barraclough et al. 2005; Beer et al. 2013). Cependant, d’autres études ont montré que le STS 
avait un rôle dans la reconnaissance multisensorielle d’objets (Beauchamp 2005; Stevenson et 
James 2009; Werner et Noppeney 2010a; Werner et Noppeney 2010b; Campanella et Belin 
2007) et la détection multisensorielle des caractéristiques temporelles (Herdener et al. 2009; 
Marchant et al. 2012) et spatiales (Maier et al. 2008) des objets. Il semble également s’activer 
lors de visualisation passive de scènes naturelles audio-visuelles dynamiques chez le primate 
non humain (Kayser et al. 2009). Le STS pourrait être impliqué dans une tâche de 
reconnaissance du mouvement biologique perçu visuellement (Grossman et Blake 2001; 
Vaina et al. 2001) et proprioceptivement (Kavounoudias et al. 2008). Tous ces résultats 
soutiennent bien l'hypothèse proposée par Calvert et collaborateur (Calvert 2001b) d’un rôle 
général du STS dans la synthèse de la parole et de la perception du mouvement biologique 
général. 
1.2.2.2 Sillon intrapariétal (IPS)  
Les régions multisensorielles du sillon intrapariétal comprennent les berges latérale et 
médiale ainsi que le fond du sillon (Duhamel et al. 1998; Grunewald et al. 1999). Chez les 
macaques, différentes aires ont été définies et leur nom fait, en général, référence à leur 
localisation dans le sillon intrapariétal (IPS). Le plus communément, on distingue les aires 
postérieure (PIP), médiale (MIP), latérale (LIP), ventrale (VIP) et antérieure (AIP) 
intrapariétales. Des études anatomiques (Lewis et Van Essen 2000a et 2000b) et 
physiologiques (Grunewald et al. 1999; Linden et al. 1999) ont apporté des preuves de 
convergence multisensorielle dans des régions du sillon IPS.  
Bien que le LIP, situé sur le tiers postérieur de la berge latérale de l’IPS, ait été 
longtemps considéré comme unimodal, les neurones de cette région semblent être 
multisensoriels. Le LIP est connecté avec de nombreuses aires visuelles des voies ventrale et 
dorsale (Blatt et al. 1990; Baizer et al. 1991; Lewis et Van Essen 2000a), ce qui fait de cette 
structure une aire pouvant recevoir des informations ascendantes. Il reçoit également des 
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afférences visuelles du cortex cingulaire antérieur, du cortex insulaire, du claustrum et d’aires 
préfrontales (Blatt et al. 1990; Baizer et al. 1991; Lewis et Van Essen 2000a), qui fournissent 
des informations descendantes. L’aire LIP projette directement et via le thalamus, vers de 
nombreuses aires visuelles corticales et projette vers des aires importantes dans 
l’oculomotricité, comme le colliculus supérieur et le Frontal Eye Field (FEF) (Andersen et al. 
1985; Andersen et al. 1990; Blatt et al. 1990; Baizer et al. 1993). Les principales afférences 
auditives proviennent du cortex temporo-parietal (Pandya et Kuypers 1969; Divac et al. 1977; 
Hyvärinen 1982), notamment dans la zone « parabelt » du cortex auditif (Kaas et al. 1998). 
Les entrées auditives dans LIP peuvent également provenir d’aires multisensorielles comme le 
cortex frontal ou encore le colliculus supérieur (Kaas et al. 1998; Kaas et Hackett 1999). Les 
informations somesthésiques sont envoyées à l’aire LIP à partir de l’aire S2v et des noyaux 
cunéiformes (Prevosto et al. 2011). 
Un pan de la recherche s’est intéressé tout particulièrement aux réponses visuelles du 
LIP (Bisley et al. 2011). Des études électrophysiologiques l’ont impliqué dans le contrôle 
moteur (Mountcastle et al. 1975) ou dans l’attention visuelle (Lynch et al. 1977; Robinson et 
al. 1978; Bushnell et al. 1981). Ces résultats ont conduit à un débat sur le rôle du LIP, certains 
suggérant que l'activité de LIP représentait l’intention motrice (Andersen 1995; Mazzoni et al. 
1996; Snyder et al. 1998; Snyder et al. 2000), tandis que d'autres suggéraient qu'elle 
représentait l'attention (Colby et al. 1996; Gottlieb et al. 1998). Kusunoki et ses collaborateurs 
ont suggéré que LIP agissait comme une carte des priorités et guiderait l'attention ainsi que les 
réponses motrices (Kusunoki et al. 2000). Une carte de priorité, appelée initialement carte de 
saillance, a été proposé par Koch et collaborateurs (Koch et Ullman 1985; Itti et Koch 2000; 
Walther et Koch 2006). Ce modèle permet de rapporter la saillance de chacune des entrées 
ascendantes des stimuli environnants ainsi que celle des entrées descendantes d’aires 
corticales supérieures (règles, information sur la récompense, action précédente…). Cette 
carte de priorité permettrait de moduler l’attention vers le stimulus pertinent et influencerait la 
réponse comportementale. Cette théorie est d’ailleurs corroborée par le fait que les neurones 
de LIP répondent d’avantage à des distracteurs saillants qu’à des distracteurs peu saillants 
(Arcizet et al. 2011). 
 D’autres études électrophysiologiques se sont penchées sur réponses auditives et 
visuelles de LIP (Cohen 2009). Grunewald et collaborateurs (Grunewald et al. 1999) ont 
entrainé des singes à réaliser une tâche de fixation d’une lumière et ont introduit, à différentes 
localisations, des indices auditifs. Ils ont pu voir que l’activité neuronale de LIP était 
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inchangée par la présence de ces stimuli. Sachant que l’aire LIP avait potentiellement un rôle 
de carte de priorités, on peut spéculer que, dans cette expérience, l’indice auditif n’engendrait 
pas de modification d’activité parce que cette information était non pertinente pour la 
réalisation de la tâche et donc n’entrait pas dans la carte des priorités. Cette hypothèse a été 
testée en enregistrant l’activité de LIP pendant que les singes écoutaient des stimuli auditifs et 
fixaient soit une lumière centrale, soit dans le noir sans lumière centrale. Dans ces conditions, 
l’activité neuronale de LIP était modulée par des stimuli auditifs. Lors de la fixation de la 
lumière, les neurones LIP ne codent pas pour les stimuli auditifs, mais ils codent pour ces 
mêmes stimuli quand le stimulus visuel compétitif est retiré de l'environnement. Ces données 
confirment donc bien l’hypothèse d’un rôle de LIP dans le codage de la saillance relative des 
stimuli (Gifford et Cohen 2004).  
L’aire VIP, quant à elle, reçoit des afférences visuelles principalement par LIP, ainsi 
que par PO et MST (Lewis et Van Essen 2000b), des afférences somatosensorielles par les 
aires postérieures pariétales 5 et 7 et le cortex insulaire (Lewis et Van Essen 2000b) et des 
afférences auditives provenant de la région dorso-latérale du cortex auditif (Hackett et al. 
1998b). D’autres connexions provenant du cortex pré-moteur et des aires visuo-motrices du 
lobe frontal ont été établies (Rizzolatti et al. 1998). Des neurones de VIP répondent à des 
stimuli unimodaux visuels, auditifs, somatosensoriels et vestibulaires alors que d’autres 
neurones sont bi- ou tri-modaux et ont les champs récepteurs de chacune des sensorialités qui 
se recouvrent dans l’espace (Bremmer et al. 2002a; Avillac et al. 2005; Schlack et al. 2005; 
Duhamel et al.1998).  
 Colby et collaborateurs, parce qu’ils ont observé une sélectivité neuronale à la 
vitesse des stimuli visuels en mouvement, ont conclu que l’aire VIP était impliquée dans 
l’analyse du mouvement visuel (Colby et al. 1993). Duhamel et collaborateurs ont testé la 
réponse des neurones de VIP à des stimuli visuels et tactiles. Ils ont retrouvé que 70% des 
neurones enregistrés répondaient aux deux stimulations unimodales, mais leur plus intéressant 
résultat observé était que les champs récepteurs visuels et tactiles présentaient une 
concordance spatiale (à savoir un neurone avec un champ récepteur visuel fovéal avait un 
champ récepteur tactile au niveau du museau). La concordance des informations 
unisensorielles ne s’arrête pas là puisque la plupart des neurones sensibles au mouvement 
présentait une sensibilité à la même direction pour chacune des deux sensorialités. Ces 
résultats ont conduit à la conclusion que l’aire VIP était impliquée dans la représentation 
multisensorielle de l’espace péri-personnel centrée sur la tête (Duhamel et al. 1998). Il a 
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d’ailleurs été montré que les neurones visuels de VIP présentaient une modulation de leur 
activité en fonction de la position des yeux (Duhamel et al. 1997; Bremmer et al. 1999), ce 
qui est en accord avec une organisation des champs récepteurs visuels retrouvée le long d’un 
continuum des yeux à la tête (Duhamel et al. 1997). Lorsque les réponses neuronales sont 
analysées au niveau populationnel, il apparait que le rôle de VIP serait de coder le « heading » 
(Bremmer et al. 2002b). Ces deux résultats, heading et mouvement visuel, ont fait penser que 
VIP a un rôle dans l’analyse de l’encodage du mouvement de soi. Comme la perception du 
mouvement de soi nécessite l’interaction de plusieurs sens et notamment ceux visuel, 
somatosensoriel et vestibulaire, Bremmer et collaborateurs ont étudié les influences de ses 
sensorialités sur les réponses neuronales de VIP. Ils ont pu pour la première fois montré que 
les neurones de VIP répondaient à des informations vestibulaires mais également que les 
neurones répondaient à la même direction que celle des informations visuelles. Ces résultats 
confirmaient donc bien leur hypothèse d’un rôle dans le traitement des informations du 
mouvement de soi (Bremmer et al. 2002a). Une autre étude visuo-vestibulaire a montré que la 
moitié des neurones sensibles à la direction du mouvement préféraient les mêmes directions 
pour les stimuli des deux modalités et l’autre moitié préférant des directions opposées. Dans 
ce dernier cas, en condition multisensorielle, la réponse neuronale était déterminée par la 
réponse neuronale de l’une des deux modalités. Cette hétérogénéité des réponses uni et bi-
sensorielles pourrait permettre d’éviter des problèmes de jugement entre mouvement de soi et 
mouvement de l’objet (Schlack et al. 2002).  
1.2.2.3 Cortex frontal   
Le  cortex préfrontal (PFC) correspond à la partie antérieure du lobe frontal. La partie 
ventrale latérale, vlPFC, reçoit des afférences des régions corticales visuelles extrastriées dans 
le cortex inféro-temporal, y compris la zone TE. La partie ventrale du cortex préfrontal est 
plus fortement connectée aux aires visuelles extrastriées ventrales qui sont impliquées dans la 
reconnaissance d'objet (« quoi ») alors que les parties médiane et dorsale sont d’avantage liées 
aux régions occipitales et pariétales dorso-latérales et médianes, associées aux fonctions 
visuo-spatiales (« où ») (Barbas 1988; Petrides et Pandya 1988; Selemon et Goldman-Rakic 
1988; Cavada et Goldman-Rakic 1989; Wilson et al. 1993; Bullier et al. 1996; Kaas et 
Hackett 1999; Romanski et al. 1999). Le vlPFC et les aires orbito-frontales présentent des 
connexions avec le cortex inféro-temporal TE (Webster et al. 1994). Le STS fournit des 
entrées auditives (Pandya et Kuypers 1969; Jones et Powell 1970; Chavis et Pandya 1976) et 
multisensorielles au PFC (Barbas 1993; Carmichael et Price 1995; Hackett et al. 1999; 
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Romanski et al. 1999). Il apparaît également que, similairement au système visuel, il existe 
deux voies provenant du cortex auditif, une voie caudale (« où ») et une voie rostrale 
(« quoi ») qui projettent respectivement vers les parties dorso-latérales et antéro-ventro-
latérale du lobe frontal (Romanski 2007). Cela implique que les afférences auditives et 
visuelles ciblent des domaines fonctionnels similaires du PFC dorsal et ventral (Romanski et 
al. 2005). fig 
Le cortex préfrontal est une structure très large qui semble avoir plusieurs fonctions, 
toutes de haut niveau. En effet, le PFC est impliqué dans la prise de décision, la résolution de 
problème, la mémoire, la cognition sociale et l’attention (Kuo et Nitsche 2015), l’impulsivité 
(Brevet-Aeby et al. 2016) et les fonctions exécutives (Diamond 2011; Funahashi et Andreau 
2013; Yuan et Raz 2014). Plus particulièrement, le cortex frontal inférieur droit semble être 
impliqué dans le processus d’inhibition du comportement (Aron et al. 2004). La partie 
médiane du PFC joue un rôle dans la sélection de l’action (Rushworth et al. 2004; 2005) et le 
comportement de peur (Courtin et al. 2013). Et la partie orbitale du cortex frontale est 
impliquée dans le comportement social (Kolb et al. 2004). 
Des études électrophysiologiques chez le macaque ont montré des réponses auditives et 
visuelles dans le cortex préfrontal (Joseph et Barone 1987; Fuster et al. 2000), ainsi que dans 
le cortex orbital latéral (L.A. Benevento et al. 1977). Le vlPFC a fait l’objet de nombreuses 
études visuelles et de quelques-unes auditives qui ont montré que cette aire présente une 
préférence pour des stimuli complexes de type visage/vocalisation (Homae et al. 2002; 
Hickok et al. 2003; Jones et Callan 2003; Plakke et al. 2013). Une étude du groupe de 
Romanski et collaborateurs ont étudié les réponses du PFC à des stimuli auditifs, visuels et 
audio-visuels lors d’une tâche de présentation passive (Sugihara et al. 2006; Romanski et 
Hwang 2012). Ils ont observé que 50% des neurones enregistrés étaient multisensoriels. Ces 
neurones multisensoriels présentaient une préférence pour les stimuli de type visage/voix que 
non-visage/non-voix, comme ce qu’il a été retrouvé dans le STS (Barraclough et al. 2005) et 
le cortex auditif (Ghazanfar et al. 2008). Les auteurs ont noté une grande sélectivité des 
neurones à des paires de visages et de voix, ce qui laisse suggérer que le nombre de neurones 
multisensoriel a été sous-estimé de par le faible nombre de stimuli différents utilisés. De plus, 
les neurones multisensoriels présentaient des réponses diminuées, et non augmentée, par 
rapport à la meilleure réponse neuronale engendrée par une modalité unisensorielle. Ce 
résultat avait été également trouvé dans le STS (Barraclough et al. 2005), dans le CS (Stein 
1993) et le cortex auditif (Ghazanfar et al. 2005). Ces résultats tendent à impliquer le PFC 
 24 
 
dans l’intégration multisensorielle de la communication, autant dans sa compréhension et que 
dans son expression. Il est intéressant de noter que, lors d’une étude auditive, l’activité 
neuronale est influencée par la tâche, les stimuli et l’expérience précédente, ce qui témoigne 
d’un rôle flexible du vlPFC (Plakke et Romanski 2014). 
Chez l’homme, des expériences en imagerie ont aussi montré l’implication du cortex 
frontal dans l’intégration multisensorielle de la voix et des gestes (Xu et al. 2009). Le gyrus 
frontal inférieur antérieur, homologue du vlPFC, intègre des informations auditives, visuelles 
et somatosensorielles (Papoutsi et al. 2009), ce qui permet de produire un percept 
multisensoriel de la communication. En effet, les entrées auditives permettraient d’analyser 
les vocalisations, les entrées visuelles permettraient d’analyser les gestes de parole et les 
entrées somatosensorielles permettraient l’articulation. Ces résultats vont dans le sens d’un 
rôle du cortex frontal dans l’intégration multisensorielle de la perception, de la mémoire et de 
l’exécution de la parole. Un autre possible rôle, non exclusif, serait la reconnaissance d’objet 
ou de visage et/ou la confirmation par plusieurs informations sensorielles de l'identification de 
l'objet ou du visage (Romanski 2012b).   
1.2.2.4 Sillon ectosylvien antérieur (AES) chez le chat 
Le cortex du sillon ectosylvien antérieur chez le chat (AES) (Figure1.11) se trouve à la 
jonction des régions frontale, pariétale et temporale (Wallace et al. 1992; Jiang et al. 1994). 
L'AES est composé de trois régions : une région somatosensorielle (SIV, Clemo et Stein 
1982), une région auditive (FAES, Clarey et Irvine 1986) et une région visuelle (AEV Mucke 
et al. 1982; Norita et al. 1986; Olson et Graybiel 1987). Des neurones bi- et tri- modaux ont 
été retrouvés aux bordures, respectivement, de deux ou trois de ces régions unimodales 
(Clemo et Stein 1991; Jiang et al. 1994; Kimura et al. 1996; Minciacchi et al. 1987; Wallace, 
et al. 1992; 2006) Les afférences vers le cortex AES proviennent du cortex auditif postérieur 
du gyrus ectosylvien (PEG), de l’aire somatosensorielle (SV) et du cortex visuel postérieur 
médial latéral (PMLS) (Clarey et Irvine 1990). L’AES envoie ces projections vers les couches 
profondes multisensorielles du CS (McHaffie et al. 1988; Meredith et Clemo 1989; Wallace et 
al.1993). Il est intéressant de noter que seuls les neurones unimodaux (et non les neurones 
multimodaux) de l’aire AES projettent vers le CS (Wallace et al. 1993). 
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Figure1.11 Schéma de l’anatomie du cortex du sillon ectosylvien antérieur chez le chat (Stein 2012). 
L’AES est composé de trois parties (de gauche à droite) : SIV somatosensoriel, FAES auditif et AEV visuel.  
 
Les premières preuves que l'AES est impliqué dans les processus multisensoriels du SC 
proviennent d'expériences comportementales menées chez des chats entrainés à une tâche 
d’orientation conduites par Wilkinson et collaborateurs (Wilkinson et al. 1996; Stein 1998; 
2005). Après que les animaux aient été entraînés à s’orienter vers un stimulus visuel, et à 
ignorer un stimulus auditif, la saillance du stimulus visuel est dégradée à un niveau proche du 
seuil de détection. Ce paradigme développé plus tôt par Stein et Meredith (Stein et al. 1988; 
1989) permet d’examiner comment l’intégration d’un signal visuel avec un signal auditif 
neutre provenant du même endroit améliore la capacité de s’orienter vers une cible. Comme le 
montrent les études comportementales antérieures, les performances d'orientation «visuelle» 
sont nettement améliorées par l’ajout d’un stimulus auditif. Puis, les animaux ont été testés 
sur la même tâche avec certaines zones corticales désactivées (V1, A1, cortex suprasylvien 
latéral postérieur, AES). Seule une désactivation de l’AES a perturbé la capacité d'utiliser les 
deux entrées sensorielles pour s’orienter correctement. Plus précisément, les animaux se 
comportaient comme si seuls les indices visuels étaient présents et semblaient avoir perdu le 
bénéfice d’une présentation simultanée d’indices bimodaux. Ainsi, ces expériences montrent 
que le cortex joue un rôle dans l’intégration multisensorielle et l’AES chez le chat est ainsi 
devenu l'un des modèles majeurs pour l’étude des processus multisensoriels au niveau 
cortical. 
Les neurones multisensoriels corticaux de l’AES ont des fonctions intégratives très 
similaires à celles du CS, décrites dans la partie 1.2.1 de ce manuscrit. En effet, ses neurones 
ont des champs récepteurs alignés spatialement et présentent des interactions multisensorielles 
qui respectent les règles spatiale et temporelle, ainsi que le principe d’efficacité inverse 
(Meredith et Stein 1986; Meredith et al. 1987; Wallace et al. 1992; Stein et Wallace 1996). 
Cependant, contrairement au CS, les champs récepteurs des neurones multisensoriels AES 
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sont larges (Meredith et Stein 1992; Wallace et al. 2006) et les représentations visuelles et 
auditives ne présentent pas d’organisation spatiale (Olson et Graybiel 1987; Clarey et Irvine 
1990). De ce fait, les neurones multisensoriels de l’AES sont peu sensibles aux disparités 
spatiales entre les différentes sources sensorielles à intégrer (Stein et Wallace 1996) et cette 
propriété pourrait être le reflet d’un rôle dans les processus perceptifs multisensoriels et le 
reflet d’une fonction d’identification, où l’aspect spatial n’est pas primordial.   
  
1.2.3 Implication d’aires corticales unisensorielles de bas niveau  
Les résultats présentés précédemment montrent l’implication de ces aires corticales 
supérieures dans le traitement multisensoriel. Néanmoins, cette vision hiérarchisée s’est 
avérée incorrecte depuis la découverte d’interactions multisensorielles au sein d’aires 
corticales de bas niveau pensées jusque-là comme étant unisensorielles (Figure1.12), c’est ce 
que nous allons rapporter dans les prochains paragraphes. 
 
 
Figure1.12 Schéma des aires multisensorielles dans les cortex de haut niveau et de bas niveau chez le 
primate non humain (Ghazanfar et Schroeder 2006). 
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1.2.3.1 Cortex auditif  
Le cortex auditif est organisé concentriquement, le cœur appelé cortex auditif primaire 
est entouré par une région appelée « belt », elle-même entourée d’une région appelée 
« parabelt » (Figure1.13). Le cortex auditif primaire contient trois aires appelées A1, R et RT. 
La belt et le parabelt sont subdivisés respectivement en 8 et 2 parties. Cette division a été 
définie lors d’études anatomiques (Hackett et al. 1998; Kaas et Hackett 2000; Morel et al. 
1993; Rivier et Clarke 1997) et confirmée par des études électrophysiologiques. Ces régions 
contiennent une organisation tonotopique, i.e. une représentation rostro-caudale de la 
fréquence sonore (Kosaki et al. 1997; Merzenich et Brugge 1973; Morel et al. 1993; 
Recanzone et al. 2000) et une organisation médio-latérale en fonction de la nature du son (à 
bande large ou fine) (Josef P Rauschecker et al. 1997). La connaissance de ces propriétés a 
permis de localiser, malgré leur taille, ces subdivisions par IRMf (Petkov et al. 2006). 
 
 
Figure1.13 Schéma de l’anatomie du cortex auditif chez le primate non humain (Kayser et al. 2009). Le 
cortex auditif comprend trois parties : le cœur (bleu), la « belt » (orange et rouge) et la « parabelt » (vert). La 
fréquence et la nature des sons sont représentées, respectivement, selon les axes rostro-caudal et médio-latéral.  
 
Le cortex auditif reçoit des informations somatosensorielles de l’aire S2 (Cappe et 
Barone 2005), de l’aire S3b (lieu de la représentation de la langue) (Iyengar et al. 2007), du 
cortex retro-insulaire (Smiley et al. 2007) et d’un noyau thalamique du complexe géniculé 
médian (Hackett et al. 2007). Les informations auditives proviennent essentiellement des 
noyaux géniculés médians (Hackett et al. 2007). Des projections de FEF, soit directement soit 
via le STS, peuvent apporter des informations visuelles (Schall et al. 1995; Hackett et al. Kaas 
1999; Cappe et al. 2009a; Kayser et al. 2009). Le cortex auditif reçoit des entrées 
multisensorielles de noyaux thalamiques(Hackett et al. 2007), des aires temporo-pariétal 
(Smiley et al. 2007) et du STS (Cappe et Barone 2005).  
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Les premières preuves d’une activité d’intégration multisensorielle dans le cortex auditif 
ont été apportées par des études d’IRMf (Kayser et al. 2009, pour revue). En effet, une 
présentation de stimuli visuels et somatosensoriels activent des régions proches du cortex 
auditif et améliorent les réponses auditives dans ces régions (Calvert et al. 1997; 1999; 
Bernstein et al. 2002; Foxe et al. 2002; Van Atteveldt et al. 2004; Pekkola et al. 2005; Van 
Wassenhove et al. 2005; Lehmann et al. 2006; Schürmann et al. 2006; Martuzzi et al. 2007). 
Grâce à la méthode de localisation des differentes régions du cortex auditif via leur propriétés 
fonctionnelles (Petkov et al. 2006), Kayser et collaborateurs (Kayser et al. 2005; 2007) ont pu 
déterminer la localisation précise de ces influences visuelles et somatosensorielles dans le 
cortex auditif. Par cette approche, il a pu être montré que des stimulations somatosensorielles 
augmentaient l’activation induite par une stimulation auditive dans les régions caudales 
latérale (CL) et médiane (CM) de la belt, mais pas dans le cortex auditif primaire (Kayser et 
al. 2005). En revanche, des interactions visuo-auditives ont été retrouvées dans les régions 
caudales médiane et latérale (CM, CL), médio-médiane (MM) de la belt et la région caudale 
du parabelt (CPB) chez le singe anesthésié et éveillé et dans le cortex primaire A1 chez le 
singe éveillé seulement (Kayser et al. 2007). Cette différence de localisation entre singe 
anesthésié et éveillé peut être le reflet d’un effet de l’état de vigilance de l’animal, d’effets 
cognitifs ou encore d’effets top-down. Par ailleurs, le principe d’efficacité inverse semble 
s’appliquer pour des modulations du signal BOLD induites par des stimulations audio-
visuelles (Kayser et al. 2007) et audio-somatosensorielles (Kayser et al. 2005), ainsi que la 
règle de congruence temporelle avec des stimulations audio-somatosensorielles (Kayser et al. 
2005). Ces premiers résultats d’imagerie ont permis d’émettre l’hypothèse que des 
interactions multisensorielles pourraient avoir lieu dès un traitement précoce des informations 
auditives, dans les cortex auditifs primaire et secondaire, que seuls des enregistrements 
électrophysiologiques pourraient confirmer ou infirmer.  
Des enregistrements électrophysiologiques dans le cortex auditif ont, en effet, montré 
des interactions audio-visuelles au niveau neuronal (au niveau de la berge postérieure du 
sillon latéral, Cappe et al. 2007; au niveau de la partie caudale de A1, de CM et de CL, Kayser 
et al. 2008). Il semble également que la règle temporelle et le principe d’efficacité inverse 
soient respectés dans les neurones multisensoriels du cortex auditif (Kayser et al. 2008). 
Cependant le rôle de cette intégration multisensorielle dans une zone jusqu’alors pensé 
comme étant seulement impliquée dans le traitement précoce des informations auditives reste 
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encore à déterminer. Ghazanfar et collaborateurs ont proposé un rôle dans l’intégration des 
informations audio-visuelles de la parole (Ghazanfar 2009). 
En effet, les auteurs ont montré qu’une présentation de voix et de visages engendrait 
également une intégration multisensorielle des LFP du cortex auditif (Ghazanfar et al. 2005), 
puis au niveau neuronal dans CL de la belt (Ghazanfar et al. 2008), soit par une amélioration 
soit par une suppression de la réponse. Ces intégrations ont été montrées comme étant 
spécifiques à l’intégration voix/visage car l’utilisation de disques dynamiques comme stimuli 
visuels engendre une intégration moindre que celle induite par des visages réels (Ghazanfar et 
al. 2005; 2008). Cet effet a été retrouvé surtout dans la partie CL de la belt, ce qui est en lien 
avec une préférence des neurones de la belt latérale pour des stimuli de type vocalisation et 
autres stimuli complexes (Rauschecker et al. 1995). En outre, il a été montré une corrélation 
de l’activité du cortex auditif et du STS, lui-même impliqué dans le traitement des 
informations multisensorielles de la parole, à des fréquences supérieures à 30Hz (bande 
gamma), lors d’enregistrements simultanés dans le cortex auditif (CL) et dans la bordure 
supérieure du STS. Cette synchronisation est apparue renforcée et moins variable en condition 
multisensorielle (Ghazanfar et al. 2008) et permettrait des modulations d’activité d’une 
structure sur l’autre. Plus précisément, selon la bande de fréquences étudiée, soit c’est le 
cortex auditif qui va moduler l’activité du STS (<20Hz), soit c’est le STS qui va moduler 
l’activité du cortex auditif (entre 20 et 30Hz), preuve de l’existence de processus intégratifs 
distincts (Kayser et al. 2009). 
Par ailleurs, les neurones du cortex auditif réagissent ou sont modulés par des entrées 
tactiles (Fu et al. 2003; Kayser et al. 2005; Schroeder et al. 2001). Les neurones dans la zone 
corticale auditive CM répondent à des stimulations du haut du corps (visage et cou) (Fu et al. 
2003). Enfin, l'activité neuronale dans le cortex auditif primaire et dans la belt est influencée 
par la position de l'œil (Werner-Reiss et al. 2003). Ces influences proprioceptives, 
principalement retrouvées au niveau des couches corticales supérieures, pourraient provenir 
du FEF impliqué dans des saccades oculaires (Robinson et Fuchs 1969). De plus, l'intégration 
voix/visage dans le cortex auditif et le STS est influencée par des latences entre les 
mouvements de la bouche et le son de la voix (Chandrasekaran et Ghazanfar 2009; Ghazanfar 
et al. 2005). Une fonction de ces intégrations multisensorielles proposée par Schroeder et 
collaborateurs serait d’amplifier ou de diminuer un signal auditif sur la base d’informations 
proprioceptives(Lakatos et al. 2007; Schroeder et al. 2008) ou visuelles (des mouvements de  
la bouche). 
 30 
 
1.2.3.2 Cortex visuel 
Les aires visuelles primaires V1 et V2 reçoivent des projections de l’aire polysensorielle 
temporale supérieure (TPS), de la berge antérieure du STS et du cortex auditif (comprenant le 
cortex auditif primaire, la belt et la partie caudale du parabelt) (Falchier et al. 2002). Ces 
dernières projections sont des connexions de type « feedback » en raison de leur terminaison 
dans les couches corticales 1 et 6 (Rockland et Ojima 2003) et semblent projeter 
majoritairement vers les neurones aux champs récepteurs périphériques (Falchier et al. 2002). 
En réponse à ces afférances, les neurones de V1 et V2 projettent vers le cortex auditif et vers 
le cortex associatif pariétal (Rockland et Ojima 2003). 
Des études d’EEG ont montré l’existence d’interactions auditives dans le cortex visuel 
(Shams and Kim 2010; Murray et al. 2016). Dans une étude menée par Cappe et 
collaborateurs (Cappe et al. 2010b; Cappe et al. 2012), des sujets devaient effectuer une tâche 
de « go/no-go » pour des stimuli en mouvement versus des stimuli statiques, présentés en 
condition visuelle, auditive et audio-visuelle. L’analyse des réponses électro-
encéphalographiques aux stimuli statiques indique qu’une interaction audio-visuelle est 
observable à partir de 60-95ms après l’apparition des stimuli (Cappe et al. 2010b). Il est 
intéressant de noter ici que cette interaction est le reflet d’une modulation topographique, 
plutôt qu’une modulation en amplitude, concernant les cortex primaires visuels et auditifs 
ainsi que le sillon temporal supérieur postérieur (pSTS). Par ailleurs, cette interaction non 
linéaire présentait un effet sous-additif. L’analyse des réponses aux stimuli en mouvement, 
pour lesquels une réponse motrice était exigée, révèle une interaction non linéaire spécifique 
au mouvement d’approche, 75 ms après l’apparition des stimuli, retrouvée au niveau de 
l’insula droit, l’amygdale, le cunéus bilatéral et au niveau des cortex occipitaux latéral et 
inférieur (Cappe et al. 2012). Raij et collaborateurs (2010) ont utilisé une approche plus fine 
de localisation de sources à l’aide d’une échelle de milliseconde par milliseconde. Dans cette 
étude, une convergence des informations auditives dans le cortex visuel primaire était 
observée dès 53 ms alors qu’une interaction audio-visuelle est notable qu’à partir de 74ms. 
Ces latences pratiquement identiques suggèrent que les voies empruntées pour les effets 
d’interaction pourraient être les mêmes que celles des effets de convergence. Ces résultats 
sont la preuve que l’interaction multisensorielle fait appel à un réseau largement distribué de 
régions cérébrales fonctionnelles couplées qui agissent de concert lors de ses 100 premières 
ms de traitement des informations sensorielles. Il a été montré qu’un sujet ayant de meilleures 
capacités de traitement des informations visuelles présentait un effet multisensoriel dans le 
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cortex de la modalité opposée, ici auditif, et inversement (Giard et Peronnet 1999). Plus 
généralement, ceci signifie que les processus multisensoriels seraient plus importants dans le 
cortex de la modalité la plus faible et seraient donc fonction de la dominance sensorielle. 
Cependant, les résultats obtenus par Cappe et collaborateurs (2010b, 2012a) étaient 
indépendants des performances des sujets et donc de leur dominance sensorielle.  
Ces résultats mettent donc en évidence des interactions très précoces dans le traitement 
sensoriel, dans les cortex dit unisensoriels, et bien avant les étapes motrices. Par ailleurs, 
l'observation d'effets aussi précoces dans le cortex visuel a été confirmée que ce soit lors de 
tâche simple de détection (Molholm et al. 2002) ou de tâche plus complexes comme une tâche 
de reconnaissance d’objets (Giard et Peronnet 1999) ou de mémoire d’objets (Murray et al. 
2004). En effet, Molholm et collaborateurs (2002) ont observé des interactions supra-additives 
dans le cortex occipital et pariéto-occipital en réponse à des stimuli audio-visuels dès 45 ms 
après leur présentation. Lors d’une tâche de reconnaissance d’objets, des interactions 
multisensorielles encore plus précoces ont été retrouvé 40ms après le début des stimuli dans le 
cortex pariéto-occipital et plus tardivement dans le cortex extrastrié (145ms après le début du 
stimulus) (Giard et Peronnet 1999). Enfin, lors d’un test de mémoire épisodique d’objets, une 
différence entre les stimuli codés audio-visuellement et les stimuli codés visuellement étaient 
apparentes dès 60 ms après le stimulus et ce dans le cortex occipital latéral droit, impliqué 
dans la reconnaissance visuel d’objets (Murray et al. 2004).  
Des études d’IRMf ont également observé ces interactions précoces dans le cortex 
visuel. Notamment, Martuzzi et collaborateurs (Martuzzi et al. 2007) ont effectué une étude 
d’IRM chez des sujets réalisant une tâche de détections de stimuli auditifs, visuels et audio-
visuels. Ils ont observé un effet de convergence multisensorielle dans le cortex visuel 
primaire, avec une activation du cortex visuel par des stimuli auditifs. De plus, ils ont pu 
constater l’existence d’une interaction multisensorielle avec une réponse sous-additive et plus 
précoce qu’en condition unisensorielle.  
Enfin, des enregistrements neuronaux effectués chez le macaque ont permis d’étudier 
l’influence d’un stimulus auditif sur les réponses visuelles des neurones de V1 (Wang et al. 
2008).  Les animaux étaient entraînés à fixer une cible visuelle et à effectuer des saccades vers 
des stimuli visuels ou audio-visuels. Il est apparu que, lorsque les stimuli visuels étaient 
présentés proche du seuil perceptif, les réponses audio-visuelles étaient plus rapides (latences 
plus courtes) que les réponses visuelles. Ces enregistrements confirment une modulation dans 
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le cortex visuel par l’audition au niveau neuronal. Néanmoins, il est important de noter que 
cette étude n’a jamais révélé de réponse auditive pure dans V1, contrairement à ce qui est 
retrouvé dans des études d’imagerie. Cette différence majeure appel à la prudence quant à 
l’interprétation des signaux sensoriels obtenus par imagerie cérébrale (Barone 2010).  
Un rôle potentiel de ces interactions multisensorielles précoces pourrait être de 
distinguer les stimuli externes importants suffisamment rapidement pour un percept et une 
réponse comportementale rapides et adaptés (Murray et al. 2016). Ces interactions 
multisensorielles pourraient agir, soit en conduisant les réponses visuelles, soit en les 
modulant ou encore en recalant la phase des activités oscillatoires, comme notamment dans la 
bande alpha(van Atteveldt et al. 2014; Cecere et al. 2015; Murray et al. 2016).  
 
1.2.4 Implication d’aires sous corticales 
Cette implication nouvelle des aires corticales dites unisensorielles dans les processus 
d’intégration multisensorielle reflète l’abondance et l’importance des interactions 
multisensorielles dans le néocortex. Ghazanfar et Schroeder (Ghazanfar et Schroeder 2006) se 
sont alors demandé si les structures sous corticales ne pouvaient pas elles-mêmes intégrer les 
signaux de différentes modalités. Dans cette partie, nous allons rapporter les études qui ont 
montré que le colliculus supérieur était un centre intégrateur et également apporter les preuves 
qui font de certains noyaux thalamiques des potentiels centres intégrateurs, tel que le pulvinar 
médian par exemple.  
1.2.4.1 Le colliculus supérieur (CS)  
Les colliculi, appelés également tubercules quadrijumeaux, se situent au niveau du 
tectum et sont composés de quatre petites masses arrondies. La paire caudale est appelée 
colliculi inférieurs alors que la paire rostrale est appelée colliculi supérieurs. Ils sont 
structurés en couches comme dans le cortex (Figure1.14), à savoir avec trois couches qui 
forment la partie superficielle, et quatre couches qui désignent la partie profonde (May 2006). 
Les couches superficielles et profondes du colliculus supérieur sont interconnectées (May 
2006), via des connexions inhibitrices (Lee et al. 2007) et excitatrices (Ghitani et al. 2014). 
Nous allons, ici, nous concentrer sur les couches profondes, lieu de l’intégration 
multisensorielle.  
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Figure1.14 Schéma de l’anatomie du colliculus supérieur chez le chat (Stein 2012). Le CS est composé de 
trois couches superficielles (stratum zonale, SZ ; stratum griseum superficiale, SGS et stratum opticu, SO) et de 
quatre couches profondes (stratum griseum intermediale, SGI ; stratum album intermediale, SAI ; stratum 
griseum profundum, SGP et stratum album profundum, SAP). 
 
Le colliculus supérieur reçoit dans ses profondes des afférences visuelles provenant du 
noyau parabigéminal, du prétectum, du noyau géniculé latéral (May 2006), du noyau 
réticulaire, du cortex visuel (White et al, 2009) et frontal (FEF) (W. Fries 1984). Les entrées 
auditives proviennent majoritairement du colliculus inférieur (Knudsen et Knudsen 1983; 
May 2006), mais également du cortex auditif (Bajo et al. 2007). Il reçoit des projections 
somatosensoriels du noyau trigéminal (Stein et al. 2014), du cunéiforme et du cortex 
somesthésique primaire (Triplett et al. 2012; Wise and Jones 1977) et des projections 
vestibulaires du noyau vestibulaire médian. De plus, la substance noire (pars reticulata), le 
cervelet (May 2006) et le cortex moteur (W. Fries 1984) apportent des informations motrices. 
Enfin, il est connecté à des aires corticales multisensorielles, comme notamment le dlPFC 
(Selemon et Goldman-Rakic 1988), le LIP (Colby et Goldberg 1999) et AES, mais seulement 
des projections des neuronaux unimodaux (Wallace et al. 1993, voir également May 2006).  
Les couches profondes du colliculus supérieur projettent majoritairement vers le tronc 
cérébral et la moelle épinière, surtout dans les régions impliquées dans le déplacement des 
yeux, des oreilles, de la tête et des membres (Benevento et Fallon 1975; May 2006). Il envoie 
également des efférences vers des régions sensorielles et motrices du thalamus et du cervelet. 
Enfin, il revoie des informations au colliculus inférieur créant ainsi une boucle de 
rétrocontrôle.  
 34 
 
Le colliculus supérieur présente une activité d’intégration des informations 
multisensorielles. Plus particulièrement, des neurones répondants à des stimulations auditives, 
visuelles et somesthésiques ont été retrouvés. Cette structure a fait l’objet d’une recherche 
approfondie par Stein et Meredith (1993) sur les mécanismes qui sous-tendent cette 
intégration neuronale des différences sources sensorielles. Il est apparu que les neurones 
multisensoriels présentaient une augmentation de l’activité en condition multisensorielle par 
rapport aux conditions unisensorielles et que cette activité pouvait être caractérisée par un 
effet sous-additif, additif ou supra-additif. De plus, ces travaux ont permis de déterminer les 
règles fondatrices de la multisensorialité, à savoir la règle temporelle, la règle spatiale et le 
principe d’efficacité inverse (pour plus de détail voir la section 1.2.1). Ces résultats ont 
également été retrouvés chez le primate non humain (Wallace et al. 1996).  
Comme on l’a vu précédemment (section 1.2.2.4), une inactivation de l’AES réduisait le 
comportement d’orientation des chats à un comportement basé seulement sur des stimulations 
unisensorielles et non plus multisensorielles(Wilkinson et al. 1996). Par ailleurs, des 
enregistrements neuronaux dans les couches profondes du colliculus supérieur simultanés à 
une inactivation de l’AES ont montré une suppression au niveau neuronal des réponses 
intégratives du CS (Wallace et Stein 1994). Ceci a conduit à la conclusion que l’AES avait 
une influence directe sur les propriétés intégratives du CS. Comme seuls les neurones 
unimodaux de l’AES projettent vers les neurones multisensoriels du CS (Wallace et al. 1993), 
ces entrées sont donc critiques pour la capacité des neurones SC à intégrer des indices 
multisensoriels (Wallace et Stein 1994), et pour le développement de cette capacité (Wallace 
et Stein 2000).  
Le CS présente une organisation des champs récepteurs des neurones. En effet, l’axe 
rostro-caudal correspond aux entrées ipsi-contro-latérales et l’axe médio-latéral correspond 
aux entrées de haut en bas (Stein et al. 2013). Ces cartes sensorielles ont également été mises 
en évidence chez le singe (Sparks, 1988). Plus particulièrement, il est apparu que ces cartes 
sensorielles soient en concordance non seulement entre sensorialités, mais également avec la 
carte de la motricité (Sparks 1988; Stein et al. 2014).  
Une stimulation des neurones du CS provoque un mouvement de saccade de l’œil et ce 
mouvement va permettre de pointer le regard dans le champ récepteur du neurone stimulé 
(Robinson et al. 1972). De par cette organisation en cartes sensorielles du CS, il est dit que les 
mouvements oculaires sont représentés par l’ensemble de la population neuronale. De plus, 
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une inactivation ou une lésion du CS empêche le mouvement des yeux vers une cible 
(Sprague et Meikle 1965). Ces résultats sont autant de preuves qui montrent que le colliculus 
supérieur aurait un rôle dans les saccades oculaires. Plus précisément, le CS agirait en 
synergie avec le FEF et le cervelet, eux même impliqués dans les saccades oculaires. Bien que 
le rôle du CS dans la génération de saccades oculaires ait été clairement identifié, il semblerait 
que le CS soit plus largement impliqué dans le comportement d’orientation (yeux, oreilles,  
moustache, tête et corps) pour un meilleur percept et comportement face à un stimulus 
d’intérêt (Stein et al. 1993; Gandhi et Katnani 2011) et ce, grâce à une organisation du CS 
sous forme de cartes sensorielles.  Enfin, le CS aurait un rôle dans l’attention spatiale. Plus 
précisément, il permettrait de piloter l'attention spatiale non seulement lors de mouvements 
d’orientation, mais également lors de tâches perceptives ne nécessitant pas de mouvement 
d'orientation (Krauzlis et al. 2013). Il semblerait que le CS opérait ces fonctions d’attention 
visuelle dans un réseau distinct de celui décrit au niveau cortical (FEF et LIP), Contrairement 
à ce qu’il était pensé initialement. 
1.2.4.2 Le Thalamus 
Il est maintenant évident que l’intégration multisensorielle prend place dans des aires 
corticales et dans le colliculus supérieur, néanmoins il est tout à fait possible que d’autres 
structures puissent également être impliqué dans ces processus, notamment des structures 
sous corticales comme le Thalamus. En effet, des neurones multisensoriels ont été observés 
dans certains noyaux du Thalamus. Il a, par exemple, été retrouvé des neurones somato-
visuels dans le noyau ventral postérieur médial (VPM) (Allen et al. 2016), des neurones 
vestibulo-visuels dans un complexe de noyaux ventro-postérieurs (Meng et al. 2010) et des 
neurones répondant à des stimulations auditives, visuelles et somatosensorielles dans le 
complexe CM-Pf (noyau central médian et parafasciculaire) (Matsumoto et al. 2001). Dans la 
partie postérieure du Thalamus, des enregistrements électrophysiologiques ont révéler des 
réponses neuronales multisensorielles auditives, visuelles et/ou somesthésiques chez le pigeon 
dans le noyau postérieur latéral dorsal (LD) (Korzeniewska 1987) et chez le chat dans le 
complexe Pulvinar-Lateralis postérieur (Avanzini et al. 1980). Ces influences 
multisensorielles chez l’animal ont également été observées chez l’homme dans le thalamus 
postérieur lors d’une tâche de détection audio-visuelle, par la méthode de tomographie par 
émission de positrons (TEP) (Bushara et al. 2001) et par imagerie de résonnance magnétique 
(IRMf) (Bonath et al, 2013). Enfin, l’enregistrement de l’activité neuronale dans le noyau 
géniculé médian (MGN) chez le rat a permis de mettre en évidence des influences visuelles 
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sur les réponses auditives (Komura et al. 2005). Une étude en IRMf chez l’homme a montré 
qu’un gain comportemental audio-visuel était en lien avec une augmentation de l’activité du 
cortex auditif, visuel et du STS ainsi que des noyaux thalamiques LGN et MGN. Il s’est avéré 
par ailleurs que ce gain était d’autant plus important que le couplage LGN/MGN avec le STS 
était fort (Noesselt et al. 2010).  
Ces études électrophysiologiques et d’imageries apportent la preuve de l’existence de 
neurones multisensoriels dans des noyaux thalamiques. Parallèlement, des études anatomiques 
ont été conduites sur la connectivité thalamo-corticale et cortico-thalamique, permettant ainsi 
d’avoir une vue d’ensemble et de déterminer des centres intégrateurs potentiels. Cappe et 
collaborateurs (Cappe et al. 2009b) ont injecté des traceurs rétrogrades dans 6 aires corticales, 
i.e. dans le cortex auditif rostral et caudal, les subdivisions PE et PEa de l’aire 5 et le cortex 
pré-moteur dorsal et ventral, chez deux macaques, ce qui a permis de révéler les projections 
thalamo-corticales (Figure1.15). De manière générale, il est apparu que les projections vers le 
cortex pré-moteur provenaient majoritairement du thalamus antérieur et les projections vers le 
cortex auditif et l’aire 5 du thalamus postérieur. Plus précisément, le cortex pré-moteur reçoit 
des afférences de noyaux moteurs, à savoir du noyau ventral antérieur (VA), du noyau ventral 
latéral (VL) et de l’aire X, et reçoit également des noyaux latéral postérieur (LP), médiodorsal 
(MD), pulvinar médian (PuM), centre médian (CM), parafasciculaire (Pf), central latéral 
(CL), limitans (Li) et plus modérément du MGN. Le cortex auditif reçoit des projections 
majoritairement du MGN auditif et du PuM et dans une moindre mesure de CL, VA, VL, 
MD, du pulvinar latéral (PuL) et du noyau ventral postérieur latéral (VPL). Enfin, l’aire 5 
reçoit des projections principalement de LP et VPL qui sont des noyaux somatosensoriels et 
des noyaux PuM, VA, VL, CL, MD, pulvinar antérieur (PuA), PuL et plus faiblement du 
MGN. En regard d’une intégration multisensorielle, il est intéressant de regarder quels sont 
les noyaux qui vont projeter vers plusieurs aires corticales sensorielles. Grâce à cette étude, 
les auteurs ont observé que les noyaux VA, VL, CL, PuM, MD et LP projetaient et vers le 
cortex pré-moteur et vers l’aire 5. Le cortex auditif et le cortex pré-moteur reçoivent tous 
deux des afférences des noyaux CL, PuM, MD et VA, alors que seuls les noyaux CL et PuM, 
et dans une moindre mesure MD, VPL et PuL, projettent vers le cortex auditif et l’aire 5. 
Lorsque l’on restreint la liste des noyaux thalamiques à ceux qui projettent vers les 6 aires 
corticales étudiées, seuls restent le PuM, le MD, le CL et dans une moindre mesure le MGN. 
Tous ces noyaux thalamiques sont donc apparus comme étant de possible centre intégrateur 
de l’information multisensorielle. Il est important de noter ici que le PuM est le noyau 
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thalamique qui présente la connexion la plus dense avec toutes les aires corticales étudiées et 
présente de larges zones de chevauchement des projections à chacune des aires. Une autre 
étude anatomique menée par ces mêmes auteurs dans laquelle des traceurs rétrogrades et 
antérogrades injectés dans l’aire 5 chez deux singes a permis de mettre en évidence que les 
connexions cortico-thalamiques et thalamo-corticales concernaient les mêmes noyaux 
thalamiques (Cappe et al. 2007).  
 
Figure1.15 Schéma récapitulatif des connexions thalamo-corticales et cortico-thalamiques (Cappe et al. 
2009a). Cette étude montre que les noyaux PuM, MD et CL projettent vers les trois aires corticales étudiées : 
auditives, somatosensorielles et motrices.  
 
Ces résultats anatomiques ont permis de distinguer de potentiels centres intégrateurs et 
ont également permis aux auteurs de proposer 4 différents mécanismes du transfert 
d’informations par le thalamus (Cappe et al. 2009b). Le premier mécanisme proposé serait un 
mécanisme de coïncidence temporelle. En effet, comme des efférences d’un même site 
thalamique peuvent atteindre différentes aires corticales, le thalamus pourrait agit comme un 
synchronisateur d’aires corticales distantes améliorant la perception des stimuli 
multisensoriels (Fries et al. 2001; Lakatos et al. 2007).  En second lieu, de par ses afférences 
de nombreuses aires corticales sensorielles, le thalamus, notamment le PuM, le MD et le CL, 
pourrait jouer un rôle intégrateur des informations multisensorielles et sensori-motrices. 
Comme plusieurs noyaux thalamiques projettent vers une même aire corticale et peuvent 
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apporter différentes informations sensorielles, une troisième fonction possible serait 
d’apporter des informations poly-sensorielles au cortex permettant une interaction 
multisensorielle corticale rapide. Enfin, le thalamus pourrait simplement jouer un rôle de relai, 
transférant les informations d’une aire corticale à une autre d’une façon rapide et sécurisée.  
 
1.4 Problématique  
Dans cette introduction, nous avons vu que le comportement pouvait nous renseigner 
sur les processus cérébraux qui sous-tendent l’intégration multisensorielle et que le 
comportement, et de ce fait le percept multisensoriel, pouvait dépendre de facteurs comme la 
congruence spatiale, temporelle et principe d’efficacité inverse. Cependant, ces règles d’abord 
décrites grâce à des enregistrements neuronaux du colliculus supérieur restent encore à être 
généralisées au niveau comportemental, quelles que soient la tâche et la charge cognitive 
associée, quel que soit les stimuli utilisés. De plus, les études comportementales visant à 
étudier l’influence de ces facteurs se sont rarement penchées sur une possible interdépendance 
de ces facteurs sur le comportement. C’est donc dans ce cadre que nous avons réalisé une 
première étude comportementale chez le primate humain et non humain. Dans cette étude, 
nous avons cherché à comprendre les processus d’intégrations multisensorielles lors de 
détection de stimuli naturels et comprendre quelles sont les influences de cette intégration, en 
étudiant plusieurs de ces facteurs (effets de congruence sémantique, du principe d’efficacité 
inverse et changement de modalité).  
Dans cette introduction, nous avons également vu que des centres intégrateurs avaient 
été identifiés au niveau cortical à un haut niveau de traitement de l’information, dans les 
cortex associatifs (Figure 1.16a), mais également à un niveau précoce du traitement de 
l’information, dans les cortex dits unisensoriels (Figure 1.16b). La découverte de ces 
nombreuses aires corticales multisensorielles a conduit Ghazanfar et Schroeder (2006) à 
proposer un argument provocateur selon lequel tout le néocortex pourrait être capable 
d’associer des signaux de différentes modalités, de manière plus ou moins importante. En 
étant moins provocateur, ces nouveaux résultats invalident tout de même l’hypothèse d’une 
organisation hiérarchisée et montrent la grande complexité des réseaux cérébraux de la 
multisensorialité (Figure 1.16 a et b). De plus, des évidences anatomiques suggèrent 
l’implication de structures sous-corticales dans le traitement des informations 
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multisensorielles, ajoutant encore à cette complexité (Figure 1.16 c et d). Pour mieux 
comprendre les réseaux multisensoriels, il est important d’explorer des aires corticales et 
sous-corticales qui pourraient être impliquées dans le traitement multisensoriel, ce qui était le 
deuxième objectif de ce projet de thèse.  
 
Figure1.16 Schéma récapitulatif des réseaux cérébraux sensoriels (Cappe et al. 2011). (a) Modèle 
hiérarchique des connexions des aires corticales sensorielles de bas niveau (A, V et S) vers celles de haut niveau 
(H), elles-mêmes connectées aux aires motrices (M). (b) Modèle révisé montrant les connexions entre aires 
sensorielles de bas niveau. (c) Nouvelle hypothèse thalamique qui présente des connexions avec les aires 
corticales sensorielles de bas et haut niveaux et avec les aires motrices. (d) Schéma intégratif des trois modèles 
présentés dans les figures a-c.  
 
De par ses connexions et ses fonctions de haut niveau (détaillés dans la partie 3.2 de 
cette thèse), nous avons voulu tester, lors d’une deuxième étude, si le gyrus cingulaire 
postérieur était un centre intégrateur et ce, grâce à des enregistrements électrophysiologiques 
chez deux macaques. De plus, nous avons vu précédemment que les connexions cortico-
thalamiques et thalamo-corticales faisaient du pulvinar médian un candidat potentiel dans 
l’étude de la multisensorialité. Le rôle du pulvinar médian dans les processus d’intégration 
multisensorielle a été examiné lors d’une troisième étude électrophysiologique.   
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2 Méthodes 
2.1 Mise en place des postes d’expérimentation 
Lorsque nous avons débuté ce projet, le CerCo nous a mis à disposition une salle 
d’expérimentation que nous avons dû équiper d’un poste de comportement et d’un poste 
d’électrophysiologie.  
2.1.1 Poste de comportement 
La salle d’expérimentation étant entièrement vide, cela nous a laissé une grande liberté 
afin de créer un poste parfaitement adapté aux besoins de nos projets (Fig 2.1). L’étude des 
processus sensoriels nécessite que pendant les sessions d’expérimentation, l’animal soit isolé 
de toutes autres stimulations sensorielles que celles désirées lors de l’étude. Nous avons donc 
fait construire une cabine aveugle pour éviter les stimulations sonores et visuelles extérieures. 
A l’intérieur de cette cabine, nous avons installé le matériel d’expérimentation sur une étagère 
modulable qui nous a permis d’agencer chaque module de manière la plus adaptée à nos 
singes. Nous avons placé au centre de l’étagère un écran (BenQ, 60 cm de diagonal, 
1920 × 1080 pixels, 120 Hz) de telle manière que le centre de l’écran soit à la hauteur des 
yeux des animaux une fois la tête fixée. En haut à droite de l’écran a été placée une 
photodiode afin de pouvoir acquérir des informations temporelles précises de la présentation 
des stimuli. Des haut-parleurs (Creative Gigaworks t20 serie II) ont été disposés de chaque 
côté de l’écran de sorte que le son était perçu de manière centrale et engendrait une audition 
binaurale. Nous avons également placé une dalle tactile transparente à l’avant de l’écran et un 
boitier tactile en bas de cette dalle tactile. Un eye tracker (ISCAN ETL 200, Woburn, MA 
01801) a été disposé à gauche du dispositif écran/haut-parleurs pour suivre le mouvement des 
yeux. Enfin, une caméra infra-rouge a permis de surveiller l’animal et de déterminer la fin de 
la session expérimentale. Toute cette procédure expérimentale a été exécutée à l’aide d’un 
logiciel de présentation EventIDE (Okazolab Ltd) sur un ordinateur dédié à la partie 
comportementale.  
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Figure 2.1. Dispositif expérimental : poste de comportement 
 
2.1.2 Poste d’électrophysiologie 
Nous avons monté le poste d’électrophysiologie (Fig 2.2) dans le but de pouvoir 
enregistrer deux canaux, l’un pour enregistrer l’activité unitaire et le second pour enregistrer 
les potentiels de champs locaux (LFP : local field potentials). Les signaux captés par 
l’électrode ont d’abord été amplifiés par un facteur 1000 par un amplificateur (NL104, 
Neurolog system, Digitimer, Hertfordshire, UK), puis transformés en signaux digitaux 
(1401power, CED, Cambridge, UK). Un Hum bug a ensuite permis de filtrer le signal à 50Hz, 
artefacts captés provenant des prises. Les signaux LFP ont été obtenus sans filtrage (NL125-
126, Neurolog system, Digitimer, Hertfordshire, UK) alors qu’un filtrage en passe haut (entre 
200 Hz to 8 kHz) a permis l’enregistrement de l’activité unitaire. Enfin le logiciel Spike 2 
(CED, Cambridge, UK), sur un ordinateur uniquement dédié à l’électrophysiologie, a reçu et 
enregistré les signaux des deux canaux mais également de la présentation des stimuli, de la 
fixation du point par l’animal et des codes des stimuli, permettant ainsi une synchronisation 
des informations comportementales et électrophysiologiques.  
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Figure 2.1. Photo (gauche) et schéma (droite) du dispositif expérimental : poste 
d’électrophysiologie. Amp : Amplificateur, Flt : Filtre, C1 : canal 1 (Activité neuronale 
unitaire), C2 : canal 2 (potentiels de champs locaux) 
 
2.2 Comportement 
Pour la première étude de cette thèse, deux animaux (Mk Hi et Mk Wo) ont été 
entrainés à réaliser une tâche de détection de stimuli naturels auditifs, visuels et audio-visuels. 
Pour cela, le singe devait poser sa main sur le pad pour initier un essai. Après un délai 
aléatoire (entre 300 et 700 ms), un stimulus était présenté et l’animal bénéficiait de 2s afin de 
toucher l’écran le plus rapidement possible, activant ainsi la dalle tactile. Si l’animal 
réussissait correctement l’essai, c’est-à-dire réussissait à détecter le stimulus dans le temps 
imparti, il recevait une récompense hydrique. Le temps entre le début de la présentation de 
stimulus et l’activation de la dalle tactile correspond au temps de réaction de l’animal. Les 
temps de réaction sont des indicateurs de la perception des stimuli sensoriels. Dans cette 
étude, plusieurs centaines de stimuli naturels différents ont été utilisés, tous présentés dans les 
trois modalités sensorielles. Les paramètres de saillance des stimuli uni- et multi-sensoriels et 
de congruence sémantique des stimuli multisensoriels ont été variés afin de comprendre 
l’influence de ces facteurs sur la perception multisensorielle pendant une tâche de détection. 
Dans cette étude, une cohorte de sujets humains a réalisé une même tâche de détection de 
stimuli naturels dont la saillance et la congruence sémantique variaient. Leurs temps de 
réaction ont été analysés de la même façon que ceux des animaux. 
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Pour les deux autres études, deux animaux (Mk H et Mk C) ont été entrainés à une tâche 
de fixation de stimuli. Un point de 0.5 degrés était présenté au centre de l’écran et l’animal 
initiait un essai en le fixant dans une fenêtre de 2.5 degrés. Après un délai aléatoire (500 et 
1200 ms), un stimulus était présenté pendant 250 ms et l’animal devait maintenir sa fixation 
(en l’absence du point de fixation). Si l’animal parvenait à la maintenir, un délai aléatoire de 
300 à 700 ms précédait la délivrance d’une récompense alimentaire de 0.05ml. Les stimuli 
utilisés étaient au nombre de trois : un bruit, un macaque et un serpent à sonnette. Chacun de 
ces stimuli était présenté en condition auditive (à 60dB), visuelle (image de 19 × 19 degrés) et 
audio-visuelle. Les stimuli audio-visuels étaient toujours congruents temporellement et 
sémantiquement. La saillance des stimuli ne variait pas et était à un niveau assez fort. Pendant 
que les singes réalisaient la tâche de fixation, des enregistrements électrophysiologiques ont 
été effectués dans le gyrus cingulaire postérieur (GCP, Etude 2) et dans le pulvinar médian 
(PuM, Etude 3).   
2.3 Procédures chirurgicales  
Pour réaliser ces deux études électrophysiologiques, nous avons effectué deux 
opérations chez deux macaques rhésus. La première a eu pour but d’implanter une pièce de 
fixation de tête en titane, IRM compatible (Crist Instrument) et la deuxième une chambre 
d’enregistrements en titane également (Crist Instrument). Nous avons d’abord réalisé des IRM 
anatomiques sous cadre stéréotaxique chez chacun des deux animaux afin de déterminer les 
coordonnées auxquelles les chambres d’enregistrements ont dû être centrées. Nous avons 
choisi de placer les chambres au niveau du cortex pariétal à 6.5 mm en antéro-postérieur et 
0.75 mm en médio-latéral, ce qui nous a permis d’accéder autant au GCP qu’au PuM.  
Toutes les opérations chirurgicales se sont pratiquées dans des conditions aseptiques. 
Vingt minutes avant la chirurgie, l'animal a reçu une dose de Robinul® (0.01 mg/kg) afin 
d’éviter une salivation trop abondante qui obstruerait les voies respiratoires. Les anesthésies 
ont été induites par une injection intramusculaire (i.m.) de Zoletil 50® (5 mg/kg). Lorsque 
l’animal a été endormi, le crâne et les pattes arrières ont été rasés à la tondeuse électrique, 
puis au rasoir jetable. Une fois l’animal intubé, l’anesthésie a ensuite été maintenue par 
Isoflurane (1.5%). Les paramètres physiologiques de l’animal (fréquence cardiaque, 
saturation en oxygène du sang, fréquence respiratoire et CO2 expiré) ont été surveillés 
pendant la chirurgie, permettant ainsi d’ajuster le niveau d’anesthésie. L’animal a reçu en 
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continu de la solution de chlorure de sodium Cooper injectable (0.9%) par voie intraveineuse. 
La voie intraveineuse nous a donné l’opportunité d’injecter d’autre substance en cas de 
problème, ce qui ne s’est jamais produit. Une couverture chauffante avec sonde rectale a 
régulé la température de l’animal tout au long de l’opération afin d’éviter une éventuelle 
hypothermie. L’animal a également reçu des injections en i.m. de Tolfédine (4 mg/kg) pour 
minimiser la formation d’œdème, de Vétergésic® (0.01 mg/kg) pour diminuer la douleur liée 
aux gestes chirurgicaux pendant et après opération et d’un antibiotique, le Clamoxyl LA (15 
mg/kg)  pour éviter les risques infectieux.  
 
Nous avons continué à administrer le traitement antiobiotique pendant une semaine et le 
traitement analgésique quelques jours post-opératoires. Des soins réguliers de la cicatrice ont 
été effectués en désinfectant à l’aide d’une solution iodée (Bétadine). La dure-mère mise nue 
a été recouverte par un disque de sylastique stérilisé et la chambre refermée par un chapeau en 
plastique stérile.  
2.4 Electrophysiologie  
Les enregistrements électrophysiologiques ont été effectués à l’aide de micro-électrodes 
en tungsten (Frederick Haer Company, Bowdoinham, ME) d’un diamètre de 250 µm avec une 
pointe inférieure à 1 µm. Leurs impédances ont été comprises entre 5-7 MΩ à 1 kHz pour 
s’assurer d’une bonne sélectivité des enregistrements. Les électrodes ont été descendues 
quotidiennement à l’aide d’un micro-descendeur (Narishige MO-972). Quelle que soit la 
structure étudiée, nous avons exploré une région de 3 mm en antéro-postérieur et de 4 à 6 mm 
en médio-latéral. Lorsqu’un neurone était détecté, nous avons enregistré son activité pendant 
le temps nécessaire pour que le singe ait réalisé environ 20 essais pour chacun des 9 stimuli, 
excepté lorsque nous perdions le neurone avant la fin des 180 essais désirés. Une descente 
d’une distance minimale de 100 µm a été considérée suffisante pour que l’électrode ne capte 
plus ce neurone. L’analyse des enregistrements électrophysiologiques a été réalisée en off-line 
sur Spike 2. Le tri des neurones a été effectué grâce à une analyse en PCA (principal 
component analysis) et nous avons confirmé le tri si la période réfractaire entre deux 
potentiels d’action d’un même neurone était supérieure ou égale à 1.2 ms.  
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2.5 Ethique 
Toutes ces procédures ont été approuvées et validées par le comité national de réflexion 
éthique sur l’expérimentation animale conformément aux directives de la Communauté 
européenne sur la protection des animaux et par le Ministère de l’enseignement supérieur et 
de la recherche (numéro d’autorisation : 01000.02). 
Pour évaluer l'état général de chaque animal, nous avons relevé toute déviation du 
comportement habituel tel que la perte d'appétit, la déshydratation, l’état du pelage et les 
interactions avec les congénères en enclos. Par ailleurs, le poids des animaux a été relevé 
quotidiennement et une perte supérieure à 10% aurait engendré l’arrêt de l’expérimentation 
jusqu’au retour au poids de référence, ce qui ne s’est pas produit.  
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3 Travaux de thèse 
3.1 Etude 1 : Etude chez l’homme et le macaque rhésus, de la réponse 
comportementale de détection de stimuli naturels et de l’influence de 
facteurs : saillance, congruence sémantique, changement de modalité et 
paramètres physiques des stimuli  
 
Cette première étude fait l’objet d’un article publié dans PlosOne (Juan et al 2017) que 
vous trouverez au point 3.1.4. 
3.1.1 Introduction 
Un grand nombre d’études comportementales a révélé que la présentation conjointe de 
plusieurs informations sensorielles de différentes modalités peut, dans certaines conditions, 
faciliter la perception et les performances dans diverses tâches telles que la détection 
(Molholm et al. 2002; Teder-Sälejärvi et al. 2002; Sperdin et al. 2009; Cappe et al. 2010; Otto 
et al. 2013), la localisation (Stein et al. 1989; Miller 1991; Hughes et al. 1994; Schröger et 
Widmann 1998) et la discrimination (Giard et Peronnet 1999; Fort et al. 2002; Cappe et al. 
2009c; Rinne et al. 2009; Werner et Noppeney 2010b). Cette amélioration des  performances 
pourrait être le résultat d’intégration neuronale des informations sensorielles plutôt que d’une 
simple sommation des réponses unisensorielles (Miller 1982). Cependant, le gain 
multisensoriel des neurones du colliculus supérieur (CS) semble dépendre de facteurs qui ont 
conduit à l’énonciation de trois règles : la congruence spatiale (Meredith et Stein 1986a), la 
congruence temporelle (Meredith et al. 1987) et le principe d’efficacité inverse (Meredith and 
Stein 1986b). Ces règles ont par la suite servi de cadre à l’étude de l’intégration 
multisensorielle et ont été confirmées chez l’homme par des enregistrements EEG (Senkowski 
et al. 2007; Schall et al. 2009) et par des études comportementales (Sumby et Pollack 1954; 
Bolognini et al. 2005; van Atteveldt et al. 2007; Stevenson et al. 2012a et 2012 et Cappe et al. 
2010 chez le singe).  
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 Par la suite, d’autres facteurs influençant la facilitation comportementale ont été 
rapportés, comme la congruence sémantique et le changement de modalité d’un essai à 
l’autre.  
La congruence sémantique a été relativement peu étudiée comparé aux congruences 
temporelles et spatiales. Laurienti et collaborateurs (2004) sont les premiers à avoir mis au 
point un modèle comportemental permettant de comparer les effets de la congruence 
sémantique de stimuli audio-visuels aux effets de redondance congruente de stimuli visuels. 
Les temps de réactions étaient plus courts pour les stimuli multisensoriels congruents que 
pour les stimuli unisensoriels. Cet effet facilitateur est spécifique aux stimuli multisensoriels 
car aucune amélioration n’a été retrouvée pour des stimuli unimodaux redondants. Cependant, 
les temps de réaction étaient rallongés lors de situations incongruentes multisensorielles ou 
unisensorielles. Ces résultats montrent que, en plus des effets de congruences temporelle et 
spatiale et d’efficacité inverse, le contenu sémantique des stimuli joue un rôle crucial dans le 
traitement des informations multisensorielles. Des effets de congruence sémantique ont été 
également rapportés dans une tâche de jugement d’ordre temporel de stimuli de parole 
(Vatakis et Spence 2007). Dans cette étude, les sujets devaient déterminer la modalité 
sensorielle qui avait été présentée en premier. La tâche leur est apparue plus facile lorsque les 
deux stimuli unisensoriels étaient congruents (ici : la congruence se faisait sur genre des 
stimuli voix/visage). De même, Gallace et Spence (2006) ont montré qu’une congruence de 
stimuli même très simples (disques et tons) pouvait avoir un effet significatif sur les 
performances de jugement de taille des stimuli, même si le sujet avait reçu pour consignes 
d’ignorer les stimuli auditifs. Cette étude révèle que la congruence sémantique peut jouer un 
rôle même dans le cas de stimuli simples nécessitant qu’un traitement de bas niveau. De plus, 
le traitement de stimuli complexes pourrait être influencé par des stimuli simples comme des 
sons purs. En effet, la classification selon le genre de visages androgynes semble être biaisée 
par la présentation simultanée de sons purs dans les fréquences des voix d’hommes ou de 
femmes (Smith et al. 2007). Or ces stimuli auditifs simples généralement associés à des voix 
humaines n’apportent aucune information spectrale complexe et sont généralement traités au 
niveau du cortex auditif de bas niveau. Ainsi, dans certaines circonstances, la congruence 
sémantique de stimuli AV, même à des niveaux de traitement différents, pourrait influencer la 
performance comportementale. 
Par ailleurs, le changement de modalité affecte négativement les réponses 
comportementales. Cet effet a été initialement décrit par Spence et collaborateurs (Spence et 
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al. 2001) dans une tâche de localisation de stimuli visuels, tactiles ou auditifs. Les 
performances de localisation étaient plus rapides et plus précises quand la modalité des 
stimuli ne changeait pas d’un essai à l’autre. A l’inverse, les performances étaient moins 
bonnes quand la modalité du stimulus changeait. Gondan et collaborateurs (Gondan et al. 
2004) ont étudié l’effet du changement de modalité sur les temps de réactions de détection de 
stimuli auditifs, visuels, tactiles et bimodaux. Ils ont observé que des changements de 
modalité augmentaient les temps de réaction à des stimuli unisensoriels, alors que les temps 
de réactions aux stimuli multisensoriels étaient moins affectés. Les auteurs ont ensuite analysé 
uniquement les temps de réaction aux stimuli qui ont été précédés par des stimuli de la même 
modalité et ce faisant, ont éliminé l’effet de changement de modalité. Dans ce cas, la 
facilitation multisensorielle était plus faible que celle calculée pour l’ensemble des essais. De 
plus, les auteurs ont rapporté une l’implication de tels effets sur la violation du modèle de la 
course qui, dans ce contexte, peut être favorisée. Cette étude fournit des preuves que le 
changement de modalité affecte les réponses comportementales et même les processus 
multisensoriels sous-jacents.  
 De manière générale, ces facteurs semblent être primordiaux pour déterminer 
comment les différentes informations sensorielles sont intégrées, cependant dans notre 
environnement, ces facteurs ne sont pas indépendants. Pourtant, la plupart des études qui ont 
exploré les effets de ces facteurs n’en ont examiné qu’un seul à la fois. Récemment, le groupe 
de Wallace a mis en évidence des interdépendances entre certains de ces facteurs (Stevenson 
et al. 2012b; Krueger Fister et al. 2016; Nidiffer et al. 2016).  
 Dans une première étude, les auteurs ont analysé l’impact de la localisation spatiale et 
de synchronie de stimuli audio-visuels sur la performance dans une tâche de localisation 
spatiale et une tâche de jugement de simultanéité (Stevenson et al. 2012). Les temps de 
réaction de localisation des stimuli diminuaient lorsque les stimuli étaient en périphérie ou 
étaient asynchrones. De plus, cet effet était magnifié lorsque les stimuli étaient en périphérie 
et asynchrones, ce qui témoigne d’une interaction de la localisation et de la congruence 
temporelle des stimuli dans une tâche de localisation. Dans la tâche de jugements de 
simultanéité, une interaction entre la congruence spatiale et temporelle était également visible. 
En effet, les sujets étaient plus susceptibles de juger des stimuli synchrones lorsqu’ils étaient 
présentés dans la périphérie. Ces résultats montrent qu’il existe une interdépendance 
complexe entre les aspects temporels et spatiaux sur la perception et les réponses 
comportementales à des stimuli audio-visuels.  
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 Comme nous l’avons vu précédemment, la saillance joue un rôle dans l’intégration 
multisensorielle et selon le principe d’efficacité inverse, elle entraine un gain multisensoriel 
plus fort lorsque les stimuli sont peu saillants. Par ailleurs, des changements de localisation 
des stimuli visuels ou auditifs diminuent les performances de localisation des stimuli (Carlile 
et al. 1997). Or, ces effets de localisation spatiale et d’efficacité inverse a été suggérée comme 
étant interdépendants par des études physiologiques (Krueger et al. 2009; Royal et al. 2009) et 
comportementales (Macaluso et al. 2004; Cappe et al. 2012). Ceci a conduit le groupe de 
Wallace à vérifier si une interdépendance de la localisation spatiale et de la saillance de 
stimuli existait (Nidiffer et al. 2016). Pour tester cela, des sujets humains ont réalisé une tâche 
de localisation de stimuli A, V et AV dont la saillance et la localisation étaient variées. 
Lorsque les stimuli étaient présentés en périphérie ou en faible saillance, les performances et 
les temps de réaction des sujets étaient diminués, témoignant d’un effet de la saillance et d’un 
effet de la localisation spatiale des stimuli. De plus, la diminution de saillance engendrait des 
gains multisensoriels plus importants, ce qui est en accord avec le principe d’efficacité 
inverse. Enfin, le gain multisensoriel devenait maximal pour des stimuli de faible saillance et 
présentés en périphérie. Ceci montre que l’effet de la saillance sur le gain multisensoriel 
dépendait de la localisation des stimuli.   
 Suite à ces travaux, les auteurs ont cherché à étendre ce phénomène d’interdépendance 
aux facteurs de congruence temporelle et de la saillance des stimuli (Krueger Fister et al. 
2016). Pour cela, des sujets devaient juger de la synchronie/asynchronie de stimuli AV dont la 
saillance et l’asynchronie (0-200ms) variaient. Quelle que soit la saillance des stimuli, plus le 
délai entre les stimuli auditifs et visuels augmentait, plus la perception de la synchronie des 
stimuli diminuait. Cependant, les sujets étaient beaucoup plus enclin à juger asynchrones des 
stimuli audio-visuels asynchrones lors de forte saillance des stimuli. Cette étude montre que la 
saillance des stimuli affecte la perception temporelle des stimuli multisensoriels et donc 
qu’une interdépendance de ces deux facteurs existe au niveau comportemental. Plus 
précisément, le traitement des stimuli multisensoriels peu saillants est moins précis 
temporellement que celui de stimuli plus saillants. Les systèmes multisensoriels semblent 
donc compenser l’ambiguïté des stimuli en augmentant la tolérance à l’asynchronie. 
Les études des facteurs influençant l’intégration multisensorielle ont essentiellement été 
conduites sur des stimuli simples et en nombre très limité. Bien que ces études aient permis 
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des avancées dans notre compréhension des processus multisensoriels, notre environnement 
est généralement composé d’humains, d’animaux, d’objets et de paysages et une manière plus 
écologique d’étudier les principes de la multisensorialité est d’utiliser des stimuli complexes 
naturels. Lors de ma thèse, nous avons examiné trois facteurs, à savoir la saillance, la 
congruence sémantique et l’historique de modalité, dans le traitement multisensoriel de 
stimuli audio-visuels naturels. Pour tester cela, deux macaques rhésus et une cohorte de sujets 
humains ont réalisé une tâche de détection de plusieurs centaines de stimuli naturels auditifs, 
visuels et audio-visuels, appartenant à des catégories sémantiques différentes.   
3.1.2 Résultats 
Les sujets humains et les deux macaques pris individuellement avaient des temps de 
réaction diminués en condition multisensorielle, révélateur d’un gain comportemental lorsque 
deux stimuli sensoriels sont présentés conjointement. Nous avons pu mettre en évidence un 
effet de la saillance qui n’allait pas dans le sens du principe d’efficacité inverse, puisque les 
gains étaient diminués en condition de forte saillance. Une grande partie de la variabilité des 
réponses comportementales que nous avons mises en évidence s’explique par un effet de 
changement de la modalité d’un essai à l’autre. Dans notre étude, le contenu sémantique n’a 
induit aucun effet comportemental que ce soit au niveau des catégories ou des congruences. 
La particularité de notre étude est que nous avons utilisé plusieurs centaines de stimuli, ce qui 
nous a permis d’analyser nos résultats pour chacun des stimuli présentés. Nous avons mis en 
évidence une grande variabilité des gains multisensoriels qui est accompagnée d’une 
variabilité des processus multisensoriels sous-jacents : les gains les plus forts sont associés à 
une convergence des informations multisensorielles, les gains moyens sont expliqués par le 
modèle de la course, alors que les gains les plus faibles et les négatifs sont associés à une 
violation inverse du modèle de la course. Bien que le changement de modalité n’influence pas 
les gains multisensoriels des stimuli, nous avons observé que certains paramètres physiques 
des stimuli expliquent cette variation des gains et processus multisensoriels : la saillance des 
stimuli, l’énergie et dans certains cas l’entropie des images et l’intensité, le RMS et le 
ratescale des sons.  
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3.1.3 Discussion 
Cette étude est la première à montrer une telle variabilité des gains multisensoriels. Ceci 
pourrait être dû au fait que la plupart des études calculent le gain multisensoriel sur 
l’ensemble des essais et des stimuli. D’ailleurs, lorsque nous avons calculé le gain sur 
l’ensemble des données, nous avons obtenu une valeur de gain positive. Cette variabilité de 
gains est associée à différents processus multisensoriels : les gains forts par une coactivation, 
les gains moyens par le modèle de la course et enfin les gains faibles et négatifs par une 
violation inverse du modèle de la course, jamais rapporté jusqu’à présent. Dans ce dernier cas, 
notre hypothèse est qu’il pourrait s’agir d’une inhibition d’un canal perceptif sur l’autre.  
L’effet de changement de modalité sur les temps de réaction était observable pour les 
stimuli unisensoriels mais également multisensoriels, contrairement à ce qui était prédit dans 
la littérature (Otto et Mamassian 2012; Gondan et al. 2004). Bien que Gondan et 
collaborateurs (Gondan et al. 2004) avaient rapporté que le changement de modalité avait un 
effet sur la facilitation multisensorielle, le changement de modalité n’était pas à l’origine de la 
grande variabilité des gains et des processus multisensoriels observée dans notre étude. Nous 
proposons ici que le mécanisme du traitement multisensoriel l’emporterait sur le mécanisme 
sous-jacent au changement de modalité. Plus précisément, le changement de modalité 
engendrerait une désynchronisation des oscillations dans la bande fréquentielle alpha (Rapela 
et al. 2012). En revanche, l’intégration multisensorielle serait expliquée par une 
réinitialisation des oscillations dans la gamme fréquentielle gamma (Lakatos et al. 2007; 
Kayser et al. 2008; Mercier et al. 2013; Mercier et al. 2015). Par conséquent, nous proposons 
que les mécanismes de réinitialisation induits par des stimuli multisensoriels empêcheraient la 
synchronisation due au changement de modalité. Les structures neuronales impliquées 
spécifiquement dans ce processus sont inconnues et devraient faire l’objet d’études 
approfondies. 
Nous avons, par la suite, cherché à comprendre quels facteurs pouvaient influencer les 
gains et processus multisensoriels des stimuli naturels. N’ayant pas trouvé d’effet du contenu 
sémantique de différentes catégories, nous avons recherché des éventuels effets des 
paramètres physiques des stimuli. Plusieurs paramètres physiques semblent affecter le gain 
multisensoriel, comme la saillance des stimuli, mais aussi l’homogénéité des images (énergie 
et entropie) et  l’intensité, le RMS et le ratescale des sons. Le ratescale qui est plus important 
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pour des stimuli engendrant des gains multisensoriels forts et une convergence 
multisensorielle représente l’accumulation des informations au cours du temps de présentation 
(Chen et Spence 2013). De manière générale, les paramètres physiques des stimuli influencent 
la réponse comportementale multisensorielle mais ces résultats laissent supposer un effet 
combinatoire de ces différents paramètres sur la réponse comportementale multisensorielle.  
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3.1.4 Article 1 : Variabilité des processus multisensoriels des stimuli 
naturels chez le primate humain et non humain lors d’une tâche de détection.  
 
Juan C, Cappe C, Alric B, Roby B, Gilardeau S, Barone P, et Girard P (2017) The 
variability of multisensory processes of natural stimuli in human and non-human primates in a 
detection task. PLoS ONE 12(2): e0172480. doi:10.1371/ journal.pone.0172480
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3.2 Etude 2 : Etude électrophysiologique de l’implication du gyrus 
cingulaire postérieur (GCP) dans les réseaux cérébraux de la 
multisensorialité chez le macaque rhésus 
Cette étude fait l’objet d’un article sur le point d’être soumis à une revue internationale 
à comités de lecture (voir 3.2.4. Article 2). 
3.2.1 Introduction 
La recherche sur la multisensorialité a montré que beaucoup d’aires cérébrales sont 
impliquées dans ces processus, mais certaines sont restées inexplorées. Un des objectifs de ce 
projet de thèse a été d’étudier l’implication du gyrus cingulaire postérieur (GCP) dans les 
réseaux cérébraux de la multisensorialité chez le macaque rhésus. Après un bref rappel sur 
l’anatomie du GCP, nous vous montrerons dans cette introduction que ses connexions 
corticales et sous corticales font de cette structure un bon candidat à l’étude de la 
multisensorialité et nous terminerons par les fonctions potentielles pour lesquelles il est 
impliqué.   
3.2.1.1 Anatomie 
 Le cortex cingulaire se compose de quatre sous-divisions : le cortex cingulaire 
antérieur (CCA), le cortex cingulaire moyen (CCM), le cortex cingulaire postérieur (CCP) et 
le cortex rétrosplénial (CRS), tous composés de plusieurs aires. L’aire 23 Brodmann, 
postérieure à l’aire 24, est une des aires qui composent le cortex cingulaire postérieur (CCP) 
et comporte quatre parties, une dorsale et une ventrale, toutes deux divisées en portions a et b 
selon l’axe ventro-dorsal et deux parties nommées 23c et 23d. Le CCP comprend également 
l’aire 31, dorsale à l’aire 23. Le CRS se compose des aires 29 et 30 ventrales à l’aire 23. 
L’ensemble des cortex CCP et CRS forme le gyrus cingulaire postérieur (GCP).  
3.2.1.2 Connectivité 
 Le GCP reçoit des afférences corticales mais également sous corticales. Les 
projections corticales proviennent du cortex frontal, notamment du dlPFC et de l’orbito-
frontal, du cortex parahippocampique (TH et TF), du cortex pariétal postérieur, du CCA et du 
subiculum de l’hippocampe (Vogt et al. 1979). Des injections de traceurs antérogrades dans 
l’aire 23 spécifiquement ont marqué des neurones dans l’aire 23 en controlatéral et ont 
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marqué en ipsilatéral des neurones du sillon intrapariétal caudal, du STS et du STG, du cortex 
temporal ventro-médian, de TF et TH du cortex parahippocampique, des cortex entorhinal et 
perirhinal, de l’aire 24 du CCA, du cortex orbito-frontal, du dlPFC et du sillon dorsal arqué 
(Baleydier et Mauguiere 1980). Une étude anatomique plus précise a apporté plus de 
compréhension quant aux connectivités de chacune des subdivisions du GCP, ainsi qu’à leurs 
interconnexions (Vogt et Pandya 1987a). Dans cette étude des injections dans des aires plus 
ou moins étendues pouvant contenir l’aire 23 a et b, les aires 30 et 29 ont révélé que le 
subiculum ne projetait que vers le rétrosplénial qui, à son tour, projetait vers les aires 23a et 
23b. Les aires 23a et 23b reçoivent des afférences de l’aire 30, des aires 24a et b seulement et 
des aires visuelles péristriées 19. Le STS semble projeter majoritairement vers l’aire 23b 
seulement. La plupart des marquages cellulaires a été retrouvée au niveau des couches III et 
plus faiblement dans les couches V des cortex.  
 Au niveau sous cortical, le GCP reçoit au niveau de l’aire 23 des projections 
thalamiques principalement du noyau LP, mais également des noyaux antérieur médian (AM) 
et du PuM et plus marginalement des noyaux intralaminaires (Pf, Pc, Csl) médio-dorsal (MD) 
(Baleydier et Mauguiere 1980; Baleydier et Mauguiere 1985; Vogt et al. 1987b). L’aire 29 du 
GCP reçoit, quant à elle, des afférences des noyaux antérieur ventral (AV), antérieur dorsal 
(AD) et latéral dorsal (LD) (Vogt et al. 1987b). Le GCP présente également des projections 
sous corticales provenant de la substantia innominata, du claustrum, des noyaux du raphé et 
du locus coeruleus (Vogt et al. 1979).  
 A son tour, l’aire 23 du GCP envoie des projections vers les aires 24, le PPC, le lobule 
paracentral, l’aire motrice supplémentaire, le STS, le cortex parahippocampique, le pré-
subiculum et le subiculum, le cortex entorhinal et vers les sillons arqué et principal (Figure 
3.2.1) (Baleydier et Mauguiere 1980; Kobayashi et Amaral 2007). Au niveau thalamique, 
l’aire 23 connecte le PuM, AV et AM (Baleydier et Mauguiere 1985). Il envoie également des 
efférences au niveau de la partie latéral du pons, des noyaux caudés et de la partie ventrale du 
claustrum (Baleydier et Mauguiere 1980).  
 81 
 
 
Figure 3.2.1 Projections du CRS (aires 29 et 30) et du CCP (zone 23). L’épaisseur des flèches représente des 
connexions fortes et majeures. Le CRS et le CCP ont des projections qui se chevauchent et se complémentent. Ils 
sont fortement connectés au lobe temporal médian (HF : formation hippocampique et PH : cortex 
parahippocampique), au gyrus temporal supérieur (STG et STSd) et au cortex préfrontal (PFC, aire 46 et 9). 
(Kobayashi et Amaral 2007). 
 Il est important de noter ici que le GCP ne semble pas présenter de connexions avec 
des aires unisensorielles de bas niveau mais présente à l’inverse beaucoup de connexions avec 
de nombreuses aires polymodales, lui conférant un possible rôle dans la multisensorialité. 
Nous nous sommes focalisés ici sur la connectivité du GCP, centre de notre étude, néanmoins, 
Baleydier et Mauguière (1980) ont proposé que, de par des connexions communes au système 
limbique, il pourrait exister un couplage fonctionnel entre les aires 23 et 24.  
3.2.1.3 Fonctions  
 L’étude de cas cliniques permet d’émettre des hypothèses quant aux fonctions des 
structures cérébrales touchées. Des cas d’AVC au niveau du cortex postéro-médian ont 
développé des syndromes amnésiques (Valenstein et al. 1987), mais les AVC étaient assez 
étendus et il est assez difficile de déterminer avec précision quelles aires étaient 
endommagées. Des dommages plus focalisés au niveau du CCP ventral et du CRS droit 
affectent la cognition spatiale qui serait davantage dû à un problème mnésique que perceptif 
(Takahashi et al. 1997; Katayama et al. 1999; Alsaadi et al. 2000). Des lésions au niveau du 
CCP gauche et du forceps majeur engendrent des déficits dans une tâche de « multi-tasking », 
à savoir dans l’apprentissage et la mémoire d’une tâche, dans la capacité à suivre un plan et 
dans la mémorisation de ses propres actions (Burgess et al. 2000). Déjà, ces résultats montrent 
la complexité fonctionnelle du GCP. En effet, cette structure est un énorme carrefour de 
convergences et de divergences, connecté avec de multiples aires elles-mêmes impliquées 
dans diverses fonctions. C’est pourquoi, le GCP a été impliqué dans de nombreuses fonctions 
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sans que son rôle exact ne soit vraiment compris. Nous allons vous présenter les principales 
fonctions dans lesquelles cette structure a été impliquée qui vont d’un rôle dans la détection 
de changements environnementaux à un rôle attentionnel.  
 
Rôle de détection de changements environnementaux 
Dans cette partie, nous allons voir que le GCP a d’abord été pensé comme ayant un rôle 
évaluatif et a ensuite été impliqué dans les processus de prise décision, liés à la détection de 
changements environnementaux.  
Vogt et collaborateurs (Vogt et al. 1992) ont présenté une théorie selon laquelle le GCP 
serait une région évaluative qui permettrait de surveiller les évènements visuels de notre 
environnement et les mouvements des yeux  En effet, ses connexions avec des aires 
oculomotrices telles que le cortex pariétal (Cavada et Goldman-Rakic 1989a; Cavada et 
Goldman-Rakic 1989b), le cortex préfrontal (Vogt et Pandya 1987a) et l’aire visuelle 
supplémentaire laissait penser un rôle dans le comportement oculomoteur. Cependant, les 
neurones du GCP s’activaient après le début de saccades oculaires, évocateur d’un rôle 
évaluatif contrairement au rôle génératif des mouvements oculaires des cortex pariétal et 
préfrontal où l’activation neuronale a lieu avant le mouvement des yeux (Olson et al.  1996). 
Par ailleurs, le GCP est connecté à des aires liées à la récompense comme le cortex cingulaire 
antérieur (Morecraft et al. 1993; Amiez et al. 2005; Amiez et al. 2006), le cortex orbito-frontal 
(Cavada et al. 2000; Rudebeck et al. 2008) et le noyau caudé (Baleydier et Mauguiere 1980; 
Lauwereyns et al. 2002). De ce fait, l’équipe de Platt a étudié si le GCP pouvait effectuer un 
lien fonctionnel entre les informations motivationnelles et oculomotrices et s’il pouvait 
déterminer les conséquences d’un mouvement des yeux. Ils ont retrouvé les activations liée 
aux saccades mais ils ont également montré que les neurones du GCP répondaient à la 
récompense et ce, de manière corrélée à la taille de la récompense et codaient l’omission de 
récompense (McCoy et al. 2003). Ces résultats suggèrent que le GCP pourrait apporter des 
informations permettant de mettre à jour les représentations de la récompense attendue suite à 
une saccade oculaire et donc fournirait un signal de prédiction des erreurs.  
Pour mieux comprendre le rôle du GCP, une autre étude menée par Platt et 
collaborateur (McCoy et Platt 2005) a exploré l’activité neuronale du GCP pendant que les 
singes réalisaient une tâche de « pari » visuel. L’activité des neurones du GCP augmentait 
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quand le singe faisait un choix risqué et la réponse neuronale était modulée par le degré de 
risque. De plus, les neurones du GCP semblent coder pour « reward outcome » et ce, sur 
plusieurs essais qui se suivent (Hayden et al. 2008; Heilbronner et al. 2011). Cependant, 
l’activité neuronale sur un seul essai semble prédire le changement de choix réalisé par le 
singe à l’essai suivant. Ceci est corroboré par le fait que la stimulation du GCP après un choix 
risqué favorise une préférence pour le choix sûr à l’essai suivant. Le GCP pourrait donc 
évaluer le changement de décision dans un environnement tout le temps changeant. Le 
fourragement est un exemple où l’animal doit changer de décision entre exploitation de 
ressources et exploration de nouvelles ressources. En effet, dans ces conditions, l’animal doit 
prendre en compte l’historique récent des ressources (ou récompense), des statistiques 
environnementales,  des risques et détecter les changements environnementaux. L’activité 
neuronale du GCP a donc été enregistrée pendant que des singes réalisaient une tâche dans 
laquelle ils pouvaient choisir d’explorer ou d’exploiter une ressource (Pearson et al. 2009). 
L’activité neuronale prédisait effectivement le changement de stratégie entre ces deux 
options. Le GCP pourrait intégrer les résultats des décisions et modifier la stratégie choisie 
dans un environnement dynamique.   
 
Rôle attentionnel 
De par un métabolisme basal très élevé (40 % supérieur), le CCP a été impliquée dans le 
mode par défaut (DMN = default mode network) (Gusnard et Raichle 2001; Raichle et al. 
2001; Raichle 2015). Plus particulièrement, son métabolisme rend compte de l’état cognitif 
dans lequel l’individu est engagé mais reste toujours plus élevé que dans les autres régions 
cérébrales (Pfefferbaum et al. 2011). Son métabolisme augmente quand le sujet pense 
librement, se rappelle des souvenirs, planifie ou est dans un état de conscience élevé et à 
l’inverse est diminuée lors du sommeil, d’anesthésie ou d’état végétatif (Brewer et al. 2013; 
Leech et Sharp 2014; Maddock et al. 2001; Gusnard et Raichle 2001). Tout ceci suggère que 
le GCP pourrait plus généralement pendre en charge la pensée dirigée en interne (Buckner et 
al. 2008) et pourrait être impliqué dans le fait d’être pris dans son expérience personnelle 
(Brewer et al. 2013).  
Par ailleurs, la plupart des études ont montré qu’une diminution de l’activité du GCP 
corrélait avec le taux de performance dans diverses tâches (Hampson et al. 2006; Weissman et 
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al. 2006; Hahn et al. 2007). Toutefois, certaines études ont observé l’effet inverse, à savoir 
une augmentation des performances associée avec une augmentation de l’activité du GCP et 
ce, même lorsque l’attention est dirigée vers l’extérieur (Hampson et al. 2006; Hahn et al. 
2007 et Dean et al. 2004 chez le macaque). Ces résultats sont davantage en accord avec une 
hypothèse alternative selon laquelle le GCP jouerait un rôle dans le contrôle de la balance 
entre une attention interne et externe (Leech et Sharp 2014). Cette théorie est cohérente avec 
une diminution du volume du GCP retrouvée chez les enfants atteints d’autisme ce qui 
induirait une hypo-fonction du GCP et dérégulerait la balance attentionnelle (Bush 2011).   
La première évidence électrophysiologique d’un rôle attentionnel du GCP a été 
rapportée par Dean et collaborateurs (Dean et al. 2004). En effet, en jouant sur le délai avant 
de réaliser la saccade, ils ont observé une diminution de l’activation neuronale avec un délai 
qui augmente, ce qui suggère une modulation par une division de l’attention entre la cible de 
la saccade et le point de fixation. Pour confirmer l’hypothèse attentionnelle, des singes ont 
réalisé une tâche comportementale qui permettait de varier l’état de vigilance de l’animal 
entre attentif et inattentif (Hayden et al. 2009). L’activité neuronale diminuait pendant les 
phases de vigilance, lorsque le singe réalisait la tâche. A l’inverse, l’activité neuronale 
augmentait pendant les phases d’inattention lorsque le singe faisait des erreurs ou répondait 
plus lentement et également pendant les phases de repos. Ceci semble confirmer, au niveau 
neuronal, le rôle attentionnel du GCP. Plus récemment, une étude électrophysiologique en 
intra-crânial chez l’homme a montré que le cortex postéro-médian  a une activité neuronale 
plus élevée pendant les phases de repos, alors qu’il est désactivé lors de tâches attentionnelles 
telles que le calcul (Dastjerdi et al. 2011). Un changement d’activité dépendant de l’état de 
vigilance ou attentionnel de l’animal conférerait au GCP un contrôle cognitif lors d’un 
changement de tâches comportementales. Plus particulièrement, un changement de tâche 
nécessiterait une suppression de l’activité des neurones du GCP. En effet, le taux de décharge 
des neurones a été montré comme diminuant après un changement de tâches et revenant 
progressivement à son niveau basal après quelques essais (Hayden et al. 2010). De ce fait, le 
GCP pourrait faciliter le contrôle cognitif. De par son rôle potentiel dans la détection de 
changements environnementaux, le GCP pourrait détecter les essais où l’animal réalise de 
mauvaise performance pour ensuite faire appel à de nouvelles ressources cognitives pour 
améliorer les performances.  
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D’autres études ont impliqué le GCP dans des fonctions d’apprentissage et/ou de 
mémoire (Maddock et al. 2001; Sugiura et al. 2005; Pearson et al. 2011; Heilbronner et Platt 
2013; Kubota et al. 2013) et dans la représentation de la valence émotionnelle (Bernstein et al. 
2002; Richard J. Maddock et al. 2003). Tout ceci montre que le GCP est impliqué dans de 
nombreuses fonctions cognitives, sa fonction exacte restant encore à définir. Bien que le GCP 
soit connecté à plusieurs structures multisensorielles ou poly-sensorielles, cette aire a toujours 
été considérée comme étant seulement visuelle. Aucune étude n’a porté sur son rôle dans la 
sensorialité, ni même dans la multisensorialité. Lors de ma thèse, nous avons cherché à savoir 
si le GCP pouvait être une structure polysensorielle et s’il pouvait avoir un rôle intégrateur 
des informations audio-visuelles. Pour tester cette hypothèse, deux singes ont effectué une 
tâche de fixation (voir section 2 de cette thèse) de stimuli naturels auditifs, visuels et audio-
visuels (comprenant un stimulus de congénères, un serpent et un stimulus neutre (bruit)) 
pendant que l’activité neuronale du GCP était enregistrée. 
 
3.2.2 Résultats 
Nous avons enregistré 471 sites dont 341 neurones ont pu être extraits. 206 neurones 
proviennent des enregistrements effectués chez un premier singe (Mk H) et 135 d’un 
deuxième singe (Mk C). Parmi ces 341 cellules, 81 n’ont pas été retenues parce qu’elles 
présentaient une activité trop faible et non suffisante pour analyses (< 2000 potentiels d’action 
pendant l’enregistrement entier).  
Tout d’abords, nous avons regardé l’activité neuronale moyenne de tous les neurones à 
tous les stimuli (Figure 3.2.2). Nous avons constaté que la majorité de l’activité en réponse à 
la présentation des stimuli se trouvait pendant la période de présentation des stimuli, à savoir 
de 0 à 250 ms. Ceci nous a confortés dans l’idée d’analyser les réponses neuronales pendant la 
période entre 0 et 250ms.  
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Figure 3.2.2 Activité moyenne de l’ensemble des neurones du GCP pour tous les stimuli. 
Cette activité a été normalisée par rapport à l’activité moyenne spontanée et est représentée au 
cours du temps, de 500ms avant à 1000ms après le début du stimulus. La ligne en dessous de 
la figure correspond à la durée des stimuli (de 0 à 250ms).  
 
Nous avons analysé les 260 cellules restantes et 196 de ces 260 neurones présentaient 
des réponses à au moins un des stimuli dans une modalité ou une des modalités tous stimuli 
confondus ou une des catégories toutes modalités confondues. Dans cet échantillon cellulaire, 
27% des neurones étaient unisensoriels visuels et 15% étaient unisensoriels auditifs. La 
majorité des neurones enregistrés étaient multisensoriels (56%, soit 110 cellules parmi les 196 
analysées). 48 neurones d’entre eux (44%) correspondent à des neurones multisensoriels que 
l’on retrouve classiquement dans la littérature et que nous avons donc appelé neurones AV 
classiques. Leur multisensorialité peut prendre quatre formes (Calvert et al 2001, Laurienti et 
al 2005). La première à avoir été décrite dans la littérature est celle où des neurones répondent 
à deux modalités unisensorielles différentes (représente seulement 3% des neurones AV 
classiques dans notre étude). Il existe également des neurones qui répondent à toutes les 
modalités uni- et multi-sensorielles et d’autres ne répondent qu’en condition multisensorielle 
(correspondent, respectivement, à 9% et 83% des neurones du GCP). Enfin, la quatrième 
forme est celle où des neurones répondent à une modalité unisensorielle et en multisensoriel, 
mais ce avec une différence statistique de réponses entre les deux conditions (représente 
seulement 5% des neurones AV classiques de notre étude). Quant aux 62 neurones 
multisensoriels restants, ils ne correspondaient à aucune de ces définitions. La particularité de 
ces neurones multisensoriels est que leur profil de réponses est plus complexe, c’est pourquoi 
nous les avons donc appelé neurones AV complexes. En effet, ces neurones sont assignés à 
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une modalité pour une catégorie et à une autre modalité pour une autre catégorie. Ceci signifie 
donc que selon la catégorie du stimulus présenté, le neurone montrera un profil de neurone 
auditif, visuel ou audio-visuel. Il en résulte donc l'existence de quatre profils de neurones 
complexes selon la combinaison d'affectation aux modalités des neurones. Dans le GCP, la 
majorité des cellules complexes présentent la combinaison V et AV (56%). Un quart sont A et 
AV et le reste des neurones  complexes (n=10) se partagent entre la combinaison A, V et AV 
et la combinaison A et V seulement.  
Les propriétés intégratives des neurones multisensoriels du GCP ont été analysées en 
calculant les indices d’amplification et d’additivité qui permettent de déterminer s’il y a une 
intégration multisensorielle et si la relation entre réponses uni- et multisensorielles est linéaire 
(additif), sous-linéaire (sous- additif) ou supra-linéaire (supra-additif). 64% (68/106) des 
neurones multisensoriels présentaient une réponse multisensorielle diminuée par rapport à la 
meilleure réponse unisensorielle et 98% (104/106) présentaient une réponse multisensorielle 
sous-additive.   
Nous avons ensuite déterminé les latences des réponses neuronales du GCP. Une 
latence de réponse était définie par le temps auquel la moitié de l’amplitude maximale de 
réponse était atteinte, après soustraction de l’activité spontanée moyenne (Levick, 1973 ; 
Nowak et al., 2010). Seuls les pics (ou creux) dont l’amplitude dépassait 10 % de l’activité 
spontanée ont été examinés. De plus, il fallait qu’à la moitié de l’amplitude maximale du pic 
(ou creux), la réponse neuronale dure au moins 5 ms. Nous avons ainsi pu obtenir 84 valeurs 
de latences (4 en A, 37 en V et 43 en AV). La médiane était de 62 ms et les valeurs allaient de 
33 ms à 189 ms. Ces latences ne variaient pas selon la modalité, même lorsqu’elles étaient 
analysées de façon appariées pour un stimulus donné pour chaque neurone (Test de Wilcoxon 
pour des données appariées, v=810, df=1, p=0.17).   
Enfin, nous nous sommes intéressés à la sélectivité de ces neurones. La majorité des 
cellules (75%) répondaient à au moins deux stimulus différents (quelle que soit la modalité), 
ne laissant seulement 40 neurones ne répondant qu'à un seul stimulus et se partageant sur 9 
stimuli différents. Pour mieux mesurer cette sélectivité, nous avons calculé un index de 
sélectivité qui permet de quantifier la différence entre l'activité la plus forte et l'activité la plus 
faible d'un neurone, ainsi que un indice de "sparseness" qui permet d’évaluer la variabilité des 
réponses neuronales et donc de déterminer si la population neuronale a une représentation 
plus ou moins distribuée des stimuli. Nous avons constaté que la majorité des neurones sont 
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peu sélectifs et ont une représentation distribuée des stimuli. Une plus faible partie des 
neurones présente une plus forte sélectivité associée à une distribution plus parsemée des 
stimuli. 
Enfin, nous n’avons pas réussi à mettre en évidence une organisation topographique en 
fonction de la modalité des neurones du GCP, tous sites de pénétration de l’électrode ayant 
révélé des neurones unisensoriels et des neurones multisensoriels.  
  
3.2.3 Discussion 
Cette étude est la première à montrer que le GCP est une structure contenant des 
neurones multisensoriels. C’est également la première fois qu’est reportée l’existence de 
neurones multisensoriels complexes, répondant à une modalité pour une catégorie de stimuli 
et à une autre modalité pour une autre catégorie de stimuli. De plus, cette aire présente des 
propriétés intégratives des informations sensorielles avec un effet sous additif. Initialement, 
l’intégration multisensorielle était pensée comme engendrant un effet supra-additif (Perrault 
et al. 2003; Wallace et al. 1996; Meredith et Stein 1986a), mais depuis d’autres études ont 
montré une intégration sous additive dans de nombreuses aires multisensorielles (Sugihara et 
al. 2006; Avillac et al. 2007; Kayser et al. 2008). L’intégration multisensorielle peut 
également avoir lieu au niveau des latences des réponses neuronales, se traduisant par des 
latences différentes en conditions unisensorielles et multisensorielles (Barraclough et al. 2005; 
Rowland et al. 2007; Avillac et al. 2007; Wang et al. 2008). Cependant, nous avons observé 
les mêmes latences quelle que soit la modalité des stimuli pour une catégorie donnée. Des 
latences parfaitement identiques peuvent sembler surprenantes car des stimuli auditif et visuel 
même synchrones vont arriver asynchrones aux organes sensoriels à cause de différence de 
vitesses de propagation et seront traités dans des canaux sensoriels distincts à des vitesses 
différentes. Cependant, le cerveau parvient à les lier et les considérer comme faisant partie 
d’un tout. Nishida et collaborateurs (Fujisaki et al. 2004) ont proposé que le cerveau pourrait 
réaligner temporellement les signaux en détectant et en réduisant les variations temporelles 
qui séparent les signaux auditifs et visuels d’un stimulus multisensoriel. De par ses latences 
identiques en conditions unisensorielles et multisensorielles, nous proposons que le GCP 
pourrait jouer un rôle dans la recalibration temporelle de ces signaux.     
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De plus, les latences des réponses neuronales du GCP à des stimuli sensoriels se sont 
avérées très courtes. Ce résultat était inattendu car le GCP a toujours été considéré comme 
une aire de haut niveau et présente des connexions avec des aires de haut niveau comme le 
PFC et le STS (B. A. B. . Vogt, Rosene, and Pandya 1979; Christine Baleydier and Mauguiere 
1980). Ces latences plus courtes ou similaires à celles de V1 ( Nowak et al. 1995; Nowak et 
Bullier 1997; Schmolesky et al. 1998) nous renseignent sur l’origine des entrées sensorielles. 
Comme le GCP ne semble pas être connecté aux aires unisensorielles primaires (Baleydier et 
Mauguiere 1980; Vogt et Pandya 1987a), nous émettons l’hypothèse que le GCP recevrait les 
informations sensorielles du claustrum ou de noyaux thalamiques comme le pulvinar médian 
avec lesquels il est connecté. En effet, ces deux structures présentent des latences de réponses 
équivalentes ou inférieures à celles retrouvées dans le GCP (Petersen et al. 1985; Remedios et 
al. 2010; Nguyen et al. 2013; Van Le et al. 2013). De plus, le claustrum contient des neurones 
auditifs et des neurones visuels (Remedios et al. 2010) et le pulvinar médian a été proposé 
récemment comme candidat potentiel dans le traitement des informations multisensorielles 
(Cappe et al. 2009a; Falchier et al. 2011). Ces deux aires pourraient renseigner le GCP sur les 
stimuli saillants et d’alerte de l’environnement. De plus, il a été montré que le GCP et le CCA 
sont très fortement interconnectés, ce qui permettrait une coordination fonctionnelle (Vogt 
1992). Or, le CCA a des latences visuelles plus longues de 35 ms en médiane (médiane à 
95ms, pouvant aller de 36 à 198ms (min et max) Pouget et al. 2005) que celles que nous 
avons trouvées dans le GCP. Ceci suggère que les informations visuelles du GCP pourraient 
être transmises au CCA, mais pas l’inverse.  
Par ailleurs, la plupart des neurones du GCP était peu sélectifs et les stimuli étaient 
représentés de manière distribuée au sein de la population. Rolls et Tovee (1995) ont proposé 
que des neurones à forte sélectivité aideraient à la discrimination fine en cas de représentation 
distribuée alors qu’une représentation plus rare était en accord avec un rôle dans les processus 
mnésiques. Ici, nous proposons d’étendre cette théorie aux cellules faiblement sélectives. Plus 
précisément, si une représentation distribuée maximise la comparaison entre stimuli, alors des 
neurones répondant à diverses catégories de stimuli permettraient une discrimination grossière 
des stimuli. 
Le GCP semble intégrer des informations sensorielles, les recevant possiblement du 
claustrum ou du pulvinar médian, et permettre leur recalibration temporelle. Il pourrait 
également discriminer grossièrement les différents stimuli d’un environnement quelle que soit 
leur modalité. Par ailleurs, le GCP a été montré comme appartenant au réseau du mode par 
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défaut (« default mode network », (Gusnard et Raichle 2001; Raichle et al. 2001; Raichle 
2015), dont le niveau d’activation semble prédire le taux de performances au niveau 
comportemental (Hayden et al. 2009). Cependant, lorsqu’un sujet porte son attention sur ses 
pensées (mode par défaut) ou sur une tâche, il doit rester informé de tout nouvel événement et 
pouvoir l’évaluer pour adapter son comportement. Comme le GCP pourrait discriminer ou 
détecter les stimuli saillants et/ou d’alerte, nous proposons qu’il puisse jouer un rôle dans 
l’orientation de l’attention vers des stimuli extérieurs et permettre une réponse 
comportementale rapide grâce à ses connexions avec le CCM qui est une aire motrice (Vogt 
2016; Procyk et al. 2016). Dans un deuxième temps, il évaluerait les conséquences de ce 
comportement et via des interactions avec le CCA et le PFC (Vogt et al. 1979; Baleydier et 
Mauguiere 1980; Khamassi et al. 2014) permettrait une modification comportementale en 
fonction de la situation environnementale .  
 
  
3.2.4 Article 2 : Intégration multisensorielle et latences courtes dans le 
cortex cingulaire postérieur de primate.  
 
Juan C, Girard P, Sadoun A, Nowak LG and Cappe C (in preparation) Multisensory 
integration and short latencies in the primate posterior cingulate cortex 
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Cécile Juan, Pascal Girard, Amirouche Sadoun, Lionel G. Nowak and Céline Cappe 
Centre de recherche Cerveau et Cognition, Centre National de la Recherche Scientifique 
(CNRS) et Institut National de la Santé et de la Recherche Médicale (INSERM), Université 
Paul Sabatier (UPS), UMR 5549, Toulouse, France 
 
Abstract 
Several cortical and subcortical areas have been characterized as multisensory. 
Although, the posterior cingulate gyrus (the PCG) has connections with many multisensory 
cortical areas, we tested, for the first time, its role in multisensory processing. We show here 
that the PCG contained auditory and visual unisensory neurons and also multisensory 
neurons. Furthermore, this structure had an integrative role, showing mostly depressed and 
sub-additive multisensory responses. Latencies of neuronal responses were very short which 
may indicate sensory afferent inputs from the thalamus and/or the striatum. Interestingly, 
neuronal latencies were similar from one modality to another, which suggest that the PCG 
may be implicated in temporal recalibration of sensory signals.  
 
Introduction 
In recent decades, several brain regions have been shown to be part of the multisensory 
network. Multisensory interactions have been well documented in several of these regions, 
such as the superior colliculus (SC, Stein et al. 1993), the superior temporal sulcus (STS, 
Barraclough et al. 2005; Dahl et al. 2010), the posterior parietal cortex (PPC, Duhamel et al. 
1998; Avillac et al. 2007; Schlack et al. 2005) and the prefrontal cortex (PFC, Sugihara et al. 
2006; Romanski 2012). Ghazanfar and Schroeder (2006) made the provocative assumption 
that the whole neocortex might be able to combine signals from different modalities. This was 
further support by recent studies which showed that cortical areas that are supposedly devoted 
to the early processing of unisensory information also exhibit multisensory interactions 
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(auditory cortex: Cappe et al. 2007b; Kayser et al. 2008; Ghazanfar 2009; visual cortex: Wang 
et al. 2008). However, many cortical areas have yet to be investigated for their possible 
multisensory and/or integrative functions. In the present study, we examined the implication 
of the posterior cingulate gyrus (the PCG), a relatively misunderstood part of the cortex, in 
multisensory integration. The PCG is indeed a good candidate to play a role in multisensory 
integration in several respects. First, the PCG has reciprocal connections with several 
multisensory areas such as the STS, the PFC and the PPC (Baleydier and Mauguiere 1980; 
Vogt et al.1979; Vogt et Pandya 1987b; Vogt et al. 1987a; Vogt et al. 2005). In addition, it 
also receives converging projections from sensory regions that relay information from several 
modalities, namely from the claustrum and several thalamic nuclei (Baleydier and Mauguiere 
1980; Vogt et al.1979; Vogt et Pandya 1987b; Vogt et al. 1987a; Vogt et al. 2005). In 
addition, magnetoencephalography (MEG) recordings revealed its involvement in 
classification of animate/inanimate multisensory objects (Diaconescu et al. 2011). These 
evidences suggest that the PCG could have a role in multisensory processing and even in the 
integration of multisensory information. Thus far, several hypotheses have been made 
regarding the functions of the PCG. As the PCG has a very high basal metabolism (40% 
higher than that of other areas), it has been involved in the default mode network (DMN) 
(Gusnard and Raichle 2001; Raichle et al. 2001; Raichle 2015). In particular, its metabolism 
is correlated with the cognitive state in which individuals are engaged (Pfefferbaum et al. 
2011). The PCG metabolism increases when the conscious state of the subject is high, but also 
during freewheeling, remembering or planning (Gusnard and Raichle 2001; Maddock et al. 
2001; Brewer et al. 2013; Leech and Sharp 2014), and thus the PCG could support internally-
directed thought (Buckner et al. 2008). The proposal that the PCG belongs to the DMN has 
been confirmed at the neural level in monkeys (Hayden et al. 2009) and in intracranial 
recording in humans (Dastjerdi et al. 2011). Most studies showed that a decrease of the PCG 
activity correlates with an increase in accuracy in various tasks (Hampson et al. 2006; 
Weissman et al. 2006; Hahn et al. 2007) which is in line with a role in being caught up in our 
experience (Brewer et al. 2013). However, some studies have found the opposite effect, i.e. an 
increased accuracy associated with an increase in the PCG activity (Hampson et al. 2006; 
Hahn et al. 2007). These results are in favor of an alternative hypothesis, which is that the 
PCG could play a role in the balance between internal and external attention (Leech and Sharp 
2014).  
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In addition, the PCG neurons respond to eye movement after the saccade onset, 
suggesting an evaluative rather than generative role in oculomotor behavior (Olson et al. 
1996). Vogt and collaborators (Vogt et al. 1992) also proposed that the PCG could be an 
evaluative area that monitors visual events of the environment, the eye movements, and could 
further allow spatial navigation. Furthermore, the PCG could provide information to update 
representations of the expected reward following a saccade and therefore would provide a 
signal of prediction errors (McCoy et al. 2003). In visual gambling task, changes in neuronal 
activity in single trials predict the switching of choice by the monkey on the next trial and 
electrical stimulation in the PCG following a risky choice promoted a preference for the safe 
choice on the following trial (Hayden et al. 2008). The PCG could thus evaluate changes of 
decision in a continually changing environment. Indeed, in dynamic foraging task, neuronal 
activity predicted changes in strategy between two choices, exploration or exploitation 
(Pearson et al. 2009). Then, the PCG could integrate decision outcomes and modify strategy 
in a dynamic environment, by orienting the motivational attention. 
All these studies suggest that the PCG is involved in several cognitive functions. 
Although it is connected to several polysensory or multisensory structures, the PCG has 
always been considered as a visually driven region. Considering the roles mentioned above 
and this connectivity, we hypothesized that the PCG could contain multisensory 
representations.  
In this study we tested the hypothesis that the PCG is involved in integrating signals 
from different modalities. To test this hypothesis, we recorded the responses of the PCG 
neurons to visual, auditory and auditory-visual stimuli in awake behaving macaque monkeys. 
We then used established criteria to determine whether single units displayed features of 
multisensory processing and integration. This is the first study to show the multisensory 
nature of the PCG: we found that 56% of the neurons were multisensory, while 27% were 
unisensory visual and 15% unisensory auditory. Some auditory-visual neurons displayed 
classical response profiles while others have more complex response profiles. In addition, the 
multisensory responses of the majority of the PCG neurons were characterized by both 
suppressive (64%) and sub-additive (98%) effects. The response latencies were very short, 
ranging from 33 to 189 ms with a median of 62 ms, and did not differ between modalities. 
Finally, sparseness and selectivity analyses revealed that most cells were weakly selective and 
that stimulus representation is highly distributed.  
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Materials and methods 
Animals 
Two adult rhesus monkeys (Macaca mulatta, monkeys C and H), weighing 7 and 5 kg, 
were used in this study. Data included in the present study were collected while both monkeys 
were between 4- and 5-year-old. All procedures were approved by the National Committee 
for Ethical Reflection on Animal Testing in compliance with the guidelines of the European 
Community on Animal Care (authorization number: 01000.02). 
 
Experimental procedures 
The experiment was conducted in a sound-attenuated darkened chamber. The monkeys 
sat in a primate chair (Crist instruments) in front of a computer screen (BenQ, 60 cm 
diagonal, 1920 × 1080 pixels, 120 Hz). The screen was positioned 31 cm in front of the 
animal's eyes. Two loudspeakers (Creative Gigaworks t20 serie II) were installed, one on each 
side of the screen. The monkey's head was restrained throughout the duration of the 
experimental sessions. The eye position was monitored using an infrared eye-tracking system 
(ISCAN ETL 200, Woburn, MA 01801). The behavioural paradigm, stimulus displays and 
behavioural data collection were performed by EventIDE software (Okazolab Ltd).  
The monkeys were trained to perform a fixation task (Fig 1A). The monkeys initiated a 
trial by fixating of a 0.5-degree diameter white point presented in the centre of the black 
background screen. They had to maintain fixation within a 2.5-degree wide square window 
centred on the fixation point. Stimuli were presented in the centre of the screen after a random 
delay ranging between 500 and 1200 ms following the initiation of the trial. Stimulus duration 
was 250 ms. The monkeys had to maintain fixation during the whole stimulus presentation to 
obtain a reward that consisted in a 50-ms (0.05 ml) compote drop that was delivered after a 
random delay lasting between 300 and 700 ms relative to the stimulus offset. The compote 
drop was followed by an intertrial interval of 1 s. If fixation was interrupted, the trial was 
aborted and the reward was not delivered. The monkeys were not food or water deprived, but 
the experimental session, always in the morning, was their first access to food on each day. 
The session ended when the monkeys stopped engaging in the fixation task. After the session, 
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the monkeys received additional food (fruits and cereals). The animals were weighed daily. A 
loss of weight of 10% or more was established as a criterion of interruption of the recording 
sessions; a situation that did not occur in the present study. 
 
Fig 1. Experimental design. 
(A) Schematic representation of the experimental setup. The monkey sat in a primate chair and faced a 
computer monitor. The fixation of point initiated a trial and after a random delay an auditory, visual or 
auditory-visual stimulus was presented. The monkey had to maintain the fixation throughout the 
stimulus presentation and received a reward by compote drop delivery. (B) Visual stimuli presented 
during the recordings. They were a total of three visual stimuli: a picture of random dot (always the 
same picture), a macaque face and a rattle snake. Three corresponding auditory stimuli were also used: 
respectively, a white noise, a monkey call (“coo”) and a snake rattle sound. In multisensory condition, 
stimuli were exclusively presented in semantic congruence. So, in total, we used 9 stimuli belonging to 
three categories and three modality (3x3 matrix). All these stimuli were presented randomly, about 20 
times per recorded site.  
 
Stimuli 
We used three different types of stimuli, all presented in A, V and AV modalities.  
Visual stimuli 
The visual stimuli were a picture of random dots, a macaque face and a rattlesnake (Fig 1B). 
The snake photograph came from the Corel Gallery, the macaque face was provided by the 
PrimFace database (MEXT, Japan) and the random dot picture was homemade. All JPG 
images were normalized in RGB colors with a color depth of 24, sized 453 × 453 pixels with 
a 72 × 72 dpi resolution (final size 19 × 19 degrees) and were presented at a luminance of 124 
cd/m2. 
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Auditory stimuli 
The auditory stimuli were a white noise, a macaque “coo” call and a rattlesnake rattle. 
The white noise and the snake rattle were taken from the Universal Sound Bank and the 
macaque call was taken from a sound bank (courtesy of Dr Yukiko Kikuchi, Laboratory of 
Neuropsychology, NIMH). All sounds were stereo 44-48 kHz waves normalized at 60 dB 
with a 3-ms fading-in and fading-out.  
 
Multisensory stimuli 
A visual stimulus and an auditory stimulus were combined to form an auditory-visual 
stimulus. All AV stimuli were semantically and temporally congruent. For instance, the 
macaque face was always coupled with the rhesus call. Since there were three stimulus 
categories in each of the three different modalities, we used a total of 9 different stimuli. All 
these stimuli were presented pseudo-randomly so as to achieve about 20 presentations for 
each stimulus. 
Simultaneous with A, V and AV stimulus presentation, a 4×4 deg white rectangle was 
displayed in the top right corner of the screen (hidden from the monkey's view by black tape). 
A photodiode registered the associated luminance change to provide an accurate measure of 
the onset and duration of stimulus display.  
 
Surgical procedures 
A first surgery was performed to implant a MRI-compatible head post (Crist 
Instrument) to the skull, as far forward as possible over the frontal bone. After a 1 month 
recovery period from surgery, the monkey was trained in the fixation task. Once the monkey 
had reached a high performance level (90-95%) in the fixation task, a second surgery was 
made to stereotaxically implant a footed stainless steel recording chamber (Crist Instrument) 
above the right somatosensory cortex (S2) (on average AP = 6.5 and ML= 0.75). The skull 
within the chamber was removed to allow direct access to the brain. The dura mater was left 
intact and was protected by a sterile silicone patch.   
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For surgery, anesthesia was induced with a mixture of tiletamine/zolazepam (Zoletil 
50®, 5 mg/kg) and glycopyrrolate bromide (Robinul®, 0.01 mg/kg) and maintained with 
isoflurane (1.5%) after intubation. Analgesics (Tolfedine 4 mg/kg and buprenorphine 
chlorhydrate (Vetergesic® 0.01 mg/kg) were administered during surgery and the first days 
following each surgery. An antibiotic treatment (Clamoxyl LA, 15 mg/kg) was administered 
during the first week. 
The positioning of the recording chamber was determined beforehand by comparing 
stereotaxic 3T anatomical MRI scans to sections of the stereotaxic atlas of the brain of 
Macaca mulatta (Paxinos, et al 2000, Saleem and Logothetis, 2007). After implantation, we 
also verified the locations of the recording sites by comparing the atlas sections to stereotaxic 
anatomical MRI scans of the monkey’s head with a tungsten microelectrode inserted at target 
coordinates (Fig 2). The locations of the recording sites are relative to the zero coordinates 
defined in the stereotaxic atlas. 
 
 
Fig 2. Recording localization. 
In the upper part of the figure, a T3 MRI slice of the MkH showed electrode localization, in a frontal 
section (left part of the figure) and in a sagittal section (right part of the figure). Cerebral regions 
delimited by red boxes were drawn anatomically according to two macaque brain atlases in the lower 
part of the figure (Paxinos et al 2000 and Saleem and Logothetis, 2007). 
Areas 23a, 23b and 31form the posterior cingulate cortex and areas 29 and 30 are part of the 
retrosplenial cortex. vPCG : ventral part of the PCG, dPCG : dorsal part of the PCG, sps : superior 
parietal sulcus, cc : corpus callosum. 
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Recordings 
Neuronal activity was recorded in both monkeys with tungsten microelectrodes (5-7 
MΩ at 1 kHz; Frederick Haer Company, Bowdoinham, ME). The electrodes were 
stereotaxically inserted daily into the right the PCG at ML between -1 and +5 mm, AP 
between 0 and +3 mm, and at a mean depth of 24 mm below the cortical surface. Electrodes 
insertion, perpendicular to the cortical surface, was performed with an oil hydraulic 
micromanipulator (Narishige MO-972) attached to the recording chamber. The signal was 
amplified with a gain of 1000 (NL104) and bandpass filtered (200 Hz to 8 kHz, NL125) by a 
Neurolog system (Digitimer, Hertfordshire, UK). The 50 Hz noise was eliminated on-line 
with a HumBug device (Digitimer). The signal was sampled at 40 kHz with a 1401power 
acquisition interface (CED, Cambridge, UK). Data were displayed and recorded using Spike2 
software (CED). Data were analyzed using custom scripts in Spike2 software environment.   
 
Unit Activity 
The collected data usually contained spikes from multiple units. Spike sorting was 
performed off-line using the PCA-based cluster analysis of Spike2 software. For each 
manually delimited cluster, we made an inter-spike interval histogram to determine the 
refractory period. Spikes were considered to be issued from a single-unit if the absolute 
refractory period was >1.2 ms. Other clusters were considered to be issued from multiple 
neurons and were analyzed as multiunits. 
 
Data processing and statistical analyses 
Only neurons with a large enough activity (>2000 spikes for the whole recording) were 
analyzed. To determine the presence of changes in activity, we first calculated the mean firing 
rate during stimulus presentation (0 to +250 ms relative to stimulus onset) and during 
spontaneous activity (-500 to 0 ms relative to stimulus onset) for each stimulation. We next 
compared spontaneous and evoked activity across repetitions of a given stimulus using the 
Wilcoxon signed-rank test. A p-value <0.05 was taken as the criterion to indicate the presence 
of significant excitatory or inhibitory responses. This analysis was performed for each 
stimulus category (noise, macaque, snake) within a modality (A, V or AV), for the 3 stimulus 
 99 
 
categories pooled (noise, macaque and snake) within each modality and for the 3 stimulus 
modalities pooled (A, V and AV) within each category.  
To determine the sensory modalities to which the neurons were responsive, we 
compared the firing rates during stimulus presentation for each modality using the Kruskal-
Wallis test. The Mann-Whitney test with Bonferroni correction was used for the post-hoc 
analysis. Neurons were considered as unisensory when they responded to either the visual or 
auditory stimulus, and when their responses to AV stimuli was not significantly different from 
their responses to either the A or V stimulus. Neurons were considered as multisensory when 
they responded to AV stimuli only, to both A and V stimuli, to the stimuli in their three 
modalities or to one unimodal stimulus and the bimodal stimulus with significantly different 
firing rates. This analysis was performed for each stimulus categories separately (noise, 
macaque and snake) and for all stimuli pooled together. Some neurons did not respond to any 
modality but responded when the same analysis as above was applied for the 3 stimulus 
modalities pooled (A, V and AV) within each category. In that case, neurons responded to at 
least one stimulus category for the 3 stimulus modalities pooled (A, V and AV).  
 We then characterized the multisensory profile of the neurons by computing the 
amplification index and the additivity index for each multisensory response. Indices were 
calculated from the mean activity induced by the stimuli after subtraction of the mean 
spontaneous activity. The amplification index, AMI, is: 
100
max
max 



UAV
UAV
AMI , 
 where AV is the firing rate elicited in the AV condition and Umax is firing rate of the 
best unisensory response. This index allows to determine whether the addition of another 
modality magnifies (positive index) or suppresses (negative index) the response to the best 
unisensory response. The additivity index, ADI, is: 
100
)(




VAAV
VAAV
ADI , 
 where A, V and AV are firing rates in the A, V and AV conditions respectively. This 
latter index allows to characterize the relationship between the multisensory response and the 
sum of unisensory responses. The AV response is simply additive when the additivity index is 
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equal to zero. Sub-additive and supra-additive responses are defined by negative and positive 
indices, respectively. When neurons were multisensory for more than one stimulus category, 
we averaged indices.   
To examine response modulation across stimuli, we computed a selectivity index and a 
sparseness index for each neuron. The selectivity index, SEI, is calculated as:  
100
minmax
minmax 



FRFR
FRFR
SEI , 
where FRmin is the minimal response and FRmax the maximal response to the 9 stimuli. 
Index values of 0 correspond to low selectivity, whereas values of 1 correspond to a high 
selectivity.  
The sparseness index, SPI, is: 
100
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 where FRi is the mean firing rate in response to stimulus i and n is the total number of 
stimuli (n=9). Index values close to 1 indicate similar responses to all stimuli and thus a 
distributed representation.  
We also analyzed the response latencies for each neuron. For this purpose, we 
calculated peri-stimulus time histograms (PSTHs) for each stimulus in each modality. To 
improve the temporal resolution while preserving a good signal to noise ratio (S/N), 10 
PSTHs with a bin width of 10 ms were computed with a 1 ms offset increment for each 
calculation. The 10 PSTHs were then averaged with a 1 ms resolution. Our measure of onset 
latency is the half-rise latency (Levick 1973; Nowak et al., 2010), which corresponds to the 
time between stimulus onset and the time at which the response reaches a value representing 
half the peak amplitude (mean spontaneous activity subtracted). Only peaks (or troughs) with 
amplitude 10 % higher (lower) than the peak (trough) amplitude during spontaneous activity 
were considered. An additional constraint was that the half-peak (or half-trough) duration 
lasted longer than 5 ms.  
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Results 
General information about neuronal responses of the PCG 
341 single units were sorted from 471 recording sites (206 from Mk H and 135 from 
Mk C). The results from the two monkeys did not differ significantly and were pooled 
together. 81/341 (24%) single units were excluded because they did not reach our criteria of a 
minimal number of 2000 action potentials per recording. 196 of the 260 remaining neurons 
(75%) were found to respond to at least one of the stimulus modality (visual, auditory or 
visual-auditory) in at least one of the category (noise, monkey or snake) or when the 3 
stimulus categories were pooled, or to at least one modality when the 3 stimulus modalities 
were pooled across categories. The following results are based on the analysis of the 
responses of these 196 neurons. All single-units were spontaneously active.  The median 
spontaneous activity was 6.4 spikes/s, with a maximum at 45.8 spikes/s. The spontaneous 
activity ranged from 3.5 to 9.5 spikes/s (25th  and 75th percentiles).  
Upon stimulus presentation, firing rates were either increased or decreased compared to 
spontaneous activity. Thus, neurons could exhibit increased activities only, decreased 
activities only, or both increased and decreased activities depending on stimulus modality and 
category. We found that 51% of the neuronal population (100/196) showed an increased 
activity in response to at least one of the 9 stimuli. 37% neurons (73/196) displayed a decrease 
in activity to at least one stimulus. The number of neurons with both increases and decreases 
was not negligible as they represented 12% (23/196) of the responding neurons. The 
magnitude of activity enhancement and reduction was of 4 spikes/s (median) with a range 
from 2 to 8 (25th and 75th percentiles) and -2 spikes/s with a range from -2 to -8, respectively.   
Sensory modalities of the PCG 
 Our first aim was to determine whether the PCG could be dedicated to sensory 
processing and eventually to multisensory integration, thus responding to auditory, visual 
and/or auditory-visual stimuli.  For this purpose, we first examined the responses for each 
sensory modality in each stimulus category and the responses for each sensory modality after 
pooling responses to each stimulus category. We found that neurons in the PCG were either 
visual or auditory unisensory cells or multisensory cells.  
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Unisensory cells, by definition, responded to one single sensory modality (either visual 
or auditory) but not to the other; additionally, their response to bimodal stimuli was not 
statistically different from that observed with the effective unimodal stimuli (RAV = RA, 
RV = 0 or RAV = RV, RA = 0). Examples of unisensory single cells are depicted in Fig. 3. In the 
first example (Fig. 3A), auditory (v=943 df=1 p<10-4) and to auditory-visual (v=878 df=1 
p<10-4) stimuli significantly enhanced neuronal activity in comparison to baseline activity 
while visual stimuli failed to do so (v=273 df=1 p=0.68). In addition, the responses to the 
auditory and to the auditory-visual stimuli were not significantly different (W=1816 df=1 
p=0.67). Both features qualify this cell as unisensory auditory neuron. Along the same line, 
the second example (Fig. 3B) shows significant responses to visual (v=231 df=1 p<10-4) and 
to auditory-visual (v=190 df=1 p<10-3) stimuli, but without difference in response strength 
between the V and AV modalities (W=180 df=1 p=0.62), making it a unisensory visual 
neuron. At the population level (Fig. 3D), the PCG appears to contain twice as many 
unisensory visual cells as unisensory auditory cells (27% and 15%, respectively, of the cells 
with significant responses).  
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Fig 3. A, V and classic AV neurons.  
 (A-C) Examples of an auditory neuron (A), a visual neuron (B) and two classic auditory-visual 
neurons (C). The peri-stimulus time histograms (PSTHs) to auditory (left), visual (middle) and AV 
(right) stimulation are the summed activity across all trials (all stimulus categories) in a given 
modality condition (bin width of 10 ms). Tick lines at the bottom of the peristimulus time histograms 
represent stimulation duration. In the right part of the figure is a boxplot of activity of the same cell as 
in the left part of the figure to the auditory (A), visual (V),  and bimodal (AV) responses minus their 
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paired spontaneous activity measured during 500 ms before the stimulus onset. A significant response 
was determined by a paired comparison of firing rate during the stimulus with the firing rate of the 
paired baseline (Wilcoxon test, # p<0.05, ## p<0.01 and ### p<0.001). A modulation of neuronal 
responses by the modality was evaluated by a Kruskal-Wallis test, followed by Mann-Whitney tests 
between modality conditions adjusted by the Bonferroni correction (*p<0.05, **p<0.01 and 
***p<0.001). (A) This A neuron responded similarly to both A and AV stimulations, with an 
enhanced activity during the stimulus presentation. (B) This V neuron had similar enhanced responses 
to V and AV stimulations. (C) The upper example of a classic AV neuron showed enhanced activity 
compared to baseline for only AV stimulations. Most of classic AV neurons exhibited this kind of 
response pattern (70%). The second classic AV neuron (lower part) responded to all modality 
conditions by a decrease in its activity. Moreover, the magnitude of these responses differed between 
modalities, being highest in A condition and lowest in V condition. (D) Pie chart of neuron proportion 
being visual only, auditory only, classic auditory-visual, complex auditory-visual or non-specific to a 
modality (N = 196 neurons). These neurons can respond to one or more stimulus categories. (E) Pie 
chart of classic AV neurons according to their neuronal responses to A, V and AV conditions (N = 48 
neurons). For instance, “RAV 83%” indicates that 83% of responses of classic AV cells to each 
stimulus category occurred only for AV stimulation. (F) Pie chart of the proportion of unisensory and 
classic multisensory neurons according to their category specificity. For instance, “SnakeA 4%” 
means that 4% of the studied neurons responded only to the rattle sound, unlike “A 10%” which 
indicates that 10% of neurons responded to more than one auditory stimuli and/or responded to the 
global condition (all auditory trials pooled together). Here complex AV neurons were excluded for 
clarity (N = 134 neurons). 
 
Most neurons were labeled as auditory-visual (AV) neurons (110 of 196, 56%, Fig. 3D). 
In this neuronal population, we observed two sub-populations of multisensory neurons; one 
corresponded to the “classic” multisensory neurons and the other one presented rather 
“complex” response features.  
The “classic” AV cells (48 of 196, 24% of the responding cells) have been described in 
the literature (Laurienti et al 2005) and can be subdivided into four subclasses (Fig. 3E).  A 
typical example of classic AV neuron is depicted in Figure 3C (upper part). This neuron 
responded only to AV stimuli (v=184 df=1 p<10-2) and neither to A nor V stimuli. This 
subclass (RA = RV = 0, RAV ≠ 0) groups most of the classic AV neurons (70%). The three 
other subclasses grouped only a small proportion of our neuronal population. One subclass 
corresponds to cells that responded to both unisensory stimuli but not to multisensory stimuli 
(RA ≠ 0, RV ≠ 0, RAV = 0). Another subclass grouped cells that responded to stimuli in one 
modality and to multisensory stimuli, as unimodal cells, but with significantly different 
responses for each modality (e.g. RA ≠ 0, RV = 0, RAV ≠ 0 with RA ≠ RAV). The last subclass is 
defined by cells that responded to all modalities (RA ≠ 0, RV ≠ 0, RAV ≠ 0); this response 
pattern was exhibited by less than 9% of the recorded the PCG neurons. An example of this 
type of classic AV cells is illustrated in the lower part of Fig. 3C. This neuron showed a 
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decreased activity for each modality (A: v=6 df=1 p<10-11, V: v=112 df=1 p<10-8 and AV: 
v=12 df=1 p<10-10) and was thus defined as multisensory. Furthermore, the magnitude of the 
firing rate decrease in the AV condition differed significantly from those obtained in the 
unisensory conditions, being stronger than in visual condition (W=2692 df=1 p<10-4) and 
weaker than in auditory condition (W=1172 df=1 p<10-3).  
The classic AV cells displayed multisensory responses independently from stimulus 
categories.  The complex AV cells departed from this definition in that they correspond to 
neurons that were assigned to one modality for one stimulus category and assigned to another 
modality for another category. A typical example of complex AV cell is depicted in Fig. 4A. 
It was allocated to the combination of V and AV assignments. On one hand, this neuron 
responded to both visual (v=261 df=1 p<10-3) and auditory-visual (v=195 df=1 p<0.05) 
macaque stimuli with similar response magnitudes (W=442 df=1 p=0.44), and was thus 
assigned to unimodal visual neuron for macaque stimuli. On the other hand, the snake 
stimulus enhanced the activity of this neuron in all modality conditions (A: v=182 df=1 
p<0.05, V: v=210 df=1 p<10-2 and AV: v=290 df=1 p<10-3) and the noise stimulus enhanced 
the activity only in the AV condition (v=310 df=1 p<10-3). This neuron was thus multisensory 
for the noise and snake stimuli. This neuron was therefore considered as a complex AV cell, 
being visual for the macaque category and multisensory for the noise and snake categories. In 
our sample, 32% of the responding cells were complex AV neurons (62 of 196, Fig. 3D). 
According to their modality assignment, we classified complex AV neurons into four different 
associations (Fig. 4B). The most commonly observed association was a combination of visual 
and auditory-visual assignments (V & AV), as illustrated in Fig. 4A; it was observed in more 
than half (56%) of the complex AV cells. About one quarter (27%) of the complex AV cells 
exhibited auditory and auditory-visual assignments (AA & AAV). We also found neurons 
assigned to every modality (AV & AA & AAV) or to the two unisensory modalities only (AV & 
AA). These two latter associations applied to few cells (n=10, 16% of complex AV cells).   
Finally, some neurons responded to at least one stimulus category only when the 3 
stimulus modalities were pooled. However, they did not respond to a stimulus in any modality 
considering each stimulus categories separately (noise, macaque and snake) or even all stimuli 
pooled together. A very small part of the neuronal population (3%) exhibits this profile (Fig. 
3D). 
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Fig 4. Complex AV neurons. (A) Example of a complex AV neuron. The same representation as in 
Fig3A-C was used for global condition (all category condition pooled together, first line), for Noise 
category (second line), for Macaque category (third line) and for Snake category (fourth line). This 
complex neuron was assigned to visual for macaque stimulations (similar enhanced responses to both 
V and AV macaque stimuli) and to multisensory for noise and snake stimulations (enhanced activities 
to only AV noise and to A, V and AV snake). Responses were tested using Wilcoxon test (# p<0.05, 
## p<0.01 and ### p<0.001) and modality modulation by Mann Whitney test adjusted with the 
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Bonferroni correction (*p<0.05, **p<0.01 and ***p<0.001). (B) Pie chart of complex AV neurons 
according to their modality assignment (N = 62 neurons).  For instance “V & AV 56%” indicates that 
56% of complex AV neurons were assigned as visual for one stimulus category and as multisensory 
for another stimulus category (as in the upper example). 
Selectivity for categories 
In the above section, we demonstrated that neurons of the PCG responded to both visual 
and auditory stimuli, with over half the population displaying multimodal responses. The next 
question we sought to answer was whether the PCG neurons were selective for each stimulus 
categories, or whether they responded independently of the type of stimulus category 
presented.  
 We first examined, among unisensory and classic multisensory neurons, the proportion 
of neurons that responded to only one category. Cells that responded specifically to either 
“noise”, rattlesnake or macaque were encountered in each modality, yet they represented only 
a minority of the total population: only 40 cells were selective to only one of the 9 stimuli, 
representing about 3% of the sampled population for each stimulus (Fig. 3F). Most neurons 
(65%) responded to more than one stimulus category (8% neurons responded to modality for 
category pooled condition only or for category pooled condition and for one stimulus 
category).  
This result is in line with our observation that neurons showed a quite strong response 
modulation across modality and category. In order to quantify this modulation, we calculated 
a selectivity index and a sparseness index for each neuron. The selectivity index compares the 
lowest response to the strongest response while the sparseness index measures the variability 
of the responses to each of the 9 stimuli. Index values close to 1 indicate a high selectivity and 
a distributed representation (i.e. similar responses to all stimuli, for sparseness index). 
Sparseness indices ranged from 0.37 to 1 and the distribution (Fig. 5) is highly skewed, such 
that the mean sparseness index was 0.90. In other words, most the PCG neurons responded 
significantly to many different stimuli. This was associated with selectivity indices ranging 
from 0.08 to 1, with a mean of 0.44 (Fig. 5), indicating a low selectivity. In other words, the 
response of the PCG cells to their best stimulus was only between twice and thrice larger on 
average than the response to the worst stimulus. Representing the sparseness index as a 
function of the selectivity index (Fig. 5) revealed a continuum, from weakly selective cells 
with distributed responses to highly selective cells with sparse responses, with the majority of 
the cells being as the former case.  
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Fig 5. PCG neurons selectivity and sparseness for all the 9 stimuli  
The sparseness indices of 196 cells were plotted as a function of selectivity indices (left lower part of 
the figure). Indices distributions are shown on the top (selectivity index) and on the right side 
(sparseness index). Note that most of PCG neurons were weakly selective and their responses highly 
distributed.  
 
Latency 
The PCG is known to be implicated in high level cognitive functions. This study 
revealed for the first time that the PCG may also be involved in sensory processing, 
responding to visual, auditory and auditory-visual stimuli. This result raises the question of 
the origin of these sensory responses. To constrain the list of potential origins, we examined 
the response latencies. As the PCG receives cortical sensory information from the PPC, the 
STS and the PFC and is not directly connected to lower sensory areas, we expected latencies 
to be longer than in primary sensory areas.  
 For this purpose, we measured half-rise latencies (see Methods). One requirement was 
that the peak (or the trough) height exceeded the maximal (minimal) spontaneous activity 
level by 10 % and that the width at half height lasted 5 ms at least. These criteria did not allow 
latency determination for all significant responses. For some neurons, several latencies were 
calculated. In such case, only the minimal value in each modality was retained for analysis. 
We obtained 84 latency values (4 for A, 37 for V and 43 for AV from 48 neurons). The longer 
latency was of 189 ms. Unexpectedly, the shorter latency was of 33 ms (left part of Fig. 6A). 
This latency was found for the response to the AV macaque stimulus in a complex AV cell. 
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Other examples of responses with short latencies are depicted in Fig. 6A: a complex cell 
responding to visual stimuli with a latency of 50 ms (Fig. 6A, center) and an auditory neuron 
responding to auditory stimuli with a latency of 48 ms ( Fig. 6A, right part). The median 
latency across modality was 62 ms (Fig. 6B). We compared the latencies between modalities 
and found that latencies to each modality responses did not differ significantly (Fig. 6, 
χ²=0.96 df=2 p=0.62). Furthermore, pairwise comparison of latencies failed to reveal 
significant differences between unimodal and multimodal stimuli (inset in Fig. 6B, paired 
unisensory vs multisensory: v=810 p=0.17).   
 
 
Fig 6. Latencies of PCG neurons (A) Neuronal examples of short latencies. In the left part, a 
complex cell (assigned to V and AV) responded to AV macaque with a latency of 33 ms after 
stimulus onset. In the center, another V-AV complex cell responded to visual stimulus with 
latency of 50ms. In the right part, an auditory neuron responded to auditory stimulus with 
latency of 48ms. (B) Cumulative curves of minimal latencies for each modality (NA = 7, NV = 
81 and NAV = 99 latency values). No significant difference was found between latencies to 
each modalities (Kruskal-Wallis test p>0.05). The inserted figure represents for each 
individual neuron the multisensory latencies as function of the unisensory latencies paired 
according to the stimulus category. Note that even in the case of paired latencies, any 
significant differences between modalities could be observed (Wilcoxon signed-rank test 
p>0.05). 
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Response type  
We observed two types of neuronal responses to the stimuli used in this study: the 
neuronal activities could either increase (e.g. in Fig. 3A, Fig. 3B and upper part of Fig. 3C) or 
decrease (e.g. in lower part of Fig. 3C) compared to the paired spontaneous activity. We next 
examined whether occurrences of one or the other kind of activity depended on the modality 
and/or category of the stimuli.  For this purpose, we computed the percentage of responses 
that were enhanced, decreased or unchanged compared to the baseline for each stimulus 
category and modality (3 × 3 matrix). In most cases (73.6% of the responses), the firing rate 
during stimulus presentation remained unchanged in comparison to spontaneous activity (Fig. 
7). The proportion of responses consisting in an enhanced activities was more important than 
the proportion of responses consisting in a decreased activities (17.8% vs. 8.6% of the 
responses). The proportion of response types did not differ between stimulus categories (data 
not shown), but changed depending on stimulus modality (Fig. 7, χ²=13.6 df=4 p<0.01). More 
precisely, the proportion of responses consisting in a decreased firing rate was independent 
from stimulus modality (χ²=2.05 df=2 p=0.36) but the proportion of responses consisting in an 
increased firing rate did depend on stimulus modality (χ²=8.02 df=2 p<0.05). As a 
consequence, the ratio of response consisting in enhanced activity versus decreased activity 
increased from 1.5 for the auditory condition to 2.5 for the multisensory condition (2 for the 
visual condition, Fig. 7). In other words, stimulus modality influenced the type of response 
evoked, with firing rate increases being more common for multisensory stimuli than for 
unisensory stimuli.  
 
Fig 7. Neuronal response profile compared to their paired baseline.  
Percentage of PCG neurons that showed a decreased, enhanced of unchanged response compared to 
their paired baseline, in A, V, AV conditions and the average of three modality conditions (from the 
left to the right bar). Note that the proportion of cells with enhanced or decreased responses was 
increased in V and in AV compared to A condition and that the ratio of increased to decreased 
responses is more important in AV than in V condition (Chi square test).  
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Multisensory integration 
To better characterize the multisensory response of the PCG, we examined the 
integrative property of AV cells (of both classic and complex type) by calculating two indices 
that are commonly used in multisensory studies. These two indices bring complementary 
information about amplification effect and additive effect produced by combining two sensory 
modalities. In the former case, the amplification index compares the AV response to the 
strongest unisensory response (see Materials and Methods). It allows defining whether the 
multisensory response is enhanced or depressed relative to the best unisensory response. In 
the latter case, the additivity index compares the multisensory response to the linear sum of 
unisensory responses (A and V), allowing to determine additive, sub-additive or supra-
additive interactions between these responses. Fig. 8 depicts the amplification index as a 
function of the additivity index for each neuron and the associated population histograms. 
Amplification indices ranged from -93.3% to 26.9%, with an average amplification index of -
11.9%. Hence the response of most AV neurons (68/106, 64%) was depressed by the 
multisensory stimuli while a small proportion of cells (38/106, 36%) displayed an enhanced 
response. This is related to a sub-additivity that characterized almost all cells (104/106, 98%); 
the remaining 2 cells were supra-additive (none were additive). The additive index ranged 
from -94.9% to 3.6%, with a mean of -34.9%. In conclusion, the amplification and additivity 
analysis revealed a continuum of multisensory properties of the PCG neurons, demonstrating 
a certain variability of integrative profiles. Furthermore, the multisensory responses of the 
majority of the PCG neurons reflected both a depression and sub-additive interactions.  
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Fig 8. Multisensory profiles of PCG auditory-visual neurons. 
The amplification indices of 106 cells were plotted as a function of additivity indices (left lower part 
of the figure). Indices distributions are shown on the top (additivity index) and on the right side 
(amplification index). The amplification index reflects either an enhancement or a depression of the 
response to a bimodal stimulation compared to the best response evoked by a visual or auditory 
stimulus. The additive index compares the bimodal response to the linear sum of the responses to each 
single sensory modality, defining a sub-additive (negative value), additive (null value) or a supra-
additive (positive value) relationship. Note that most of recorded PCG neurons had depressed activity 
compared to the best unisensory response and had depressive and sub-additive interactions. 
 
Topographic organization 
Since the PCG consists of a heterogeneous population of auditory, visual, and 
multisensory neurons, we examined whether the recorded regions of the PCG presented a 
topographic organization of sensory representation. For this purpose, we reconstructed a 
sensory map according to the neurons' recording site location, explored from 0 to 3 mm in the 
anteroposterior (AP) axis and from -1 to 5 mm in the mediolateral (ML) axis (Fig. 9). It 
appears that both auditory and visual unimodal neurons as well as bimodal neurons were 
encountered in each electrode penetration. Furthermore, the proportion of neurons for each 
modality was constant in AP and ML plans. Consequently, no modality specific organization 
could be brought out, for this sample of neuronal population and in the region of the PCG that 
we explored.  
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Fig 9. Topographic representation of PCG neuronal responses to each modality. 
Representation of modality responses of 196 cells as a function of anteroposterior (y axis, from 0 to 3 
mm) and mediolateral (x axis, from -1 to 5 mm) coordinates of electrode penetration sites. The 
response modality is color-coded (A in blue, V in green and AV in red) and the point size represents 
the number of neurons that responded to each modality. No particular topographic organization could 
be brought out.  
 
Multiunits 
From 130 recorded multiunits, 35 (27%) were excluded because they did not respond to 
one or more category and modality conditions and 4 more because of a too low activity 
(<2000 action potentials per recording), allowing us to analyze 91 multiunits.  
As shown in Fig.10, the analysis of multiunit responses revealed the same pattern of 
results as for the single-units. Indeed, we found more multiunits responding to visual stimuli 
than to auditory stimuli; nevertheless, most of the multiunits (52%) displayed a multisensory 
profile (Fig.10A). As for single-units, we observed a large number of AV units with a 
complex response profile compared to classic AV profile (34% vs 18%). Most of the classic 
AV units (73%) responded only to the AV stimulation (Fig. 10C) and most of the complex 
units (68%) were assigned to the V-and-AV association (Fig. 10D). Regardless of the 
modality, few multiunits appeared to respond preferentially to one single stimulus category 
(on average 4% for each modality and for each category, Fig. 10B). Only 5% of the multiunits 
were not sensitive to any modality (amodal units, Fig. 10A). In short, all the response features 
found with the single-units were also observed with the multiunits; in addition the relative 
proportions of responses with respect to selectivity to category and modality are quite similar.  
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Fig 10. Multi units. 
(A) Pie chart of the proportion of multi-units being visual only, auditory only, classic auditory-visual, 
complex auditory-visual or amodal (N = 91 multi units). These units can respond to one or more 
stimulus categories. (B) Pie chart of proportion of unisensory and classic multisensory multi units 
according to their category specificity. Here complex AV multi-units were excluded for clarity (N = 
60 multi units). (C) Pie chart of classic AV multi-units according to their responses to A, V and AV 
conditions (N = 16 multi units). (D) Pie chart of complex AV multi-units according to their modality 
assignment (N = 31 multi units).   
 
Discussion 
 
This study reveals for the first time that the PCG of macaques contains not only visual 
neurons but also auditory neurons. Furthermore many auditory-visual neurons were recorded. 
Multisensory neurons represented a large proportion of the population of recorded cells and 
could be classified as classic AV cells or complex AV cells. The present study brings also the 
first evidence for an integrative role of the PCG. More precisely, most of multisensory 
neurons (64%) displayed depressed activities compared to the best unisensory responses and 
even more neurons (98%) showed subadditivity in their audiovisual interaction. Latencies of 
neuronal responses were surprisingly very short and did not differ between stimulus 
modalities. The sparseness and selectivity indices indicated that most cells were weakly 
selective and that stimulus encoding in the PCG is highly distributed. Only few cells were 
selective with a sparse representation of the stimuli. Finally, we did not find any evidence for 
a topographic organization determined by the sensory modalities.  
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Multisensory integration 
Although, several cortical and subcortical areas have been characterized as 
multisensory, this is the first study that investigated the PCG with respect to multisensory 
processing. In the present study, we showed for the first time clear evidences for multisensory 
processing in the PCG, where more than half (56%) of the neurons were AV neurons. 24% 
were classic AV neurons and 32% were classified as complex AV neurons, a new category of 
multisensory neurons that has never been reported before. The actual definition of classical 
multisensory neurons rests on the presence of four different response profiles. Indeed, neurons 
are considered as multisensory when they respond either to both unisensory-only stimulation, 
to multisensory only stimulation, to all stimulation or to one unisensory and to multisensory 
stimulation (Avillac et al. 2007; Cappe et al. 2007b; Meredith and Stein 1986; see also Calvert 
et al. 2001; Laurienti et al. 2005). Here, we described a new category of multisensory neurons 
that we named “complex” multisensory neurons. Indeed, complex AV neurons could be 
assigned to one modality for one stimulus category and to a different modality for a different 
stimulus category, making four different modality associations (V&AV, A&AV, A&V&AV 
and A&V). Although the PCG appears to contain a majority of multisensory neurons as in 
other known multisensory regions such as SC and PPC, the PCG stands apart by the presence 
of complex multisensory profile in one third of the neurons.  
The present study brings the first evidence of multisensory neurons in the PCG, raising 
the question of whether this structure could be an integrative center of multisensory 
information. We examine below two non-exclusive possibilities of multisensory integration 
based on the discharge rate and/or on the response latency.  
 Two indices were computed to quantify multisensory integration from firing rates. The 
first one (amplification index) evaluates the suppression or the enhancement of the response 
by comparing the multisensory response to the best evoked unisensory response) which is 
thought to be a sign of combining multimodal signals at a neuronal level (Meredith and Stein 
1983). The second (additivity index) measures the degree of audiovisual integration, by 
determining whether the combined response can be predicted by the sum of the two unimodal 
responses (Stein and Meredith 1993). We found a majority (64%) of AV response suppression 
in the PCG. Furthermore, we found a sub-additive effect not only for suppressed cells but also 
for almost all enhanced cells. The first studies on multisensory integration were conducted in 
SC. They reported mostly response enhancements and supra-additive effects (Meredith and 
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Stein 1986; Perrault et al. 2003; Wallace et. 1996). Nonetheless, later studies performed in 
other multisensory structures, such as VIP, PFC and the auditory cortex showed a 
predominant suppression associated with a prevailing sub-additive effect (Avillac et al. 2007; 
Kayser et al. 2008; Sugihara et al. 2006). The PCG multisensory profiles reported here are in 
line with these later observations. In addition, as the stimuli used in our study were highly 
salient, our findings of predominant subadditivity may be consistent with the principle of 
inverse effectiveness (Stein and Meredith 1993) in which low saliency promotes multisensory 
enhancement.  
 
Latency 
The response latency to auditory stimuli was relatively short in the PCG, yet longer than 
that reported for the primary auditory cortex (Heil 1997; Kayser et al. 2008). Thus 
intracortical connections with few interposed areas could be compatible with the short 
auditory latency of the PCG cells, although subcortical routes may contribute as well (see 
below). More surprising are the very short visual response latencies exhibited by the PCG 
cells (median 62 ms, range 33 to 189 ms). The shortest latencies and the latency range were 
actually similar to those reported for the primary visual cortex of the primate (Nowak et al. 
1995; Schmolesky et al. 1998; Schroeder et al. 1998). These latencies were shorter on average 
than in higher visual cortical areas (e.g. Nowak and Bullier 1997; Schmolesky et al. 1998) and 
shorter than in multisensory areas such as VIP (Avillac et al. 2007), STS (Barraclough et al. 
2005). The PCG has not been shown to be directly connected to early sensory cortices 
(Baleydier and Mauguiere 1980; Markov et al. 2011; Vogt and Pandya 1987b). This suggests 
that the fast visual input to the PCG could originate from thalamic nuclei where efferent 
projections to the PCG have been demonstrated (Baleydier and Mauguiere 1980; Baleydier 
and Mauguiere 1985; Vogt et al. 1987a). Among thalamic nuclei that send projections to the 
PCG, the medial pulvinar (PuM) has recently been proposed as candidate for multisensory 
processing(Cappe et al.2009a; Falchier et al. 2011). PuM is indeed connected with many 
sensory areas (Cappe et al. 2007a; Cappe et al. 2009b) and could respond to auditory, visual 
and somatosensory stimulations (Gattass et al.1978; Mathers and Rapisardi 1973). Moreover, 
this structure has the same latency range as the PCG (Nguyen et al. 2013; Petersen et al. 1985; 
Van Le et al. 2013). Such features could allow the PuM to rapidly provide sensory 
information about the occurrence of an event to the PCG.  
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Another source of fast sensory inputs to the PCG could be the claustrum (Vogt et al. 
1979). This structure contains auditory and visual unisensory neurons and few auditory-visual 
cells but does not seem to have an integrative role (Remedios et al. 2010). Because of the very 
short latencies found in this structure (median latency: 40 ms, 25th  and 75th percentile: 35 and 
60 ms for auditory cells and 55 ms value, 25th  and 75th percentile: 45 and 87 ms for visual 
cells), Kayser and colleagues (Remedios et al. 2010)have suggested that the claustrum could 
be a saliency detector, allowing the detection of sudden and important objects or events within 
the environment. The claustrum could thus bring alerting signals to cortical areas such as the 
PCG. These possible sources of sensory inputs into the PCG are in line with a possible role of 
the PCG in the detection of environmental changes (Pearson et al. 2011; Pearson and Platt 
2013).  In the present study, we found similar response latencies for each sensory modality in 
the PCG. This is in contrast to previous studies that reported, in other regions, a modulation of 
response latency by multimodal integration. For instance, a modality effect on latencies was 
found in SC where cross-modal stimulus combinations produced a response speeding of about 
5% (Rowland et al. 2007). In VIP, visuo-tactile latencies range between visual and tactile 
latencies (Avillac et al. 2007). In the STS, Barraclough and colleagues (2005) have found a 
more complex multisensory effect on latency, as it seemed to depend on the enhancement or 
the depression of the multisensory response. More precisely, neurons with a response 
enhancement showed shortened latencies in AV condition compared to visual condition, 
whereas latencies of cells with visual response attenuation did not change significantly with 
the addition of auditory signals. A particular case is the primary visual cortex where AV 
response latencies were reduced by about 5%, but only when monkeys were involved in an 
active detection task and when stimuli were mid-salient (Wang et al. 2008); the influence of 
auditory stimuli on visual response latencies was lost when the monkeys performed a simple 
fixation task. As we also used a simple fixation task, we cannot exclude the possibility that 
the behavioral context abolished an effect of multisensory stimulation on the PCG latencies. 
On the other hand, integrative effects on latencies were observed using simple fixation task in 
STS (Barraclough et al. 2005) and in VIP (Avillac et al. 2007).  
A possible role for the integrative mechanism found in the PCG is to allow for a 
temporal recalibration of sensory information. Indeed, simultaneous auditory and visual 
inputs generate responses with different latencies in their respective primary cortices, owing 
to the slowness of retinal processing in comparison to the swiftness of subcortical auditory 
processing. Yet, provided sensory stimuli are delivered during an appropriate temporal 
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window, the brain manages to bind them into a unitary percept. One strategy the brain uses to 
deal with audiovisual processing asynchrony is to physically realign these signals through 
temporal recalibration. Nishida and colleagues (Fujisaki et al. 2004) have proposed that 
temporal recalibration operates by detecting and reducing the time lag between auditory and 
visual signals. This proposal has been investigated using temporal order and/or simultaneity 
judgment tasks of asynchronous multisensory stimuli. Exposures to asynchronous stimuli 
induced a shift of subjective simultaneity toward the lag of the adapting stimuli. This 
adaptation was found for simple stimuli (Fujisaki et al. 2004) and for speech stimuli (Van der 
Burg and Goodbourn 2015). Because the adaptation was fast and independent of source 
identity, it was suggested that the recalibration operates via changes in sensory processing 
rather than through higher cognitive influences (Fujisaki et al. 2004; Van der Burg et al. 2013; 
Van der Burg and Goodbourn 2015). Because the same range of short latencies in unisensory 
and multisensory conditions were observed in the PCG, our data suggest that this structure 
may be implicated in temporal recalibration of sensory signals.  
 
Selectivity and sparseness of the responses 
We examined the selectivity and sparseness properties of the PCG neurons. We found 
that most the PCG neurons responded to several stimuli and have a distributed representation 
of each modality and category. Only few cells showed a sparse representation and a high 
selectivity. Some authors have found that neurons selectivity becomes more and more 
complex along the hierarchy of visual cortical areas (Kobatake and Tanaka 1994; Quian 
Quiroga and Kreiman 2010; Rolls and Tovee 1995). It might be also the case in the 
multisensory domain as the PFC, a high order area, is more selective to face/vocalization 
stimuli than to non-face/non-vocalization stimuli (Sugihara et al. 2006). Moreover, very 
highly selective and sparse cells may be missed because of their very low spontaneous 
activity (Quian Quiroga and Kreiman 2010). Based on studies on the temporal visual cortex, 
Rolls and Tovee (1995) proposed that, in one hand, highly selective cells associated with 
sparse representation (like ‘grandmother’ cells) may be more appropriate to mnesic ability, 
maximizing the number of memories that can be stored. In other hand, cells with selectivity 
for one category (e.g. vocalizations), when they show a distributed representation of different 
stimuli from this category, would play a role in fine discrimination between the members of 
the stimulus category. According to this theory, sparse selective cells found in the PCG could 
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be implicated in memory function, while distributed and non-selective the PCG cells do not 
have properties to be involved in fine discriminative or mnesic function. Along with Rolls and 
Tovee ideas, we could speculate that a distributed representation of stimuli from different 
categories can be useful in coarse discrimination. Another possible role could be a simple 
detection of environmental stimuli.  
Finally, we can summarize the function of the PCG as a multisensory area that could 
react very fast to multisensory events with a broad selectivity. This fits with the putative role 
and properties of two afferent structures, namely the PuM and the claustrum. These results 
must be related to the well-known fact that the PCG belongs to the default mode network. 
Indeed, imagery studies implicated the PCG in the default mode (Gusnard and Raichle 2001; 
Raichle et al. 2001; Raichle 2015) and in the balance between the internal and external 
thought (Leech and Sharp 2014) but also in attention (Bush 2011) and even in the “self” 
(Brewer et al. 2013). Some assumptions that came from those studies in humans have been 
confirmed by electrophysiological studies, such as its role in visual orienting (McCoy et al. 
2003; McCoy and Platt 2005; Olson et al. 1996), in default mode (Hayden et al. 2009) and in 
learning (Heilbronner and Platt 2013; Pearson et al. 2011). However, the exact function of the 
PCG remains unclear. One interesting theory is that the PCG could contribute to evaluative 
processes (Vogt et al. 2005) that support dynamic changes (Hayden et al. 2008) and may even 
modify decision making in a changing environment (Pearson et al. 2009). Moreover, Vogt 
and colleagues (Vogt et al. 2006) have proposed that the ventral part of the PCG may be 
implicated in orienting the self and body in visual space. For instance, whenever a subject has 
his attention focused on his thoughts (default mode) or on a task, he should be informed of 
any incoming event and be able to evaluate it to adapt his behavior. This is supported by the 
fact that the PCG activation state predicts the behavioral performances in tasks (Hayden et al. 
2009). We have for the first time shown that the PCG is not only a multisensory area, but also 
an integrative area, with extremely short latencies, indicating a possible role in the temporal 
recalibration. This is in line with evidences that the PCG neurons may signal salient stimuli 
(Dean et al. 2004). Indeed, contrary to small attended spots of light, larger and brighter 
textured stimuli induced PCC neuronal responses, even if they are irrelevant to the task (Vogt 
et al.1992). The broad selectivity of the PCG cells fits with the fact that the PCG would 
discriminate coarsely or detect salient or alerting events in our environment as fast as 
possible. Its connections with the MCC which seems to be a motor area (Procyk et al. 2016; 
Vogt 2016) may allow the initiation of fast behavioral responses. Then the PCG could 
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evaluate the consequences of a behavioral response (Hayden et al. 2008; McCoy and Platt 
2005). Thanks to its connections with the PFC and the ACC (Baleydier and Mauguiere 1980; 
Vogt et al. 1979), signals of environmental changes could further enable the PFC to adapt our 
behavior to the environmental situation, either directly (Pearson et al. 2011; Pearson and Platt 
2013) or via the ACC (Khamassi et al. 2014; Logiaco et al. 2015). To better understand the 
role of sensory properties in the PCG function, neuronal activity should be recorded while 
monkeys perform a behavioral task that requires a high level of attention. During task 
performing, adding some external and non-relevant stimuli in uni- and multi-sensory 
conditions should allow us to determine whether multisensory integration have an influence 
on the orientation of attention. We also proposed that the PuM may play a role in salience 
detection of the PCG. Very few electrophysiological has been conducted in the PuM, however 
study on its multisensory properties should shed more light on very short latencies found in 
the PCG.  
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3.3 Etude 3 : Etude électrophysiologique de l’implication du Pulvinar 
Médian (PuM) dans les réseaux cérébraux de la multisensorialité chez le 
macaque rhésus 
 
3.3.1 Introduction 
L’interaction multisensorielle a longtemps été pensée comme étant un processus de haut 
niveau, impliquant des structures corticales associatives (Benevento et al. 1977; Desimone et 
Gross 1979; Joseph et Barone 1987; Duhamel et al. 1998;Grunewald et al. 1999; Bremmer et 
al. 2002a; Avillac et al. 2005; Barraclough et al. 2005; Schlack et al. 2005; Sugihara et al. 
2006; Romanski 2012). Récemment, des aires corticales (visuelle et auditive) de bas niveau 
ainsi que des aires sous-corticales e.g. CS ont  été impliquées dans l’intégration 
multisensorielle (Calvert et al. 1999; Wang et al. 2008; Ghazanfar 2009; Kayser et al. 2009; 
voir aussi Cappe et al. 2009a pour revue). Dans ce projet de thèse, nous avons examiné un 
noyau thalamique, le pulvinar médian pour ses éventuelles fonctions multisensorielles et 
intégratives. Dans l’introduction qui suit, nous présentons les évidences anatomiques et 
physiologiques qui font du pulvinar un bon candidat pour l’étude de la multisensorialité. 
Ensuite, nous détaillons notre étude portant sur les réponses électrophysiologiques du pulvinar 
médian à des stimuli sensoriels auditifs, visuels ainsi qu’audio-visuels. Nous discutons enfin 
les possibles fonctions attribuées au pulvinar sur la base de notre étude électrophysiologique 
et de la littérature.  
3.3.1.1 Anatomie 
Le pulvinar est le plus gros noyau du thalamus chez les primates et est particulièrement 
volumineux chez les primates anthropoïdes (Stepniewska 2004; Steriade et al. 1997). Il est 
également le plus postérieur du thalamus. Il s’agit d’une structure hétérogène et a été 
subdivisé de plusieurs façons. Des critères cytoarchitectoniques ont permis de le diviser en 
quatre principales régions : une région inférieure (PuI), latérale (PuL), médiane (PuM) et 
antérieure (PuA, également appelée « orale ») (Figure 3.3.1A, Olszewski 1952). Dans cette 
configuration, les fibres du brachius du colliculus supérieur (BrSC) délimitent la partie 
dorsale comprenant le PuM et le PuL de la partie ventrale formée par le PuI. Ces divisions ont 
été retrouvées chez la plupart des espèces simiennes. Actuellement, les divisions de 
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Olszewski ont été affinées et subdivisées, mais sont encore utilisées dans nombreuses études. 
Une analyse de la myéloarchitecture a donné lieu à une extension du PuL ventralement 
jusqu’au bord inférieur du pulvinar (Figure 3.3.1.1B). Cependant, ces subdivisions ne 
permettent pas de concilier les résultats d’électrophysiologie (Allman et Kaas 1972; Gattass et 
al. 1978; Bender 1981) ni de connectivité (L. G. Ungerleider et al. 1984). Il semble donc que 
l’architecture cellulaire ou de la myéline seules ne suffisent pas à rendre compte de la 
complexité de l’organisation du pulvinar.  
 
 
Figure 3.3.1 Evolution des différentes divisions du pulvinar chez le macaque 
(A) Division d’Olszewski basée sur la cytoarchitecture grâce à des marquages du Nissl. (B) Division 
de walker basée sur les libres de myéline. (C et D) Divisions du groupe de Cusick (gauche) et du 
groupe de Kaas (droite) basée sur la chémoarchitecture. (Stepniewska et al. 2004)  
PM : pulvinar médian, PMm : partie médiane du PM, PMl : partie latérale du PM, PI : pulvinar 
inférieur, Pic : partie centrale du PI, PIcL : portion latéro-centrale du PI, PIcM : portion médio-centrale 
du PI, PIL : partie latérale du PI, ‘s’ : portion ‘shell’ du PIL, Pim : partie médiane du PI, PIp : partie 
postérieure du PI, PL : pulvinar latéral, PLd : partie dorsale du PL, MGN : noyau géniculé médian, 
BrSC : brachius du colliculus supérieur.  
 
Les avancées techniques en immuno- et histo-cytochimie ont permis de réévaluer 
l’architecture du pulvinar selon sa composition en molécules et en neuro-transmetteurs 
reflétant ainsi davantage une organisation fonctionnelle. La chémoarchitecture a révélé des 
organisations pouvant aller jusqu’à 9 subdivisons (Gutierrez et al. 1995; Stepniewska et Kaas 
1997; Adams et al. 2000; Gutierrez et al. 2000). Deux organisations du pulvinar ont été 
proposées, une par le groupe de Cusick (Figure 3.3.1.1C) et une par le groupe de Kaas (Figure 
3.3.1.1D). Le groupe de Cusick a étudié le marquage de plusieurs molécules (calbindine, 
cytochrome oxydase, acétylcholine estérase, SMI-32, Cat-301 et agglutinine binding) alors 
que le groupe de Kaas s’est basé sur le marquage au Nissl et de la myéline. Ces deux 
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organisations présentent des différences mais les deux s’accordent sur le fait que le PuI 
s’étend davantage dorsalement, au-dessus du BrSC, contrairement aux divisions d’Olszewski 
et de Walker. Dans la division proposée par le groupe de Cusick (Gutierrez et al. 1995; 
Stepniewska et Kaas 1997; Stepniewska et al. 2000; Stepniewska 2004; Kaas and Lyon 2007), 
le PuI comprend toute la partie inférieure du pulvinar et est divisée en 5 portions : postérieure 
(PIp), médiane (PIm), centrale (PIc), latérale (PIl) et la partie « shell » du PIl (PIls). Le PuL 
n’existe donc plus que dorsalement et est appelé PL dorsale (PLd) et le PuM est scindé en 
PuM latéral (PMl) et en PuM médian (PMm). Le PMm contient en son centre une région 
ovale appelée PMm central (PMmc) (Cavada 1995). Le groupe de Kaas divise le PuI en 
quatre portions : PIp, PIm et PIc, lui-même divisé en parties médiane (PIcM) et latérale 
(PIcL). Dans cette division, la présence de fibre de myéline et la distribution des afférences du 
SC indiquent que le PIp et le PIcM  sont connectés ventralement, formant ainsi un pont. Le 
PuL est conservé sur toute la portion dorso-ventrale et est divisé en partie latérale (PLl) et 
médiane (PLm) (Stepniewska et Kaas 1997) et le PuM est laissé intact. Récemment, une 
nouvelle division du PuL a été proposée par le groupe de Kaas à partir de sa connectivité 
(Lyon et al 2010). Une mince portion latérale et inférieure du PuL reçoit des projections de 
l’aire MT et de V3 (comme Pim) et serait ainsi nommé pulvinar inférieur latéral (PIL).  
Dans cette étude, nous nous sommes focalisés sur le pulvinar médian dont les limites ne 
varient pas énormément suivant les différentes études et auteurs. Grâce aux avancées 
technologiques en IRM, nous avons pu localiser les sites d’enregistrements sans avoir recours 
à des marquages immuno-histochimiques. Pour cela, nous avons utilisé deux atlas de cerveau 
de macaques (Paxinos et al. 2000 et Saleem et Logothetis 2007) qui se sont basés sur la 
division d’Olszewski.  
3.3.1.2 Connexions 
 Il est clairement établi que le pulvinar est connecté aux aires visuelles et la plupart de 
ces connexions sont réciproques. Plus précisément, PuI et la partie inférieure du PuL sont 
connectés à V1, V2, V3, V4, MT, MTS, FST, TEO et TE (Steriade et al. 1997, Soares et al. 
2001; Stepniewska 2004; Kaas et Lyon 2007). La partie supérieure du PuL et le PuM sont 
connectés seulement à V4, aux cortex inférotemporal et pariétal postérieur (Selemon et 
Goldman-Rakic 1988; Steriade et al. 1997; Stepniewska 2004; Lyon et al. 2010). De ce fait, la 
partie inférieure du pulvinar serait impliquée dans le traitement visuel de bas niveau alors que 
la partie supérieure du pulvinar serait impliqué dans le traitement visuel de haut niveau. Le 
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PuM serait également connecté aux cortex auditif et somatosensoriel (Hackett et al. 1998; 
Acuña et al. 1990; Rouiller et Welker 2001; Stepniewska 2004; Cappe et al. 2007; Hackett et 
al. 2007), ainsi qu’aux cortex insulaire, au polysensoriel temporal supérieur, 
parahippocampique, préfrontal et au cingulaire postérieur (Romanski et al. 1997). Le PuM 
semble également projeter vers  FEF (Stanton et al. 1988; Shook et al. 1991). Enfin, le PuA 
présente des connexions avec le cortex somatosensoriel (Kaas et Lyon 2007) et avec le cortex 
pariétal postérieur (Cappe et al. 2007). 
 
Figure 3.3.2 Principales connexions des divisions médiale, latérale, inférieur et antérieurs du 
pulvinar. Les flèches indiquent le sens de propagation des informations et l’absence de flèches 
indique des connexions réciproques (Stein 2012).  
 
Des afférences sous corticales provenant de la rétine atteignent le PuI (Itaya et Van 
Hoesen 1983; Nakagawa et Tanaka 1984) et possiblement le PuM (Itaya et Van Hoesen 
1983), mais ce résultat est controversé (Benevento et Standage 1983; Nakagawa et Tanaka 
1984). Les neurones des couches superficielles du colliculus supérieur projettent vers PuI 
(Benevento et Fallon 1975) et PuL (Harting et al. 1980) alors que les neurones des couches 
profondes du SC projettent vers PuL et PuM (Harting et al. 1980). Il est classiquement 
considéré que seules les couches profondes du SC projettent vers le PuM. D’autres études ont 
décrit des afférences provenant du noyau du tractus optique (Baldauf et al. 2005), du noyau 
latéral postérieur (Benevento et Fallon 1975; Harting et al. 1980; Benevento et Standage 
1983), du noyau thalamique réticulaire du claustrum (Trojanowski et Jacobson 1975) et de 
l’amygdale (Romanski et al. 1997).  
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Des injections de traceurs rétrogrades et antérogrades dans plusieurs aires corticales 
sensorielles ont permis d’évaluer le degré de chevauchement et de ségrégation des noyaux 
thalamiques projetant vers plusieurs de ces aires sensorielles (Cappe et al. 2007; Cappe et al. 
2009b; pour revues, voir Cappe et al. 2009a; Cappe et al. 2011 et Falchier et al. 2011). Les 
injections ont été effectuées dans le cortex auditif, le cortex somatosensoriel et le cortex pré-
moteur (Figure 3.3.3). Cette étude a révélé que le PuL reçoit des projections des cortex auditif 
et somatosensoriel alors que le PuA ne reçoit des projections que du cortex somatosensoriel. 
En revanche, le PuM est le seul noyau du pulvinar qui projette vers toutes les aires corticales 
sensorielles injectées. D’autres noyaux thalamiques, le noyau médio-dorsal et le noyau central 
latéral, présentent des chevauchements de projections vers toutes les aires sensorielles 
injectées. De par sa grande connectivité avec de nombreuses aires corticales, le PuM est une 
potentielle région de convergence des informations provenant de différentes modalités 
sensorielles vers le cortex et notamment vers le cortex pré-moteur. Les auteurs ont proposé 
quatre mécanismes permettant des réponses multisensorielles rapides. Le premier serait un 
mécanisme de coïncidence temporelle. Dans ce cas, des projections divergentes d’une seule et 
même région thalamique vers plusieurs aires corticales pourraient synchroniser l’activité des 
cortex, augmentant ainsi la saillance perceptive des stimuli. Par un deuxième mécanisme, un 
même noyau thalamique recevant des projections de multiples aires sensorielles pourrait 
intégrer ces informations et pourrait donc apporter des informations déjà multisensorielles au 
cortex. Un troisième mécanisme d’interaction multisensorielle rapide serait une convergence 
spatiale. Dans ce cas, une région corticale donnée recevrait des entrées de plusieurs noyaux 
thalamiques traitant des informations sensorielles de différentes modalités. Enfin, la présence 
de projections cortico-thalamiques de type « feedforward » laisse présupposer de l’existence 
de boucles cortico-thalamo-corticales, permettant la connexion et les interactions entre 
plusieurs aires corticales distantes. 
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Figure 3.3.3 Connexions thalamo-corticales des cortex moteurs, somatosensoriels et auditifs. Des 
traceurs rétrogrades ont été injectés dans le cortex pré-moteur dorsal (orange) et ventral (gris), dans 
l’aire PE (noir) et PEa (rouge) et dans le cortex auditif rostral (vert) et caudal (bleu) (Cappe et al. 
2009b).  
CL : noyau central latéral, CM : noyau centre médian, Li : noyau limitans, LP : noyau latéral 
postérieur nucleus, MD : noyau médio-dorsal, MGN : noyau géniculé médian, d : partie dorsale du 
MGN, m : partie médiane du MGN, v : partie ventrale du MGN, PuL : pulvinar latéral, PuM : pulvinar 
médian  
 
Les connexions d’une structure au sein du cerveau peuvent nous renseigner sur ses 
fonctions. Par exemple, le pattern de connexions cortico-pulvinar-cortical ne semble pas 
compenser les « déficits » des connexions cortico-corticales. De plus, des lésions du SC et du 
cortex visuel montrent que les neurones du pulvinar dépendent essentiellement d’entrées 
descendantes du cortex (Bender 1982). Le pulvinar exerce donc certainement une fonction 
plus complexe que celle d’un simple relai des informations ascendantes dans un système 
visuel secondaire. En effet, au vu des multiples connexions corticales, le pulvinar pourrait 
jouer un rôle de coordinateur d’activité entre plusieurs aires cérébrales, améliorant ainsi le 
traitement des signaux (Shipp 2001; Shipp 2003; Fries et al. 2001; Lakatos et al. 2007)  De 
plus, cette grande connectivité pourrait conférer au pulvinar un rôle intégratif des 
informations ou/et plus simplement un rôle de relai de l’information, apportant des entrées au 
cortex par une autre voie que la voie cortico-corticale (Stepniewska 2004; Cappe et al. 2009). 
Par ailleurs, les connexions cortico-thalamo-corticales pourraient permettre une voie de 
transduction plus sûre et plus rapide que les connexions cortico-corticales (Rouiller and 
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Welker 2001), notamment de longues distances. Comme nous l’avons vu précédemment, le 
pulvinar est à la frontière entre systèmes sensoriels et moteurs et dans ce contexte, le pulvinar 
pourrait jouer un rôle dans les réponses comportementales rapides (Cappe et al. 2007; Cappe 
et al. 2009b).  
 
3.3.1.3 Fonctions 
 
Rôle dans la perception sensorielle 
 Comme le PuI et le PuL présentaient des connexions avec des aires visuelles telles que 
le cortex strié, le CS et la rétine qui ont une représentation topographique du champ visuel, les 
chercheurs se sont demandés si le pulvinar ne pouvait pas lui-aussi posséder une organisation 
rétinotopique. Des études électrophysiologiques ont permis de mettre en avant des cartes 
rétinotopiques chez le singe de nuit (Allman et Kaas 1972), puis chez le capucin (Gattass et 
al. 1978) et enfin chez le macaque rhésus (Bender 1981). La première étude effectuée chez le 
singe de nuit a révélé une seule et unique carte située dans le PuI (Allman et Kaas 1972). Le 
PuI contenait une représentation du champ visuel central dans la partie dorso-ventrale du PuI 
et le champ visuel périphérique était représenté ventralement. Chez le capucin et le macaque, 
deux représentations coexistent dans le pulvinar : une première carte située dans le PuI 
correspondant à celle retrouvé chez le singe de nuit et une deuxième située dans le PuL étant 
moins évidente. Les deux cartes sont des représentations de l’hémi-champ controlatéral et la 
représentation du méridien vertical délimite les deux cartes. Ces représentations se projettent 
en tout point le long d’un axe rostrocaudo-médiolatéral (Shipp 2003). L’arrangement général 
de ces cartes dans le pulvinar chez le macaque a été confirmé par électrophysiologie par 
Petersen et ses collaborateurs (Petersen et al. 1985). De plus, des injections de traceurs 
antérogrades dans les régions rétinotopique de V1 a révélé un arrangement de ces projections 
vers le pulvinar en accord avec ces deux cartes rétinotopiques (Ungerleider et al. 1983). Dans 
cette étude, les auteurs se sont également intéressés aux projections de MT vers le pulvinar et 
ont proposé l’existence d’une troisième carte rétinotopique dans la partie postero-médiane du 
PuI. En revanche, aucune organisation n’a pu être mise en évidence des enregistrements 
neuronaux du PuM (Petersen et al. 1985).  
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Les neurones de la partie non rétinotopique du pulvinar ont été enregistré pendant des 
singes réalisaient des tâches de détection visuelle et de saccade oculaire (Benevento et Port 
1995). Lors de la tâche de détection, les neurones répondaient à différents patterns et/ou 
couleurs de stimuli visuels et ne présentaient pas de préférence pour un stimulus en 
particulier. La magnitude des réponses neuronales ne différait pas selon la localisation des 
stimuli (en région centrale ou périphérique). Lors de la tâche de saccades oculaires, les 
neurones répondaient à la saccade soit juste avant ou juste après, soit pendant la saccade. Les 
auteurs ont par ailleurs noté que ni le fait de fixer, ni le fait de s’attendre à une saccade 
n’affectaient l’activité du pulvinar. De plus, aucune décharge spontanée en lien avec un 
mouvement des yeux n’a pu être observée.   
Ces études montrent que le pulvinar répond à beaucoup de stimuli visuels et qu’il peut 
être impliqué dans la perception des évènements de notre environnement. C’est en 2009 que 
Wilke et collaborateurs ont montré que les parties ventrales et dorsales du pulvinar jouaient 
un rôle dans la perception des stimuli et plus particulièrement dans la suppression perceptive 
(Wilke et al. 2009). Pour cela, deux macaques ont été entrainés à tirer un levier lorsqu’un 
stimulus visuel (formes géométriques de différentes couleurs) était présentait en périphérie du 
point de fixation et devait le relâcher lorsqu’il disparaissait. La suppression perceptive du 
stimulus était engendrée par un mouvement de points dans le fond de l’écran. Les auteurs ont 
comparé l’activité neuronale du pulvinar des essais où la disparition du stimulus a été 
rapportée et ceux où la suppression perceptive n’a pas eu lieu. Une modulation de l’activité a 
été retrouvée, soit par une augmentation soit par une diminution d’activité pendant la 
suppression perceptive. De plus, cet effet engendré par une suppression perceptive était 
similaire à celui induit par une réelle suppression du stimulus.  
Une deuxième évidence du rôle du pulvinar dans la perception vient de l’étude de 
Komura et collaborateurs (Komura et al. 2013). Dans cette étude, l’activité neuronale du 
pulvinar a été enregistrée pendant que des singes réalisaient une tâche de perception du 
mouvement de points dont le pourcentage de points ayant un mouvement cohérent variait de 0 
à 100% (vers le haut ou vers le bas). Les neurones du pulvinar présentaient deux phases de 
réponses, une rapide (50-150 ms) et une tardive (400-500 ms). Seule la dernière phase de 
réponse diminuait en amplitude au fur et à mesure que l’ambiguïté du mouvement augmentait. 
Les auteurs ont ensuite permis aux animaux de choisir une troisième option, une option 
d’échappatoire qui résultait systématique en une récompense mais plus petite que celles des 
choix plus risqués. De manière intuitive, les singes choisissaient davantage l’option sûre 
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lorsque l’ambiguïté du mouvement augmentait. Là aussi, l’activité neuronale diminuait pour 
les essais ambigus lorsque le singe répondait correctement. Lorsqu’il faisait des erreurs, 
l’activité neuronale était basse quand l’ambiguïté était faible et augmentait avec l’ambiguïté. 
En revanche, c’est quand le singe choisissait l’option sécurisée que l’activité neuronale était la 
plus basse et n’était pas modulée par l’ambiguïté du mouvement. Enfin, une inactivation du 
pulvinar n’affectait pas la perception du mouvement (première tâche) mais augmentait le 
choix pour l’option sécurisée (deuxième tâche) excepté pour les mouvements sans ambiguïté 
(0 et 100%). Les auteurs ont conclu que le pulvinar est essentiel pour la confiance perceptive 
mais pas pour la perception en elle-même.  
Toutes ces études ont porté sur la perception de stimuli visuels du pulvinar. Cependant, 
comme nous l’avons vu précédemment, certaines régions, notamment dorsales, du pulvinar 
présentent des connexions avec des structures de différentes modalités sensorielles (CS, 
cortex auditif et somatosensoriel et cortex de haut niveau). Deux études ont cherché à 
déterminer la sensorialité du pulvinar. La première étude a été réalisée par Mathers et 
Rapisardi (1973) dans laquelle les réponses sensorielles à des stimuli auditifs (clicks ou des 
sons plus complexes), visuels (barres et des disques de lumière en mouvement ou statiques de 
différentes tailles) ou somatosensoriels (pressions ou des mouvements circulaires de brosse 
sur l’avant-bras) ont été analysées dans le pulvinar de 17 singes écureuils anesthésiés. Les 
auteurs ont trouvé des neurones répondant à chacun des différents stimuli visuels dans les 
trois subdivisions du pulvinar. Dans le PuM, la majorité des cellules répondant aux stimuli 
visuels présentaient une sélectivité au mouvement et aux stimuli visuels larges. Les auteurs 
ont trouvé des neurones répondants aux stimulations somatosensorielles, majoritairement dans 
le PuL. En revanche, très peu de neurones répondant aux stimuli auditifs ont été observé. 
Cependant, la majorité de ces neurones auditifs préférait des sons complexes plutôt que des 
sons simples (clicks).  
Suite à cette étude, Gattass et collaborateurs (Gattass et al. 1978b) ont étendu ces 
recherches à plus de stimuli somatosensoriels, auditifs et ont repris quelques stimuli visuels. 
Cette étude a été conduite chez 9 capucins anesthésiés. Ils ont observé que la majorité des 
neurones répondaient à des stimulations somatosensorielles. Enfin, les neurones répondaient 
préférentiellement aux sons complexes tels que les serpents à sonnette, comme Mathers et 
Rapisardi l’avaient déjà remarqué. Gattass et collaborateurs sont les premiers a apporté la 
preuve de l’existence et de neurones unimodaux et de neurones multimodaux et ce, dans 
différentes régions du pulvinar. Cependant, les auteurs se sont basés sur la division de 
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Friedman de 1912. Or cette division n’a été que très peu utilisée dans les études et aucune 
étude anatomique ne l’a comparée aux divisions d’Olszewski ou de Walker. Ceci rend donc 
difficile la localisation précise de ces différents neurones. Gattass et collaborateur (Gattass et 
al. 1978a) ont proposé une équivalence qui permettrait de supposer que des neurones 
multimodaux de cette étude puissent se situer dans le PuM. De plus, la définition de neurones 
multisensoriels a évolué et les auteurs n’ont considéré que les neurones multimodaux qui 
répondaient à plusieurs stimuli unisensoriels et ont donc pu sous-évaluer le nombre de 
neurones multisensoriels. Par ailleurs, les auteurs ont noté différents types de réponses 
neuronales, soit seulement pendant la stimulation, soit pendant et après la stimulation. Ces 
patterns de réponses différaient en fonction de la stimulation dans une même modalité et une 
réponse pouvait être potentialisée lorsque plusieurs stimulations somatosensorielles étaient 
effectuées simultanément. Ceci laisse supposer que les champs récepteurs somatosensoriels 
pourraient être larges. Enfin, le type de réponse pour un même neurone multisensoriel 
différait également en fonction de la modalité de la stimulation. Plus précisément, la réponse 
pouvait être augmentée par une stimulation somatosensorielle, par exemple, et diminuée par 
des stimulations auditives et visuelles séparément.  
 
Rôle dans l’attention et dans l’orientation du comportement 
Malgré l’existence de preuves anatomiques et électrophysiologiques du lien entre le 
pulvinar et le système sensoriel, la fonction du pulvinar reste méconnue. Dans le cas du 
pulvinar, les cas de lésions ne nous renseignent pas vraiment sur un rôle car la plupart n’ont 
engendré aucun déficit fonctionnel évident (Ungerleider et al. 1977; Ungerleider et Pribram 
1977). Cependant, deux études ont rapporté des défauts de saillance visuelle suite à des 
dommages au pulvinar, chez l’homme et chez le singe (Ogren et al. 1984). Les sujets 
n’arrivaient plus à déterminer ce qui était important dans une scène visuelle. De plus, des 
études électrophysiologiques ont proposé un rôle dans l’attention visuelle (David Lee 
Robinson and Petersen 1992). Plus précisément, il pourrait contribuer à la création d’une 
saillance visuelle en supprimant les informations non pertinente et en facilitant les 
informations qui ont une importance comportementale (R Desimone et al. 1990; LaBerge 
1990). 
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Or le pulvinar comporte différentes divisions qui diffèrent en leurs connectivités et leurs 
propriétés neuronales, suggérant ainsi des rôles distincts pour chacune de ces divisions 
(Stepniewska 2004). Les propriétés des neurones dans PuI et PuL suggèrent que ces divisions 
pourraient jouer un rôle dans l’encodage des effets visuels des mouvements des yeux 
(Petersen et al. 1985). En effet, les mouvements des yeux modulaient l’activité neuronale de 
cette région (Petersen et al. 1985; Robinson et al 1986) et supprimaient les réponses 
neuronales engendrés par des stimuli visuels en mouvements (Robinson et al. 1991). Des 
lésions du pulvinar peuvent chez certains sujets induire des mouvements des yeux anormaux 
(Ungerleider et al. 1977; Ungerleider et Christensen 1979). Tous ces résultats suggèrent que le 
pulvinar pourrait jouer un rôle dans l’intégration des informations visuelles et oculomotrices. 
De plus, les connexions topographiques du PuI et du PuLv aux aires visuelles ainsi que leurs 
organisations rétinotopiques suggèrent que le pulvinar ventral pourrait être impliqué dans 
l’attention sélective à certaines formes et couleurs de stimuli visuels. Dans ces conditions, le 
pulvinar ventral pourrait jouer un rôle dans beaucoup des processus tels que la fixation 
visuelle, la discrimination de pattern visuels et l’attente de stimuli saillants (Robinson et 
Petersen 1992; Chalupa 1977; Carlos et al. 1983; Grieve et al. 2000). 
Il a été proposé que la partie dorsale du pulvinar pourrait jouer un rôle dans l’attention 
visuo-spatiale et dans l’orientation du comportement dans l’espace (Kastner et Pinsk 2004; 
Stepniewska 2004). Une inactivation réversible du pulvinar dorsal chez le macaque a entraîné 
un syndrome de négligence spatiale accompagné de déficits visuo-moteurs dont une ataxie 
optique lors de mouvements des membres guidés visuellement (Wilke et al. 2010). Plus 
précisément, les singes présentaient des déficits dans le choix des cibles des mouvements 
oculaires et de la main et un déficit de coordination de la main guidée par la vision pour 
atteindre et saisir des récompenses. Étant donné que les singes étaient toujours capables 
d’accomplir des saccades vers une cible dans n’importe quel hémi-champ visuel et ont pu 
saisir des récompenses avec le bras contra-lésionnel, les déficits ne pouvaient être attribués à 
une anomalie visuelle et/ou motrice. Ces résultats suggèrent un potentiel rôle du pulvinar 
dorsal dans l’organisation du comportement oculomoteur et manuel et le placent comme 
centre essentiel de l’attention spatiale et de l’orientation sélective du comportement. Le 
premier paragraphe ci-dessous passera en revue les évidences quant au rôle attentionnel du 
pulvinar. Le second paragraphe discutera des données relatives au rôle du pulvinar dans 
l’orientation du comportement. 
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Rôle dans l’attention 
Les premières évidences quant à son rôle attentionnel proviennent des données 
anatomiques et de connectivité. En effet, le PuM projette vers les aires corticales éloignées 
comme l’aire 7a, le GCP et le cortex préfrontal (Baleydier et Mauguière 1987). De plus, ces 
trois aires corticales présentent de vastes connexions réciproques. C’est pourquoi Mesulam 
(Mesulam 1990 et 1981) a proposé que le PCG, le PFC, ainsi que le PuM constitueraient un 
« réseau de grande échelle » consacré à attention spatiale.  
Des enregistrements neuronaux dans PuI, PuL et PuM mettent en avant l’activation de 
neurones en réponse à des mouvements des yeux que ce soit dans une pièce éclairée ou dans 
le noir et en réponse à des stimuli visuels (flash) (Perryman et al. 1980). Comme toutes ces 
activations étaient post-saccadiques, les auteurs ont proposé un rôle du pulvinar dans 
l’intégration des informations visuelles et oculomotrices et donc dans l’attention visuelle. De 
plus, seule la partie dorso-médiane du pulvinar (Pdm, correspondant à la partir latérale du 
PuM) avait son activité modulée par l’attention et présentait des cellules spatialement 
sélectives (Petersen et al. 1985), impliquant ainsi le Pdm dans l’attention visuelle.  
Enfin, les circuits cortico-pulvinar-corticaux sont impliquées dans l’amplification de 
signaux et l’amélioration du rapport signal sur bruit (Shipp 2003; Pessoa et Adolphs 2010), 
ainsi que dans les modulations des interactions entre processus oscillatoires de différentes 
aires corticales, contribuant ainsi à une attention visuelle (Saalmann et Kastner 2009 ; 
Serences et Yantis 2006). Dans un processus attentionnel, une augmentation de la synchronie 
dans la bande fréquentielle gamma entre différentes aires pourrait faciliter la communication 
neuronale (Pascal Fries 2015). Or une augmentation significative de l’amplitude moyenne des 
oscillations de gamma a été observée à l’échelle neuronale dans le pulvinar dorsal chez le 
macaque lors d’une tâche de discrimination visuelle (Le et al. 2016). Ceci laisse penser que 
non seulement la partie ventrale mais aussi la partie dorsale du pulvinar pourrait lui aussi être 
impliqué dans les processus attentionnels.  
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Rôle dans l’orientation du comportement 
 Des études électrophysiologiques ont apporté la preuve d’activités neuronales du 
pulvinar liées aux mouvements des yeux mais également aux mouvements des bras et ce, dans 
le PuL, PuI et le PuM (Acuña et al. 1983; Petersen et al. 1985; Yirmiya et Hocherman 1987; 
Benevento et Port 1995). Une étude des réponses sensori-motrices du pulvinar a été conduite 
par Magarinos-Ascone et collaborateurs (Magariños-Ascone et al. 1988) chez trois macaques 
Java. Pour cela, les singes réalisaient des mouvements de levier du bras à une fréquence entre 
2 et 4Hz. Les activités du biceps et du triceps étaient enregistrées, reflétant les flexions et les 
extensions du bras. L’activité neuronale du pulvinar était corrélée à celle de l’activité motrice 
des deux muscles. De par les mouvements de flexions et d’extensions à une certaine 
fréquence, les activités du biceps et du triceps étaient oscillatoires et étaient en opposition de 
phase. Quant au pulvinar, son activité neuronale était parallèle à celle de l’activité motrice et 
de ce fait oscillatoire. Par exemple, l’activité d’un neurone augmentait juste avant le début de 
l’activité du biceps, atteignait une valeur maximale en extension maximale et diminuait juste 
après le début de l’activité du triceps. D’autres neurones présentaient une modulation de 
l’activité à différentes phases du cycle de l’activité motrice. Les auteurs ont cherché une 
éventuelle organisation topographique à partir des différentes corrélations de phase existantes, 
cependant aucune organisation n’est apparue de cette analyse. L’amplitude de ces 
modulations neuronales était d’autant plus grande que la vitesse ou l’amplitude du 
mouvement était importante. Ces modulations d’activité neuronale étaient également 
retrouvées lors de mouvements passifs d’extensions et de flexions du bras. Mais dans cette 
situation, les activités neuronales moyennes étaient plus faibles que celles induites par des 
mouvements volontaires. Enfin, 70% des neurones enregistrés répondaient à une présentation 
d’un stimulus auditif (click) ou visuel (flash) et cette information sensorielle supplémentaire 
modifiait le pattern oscillatoire de l’activité neuronale du pulvinar due à une activité motrice. 
C’est la première étude qui a apporté la preuve d’une convergence sensori-motrice au niveau 
neuronal dans le pulvinar. Yirmiya et Hocherman (1987) ont également retrouvé une 
convergence des informations auditives (bruit blanc ou son pur) et motrices dans les neurones 
du pulvinar (PuM, PuL et PuI). Dans cette étude, les réponses sensorielles étaient moins fortes 
que celles liées au mouvement du bras.  
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 Le rôle attentionnel et sensori-moteur du pulvinar pourrait permettre la reconnaissance 
des stimuli de l’environnement, d’attirer l’attention sur les stimuli saillants et d’orienter son 
comportement en fonction de la valence du stimulus. Une théorie proposée par Isbell met en 
avant un rôle évolutif du pulvinar (Isbell 2006). Cette théorie vient du fait que l’évolution 
volumétrique du pulvinar a été parallèle à l’évolution des fonctions cérébrales (Chalupa 1977; 
Harting et al. 1973). En effet, le pulvinar est très petit, voire inexistant chez les rongeurs et les 
petits mammifères, est devenu proportionnellement plus grand chez les mammifères 
supérieurs, représentant un quart de la masse totale du thalamus chez les primates et atteignant 
sa plus grande taille chez l’homme. De plus, le SC et le Pu font partie du système thalamo-
tectal impliqué dans la reconnaissance prédateur/proie (Ewert 1970; Sewards et Sewards 
2002). Les serpents sont mortels pour les primates et ont donc pu exercer une pression de 
sélection des meilleurs détecteurs de serpents (Isbell 2006). De ce fait, l’augmentation de 
volume du pulvinar associée à une pression de sélection par les serpents indique que le 
pulvinar pourrait jouer un rôle dans la détection de prédateur. De même la capacité à détecter 
la peur chez les congénères peut renseigner sur la présence d’un prédateur et pourrait aussi 
être encodé par le pulvinar. Enfin, quand un individu appartient à un groupe social, il est 
évolutivement important de comprendre les émotions de ses congénères, surtout la peur et la 
colère, afin de pouvoir adapter son comportement.  
C’est dans ce cadre que le groupe de Nishijo ont effectué une série d’études 
électrophysiologiques pour mieux comprendre les fonctions du pulvinar d’un point de vue 
évolutif. Pour cela, des enregistrements neuronaux ont été effectués dans le pulvinar chez le 
macaque en comportement et des stimuli visuels de différentes orientations de visages 
humains et du regard ont été présentés à deux macaques (Nguyen et al. 2013). Les auteurs ont 
également présenté des images contrôles, à savoir des dessins grossiers de visages, des face-
like, des dessins d’œil et des formes géométriques. Des neurones du PuL et le PuM 
répondaient aux visages et préféraient les visages photographiés et les face-like. Des neurones 
préféraient certaines orientations des yeux et/ou du visage. Dans une deuxième étude, les 
auteurs ont voulu tester la sensibilité des neurones du pulvinar au contenu émotionnel des 
stimuli en utilisant quatre visages différents (deux familiers et deux inconnus pour les singes) 
exprimant des émotions variées (Maior et al. 2010). Des neurones répondaient à tous types de 
stimuli visuels indifféremment alors que d’autres présentaient une sélectivité pour certaines 
expressions faciales (par exemple, la colère et la surprise). Cependant, aucun neurone n’était 
sélectif à une identité ou à la familiarité des visages. Enfin, les auteurs ont étudié les réponses 
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neuronales à des stimuli visuels de menaces, c’est à dire des serpents, des faces de congénères 
avec différentes expressions faciales, des pattes avant de congénères et des formes 
géométriques comme contrôles (Van Le et al. 2013). 40% des neurones du PuM et du PuL 
dorsal présentaient une réponse plus importante aux serpents (voir aussi Van Le et al. 2014). 
Ces études vont donc bien dans le sens du rôle évolutif que pourrait exercer le pulvinar 
comme Isbell l’avait proposé.  
Ces hypothèses fonctionnelles concernent l’ensemble du pulvinar dorsal qui comprend 
le PuM et le PuLd. A ce jour, aucun rôle n’a été proposé pour le pulvinar médian seul.  
 
3.3.2 Problématique 
A ce jour, malgré de fortes théories, la réelle fonction du pulvinar médian reste 
inconnue. Cependant, la grande connectivité du pulvinar médian avec les aires corticales 
visuelles, auditives, somatosensorielles et motrices ainsi que les réponses à des stimuli de 
différentes modalités à l’échelle neuronale dans le pulvinar dorsal suggèrent des interactions 
multisensorielles dans ce noyau. Les buts de ce projet de thèse étaient d’établir si  le pulvinar 
médian était une structure multisensorielle et s’il pouvait être un centre intégrateur des 
informations multisensorielles.   
 
3.3.3 Matériels et méthodes 
Pour étudier la multisensorialité du PuM, deux macaques rhésus (Choco et Haribo) ont 
réalisé une tâche de fixation de stimuli et l’activité neuronale du PuM a été enregistrée (Figure 
3.3.4). Les stimuli choisis ont été présentés en condition visuelle seule, auditive seule ou 
audio-visuelle et appartenaient à trois catégories : stimuli simples (carré gris associé à un bruit 
blanc), congénères et serpents, connus pour induire une forte réponse dans les neurones du 
pulvinar médian (Nguyen 2013, Van Le et al., 2013, 2014).  
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Fig 3.3.4. Design expérimental 
(A) Représentation schématique de la tâche expérimentale. La fixation du point initie un essai et après 
un délai aléatoire un stimulus auditif, visuel ou audio-visuel était présenté. Le singe devait maintenir la 
fixation tout au long de la présentation du stimulus et recevait une récompense après un second délai 
aléatoire. (B) Stimuli visuels présentés pendant les enregistrements. Nous en avons utilisé trois : une 
image fixe de points aléatoires, une face de macaque et un serpent à sonnette. Les trois stimuli auditifs 
correspondants étaient respectivement, un bruit blanc, une vocalisation d’un appel par un macaque 
(« coo ») et la sonnette d’un serpent à sonnette. En condition multisensorielle, les stimuli étaient 
exclusivement congruents sémantiquement. A partir de ces trois catégories et de ces trois modalités, 
un total de 9 stimuli a été utilisé (matrice 3 x 3). Tous ces stimuli ont été présentés aléatoirement, 
environ 20 fois pour chaque site d’enregistrements. 
 
Nous avons d’abord posé une pièce de fixation de tête la plus en avant possible sur l’os 
frontal lors d’une première chirurgie sous anesthésie générale (voir protocole indiqué au point 
2.3). Après un mois de repos, les animaux ont été entraînés à la tâche de fixation de stimuli (la 
durée de fixation totale étant variable d’un essai à l’autre). Lorsque le taux de fixation avait 
atteint un critère de réussite de 95%, nous avons localisé le pulvinar médian chez nos animaux 
grâce à des IRM anatomiques cérébrales et vasculaires sous cadre stéréotaxique (e.g. chez Mk 
C Figure 3.3.5) et nous avons implanté la chambre d’enregistrement lors d’une deuxième 
chirurgie (voir protocole au point 3.2). Favorisant une approche verticale du pulvinar, nous 
avons centré la chambre d’enregistrement sur le centre du PuM, à savoir aux coordonnées 
AP+6.5mm et ML+0.75mm. Nous avons réalisé un IRM anatomique avec une électrode 
insérée aux coordonnées cibles pour vérifier la bonne localisation des enregistrements (Voir 
les Matériels et Méthodes de la thèse pour plus de détails, notamment Figure 3.3.6).  
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Figure 3.3.5 Localisation du pulvinar médian chez nos animaux à partir d’IRM anatomique T3. 
En haut vous est représenté la localisation des coupes coronales présentées en bas de figure. Le dessin 
anatomique (en bas à gauche de la figure) de la coupe coronale (AP+3) de cerveau correspondant à la 
section de l’IRM (à droite) a été tiré de l’atlas du cerveau de macaque rhésus de Paxinos et 
collaborateurs (2000). La zone détourée en rouge correspondant au pulvinar médian du dessin 
anatomique a été recalé sur l’IRM de nos animaux (ici MkC) afin de déterminer les coordonnées 
centrales de la chambre.  
 
 
Fig 3.3.6 Localisation des sites d’enregistrements.Dans la partie supérieure de la figure, une coupe 
d’un scan IRM T3 de Mk C montre la localisation de l’électrode, dans une section frontale (partie 
gauche de la figure) et dans une coupe sagittale (partie droite de la figure). Dans la partie inférieure de 
la figure, des dessins anatomiques des régions cérébrales délimitées par les encadrés rouges ont été 
effectués à partir de deux Atlas de cerveau de macaque (Paxinos et al 2000 et Saleem et Logothetis, 
2007). PuM : pulvinar médian, PuL : pulvinar latéral, PuI : pulvinar inférieur, PuA : pulvinar 
antérieur, BrSC : Brachius de colliculus supérieur, LV : ventricule latéral, cc : corps calleux. 
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Une analyse préliminaire nous a permis d’établir un critère d’exclusion des neurones du 
PuM. En effet, seuls les neurones ayant un taux de décharges minimal de 800 potentiels 
d’action sur l’ensemble de l’enregistrement étaient gardés pour analyses. Afin de déterminer 
si un neurone répondait à un stimulus donné, nous avons comparé l’activité neuronale lors de 
la présentation d’un stimulus à son activité spontanée appariée (Test de Wilcoxon). Nous 
avons ensuite comparé les réponses aux différentes modalités d’un même stimulus, mais 
également aux différentes modalités tous stimuli confondus et aux différentes catégories 
toutes modalités confondues (Test de Kruskal Wallis, suivi de tests de Wilcoxon avec 
correction de Bonferroni). Ceci nous a permis de déterminer la sensorialité de chacun des 
neurones. En effet, un neurone unisensoriel répond à une modalité unisensorielle (A ou V) et 
cette réponse ne diffère pas de la réponse multisensorielle. A l’inverse, un neurone 
multisensoriel répond soit à deux stimuli unisensoriels et/ou au stimulus multisensoriel, soit à 
un stimulus unisensoriel et au stimulus multisensoriel avec une différence de réponse.  
Nous avons ensuite caractérisé le profil multisensoriel des neurones en calculant les 
indices d’amplification et d’additivité pour chaque réponse multisensorielle. Les indices ont 
été calculés à partir de l’activité moyenne induite par les stimuli (de 0ms à 250ms) après 
soustraction de l’activité spontanée moyenne (de -500ms à 0ms). L’indice d’amplification 
(IAMP) est calculé comme suit : 
100
max
max 



UAV
UAV
I AMP , 
où AV est le taux de décharge en condition multisensorielle et Umax est le taux de la 
meilleure réponse unisensorielle. Cet indice permet de déterminer si l’ajout de toute autre 
modalité magnifie (indice positif) ou supprime (indice négatif) la meilleure réponse 
unisensorielle. L’indice de l’additivité (IADD) est calculé selon la formule : 
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I ADD , 
 où A, V et AV sont les taux de décharges des conditions A, V et AV respectivement. 
Cet indice permet de caractériser la relation entre la réponse multisensorielle et la somme des 
réponses unisensorielle. La réponse multisensorielle est dite additive lorsque l’indice 
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d’additivité est égal à zéro. Les réponses sous-additives et supra-additives sont définies par 
des indices positifs et négatifs, respectivement. 
Enfin, nous avons représenté les réponses neuronales en fonction des coordonnées des 
sites d’enregistrements afin d’identifier si cette région présentait  une organisation 
topographique selon la sensorialité des neurones. 
 
3.3.4 Résultats 
Informations générales sur les réponses neuronales du PuM  
L’activité unitaire de 374 neurones a été extraite à partir de 164 sites d’enregistrements 
(154 de Mk H et 10 de Mk C). 26/374 (7 %) des neurones ont été exclus parce qu’ils n’ont pas 
atteint notre critère d’un nombre minimal de 800 des potentiels d’action par enregistrement. 
233 des 248 neurones restants (94 %) ont répondu à au moins une modalité (visuelle, auditive 
ou audio-visuelle) pour au moins une catégorie (bruit, singe ou serpent) ou pour toutes les 
catégories réunies ensemble, ou à au moins une catégorie toutes modalités confondues. Les 
résultats suivants sont basés sur l’analyse des réponses de ces 233 neurones.  
Sensorialité du PuM  
Notre premier objectif a été de déterminer si le PuM pourrait être impliqué dans le 
traitement des informations multisensorielles, voire même dans l’intégration multisensorielle.  
Pour cela, nous avons examiné les réponses à chaque modalité sensorielle pour chaque 
catégorie (bruit, singe ou serpent) et pour toutes les catégories confondues. Nous avons 
constaté que le PuM possédait des neurones unisensoriels, visuels et auditifs mais également 
des neurones multisensoriels audio-visuels.  
Un neurone unisensoriel, par définition, répond à une seule modalité unisensorielle 
(visuelle ou auditive), mais pas à l’autre et leur réponse aux stimuli bimodaux ne diffère pas 
statistiquement de celle engendrée par le stimulus unimodal le plus efficace (RAV = RA, RV = 
0 ou RAV = RV, RA = 0, R se rapportant aux réponses neuronales dans les différentes 
modalités). Des exemples de cellules unisensorielles sont illustrés dans la Figure 3.3.7 Dans le 
premier exemple (Figure 3.3.7 A), l’activité neuronale a augmentée en condition auditive (v = 
205 df = 1 p < 0.001) et audio-visuelle (v = 114 df = 1 p < 0.05) par rapport à l’activité 
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spontanées. En revanche, les stimuli visuels n’ont engendré aucun changement d’activité (w = 
755 df = 1 p=0.23). Enfin, les réponses aux stimuli auditifs et audio-visuels n’ont pas présenté 
de différence significative (W = 242 df = 1 p=0.72). Ce neurone est donc bien auditif. De 
même, le second exemple (Figure 3.3.7 B) a montré des réponses significatives aux stimuli 
visuels (v = 295 df = 1 p < 10-4) et audio-visuels (v = 390 df = 1 p < 10-4), avec la même 
magnitude de réponse entre les deux modalités V et AV (W = 831 df = 1 p = 0,91), ce qui 
signifie qu’il s’agit d’un neurone unisensoriel visuel. Lorsque l’on regarde la population de 
neurones étudiés (Figure 3.3.7D), le PuM semble contenir plus de neurones unisensoriels 
auditifs que de neurones unisensoriels visuels (respectivement 27 % et 17 %, de la population 
neuronale (N=233)). 
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Figure 3.3.7 Neurones auditifs, visuels et audio-visuels.  (A-C) Exemples d’un neurone auditif (A), 
d’un neurone visuel (B) et d’un neurone audio-visuel classiques (C). Les histogrammes (PSTH, bin 
largeur de 10 ms) du taux de décharges autour des stimuli en fonction du temps représentent les 
activités cumulées de tous les essais (toutes catégories confondues) pour chacune des modalités, A 
(gauche), V (au milieu) et AV (à droite). La ligne en bas chaque PSTH correspond à la durée de 
stimulation. Dans la partie droite de la figure, un boxplot des activités correspondant à celles 
représentées dans la partie gauche de la figure (A en bleu, V en vert et Av en rouge) auxquelles ont été 
soustraits les activités spontanées appariées mesurées pendant 500 ms avant le début du stimulus. La 
comparaison appariée entre le taux de décharges pendant la stimulation (0-250ms) et le taux de 
décharges basal apparié permettait de déterminer si le neurone répondait au stimulus (test de 
Wilcoxon, # p < 0,05, ## p < 0,01 et ### p < 0,001). Une modulation des réponses neuronales en 
fonction de la modalité a été évaluée par un test de Kruskal-Wallis, puis par des tests de Mann-
Whitney entre conditions de modalité ajustées par la correction de Bonferroni (* p < 0,05, ** p < 0,01 
et *** p < 0,001). (A) Exemple d’un neurone auditif qui a répondu de la même manière aux deux 
stimulations A et AV. (B) Exemple d’un neurone visuel qui a présenté des augmentations de réponse 
similaires aux stimuli V et AV. (C) Exemple d’un neurone AV classique qui a répondu à toutes les 
modalités uni- et multi-sensorielles. (D) Camembert des pourcentages des neurones visuels, auditifs, 
audio-visuels classiques, audio-visuels complexes et des neurones amodaux, non spécifiques à une 
modalité (N = 233 neurones). (E) Camembert des pourcentages des neurones AV classiques selon 
leurs profils de réponses à A, V et AV (N = 91 valeurs pour 54 neurones). (F) Camembert des 
pourcentages des neurones unisensoriels et multisensoriels classiques selon leur sélectivité aux 
différentes catégories. (N = 179 neurones). 
 
La plupart des neurones ont été désignés comme des neurones audio-visuels (AV) (108 
de 233, 46 %, Figure 3.3.7 D). Dans cette population de neurones, nous avons observé deux 
sous-populations de neurones multisensorielles : une sous-population correspond à des 
neurones multisensoriels « classiques » et une autre présente des réponses « complexes ». 
Les cellules AV « classiques » (54/233, 23 % des cellules ayant répondu aux stimuli) 
couramment retrouvées dans la littérature peuvent être subdivisées en quatre sous-classes 
(Laurienti et al., 2005) (Figure 3.3.7 F). Un exemple de cellules AV classiques est illustré 
dans Figure. 3.3.7C Ce neurone présente une augmentation d’activité à chaque modalité (A : v 
= 1709 df = 1 p < 10-8, V : v = 1589 df = 1 p < 10-8 et AV : v = 1353 df = 1 p < 10-8) et a 
ainsi été défini comme multisensoriel. De plus, l’amplitude de réponse est significativement 
plus importante en condition AV qu’en condition A (W = 1362 df = 1 p < 0.01). L’amplitude 
de la réponse visuelle est intermédiaire à celles des réponses A et AV et ne diffère donc pas 
statistiquement (V-AV : W = 1764 df = 1 p =0.47 ; V-A : W = 1915 df = 1 p =0.10). Cette 
sous-classe de neurone AV (RA ≠ 0, RV ≠ 0, RAV ≠ 0)  représente 19% des neurones AV 
classiques (soit 10 cellules parmi les 54). La majorité des neurones AV (75%, 40/54) répond 
en condition audio-visuelle (RA = RV = 0, RAV ≠ 0). Une troisième sous-classe correspond aux 
cellules qui répondent aux deux stimuli unisensoriels mais pas aux stimuli multisensoriels (RA 
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≠ 0, RV ≠ 0, RAV = 0). Cette sous-classe regroupe 7% (4/54) des neurones AV classiques. 
Enfin, une dernière sous-classe décrite dans la littérature correspond aux cellules qui 
répondent à des stimuli multisensoriels et à des stimuli dans une modalité unisensorielle et ce, 
avec des magnitudes de réponses différentes (p. ex. RA ≠ 0, RV = 0, RAV ≠ 0 avec RA ≠ RAV). 
Nous n’avons retrouvé aucun des neurones AV classiques du PuM appartenant à cette sous-
classe.  
Les cellules AV classiques ont montré des réponses multisensorielles indépendamment 
des catégories de stimuli. Les cellules AV complexes sortent de cette définition car ce sont 
des neurones qui sont classés dans  une modalité pour une catégorie de stimulus et qui sont 
classés dans une autre modalité pour une autre catégorie. Un exemple de neurone AV 
complexe est illustré dans la Figure 3.3.8A Il répond à des stimuli visuels ou des stimuli 
audio-visuels selon la catégorie étudiée. D’une part, ce neurone répond à la catégorie macaque 
en conditions visuelle (v = 73 df = 1 p < 0.01) et audio-visuelle (v = 105 df = 1 p < 0.001) et 
les magnitudes de ces réponses sont similaires (W = 232 df = 1 p = 0.05). Il a ainsi été défini 
comme neurone visuel pour la catégorie macaque. D’autre part, les catégories bruit et serpent 
engendrent une augmentation d’activité de ce neurone dans toutes les modalités (bruit A : v = 
90 df = 1 p < 0.01, bruit V : v = 206 df = 1 p < 0.01 et bruit AV : v = 188 df = 1 p < 0.001 ; 
serpent A : v = 80 df = 1 p < 0.05, serpent V : v = 165 df = 1 p < 0.001 et serpent AV : v = 35 
df = 1 p < 0.05). Il a donc été ainsi défini comme neurone multisensoriel pour les catégories 
bruit et serpent. Ce neurone a donc été considéré comme AV complexe, étant visuel pour la 
catégorie macaque et multisensorielle pour les catégories bruit et serpent. Dans notre 
échantillon, 23 % des neurones ont été classés comme neurones AV complexes (54/233, 
Figure 3.3.7 D). Selon leur affectation aux différentes modalités, nous avons classé les 
neurones AV complexes en quatre différentes associations d’affectations (Figure 3.3.8 B). 
Plus de la moitié des neurones AV complexes (33/54, 61 %) sont auditifs et audio-visuels. La 
combinaison d’affectation visuelle et audio-visuelle (V & AV), comme illustré dans la Figure 
3.3.8 A, regroupe un quart des neurones AV complexes (24%, 13/54). Nous avons également 
constaté qu’une minorité de neurones est affectée à toutes les modalités (V & A et AV) ou 
aux deux modalités unisensorielles (V & A). Ces deux associations représentent 6% (3/54) et 
9% (5/54) respectivement.   
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Figure 3.3.8 Neurones multisensoriels complexes. (A) Exemple d’un neurone AV complexe. La 
même représentation que dans Figure 3.3.7 a été utilisée, c’est-à-dire PSTH des trois modalités et 
boxplot correspondant sur la droite. Ceci a été réalisé en condition globale (toutes catégories 
confondues, première ligne), pour la catégorie bruit (deuxième ligne), pour la catégorie macaque 
(troisième ligne) et pour catégorie serpent (quatrième ligne). Ce neurone complexe est visuel pour la 
catégorie macaque (réponses similaires aux stimuli V et AV de macaque) et multisensoriel pour les 
catégories bruit et serpent (réponses significatives pour toutes les modalités pour les deux catégories). 
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Les réponses ont été testés à l’aide du test de Wilcoxon (# p < 0,05, # p < 0,01 et # p < 0,001) et les 
modulations par le test de Mann Whitney ajusté par la correction de Bonferroni (* p < 0,05, * p < 0,01 
et * p < 0,001). (B) Camembert des pourcentages de neurones AV complexes selon leur affectation 
sensorielle (N = 54 neurones).   
 
Enfin, certains neurones qui ne répondent à aucune modalité (selon les catégories ou 
toutes confondues) répondent toutefois à au moins une catégorie de stimulus uniquement 
lorsque les modalités sont regroupées (bruit, macaque ou serpent). Seuls 9% de la population 
neuronale (21/233) présentent ce profil (Figure 3.3.7 D). 
Sélectivité aux catégories 
Nous nous sommes ensuite demandés si les neurones du PuM présentaient des 
sélectivités à certaines catégories de stimulation. Pour cela, nous avons calculé, parmi les 
neurones unisensoriels et les neurones multisensoriels classiques, la proportion de neurones 
qui ne répondent qu’à une seule catégorie, quelle que soit la modalité de réponses. Par 
exemple, nous avons regardé la proportion de neurones auditifs qui répond spécifiquement à 
une seule catégorie, par exemple à la vocalisation de macaque.  66 cellules (66/179, 37 % des 
neurones A, V et AV classiques) présentent une sélectivité parmi les 9 sélectivités existantes. 
De ce fait, chaque sélectivité représente, en moyenne, 4% des neurones A, V et AV classiques 
(Figure 3.3.7 F).  
Intégration multisensorielle 
Afin de mieux caractériser la réponse multisensorielle du PuM, nous avons examiné les 
propriétés intégratives des cellules AV (classiques et complexes) en calculant deux indices 
qui sont couramment utilisés dans les études multisensorielles. Ces deux indices apportent des 
informations complémentaires sur l’effet d’amplification et d’additivité produit par la 
combinaison des deux modalités unisensorielles. Dans le premier cas, l’indice d’amplification 
compare la réponse AV à la réponse unisensorielle la plus forte (voir matériels et méthodes). 
Cet indice permet de définir si la réponse multisensorielle est amplifiée ou supprimée par 
rapport à la meilleure réponse unisensorielle. L’indice d’additivité compare la réponse 
multisensorielle à la somme des  réponses unisensorielles (A et V), ce qui permet de 
déterminer si les réponses multisensorielles sont des réponses additives, sous-additives ou 
supra-additives. La Figure 3.3.9 représente les histogrammes des indices, ainsi que l’indice 
d’amplification en fonction de l’indice d’additivité pour chaque neurone. Les indices 
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d’amplification varient de -100 % à 36.4 %, avec un indice moyen d’amplification de -13.0 
%. Les réponses multisensorielles de la plupart des neurones AV (62/103, 60 %) diminuent 
par rapport aux réponses unisensorielles, alors qu’une faible proportion de cellules (41/103, 
40 %) affiche une réponse amplifiée. Cette suppression multisensorielle est à relier avec une 
sous-additivité qui caractérise presque toutes les cellules (100/103, 97 %). Les 3 cellules 
restantes sont supra-additives (aucune additive). L’indice additivité varie de -100 % à 16.4 %, 
avec une moyenne de -37.4 %. En conclusion, l’analyse des indices d’amplification et 
d’additivité a révélé un continuum des propriétés multisensorielles des neurones du PuM, 
reflétant une variabilité des profils intégratifs. Enfin, la majorité des réponses 
multisensorielles du PuM arbore une suppression d’activité et une relation sous-additive. 
 
Figure 3.3.9 Profiles multisensoriels des neurones audio-visuels du PuM. Les indices 
d’amplification de 103 cellules AV (classiques et complexes) sont représentés en fonction des indices 
d’additivité (partie inférieure gauche de la figure). Les distributions de chacun des indices apparaissent 
sur le dessus (indice d’additivité) et sur le côté droit (indice d’amplification). L’indice d’amplification 
correspond à une augmentation ou une diminution de la réponse multisensorielle par rapport à la 
meilleure réponse unisensorielle. L’indice d’additivité compare la réponse multisensorielle à la somme 
des réponses unisensorielles, définissant un sous-groupe additif (valeur négative), additif (valeur nulle) 
ou supra-additif (valeur positive). Il est à noter ici que la plupart des neurones du PuM a présenté des 
réponses multisensorielles diminuées et sous-additives. 
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Organisation topographique 
 Étant donné que le PuM se compose d’une population hétérogène de neurones auditifs, 
visuels et de neurones multisensoriels, nous avons cherché à déterminer si les régions 
enregistrées du PuM présentaient une organisation topographique sensorielle. Pour cela, nous 
avons cartographié les modalités sensorielles de chaque neurone selon les coordonnées de leur 
site d’enregistrement. Nous avons exploré le PuM de 2 à 7 mm selon l’axe antéro-postérieur 
(AP) et de 5 à 9 mm selon l’axe médio-latérale (ML) (Figure 3.3.10). Cette figure montre la 
présence de neurones unimodaux auditifs et visuels ainsi que de neurones bimodaux à chacun 
des sites de pénétration de l’électrode. Autrement dit, à chacune des coordonnées x et y de 
cette carte sont retrouvés des neurones A, V et AV. De plus, la proportion des neurones dans 
chacune des modalités ne diffère pas selon les axes AP et ML. Cette figure ne présente aucune 
évidence d’une possible organisation topographique du PuM selon la sensorialité des 
neurones enregistrés dans cette étude. 
 
 
Figure 3.3.10 Représentation topographique des sensorialités des neurones du PuM. Carte des 
modalités de 233 cellules enregistrées en fonction des coordonnées antéro-postérieure (axe des y, de 0 
à 3 mm) et médio-latérale (axe des x, de -1 à 5 mm) des sites de pénétration de l’électrode. La 
sensorialité des neurones est codé par la couleur (A en bleu, V en vert et AV en rouge) et la taille des 
points représente la proportion de neurones répondant à ces modalités. Aucune organisation 
topographique particulière n’a été mise en évidence. 
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3.3.5 Discussion 
 Cette étude apporte la preuve que le pulvinar médian contient des neurones visuels et 
auditifs mais également des neurones multisensoriels et ce, en large proportion (46%). Ces 
neurones audio-visuels présentent soit des profils de neurones AV classiques, soit des profils 
plus complexes. Les réponses multisensorielles de ces neurones sont majoritairement 
suppressives (60%) et sous-additives (97%), ce qui met en évidence le rôle intégratif des 
informations multisensorielles du PuM. Nous avons retrouvé des neurones sélectifs à chacune 
des catégories de stimulus utilisées et ce, pour chaque sensorialité. Enfin, nous n’avons trouvé 
aucune preuve d’une organisation topographique du PuM selon la sensorialité des neurones. 
 
Sensorialité du PuM 
 La sensorialité du pulvinar a été extensivement étudiée dans la modalité visuelle 
(Gattass et al. 1978; Bender 1981; Petersen et al. 1985; Benevento et Port 1995; Nguyen et al. 
2013; Van Le et al. 2013 et 2014; Maior et al. 2010). Notre étude a permis de révéler 
l’existence de neurones visuels mais également de neurones auditifs dans le PuM. Seules trois 
études ont étudié et rapporté la présence de neurones auditifs et de neurones somatosensoriels 
dans le pulvinar, mais n’ont pas localisé de ces neurones au sein des différentes divisions du 
pulvinar d’Olszewski (1952) (Mathers et Rapisardi 1973; Gattass et al. 1978; Yirmiya et 
Hocherman 1987). Notre étude a également révélé la présence de neurones multisensoriels 
audio-visuels chez l’animal éveillé en comportement. Gattass et collaborateurs (1978b) 
avaient observé des neurones multisensoriels dans le pulvinar et les avaient localisés selon la 
division de Friedmann (1912) dont aucune correspondance avec celle d’Olszewski n’a jamais 
été établie sur des bases anatomiques. De plus, contrairement à notre étude, Gattass et 
collaborateurs ont conduit leur étude chez l’animal anesthésié. Par ailleurs, la définition de 
neurones multisensoriels a évolué au fil des recherches dans ce domaine. Gattass et 
collaborateurs ont réalisé leurs analyses sensorielles à une période où seuls les neurones 
répondant à au moins deux stimulations unisensorielles étaient considérés comme 
multisensoriels. Actuellement, ces neurones bimodaux sont toujours considérés comme étant 
multisensoriels, mais trois autres formes de neurones multisensoriels ont été décrites dans la 
littérature : une forme de neurones répondant à des stimuli multisensoriels seuls, une forme de 
neurones répondant à toutes les modalités et une forme de neurones répondant différemment à 
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des stimuli dans une modalité unisensorielle et en condition multisensorielle ( Meredith and 
Stein 1986a; Calvert 2001; Laurienti et al. 2005; Avillac et al. 2007; Cappe et al. 2007b). 
Nous avons retrouvé des neurones multisensoriels appartenant à chacune de ces formes de 
multisensorialité, avec une prédominance des neurones ne répondant qu’à la condition 
multisensorielle. Nous avons également observé des neurones multisensoriels que nous avons 
appelé complexes de par la complexité de leur profile de réponses. En effet, ces neurones 
présentaient une sensorialité (par ex, V) pour une catégorie de stimulus (par ex, pour la 
catégorie macaque) et une autre sensorialité (par ex, AV) pour une autre catégorie (par ex, la 
catégorie serpent). Ce type de neurones multisensoriels n’a jamais été rapporté dans la 
littérature jusqu’à présent. L’implication de l’existence de tels neurones multisensoriels n’est 
pas évidente.   
 
Intégration multisensorielle  
 Dans notre étude, la majorité des neurones AV classiques et complexes du PuM 
montre des réponses multisensorielles suppressives et sous-additives. Les premières études 
sur l’intégration multisensorielle réalisées dans le SC ont pour la plupart observé des réponses 
multisensorielles augmentées et supra-additives (Perrault et al. 2003; Meredith et Stein 1986a; 
Wallace et al. 1996). Cependant, des études plus récentes ont montré une prédominance de 
réponses suppressives et sous-additives dans des structures considérées multisensorielles 
telles que VIP, PFC et le cortex auditif (Sugihara et al. 2006; Avillac et al. 2007; Kayser et al. 
2008). Ces observations apportent des évidences sur le fait que l’intégration multisensorielle 
ne se traduit pas seulement par des réponses augmentées et supra-additives. Nos résultats 
concernant les profils multisensoriels du PuM sont en accord avec ces études plus récentes. 
Par ailleurs, le principe d’efficacité inverse a été établi sur le fait que le gain multisensoriel est 
d’autant plus important que les stimuli se rapprochent du seuil de perception (Stein et 
Meredith 1993). Comme les stimuli utilisés dans notre étude étaient très saillants, on ne peut 
pas exclure que ces paramètres n’aient pas influencé les profils multisensoriels des neurones 
du PuM.  
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Sélectivité catégorielle 
 Nous avons observé que 66 neurones présentaient une sélectivité à une catégorie au 
sein de la sensorialité de ces neurones. Cependant, quelle que soit la sensorialité des neurones, 
nous n’avons pas retrouvé de catégorie davantage représentée par ces neurones à sélectivité. 
Autrement dit, aucune des catégories utilisées dans notre étude (serpent, macaque et bruit) ne 
semble être préférentiellement représentée dans le PuM. Ceci semble être en contradiction 
avec la théorie d’Isbell (2006) qui stipule que de par la pression de l’évolution, seuls les 
individus avec une bonne représentation des prédateurs comme les serpents auraient été 
sélectionné en lien avec l’évolution volumique du pulvinar. Des études électrophysiologiques 
ont suivie l’énonciation de cette théorie afin d’en vérifier la véracité. Non seulement, il a été 
montré que les neurones du pulvinar dorsal répondaient d’avantage aux serpents et surtout aux 
serpents en posture d’agression, mais aussi à des visages et à certaines expressions faciales, 
comme la surprise et la colère (Maior et al. 2010; Nguyen et al. 2013; Van Le et al. 2013 et 
2014). Ces résultats étayaient bien la théorie évolutionniste. Ces différences de conclusions 
pourraient provenir de de différences méthodologiques. En effet, dans notre étude, nous nous 
sommes, pour l’instant, intéressés qu’un nombre de neurones présentant une sélectivité pour 
une catégorie. Peut-être qu’une analyse du taux de décharges des réponses neuronales pourrait 
confirmer les résultats obtenus dans la littérature.  
 
Organisation topographique 
 Nous n’avons pas observé d’organisation topographique du PuM selon la sensorialité 
des neurones. Le PuM ne présente pas non plus d’organisation rétinotopique (Allman et Kaas 
1972; Gattass et al.1978a; Bender 1981; Petersen et al. 1985). Des représentations des 
informations auditives et somatosensorielles selon des organisations tonotopiques et 
somatotopiques n’ont jamais été explorées à ce jour. On peut également imaginer une 
organisation de cette structure selon l’origine spatiale des informations sensorielles, ceci 
renseignerait de la localisation des stimuli dans l’environnement et confèrerait un avantage 
pour les réponses motrices d’évitement ou d’orientation.  
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Fonctions du PuM 
 Notre étude montre le rôle du PuM dans le traitement des informations 
multisensorielles et dans l’intégration de celles-ci, comme il avait été proposé par Cappe et 
collaborateurs (Cappe et al. 2009a et 2009b; Cappe et al 2011). Les origines des informations 
sensorielles restent encore à déterminer et l’analyse des latences neuronales pourront nous 
aider à mieux comprendre comment s’organise le réseau sensoriel autour du pulvinar. En 
effet, le pulvinar médian est connecté à de multiples aires sensorielles visuelles : V4, ITC et 
PPC (Lyon et al. 2010; Stepniewska 2004), noyau du tractus optique (Baldauf et al. 2005), du 
noyau latéral postérieur (Benevento et Fallon 1975; Benevento et Standage 1983; Harting et 
al. 1980), du noyau thalamique réticulaire, du claustrum (Trojanowski et Jacobson 1975) et 
possiblement de la rétine (Itaya and Van Hoesen 1983). Les informations auditives pourraient 
provenir du noyau thalamique réticulaire et du cortex auditif caudal et rostral (Hackett et al. 
1998; Hackett et al. 2007; Cappe et al. 2009b). Enfin, le PuM reçoit des informations d’aires 
multisensorielles comme SC, PPC, PFC et STP (Harting et al. 1980; Romanski et al. 1997). Si 
PuM présentait des latences neuronales plus courtes que celles de certaines de ces aires, nous 
pourrions alors les exclure des possibles sources sensorielles.  
Les fonctions du PuM restent encore inconnues mais des hypothèses ont été formulées 
quant aux fonctions de la partie dorsale du pulvinar comprenant le PuM et le PuLd. Plus 
précisément, le Pu dorsal pourrait avoir un rôle dans l’attention visuelle mais également un 
rôle d’orientation du comportement (Kastner et Pinsk 2004; Stepniewska 2004). Puis, Isbell et 
le groupe de Nishijo ont apporté des évidences sur le fait que le Pu dorsal pouvait être 
impliqué dans la détection et la discrimination de prédateurs ou toutes autres informations 
environnementales qui pourraient renseigner sur la présence d’une menace qu’elle vienne 
d’un prédateur ou d’un congénère (Maior et al. 2010; Nguyen et al. 2013; Van Le et al. 2013 
et 2014). Le système colliculus supérieur / thalamus a été proposé comme voie sous-corticale 
pouvant être impliquée dans la reconnaissance de prédateur/proie (Sewards et Sewards 2002). 
Ceci a amené le groupe de Nishijo à considérer le pulvinar dans le système colliculo-pulvinar. 
Maior et collaborateur (Maior et al. 2010) ont montré que des capucins dont le SC avait été 
lésé ne présentaient plus de comportement d’évitement des serpents. Soares et collaborateurs 
(Soares et al. 2017) proposent que le système colliculo-pulvinar pourrait orienter l’attention 
vers un stimulus émotionnel saillant. Ce système pourrait dans un premier temps détecter et 
dans un deuxième temps répondre aux stimuli auditifs, visuels ou audio-visuels qui requièrent 
une détection rapide et des réponses motrices prioritaires. Cette théorie est en accord avec la 
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grande connectivité du PuM (Steriade et al. 1997; Cappe et al. 2009a; Stepniewska 2004) qui 
pourrait permettre au PuM d’envoyer des signaux concernant les stimuli saillants à de 
multiples aires cérébrales dont les aires motrices (Cappe et al. 2009b). La voie colliculo-
pulvinar-cortex moteur permettrait des réponses motrices très rapides. De plus, les connexions 
réciproques du PuM avec les aires corticales pourraient permettre une amplification du signal 
des informations sensorielles ascendantes. Il a été proposé que les circuits cortico-pulvino-
corticaux amélioreraient le rapport signal-bruit en modulant la synchronie entre ces aires des 
oscillations gamma (Fries 2015; Lakatos et al. 2016). Ceci est en accord avec le fait que des 
oscillations gamma ont été retrouvées dans le pulvinar dorsal (Le et al. 2016) mais également 
dans le SC (Goddard et al. 2012). Parallèlement aux enregistrements neuronaux, nous avons 
enregistré les potentiels de champs locaux. Leur analyse en fonction des différentes bandes 
d’oscillations (principalement les oscillations gamma et alpha) nous permettrait d’étayer cette 
hypothèse.  
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4 Discussion générale 
Lorsque nous évoluons dans un environnement, nous sommes constamment exposés à 
de multiples stimuli sensoriels que notre cerveau doit analyser. Notre cerveau doit détecter les 
nouvelles informations entrantes, traiter et déterminer quelles informations proviennent du 
même stimulus, prendre des décisions et exécuter des actions en conséquence. Dans le cas de 
stimuli multisensoriels, les informations apportées par nos différents canaux sensoriels sont 
combinées et intégrées en un seul percept. L’étude des processus d’intégration 
multisensorielle est essentielle pour comprendre comment nous percevons et interagissons 
avec notre environnement.  Ce projet de thèse visait à apporter des éléments supplémentaires 
quant à notre compréhension des processus d’intégration multisensorielle au niveau 
comportemental et des réseaux cérébraux de la multisensorialité. Nous nous sommes plus 
particulièrement intéressés à l’intégration multisensorielle de stimuli naturels.  
Il est maintenant couramment admis que la présentation conjointe de plusieurs 
informations sensorielles de différentes modalités peut, dans certaines conditions, faciliter la 
perception. Plusieurs facteurs peuvent influencer la facilitation comportementale : la 
congruence spatiale, la congruence temporelle et le principe d’efficacité inverse (Stein et 
Meredith 1993 ; Stein 2012) mais aussi la congruence sémantique (Laurienti 2004) et 
l’historique de modalité (Spence et al. 2001; Gondan et al. 2004). Dans notre première étude, 
nous avons étudié l’impact de trois de ces facteurs, que sont la saillance, la congruence 
sémantique et l’historique de modalité, sur les performances de détection de stimuli naturels 
chez le primate humain et non humain. Nous avons mis en évidence que la facilitation 
comportementale observée ne suit pas le principe d’efficacité inverse et n’était pas affectée 
par le contenu sémantique. En revanche, nous avons constaté une grande variabilité des gains 
multisensoriels de chacun des stimuli, accompagnée d’une variabilité des processus 
multisensoriels sous-jacents : les gains forts sont associés à une convergence, les gains 
moyens sont expliqués par le modèle de la course, alors que les gains les plus faibles et 
négatifs sont associés à une inhibition d’un canal sensoriel sur l’autre. Bien que l’historique 
de modalité soit, en partie, à l’origine de la variabilité des temps de réaction, ce facteur 
n’influence pas les gains multisensoriels des stimuli. De plus, nous avons découvert que 
certains paramètres physiques des stimuli expliquent la variation des gains et processus 
multisensoriels. 
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Les bases neuronales de l’intégration multisensorielle font l’objet de multiples 
recherches et de nombreuses régions cérébrales multisensorielles ont été rapportées dans le 
lobe temporal (Desimone et Gross 1979; Barraclough et al. 2005), frontal (Joseph et Barone 
1987; Benevento et al. 1977; Sugihara et al. 2006; Romanski 2012) et pariétal (Duhamel et al. 
1998;Grunewald et al. 1999; Bremmer et al. 2002a; Avillac et al. 2005; Schlack et al. 2005). 
De par l’organisation hiérarchique des cortex unisensoriels, les processus d’intégration 
multisensorielle était pensé comme étant un processus de haut niveau, ayant lieu qu’une fois 
le traitement des informations unisensorielles fini. Cependant, toutes les aires corticales n’ont 
pas été étudiées. Dans notre deuxième étude, nous avons examiné le gyrus cingulaire 
postérieur (GCP) dans les processus d’intégration multisensorielle et nous avons montré qu’il 
s’agit non seulement d’une structure multisensorielle, contenant des neurones auditifs, visuels 
et multisensoriels, mais également une structure intégrative, présentant des réponses 
multisensorielles suppressives et sous-additives. Les neurones multisensoriels de cette région 
présentent soit des profils de réponses classiques, soit complexes. La particularité de cette 
structure vient des latences neuronales qui ne varient pas selon la modalité des réponses, 
suggérant un rôle dans la recalibration temporelle des informations multisensorielle. Enfin, 
nous avons constaté que la population neuronale étudiée présente majoritairement une faible 
sélectivité aux stimuli et une représentation distribuée de ces stimuli, ce qui pourrait révéler 
d’un rôle de discrimination grossière ou de détection. Cette étude ajoute donc une nouvelle 
aire corticale de haut niveau dans les réseaux cérébraux de la multisensorialité.  
Ceci étant dit, des preuves récentes d’interaction multisensorielle dans des aires 
corticales de bas niveau (Calvert et al. 1999; Ghazanfar 2009; Kayser et al. 2009; Wang et al. 
2008) et des évidences anatomiques de convergences sous corticales (Cappe et al. 2007; 
2009a; 2009b; 2011; Falchier et al. 2011) mettent au cause ce modèle. Dans notre troisième 
étude, nous avons exploré le pulvinar médian comme potentiel centre intégrateur des 
informations audio-visuelles et nous avons pu mettre en évidence sa nature multisensorielle et 
son rôle intégrateur des informations audio-visuelles. Cette étude révèle donc l’importance de 
prendre en compte aussi les aires sous-corticales jusque-là délaissées dans les études 
multisensorielles.  
 
 161 
 
4.1 Effet de facteurs et intérêt des stimuli naturels 
 Les études pionnières de l’intégration multisensorielle ont été conduites dans les 
couches profondes du colliculus supérieur chez le chat (Stein et Meredith 1993). La plupart 
des neurones du CS présente des réponses aux stimuli multisensoriels supérieures à la somme 
des réponses aux stimuli unisensoriels (supra-additive), ce qui témoigne d’un effet facilitateur 
multisensoriel. Cette facilitation maximale est obtenue dans certaines conditions à l’origine de 
l’énonciation de trois règles : la congruence spatiale, la congruence temporelle et le principe 
d’efficacité inverse. En effet, la meilleure réponse multisensorielle est obtenue pour des 
stimulations provenant de la même source, à savoir dans la même région de l’espace et 
synchrones (Meredith et Stein 1986; Meredith et al. 1987). De plus, selon le principe 
d’efficacité inverse, plus des réponses neuronales ou comportementales à des stimuli sont 
faibles, plus le gain multisensoriel résultant de l’intégration de ces deux stimuli est fort (M A 
Meredith et Stein 1986b). Ces règles ont, par la suite, servi de bases pour l’étude de la 
multisensorialité à l’échelle physiologique mais également comportementale. La plupart de 
ces études comportementales ne s’est intéressée qu’à un seul de ces facteurs à la fois (Fort et 
al. 2002a; van Atteveldt et al. 2007; Stevenson et al. 2012). Pourtant, le groupe de Wallace a 
récemment mis en avant des effets d’interdépendance de ces facteurs. Des interdépendances 
entre les congruences spatiale et temporelle lors d’une tâche de localisation de stimuli AV et 
une influence de la localisation des stimuli sur la capacité à juger les stimuli synchrones 
(Stevenson et al. 2012b). De plus, la localisation des stimuli module l’effet de la saillance sur 
le gain multisensoriel, lors d’une tâche de localisation de stimuli A, V et AV (Nidiffer et al. 
2016). Enfin, les sujets sont plus enclins à juger asynchrones des stimuli audio-visuels 
faiblement asynchrones lors de forte saillance des stimuli, témoignant de l’interdépendance de 
la saillance et des aspects temporel des stimuli multisensoriels (Krueger Fister et al. 2016). 
Dans ce cas, les systèmes multisensoriels semblent donc compenser l’ambiguïté des stimuli en 
augmentant la tolérance à l’asynchronie. Par ailleurs, d’autres facteurs influençant les 
interactions multisensorielles ont été découverts, comme la congruence sémantique (Laurienti 
2004) et l’historique de modalité (Spence et al. 2001; Gondan et al. 2004). En effet, une 
incongruence sémantique ralentirait les temps de réactions par rapport à des stimuli 
congruents (Laurienti 2004). Quant à l’historique de modalité, une répétition d’une même 
modalité accélèrerait les temps de réaction alors qu’un changement de modalité les ralentirait 
(Spence et al. 2001). Cependant, la grande majorité de ces études portant sur les effets de ces 
facteurs ont été réalisées avec des stimuli simples (bip, flash). Or notre environnement est 
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rarement composé de stimuli simples, mais plus généralement de stimuli complexes comme 
des humains, des animaux, des objets et des paysages. Nous avons étudié les réponses 
comportementales à des stimuli complexes naturels lors d’une tâche de détection, en tenant 
compte de plusieurs de ces effets, à savoir la congruence sémantique, l’historique de modalité 
et la saillance. Notre étude montre que les réponses comportementales sont affectées par le 
changement modalité et par la saillance mais ne sont pas en accord avec le principe 
d’efficacité inverse et ne sont pas influencées par le contenu sémantique.  Les effets de ces 
facteurs retrouvés dans notre étude peuvent être propres à la tâche comportementale de 
détection. Il est d’ailleurs assez intuitif de penser qu’une compréhension du contenu 
sémantique n’était pas nécessaire pour réaliser la tâche.  
 Notre étude est également la première étude multisensorielle à utiliser des stimuli 
complexes naturels en aussi grand nombre. Il est vrai que l’utilisation d’un grand set de 
stimuli complexes rend l’analyse plus difficile, comme notamment le fait de déterminer le 
seuil de perception des stimuli. Cependant, cette étude a révélé la grande richesse des gains et 
des processus multisensoriels de stimuli naturels qui s’est avérée, en partie, expliquée par les 
paramètres physiques des stimuli. Ce facteur n’est pas encore pris en compte dans les études 
multisensorielles, ce qui souligne l’importance d’étudier aussi les propriétés des processus 
multisensoriels de stimuli naturels. Même si cette étude a utilisé des stimuli complexes 
naturels, les stimuli de notre environnement sont rarement statiques comme dans notre étude. 
Pour se rapprocher davantage de conditions écologiques, des stimuli en mouvement sous 
forme de vidéo pourraient être utilisés. Dans ce cas, les réponses comportementales pourraient 
dépendre d’autres facteurs ou d’un ordre hiérarchique différent de ces facteurs, tout comme 
on peut supposer que dans une tâche comportementale où le contenu sémantique jouerait un 
rôle, les paramètres physiques des stimuli n’affecteraient les réponses comportementales que 
de façon secondaire.  
 Par ailleurs, l’utilisation de différentes catégories de stimuli naturels dans nos études 
électrophysiologiques dans le pulvinar médian et le gyrus cingulaire postérieur a permis de 
révéler l’existence de neurones multisensoriels complexes dans ces deux structures. Pour 
rappel, ces neurones peuvent être classés dans une modalité (par ex V) pour une catégorie de 
stimuli (par ex macaque) et classés dans une autre modalité (par ex AV) pour une autre 
catégorie (par ex serpent). L’existence de tels neurones n’a jamais été rapportée dans la 
littérature. Ceci est certainement dû au fait que la plupart des études utilisait des stimuli 
simples (Avillac et al. 2005; Lakatos et al. 2007; Wang et al. 2008) ou des stimuli appartenant 
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à une même catégorie (Ghazanfar et al. 2005). Ceci montre une nouvelle fois l’importance 
d’étudier la multisensorialité de stimuli variés et naturels.  
 
4.2 Effets des oscillations 
La facilitation multisensorielle peut agir sur les activités cérébrales comme nous l’avons 
vu précédemment, mais également sur les latences des activités cérébrales (Barraclough et al. 
2005; Avillac et al. 2007; Rowland et al. 2007; Wang et al. 2008) ou/et sur l’activité 
oscillatoire (Lakatos et al. 2007; Kayser et al. 2008). Il est maintenant admis que l’activité 
oscillatoire va jouer sur notre capacité à percevoir un stimulus (Busch et al. 2009). En effet, si 
un stimulus est présenté au pic d’une phase oscillatoire, alors le stimulus sera perçu ; à 
l’inverse, si le stimulus est présenté au creux de l’oscillation, alors il sera moins bien perçu. 
Or, une stimulation multisensorielle va réinitialiser la phase des oscillations de deux cortex 
sensoriels (Lakatos et al. 2007). Plus précisément, un stimulus somatosensoriel agit de 
manière croisée sur le cortex auditif primaire : le signal somatosensoriel réinitialise la phase 
des oscillations du cortex auditif et de ce fait, les potentiels d’action codant pour le stimulus 
auditif arrivent à la phase de la plus haute excitabilité, améliorant ainsi le traitement auditif 
(Lakatos et al. 2007). Les auteurs ont observé que ce mécanisme de réinitialisation de phase 
avait seulement des influences modulatrices, plutôt que conductrices d’informations 
sensorielles (Lakatos et al. 2009).  De plus, la synchronisation de phase est un autre 
mécanisme oscillatoire permettant la communication entre de deux aires cérébrales (Fries 
2005). Des enregistrements intracérébraux chez l’homme ont permis de montrer que la 
réinitialisation de phase des oscillations induite par des stimuli multisensoriels engendrait une 
synchronisation rapide d’aires cérébrales à l’origine de réponses comportementales rapides 
(Mercier et al. 2013 et 2015). Ceci montre que les processus oscillatoires influencent 
l’intégration multisensorielle et donc la perception de notre environnement mais également 
jouent un rôle comportemental. De ce fait, il parait important d’étudier les processus 
oscillatoires de nos enregistrements de potentiels de champs locaux en lien avec les activités 
neuronales afin de mieux comprendre les mécanismes qui gouvernent l’intégration 
multisensorielle dans le GCP et PuM. Il est possible, là aussi, que les mécanismes oscillatoires 
et/ou la force de ces mécanismes à l’origine de la facilitation multisensorielle varient selon la 
condition et la tâche comportementale et donc la charge cognitive engagée. Comme les deux 
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expériences se sont déroulées exactement dans les mêmes conditions avec les mêmes singes, 
nous pourrons déterminer si les deux aires partagent les mêmes mécanismes oscillatoires.   
Les processus attentionnels sont un bel exemple de l’effet des oscillations sur notre 
perception. Lakatos et collaborateurs (Lakatos et al. 2009) ont observé une réinitialisation de 
phase des oscillations dans les cortex auditif et visuel primaires quand l’animal porte son 
attention sur des stimuli, respectivement, visuels et auditifs. Cependant, ce mécanisme de 
réinitialisation de phase n’apportait que des influences modulatrices, plutôt que conductrices 
d’informations sensorielles (Lakatos et al. 2009). Les auteurs ont proposé que cette 
modulation par réinitialisation de phase médiée par des signaux pourrait être l’œuvre de 
projections thalamo-corticales, sous le contrôle inhibiteur du noyau thalamique réticulé. De 
plus, comme nous l’avons vu précédemment, le pulvinar, par ses multiples connexions avec le 
cortex et les boucles thalamo-corticales, pourrait synchroniser des aires corticales distantes, 
facilitant ainsi leur communication. Ceci suggère un rôle dans l’attention du pulvinar, 
hypothèse développée par Shipp et collaborateurs qui ont impliqué le pulvinar dans 
l’aiguillage attentionnel (Shipp 2003). En effet, si plusieurs stimuli sont présents dans 
l’environnement, les signaux associés à différentes oscillations pourraient tous les deux 
impliquer le pulvinar. Or s’il s’agit de signaux en concurrence, un signal va nécessairement 
dominer l’autre, se traduisant par une attention sélective pour ce stimulus. De ce fait, la 
grande connectivité du pulvinar est un réel atout pour permettre l’aiguillage attentionnel entre 
plusieurs stimuli. 
La perception est modifiée non seulement par ces mécanismes « bottum up » de 
l’attention, mais également par des mécanismes « top down ».En effet, une étude a examiné 
comment les contraintes attentionnelles peuvent avoir une influence sur les performances dans 
une tâche de détection et dans une tâche de localisation spatiale de stimuli multisensoriels 
(Sperdin et al. 2010). Lorsque l’attention était portée sur les caractéristiques spatiales des 
stimuli, la facilitation multisensorielle observée pendant la tâche de détection n’était pas 
altérée. En revanche, la capacité des sujets à les localiser spatialement était fortement 
diminuée. Ces résultats suggèrent des phénomènes de priorité « top down » dans le traitement 
des informations multisensorielles.  
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4.3 Bases neuronales et système pulvino-cingulaire 
 De par l’organisation hiérarchique des systèmes unisensoriels, l’intégration 
multisensorielle a d’abord été pensée comme un processus de haut niveau, n’ayant lieu 
uniquement au sommet de la pyramide du traitement des informations sensorielles. Plusieurs 
aires corticales ont, en effet, été impliquées dans ces processus (STS, PFC, IPC).  Cependant, 
le GCP qui est décrit comme étant une aire corticale de haut niveau, à fonctions cognitives 
(Gusnard et Raichle 2001; Pearson et al. 2011; Brewer et al. 2013; Insel et Takehara-
Nishiuchi 2013; Leech et Sharp 2014) et qui est connecté à des nombreuses aires corticales 
multisensorielles (STS, PFC, PPC) (Vogt et al. 1979; Vogt et Pandya 1987; Baleydier et 
Mauguiere 1980) n’a jamais été examiné pour ses éventuelles fonctions multisensorielles. 
Nous avons exploré cette aire et montré l’existence de neurones sensoriels et plus 
particulièrement multisensoriels. Cependant, des preuves anatomiques et 
électrophysiologiques de convergences multisensorielles dans des aires corticales sensorielles 
de bas niveau, considérées comme unisensorielles, ont remis en question le modèle 
hiérarchique du traitement multisensoriel (Calvert et al. 1999; Wang et al. 2008; Kayser et al. 
2008; Ghazanfar 2009; Ghazanfar et Schroeder 2006). Cette nouvelle donnée a soulevé la 
question de l’implication des aires sous corticales, et notamment du thalamus, dans les 
processus d’intégration multisensorielle. L’étude de la connectivité du thalamus aux 
différentes aires corticales sensorielles a permis de mettre en évidence des potentiels centres 
intégrateurs dans le thalamus tels que PuM, LP, VPL, MD et CL (Cappe et al. 2007; 2009a; 
2009b; 2011; Falchier et al. 2011). Nous avons examiné l’un de ces candidats les plus 
prometteurs, le PuM et nous avons pu mettre en évidence des neurones multisensoriels dans 
cette région. Nos résultats confirment et complètent les résultats récents sur l’implication 
d’aires sous corticales impliquées dans le traitement des informations multisensorielles. De ce 
fait, les réseaux cérébraux de la multisensorialité comprennent des connexions cortico-
corticales à haut niveau et à bas niveau mais également thalamo-corticales, les rendant ainsi 
plus complexes. Cette grande diversité des connexions entre le thalamus et les aires corticales 
sensorielles témoigne d’un système distribué dont le rôle reste à déterminer.  
Par ailleurs, nous avons observé des latences neuronales visuelles courtes dans le GCP. 
Des études antérieures ont révélé des connexions avec le pulvinar médian et le claustrum 
(Baleydier et Mauguiere 1980 et 1985; Vogt et al. 1987b). De ce fait, le PuM apparait comme 
étant une possible source des informations sensorielles du GCP. Comme nos deux études 
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électrophysiologiques ont été réalisées exactement dans les mêmes conditions, avec les 
mêmes stimuli, ceci nous permet de comparer les résultats obtenus des deux structures 
étudiées. La première similarité est que nous avons observé des neurones auditifs, visuels et 
multisensoriels dans les deux structures. De plus, les neurones multisensoriels de ces deux 
structures prennent des formes classiques et complexes. Malgré le fait que nous ne puissions 
pas exclure que d’autres aires pourraient également contenir des neurones complexes sans 
qu’ils aient été découverts pour des raisons notamment de stimuli testés, on peut également 
imaginer que ces neurones soient spécifiques à certaines structures et ne se retrouveraient pas 
dans toutes les aires. Par exemple, le STS traite préférentiellement les stimuli voix/visage 
(Calvert 2001; Ghazanfar et al. 2008; Chandrasekaran et Ghazanfar 2009; Watson et al. 
2014), il se pourrait donc que ce soit difficile de pouvoir observer ce type de neurones dans 
cette aire. De plus, le PuM et le GCP ont des profils de réponses multisensorielles très 
similaires, à savoir des réponses majoritairement suppressives et sous-additives. Même si la 
saillance et le changement de modalité influencent les propriétés intégratives des neurones 
multisensoriels (Stein et al. 1993; Gondan et al. 2004), il ne semble pas que ces facteurs 
puissent être à l’origine des profils multisensoriels. Ces résultats semblent donc en faveur de 
propriétés multisensorielles communes de ces deux populations neuronales. Enfin, ces deux 
structures ont été impliquées dans des fonctions similaires, comme l’attention (Perryman et al. 
1980; Petersen et al. 1985; Bush 2011; Heilbronner et al. 2011; Leech et Sharp 2014) et 
l’orientation du comportement (Acuña et al.1983; Petersen et al. 1985; Yirmiya et Hocherman 
1987; Magariños-Ascone et al. 1988; Benevento et Port 1995; Hayden et al. 2008 et 2010; 
Pearson et al. 2009 et 2011). Toutes ces similitudes sont autant d’évidences que le PuM et le 
GCP pourrait appartenir à un même système impliqué dans des fonctions communes à ces 
deux structures. Ceci est en accord avec l’hypothèse de Mesulam (1981 et 1990) selon 
laquelle le GCP, le PFC, ainsi que le PuM constitueraient un « réseau de grande échelle » 
consacré à attention spatiale. 
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4.4 Intégration multisensorielle et charge cognitive 
L’intégration d’informations sensorielles permet d’unifier des informations provenant 
d’un même stimulus et sous certaines conditions, permet d’améliorer notre perception. Ce 
gain perceptif provient d’une diminution de l’ambiguïté se traduisant par une réduction des 
temps de réaction et une augmentation des performances (Hershenson et al. 1962). Cette 
amélioration perceptive et comportementale a été rapportée dans des tâches de détection 
(Molholm et al. 2002; Teder-Sälejärvi et al. 2002; Sperdin et al. 2009; Otto et al. 2013) et de 
discrimination (Giard et Peronnet 1999; Fort et al. 2002; Rinne et al. 2009; Werner et 
Noppeney 2010b). Nous avons vu précédemment que ces processus multisensoriels sont 
dépendants de facteurs dans lequel l’expérience est effectuée. On peut alors se demander si, 
dans des mêmes conditions expérimentales (même facteurs, même sujets, même stimuli), le 
gain multisensoriel serait toujours observé dans chacune de ces tâches. En effet, la tâche 
comportementale et donc la charge cognitive pourrait, elle-aussi, influencer notre perception 
et notre comportement.  Plusieurs études ont d’ailleurs apporté des évidences quant à l’effet 
de la tâche dans la facilitation multisensorielle. En effet,  Barone et collaborateurs ont montré 
que des interactions audio-visuelles existaient dans le cortex visuel primaire, se traduisant par 
une réduction des latences neuronales (Wang et al. 2008). Cependant, ce phénomène était 
visible seulement quand le singe devait détecter le stimulus et non en conditions passives. 
Cette modulation des réponses neuronales par la tâche a également été retrouvée dans le 
cortex auditif (Brosch et al. 2005) et dans le cortex pariétal (Gifford et Cohen 2004).  
Cette dépendance des réponses multisensorielles à la nature de tâche a également été 
rapportée, chez l’homme, grâce à des études des potentiels évoqués. En effet, la charge 
cognitive et les capacités perceptives influencent les cartes d’activations corticales des 
interactions multisensorielles, ainsi que leur  décours temporel (Giard et Peronnet 1999; Fort 
et al. 2002a et 2002b). Bien que des interactions multisensorielles étaient rapportées dans 
cortex visuel lors de tâches de détection et d’identification, l’amplitude du potentiel évoqué 
était diminuée quand les sujets devaient identifiés les objets. De plus, l’activité évoquée par le 
cortex auditif (Rinne et al. 2009) peut être modulée par la charge mnésique. Ces résultats 
suggèrent que différents réseaux d’interactions multisensorielles sont impliqués selon des 
processus perceptifs et cognitifs engagés pour réaliser une tâche. Bien que la charge cognitive 
influence la perception et les réponses comportementales,  la force de cette dépendance à la 
tâche et les règles qui les gouvernent restent à déterminer. Qu’en est-il lorsque ces tâches sont 
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réalisées dans les mêmes conditions, avec les mêmes stimuli et chez les mêmes sujets? Dans 
quelle mesure la charge cognitive engagée dans chacune de ces tâches augmente-t-elle le gain 
comportemental ? Comment varient les effets des facteurs et leur ordre d’importance selon la 
charge cognitive ?  
 
4.5 Conclusion et perspectives  
Il est maintenant établi que la facilitation multisensorielle répond à certaines règles. Les 
premières à avoir été établies sont les règles de congruence spatiale, temporelle et d’efficacité 
inverse et sont la preuve d’effet de facteurs sur l’intégration sensorielle (localisation, 
synchronicité et saillance). Depuis lors, d’autres facteurs ont été mis en évidence, à savoir la 
congruence sémantique et l’historique de modalité. Ici, nous avons montré que, lors d’une 
tâche de détection utilisant de très nombreux stimuli, la congruence sémantique n’influence 
pas le traitement multisensoriel et la réponse comportementale mais qu’en revanche le 
contenu physique de stimuli et l’historique de modalité le peuvent. Ceci ne pourrait être le cas 
uniquement pour des stimuli naturels et/ou dans une tâche de détection. Par ailleurs, la tâche 
et la charge cognitive associée peuvent également affecter les processus intégratifs de 
certaines aires cérébrales. Enfin, des processus oscillatoires, comme l’attention, peuvent 
interagir avec les processus multisensoriels, modifiant ainsi notre perception et notre 
comportement. Tous ces éléments sont autant de paramètres dont il faudrait tenir compte pour 
permettre une meilleure compréhension des processus multisensoriels de chacune des aires 
cérébrales multisensorielles, pour faciliter leurs comparaisons et pour déterminer, sur la base 
de ces critères, les différents réseaux cérébraux de la multisensorialité.  
Bien que certaines aires cérébrales soient bien documentées dans la littérature, les 
réseaux cérébraux de la multisensorialité sont encore mal définis. Longtemps, l’intégration 
multisensorielle a été définie comme un processus de haut niveau, ce qui a limité les 
recherches aux aires corticales impliquées dans le traitement de haut niveau des informations 
sensorielles. Ces travaux de thèse ont notamment permis de montrer l’implication d’une 
nouvelle région dans ces processus multisensoriels, le gyrus cingulaire postérieur. 
Récemment, le modèle hiérarchique du traitement de l’information multisensorielle a été mis 
à mal par des évidences d’interactions multisensorielles dans des aires sensorielles de bas 
niveau, pensées alors comme étant unisensorielles. Comme le suggère l’anatomie, nos travaux 
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confirment que des structures sous corticales thalamiques comme le pulvinar médian sont 
eux-aussi engagés dans le traitement des informations multisensorielles. Une grande partie du 
cerveau semble être impliquée dans l’intégration multisensorielle et ce constat soulève deux 
questions, la première est : Existe-t-il d’autres aires cérébrales impliquées dans ces 
processus ? En effet, nous pouvons supposer que d’autres structures peuvent faire partie des 
réseaux de la multisensorialité sans qu’elles aient été identifiées. Il est donc primordial de 
continuer à explorer de nouvelles aires corticales et sous corticales dans le cadre du traitement 
multisensoriel et pas seulement audio-visuel. La deuxième question est : existe-t-il des 
réseaux multisensoriels différents et comment s’organisent-ils ? En effet, les patterns spatio-
temporels des activités corticales liées à l’intégration multisensorielle semblent différer selon 
la tâche comportementale, suggérant différents réseaux cérébraux impliqués dans les 
processus intégratifs selon la charge cognitive. Parallèlement à l’exploration de nouvelles 
structures multisensorielles, il serait intéressant d’étudier plus précisément ces différents 
réseaux multisensoriels pour des niveaux différents de charge cognitive. La question est de 
savoir si ces réseaux cérébraux sont organisés hiérarchiquement, en fonction du niveau de 
traitement des stimuli, ou en fonction du niveau de charge cognitive ? Quelle est la place des 
aires corticales de bas niveau et celle des aires sous corticales comme le pulvinar médian ? 
Existe-t-il des régions clés systématiquement impliquées dans l’intégration multisensorielle ? 
Les différents réseaux cérébraux liés aux tâches laissent effectivement penser que 
l’intégration multisensorielle implique divers mécanismes et divers systèmes neuronaux 
largement distribués dans le cerveau. L’hypothèse selon laquelle l’intégration multisensorielle 
pourrait se produire en faisant intervenir systématiquement une aire corticale ou sous-corticale 
donnée, région qui serait alors clé pour le traitement multisensoriel est également à 
considérer.  
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Abréviations 
Concernant le cortex : 
A1 cortex audititif primaire 
AES sillon ectosylvien antérieur 
AEV région viseulle de l’AES 
AIP aire antérieure intrapariétale 
AS sillon arqué 
CAC partie caudale du cortex auditif 
CaS scissure calcarine 
cc corps calleux 
CCA cortex cingulaire antérieur 
CCM cortex cingulaire moyen 
CCP cortex cingulaire postérieur 
CeS sillon central 
CgS sillon cingulaire 
CL aire caudiolatérale du cortex auditif 
CM aire caudiomédiale du cortex auditif 
CPB aire de la parabelt caudale 
CRS cortex rétrosplénial  
DM aire dorsomédiale 
FEF frontal eye field 
FAES région auditive de l’AES 
FST aire du fond du sillon temporal 
GCP gyrus cingulaire postérieur 
IOS sillon inférieur occipital 
IPS sillon intrapariétal 
IPC cortex intrapariétal 
LaS sillon latéral (Sylvien) 
LIP aire latérale intrapariétale 
M1 cortex moteur primaire 
MIP aire médiale intrapariétale 
MST medial superior temporal (complexe) 
MT aire médiane temporale 
OTS sillon occipital temporal 
PE aire pariétale PE 
PEa aire pariétale PEa 
PEG gyrus ectosylvien 
PFC cortex préfrontal 
vlPFC partie ventrale latérale du cortex préfrontal 
PIP aire postérieure intrapariétale 
PMLS cortex visuel postérieur médial latéral 
PMd aire prémotrice dorsale 
PMv aire prémotrice ventrale 
PO aire pariétale-occipitale 
POS sillon pariéto-occipital 
PPC cortex pariétal postérieur 
PR aire pariétale PR 
PS sillon principal 
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PV aire pariétale ventrale 
PY cortex piriforme 
R aire auditive R 
RAC partie rostrale du cortex auditif 
Ri aire rétroinsulaire 
RP aire de la parabelt rostrale 
S2 aire secondaire somatosensorielle (complexe) 
SIV région somatosensorielle de l’AES 
SMA aire supplementaire motrice 
STG gyrus temporal supérieur 
STP aire supérieure temporale polysensorielle 
STS sillon temporal supérieur 
STSms sillon temporal supérieur multisensoriel 
TF et TH cortex parahippocampique 
Tpt aire temporopariétale 
V1 aire visuelle 1 
V2 aire visuelle 2 
V3 aire visuelle 3 
V4 aire visuelle 4 
VIP aire ventrale intrapariétale (complexe) 
VOT aire ventrale occipitotemporale 
VP aire ventrale posterieure 
 
 
Concernant le colliculus supérieur : 
CS colliculus supérieur 
SZ stratum zonale du colliculus supérieur 
SGS stratum griseum superficiale du colliculus supérieur 
SO stratum opticus du colliculus supérieur 
SGI stratum griseum intermediale du colliculus supérieur 
SAI stratum album intermediale du colliculus supérieur 
SGP stratum griseum profundum du colliculus supérieur 
SAP stratum album profundum du colliculus supérieur 
 
Concernant le thalamus : 
AD noyau antérodorsal 
AM noyau antéromedial 
AV noyau antéroventral 
BrSC brachius du colliculus supérieur 
CeM noyau central médial 
CL noyau central latéral 
CM noyau centre médian 
CM-Pf complexe central médian et parafasciculaire 
CT corticothalamique 
Hb noyau habénula 
LD noyau latéral dorsal 
LGN noyau latéral geniculé 
Li noyau limitans 
LP noyau latéral posterieur 
MD noyau médiodorsal 
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MGN noyau médial geniculé 
MTT noyau de la région mammillothalamique 
Pf noyau parafasciculaire 
Po noyau postérieur 
PuA pulvinar antérieur 
PuI pulvinar inférieur 
PuL pulvinar latéral 
PuM pulvinar médial 
R noyau réticulé 
Rh noyau rhomboïde 
Sg noyau supragéniculé 
TC thalamocortical 
VA noyau ventral antérieur 
VAmc noyau ventral antérieur, division magnocellulaire 
VL noyau ventral latéral  
VLa noyau ventral latéral anterieur 
VLp noyau ventral latéral posterieur 
VLpd noyau ventral latéral posterieur, division dorsale 
VLpv noyau ventral latéral postérieur, division ventrale 
VM noyau ventral médial 
VPI noyau ventral postérieur inférieur 
VPL noyau ventral postérieur latéral 
VPM noyau ventral postérieur médial 
ZI zona incerta 
X aire X 
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Résumés de la thèse 
Version française :  
 
Dans notre environnement, nous sommes constamment exposés à de multiples stimuli 
sensoriels que notre cerveau doit analyser. Afin d’interagir avec le monde qui nous entoure, 
nous devons intégrer ces différentes sources d’informations sensorielles. L’étude des 
processus d’intégration multisensorielle est essentielle pour comprendre comment le cerveau 
intègre les éléments séparés d'un objet défini par plusieurs composantes sensorielles pour 
former un percept unifié. Il est maintenant couramment admis que la présentation conjointe de 
plusieurs informations sensorielles de modalités différentes d’un même stimulus peut faciliter 
la perception. Cette facilitation multisensorielle semble être soumise à des règles particulières 
puisque certains facteurs l’influencent. Parmi eux, nous avons étudié, dans notre première 
étude, l’impact de trois facteurs que sont la saillance, la congruence sémantique et le 
changement de modalité sur les performances de détection de stimuli naturels chez l’homme 
et le singe. L’utilisation de stimuli naturels nous a permis de mettre en lumière l’influence des 
paramètres physiques des stimuli sur l’intégration multisensorielle. De plus, nous avons 
montré que les effets de ces facteurs sur des stimuli naturels diffèrent de ceux retrouvés avec 
des stimuli simples. Ces résultats convergent vers des effets multifactoriels sur la facilitation 
multisensorielle dont la force, les interdépendances et l’ordre varieraient en fonction de la 
tâche comportementale et de ce fait, de la charge cognitive. D’un point de vue anatomique et 
plus précisément au niveau cortical, les processus d’intégration multisensorielle paraissaient 
être jusqu’à récemment une caractéristique que seules possédaient les aires associatives 
situées au sommet de la hiérarchie du traitement de l’information. On sait maintenant que des 
aires corticales de bas niveau, pensées jusque-là comme étant unisensorielles, sont impliquées 
dans les processus multisensoriels, soulevant ainsi la question des aires sous-corticales. Des 
études anatomiques ont mis en évidence l’existence de noyaux thalamiques qui, par leurs 
connexions, pourraient permettre un transfert rapide et même une intégration des informations 
sensorielles. Cette nouvelle littérature témoigne de la grande complexité des réseaux 
cérébraux de la multisensorialité. Dans deux études électrophysiologiques chez le singe, nous 
avons examiné les propriétés multisensorielles de deux structures, le gyrus cingulaire 
postérieur et le pulvinar médian, qui n’avaient jamais été explorées auparavant dans un 
contexte multisensoriel. Nous avons montré que ces structures sont non seulement 
multisensorielles mais également intégratives et qu’elles pourraient appartenir à un même 
système fonctionnel. Ces travaux de thèse ont apporté des éléments supplémentaires quant à 
notre compréhension des processus d’intégration multisensorielle au niveau comportemental 
et des réseaux cérébraux sous-jacents et particulièrement ceux liés à l’intégration de stimuli 
naturels. 
 
Mots clés : intégration multisensorielle, vision et audition, comportement, stimuli naturels, 
pulvinar médian, gyrus cingulaire postérieur, enregistrements électrophysiologiques unitaires 
et multi-unitaires, primates humains et non humains. 
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Version anglaise : 
 
In our environment, we are constantly exposed to multiple sensory stimuli that our brain has 
to analyze. To interact with the surrounding world, we have to integrate these different 
sources of sensory information. The study of the processes of multisensory integration are 
essential in understanding how our brain integrates the individual parts of an object defined 
by several sensory components to arrive at a unified percept. It is now widely accepted that 
the concurrent presentation of several sensory information about the same stimulus in 
different modalities can facilitate its perception. This multisensory facilitation seems to be 
subjected to specific rules since some factors influence it. Amongst them, we have studied, in 
our first experiment, the impact of three factors, namely saliency, semantic congruency and 
modality switch, on the detection of natural stimuli in humans and monkeys. Using natural 
stimuli enabled us to highlight the influence of the physical parameters of stimuli on 
multisensory integration. Moreover, we showed that the effect of these factors on natural 
stimuli are different from those found with simple stimuli. These results point toward 
multifactorial effects on multisensory facilitation, of which the force, the interdependency and 
the order would vary as a function of the behavioral task, and, thus as a function of the 
cognitive load. From an anatomical point of view and more specifically at the cortical level, 
the integration mechanism appeared to be, until recently, a characteristic possessed only by 
associative areas at the top of the hierarchy of information processing. We now know that low 
level cortical areas, thought up to then to be only unisensory, are implicated in multisensory 
processes, thus raising the question about subcortical areas. Anatomical studies have shown 
the existence of thalamic nuclei which, through their connectivity, could allow for a rapid 
transfer and even an integration of sensory information. This new literature demonstrates the 
high complexity of the multisensory cerebral networks. In two electrophysiological studies in 
the monkey, we examined the multisensory properties of two structures, the posterior 
cingulate gyrus and the median pulvinar, which had never been explored before in a 
multisensory context. We not only showed that these structures are multisensory, but also 
integrative and that they could be part of the same functional network. This thesis has brought 
additional elements towards a better understanding of multisensory integration processes at 
the behavioral level and about the underlying brain networks, in particular those linked with 
the integration of natural stimuli.  
 
Key words: multisensory integration, vision and audition, natural stimuli, median pulvinar, 
posterior cingulate gyrus, single-unit and multiunit electrophysiological recordings, human 
and non-human primates 
 
 
