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The acoustic signals generated by charged particles 
traversing a medium offer a new technique for particle 
detection. Rapid thermal expansion of the medium pro­
duces an impulsive signal with a shape similar to one 
cycle of a sine wave. In the case of charged particles, 
the energy deposition results from thermalization of the 
particles ionization energy loss in the medium. A 
thermodynamic model which derives an acoustic potential 
for the signal produced by a given energy deposition is 
presented. The relationship between the acoustic poten­
tial and the signal period and amplitude is illustrated. 
Three non-thermal mechanisms (1) microbubble production 
(2) molecular dissociation and (3) electrostriction are 
discussed. The acoustic potential and pulse shapes for 
these mechanisms are also shown.
The results of two experiments are presented. In 
the first, acoustic signals generated by absorption of 
pulsed laser beams in water are observed to be similar 
to the signals generated by charged particle beams. 
Evidence of a non-thermal acoustic mechanism, possibly 
microbubbles or molecular dissociation, was found in 
this experiment. The second experiment used the BNL 
proton beam to check a previously observed discrepancy 
with the thermodynamic theory. The earlier experiment
vii
reported that the amplitude of the acoustic signals 
generated by particle beams traversing water vanished 
at 6°C rather than at 4°C where the thermal expansion 
of water is zero. The new experiment attributes this 
feature to the superposition of the thermal signal and 
a non-thermal pulse, due to electrostriction of the 
water. Calculations are presented which indicate that 
the source of this electrostriction is the electric 
field of the large number of charges freed by the ioniza­
tion of the water molecules.
viii
I . INTRODUCTION
The existence of acoustic signals produced by the
passage of high energy particles through matter was first
suggested by Askarjan1 in 1957. In 1969 Hofstadter's
group at Stanford reported observations of acoustic
pulses from electron beams traversing lead-zirconate-
2titanate piezoelectric disks. In 1970 the same group 
detected mechanical vibrations from electron beams
3traversing small aluminum cylinders. Similar studies
4 5were reported by White and Stnni.
The dominant acoustic signal generated by charged
particles, is attributed to rapid thermal expansion
caused by the ionization energy loss of charged particles
traversing the medium. For a particle of charge Z 1
traversing a material with atomic number Z and atomic
2weight A, the ionization energy loss per gm/cm is given
g
by the general expression from Rossi :
_ dE = NZ 2ttZ 12e4 . _ 2 m|cS^__________ ,
dx A mec2 62 (1-32)2I2 (Z)
where I(Z) is the average ionization potential of an 
atom of charge Z and N is Avodagro's number.
Since the particle velocity of high energy particle 
beams and cosmic rays, near the speed of light 
(3x10^ cm/sec), is much greater than the speed of sound
1
5(for example in water, c = 1.5x10 cm/sec) the energy
deposition along the particle beam can be regarded as
instantaneous. The ionization and atomic excitation
energies become thermalized and result in a temperature
rise in the volume of energy deposition in about 10”^  sec
which is also instantaneous with respect to the sound
transit time across the ionization volume.
For a single nucleus, the radius of the ionized
volume is determined by the range of the ionized electrons
(6 rays). This range is a complicated function of the
charge and velocity of the nucleus and the density of
the medium. The magnitude of the temperature rise is
2proportional to the energy loss per gm/cm which is a
function of the incident nucleus energy and the square
of the nucleus charge. For a beam of particles, the
diameter of the ionized volume is determined by the beam
diameter. The temperature rise is determined by the
individual particle ionization energy loss times the
number of particles in the beam.
Bowen's general solution for the acoustic pressure
P(r,t) produced by a sudden deposition of heat energy,
eo (rQ ), at t=0 in a material with thermal expansion




R = |r-rQ | is the distance between the observer at
r and the element of volume dV at r .o o
This result is derived in Chapter II. The shape of the
deposition volume and the type of thermal energy source
is contained in the form of e (r ) . The calculation ofo o
the acoustic pressure is analogous to the calculation of 
the retarded potential due to a fictitious charge 
distribution, eo (rQ ).
If the energy deposition volume is cylindrical, 
then the pressure amplitude of the acoustic signal would 
be expected to have a distance dependence characteristic
of radiation from a cylindrical antenna. The amplitude
- 1/2 -1 would decrease as r m  the near field and as r
in the far field. This transition should occur at a 
2distance L /X from a source of length L and radiated 
wavelength X . For a spherical source volume the pressure 
amplitude decreases as r ^ for all r outside the source.
The characteristics of acoustic signals generated 
by charged particles include the following:
1. The amplitude of the acoustic signal is
linearly proportional, over several orders 
of magnitude, to the energy deposited by the 
particles in the medium.
4
2. The threshold energy, or energy deposition 
necessary to produce an acoustic signal with 
amplitude greater than thermal noise, is very 
high (about 10^ 4 eV in H 20 ) .
3. The attenuation of high frequency acoustic 
signals is very low (eg. the attenuation a 
10 kHz signal in water is about 0.3 dB/km).
4. The period of the acoustic signal is determined 
by the shape of the energy deposition volume 
and the location of the observer with respect 
to the deposition volume.
5. The acoustic signal is a linear combination of 
all the source mechanisms present in the energy 
deposition volume.
These characteristics suggest many applications of 
acoustic detection of high energy particles. Some of 
these applications include:
1. Particle Beam Monitors
The acoustic signals generated by charged particle
14beam ionization losses greater than about 10 eV would 
provide a means of measuring the diameter, position, and
12intensity of the beam. For beam intensities of about 10
14particles the 10 eV threshold energy would be deposited
-4in very thin detectors (about 10 gm). For lower beam
gintensities of about 10 particles, where currently there
5
are no beam monitors available, the threshold energy 
would be deposited in a correspondingly thicker detector 
(about 1 gm).
2. Heavy Cosmic Ray Detectors
The detection of heavy cosmic ray nuclei requires a 
large sensitive volume to provide a reasonable number of 
events. Currently used detectors such as large nuclear 
emulsion chambers are very expensive, require long 
tedious analysis and suffer from a low threshold energy 
which limits the exposure time because of the large 
number of low energy background events. The long 
attenuation length of the acoustic signals generated by 
cosmic ray nuclei allows the use of large volumes of 
inexpensive materials as acoustic detection volumes. 
On-line analysis of the acoustic signals would provide 
the charge and energy of the incident nuclei, and the 
high acoustic threshold energy would automatically limit 
the source of acoustic events to only very high energy 
nuclei.*
3. Massive Shower Detectors
Calorimetry of particle showers produced at high 
energy accelerators are another application of acoustic 
particle detection. The next generation of neutrino
4experiments will require massive (about 10 ton) detectors 
which must necessarily be made from inexpensive materials
6
(e.g. water). The low cost of simple acoustic transducers 
(a few dollars for a bare transducer), and the necessity 
of relatively few transducers placed on the surface of 
the detector volume would keep down the instrumentation 
costs of the detector.
Fourier analysis of the acoustic signal would provide 
a comparative measurement of the energy deposited electro- 
magnetically and hadronically. The narrow electromagnetic 
cascades would generate higher frequency components in 
the acoustic signal than would the wider showers 
characteristic of the low (300 MeV/c) transverse momentum 
hadronic cascades.
4. Cosmic Neutrino and Muon Detectors
A similar application to the above shower detector 
would be the acoustic detection of cascades produced by 
high energy cosmic neutrios or muons in supermassive
9(about 10 ton) detectors. The acoustic instrumentation
3of such a huge volume (1 km ) would be economical because 
of the long acoustic attenuation lengths and the necessity 
of only periodically placed detectors. Two sources of 
the large homogeneous volumes needed for such detectors
7have been suggested: (1 ) sea water deep in the ocean,
and (2) salt domes found along the Gulf of Mexico coast-
Oline. These sensitive volumes would be covered by 
large amounts of material which would effectively shield
7
the detectors from all particles except muons and 
neutrinos.
The theory of thermal and non-thermal acoustic 
signals produced by energy deposition in a medium is 
presented in Chapter II. A thermodynamics theory of 
the bipolar acoustic signals produced by thermal stresses 
in a localized volume of a medium is presented in 
Section II.A. Three non-thermal mechanisms (1) micro­
bubble production, (2) molecular dissociation and (3 ) 
electrostriction are discussed in Section II.B. A model 
for electrostriction of polar media is also derived.
This model is used to calculate the acoustic pulse 
produced by the large number of charged particles freed 
by ionization of a medium by a particle beam.
The results of the first experiments, performed by 
the DUMAND Acoustic group, which measured the properties 
of the acoustic signals generated by high energy charged 
particle beams, are presented in Chapter III. The LSU 
Laser Experiment, which measured acoustic signals gener­
ated by absorption of pulaed laser beams in water, is 
discussed in Chapter IV. Chapter V deals with an experi­
ment which was performed at the Brookhaven National 
Laboratory to check an anomalous result of the DUMAND 
acoustic experiment, i.e., the acoustic signal generated 
in water was found to vanish at 6°C rather than at the 
expected 4°C temperature. The experiments described in
8
Chapters IV and V attribute this discrepancy to acoustic 
signals produced by non-thermal mechanisms.
II. THEORY
A. Thermodynamic Acoustic Theory
1. Bowen's Theory
A quantitative description of the pressure pulse
and acoustic potential generated by the sudden deposition
of heat energy in a medium can be obtained from a simple
gthermodynamics approach which is due to Bowen.
If we consider a volume V which experiences a tempera­
ture rise AT then the change in volume is
AV = BVAT (1 )
where 8 is the thermal expansion coefficient.
The heat energy Eq needed to produce this temperature 
rise is
E = C o VAT (2)o p o
where is the specific heat at constant pressure, and
p is the initial density of the medium, o
These are approximate relations which become exact for 
small AT. Combining Eqs. (1) and (2) to eliminate AT 
gives
10
AV = B/Cp po . Eo (3)
Since the volume V has also dropped out, this result is 
independent of the shape or size of the volume. This 
result is valid even if the heat diffuses from the volume 
of deposition provided it does not diffuse out of the 
region of the medium under consideration. It is this 
change of volume that produces the acoustic pulse.
Now consider a spherical shell (surrounding V) of 
radius R, where R is large compared to the dimensions of 
the volume V, and contemplate the changes which must 
eventually occur to the surface of the shell. Nothing 
can happen at a distance R until a time R/c has elapsed. 
To simplify this calculation, we will assume that the 
medium is a liquid since a liquid (or gas) will propagate 
only longitudinal waves whereas in a solid both longitu­
dinal and transverse waves will propagate. Thus, here, 
c is the longitudinal wave velocity in the medium. To 
reestablish pressure equilibrium in the volume the 
radius of the shell must change to account for the 
increase in volume AV. This change corresponds to the 
particle displacement AR and is given by
AR = 0 ; t - R/c < 0 (4a)
11
AR = 6Eo /4tt Cp pQ • 1/R2 t - R/c 00 (4b)
Considered as a function of time, AR is a step function 
whose height is determined by Eq and the distance R.
The rise time of the step is determined by the original 
size of the heated region and attenuation of higher 
frequencies by the medium.
The particle displacements are related to the forces 
acting on the particles. For a small volume <5V we have
6f = -Vp 6V (5)
where p is the pressure excess over equilibrium and 6f 
is the force experienced by the volume 6V.
The acceleration of this volume is given by Newton's Law
Before combining Eqs. (5) and (6) it is convenient 
to introduce the acoustic potential. In the theory of 
thermoelasticity, the general wave equation can be 
decomposed into a longitudinal wave equation and a 
transverse wave equation by the introduction of acoustic 
potentials. The particle displacement AR due to wave
6f = P 6V — -AR o (6)
12
propagation in a medium, can be written as
AR(r,t) = -V$(r,t) + Vxifi(r,t) ; V*4) = 0
The scalar potential $ is associated with longitudinal 
waves and the vector potential \ p is associated with 
transverse waves. These results and the wave equations 
satisfied by $ and $ are given in several textbooks.
For example see Ref. 10.
Since we assumed that only longitudinal waves are 
present the particle displacement can be expressed in 
terms of a potential $ as
AR = -V$ (
Combining Eqs. (5), (6), and (7) and integrating gives 
a relation between the pressure and the acoustic poten­
tial .
This equation can be viewed as a means of obtaining an 
expression for the pressure if the potential is known or 
a description of the potential if the pressure is known.
Combining Eqs. (4) and (7) we get an expression 
for $ before and after the time R/c
13
4> = 0 t - R/c < 0 (9a)
4> = 6Eo /4tt C p pQ . 1/r t - R/C -> «> (9b)
The temporal structure of $ is similar to that of AR,
i.e. $ is also a step function in time.
Since J is a step function, its first time derivative 
is a monopolar pulse in time and the pressure, given by 
the second time derivative, is a bipolar pulse in time.
In this derivation we are assuming that the energy 
deposited in the volume is of a thermal nature. Thus, 
the acoustic potential rises quickly to the step value 
and then very slowly, on an acoustic time scale, falls 
to zero as the medium reestablishes thermal equilibrium. 
Since the later rate is essentially zero, only the 
initial step portion of $ contributes to the generation 
of the acoustic pulse.
If we consider a very small heated volume dV and a 
heat deposition eo<3V, then the rise time of $ would be 
very fast and S(t), defined by
o
would approach a delta function with area 3/4tt Cpe0 dV/R.
Thus we can construct a solution for an extended 
heated volume V, i.e.,
t
s(t) p(t)dt = PQ ^ (1 0 )
14
s (t) = 4 ttC at p
R<Ct
e (r )dV 
- 2-r2---
where
R = I r - ?o | ,
r is the position of the observer, and
e0 (rQ ) is the heat energy deposited in dV at rQ .
This result can be written in the forms
s(r,t) = ^® £ / eQ (̂ o) /R • dvj/dt (12a)
p ct<R<c(t+dt)
• ( I eo (fo)dV)4 nc , j
p ct<R<c(t+dt)
e (r )dV /dt (12b)
The integral in Eq. (12b) is the total heat deposited 
between the shells of radius ct and c(t+dt).
The time derivative of Eq. (11) gives an expression 




e (r ) dV
- 2- ~ ---  (13)
If the energy deposition time is of finite duration, then 
integrating Eq. (13) by parts gives
15
00





Thus the first moment of the pressure is related to the 
energy deposited in the medium.
The integral in Eq. (13) determines the acoustic 
potential for the acoustic signal generated by the energy 
distribution eQ (ro ) . The acoustic potential is an 
integral over the portion of the energy distribution 
contained in the spherical shell of radius R (which in­
creases with time) centered at the observer.
For specific ideal energy distributions and energy
deposition functions a qualitative description of the
generated acoustic signals can be obtained. Quantitative
results are obtained from Eq. (13). Figure la illustrates
the energy deposition function in time and space for
instantaneous energy deposition at a point. As time
increases the concentric shells of the acoustic potential
integral increase to include the source point, as
indicated in Fig. lb, and the acoustic potential, $(t),
B erises quickly from zero to the value ^  , where
P
eQ is the energy deposited at the point. The acoustic
2. Acoustic Signal Shapes



















Fig. 1. The acoustic potential $ and acoustic signal pressure P 
generated by instantaneous energy deposition at a point.
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potential is a step function in time and the first time 
derivative of the acoustic potential is a delta function. 
The acoustic pressure pulse, P(t), is the time derivative 
of the delta function.
If the energy deposited at a point has a finite 
deposition time, as shown in Fig. 2a, then there is a 
contribution to the acoustic potential even after the 
concentric shells of the acoustic potential integral have 
passed the point source. See Fig. 2b. Thus the acoustic 
potential is a step function in time with a transition 
width determined by the deposition time. The first time 
derivative of the potential is a monopolar pulse and the 
acoustic pressure pulse is a bipolar pulse. The period 
of this bipolar pulse is determined by the deposition 
time.
The situation is similar for energy deposited 
instantaneously over an extended spherical volume. See 
Fig. 3. The contribution to the acoustic potential in­
creases as the concentric shells of the potential integral 
cross the deposition volume. Again the acoustic potential 
is a step function of finite rise time determined by the 
sound transit time across the extended deposition volume. 
The first derivative of the acoustic potential is a 
monopolar pulse and the acoustic pressure is a bipolar 
pulse. The period of the pulse is equal to the sound 




















Fig. 2. The acoustic potential $ and acoustic signal pressure P 
generated by energy deposited for a finite time t at a point. The period 
of the accoustic signal is determined by the deposition time.
co















Fig. 3. The acoustic potential $ and acoustic signal pressure P generated 
by instantaneous energy deposition in an extended volume with diameter d. The 
period of the acoustic signal is determined by the sound transit time across the 
deposition volume.
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If the energy is deposited in an extended volume 
and the deposition time is finite, then the acoustic 
pressure pulse is a convolution of the energy source 
function, eQ (t), and the acoustic pulse generated by 
instantaneous energy deposition in the same extended 
volume. The resultant acoustic pulse is from a convolu­
tion since at each instant in time, while energy is being 
deposited, the extended deposition volume produces a 
bipolar pulse. The resultant acoustic pulse for deposition 
times (a) less than, (b) nearly equal to, and (c) greater 
than the transit time are shown in Fig. 4. The separation 
of the two half cycles for long deposition times is a 
result of total destructive interference in the convolu­
tion after the leading half cycle and before the trailing 
half cycle.
The above results apply to the ideal case of a 
spherical deposition volume and square wave deposition 
functions. For the non-ideal case the observed acoustic 
signal shapes would be a convolution of the acoustic 
signal generated by instantaneous energy deposition in 
the deposition volume and the actual energy source 
function. If the deposition volume is, for example 
cylindrical, the shape of the acoustic pulse is also 
determined by the geometry of the deposition volume and 
the location of observer. Figure 5 shows a cylindrical 



































Fig. 4. For energy 
deposition times (a) less 
than (b) approximately 
equal to and (c) greater 
than the sound transit 
time across the energy 
deposition volume, the 
period of the acoustic 
signal is determined by a 
convolution of the acous­
tic signal pressure PQ (t) 
generated by instanta­
neous energy deposition 
in the same volume and 
the energy deposition
source function e (t).o
For case (c), one half of 
the acoustic signal peri­
od is equal to the tran­
sit time and the two 
half cycles of the 
acoustic are separated in 




t=R/c t=(R+W )/c appa$
9t app





t=R/c t=(R+W )/c app
Jl U _ wapp
Fig. 5. The acoustic potential acoustic signal pressure P, and signal period 
generated by instantaneous energy deposition in a cylindrical volume are determined 
by the apparent width of the deposition volume W viewed by an observer a distance 
R from the deposition volume.
NJNJ
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respect to the location of the observer. For instan­
taneous energy deposition in the cylindrical volume the
apparent width of the deposition volume W is given byapp
v? = W(R+d)2 + *2 - R
where the variables are defined in Fig. 5. This apparent 
width determines the rise time wapp/c of the acoustic 
potential and consequently determines the period of the 
generated acoustic pulse.
For energy deposited in a long cylindrical volume 
and for an observer near the volume, the period of the 
acoustic pulse can be much greater than the transit time 
d/c across the cylinder. Analogous to the spherical 
source and finite deposition time described above, the 
acoustic pulse generated by a finite energy deposition 
in a cylindrical volume is a convolution of the acoustic 
signal generated by instantaneous energy deposition in 
the cylindrical volume and the energy deposition source 
function.
B. Non-Thermal Acoustic Theory
A non-thermal tripolar acoustic pulse can result from 
the rapid turn-on and turn-off of a mechanical stress in 
the medium. It can be thought of as the superposition of
24
two bipolar pulses with similar frequency and opposite 
polarity that are shifted in tine relative to each other 
by less than the period of either pulse as shown in Fig. 6 . 
The period and shape of the bipolar pulses which make up 
the tripolar pulse are determined by parameters similar 
to those which determine the period of the thermal 
acoustic signal as discussed in Section II.A. The para­
meters which determine the tripolar pulse shape are the 
transit time across the volume stressed by the non-thermal 
mechanism, the length of time the volume is stressed, 
called the relaxation time, and the position of the 
acoustic transducer with respect to the stressed volume. 
The acoustic potential for a mechanism which produces a 
stress in a medium with a rapid relaxation time can be 
considered in two parts as shown in Fig. 6 . The first 
part of the acoustic potential, due to the stress induced 
in the medium, produces a bipolar pulse. The relaxation 
of the medium produces the second component of the 
acoustic potential, which results in a bipolar pulse with 
polarity inverted with respect to the first bipolar pulse 
and shifted in time by the relaxation time. Any mechanism 
which produces an expansion (contraction) of a medium 
followed by a contraction (expansion) back to equilibrium 
in a time less than the sound transit time across the 
stressed volume would produce a tripolar pulse with a 


















Fig. 6 . Examples to illustrate that the acoustic potential 
for an impulsive stress has two parts. Each part of the 
potential produces a bipolar pulse. The two bipolar pulses 
superimpose to form a tripolar pulse. Parts (a) and (b) 
refer to mechanisms that produce an initial expansion or 
contraction of the medium respectively.
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relaxation time were greater than the transit time, the 
two bipolar pulses would be completely separated in time.
Three mechanisms with short relaxation times which 
could produce tripolar pulses have been proposed. These 
are (1) formation of microbubbles, ( 2) molecular dissocia­
tion and (3) electrostriction. The first two of these 
mechanisms will be discussed only qualitatively whereas 
for the third, detailed calculations are presented and 
the acoustic pressure is derived.
1. Microbubbles and Molecular Dissociation
The formation of microbubbles has been suggested as
an alternate mechanism for production of acoustic signals
11 12by charged particle beams traversing liquid media. ' 
Microbubbles would form in a medium wherever sufficient 
energy were deposited in a volume to vaporize the medium 
in the volume and provide the surface tension of the 
bubble. The production of microbubbles would depend on 
the purity and ionic content of the medium, since 
nucleation sites are required for vaporization. The 
expansion of microbubbles at hot spots in the medium 
would produce a positive stress in the medium followed 
quickly by a return to equilibrium as the heat diffuses 
out of the vaporized volumes and the bubbles collapse.
If the microbubbles are short lived with respect to the 
transit time across the volume containing the microbubbles
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then the change in the acoustic potential would result 
in a tripolar signal with a compressional leading cycle 
as illustrated in Fig. 6a. The shape of the tripolar 
pulse caused by xnicrobubble production would depend on 
the microbubble lifetime, the size of the volume con­
taining the microbubbles and the ambient pressure in the 
medium. At sufficiently high pressure it is expected 
that microbubble production would be impeded.
The breaking of covalent bonds in a polyatomic 
molecule or dissociation could also generate acoustic 
pulses."^ The passage of charged particles, e.g. a 
proton beam, through a- medium of composition, say, AB, 
would result in many molecules being separated into their 
A+ and B components, i.e.
p + AB -+ p + A + + B~
The breaking up of complex molecules into components 
would increase the effective separation of molecules in a 
volume which would result in an expansion of the volume 
containing the dissociated molecules. The opposite 
charges of the molecular components would cause the 
components to quickly recombine and the volume containing 
the dissociated molecules would contract back to the 
equilibrium size. This rapid recombination time or 
relaxation time of the medium would be expected to generate
28
a tripolar pulse with a compressive leading cycle as 
illustrated in Fig. 6a.
2. Electrostriction
A non-uniform electric field embedded in a polar 
medium produces a force on the molecules of the medium 
in the direction of the electric field gradient. This 
force creates a stress in the medium which is called 
electrostriction of the medium or simply electrostriction.
When a charged particle beam travels through a 
medium, there are two separate sources of a non-uniform 
electric field. These are (1) the electric field due to 
the beam current and (2) the large number of charges
freed by ionization of the medium by the charged
. . . 13particles.
A calculation of the acoustic pulse produced by 
electrostriction due to the beam current showed this 
non-thermal mechanism can be ignored compared to the 
thermal mechanism. Electrostriction due to the ioniza­
tion charge can produce a relatively large acoustic pulse.
The relaxation time for the ionization charge 
electrostriction is determined by the sum of the beam 
spill time and the lifetime of the ionized molecules.
This lifetime would also determine the total number of 
free charges present in the medium at any instant during 
the beam spill.
To calculate the stress induced in a polar medium 
we calculate the force on the molecules of the medium by 
treating the molecules as individual electric and mag­
netic dipoles.
The force on an electric or magnetic dipole in a 
electromagnetic field is given by
F = p-VE (15a)
i
i = 1,2,3
Fm. = ™'VBi (15b)
where p,m are the electric and magnetic dipole moments 
of the molecule in the medium.
If we consider a volume dV of a polarizable medium then 
the electric and magnetic polarizations (dipole moment 
per unit volume) are given by
P = dp/dV = x e  E (16a)
M = dm/dV = x B (16b)m
where xe » Xm ara the electric and magnetic suscepti­
bilities of the medium.
Combining Eqs. (15) and (16) gives the force per 
unit volume,
dF /dV = E*VE.Ae i ( 17a )
i = 1/2,3
(17b)
Note that if the magnetic field is solenoidal and depends 
only on the radial distance r (as is the case for a 
charged particle beam) then the magnetic force, dF^/dV, 
is identically zero and need not be considered.
If the source of the electric field is embedded in 
a polarizable medium then the electric field is decreased 
by e, the dielectric constant of the medium. If we also 
consider electric fields which have only a radial component 
then Eq. (17a) can be written in a form valid in 
spherical or cylindrical coordinates
dF/dV = (18)
The susceptibility can be related to the dielectric con­
stant by
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The force per unit volume can be written as the gradient 
of the pressure P:
dF/dV = _ dPdr da dr
Thus, Eq. (18) can be written as
dp/dr = E r (19)
or
P(r) = E 2 (r) (20)
This is the pressure on a surface perpendicular to the 
radius, at a distance r, in a polarizable medium due to 
the electric field E(r). This result depends on the 
source of the electric field and is subject only to the 
electric field having a radial component which depend 
only on r.
To calculate the acoustic pulse due to electro­
striction by the ionized molecules we start with the 
static pressure induced by a point charge q embedded 
in a medium with dielectric constant e
p(r) = nrfr1  (37 )2 (21)r
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This pressure produces a total volume change in the medium 
given by
2
P(r)dV ■ - 3- (22)
r r°o
where rQ is the average distance between molecules in 
the medium and B is the bulk modulous of the medium.
The mechanical stress induced in the medium by a 
large number of free charges, such as are produced by the 
ionization energy loss of a particle beam, is
Stress = —  = Av p^(r) (23)
where p^(r) is the ionization charge density.
The ionization charge density produced in a medium 
by traversal of a charged particle beam is determined by 
the density of particles in the beam and the lifetime of 
the ionized molecules T^o n * This lifetime is the length 
of time that the molecule remains ionized while the freed 
electron loses sufficient energy to be recaptured by the 
molecule.
The density of free charges, two per ionized 
molecule, is
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p. = 2  —  x. v p(r) (24)ion E. ion b ' 'ion
where dE/dx is the energy loss of the beam particles 
traversing the medium, E^on is the energy 
absorbed by each ionized molecule, is the 
velocity of the beam particles, and p(r) is the 
density of particles in the beam.
Combining Eqs. (22), (23), and (24) gives the 
mechanical stress induced in the medium
0 4 - AV 1 - 1 / e  dE/dx , .Stress = - g —  T.on vb p(r) (25)
The acoustic signal produced by this stress is ob­
tained from Eq. (13) by replacing the thermal stress
g
— e (r) ^  the mechanical stress. Thus the acousticC p oP o
pulse produced when the electrostriction turns on is 
given by
, po a2 
p 'r > = 3 ?  - T
Rcct
• (26)
When the electrostriction turns off another pulse is 
produced with opposite parity and displaced in time by 
the relaxation time. See Fig. 6b. The observed acoustic 
pulse is the sum of these two pulses.
III. RESULTS FROM PREVIOUS EXPERIMENTS
2 3The work of Hofstadter's group at Stanford did
not result in extensive investigations of the acoustic
technique as a means of detecting high energy charged
particles. However, much interest was generated in 1976
at the DUMAND (Deep Underwater Muon and Nutrino Detector)
14Summer Workshop, when independent calculations by Bowen 
15and Dolgoshein predicted that cascades with total energy
deposition above about 100 TeV should produce detectable
acoustic signals. The DUMAND Acoustics Subgroup con-
16ducted a series of three experiments using (1) the 200 
MeV linac beam at BNL (Brookhaven National Laboratory),
(2) the 158 MeV proton cyclotron at Harvard and (3) the 
28 GeV proton Fast Extracted Beam (FEB) at BNL. Those 
experiments were designed to study the acoustic signals 
generated by charged particles beams traversing fluid 
media. Water was used as the primary acoustic medium, 
but other materials were used to test the dependence of 
the acoustic signal amplitude on the ratio 3/C • This
Jr
ratio, the thermal expansion coefficient to the specific 
heat at constant pressure, describes the thermal properties 
of a medium.
The linac experiment used water near room temperature 
(T = 20°C) in the cylindrical beam dump tank (radius =
3m, height = 10m). The dimensions were large compared
34
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to the beam diameter (fixed at about 4.5 cm) and the 
range of the 200 MeV protons (about 30 cm). Therefore, 
reflection problems were negligible. The hydrophones used 
as the acoustic transducers were mounted 1 m above the
beam line. The beam spill time or energy deposition
time was varied from 3 to 200 psec and the total energy
19deposited by the beam in the water was varied from 10 
to 1021 eV.
The observed acoustic signal was a simple bipolar 
pulse similar to one cycle of a sine wave. For a beam 
spill time (10 psec) short compared to the transit time,
d _ 4 . 5 cm~ - ^ >, = 30 psec ,c 1.5 mm/psec
the observed acoustic signal had a period of about 60 
psec. This longer period was consistent with the spill 
time, the transit time, and the beam hydrophone geometry. 
The period of the acoustic signal increased linearly with 
the spill time until the spill time exceeded the transit 
time. For spill times greater than the transit time the 
two half cycles of the acoustic signal were separated in 
time by the spill time. The observed pulse shapes were 
similar in appearance to the sketches shown in Fig. 4.
A computer simulation of the linear convolution of 
the short spill time acoustic pulse and the beam spill 
intensity gave a good fit to the experimental data and
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supported the assumption that the acoustic mechanism is 
a linear process. The convolution would not have matched 
the results if shock waves or turbulent processes were 
dominant in the acoustic signal generation mechanism. 
Another observed result which is explained by the linear 
convolution was that the acoustic signal amplitude in­
creased linearly with the energy deposition time for 
deposition times less than the transit time and was 
constant for deposition times greater than the transit 
time. For fixed deposition times less than the transit 
time the linear relationship between the signal amplitude 
and the energy deposition was observed for energy 
depositions extending over two orders of magnitude.
This linear relationship was seen to be independent of 
the deposition time.
The FEB experiments used a fixed (2 ysec) beam spill 
time which was much less than the transit time across the 
variable beam diameter. For short deposition times the 
acoustic signal period should be determined by the 
deposition time, the acoustic transit time across the 
deposition volume, and the location of the acoustic 
transducer with respect to the deposition volume. For 
a fixed deposition time and transducer location the 
period of the acoustic signal was found to increase 
approximately linearly with the beam diameter, which 
determines the transit time. The thermal models derived
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in the frequency domain”̂ ' ^  predict a d“^ dependence of 
the acoustic signal amplitude on the beam diameter. The 
observed acoustic signals agreed reasonably well with 
this prediction.
The cyclotron experiments demonstrated the linear
dependence of the acoustic signal amplitude on the total
15deposited energy in the 10 eV region. Within a factor 
of two these results were consistent with a linear inter­
polation down five order of magnitude from the energy 
dependence results from the linac experiments. The 
linearity of the acoustic signal amplitude as a function 
of the ratio B/Cp was observed over an order of magnitude 
change in B/Cp and supports the assumption of a dominant 
thermal mechanism. The thermal mechanism is best 
demonstrated by the variation of the acoustic signal 
amplitude with temperature. At about 4°C (3.98°C) water 
has a maximum density and 8=0. Thus, at 4°C no acoustic 
pulse should be generated. Below 4°C, 8 is negative, 
which means that an increase in temperature results in a 
contraction of the water and that the leading cycle of 
the generated bipolar pulse is a rarefaction followed by 
a compressive trailing half cycle. Over the temperature 
range 0° to 50°C the specific heat for water varies 
by about 0.5%. Consequently, the temperature dependence 
of the acoustic amplitude is essentially contained in 
the temperature variations of 8 which varies from
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-68.14xl06 C C )"1 to 457.81xl06 (“C )"1 over the same 
temperature range. The observed temperature dependence 
of the acoustic signal amplitude is shown in Fig. 7. At 
temperatures above about 10°C the acoustic signal amplitude 
was found to be proportional to 8 . Below 4°C the leading 
half cycle of the acoustic signal was rarefactional. The 
zero amplitude of the acoustic signal which was expected 
at about 4°C was found to occur at about 6 °C. Further 
work with charged particle beams traversing water, 
discussed in Chapter V, has explained this disagreement 
with the thermoacoustic model in terms of a non-thermal 
acoustic mechanism.
The production of microbubbles was investigated by 
comparing the amplitude of the acoustic signals generated 
in distilled water to the amplitude of acoustic signals 
generated in water through which air had been bubbled
for one hour and in 3.5% NaCl solution (equivalent to 
the total salinity of the oceans). Within the +25% 
measuremental error no significant variations in the 
acoustic signal amplitude were found.
A further test for microbubble production involved 
measurement of the acoustic signal amplitude as a function 
of the microbubble size. The size of the microbubbles 
produced can be varied by changing the ambient pressure 
of the water.1-'1 In water at S.T.P. the predicted micro­







Fig. 7. The amplitude of the acoustic signal generated 
by charged particles traversing water as a function of the 
v/ater temperature. Taken from Ref. 16.
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pressure approached the internal pressure of the micro­
bubble at formation (calculated"^ to be about 110 atm), 
microbubble production should be impeded, thus producing 
a smaller acoustic signal. The acoustic amplitude was 
found to be independent of the ambient pressure over the 
range from -1 to 110 atm. A similar test of the 3.5%
NaCl solution over the range 0 to 14 atm showed no change 
in the acoustic signal amplitude. Consequently, it was 
concluded that microbubbles play an insignificant role 
in the acoustic generation mechanism associated with 
charged particle beams.
IV. LSU LASER EXPERIMENT
The LSU (Louisiana State University) Laser Experi-
17ments were conducted in order to develop a method for 
simulating the acoustic signals generated by charged 
particle beams. The LSU laser experiments also provided 
a means for developing a computer controlled acoustic 
data acquisition system.
The existence of acoustic signals generated by
laser beam pulses absorbed in water has been demonstrated
18-21by previous experiments. Those experiments detected
acoustic signals which were very similar in shape to the 
acoustic signals generated by charged particle beams.
A. Method
The apparatus shown schematically in Fig. 8 consisted 
of several subsections.
22The ruby rod laser was optically pumped by two 
xenon flash tubes. It was capable of producing single 
pulses with widths of a few nanoseconds by means of a 
bleachable dye (cryptocyanine in methanol) placed in the 
laser cavity. The dye prevented the ruby rod from 
lasing until a large inverted population had formed by 
absorbing the few photons emitted during the inversion 
time. These few photons did, however, bleach the dye and 


















Fig. 8 . Schematic diagram of the LSU laser experiment.
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method, called Q-switching, produced an approximately 
gaussian shaped pulse with a standard deviation of about 
40 nsec. After each laser flash the dye concentration 
would decrease and the intensity of the next laser flash 
would increase because less energy was needed to bleach 
the dye. After several flashes there was enough energy 
in the xenon flash tubes to invert the population and 
bleach the dye more than once, in which case multiple 
laser flashes would occur.
The beam diameter in the water was determined by 
the 0.95 cm diameter of the ruby rod and the beam 
divergence which was less than about 10 mrad. The 3 m 
separation between the laser and the upstream beam port 
gave a beam diameter less than about 4 cm in the tank.
A photograph of one of the beam profiles is shown in 
Fig. 9. This photograph was taken by focusing a scope 
camera on a sheet of scaled tracing paper (1 cm per major 
division) which was placed inside the tank before it was 
filled with water. It can be seen that the majority of 
the pulse energy is contained in a fairly tight beam 
with a diameter of about 3 cm.
Neutral density filters were used to attenuate the
beam intensity and consequently adjust the amplitude of
the acoustic pulse. The relative beam intensity was
monitored by using a piece of flat glass to reflect a
23portion of the laser beam into a fast photodiode. The
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Fig. 9. Photograph of a typical laser flash 
showing the beam diameter and energy distribution.
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amplitude of the photodiode signal was digitized using a 
C A M A C ^  standard A D C . ̂
The use of a bleachable dye to Q-switch the laser 
did not allow a priori knowledge of the laser beam energy. 
Thus, in the analysis the acoustic signals were normalized 
to the corresponding laser energies determined by the 
individual photodiode ADC values. The normalization 
factor for each signal was taken to be the ratio of its 
photodiode ADC value to an arbitrarily chosen standard 
ADC value.
The tap water used in these experiments was contained
in an aluminum tank 122 cm long, 91 cm deep and 76 cm
wide. On the 122 cm sides, two telescoping beam pipes
with 6.25 cm, 3.2 cm thick glass windows, were mounted.
The pipes were located 46 cm from the bottom and 30 cm
from one end of the tank. The path length of the laser
beam in the water was adjustable from near 0 to 72 cm.
2 6A blue organic dye was added to the water to increase
O
the absorption of the red laser light (6943 A ) . The
total absorption was approximately 50% along the beam
path. The typical unattenuated pulse energy was about 
-210 J, and the energy absorbed in the water was about
-410 J.
27The acoustic transducer was a miniature hydrophone 
whose active element was a small piezoelectric cylinder. 
The receiving sensitivity of this hydrophone was
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essentially flat from DC to 200 kHz. Its sensitivity at
20 kHz was -211 dB re lV/yPa (.2.82 yV/dyne/cm2) . The
output of the hydrophone was preamplified by a low noise 
28FET amplifier which had a gain of about 850 and a band­
width from 300 Hz to 1 MHz. A calibration signal was 
provided to the front ends of the preamplifier by a signal 
generator to monitor the overall gain of the system.
The acoustic signal was recorded using a CAMAC
29standard waveform digitizer having 8 bit resolution,
1 MHz bandwidth and 32k (lk = 1024) byte cyclic memory 
for data storage. The cyclic memory allowed continuous 
digitizing of the input signal. At any point in time 
the last 32k digitized samples were stored in the digit­
izer memory. To preserve a digitized event a stop 
trigger was generated from the output of the photodiode 
by the electronics used in the experiment. A schematic 
of the electronics is shown in Fig. 10. The stop trigger 
was essentially coincident with the laser flash. The 
electronics also checked for rapid multiple laser flashes, 
in which case a stop trigger was not generated. The stop 
trigger when generated caused the waveform digitizer to 
sample a specified number (0 to 8) of 2k blocks of post 
trigger samples and then stop sampling. The remainder 
of the 32k digitizer memory contained samples recorded 
before the stop trigger. These pretrigger samples are 












































Fig. 10. Schematic diagram of the electronics used for the LSU laser experiments.
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to sample the input at a 4 MHz rate.
The gain of the post amplifier,^® variable from 
3xl to xlO , was adjusted during the experiment to maintain 
a signal level within the 512 mV peak-to-peak range of 
the digitizer. The upper band edge of a band pass filter 
contained in the post amplifier was set to remove 
frequencies above the response of the hydrophone. The
lower band edge was set to remove environmental noise.
. . 31A xl g a m  amplifier with high impedence input and 50ft 
output impedence was used to match the output of the 
postamplifier to the input of the waveform digitizer.
A passive low pass filter was used to remove high 
frequency electronic noise.
The laser flash produced a large radio frequency 
pulse, which saturated the impedence matching amplifier 
and resulted in a large low frequency bipolar pulse which 
lasted about 500 msec. The 750 mV clipping diode network 
prevented this saturation. The overall frequency response 
of the system is shown in Fig. 11. The small peak at 
about 150 kHz results from a resonant mode of the hydro­
phone. With a post amplifier gain of xlOO, the overall 
hydrophone sensitivity was -111.2 db re lV/pPa (27 5 mV/ 
dyne/cm^) .
The water temperature was monitored using a copper- 
constantine thermocouple placed near the beam path. The 
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meter which had a zero to one volt output proportional 
to the full input scale selected on the meter. This out­
put was amplified by a factor of 20 which scaled the out­
put to the range of the ADC. The digitized value of 
this test signal gave temperature measurements accurate 
to + 0.1°c.
33The PDP-11/03 computer was used to record data 
from the ADC and the waveform digitizer on magnetic tape. 
One acoustic event consisted of four magnetic tape re­
cords. The first record was a header which contained the 
run and event numbers, the date and time of the event, 
the digitizer parameters such as the sampling rate, the 
ADC value and its pedestal, and the digitized temperature 
value. The other three records were each 1024 bytes 
long from a continuous section of the digitizer memory. 
The first of these records was negative time. The first 
sample of the second record was coincident with the 
laser flash. The acoustic signal was recorded in the 
second and third record.
There were two sets of measurements taken in these 
experiments; the acoustic signal amplitude as a function 
of the water temperature and the amplitude dependence 




For the temperature dependence measurement the 
hydrophone was placed 13.5 cm away from a point 5 cm from 
the upstream end of a 40 cm long beam. The axis of the 
hydrophone was pointed at the beam.
At the start of each temperature dependence run, the 
water was cooled to about 1°C using ice. Several acoustic 
events were recorded at this temperature to get three or 
four good events. Turbulence in the water and multiple 
laser flashes were the main source of bad events. The 
water temperature was increased by flowing hot water 
through an ordinary garden hose which was coiled on the 
bottom of the tank. This method gave an easily con­
trolled temperature rise since several minutes were 
required to raise the water temperature one degree.
During each heating period the Q-switch solution in the 
laser was changed. This reduced energy fluctuations of 
the laser flashes and the occurrence of multiple laser 
flashes. After heating, the water was stirred to minimize 
temperature gradients. The stirring was the source of the 
water turbulence but a one minute wait was usually 
sufficient for the turbulence to die down. This process 
was repeated with about one half degree temperature 
increases from about 1° to 8°C and then in steps of 
several degrees to room temperature.
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Figure 12 shows typical observed acoustic signals 
produced by laser heating of the water. The upper curve 
shows an observed signal at water temperature of 15°C 
while the lower curve shows an observed signal at 1°C. 
These signal shapes are characteristic of thermoacoustic 
signals produced in water. Above 4°C where B, the thermal 
expansion coefficient, is positive the leading half cycle 
of the bipolar pulse is compressional. Below 4°C 3 is 
negative and the leading half cycle is rarefactional.
Figure 13 shows the leading cycle amplitude of the 
acoustic signal as a function of the temperature. The 
solid line is a plot of the thermal expansion coefficient 
of pure water. The error bars represent the standard 
deviation of the average amplitude of several data samples 
at each temperature.
The data shown in Fig. 13 indicates that the acoustic 
signal amplitude generally follows the temperature depen­
dence of the thermal expansion coefficient of water as 
expected from the thermoacoustic models. However, it is 
clear that the acoustic amplitude does not vanish at 4°C 
where the thermal expansion coefficient is zero but rather 
at about 2.5°C. This discrepancy can be explained if the 
acoustic signal is the superposition of a thermal 
component which changes polarity at 4°C and a non-thermal 
component. Inspection of the data in the temperature 







Fig. 12. Typical acoustic signals produced by 










Fig. 13. The leading cycle amplitude of the acoustic 
signal generated by laser pulses in v;ater as a function 
of the water temperature.
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acoustic pulse, as illustrated in Fig. 14.
In an attempt to separate the thermal and non-thermal 
components it was assumed that the non-thermal pulse was 
temperature independent. The data near 4°C was sub­
tracted, point-by-point, from the data at other tempera­
tures. A 'typical' non-thermal pulse at 4° was obtained 
by averaging two signals above 4°C with two signals 
below 4°C since no data was taken at 4°C. Figure 15 
shows the result of this subtraction for all the data.
The leading half cycle (curve a) and trailing half 
cycles (curve b) are plotted separately. The solid lines 
represent the thermal expansion coefficient fit to each 
set of data by a least squares technique. The error bars 
are again the standard deviation of several data samples 
at each temperature. The ratio of the trailing half cycle 
amplitude to the leading half cycle amplitude is about
1.6. This ratio agrees with predictions of the thermo-
34acoustic model, based on numerical calculations using 
Eq. (13), for the beam-hydrophone geometry of this 
experiment.
C. Distance Dependence
The acoustic signal amplitude dependence on distance 
was measured with the water near room temperature (26°C). 









Fig. 14. Typical tripolar acoustic pulse 


















T E M P E R A T U R E  IN °C
Fig. 15. The temperature dependence of the leading 
half cycle (curve a) and the trailing half cycle (curve b) 
of the acoustic signals generated by laser pulses in water 
after subtracting out the non-thermal pulse.
58
acoustic signal is small compared to the thermal acoustic 
signal.
The length of the beam was shortened to about 8 cm
and the hydrophone was centered along the length of the
beam with its axis perpendicular to the axis of the beam.
The short beam length was chosen so that the near to far
field transition for the cylindrical source would occur
at a point within the length of water tank. Transition
2should occur at a distance (L /X, where X = 3 cm) of 
about 21 cm. The data shown in Fig. 16 agrees well with
this expectation. The solid lines proportional to
- 1/2 -1 R m  the near field and to R in the far field, were
fit to the data above and below the distance of 23 cm.
The error bars are the standard deviation of several data
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Fig. 16. The amplitude of the acoustic signal as a 
function of the distance between the hydrophone and the 
laser beam.
V. BNL EXPERIMENT
The results of the investigations by the DUMAND 
Acoustics Subgroup, discussed in Chapter III determined 
the major features of acoustic signals generated by 
particle beams. The results of these investigations 
agreed within a factor of two with detailed calcula-
O r o £tions ' based on the thermoacoustic model. Even 
though these results were obtained using several media 
and for a reasonable number of beam-hydrophone geometries 
it was clear that further work was necessary to resolve 
two major discrepancies. First, the temperature at which 
the acoustic signal amplitude vanished was reported at 
6°C rather than at 4°C, where the thermal expansion co­
efficient of water is zero, predicted by a thermal model. 
Secondly, the reported observations from the USSR that
microbubbles and molecular dissociation contributed sub-
3 7stantially to the acoustic signal could not be verified.
A. Method
In order to study the apparent deviation from the
purely thermal mechanism, a second experiment was carried
out using proton beams from the Alternating Gradient
Synchroton (AGS) at the Brookhaven National Laboratory 
3 8(BNL). The water target and associated apparatus was 




For the data presented here the proton beam was
single-pulsed at the experimenters request. The nominal
12proton energy was 30 GeV and the intensity was 5x10 
protons per pulse. These parameters were provided by 
the BNL personnel and were considered sufficiently 
accurate for this experiment. After discarding a few 
anomalous pulses, the beam was stable to better than ten 
percent. The beam was focused to a spot with about 3 cm 
diameter and approximately 0.8 by 1.0 cm at half maximum 
intensity, as estimated from the TV picture of the 
phosphorescent radelin flag placed in the beam path, just 
in front of the water target. The beam spill times varied 
between 1.5 and 3.0 ysec but were always short compared to 
the acoustic transit time across the beam.
The distilled water medium was contained in a dewar 
made of two concentric stainless steel cylinders with top 
and bottom flanges as shown in Fig. 17. The outside wall 
was 32 cm high, 31 cm outside diameter and 3.1 mm thick. 
The inner wall was 1.5 mm thick, 28.8 cm high and 20 cm 
inside diameter. Stainless steel foil, 0.15 mm thick was 
welded over 2.5 cm diameter holes in the sides of the 
dewar to provide beam windows. The beam windows were 
centered 7 cm above the inside bottom of the dewar.
Felt and automobile undercoating were placed around the 
outside of the dewar to reduce the ambient noise inside
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The distilled water was cooled to about 1°C with 
distilled ice which was removed just prior to the start 
of a run. The water temperature was slowly raised by using
an immersion heater. A stirrer motor maintained a uniform
temperature throughout the water. A check of the tempera­
ture, after the water in the dewar had sat without 
stirring for 20 minutes, found no measurable temperature 
gradients. During the experiment, the water temperature 
was measured with a thermistor suspended just above the 
beam path. The thermistor was calibrated against a mercury 
thermometer. The resistance of the thermistor was measured 
with a digital multi-meter and provided temperature 
measurements accurate to ±0.1°C.
The dewar and radelin flag were placed on a four- 
axis remote controlled cart which allowed precise position­
ing of the apparatus in the beam path. The cart allowed
left/right, up/down, rotate, and tilt motions.
39The acoustic transducer was a miniature hydrophone 
whose active element was a single lead-zironate-titanate 
cylinder. The receiving sensitivity of this hydrophone 
was -208 dB re 1 V/yPa (3.98 yV/dyne/cm^) over the 
frequency range from 0.1 Hz to 120 k Hz. The hydrophone 
was placed horizontally in the center of dewar with its 
axis perpendicular to the beam path and 11.8 cm above
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a line through the center of the beam windows.
The signal from the hydrophone was amplified by
2 6a low noise FET preamplifier with gain of 800 and a 
40post-amplifier with gain of 10. The amplified signal
41was then passed through a unity gain bandpass filter
with a pass band from 1 to 300 k Hz. The filtered output
29was recorded with a waveform digitizer at a sampling 
rate of 4 MHz. For portions of the data samples it was 
necessary to attenuate the signal going into the digitizer, 
in order to keep the amplitude within the 512 mV peak- 
to-peak range of the digitizer.
The computer-digitizer system used for these experi­
ments was the same as that used for the LSU laser experi­
ments. The BNL experiments also used a modified version 
of the data aquisition program developed for the LSU 
laser experiment. See chapter IV for a description of 
this program and the digitizer.
The stop trigger for the digitizer was provided 
by a scintillator detector lying on the floor about 1 . 5 m  
below the beam line. The scintillator detected prompt 
scattered particles coincident with the beam spill and 
provided a stop trigger accurate to a few nanoseconds.
B. Temperature Dependence
Figure 18 shows video display traces of raw data 





T IM E  IN fjL SEC
Fig. 18 Video display traces of typical raw data 
signals generated by charged particle beams traversing 
water.
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The relative pulse attenuations are 2.5, 2.5 and 1.0 
respectively. There are several features apparent in 
these traces. First is the small pulse at the beginning 
of each trace occuring coincident with the arrival of 
the beam and the low frequency signal which has the same 
phase for all traces. The beginning pulse and the low 
frequency signal were present in all data runs independent 
of the target material and can be attributed to electro­
magnetic pickup, by the hydrophone, of fields associated 
with the beam. In the 29.5°C trace the bipolar acoustic 
signal is clearly visible at the delay time of about 
67 ysec, appropriate for the acoustic travel time across 
the 9.8cm separation between the hydrophone and the beam 
edge. Immediately following the bipolar pulse the 
acoustic signal becomes very complicated due to multiple 
reflections from the bottom and sides of the dewar. For 
about 80 ysec, though, no reflections can reach the hydro­
phone allowing adequate time to study the acoustic signal. 
The 10.5°C trace shows evidence of a high frequency signal 
riding on the delayed acoustic signal. This high frequency 
signal is more evident in the 1.5°C trace. The polarity 
of the 1.5°C acoustic signal is also inverted with respect 
to the acoustic signals above 4°C as would be expected 
for thermal acoustic signals generated in water. The 
'flat topping' of the traces occured when the 512 mV 
peak-to-peak range of the digitizer was exceeded.
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42To facilitate analysis of the data a digital filter 
was used to remove the low frequency offset. The filter 
parameters were chosen to generate a highpass filter 
with a sharp bandedge at 7 kHz. Examples of the filtered 
data spanning the entire temperature range of the data 
are shown in Fig. 19. The numbers on the left hand side 
give the water temperature and the relative attenuation 
for each trace. The vertical lines, representing constant 
times, are drawn to aid in visually comparing the data.
At high temperatures (above about 12°C) the acoustic 
signal is clearly evident. As the temperature decreases 
the amplitude of the leading half cycle of the acoustic 
signal decreases and shifts to the right. A negative 
going pulse is clearly apparent at about 4 °c. The ampli­
tude of this pulse decreases as the temperature decreases. 
Following down the vertical line on the left, the acoustic 
amplitude vanishes at about 6 °C and at 4°C the acoustic 
signal has a clear negative leading amplitude. This 
constant time analysis is similar to the method used 
to obtain the data for the DUMAND Acoustic Subgroup Experi­
ments discussed in Chapter III which reported that the 
acoustic amplitude vanished at 6°C. At about 14°C a 
high frequency (about 180 kHz) ripple is apparent on 
the leading peak of the acoustic signal. This ripple 
is prominent in all the data below 14°C and can even 
be seen in the trailing half cycle at higher temperatures.
O R D I N A T E  SCALE
•*■0 mV
29.5° C,x 2.5
7.9° C,xl .0 V
.3 C, x 2.0 v ~  
.4° C,x 2.0 v -
| 1 1 1 1
0  6 4  128 192 256
TIME IN fi SEC
Fig. 19. Examples of filtered data signals, generated 
by particle beams, spanning the entire temperature range.
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The ripple frequency is characteristic of a resonant 
frequency of the hydrophone whose calibrated response 
was known only up to about 300 kHz. In the 6.1°C trace 
only the high frequency ripple is apparent at the arrival 
time of the higher temperature leading half cycle peaks.
A bipolar signal is present at 6°C but displaced in time 
with respect to the bipolar signals at higher temperatures. 
As the temperature decreases below 6°C a negative amplitude 
is evident as the leading part of the acoustic signal.
A tripolar pulse with superimposed high frequency ripples 
is clearly seen in the 4.1°C trace. At still lower temper­
atures this tripolar pulse tends to be obscured by a 
bipolar signal having polarity inverted with respect 
to the higher temperature signals.
The signal characteristics discussed above can be 
explained by a superposition of the tripolar pulse ob­
served near 4°C and the thermal bipolar signals with 
temperature dependent amplitudes, expected at other 
temperatures. Since the thermal expansion of water at 
4°C is zero the observed tripolar pulse near 4°C is 
evidence for the existence of non-thermal acoustic 
mechanisms associated with particle beams.
The sketches in Fig. 20 show how the superposition 
of a tripolar pulse with a compressive (rarefactive) 
leading cycle and a thermal bipolar signal below (above)



























Fig. 20. Illustrations to show how the superposition of a tripolar pulse 
with compressive (rarefactive) leading cycle and a thermal bipolar signal below 
(above) 4°C would approximately cancel each other over the first cycle and cause 
the apparent zero signal amplitude, measured at a fixed time, to shift below 
(above) 4°C.
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cycle and cause the apparent zero signal amplitude 
measured at a fixed time to shift below (above) 4°C.
Figure 21 shows the result of a point-by-point 
subtraction of the 4°C data from the data at a representa­
tive temperature (7.1°C). The non-thermal signal is, 
in effect, removed. The upper trace shows the result 
of the subtraction of the raw data with only the low 
frequency offset removed. The middle trace is the result 
of the subtraction after digitally filtering the signals 
with a 7 to 100 kHz bandpass filter. The lower trace 
is the result of a bandpass filter with a 7 to 40 kHz 
bandpass. This analysis was done in an attempt to isolate 
the thermal pulse which should have had a dominant fre­
quency in the 7 to 40 kHz region based on the beam diameter 
and the beam-hydrophone geometry. The main difference 
in these traces is the smoothing effect by the digital 
filter which makes the thermal pulse more evident.
Figure 22 shows the result of applying the tight 
(7 to 40 kHz) bandpass filter to the data and subtracting 
out the non-thermal signal at several different tempera­
tures. The amplitude of the non-thermal signal was assumed 
to be temperature independent for this analysis. As can 
be seen in Fig. 22 there is a simple bipolar pulse at 
the time expected for the arrival of an acoustic signal 
that can be attributed to a purely thermal mechanism.
The thermal mechanism is deduced from the facts that
ORDINATE SCALE
TEM PER ATU R E 7 . I °C
U N F IL T E R E D 0  mV
BANDPASS 7 - 1 0 0  kHz
BANDPASS 7 -  4 0  kHz
0  6 4  128 192 2 5 6
T I M E  IN fj. SEC
Fig. 21. A representative data sample showing the smoothing effect 
various bandpass filters.
ORDINATE SCALE
5 . 7 ° C  0  mV
7.9° C
4 .0  C
2.3° C
0 6 4  128
TIME IN fj. SEC
192 256
Fig. 22. The result of filtering and subtracting 
out the 4°C pulse on several data samples at various 
temperatures.
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(1 ) the amplitude changes polarity when the temperature 
crosses 4°C, (2) there is no shift of the acoustic signals 
in time as the temperature changes and (3) the acoustic 
signal amplitude is proportional to the thermal expansion 
coefficient of water as a function of temperature.
Figure 23 shows the relative amplitude of the leading 
half cycle of the acoustic signal as a function of tempera­
ture for the entire data sample after filtering and sub­
tracting the non-thermal signal. A relative pressure
amplitude of 100 corresponds to a pressure amplitude of 
26.1 dynes/cm at the hydrophone. No attempt was made to 
assign error bars to the individual data points, but 
relative errors are indicated by the spread in the data 
points at any temperature. The solid line is proportional 
to the thermal expansion coefficient of water fit to the 
data by the chi-square method.
The good fit of the thermal expansion coefficient 
to the data, after subtracting the 4°C pulse, supports 
the assumption that the non-thermal effect is temperature 
independent.
The amplitude of the initial cycle of the tripolar 
non-thermal pulse cancels the first cycle amplitude of the 
bipolar acoustic sugnal at 6°C. Thus, the amplitude of 
the initial cycle of the tripolar pulse must have the same 
magnitude as the amplitude of the first cycle of the 
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Fig. 23. The amplitude of the leading half 
cycle of the acoustic signal generated by 
particle beams traversing water as a function 
of the water temperature.
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amplitude of the initial tripolar cycle is about 34 counts
oor about 2.1 dynes/cm .
VI. DISCUSSION AND CONCLUSIONS
The LSU Laser Experiment (Chap. IV) and the BNL 
Experiment (Chap. V) used a waveform digitizer to record 
the acoustic signals for subsequent analysis. In both 
of these experiments the acoustic signals were found to 
have a dominant thermal acoustic mechanism. The amplitude 
of the acoustic signals were generally proportional to 
the thermal expansion coefficient of water. In addition 
to the thermal signals, tripolar acoustic pulses were 
observed near 4°C in both experiments. See Figs. 14 and
19. Although the thermal acoustic signals were qualita­
tively similar for the two experiments, the polarity of 
the non-thermal tripolar pulses were different. The 
initial cycle of the laser induced tripolar pulse was 
compressional, whereas in the case of the proton beam 
the initial cycle was rarefractive. Thus the tripolar 
acoustic pulses observed in the tv;o experiments must 
result from different non-thermal mechanisms.
The tripolar pulses generated by laser beams could
be due to the formation of microbubbles in the water.
3 6Experiments in the USSR have reported the existence 
of microbubbles generated by absorption of laser beams 
in water. They found that the acoustic signal amplitude 
generated in water which was boiled for several hours, 
to reduce the amount of dissolved gases, was less than
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the acoustic signal amplitude generated in water which 
had not been boiled. The difference in signal amplitude 
was attributed to the production of microbubbles in the 
water. In contrast to the Russian results, the LSU results 
showed that at temperatures only a few degrees above or 
below 4°C the acoustic signal due to the thermal mechanism 
dominated over the non-thermal signal.
The molecular dissociation energy (e.g. 5.2 eV for 
water) can be provided by intense laser beams in addition 
to charged particle beams. Thus, photodissociation could 
provide an alternate explanation, to microbubbles, for 
the tripolar pulses observed in the LSU laser experiment. 
Repeating the laser experiments at various static pressures 
may shed light on which of these mechanisms is dominant.
The BNL experiment observed that the thermal acoustic 
signal produced by proton beams traversing water near 6°C 
was canceled by the rarefactive leading cycle of a non- 
thermal tripolar pulse. This tripolar pulse was clearly 
evident in the BNL results at 4°C where the thermal signal 
vanished. The cancellation of the acoustic signal by the 
non-thermal pulse explains the anomalous result of a null 
acoustic amplitude at 6°C reported earlier by the DUMAND 
Acoustic Subgroup (Chap. Ill).
The source of this tripolar pulse is believed to be 
electrostriction of the water medium by the large number 
of charges freed by the ionization of water molecules by
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the proton beam. The acoustic pulse derived in Sec.
II.B, Eq. (26), can be calculated for the mechanical 
stress induced in the water, Eq. (25), by the ionization 
charges.
If we assume that the N particles in the beam have 
a gaussian radial density and uniform longitudinal density 
over the beam length A, then the particle density is
, Na2 -a2r2 (27)
p(r) = i T  e
where 1/a is the 'radius' of the beam.
The length of the beam is related to the beam spill time
1  = vbTb * (28)
Parameters which describe the BNL proton beam and the 
water medium at 4°C are:
e = 86.5
q = 4.8x10 ^  esu/proton 
— 8r = 3.1x10 cm o
dE/dx = 2x106 eV/cm, for 30 GeV protons in water
E. = 30 eV ion
v^ = 3x1010 cm/sec
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„ , -6 = 3x10 sec
N = 5xl012
a = 1/ 2.0 cm
10 2B = 2.2x10 dynes/cm
Evaluating Eq. (25) for the mechanical stress induced 
in the median with the above parameters gives
2AV -r /4 -1Stress = —  = 3.093 t. e ' sec (29)V ion
where the lifetime of the ionized molecules is not known. 
The lifetiine will be used as a parameter to fit the ampli­
tude of the calculated pulse to the observed non-thermal 
pulse shown in Fig. 19.
The acoustic pulse obtained by numerical analysis 
of Eq. (26) gives the tripolar pulse shown in Fig. 24.
The amplitude of this calculated pulse matches the ampli­
tude of the observed pulse if t . has the valueion
-9T^on = 4.1x10 sec (30)
Although the amplitude and shape of the calculated pulse
is very dependent on the geometry of the charge
distribution p(r) and the spill time of the beam
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Fig. 24. Calculated acoustic signal generated by the ionization charge M
effect from a proton beam similar to the BNL beam.
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traveled by the 30 eV ionization electrons (v ~ 3x10® 
cm/sec) on the order of 1 cm, is reasonable considering 
the mobility of the free electrons.
Further experiments measuring the acoustic signals 
produced by charged particle beams in water at 4°C with 
various beam diameters, intensities and spill times would 
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In experimental measurements there is usually some 
form of noise signal present in addition to the signal 
of interest. The noise may originate in the electronics 
used to make the measurement or it may come from the 
environment. Generally the noise has a frequency 
spectrum different from the signal, in-which case 
filters can be used to reduce the amplitude of, or filter, 
the noise frequencies out of the input signal before 
analysis of the signal is performed.
For signals which are continuous in time (analog 
signals) passive or active electronic devices can be used 
to filter the unwanted frequencies from the signals. If 
the analog signal is digitized by a broad bandwidth wave­
form digitizer and stored as a sequence of digital ampli­
tudes for later analysis, it may not be desirable to, 
a priori, limit the bandwidth of the signal input into 
the digitizer. For example, in the BNL Experiment (Chapter 
V) the frequency spectra of the noise and signal were 
not known until the analysis. In such cases a method 




One possible method to filter the digitized data 
would be to Fourier transform the digitized signal from 
the time domain to the frequency domain. In the fre­
quency domain, the unwanted frequencies components can 
be easily removed or filtered out. The resultant fre­
quency components are then transformed back to the time 
domain. To preserve the relative time phase of the re­
maining signal frequency components when the inverse 
transform is performed, the frequency component amplitudes 
remaining after the subtraction must be modified to account 
for the removed components.
This method is complicated and requires a large number
of calculations. A simpler and more efficient procedure
43has been developed by J. F. Kaiser and W. A. Reed to 
filter a digital sequence in the time domain. The filtered 
digital sequence y n is calculated from a linear weighting 
of the input digital signal x .
NPy = I b. x , n T k n “kk=-NP
where b^ is the k*th filter parameter and 2N^+1 is the
total number of terms in the filter.
The output signal value yn is simply a convolution of
the input sequence and the filter parameters b ^ .
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The filter parameters are obtained from the Fourier 
series expansion of the ideal filter function. Figure 
25 shows typical ideal filter functions in the frequency 
domain for the four types of filters that this procedure 
can produce. It is convenient to express the bandedge 
frequencies, 6, 3^, and 82* relative to the Nyquist
frequency. The Nyquist frequency fN is one half of
the digitizer sampling frequency fg . Note that the low- 
and highpass filters are special cases of the bandpass 
filter with the lower or upper bandedge set equal to 
zero or one. In the following we will discuss the band­
pass case and show how the filter parameters are calculated 
for the four different cases shown in Fig. 25.
The Fourier expansion of the ideal bandpass filter 
function, H ( v ) ,  in terms of the cosine is
00
H (v) = 6 9 - 3 - 1  + I b cos nkv 
1 k=l K
where b^ = (sin 62 kn - sin 3^k7i)/kiT,
v  is the relative frequency, f/fN » and
®1'^2 are i'̂ie relative bandedge frequencies.
The b ^ 's in the above expansion are the required 
filter parameters. An infinite number of terms in the 



















Fig. 25. Typical ideal filter functions.
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function. In practice though, this sequence is truncated 
to Np terms giving 2Np+l filter terms. The effect of 
this truncation is to introduce the effect of Gibb's 
phenomena about the bandedges of the actual filter func­
tion H ' (v) . Increasing the number of terms in the trun­
cated series does not reduce the Gibb's fluctuations but 
only concentrates the fluctuations about the bandedges.
For a finite number of terms the fluctuations can be 
greatly reduced by altering the filter parameters slightly 
with an adjustable weighing (window) function. The net 
effect of this weighting function is to spread the large 
approximation error at the bandedges (resulting from 
the series truncation) over the whole range of frequencies 
from DC to fN - The error in the actual filter function 
H ' (\)) , represented by the weighted filter parameters, 
is reduced to +e in the pass and stop bands at the expense 
of wider transition bands of width 6 about the bandedge. 
This is shown in Fig. 26. This method of distributing 
the approximation error over the entire frequency range is 
called the Nearly Equal Ripple Approximation.
The number of points needed to represent the filter 
defined by 3^ and 3 ^  an^ parameters 6 and e is given by 
the imperical relation
2Np * (-20 log10e - 7.95)/28.72 6 




Fig. 26. Bandpass filter showing the uncertanties 
introduced by the weighting function. Taken from 
Ref. 43.
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The filter error e is expressed conveniently on a 
logarithmic scale, in dB, as
X = -20 log^gE 
X is called the filter stopband loss.
The bandpass filter parameters are then given in terms 
of B-̂ and 62 by
sinB^kTr-sinB. kn I [n/l- (k/N ) 2b = b . = ---- ±--------1---  . {  E__ }k -k Ktt 1 iQ (n) J
; k = 1 ,2 ,...,Nir
bo - V 6!
where
Io (x), the parameter weighting function, is the 
modified Bessel function of zeroth order which 
can easily be calculated from
I (x) = Z  ( )2 , and
0 i=0











The type of filter represented by the bk 's is deter­
mined by the choice of values for 6^ and 82* For the 
four filter types shown in Fig. 25 these choices are
6l = 0 B2 = 6 lowpass filter with bandedge at 8
$1 = 8 B2 = 1 highpass filter with bandedge at 8
The FORTRAN programs used at LSU for the analysis 
of the BNL experiment data were developed from programs 
listed in Ref. 43. Listings of the LSU programs follow.
0 < b1 < b2 <1 bandpass filter with pass band from Bj to B2
0 < B2 < Bx <1 bandstop filter with stop band 




C This subroutine performs the convolutine of the
C filter parameters* calculated by subroutine PARAMr
C and the digitized signal*. The digitized signal i s
C contained in the three arrays IDATA.tr IDATA2 and
C IDATA3* each of which contain 1024 samples. The
C filtered signal is returned in the array ISIGNL.
C
COMMON /FLTPRM/ BK(1024)r BE1r BE2r ALr DEr NP 
COMMON /SIGNAL/ ISIGNL(1024)r IDATA1(1024)r
* IDATA2 <1024)r IDATA3<1024>
DIMENSION ISIG<3072)
EQUIVALENCE (ISIG<1)rIDATA1<1))r
# <ISIG <1025)rIDATA2(1))r <ISIG(2049)rIDATA3<1))
C
















C This subroutine calculates the parameters of a
C Nearly Eeual Ripple linear phase filter. The type
C of filter represented by the calculated parameters
C is determined by the relative values of the band
C edge fretauencies which are normalized to the Nwouist
C freouency. The possible types of filters and their
C corresponding band edge relations are given by?
C
c BE1 = 0 0 < BE2 < 1 Low Pass Filter
c 0 < BE1 < 1 BE2 = 1 High Pass Filter
c 0 < BE1 < BE2 < 1 Band Pass Filter
c 0 < BE2 < BE1 < 1 Band Reject Filter
C
C where BE1 is the relative location of the stop to
C pass band location and BE2 is the relative location
C of the pass to stop* band location. The other filter
C coefficients are AL the stop band loss in dB and BE
C the relative width of the transition bands.
C This subroutine outputs the value NP the number





C Test the consistency of the filter coefficients.
C BL = BE / 2.0
IF<BE2.LT.BE1) GO TO 10
IF ( BE 1 -BL , GT .0.0. ANB . BE2+BL ♦ LT . .1. . 0 . AND .
* BE2~BE1.GT.BL) GO TO 20 
WRITE<7y100)
100 FORMAT <' #*#ERRQR- TRANSITION WIDTH TO WIDE ##*')
BL = M1N(BE1yl-BE2y<BE2 ■BE1)/2.0)
BE = 2 .0>KBI...
GO TO 20
10 IF(BE2-DL.G T .0.0.ANB.BE1+DL.L T ♦1.0.ANB.
* BE1~BE2.GT.DL) GO TO 20 
WRITE<7yl00)
BL = MIN<BE2y1-BE1y(BE1-BE2>/2 »0)
BE = 2.0*DL
C
C Test the limit on the number of pairs.
C
20 FK = 1.8445
IF(AL.GT.21.0) FK = 0.13927#(AL-7.95)
NP = INK<FK/(2.0*BE>)+0.75)
IF(NP•LE.1023) GO TO 30 
WRITE < 7 y102)
102 FORMAT(' **«ERR0R~T0 MANY PARAMETERS REQUIRED ***')




C Calculate the weighting parameter*
C
30 ET = 0.0
IF(AL.GT.21.0) ET = 0.58417*<(AL-21.0>**0.4+ 
* 0.07886*<AL-21.0))
IF(AL.GT.50.0) ET = 0.1102#<AL-8.7>
C
C Calculate the filter parameters.
C
40 BK < 1) = BE2-BE1
IF(BE2.LT.BED BK (1) = l.O-BK(l)
FNP = NP 
DO 50 K - 1 .NP 
RK = K
GK = 3.1415926#RK
GE = ET*SQRT <1.0-(RK/FNP> **2)
TP = <SIN<BE2*GK)-SIN<BE1*GK)>/GK 











This function evaluates the modified Bessel 
function of zeroth order for real arguments*
S = 1.0 
DS = 1.0 
D = 0.0 
10 D = D+2.0
US = DS*R*R/<D*D>
S = S+DS






The FET preamplifier used in the LSU Laser Experiments
and BNL Experiments was designed by Mark Bowler at the
University of California at Irvine. The amplifier uses
2N6550 low noise FETs made by Teledyne Crystalonics. A
schematic for the amplifier is shown in Fig. 34. The
overall gain of this amplifier is variable from 0 to about 
310 . The 3dB points of the amplifier bandwidth at 30 dB 
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