In paired randomized experiments, individuals in a given matched pair may differ on prognostically important covariates despite the best efforts of practitioners. We examine the use of regression adjustment to correct for persistent covariate imbalances after randomization, and present two regression-assisted estimators for the sample average treatment effect in paired experiments. Using the potential outcomes framework, we prove that these estimators are consistent for the sample average treatment effect under mild regularity conditions even if the regression model is improperly specified, and describe how asymptotically conservative confidence intervals can be constructed. We demonstrate that the variances of the regressionassisted estimators are no larger than that of the standard difference-in-means estimator asymptotically, and illustrate the proposed methods by simulation. The analysis does not require a superpopulation model, a constant treatment effect, or the truth of the regression model, and hence provides inference for the sample average treatment effect with the potential to increase power without unrealistic assumptions.
Introduction
The use of paired experiments was once limited to pairs formed using a small number of binary or categorical covariates. In a paired experiment, exactly one subject in each pair is randomly assigned to the treatment. Fisherian inference for no treatment effect and Neymanian inference for the average treatment effect can then proceed with respect to the randomization distribution generated by this paired design; see, for example, Rosenbaum (2002) and Imai (2008) .
In practice, there are often continuous covariates that are also believed to be predictive of the potential outcomes under treatment and control. Greevy et al. (2004) provide an algorithm to form pairs based on continuous covariates by minimizing the within-pair covariate distance, but remaining misalignment of covariate values within pairs may yield chance imbalances in any given randomization, which can increase the variance of the resulting treatment effect estimator. Covariance adjustment is a common strategy for accounting for remaining imbalances. Freedman (2008) and Lin (2013) investigate the impact of regression adjustment on inference for the sample average treatment effect in completely randomized experiments. Neither correctness of the fitted regression model nor a superpopulation model are assumed in their analysis. Instead, inference proceeds using the physical act of randomization as its sole justification, and asymptotic calculations consider sequences of experiments of increasing size without specifying how the experimental units were sampled. Lin (2013) discusses how regression adjustment can yield a consistent estimator of the sample average treatment effect whose asymptotic variance is no larger than the standard differencein-means estimator, regardless of the truth of the underlying model. Inference is then agnostic to this, and c 2018 Biometrika Trust instead leverages the adjustment as an algorithmic fit to yield a more efficient estimator. Bloniarz et al. (2016) describe related work with completely randomized experiments.
In the context of paired experiments, Rosenbaum (2002) describes how covariance adjustment can be used for exact tests under the assumption of a constant treatment effect. Imbens & Rubin (2015, § 10) discuss how, under a superpopulation model, linear regression can yield a consistent estimator for the average treatment effect in the superpopulation. In what follows, we show that covariance adjustment can also be leveraged for inference on the sample average treatment effect in a paired experiment in a manner that is agnostic to the truth of the fitted model.
Paired randomized experiment with covariates
The ith of n independent pairs contains one individual assigned the treatment, denoted by Z ij = 1, and one who receives the control, Z ij = 0, such that Z i1 + Z i2 = 1. Individual j in pair i has a P-dimensional vector of measured covariates x ij = (x ij1 , . . . , x ijP ). Each individual has a potential outcome under treatment, r Tij , and under control, r Cij (i = 1, . . . , n; j = 1, 2). The treatment effect τ ij = r Tij − r Cij is not observable for any individual. Instead, we observe the response R ij = r Tij Z ij + r Cij (1 − Z ij ) (Neyman, 1923; Rubin, 1974) . Quantities dependent on the assignment vector such as Z = (Z 11 , Z 12 , . . . , Z n2 ) and R = (R 11 , R 12 , . . . , R n2 ) are random, whereas F = {(r Tij , r Cij , x ij ) : i = 1, . . . , n; j = 1, 2} contains fixed quantities. In a paired experiment, pr(Z = z | F) = pr(Z = z) = 2 −n and pr(Z ij = 1 | F) = pr(Z ij = 1) = 1/2.
Write
for some function f : R P → R K D with K D fixed as the difference in transformed covariates between unit 1 and unit 2 in matched pair i.
as the average of the transformed covariates in matched pair i relative to the mean across matched pairs. For example, if x is scalar, then choosing f (x) = (x, x 2 ) and g(x) = exp(x) yields K D = 2 and K M = 1. Guidance for the choice of the functions f (·) and g(·), which may differ, is given in § 4. Write D for the n × K D matrix whose ith row equals d T i , and write M for the n × K M matrix whose ith row equals m T i . In what follows we require that
be the hat matrix for D, i.e., the orthogonal projection of R K D onto the column space of D, and let H M be the hat matrix for M . Define V i = 2Z i1 − 1 such that E(V i | F) = 0, and let V be the n × n matrix with V i on the ith diagonal and zeros on the off-diagonal. The matrix consisting of the treated-minus-control differences of the f -transformed covariates can be written as
. . , m iK M ) T , and write H A for the corresponding hat matrix.
Sample average treatment effect
Let ij = (r Tij + r Cij )/2 be the level of the potential outcomes for individual j in pair i, and let i = (τ i1 + τ i2 )/2 be the average of the treatment effects in pair i. The observed treated-minus-control difference in responses in pair i is
The sample average treatment effect in a paired experiment is
Henceforth we will writeτ forτ n , but the dependence of this and other causal estimands on n should be kept in mind. The classical unbiased estimator forτ in a paired experiment is the observed average of the paired differencesτ
which is unknown in practice because it depends on the missing potential outcomes. Imai (2008) shows that the classical estimator of the variance of the difference in means in a paired study,
is always an upper bound on var(τ C | F) in expectation. Furthermore, under mild regularity conditions nS 2 C − var(n 1/2τ C | F) converges to a nonnegative value in probability, and asymptotically conservative inference can be achieved by employing a normal approximation with S 2 C in place of var(τ C | F).
Regression-assisted estimators
We consider the intercept coefficients from a regression of Y on VD,τ R1 , and of Y on VD and M ,τ R2 , as estimators forτ . These can be expressed aŝ
where I n is the n × n identity matrix, denoted by I henceforth, and e is the vector containing n ones, i.e., the intercept column. As discussed in Imbens & Rubin (2015, § 10) , a regression on VD suggests that the difference d i between f -transformed covariates in matched pair i may be predictive of the difference in the levels of the potential outcomes, i1 − i2 . A regression including both VD and M suggests that the difference in f -transformed covariates in matched pair i is predictive of the difference in the levels, and that the relative level of the g-transformed covariates m i is predictive of the average treatment effect in pair i, i . The function f (·) giving rise to d i should be chosen to reflect the relationship between the transformed
and the difference in levels of the potential outcomes, i1 − i2 . Similarly, the function g(·) should be chosen to best reflect the relationship between the pairwise average of the transformed covariates, {g(x i1 ) + g(x i2 )}/2, and the pairwise average of the treatment effects, i .
Under a constant treatment effect model where τ ij =τ (i = 1, . . . , n; j = 1, 2),τ R1 is an unbiased estimator forτ , and inference forτ can be conducted using the techniques described in Rosenbaum (2002) . Without the assumption of constant effects, neitherτ R1 norτ R2 is unbiased forτ . Nonetheless, we now demonstrate that bothτ R1 andτ R2 can be used to facilitate inference onτ without constant effects. We impose two regularity conditions.
Condition 1 (Bounded fourth moments). There exists a C < ∞ such that for all n,
Condition 2 (Cesàro summability). The sums
i m ik converge to finite limits for k = 1, . . . , K D and k = 1, . . . , K M as n → ∞. Finally, n −1 D T D and n −1 M T M converge to finite, invertible matrices. Call these limits D and M respectively.
, and suppose that Conditions 1 and 2 hold. Then, as n → ∞ with K D and K M fixed and conditional upon F, both n 1/2 (τ R1 −τ R * ) and n 1/2 (τ R2 −τ R * ) converge in probability to zero. Furthermore, n 1/2 (τ R * −τ ) converges in distribution to a Gaussian random variable with mean zero and variance
Theorem 1 characterizes several useful properties of the regression-assisted estimatorsτ R1 andτ R2 under Conditions 1 and 2. First,τ R1 andτ R2 are consistent estimators ofτ . Second, n 1/2 (τ R1 −τ ) and n 1/2 (τ R2 −τ ) are asymptotically equivalent with a Gaussian limiting distribution. Finally, the first term in σ 2 R * is precisely the asymptotic variance of n 1/2τ C given F. Hence, the asymptotic variances of the regression-assisted estimators are no larger than that of the classical difference-in-means estimator, as β T D D β D 0 by positive semidefiniteness of D . Better choices of f (·) impact the magnitude of β T D D β D and hence the degree of variance reduction.
Perhaps surprisingly,τ R1 andτ R2 have the same asymptotic variance. The average value of the covariates in a given matched pair does not vary across randomizations, but the treated-minus-control difference in covariates is d i or −d i with equal probability. If the slope coefficients on the level of covariates m i have limits as n → ∞, as guaranteed by Conditions 1 and 2, then asymptotically the contribution of m i to the prediction of Y i also does not vary across randomizations, and hence does not contribute to the variance of the estimator. The choice of the function g(·) thus plays no role in improving efficiency. In light of this, is there motivation for including the level of the covariates when estimatingτ ? As we now demonstrate, inclusion of M in the regression allows for the construction of variance estimators that are less conservative than those derived from a regression excluding M .
Enabling Neyman-style inference
As described in § 3, inference using the classical difference-in-means estimator,τ C , typically proceeds using an upper bound on the variance. If the estimator is a consistent upper bound, inference is then asymptotically conservative if a Gaussian reference distribution is asymptotically justified. As will be demonstrated, the nominal variance estimators for the intercept coefficients derived from linear model theory with fixed design and homoscedastic errors can be employed towards this end. Under homoscedasticity the classical variance estimators for the intercept coefficientsτ R1 andτ R2 take the form
See the Supplementary Material for a derivation. The developments that follow also apply if these estimators are replaced with heteroscedasticity-consistent standard errors (Long & Ervin, 2000) .
Theorem 2. Under Conditions 1 and 2 and conditional upon F, nS 2 R1 − var(n 1/2τ R * | F) converges in probability to
Under the same conditions, nS 2 R2 − var(n 1/2τ R * | F) converges in probability to
Corollary 1. Under these conditions, nS 2 R1 − nS 2 R2 converges in probability to β T M M β M 0.
Theorem 2 and Corollary 1 indicate that nS 2 R1 and nS 2 R2 are both consistent upper bounds for var(n 1/2τ R * | F), but that nS 2 R2 will be asymptotically no larger than nS 2 R1 . Asymptotic equality is attained under a constant treatment effect model, where both nS 2 R1 and nS 2 R2 are consistent for var(n 1/2τ R * | F). Unlike nS 2 R1 , nS 2 R2 can also be consistent for var(n 1/2τ R * | F) if the relative level of the covariates in a pair m i is perfectly predictive of the pairwise average treatment effects i , highlighting the role of the function g(·) used in defining M . In combination with Theorem 1, Theorem 2 indicates that on asymptotic groundsτ R2 should be preferred over τ R1 . Confidence intervals forτ of the formτ R1 ± −1 (1−α/2)S R1 andτ R2 ± −1 (1−α/2)S R2 , where (·) is the cumulative distribution function of the standard normal distribution, will be asymptotically conservative as desired. Confidence intervals constructed using S R2 will be no longer than those constructed using S R1 , and the analogous improvements hold for hypothesis tests of H 0 :τ =τ 0 . Similar improvements in variance estimation for regression-adjusted estimators of average treatment effect have been noted in completely randomized designs; see, for example, Ding et al. (2019) .
Simulation study 6·1. Linear regression under a nonlinear truth
Our study contains two simulation settings inspired by the functions used in Kang & Schafer (2007) . The sth of S samples of n pairs is generated by first sampling covariates w ijp (p = 1, . . . , 4) that are unknown to the researcher for each of the 2n study participants. For each p, w i1p is Gaussian distributed with mean zero and variance 1, w i2p is Gaussian distributed with mean w i1p and variance 1/4, and w ijp is independent of w ijp for p | = p. Potential outcomes under treatment and control are simulated through r Tij = μ T (w ij ) + ε ij and r Cij = μ C (w ij ) + ε ij , with ε ij standard normal. The sample average treatment effect for sample s isτ (s) 
. The settings vary in the functions μ T (·) and μ C (·). The two possibilities for μ T (·) and μ C (·) are: (i) parallel response surfaces with μ T (w 
The revealed covariates x ij for each individual are complicated functions of w ij , i.e.,
For each randomization, the researcher computesτ R1 andτ R2 from a multiple regression using the observed covariates x ij instead of w ij and setting f (x ij ) = g(x ij ) = x ij , in so doing fitting a linear model using covariates that have a highly nonlinear relationship with the potential outcomes. With the experimental units and observed covariates established, we conduct B randomizations. For each randomization, we calculatê τ C ,τ R1 , andτ R2 based on the observed responses. We then construct normal-based 95% confidence intervals for the sample average treatment effectτ (s) using S C , S R1 , and S R2 . Figure 1 illustrates the results of B = 10 000 randomizations for two samples of n = 500 pairs, one from each of the response function specifications, parallel and nonparallel. The histograms show the acrossrandomization distributions of the three estimators minusτ (s) , the sample-specific average treatment effect. As predicted by Theorem 1, all three estimators have distributions close to normal. The true dispersions ofτ R1 andτ R2 are closely aligned, and both estimators have smaller variance thanτ C despite the fact that the regression model was misspecified. The error bars illustrate the impact of effect heterogeneity on the coverage of confidence intervals constructed using the estimated standard errors. Here, the conclusions of Theorem 2 come to bear. The solid intervals are centred at 0 and have length 2 −1 (0·975) times the true standard deviations forτ R1 ,τ R2 , andτ C , which are unknown to the practitioner as they depend on the unknown potential outcomes. The dashed intervals are also centred at zero, but instead have length 2 −1 (0·975) times the Monte Carlo estimates of E(S R1 | F), E(S R2 | F), and E(S C | F) to reflect the typical length of 95% confidence intervals constructed using these standard errors. Under constant effects, the average sample-based intervals overlap with the intervals based on the true standard deviations, as with constant effects the three standard error estimators are consistent. Consequently, the corresponding confidence intervals have coverage of roughly 95%. With heterogeneous treatment effects, intervals based on the sample standard errors are wider than necessary, as under effect heterogeneity the standard errors are conservative. This conservativeness leads to confidence intervals that, for all estimators, have coverage of 100% in the B = 10 000 randomizations. Comparingτ R1 toτ R2 , we see that while confidence intervals based on the true standard deviations are quite similar, the corresponding sample-based intervals differ, with those based onτ R2 being roughly 2/3 the length of those based onτ R1 while still exceeding their coverage guarantee. Despite the regression model being misspecified, effect modification is leveraged by S 2 R2 to yield narrower intervals. In the Supplementary Material, we present detailed results for this simulation study with n = 25, 50, 100, and 500, which show that the predictions of Theorems 1 and 2 provide appropriate guidance even in moderately sized samples. 
6·2. Results for two sets of experimental units

Superpopulation inference after regression adjustment
The improvement in inference by means ofτ R2 and S 2 R2 is not unqualified. Suppose that one instead considers a superpopulation model wherein n pairs of individuals, and hence their potential outcomes and covariates, are drawn at random from an infinite population and that inference is desired for the expectation of the treatment effect in that superpopulation, call itτ (P) . Inference is no longer conducted conditional upon F, but instead must account for variation across realizations of F. In this setting,τ R1 andτ R2 remain consistent forτ (P) , are asymptotically equivalent, and have true variance that is no larger than that of the difference-in-means estimatorτ C . The limiting variances var(n 1/2τ R1 ) and var(n 1/2τ R2 ) are increased by var(n 1/2τ ), as the sample average treatment effect is itself a random variable under this formulation, with var(τ ) equal to the expectation of {n(n − 1)} −1 n i=1 ( i −τ ) 2 . Arguments parallel to those in § 5.3 of Fogarty (2017) show that nS 2 R1 is a consistent estimator of var(n 1/2τ R1 ), while nS 2 R2 , which achieves its lower probability limit by exploiting effect modification, is an underestimate of var(n 1/2τ R2 ) and leads to anticonservative inference. For superpopulation inference usingτ R2 , one should instead employ the corrected variance estimator S 2 R2,P = S 2 R2 + n −1β T Mˆ MβM , whereˆ M = (n − 1) −1 M T M is the sample covariance matrix for the centred covariates M andβ M is the vector of regression coefficients corresponding to the columns of M from a regression of Y on A = (VD, M ) along with an intercept. Defined in this manner, nS 2 R2,P is consistent for var(n 1/2τ R2 ). The importance of this correction is highlighted in a simulation study presented in the Supplementary Material. In light of Corollary 1, we see that asymptotically nS 2 R2,P is increased by precisely the discrepancy between nS 2 R2 and nS 2 R1 . In fact, nS 2 R1 −nS 2 R2,P converges in probability to zero, hence eliminating the inferential advantage held byτ R2 overτ R1 asymptotically. Whether finitesample properties of inference based onτ R2 versusτ R1 would lead one estimator to be preferred in a superpopulation setting remains an area for further research.
Discussion
This work has focused on the use of agnostic linear regression to yield an estimator of the sample average treatment effect with improved asymptotic efficiency over the difference-in-means estimator, and to furnish conservative standard error estimators for regression-adjusted estimators which dominate the conventional standard error for the difference-in-means estimator. A natural and important extension of this work would be to consider other forms of regression adjustment in paired experiments by leveraging semiparametric theory, aligning with the approach taken for completely randomized designs by Zhang et al. (2008) and Tsiatis et al. (2008) . The focus on linear regression serves, in part, to provide justification for what remains the most common form of covariance adjustment used by practitioners under minimal assumptions about the manner in which the data were generated.
In completely randomized experiments, Aronow et al. (2014) present sharp variance estimators for the difference-in-means estimator of the sample average treatment effect without covariance adjustment. These results may furnish improvements over the variance estimators considered by Lin (2013) for regression adjustment in completely randomized designs; however, the natural extension to block-randomized designs requires at least two treated and two control individuals in each block, a feature absent in paired experiments. Nonetheless, the variance estimator S 2 R2 provides a means of improving the estimator S 2 R1 when the target of estimation is the sample average treatment effect.
