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Abstract In this paper, we discuss on Multi-port Eigenspace Method [1], [2], an supervised manifold learning of
pose parameters. This method is based on BPLP [3], [4], a method of intensity interpolation, and operates a linear
mapping of projection to a subspace as a regression to a group. First we describe the method, and show that the
important part of it is a least norm solution of a system of equations. Then we illustrate the projection by the
system, and the e®ect of the number of learning samples.
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の火付け役となった LLE(Locally Linear Embedding) [11] や
Isomap [12]は、もともと主成分分析 (PCA, Principal Compo-
nent Analysis)や多次元尺度構成法 (MDS, Multidimensional
Scaling) が非線形データに対処できない問題に対して提案さ






輝度値を推定して画像を補間する BPLP(Back Projection for









y = f(x);x 2 C ,! RN ; y 2 S1
という形式になる。ここで C はRN に埋め込まれた多様体であ
り、,!は埋め込みを表す。多様体と群の対応を見つけ出す手法
には、Gongら [15]によって提案された APD (Anchor Points




















はある 2次元平面上の単位円周 S1 上の点で表されるとみなす












2. 1 問 題 設 定
ある nin次元入力ベクトルxinが、それに付随するパラメータ
'とともに与えられたとき、そのパラメータを表す nout 次元出
力ベクトル xout を考える。ここで xin は角度 ' 2 S1 = [0; 2¼)
の方向から撮影された学習画像であり、座標 i(i = 1; : : : ; nin)
の輝度値を xin[i] とするベクトルである。また xout は角度 '
の位相を持つ正弦波（注1）であり、以下の式で表される。
xout[i] = K sin(!i¡ ') + o®set (1)
ここで i = 1; : : : ; nout である。
この xout を xin に対するトラック情報と呼ぶ。xout と xin
を対にして固有空間を生成し、xin のみからトラック情報であ











を一つの n次元学習ベクトル (n = nin+nout)として考え、M
個の学習ベクトル fx1;x2; : : : ;xMgから固有空間 E を生成す
る（詳細は省略）。









（注1）：周波数は ! = k
nout
¼ とし、通常は k = 2 つまり出力ベクトルの長さ
が波長になるものを用いるが、k = 1 などでもよい。
ここで固有空間 E を表す以下の n £M 0 行列 E （ここで
M 0 <=M）を考える。

























は n£ n行列であり、Inin は nin 次元の単位行列である。
ここで式 (6)を以下のように変形する。








































































[1]; : : : ;xout
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前項で示した方法は、一旦 xout を推定してから A;B を計算
するものであった。ここでは、xin から直接 A;B を計算する方
法を示す。
まずベクトル
s = (sin 0; sin!; sin 2!; : : : ; sin((nout ¡ 1)!))T (24)

































ここで c0T = cTEout(EinTEin)¡1EinT とする。
s0; c0 はともに nin 次元のベクトルであり、入力された未知































2; : : : ;x
out
M ] (36)
Z in = [xin1;x
in




Zout = AZin; A = [a1;a2; : : : ;anout ]
T (38)
を満たす nout £ nin の行列 Aを求めることと同じである。こ
こで各 aj は nin 次元の列ベクトルである。
まず列ベクトルを並べた行列 Zout の行を取り
Zout ´ [zout1 ;zout2 ; : : : ; zoutnout ]T (39)













[a1 a2 ¢ ¢ ¢ ] = Z in(Z inTZ in)¡1[zout1 zout2 ¢ ¢ ¢ ] (43)




























Z in = EinDV T (49)
Zout = EoutDV T (50)
となる。これを式 (45)へ代入すると、
A = EoutDV T¡
(EinDV T )TEinDV T
¢¡T

























































sin(! ¡ 'i); sin(2! ¡ 'i); : : : ;


































を考え、見易さのため N = nout とおく。


















が、点 xini を通る（もしくはその超平面上に xini が乗ってい
る）ことを意味する。（注2）
同様に式 (55) のすべての行を考えると、法線がそれぞれ














また出力の次元は入力の次元よりも小さい（nin > nout = N）
ため、高々rank(A) = N である。1軸回転の姿勢パラメータ推
定の場合、出力は R2 上の単位円と考えられるため、実際には
rank(A) = 2 である。つまり各法線ベクトル a1; : : : ;aN のう
ち 2つが独立である。
4. 1 N = 2の場合




















すなわち、行列 Aによって点 xin は法線 a1;a2 が張る平面
に投影される（図 2参照）。また原点からの距離が sin'i; cos'i
であるため、二つの平面は直交する（つまり a1 ? a2）。
4. 2 N > 2の場合
N > 2、つまり情報トラックのベクトルの要素が 2より大き
くても、1軸回転のパラメータだけであれば、図 3のようにな
る。つまり行列 Aによって、点 xin は法線 a1; : : : ;aN が張る






2. 5節において、出力トラック情報ベクトルと s; cとの内積




図 2 N = 2 の場合

















































































































となる。これは、a1; : : : ;aN の sinによる重み付け和を法線と
し、原点からの距離が N
2














式 (68) と式 (69)のうち、重み付け法線部分をそれぞれ ;
とおいてこれらの式を書き直すと、以下の式が得られる。
Txin = sin'i; 
Txin = cos'i (70)
これは N = 2 の場合における式 (59)、式 (60) と同じ形式で
ある。
つまり、N > 2の場合であっても、s; cとの内積をとること






















である。ここで未知数は nin 次元ベクトル aj なので、式が nin
あれば一意に決まる。しかし i = 1; : : : ;M なので、M < nin
ならば式 (71)を満たす無数の解が存在する。




学習サンプル数M が、入力画像の次元 nin よりも大きい場
合、学習画像は厳密には 2次元平面上の単位円周上には写像さ
れず、その付近に（最小二乗の意味で）投影される。
[2] の実験に用いている COIL-20 [19] は、画像サイズが







図 4 サンプル数と学習される投影の関係。(a) M < nin の場合。(b)
M > nin の場合。





















Active Appearance Model [20]やEigen-points [21]などにも同
様のものが見られる。DCCA (Dynamic Coupled component






























xin ´ Eout (74)
である。つまり入力の最良近似係数  を用いて、出力を近似し
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まず式 (21)における xout を、要素の添字 iで表されるベク
トルではなく、時間 tの関数





xout(t) sin!t dt (A¢2)


























































































































S;C は実数なので、複素数 C + jS を考える。ここで j は虚
数単位である。いま、正弦波の周波数を !0 とすると、
xout(t) = K sin(!0t¡ ') +D (A¢20)
である。前項の計算式を用いると、
















これは xout(t) のフーリエ変換に他ならない。ここで x(t) の
フーリエ変換を F [x(t)](!)とすると、
C + jS = F [xout(t)](!0) (A¢24)
である。また xout は周波数を !0 しか持たないので、
F [xout(t)](!) =
8<:C + jS; ! = !00; ! j= !0 (A¢25)
となる。












xout[k] cos k!0 (A¢27)
より、






























ここで !0 = 2¼ n0nout とおいた。また N = n
out, xk = x
out[k]
とおくと、







ここで x[i]の離散フーリエ変換を F [x[i]](n)とすると、
C + jS = F [xout[i]](n0) (A¢34)
である。また xout は周波数を !0 しか持たないので、
F [xout[i]](n) =
8<:C + jS; n = n00; n j= n0 (A¢35)
となる。
