In this paper, we investigate the problem of blow up and sharp upper bound estimates of the lifespan for the solutions to the semilinear wave equations, posed on asymptotically Euclidean manifolds. Here the metric is assumed to be exponential perturbation of the spherical symmetric, long range asymptotically Euclidean metric. One of the main ingredients in our proof is the construction of (unbounded) positive entire solutions for ∆gφ λ = λ 2 φ λ , with certain estimates which are uniform for small parameter λ ∈ (0, λ 0 ). In addition, our argument works equally well for semilinear damped wave equations, when the coefficient of the dissipation term is integrable (without sign condition) and space-independent.
Introduction
In this paper, we investigate the problem of blow up and sharp upper bound estimates of the lifespan for the solutions to the semilinear wave equations, posed on asymptotically Euclidean manifolds. In addition, our argument works equally well for semilinear damped wave equations, when the coefficient of the dissipation term is integrable (without sign condition) and space-independent.
Let (R n , g) be a asymptotically Euclidean (Riemannian) manifold, with n ≥ 2. By asymptotically Euclidean, we mean that (R n , g) is certain perturbation of the Euclidean space (R n , g 0 ). More precisely, we assume g can be decomposed as
where g 1 is a spherical symmetric, long range perturbation of g 0 , and g 2 is an exponential (short range) perturbation. By definition, there exists polar coordinates (r, ω) for (R n , g 1 ), in which we can write (1.2) g 1 = K 2 (r)dr 2 + r 2 dω 2 , where dω 2 is the standard metric on the unit sphere S n−1 , and (1.3) |∂ m r (K − 1)| r −m−ρ , m = 0, 1, 2. for some given constant ρ > 0 1 . Here and in what follows, x = 1 + |x| 2 , and we use A B (A B) to stand for A ≤ CB (A ≥ CB) where the constant C may change from line to line. Equipped with the coordinates x = rω, we have g = g jk (x)dx j dx k ≡ n j,k=1 g jk (x)dx j dx k , g 2 = g 2,jk (x)dx j dx k , where we have used the convention that Latin indices j, k range from 1 to n and the Einstein summation convention for repeated upper and lower indices. Concerning g 2 , we assume it is an exponential (short range) perturbation of g 1 , that is, there exists α > 0 so that (1.4) |∇g 2,jk | + |g 2,jk | e −α r 0 K(τ )dτ , |∇ 2 g 2,jk | 1 .
By asymptotically Euclidean and Riemannian assumption, it is clear that there exists a constant δ 0 ∈ (0, 1) such that (1.5) δ 0 |ξ| 2 ≤ g jk ξ j ξ k ≤ δ −1 0 |ξ| 2 , ∀ ξ ∈ R n , K ∈ (δ 0 , 1/δ 0 ) . In this paper, we are interested in the blow up of solutions for the following semilinear wave equations with small data, posed on aysmtotically Euclidean manifolds (1.1)-(1.5), (1.6) ∂ 2 t u − ∆ g u = |u| p u(0, x) = εu 0 (x), u t (0, x) = εu 1 (x) Here, ∆ g = g −1/2 ∂ j g 1/2 g jk ∂ k is the standard Laplace-Beltrami operator, with g = det(g jk ) and (g ij ) being the inverse of (g ij ). Concerning the initial data, we assume (u 0 , u 1 ) are nontrivial with (1.7) (u 0 , u 1 ) ∈ C ∞ 0 (R n ), u 0 , u 1 ≥ 0, supp(u 0 , u 1 ) ⊂ {x ∈ R n : r ≤ R 0 } , for some R 0 > 0.
When g = g 0 , the problem was initiated by the work of John [11] for n = 3 where the critical power, for the problem to admit global solutions for any small data, was determined to be p c (3) = 1 + √ 2. In general, it is known as the Strauss conjecture [26] , that the critical exponent p c (n) is the positive root of equation:
(n − 1)p 2 − (n + 1)p − 2 = 0(⇔ (n − 1)p(p − 1) = 2(p + 1)) .
This conjecture has been essentially proved, see Georgiev-Lindblad-Sogge [6] , Sideris [22] and references therein. The critical case is also known to blow up in general, see Schaeffer [21] (n = 2, 3), Yordanov-Zhang [36] and Zhou [39] (n ≥ 4). In addition, when there is no global solution, it is also important to obtain the estimates of life span for the solutions, in terms of ε. When max(1, 2/(n − 1)) < p < p c (n), n ≥ 2, it have been proved that (1.8) cε
for nontrivial data satisfying (1.7), where T ε denotes the lifespan and ε is the size of the initial data, c, C are some positive constants, see Lai-Zhou [13] , Takamura [27] and references therein for history. In addition, when u 1 = 0, n = 2 and 1 < p ≤ 2, we have another estimate:
T ε ∼ ε p−1 p−3 , 1 < p < 2, ε −1 (ln(ε −1 )) −1/2 , p = 2, see Lindblad [16] for p = 2 and Takamura [27] , Imai-Kato-Takamura-Wakasa [10] for 1 < p < 2. In the critical case, p = p c (n), it was conjectured that the lifespan is
The lower dimensional cases n = 2, 3 were proved by Zhou [37, 38] . Takamura-Wakasa [28] obtained the upper bound when n ≥ 4, see also Zhou-Han [41] , while the lower bound was obtained by Lindblad-Sogge [18] when n ≤ 8 or n ≥ 2 for spherically symmetric initial data. See, e.g., Wang [34] for a complete history.
In the past 10 years or so, there have been many works concerning the analogs of the problem for general manifolds, including non-trapping asymptotically Euclidean manifolds, black hole space-time and exterior domain. The problem on exterior domain has been relatively well-understood, where existence with p > p c (n) for spatial dimension up to four and blow up with p ≤ p c (n) have been obtained, see Smith-Sogge-Wang [23] , Lai-Zhou [14] , Sobajima-Wakasa [24] , and references therein.
The existence theory for asymptotically flat space-times has been well-developed for spatial dimension three and four, see Sogge-Wang [25] , Wang-Yu [35] , Lindblad-Metcalfe-Sogge-Tohaneanu-Wang [17] , Metcalfe-Wang [20] and Wang [33] , with help of the local energy estimates and weighted Strichartz estimates. Notice here that, comparing (1.4), the assumption on g 2 , for non-trapping asymptotically Euclidean manifolds, is that
In contrast, much less is known for the blow up theory. Comparing with the existence theory, it is very natural to expect blow up phenomena for p ≤ p c (n), for asymptotically Euclidean manifolds (R n , g) with g 1 satisfying (1.2)-(1.3) and g 2 satisfying (1.10), as well as the Schwarzschild/Kerr black hole spacetimes. For asymptotically Euclidean manifolds with g 1 = g 0 , and g 2 satisfying the stronger exponential assumption (1.4), Wakasa-Yordanov [31] proved blow up results and obtained the expected sharp upper bound of the lifespan (1.9) in the critical case p = p c (n), which agrees with the lower bound for n = 4 obtained by the second author [33] . For the Schwarzschild black hole spacetime, Lin-Lai-Ming [15] obtained blow up result for 1 < p ≤ 2, while Catania-Georgiev [2] obtained a weaker blow up result for 1 < p < p c (3).
Our first main theorem addresses the blow up problem for asymptotically Euclidean manifolds (R n , g) with g 1 satisfying (1.2)-(1.3) and g 2 satisfying the stronger (1.4). Theorem 1.1. Let n ≥ 2 and 1 < p ≤ p c (n). Consider (1.6) posed on asymptotically Euclidean manifolds (1.1)- (1.4) . Assuming that the data are nontrivial satisfying (1.7), then there is ε 0 > 0 so that for any ε ∈ (0, ε 0 ), there exist T ≥ 1 and a unique weak solution u ∈ CḢ
Moreover, let T ε be the lifespan of the local solution, i.e., T ε := sup T , then we have T ε < ∞ and more precisely, there exists a positive constant C 0 depending only on n, p, R 0 , u 0 , u 1 , such that
In addition, when n = 2, 1 < p < 2 and u 1 does not vanish identically, the upper bound of the lifespan can be improved to
HereḢ s with |s| < n/2 denotes the standard homogeneous Sobolev space, whilė H s comp denotesḢ s with compact support. Remark 1.1. The upper bound is sharp in general. Actually, in the case of nontrapping asymptotically Euclidean manifolds (1.1)-(1.5), it is known from the second author [33] that we have
for some c 0 > 0. Remark 1.2. As we have said, we expect similar results hold for asymptotically Euclidean manifolds with (1.10) instead of (1.4). It will be interesting to investigate the blow up theory, as well as the high dimensional existence theory, in this setting.
For the strategy of proof, we basically follow the test function method of Yordanov-Zhang [36] , Zhou [39] and Wakasa-Yordanov [31] . The main innovation in our proof of Theorem 1.1 is the existence of a class of generalized "eigenfunctions" for the Laplace-Beltrami operator, ∆ g φ λ = λ 2 φ λ , with small parameter λ ∈ (0, λ 0 ) and desired (uniform) asymptotical behavior, see Lemma 3.1.
In recent years, the closely related semilinear damped wave equations
have also received much attention. In particular, the problem with g = g 0 and typical damping term b(t) = µ(1 + t) −β , 0 < µ ∈ R, β ∈ R has been extensively investigated. In general, the behavior of solutions of (1.14) depends on µ and β. For the case β < 1, the damping term is strong enough to make the problem behaves totally different from the wave equations, and the problem has been wellunderstood. For the scale-invariant case β = 1, it appears that the critical power is p c (n + µ) for relatively small µ > 0, see, e.g., Ikeda-Sobajima [8] , Tu-Lin [30] . See [12] for more discussion on the history.
For the remaining case, β > 1 (which is also referred as the scattering case), where the damping term is integrable, it is natural to expect that the problem behaves like the nonlinear wave equations without damping term, regardless of the sign of b(t). For the blow up part, Lai-Takamura [12] proved blow up results with g = g 0 , 0 ≤ b(t) ∈ L 1 for 1 < p < p c (n), together with upper bound of the lifespan
under the assumption that
for some R > 0. Here, the sign assumption on b is removed in a recent work of Ikeda-Tu-Wakasa [9] . For the critical case, p = p c (n), with g 1 = g 0 and 0 ≤ b(t) ∈ L 1 , under the assumption that (1.16), Wakasa-Yordanov [32] obtained the expected exponential upper bound of the lifespan
On the other hand, the existence theory depends on the spatial dimension and the high dimensional results remain open. The global existence for p > p c (n) and general lower order terms has been verified by the authors [19] for two dimensional Euclidean space, and nontrapping asymptotically Euclidean manifolds (R n , g) with n = 3, 4, g 1 satisfying (1.2)-(1.3) and g 2 satisfying (1.10). Now, we are ready to present our second main theorem, for semilinear damped wave equations (1.14) on asymptotically Euclidean manifolds (1.1)-(1.5), where we merely assume b(t) ∈ L 1 and there are no any sign condition even for the critical case. Theorem 1.2. Let n ≥ 2, b(t) ∈ L 1 (R + ) and 1 < p ≤ p c (n). Consider (1.14) posed on asymptotically Euclidean manifolds (1.1)- (1.4) . Assuming that the data are nontrivial satisfying (1.7), then we have the same conclusion as in Theorem 1.1.
For the strategy of proof of Theorem 1.2, we perform a change of variable to transfer the problem (1.14) to the equivalent problem
where m ≃ 1, as long as b(t) is integrable. This is one of the main innovations in our proof of Theorem 1.2, which completely avoids the sign condition on b(t).
Remark 1.3. The proof of local existence of (1.6) and (1.14) ensures the obtained solution satisfies finite speed of propagation. Actually, for linear wave equation
, the support of solution u satisfies
where R 1 = R0 0 K(τ )dτ . As g 2 is short-range perturbation, which does not affect the speed of propagation too much, we still have (1.19), with possibly bigger R 1 , for solutions to linear wave equations ∂ 2 t u − ∆ g u + b(t)u t = 0, and so is the support of weak solutions to (1.6) and (1.14) . This helps removing the finite speed of propagation assumption (1.16) in previous works. See Section 2 for the proof of local existence and uniqueness of weak solutions.
Outline. Our paper is organized as follows. In the next section, we present the proof of local existence and uniqueness of weak solutions. As corollary, we derive the finite speed of propagation, (1.19) , as the property of the solutions instead of the assumption. In §3, we study the existence of certain generalized "eigenfunction" for elliptic equation ∆ g φ = λ 2 φ, with 0 < λ < λ 0 for sufficiently small λ 0 > 0, which plays a key role in the construction of the test function. In §4, we present a unified proof of Theorems 1.1-1.2, in the subcritical case, by introducing a change of variable. The last §5 is devoted to the proof of the critical case, where the whole class of eigenfunctions with parameter 0 < λ < λ 0 are exploited.
Local well posedness
In this section, we prove local existence and uniqueness of weak solutions. Our proof will rely on the local Strichartz estimates for the wave operator
The local Strichartz estimates for the wave equations with variable coefficients have been extensively studied, see Tataru [29] and references therein. In the setting of asymptotically Euclidean manifolds, the following local Strichartz estimates has been obtain in Sogge-Wang [25, Proposition 5.4] , based on Tataru [29] .
for some ρ > 0. Then for any s ∈ [0, 1], and (s, q, r) admissible with r < ∞, that is
we have the local homogeneous Strichartz estimates
Notice that the result was originally proved for b(t) = 0. The result when b(t) ∈ L 1 follows directly if we combine it with Duhamel's principle and the Gronwall's inequality. Moreover, by Duhamel's principle and Christ-Kiselev lemma [3] , we immediately get the following:
In particular, when q = r =q =r = 2 n+1 n−1 and s = 1/2, we have
Thus we can apply (2.3) to (1.14) to get the local well posedness. Proof. With help of the Strichartz estimates (2.3), it is easy to prove local well posedness for compactly supported small data, by standard contraction mapping principle. We only give the sketch of the proof of local existence in the time interval [0, 1]. Let q = 2 n+1 n−1 and
We set u (0) = 0 and recursively define u (k+1) to be the solution to the linear equation
Assuming, by induction, for some k ≥ 0, u (k) is well-defined in X with u (k) X ε and finite speed of propagation
Then we are reduced to prove the boundedness of u (k+1) , as well as convergence, in X for small enough ε. We only show the boundedness since the convergence follows the same way. As q = 2 n+1 n−1 , we observe that q/q ′ = (n+3)/(n−1). Since 1 < p ≤ (n+3)/(n−1), we have pq ′ ≤ q. Applying (2.3) to (2.4), we have
where we have used Hölder's inequality in the last inequality and the fact that we have (t, x) ∈ A which is compact. Thus the (uniform) boundedness could be easily obtained by continuity and induction from (2.6), when ε is smaller than some ε 1 > 0.
3. Positive entire solutions to the equation
In this section, for asymptotically Euclidean manifolds (1.1)-(1.5), we prove the existence of certain generalized "eigenfunction", denoted by φ λ (x), for elliptic equation
with desired (uniform) asymptotic behavior for any 0 < λ ≤ λ 0 with sufficiently small λ 0 > 0. Such solutions are also known as positive entire solutions in literature. These solutions will play a key role in the construction of the test functions.
Lemma 3.1. Let n ≥ 2 and (R n , g) be asymptotically Euclidean manifold with (1.1)-(1.4). Then there exist λ 0 , c 1 > 0 such that for any 0 < λ ≤ λ 0 , there is a solution of (3.1) satisfying
Remark 3.1. We could also prove the exponential lower bound,
However, as it turns out that it is not necessary for the proof of the main theorems, we choose to put it in the remark to emphasize this fact.
To give the proof of Lemma 3.1, we will first present a proof for the case g = g 1 , where we could exploit the spherical symmetric property to work in the corresponding ordinary differential equation, near spatial infinity. Then due to the exponential feature of the short range perturbation g 2 , a perturbation argument completes the proof of Lemma 3.1.
3.1. Asymptotic behavior for certain ordinary differential equation. As preparation, we present a key lemma which gives us the asymptotic behavior for solutions to certain ordinary differential equation, depending on parameter λ ∈ (0, λ 0 ].
, Then for any solution y with y, y ′ > 0, we have the following uniform estimates, independent of λ ∈ (0, λ 0 ],
, then the solution y to (3.5) satisfies y, y ′ > 0 and we have
Proof. By simple change of variable and linearity, we need only to prove for the case ε = y 0 = 1. The proof of (3.7) follows directly from (3.6), the equation y ′′ ∼ λ 2 y, and Newton-Leibniz formula. In the following, we prove (3.6) for the case ε = y 0 = 1. Let µ(t) be such that
By the assumptions on y 0 , y 1 and K > 0, we have
Moreover, by (3.9), we have
and thus, in view of K > 0, (3.4) and (3.11), we have
and so |µ| < 3δ −1 0 λ. On the one hand, if we divide (3.9) by K and integrate from 1/λ to r, by (3.4), (3.10)-(3.12) and recall that K ∈ (δ 0 , 1/δ 0 ), we get
On the other hand, by (3.9)-(3.10), we have 2λK + µ ≥ λK > δ 0 λ, and
Similar arguments yield
where we have used the fact that µ(λK ′ + µ ′ + G) ≤ 0 due to (3.9) .
In conclusion, we have proved that | r 1/λ µ(τ )dτ | ≤ 8δ −2 0 + 6δ −4 0 . Thus, we see that
which proves (3.6) for the case ε = y 0 = 1 and completes the proof.
3.2.
Radial entire solutions to the elliptic equation ∆ g1 φ = λ 2 φ. When g = g 1 which is spherical symmetric, we will use the radial solutions as candidate.
In this case, we could determine the asymptotic behavior of radial entire solutions. Lemma 3.3. Let n ≥ 2, g = g 1 , and R 2 ≥ 1 such that n − 1 − rK ′ /K ≥ 0 for any r ≥ R 2 (which is ensured by (1.3) and (1.5)). Then there exists c 2 > 0 such that for any
Actually, the solution will be constructed such that Φ λ (λ −1 ω) = 1, for any ω ∈ S n−1 . To prove the estimates of Φ λ , we divide the proof into two parts, inside the ball B λ −1 and exterior to the ball.
3.2.1.
Inside the ball B λ −1 . We first consider the Dirichlet problem within B 1/λ
Then by standard existence theorem of elliptic equation (see, e.g., Evans [5] ), there is a unique (hence radial) solution
then by strong maximum principle (see, e.g., Evans [5] , page 350, Theorem 4), we get Φ λ ≡ 1 within B 1/λ , which is a contradiction. By Hopf's lemma ( [5] , page 347), we have ∂ r Φ λ > 0 for all r > 0.
For future reference, we need to obtain more information concerning the behavior of Φ λ . At first, we claim that we have the following derivative estimates
, ∀r ≥ 0 for some constant D 0 independent of λ ∈ (0, 1]. In addition, we claim that there exists a uniform lower bound of Φ λ for λ ∈ (0, 1]:
and so
As Φ λ is increasing, we get
. For the second order derivative of Φ λ , by (3.18), we have
for some C > 0 due to (1.3).
3.2.3.
Uniform lower bound: (3.17). To prove the uniform lower bound (3.17), we use scaling argument so that we could compare all these solutions in the same domain.
To complete the proof, we need only to prove C > 0. By definition, there exists a sequence λ j → 0 such that f λj (0) → C as j → ∞. Recalling (3.16), we know that
By the Arzela-Ascoli theorem, we see that there exists a subsequence of λ j (for simplicity we still denote the subsequence as λ j ) such that f λj converges uniformly to f in C 1 (B 1 ) as j goes to infinity. In view of the equations satisfied by f λj , we see that, for any φ ∈ C ∞ 0 (B 1 ), we have
By (1.2)-(1.3), we see thatg kl λj (x) = g kl 1 (x/λ j ) → δ kl as λ j → 0 when x = 0, and g kl λj ∈ L ∞ uniformly. Then, we could take limit in (3.20) to obtain
, which tells us that f ∈ C 1 is a weak solution to the Poisson equation
By regularity and strong maximum principle, we know that f ∈ C ∞ (B 1 ) and f (0) = C > 0, which completes the proof.
3.2.4.
The solution outside the ball B 1/λ . When r ≥ 1/λ, by (3.18), the equation ∆ g1 Φ λ = λ 2 Φ λ is reduced to a second order ordinary differential equation
Let y = r n−1 2 K − 1 2 Φ λ , then, if λ ∈ (0, 1/R 2 ), we have y > 0 and
Recalling that we have (3.16) and the fact that n−1−rK ′ /K ≥ 0 for r ≥ 1/λ ≥ R 2 , due to the assumption (1.3) and (1.5), we see that
Moreover, it turns out that y satisfies
By the assumption (1.3), we see that r 2 G(r) is uniformly bounded and so
For (3.24), we could apply Lemma 3.2 with ε = 1 to conclude
2 ). Combining this two estimates, we get
, which completes the proof of (3.14). Let
Then with Lemma 3.3 in hand, we are reduced to prove existence of ψ and show smallness of ψ L ∞ . In fact, ψ satisfies
We claim that, for any λ ∈ (0, min(α/2, 1/R 2 )),
Actually, we have (3.16 ) and (1.4) with λ < min(α/2, 1/R 2 ), it is easy to see that
which gives us (3.28). Standard elliptic theory ensures that there exists a unique weak H 1 solution ψ to (3.27) . To show the smallness of ψ L ∞ , we first take the (natural) inner product of (3.27) with ψ to get
Thus by the Cauchy-Schwarz inequality and uniform elliptic condition (1.5) we have
λ . By applying Gagliardo-Nirenberg inequality, we get ψ L q 0
x ≤ Cλ θ , for some fixed q 0 > 2 with θ = n(1/2 − 1/q 0 ) ∈ (0, 1). Thus by local properties of weak solutions for uniformly elliptic equations, see Theorem 8.17] , we know that there exist a uniform constant C > 0 (depending only on g, q 0 , n), such that for any x ∈ R n , we have B1(x) )) ≤ C( ψ L ∞ x (L q 0 (B2(x))) + W Φ λ L n ) λ θ , which completes the proof.
Blow up in subcritical case
In the subcritical case, p < p c (n), as has been classical in this field, we could use the test function method to give a proof of Theorem 1.1, as soon as we obtained the solution of (3.1) with the desired property (3.2), for some fixed λ > 0.
In the presence of damping lower order term, with b(t) ∈ L 1 , we propose the approach of change of variable for Theorem 1.2, which essentially reduced the problem to the standard problem. This simplifies the corresponding proof in Lai-Takamura [12] for the subcritical case with b ≥ 0 and g = g 0 .
As is standard, when we employ the test function method, we typically need the Kato type lemma to conclude nonexistence of global solutions as well as the upper bound of the lifespan, for which proof, we refer Sideris [22] for the blow up result and Zhou-Han [40] for the upper bound.
for some positive constants δ, k. Then F (t) will blow up at finite time, that is, T < ∞. Moreover, we have the following upper bound of T ,
for some constant c which is independent of δ.
In the following, we give a unified proof of Theorems 1.1, 1.2, in the subcritical case. Then it is easy to see ∂ s = m(t)∂ t and m(η(s) ) . Traditionally, we still use t to denote time, thus we are reduced to consider the following equation
Thus by (1.19) , the support of solution u of (4.3) satisfies
Furthermore, there exists δ 1 ∈ (0, 1) such thatm(t)
For future reference, we record that η
4.2.
Proof of the subcritical blow up. Recall that for the standard wave operator ∂ 2 t − ∆ g , the test function is typically chosen to be ψ(t, x) = e −λt φ λ (x), which solves linear homogeneous wave equation. In the presence ofm, we try choosing similar form of test function, which may not be the exact solution to the linear homogeneous wave equation.
Let ψ(t, x) = e −λ1η(t) φ(x) be the test function, where φ = φ λ1 is the solution of (3.1) with λ = λ 1 ∈ (0, min(1, λ 0 )).
For given nontrivial data (u 0 , u 1 ) with (1.7) and sufficiently small ε > 0, we know from Lemma 2.3 that there is a local (weak) solution u satisfying (4.4) for (4.3). By continuity, there exists a maximal time of existence [0, T ε ). Without loss of generality, we assume T ε > 2.
Let F (t) = u(t, x)dv g , H(t) = uψdv g . Then we claim that
We postpone the proof to the end of this section.
Since F (0) = R n u 0 dv g ≥ 0, F ′ (0) = R n u 1 dv g ≥ 0, then by (4.6), we see that F ′′ (t) ≥ 0 for any t ≥ 0, thus F ′ (t) ≥ 0 and F (t) ≥ 0 for any t ≥ 0. Then, with help of (4.7), as (n − 1)(1 − p/2) > −1, we could integrate the second inequality in (4.6) twice to get
Heuristically, the lower bound (4.8) could be improved with help of the first inequality in (4.6), if (2 + (n − 1)(1 − p/2))p − n(p − 1) + 2 > (2 + (n − 1)(1 − p/2)) , that is p < p c (n), which suggests blow up results. Actually, for 1 < p < p c (n), we could apply Lemma 4.1 with (4.6) and (4.8) for t ≥ 2, to obtain the blow up results and the upper bound of lifespan T ε as in (1.11) . Finally, we give the proof of (1.12), under the additional assumption that u 1 does not vanish identically. Actually, by the assumption on the data, we know that F (0) = ε u 0 dv g ≥ 0, F ′ (0) = ε u 1 dv g ≥ cε for some c > 0. Recall that the first inequality in (4.6) tells us that F ′′ ≥ 0, we have (4.9) F (t) ≥ cεt, ∀t ≥ 0 , which improves the lower bound of F in size, but not on rate, than that in (4.8).
Applying Lemma 4.1 with (4.6) and (4.9) for t ≥ 1, when p ∈ (1, 1 + 2/(n − 1)), we obtain T ε ≤ C 0 ε − (p−1) 2−(n−1)(p−1) , which is better than that in (1.11), exactly when n = 2 and 1 < p < 2. This completes the proof of (1.12).
4.3.
Proof of (4.6)-(4.7).
4.3.1.
First inequality of (4.6). Let u be solution to (4.3) satisfying (4.4), we have
As F (t) = u(t, x)dv g and u vanish for large x, the second term vanishes and so (4.10)
Recall that η ′ (t) = 1/h ′ (η(t)) = m(η(t)) ∈ [δ 1 , 1/δ 1 ] and η(0) = 0, we have
Then by (4.4) and K ∈ [δ 0 , 1/δ 0 ], we see that
By Hölder's inequality we get
Recalling (4.10), we have F ′′ =m 2 (t) |u| p dv g |F | p t −n(p−1) , which gives us the first inequality in (4.6).
4.3.2.
Second inequality of (4.6). To relate H with F ′′ , we use (4.4) and Hölder's inequality to obtain
To control the last term, we use (3.2) with λ = λ 1 and change of variable to get
Then by (4.10), we get
which is the second inequality in (4.6).
4.3.3.
Proof of (4.7). Let
as the test function, we obtain by integration that
Recall that t 0m dτ = η(t),
We claim that
for some C ′ > 0, which gives us the desired lower bound of H(t) when t ≥ 1, and so is (4.6). It remains to prove (4.11). By the condition (1.7) on the data, we have
Moreover, it is bounded from below by εy, which is solution to (4.12) y ′′ −m 2 (t)λ 2 1 y = 0, y(0) = G(0)/ε = C 0 , y ′ (0) = G ′ (0)/ε = C 1 . For (4.12), we could apply Lemma 3.2 together with elementary ODE to give the proof. Here, as it has a fixed parameter λ 1 , we present another proof by applying the classical Levinson theorem (see, e.g., [4, Chapter 3, Theorem 8.1]). As is clear, for the proof of subcritical results, we could avoid Lemma 3.2, but relying on the Levinson theorem.
For y, it is clear from continuity that we have y, y ′ > 0 for all t > 0. More precisely, we have y(t) ≥ C 0 , y ′′ ≥ δ 2 1 λ 2 1 C 0 for all t ≥ 0, and so (4.13)
Noticing that V ′ ∈ L 1 and lim t→∞ V (t) = 0, we could apply the Levinson theorem to the system. Then there exists t 0 ∈ [0, ∞) so that we have two independent solutions, which have the asymptotic form as
Thus, we have, for some c 1 , c 2 ,
as t → ∞. By (4.13), we know that y ≥ C 0 + C 1 for all t ≥ 1, it is clear that c 1 > 0. Then there exists some T ≥ 1 such that
Combining it with (4.13), we see that there exists C ′ > 0 such that
In conclusion, we obtain
which completes the proof of (4.11).
The Blow up of semilinear wave equations in critical case
In this section, we give the proof of the critical case for Theorems 1.1 and 1.2.
With help of the solutions of (3.1) with the desired property (3.2), for any λ ∈ (0, λ 0 ], the proof of Theorem 1.1 in the critical case could be given by following the similar proof as that in [31] , for the case b = 0 and g = g 0 + g 2 .
Similar to Section 4, we will use the approach of change of variable, as presented in subsection 4.1, for Theorem 1.2, when there is a lower order term b(t) ∈ L 1 .
Preparation.
To conduct the test function method, when b = 0, we need to solve and determine asymptotic behavior for certain second order differential equation with parameter λ ∈ (0, λ 0 ], (5.1) y ′′ − λ 2m2 (t)y = 0, y(0) = 0, y ′ (0) = 1 .
The following lemma gives us the desired result.
Lemma 5.1. There exists a uniform constant c 3 > 0, which is independent of λ ∈ (0, λ 0 ], such that the solution to the ordinary differential equation (5.1), with parameter λ ∈ (0, λ 0 ], satisfies
Proof. We may want to apply the Levinson theorem to give the proof, similar to that for (4.11). However, such a proof may not be sufficient to ensure the uniform constant. Instead, we give a direct proof. At first, it is clear that y, y ′′ > 0 for all t > 0, y ′ > 0 for all t ≥ 0, and so all of these functions are increasing. Sincem ∈ [δ 1 , 1/δ 1 ], by (5.1), we have
which gives us
We claim that there exists a θ > 0 such that when λt < θ, we have
Actually, there exists ε > 0 such that
which verifies the claim (5.4). Thus we get
Also we have y ′ ≥ 1 ≥ δ 1 cosh λη(t), ∀λt ≤ θ , which gives us (5.2) with c 3 ∈ (0, δ 2 1 ] for λt ≤ θ. When λt ≥ θ, consider the following equation
where y 0 ∼ λ −1 , and y 1 ∼ 1. For (5.5), we could apply Lemma 3.2 with G = 0 to conclude At first, we observe that to prove the T ε ≤ exp(C 0 ε −p(p−1) ) for the original equation (1.14), we need only to prove that the lifespan for (4.2), denoted by S ε , satisfies (5.7)
S ε ≤ exp(Cε −p(p−1) ) for some other constant C > 0. Actually, by (5.7), we know that T ε ≤ η(S ε ) ≤ η(exp(Cε −p(p−1) )) ≤ δ −1 1 exp(Cε −p(p−1) ) ≤ exp(2Cε −p(p−1) ) for sufficiently small ε > 0.
In the following, we want to show blow up and (5.7) for (4.3). As in [31] , the proof combines several classical ideas in order to generalize and simplify the methods of Zhou [39] and Zhou-Han [41] . The test function with certain behavior at future timelike infinity is constructed based on the exponential "eigenfunctions" of the Laplace-Beltrami operator for asymptotically Euclidean manifolds. To improve the lower bound of certain auxiliary function, the method of iteration (slicing method) in Agemi-Kurokawa-Takamura [1] is used.
5.2.1.
Basic ingredients of test functions. Based on Lemma 3.1 and Lemma 5.1, we are ready to construct basic ingredients of test functions.
By Lemma 3.1, for any λ ∈ (0, λ 0 ], there exists φ λ solving the elliptic eigenvalue problem posed on asymptotically Euclidean manifolds (1.1)-(1.5)
Fix T > 0, and consider t ∈ [0, T ]. Let y T,λ (t) be the solution to 
.
, then it is a solution of the linear homogeneous wave equations for t ∈ [0, T ] 
Assuming the data are nontrivial satisfying (1.7), by applying (5.12) with the factm ≥ δ 1 > 0, we have Notice that the left side is basically G(T ) in Section 4, with small parameter λ.
Test functions.
Observing the exponential increasing feature ( e λη(T ) ) on the right hand side of (5.13), we multiply e −λ(η(T )+R1) λ q , with q > −1, to (5.13) and integrating from 0 to λ 0 to get Lemma 5.2. Let n ≥ 2. There exist positive constants A j , j = 1, 2, which are independent of λ, so that we have the following estimates:
(1) if q > 0, 0 ≤ t < T , then Proof. To show (5.16), we have
by the lower bound of (3.2). Then 
where we have used the elementary inequality 1 − e −λ0δ1(T −t)/ t (T − t)/ T for any t ∈ [0, T ] and the fact that η(T ) − η(t) ≥ δ 1 (T − t).
For (5.17), we divide the region |x| 0 K(τ )dτ ≤ η(T ) + R 1 into two parts. Case A: .
In summary, we get the desired upper bound (5.17) of ξ q (x, T, T ). To connect the right of (5.15) with F , we use Hölder's inequality and Lemma 5.2 1), 2) to obtain
Based on (5.18) and (5.19) , we could run the "slicing method" of iteration in Agemi-Kurokawa-Takamura [1] (see [31, Proposition 5.3] ) to improve the lower bounds of F , which ultimately proves that, for some B > 0, for any j ≥ 1 and T ≥ 4. Based on the above inequality (5.20) , it is easy to prove the desired upper bound of lifespan (5.7) with C ≥ 2B −1 . Assume by contradiction that S ε > exp(2B −1 ε −p(p−1) ) , then we could choose T = exp(2B −1 ε −p(p−1) ) ≥ 4 for 0 < ε < ε 1 ≪ 1. By (5.20) , for this choice of T , we have 
