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Providing Real-Time Applications With Graceful
Degradation of QoS and Fault Tolerance
According to (m; k)-Firm Model
Jian Li, YeQiong Song, and Françoise Simonot-Lion
Abstract—The ( )-firm model has recently drawn a lot of
attention. It provides a flexible real-time system with graceful
degradation of the quality of service (QoS), thus achieving the
fault tolerance in case of system overload. In this paper, we focus
on the distance-based priority (DBP) algorithm as it presents
the interesting feature of dynamically assigning the priorities
according to the system’s current state (QoS-aware scheduling).
However, DBP cannot readily be used for systems requiring a
deterministic ( )-firm guarantee since the schedulability
analysis was not done in the original proposition. In this paper,
a sufficient schedulability condition is given to deterministically
guarantee a set of periodic or sporadic activities (jobs) sharing a
common non-preemptive server. This condition is applied to two
case studies showing its practical usefulness for both bandwidth
dimensioning of the communication system providing graceful
degradation of QoS and the task scheduling in an in-vehicle
embedded system allowing fault tolerance.
Index Terms—( )-firm, non-preemptive scheduling, quality
of service (QoS), real-time.
I. INTRODUCTION
I T IS well known that real-time systems designed accordingto the worst-case condition (case of hard-real-time system
design) often result in a large resource requirement. As at run
time, the system is seldom in a worst-case condition, a large
amount of system resources is under-utilized. One solution is to
design the system based on an average case. This solution can
be suitable for a subclass of soft real-time systems requiring
only statistic deadline guarantee. However, for other real-time
systems, such as those found in multimedia and the automatic
control domain, providing only a statistic deadline guarantee
can be unacceptable. A more precise specification on how the
deadline misses are distributed in time is necessary [1], and this
can be done using the -firm model [2]. Typically, for the
same deadline miss ratio, a real-time application better toler-
ates non-consecutive deadline misses than consecutive ones. A
system is said under the -firm real-time constraint if it re-
quires the guarantee of the deadline meet of at least m out of any
consecutive invocations of a recurrent job.
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Much previous work has dealt with new scheduling algo-
rithms integrating the additional -firm constraint [3]. Two
families can be found: dynamic and static. Distance-based pri-
ority (DBP) [2] and dynamic window-constrained scheduling
(DWCS) [4] are dynamic. The priority assignment done online
is based on the current state of the system. Enhanced rate mono-
tonic (ERM) [5] and enhanced fixed-priority (EFP) [6] are static
as the scheduling is done offline using a static deadline miss
pattern. These four algorithms will be briefly discussed in Sec-
tion II. Finally, note that, as for hard real-time, sufficient con-
ditions of feasibility are obviously required in order to ensure a
deterministic -firm guarantee. There are sufficient condi-
tions for ERM, EFP, and DWCS [4], [7], but no such condition
has been investigated for DBP.
In this paper, we only consider the dynamic -firm
scheduling algorithms for the following reasons. The system
should be able to adapt to workload variation (e.g., in networks
handling quality of service (QoS) with connection admission
control) by taking advantage of the possibility to discard until
out of consecutive jobs during system overload periods.
So, in this context, offline scheduling is simply not suitable.
Furthermore, the use of a dynamic scheduling policy rather
than a static one allows a better exploitation of the available
resources in general. Finally, we insist on the importance of
discarding the instances of jobs whose deadlines cannot be met
by the system. In fact, an overload situation leads to deadline
misses, and only discarding part of jobs (preferably those with
missed deadlines) allows better managing of it. Scheduling
with dynamic job drops makes our work different to the classic
scheduling studies without drops (e.g., [1], [8], [9]).
Once we have established that a dynamic policy is better
suited to the application requirements, we have to justify the
choice of DBP in our work as opposed to DWCS. We recall that
for the targeted applications, we have to exhibit at least a suffi-
cient feasibility condition. For DWCS, such a condition was es-
tablished in [4], but it has a limited application region since the
jobs must be with the same service time and the same periods.
That is why, although DBP itself could be improved [10], we
investigated this scheduling in order to find a more general con-
dition. Moreover, as we would like to obtain a result applicable
to both CPU task scheduling and network packet scheduling,
we further restrict ourselves to non-preemptive scheduling. As
proposed in former studies [2], [4], we consider EDF for equal
priority cases.
Therefore, in this paper, we focus on only non-pre-
emptive—distance-based priority—earliest deadline first
1551-3203/$20.00 © 2006 IEEE
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Fig. 1. MIQSS model.
(NP-DBP-EDF ). The rest of this paper is organized as follows:
Section II describes the problem and outlines the related work.
Section III presents the sufficient schedulability condition under
NP-DBP-EDF, which is the main contribution of this paper.
In Section IV, we demonstrate how this condition can assist
the designer for efficiently dimensioning a system. The results
obtained in two case studies are compared with those obtained,
within the limits of -firm (or equivalently hard real-time),
from the sufficient condition presented in [11]. The limits of
the deterministic -firm guarantee are also discussed,
highlighting the need for another real-time constraint model.
Finally, we conclude our findings in Section V.
II. PROBLEM DESCRIPTION AND RELATED WORK
A. System Model
Consider the following multiple input queues single server
(MIQSS) model (see Fig. 1), where a set of jobs (or streams)
share a single server of capacity
.
We consider the jobs that are periodic or sporadic with
as the period or minimum inter-arrival time and a deadline
. An instance (or invocation) of requires an
execution time of . Each job is assumed to be under
a ( )-firm constraint . So, a job can be
modeled by .
A job under -firm constraint can be found in one of the
two following states: normal and dynamic failure [2]. To find
out the current state of a job, we need to examine the execution
history of the last instances. If we associate “1” to an instance
with a deadline met and “0” to an instance with a deadline miss,
this history is then entirely described by a group of bits called
k-sequence. The system fails into a dynamic failure state when
any job’s k-sequence contains less than “1.” Fig. 2 shows
the state transition diagram for (2,3)-firm; the left-most bit in
the group represents the oldest event. Each new instance arrival
causes a shift to the left in the group, the left-most exits from the
-sequence and is no longer considered, while the right-most
will be a 1 if the instance has met its deadline or a 0 if not.
B. DBP Strategy
DBP together with the concept of -firm was first intro-
duced by Hamdaoui and Ramanathan [2] for scheduling a set
Fig. 2. State-transition diagram with (2,3)-firm.
of job streams sharing a common server. DBP dynamically as-
signs priority to the jobs of a stream according to the distance
of the current -sequence to a dynamic failure state. The closer
the stream to a failure state, the higher its priority. This dis-
tance can be easily evaluated, by adding 0’s to the right side
until the failure state and the number of added 0’s is equal to
the priority. The -sequence can be considered, in a way, as a
kind of online QoS measurement system, and thus, DBP can
be seen as a dynamic scheduling policy with feedback. The re-
sulting priority then contributes to maintaining the global per-
formance of the system. Results obtained from simulation [2],
[10], [12] have shown that DBP provides good statistic perfor-
mance, which can be used for applications requiring a statistic
-firm guarantee. However, for applications requiring a de-
terministic -firm guarantee, we need a sufficient schedu-
lability condition.
C. Related Work
In [5], an offline fixed-priority algorithm called ERM is pro-
posed, and the corresponding sufficient schedulability condition
is given. Instances of a job are first classified as mandatory (1)
and optional (0), providing a fixed -sequence to indicate its
-firm constraint. Nevertheless, satisfying an -firm
constraint using the fixed -sequence is more restrictive than
actually needed and could potentially result in more resource
requirements. Moreover, in the MIQSS model, several -se-
quences could concentrate their mandatory in-
stances on the time axis, resulting in a peak workload for the
server. In [6], the worst-case interference point (WCIP) is de-
fined for a job of priority . It is the time instant at which the
maximum execution interference from a higher priority job set
may occur. Then, EFP is proposed to reduce WCIP. It consists
in rotating the -sequences (or -patterns) according
to a heuristic approach. It has been shown that finding the op-
timal superposition of -sequences is NP-hard in strong sense.
It is also true for any dynamic algorithm. Thus, neither DBP nor
DWCS can be optimal.
Contrarily to DBP, which only uses the distance, DWCS [4]
dynamically assigns priority to job based on . It
ensures that in every fixed window of consecutive instances,
a minimum of instances must meet their deadline. Other-
wise, a service violation occurs (dynamic failure). In DWCS, in-
stances will be either executed before their deadlines or dropped
as in DBP. Furthermore, even though DBP works in a sliding
window while DWCS does in a fixed window, they have the
equivalence since they can be transformed to each other.
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MokandWang[13]haveproven that ingeneral,DWCScanfail
for arbitrarily low workload. The sufficient schedulability condi-
tion, given in [4] for DWCS, has improved the utilization factor,
but jobs must have the same periods and unit size execution time.
Intuitively, DBP [2] constitutes a more efficient solution, and
it potentially requires less server capacity than the static algo-
rithms. However, the schedulability analysis of a dynamic algo-
rithm is difficult. In [11], a necessary and sufficient schedula-
bility condition for HRT is given for a set of periodic or spo-
radic jobs with arbitrary release time. A job is modeled by
with . Time is assumed discrete, and clock ticks
are indexed by natural numbers. Job invocations and executions
only start at the clock ticks; each of the parameters and is
expressed as multiples of clock ticks.
Jeffay’s Theorem: Let be a set
of sporadic or periodic jobs sorted in non-decreasing order by
periods (i.e., for any pair of jobs and , if , then
). If is schedulable, then
1)
2) ,
and if satisfies conditions (1) and (2), then the non-
preemptive EDF scheduling algorithm will schedule any
concrete set of periodic or sporadic jobs generated from
.
This result could be used to give a more restrictive sufficient
condition for -firm constraint. In fact, when is equal to
, an -firm constraint becomes hard real-time. In this case,
DBP does not work, and only EDF is used. However, the server
capacity dimensioned using this condition might be oversized, as
it does not drop out of any consecutive instances. So, in
order to deal with this problem, we apply a rationale similar to
that done in Jeffay’s theorem to obtain a sufficient condition for
NP-DBP-EDF. This is the purpose of the next section.
III. SUFFICIENT CONDITION FOR NP-DBP-EDF
Unlike HRT scheduling, with -firm scheduling, there
is not a condition that is both necessary and sufficient. In
[10], we have given a necessary condition for NP-DBP-EDF.
However, this necessary condition only tells us that meeting all
-firm constraints is impossible if the server capacity is
below a certain threshold. It does not tell us what the sufficient
server capacity is for meeting all -firm constraints.
Therefore, for providing deterministic guarantee, a sufficient
condition is fundamental.
A. NP-DBP-EDF Scheduling Algorithm
DBP is used to decide which one of the head-of-queue job in-
stances should be served at first in the MIQSS model. In case of
the same DBP value, EDF is used. We note by DBP the DBP
value of job at time point . Under the NP-DBP-EDF sched-
uling policy, at time , the instance, which is being executed in
the unique server, has highest priority because of the non-pre-
emption. Instances of a same job are stored in a FIFO queue.
The instances waiting for execution at the head of the queues
at time are served in the order of their DBP priorities. The in-
stances with DBP for must be executed
before their deadlines; otherwise, their -firm constraint
guarantee will be violated. Instances with DBP will be
executed if they can have the server and the operation be com-
pleted before the deadline; otherwise, they are discarded. The
fact of discarding job instances makes the following schedula-
bility analysis different from the classic ones (e.g., those found
in [1] and [9]).
B. Busy Period and Workload Evaluation
We define as the time interval
during which the server is occupied by, and only by, the in-
stances of jobs whose DBP value is equal to .
Obviously, any missed deadline of DBP instance will
violate the -firm constraint. This is the reason why after-
ward, we will only focus on the worst-case processor demand
relative to the DBP busy period.
According to NP-DBP-EDF scheduling, except for the run-
ning instance (non-preemption), DBP instances have the
highest priority. So, once there are DBP instances, they
should be executed immediately or simply wait until the end of
the executing instance.
C. Theorem
Theorem: Let be a set of periodic jobs
, where
(see Section II-A). If
the job set satisfies the following conditions and
in any time interval, then NP-DBP-EDF will schedule any
concrete set of periodic jobs generated from i.e., there will
not be any violation of the -firm constraints, shown in
the equation at the bottom of the next page, where is the
set of instances whose DBP instances occur at the same
time point with the arbitrary release time, while a is the
other instances. In the worst case, the set can include one
instance of each job and (empty set). In practice,
for a concrete job set, this worst case may never be reached.
represents the arbitrary length of time.
Proof: Assume the contrary, i.e., that satisfies condi-
tions and from the theorem, and that there is a concrete
set of periodic jobs generated from such that a job in
falls into failure state, i.e., has violated the -firm
guarantee.
We analyze the process of falling into the failure state. Let
be the earliest time point where falls into failure state.
Obviously, only busy period leads to an -firm
violation. Starting at time , we work our way backward to
discover which cases occurred relative to this last DBP
busy period, knowing that, for all the possibilities, there are only
three cases we could find, as follows.
Case 1) DBP busy period starts from an idle time, and
all executed instances have the deadlines before .
Case 2) DBP busy period is blocked by a DBP
instance, and all executed instances have deadlines
before .
Case 3) There are some job instances that have deadlines
after .
In case 1, assume that DBP instance appears at one time
point, and it can have the server immediately. The workload
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Fig. 3. Workload of DBP = 1 instances starting at time point t .
is calculated in the following DBP busy period, giving
the worst-case possibility. Let be the starting time of this
DBP busy period in this situation, the ending time, and
let be the length of the DBP busy period.
Jobs are divided into two sets: one is for the jobs whose
DBP instances start from the beginning time of DBP
busy period, denoted by . Another set is .
As shown in Fig. 3, it is given that in every interval for
the job , there are and only instances of job
with DBP . Only these instances can be executed and meet
their deadlines. This generates a workload of
(1)
but, in general, interval is not an integer multiple of . So,
in the fragment (the residue of divided by ), for a job ,
the number of possible instances is bounded by . This results
in the following term:
(2)
By using (1) and (2), the workload caused by all jobs in is
then
(3)
Fig. 4. Workload of instances whose DBP > 1 at time point t .
The workload caused by the second part
is calculated as follows. Jobs not included in set have their
DBP value greater than 1 at the time point . It is clear that in
DBP busy period, only DBP instances can be executed.
So, Fig. 4 shows how a job starts to generate the workload
from in DBP busy period.
Assume that, at , the job has DBP . The
worst case is the following situation: after one clock tick, this
DBP value will be decreased by one, and then, after every pe-
riod , the DBP value will be decreased by one. No instance
is executed in the interval , where is the time at which
has its DBP . We note . The worst case
corresponds to
DBP (4)
For the interval after , the workload evaluation is similar to
the one used for the set . According to (1) and (2), we obtain
(5)
(6)
DBP
DBP DBP
DBP
DBP DBP
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Formula (7) expresses the total workload of the jobs in the set
(7)
By using (3) and (7), the total workload of a DBP busy
period is
(8)
It is easy to see that is just the left part of the condition ,
such that if one job’s -firm constraint is violated, has
to be bigger than . This fact contradicts with condition , and
the theorem is constructed for case 1.
In cases 2 and 3, we also calculate the maximum workload
taking into account the blocking instance (since non-preemp-
tion). Similarly, if there is the failure state, it will contradict with
condition . In this paper, because of the space limitation, we
only present the proof for case 1. Cases 2 and 3 are proved with
the same strategy (see [14] and [24] for the whole proof).
Above all, the theorem is constructed with the contradictions
in any case.
End of Proof.
Corollary: Let be a set of sporadic jobs
, where
. If the job set sat-
isfies conditions and in any time interval, then
NP-DBP-EDF will be able to schedule any concrete set
of sporadic jobs generated from , i.e., there will be not
violation of the ( -firm constraints.
Proof: As the worst-case behavior of a sporadic job occurs
when behaves like a periodic job, that is, was invocated
every time step. Remember that a sporadic job can behave as
a periodic job. Therefore, if conditions and are satisfied,
the NP-DBP-EDF algorithm can schedule any concrete set gen-
erated from a periodic job set. As we have defined, the arrival
curve and the workload of any sporadic job set are always infe-
rior to the periodic concrete set. Whenever a failure state hap-
pens, the two conditions have been violated. So, the conditions
are also sufficient to guarantee that NP-DBP-EDF will be able
to schedule any concrete set generated from a sporadic job set.
End of proof.
D. Sufficient Verification Length
As has been shown, in our sufficient condition for
NP-DBP-EDF scheduling, all DBP are a function of
time. Therefore, an interval is necessary to indicate the time
evaluation domain. That is to say, we need a sufficient length
for terminating the verification of our sufficient condition.
First, we explain the following definitions.
1) All possible DBP values for one job with the
-firm constraint: All DBP values appearing in the
scheduling sequence are limited to a natural number in
, but not every value will appear in a con-
crete situation. Because the system falls into a failure state
when a DBP instance appears, the successful sequence
under consideration (no failure state contained sequence)
contains DBP values that are limited in .
For a job, has DBP values in a successful
scheduling sequence. In any instances of ,
there must be at least two invocations that have the same
DBP value in a successful sequence.
2) For a job set with jobs, at one time point, it has
successful DBP configuration possi-
bilities.
3) For a strict periodic job set, the inter-distribution of the
instances reappears after each least common multiple
(LCM) of . Suppose that the time points
are the time points with interval
LCM, i.e., LCM . Not con-
sidering the concrete possibilities, at all time points of
, there are at most
possible successful DBP configurations. So, in
, there must be at least
two time points where all instances of the jobs have the
same DBP values. Also, our scheduling can repeat the
same successive scheduling from the two time points,
because at each time point , the inter-distri-
bution of the instances is always the same.
Finally, we can conclude that the sufficient length for
terminating the verification of our sufficient condition (only for
a strict periodic job set) is
LCM (9)
where is the last release time.
Obviously, this is a sufficient but not necessary length, be-
cause we are considering it from an aspect of permutation. Once
at a time point, the DBP values of all instances are the reappear-
ance of DBP values, which occurred at certain LCMs before, the
schedulability can already be given. Since in this case, the fol-
lowing sequence will be the iteration of the sequence that took
place between the two time points. In practice, the test can stop
earlier as soon as the repetition occurs for the first time at a mul-
tiple of LCM time point.
IV. APPLICATIONS OF THE SUFFICIENT CONDITION
In this section, we apply our sufficient condition to dimen-
sioning the sufficient server capacity for guaranteeing the
-firm constraint in contrast to that of -firm (i.e.,
HRT). In practice, the dimensioning can be done not only
offline but also online. For example, a network supporting
real-time QoS should be based on the sufficient condition to
decide the acceptance or rejection of a new job (or stream)
in its connection admission control procedure; an adaptive
real-time system could go from a nominal mode corresponding
to -firm to a degraded mode, still ensuring the -firm
constraint with the presence of some resource failures.
A. Overload Management in Automotive Control Applications
In this part, we show how our sufficient condition can help
the dimensioning of the processor capacity in an automotive
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Fig. 5. Vehicle control system model.
control system for making it fault-tolerant while using reduced
resources.
In in-vehicle embedded system design, the current trend is to
use generic processors to replace the specific ones [15], [23]. To
achieve this goal, OSEK is defined by carmakers and the elec-
tronic control unit (ECU) suppliers as the standard operating
system [16]. In OSEK, the scheduling policy includes three pos-
sibilities: non-preemptive, preemptive, and the mixed one. In
this case study, we assume that tasks are non-preemptive. More-
over, the effort to establish a common platform for supporting
portable software modules is continuing inside the AUTOSAR
consortium (see http://www.autosar.org/). One of the objectives
is to be able to run a car function (e.g., engine control, ABS, etc.)
over any generic processor, thus ensuring fault-tolerance when
the same function is replicated on more than one processor. All
the ECUs are interconnected via a bus (e.g., CAN [17], [18] or
FlexRay [19] in the near future).
For making the system fault-tolerant, the classical approach
consists in reserving the sufficient spare capacity so that the
tasks can be reassigned or re-executed on fault-free processors
upon failure detection; without violating any deadlines (i.e.,
-firm). As indicated in our introduction, the drawback of
this approach is that the system resources are often under-uti-
lized when no faults are present. For the automotive industry,
where the cost constraints are omnipresent, this approach
has not always been acceptable. The approach based on the
-firm model is more suitable. It consists in invoking an
overload management technique upon detection of a failure
[5]. Following this approach, the system can still work with
the presence of some processor failures without necessarily
reserving as many resources as used in the classic approach.
The simulation is implemented by taking a case study sim-
ilar to that of Ramanathan [5], in which the author has shown
that the control laws of the automotive control applications can
tolerate some deadline misses specified by the -patterns,
without leading to a dangerous situation for the vehicle. Based
on our experience in automotive systems [15], [20], we add an-
other argument that most control loops are based on over-sam-
pling input data (sensor data) to increase dependability. The oc-
casional loss of some input data will not automatically lead to a
dangerous situation.
We then consider a system (see Fig. 5) composed of four con-
trol functions: cruise control, traction control, anti-lock braking
control, and engine control. At first, all four functions are im-
plemented on the four ECU of the system, but only one func-
tion is running on each ECU. In case of failure of an ECU, the
corresponding function it ensures is woken up on one of the re-
maining ECU, thus tolerating an ECU failure.
TABLE I
TASK PARAMETERS OF CONTROL SYSTEM IN VEHICLE
Fig. 6. Workload of (k; k)-firm in contrast to (m;k)-firm for dimensioning
system sufficient capacity.
In what follows, we just consider the extreme case of three
simultaneous ECU failures. Our goal is to dimension the pro-
cessor capacity of an ECU to continue to guarantee meeting of
the -firm constraint of the four functions. The deadline
miss tolerated by each function is assumed to be as given in
Table I.
The target -firm constraint for each function can be
obtained either by following the control law stability/tolerance
study method of [5] or by measuring and simulating the car
situations in presence of failures (fault injection) [20].
In Fig. 6, the upper line with the slope value 0.495 is the suffi-
cient processor capacity for the HRT measured by Jeffay’s con-
dition. The lower one with the slope value 0.42 is the sufficient
processor capacity for the fault tolerant system in the form of
-firm. This represents a 15% saving of the processor ca-
pacity with respect to the original processor capacity require-
ment.
B. Discussion on the Limits of the Deterministic (m, k)-Firm
Guarantee
As one can see from the above examples, the advantage of
using -firm, compared with -firm, is not always no-
ticeable. In fact, our sufficient condition and that of Jeffay can
even be overlapped in some situations, thus forcing the ser-
vice of all jobs, even though the system is only under an
-firm constraint. To understand that, let us first take the
following numerical example given in Table II. This configu-
ration is derived from that of Table I with some modifications.
Four streams (jobs) with -firm constraints should be ex-
ecuted by the MIQSS model server.
Figs. 7 and 8 give the cumulative processor demand in time
for, respectively, conditions C and in the case of HRT and
-firm of the concrete job set in Table II. The -coordinate
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TABLE II
PARAMETERS OF PERIODIC JOB SET
Fig. 7. Difference between conditions 1.
Fig. 8. Difference between conditions 2.
represents the time interval (L), and the -coordinate represents
the processor demand that must be executed before the end of L.
So, we calculate the changes of this processor demand according
to the length of the time interval. In Figs. 7 and 8, the upper step
curve (solid line) represents the result of HRT under NP-EDF
and the lower one (dashed line) that with -firm constraint
under NP-DBP-EDF. To start simulation, we assume the worst
case for -firm by setting all DBP .
From Figs. 7 and 8, we can see that there is an overlap at
the beginning time of the simulation. In fact, condition of
our theorem can be transformed to be like the condition (1)
in Jeffay’s theorem. Assuming that all jobs of all sources are
within the set (the worst case), and the interval is less
than , we get and the term
.
The condition of our theorem has been transformed to the
condition (1) in Jeffay’s theorem.
Additionally, condition of our theorem can also be trans-
formed to be like condition (2) in Jeffay’s theorem.
As we have interpreted, the sufficient condition of
-firm is always under the bound of Jeffay’s theorem
and can reach the bound of Jeffay’s theorem with some as-
sumptions and forced evaluation conditions. Notice that these
assumptions and forced evaluation conditions can be realized
or not in concrete situations. However, this limits the advantage
of using the -firm tolerance compared with a system only
requiring a statistic -firm guarantee.
We have proven in our report [21] that DBP scheduling may
fail into failure state even with arbitrary low utilization. The
same problem was also detected in the DWCS algorithm [13].
As in HRT, -firm schedulability remains still NP-hard.
That is why our simulation result is pessimistic. However, if we
do it online within the time length of formula (9), a significant
efficiency can be obtained. Furthermore, the recent proposal of
[22], which relaxes the -firm constraint by defining the
virtual deadline concept, consists in an interesting way to im-
prove the advantage of the -firm system in terms of re-
laxing the resource need compared with the system require-
ments under -firm.
V. CONCLUSION
In this paper, we first explained how the -firm model
can be used to define the graceful degradation of real-time
QoS, thus allowing the fault-tolerance, and then addressed
the problem of the deterministic guarantee of -firm
real-time requirements for a set of periodic or sporadic jobs
sharing a common server. DBP has been chosen for its in-
teresting feature of dynamically assigning priorities based on
the previous history of the system ( -sequence). This makes it
suitable for QoS management in adaptive real-time systems and
networks. Our main contribution is having given the expression
of the sufficient condition under NP-DBP-EDF scheduling
for deterministically guaranteeing -firm constraint. This
result is necessary for system server capacity dimensioning.
Our future work aims at two complementary directions: 1)
research of conditions to avoid the overlapping of the sufficient
condition of -firm with that of -firm and the new
job models, allowing the improvement with advantages gained
with -firm in terms of relaxing resource requirements,
and 2) the implementation of dynamic algorithms such as DBP,
in terms of admission control procedures, within IP networks
(e.g., Internet-based control systems, remote control, and mon-
itoring systems based on Internet and power line networks,
such as what has been proposed in the REMPLI project; see
LI et al.: PROVIDING REAL-TIME APPLICATIONS WITH GRACEFUL DEGRADATION OF QOS AND FAULT TOLERANCE ACCORDING TO -FIRM MODEL 119
http://www.rempli.org) for dynamically managing real-time
QoS according to the -firm model.
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