High dynamic range (HDR) imaging has recently been applied to video systems, including the nextgeneration ultrahigh definition television (UHDTV) format. This format requires a camera with a dynamic range of over 15 f-stops and an S/N ratio that is the same as that of HDTV systems. However, current UHDTV cameras cannot satisfy these conditions. Thus, we propose a four-chip capturing method that combines three-chip and single-chip systems. A prism divides incident light into two rays. Most of the incident light is directed to the three-chip capturing block; the remainder is directed to a single-chip capturing block. High quality HDR video can then be obtained by synthesizing the images obtained from the two systems. In this paper, we describe the proposed image synthesis method and discuss the results of a simulation used to verify its effectiveness.
Introduction
In addition to being applied to still images, high dynamic range (HDR) imaging has recently been applied to videos. A significant feature of the HDR system for videos is that the dynamic range of the display is expanded on both the lower and brighter ends of the spectrum.
Standards for next-generation television systems include the HDR video and ultrahigh definition (UHDTV) formats. In the case of HDR systems using hybrid log-gamma (HLG) with a dynamic range of 1200% of SDR system, a dynamic range of over 15 f-stops is required for the camera with a 12-bit depth for the SDR video level and more than 3.59 bits for an extended dynamic range in the linear domain. In addition, a better S/N ratio than that of a standard dynamic range system is required. However, current UHDTV cameras cannot satisfy the aforementioned conditions, because the full well capacity of UHDTV cameras is lower than that of HDTV cameras.
To address these issues, many methods have been proposed. For example, one method expands the dynamic range of the image sensor itself. This approach includes a method that utilizes MOSFET's sub-threshold characteristics 1)- 3) . Another method uses the nondestructive read-out function of an active pixel sensor 4) .
In regard to the former method, non-linear signals which are output from image sensors cannot be easily converted to linear signals which is needed for the signal processing of the camera system. Regarding the latter method, sensors output the short-exposure signal and long-exposure signal in sequence from the same tap. In order to obtain both signals in one frame, they need to be output double the rate as fast as ordinary image sensors.
Another issue is that errors would appear in the HDR signals as result of combining signals with different exposure times.
To obtain linear signals with the different exposure simultaneously and at the same output speed as ordinary sensors, we propose an approach using a fourchip capturing method that combines the ordinary threechip capturing system used in broadcasting applications with a single-chip capturing system 5) . The incident light is divided into two light rays by a prism, with intensities in the ratio m : 1. Then, the low light refracted by the prism is directed into a single-chip capturing block to prevent saturation in the case of high-exposure video shooting. By synthesizing the high-quality picture from the three-chip capturing system with the low-saturation picture from the single-chip capturing system, we obtain an HDR video of high quality.
In this paper, we discuss the proposed capturing system and picture synthesizing method in detail. Then, we analyze the picture quality of the synthesized image by calculating the noise and, thus, derive the best parameter values to use for synthesizing.
Basic concept of HDR video capturing
system with four image sensors 5) 
Optical system
Color cameras, especially those used in broadcasting, which require a high picture quality, have relied primarily on three-chip color imaging since the advent of Phillips-type prisms. This method offers several advantages. The cameras are typically highly sensitive, owing to small incident light losses. The resolution is also high because each of the three colors (red, green, blue) is assigned its own image sensor. Then, color reproducibility is good owing to the optimal spectral characteristics, making it suitable for television standards. These advantages make three-chip color imaging the best method available today.
When obtaining two images with different exposures, three-chip prisms are desirable if a high picture quality is required. Time division can be employed to obtain these two images, but moving images produced by this method have a choppy quality, making them unsuitable for television. In this case, the ideal picture quality can be obtained using two pairs of three-chip optical systems to obtain the two images, one with a low exposure and the other with a high exposure. However, this approach makes the optical system unduly complicated.
The proposed method offers a solution to this problem by combining three-chip color imaging and single-chip color imaging. As the incident light travels through the prism block ( Fig. 1) , it is reflected by the first prism surface (the reflected amount is 1/(m + 1), where m is the exposure ratio) before reaching the single-chip color image sensor. The remaining amount, m/(m + 1), is further reflected by the second and third surfaces as it travels through the prism block, dividing it into red, blue, and green before reaching the respective image sensors.
If m is greater than or equal to one, the single-chip color imaging is used for low-exposure imaging, and the three-chip color imaging is used for high-exposure imaging. In other words, the single-chip system handles high-intensity light, while the three-chip system handles low-intensity light. This relationship is reversed if m is set to less than one. As mentioned above, images taken by the three-chip color imaging have a high picture quality, while the picture quality of images taken by the single-chip color imaging is not as high. Images with low-intensity light often take up a major part of the screen in quality-assured scenes. In this case, it is necessary to set m to a value greater than one.
Sugawara devised a four-chip image sensor camera 6) designed to provide high resolution. Though the minimum F-number of this camera is slightly greater, it has roughly the same optical path length and color reproducibility as the three-chip color imaging system.
Method of image synthesizing
We consider a scene comprising mostly low-intensity light, with high-intensity light being assigned to the minor portion. The principle of image synthesis is to replace the saturated highlight portion of high-quality images obtained from the three-chip color imaging with high-intensity light images from the single-chip color imaging. To synthesize two images, the switching point is set in the area of high-intensity light near the reference white level.
Here, let us suppose that each pixel of a single-chip color imager has the same maximum charge capacity as each imager in a tri-color imaging system does. We further suppose that the spectrum characteristic of the single chip imaging which consists of the color filter array and post-filtering is the same as that of the threechip prism. 
Noise analysis at switching point
As the value of m increases, the dynamic range of the camera becomes higher, but its S/N ratio deteriorates, because the low-exposure signal is amplified. To understand this issue further, we examine the calculation of noises at the switching point from dark noise (a portion not dependent on the incident light) and photon shot noise on the low-exposure signal.
In the following discussion, Ndk and Nst represent dark noise and photon shot noise, respectively, at one imager.
When the incident light is divided into m : 1, the dark noise Nldk and photon shot noise Nlst on the low-exposure side are given by:
When the incident light is 1/(m + 1), the photon shot noise deteriorates in proportion to its square root, and we obtain equation (5) . The incident light is amplified by We can see that the dark noise increases in proportion to m + 1, and that the photon shot noise increases in proportion to √ m + 1. By combining these two noises, we obtain the total amount of noise on the low-exposure signal, as follows:
We can calculate the total amount of noise on the high-exposure signal in the same way:
The noise degradation Nd at the switching point is derived from Eqs. 8 and 9, as follows:
Here, Nst varies depending on the intensity of the incident light. Fig. 4 shows how Nd changes with respect to Eq. 10 in response to changes in Nst.
Note that Nst is proportional to the square root of the incident light quantity. If Nst >> Ndk is assumed when the intensity of the incident light at the switching point is sufficient, then we have From the above equation, Nd would be 10 dB when m = 11. Regarding visual impacts generated by synthesizing, we already discussed in reference [10] .
According to it, degradation of S/N cannot be recognized when image sensors with 12-bit output are used for this system.
In order to reduce visual impacts from this degradation further, it would be effective to synthesize the high-exposure signal and the low-exposure signal, with weighting, and creating an overlap period at switching.
Other considerations for synthesizing
When synthesizing video images, it is necessary to absorb the difference between these methods, because
we are synthesizing the results of three-chip imaging and single-chip imaging. We examine these methods here.
Difference in spectral responses
The three-chip imaging method uses a prism to separate colors, while the single-chip method implements coloring using a color filter with a dye on a chip. Each coloring method has ideal characteristics11), but because these spectral characteristics differ, we require color correction, which is the same as the general color matching method between cameras.
Applying color correction using a 3D look-up table to either the single-chip or the three-chip coloring output can absorb the difference.
Difference in MTFs
For the single-chip color imaging method, demosaicing for interpolating the information of each pixel is required from the Bayer pixel arrangement. Depending on the demosaicing method, the response of the MTF tends to decrease as the spatial frequency tends to the Nyquist frequency. In this system, because the low exposure side has only low-pass characteristics, the characteristics on the high-exposure side contribute to the scene image with a high contrast. Thus, the frequency characteristics are improved in the synthesized image. On the other hand, a model for synthesis is shown in For this simulation, the Radiance .hdr format image is used (see Fig. 7 ). Images on the low-exposure side and high-exposure side during synthesis are also shown in Figs. 8 and 9 , respectively. In addition, the synthesized image after signal processing is shown in Fig. 10 .
Simulation
Comparing Fig. 7 and Fig. 10 , we recognize tones are reproduced in the brighter area in Fig. 10 . Colored areas in Fig.11 In addition, we evaluate the synthesized image using the root mean square error (RMSE) from the original image. These results are shown in Table 1 .
The table shows that the RMSE of the synthesized image is smaller than the image on the low-exposure side and the high-exposure side, and is close to the original image.
Conclusion
We proposed an HDR acquisition system that combines three-chip color imaging and a single-chip color imaging and a video frame-synthesizing method.
We analyzed the relationship between the separation ratio of the incident light and the noise, increasing at the switching point. An appropriate m value was derived from the HDR-TV standard. We further confirmed that the proposed system is effective in obtaining highquality pictures with a high dynamic range.
