Abstract-In our previous work [4] , we proposed a learningbased formal top-down design framework to automatically synthesize coordination and control strategies for cooperative multi-agent systems. Our main idea is to decompose a given team mission into individual local tasks and synthesizing local supervisors while guarantee the multi-agent performance by incorporating supervisor synthesis with compositional verification techniques. In this paper, we apply the top-down design framework to a multi-robot scenario that involves both requestresponse services and multi-robot coordination. Modified L * algorithms are adapted to both the local synthesis and the compositional verification to ensure that the collective behavior of the robots will eventually guarantee the satisfaction of the global specification. Computational and software tools are developed to integrate automatic supervisor synthesis and interrobot communication.
I. INTRODUCTION
Cooperative multi-agent systems, which consist of a team of spatially-distributed agents collaborating via communication to achieve desirable team tasks, represent a typical class of cyber-physical systems (CPS), and have shown great potential in both academic and industrial applications, ranging from transportation networks to robotic systems in recent years [3] [7] [10] [14] [15] [19] .
One of the essential problems in multi-agent system is how to design local control policies for each agent such that certain desirable global specifications can be accomplished through multi-agent coordination. A vast majority of research efforts have been devoted to bottom-up design methodologies, in which collective behaviors of the agent team emerge through predefined control and coordination policies. The bottom-up approaches have been applied for various coordination purposes, such as flocking [14] , consensus [15] , rendezvous [5] and navigation [19] of multi-agent teams. Despite its popularity and simplicity, the bottom-up design methodologies lack guarantees for achieving high-level and complicated performance objectives.
By contrast, top-down design approaches adopt a "divideand-conquer" scheme to accomplish more complex global specifications, on the basis of an abstracted and formal description of the multi-agent systems' behavior. Such method-ologies have been widely adopted in the symbolic planning problems of multi-agent systems for various forms of specifications, such as linear temporal logic formulas [7] [12] [18] and regular languages [3] [6] . Correct-by-construction design of hybrid controllers for reactive motion and mission planning problems were also investigated in [9] and [10] .
[11] studied multi-agent task decomposition problems and necessary and sufficient conditions under which the global tasks can be retrieved by the assigned local ones were presented.
In our previous work [4] , we proposed a top-down formal design framework to solve the coordination and control co-design problem of multi-agent systems via "divide-andconquer": (i) by modeling each robot's behavior as a deterministic finite automaton [2] , the global specification is decomposed into local subtasks according to each agent's capabilities; (ii) a learning-based synthesis scheme is proposed to synthesize a local supervisor for each robot to satisfy the local task; (iii) compositional verification [16] is deployed to check whether the collective behaviors of the robots can satisfy the global specification. In this paper, we apply topdown formal design approaches to multi-robot coordination. To examine the effectiveness of the design framework, we present a series of computational and software tools to integrate automatic supervisor synthesis and inter-robot communication and it turns out in experiment that the robots can cooperatively satisfy a request-response and coordination performance.
The rest of the paper is organized as follows. Section II introduces the coordination and control co-design problem for multi-agent systems with a motivating example in multi-robot coordination. The automatic supervisor synthesis framework is proposed in Section III. The motivating example is reviewed and experimental results are presented in Section IV. Finally, Section V concludes the paper.
II. PROBLEM FORMULATION A. Robotic Coordination
Consider a multi-agent system that consists of three robots, namely, R 1 , R 2 and R 3 , all of which have the same communication and localization capabilities, while R 2 is assumed to be equipped with the rescue and fire-fighting capabilities. Initially, all of the three robots are positioned in Room 1. Rooms 2 and 3 are accessible from Room 1 by one-way door D 2 and two-way doors D 1 and D 3 , as shown in Figure  1 . The multi-robot coordination requires that, after a help request from Room 2 for fire extinguishing, R 2 needs to go to The specifications for the multi-robot coordination include the following two aspects.
• Request-response Robot R 2 should respond to the request by entering Room 2 through D 2 and returning to Room 1 through D 1 when it accomplishes its task; • Coordination D 1 should be opened jointly by R 1 and R 3 .
B. Automata Models of Multi-robot Systems
We show how to use a discrete-event system formalism to characterize the behavior of the robot team, by modeling the behavior of robot R i , i ∈ {1, 2, 3} as a deterministic finite automaton (DFA) [2] 
where Q i is the set of local states, Σ i is the local event set, δ i : Q i ×Σ i → Q i is the (partial) transition function, and q 0,i ∈ Q i is the local initial state. δ i can be extended to All the events are listed in Table 1 and we assume the full knowledge of the local events of each robot, which are given 
where || stands for the parallel composition of DFAs [2] . Define P i : Σ * → Σ * i as the natural projection [2] for robot G i with the inverse projection P
−1
i . The collective behavior of the multi-agent system is captured by the synchronous prod-
C. Problem Statement
For the purpose of supervisory control [17] , Σ i is partitioned into the set of (local) controllable events Σ i,c and the set of uncontrollable events Σ i,uc . We assume that
A local supervisor S i associated with G i is another automaton that operates in parallel with G i . Given a nonempty prefix-closed local specification [17] . If not, a supervisor is synthesized for the supremal controllable (also prefix-closed) sublanguage of K i , i.e., sup C i (K i ) := sup C Σi,uc (K i ). We assume that any events shared by more than one robot agree on the status of controllability, i.e., ∀i, j ∈ {1, 2,
* , that correspond to the aforementioned performance requirements, are shown in Fig. 4 respectively, where h 1 ||h 3 stands for the interleaving of single-event traces h 1 and h 3 .
The overall specification for the multi-agent system is
Our design objective is concerned with the following distributed control and coordination problem for the multiagent systems.
Problem 1: Consider the multi-robot team G with robots G i and associated local controllable events Σ i,c and uncontrollable events
1) systematically find feasible local control specification K i for each agent G i ; 2) synthesize the local supervisor S i for each G i to achieve K i such that the controlled behaviors of the system, ||
III. AUTOMATIC SYNTHESIS FRAMEWORK FOR MULTI-AGENT SYSTEMS

A. L * learning-based Automatic Synthesis Framework
To compensate for the lack of prior model knowledge G i 's, L * learning algorithm [1] , which learns an unknown regular language U over the event set Σ, is adapted to the solution of Problem 1. L * creates a series of observation tables to incrementally record and maintain the information whether traces in Σ * belong to U . An observation table is a threetuple (S, E, T ) consisting of a non-empty finite set S of prefix-closed traces, a non-empty finite set E of suffix-closed traces and membership query, T : (S ∪ SΣ)E → {0, 1}. Couterexample-guided inference of the correct DFAs are deployed in L * based on observation tables. We propose a two-layer learning-based framework to solve Problem 1 for the multi-robot team as depicted in Fig. 3 , which executes the following steps iteratively.
• Task decomposition Obtain a prefix-closed local specification by
• Compositional verification A compositional verification [16] procedure is summoned by setting M i = S i ||G i as component modules to justify whether or not ||
• Counterexample-guided synthesis If the local behaviors do not satisfy the global specification jointly, the compositional verification fails and provides a counterexample trace t ⊆ Σ * . We present such counterexample t back to the Task Decomposition by modifying the global specification from K to K −
i P i (t) and use the new specification to re-synthesize the local supervisors. In particular, the local specification K i is obtained by K i = P i (K), i = 1, 2, 3. According to [20] , for the multi- The local specifications are shown in Fig. 4 and Fig. 5 , respectively.
B. L *
LS : Learning-based Synthesis of Local Supervisors
We aim to synthesis a local supervisor S i to satisfy K i with no prior knowledge of G i . The synthesis algorithm, namely L * LS , is designed by adjusting L * with modified dynamical membership queries that is capable of learning the supremal controllable sublanguage of the local specification such that L(
A local behavior st ∈ Σ * i is said to be i-locally uncontrollably illegal if s ∈ K i , t ∈ Σ * i,uc and st / ∈ K i . Let C i denote the collection of observed locally uncontrollably illegal behaviors of the agent
i,uc such that st ∈ C i to represent the collection of the strings formed by discarding the uncontrollable suffixes of strings in C i , and let C j i denote the set of i-locally uncontrollably illegal behaviors after the j-th update. The L * LS algorithm deploys the following dynamic membership queries
for j > 1
It has been shown in [4] that L * LS converges to a supervisor 
C. Compositional verification and assume-guarantee reasoning
To evaluate the joint work of the local supervisors, a compositional verification [16] procedure is summoned to justify whether or not the global specification is satisfied by setting M i = S i ||G i . Moreover, we use an "assumeguarantee" paradigm for the verification to mitigate computational complexity.
1) Proof rules and assume-guarantee reasoning:
For the purpose of multi-robot coordination, we slightly modify the asymmetric and circular compositional verification proof rules [16] to be a "hierarchical" structure to justify the joint effort of the locally supervised robots. The intuition behind this idea is that, we treat M 1 and M 3 to be "strongly" coupled and serves together to be the environment of M 2 . Based on this structure, we define M −2 = M 1 ||M 3 , and use the assume-guarantee proof rule with to obtain the appropriate assumption A −2 for M −2 such that M 2 ||M −2 |= K; secondly, we use the proof rules once more to verify if M −2 = M 1 ||M 3 |= A −2 . The overall proof rules are summarized as follows.
1
The compositional verification for Problem 1 involves two aspects: first, we use a second modified L * procedure, called L * CV to generate appropriate assumptions associate with each module M i , i ∈ N ; secondly, if the verification fails, we have to analyze the counterexample provided by the model checker to guide the re-synthesis of the local supervisors.
2) L *
CV : learning assumptions for compositional verification:
We use a modified L * procedure, namely L * CV to automate the compositional verification. At each iteration, L * CV is used to learn appropriate assumptions for each module M i , based on querying the system with the modified membership queries: for t ∈ Σ * i ,
Correctness and finite convergence of L * CV are both proved in [4] .
In the multi-robot coordination example, the following A −2 is obtained as an appropriate assumption for M 1 ||M 3 by using L * CV , which implies that R 1 and R 3 should open and close D 1 from Room 1 and 3 jointly. 3) Counterexample analysis: If the compositional verification succeeds, the framework returns that || 3 i=1 M i |= K and solves Problem 1. Otherwise, it provides a counterexample t ∈ Σ * that violates K. We simulate t on M i ||coK to check whether t is a violating trace of all components M i , i = 1, 2, 3. If t is not a violating trace for at least one component M i , we use t to modify the corresponding assumptions; otherwise ||
The counterexample is further used to guide the re-synthesis the local supervisors by eliminating all the "indistinguishable" traces with respect to t from the global specification K, and
D. Theoretical Results
Through the automatic supervisor synthesis framework, the learned supervisors are as shown in Fig. 8 and 9 respectively. 
IV. EXPERIMENTAL RESULTS
A. Experimental Setup
This section demonstrates how to solve Problem 1 of the motivating example. The proposed supervisors, implemented as MATLAB StateFlow machines, have been tested and evaluated on a swarm composed by three small robots. The experimental setup for the testing of the derived supervisors is composed by three main elements, described as follows.
1) Localization system: The localization system is based on the Aruco library [8] and is able to provide the status of each robot (position and heading) and the status of each door (open or close) with a frame-rate of ∼ 20Hz. The information concerning the position of the robots and the status of each door is codified using the JSON format. The software is based on a multi-threading architecture:
• The main thread implements a UDP server waiting for information requests from the robots.
• The second thread computes the position of each marker and updates the list of detected markers along with their position and orientation. The sharing of data between the threads is based on a mutex locking mechanism. Fig. 10(a) shows the output of the localization system. 2) Local supervisors: Each of the three supervisors is implemented as a StateFlow machine and corresponds to a predefined robot. The logic implemented follows the theoretical approach described in Section III: The transition between the states is based on the occurrence of one of the possible pre-defined events.
The communication between the StateFlow machine and the corresponding robot is based on a wireless communication system based on a UART over IP module. The TCP protocol is used to provide a reliable exchange of messages between the state flow and the robot. For example, Fig.  11 and 12 show the StateFlow implementation of the local supervisor S 2 . 3) Ground Robots: The hardware of each robot is designed as a multi-layer architecture.
• The low-level system (LL board), based on xMOS processors [13] , is responsible to gather the data from the sensors and to apply the control action to the actuators ( Fig. 13(a) ) to ensure event-driven and hard real-time performances. We also developed software for the management of the xMOS devices. • The high-level system (HL board) is based on the BeagleBone board and is responsible to interact with the corresponding local supervisor (Figure 13(b) ). The goal of the high-level board is to provide a system for the development of high-level control system such as obstacle avoidance, delegating the low-level real-time board for the interaction with the sensors. A unique marker (Fig. 10(b) ) for each robot is used for detecting its position using the developed localization system. The coordinates of the four corners of the marker are used to estimate the position (in terms of pixel coordinates) of the center of the marker and its orientation. The communication system between the two hardware layer is realized using a serial port. The data exchanged are also codified using the JSON format.
B. Experimental Results
The flow chart in Figure 14 describes the interaction between the supervisor and the corresponding ground robot. Since each supervisor manages only one robot (agent), the three supervisors are implemented as distinct stateflow machines running simultaneously.
The initialization of the system is carried out using an adhoc application that sends the start signal to all the agents (using the UDP protocol).
After the reception of the START signal, the HL board of the agent initializes the communication system and sends the first request to the supervisor. The supervisor responds sending the command back to the HL board, which interacts with the LL board to accomplish the task. When the task is completed, the HL board sends the ACK back to the Supervisor which responds with the next action. The path followed by robot 2, as defined by the local supervisor S2 is shown in Figure 15 . Figure 16 shows the actual path followed by robot 2. The cloud of points corresponds to the instants in which the robot 2 reached a predefined waypoint and waited for the next command sent from the local supervisor. The position of the robot is expressed in pixel coordinates.
V. CONCLUSION
We pursue multi-robot coordination by following topdown design approaches and our previous work on distributed coordination and control framework for multi-agent systems [4] . By modifying the L * algorithm, the framework synthesizes the local supervisors and check its correctness by using compositional verification techniques even if the agents' models are not given a priori. Computational and software tools are also developed to incorporate automatic supervisor synthesis with inter-robot communication and to examine the effectiveness of the proposed framework.
