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Perception et confort acoustiques des Systèmes de Traitement d’Air
Résumé :
Cette thèse a pour but d’étudier le confort acoustique ressenti par les usagers de systèmes de trai-
tement d’air (STA), tels que les systèmes de climatisation installés en bureaux de différentes tailles,
en prenant en compte les facteurs environnementaux liés au contexte particulier d’usage de ces pro-
duits. À l’origine s’est présenté le besoin industriel d’une norme fiable d’évaluation des sons émis par
les STA, pour offrir une représentation plus fidèle de la perception que le seul standard existant au-
jourd’hui : le niveau acoustique émis exprimé en dBA. Ce contexte impose en premier lieu une étude
approfondie de la perception des sons de STA tels qu’émis par les appareils. Ainsi, une démarche ri-
goureuse a été suivie allant du recueil d’un nombre conséquent d’enregistrements de sons de STA jus-
qu’à l’établissement d’une métrique robuste de prédiction de la qualité sonore perçue. Pour ce faire,
ont tout d’abord été établies les différentes familles perceptives qui constituent l’ensemble des enre-
gistrements de sons de STA effectués. De cet ensemble de familles a été extrait un corpus de travail
permettant une complète représentativité des différents types de sons émis par les STA. Les attributs
auditifs pertinents pour la description perceptive de ce corpus sonore ont ensuite été identifiés en
appliquant les principes de l’étude du timbre musical, déjà adoptés avec succès pour la description
d’autres types de sons de l’environnement. Ces attributs auditifs ont enfin servi de base descriptive
pour expliquer les préférences des auditeurs vis-à-vis des sons de STA afin d’établir un prédicteur
efficace de la qualité sonore à l’aide de descripteurs audio. Dans un second temps, afin de prendre
en considération le contexte écologique des STA, l’influence de deux facteurs environnementaux sur
l’évaluation de la qualité sonore des STA a été étudié dans le but d’en évaluer l’importance sur le
ressenti des usagers. D’une part, comme les STA étudiés sont des appareils exclusivement installés
en intérieur (bureaux), l’effet de la réverbération sur l’évaluation de la qualité sonore a été étudié
à l’aide d’un système d’auralisation permettant de reproduire virtuellement la réponse acoustique
d’une salle. D’autre part, l’influence du contexte attentionnel des auditeurs sur la qualité sonore per-
çue a été évaluée à l’aide d’une étude comparative de différentes situations d’écoute. En effet, on
observe que la perception du son émis par les STA se traduit typiquement par une forme de pertur-
bation de leur occupation quotidienne.. Il est donc apparu pertinent d’évaluer à quel point le degré
d’attention portée sur le son influe sur l’évaluation de la qualité sonore par les auditeurs. Ainsi nous
avons pu établir dans quelles mesures et selon quelles limites le prédicteur de qualité sonore établi
peut représenter fidèlement le confort ressenti par les usagers dans un contexte offrant un meilleur
degré de validité écologique que les conditions habituelles de laboratoire.
Mots-clés : Systèmes de traitement d’air, Évaluation de la qualité sonore, Design sonore, Étude du
timbre, Réverbération, Contexte attentionnel.
Acoustic perception and comfort of Air-Treatment Systems
Abstract :
This thesis addresses the perceived acoustic comfort of Air-Treatment Systems (ATS), such as air-
conditioners installed in offices, by taking into account the environmental factors related to the spe-
cific context of ATS usage. The only existing standard to evaluate the sounds emitted by ATS, which
is the emitted sound level in dBA, is only loosely related to perception. Therefore, the need of manu-
facturers for a more reliable standard arises. This implies a thorough study of the perception of the
sound of ATS as it is emitted. A precise methodology was then followed : it includes first collecting a
high number of ATS sound recordings, up to finally developing a robust metrics to predict the percei-
ved sound quality. For that purpose, different perceptual categories were first identified to constitute
the recording database of ATS sounds. A corpus considered as fully representative of the different
types of emitted sounds was then extracted from the recording database. Current principles of musi-
cal timbre description have already proved to be adequate to other types of environmental sounds ; by
applying these principles, the relevant auditive attributes for the corpus perceptual description were
identified. In order to develop an efficient sound quality predictor through audio features calcula-
tion, prominent features based on these auditive attributes were identified that explain the listeners’
preferences among ATS sounds. The ecological context of ATS was examined in a second step. Two
environmental factors were addressed in the context of ATS sound quality evaluation to ponder their
importance in the listeners’ perception. As the ATS under study are exclusively indoor systems de-
signed for offices, the effect of reverberation on sound quality evaluation was first studied ; for that
purpose, an auralization tool was used to simulate room acoustic response. The influence of liste-
ners’ attention context on perceived sound quality was then evaluated through a comparative study
of various listening conditions. As a matter of fact, the sound emitted by ATS in real conditions is per-
ceived as a perturbation of current activities. It is therefore relevant to evaluate how deeply the degree
of attention related to the sound affects listeners as regards their perception of acoustic quality. Even-
tually, the relevance of the proposed sound quality predictor to comfort perception was assessed in
conditions more ecologically representative than usual laboratory environment.




I Problématique et positionnement méthodologique 17
1 Problématique et démarche générales 19
1.1 Problématique industrielle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.2 Contexte scientifique de l’étude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.2.1 Les sons de l’environnement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.2.2 Le design sonore . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.2.3 Qu’entend-on par « qualité sonore » ? . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.3 Démarche adoptée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2 Qualité des sons de l’environnement 25
2.1 Le timbre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1.1 Les sons musicaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1.2 Les sons de l’environnement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2 Identification de la source sonore . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3 Évaluation de la qualité sonore . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.3.1 Procédures expérimentales de mesure de la qualité sonore . . . . . . . . . . . . . 37
2.3.2 Méthodes composées pour l’évaluation de la qualité sonore . . . . . . . . . . . . 40
2.3.3 Descripteurs acoustiques associés à la qualité sonore . . . . . . . . . . . . . . . . 44
2.4 Démarche adoptée dans le cadre de cette thèse . . . . . . . . . . . . . . . . . . . . . . . . 56
3 Contexte environnemental et qualité perçue 59
3.1 Qualité sonore et facteurs liés à l’acoustique des salles . . . . . . . . . . . . . . . . . . . . 60
3.1.1 Principes de base de la réverbération . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.1.2 Métriques liées à la réverbération . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.2 Qualité sonore et intelligibilité de la parole . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.2.1 Lien entre réverbération, rapport signal-sur-bruit et intelligibilité . . . . . . . . . 64
3.2.2 Descripteurs d’intelligibilité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.2.3 Intelligibilité et confidentialité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.3 Contexte attentionnel lié à l’environnement sonore . . . . . . . . . . . . . . . . . . . . . . 68
3.3.1 Effet « cocktail party » . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.3.2 Attention et perception en contexte multi-tâche . . . . . . . . . . . . . . . . . . . . 69
3.4 Démarche adoptée dans le cadre de cette thèse . . . . . . . . . . . . . . . . . . . . . . . . 72
5
6 TABLE DESMATIÈRES
II Perception des sons de STA : étude du timbre et prédiction des préférences 75
4 Enregistrement de sons de STA 77
4.1 Protocole de prise de son . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.1.1 Condition anéchoïque d’enregistrement . . . . . . . . . . . . . . . . . . . . . . . . 77
4.1.2 Matériel d’enregistrement utilisé . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.2 Enregistrement pour les différents types de STA . . . . . . . . . . . . . . . . . . . . . . . . 79
4.2.1 Systèmes carrossés, au sol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.2.2 Systèmes gainables, suspendus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.2.3 Systèmes « cassettes », suspendus . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5 Identification des familles de sons de STA 85
5.1 Problématique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2 Protocole expérimental de catégorisation libre . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.2.1 Stimuli . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.2.2 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.2.3 Matériel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.2.4 Procédure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.3 Résultats et analyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.3.1 Cohérence inter-participant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.3.2 Analyse de cluster . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.3.3 Représentation en dendrogramme . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.3.4 Adéquation de la structure hiérarchique aux données . . . . . . . . . . . . . . . . 94
5.4 Discussion – Sélection du corpus réduit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6 Identification des attributs auditifs des STA 105
6.1 Problématique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.2 Protocole expérimental de mesure de similarités . . . . . . . . . . . . . . . . . . . . . . . 106
6.2.1 Stimuli . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.2.2 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.2.3 Matériel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.2.4 Procédure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.3 Résultats et analyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.3.1 Dimensionalité de l’espace perceptif recherché . . . . . . . . . . . . . . . . . . . . 108
6.3.2 Espaces perceptifs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.3.3 Interprétation de l’espace à 2 dimensions . . . . . . . . . . . . . . . . . . . . . . . 109
6.3.4 Interprétation de l’espace à 3 dimensions . . . . . . . . . . . . . . . . . . . . . . . 112
6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
7 Évaluation et prédiction de la qualité sonore des STA 119
7.1 Problématique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.2 Protocole expérimental d’évaluation comparée - sonie réelle . . . . . . . . . . . . . . . . 121
7.2.1 Stimuli . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
7.2.2 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
7.2.3 Matériel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
7.2.4 Procédure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
TABLE DESMATIÈRES 7
7.3 Résultats et analyse – sonie réelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
7.4 Protocole expérimental d’évaluation comparée - sonie égalisée . . . . . . . . . . . . . . . 125
7.4.1 Stimuli . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
7.4.2 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
7.4.3 Matériel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
7.4.4 Procédure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
7.5 Résultats et analyse – sonie égalisée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
7.6 Prédiction des échelles de qualité sonore . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
7.6.1 Échelle de qualité sonore en condition de sonie réelle . . . . . . . . . . . . . . . . 129
7.6.2 Échelle de qualité sonore en condition de sonie égalisée . . . . . . . . . . . . . . . 131
7.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
III Influence du contexte d’écoute sur la qualité sonore perçue des STA 135
8 Influence de l’acoustique des salles 137
8.1 Problématique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
8.2 Présentation de l’outil d’auralisation et des simulations utilisées . . . . . . . . . . . . . . 138
8.2.1 Système d’auralisation AURALIAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
8.2.2 Simulations effectuées . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
8.3 Protocole expérimental d’évaluation comparée avec auralisation . . . . . . . . . . . . . . 141
8.3.1 Principe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
8.3.2 Stimuli . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
8.3.3 Égalisation en sonie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
8.3.4 Matériel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
8.3.5 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
8.3.6 Procédure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
8.4 Résultats et Analyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
8.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
9 Influence du contexte attentionnel 157
9.1 Problématique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
9.2 Protocole expérimental d’évaluation en contexte multi-tâche . . . . . . . . . . . . . . . . 158
9.2.1 Stimuli . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
9.2.2 Matériel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
9.2.3 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
9.2.4 Procédure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
9.3 Résultats et analyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
9.3.1 Évaluation du degré de gêne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
9.3.2 Performance dans la tâche de mémorisation . . . . . . . . . . . . . . . . . . . . . . 165




A Techniques statistiques d’analyse multidimensionnelle 185
A.1 Modèle simple – MDSCAL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
A.2 Modèle pondéré – INDSCAL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
A.3 Modèle à spécificités – EXSCAL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
A.4 Modèle à classes latentes – CLASCAL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
B Corrélation et régression linéaire 189
B.1 Coefficient de corrélation de Bravais-Pearson . . . . . . . . . . . . . . . . . . . . . . . . . 189
B.2 Régression linéaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
C Méthodes d’analyse de variabilité des réponses 193
C.1 Concordance de Kendall et corrélation de rang de Spearman . . . . . . . . . . . . . . . . 193
C.1.1 Coefficient de concordance de Kendall . . . . . . . . . . . . . . . . . . . . . . . . . 193
C.1.2 Coefficient de corrélation de rang de Spearman . . . . . . . . . . . . . . . . . . . . 194
C.2 Analyse de cluster appliquée à un panel de participants . . . . . . . . . . . . . . . . . . . 194
D Liste des enregistrements de STA effectués 197
E Consignes écrites pour les expériences perceptives 199
E.1 Expérience de catégorisation libre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
E.2 Expérience de mesure de similarités . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
E.3 Expérience d’évaluation comparée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
E.4 Expérience d’évaluation de gêne en contexte multi-tâche . . . . . . . . . . . . . . . . . . 204
Table des figures
1.1 Schéma des différentes étapes du design sonore industriel. . . . . . . . . . . . . . . . . . . 21
2.1 Représentation hiérarchique de la taxinomie des évènements sonores proposée par Ga-
ver [63]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.2 Taxinomie des évènements sonores proposée par Gaver [63]. . . . . . . . . . . . . . . . . 35
2.3 Représentation en arbre additif des résultats de classification obtenus par Guyot [69].
Les numéros représentent les sons du corpus, et les lettres (suivies d’un numéro), les
prototypes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.4 Exemple d’interface pour un test d’évaluation comparée (provenant de Chevret et Pari-
zet [44]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.5 Courbes de pondération fréquentielle A, B, C et D. . . . . . . . . . . . . . . . . . . . . . . 45
2.6 Courbes d’isosonie (provenant de Robinson et Dadson [127]). . . . . . . . . . . . . . . . 46
2.7 Fonction de pondération g pour le calcul de l’acuité (provenant de Zwicker et Fastl [162]). 50
2.8 Fonction d’utilité (spline) de l’émergence harmonique en pondération A (N HRA) pour
les sons d’unité de climatisation (provenant de Susini et al. [143]). . . . . . . . . . . . . . 55
2.9 Fonction d’utilité (spline) du centre de gravité spectrale de la partie bruitée (SC N ) pour
les sons d’unité de climatisation (provenant de Susini et al. [143]). . . . . . . . . . . . . . 55
2.10 Fonction d’utilité (spline) de la sonie (N ) pour les sons d’unité de climatisation (prove-
nant de Susini et al. [143]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.1 Deux types de réflexions : réflexion spéculaire (gauche) et réflexion diffuse (droite). . . 61
3.2 Jugements de distraction en fonction de l’intelligibilité – SII (provenant de Bradley et
Gover [35]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.1 Configuration des microphones pour l’enregistrement . . . . . . . . . . . . . . . . . . . . 78
4.2 Photo de l’interface audio RME Fireface 400 (en bas) et du préamplificateur RME Quad-
mic (en haut) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.3 Photo de l’installation pour l’enregistrement du son du système CRS1 (voir tableau D.1
en annexe). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.4 Photo de l’installation pour l’enregistrement du son du système CRS3 (voir tableau D.1
en annexe). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.5 Photo de l’installation pour l’enregistrement du son du système GNB1 (voir tableau D.1
en annexe). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.6 Photo de l’installation pour l’enregistrement du son du système GNB2 (voir tableau D.1
en annexe). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.7 Photo de l’installation pour l’enregistrement du son du système GNB4 (voir tableau D.1
en annexe). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
9
10 TABLE DES FIGURES
4.8 Photo de l’installation pour l’enregistrement du son du système GNB5 (voir tableau D.1
en annexe). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.9 Photo de l’installation pour l’enregistrement du son du système CST1 (voir tableau D.1
en annexe). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.10 Photo de l’installation pour l’enregistrement du son du système CST2 (voir tableau D.1
en annexe). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.1 Interface graphique de l’expérience de catégorisation libre dans son état initial. Les
points rouges cliquables et déplaçables représentent les 48 sons. Les boutons en bas
à droite et à gauche permettent respectivement de déclarer un groupe et d’en annuler
la sélection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2 Interface graphique de l’expérience de catégorisation libre dans son état final pour un
des participants. Les points rouges ont été regroupés en paquets à l’écran et la partie
gauche affiche désormais la liste des familles identifiées. . . . . . . . . . . . . . . . . . . . 90
5.3 Exemple de classification à des niveaux hiérarchiques différents. . . . . . . . . . . . . . . 91
5.4 Dendrogramme correspondant à l’exemple fictif à 8 éléments et 2 participants. . . . . . 93
5.5 Dendrogramme issu de l’expérience de catégorisation libre. . . . . . . . . . . . . . . . . . 95
5.6 Diagramme de type Shepard – Représentation des distances cophénétiques en fonction
des distances originales. La droite rouge représente la modélisation idéale (distances
cophénétiques identiques aux distances originales. . . . . . . . . . . . . . . . . . . . . . . 96
5.7 Illustration de l’inégalité ultramétrique entre des points fictifs i , j et k . . . . . . . . . . 97
5.8 Dendrogramme issu de l’expérience de catégorisation libre, avec les catégories identi-
fiées (séparées par les lignes en pointillés bleus) et les exemplaires représentatifs initiaux
(soulignés en bleu). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.9 Dendrogramme issu de l’expérience de catégorisation libre, avec les catégories identi-
fiées (séparées par les lignes en pointillés bleus) et les exemplaires représentatifs finaux
(dans les cadres rouges). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.1 Interface graphique de l’expérience de mesure de similarités . . . . . . . . . . . . . . . . 107
6.2 Coefficient de congruence de Tucker et dispersion expliquée par le modèle en fonction
du nombre dimensions choisi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.3 Espace perceptif à 2 dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.4 Espace perceptif à 3 dimensions – 1ère et 2ème dimensions. . . . . . . . . . . . . . . . . . . 111
6.5 Espace perceptif à 2 dimensions – 1ère et 3ème dimensions. . . . . . . . . . . . . . . . . . . 111
6.6 Régression linéaire entre la somme des sonies spécifiques dans les 2 premières bandes
de Bark et la 1e dimension de l’espace 2D. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.7 Régression linéaire entre l’acuité (Sharpness) et la 2e dimension de l’espace 2D. . . . . . 113
6.8 Régression linéaire entre la somme des sonies spécifiques dans les 2 premières bandes
de Bark et la 1e dimension de l’espace 3D. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.9 Régression linéaire entre l’acuité (Sharpness) et la 2e dimension de l’espace 3D. . . . . . 115
6.10 Régression linéaire entre l’Émergence harmonique (défini sur une échelle arbitraire) et
la 3e dimension de l’espace 3D. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
7.1 Interface graphique de l’expérience d’évaluation comparée - sonie réelle. . . . . . . . . 122
7.2 Évaluations moyennes et écarts-types du désagrément pour l’expérience d’évaluation
comparée. L’échelle va de ‘0’ pour les plus désagréables à ‘10’ pour les plus agréables. . 123
TABLE DES FIGURES 11
7.3 Dendrogramme correspondant aux corrélations inter-participant pour l’expérience d’éva-
luation comparée. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
7.4 Interface graphique de l’expérience de mesure de similarités . . . . . . . . . . . . . . . . 125
7.5 Évaluations moyennes et écarts-types du désagrément pour l’expérience d’évaluation
comparée en condition de sonie égalisée. L’échelle va de ‘0’ pour les plus désagréables
à ‘10’ pour les plus agréables. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
7.6 Dendrogramme correspondant aux corrélations inter-participant pour l’expérience d’éva-
luation comparée en condition de sonie égalisée. . . . . . . . . . . . . . . . . . . . . . . . 127
7.7 Évaluations moyennes et écarts-types du désagrément pour l’expérience d’évaluation
comparée en condition de sonie égalisée (sans les résultats des 4 ouliers). L’échelle va
de ‘0’ pour les plus désagréables à ‘10’ pour les plus agréables. . . . . . . . . . . . . . . . 128
7.8 Régression linéaire entre l’échelle des évaluations moyennes et le niveau acoustique en
dBA (expérience en condition de sonie réelle). . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.9 Régression linéaire entre l’échelle des évaluations moyennes et la sonie (expérience en
condition de sonie réelle). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.10 Régression linéaire multiple entre l’échelle de préférence et les descripteurs N1+N2 et
Acuité (expérience en condition de sonie égalisée). . . . . . . . . . . . . . . . . . . . . . . 132
7.11 Régression linéaire multiple entre l’échelle de préférence et les descripteurs N1 +N2,
Acuité et Émergence harmonique (expérience en condition de sonie égalisée). . . . . . 132
8.1 Exemple d’échogrammes directionnels, tiré de Bos et Embrechts [28, 29], provenant des
directions « haut », « devant », « gauche », « derrière », « droite » et « bas », respectivement. 139
8.2 Plan du studio immersif, tiré de Bos et Embrechts [28]. « LSP » signifie Loudspeaker Po-
sition – position du haut-parleur. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
8.3 Perspective en 3D de la simulation de bureau individuel. Les étoiles rouges et bleus re-
présentent respectivement la position de la source sonore et celle du récepteur. . . . . . 141
8.4 Perspective en 3D de la simulation de salle de réunion. Les étoiles rouges et bleus repré-
sentent respectivement la position de la source sonore et celle du récepteur. . . . . . . . 141
8.5 Dendrogramme issu de l’expérience de catégorisation libre, avec les catégories identi-
fiées (séparées par les lignes en pointillés bleus), les 16 exemplaires représentatifs (dans
les cadres rouges), et, parmi ceux-là, les 8 sons sélectionnés pour l’utilisation de l’aura-
lisation (flèches rouges). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
8.6 Interface graphique pour l’égalisation en sonie. . . . . . . . . . . . . . . . . . . . . . . . . 145
8.7 Résultats de l’égalisation en sonie des sons auralisés au casque. . . . . . . . . . . . . . . 146
8.8 Résultats de l’égalisation en sonie des sons auralisés sur haut-parleurs. . . . . . . . . . . 146
8.9 Évaluations moyennes et écarts-types du désagrément pour l’expérience d’évaluation
comparée en condition d’auralisation au casque. L’échelle va de ‘0’ pour les plus désa-
gréables à ‘10’ pour les plus agréables. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
8.10 Évaluations moyennes et écarts-types du désagrément pour l’expérience d’évaluation
comparée en condition d’auralisation sur haut-parleurs. L’échelle va de ‘0’ pour les plus
désagréables à ‘10’ pour les plus agréables. . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
8.11 Dendrogramme correspondant aux corrélations inter-participant pour l’expérience en
condition auralisée et au casque. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
8.12 Dendrogramme correspondant aux corrélations inter-participant pour l’expérience en
condition auralisée et sur haut-parleurs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
12 TABLE DES FIGURES
8.13 Dendrogramme correspondant aux corrélations inter-participant pour l’expérience en
condition anéchoïque et au casque. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
8.14 Échelle moyenne et écarts-types pour les enregistrements anéchoïques diffusés au casque.
L’échelle va de ‘0’ pour les plus désagréables à ‘10’ pour les plus agréables. . . . . . . . . 152
8.15 Échelle moyenne et écarts-types pour les stimuli auralisés au casque. L’échelle va de ‘0’
pour les plus désagréables à ‘10’ pour les plus agréables. . . . . . . . . . . . . . . . . . . . 152
8.16 Échelle moyenne et écarts-types pour les stimuli auralisés sur haut-parleurs. L’échelle
va de ‘0’ pour les plus désagréables à ‘10’ pour les plus agréables. . . . . . . . . . . . . . 153
9.1 Interface graphique de la tâche de mémorisation - affichage des chiffres de la séquence. 160
9.2 Interface graphique de la tâche de mémorisation - entrée au clavier de la séquence de
chiffres. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
9.3 Interface graphique de la tâche d’évaluation. . . . . . . . . . . . . . . . . . . . . . . . . . . 160
9.4 Échelle moyenne et écarts-types des évaluations du degré de gêne pour l’ensemble du
panel de participants. Les 5 valeurs de ‘0’ à ‘4’ correspondent respectivement aux éti-
quettes des 5 niveaux de l’échelle : « pas du tout », « un peu », « assez », « nettement », et
« beaucoup ». . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
9.5 Dendrogramme correspondant aux corrélations inter-participant des évaluations du
degré de gêne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
9.6 Échelle moyenne et écarts-types des évaluations du degré de gêne pour le premier groupe
de participants. Les 5 valeurs de ‘0’ à ‘4’ correspondent respectivement aux étiquettes
des 5 niveaux de l’échelle : « pas du tout », « un peu », « assez », « nettement », et « beau-
coup ». . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
9.7 Échelle moyenne et écarts-types des évaluations du degré de gêne pour le second groupe
de participants. Les 5 valeurs de ‘0’ à ‘4’ correspondent respectivement aux étiquettes
des 5 niveaux de l’échelle : « pas du tout », « un peu », « assez », « nettement », et « beau-
coup ». . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
9.8 Échelle moyenne et écarts-types des évaluations du caractère agréable/désagréable ob-
tenus dans un contexte expérimental monotâche. L’échelle de ‘0’ à ‘4’ correspondent
à l’échelle de qualité sonore mesurée au cours de l’expérience décrite en section 7.5,
ayant été inversée (de ‘10’ à ‘0’) à l’aide de la formule 9.1. . . . . . . . . . . . . . . . . . . 164
9.9 Scores (nombre de séquences correctement mémorisées) moyens obtenus par le panel
de 27 participants dans la condition silence et dans les 5 conditions sonores. . . . . . . 166
9.10 Scores (nombre de séquences correctement mémorisées) moyens obtenus par chacun
des 2 groupes de participants dans la condition silence et dans les 5 conditions sonores. 166
B.1 Exemple de diagramme de dispersion et de droite de régression (provenant de la sec-
tion 7.6.1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
C.1 Exemple de dendrogramme, tiré de la section 7.5, et représentant les proximités entre
les résultats des participants d’une expérience. . . . . . . . . . . . . . . . . . . . . . . . . 196
Liste des tableaux
2.1 Exemple d’échelles de différentiels sémantiques (provenant de Kuwano et al. [93]). . . . 27
2.2 Fréquences centrales et largeur des bandes de Bark. . . . . . . . . . . . . . . . . . . . . . 47
3.1 Plages de valeurs du STI et qualifications correspondantes usuelles de l’intelligibilité,
en anglais et en français. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.1 Corpus sonore utilisée dans l’expérience de catégorisation libre (voir aussi tableau D.1
en annexe). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.2 Statistiques du coefficient de compatibilité hiérarchique cch pour l’ensemble des parti-
cipants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.3 Description des 9 catégories identifiées en termes de spécificités (telles qu’identifiées
par l’expérimentateur) caractérisant les sons de chacune d’elles, et de modèles de STA
majoritairement représentés (au moins 2 représentants sur 3). . . . . . . . . . . . . . . . 99
5.4 Corpus final sélectionné à l’issue de l’expérience de catégorisation libre (voir également
le tableau 5.1 pour plus de détails). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.1 Coefficients de corrélation entre les descripteurs et les dimensions de l’espace perceptif
2D (** p < 0,01). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.2 Coefficients de corrélation entre les dimensions des espaces 2D et 3D (** p < 0,01) . . . 114
6.3 Coefficients de corrélation entre les descripteurs et les dimensions de l’espace perceptif
3D (** p < 0,01) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
7.1 Corpus sonore utilisé dans l’expérience d’évaluation comparée - sonie réelle (voir aussi
tableau D.1 en annexe). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
7.2 Éléments statistiques inter-participants de l’expérience d’évaluation comparée en condi-
tion de sonie réelle (écart-type moyen entre les participants etm , écart-type entre les
évaluations moyennes des sons met , coefficient de concordance de Kendall W et coef-
ficient de corrélation de rang de Spearman r¯s). . . . . . . . . . . . . . . . . . . . . . . . . 124
7.3 Éléments statistiques inter-participants de l’expérience d’évaluation comparée en condi-
tion de sonie égalisée (écart-type moyen entre les participants etm , écart-type entre les
évaluations moyennes des sons met , coefficient de concordance de Kendall W et coef-
ficient de corrélation de rang de Spearman r¯s). . . . . . . . . . . . . . . . . . . . . . . . . 127
7.4 Éléments statistiques inter-participants de l’expérience d’évaluation comparée en condi-
tion de sonie égalisée, sans les résultats des 4 ouliers (écart-type moyen entre les par-
ticipants etm , écart-type entre les évaluations moyennes des sons met , coefficient de
concordance de Kendall W et coefficient de corrélation de rang de Spearman r¯s). . . . . 128
13
14 LISTE DES TABLEAUX
7.5 Coefficients de corrélation de Bravais-Pearson pour l’échelle de qualité sonore en condi-
tion de sonie réelle (** p < 0,01). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
7.6 Coefficients de corrélation entre l’échelle de préférence et les descripteurs N1 +N2,
Acuité et Émergence harmonique (*p < 0,02) . . . . . . . . . . . . . . . . . . . . . . . . . 131
8.1 Coefficients d’absorption α des matériaux utilisés dans les simulations. . . . . . . . . . . 142
8.2 Caractéristiques acoustiques de la simulation de bureau individuel. . . . . . . . . . . . . 142
8.3 Caractéristiques acoustiques de la simulation de salle de réunion. . . . . . . . . . . . . . 142
8.4 Éléments statistiques des expériences d’évaluation comparée en condition d’auralisa-
tion au casque et sur haut-parleurs (écart-type moyen entre les participants etm , écart-
type entre les évaluations moyennes des sons met , coefficient de concordance de Ken-
dall W et coefficient de corrélation de rang de Spearman r¯s) . . . . . . . . . . . . . . . . 149
8.5 Éléments statistiques inter-participants des expériences d’évaluation comparée en condi-
tion d’auralisation au casque et sur haut-parleurs, après retrait des résultats des outliers
(écart-type moyen entre les participants etm , écart-type entre les évaluations moyennes
des sons met , coefficient de concordance de Kendall W et coefficient de corrélation de
rang de Spearman r¯s) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
9.1 Éléments statistiques inter-participants des évaluations du degré de gêne pour, respec-
tivement, l’ensemble du panel de participants, le groupe 1 et le groupe 2 (écart-type
moyen entre les participants etm , écart-type entre les évaluations moyennes des sons
met , coefficient de concordance de Kendall W et coefficient de corrélation de rang de
Spearman r¯s). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
B.1 Valeurs critiques du coefficient de corrélation de Bravais-Pearson . . . . . . . . . . . . . 190
D.1 Liste des enregistrements effectués . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
Introduction
L’acoustique devient une priorité pour les industriels, car le choix des consommateurs passe,
entre autres, par le confort acoustique lié au produit. En effet, les processus de fabrication devenant
avec les progrès technologiques de plus en plus efficients et standardisés, les industriels cherchent
de nouveaux moyens de se démarquer de la concurrence en améliorant leurs produits selon d’autres
critères que la seule efficacité à remplir leur fonction. Ainsi, beaucoup se tournent aujourd’hui vers
un processus de « design sonore » dans lequel l’évaluation du confort acoustique est une étape pri-
mordiale parce qu’elle permet de définir les spécifications acoustiques du produit. Les industriels,
qui, pendant longtemps, se sont limités à rendre leur produit le plus silencieux possible, adoptent
aujourd’hui d’autres démarches de recherche basées sur l’évaluation perceptive de la qualité sonore
du produit, afin d’identifier les paramètres acoustiques influant sur le confort ressenti. Ils cherchent
ainsi à définir dans quelle mesure les paramètres perceptifs influent sur le caractère gênant, désa-
gréable ou intrusif du son produit par un objet conçu pour remplir une certaine fonction et non pour
avoir un « beau » son, contrairement aux instruments de musique, par exemple.
C’est dans ce cadre que nous choisissons d’aborder la problématique du confort acoustique lié
Systèmes de Traitement d’Air (STA). Les travaux de thèse ont été réalisés en cotutelle entre le LaSIE
de l’Université de La Rochelle et l’institut Montefiore de l’Université de Liège. Ce travail s’inscrit dans
le cadre du projet VAICTEUR AIR2 1, qui regroupe plusieurs partenaires, et porté par le groupe CIAT 2.
Le but de ce projet est le développement de technologies pour l’amélioration de la qualité des am-
biances intérieures des bâtiments en diminuant la consommation d’énergie liée au chauffage, à la
ventilation ou au conditionnement d’air. Cette amélioration de la qualité des ambiances intérieures
passe également par l’optimisation du confort acoustique ressenti par les usagers dans les bâtiments.
Dans ce contexte, et celui plus spécifique de l’étude du confort acoustique des STA, nous souhaitons
ici adopter une démarche rigoureuse allant du recueil d’un nombre conséquent d’enregistrements
du son de STA jusqu’à l’établissement d’une métrique robuste de prédiction de la qualité sonore per-
çue par les auditeurs. Nous cherchons donc à définir les paramètres acoustiques qui présentent une
influence significative sur la perception et la qualité sonores des STA, qu’ils soient propres au son
directement produit par les STA ou au contexte de perception.
Ce document s’articule en trois parties. La partie I précise la problématique générale et présente
les choix méthodologiques effectués sur la base d’une étude bibliographique approfondie. La partie II
présente les travaux réalisés afin d’établir une métrique de la qualité des sources sonores que sont les
STA. Enfin, la partie III expose l’étude de l’influence de facteurs liés au contexte d’écoute sur la qualité
sonore perçue.
1. Vie de l’homme dans les Ambiances Intérieures Contrôlées, Traitement par Énergies Utiles et Renouvelables, Apport
d’Innovations Récurrentes et/ou de Rupture, http://www.ciat.fr/medias/cp_vaicteur_air2_fra.pdf. Ce projet est
soutenu par les organismes OSEO et ADEME.






Le problème industriel du son de STA soulève des questions de recherche fondamentale sur sa
perception. Afin de développer ces questions et d’explorer les méthodologies existantes permettant
d’y répondre, cette partie du document présente le positionnement de cette thèse et les orientations
méthodologiques adoptées. Le chapitre 1 introduit la problématique générale. Le chapitre 2 expose
l’état de l’art concernant l’évaluation de la perception et de la qualité des sons de l’environnement,
dans le cadre desquelles se place l’étude du confort acoustique de STA. Enfin, le chapitre 3 déve-
loppe différents éléments bibliographiques importants afin d’aborder la problématique du contexte
d’écoute lié aux STA.

Chapitre 1
Problématique et démarche générales
Ce chapitre a pour vocation, dans un premier temps, de présenter succinctement la probléma-
tique industrielle qui représente le point de départ de cette thèse (section 1.1). Il convient par la suite
d’introduire le contexte dans lequel nous nous plaçons afin de répondre à cette problématique, ce
qui implique la définition de quelques concepts essentiels pour la compréhension de ce document
(section 1.2). Ces définitions permettent alors d’exposer la démarche globale adoptée dans le cadre
de cette thèse (section 1.3).
1.1 Problématique industrielle
Le Système de Traitement d’Air (STA) représente une élément de l’environnement qui a tendance
à se généraliser à l’intérieur des bâtiments, depuis de nombreuses années déjà. Si cette généralisation
est bien évidemment rendue nécessaire par la volonté d’améliorer le confort thermique des usagers
des bâtiments, elle s’accompagne également d’une détérioration du confort acoustique. En effet, les
STA, par leur fonctionnement même, génèrent un bruit qui peut être perçu comme une source de
nuisance. Ainsi, la problématique du confort acoustique dans les bâtiments, que ce soit d’un point
de vue général ou dans le cas particulier des STA, a rencontré un fort intérêt ces dernières années,
notamment des pouvoirs publics qui ont établi un certain nombre de normes acoustiques à respecter
(bruit ambiant, isolations des sources extérieures, . . .) afin de limiter les nuisances sonores.
En réponse à cela, et également dans le but de se démarquer de la concurrence, les industriels
ont commencé à intégrer la notion de confort acoustique dans le processus de conception de leurs
produits afin d’en améliorer la qualité sonore perçue. Dans un premier temps, il s’est agi de diminuer
quantitativement le bruit émis par les appareils. Depuis longtemps, le seul moyen permettant d’en
quantifier le confort acoustique est la mesure du niveau acoustique exprimé en dBA (voir section 2.3.3
pour plus de détail). C’est sur la base de cette seule métrique du son que sont fondées les normes
existantes. Toutefois, cette métrique décrit le son d’une manière particulièrement réductrice comme
une quantité d’énergie qu’il s’agit de diminuer autant que faire se peut, voire d’éliminer, afin d’obtenir
un confort acoustique optimal. Ainsi, cette stratégie a rapidement atteint ses limites, et l’efficience
des améliorations techniques supplémentaires pour réduire le niveau sonore émis s’est rapidement
réduite.
S’ils ont su développer des connaissances empiriques du son qui leur ont permis d’améliorer
la conception de leur produit, les fabricants de STA se sont aussi rapidement heurtés à un certain
manque de formalisme de leurs connaissances du son produit par les STA, les empêchant ainsi de for-
muler de nouvelles stratégies d’amélioration. Cette insuffisance de moyens tangibles permettant de
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quantifier de la qualité sonore associée aux STA les a confrontés à la difficulté d’apporter une réponse
efficace lorsque la mesure du niveau acoustique en dBA s’avère insuffisante pour décrire fidèlement
le confort ressenti par les usagers. Ce constat représente tout l’enjeu de cette thèse. Nous souhaitons
donc apporter un ensemble de connaissances du son de STA et d’outils permettant d’en quantifier les
caractéristiques à partir du signal sonore. À terme, le but pour l’industriel est d’améliorer le confort
acoustique ressenti par les usagers, en intégrant ces éléments au processus de conception de nou-
veaux produits.
1.2 Contexte scientifique de l’étude
Afin de définir précisément le contexte de cette thèse, il convient dans un premier temps de défi-
nir précisément certaines notions qui cadrent le travail dont ce document fait l’objet.
1.2.1 Les sons de l’environnement
Les sons de STA font partie d’un catégorie particulière de sons qu’il importe de préciser afin de
comprendre la démarche mise en place : les sons de l’environnement. Nous entendons ici par « sons
de l’environnement » l’objet de la définition de Vanderveer [150] :
« ...any possible audible acoustic event which is caused by motions in the ordinary en-
vironment. [...] Besides having real events as their sources [...], [they] are usually more
“complex” than laboratory sinusoids, [...], [they] are meaningful, in the sense that they
specify events in the environment. [...], the sounds to be considered are not part of a
communication system, or communication sounds, they are taken in their literal rather
than signal or symbolic interpretation. 1 »
Cette définition exclut donc notamment les sons musicaux, c’est-à-dire conçus et émis spécifique-
ment dans un but musical, qu’ils proviennent ou non d’un instrument de musique traditionnel. Elle
exclut également tous les sons « humains », et notamment la parole ou les imitations vocales.
1.2.2 Le design sonore
La définition précédente des sons de l’environnement a été introduite spécifiquement dans le
cadre du design sonore industriel – product sound design – tel que défini par Blauert et Jekosch [25].
Le processus de design sonore industriel est schématisé sur la figure 1.1. L’étude des sons de l’environ-
nement, et notamment l’évaluation de la qualité sonore, correspondent à la première étape d’analyse
de l’existant, dont le but est d’obtenir un système de représentation des sons de l’environnement
fidèle à leur perception. Ce système de représentation permet par la suite de produire des spécifica-
tions de conception, véritable cahier des charges et indispensables à tout projet de création de sons.
Enfin, une dernière étape à pour but de valider l’objet sonore ainsi créé, ou, le cas échéant, d’affiner
les spécifications avant une nouvelle étape de création.
1. ...un évènement acoustique audible quelconque causé par des mouvements dans l’environnement ordinaire. [...]
Outre le fait d’avoir de réels évènements comme sources [...], [ils] sont habituellement plus “complexes” que des sinusoïdes
de laboratoire, [...], [ils] sont porteurs d’information, en ce sens qu’ils permettent d’identifier les évènements dans l’envi-
ronnement. [...], les sons considérés ne font pas partie d’un système de communication, ou des sons de communication,
ils sont considérés en eux-mêmes plutôt qu’interprétés comme signaux ou comme symboles.
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FIGURE 1.1 – Schéma des différentes étapes du design sonore industriel.
1.2.3 Qu’entend-on par « qualité sonore » ?
Dans le cadre de cette thèse, nous nous plaçons clairement au niveau de l’analyse de l’existant
dans le schéma 1.1. Le travail présenté ici est donc très en amont du processus global de design so-
nore. Afin d’établir des spécifications techniques acoustiques, cette étape nécessite d’évaluer et d’ex-
pliciter la qualité sonore des éléments considérés, dans le cas général, les sons de l’environnement,
et dans ce cas plus spécifique, les sons de STA. Il importe alors de définir précisément ce que l’on
entend par « qualité sonore ».
En parcourant la littérature scientifique sur le sujet, on s’aperçoit rapidement que la définition
de l’expression « qualité sonore » échappe au consensus. En conséquence, le but recherché par les
industriels lorsqu’ils abordent cette question peut varier considérablement selon le produit concerné
et sa fonction. On distingue typiquement trois cas de figure :
– le son considéré est la conséquence fortuite du fonctionnement normal d’un produit industriel,
et n’a pas de raison d’être particulière (par exemple, un grincement de porte) ;
– le son considéré est la raison d’exister du produit, et a par conséquent une fonction particulière
dans l’environnement (par exemple, les alarmes) ;
– le son est la conséquence du fonctionnement normal du produit, mais est également porteur
d’information (par exemple, le son du moteur d’une voiture qui peut être porteur d’information
pour le conducteur).
Dans ces trois cas, le but des industriels peut différer radicalement. Dans le premier cas, l’idéal se-
rait de réduire le son produit au point qu’il ne soit plus perçu. En effet, on parle souvent alors de
« gêne » ou de « désagrément ». Dans les deux autres cas, éliminer totalement le son produit n’est pas
envisageable. De ce simple constat découle le fait que les stratégies adoptées pour aborder l’étude de
la qualité sonore pour chacun de ces cas de figures peuvent être différentes. Mais cette différence se
manifeste plutôt au travers de la définition du terme « qualité » et l’interprétation des résultats des
expériences menées dans ce domaine, que du choix de la méthodologie expérimentale. Ainsi, si les
recherches se portent souvent sur le caractère « hédonique » d’un son, il arrive que d’autres considé-
rations doivent être prises en compte, afin de respecter l’aspect écologique du son considéré, c’est-
à-dire sa place dans l’environnement. Le terme « qualité » n’est alors que l’expression générique de
l’échelle que l’on tente d’étudier dans ces différents cas.
Si nous nous intéressons ici plus particulièrement au premier cas cité, c’est-à-dire la caractéri-
sation hédonique du son, il est pas intéressant de mentionner les travaux menés dans le domaine
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du design sonore sur la fonction du son. En effet, il est impossible de négliger l’identification de la
source sonore lorsque l’on s’intéresse à la perception des sons de l’environnement (voir section 2.2).
Il en découle que l’étude du rôle d’un son dans l’environnement est indispensable pour en estimer la
« qualité ». De telles considérations se retrouve dans la thèse de Lemaitre [95] portant sur la percep-
tion acoustique des avertisseurs sonores automobiles, et plus particulièrement dans une étude de la
« typicité » de tels sons [97]. Il entend par « typicité » le degré auquel les auditeurs considèrent qu’un
enregistrement correspond bien à un son de klaxon. Il tente donc de construire une échelle permet-
tant de quantifier la capacité d’un son de klaxon à remplir sa fonction d’avertisseur sonore. Cette
échelle pourrait être considérée, dans ce cas précis, comme une échelle de qualité, puisque « aver-
tir » est la raison d’être d’un klaxon. Ce rapprochement peut se retrouver dans d’autres travaux. On
peut notamment citer une étude de Patsouras et al. [120, 121] abordant la « dieselitude » (« dieselness »)
de sons de moteurs automobiles, ou les travaux sur le design de sons pour la navigation dans une in-
terface complexe, comme un système d’exploitation informatique (auditory displays, voir [64, 39],
entre autres).
Du point de vue de la caractérisation hédonique du son, de nombreuses études entreprennent
d’aborder la problématique de l’évaluation de la qualité sonore, en la désignant par des termes dif-
férents. Parfois, ce ne sont que des synonymes, et parfois, ils sont porteurs de connotations séman-
tiques qui sont loin d’être anodines. Le terme le plus souvent utilisé est la gêne – annoyance. Lindvall
et Radford définissent la gêne par « a feeling of displeasure associated with any agent or condition
believed to affect adversely an individual or a group 2 » [98]. Berglund et al. ajoute une nuance sé-
mantique, et associe cette notion de gêne à un contexte environnemental donné : « Annoyance was
defined as the nuisance aspect of the noise experienced in an imaginary situation phrased as : “After a
hard day’s work, you have just been comfortably seated in your chair and intend to read your newspa-
per” 3 » [17]. La définition précédente de la gêne, indépendante de tout contexte, est plus associée par
Berglund et al. au terme de bruyance, ou caractère bruyant – noisiness. Toutefois la définition initiale
de Lindvall et Radford de la gêne est plus souvent adoptée.
Plus récemment, Zwicker, trouvant cette définition de la gêne trop vague, préféra la préciser en
introduisant la notion de « gêne non-biaisée » – unbiaised annoyance – incluant plusieurs conditions
dont l’absence pourrait affecter la significativité de la gêne mesurée [161]. Cette définition impose
notamment que l’auditeur n’ait pas de « relation » avec le son et la source sonore, en d’autres termes
qu’il « subisse » le son (par exemple un motard ne jugera pas le son de moto de la même manière qu’un
piéton). Elle exclut toute influence de la source de gêne liée aux autres modes sensoriels (vibrations,
esthétique visuelle, odeurs associées, etc. . .). Enfin, dans l’expérience visant à mesurer la gêne, elle
nécessite une reproduction fidèle des conditions réelles (type de champ, activité de l’auditeur, etc. . .).
D’autres termes, comme désagrément – unpleasantness – ou dérangement – disturbance – par
exemple, peuvent également apparaître dans la littérature, mais apportent peu à la définition ini-
tiale. Paulsen a notamment observé, dans une expérience de mesure de gêne, de dérangement et de
désagrément, que les différences observées dans ces mesures n’étaient pas significatives [123]. De
manière générale, Guski [68] définit la gêne comme l’interférence du son sur une situation particu-
lière, associée à un contexte environnemental spécifique, avec parfois une tâche à réaliser, tandis que
le désagrément correspond à une mesure où l’auditeur voit son attention focalisée sur le son.
2. « une sensation de déplaisir associée à tout agent ou condition perçus comme affectant négativement un individu ou
un groupe »
3. « La gêne était présentée comme l’aspect nuisible du bruit ressenti dans une situation imaginaire décrite par : “Après
une dure journée de travail, vous venez de vous installer confortablement dans votre fauteuil et comptez lire votre journal” »
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1.3 Démarche adoptée
L’exploration en section 1.2.3 des différentes définitions théoriques de la « qualité sonore »permet
de se faire une meilleure idée du percept des STA que nous cherchons à estimer. Nous avons d’ores et
déjà mis de côté les définitions qui concernent des sons ayant une fonction, directe ou indirecte, dans
leur environnement, car ce n’est pas le cas des sons de STA. En effet, si le STA a, lui, une fonction évi-
dente, le son qu’il produit n’en a pas, et n’est que la conséquence inévitable de son fonctionnement 4.
Nous considérons donc principalement, dans le cadre de cette thèse, une caractérisation hédonique
du son de STA, traduisant l’appréciation que les usagers en font.
Cette hypothèse fondamentale posée, ce que nous entendons par « qualité sonore » nécessite en-
core quelques précisions. Si nous tentons de résumer les éléments fournis en section 1.2.3 au sujet de
la caractérisation hédonique des sons de l’environnement, nous pouvons considérer qu’il existe deux
visions majeures de la notion de qualité sonore :
– La définition de gêne de Lindvall et Radford [98] et de bruyance de Berglund et al. [17] qui dé-
crit le sentiment de déplaisir provoqué par le son indépendamment de tout contexte d’écoute.
Cette définition est donc clairement une caractérisation directe de la source sonore.
– La définition de gêne non-biaisée de Zwicker [161] (initialement appelée simplement gêne par
Berglund et al. [17]), qui replace la définition précédente par rapport à un contexte donné.
Dans le cas des STA, il semble que la seconde définition fournisse une description plus fidèle du
confort ressenti par les usagers. Cependant, il convient de préciser que la prise en compte de l’envi-
ronnement d’écoute n’est pas chose aisée. Certains éléments qui peuvent avoir une influence sur le
confort ressenti sont difficilement quantifiables (l’activité des usagers lorsque ceux-ci perçoivent le
son de STA, pour ne citer qu’un seul exemple). Par ailleurs, les différents éléments qui peuvent influer
sur le confort ressenti sont difficilement dénombrables, et il semble impossible de tous les prendre
en compte. Ainsi, si l’évaluation de la qualité sonore, selon la première définition, souffre en un sens
d’un manque de représentativité, elle permet toutefois de la recentrer sur la source sonore qu’est le
STA, élément sur lequel les fabricants peuvent agir afin d’améliorer le confort des usagers
Bien entendu, il convient, afin d’étudier la validité des résultats établis dans le cadre de l’éva-
luation de la qualité sonore selon la première définition, d’évaluer l’étendue de l’influence des pa-
ramètres liés au contexte d’écoute. Cela revient à aborder la seconde définition de la qualité sonore.
Bien entendu, compte tenu du grand nombre de paramètres potentiellement influents, il importe
également de cibler plus précisément ceux qui nous semblent à priori les plus susceptibles d’avoir un
réel impact sur le confort ressenti.
Ces deux définitions introduisent donc les deux orientations de recherche qui ont été suivies dans
le cadre de cette thèse. En particulier, dans le contexte de cette partie du document, elles établissent
la façon dont sont décomposés les deux chapitres suivants.
4. On pourrait ici objecter que le son de STA permet d’indiquer ou de confirmer à l’usager que l’air est bien traité dans
la pièce où il se trouve, améliorant ainsi le confort ressenti d’un point de vue global. Mais cet aspect, si tant est qu’il ait un
réel impact, nécessite une étude multisensorielle qui n’est pas le propos de cette thèse.

Chapitre 2
Qualité des sons de l’environnement
Ce chapitre présente l’état de l’art dans le domaine de l’évaluation de la qualité sonore. Les sons
de STA font partie d’une catégorie de sons clairement identifiée que sont les sons de l’environnement
(dont une définition précise est explicitée en section 1.2.1). Le but est donc ici de présenter les élé-
ments de la littérature scientifique qui permettent de qualifier et de quantifier la perception humaine
de ce type de sons, aussi bien d’un point de vue descriptif que d’un point de vue hédonique. Nous
cherchons donc ici à explorer les différentes méthodologies qui ont été mises au point et utilisées
afin d’établir des structures de description et de qualification des sons de l’environnement, valides
vis-à-vis de leur perception. Nous souhaitons également étudier les éléments bibliographiques qui
abordent la problématique concrète de l’association de ces structures perceptives à des éléments
tangibles du « matériel sonore », c’est-à-dire le signal sonore.
Dans un premier temps, il convient de s’intéresser à ce qui définit et ce qui caractérise un son,
sans jugement de valeur. Cette notion incite naturellement aborder la question du timbre, véritable
signature du son. Cet élément est ainsi l’objet de la section 2.1. La section 2.2 présente un ensemble de
travaux portant sur l’identification de la source sonore, composante importante lorsque l’on consi-
dère plus particulièrement les sons de l’environnement. La section 2.3 aborde les stratégies et métho-
dologies employées afin de répondre à la problématique de l’évaluation de la qualité sonore. Enfin,
la section 2.4 présente la démarche adoptée à la lumière de cette étude bibliographique dans le cadre
de cette thèse.
2.1 Le timbre
2.1.1 Les sons musicaux
Le timbre a servi de point de départ à de nombreuses études sur la qualité sonore, car il définit une
sorte de signature acoustique du son. Sa définition initiale vient de la tradition musicale occidentale,
où il permet de distinguer intrinsèquement le son de chaque instrument, quelle que soit la note jouée.
Avant de définir précisément le timbre, il convient donc de définir ce qui caractérise une note jouée et
le son produit. On associe, dans un but de description et d’identification de chaque note jouée par un
instrument, trois attributs élémentaires : l’intensité, c’est-à-dire grossièrement la force avec laquelle
la note est jouée, la hauteur tonale, c’est-à-dire la note elle-même et la fréquence correspondante
(dite fréquence fondamentale), et la durée. Ces trois paramètres sont les seuls dont on peut trouver
une dénomination précise dans le langage courant et le langage musical, probablement car ce sont les
plus faciles à appréhender. Ce sont également ceux que l’on peut trouver sur une partition musicale,
qui peut être interprétée indépendamment par différents instruments. Ces trois paramètres ont été
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longuement et exhaustivement étudiés et décrits par la psychoacoustique à l’aide notamment des
fameuses lois de la psychophysique de Weber [153], Fechner [58] et Stevens [138].
Cependant, ces trois paramètres ne suffisent pas à décrire exhaustivement le son et à distinguer
une même note jouée par deux instruments différents. Krumhansl [88] définit ainsi le timbre par
« the way in which musical sounds differ once they have been equated for pitch, loudness and dura-
tion 1. » Une définition similaire du timbre a par la suite été standardisée [1] : « Timbre is that attribute
of auditory sensation in terms of which a listener can judge that two sounds similarly presented and
having the same loudness and pitch are dissimilar 2. » Le timbre est donc tout ce qui constitue le son
et qui n’est ni l’intensité, ni la hauteur tonale, ni la durée. Le timbre est ainsi défini par la négative,
c’est-à-dire par ce qu’il n’est pas. Toute la difficulté pour les études menées sur le timbre musical, est
d’en donner une définition plus classique, c’est-à-dire identifier l’ensemble des attributs perceptifs le
constituant. Ces attributs doivent ainsi permettre de décrire exhaustivement la perception des sons
égalisés en intensité, hauteur et durée. Le timbre revêt donc une forme multidimensionnelle et on lui
associe souvent un espace, euclidien ou non, appelé espace perceptif ou espace des timbres, dont les
axes constituent les attributs pertinents pour la perception. Ces attributs ont dans un premier temps
été étudiés grâce à des sons « de laboratoire » ou choisis de sorte à ne varier que selon un paramètre
donné. Ceci permet de maîtriser parfaitement l’attribut considéré, mais n’est pas représentatif de la
réalité et ne prend pas en compte la nature multidimensionnelle du timbre.
Les différentiels sémantiques : Afin de remédier à ces critiques, l’exploration de l’aspect multidi-
mensionnel du timbre a été entreprise grâce à l’utilisation d’une technique expérimentale dite de
différentiels sémantiques introduites en acoustique par Solomon [136]. Le principe est simplement
de demander à différents auditeurs d’évaluer les éléments d’un corpus sonore selon diverses échelles
sémantiques censées représenter exhaustivement les différentes propriétés du son pouvant être per-
çues. Chacune de ces échelles est exprimée par un couple d’adjectifs de sens contraires et un curseur
qu’il convient de positionner sur une règle graduée ou non à la position souhaitée entre les deux va-
leurs extrêmes associées à ces adjectifs. Le tableau 2.1 présente un exemple d’échelles de différentiels
sémantiques, utilisés dans le cadre d’une étude interculturelle de Kuwano et al. sur la perception des
avertisseurs sonores [93].
Cette méthode expérimentale permet donc d’extraire les attributs perceptifs d’un corpus sonore.
Cependant, il est nécessaire de remédier aux différents problèmes découlant de l’utilisation d’une
terminologie particulière. En effet, le choix des couples d’adjectifs n’est pas anodin. Il est notamment
délicat d’obtenir une terminologie exhaustive et univoque, permettant ainsi de décrire la totalité des
propriétés du son, indépendamment de l’interprétation des auditeurs. Le choix de la terminologie
est donc critique et ne peut être fait qu’expérimentalement afin qu’il soit valide perceptivement.
Pour cette raison, on associe souvent la procédure expérimentale des différentiels sémantiques à une
étape expérimentale préalable de verbalisation libre. On y demande aux auditeurs de décrire avec
leurs propres mots les éléments du corpus sonore et d’identifier les critères leur permettant d’effec-
tuer leurs jugements. Une analyse sémantique des descriptions verbales obtenues permet d’extraire
un ensemble de termes utilisés par un grand nombre d’auditeurs et dont l’interprétation ne prête pas
à confusion. Cette terminologie, qui définit verbalement les attributs de la perception, permet alors
d’identifier des échelles à évaluer lors de l’expérience de différentiels sémantiques. Ainsi, l’étape de
verbalisation libre permet d’identifier et de valider perceptivement les attributs du son que les audi-
1. « ce en quoi les sons musicaux différent, après avoir été égalisés en hauteur, volume et durée. »
2. « Le timbre est l’attribut de la sensation auditive en terme duquel un auditeur peut juger que deux sons présentés
dans les mêmes conditions et ayant les mêmes volume et hauteur tonale sont dissemblables. »


















TABLE 2.1 – Exemple d’échelles de différentiels sémantiques (provenant de Kuwano et al. [93]).
teurs sont capables d’exprimer verbalement, et l’étape de différentiels sémantiques permet d’évaluer
quantitativement ces attributs.
Cependant, la terminologie obtenue à l’issue de l’étape de verbalisation libre peut ne pas être
exempte de redondance, certains termes employés par les auditeurs n’étant pas nécessairement in-
dépendants entre eux. Il est donc nécessaire d’analyser les différentes échelles et de repérer d’éven-
tuelles relations entre elles afin de définir un ensemble réduit de propriétés quantitatives indépen-
dantes pouvant décrire exhaustivement le corpus sonore. Ceci est réalisé au moyen d’un outil statis-
tique particulier : l’Analyse en Composantes Principales (PCA [94]). Le principe de celle-ci est d’éta-
blir, par combinaisons linéaires des échelles mesurées, un ensemble de variables indépendantes – les
composantes principales – permettant d’expliquer au maximum la variance de ces échelles. Plus clai-
rement, la technique PCA traite une matrice construite à partir des valeurs de chaque son sur chaque
échelle (matrice NxP où N est le nombre de stimuli et P est le nombre d’échelles) et génère une ma-
trice de composantes principales, combinaisons linéaires de ces échelles (matrice PxP) et une matrice
des coordonnées des stimuli sur ces composantes (matrice NxP). Les composantes expliquent cha-
cune une part décroissante de la variance des échelles (la 1re explique le maximum de variance, la 2e
explique le maximum de la proportion restante, etc.). En pratique, on ne s’intéresse souvent qu’aux 2
ou 3 premières composantes. L’intérêt de cette méthode est de réduire la dimensionnalité de l’espace
constitué par les différentes échelles en éliminant les redondances entre celles-ci tout en conservant
un maximum de variance expliquée. On obtient donc un espace de faible dimensionnalité (donc ai-
sément représentable) que l’on peut grossièrement associer à l’espace de timbre.
Pour résumer le principe général des différentiels sémantiques, la méthodologie se décompose
de la manière suivante :
– étape préliminaire de verbalisations libres afin de définir verbalement un ensemble d’attributs
sonores permettant de caractériser les éléments du corpus ;
– expérience de différentiels sémantiques afin de quantifier ces attributs sonores pour chacun des
éléments du corpus ;
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– Analyse en Composantes Principales afin de traiter les redondances et de dégager 2 ou 3 (le plus
souvent) attributs généraux que l’on associe finalement à l’espace de timbre.
Toutefois, cette méthodologie présente quelques défauts. Il est possible, notamment, que cer-
taines caractéristiques, pourtant importantes pour la perception, n’émergent pas d’une telle étude
car elles font appel à des notions trop abstraites, ce qui entraîne souvent des disparités dans la fa-
çon de les exprimer ; elles sont alors souvent « oubliée » par l’analyse des verbalisations. En effet, les
auditeurs non-entraînés n’ont pas nécessairement l’habitude de décrire verbalement le son et les
sensations qu’il provoque. Si le langage courant est assez fourni lorsqu’il s’agit de décrire une image,
même abstraite, il est plutôt pauvre dés que l’on tente de décrire un son. Les rares éléments de ter-
minologie propre au son sont bien souvent réservés à quelques initiés (musiciens, professionnels du
son, . . .). Le simple fait d’utiliser une méthodologie sémantique limite alors quelque peu la portée des
résultats pouvant être obtenus.
L’analyse de proximités : Les progrès des outils d’analyse statistiques ont permis de remédier à ces
inconvénients et de s’affranchir de l’utilisation d’une terminologie particulière. Ces techniques sta-
tistiques permettent l’analyse multidimensionnelle de données de proximité. Ainsi, au lieu de de-
mander aux auditeurs d’évaluer les sons sur des échelles imposées, plus ou moins pertinentes, on
leur demande d’évaluer le degré de similarité ou de dissemblance entre les sons – procédure dite
de mesure de similarités. Ces notions de similarité ou de dissemblance des sons sont relativement
concrètes et peu sujettes à des interprétations divergentes. Un des premiers exemples d’étude de
timbre exploitant des jugements de proximité que l’on peut trouver dans la littérature est l’étude de
Grey [66]. Au cours de ces travaux, il a été demandé à des auditeurs d’évaluer la proximité entre des
paires de sons d’instrument de musique. Chaque paire de sons possible parmi un corpus constitué de
16 sons d’instrument de musique a été testée. Il en résulte, pour chaque auditeur, une matrice 16x16
de proximités. Une technique statistique – MultiDimensional Scaling (MDS), modèle MDSCAL (voir
annexe A) – d’analyse de ces proximités mesurées permet d’obtenir une représentation des distances
perceptives résultantes par un modèle euclidien classique. Cette analyse a abouti à un espace à trois
dimensions. En observant la façon dont les sons étaient répartis le long de ces trois axes, Grey en a
déduit les attributs perceptifs permettant d’expliquer ces variations.
Il n’est toutefois pas inintéressant de noter que les théoriciens distinguent les notions de simila-
rité et de proximité, la première désignant la ressemblance entre des éléments (e.g. même couleur,
dans le domaine de la vision), et la seconde désignant le rapprochement des éléments dans un es-
pace (e.g. positions rapprochées des éléments dans le cas de la vision). Dans le cas du timbre, cette
distinction peut être négligée, étant donné que l’on tente de modéliser par l’analyse MDS les dis-
tances perceptives – les similarités – par les distances dans l’espace des timbres – les proximités. On
pourrait éventuellement parler de similarité lorsque l’on désigne la métrique de distance issue d’une
expérience perceptive, et de proximité lorsque l’on se réfère à sa modélisation par l’analyse MDS. Par
souci de clarté, on parlera plutôt de distance mesurée ou distance perceptive dans le premier cas, et de
distance modélisée ou distance prédite dans le second.
L’analyse des proximités se résume donc à deux étapes principales :
– expérience de mesure de similarités, afin d’établir le jeu de distances entre les éléments du cor-
pus ;
– analyse MDS afin de modéliser ces distances dans un espace géométrique.
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La finalité de cette méthode n’est toutefois pas éloignée de celle des différentiels sémantiques. Les
différences majeures résident dans les points suivants :
– la nature des données recherchées, puis analysées, qui sont ici sous la forme d’un jeu de dis-
tances perceptives (matrice NxN, où N est le nombre d’éléments du corpus), contrairement
à la méthode des différentiels sémantiques qui a pour but d’obtenir et analyser un ensemble
de paramètres caractérisant ces éléments (matrice NxP, où N est le nombre d’éléments, et P le
nombre de paramètres) ;
– l’outil statistique employé, qui a ici pour but de modéliser les distances mesurées à l’aide d’un
modèle d’espace géométrique, tandis que l’outil de la méthode précédente tente d’établir un
jeu de composantes permettant d’expliquer au maximum la variabilité des P paramètres sur le
corpus étudié.
L’analyse subséquente n’est ainsi que peu différente pour les deux méthodes, puisque que l’on essaye
alors de trouver une interprétation psychologique, d’un côté aux composantes principales pour les
différentiels sémantiques, et de l’autre, aux dimensions de l’espace géométrique obtenu par l’ana-
lyse des proximités. Il est donc logique que la recherche de descripteurs explicatifs par corrélation et
régression linéaire soit employée afin de définir précisément l’espace de timbre dans les deux cas.
Les descripteurs explicatifs : Après l’étape de caractérisation perceptive correspondant à l’identi-
fication des attributs perceptifs du timbre, que ce soit par la méthode des différentiels sémantiques
ou par l’analyse de proximités, il convient de trouver une explication physique aux variations de ces
attributs, afin d’établir le lien entre la perception et la physique. On entend ici par explication phy-
sique l’identification d’un paramètre calculable ou mesurable à partir du signal sonore 3, variant de
manière proportionnelle à l’attribut perceptif considéré, et dont l’interprétation peut expliquer les
variations de cet attribut. La relation entre paramètre calculable, que l’on nomme descripteur, et at-
tribut perceptif mesuré expérimentalement s’établit aux moyens de la corrélation et de la régression
linéaire (voir annexe B).
L’utilisation de ces outils statistiques a permis notamment à Grey [66] d’identifier les trois para-
mètres physiques supposés être à l’origine des variations des trois attributs perceptifs (matérialisés
par les trois axes de l’espace des timbres obtenu), au travers du corpus de 16 sons instrumentaux étu-
diés dans son expérience. Il interprète la première dimension comme une échelle différenciant les
sons en fonction de la répartition spectrale de leur énergie. Les deux autres dimensions semblaient
être liées à des particularités des partiels harmoniques lors de l’attaque (synchronicité, fluctuations,
inharmonicités, . . .). On trouve également, dans la littérature, d’autres études du timbre des sons
d’instruments de musique identifiant un espace perceptif à trois dimensions (notamment Krum-
hansl [88], McAdams et al. [105], et Marozeau et al. [101]). L’hypothèse sur laquelle repose la démarche
adoptée dans le cadre de ces études est suggérée par McAdams [103], qui postule que la reconnais-
sance des sources sonores (en l’occurrence, les instruments de musique) s’effectue au travers d’un
processus d’analyse, d’évaluation et d’extraction d’attributs auditifs liés aux paramètres acoustiques
du signal. Usuellement, deux de ces trois dimensions sont expliquées par des paramètres liés respec-
tivement à la répartition spectrale de l’énergie et au temps d’attaque. L’interprétation de la troisième
dimension échappe en revanche au consensus, mais est toutefois généralement liée à un paramètre
spectro-temporel ou à un paramètre décrivant la structure fine du spectre.
3. Il arrive toutefois également que l’on tente de relier les attributs perceptifs à des paramètres qui ne sont pas calculés
sur le signal sonore, notamment lorsque l’on s’intéresse à des paramètres physiques des sources sonores (matériau, forme,
dimensions, etc.).
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L’étude du timbre peut donc généralement se résumer en la succession de trois étapes :
– mesure de données perceptives sur les sons du corpus, soit par verbalisations libres suivi d’une
procédure de différentiels sémantiques, soit par analyse des proximités ;
– analyse des données perceptives à l’aide d’un outil statistique (PCA ou MDS) visant à établir
l’espace de timbre ;
– recherche de descripteurs explicatifs des dimensions de cet espace de timbre, afin de relier la
perception à la physique des sons étudiés.
2.1.2 Les sons de l’environnement
Depuis plusieurs années, de nombreuses études ont tenté de transposer ce principe du timbre
des sons musicaux à différents types de sons non-musicaux, correspondant à la production sonore
induite par les éléments de notre environnement. En effet, l’intérêt croissant des industriels pour le
design sonore et l’amélioration du confort acoustique lié à leurs produits a conduit à adopter d’autres
démarches de description du son que le simple relevé de niveaux en dB(A). La notion de timbre, donc
de description du son selon un continuum multidimensionnel, est apparue comme l’alternative la
plus pertinente pour qualifier un son de produit industriel. Ainsi, la méthode des différentiels sé-
mantiques suivie d’une analyse par la technique PCA, et la méthode de mesure de proximité associée
à une analyse MDS (voir annexe A), ont été utilisées à de nombreuses reprises afin d’établir un espace
de timbre correspondant à un type particulier de sons de l’environnement.
Susini et al. [141, 142] et McAdams et al. [104] ont étudié le timbre de sons d’habitacles auto-
mobiles en appliquant ces techniques de mesure de proximité et de MDS. Deux ensembles de sons
étaient composés d’enregistrements stéréophoniques correspondant à deux régimes moteurs. La rai-
son de cette décomposition est que, d’une part, de tels sons présentent une partie harmonique aisé-
ment audible, et d’autre part, que les différents régimes moteur vont induire des fréquences fonda-
mentales différentes. Or, la définition du timbre (section 2.1.1) exclut toute variation liée à la hauteur
tonale, fortement liée à la fréquence fondamentale d’un son harmonique. De plus, les variations de
hauteur tonale, et donc de fréquence fondamentale, tendent à masquer les autres paramètres du
timbre [107]. Par ailleurs, suite à une expérience préliminaire, il est apparu que les jugements de
proximité étaient fortement liés aux variations d’intensité sonore. Comme la définition du timbre
exclut également toute variation d’intensité sonore perceptive, les sons ont été expérimentalement
égalisés en sonie au préalable. Les deux ensembles de sons étaient constitués chacun de 16 sons sté-
réophoniques égalisés en sonie. Une expérience de mesure de similarités a été réalisée pour chaque
corpus avec 30 participants. Les deux matrices de proximité ainsi obtenues ont été analysées par la
technique CLASCAL (voir annexe A). Cette technique permet de regrouper les participants en classes
latentes en fonction des similarités de stratégies employées par chacun. Pour le premier corpus, une
seule classe latente a été obtenue et un espace à trois dimensions a émergé. Ces trois dimensions
ont été respectivement corrélées avec trois descripteurs pertinents : 1) un descripteur caractérisant
le rapport d’énergie entre la partie harmonique et la partie bruitée du signal ; 2) le centre de gravité
spectral prenant en compte une échelle de fréquence représentée en ERB (Equivalent Rectangular
Bandwidth, Patterson [122] et Slaney [134]) ; 3) un descripteur quantifiant la décroissance spectrale
de la partie harmonique du signal. Pour le second corpus, l’analyse CLASCAL a identifié une seule
classe latente également et un espace à deux dimensions. Ces deux dimensions ont été, chacune,
corrélées avec un descripteur pertinent : 1) tout comme pour le premier corpus, un descripteur me-
surant le rapport d’énergie entre la partie harmonique et la partie bruitée du signal ; 2) le centre de
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gravité spectral mesuré sur une échelle de fréquence en pondération C (voir section 2.3.3).
Suivant globalement la même méthode, Susini et al. [143] ont obtenu l’espace de timbre corres-
pondant à un ensemble de sons d’unité de climatisation. Un première expérience de classification
menée sur un ensemble initial de 43 sons (trop nombreux pour une expérience de mesure de si-
milarités) a permis d’identifier trois classes de sons dont la discrimination était surtout fondée sur
le niveau sonore. Afin d’empêcher la sonie de masquer l’influence d’autres paramètres plus fins, la
catégorie de sonie moyenne, formée de 15 sons, a été sélectionnée pour la suite de l’étude. Une ex-
périence préliminaire de mesure de similarités a été menée avec 5 participants afin d’avoir une idée
du résultat de l’analyse MDS. Il est alors apparu que ce corpus sonore n’échantillonnait pas l’espace
de manière uniforme. Quatre sons synthétiques, obtenus par un algorithme fondé sur l’interpolation
linéaire dans l’espace préliminaire, ont été ajoutés au corpus pour compléter les zones « pauvres » de
l’espace. Le corpus final est donc constitué de 19 sons monophoniques, non-égalisés en sonie mais
correspondant à une gamme de valeurs réduite de ce paramètre. L’expérience principale de mesure
de similarités a alors été conduite à l’aide de 50 participants. Une analyse CLASCAL des résultats a
mis en évidence cinq classes latentes et un espace à trois dimensions. Ces trois dimensions ont été
corrélées respectivement à : 1) un descripteur caractérisant le rapport d’énergie entre la partie har-
monique et la partie bruitée du signal ; 2) le centre de gravité spectral de la partie bruitée du signal
avec un échelle de fréquence en pondération B (voir section 2.3.3) ; 3) la sonie (voir section 2.3.3),
ce qui confirme que même une faible variation de ce paramètre influe de manière importante sur la
perception du timbre vis-à-vis des autres attributs perceptifs.
Il est possible de trouver d’autres études adoptant la même démarche associant mesure de proxi-
mité et analyse MDS. On peut notamment citer Parizet et al. [115] qui, avec 12 sons stéréophoniques
de claquements de portière automobile, a obtenu un espace à trois dimensions avec le modèle IND-
SCAL (voir annexe A) dont deux ont été corrélées avec respectivement l’acuité définie par Aures
(sharpness [11], paramètre similaire à un centre de gravité spectral, mais tenant compte d’un mo-
dèle auditif) et avec un indicateur de netteté calculé à partir d’une estimation court-terme de la sonie
de Zwicker [159]. On peut également signaler l’étude de Lemaitre et al. [96] portant sur les sons de
klaxons. Les auteurs, en appliquant la même procédure à un corpus de 22 sons monophoniques éga-
lisés en sonie, ont obtenu un espace à trois dimensions, respectivement corrélées à la rugosité [46],
au centre de gravité spectrale incluant un modèle auditif utilisant l’échelle des ERB (voir Marozeau et
al. [101]), et à un paramètre lié à à la structure fine du spectre.
Il est important de remarquer que certaines constantes semblent se dégager de ces différentes
études sur le timbre des sons de l’environnement. Un attribut semble notamment expliquer systéma-
tiquement en partie les jugements de proximité : il s’agit du centre de gravité spectral. Selon l’étude,
il apparaît comme associé à une partie du signal et/ou à une description particulière de l’échelle des
fréquences, prenant en compte une pondération particulière ou une modélisation plus sophistiquée
de l’audition (échelle des Bark ou des ERB, ou acuité d’Aures – voir section 2.3.3 pour plus de détails).
Les autres paramètres semblent être dictés par la typicité de certaines familles de sons de l’environ-
nement. Ces observations sont résumées dans l’étude de Misdariis et al. [108] visant à généraliser
les principes de description du timbre des sons de l’environnement au moyen d’une méthodologie
« méta-descriptive » des corpus correspondant aux quatre études mentionnées précédemment, as-
sociant mesure de proximité et analyse MDS. Ces travaux ayant été menés séparément, l’idée de dé-
part de cette étude était de comparer leurs résultats respectifs. De plus, si les descripteurs identifiés
semblent assez proches, il est important de noter que leur calcul fait intervenir de nombreux réglages
de paramètres algorithmiques et ceux-ci varient d’une étude à l’autre. Il s’agit donc également de sys-
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tématiser et standardiser les calculs de descripteur. Ainsi, dans les limites de représentativité des sons
de l’environnement que constitue le regroupement des ensembles de sons de ces quatre études, trois
espaces de timbres différents ont été identifiés, chacun correspondant à un type particulier de son :
La catégorie Moteur (Motor) : cette catégorie correspond au regroupement des sons des études sur
les habitacles automobiles [104, 141] et sur les unités de climatisation [143]. L’espace commun
obtenu est formé principalement par deux descripteurs :
– un paramètre lié au rapport d’énergie entre la partie harmonique et la partie bruitée du si-
gnal : l’émergence harmonique. Les parties harmonique et bruitée sont séparées grâce à l’al-
gorithme de séparation de partiels Pm2 [27], et le calcul consiste en le rapport de sonie (mo-
dèle de Zwicker [162]) entre les deux parties.
– un paramètre lié à la répartition spectrale de l’énergie des parties harmonique et bruitée : la
brillance complexe, consistant en une combinaison linéaire des centres de gravité spectraux
et étendues spectrales (incluant un modèle auditif) des deux parties.
La catégorie Pseudo-instrumentale (Instrument-like) : cette catégorie est constituée du corpus de
l’étude des sons de klaxon [96]. L’espace est donc celui obtenu lors de l’étude originale, à l’ex-
ception de la troisième dimension, à présent associée à l’étendue spectrale incluant un modèle
auditif.
La catégorie Impact (Impact) : cette catégorie correspond au corpus de l’étude sur les claquements
de portière [115]. L’espace est similaire à celui de l’étude originale. Toutefois, les calculs de des-
cripteurs ont été standardisés par rapport aux deux autres catégories.
2.2 Identification de la source sonore
L’observation des résultats des études sur le timbre des sons de l’environnement peut amener à
s’interroger sur la pertinence d’un tel modèle de description lorsque l’on considère l’environnement
dans son ensemble. Prenons un simple exemple issu du paragraphe précédent, afin d’illustrer cette
problématique : le son d’habitacle automobile. Lorsqu’on le compare à d’autres sons d’habitacle au-
tomobile, l’hypothèse d’une structure de description continue multidimensionnelle semble convenir,
et on peut faire émerger un ensemble réduit de descripteurs acoustiques permettant de caractériser
ces sons et de les discriminer entre eux. Toutefois, on peut rapidement s’apercevoir que ces descrip-
teurs ne sont pas les mêmes que ceux permettant de distinguer les sons de klaxon, par exemple. Il est
donc évident que les espaces obtenus lors des études indépendantes de ces deux types de son ne sont
pas compatibles. La question ainsi soulevée est : comment et sur la base de quel type de description
commune peut-on comparer deux sons quelconques de notre environnement ?
En réalité, le jugement d’un son dépend grandement du contexte et de ce à quoi on le compare.
Lorsque le son d’habitacle automobile est comparé à un autre son d’habitacle automobile, le juge-
ment se fait simplement au travers d’un ensemble d’attributs descriptifs inhérents au son (mat /
brillant, harmonique / bruité, . . .). Mais lorsque ce son est comparé à un son de claquement de por-
tière, par exemple, un processus cognitif de reconnaissance de la source sonore prend le relai : au lieu
de formuler un jugement très descriptif du type « son assez basse fréquence et peu harmonique », par
exemple, l’image de l’objet mis à contribution lors de la production du son va se former dans notre
esprit, à tel point que la comparaison des deux sons revient à comparer les deux objets, ce qui n’a
pas de sens si l’on suppose une structure de description continue. Dans notre exemple, le son d’habi-
tacle va nous faire penser au moteur ou à la voiture en mouvement, tandis que le son de claquement
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de portière appelle la portière elle-même et exclut, au contraire, tout mouvement de la voiture (les
portières étant en principe actionnées à l’arrêt).
Ces observations mettent en évidence la nécessité de différencier différentes types d’écoute que
nous utilisons en fonction du contexte. Schaeffer [131], par la suite repris par Chion [45], a proposé
un système de description selon trois points de vue :
– l’écoute causale, liée à la reconnaissance de la source physique du son ;
– l’écoute sémantique, liée à la signification du son, à l’information qu’il fournit (par exemple, la
fonction d’avertisseur sonore des klaxons) ;
– l’écoute réduite, liée aux caractéristiques inhérentes au son, indépendamment de sa cause et
de sa signification.
On peut raisonnablement résumer l’écoute réduite au timbre des sons de l’environnement évoqué
en section 2.1.2, bien que Schaeffer distingue également d’autres aspects superficiels du son. Par
ailleurs, nous laissons volontairement de côté l’écoute sémantique qui a plus trait à l’organisation
des connaissances qu’à la perception des sons de l’environnement à proprement parler (par exemple
un son de moteur automobile et un son de claquement de portière seront regroupés dans une même
catégorie « voiture » 4, alors que les sons produits sont radicalement différents d’un point de vue phy-
sique ou acoustique). Il convient à présent de s’intéresser à l’écoute dite causale.
La thèse de Vanderveer [150] est considérée comme une référence pour la description des sons
de l’environnement et notamment le concept d’évènement sonore (auditory event). Ses travaux ont
notamment indiqué que, lorsque les auditeurs étaient amenés à décrire verbalement un ensemble
varié de sons de l’environnement, ils décrivaient rarement le son lui-même, mais plutôt l’évènement
l’ayant produit et le contexte environnemental associé. Plus précisément, ils décrivaient 1) l’action,
2) l’objet de l’action et 3) le lieu où l’action intervient. Lors d’une autre expérimentation, elle deman-
dait aux participants de dire s’ils « reconnaissaient » les sons présentés. Il est apparu que les quelques
erreurs des participants (c’est-à-dire lorsqu’ils disaient reconnaître un son qu’ils n’étaient pas censés
avoir déjà entendu) étaient dues à l’appartenance des sons correspondants à une catégorie com-
mune. Ceci met en évidence l’idée d’une représentation catégorielle des évènements sonores.
FIGURE 2.1 – Représentation hiérarchique de la taxinomie des évènements sonores proposée par Ga-
ver [63].
Afin de répondre à cette problématique de la classification perceptive des sons de l’environne-
ment, Gaver [63] a proposé une taxinomie des interactions sources de production sonore que l’on
peut résumer à la structure hiérarchique en figure 2.1. Cette organisation est fondée sur l’hypothèse
stipulant que l’écoute d’un son fournit l’information nécessaire à l’identification de la cause physique
en termes d’interactions de matériaux. Cette taxinomie distingue les interactions de types solide, li-
quide et gazeux. Parmi chacun de ces types d’interactions, les évènements sonores sont regroupés
en différents types d’actions, voire en différents types d’objets. Gaver considère également les éven-
tuelles interactions entre ces trois catégories (bulles, etc. . .), et associe à chaque type d’interaction un
4. On parle dans ce cas de méronymie, c’est-à-dire que le moteur et la portière sont des parties – méronymes – de la
voiture
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ensemble de paramètres physiques pertinents (taille, matière, viscosité, force, dureté, . . .) permettant
d’identifier clairement chaque catégorie. Ces éléments, ainsi que la structure complète sont présen-
tées en figure 2.2.
Ballas, dans une série d’études, a également abordé la problématique de la reconnaissance et de
l’interprétation des sons de l’environnement en mettant en relief les similarités avec les principes du
langage. Contrairement à Gaver, il considère que l’information fournie par l’écoute du son ne suffit
pas à son identification. Selon lui, l’identification est réalisée conjointement par un processus mon-
tant (extraction de l’information pertinente du son et du contexte environnemental) et par un pro-
cessus descendant (utilisation de notre connaissance du monde et de nos attentes) : « It is not only
what we hear that tells us what we know ; what we know tells us what we hear 5 » [77]. Par une sé-
rie d’expérimentation reportées dans [12], il démontre que la performance dans l’identification des
évènements sonores dépend de différentes variables, comprenant des paramètres acoustiques, la fré-
quence écologique (la fréquence à laquelle le son a pu être entendu par le passé) et l’incertitude cau-
sale (correspondant au nombre d’alternatives pouvant être la cause physique du son). Les paramètres
acoustiques n’expliquaient qu’environ 50 % de la variance des scores de performance d’identification.
Plus récemment, les travaux de Guyot [69] ont porté sur la classification de sons domestiques.
La méthodologie employée dans ces travaux adopte une procédure expérimentale de catégorisation
libre qui consiste à demander aux participants de classifier un ensemble de sons selon leurs propres
critères et en autant de catégories qu’ils souhaitent. Il leur est également demandé d’expliciter les
catégories formées en termes de caractéristiques spécifiques et/ou de critères utilisés. L’hypothèse
posée dans ce type d’expérience est très différente de celle posée par les tests exposés précédem-
ment. En effet, ceux-ci supposaient tous une échelle mesurée continue, tandis que ce test suppose
une organisation catégorielle des sons. En effet, il a été observé [104] que lorsque les sons étudiés
correspondent à des sources sonores facilement identifiables et différentiables, les auditeurs privilé-
gient des critères cognitifs entraînant une classification naturelle des sources sonores, plutôt que la
comparaison des sons sur un ensemble de dimensions perceptives continues. Dans un tel cas, une
représentation du type espace multidimensionnel continu n’est pas appropriée. On préfère alors une
représentation de type hiérarchique. Dans un premier temps, l’étude des verbalisations a montré que
les participants adoptaient deux stratégies différentes pour effectuer leur classification. La première
est fondée sur des critères facilement associables à des paramètres acoustiques, comme la hauteur
tonale, l’évolution temporelle, tandis que la seconde se focalise sur le type d’excitation à l’origine de
la production du son (mécanique, électronique, . . .). Ceci rejoint les résultats obtenus dans les études
précédemment citées et réaffirme l’importance de l’identification de la source sonore dans le cadre
de la perception des sons de l’environnement. Les données individuelles de catégorisation prennent
la forme d’une matrice dite de co-occurrences représentant combien de participants ont placé chaque
paire de sons dans une même catégorie. L’analyse statistique des résultats de classification aboutit à
une représentation en arbre additif [130] reporté sur la figure 2.3. Dans ce type de représentation,
la distance perceptive 6 entre deux éléments (aux extrémités des branches) correspond à la longueur
du chemin (i.e. la somme des longueurs des segments) allant de l’un à l’autre. Les arbres additifs uti-
lisent également le concept de prototype (représentés par les couples lettre-chiffre sur la figure 2.3),
introduit par Rosch [128] : un prototype est un élément abstrait d’un catégorie qui est à la fois le
5. « Ce n’est pas seulement ce que nous entendons qui nous dit ce que nous savons ; ce que nous savons nous dit ce que
nous entendons »
6. Si on considère que la co-occurrence coo entre deux sons est égale au nombre de participants à l’expérience de ca-
tégorisation libre les ayant placés dans une même catégorie divisé par le nombre total de participants (donc 0 < coo < 1),
alors la distance perceptive d vaut d = 1− coo.
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FIGURE 2.2 – Taxinomie des évènements sonores proposée par Gaver [63].
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plus proche des éléments de cette catégorie et le plus éloigné des éléments des autres catégories. Les
arbres additifs permettent donc de représenter à la fois l’organisation hiérarchique des catégories
moyennes et la typicité des sons au sein d’une même catégorie.
FIGURE 2.3 – Représentation en arbre additif des résultats de classification obtenus par Guyot [69].
Les numéros représentent les sons du corpus, et les lettres (suivies d’un numéro), les prototypes.
Enfin, l’étude déjà évoquée en section 2.1.2 de Misdariis et al. [108] expose une structure prédic-
tive de description visant à associer dans une même organisation perceptive les notions d’identifica-
tion et de classification en types de source sonore et l’aspect timbral du son (structure multidimen-
sionnelle continue). L’idée majeure provient de l’hypothèse selon laquelle la discrimination des sons
sur la base d’un espace multidimensionnel continu n’est perceptivement valide que si l’ensemble
des sons considérés appartiennent à une même catégorie de sons de l’environnement et donc, en
d’autres termes, au même type de source physique. La pertinence de cette hypothèse peut se retrou-
ver dans une expérience de mesure de similarités de sons correspondant à des types de source très
hétérogènes, menée par McAdams et al. [104] ; l’analyse MDS appliquée à ce corpus de sons a révélé
une structure perceptive fortement catégorielle, montrant l’inadéquation de ce mode de représenta-
tion de la perception pour les sons étudiés. Outre les travaux de généralisation des espaces de timbre,
déjà évoqués en section 2.1.2, les auteurs ont également mené une expérience de catégorisation libre
sur l’ensemble des sons des études prises en compte. Les résultats ont été analysés par une méthode
de partitionnement de données (unweighted arithmetic average clustering – UPGMA [94]) permettant
d’obtenir une représentation du corpus sonore en arbre ultramétrique ou dendrogramme (représen-
tation hiérarchique, non-additive). Misdariis et al. ont ainsi pu établir, dans les limites de la gamme
de sons étudiés (habitacles automobiles, unités de climatisation, klaxons, claquements de portière
automobile), une structure en deux niveaux :
1. un niveau catégoriel identifiant le type de source sonore (Motor, Impact, Instrument-like).
2. un niveau continu correspondant à l’espace de timbre obtenu pour chacune des ces 3 classes.
Du propre aveu des auteurs, cette décomposition n’est valide que dans le cadre des types de sons
étudiés et n’est pas représentative de l’ensemble des sons de l’environnement. En effet, elle n’est ex-
haustive ni en termes de catégories de sources sonores, ni en termes de précision de ces catégories,
en ce sens qu’elle ne fait pas apparaître le caractère hiérarchique de la classification perceptive des
sources sonores (un seul niveau est représenté).
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La formulation des différents types d’écoute de Schaeffer [131] mentionnée précédemment ré-
sume assez bien la problématique générale abordée dans cette section et qui concerne la description
des sons de l’environnement dans son ensemble :
– Lorsque l’ensemble étudié constitue un corpus homogène de sons issus de sources physiques
similaires (écoute réduite chez Schaeffer), une structure de description de type multidimen-
sionnel et continu – tel que l’espace de timbre (voir section 2.1) – semble être adéquate. Elle
convient donc parfaitement à la présente étude.
– En revanche, lorsque le corpus de sons considéré inclut des éléments correspondant à des types
différents de cause physique du son, un processus de reconnaissance de source préempte la
perception des attributs auditifs. Il en résulte qu’une structure de description catégorielle et
hiérarchique permet de représenter plus fidèlement la perception du corpus (écoute causale
chez Schaeffer).
– Enfin, lorsque les sons de l’ensemble considéré présentent des relations perceptives de type
sémantique (écoute sémantique chez Schaeffer), nos connaissances et notre conception de
l’environnement en général impliquent des structures perceptives de description plus com-
plexes tels que les réseaux sémantiques développés dans le domaine de la linguistique (voir
par exemple le réseau WordNet [59])
Dans le cadre de cette thèse, la description de type sémantique ne présente que peu d’intérêt, puisque
le but est ici de relier la perception à des éléments physiques liés au signal ou à la source sonore. Par
ailleurs, bien qu’il soit possible de relier la description perceptive de type causal à des éléments tan-
gibles du signal ou de la source sonore – comme démontré, entre autres, par l’étude de Misdariis et
al. [108] –, le fait que les sons considérés ici correspondent à un type de production sonore similaire
incite à également laisser de côté ce type de description perceptive. Les méthodologies employées
dans ce dernier cadre ne sont toutefois pas inintéressantes d’un point de vue pratique, car elle per-
mettent d’identifier de manière pertinente des familles de sons parmi de grands ensembles. Nous
nous intéresserons donc principalement, dans le cadre de cette thèse à la description liée à l’écoute
réduite.
2.3 Évaluation de la qualité sonore
2.3.1 Procédures expérimentales de mesure de la qualité sonore
L’hypothèse de départ pour la caractérisation hédonique est que la qualité sonore peut être vue
comme un attribut complexe de la perception, au même titre que les attributs du timbre (section 2.1),
mais diffère toutefois de ces derniers par le caractère complexe et subjectif de sa perception. La qua-
lité sonore est donc considérée ici comme une échelle unidimensionnelle continue, que l’on note Ui
pour le son i , et qu’il convient de déterminer expérimentalement.
Il est également important de noter que les procédures expérimentales de mesure perceptive
font intervenir des évaluations effectuées par un certain nombre d’auditeurs. Chaque auditeur est ici
considéré comme un instrument de mesure fluctuant. L’intérêt de faire intervenir un certain nombre
d’entre eux est d’obtenir une estimation statistique des fluctuations (c’est-à-dire des variations entre
auditeurs), et donc une mesure perceptive plus précise. Il convient alors de vérifier que ces fluctua-
tions ne sont pas trop grandes par rapport à la gamme de variation de l’échelle perceptive mesu-
rée. Dans un cadre statistique plus rigoureux, cela consiste à évaluer le coefficient de concordance
de Kendall et le coefficient de corrélation de rang de Spearman (voir annexe C.1) qui permettront
de conclure sur la validité statistique de la mesure effectuée. Cette méthode peut s’appliquer à l’en-
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semble des procédures expérimentales évoquées dans cette partie.
Ordonnancement : La manière la plus simple d’aborder expérimentalement la problématique de la
quantification de la qualité sonore est de demander à des auditeurs d’ordonner un ensemble de sons
en fonction de la sensation de qualité qu’ils procurent. Cette méthode est celle employée par Fastl
pour l’étude de la qualité sonore de rasoirs électriques [55], et par Patsouras et al. pour l’évaluation
de la qualité de sons de moteurs automobiles [119]. L’échelle globale peut alors s’établir en observant
la répartition des classements de chaque son sur l’ensemble des auditeurs, voire se calculer comme
le classement moyen des sons. Mais la précision de l’échelle obtenue par une telle méthode n’est pas
assurée.
Estimation de grandeur : Une autre méthode très simple est de demander à des auditeurs d’estimer
directement la qualité des sons sur une échelle numérique, allant par exemple de 0 à 10. Les valeurs
de l’échelle de qualité Ui sont alors simplement ces estimations moyennées sur l’ensemble des audi-
teurs. À l’origine, cette méthode a surtout été utilisée pour l’estimation de la sonie (voir section 2.3.3).
Son principe est donc de donner une valeur numérique proportionnelle à une sensation particulière
que procure le son (intensité ou, en l’occurrence, qualité, entre autres). Dans certains cas, on choisit
de fournir aux auditeurs un son de référence, auquel on attribue arbitrairement la valeur centrale de
l’échelle. Ainsi, si un son procure une sensation deux fois plus forte que le son de référence, l’auditeur
lui attribue la valeur double de la valeur de référence. Une échelle de rapport de sensation est ainsi
obtenue. Si elle paraît très simple à mettre en œuvre, elle présente tout de même un fort inconvé-
nient : le choix du son de référence peut apporter un biais aux résultats du test. En effet, il se peut,
dans le cas où l’on s’intéresse à des attributs abstraits du son, comme la qualité, que le choix du son
de référence focalise l’attention des auditeurs sur des caractéristiques propres à ce son. Cette mé-
thode a toutefois été largement utilisée pour des études perceptives fondamentales (avec des sons de
laboratoires parfaitement contrôlés) mais plus rarement adoptée lorsque l’on s’intéresse à des sons
réels.
Évaluation absolue : Une variante de la méthode d’estimation de grandeur est l’évaluation abso-
lue, dont la principale différence est que l’échelle proposée aux auditeurs n’est plus numérique mais
identifié grâce aux labels (souvent un couple d’adjectifs ou expressions sémantiquement opposés)
placés aux extrémités de l’échelle. Dans le cas du caractère hédonique du son, on peut par exemple
placer aux extrémités « pas du tout agréable » et « extrêmement agréable ». L’échelle peut également
être discrète et présenter ainsi plusieurs paliers associés chacun à un label. L’échelle ainsi obtenue
est donc absolue, contrairement à celle de l’estimation de grandeur de nature relative. Cela peut ne
pas convenir pour certains ensembles de sons. Par exemple, si l’on s’intéresse à des sons correspon-
dant au même type de source physique, suffisamment proches pour qu’il soit possible d’en établir un
espace de timbre (voir section 2.1), il y a de fortes chances que tout ou partie des évaluations soient
concentrées sur une faible portion de l’échelle, rendant les différences de jugements moyens entre
sons non-significatives d’un point de vue statistique. Afin de pouvoir apprécier le caractère significa-
tif des résultats, on utilise souvent un outil statistique dit d’analyse de variance, permettant de discri-
miner les cas où les différences porteuses de signification et où elles sont plus probablement dues à
la chance, et donc simplement à des fluctuations aléatoires de leur perception par les auditeurs.
Comparaison par paire : Le principe de cette méthode est fondé sur l’idée qu’il est plus facile de
comparer deux sons et de choisir celui que l’on préfère que d’évaluer séparément les sons sur une
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échelle, numérique ou non, plus ou moins arbitraire, et qu’il est parfois difficile de définir précisé-
ment. On considère donc ici l’échelle unidimensionnelle de qualité comme une échelle de préférence
qu’il convient d’établir pour le corpus de sons étudié. En pratique, on fait écouter aux auditeurs toutes
les paires de sons différents qu’il est possible de constituer à partir du corpus de sons étudié. Pour tes-
ter une paire de sons, on présente à l’auditeur les deux sons diffusés successivement, et l’auditeur doit
simplement choisir celui qu’il préfère. Dans le cas où l’on souhaite ne tester qu’une seule fois chaque
paire de sons, on va donc tester n(n−1)/2 paires, pour un ensemble de n sons. Il arrive également
que l’on teste chaque paire de sons dans les deux sens de présentation (son i puis son j , et son j puis
son i ), afin de vérifier que l’ordre de présentation des sons n’a pas d’influence. Dans ce cas, on doit
présenter n(n−1) sons. Quelques précautions doivent toutefois être prises. Bien entendu, l’ordre de
présentation des paires de sons doit être en principe aléatoire. On prend toutefois garde à ce que les
apparitions successives d’un même son ne soient pas trop rapprochées l’une de l’autre. En effet, si
un même son étaient successivement confronté à plusieurs autres, il est possible que des caractéris-
tiques propres à celui-ci prennent le pas sur d’autres, plus générales, et biaisent les jugements des
auditeurs. Enfin, on veille également à ce que l’ordre de présentation des paires ne soit pas le même
d’un auditeur à l’autre.
L’inconvénient majeur de cette méthode est d’ordre pratique. En effet, le nombre de jugements à
effectuer par l’auditeur est proportionnel au carré du nombre de sons. Par conséquent, lorsque le cor-
pus sonore devient d’une taille importante, la longueur de l’expérience peut devenir excessive. Ceci
peut avoir pour conséquence de rapidement lasser, voire fatiguer, les auditeurs, dont les réponses
peuvent devenir ainsi peu précises et peu cohérentes. En pratique, il est difficile d’appliquer cette
méthode pour des ensembles de plus d’une quinzaine de sons (bien que cette limite dépende aussi
de la longueur des sons et de l’ergonomie de l’interface de test).
Lors du traitement des résultats, les résultats de chaque auditeur sont placés dans une matrice
NxN dans laquelle la case (i , j ) indique la préférence de l’auditeur entre les sons i et j (0 pour le son
i ou 1 pour le son j ). Bien entendu, on affecte également la valeur complémentaire dans la case ( j , i )
(respectivement 1 ou 0), afin de compléter la matrice. Il suffit alors de moyenner cette matrice sur
l’ensemble des auditeurs pour obtenir un jeu de probabilité de préférence Pi j pour chaque paire de
sons. Étant donné le jeu de probabilité de préférence Pi j entre les sons, il s’agit maintenant d’en dé-
duire une valeur reflétant le potentiel de chaque son à être préféré aux autres. En conséquence, il est
indispensable de poser l’hypothèse qu’il existe un continuum de sensation selon lequel on peut af-
fecter à chaque son une valeur Ui représentant le degré de préférence. Les probabilités de préférence
Pi j sont reliées à ces valeurs par une fonction f inconnue :
Pi j = f (Ui ,U j ) (2.1)
La fonction f doit bien entendue être définie. Plusieurs modèles existent. Parmi ceux-ci, 3 sont parti-
culièrement utilisés dans ce type d’étude expérimentale : le modèle linéaire (somme des préférences
pour chaque son), le modèle Thurstone V [99], utilisé notamment par Susini et McAdams pour étu-
dier les jugements de préférence de sons d’habitacle automobile [104, 141] ou de sons d’unités de
climatisations [143] et le modèle BTL (Bradley-Terry-Luce [38, 100]), utilisé par exemple par Zimmer
et al. [158] pour établir une échelle de désagrément de divers sons de l’environnement.
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Évaluation comparée : Cette méthode [44] associe évaluation directe et comparaison, et est inspi-
rée des méthodes introduites indépendamment par Bodden et al. [26] et Maunder [102]. La tâche à
effectuer par l’auditeur consiste toujours à évaluer les sons, mais l’auditeur à la possibilité de réécou-
ter et réévaluer l’ensemble des sons tout au long de l’expérience, tout en visualisant en permanence
l’ensemble des réglages effectués. En pratique les échelles d’évaluation correspondant aux différents
sons sont présentées simultanément à l’écran, tel que sur la figure 2.4 par exemple. Il a été démon-
tré [116] que cette méthode offre un bon compromis entre précision de l’échelle obtenue et durée de
l’expérience. En effet, il apparaît que cette procédure nécessite une durée d’expérience plus courte
qu’avec la méthode de comparaison par paire tout en donnant des résultats plus précis qu’avec l’éva-
luation absolue ou l’estimation de grandeur. Ceci est dû au fait qu’il est donné aux auditeurs la pos-
sibilité de corriger leurs évaluations initiales à la suite de l’écoute et de l’évaluation de l’ensemble du
corpus sonore. En revanche, cette méthode peut parfois inciter les auditeurs à se contenter d’un or-
donnancement des sons plutôt qu’à une évaluation précise. De plus, si le nombre de sons est élevé,
l’interface peut s’en trouver d’autant plus surchargée. Elle laisse en revanche la possibilité d’opter
pour une échelle absolue ou relative, en fonction des labels utilisés et des consignes fournies aux au-
diteurs. Le traitement se fait comme pour l’évaluation absolue ou l’estimation de grandeur, et s’avère
donc moins « lourd » que pour la comparaison par paire.
FIGURE 2.4 – Exemple d’interface pour un test d’évaluation comparée (provenant de Chevret et Pari-
zet [44]).
2.3.2 Méthodes composées pour l’évaluation de la qualité sonore
La question qui se pose à présent est : « Quelle procédure expérimentale utiliser et comment as-
socier la mesure de qualité obtenue à des descripteurs acoustiques ? » Pour le choix du type de test,
tout dépend du contexte et des objectifs de l’expérience : grandeur à mesurer, nombre de stimuli,
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durée admissible de l’expérience, etc. Bien souvent, dans un but de précision, plusieurs procédures
expérimentales sont associées entre elles. C’est en ce sens que l’on parle ici de « méthode composée ».
La première a alors comme objectif de définir les attributs perceptifs pertinents pour les sons consi-
dérés. La seconde tente d’associer ces attributs à l’information recherchée.
On peut tout d’abord classer de nombreuses utilisations des différentiels sémantiques dans les
méthodes composées. En effet, comme expliqué en section 2.1.1, cette méthode des différentiels sé-
mantiques est souvent précédée d’une expérience de verbalisations libres afin de définir les échelles
sémantiques à évaluer et qui représentent les attributs verbaux pertinents pour la perception. Par
la suite, on conduit l’expérience de différentiels sémantiques en y associant également une échelle
de qualité dont la dénomination varie d’une étude à l’autre (« gênant », « agréable », « désagréable »,
« plaisant », etc. . .). L’analyse par la technique PCA est alors appliquée à l’ensemble de ces échelles,
échelle de qualité comprise, mais également à un ensemble de descripteurs acoustiques suscep-
tibles d’être corrélés à certaines de ces échelles, et dont les expérimentateurs soupçonnent qu’ils ex-
pliquent les jugements de qualité. Les composantes principales issues de cette analyse permettent
donc d’identifier les attributs verbaux, ainsi que les descripteurs explicatifs, associés à la qualité so-
nore. Toutefois, outre les inconvénients de la méthode des différentiels sémantiques, déjà évoqués
en section 2.1.1 – nécessité de présupposer des attributs pertinents pour la perception des sons étu-
diés, et utilisation d’un vocabulaire dont l’exhaustivité et l’univocité ne sont pas assurées –, on peut
également objecter que ce type de méthodologie mélange échelles descriptives et caractérisation hé-
donique (qualité sonore) d’une part, et évaluations perceptives et descripteurs du signal ou de la
source sonores d’autre part. En effet, aucune distinction n’est faite entre ces échelles lors de l’Analyse
en Composantes Principales, et elles sont considérées par l’algorithme comme des paramètres d’en-
trée de même nature. De plus, les résultats issus d’une telle méthodologie sont plus d’ordre informel,
et ne permettent pas toujours d’établir un indicateur numérique fiable de la qualité sonore.
Par ailleurs, l’utilisation des techniques psychoacoustiques classiques de mesure de qualité so-
nore, évoquées en section 2.3.1, soulève les mêmes problèmes que dans le cas de l’étude du timbre.
Par exemple, l’utilisation des procédures d’estimation de grandeur et d’évaluation absolue (qui se
retrouve par ailleurs dans la méthode des différentiels sémantiques), voire d’évaluation comparée
passent également par une explication verbale aux auditeurs de la tâche à effectuer, et notamment
une définition précise et univoque de l’attribut du son qu’ils doivent évaluer. Or, comme expliqué en
section 1.2.3, la définition du terme « qualité » peut varier d’une étude à l’autre en fonction de l’ob-
jectif visé, et, de manière générale, échappe au consensus. De plus, on trouve dans la littérature de
nombreux attributs perceptifs dont le lien avec la qualité perçue a été établi, bien souvent à l’aide de
sons de laboratoire parfaitement maîtrisés mais non-représentatifs de l’ensemble des sons de l’en-
vironnement. Rien ne garantit que les indicateurs de qualité établis pour des sons de laboratoire,
souvent synthétiques, soient aussi performants pour expliquer les jugements pour les sons de l’en-
vironnement. En effet, à trop limiter le nombre de paramètres acoustiques variant sur un corpus de
sons synthétiques, on pose l’hypothèse que ces paramètres sont effectivement pertinents pour les
jugements de qualité des auditeurs, et, dans le même temps, on incite involontairement les auditeurs
à évaluer les sons sur les échelles perceptives correspondant à ces paramètres plutôt que sur celle de
la qualité, ce qui ne permet pas de confirmer l’hypothèse posée.
Une autre approche a été développée afin de répondre à ces critiques en associant étude du
timbre et étude des préférences. Elle a été souvent employée ces dernières années pour l’étude de la
qualité sonore de produits industriels (Susini et McAdams [141, 104] sur les habitacles automobiles,
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Susini et al. [143] sur les unités de climatisation, Parizet et al. [115] sur les claquements de portières
automobiles, . . .). Cette technique est expliquée de manière plus générique par Susini et al. [142]. Son
originalité provient de l’idée que l’étude de la qualité sonore passe par l’identification initiale des pa-
ramètres pertinents pour la perception des sons considérés. En effet, si l’on cherche à identifier les
paramètres acoustiques pertinents pour expliquer la qualité perçue, il paraît logique de les trouver
parmi ceux permettant de les différencier, dans un espace de timbre en l’occurrence. Si un paramètre
s’avère avoir peu d’importance pour les jugements de similarité, il ne peut, en toute logique, pas avoir
plus d’importance pour les jugements de qualité. Ainsi, les procédures expérimentales adoptés sont :
mesure de similarités (voir section 2.1) et comparaison par paire.
Dans une étude de la qualité sonore, il importe, afin de relier la mesure de qualité effectuée à la
description physique du son, d’identifier un ensemble de descripteurs acoustiques permettant d’ex-
pliquer les variations de qualité perçue. Or, les descripteurs existants ne manquent pas et la possibi-
lité de tomber sur un descripteur corrélé de manière fortuite n’est pas négligeable. En d’autres termes,
une bonne corrélation ne signifie pas nécessairement que le descripteur en question est un bon pré-
dicteur de l’échelle mesurée, surtout si l’on a testé beaucoup de descripteurs – on peut facilement
dépasser la centaine – sur un nombre faible de stimuli, souvent entre 10 et 20 pour une expérience
de comparaison par paire. De plus, il est fort possible que l’échelle mesurée soit en théorie liée à plu-
sieurs attributs perceptifs. En conséquence, la variance de l’échelle serait partiellement expliquée par
chacun des descripteurs correspondant à ces attributs. Il est alors fort probable que le coefficient de
corrélation de chaque descripteur ne soit pas significatif. Certaines méthodes statistiques, telle que
la régression multilinéaire (voir section 2.3.3), permettent d’expliquer une variable dépendante (ici
l’échelle mesurée) par un ensemble de variables indépendantes (ici les descripteurs). Toutefois, il est
nécessaire de nouveau d’avoir au préalable identifié les quelques descripteurs pertinents (2 ou 3 tout
au plus), compte tenu du nombre de combinaisons possibles de descripteurs.
Pour résumer, l’étude du timbre (expérience de mesure des similarités) permet d’obtenir l’es-
pace perceptif des sons du corpus étudié, et donc les attributs qui émergent de leur perception, et
l’étude des préférences (expérience de comparaison par paire) relie les attributs de cet espace à la
qualité sonore. Le gros avantage de cette méthode est que les procédures expérimentales utilisées
sont très peu « verbeuses » : les seules questions posées aux auditeurs sont aussi simples et neutres
que « À quel point les deux sons sont-ils semblables ? » (pour l’étude du timbre) et « Quel son préférez-
vous ? » (pour l’étude des préférences). Cette neutralité assure que les auditeurs ne seront pas influen-
cés par la terminologie utilisée. De plus, les valeurs mesurées sont assez précises et la méthodologie
est statistiquement valide, car on ne fait aucune hypothèse de départ sur les descripteurs audio asso-
ciés à la qualité sonore.
En revanche, les deux procédures expérimentales utilisées présentent une certaine « lourdeur »
de mise en œuvre pour deux raisons principales : d’une part, elles font intervenir des jugements par
paire, ce qui rend les expériences à la fois longues et limitées en nombre de stimuli étudiés ; et d’autre
part, cette simplicité/neutralité des questions posées rend ces procédures assez rébarbatives, ce qui
peut entraîner un manque d’implication des auditeurs et indirectement allonger également la durée
des expériences.
Enfin, une autre méthodologie provient, à l’origine, d’une technique souvent utilisée dans l’in-
dustrie agro-alimentaire : l’analyse sensorielle [106]. Cette technique a depuis peu été transposée au
domaine de l’évaluation de la qualité sonore, notamment dans le domaine de l’industrie automobile.
Comme les méthodes précédemment évoquées, elle implique 1) une étape visant à fournir une des-
cription de la perception d’un ensemble de produits : l’analyse descriptive aboutissant à un ensemble
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de profils sensoriels ; et 2) une étape dont le but est d’évaluer les préférences des utilisateurs sur cet
ensemble de produits : l’analyse hédonique. L’originalité de cette méthode réside dans les procédures
expérimentales particulières pour chacune de ces deux étapes.
Pour l’étape d’analyse descriptive, l’hypothèse posée est qu’il est possible d’obtenir une mesure
de sensation objective à partir d’un panel d’auditeurs pouvant être considéré dans son ensemble
comme un instrument de mesure. Cette hypothèse nécessite de rejeter tout jugement de préférence
ou d’ordre hédonique, souvent subjectif, et implique que les auditeurs concernés soient « experts »,
c’est-à-dire entraînés par une phase préliminaire d’apprentissage. Cette phase d’apprentissage a pour
but d’entraîner les auditeurs à exprimer verbalement leurs sensations de manière claire, et à éven-
tuellement prêter attention à certaines sensations dont ils ne sont pas conscients naturellement. En
revanche, cette « expertise » des auditeurs permet de réduire le panel d’auditeurs entre 10 et 20 envi-
ron pour obtenir les profils sensoriels.
Pour l’étape d’analyse hédonique, on s’intéresse cependant aux utilisateurs finaux. L’attitude vis-
à-vis des auditeurs concernés est donc très différente. En effet, on préfère alors des auditeurs « naïfs »,
c’est-à-dire n’ayant pas bénéficié d’un apprentissage spécifique pour la tâche à accomplir. En consé-
quence, le panel d’auditeurs doit être bien plus nombreux (un minimum de 60 auditeurs est requis)
et être représentatif de la population visée. Par ailleurs, les auditeurs de la première phase ne peuvent
participer à cette phase, puisque, ayant bénéficié de l’apprentissage, ils ne sont plus représentatifs
des utilisateurs finaux. Les auditeurs sont interrogés cette fois-ci uniquement sur leurs préférences.
Les procédures correspondant à ces deux étapes sont régies par des règles standardisées pour la
sélection et l’apprentissage des participants [7] et pour le traitement de l’analyse descriptive et l’éta-
blissement des profils sensoriels [5]. Il existe en revanche peu de publications dans ce domaine, ce
qui s’explique par l’orientation industrielle de l’application de cette méthode, et par les contraintes
de confidentialité qui en découlent. On peut toutefois citer la thèse de Bézat [40] portant sur la per-
ception des sons de claquement de portière automobile, la récente étude de Bergeron et al. [16] por-
tant sur les sons émis par le roulement d’automobiles sur différents revêtements routiers, ou l’étude,
plus ancienne, réalisée sur les sons d’unités de climatisation de Siekierski et al. [133], parallèlement
à l’étude, évoquée précédemment, de ces mêmes sons par la méthode associant étude du timbre et
étude des préférences de Susini et al. [143]. L’étude de Siekierski et al. a permis d’identifier un en-
semble de 12 descripteurs verbaux permettant de décrire exhaustivement les profils sensoriels cor-
respondant aux sons étudiés qu’ils ont reliés aux jugements de préférence par une analyse en compo-
santes principales. Par la suite, comme elles portaient sur le même corpus de sons, les résultats obte-
nus par les deux méthodes (analyse sensorielle [133], et étude du timbre et des préférences [143]) ont
été comparés par Junker et al. [85]. Il est apparu que les résultats des deux études étaient similaires et
que les deux méthodes étaient à peu près aussi efficaces. On constate tout de même que si la l’ana-
lyse sensorielle donne des informations plus complètes que l’étude du timbre et des préférences, les
résultats semblent en revanche plus difficiles à interpréter.
En résumé, on peut distinguer trois grands types de méthodologie de la l’étude de la qualité so-
nore :
– une approche descriptive ou verbale, qui emploie souvent des procédures de verbalisations
libres et de différentiels sémantiques, et des Analyses en Composantes Principales ;
– une approche comparative, qui emploie souvent des procédures de mesure de similarités et de
comparaisons par paires, et des outils de MDS et de modélisation des préférences ;
– une approche d’analyse sensorielle, méthode intermédiaire des deux précédentes, de part le
fait qu’elle fait intervenir des verbalisations mais dont la décomposition analyse descriptive /
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analyse hédonique ressemble plus à celle de l’approche comparative.
Bien entendu, certaines approches peuvent diverger de ces trois méthodologies, notamment dans les
procédures et analyses employées, mais celles-ci correspondent plus à des grandes lignes directrices
pour l’étude de la qualité sonore.
2.3.3 Descripteurs acoustiques associés à la qualité sonore
Nous ne considérons dans cette partie que les descripteurs acoustiques pertinents pour des sons
de nature stationnaire et entretenue. Par conséquent, nous mettons volontairement de côté les para-
mètres liés à l’évolution lente du son, c’est-à-dire à l’enveloppe temporelle (e.g. temps d’attaque, du-
rée effective, centre de gravité temporel, . . .). Également, nous ne nous intéressons pas ici à l’influence
de la hauteur tonale. En effet, celle-ci est liée au percept d’une « note de musique » d’une certaine
fréquence. Cette notion est bien entendu établie pour des sons musicaux, mais semble moins perti-
nente pour les sons environnementaux. En effet, ceux-ci présentent peu ou pas d’élément qualifiable
de musical (c’est-à-dire une partie harmonique). D’autres peuvent en présenter, mais il arrive sou-
vent que la fréquence fondamentale correspondante, c’est-à-dire la raie harmonique de plus basse
fréquence et/ou celle dont toutes les autres sont des multiples, soit trop basse pour être perçue en
tant que hauteur tonale (le son est alors plutôt perçu comme inharmonique). Pour ces raisons, il ne
semble pas pertinent de prendre en compte ce paramètre dans l’étude de la qualité acoustique des
sons environnementaux, son influence n’étant, dans ce cas précis, pas continue. Seuls la sonie et les
attributs principaux du timbre (brillance, émergence harmonique et rugosité/force de fluctuation,
explicitées ci-dessous) sont donc en général abordés lors de l’étude de la qualité acoustique des sons
environnementaux.
L’intensité sonore : L’intensité sonore constitue l’attribut du son le plus aisément appréhendable.
Également désigné par « volume » ou « force » sonore, il est en revanche délicat de la quantifier par
une mesure physique représentative de sa perception.
L’élément de mesure physique de base du son est la pression acoustique (instantanée) p(t ). Étant
donné qu’il s’agit d’une grandeur oscillatoire, un moyen simple d’en estimer l’amplitude est d’en éva-
luer la valeur efficace pe f f exprimée en Pascal (Pa). Cette valeur correspond bien souvent au calcul
de la moyenne quadratique (ou valeur RMS – Root Mean Square) de la pression :






p2(t )d t où T est la période considérée (2.2)
Lorsque l’on parle de pression acoustique, on fait souvent référence à cette mesure plutôt qu’à la
pression instantanée. Par ailleurs, la perception de l’oreille humaine couvre une gamme de pression
acoustique très importante, en effet il est admis que la plus petite pression acoustique audible est
de p0 = 2.10−5 Pa tandis que le seuil de douleur se trouve aux alentours d’une centaine de Pa. Cette
gamme de variation « utile » met en évidence l’inadéquation de la pression acoustique en tant que
mesure du percept d’intensité sonore. On préfère alors utiliser une échelle logarithmique du rapport
de la pression mesurée pe f f sur la pression de référence p0. Cette échelle est exprimée en Bel (B), et
plus spécifiquement en acoustique, en décibel SPL (Sound Pressure Level, dB SPL), afin de définir le
niveau acoustique :




en dB SPL (2.3)
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Une autre métrique souvent évoquée est le niveau équivalent, noté Leq . D’après sa définition,
il s’agit du niveau de pression acoustique d’un son stationnaire ayant la même énergie acoustique
qu’un son non-stationnaire, pendant un temps donné. Néanmoins, il s’agit en réalité de la même
métrique, obtenue par le même calcul, que le niveau acoustique évoqué au-dessus. Seul le contexte
impose l’utilisation d’une notation ou de l’autre : le niveau acoustique L est une mesure « instanta-
née » – incluant toutefois une intégration temporelle (voir équation 2.2), mais sur une courte période
où le signal de pression est supposé stationnaire – tandis que le niveau équivalent Leq est utilisé pour
estimer le niveau acoustique sur une certaine durée d’un signal à priori non-stationnaire.
Toutefois, la sensibilité fréquentielle de l’oreille humaine n’est pas uniforme. Il est bien souvent
admis que le spectre audible correspond à la bande de fréquences entre 20 et 20 000 kHz. De plus,
entre ces limites, le système auditif ne réagit pas de la même manière sur toute la bande passante ;
les fréquences extrêmes de cette plage sont notamment fortement atténuées. Les courbes de pon-
dération fréquentielle ont été introduites pour permettre de décrire plus fidèlement cette sensibilité
fréquentielle. Leur rôle consiste à pondérer le spectre du signal sonore de façon à lui donner grossiè-
rement la forme compensatoire de la distorsion apportée par le système auditif. En pratique il existe
plusieurs courbes de pondération (A, B, C et D – figure 2.5). Les pondérations A et C sont les plus
couramment utilisées, et sont notamment prisées pour les normes de bruit. La pondération A per-
met de décrire la sensibilité spectrale des sons de faible niveau (inférieur à 55 dB SPL), tandis que la
pondération C correspond à des sons de plus forte amplitude (supérieur à 85 dB SPL).
FIGURE 2.5 – Courbes de pondération fréquentielle A, B, C et D.
Toutefois, ces pondérations ne permettent pas d’apprécier parfaitement l’intensité perçue, no-
tamment certains phénomènes de masquage fréquentiel lorsque deux sons sont situés dans des
bandes de fréquence très proches. Des travaux expérimentaux ont permis d’établir des courbes de
niveau perçu équivalent à celui d’un son pur à 1000 Hz, en fonction de la fréquence : les courbes d’iso-
sonie (Figure 2.6). Ces niveaux équivalents ont permis de définir une métrique reflétant mieux la per-
ception de l’intensité sonore, le niveau d’isosonie, exprimé en phones, noté P , et se définissant ainsi :
la valeur de P phones correspond au niveau d’isosonie d’un son perçu comme aussi intense qu’un
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son pur de P dB SPL à 1000 Hz. Par ailleurs, il a été a démontré que, pour un son pur, une augmenta-
tion de 10 dB induit grossièrement un doublement de l’intensité perceptive. Le niveau d’isosonie se
définit donc par les deux axiomes suivants :
1. 40 phones est le niveau d’isosonie d’un son pur 40 dB SPL à 1000 Hz ;
2. un son de P +10 phones est perçu comme deux fois plus fort qu’un son de P phones.
FIGURE 2.6 – Courbes d’isosonie (provenant de Robinson et Dadson [127]).
Néanmoins, cette échelle ne reflète pas encore tout à fait la réalité perceptive, comme le montre
le deuxième axiome. Ainsi le percept de sonie, exprimée en sones, et notée N a été définie par la
traduction suivante des deux axiomes :
1. 1 sone correspond à l’intensité perceptive d’un son pur de 40 dB SPL à 1000 Hz ;
2. un son de 2N sones est perçu comme deux fois plus fort qu’un son de N sones.








et la relation réciproque :
P = 10 log2(N )+40 (2.5)
À partir de cette définition théorique, plusieurs modèles de calcul de la sonie ont été dévelop-
pés [162, 109]. La particularité de ces modèles est de fonder l’estimation de la sonie sur le codage de
l’information sonore par le système auditif humain. Le descripteur psychoacoustique défini par Zwi-
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cker et Fastl [162], appelé également sonie 7 (loudness), a fait l’objet d’une norme internationale [6].
Il modélise le comportement mécanique de la membrane basilaire, entraînant le masquage de cer-
taines fréquences d’un son complexe par d’autres, les basses fréquences présentant un pouvoir mas-
quant plus important que les hautes. Il se peut donc que certaines composantes du spectre fréquen-
tiel ne participent pas à la sensation sonore. C’est pour décrire plus facilement ce phénomène que
Zwicker et Fastl ont introduit la notion de bande critique. Ces bandes, au nombre de 24, exprimées
en « Bark », correspondent à la largeur fréquentielle d’une bande de bruit 8 en-dessous de laquelle,
à niveau sonore global constant, la sonie ne varie pas. Au-delà de cette largeur limite, la sonie aug-
mente avec la largeur de bande. C’est ce que l’on appelle la sommation de sonie. L’oreille humaine
se comporte donc comme un banc de filtres dont les bandes passantes correspondent aux bandes
critiques. La correspondance entre Barks et bandes fréquentielles (fréquence centrale et largeur) est
donnée dans le Tableau 2.2.
No bande Fréquence largeur de No bande Fréquence largeur de
de Bark centrale (Hz) bande (Hz) de Bark centrale (Hz) bande (Hz)
1 50 100 13 1850 280
2 150 100 14 2150 320
3 250 100 15 2500 380
4 350 100 16 2900 450
5 450 110 17 3400 550
6 570 120 18 4000 700
7 700 140 19 4800 900
8 840 150 20 5800 1100
9 1000 160 21 7000 1300
10 1170 190 22 8500 1800
11 1370 210 23 10500 2500
12 1600 240 24 13500 3500
TABLE 2.2 – Fréquences centrales et largeur des bandes de Bark.
Zwicker et Fastl ont alors pu introduire la notion de sonie spécifique qui s’exprime en sone par
Bark, représentant donc le niveau perçu dans chaque bande. Après avoir appliqué au signal un filtre
modélisant les résonances de l’oreille moyenne, la sonie spécifique Nz est calculée dans chaque
bande critique z (en Bark), comme une fonction de l’excitation E exprimée en unité de puissance.
L’excitation est le résultat du filtrage dans chaque bande critique par un fonction dite « d’effet de
masque », représentant la forme de la réponse en fréquence des filtres. La sonie globale N est alors
obtenue en sommant la sonie spécifique sur toutes les bandes critiques. Une approximation de la







avec E0 est le niveau d’excitation correspondant à la pression de référence p0.
7. Le terme sonie fait à la fois référence au modèle de calcul et au percept d’intensité sonore.
8. On parle souvent de bruit à bande étroite.
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L’importance du descripteur de la sonie est évidente à la lecture de la littérature concernant l’éva-
luation de la qualité sonore. En effet, de nombreuses études ont mis en évidence que la sonie à elle
seule expliquait une part considérable de la variance des jugements de qualité, de gêne ou de désa-
grément [17, 18, 160, 92], au point que certains auteurs assimilent mesure de sonie et mesure de gêne
ou de désagrément [154].
L’émergence harmonique : L’émergence harmonique est un descripteur dont l’importance est sou-
vent établie dans les études de timbre portant sur des sons de systèmes faisant intervenir un moteur.
Les sons de ce type ont la particularité de présenter deux parties facilement discernables par l’oreille
humaine :
– une partie harmonique, liée au fonctionnement cyclique du moteur, dont le spectre présente
des raies harmoniques ou inharmoniques (non multiples de la fréquence fondamentale) et qui
peut facilement être modélisée par une somme de sinusoïdes ;
– une partie bruitée pouvant être générée par exemple par des turbulences aériennes résultant
du fonctionnement du moteur (dans l’exemple d’un son à l’intérieur d’un habitacle automo-
bile, il s’agit du bruit de roulement et du bruit aérodynamique).
On trouve différentes études abordant la quantification de l’émergence harmonique, prenant
souvent le nom de tonalité – tonality – ou de force tonale – pitch strength –, voire Harmonic-to-Noise
Ratio, Tone-to-Noise Ratio ou Prominence Ratio. Comme l’indiquent certaines de ces dénominations,
l’évaluation de ce percept passe par la séparation des parties harmonique et bruitée. Les algorithmes
permettant cette opération peuvent être plus ou moins efficaces, et utilisent souvent des techniques
de traitement du signal dites de « suivi de partiels » (partial tracking) relativement complexes ([27, 52]
entre autres).
L’émergence harmonique vise alors à évaluer l’énergie relative de la partie harmonique et de la
partie bruitée du signal. Elle se traduit souvent par un rapport d’énergie ou d’amplitude (noté ici
H N R pour Harmonic-to-Noise Ratio). On utilise souvent le niveau RMS (Root Mean Square) du signal.
Les courbes de pondérations (A, souvent) sont également utilisées pour renforcer la significativité
perceptive du paramètre :
H N R = RMS A,h
RMS A,n
(2.8)
où RMS A,h et RMS A,n sont respectivement les niveaux RMS
en pondération A des parties harmonique et bruitée du signal.
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Il est de nouveau possible d’augmenter la précision perceptive de ce descripteur en utilisant la
sonie [162] comme estimateur d’amplitude :
H N R = Nh
Nn
(2.9)
où Nh et Nn sont les sonies des parties harmonique et bruitée du signal.
L’importance perceptive de ce paramètre a été observée à plusieurs reprises, notamment dans les
études du timbre et les études de la qualité sonore et des préférences pour des sons de moteurs. Les
études déjà évoquées portant sur les habitacles automobiles [104, 141] et sur les unités de climatisa-
tions [143] en sont les principaux exemples. Misdariis et al. [108] ont utilisé efficacement le dernier
calcul cité pour expliquer la dimension du timbre correspondant à cet attribut perceptif pour trois
groupes de sons de moteur de différents types.
La brillance : Ce que nous appelons « brillance » ici correspond au percept associé à l’équilibre entre
basses et hautes fréquences. Elle décrit donc la manière selon laquelle l’énergie du signal sonore est
répartie sur l’échelle des fréquences. Ce percept, bien que prépondérant pour la description des sons
environnementaux et presque systématiquement identifié sous une forme ou sous une autre dans les
études de timbre, est difficile à appréhender de prime abord. En conséquence, il est parfois nommé de
différentes manières (« acuité », « clarté », ...etc) et associé à différents descripteurs. La plupart d’entre
eux sont des descripteurs d’enveloppe spectrale. La forme la plus simple est le centre de gravité spec-








avec fi , les fréquences et ai , les amplitudes du spectre à ces fréquences.
Le SC correspond donc au moment statistique d’ordre 1. Le moment d’ordre 2 peut également
avoir une signification perceptive. Il correspond à « l’étendue spectrale » SS (Spectral Spread), et décrit








Les moments d’ordres supérieurs existent également, mais sont moins pertinents pour la per-
ception. Ces deux descripteurs sont souvent déclinés sous d’autres formes dans le but de décrire
plus fidèlement la sensation. On leur associe souvent par exemple les pondérations fréquentielles
(figure 2.5), appliquées sur les ai , afin de prendre en compte la sélectivité fréquentielle de l’oreille
humaine. Dans le but de rendre ces descripteurs les plus fidèles possibles, on retrouve également
des versions utilisant la sonie spécifique définie par Zwicker et Fastl [162], PSC et PSS (Perceptual
















où les fz sont les fréquences centrales des bandes de Bark,
et les Nz sont les sonies spécifiques, correspondant à ces bandes.
Ces calculs peuvent également prendre en compte séparément les parties harmoniques et bruitée du
signal (voir paragraphe précédent) si cette séparation est pertinente pour les sons étudiés.
Une autre version sophistiquée, assez proche de la métrique PSC , également basée sur le cal-
cul de sonie spécifique, est nommée « acuité » – sharpness. Ce paramètre a été développé par Von
Bismarck [151], puis par Aures [11] et Zwicker et Fastl [162], et inclut également un modèle percep-
tif. L’acuité se note souvent S et s’exprime en acum. La valeur de référence de 1 acum correspond à
l’acuité d’un son à bande étroite centrée autour de 1 kHz, à 60 dB SPL. Sa formulation est assez proche
de celle du PSC , la principale différence provenant de l’utilisation d’une fonction de pondération g ,
traduisant l’influence plus importante des hautes fréquences :
S = 0,11 ·
∑
z




La forme de la fonction de pondération g est donnée en figure 2.7.
FIGURE 2.7 – Fonction de pondération g pour le calcul de l’acuité (provenant de Zwicker et
Fastl [162]).
Un autre descripteur, ou plutôt groupe de descripteurs, a été développé afin de décrire fidèlement
la perception de l’enveloppe spectrale d’un son. Il s’agit des MFCC (Mel Frequency Cepstral Coeffi-
cients [126]). Le principe de ce modèle est assez proche de celui de Zwicker et Fastl, c’est-à-dire un
filtre de l’oreille moyenne et un spectre divisé en bandes – les Mels – dont le nombre peut varier selon
l’application, et dans lesquelles l’énergie du signal est estimée. En revanche, l’avantage de ce modèle
est qu’il est beaucoup moins gourmand en calcul que celui de Zwicker, ce qui le rend très prisé dans
le domaine de la reconnaissance de la parole.
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Le percept de brillance semble être celui, après la sonie, qui se retrouve le plus souvent dans
les études du timbre mais aussi comme critère de préférence. Comme déjà évoqué en section 2.1.2,
cet attribut se retrouve presque systématiquement dans les études du timbre, quelque soit la nature
des sons considérés [108]. Il semble toutefois difficile d’en trouver un unique descripteur acoustique
explicatif, comme le prouve la grande variété de descripteurs acoustiques de l’enveloppe spectrale
que l’on peut trouver dans la littérature, selon les applications.
La rugosité et la force de fluctuation : La rugosité – roughness – et la force de fluctuation – fluctua-
tion strength – définies par Terhardt [144] sont des descripteurs quantifiant les modulations d’ampli-
tude du signal sonore. Pour mieux comprendre cette notion, on peut l’associer au son produit lorsque
l’on frotte un objet contre un mur crépis, ou au son d’un sifflet à bille. Ce type de son présente une
structure temporelle bien particulière, où l’amplitude varie de manière régulière sur une dynamique
importante. Les deux paramètres se concentrent sur des variations de fréquence relativement faible
(inférieure à 100 Hz), qui ne sont pas perçue par l’oreille humaine comme hauteur tonale mais bien
comme un phénomène temporel. On distingue toutefois deux ordres de grandeur de fréquence, celles
inférieures à 10 Hz qui sont évaluées par la force de fluctuation, et celles de quelques dizaines de Hz
qui sont quantifiées par la rugosité.
La rugosité globale R est exprimée en asper. La valeur de 1 asper correspond à la rugosité d’un
son pur de fréquence 1 kHz, modulé à 100 % (c’est-à-dire sur toute l’amplitude) à 70 Hz. Plusieurs
modèles de calcul de la rugosité et de la force de fluctuation existent [11, 162, 46]. Dans le plus récent,
celui de Daniel et Weber [46], la rugosité est calculée en estimant un indice de modulation à la sortie
de chaque filtre auditif (les bandes de Bark par exemple). Cet indice de modulation permet donc
d’établir ce que l’on appelle la rugosité partielle – partial roughness. La rugosité se calcule comme la
somme des rugosités partielles Ri . On évalue donc à la sortie de chaque filtre auditif la fréquence de
modulation fmod i et la profondeur de modulation mi en calculant l’enveloppe temporelle du signal.
La rugosité partielle est proportionnelle au produit de la fréquence et de la profondeur de modulation
fmod i ·mi :





où les K est le coefficient de proportionnalité.
La force de fluctuation est globalement calculée selon le même modèle. Elle se note souvent F et
s’exprime en vacil. La valeur de 1 vacil correspond à la force de fluctuation d’un son pur de fréquence
1 kHz, modulé à 100 % à 4 Hz.
Ces deux paramètres sont identifiés comme critères perceptifs importants dans de nombreuses
études du timbre et de la qualité sonore. Parmi celles-ci, on peut notamment citer l’étude du timbre
des sons de klaxons de Lemaitre [95, 96] ou les travaux sur la « dieselitude » d’un moteur automobile
de Patsouras et al. [119]. Il faut toutefois noter que le percept de rugosité rejoint des considérations
d’inharmonicité (fréquences des harmoniques non multiples de la fréquence fondamentale) et de
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dissonance, qui n’ont de sens que lorsque l’on considère des sons au moins partiellement de nature
harmonique, comme les sons de moteur, et dont la partie harmonique n’est pas trop masquée par le
bruit généré par des turbulences aériennes par exemple.
Métriques composées de la qualité sonore : L’importance des descripteurs acoustiques mention-
nés précédemment en tant qu’indicateurs pertinents est régulièrement établie dans les études de la
qualité sonore. Cependant, à l’exception de la sonie, il est rare qu’ils expliquent à eux seuls toute
la variabilité des jugements de préférence observés. Bien souvent, afin de tester la pertinence d’un
descripteur en tant qu’indicateur d’une grandeur mesurée perceptivement, on utilise la régression
linéaire entre le descripteur et la mesure. Le score de corrélation obtenu permet, en fonction de dif-
férentes considérations statistiques, de confirmer ou d’infirmer la pertinence du descripteur. En re-
vanche, si l’on suppose que plusieurs attributs indépendants expliquent conjointement la variance
de la mesure, il est probable que chaque attribut n’explique qu’une part de la variance observée. Ceci
amènera irrémédiablement des scores de corrélation statistiquement non-significatifs avec les des-
cripteurs correspondants. Ces descripteurs peuvent alors être écartés par erreur.
Il convient alors d’étudier d’une manière ou d’une autre la possibilité d’expliquer la variance de
la mesure par plusieurs descripteurs à la fois. Ils sont donc souvent combinés par un procédé qui
a pour but de modéliser l’influence conjointe de ces paramètres sur la qualité perçue : la régres-
sion multilinéaire. Le principe de cette méthode est globalement le même que celui de la régres-
sion linéaire. Cette dernière tente de modéliser la relation mesure/descripteur par une fonction de
la forme f (x) = ax +b. De manière similaire, la régression multilinéaire vise à prédire la mesure par
une combinaison linéaire d’un ensemble réduit de descripteurs, dont le nombre est intimement lié
au nombre de points de mesures (au nombre de sons, en l’occurrence). Ceci aboutit à une relation
du type f (x) = ∑i ai xi + a0, pour un ensemble de descripteur x = {xi }. Il est alors également pos-
sible d’évaluer l’efficacité du modèle en calculant un coefficient de corrélation entre la mesure et le
« méta-descripteur »
∑
i ai xi .
Du fait de sa simplicité de mise en œuvre, l’usage de cette méthode est souvent mentionné dans la
littérature, ne serait-ce que pour le cas d’études préliminaires. En effet, elle permet souvent d’établir
une première approximation de la relation mesure/descripteurs. En conséquence, cette méthode est
celle employée par Khan et Dickson [87] pour l’étude la qualité sonore de chargeurs sur pneus. C’est
également la méthode adoptée par Ellermeier et al. dans une série d’étude portant sur le désagrément
provoqué par différents sons de l’environnement (naturels, industriels ou domestiques) [50, 51, 158]
aboutissant à des relations linéaires entre la mesure et la sonie, l’acuité et la rugosité. Ces derniers ont
notamment appliqué cette méthode à un ensemble de sons variés de notre environnement quotidien,
et à ces mêmes sons traités par la méthode dite de « spectral broadening ». Cette méthode, développée
par Fastl [56], consiste grossièrement en la reconstruction des signaux à partir uniquement de leurs
enveloppes spectrale et temporelle, de sorte à leur ôter leur « identifiabilité ». La méthode donne de
bons résultats pour les sons traités, pour lesquels la régression multilinéaire sur la sonie, l’acuité et la
rugosité permet d’expliquer 86 % de la variance des jugements de préférence. En revanche, la même
méthode ne permet pas d’expliquer plus de 75 % de la variance pour les sons réels.
Cependant, cette méthode est relativement « dangereuse » si elle n’est pas appliquée avec pré-
caution. En effet, le fait de multiplier le nombre de descripteurs utilisés pour la régression augmente
rapidement la probabilité d’obtenir un bon score de corrélation de manière fortuite. Il est par exemple
possible d’obtenir un bon score de corrélation en appliquant cette méthode afin de prédire un vecteur
de valeurs aléatoires (et donc, par définition, imprédictible) par un ensemble suffisamment grand de
2.3. ÉVALUATION DE LA QUALITÉ SONORE 53
descripteurs. En conséquence, l’obtention d’un bon score de corrélation par cette méthode ne garan-
tit pas la significativité de la relation mesure/descripteurs. En pratique, on limite d’ailleurs le nombre
de descripteurs à 2 ou 3, pour un nombre de points de mesure de quelques dizaines d’éléments. Ces
limitations nécessitent parfois de tester la robustesse du modèle, en reproduisant par exemple l’ex-
périence sur d’autres sons, et en observant la stabilité de la corrélation donnée par le modèle.
L’hypothèse de linéarité de la relation entre mesure de qualité/gêne/désagrément sonore et des-
cripteurs n’étant en général pas vérifiée, d’autres modèles plus complexes de prédiction de la qualité
sonore basée sur plusieurs descripteurs ont été développés. Parmi ceux-ci, le plus ancien est le mo-
dèle quadratique de Terhardt et Stoll [145], cité par Geissner et Parizet [65] dans une étude portant
sur l’évaluation longue durée de sons de véhicule de livraison. Ce modèle est basé sur les calculs de
rugosité de Terhardt [144] R et d’acuité de von Bismarck [151] S. Leur modèle de désagrément W − est
ainsi défini par :
W − = S2+0,16R2 (2.16)
Par la suite, ce modèle est enrichi d’un nouveau terme : T− quantifiant le manque de caractère




En revanche, La grandeur T− n’est pas calculée par un modèle particulier mais a été établie expé-
rimentalement.
Un autre modèle non-linéaire est le modèle de gêne non-biaisée défini par Zwicker [161] (un-
biased annoyance U B A, voir section 1.2.3). Il a construit ce modèle en tentant de relier les attributs
perceptifs que sont la sonie N , l’acuité S et la force de fluctuation F à la réponse physiologique de
l’oreille humaine. Un terme correctif d , lié à la période de la journée, est aussi considéré, ce modèle
ayant initialement été conçu pour quantifier les nuisances sonores dues au trafic routier. Selon Zwi-
cker, la rugosité n’a pas d’influence prépondérante et l’effet de l’émergence harmonique est pris en
compte dans la sonie. La sonie instantanée est calculée et la valeur retenue n’en est pas une moyenne,
mais le seuil qui est dépassé 10 % du temps, la sonie au 10e centile : N10. L’échelle ainsi mesurée à pour
référence la gêne provoquée par un son pur de fréquence 1 kHz et à 40 dB SPL : 1 au pour annoyance
unit. La gêne non-biaisée s’exprime alors par :
U B A = d · (N10)1,3
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de 20 h à 6 h
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On peut également citer le modèle d’agrément sensoriel – sensory pleasantness – mentionné par
Zwicker et Fastl [162]. Dans ce modèle, une relation exponentielle est supposée entre l’agrément P
et les attributs perceptifs de sonie N , d’acuité S, de rugosité R et d’émergence harmonique T . Par
conséquent, par souci d’homogénéité d’équation, les grandeurs sont ici considérées comme relatives,
c’est-à-dire par rapport à des valeurs de références, respectivement P0, N0, S0, R0 et T0. Le modèle est
alors établi par la relation suivante :
P
P0
= e−0,7 R/R0 e−1,08 S/S0 (1,24−e−2,43 T /T0 ) e0,023 N /N0 (2.19)
Le modèle plus récent, souvent repris dans la littérature est le modèle de gêne psychoacoustique
– Psychoacoustic Annoyance PA – de Widmann [155], également cité dans les plus récentes versions
de l’ouvrage de Zwicker et Fastl [162] et par Fastl dans l’ouvrage de référence de Blauert [57]. La gêne
psychoacoustique PA se mesure, comme la gêne non-biaisée exposée précédemment, en au – an-
noyance unit. Elle est définie, en fonction de la sonie au 5e centile N5 (valeur que la sonie instantanée









où wS est la contribution de l’acuité, pour S > 1,75 acum :
wS = (S−1,75) ·0,25log(N5+10)
et wF R la contribution de la force de fluctuation et de la rugosité :
wF R = 2,18
(N5)
0,4 (0,4F +0,6R)
Ce modèle a notamment été utilisé par Ih et al. sur des sons d’aspirateurs [81] et, dans le domaine
médical, par Nielsen et al. sur des sons de valve de cœur mécanique [113].
Susini et al. [142] ont entrepris d’établir le lien entre mesure de qualité et descripteurs acoustiques
par une autre méthode, appliquée notamment aux sons d’habitacle automobiles [141, 104] et aux
sons d’unité de climatisation [143] 9. Cette méthode est fondée sur le recueil de préférences issues
d’une expérience de comparaisons par paire et sur leur modélisation par le modèle Thurtsone V [99] .
Ces données sont par la suite analysées par une technique développée par De Soete et Winsberg [135].
Dans leur modèle, la probabilité Pi j qu’un son i soit préféré à un son j est modélisée comme une
fonctionΦ de la différence d’utilité de chaque son, Ui et U j , respectivement :
Pi j =Φ(Ui −U j ) (2.21)
9. On pourrait également rapprocher cette technique de celle utilisée par Lemaitre et al. [97] pour l’étude de la typicité
des sons de klaxons.
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Ainsi, Φ étant une fonction normale cumulative, plus l’utilité du son i est grande devant celle
su son j , plus le son i à de chances d’être préféré au son j . Toute la difficulté consiste alors à relier
la fonction d’utilité aux descripteurs acoustiques, souvent sélectionnés grâce à une étude de timbre
préalable. Dans l’algorithme de De Soete et Winsberg, deux modèles existent. Le modèle additif sup-
pose que les influences des descripteurs sont indépendantes et que l’utilité globale correspond à la
somme des utilités des descripteurs. Si l’on considère deux descripteurs a et b, leur fonction d’utilité
respective f et g , l’utilité globale s’exprime donc par :
Ui = f (ai )+ g (bi ) (2.22)
Dans le modèle multivarié l’influence des deux descripteurs peut être conjointe. L’utilité globale
s’exprime alors par :
Ui = f (ai ,bi ) (2.23)
Les fonctions d’utilités sont modélisées comme des fonctions polynomiales par morceaux. Le
nombre de « morceaux », et donc de nœuds, et l’ordre des polynômes sont des paramètres de l’al-
gorithme permettant de modéliser plus finement la relation descripteur-utilité, en fonction de diffé-
rentes considérations statistiques.
Les figures 2.8, 2.9 et 2.10 montrent, en guise d’exemple, les fonctions d’utilités obtenues par Su-
sini et al. pour les sons d’unités de climatisation [143], à partir des trois descripteurs identifiés comme
attributs du timbre (sur chaque graphique, les deux courbes correspondent aux fonctions d’utilité
pour deux classes latentes différentes d’auditeurs, dont la discrimination provient de l’analyse statis-
tique des résultats).
FIGURE 2.8 – Fonction d’utilité (spline) de
l’émergence harmonique en pondération A
(N HRA) pour les sons d’unité de climatisation
(provenant de Susini et al. [143]).
FIGURE 2.9 – Fonction d’utilité (spline) du centre
de gravité spectrale de la partie bruitée (SC N )
pour les sons d’unité de climatisation (prove-
nant de Susini et al. [143]).
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FIGURE 2.10 – Fonction d’utilité (spline) de la so-
nie (N ) pour les sons d’unité de climatisation
(provenant de Susini et al. [143]).
2.4 Démarche adoptée dans le cadre de cette thèse
Il convient à présent de définir précisément la démarche qui est adoptée dans le cadre de l’étude
de la qualité sonore des STA, indépendamment de tout contexte. Les choix expérimentaux, et notam-
ment les procédures et analyses envisagées, représentent le cœur de la démarche.
Tout d’abord, il semble peu pertinent d’aborder ici la question de l’identification de la source so-
nore, telle qu’introduite en section 2.2, En effet, il paraît raisonnable de penser que l’ensemble des
sources sonores considérées (les STA) correspondent à un même type de cause physique, que l’on
peut déjà placer dans le cadre de la catégorie Moteur identifiée par Misdariis et al. [108]. Cette ca-
tégorie regroupait selon les auteurs des sons incorporant une partie correspondant au son de fonc-
tionnement du moteur (souvent sous forme de partiels harmoniques) et une partie correspondant
aux turbulences aériennes produites (voir fin de la section 2.1.2). Il est difficile, en revanche, de pla-
cer ce type de source dans le cadre de la classification, plus générale que celle de Misdariis et al., des
sources sonores de Gaver [63]. En effet, cette classification (voir section 2.2) fait une distinction claire
entre sons de solides en vibration (vibrating objects ou vibrating solids) et sons aériens (aerodynamic
sounds ou gasses). Or, les sons de STA – et plus généralement les sons de Moteur – mélangent à priori
les deux catégories citées.
Ainsi, comme nous considérons que les sons de STA appartiennent à une même catégorie de sons
de l’environnement, nous pouvons d’ores et déjà nous intéresser au timbre et à la qualité perçue de
ces sons. Pour sa précision et sa pertinence générale, l’approche comparative, telle qu’introduite en
fin de section 2.3.2, a été adoptée. La première étape consiste en l’étude du timbre, qui, à la lumière
des éléments bibliographiques présentés en section 2.1, a été réalisée par une méthodologie d’analyse
de proximités. L’étude du timbre réalisée, incorporant expérience de mesure de similarités, analyse
MDS et interprétation des dimensions perceptives, fait l’objet du chapitre 6.
Cette étude du timbre permettant d’identifier les attributs auditifs pertinents pour la perception
des STA, nous pouvons nous intéresser ensuite à l’évaluation et la prédiction de la qualité sonore
proprement dite. Ainsi, bien que l’approche comparative choisie inclue souvent une procédure de
comparaison par paires, le chapitre 7 aborde cette étude en mesurant la qualité sonore par une pro-
cédure d’évaluation comparée (voir section 2.3.1). Ce choix a été fait pour le bon compromis de cette
procédure entre précision et faisabilité pratique de l’expérience, sans travestir radicalement le prin-
2.4. DÉMARCHE ADOPTÉE DANS LE CADRE DE CETTE THÈSE 57
cipe de l’approche comparative.
Enfin, cette stratégie impose en premier lieu d’établir une base de travail, sous la forme d’un en-
semble représentatif d’enregistrements sonores de STA. La méthode de prise de son et la description
des STA enregistrés est exposées dans le chapitre 4. Par ailleurs, les types de procédure sélectionnés
pour l’analyse de proximités et l’évaluation de la qualité sonore ont pour particularité de nécessiter
un corpus réduit, ordinairement entre 10 et 20 éléments, pour conserver une forme de faisabilité pra-
tique des expériences. Par conséquent, il est nécessaire d’extraire de l’ensemble des enregistrements
effectués un corpus représentatifs de sa variété d’un point de vue perceptif. Le chapitre 5 présente le
travail expérimental réalisé afin de réaliser cette sélection.

Chapitre 3
Contexte environnemental et qualité
perçue
Le chapitre précédent avait pour but de présenter les méthodologies couramment utilisées dans
la littérature pour l’étude de la qualité des sons de l’environnement. Ces éléments ont toutefois per-
mis, dés lors que l’on commence à définir les éléments de base d’une telle étude (voir section 1.2), de
souligner l’importance du contexte environnemental dans les jugements effectués par des auditeurs.
Une définition plus générale en est donnée dans le domaine de la psychologie environnementale qui
« considère la relation de l’individu à l’espace qui l’entoure comme un système d’interdépendances
complexes dont le rôle et la valeur sont notamment déterminés par la perception et l’évaluation sub-
jective dont un lieu est l’objet » [82]. Force est de constater que cette définition est centrée exclusi-
vement autour d’une relation entre l’individu et le lieu. Dans le cadre plus spécifique de notre étude,
centrée autour d’une relation entre l’individu et la source sonore, il convient d’en ajuster la portée.
Nous entendons donc ici par contexte environnemental l’ensemble des éléments qui ne sont pas di-
rectement liés aux sources sonores, mais qui ont potentiellement une influence sur les jugements,
que l’effectivité de cette influence ait été démontré ou non dans la littérature.
Il est évident cependant que les facteurs possibles de ce contexte environnemental sont presque
innombrables dans le cas de l’étude des sons de l’environnement. On peut aisément penser à de
nombreux exemples variés, parmi lesquels on peut citer :
– des éléments directement liés au son, comme la localisation de la source (le fait que le son
provienne d’une direction particulière), ou dans le même ordre d’idées, le fait que le son soit liée
à un mouvement particulier (effet Doppler par exemple, dans le cas de sons liés aux transports
urbains), . . .
– des éléments liés au contexte culturel, comme la fréquence écologique telle que définie par Ho-
ward et Ballas [77], c’est-à-dire la fréquence à laquelle le son est rencontré dans la vie quoti-
dienne, ou le rapport au désagrément qui peut varier d’une société à l’autre, . . .
– des éléments liés à la psychologie cognitive, comme notre connaissance du type de son consi-
déré ou du son en général, le lien affectif avec le son (par exemple, la façon dont est perçue un
son de moto est probablement différente entre le motard et un piéton), la fonction du son, et
notamment le fait qu’il soit ou non la conséquence d’une action humaine (exemple du klaxon),
. . .
– . . .
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Il semble donc irréaliste ici de souhaiter prendre en compte l’ensemble des facteurs influant po-
tentiellement sur la qualité sonore perçue. De plus, parmi cette multitude de facteurs possibles, il ne
serait pas déraisonnable de considérer l’influence de certains comme négligeable, voire hors de pro-
pos, et de hiérarchiser dans une certaine mesure les facteurs susceptibles d’avoir un réel effet sur la
perception des sons considérés. Nous souhaitons donc ici nous intéresser à une quantité raisonnable
de facteurs potentiels, dont nous soupçonnons qu’ils jouent un rôle primordial dans la perception et
plus particulièrement l’évaluation de la qualité des sons de STA.
Tout d’abord, il est à ce stade judicieux de prendre en compte un aspect environnemental parti-
culier liés au STA considérés : le fait qu’ils sont, dans une très grande majorité des cas, utilisés dans
le contexte intérieur d’un bâtiment, souvent dans des bureaux, donc plus généralement dans ce que
nous nommerons des « espaces clos ». Ceci implique de s’intéresser aux lois qui gouvernent l’acous-
tique dans ces espaces clos, dont le domaine est plus communément appelé acoustique des salles.
De plus, un autre aspect particulier des espaces clos, non sans rapport avec le précédent, est digne
d’intérêt : l’intelligibilité de la parole. Bien que la parole ne soit pas à priori un type de signal sonore
auquel nous nous intéressons ici, il s’avère que son intelligibilité est souvent reliée avec la qualité des
salles considérées et avec le « bruit de fond » – où le son de STA peut jouer une part non-négligeable –
qui peut y régner.
Par ailleurs, un autre élément du contexte environnemental, plus en relation avec la cognition,
semble pertinent lorsque l’on s’intéresse aux sons de STA : le contexte attentionnel. En effet, il convient
de préciser la situation comportementale à laquelle doit être associée la perception de ces sons :
usuellement, l’« usager » effectue une activité particulière (dans le contexte d’un bureau par exemple)
qui focalise son attention, et la détourne globalement de son environnement sonore. La plupart des
méthodologies expérimentales présentées dans le chapitre 2 incluent des procédures qui impliquent
une focalisation de l’attention des auditeurs sur le son, ce qui semble quelque peu contradictoire avec
le contexte évoqué ici. Il importe donc d’explorer dans la littérature les études qui ont été menées en
utilisant des procédures expérimentales prenant en compte le degré et l’objet de l’attention de l’au-
diteur.
Ainsi, la section 3.1 de ce chapitre présente tout d’abord les éléments de la littérature scientifique
qui sont liés à l’acoustique des salles. La section 3.2 présente ensuite d’importantes notions liées à
l’intelligibilité de la parole. La section 3.3 explore les études menées en prenant en considération le
contexte attentionnel. Enfin, la section 3.4 présente la démarche adoptée dans le cadre de cette thèse.
3.1 Qualité sonore dans les espace clos : facteurs liés à l’acoustique des
salles
3.1.1 Principes de base de la réverbération
Lorsqu’un son est émis au sein d’une salle, un récepteur (microphone ou auditeur) va capter un
son constitué de l’onde sonore directe (correspondant au trajet direct émetteur-récepteur) et d’un en-
semble d’ondes secondaires issues des réflexions sur les parois de la salle. Les réflexions de premier
ordre, c’est-à-dire les ondes n’ayant rencontré une paroi qu’une seule fois avant de parvenir au ré-
cepteur, sont en principe les premières à suivre l’onde directe, puis viennent les réflexions d’ordre su-
périeur. L’énergie de chaque onde parvenant au récepteur décroit avec l’ordre de la réflexion (donc le
nombre de parois rencontrées sur le trajet) à cause notamment de l’absorption plus ou moins grande
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des parois. En revanche, le nombre d’ondes parvenant au récepteur par unité de temps augmente
avec le carré du temps t écoulé depuis la réception de l’onde directe [91] :




où c est la vitesse du son et V le volume de la pièce.
Les réflexions sur les parois de la salle peuvent être spéculaires sur une paroi lisse, ou diffuses sur
une paroi plus irrégulière (voir figure 3.1). Ces réflexions sont notamment responsables de la réverbé-
ration dans les salles de grand volume (églises, salles de concert, stades, ...). Toutefois, la réverbération
est également perçue dans des environnements plus confinés, même sans que l’on en soit conscient.
En réalité, l’absence totale de réverbération n’existe pas dans la nature. Même dans un environne-
ment particulièrement dégagé, le sol produit des réflexions/diffusions venant s’ajouter à l’onde di-
recte. Le concept de champ libre, c’est-à-dire l’absence totale de réflexion, est simulé et approximé
dans les chambres anéchoïques, conçues pour présenter une absorption maximale des parois (plan-
cher et plafond compris). L’impression peu naturelle, au point d’en être parfois oppressante, que l’on
peut ressentir dans une telle salle démontre l’importance des phénomènes tels que la réverbération
dans notre environnement.
FIGURE 3.1 – Deux types de réflexions : réflexion spéculaire (gauche) et réflexion diffuse (droite).
On fait souvent l’hypothèse qu’une salle est un système linéaire, invariant dans le temps, et peut
donc être caractérisée par sa réponse impulsionnelle, c’est-à-dire l’effet produit par les phénomènes
de réflexions / absorption / diffusion des parois de la salle sur une impulsion acoustique unique
émise par une source. En effet, il est possible de reproduire l’effet d’une salle sur un son enregistré
en champ libre, en convoluant le signal sonore avec la réponse impulsionnelle, en tenant compte des
positions respectives de la source et du récepteur. La réponse impulsionnelle se décompose usuelle-
ment en deux parties distinctes : la partie précoce, constituée de l’onde sonore directe (trajet direct
de l’émetteur au récepteur) et des premières réflexions (trajets entre l’émetteur et le récepteur com-
prenant une ou deux réflexions sur des parois), et la partie tardive, comprenant l’ensemble des autres
réflexions. Il est souvent admis que la partie précoce met en jeu des processus déterministes, qui
peuvent donc être décrits de manière analytique. À l’inverse, compte tenu du nombre croissant de
réflexions et de trajets d’onde possibles, les processus mis en jeu dans la partie tardive sont souvent
considérés comme stochastiques, et une description d’ordre statistique est plus appropriée.
La question de l’instant de transition entre les parties précoce et tardive a été largement explo-
rée dans la littérature. La plupart des auteurs semblent se rejoindre sur un temps de transition aux
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alentours de 80 ms après réception de l’impulsion initiale (onde directe). Cependant, ce temps, qui
correspond donc à la durée de la partie précoce, dépend de la fréquence et des dimensions de la
salle. Ainsi, on peut trouver dans la littérature [15, 14, 90, 71, 137], plutôt qu’une valeur unique de
durée, une gamme de variation de cette durée entre 50 et 200 ms. Ce temps de transition est sou-
vent considéré comme constant jusqu’à une certaine taille de salle (quelques milliers de m3) et varie
au-delà proportionnellement à la racine carrée du volume ou au libre parcours moyen [21] (distance
moyenne séparant deux impacts de l’onde acoustique sur des surfaces de la pièce [84]).
En termes perceptifs, outre les métriques permettant de mesurer le degré de réverbération res-
sentie, l’aspect spatial de la réverbération est décrit par deux attributs indépendants : la largeur ap-
parente de source – Apparent Source Width (ASW) [13] – et l’enveloppement de l’auditeur – Listener
Envelopment (LEV) [37]. Il est admis que la largeur de source apparente est liée à la partie précoce
de la réponse impulsionnelle, tandis que l’enveloppement de l’auditeur est plutôt associé à la partie
tardive.
3.1.2 Métriques liées à la réverbération
Le degré de réverbération : Ce que nous considérons par « degré de réverbération » est l’importance
quantitative du percept de réverbération par rapport à la situation de référence qu’est le champ libre,
indépendamment de sa distribution temporelle (précoce/tardive). Il existe de nombreux paramètres
acoustiques permettant de mesurer le degré de réverbération d’une salle. Le plus répandu est le temps
de réverbération (RT) égal au temps requis après l’arrivée du son direct pour que le niveau sonore du
champ réverbéré décroisse jusqu’à une certaine valeur, souvent 60 dB en dessous du niveau du son
direct. Le calcul se fonde toutefois souvent sur une partie réduite de l’enveloppe temporelle (entre -5
et -25 ou -35 dB par rapport au niveau du son direct).
Un autre paramètre permettant de quantifier la réverbération est l’EDT – Early Decay Time –, qui
caractérise la décroissance de l’enveloppe temporelle sur les premières réflexions seulement (de 0
à -10 dB par rapport au niveau du son direct). Cette métrique est souvent considérée comme plus
représentative du percept de réverbération que le temps de réverbération, notamment dans les salles
de concert [9, 83].
Le rapport entre les énergies des parties précoce et tardive de la réponse impulsionnelle est éga-
lement utilisé comme métrique (inverse) de la réverbération. Bien que le lien soit moins évident, il
est aisé de concevoir qu’une partie tardive importante relativement à la partie précoce entraîne gé-
néralement un temps de réverbération long et donc une réverbération importante. Barron [14] parle
d’ailleurs plutôt de « clarté » – clarity ou early-to-late sound index –, notée C80, et décrite comme la
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où hr (t ) est la réponse impulsionnelle.
Pour les signaux de parole, on préfère associer les parties précoces et tardives de la réponse aux
énergies arrivant respectivement avant et après 50 ms après l’arrivée du son direct [19]. C’est éga-
lement le cas pour l’évaluation du paramètre appelé « définition » [91]– Deutlichkeit –, noté D50, et
qui permet notamment d’expliquer les variations de reconnaissance de la parole [132]. Il se calcule
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comme le rapport entre l’énergie de la partie précoce (avant 50 ms) de la réponse impulsionnelle et
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0
h2r (t )d t
·100% (3.2)
(3.3)
Bien que ces différentes grandeurs peuvent en théorie varier indépendamment l’une de l’autre,
elles sont généralement fortement corrélées (voir par exemple les travaux de Bradley [32, 33]).
Largeur de source – ASW : On trouve dans la littérature différentes métriques visant à quantifier
l’ASW. Barron [14], qui considère le temps de transition entre les partie précoce et tardive égal à 80
ms, lui associe la fraction latérale de l’énergie précoce sur les quatre octaves de 125 à 1000 Hz, LF .








où p(t ) et pF (t ) sont respectivement la réponse captée par un microphone omni-
directionnel, et par un microphone bidirectionnel avec le point nul 1 vers la source
Certains auteurs [71, 114, 129, 61, 62] préfèrent utiliser l’I ACCE – Inter-Aural Cross-correlation
Coefficient avec l’indice E pour early – pour caractériser l’ASW. Ce paramètre mesure la différence
entre les sons parvenant aux deux oreilles à tout instant de la partie précoce de la réponse. Si les deux
sons sont identiques, l’I ACCE est nulle, s’ils sont complètement différents, l’I ACCE vaut 1. L’I ACCE
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pour τ compris entre -0,001 et 0,001 ms, et avec pL(t ) et pR (t ) correspondant au
signal sonore arrivant respectivement dans l’oreille gauche et dans l’oreille droite.
Enveloppement de l’auditeur – LEV : Une métrique similaire, proposée par Bradley et Soulodre, a
permis d’expliquer efficacement la perception du LEV établie au travers d’expériences subjectives [37],
1. Tout microphone est caractérisé, entre autres, par son diagramme de directivité qui représente sa sensibilité relative
en fonction de l’azimut d’où provient l’onde sonore. Dans le cas d’un microphone bidirectionnel, ce diagramme est symé-
trique et en forme « huit », avec deux lobes sur ses côtés, et deux point nuls – à l’avant et à l’arrière – où la sensibilité est
supposée nulle.
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et consiste à estimer la fraction d’énergie latérale de la partie tardive, notée GLL, également moyen-








et p A(t ) est le signal qui aurait été reçu à 10 m en champ libre pour la même source sonore
Afin de prendre en compte plus finement les aspects spatiaux de l’enveloppement de l’auditeur,
un autre indicateur du LEV a été proposé par Hanyu et Kimura [70] le SBTs – Spatially Balanced Center
Time – qui est utilisé pour rendre compte de l’intelligibilité au sein d’une salle. Le SBTs nécessite tout








où pi (t ) est la réponse impulsionnelle venant de la direction i
Le temps central est donc grossièrement un centre de gravité temporel dans une direction don-
née. Le SBTs est ensuite obtenu en intégrant les différentes directions du plan azimutal, tout en te-
nant compte de l’interaction entre les réponses des différentes directions de réflexion.
3.2 Qualité sonore dans les espaces clos : intelligibilité de la parole
Beaucoup de salles, notamment dans les lieux de travail ou d’études (bureaux, salles d’écoles,
d’universités, . . .), sont dédiées à des activités incluant beaucoup de communication orale entre les
personnes s’y trouvant. Par conséquent, la qualité acoustique de telles salles passe par leur capacité
à faciliter la communication orale. Les salles présentant un rendu acoustique pauvre peuvent entraî-
ner deux problèmes. Premièrement, elles peuvent altérer l’efficacité d’apprentissage d’étudiants [79],
par exemple, ou plus généralement la capacité à assimiler des informations ou des connaissances.
Deuxièmement, elles peuvent entraîner fatigue, stress et divers problèmes de santé (maux de tête, de
gorge), notamment pour les locuteurs qui doivent compenser ces mauvaises conditions acoustiques
en élevant leur voix [148].
3.2.1 Lien entre réverbération, rapport signal-sur-bruit et intelligibilité
La propension d’une salle à faciliter la communication orale peut être quantifiée par une me-
sure dite d’ « intelligibilité de la parole ». Cette métrique correspond grossièrement au pourcentage
de parole correctement reconnu par les auditeurs. Hodgson postule, dans une étude recensant les
caractéristiques acoustiques de diverses salles d’université [72], que cette métrique ne dépend que
de deux facteurs :
– Le rapport signal-sur-bruit – Signal-to-noise ratio – qui correspond à la différence de niveau
acoustique entre signal de parole et bruit de fond. Le signal de parole est le signal provenant du
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locuteur tel que reçu par l’auditeur. Le bruit de fond est ici associé aux autres sources sonores
qu’il est possible de trouver dans un tel environnement : bruit de ventilation, bruit d’activité
des étudiants, bruit d’équipement particulier (projecteur, . . .) et bruits extérieurs à la salle.
– La réverbération, dont le degré peut être quantifié par les différentes métriques évoquées en
section 3.1.2. Dans le cas de l’étude de l’intelligibilité, on utilise souvent le rapport des éner-
gies précoce et tardive, évaluées sur la réponse impulsionnelle (similaire au descripteur de cla-
rity de Barron [14], voir section 3.1.2), voire directement sur un signal de parole [31] (dans le
second cas, toutefois, on parle plutôt de parties utile et préjudiciable à l’intelligibilité – use-
ful/detrimental).
Il est généralement admis que les relations entre ces paramètres et l’intelligibilité sont mono-
tones. Ainsi, d’un côté, l’intelligibilité augmente lorsque le rapport signal-sur-bruit augmente, et de
l’autre, elle diminue lorsque la réverbération augmente. La plupart des études expérimentales tendent
à confirmer cette hypothèse en établissant que la condition théoriquement idéale de réverbération
pour favoriser l’intelligibilité est le champ libre, correspondant notamment à un temps de réverbé-
ration nul. Parmi celles-ci, l’étude de Nábe˘lek et Robinson [111], dans une approche perceptive de
l’intelligibilité, a exploré différentes situations de réverbération en utilisant une méthode de MRT –
Modified Rhyme Test 2 – à niveau de parole constant et sans bruit de fond. La mesure d’intelligibilité
ainsi obtenue, sous la forme de pourcentage de reconnaissance correcte, augmente lorsque la réver-
bération diminue, ce qui semble confirmer l’hypothèse d’un temps de réverbération idéalement nul.
D’autres études [110, 60] ont intégré le paramètre de rapport signal-sur-bruit dans le même type d’ex-
périence et ont obtenu la même conclusion en termes de relation entre réverbération et intelligibilité.
Il existe toutefois une théorie selon laquelle la réverbération peut avoir un effet bénéfique sur
l’intelligibilité car elle permet d’augmenter le niveau sonore global du signal de parole. La valeur de
réverbération optimale serait alors non-nulle. Cette hypothèse est supportée par plusieurs études
abordant la prédiction théorique de l’intelligibilité à partir, notamment, des métriques évoquées en
section 3.1. Plomp et al. [125] ont ainsi trouvé un temps de réverbération optimal variant de 0,3 s à
1,7 s en fonction de la taille de la salle. Bistafa et Bradley [22] incorporent dans leur étude de l’intel-
ligibilité le paramètre de rapport signal-sur-bruit et trouvent un temps de réverbération optimal de
0,1 s à 0,6 s en fonction également du volume de la salle. Ils justifient ce résultat en expliquant qu’une
légère réverbération permet d’augmenter la partie précoce de l’énergie sonore, compensant ainsi la
présence du bruit de fond.
Hodgson [73] tente d’aborder cette problématique et la controverse issue de la comparaison de
ces études en posant l’hypothèse selon laquelle les paramètres de réverbération et de rapport signal-
sur-bruit ne sont pas indépendants. Afin de tester cette hypothèse, il prend également en compte,
au travers d’un modèle de prédiction théorique raffiné, les distances séparant l’auditeur des sources
de parole et de bruit. Il observe ainsi que lorsque l’auditeur est plus proche du locuteur que de la
source de bruit ou à égale distance, le temps de réverbération optimal est nul, tandis que, dans le cas
inverse, il devient non-nul. Ceci peut s’expliquer par le fait que, lorsque la distance entre auditeur
et locuteur est plus grande que celle entre auditeur et source de bruit, l’augmentation de la partie
précoce de la réverbération du signal de parole – plus importante relativement au niveau émis que
pour le bruit de fond – entraîne une augmentation du rapport signal-sur-bruit, qui peut compenser
l’effet négatif inhérent à la réverbération. Il explique alors les résultats contradictoires des études
précédemment mentionnées par certaines limitations pratiques des expériences qui y sont réalisées.
2. Méthode où les auditeurs doivent choisir le mot entendu parmi une liste de mots monosyllabiques consonants.
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En effet, les études expérimentales ayant abouti à des temps de réverbération optimaux nuls, par les
procédures expérimentales adoptées, ne prennent pas en compte la présence de bruit de fond, ou
négligent l’influence de la réverbération sur les niveaux perçus des différentes sources.
Malgré tout, cette théorie n’est pas adoptée systématiquement dans la littérature et on considère
souvent, dans une approximation raisonnable, que la valeur de réverbération maximisant l’intelli-
gibilité est nulle ou très proche de 0. Par ailleurs, certaines études [30, 23] ont établi les conditions
optimales de rapport signal-sur-bruit et de réverbération, notamment dans le cas de salles de classes.
Selon les résultats de ces études, le temps de réverbération ne doit pas dépasser 0,7 secondes, tandis
que le rapport signal-sur-bruit doit atteindre 15 dB(A) au minimum, ce qui implique un niveau de
bruit de fond maximum de 35 dB(A), dans des conditions normales de paroles [124].
3.2.2 Descripteurs d’intelligibilité
Il existe un algorithme qui permet de modéliser l’influence conjointe des paramètres précédem-
ment cités. La métrique obtenue est le STI – Speech Transmission Index – introduit par Houtgast et
Steeneken [75]. Son calcul est donc fondé sur le rapport signal-sur-bruit et la réverbération, mais
prend également en compte certaines considérations liées à l’audition humaine, en particulier en
termes de pondérations fréquentielles. Sa méthode d’estimation (voir la norme associée [4]) consiste
à émettre un signal de référence censé refléter les propriétés d’un signal de parole. Il s’agit d’un signal
constitué de 7 porteuses, chacune constituée d’une bande d’une demi-octave de bruit blanc centrée
sur l’une des 7 octaves entre 125 Hz à 8 kHz. Chacune de ces porteuses est modulée par des com-
posantes sinusoïdales dont la profondeur de modulation vaut 100 %, et la fréquence de modulation
varie de 0,63 à 12,5 Hz par tiers d’octave (14 composantes). L’idée générale est alors d’estimer la perte
en profondeur de modulation pour chacune des composantes (porteuses et fréquence de modula-
tion) liée à la réponse de la salle, en tenant compte du seuil d’audition selon la fréquence, des effets
de masquage, et de pondérations propres à chaque bande et représentant l’importance relative de la
bande pour l’intelligibilité de la parole.
Les valeurs du STI varient sont entre 0 (intelligibilité nulle) et 1 (parfaite intelligibilité) 3. La per-
tinence perceptive de cette métrique a également été abordée en établissant une correspondance
entre les valeurs de l’échelle de STI et une mesure perceptive d’intelligibilité, sous forme de pourcen-
tage moyen de reconnaissance de mots monosyllabiques, ayant un sens sémantique ou non [8]. Le
tableau 3.1 présente les différentes plages de valeurs du STI dont on admet communément qu’elles
correspondent à différents degrés d’intelligibilité.
0→ 0,3 Bad « Inintelligible »
0,3→ 0,45 Poor « Faible »
0,45→ 0,6 Fair « Satisfaisant »
0,6→ 0,75 Good « Bon »
0,75→ 1 Excellent « Excellent »
TABLE 3.1 – Plages de valeurs du STI et qualifications correspondantes usuelles de l’intelligibilité, en
anglais et en français.
Une méthode longtemps utilisée pour estimer simplement (c’est-à-dire sans avoir à recourir à des
expériences incluant locuteurs et auditeurs) le STI est appelée RASTI – RApid Speech Transmission In-
dex [76] – et est normalisée (NFS 31-090). Cette méthode simplifiée n’utilise plus que 2 porteuses de
3. Il convient de noter que le sens physique de ces bornes n’est pas précis ; en effet, les résultats du calcul sont tronqués
au-delà de certaines valeurs extrêmes.
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bruit rose d’une octave à 500 et 2000 Hz, modulées par un nombre réduit (respectivement 4 et 5) de
fréquences de composante. Le RASTI est toutefois une méthode assez ancienne et a même été très
récemment (2011) déclarée obsolète [4]. On lui préfère aujourd’hui la méthode STIPA [4] – Speech
Transmission Index for Public Address Systems – développé, comme son nom l’indique, pour les sys-
tème de diffusion acoustique dans les lieux publics, et qui y adjoint certains effets de dégradation du
signal inhérents aux systèmes électro-acoustiques utilisés. Cette méthode utilise les mêmes porteuses
que pour l’estimation du STI, mais seulement 2 fréquences de modulation pour chaque bande.
D’autres métriques conçues pour quantifier l’intelligibilité, et ayant été normalisées, sont men-
tionnées dans la littérature, notamment l’AI – Articulation Index [2] – et sa version plus récente, le
SII – Speech Intelligibility Index [3]. Cependant, ces échelles sont peu différentes de celle de STI, si ce
n’est qu’elles ne prennent pas en compte l’effet de la réverbération sur le signal de parole. On peut
trouver une comparaison des trois métriques (AI, SII et STI) dans une étude de Bradley [34]. Il précise
notamment que le STI est plus souvent utilisé en Europe, tandis que l’AI et le SII sont plutôt utilisés
en Amérique du Nord.
3.2.3 Intelligibilité et confidentialité
Il est intéressant de signaler une utilisation dérivée de la métrique d’intelligibilité pour la quali-
fication des environnements acoustiques des bureaux dits « paysagés », c’est-à-dire non cloisonnés
– open-plan offices. La multiplication de ce type de configuration de bureaux et les procédures de
développement et de design qui en découlent invitent à s’interroger sur les conditions de confort
acoustique dans ce type d’environnement. Certaines considérations de design ont ainsi émergé, no-
tamment par rapport à la problématique de la confidentialité. En effet, de nombreux usagers de ce
type de bureaux peuvent être amenés dans le cadre de leur travail à avoir des conversations directes
ou téléphoniques dont le contenu peut être accompagné d’un certain degré de confidentialité vis-à-
vis des autres usagers. Outre leur caractère éventuellement confidentiel, ces conversations peuvent
également provoquer un certain degré de gêne ressentie par les usagers situés sur les postes de travail
adjacents, voire affecter leur efficacité au travail. Hongisto [74] présente notamment une compilation
d’études confirmant l’effet préjudiciable d’un signal intrusif de parole sur la performance au travail.
Le degré de confidentialité proposé par une configuration donnée de bureau paysagé pourrait donc
être mesuré à l’aide d’une échelle inversée d’intelligibilité de la parole.
Il s’agit donc ici de jouer sur les deux paramètres influant sur l’intelligibilité de la parole : réver-
bération et rapport signal-sur-bruit. Il semble délicat de jouer sur la réverbération dans le contexte
des bureaux paysagés, dont l’agencement et le caractère naturellement modulable n’autorise pas un
contrôle efficace de ce paramètre. Il est en revanche intéressant de constater que le bruit de fond,
quelque en soit la nature, peut avoir ici un effet bénéfique, car il permet de masquer le signal de parole
et en réduit ainsi les nuisances sonores. Cette théorie rejoint les résultats d’une étude de Khan [86]
portant sur le confort acoustique dans les trains, et notamment sur le masquage des conversations
téléphoniques par les différentes sources de bruit dans les rames. Augmenter le bruit de fond, et no-
tamment le bruit de ventilation par exemple, permettrait donc d’améliorer le confort acoustique dans
les bureaux paysagés. Bien entendu, cette assertion a ses limites, et une augmentation excessive du
bruit de fond conduirait à une gêne accrue inhérente à l’augmentation du niveau global de l’environ-
nement sonore.
Bradley et Gover [35] ont tenté d’évaluer la pertinence de cette théorie en abordant la relation
entre une métrique d’intelligibilité – le SII, en l’occurrence – et le degré de distraction ressentie, vis-à-
68 CHAPITRE 3. CONTEXTE ENVIRONNEMENTAL ET QUALITÉ PERÇUE
FIGURE 3.2 – Jugements de distraction en fonction de l’intelligibilité – SII (provenant de Bradley et
Gover [35]).
vis de tâches accaparantes d’édition de texte et de calcul simple. La performance des auditeurs dans
la tâche à effectuer n’a pas été influencée par les différentes sources (bruit ou parole), probablement
du fait de la courte durée des tâches (1 à 2 minutes). La raison d’être de cette tâche accaparante est
de rendre les conditions de test plus réalistes et de faire en sorte que les auditeurs ne se concentrent
pas sur les aspects acoustiques. Les résultats ont montré que la mesure d’intelligibilité est un bon
prédicteur de la distraction ressentie (R2 = 0.773, voir figure 3.2). Une autre conclusion plus pratique
de cette étude concerne le niveau optimal de bruit de fond permettant de minimiser la gêne provo-
quée par les conversations sur les postes de travail adjacents tout en limitant la gêne inhérente à la
présence de ce bruit de fond. Ils ont ainsi établi qu’un bruit de fond à 45 dB(A) représente le meilleur
compromis. Un niveau beaucoup plus faible réduira significativement la confidentialité tout en aug-
mentant la gêne liée aux conversations adjacentes, et un niveau plus élevé (une limite de 48 dB(A)
est indiquée) augmentera la gêne liée au bruit de fond, et pourra même inciter à parler plus fort,
compensant ainsi tout gain de confidentialité.
Une autre étude de Bradley [34] a évalué l’effet de différentes modifications de design de bureaux
paysagés (absorption et hauteur des panneaux entre postes de travail, taille du poste de travail, ...) sur
les métriques d’intelligibilité (AI, SII et STI), et donc sur la confidentialité induite par ces conditions.
Il est apparu que la hauteur de panneau est le paramètre ayant le plus d’influence sur l’intelligibilité.
3.3 Contexte attentionnel lié à l’environnement sonore
3.3.1 Effet « cocktail party »
Un aspect particulier de l’audition a fait l’objet de très nombreuses études depuis qu’il a été mis
en évidence. Il s’agit de la capacité d’un auditeur à focaliser son attention sur un évènement ou mes-
sage sonore – auditory event – particulier parmi plusieurs autres. Cette capacité est celle qui est mise
à contribution lorsque l’on tente d’écouter un locuteur dans un environnement bruyant ou parmi
d’autres locuteurs « interférents ». Cette particularité de l’audition est couramment nommée l’effet
cocktail party. Cet effet a été pour la première fois mis en évidence par Cherry [42, 43], et est toujours
étudié aujourd’hui. À l’origine, l’étude de ce phénomène avait pour motivation la résolution des pro-
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blèmes rencontrés par les contrôleurs du trafic aérien dans les tours de contrôle. Ceux-ci recevaient
alors les messages provenant de différents pilotes sur un seul haut-parleur. En conséquence, la tâche
consistant à distinguer les voix des pilotes s’avérait particulièrement difficile.
De nombreuses études ont mis en évidence que la détection d’un signal, et donc l’attention qu’on
lui porte, dans un environnement bruité est fortement liée au caractère binaural de notre audition :
« One of the most striking facts about our ears is that we have two of them – and yet we hear one acous-
tic world ; only one voice per speaker 4 » [43]. Il s’avère que notre capacité de détection est bien plus
élevée avec deux oreilles (présentation dichotique) qu’avec une seule (présentation monotique) 5. Il
a été montré que l’écoute binaurale peut améliorer le seuil de détection jusqu’à 25 dB BLMD – Bi-
naural Masking Level Difference – dans des conditions idéales par rapport à l’écoute monaurale [47].
Cet état de fait permet d’expliquer en partie l’effet cocktail party, car la différence d’angle d’incidence
entraîne un masquage moins important du signal cible par le signal interférant [24].
3.3.2 Attention et perception en contexte multi-tâche
L’observation des travaux effectués sur l’intelligibilité de la parole et le cas particulier de l’effet
cocktail party ont révélé les particularités de la perception humaine lorsque l’on est face à plusieurs
stimuli simultanés. Toutefois, dans le champ d’application abordé jusqu’ici, les stimuli, que l’on peut
à ce stade différencier en cibles et perturbateurs, font appel à la même capacité sensorielle, l’audition.
Par conséquent, si une partie du traitement de l’information est dévolue aux capacités cognitives de
notre cerveau, certains aspects propres à la modalité auditive de notre perception entrent également
en jeu, et permettent de fournir d’importants indices facilitant l’identification des sources (masquage
binaural notamment).
Par ailleurs, l’étude de tels phénomènes soulève également la question des capacités attention-
nelles humaines, c’est-à-dire en l’occurrence l’aptitude à focaliser son écoute sur une ou plusieurs
sources sonores et faire abstraction des autres. Néanmoins, il est fréquent, dans un contexte envi-
ronnemental réaliste, que l’on doive traiter des informations provenant de stimuli de différentes na-
tures, et pas uniquement sonores. De plus, nous ne nous contentons pas d’être passifs vis-à-vis de
la perception multi-sensorielle de notre environnement, mais nous interagissons avec lui, ajoutant
par exemple la gestion de fonctions motrices aux tâches incombant à notre cortex cérébral déjà bien
occupé.
Or, lors d’expériences auditives telles que celles introduites en section 2.3, on demande aux audi-
teurs d’émettre un jugement ponctuel sur un son, tandis qu’ils n’ont en principe aucune autre source
de distraction. Ces conditions expérimentales particulières les incitent par conséquent à focaliser
leur attention sur le son écouté. Ce phénomène est renforcé par la durée, souvent courte – quelques
secondes tout au plus –, des sons, n’autorisant pas les auditeurs à laisser leur concentration dévier du
son émis. Le contexte environnemental ainsi reproduit n’est pas représentatif de la réalité, où, d’une
part, les sons – et plus particulièrement ceux étudiés ici – peuvent durer bien plus que quelques se-
condes, et, d’autre part, leur écoute est concomitante à la perception d’autres types de stimulus, so-
nores ou non, et à la réalisation de tâches plus ou moins accaparantes. Ces derniers éléments sont
particulièrement importants lorsque l’on tente d’établir une mesure perceptive pertinente dans les
4. « Un des aspects les plus frappants concernant nos oreilles est que nous en avons deux – et pourtant, nous entendons
un seul monde acoustique ; une seule voix par locuteur »
5. L’écoute monotique ou monaurale consiste à présenter un signal à une seule oreille, tandis que l’écoute dichotique
consiste à présenter des signaux différents aux deux oreilles, ce qui correspond à une condition d’écoute proche de la réalité.
On parle aussi parfois d’écoute diotique où on présente aux deux oreilles le même signal. Cette condition expérimentale
correspond dans la réalité au cas particulier où la source sonore est située dans le plan médian de la tête, et ne véhicule
donc, comme l’écoute monotique, aucun indice spatial sur l’environnement sonore
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conditions écologiques que sont celles de l’usage de STA. Il est donc spécialement important de s’in-
téresser à la problématique de la méthodologie expérimentale permettant d’obtenir des évaluations
perceptives représentatives du contexte environnemental des sons étudiés.
La notion d’attention est déjà en soi un sous-domaine de la psychologie cognitive ayant généré
une littérature fournie (voir notamment les travaux de Pashler [117, 118], pour plus de détails). Dans
le cadre de la problématique que nous nous posons, on peut trouver plus spécifiquement dans la lit-
térature quelques études ambitionnant d’aborder le design sonore en général, en prenant en compte
l’attention de l’auditeur dans la procédure expérimentale. On peut tout d’abord citer l’étude de Brad-
ley et Gover [35], déjà évoquée en section 3.2.3. En effet, cette étude rapporte les résultats d’une ex-
périence d’évaluation de la distraction provoquée par différentes conditions d’intelligibilité de la pa-
role et de bruit de fond, vis-à-vis de tâches accaparantes d’édition de texte et de calcul simple. Ces
conditions d’expérience représentent un premier exemple d’évaluation perceptive obtenue dans un
contexte où l’attention de l’auditeur est détournée du son.
Nous pouvons également citer une étude similaire d’Ebissou et al. [48], beaucoup plus récente. En
effet, cette étude aborde également la question de l’influence de l’intelligibilité sur la performance des
auditeurs dans un contexte de bureau paysagé. Lors de l’expérience réalisée, les auditeurs devaient
réaliser une tâche de mémorisation de séquences de chiffres. Pendant la réalisation de cette tâche,
les auditeurs entendaient une séquence mélangeant les voix de plusieurs locuteurs (de sorte qu’au-
cun message ne soit compréhensible), dont on faisait varier par modélisation la valeur du STI (voir
section 3.2.2). À la fin de chaque session de mémorisation, les auditeurs devaient évaluer, au travers
de différentes questions, la difficulté qu’ils avaient éprouvée à réaliser cette tâche de mémorisation.
Les résultats de cette expérience ont mis à jour une distinction de deux groupes d’auditeurs, qui ma-
nifestaient des tendances de performance différentes : dans le premier groupe, la performance des
auditeurs ne semblait pas évoluer avec la valeur du STI, tandis que dans le second, elle diminuait
quelque peu lorsque le STI augmentait. L’analyse des évaluations des auditeurs a également révélé
que, d’une part ceux du premier groupe évaluaient globalement la tâche comme moins difficile que
ceux du second, et d’autre part, pour les deux groupes, la difficulté de la tâche n’était jugée plus im-
portante qu’entre des valeurs extrêmes de STI. Si la problématique de cette étude est assez éloignée
de la notre, elle offre encore un excellent exemple d’étude de l’effet indirect de stimuli sonores sur la
réalisation d’une tâche accaparant l’attention des auditeurs.
Les travaux de thèse de Suied sur l’urgence véhiculée par le son, et plus particulièrement une
étude évaluant le temps de réaction en contexte attentionnel dévié [139], représentent également un
exemple d’expérience incorporant une tâche accaparant l’attention des auditeurs. Si le but de cette
étude n’est pas en rapport avec la présente problématique, la procédure expérimentale utilisée n’est
pas dénuée d’intérêt. La tâche demandée aux auditeurs était de réagir le plus rapidement possible à
différents stimuli censés véhiculer l’urgence, tout en ayant en permanence à suivre, avec la souris de
l’ordinateur maniée de leur main non-dominante, un point se déplaçant sur l’écran. Outre la mesure
du temps de réaction des auditeurs, les auteurs ont également observé le degré de performance de
chacun d’eux à accomplir la tâche accaparant son attention, c’est-à-dire le suivi du point l’écran, sous
forme d’une distance moyennée dans le temps entre le point et le curseur de la souris.
Une étude plus ancienne de Susini et McAdams [140] a également mis au point une procédure
expérimentale permettant de comparer les résultats d’une expérience d’estimation de sonie globale
de longues séquences sonores non-stationnaires dans différents contextes attentionnels. Le premier
contexte attentionnel était la condition témoin, où l’on demande à l’auditeur d’évaluer en temps réel
la sonie de la séquence au fur et à mesure que celle-ci est lue, avant d’estimer la sonie globale de la
3.3. CONTEXTE ATTENTIONNEL LIÉ À L’ENVIRONNEMENT SONORE 71
séquence. Cette condition était considérée comme la condition témoin, car elle forçait l’auditeur à
focaliser son attention sur le son. Une deuxième condition consistait simplement à écouter chaque
séquence, sans tâche subsidiaire, et à en estimer la sonie globale à la fin de la lecture. Enfin, la der-
nière condition était celle où l’attention de l’auditeur était volontairement déviée du son : de manière
similaire à l’étude précédemment citée de Ebissou et al. [48], l’auditeur devait, pendant la lecture du
son, mémoriser puis taper au clavier une séquence de trois chiffres apparaissant successivement à
l’écran.
Enfin, Gros et al. [67] ont également comparé des résultats obtenus dans deux contextes atten-
tionnels différents. Leur étude présente une série d’expériences dont le but était d’évaluer, dans dif-
férentes situations, la qualité audio d’un signal de parole ponctuellement dégradé à différents degrés.
La comparaison effectuée entre deux de ces situations paraît particulièrement intéressante dans le
présent contexte. Dans la première situation, des paires d’auditeurs devaient converser par le biais
d’un système de communication (dont la qualité était volontairement altérée par instant) selon des
scénarii prédéfinis, puis évaluer en fin de conversation la qualité globale de la communication. Dans
la seconde situation, d’autres auditeurs devait écouter des séquences de signal de parole (également
dégradées ponctuellement), et évaluer la qualité du signal audio, d’une part en temps réel pendant
la lecture de la séquence, et d’autre part, à la fin de sa lecture, d’un point de vue global cette fois-ci.
Ainsi, si la seconde situation reproduit un contexte d’écoute attentive (imposé par le suivi en temps
réel de la qualité perçue), la première situation reproduit bien un contexte d’écoute où l’attention
des auditeurs est quelque peu déviée en leur imposant de participer à une conversation, même si
celle-ci est prédéfinie. Les conclusions de la comparaison des jugements des auditeurs pour ces deux
situations étaient que les jugements n’étaient que peu significativement différents entre les deux si-
tuations, mais que celle de conversation entraînait une gamme de valeurs de qualité légèrement plus
faible et des écarts-types entre auditeurs plus importants. Si le type de procédure utilisée dans le but
de modifier le contexte attentionnel au cours de cette étude n’a que peu de rapport avec notre problé-
matique, les conclusions obtenues peuvent revêtir un certain intérêt dans notre cas, car elles portent
sur des jugements de qualité sonore.
Dans un souci de synthèse, il convient de comparer les objectifs et les démarches des études pré-
cédemment citées. Nous constatons notamment que :
– Trois d’entre elles – Bradley et Gover [35], Ebissou et al. [48] et Suied et al. [139] – comparent
une évaluation perceptive 6 en contexte d’écoute distraite, avec une mesure objective (la per-
formance des auditeurs dans la tâche subsidiaire – mémorisation des séquences de chiffres
pour Bradley et Gover et Ebissou et al., et suivi de point à l’écran pour Suied et al.).
– Deux autres – Susini et McAdams [140] et Gros et al. [67] – tentent notamment de comparer
deux évaluations perceptives, l’une dans un contexte référence d’écoute attentive des stimuli,
et l’autre dans un contexte d’écoute distraite où l’attention des auditeurs est centrée sur tâche
subsidiaire.
Dans le cadre de notre problématique générale, il semble que la seconde comparaison citée repré-
sente l’objectif primordial, puisque notre questionnement concerne principalement la pertinence de
l’évaluation perceptive en contexte d’écoute attentive. Cependant, dans le cadre de l’évaluation de la
qualité sonore des STA, la mesure de la performance d’auditeurs en contexte d’écoute distraite n’est
pas dénuée d’intérêt.
6. On pourrait toutefois objecter que le calcul du temps de réaction n’est pas une mesure perceptive à proprement
parler.
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3.4 Démarche adoptée dans le cadre de cette thèse
La large variété, évoquée en introduction de ce chapitre, de facteurs environnementaux ayant
potentiellement une influence sur la qualité sonore perçue impose de les hiérarchiser lorsque l’on
considère un type particulier de sons de l’environnement. Ainsi, le contenu de ce chapitre s’est fo-
calisé sur trois éléments, que nous jugeons les plus importants dans le cadre de l’étude de la qualité
sonore des STA : l’acoustique des salles, l’intelligibilité de la parole et le contexte attentionnel. La
sélection de ces trois éléments découle du lieu typique d’installation des STA considérés, c’est-à-dire
des bureaux de différentes tailles et configurations. Ce contexte particulier implique que les sons sont
perçus en intérieur, où règne nécessairement une forme de réverbération, dont l’effet sur le son n’est
bien entendu pas négligeable. Il nous amène également à nous intéresser à la relation qui existe entre
l’environnement sonore, dont les STA font partie, et l’activité des usagers. Celle-ci peut inclure une
communication orale sous différentes formes (téléphone, réunion, . . .) entre ces derniers. Ce dernier
point incite à considérer également la problématique de l’intelligibilité de la parole. En d’autres cir-
constances, l’activité des usagers peut aussi se traduire par la réalisation par les usagers de tâches
d’un autre ordre, excluant au contraire toute forme de communication, et impliquant un certain de-
gré de concentration que l’environnement sonore peut contrarier.
Dans le cadre de cette thèse, il semble toutefois difficile d’aborder de manière satisfaisante ces
trois points en même temps. Bien que les éléments bibliographiques exposés au cours de ce chapitre
montrent que ces trois facteurs ne sont pas sans rapport entre eux, il est nécessaire de pouvoir obser-
ver avec précision leur influence respective sur la qualité sonore perçue des STA, avant d’envisager de
s’intéresser à une possible interaction de ces facteurs. Dans le cadre de cette thèse, nous avons pris le
parti les aborder séparément, l’étude de leur possible interaction faisant plutôt office de perspective.
Ainsi, chacun d’eux implique une approche expérimentale différente. Il est donc nécessaire de consi-
dérer quels facteurs parmi les trois ciblés dans ce chapitre représentent les points d’intérêt les plus
pertinents dans le présent contexte.
Nous considérons bien entendu qu’il est presque indispensable de commencer par évoquer la
problématique de l’acoustique des salles. En effet, les travaux exposés dans les chapitres 5, 6 et 7
aborde l’évaluation de la qualité sonore à l’aide d’enregistrements anéchoïques. Cette particularité
est rendue nécessaire par la grande variété de configurations de salle possibles dans lesquelles sont
installés les STA. Ainsi, les études exposées dans ces chapitres sont centrées autour des sources so-
nores que sont les STA, afin d’éviter d’obtenir des résultats dont la validité ne dépasserait pas le cadre
d’une configuration de salle choisie arbitrairement. Néanmoins, il importe également de considérer
le son de STA tel qu’il parvient aux oreilles des auditeurs, en considérant les quelques configurations
de salle les plus représentatives et les réverbérations produites, et d’observer à quel point la qualité
sonore perçue s’en trouve modifiée. Cette étude fait l’objet du chapitre 8
Parmi les deux éléments restants du contexte environnemental, il pourrait être intéressant de lier
la qualité sonore perçue des STA avec leur propension à perturber l’intelligibilité de la communi-
cation orale qui peut devoir intervenir typiquement dans un bureau. Toutefois, les travaux exposés
en section 3.2.3 sur le lien entre intelligibilité et confidentialité montrent que la relation entre qua-
lité sonore et intelligibilité, que l’on pourrait intuitivement supposer proportionnelle, est peut-être
plus complexe. En effet, certains travaux y préconisent un niveau suffisant de bruit de fond, dans le
cadre duquel entre le son de STA, afin d’assurer une faible intelligibilité, favorisant ainsi une forme
de confidentialité. Cela signifie que la forme de confort sonore que reflète le degré de confidentialité
est ponctuellement inversement proportionnelle à l’intelligibilité. Par ailleurs, il semble difficile de
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parler d’intelligibilité sans considérer également la réverbération, ce qui va à l’encontre de notre vo-
lonté initiale de considérer séparément les différents facteurs susceptibles d’influer la qualité sonore
perçue des STA. Pour toutes ces raisons, nous avons jugé que l’étude de la qualité sonore des STA
vis-à-vis de l’intelligibilité ne représentait pas une priorité, elle n’a donc finalement pas été abordée
dans le cadre de cette thèse.
Nous avons donc préféré nous concentrer sur le dernier point, qui concerne le contexte atten-
tionnel. En effet, s’il existe de nombreuses études abordant la problématique de l’intelligibilité et plu-
sieurs modèles dont le but est de quantifier cette dernière (voir sections 3.2.1 et 3.2.2 à ce sujet), la lit-
térature est beaucoup moins fournie en ce qui concerne le lien entre qualité sonore perçue et contexte
attentionnel des auditeurs. Seules quelques études mentionnées en section 3.3.2 mentionnent l’em-
ploi de procédures expérimentales de mesure de perception sonore en contexte multi-tâche, mais le
but des études correspondantes est souvent assez éloigné de la problématique de l’évaluation de la
qualité sonore. Cependant, les méthodologies employées, et notamment les deux types de démarche
mis en évidence en fin de section, ne sont pas dépourvues d’intérêt dans notre cas. La question de
l’influence du contexte attentionnel représente donc, à nos yeux, une problématique pertinente et




Perception des sons de STA : étude du
timbre et prédiction des préférences
Cette partie du document expose les travaux réalisés dans le but d’établir une métrique de qualité
sonore des STA. Le chapitre 4 détaille le protocole d’enregistrement des échantillons sonores et les
STA enregistrés, afin de construire une base de données sonores . Le chapitre 5 décrit l’identification
des différentes familles de sons de STA qui constitue la base de données sonores, afin d’établir un
corpus sonore de travail. Le chapitre 6 expose l’étude du timbre afin d’identifier les attributs auditifs
pertinent pour les sons de STA. Enfin, le chapitre 7 présente le travail réalisé dans l’optique d’établir
une métrique de qualité sonore sur la base des descripteurs du timbre.

Chapitre 4
Enregistrement de sons de STA
Ce chapitre présente la méthodologie de prise de son employée pour enregistrer le son émis par
différents STA. La section 4.1 présente le protocole général de prise de son qui a été utilisé pour l’en-
semble des enregistrements. La section 4.2 présente les détails pratiques liés à l’enregistrement des
différents types de STA fourni par le partenaire industriel (CIAT). Enfin la section 4.3 offre quelques
points de discussion sur cet ensemble d’enregistrements vis-à-vis de la problématique de cette thèse.
4.1 Protocole de prise de son
4.1.1 Condition anéchoïque d’enregistrement
Tous les enregistrements ont été effectués dans une chambre semi-anéchoïque, c’est-à-dire où les
parois sont traitées de telle sorte qu’elles absorbent au maximum l’énergie acoustique les atteignant,
afin de réduire la réverbération au minimum (toutefois, le sol de la pièce n’était pas traité). La raison
d’être d’une telle condition d’enregistrement est que les environnements spatiaux dans lesquels sont
perçus les sons peuvent varier de manière significative, et enregistrer les sons dans une situation par-
ticulière invaliderait certainement les résultats obtenus lorsque l’on considère une autre situation.
De plus, si la condition anéchoïque n’est certainement pas la plus fréquente dans la nature – d’autant
plus lorsque l’on considère des sons de STA –, elle a l’avantage de procurer des signaux enregistrés
facilement manipulables à posteriori. En effet, il est plus facile de passer par simulation d’un son
enregistré en condition anéchoïque à un son représentant la façon dont il serait perçu dans une si-
tuation (non-anéchoïque) particulière – on parle d’auralisation (voir section 8.2) –, que de remplacer
l’effet d’une condition particulière par une autre.
Une autre façon de voir les choses, est de considérer le son émis comme une quantité de don-
nées dont une partie va être « perdue » à chaque réflexion. Ainsi, lorsque le son parvient au récepteur
(auditeur) il est quantitativement « appauvri » par rapport à son état initial d’une manière propre
aux conditions (non-anéchoïques) dans lesquelles le son se propage. La partie du son « perdue » par
les réflexions pourrait ne pas l’avoir été dans une autre situation. Un son enregistré dans de telles
conditions ne permettrait pas de reconstruire le son tel qu’il aurait été perçu dans d’autres condi-
tions (bien qu’il soit en théorie possible de « déconvoluer » un signal non-anéchoïque). En revanche,
puisqu’un enregistrement anéchoïque contient toute « l’information » initiale du son, il est beaucoup
plus aisé de simuler une quelconque situation (non-anéchoïque) en retirant la partie de l’informa-
tion qui aurait été perdue lors des réflexions propres à cette situation. Cette analogie n’a ici qu’un but
pédagogique ; certains rétorqueraient sûrement que la réverbération n’appauvrit pas le son, mais au
contraire qu’elle l’ « enrichit ». Le propos ici n’est pas de discuter le bénéfice hédonique de la réverbé-
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ration, mais d’expliquer que l’enregistrement anéchoïque permet de conserver la nature intacte du
son tel qu’il est émis.
La salle semi-anéchoïque dans laquelle ont eu lieu les enregistrements était une cabine, isolée du
sol, mesurant 3,4 m sur 4,3 m. La hauteur était approximativement 2,5 m. Cette cabine était équipée
d’une porte, recouverte du même revêtement absorbant que les parois internes, au centre du côté le
plus long, et d’une ouverture dans un coin du côté le moins long afin de faire passer les câbles, à la
fois pour les STA et pour les microphones. Cette dernière ouverture était toutefois bouchée lors de
l’utilisation par un morceau du même revêtement absorbant que celui recouvrant les parois.
4.1.2 Matériel d’enregistrement utilisé
La photo en figure 4.1 présente la configuration d’enregistrement utilisée pour chaque enregis-
trement.
FIGURE 4.1 – Configuration des microphones pour l’enregistrement
Pour chaque STA considéré, plusieurs types d’enregistrements ont été effectués :
– Deux prises monophoniques ont été enregistrées par des microphones à directivité cardioïde
(afin de limiter l’influence des bruits extérieurs, l’isolation de la cabine n’étant pas parfaite,
et de la réverbération résiduelle). Le modèle de microphone utilisé est le C451B de la marque
AKG. Les deux prises effectuées avaient pour but d’enregistrer respectivement le son de dif-
fusion d’air et le son de reprise d’air (le microphone pour ce dernier n’apparaissant pas sur la
photo en figure 4.1). Ils ont été chacun placés en conséquence dans la pièce, sur un trépied, à
une distance approximative de 1 m de la bouche de diffusion ou de reprise d’air. Le microphone
pour la prise du son de diffusion d’air était orienté à l’horizontale et placé à 1,5 m su sol, tandis
que l’orientation et la position du second microphone dépendaient du type de système enre-
gistré. Ils étaient maintenus par un système de pince amortissante, limitant la transmission des
vibrations entre le trépied et chaque microphone.
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– Une prise stéréophonique a été enregistrée selon la technique ORTF. Cette technique met en
jeu deux microphones cardioïdes placés de sorte qu’ils forment un angle de 110° et que les cap-
sules des microphones soient distantes de 17 cm. Les mêmes modèles de microphone que pour
les enregistrements monophoniques (AKG C451B) ont été utilisés. L’installation ORTF était pla-
cée juste en dessous du microphone monophonique enregistrant le son de diffusion d’air (voir
figure 4.1). Ce système de microphones était placé à une hauteur de 1,4 m. Le son de reprise
d’air n’a pas été enregistré avec cette technique. Par ailleurs, il était en pratique impossible
d’utiliser la configuration ORTF avec les mêmes pinces amortissantes que pour les enregistre-
ments monophoniques, qui n’ont donc pas été utilisées.
– Un prise binaurale a également été réalisée à l’aide d’une tête artificielle du modèle Neumann
KU100, placée sous l’installation ORTF (voir figure 4.1) afin d’enregistrer le son de diffusion
d’air. La tête artificielle était placée face au système, à 1,2 m du sol. Le son de reprise d’air
n’a pas été enregistré par cette technique. L’enregistrement binaural a pour but de prendre
en compte lors de l’enregistrement l’influence de la présence de la tête d’une personne, voire
de son torse (pour certains modèles de tête artificielle autres que celui utilisé ici), sur le son
qu’il perçoit. En effet, lorsque que l’on écoute directement la source sonore, le son qui par-
vient jusqu’à nos oreilles est modifié par ces éléments de notre corps, tandis que lorsque l’on
écoute le son stéréophonique enregistré classiquement (technique ORTF ou autre) au travers
d’un casque, celui-ci ne retranscrit pas l’influence de nos membres. Cela signifie que les enre-
gistrements binauraux sont exclusivement réservés à une reproduction du son au casque. En
effet, dans le cas d’une reproduction de tels enregistrements sur haut-parleur, l’influence des
membres humains sera mise en jeu deux fois, une fois par la tête artificielle et une fois par la tête
de l’auditeur. On préférera alors une technique d’enregistrement stéréophonique classique.
Tous les microphones positionnés pour enregistrer le son de diffusion d’air étaient légèrement
décalés par rapport au flux d’air de sortie de l’appareil afin d’éviter les perturbations liées à l’écou-
lement d’air autour des capsules microphoniques. Par ailleurs, un morceau de moquette de 1,5 m
sur 1,5 m environ était placé sur le sol sous les systèmes d’enregistrement, afin de limiter l’effet des
réflexions les plus proches des microphones.
Enfin, tous les enregistrements, d’une dizaine de minutes environ, ont été effectués avec un or-
dinateur portable équipé du système d’exploitation Windows XP, et une interface audio externe RME
Fireface 400 (voir figure 4.2), à une fréquence d’échantillonnage de 88,2 kHz, et 24 bits de quantifica-
tion. Cette dernière ne propose que deux entrées analogiques préamplifiées, pour six autres entrées
analogiques. Étant donné que tous les microphones utilisés (tête binaurale comprise) nécessitent une
préamplification, un préamplificateur analogique RME Quadmic (voir figure 4.2) fournissant pour
quatre canaux une préamplification similaire à celle de l’interface audio a également utilisé. Les en-
trées préamplifiées de la carte ont été utilisées pour les microphones de la tête binaurale, tandis que
le préamplificateur externe a été utilisé pour les prises monophoniques et stéréophoniques ORTF.
4.2 Enregistrement pour les différents types de STA
Parmi l’ensemble des STA enregistrés, on peut identifier trois catégories :
– les systèmes carrossés, utilisés « en allège », c’est-à-dire fixés contre un mur ou contre le plafond ;
– les systèmes gainables, généralement installés en faux-plafond, raccordés à des interfaces de
diffusion ou de reprise d’air par des gaines ;
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FIGURE 4.2 – Photo de l’interface audio RME Fireface 400 (en bas) et du préamplificateur RME Quad-
mic (en haut)
– les systèmes type « cassette », semi-carrossés, le système étant installé dans le plafond directe-
ment derrière la grille de reprise et/ou de diffusion d’air.
Les trois sections suivantes détaillent les enregistrements pour ces trois types de système.
4.2.1 Systèmes carrossés, au sol
Quatre systèmes de ce type ont été enregistrés. Ces systèmes étaient posés au sol sur des supports
en bois pour remédier à une irrégularité notable du sol, et parce que la prise d’air sur ce type de
machines se fait par le dessous (voir figures 4.3 et 4.4). Les systèmes étaient disposés à distance des
parois et en biais par rapport à la pièce (c’est-à-dire qu’ils n’étaient pas parallèles à un mur de la
pièce), afin d’obtenir une densité d’énergie acoustique la plus homogène possible au sein de la salle
anéchoïque. Chacun de ces systèmes a été enregistré à 3 vitesses différentes de fonctionnement (voir
tableau D.1 en annexe pour plus de détails).
4.2.2 Systèmes gainables, suspendus
Neuf systèmes de ce type ont été enregistrés. Ces systèmes, censés être installés dans les faux-
plafonds, étaient suspendus à environ 1,8 m du sol sur une armature métallique utilisée pour l’occa-
sion (voir figures 4.5, 4.6, 4.7 et 4.8). Les systèmes étaient disposés à distance des parois et en biais
par rapport à la pièce (c’est-à-dire qu’ils n’étaient pas parallèles à un mur de la pièce), afin d’obtenir
une densité d’énergie acoustique la plus homogène possible au sein de la salle anéchoïque. Chacun
de ces systèmes a été enregistré à 3 vitesses différentes de fonctionnement à l’exception du système
GNB2 qui n’a été enregistré qu’aux 2 vitesses les plus élevées, car les vitesses inférieures étaient trop
silencieuses (voir tableau D.1 en annexe pour plus de détails).
4.2.3 Systèmes « cassettes », suspendus
Trois systèmes de ce type ont été enregistrés. Ces systèmes, censés être installés dans les faux-
plafonds, étaient suspendus à environ 1,8 m du sol sur une armature métallique utilisée pour l’oc-
casion (voir figures 4.9 et 4.10). Les systèmes étaient disposés à distance des parois et en biais par
rapport à la pièce (c’est-à-dire qu’ils n’étaient pas parallèles à un mur de la pièce), afin d’obtenir
une densité d’énergie acoustique la plus homogène possible au sein de la salle anéchoïque. Chacun
de ces systèmes a été enregistré à 3 vitesses différentes de fonctionnement à l’exception du système
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FIGURE 4.3 – Photo de l’installation pour l’en-
registrement du son du système CRS1 (voir ta-
bleau D.1 en annexe).
FIGURE 4.4 – Photo de l’installation pour l’en-
registrement du son du système CRS3 (voir ta-
bleau D.1 en annexe).
FIGURE 4.5 – Photo de l’installation pour l’en-
registrement du son du système GNB1 (voir ta-
bleau D.1 en annexe).
FIGURE 4.6 – Photo de l’installation pour l’en-
registrement du son du système GNB2 (voir ta-
bleau D.1 en annexe).
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FIGURE 4.7 – Photo de l’installation pour l’en-
registrement du son du système GNB4 (voir ta-
bleau D.1 en annexe).
FIGURE 4.8 – Photo de l’installation pour l’en-
registrement du son du système GNB5 (voir ta-
bleau D.1 en annexe).
FIGURE 4.9 – Photo de l’installation pour l’en-
registrement du son du système CST1 (voir ta-
bleau D.1 en annexe).
FIGURE 4.10 – Photo de l’installation pour l’en-
registrement du son du système CST2 (voir ta-
bleau D.1 en annexe).
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CST3 qui n’a été enregistré qu’aux 2 vitesses les plus élevées, car les vitesses inférieures étaient trop
silencieuses (voir tableau D.1 en annexe pour plus de détails).
4.3 Discussion
Cette session de mesure nous a donc permis d’enregistrer 16 STA différents. Chaque système a
été enregistré à 2 ou 3 vitesses différentes, et, dans le cas des enregistrements monophoniques uni-
quement, à deux positions différentes (reprise et diffusion d’air). Si l’on considère séparément les
enregistrements monophoniques, stéréophoniques et binauraux, nous avons trois corpus sonores
composés respectivement de 92 sons monophoniques, 46 sons stéréophoniques et 46 sons binau-
raux (voir tableau D.1 en annexe pour plus de détails). Ces corpus sont assez représentatifs des types
de STA actuellement disponibles sur le marché et des différentes conditions de fonctionnement pos-
sibles, même si les appareils enregistrés ici proviennent pour la plupart du même fabriquant.
Il est à noter toutefois que, dans un contexte réaliste d’installation du type particulier des STA gai-
nables, les circuits aérauliques de reprise et de diffusion d’air (liés à l’utilisation de gaines) induisent
un régime de fonctionnement différent de celui obtenu dans les conditions où les sons correspon-
dants ont été enregistrés. Cependant, une telle installation était en pratique irréalisable dans le cadre
de cette campagne de prises de sons, et nous avons souhaité garder une forme de cohérence avec les
enregistrements réalisés pour les autres types de STA, notamment par rapport au contexte de salle
(semi-)anéchoïque.
En outre, les enregistrements stéréophoniques sont théoriquement destinés à une reproduction
sur haut-parleurs, quand les enregistrements binauraux sont eux censés être reproduits dans un
casque audio. Étant donné qu’aucune expérience présentée dans cette thèse n’a été réalisée avec l’uti-
lisation de haut-parleurs (à l’exception d’une expérience utilisant une auralisation sur haut-parleurs,
mais nécessitant des enregistrements monophoniques, voir section 8.2), il n’était donc pas pertinent
d’utiliser ces enregistrements.
Quant aux enregistrements binauraux, ils ont été utilisés uniquement lors d’une expérience per-
ceptive d’évaluations du désagrément des sons de STA, en condition de sonie réelle (voir section 7.2).
À cette exception près, l’ensemble des travaux présentés ici ont portés sur les enregistrements mono-
phoniques, et ceci deux raisons principales :
– La très grande majorité des descripteurs acoustiques et psychoacoustiques existants, et no-
tamment ceux présentés en section 2.3.3 que l’ont tente ici de relier à la qualité sonore perçue,
sont définis sur un signal sonore monophonique. Ils ne prennent pas en compte l’éventualité
d’un signal multicanal. Bien qu’il soit évidemment possible d’évaluer ces descripteurs pour les
deux oreilles, il n’existe pas de règles unanimement définies concernant la façon d’intégrer les
couples de descripteurs obtenus.
– Un des objectifs principaux est d’étudier l’influence de paramètres d’acoustique des salles sur
la qualité sonore perçue. Dans le cadre de cette étude, il a été entrepris de comparer les résul-
tats obtenus en condition anéchoïque – où donc, par définition, le même signal sonore doit
être perçu par les deux oreilles, pourvu que l’on suppose la position de la source dans le plan
médian de l’auditeur 1 – avec ceux obtenus en condition auralisée, sachant que l’algorithme
d’auralisation utilisé pour générer les sons auralisés est applicable uniquement sur des sons
monophoniques (voir chapitre 8 et la section 8.2 plus particulièrement).
1. La localisation de la source ne fait pas partie des problématiques abordées dans le cadre de cette thèse.

Chapitre 5
Identification des familles de sons de STA :
constitution du corpus de travail
Ce chapitre présente l’étude réalisée afin, dans un premier temps, d’identifier les différentes fa-
milles de sons qui constituent l’ensemble des enregistrements réalisés, et décrit dans le chapitre 4,
et dans un second temps, de sélectionner un corpus réduit de travail. La section 5.1 présente tout
d’abord la problématique générale de cette étude. La section 5.2 présente le protocole expérimental
utilisé afin de réaliser une expérience de catégorisation libre. La section 5.3 présente l’analyse des
résultats de cette expérience en termes de classification hiérarchique des familles de sons. Enfin, la
section 5.4 expose la discussion que soulèvent les résultats de cette étude, en termes de familles de
sons ainsi identifiées et de corpus réduit sélectionné.
5.1 Problématique
La campagne de mesure décrite dans le chapitre 4 nous a permis d’obtenir un ensemble de 92 en-
registrements monophoniques de sons de STA (les enregistrements stéréophoniques et binauraux ne
sont pas considérés ici pour les raisons évoquées en section 4.3). Cet ensemble est relativement repré-
sentatif de la variété de STA et de conditions de fonctionnement que l’on peut rencontrer. Toutefois,
au regard des études publiées dans la littérature sur l’évaluation de la qualité des sons de l’environ-
nement (voir section 2.3), on s’aperçoit que les méthodologies expérimentales utilisées nécessitent,
pour des raisons pratiques de réalisation des expériences, des effectifs bien inférieurs. La plupart
d’entre elles sont conduites sur des corpus incluant entre 10 et 20 éléments.
Par ailleurs, les enregistrements réalisés incluent plusieurs prises (entre 4 et 6) de mêmes STA, à
différentes positions et à différentes vitesses de fonctionnement (voir tableau D.1 en annexe). Il est
donc fort probable que beaucoup d’entre eux présentent une forte similarité et que l’ensemble de
sons ne soit pas exempt de redondances.
Pour ces raisons, il est nécessaire de réduire notre corpus à un échantillon d’une taille similaire
à la taille des corpus utilisés dans la littérature et suffisamment représentatif de la variété de sons
enregistrés. Il est importe également que la représentativité de l’échantillon recherché soit établie
d’une manière qui soit valide perceptivement. Pour ce faire, nous devons donc utiliser une démarche
d’identification des principales familles de sons constituant notre corpus de travail. Ceci peut être
réalisé au moyen d’une expérience dite de catégorisation libre, qui consiste à regrouper les sons en
familles (catégories) en fonction de leur similarité, les critères de similarité et la structure du regrou-
85
86 CHAPITRE 5. IDENTIFICATION DES FAMILLES DE SONS DE STA
pement (nombre et taille des catégories) étant laissés libres au participant. Cette opération permettra
à terme d’échantillonner les différentes catégories moyennes (sur l’ensemble des participants) afin
de construire un corpus réduit représentatif de la variété de sons à disposition.
Cette stratégie peut paraître contradictoire avec certaines conclusions de l’étude bibliographique
réalisée qui concerne l’identification de la source sonore (voir section 2.2). Ces conclusions stipulent
notamment qu’une structure catégorielle de description des sons, telle que l’on obtient communé-
ment à l’issue d’une expérience de catégorisation libre, convient pour décrire l’identification du type
de source sonore, lorsque les sons du corpus considéré correspondent à différentes causes physiques.
À l’inverse, lorsque les sons correspondent à un type unique de source physique, ce qui est le cas ici,
une structure de description continue et multidimensionnelle est adéquate. Cependant, outre le fait
que ce type de description représente également un objectif de cette thèse et fait l’objet du chapitre 6,
il est obtenu le plus souvent au travers d’une étude du timbre (voir section 2.1), incluant par exemple
une expérience de mesure de similarités. Ce type d’étude, tout comme pour l’étude de la qualité so-
nore – dont elle fait souvent partie –, implique l’obtention d’un corpus de travail dont l’effectif se
situe d’habitude également entre 10 et 20 sons. Ainsi, il est, d’un point de vue pratique, indispensable
d’identifier les famille de sons constituant notre corpus pour réaliser les travaux subséquents.
5.2 Protocole expérimental de catégorisation libre
5.2.1 Stimuli
Nous disposons de 92 sons monophoniques de STA (voir section 4.3 et tableau D.1 en annexe).
Toutefois, bien qu’une expérience de catégorisation libre puisse être conduite sur un nombre plus
élevé de sons que beaucoup d’autres types d’expérience (et plus particulièrement ceux décrits dans
les chapitres suivants), cet effectif est encore trop important. Il serait raisonnable de le réduire de
moitié, soit une cinquantaine d’éléments.
Toutefois, compte tenu de la présence d’un léger bruit de fond dans les enregistrements effectués
à l’aide des microphones AKG (voir section 4.2), une quinzaine de sons environ présentaient un rap-
port signal-sur-bruit trop faible, au point de rendre le bruit de fond audible au travers du son de STA
(notamment à basses vitesses). Ils ont par conséquent été retirés du corpus.
Parmi les sons restants, nous devons en sélectionner une cinquantaine. L’idée étant principale-
ment de comparer les différents STA (au nombre 16), il nous a semblé raisonnable de sélectionner
trois enregistrements différents pour chaque STA, pour porter le total à 48 sons. La sélection a été
effectuée de sorte à avoir pour chaque STA au moins un enregistrement à chacune des deux posi-
tions (reprise et diffusion d’air), et au moins deux vitesses différentes de fonctionnement. De plus,
nous souhaitions avoir au total une représentation équivalente des enregistrements à une position
par rapport à l’autre.
Enfin, étant donné que la sonie est l’attribut auditif prépondérant de la perception comme le
montrent les études de qualité sonore mentionnées en section 2.3, il est fort probable que les re-
groupements de sons seront principalement dirigés par le percept de sonie si les sons manifestent
ne serait-ce que de faibles variations de ce paramètre. Compte tenu des différences de niveau so-
nore émis par les STA enregistrés, un tel phénomène est très susceptible de se produire avec les sons
obtenus.
Or, il est important ici que les regroupements de sons ne se fassent pas sur la base du niveau
sonore ; on s’intéresse plutôt aux différentes catégories de timbre. Le corpus de sons a donc subi une
5.2. PROTOCOLE EXPÉRIMENTAL DE CATÉGORISATION LIBRE 87
égalisation en sonie, c’est-à-dire qu’un facteur multiplicatif a été appliqué à chaque signal sonore de
sorte à ce que tous les sons soient perçus avec le même niveau sonore. Toutefois, compte tenu de la
taille du corpus en question, il semble difficilement envisageable d’obtenir ce jeu de facteurs à l’aide
d’une égalisation en sonie par la procédure expérimentale décrite en section 8.3.3, où on demande
aux participants de régler le niveau de chaque son afin qu’il soit perçu comme aussi « fort » qu’un
son de référence 1. En conséquence, le corpus à été égalisé en sonie par rapport au modèle de sonie
de Zwicker et Fastl [162]. Cela signifie que la sonie n’est pas ici « mesurée » par des auditeurs, mais
calculée à partir du modèle.
La sonie étant un paramètre dont la relation avec le signal sonore est notablement non-linéaire,
il est presque impossible de trouver analytiquement le facteur multiplicatif entre deux signaux audio
permettant de les égaliser en sonie. Une procédure itérative a donc été mise au point afin de faire
converger la sonie – au sens du modèle de Zwicker et Fastl – d’un son à égaliser Neg al vers celle d’un
son de référence Nr e f . Le son de référence choisi – GNB2 v1 dif, voir tableau 5.1 – est celui dont le
maximum de la valeur absolue du signal était le plus faible, afin d’éviter tout problème de clipping 2
lors de l’application de facteurs multiplicatifs. À chaque pas d’itération, le signal audio du son à égali-
ser est multiplié par le rapport Nr e f /Neg al . L’itération s’arrête lorsque l’on parvient par cette méthode
à un ratio de sonie tel que |1−Nr e f /Neg al | ≤ 0.01. Il a par ailleurs été vérifié par l’expérimentateur à la
suite de cette procédure qu’aucun des sons du corpus ne présentait de différence de sonie manifeste
à l’oreille avec les autres.
Compte tenu de la nature relativement stationnaire des sons enregistrés, la durée des échantillons
est de 5 secondes. Le détail du corpus égalisé en sonie est exposé dans le tableau 5.1. Il s’agit donc de
48 sons monophoniques égalisés en sonie, d’une durée fixe de 5 secondes.
5.2.2 Participants
21 auditeurs volontaires (15 hommes, 6 femmes, entre 20 et 29 ans), n’ayant pas fait mention d’un
problème majeur d’audition, ont pris part à cette expérience de catégorisation libre.
5.2.3 Matériel
L’expérience a été réalisée grâce à une interface graphique programmée en MATLAB programmée
par Vincent Rioux à l’IRCAM (figures 5.1 et 5.2). Les sons ont été diffusés par une interface RME Fi-
reface 400 dans un casque ouvert Sennheiser HD650 3. Le mode de reproduction sonore sur casque
a été employé car c’est le seul qui garantit d’obtenir une écoute diotique (signal identique dans les
deux oreilles). L’expérience a eu lieu dans une salle traitée acoustiquement pour être isolée des bruits
extérieurs.
5.2.4 Procédure
Au début de l’expérience, les participants ont reçu une consigne écrite, retranscrite en section E.1
en annexe, leur expliquant le contexte de l’étude, la nature des sons étudiés et la tâche à accomplir.
1. En effet, les participants auraient alors à effectuer 47 réglages (un son est pris comme référence et n’est donc pas à
égaliser) ce qui représente une tâche assez lourde pour une expérience que l’on peut qualifier de subsidiaire.
2. Saturation du signal quand les valeurs de celui-ci dépassent la gamme de valeurs autorisée par son format ({−1;1}
dans la cas d’un fichier wave)
3. Un casque ouvert est un casque qui permet au son d’entrer et de sortir librement, par opposition au casque fermé
qui isole l’auditeur des sources de bruits extérieurs. Dans une même gamme de produits, les casques ouverts sont souvent
considérés comme plus précis.
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CRS1 1 diffusion CRS1 v1 dif
CRS1 2 diffusion CRS1 v2 dif
CRS1 2 reprise CRS1 v2 rep
CRS2 1 reprise CRS2 v1 rep
CRS2 2 diffusion CRS2 v2 dif
CRS2 5 reprise CRS2 v5 rep
CRS3 1 diffusion CRS3 v1 dif
CRS3 1 reprise CRS3 v1 rep
CRS3 3 reprise CRS3 v3 rep
CRS4 2 diffusion CRS4 v2 dif
CRS4 2 reprise CRS4 v2 rep






GNB1 3 reprise GNB1 v3 dif
GNB1 3 diffusion GNB1 v3 rep
GNB1 6 reprise GNB1 v6 dif
GNB2 1 diffusion GNB2 v1 dif
GNB2 1 reprise GNB2 v1 rep
GNB2 2 reprise GNB2 v2 rep
GNB3 2 diffusion GNB3 v2 dif
GNB3 2 reprise GNB3 v2 rep
GNB3 3 diffusion GNB3 v3 dif
GNB4 1 diffusion GNB4 v1 dif
GNB4 2 diffusion GNB4 v2 dif
GNB4 2 reprise GNB4 v2 rep
GNB5 2 diffusion GNB5 v2 dif
GNB5 2 reprise GNB5 v2 rep
GNB5 3 reprise GNB5 v3 rep
GNB6 1 diffusion GNB6 v1 dif
GNB6 1 reprise GNB6 v1 rep
GNB6 2 diffusion GNB6 v2 dif
GNB7 2 reprise GNB7 v2 rep
GNB7 4 diffusion GNB7 v4 dif
GNB7 4 reprise GNB7 v4 rep
GNB8 2 diffusion GNB8 v2 dif
GNB8 2 reprise GNB8 v2 rep
GNB8 3 reprise GNB8 v3 rep
GNB9 2 diffusion GNB9 v2 dif
GNB9 4 diffusion GNB9 v4 dif





CST1 2 diffusion CST1 v2 dif
CST1 3 diffusion CST1 v3 dif
CST1 3 reprise CST1 v3 rep
CST2 1 diffusion CST2 v1 dif
CST2 1 reprise CST2 v1 rep
CST2 2 reprise CST2 v2 rep
CST3 1 diffusion CST3 v1 dif
CST3 1 reprise CST3 v1 rep
CST3 2 reprise CST3 v2 rep
TABLE 5.1 – Corpus sonore utilisée dans l’expérience de catégorisation libre (voir aussi tableau D.1 en
annexe).
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Cette dernière consistait à regrouper les sons en fonction de leur ressemblance acoustique. Sur l’in-
terface de cette expérience (voir figure 5.1), les 48 sons sont représentés par des points rouges dispo-
sés et numérotés de manière aléatoire de 1 à 48 (la numérotation aléatoire étant toutefois commune
à tous les participants). Le participant peut à sa guise écouter les sons dans l’ordre qu’il souhaite et
autant de fois qu’il le désire en double-cliquant sur les points rouges. La tâche à réaliser est alors
de regrouper graphiquement les points rouges en « paquets » représentant les différentes familles de
sons identifiées, et de déclarer chacune d’elle afin qu’elles apparaissent dans la liste sur la gauche de
l’interface (voir figure 5.2 en guise d’aperçu de l’interface en fin d’expérience).
FIGURE 5.1 – Interface graphique de l’expérience de catégorisation libre dans son état initial. Les
points rouges cliquables et déplaçables représentent les 48 sons. Les boutons en bas à droite et à
gauche permettent respectivement de déclarer un groupe et d’en annuler la sélection.
Il doit être précisé ici que chaque son (point rouge) doit être placé dans une famille (« paquet »)
et une seule. Cela signifie que la classification demandée à chaque participant n’est constituée que
d’un seul niveau hiérarchique (pas de « sous-familles » de sons pour un même participant), bien que
la consigne ne le mentionne pas en ces termes par souci de clarté. En d’autres termes, on demande
à chaque participant une « liste » de familles de sons, non-hiérarchisée. La hiérarchie qui sous-tend
la structure perceptive des familles de sons apparaîtra grâce à l’analyse subséquente des résultats de
l’ensemble du panel de participants.
La durée moyenne de la procédure dans le cas de cette expérience a été de 33 minutes.
5.3 Résultats et analyse
Les données de sortie de l’expérience sont, pour chaque participant, une liste de regroupements
de sons du corpus. Étant donné que tous les participants, non seulement n’ont pas nécessairement
identifié les mêmes catégories, mais n’ont pas nécessairement non plus identifié le même nombre
de catégories, il est tout d’abord indispensable d’écrire ces données sous une forme plus exploitable
et plus globalisable sur l’ensemble des participants. Pour ce faire, les regroupements sont traités par
paire de sons : pour chaque paire de sons i et j , on place dans une matrice Mcoo de taille 48x48 dans
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FIGURE 5.2 – Interface graphique de l’expérience de catégorisation libre dans son état final pour un
des participants. Les points rouges ont été regroupés en paquets à l’écran et la partie gauche affiche
désormais la liste des familles identifiées.
la case (i , j ) (et dans la case ( j , i )) un 1 si les deux sons ont été placés dans le même groupe par le par-
ticipant, un 0 sinon. Ainsi, pour chaque participant, nous obtenons une matrice binaire symétrique,
appelée matrice de co-occurrences. Les matrices individuelles sont alors moyennées sur l’ensemble
des participants pour obtenir une matrice de co-ocurrences moyenne Mcoom dont on calcule fina-
lement la matrice complémentaire : 1−Mcoom . La raison d’être de cette dernière opération est que
cela nous permet de construire une matrice de « distances » Mdi s = 1−Mcoom , la distance entre deux
sons étant alors définie comme égale au nombre de fois qu’ils ont été placés dans deux catégories
distinctes par un participant divisé par le nombre total de participants.
5.3.1 Cohérence inter-participant
L’analyse qui suit est faite sur une matrice issue du moyennage sur le panel de participants. Avant
cette opération, il convient de comparer les résultats des participants entre eux. En effet il importe
de vérifier à quel point les résultats individuels sont compatibles entre eux, sans quoi le moyennage
pourrait aboutir à des résultats peu représentatifs. Lorsque l’on souhaite réaliser ce type d’analyse
de cohérence inter-sujet, on estime souvent le coefficient de corrélation de Bravais-Pearson (voir
section B.1 en annexe) entre les résultats (ici les jeux individuels de co-occurrences entre sons) de
chaque paire de participants.
Toutefois, compte tenu du fait que les données individuelles sont binaires ("1" si les sons ont été
placés dans le même groupe, "0" sinon), le coefficient de corrélation de Bravais-Pearson est très mal
adapté, et les valeurs que l’on va obtenir seront très faibles. De plus, ce type d’analyse ne prend pas
en compte une particularité de l’expérience conduite ici : prenons un exemple idéal pour illustrer ce
propos, supposons que deux participants voient globalement la même organisation dans le corpus
étudié, mais ne se placent pas au même niveau hiérarchique ; les catégories identifiées par l’un sont
des regroupements des catégories identifiées par l’autre. La figure 5.3 présente un exemple simple de
ce type de situations, sur 8 éléments numérotés de 1 à 8. Le premier participant a regroupé les sons
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en 4 catégories (1 avec 2, 3 avec 4, etc ...), tandis que le second a regroupé les sons en 2 catégories
correspondant aux regroupements des catégories du premier participant (1, 2, 3 et 4 ; puis 5, 6, 7 et 8).
FIGURE 5.3 – Exemple de classification à des niveaux hiérarchiques différents.
Ces deux classifications peuvent être vues comme assez proches, puisqu’elles sont parfaitement
compatibles en termes de hiérarchie. Cependant, lorsque l’on regarde la façon dont ces classifications
se traduisent dans les matrices de co-occurrences, ces dernières semblent très différentes (premier
participant à gauche, second à droite) :
1 2 3 4 5 6 7 8
1 1 0 0 0 0 0 0
2 0 0 0 0 0 0
3 1 0 0 0 0
4 0 0 0 0




1 2 3 4 5 6 7 8
1 1 1 1 0 0 0 0
2 1 1 0 0 0 0
3 1 0 0 0 0
4 0 0 0 0




Ces deux matrices sont assez différentes et évaluer un coefficient de corrélation entre les valeurs
affichées ne traduira pas leur compatibilité en termes de hiérarchie, tel qu’évoquée auparavant. Seuls
les ‘1’ placés dans les cases (1,2), (3,4), (5,6) et (7,8) dans chacune des deux matrices traduisent la
compatibilité hiérarchique entre les deux classifications. Ils indiquent que les paires correspondantes
d’éléments ont bien été associées indépendamment par les deux participants. Il importe donc, pour
estimer la compatibilité des deux classifications, d’évaluer le nombre de ‘1’ communs aux deux ma-
trices et de le comparer au nombre de ‘1’ placés dans la matrice du participant dont la classification
est la plus détaillée (c’est-à-dire celle du participant qui a identifié le plus grand nombre de familles).
Dans l’exemple donné, il s’agit de la classification du participant 1, et on observe que le nombre de ‘1’
dans sa matrice de co-occurences et le nombre de ‘1’ communs aux deux matrices sont identiques.
Afin de pouvoir généraliser et quantifier cette comparaison, un coefficient, que nous appellerons
« coefficient de compatibilité hiérarchique » cch , a été mis au point afin de prendre en compte la com-
patibilité hiérarchique des résultats des participants deux à deux. Pour chaque paire de participants
et donc chaque paire de matrices (triangulaires sans la diagonale) de co-occurrences, voici comment
il est évalué :
– on évalue les nombres de ‘1’ apparaissant dans chacune des deux matrices : n1 et n2
– on évalue le nombre de ‘1’ en commun dans les deux matrices : n1&2
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– le fait de diviser ici par le nombre minimum de ‘1’ entre les deux participants permet d’identi-
fier laquelle des deux classifications est la plus détaillée
– enfin, pour chaque participant ce coefficient est moyenné sur l’ensemble des autres partici-
pants.
La valeur maximale ‘1’ est atteinte notamment pour l’exemple ci-dessus car les deux classifica-
tions correspondantes sont parfaitement compatibles. En revanche, ce coefficient baissera rapide-
ment dés que les familles identifiées par les deux participants se « chevauchent », c’est-à-dire lorsque
les sons ne sont pas placés dans les même familles au niveau de classification le plus détaillé. La va-
leur minimale est ‘0’ lorsque les deux participants ne présentent aucune paire en commun de sons
classés ensembles.
Pour le panel de participants de l’expérience, les statistiques du coefficient de compatibilité hié-
rarchique sont résumées dans le tableau 5.2. Sa valeur moyenne µ = 0,90 est assez proche de la va-
leur idéale ‘1’, et, sur l’ensemble des participants, les résultats semblent très proches (σ = 0,02). On
remarque notamment qu’aucun participant n’obtient un coefficient significativement inférieur aux







TABLE 5.2 – Statistiques du coefficient de compatibilité hiérarchique cch pour l’ensemble des partici-
pants
En conséquence, l’ensemble des résultats des participants a été conservé pour la suite de l’ana-
lyse.
5.3.2 Analyse de cluster
La matrice de distances est alors traitée par une analyse de cluster (voir [94] pour plus de détails),
dont le but est de construire une représentation hiérarchique du corpus. Les différents niveaux de
hiérarchie sont obtenus grâce à la variabilité du nombre de catégories identifiées par chaque partici-
pant. Ce dernier point justifie alors le choix de laisser les participants libres de décider du nombre de
catégories de sons qu’ils peuvent définir parmi le corpus de 48 sons. Il existe plusieurs méthodes de
traitement de la matrice de distances Mdi s permettant d’obtenir la représentation hiérarchique. Bien
que ce ne soit pas celle qui a été utilisée, la méthode « simple » – single linkage clustering – est celle
qui permet de comprendre le plus facilement comment la représentation hiérarchique est construite.
Pour cette méthode, on procède comme suit : un premier cluster est formé par les deux éléments pré-
sentant la distance la plus faible (de toute la matrice de distances), puis on procède de même pour la
distance la plus faible parmi les distances restantes, ... etc. Lorsqu’une distance met en jeu un nouvel
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élément et un élément déjà incorporé dans un cluster, le nouvel élément est lié au cluster en question
pour formé un nouveau cluster avec un niveau de hiérarchie supplémentaire. On continue de cette
manière jusqu’à ce que tous les éléments apparaissent dans la hiérarchie. Cela signifie bien souvent
qu’une partie de la matrice de distances n’est pas utilisée (les distances les plus élevées). Au final, la
distance séparant deux clusters (contenant un ou plusieurs éléments) est la distance entre les deux
plus proches voisins, c’est-à-dire ceux qui présentent la distance la plus faible. D’autres méthodes
existent. Par exemple, la méthode « complète » – complete linkage clustering – définit la distance entre
deux clusters comme la distance entre les deux éléments les plus éloignés des deux clusters. La mé-
thode qui a été utilisée ici est une méthode intermédiaire – unweighted arithmetic average clustering
(UPGMA 4) – qui définit la distance entre deux clusters comme la moyenne des distances entre chaque
paire d’éléments des deux clusters. Cette méthode a l’avantage d’utiliser l’ensemble des données de
la matrice Mdi s . En outre, cette distance moyenne porte le nom de distance cophénétique, et modélise
ainsi la distance originale – dans la matrice Mdi s introduite au début de cette section – entre chacun
des éléments des deux clusters.
FIGURE 5.4 – Dendrogramme correspondant à l’exemple fictif à 8 éléments et 2 participants.
5.3.3 Représentation en dendrogramme
Il est possible de représenter graphiquement la structure hiérarchique obtenue sous forme d’un
dendrogramme. Dans le cas de l’exemple considéré précédemment, le dendrogramme serait tel qu’af-
fiché en figure 5.4. Celui-ci peut être vu comme un « arbre » dont les feuilles représentent les 8 élé-
ments de l’exemple (à l’extrémité gauche de l’arbre). Sur cet arbre, la distance cophénétique entre
deux éléments (c’est-à-dire entre les clusters auxquels ils appartiennent) est donc la distance entre
les feuilles correspondantes et le nœud où les branches issues de ces feuilles se rejoignent, également
appelée hauteur de fusion. On voit alors clairement apparaître la hiérarchie que l’on devinait sur la
figure 5.3 :
– les paires (1,2), (3,4), (5,6) et (7,8) forment chacune un cluster, et la distance cophénétique
entre les deux éléments de chaque paire est nulle ;
– les clusters (1,2) et (3,4) sont séparés par une distance cophénétique de 0,5 et forment en-
semble un nouveau cluster d’un niveau hiérarchique supérieur ;
– il en est de même pour les paires (5,6) et (7,8) ;
– enfin, les clusters (1,2,3,4) et (5,6,7,8) sont séparés par une distance cophénétique de 1.
4. Le sigle UPGMA signifie en réalité “Unweighted Pair-Group Method using Arithmetic averages”, plus souvent dénom-
mée “unweighted arithmetic average clustering”, voire “average clustering” ou “average linkage clustering’.’
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Il convient de préciser que dans cet exemple, volontairement simpliste, les valeurs des distances ori-
ginales et de leur modélisation par la distance cophénétique sont identiques, ce qui n’est pas néces-
sairement vrai dans le cas général.
Dans le cas des résultats de l’expérience de catégorisation libre réalisée, le dendrogramme est
affiché en figure 5.5. On peut interpréter cette figure de la même manière que pour l’exemple de la
figure 5.4, et ainsi considérer globalement qu’un son est proche d’un autre s’ils sont voisins sur le den-
drogramme, tout en tenant compte des hauteurs de fusion des clusters auxquels ils appartiennent.
5.3.4 Adéquation de la structure hiérarchique aux données
Il importe à présent d’évaluer à quel point le type de représentation obtenue par la méthode
d’analyse choisie est bien en adéquation avec les données de départ. Pour ce faire, il est de coutume
d’évaluer différents critères :
– Coefficient de corrélation cophénétique :
La première façon, assez naturelle, d’estimer à quel point la structure hiérarchique est en adé-
quation avec les données de départ de l’analyse de cluster est d’évaluer le coefficient de corré-
lation de Bravais-Pearson (annexe B.1) entre les distances originales (celle de la matrice Mdi s)
et les distances cophénétiques. Cette corrélation est alors appelée corrélation cophénétique.
Pour la présente expérience, ce coefficient est de 0,82. La figure 5.6 présente le diagramme de
type Shepard (nom donné au graphe affichant les valeurs d’une distance modélisée en fonc-
tion d’une distance originale). On remarque sur cette figure que la répartition des points est
partitionnée sur les deux axes, ce qui était à attendre, puisque les distances cophénétiques
présentent 47 valeurs différentes possibles (soit le nombre d’éléments moins un), et les dis-
tance originales présentent 22 valeurs différentes possibles (soit le nombre de participants plus
un). D’un point de vue statistique rigoureux, on ne peut pas utiliser la table B.1 en annexe B.1
afin d’établir la significativité statistique de la corrélation, étant donné que les deux variables
(distance originale et distance cophénétique) ne peuvent pas être supposées à priori indé-
pendantes, puisque l’une est utilisée pour calculer l’autre. Toutefois, elle permet d’évaluer, au
moins qualitativement, la modélisation des distances originales par la distance cophénétique.
– Inégalité triangulaire :
Étant donné que la matrice Mdi s est considérée comme une matrice de distances, il convient
de vérifier que son jeu de valeurs vérifie bien les propriétés élémentaires d’une distance. Les
deux premières propriétés (symétrie : Mdi s(i , j )=Mdi s( j , i ) et séparation Mdi s(i , j )= 0⇔ i = j )
semblent triviales compte tenu de la façon dont la matrice Mdi s est construite. La troisième
propriété d’inégalité triangulaire est moins évidente à priori. Voici comment elle se traduit dans
notre cas :
∀i , j ,k Mdi s(i ,k)≤Mdi s(i , j )+Mdi s( j ,k) (5.1)
Si l’on tente d’interpréter géométrique cette inégalité, on comprend qu’il serait impossible de
représenter les éléments i , j et k comme des points dans un espace géométrique si elle n’est
pas vérifiée. En effet, elle se traduit simplement par le fait que ces trois points forment un tri-
angle, ou dans le cas critique (égalité) une droite. On comprend ainsi son appellation et on peut
difficilement imaginer de parler de distances si elle n’est pas vérifiée.
Sur l’ensemble des triplets possibles parmi les 48 éléments (103776 triplets en tenant compte
de l’ordre des éléments), 100 % d’entre eux vérifient cette inégalité. On en conclue que la ma-
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FIGURE 5.5 – Dendrogramme issu de l’expérience de catégorisation libre.
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FIGURE 5.6 – Diagramme de type Shepard – Représentation des distances cophénétiques en fonction
des distances originales. La droite rouge représente la modélisation idéale (distances cophénétiques
identiques aux distances originales.
trice Md i s est bien une matrice de distances et que la validité de cette inégalité découle sans
aucun doute de la façon dont cette matrice est construite.
– Inégalité ultramétrique :
Le type particulier de représentation que l’on tente d’appliquer au jeu des distances originales
de la matrice Mdi s implique également de s’intéresser à une autre propriété qui justifie l’emploi
d’une telle méthode. L’inégalité ultramétrique, lorsqu’elle est respectée par une distance, en fait
ce que l’on nomme une distance ultramétrique. Elle s’énonce de la manière suivante, toujours
avec la notation propre à notre analyse :
∀i , j ,k Mdi s(i ,k)≤max(Mdi s(i , j ), Mdi s( j ,k)) (5.2)
Une rapide inspection permet, tout d’abord de constater que l’inégalité ultramétrique implique
l’inégalité triangulaire, mais la réciproque n’est pas vraie 5. L’inégalité ultramétrique est donc
bien une propriété supplémentaire aux propriétés élémentaires d’une distance. L’intérêt parti-
culier de l’inégalité réside dans l’interprétation de la propriété correspondante.
Si l’on choisit trois éléments i , j et k au hasard et que l’on teste cette inégalité sur les différentes
permutations des 3 seules distances mises en jeu (compte tenu de la propriété de symétrie), on
observe que, sauf cas particulier où certaines sont égales, l’inégalité sera vérifiée 2 fois sur 3,
étant donné qu’une des trois distances est forcément plus grande que les deux autres.
À partir de cette observation, on peut se poser la question de savoir dans quel(s) cas particu-
lier(s) cette inégalité sera respectée pour toutes les permutations possibles des éléments i , j
5. En effet, prenons en guise de contre-exemple les valeurs fictives 5, 4 et 3 pour respectivement Mdi s (i ,k), Mdi s (i , j )
et Mdi s ( j ,k). L’inégalité triangulaire est bien vérifiée : 5≤ 4+3, mais l’inégalité ultramétrique ne l’est pas : 5>max(4,3).
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et k, et donc des distances mises en jeu. On s’aperçoit alors que la seule possibilité est que
deux des trois distances soient égales et qu’elles soient supérieures à la troisième. Ceci peut se
traduire par le fait que, dans un espace ultramétrique – où toutes les distances respectent l’in-
égalité ultramétrique – tous les triangles formés par ces distances sont isocèles et voient leur
base être plus petite que les côtés adjacents. Cette dernière propriété permet de comprendre
l’importance de la propriété lorsque l’on considère une représentation hiérarchique, comme
les dendrogrammes, d’un jeu de distances. En guise d’illustration de ce propos, la figure 5.7
présente à gauche un triangle vérifiant l’inégalité ultramétrique, et à droite la représentation
que l’on tente d’appliquer pour ce triplet d’éléments. Si cette représentation s’adapte parfaite-
ment aux données, il est normal que les deux éléments en bas soient séparés d’une distance
moindre que celles les séparant du troisième élément, et soient à égale distance de ce dernier.
FIGURE 5.7 – Illustration de l’inégalité ultramétrique entre des points fictifs i , j et k
Au final, si l’on teste la propriété de l’inégalité ultramétrique sur la totalité des triplets que
l’on peut former à partir des 48 éléments (103776 triplets en tenant compte de l’ordre des élé-
ments), celle-ci est vérifiée dans 76,6 % des cas. Ce score, bien que significativement supérieur
au score de base de 66,7 % (2 sur 3), n’est pas aussi élevé que l’on pourrait souhaiter pour ce
type d’analyse. Il faut toutefois garder à l’esprit l’interprétation géométrique de cette inégalité
telle qu’illustrée en figure 5.7, et il semble notamment difficile dans le cas de données d’expé-
rience que, systématiquement pour chaque triplet, deux des trois distances soient égales. De
plus, les sons étudiés ici sont d’une nature très proche, ce qui justifierait en principe l’emploi
d’un autre type de représentation, notamment continu (espace de timbre). La principale raison
d’être de cette expérience et de l’analyse qui s’en est suivie est plutôt d’ordre pratique, puisque
l’on souhaite réduire le corpus sonore à une taille raisonnable permettant de conduire d’autres
expériences, (notamment celle permettant d’obtenir une représentation continue comme l’es-
pace de timbre), et parce que ce type de méthodologie est le seul permettant de réaliser cette
opération en se fondant sur la perception.
5.4 Discussion – Sélection du corpus réduit
Maintenant que nous sommes parvenus à identifier la hiérarchie des catégories de sons qui com-
posent le corpus de 48 sons, il importe d’identifier les catégories principales. Cela signifie en fait qu’il
faut fixer un seuil de distance cophénétique, en dessous duquel on considèrera que les sons sont dans
la même catégorie. Cela revient à fixer un niveau critique de précision dans la hiérarchie. Une valeur
usuelle de seuil de distance cophénétique est 0,7. Sur la figure 5.8, la ligne verticale rouge en poin-
tillés identifie le seuil de distance cophénétique. Les différentes catégories de sons correspondent
donc aux hiérarchies à la gauche de cette ligne en pointillés. Sur la figure, ces « sous-hiérarchies » sont
identifiées par des couleurs différentes. Nous obtenons donc 9 classes de sons dont les éléments sont
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FIGURE 5.8 – Dendrogramme issu de l’expérience de catégorisation libre, avec les catégories identi-
fiées (séparées par les lignes en pointillés bleus) et les exemplaires représentatifs initiaux (soulignés
en bleu).
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séparés sur la figure par les lignes bleues en pointillés.
L’écoute des sons au sein de ces différentes catégories permet d’en identifier certaines spécificités
susceptibles d’expliquer cette décomposition du corpus. Ces spécificités sont indiquées dans le ta-
bleau 5.3. Il importe de conserver à l’esprit le fait qu’elles revêtissent un certain degré de subjectivité
car elles ont été identifiées par l’expérimentateur et non par les auditeurs ayant participé à l’expé-
rience de catégorisation libre. Elles permettent toutefois de donner une idée du contenu de chaque
catégorie. Le tableau 5.3 liste également, pour chaque catégorie, les modèles de STA les plus repré-
sentés (au moins deux des trois représentants initiaux de chacun des 16 modèles – voir tableau 5.1).
Nous pouvons ainsi constater qu’aucun des 16 modèles ne présente trois représentants placés dans
trois catégories différentes. En revanche, seuls les modèles CRS3 et CST3 présentent leurs trois repré-
sentants dans une même catégorie. Cela signifie, dans une certaine mesure, que les sons provenant
d’un même modèle de STA ont été jugés comme relativement proches par les auditeurs.
Numéro (couleur)
Spécificités évoquées STA représentés
sur la figure 5.8
1 (cyan)
large-bande, évoquant CRS3 GNB7
un important flux d’air GNB8 GNB9
2 (rouge)
bande plus centrée vers les CRS4 GNB1
moyennes/hautes fréquences GNB2 GNB4
3 (vert)
bande plus centrée vers les GNB5
basses/moyennes fréquences GNB6
4 (bleu clair)
proches de la catégorie 3, peu
–













proches de la catégorie 6, CST1




dans les basses fréquences
TABLE 5.3 – Description des 9 catégories identifiées en termes de spécificités (telles qu’identifiées par
l’expérimentateur) caractérisant les sons de chacune d’elles, et de modèles de STA majoritairement
représentés (au moins 2 représentants sur 3).
La question qui se pose à présent est de savoir quels sons choisir parmi les différentes catégories
identifiées, afin de réduire et d’échantillonner le corpus de 48 sons d’une manière qui soit représen-
tative de la variété des sons, c’est-à-dire des catégories. Il est également important de conserver la
distribution des sons, en termes d’effectif, dans les différentes classes. Par ailleurs, comme expliqué
en section 5.1, nous avons besoin d’un corpus constitué de 10 à 20 sons. Or nous avons enregistré
16 STA différents, censés représenter la variété de STA considérés, et on observe globalement que les
représentants des différents modèles apparaissent regroupés dans des même clusters ou dans des
clusters proches. Il semble par conséquent naturel de partir simplement sur une sélection de 16 sons,
et de tenter d’obtenir un représentant de chaque STA enregistré.
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En terme d’effectif, quatre des neuf catégories sont constituées de 2 sons, les autres sont consti-
tuées respectivement de 5, 6, 7, 10 et 12 sons. Afin de conserver la représentativité de cette répartition
de l’effectif, et en visant un total de 16 sons, nous avons fixé les nombres de sons à sélectionner à 1
pour les quatre catégories avec 2 éléments, à 2 pour les trois catégories avec 5, 6 et 7 éléments, et à 3
pour les deux catégories avec 10 et 12 éléments.
Pour la sélection dans chaque catégorie, la stratégie qui a été adoptée est fondée sur la définition
du prototype de Rosch [128]. Pour elle, le prototype d’un groupe est l’élément central, c’est-à-dire
l’élément qui est à la fois le plus proche en moyenne des autres éléments du groupe, et le plus éloigné
en moyenne des éléments des autres groupes. Sur la base de cette définition, un algorithme a été mis
au point afin de calculer pour chaque son de chaque catégorie un critère de sélection csel . Pour un
son i appartenant la catégorie G , ce score correspond à la différence entre sa distance moyenne (au
sens de la matrice Mdi s) avec les sons j des autres catégories ( j ∉G) et sa distance moyenne avec les
sons du groupe auquel il appartient ( j ∈G) :
csel (i )=moyenne j∉G (di , j )−moyenne j∈G (di , j )
La sélection se fait simplement en identifiant l’élément de chaque groupe maximisant ce coef-
ficient. Toutefois, un problème se pose lorsque l’on souhaite sélectionner plusieurs sons dans les
classes présentant un effectif plus important. Dans un tel cas, les distances entre sons sélectionnés
d’une même catégorie doivent être également prises en compte, l’idée majeure étant de trouver une
combinaison de sons de la catégorie qui soit représentative de la variété de sons à l’intérieur de la
catégorie. Par conséquent, on cherche également, au sein d’une même catégorie, à maximiser les
distances des sons sélectionnés entre eux. Ainsi, pour chaque catégorie G , un nouveau critère de sé-
lection est évalué pour chaque combinaison P (P ⊂ G) possible de p (2 ou 3) sons à sélectionner
parmi l’effectif de la catégorie.
La formule du critère de sélection pour la combinaison P est alors ainsi enrichie :
csel (P )=moyennei∈P, j∉G (di , j )−moyennei∈P, j∈G\P (di , j )+moyennei∈P, j∈P, j 6=i (di , j )
où G \ P signifie la catégorie G privée des éléments de la combinaison P . On cherche toujours à
maximiser le critère csel . On cherche donc à la fois à maximiser les distances des exemplaires sélec-
tionnés avec les éléments des autres catégories, à minimiser leurs distances avec les éléments non-
sélectionnés de la catégorie considérée, et à maximiser leurs distances entre eux.
Il est à noter que ce raffinement du critère est quelque peu contradictoire avec la définition de pro-
totype de Rosch. En effet, celle-ci conçoit les prototypes comme les exemplaires centraux d’un groupe,
c’est-à-dire qu’il doivent regrouper toutes les caractéristiques propres aux éléments du groupe et
s’opposer à celles des autres groupes. Selon cette définition, ces exemplaires devraient être au contraire
proches les uns des autres, ce qui n’est ici pas souhaitable, les sons sélectionnés étant censés repré-
senter la gamme de variation des sons de la catégorie. Par conséquent, plutôt que de parler de proto-
types, nous préférerons parler d’exemplaires représentatifs.
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Les exemplaires représentatifs ainsi sélectionnés sont indiqués sur la figure 5.8 (soulignés en
bleu). En voici un inventaire :
1. CRS2 v2 dif
2. CRS2 v5 rep
3. CRS3 v1 dif
4. CRS3 v3 rep
5. GNB1 v3 rep
6. GNB2 v2 rep
7. GNB3 v2 dif
8. GNB3 v3 dif
9. GNB4 v2 rep
10. GNB5 v2 dif
11. GNB6 v2 dif
12. GNB7 v4 dif
13. GNB8 v3 rep
14. CST2 v1 dif
15. CST2 v2 rep
16. CST3 v2 rep
Plusieurs observations peuvent être faites sur cette sélection. Tout d’abord, lorsque l’on regarde
la figure 5.8, il semble que la sélection des exemplaires représentatifs échantillonne chaque catégorie
à grand effectif d’une manière satisfaisante, puisqu’un élément est généralement sélectionné dans
chaque partie de la hiérarchie interne à chaque catégorie. On remarque également que les prises de
sons de diffusion (dif) et de reprise (rep) sont représentées de manière équivalente. Il en est globale-
ment de même lorsque l’on compare les enregistrements à faible vitesse (v3, v4 et v5) et à haute vi-
tesse (v1 et v2). En revanche, on observe que seuls 12 des 16 différents STA enregistrés sont finalement
représentés, 4 d’entre eux ayant deux exemplaires sélectionnés. Nous avons préféré ajuster la sélec-
tion afin de corriger ce dernier point, et avoir un représentant de chacun des 16 STA enregistrés. Cet
ajustement a été fait en s’attachant dans la mesure du possible à respecter la structure hiérarchique
de l’expérience et à conserver la bonne représentativité évoquée ci-dessus des différentes conditions
d’enregistrement. Il a également été vérifié que les éléments ajoutés à la sélection (ou les combinai-
sons d’exemplaires résultant de ces ajouts) conservent un score au critère de sélection csel parmi les
plus élevés de chaque catégorie concernée. La nouvelle sélection des exemplaires représentatifs, qui
correspond donc au corpus réduit qui sera utilisé pour les expériences subséquentes, est indiquée en
figure 5.9, et est inventoriée dans le tableau 5.4.
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FIGURE 5.9 – Dendrogramme issu de l’expérience de catégorisation libre, avec les catégories iden-
tifiées (séparées par les lignes en pointillés bleus) et les exemplaires représentatifs finaux (dans les
cadres rouges).
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1. CRS1 v1 dif
2. CRS2 v1 rep
3. CRS3 v3 rep
4. CRS4 v2 dif
5. GNB1 v3 dif
6. GNB2 v2 rep
7. GNB3 v2 dif
8. GNB4 v2 rep
9. GNB5 v2 dif
10. GNB6 v2 dif
11. GNB7 v4 dif
12. GNB8 v3 rep
13. GNB9 v4 rep
14. CST1 v3 rep
15. CST2 v2 rep
16. CST3 v2 rep
TABLE 5.4 – Corpus final sélectionné à l’issue de l’expérience de catégorisation libre (voir également
le tableau 5.1 pour plus de détails).

Chapitre 6
Identification des attributs auditifs des
STA : étude du timbre
Ce chapitre présente l’étude du timbre des sons de STA, réalisée dans le but d’identifier les attri-
buts auditifs pertinents pour la description des sons de STA. Dans cette optique, la section 6.1 pré-
sente tout d’abord la problématique générale de l’étude du timbre. La section 6.2 présente le pro-
tocole expérimental utilisé afin de réaliser une expérience de mesure de similarités. La section 6.3
présente l’analyse des résultats de cette expérience en termes d’espaces perceptifs et de descripteurs
explicatifs. Enfin, la section 6.4 expose la discussion que soulèvent les résultats de cette étude.
6.1 Problématique
Le chapitre 5 nous a permis d’extraire de l’ensemble d’enregistrements effectués un corpus so-
nore réduit. Dans le cadre de l’évaluation de la qualité sonore des STA, il importe d’identifier les
paramètres acoustiques des éléments de ce corpus qui permettent d’expliquer les préférences des
auditeurs. Or, la recherche de ces paramètres nous amène à nous interroger sur les caractéristiques
des sons qui permettent en premier lieu de les distinguer entre eux. En effet, il est raisonnable de sup-
poser que, si un paramètre acoustique explique la distinction perceptive entre les différentes paires
de sons, ce même paramètre devrait également expliquer les préférences des auditeurs. À l’inverse, si
une caractéristique n’induit aucune différence perceptive entre les sons, il semblerait peu cohérent
qu’elle puisse avoir une quelconque influence sur la qualité sonore perçue. L’enjeu de cette étude est
donc d’identifier les attributs auditifs pertinents pour la perception des sons de STA.
Les sons qui constituent le corpus peuvent théoriquement varier selon une multitude de ces pa-
ramètres, y compris ceux déjà identifiés en section 2.3.3. Toutefois, compte tenu de la nature similaire
des sons considérés, qui sont tous des enregistrements de STA, il est fort probable que beaucoup de
ces paramètres ne varient que peu sur l’échelle absolue des valeurs qui peuvent théoriquement leur
être associées. De plus, un point plus important encore est que tous les paramètres considérés n’ont
très certainement pas la même importance dans la description perceptive des éléments du corpus
considéré. Il est au contraire logique de supposer que seulement un nombre réduit d’entre eux per-
met de distinguer les sons du corpus de manière relativement exhaustive. Cela ne signifie pas que les
variations d’autres facteurs ne sont pas perçues, mais que dans le contexte de recherche de la struc-
ture générale de description sous-tendant la perception du corpus considéré, ces facteurs apportent
peu et influent de manière négligeable sur la ressemblance acoustique qu’un auditeur peut formuler
entre deux éléments.
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Il convient alors d’identifier les paramètres sonores qui permettent d’expliquer les ressemblances
acoustiques perçues entre chaque paire de sons qu’il est possible de former à partir du corpus de tra-
vail. La littérature nous offre différents exemples d’étude (Susini et al. [141, 142], McAdams et al. [104],
Susini et al. [143], Parizet et al. [115], Lemaitre et al. [96] et Misdariis et al. [108], entre autres) répon-
dant à cette problématique pour différents types de sons. Ces études détaillées en section 2.1.2 em-
ploient toutes une méthodologie commune dite d’étude du timbre. Cette méthodologie consiste prin-
cipalement en l’exploitation des résultats d’une expérience de mesure de similarités, dans laquelle
on demande aux participants d’évaluer pour chaque paire de sons à quel point ils se ressemblent.
L’analyse des résultats permet d’extraire un nombre réduit de dimensions perceptives permettant
d’expliquer les jugements de similarité.
La dernière étape de cette méthodologie consiste à donner une interprétation à ces dimensions
perceptives, notamment en termes de descripteurs explicatifs. Il importe de préciser la démarche
adoptée dans le cadre de la recherche des descripteurs explicatifs. Bien entendu, il serait aisé de tes-
ter leur capacité à expliquer les dimensions de l’espace de timbre un à un, et de sélectionner ceux
qui offre la plus forte corrélation (au sens du coefficient de corrélation de Bravais-Pearson, voir sec-
tion B.1 en annexe). Toutefois, cette stratégie est contestable, car, compte tenu de la grande variété de
descripteurs acoustiques et psychoacoustiques existants, il est fort possible de trouver des descrip-
teurs fortement corrélés avec les dimensions perceptives identifiés de manière tout-à-fait fortuite.
Or une forte corrélation n’implique pas la causalité, et ne garantit pas que les descripteurs identi-
fiés ait un réel lien avec les dimensions. Il est indispensable de tenter auparavant d’identifier par
« introspection »les attributs auditifs susceptibles d’expliquer les dimensions perceptifs, et de cibler
en conséquence les descripteurs possibles à associer à ces attributs auditifs. Par conséquent, la dé-
marche qui a été suivie ici pour la recherche des descripteurs explicatifs est la suivante :
– Identification, à l’écoute des sons selon les valeurs de chaque dimension perceptive mise à jour,
du percept qui pourraient, intuitivement, expliquer ces valeurs ;
– Recherche de descripteurs acoustiques ou psychoacoustiques usuellement associé à ce per-
cept ;
– Évaluation des coefficients de corrélation de Bravais-Pearson et des régressions linéaires (voir
annexe B) entre les valeurs de la dimension perceptive et celles des descripteurs ainsi sélection-
nés, afin de confirmer l’intuition initiale.
Étant donné que notre écoute des sons peut être « biaisée », compte tenu de notre connaissance de
ceux-ci, mais aussi de nos attentes, il est possible que pour une même dimension, il soit nécessaire de
répéter cette démarche plusieurs fois en cas de corrélations non-significatives. Il nous semble, malgré
tout, que le fait de fixer cette stratégie en amont permet de nous prémunir de conclusions erronées.
6.2 Protocole expérimental de mesure de similarités
6.2.1 Stimuli
Le corpus sonore utilisé lors de cette expérience est celui identifié à l’issue du chapitre 5 et énu-
méré dans le tableau 5.4. Il s’agit donc de 16 sons monophoniques égalisés en sonie 1 d’une durée de
4 secondes.
1. L’égalisation en sonie automatique fondée sur le modèle de Zwicker explicitée en section 5.2.1 s’est avérée satisfai-
sante à l’oreille, et il n’a pas été jugé nécessaire d’effectuer expérimentalement une égalisation en sonie, comme c’est le cas
en section 8.3.3.
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6.2.2 Participants
24 auditeurs volontaires (18 hommes, 6 femmes, entre 22 et 25 ans), n’ayant pas fait mention d’un
problème majeur d’audition, ont pris part à cette expérience.
6.2.3 Matériel
Une interface graphique spécifique, assurant la lecture des sons sur l’interface audio et l’enre-
gistrement des réponses des participants, a été programmée en LabVIEW 2010 (figure 6.1) pour cette
expérience. Les sons ont été diffusés par une interface RME Fireface 800 dans un casque ouvert Senn-
heiser HD650. Le mode de reproduction sonore sur casque a été employé car c’est le seul qui garantit
d’obtenir une écoute diotique (signal identique dans les deux oreilles). L’expérience a eu lieu dans
une cabine audiométrique IAC à double paroi.
FIGURE 6.1 – Interface graphique de l’expérience de mesure de similarités
6.2.4 Procédure
Au début de l’expérience, les participants ont reçu une consigne écrite, retranscrite en section E.2
en annexe, leur expliquant le contexte de l’étude, la nature des sons étudiés et la tâche à accomplir.
Cette dernière consistait à évaluer pour chaque paire présentée la similarité des deux sons à l’aide
d’un curseur se déplaçant sur une glissière allant de « très semblables » à « très dissemblables » (voir
figure 6.1). Les participants avaient, pour chaque paire, la possibilité d’écouter chaque son autant de
fois qu’ils le souhaitaient. Une fois satisfaits de leur réponse, ils validaient à l’aide du bouton corres-
pondant afin de passer à la paire suivante.
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Toutes les paires (i , j ) possibles parmi les 16 sons du corpus ont été présentées à chaque partici-
pant, en sachant que :
– les paires (i , i ) n’étaient pas présentées ;
– chaque paire était présentée dans un ordre unique ((i , j ) ou ( j , i ) exclusivement).
Ainsi pour ce corpus de N = 16 sons, N (N −1)/2= 120 paires ont été présentées. L’ordre de présenta-
tion des paires était rendu aléatoire pour chaque participant, avec toutefois quelques contraintes :
– chaque présentation successive d’un même son dans une paire devait être séparée par deux
autres paires où ce son n’intervenait pas, afin d’éviter tout effet de mémoire et pour que les
jugements ne se fassent pas sur la base de spécificités du son considéré ;
– chaque son devait être présenté autant de fois en tant que premier que deuxième son.
En outre, quelques paires étaient également présentées en début d’expérience en guise de phase
d’entraînement. Les réponses pour cette phase n’ont pas été prises en compte. Les participants pou-
vaient ainsi se familiariser avec l’interface et avoir une idée de la variété de sons qu’ils allaient ren-
contrer au cours de l’expérience.
La durée moyenne de la procédure dans le cas de cette expérience a été de 31 minutes.
6.3 Résultats et analyse
Les données issues d’une telle expérience prennent la forme de matrices symétriques N xN – N est
le nombre de stimuli étudiés, 16 dans le cas présent – de distances ou similarités perceptives 2 mesu-
rées pour chaque participant. Ces matrices de données ont été analysées par une technique de Multi-
Dimensional Scaling (MDS, voir annexe A) dont le but est d’établir un espace géométrique constitué
de points représentant les stimuli, et où les distances perceptives mesurées sont modélisées par les
distances géométriques entre les points. Le modèle utilisé ici est le modèle INDSCAL (voir section A.2
en annexe) dont l’intérêt majeur est de permettre une interprétation psychologique pertinente des
dimensions obtenues. En effet, ce modèle prend en compte l’importance relative que chaque partici-
pant attribue à chacune des caractéristiques sonores qu’il a utilisées pour effectuer ses jugements de
similarité. Cette importance relative prend la forme dans le modèle de poids propres à chaque parti-
cipant appliqués à chacune des dimensions de l’espace géométrique. Ces poids permettent de « fixer
« les axes de l’espace obtenu, c’est-à-dire d’en identifier le seul jeu d’orientations orthogonales qui en
autorise l’interprétation perceptive. On dit alors que les poids empêchent l’invariance rotationnelle
de l’espace. Le logiciel IBM SPSS Statistics 20 [80] permet d’utiliser ce modèle (toutefois désigné par
« Positionnement multidimensionnel – PROXSCAL/modèle Euclidien pondéré »).
6.3.1 Dimensionalité de l’espace perceptif recherché
Il est important de préciser que le nombre de dimensions de l’espace recherché est une inconnue
du problème, et est considéré dans l’implémentation du modèle dans le logiciel SPSS comme un pa-
ramètre d’entrée. Un espace à N −1 dimensions permet de représenter géométriquement un jeu de
distances entre N éléments sans la moindre erreur. Bien entendu, dans le cas d’un corpus de 16 sons,
un espace à 15 dimensions est tout-à-fait inutilisable et peu pertinent. Il est en revanche évident que
lorsque l’on diminue la dimensionalité de l’espace, on augmente l’erreur entre les distances prédites
2. Si les valeurs de distance ou de similarité prennent des valeurs entre 0 et 1, on a la relation : di st ance = 1−
si mi l ar i té.
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par le modèle (c’est-à-dire les distances géométriques dans l’espace) et les distances perceptives me-
surées. Il s’agit donc de trouver un compromis entre faible erreur de représentation et pertinence
perceptive des dimensions obtenues.
Par conséquent, l’analyse a été réalisée pour différentes dimensionalités. L’adéquation aux don-
nées de ce nombre de dimensions peut être évaluée à l’aide de différents coefficients. Parmi ceux-ci,
le coefficient de congruence de Tucker [149] rc peut, dans une certaine mesure, se comparer à un co-
efficient de corrélation de Bravais-Pearson (voir section B.1 en annexe), notamment au travers de la
gamme de valeurs qu’il peut théoriquement prendre, de ‘-1’ à ‘1’. La différence majeure réside dans
le fait que les variables testées ne sont pas centrées lors du calcul de ce coefficient. Il s’exprime pour












Ici, ce coefficient est estimé entre les distances perceptives mesurées et les distances modélisés
dans l’espace obtenu. Ces distances étant, par définition, positives, il s’avère, contrairement au co-
efficient de corrélation de Bravais-Pearson, que ce coefficient, d’une part, ne peut pas être nul ou
négatif. En conséquence, sa valeur approche ‘0’ lorsque le modèle ne parvient absolument pas à re-
présenter le jeu de distances originales, et, à l’inverse, est d’autant plus proche de ‘1’ que l’erreur entre
les distances modélisées et les distances originales est faible.
À partir du coefficient de congruence de Tucker, on peut également évaluer facilement la disper-
sion expliquée – Dispersion Accounted For, D AF – par le modèle, c’est-à-dire la quantité en pourcen-
tage d’information des données originales que le modèle est capable de représenter :
D AF (%)= rc 2×100
La figure 6.2 affiche les valeurs du coefficient de congruence de Tucker rc et de la dispersion expli-
quée D AF par le modèle. Selon la forme des deux courbes, il semble qu’une dimensionalité de 2 soit
le compromis optimal. Afin d’améliorer l’efficacité du modèle de prédiction utilisé en section 7.6.2,
le modèle à 3 dimensions sera également considéré par la suite.
6.3.2 Espaces perceptifs
La figure 6.3 permet d’observer l’espace perceptif à 2 dimensions (« espace 2D ») qui a été obtenu.
Les figures 6.4 et 6.5 permettent, quant à elle, d’observer l’espace perceptif à 3 dimensions (« espace
3D »), et plus précisément la projection de cet espace, respectivement, sur les dimensions 1 et 2, et
sur les dimensions 1 et 3.
6.3.3 Interprétation de l’espace à 2 dimensions
Nous avons donc appliquer la démarche explicitée en fin de section 6.1 afin de rechercher les
descripteurs explicatifs des dimensions de l’espace 2D. Cette section présente les résultats finaux ob-
tenus.
À l’écoute, la dimension 1 de l’espace 2D semble discriminer un aspect particulier des sons. En
effet, à une extrémité, on y trouve des sons comme CRS2 v1 rep présentant un contenu en basses fré-
quences très important, à cause de la forte audibilité du son produit par le groupe moto-ventilateur
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FIGURE 6.2 – Coefficient de congruence de Tucker et dispersion expliquée par le modèle en fonction
du nombre dimensions choisi
FIGURE 6.3 – Espace perceptif à 2 dimensions
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FIGURE 6.4 – Espace perceptif à 3 dimensions – 1ère et 2ème dimensions.
FIGURE 6.5 – Espace perceptif à 2 dimensions – 1ère et 3ème dimensions.
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dans ce cas précis. Tandis que les sons à l’opposé de cette dimension voient leur contenu en basses
fréquences bien amoindri. Il est alors cohérent de constater que cette dimension est fortement corré-
lée avec la sonie spécifique (modèle de Zwicker et Fastl [161, 6]) dans les 2 premières bandes de Bark
N1 et N2 correspondant à la bande de fréquences se situant entre 0 et 200 Hz. Le coefficient de cor-
rélation de Bravais-Pearson (voir section B.1 en annexe) le plus élevé est obtenu quand il est calculé
entre les valeurs pour chaque son de la somme de la sonie spécifique dans ces 2 bandes pour chaque
son, et leurs valeurs sur la dimension 1 : r (ddl = 14)= 0,91 (p < 0,01).
Il est aisé d’interpréter la seconde dimension à l’écoute. En effet, il est rapidement apparu que
cette dimension décrit de manière relativement continue le caractère brillant, allant de sons assez
« mats », comme CST3 v2 rep, vers des sons plus « cinglants », comme GNB1 v3 dif. Il semble donc
que cette dimension corresponde à la position générale du contenu spectral des sons sur l’échelle
des fréquences. Il est par conséquent logique de constater des coefficients de corrélation élevés pour
des descripteurs d’enveloppe spectrale tels que le centre de gravité spectral PSC (tel que défini en
section 2.3.3, équation 2.12), souvent corrélé lui-même avec l’étendue spectrale PSS (telle que défi-
nie en section 2.3.3, équation 2.13) pour les sons de l’environnement. Le coefficient de corrélation
le plus élevé est obtenu pour le calcul de l’acuité (telle que définie en section 2.3.3, équation 2.14) :
r (ddl = 14)=−0,94 (p < 0,01).
Le tableau 6.1 résume les coefficients de corrélation de Bravais-Pearson (voir section B.1 en an-
nexe) obtenus. Les figures 6.6 et 6.7 montrent le résultat de la régression linéaire entre les descripteurs
psychoacoustiques et les dimensions correspondantes.
Descripteurs
Dimension 1 Dimension 2
psychoacoustiques






TABLE 6.1 – Coefficients de corrélation entre les descripteurs et les dimensions de l’espace perceptif
2D (** p < 0,01).
6.3.4 Interprétation de l’espace à 3 dimensions
Nous avons donc appliquer la démarche explicitée en fin de section 6.1 afin de rechercher les
descripteurs explicatifs des dimensions de l’espace 3D. Cette section présente les résultats finaux
obtenus.
Toutefois, il importe, tout d’abord, de comparer les espaces à 2 et à 3 dimensions afin de savoir
à quel point les dimensions correspondantes différent. Le tableau 6.2 répertorie les coefficient de
corrélation des dimensions de l’espace 3D avec celles de l’espace 2D. Il apparaît clairement que les
2èmes dimensions des 2 espaces sont les mêmes, de même que les 1ères dans une moindre mesure. En
revanche, la 3ème dimension n’est significativement liée à aucune des 2 dimensions de l’espace 2D,
ce qui est facilement explicable par l’orthogonalité des dimensions d’un même espace. Cette dimen-
sion apporte donc un raffinement à l’espace 2D, à priori de moindre importance perceptive que les 2
premières.
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FIGURE 6.6 – Régression linéaire entre la somme des sonies spécifiques dans les 2 premières bandes
de Bark et la 1e dimension de l’espace 2D.
FIGURE 6.7 – Régression linéaire entre l’acuité (Sharpness) et la 2e dimension de l’espace 2D.
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Espace 2D
dimension 1 dimension 2
Espace 3D
dimension 1 r (ddl = 14)=0,85** r (ddl = 14)= 0,03
dimension 2 0,04 0,96**
dimension 3 -0,46 -0,34
TABLE 6.2 – Coefficients de corrélation entre les dimensions des espaces 2D et 3D (** p < 0,01)
Il est alors logique de constater à l’écoute que les deux premières dimensions de l’espace 3D res-
semblent fortement aux deux dimensions de l’espace 2D. Les coefficients de corrélation obtenus avec
les 2 descripteurs psychoacoustiques expliquant les deux dimensions de l’espace 2D permettent en
conséquence d’obtenir des coefficients de corrélation important pour les deux premières dimensions
de l’espace 3D également. En effet, la somme de la sonie spécifique dans les deux premières bandes
de Bark N1 et N2 est corrélée avec la dimension 1 à hauteur de r (ddl = 14)= 0,85, et l’acuité est corré-
lée avec la dimension 2 à hauteur de r (ddl = 14)=−0,86. On remarque toutefois que les coefficients
de corrélations sont globalement moins élevés que pour l’espace 2D, tout en restant statistiquement
significatifs (p < 0,01). Par ailleurs, il n’a pas été possible de mettre à jour de meilleures explications
qualitatives (à l’écoute) ou quantitatives (en termes de coefficient de corrélation) de ces deux dimen-
sions.
L’interprétation de la 3e dimension est celle qui a été le plus difficile. On constate toutefois à
l’écoute que les sons présentant une valeur élevée sur cette dimension présent un caractère « sif-
flant » plus ou moins prononcé, et d’autant plus flagrant pour le son GNB3 v2 dif qui se détache
clairement du reste du corpus sur cette dimension (voir figure 6.5). Un descripteur a été utilisé afin
de refléter cette caractéristique, qui permet de se rapprocher de la notion d’émergence harmonique
introduite en section 2.3.3. Ce descripteur sera d’ailleurs par la suite nommé par ces mêmes termes,
« Émergence harmonique ». Cette dernière est significativement corrélée (p < 0,01) avec la dimension
3 de l’espace à hauteur de r (ddl = 14)=−0,87.
Les figure 6.8, 6.9 et 6.10 montrent les régressions linéaires entre les 3 dimensions de l’espace et,
respectivement, N1+N2, l’Acuité, et l’Émergence harmonique. Le tableau 6.3 résume les coefficients
de corrélation de Bravais-Pearson (voir section B.1 en annexe) entre les 3 dimensions de l’espace et
les descripteurs mentionnés ci-dessus.
Descripteurs
Dimension 1 Dimension 2 Dimension 3
psychoacoustiques
N1 r (ddl = 14)= 0,79** r (ddl = 14)= 0,20 r (ddl = 14)= -0,28
N2 0,82** 0,39 -0,35
N1+N2 0,85** 0,32 -0,34
PSC -0,27 -0,83** 0,47
PSS -0,13 -0,83** 0,35
Acuité -0,17 -0,86** 0,46
Émergence 0,04 0,13 0,87**
harmonique
TABLE 6.3 – Coefficients de corrélation entre les descripteurs et les dimensions de l’espace perceptif
3D (** p < 0,01)
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FIGURE 6.8 – Régression linéaire entre la somme des sonies spécifiques dans les 2 premières bandes
de Bark et la 1e dimension de l’espace 3D.
FIGURE 6.9 – Régression linéaire entre l’acuité (Sharpness) et la 2e dimension de l’espace 3D.
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FIGURE 6.10 – Régression linéaire entre l’Émergence harmonique (défini sur une échelle arbitraire) et
la 3e dimension de l’espace 3D.
6.4 Discussion
Cette étude a permis d’identifier l’espace de timbre correspondant au corpus de sons étudié. Plus
exactement, deux espaces ont été identifiés. Le premier, l’espace 2D composé donc de deux dimen-
sions, permet d’expliquer une majeure partie des jugements de dissimilarité des auditeurs, et repré-
sente un compromis optimal entre faible erreur de prédiction des dimensions perceptives et dimen-
sionalité réduite. Un second espace à trois dimensions, l’espace 3D, a également été mis en évidence,
principalement pour des raisons pratiques liées à l’efficacité de prédiction de la qualité sonore (voir
section 7.6.2), mais également par analogie avec certaines études portant sur des sons similaires (no-
tamment Susini et al. [141, 142]). Cet espace n’est toutefois pas contradictoire par rapport à l’espace
2D, car deux des trois dimensions sont fortement corrélées avec les deux dimensions de l’espace 2D,
comme l’indique le tableau 6.2. L’espace 3D apporte donc principalement un raffinement par rap-
port à l’espace 2D, en adjoignant aux 2 dimensions déjà identifiées, une troisième dont l’importance
perceptive est à priori moindre.
L’interprétation de ces espaces et la recherche de descripteurs explicatifs des dimensions ont per-
mis de donner une signification perceptive plus concrète des espaces. Ainsi, il s’avère que les deux di-
mensions perceptives principales correspondent respectivement à la perception de l’intensité sonore
dans les très basses fréquences (sonie dans les deux premières bandes de Bark, c’est-à-dire entre les
fréquences 0 et 200 Hz du spectre, N1+N2), et à la répartition de l’énergie acoustique sur l’échelle des
fréquences (dans le cadre du modèle perceptif de l’Acuité et dans celui du centre de gravité spectral
perceptif PSC ). La troisième dimension de l’espace 3D correspond à une forme d’émergence harmo-
nique traduisant principalement l’apparition d’une sorte de « sifflement », particulièrement notable
pour le son GNB3 v2 dif.
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Les descripteurs explicatifs identifiés ici semblent globalement cohérents avec la littérature sur le
timbre des sons de l’environnement. En effet, une des conclusions de la partie de l’étude bibliogra-
phique qui concerne les descripteurs du timbre (voir section 2.1.2 et notamment les études de Susini
et al. [141, 142], McAdams et al. [104], Susini et al. [143], Parizet et al. [115], Lemaitre et al. [96]), est
que le percept de brillance – notamment expliqué par des descripteurs tels que l’acuité et le centre
de gravité spectral – émerge systématiquement des études du timbre des sons de l’environnement,
quelque soit la catégorie de source sonore considérée. Cette conclusion est également renforcée par
l’étude plus globale de différentes catégories de sons de l’environnement de Misdariis et al. [108].
L’émergence harmonique apparaît également dans la littérature lorsque l’on s’intéresse aux sons d’ap-
pareils incluant un moteur, bien que dans le cas présent elle désigne plutôt des émergences spéci-
fiques de type « sifflement » dans des fréquences assez élevées, et non le son généré par le fonction-
nement même du moteur, plutôt centré autour des basses fréquences. En revanche, nous pouvons
observer qu’un percept souvent mis en évidence dans les études du timbre, n’est pas apparu dans
notre étude : la rugosité. Ceci peut aisément s’expliquer par le fait que le type de son ayant permis
l’émergence de ce paramètre présentait généralement une importante partie harmonique, et notam-
ment une ou plusieurs fréquences fondamentales aisément détectables (voir notamment l’étude de
Lemaitre et al. sur les sons de klaxons [96]), ce qui n’est pas le cas des sons de STA étudiés ici. Enfin, les
résultats que nous avons obtenus rejoignent également ceux de la littérature concernant la dimen-
sionnalité de l’espace de timbre, évaluée selon les études à 2 ou à 3.
Le principal point de divergence des résultats présentés dans ce chapitre avec ceux de la littéra-
ture concerne surtout la première dimension des espaces 2D et 3D : la sonie dans les deux premières
bandes de Bark. Par ailleurs, la sonie spécifique, notamment dans cette partie du spectre, est un pa-
ramètre qui est également pris en compte dans le calcul de l’acuité, tout comme dans celui du PSC
(voir notamment équation 2.12 en section 2.3.3). Il n’est pas illogique de supposer donc que les para-
mètres N1+N2 et Acuité ne sont pas indépendants. Ainsi, il peut sembler étonnant, à première vue,
de constater que ces deux paramètres sont corrélés avec deux dimensions différentes, compte tenu
de l’orthogonalité qu’implique la définition des espaces obtenus par l’analyse MDS. Toutefois, il im-
porte de garder à l’esprit deux éléments importants : d’une part les deux premières bandes de Bark
ne représentent qu’une partie minoritaire du spectre, qui s’étend selon cette échelle sur 24 bandes,
et d’autre part, que la partie du spectre à laquelle l’oreille humaine est la plus sensible afin de juger
du contenu spectral global (ce que représente le percept d’acuité) se situe globalement de quelques
centaines à quelques milliers de Hz, donc au-dessus de ces deux bandes.
Il semble donc que, pour les sons de STA, la partie très basse fréquence du spectre et le reste de
celui-ci soient ressentis par les auditeurs comme deux percepts distincts. Cela pourrait s’expliquer
par la nature des sources sonores en question qui correspondent le plus souvent au mélange de dif-
férentes causes physiques. Les STA étudiés incluent un système de compresseur, dont le son produit,
associé à celui de la rotation des pales du ventilateur, se situe le plus souvent principalement dans
les basses fréquences. Cela ne se traduit pas sous forme d’émergence harmonique comme dans le
cas des études mentionnées en section 2.3.3, probablement parce que cette partie est moins audible
dans les sons étudiés ici. En revanche, le son produit par le flux d’air est plus large-bande, et centré
autour de fréquences plus élevées. On peut alors supposer que la différenciation des deux percepts
vient d’une forme de distinction des deux types de sources sonores par les auditeurs. Ce type d’hy-
pothèse peut revêtir une certaine importance dans le cadre de la conception et de la mise au point
de nouveaux produits, car l’identification plus formelle des causes physiques possibles de ces deux
percepts pourrait alors fournir des pistes afin d’améliorer le ressenti des usagers.

Chapitre 7
Évaluation et prédiction de la qualité
sonore des STA
Ce chapitre présente l’étude de la qualité sonore des STA. L’idée majeure est donc ici d’appliquer
une méthodologie d’évaluation de la qualité sonore afin d’établir une échelle de préférence des au-
diteurs pour le corpus de sons de STA considéré. À terme, l’objectif est d’établir une métrique, sur
la base des descripteurs du timbre, prédisant la qualité sonore perçue. Dans cette optique, la sec-
tion 7.1 présente tout d’abord la problématique générale de l’évaluation et la prédiction de la qualité
sonore. Les sections 7.2 et 7.3 présentent respectivement le protocole expérimental utilisé afin de
réaliser une expérience d’évaluation comparée en condition de sonie réelle (voir problématique en
section 7.1 pour plus de détails sur ce que l’on entend par « sonie réelle »), et les résultats obtenus.
Les sections 7.4 et 7.5 présentent respectivement le protocole similaire utilisé en condition de sonie
égalisée (voir problématique en section 7.1) et les résultats obtenus. La section 7.6 présente les ré-
sultats de la prédiction des échelles de qualité sonore. Enfin, la section 7.7 expose la discussion que
soulèvent les résultats de cette étude.
7.1 Problématique
Cette étude représente d’un point de vue pragmatique le cœur de cette thèse. En effet, si on se
place dans le cadre industriel qui caractérise ces travaux, il importe que l’on puisse estimer facile-
ment la qualité sonore de tout nouveau STA qui se présenterait. Les expériences perceptives telles que
celles présentées dans cette thèse représentent une importante mise en œuvre de différents types de
« ressources » afin d’établir une échelle de qualité sonore : enregistrements sonores de nombreux STA,
mise en place de protocoles expérimentaux, recrutement de participants, évaluation de descripteurs
acoustiques et psychoacoustiques, analyses statistiques des réponses des auditeurs, . . . Il est évident
que ce type de procédure ne représente pas un moyen « facile » d’estimer la qualité sonore d’un STA.
Du point de vue industriel, on souhaite donc pouvoir obtenir rapidement une mesure fiable de la
qualité sonore sans recourir à de telles procédures à chaque nouveau STA à évaluer.
Lorsque l’on souhaite évaluer un nouveau STA, il importe donc d’être capable de « simuler » l’éva-
luation de la qualité sonore qui aurait été obtenue dans le cadre d’une expérience perceptive telle que
celle présentée dans la suite de ce chapitre. Cela signifie qu’il faut pouvoir disposer d’une métrique
fondée sur des éléments aisément mesurables, c’est-à-dire calculables à partir du signal sonore, et re-
flétant la qualité sonore ressentie par les usagers. Ceci souligne le caractère essentiel des différentes
étapes qui constituent l’étude de la qualité sonore : la mesure perceptive de la qualité sonore sur un
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ensemble représentatif, et sa prédiction par les descripteurs acoustiques et/ou psychoacoustiques
pertinents pour la description du timbre. Ce travail doit donc être réalisé en amont dans le but d’éta-
blir des spécifications pour la conception et l’évaluation de nouveaux produits.
La première étape consiste donc ici à mesurer perceptivement la qualité sonore du corpus de sons
étudié. Il s’agit alors de définir l’échelle de mesure sur laquelle celle-ci va être décrite. La principale
hypothèse, assez naturelle, est que la qualité sonore peut être décrite par une échelle unidimension-
nelle. En effet, si plusieurs attributs auditifs entrent en jeu lors du jugement perceptif de la qualité
sonore, le résultat de ce jugement correspond à une notion unique, par rapport à laquelle les sons
sont comparés de manière unilatérale : un son A est dit de « meilleure qualité sonore » qu’un son B, ce
qui ne serait pas possible dans le cas d’un mode multidimensionnel de représentation. Par ailleurs,
la littérature scientifique nous a amené à poser également une autre hypothèse, celle d’une échelle
continue. En effet, cette propriété de l’échelle de qualité sonore est implicitement admise par la plu-
part des procédures expérimentales décrites en section 2.3.1 et la plupart des métriques de qualité
sonore proposées et inventoriées en en fin de section 2.3.3.
De ces hypothèses et de la tendance naturelle à comparer deux sons en termes de qualité sonore
découle la nature de l’échelle que nous allons mesurer : l’échelle de préférence. Afin d’identifier cette
dernière dans le cas des sons considérés, la littérature scientifique nous offre une certaine variété de
procédures expérimentales qui sont explicitées en section 2.3.1. Elles présentent chacune avantages
et inconvénients et impliquent bien entendu des traitements statistiques différents des résultats. Pour
son bon compromis entre précision et faisabilité pratique de l’expérience pour un corpus d’une taille
raisonnable, la procédure d’évaluation comparée a été choisie.
La seconde étape consiste à relier cette mesure de la qualité sonore aux attributs auditifs per-
tinents pour la description du timbre. Toutefois, un élément important doit être pris en compte :
l’importance perceptive de la sonie. Nous avons empêché l’influence de ce paramètre dans le cadre
des chapitres 5 et 6, car le but des études correspondantes était d’identifier les familles et l’espace
de timbre, excluant, selon la définition du timbre donnée en section 2.1, toute variation de sonie. En
revanche, il est naturel de supposer que cet attribut auditif joue un rôle prépondérant dans la qua-
lité sonore perçue par les auditeurs. Il est donc indispensable de prendre en compte ce paramètre
et donc de réaliser l’expérience d’évaluation comparée dans des conditions où les sons sont diffusés
au niveau sonore auquel ils ont été enregistrés. L’intérêt de cette condition d’expérience est double :
d’une part confirmer notre intuition concernant l’importance du percept de sonie vis-à-vis des autres
attributs auditifs, et d’autre part confronter l’efficacité de la mesure de niveau sonore en dBA pour la
prédiction des préférences à d’autres descripteurs plus raffinés de niveau perçu.
Toutefois, il est évident que nous souhaitons également estimer l’influence des attributs auditifs
pertinents identifiés dans le cadre de l’étude du timbre des sons de STA (voir chapitre 6). En effet, si
l’on peut supposer que la sonie explique à elle seule une grande partie de la qualité sonore perçue,
il est indispensable de savoir comment cette dernière varie quand plusieurs sons présentent des va-
leurs de sonie équivalentes. En effet, il est dans ce cas toujours possible de les distinguer entre eux, et
rien n’indique que les auditeurs ne soient pas capables de formuler des préférences. Il est donc indis-
pensable de considérer également, pour l’évaluation de la qualité sonore, le corpus de sons, égalisé
en sonie, pour lequel nous avons établi l’espace de timbre dans le chapitre 6.
Par conséquent, l’expérience d’évaluation comparée a été réalisée dans deux conditions distinctes :
en condition de sonie réelle, et en condition de sonie égalisée.
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7.2 Protocole expérimental d’évaluation comparée - sonie réelle
7.2.1 Stimuli
Il est important de noter que cette expérience faisait partie d’une étude préliminaire réalisée en
amont de toutes les autres expériences perceptives présentées dans cette thèse. Ainsi elle a notam-
ment été réalisée avant l’étude des familles de sons de STA, ayant abouti à la sélection du corpus de
travail décrit en section 5.3. Il est évident qu’il aurait été souhaitable que toutes les expériences aient
été conduites sur un même corpus sonore de travail, mais devant le caractère probant des résultats
de l’expérience présentée ici, associés à ceux de la littérature, il n’a pas été jugé nécessaire de la repro-
duire sur le corpus de travail. De plus, il faut garder à l’esprit que le corpus de travail utilisé pour les
autres expériences a été établi dans le cadre de l’identification des différentes familles de timbre qui
constituaient l’ensemble des enregistrements en notre possession (voir chapitre 5). Ce cadre excluait
toute variation du percept de sonie, ce qui est incompatible avec les objectif de cette expérience.
Dix sons ont été sélectionnés parmi les enregistrements binauraux décrits en section 4.2 et ont
été utilisés pour cette expérience. Seuls les enregistrements correspondant à la première vitesse de
fonctionnement (la plus élevée) ont été considérés. Parmi les 16 sons binauraux restants, les 10 sons
ont été sélectionnés pour prendre en compte les différents types de STA enregistrés (carrossés, gai-
nables et cassettes). La liste des sons constituant le corpus de cette expérience, ainsi que l’identifiant
utilisé pour chacun d’eux dans la suite de l’étude, est présentée dans le tableau 7.1.
nom du système vitesse position identifiant
CRS2 1 diffusion CRS2 v1 dif
CRS4 1 diffusion CRS4 v1 dif
GNB1 1 diffusion GNB1 v1 dif
GNB3 1 diffusion GNB3 v1 dif
GNB4 1 diffusion GNB4 v1 dif
GNB6 1 diffusion GNB6 v1 dif
GNB8 1 diffusion GNB8 v1 dif
GNB9 1 diffusion GNB9 v1 dif
CST2 1 diffusion CST2 v1 dif
CST3 1 diffusion CST3 v1 dif
TABLE 7.1 – Corpus sonore utilisé dans l’expérience d’évaluation comparée - sonie réelle (voir aussi
tableau D.1 en annexe).
7.2.2 Participants
29 auditeurs volontaires (20 hommes, 9 femmes, entre 23 et 50 ans) ont pris part à cette expé-
rience. Aucun d’entre eux n’a fait mention d’un problème majeur d’audition.
7.2.3 Matériel
Une interface graphique spécifique, assurant la lecture des sons sur l’interface audio et l’enre-
gistrement des réponses des participants, a été programmée en LabVIEW 7.0 pour cette expérience.
Les sons ont été diffusés par une interface RME Fireface 400 dans un casque fermé 1 BeyerDynamic
1. Un casque fermé isole l’auditeur des sources de bruits extérieurs, tandis qu’un casque ouvert laisse le son entrer et
sortir librement.
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DT 770 Pro en écoute dichotique (signaux différents dans les deux oreilles). Ce mode de reproduc-
tion sonore se justifie par l’emploi d’enregistrements binauraux en guise de stimuli. L’expérience a
eu lieu dans une salle non traitée acoustiquement, mais relativement isolée de toute source de bruit
extérieur (ce qui justifiait par ailleurs l’emploi d’un casque de type fermé).
7.2.4 Procédure
La procédure expérimentale utilisée ici est celle d’évaluation comparée (voir section 2.3.1), offrant
un compromis entre les procédures d’évaluation absolue et de comparaison par paires. Au début de
l’expérience, les participants reçoivent une consigne écrite retranscrite en section E.3 en annexe, pré-
sentant le contexte de l’étude et expliquant la tâche à accomplir. Une méthode d’évaluation compa-
rée (voir 2.3.1) est utilisée. Sur l’interface associée à cette procédure (voir figure 7.1), les participants
sont amenés à écouter chaque son du corpus, et à en évaluer sur une échelle allant de 0 à 10 le degré
de désagrément (du plus désagréable au plus agréable). Une forte autonomie est laissée aux partici-
pants qui peuvent choisir la stratégie d’écoute et d’évaluation qui leur convient le mieux, puisqu’ils
peuvent réécouter chaque son et revoir leurs évaluations autant de fois qu’ils le souhaitent et dans
l’ordre de leur préférence. Un bouton permet par ailleurs de faciliter les comparaisons des sons en
classant ceux-ci en fonction des évaluations déjà effectuées. Lorsque les participants sont satisfaits
de leurs évaluations, ils valident mettant ainsi fin à l’expérience (le bouton correspondant n’est bien
entendu accessible qu’une fois chaque son écouté et évalué au moins une fois). La durée moyenne
de la procédure dans le cas de cette expérience a été de 9 minutes.
FIGURE 7.1 – Interface graphique de l’expérience d’évaluation comparée - sonie réelle.
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7.3 Résultats et analyse – sonie réelle
Les données brutes issues de cette expérience prennent la forme d’un jeu d’évaluations des sons
pour chaque participant. L’analyse naturelle de ces résultats consiste à moyenner pour chaque son
les évaluations de l’ensemble des participants, permettant ainsi d’obtenir une évaluation globale de
la qualité sonore des éléments du corpus. La figure 7.2 permet d’observer les évaluations moyennes
et l’écart-type des évaluations individuelles pour chaque son. On peut alors constater que les écarts-
types sont relativement faibles devant la dynamique de l’échelle moyenne. En effet, la moyenne de
ceux-ci etm vaut 1,67, quand l’écart-type des valeurs moyennes de l’échelle met , traduisant la dyna-
mique de celle-ci, vaut 2,58.
FIGURE 7.2 – Évaluations moyennes et écarts-types du désagrément pour l’expérience d’évaluation
comparée. L’échelle va de ‘0’ pour les plus désagréables à ‘10’ pour les plus agréables.
Il convient toutefois, par souci de cohérence avec l’analyse des évaluations des expériences ex-
posées dans les parties subséquentes de ce document, d’observer plus précisément les résultats indi-
viduels des participants afin de constater à quel point l’échelle moyenne en constitue un consensus.
À cet effet, le coefficient de concordance de Kendall W et le coefficient de corrélation de rang de
Spearman r¯s , qui représentent une première analyse de la cohérence inter-participants des résultats,
ont été évalués. Ces deux coefficients permettent de quantifier le degré de concordance, parmi les
participants, de l’ordonnancement (ou rang) des sons sur l’échelle des évaluations. L’idée majeure
est, grossièrement, de constater, pour l’ensemble des participants, si les sons évalués comme les plus
désagréables et ceux évalués comme les moins désagréables sont bien les mêmes, ou non (voir sec-
tion C.1 en annexe pour le détail du calcul de ces coefficients). Les valeurs possibles pour ces deux
coefficients sont dans la gamme {−1;1}. Pour chacun d’eux, la valeur ‘1’ est atteinte lorsque les résul-
tats sont parfaitement concordants, et la valeur ‘-1’, quand ils sont inversement concordant 2, tandis
que la valeur ‘0’ signifie qu’il n’y a aucun lien entre les résultats des participants. Par ailleurs, contrai-
rement au coefficient de concordance de Kendall, la valeur du coefficient de corrélation de rang de
2. Ce cas de figure semble toutefois impossible lorsque l’on compare les résultats de plus de 2 participants, comme
dans le cas présent.
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Spearman peut être comparée aux valeurs critiques du coefficient de corrélation de Bravais-Pearson
(voir tableau B.1 en annexe B).
Pour l’expérience réalisée, ces deux coefficients valent respectivement W = 0,84 et r¯s = 0,83. Les
valeurs de ces deux coefficients étant relativement proches de ‘1’, Les résultats individuels semblent





TABLE 7.2 – Éléments statistiques inter-participants de l’expérience d’évaluation comparée en condi-
tion de sonie réelle (écart-type moyen entre les participants etm , écart-type entre les évaluations
moyennes des sons met , coefficient de concordance de Kendall W et coefficient de corrélation de
rang de Spearman r¯s).
Toujours dans un objectif de cohérence d’analyse avec les expériences présentées dans la suite
de ce document, il convient également d’évaluer la divergence ou la concordance des résultats des
participants les uns par rapport aux autres à l’aide d’une analyse de cluster appliquée aux données
individuelles de l’expérience (voir section C.2 en annexe). Le dendrogramme traduisant cette repré-
sentation est affiché en figure 7.3.
FIGURE 7.3 – Dendrogramme correspondant aux corrélations inter-participant pour l’expérience
d’évaluation comparée.
Ainsi, le participant 20 à l’extrême droite du dendrogramme (et dans une moindre mesure les
participants 11 et 19) semble se détacher des autres participants. Toutefois, la hauteur du nœud où ce
participant et le cluster formé par l’ensemble des autres participants se rejoignent (distance cophéné-
tique) reste toutefois assez basse (moins de 0,3).
L’ensemble de ces éléments statistiques ont conduit à ce qu’aucun des participants ne soit retiré
du panel. Ainsi, l’échelle moyenne affichée en figure 7.2 représente l’échelle de qualité sonore retenue
dans l’optique de sa prédiction sur la base de descripteurs audio (voir section 7.6).
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7.4 Protocole expérimental d’évaluation comparée - sonie égalisée
L’idée directrice de cette expérience est d’établir une échelle de qualité sonore, non pas lorsque
les sons sont diffusés à sonie réelle comme c’est le cas dans l’expérience décrite en section 7.2, mais
lorsque l’ensemble des sons sont perçus à sonie égale. En effet, comme l’indique la littérature, le per-
cept de sonie est le principal facteur influençant les préférences des auditeurs (ce qui est de plus
confirmé par les résultats de régression linéaire exposés en section 7.6). Ainsi, le but est ici de re-
produire une procédure expérimentale similaire à celle exposée en section 7.2, mais avec un corpus
sonore égalisé en sonie.
7.4.1 Stimuli
Le corpus sonore utilisé lors de cette expérience est le même que celui utilisé pour l’expérience
de mesure de similarités décrite en section 6.2, c’est-à-dire celui identifié à l’issue du chapitre 5 et
énuméré dans le tableau 5.4. Il s’agit donc de 16 sons monophoniques égalisé en sonie 3 d’une durée
de 4 secondes.
7.4.2 Participants
19 auditeurs volontaires (11 hommes, 8 femmes, entre 22 et 25 ans) ont pris part à cette expé-
rience. Aucun d’entre eux n’a fait mention d’un problème majeur d’audition.
FIGURE 7.4 – Interface graphique de l’expérience de mesure de similarités
7.4.3 Matériel
Une interface graphique spécifique, assurant la lecture des sons sur l’interface audio et l’enre-
gistrement des réponses des participants, a été programmée en LabVIEW 2010 (figure 7.4) pour cette
3. L’égalisation en sonie automatique fondée sur le modèle de Zwicker explicitée en section 5.2.1 s’est avérée satisfai-
sante à l’oreille, et il n’a pas été jugé nécessaire d’effectuer expérimentalement une égalisation en sonie, comme c’est le cas
en section 8.3.3.
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expérience. Les sons ont été diffusés par une interface RME Fireface 800 dans un casque ouvert Senn-
heiser HD650. Le mode de reproduction sonore sur casque a été employé car c’est le seul qui garantit
d’obtenir une écoute diotique (signal identique dans les deux oreilles). L’expérience a eu lieu dans
une cabine audiométrique IAC à double paroi.
7.4.4 Procédure
La procédure expérimentale utilisée ici est la même procédure d’évaluation comparée que celle
exposée en section 7.2. En résumé, après avoir reçu une consigne écrite de l’expérience (voir sec-
tion E.3 en annexe), les participants doivent évaluer chaque son du corpus sur une échelle allant de
0 à 10 le degré de désagrément (du plus désagréable au plus agréable), tout en pouvant réécouter et
modifier leurs évaluations tout au long de l’expérience (voir figure 7.4).
La durée moyenne de la procédure dans le cas de cette expérience a été de 14 minutes.
FIGURE 7.5 – Évaluations moyennes et écarts-types du désagrément pour l’expérience d’évaluation
comparée en condition de sonie égalisée. L’échelle va de ‘0’ pour les plus désagréables à ‘10’ pour les
plus agréables.
7.5 Résultats et analyse – sonie égalisée
Tout comme pour l’expérience en sonie réelle (section 7.3), les données brutes issues de cette
expérience prennent la forme d’un jeu d’évaluations des sons pour chaque participant. Les mêmes
analyses ont été appliquées ici. Tout d’abord, les évaluations moyennes et leurs écarts-types sont affi-
chés en figure 7.5. À la différence des résultats obtenus en condition de sonie réelle (voir figure 7.2), les
écarts-types sont ici très importants. En effet, la moyenne de ceux-ci etm vaut 2,67, quand l’écart-type
des valeurs moyennes de l’échelle met , traduisant la dynamique de celle-ci, vaut 1,70. De même, les
valeurs du coefficient de concordance de Kendall et du coefficient de corrélation de rang de Spear-
man, qui traduisent le degré de concordance de l’ordonnancement des sons sur l’échelle des éva-
luations par les différent participants (voir sections 7.3, et C.1 en annexe, pour plus de détails) valent
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respectivement W = 0,29 et r¯s = 0,25, et sont par conséquent bien inférieurs à ceux obtenus en condi-
tion de sonie réelle, et très éloignés de la valeur idéale ‘1’. Ces éléments statistiques inter-participants





TABLE 7.3 – Éléments statistiques inter-participants de l’expérience d’évaluation comparée en condi-
tion de sonie égalisée (écart-type moyen entre les participants etm , écart-type entre les évaluations
moyennes des sons met , coefficient de concordance de Kendall W et coefficient de corrélation de
rang de Spearman r¯s).
Une analyse de cluster a été appliquée aux données individuelles de l’expérience (voir section C.2
en annexe) afin d’observer les divergences entre participants qui expliquent ces statistiques. Le den-
drogramme traduisant la représentation hiérarchique du panel de participants pour cette expérience
est affiché en figure 7.6.
FIGURE 7.6 – Dendrogramme correspondant aux corrélations inter-participant pour l’expérience
d’évaluation comparée en condition de sonie égalisée.
Ce dendrogramme présente tout d’abord une allure bien différente de celle du dendrogramme de
l’expérience en condition de sonie réelle (voir figure 7.3). En effet, il apparaît que les hauteurs de fu-
sions des différents cluster sont globalement plus élevées que celles du dendrogramme sus-cité. Ceci
est cohérent avec les statistiques observées sur la figure 7.5 et dans le tableau 7.3. Par ailleurs, un autre
phénomène semble évident à la vue du dendrogramme : un groupe de 4 participants (participants 9,
12, 14 et 4, à l’extrême droite du dendrogramme) présente des résultats modérément similaires, mais
manifestement très différents de ceux de l’ensemble des autres participants. En effet, la distance co-
phénétique entre le cluster formé par ces 4 participants et celui formé par tous les autres (aux alen-
tours de 0,55, ce qui correspond à un coefficient de corrélation moyen de -0,1 – voir formule C.3 en
annexe) est largement supérieure aux plus grandes distances cophénétiques entre participants de
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l’un ou l’autre de ces deux clusters.
Il est possible que ces 4 participants représentent une tendance alternative quant à la perception
des sons et de la qualité associée, mais compte tenu de leur nombre, il est impossible de les considérer
en tant que tel. Par conséquent, il ont été considérés comme des outliers, dont les résultats ne sont
pas compatibles avec la tendance générale, et ont donc été retirés du panel de participant.
La figure 7.7 montre les évaluations moyennes et les écarts-types inter-participants obtenus en
ne prenant pas en compte les résultats de ces 4 participants. En conséquence, la moyenne des écarts-
types entre les évaluations des participants restants etm devient 2,25, quand l’écart-type des valeurs
moyennes de l’échelle met augmente à 2,19. De même les valeurs du coefficient de concordance de
Kendall et du coefficient de corrélation de rang de Spearman augmentent nettement jusqu’à respec-
tivement W = 0,50 et r¯s = 0,47. Sans être entièrement satisfaisants, ces éléments statistiques inter-
participants confirment une nette amélioration de la représentativité de l’échelle de qualité sonore
obtenue. Ils sont résumés dans le tableau 7.4.
FIGURE 7.7 – Évaluations moyennes et écarts-types du désagrément pour l’expérience d’évaluation
comparée en condition de sonie égalisée (sans les résultats des 4 ouliers). L’échelle va de ‘0’ pour les





TABLE 7.4 – Éléments statistiques inter-participants de l’expérience d’évaluation comparée en condi-
tion de sonie égalisée, sans les résultats des 4 ouliers (écart-type moyen entre les participants etm ,
écart-type entre les évaluations moyennes des sons met , coefficient de concordance de Kendall W et
coefficient de corrélation de rang de Spearman r¯s).
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7.6 Prédiction des échelles de qualité sonore
7.6.1 Échelle de qualité sonore en condition de sonie réelle
Lorsque les sons sont diffusés à sonie réelle, leur écoute permet de facilement distinguer d’évi-
dentes variations d’intensité sonore perçue. Il paraît alors naturel de tenter d’effectuer une régres-
sion linéaire avec un descripteur psychoacoustique censé quantifier cet attribut auditif. Dans cette
optique, une régression linéaire (voir section B.2 en annexe) a été effectuée entre l’échelle des éva-
luations moyennes et différents descripteurs d’intensité sonore : le calcul du niveau acoustique en
dB SPL L, du niveau acoustique pondéré en dBA L A et le résultat d’un calcul de sonie fondé sur le
modèle de Zwicker et Fastl [6] N (voir section 2.3.3, notamment l’équation 2.3, la figure 2.5, et les
équations 2.6 et 2.7, respectivement).
Les coefficients de corrélation de Bravais-Pearson (voir section B.1 en annexe) obtenus sont af-
fichés dans le tableau 7.5. Ils établissent un lien particulièrement fort entre l’échelle de qualité so-
nore mesurée et le niveau acoustique mesuré en dBA d’une part et le descripteur de sonie d’autre
part. En effet, si la corrélation avec le niveau acoustique exprimé en dB SPL n’est pas significative
(rL(ddl = 8) = −0,34 (p > 0,1)), le coefficient de corrélation de Bravais-Pearson obtenu lorsque le
niveau est exprimé en dBA est, d’un point de vue statistique, aussi significatif que celui obtenu avec
la sonie N : rL A (ddl = 8) = −0,97 (p < 0,01) et rN (ddl = 8) = −0,98 (p < 0,01). Ces éléments ne dé-
montrent pas d’apport significatif de la sonie par rapport au niveau acoustique en dBA, en termes
d’efficacité de prédiction de la qualité sonore pour le corpus de sons étudié. Cela ne signifie pas que
le modèle de sonie de Zwicker et Fastl n’est pas un meilleur descripteur du percept d’intensité sonore
que le niveau acoustique mesuré en dBA dans le cas général, mais simplement qu’il apporte peu dans
le cas de la qualité sonore des sons étudiés ici, probablement à cause de la nature très stationnaire et




L r (ddl = 14)= -0,34
L A -0,97**
Sonie (ISO532) N -0,98**
TABLE 7.5 – Coefficients de corrélation de Bravais-Pearson pour l’échelle de qualité sonore en condi-
tion de sonie réelle (** p < 0,01).
Enfin, les figures 7.8 et 7.9 montrent les valeurs de l’échelle de qualité sonore mesurée en fonc-
tion de, respectivement, le niveau acoustique en dBA L A et la sonie N , ainsi que, dans les deux cas,
la droite de régression obtenue (en rouge). Si les coefficients de corrélation n’ont pas fait apparaître
d’amélioration significative statistiquement entre le niveau acoustique en dBA et la sonie, il semble
toutefois que les points représentant certains sons sur ces figures se trouvent légèrement rapprochés
de la droite de régression dans le cas de la sonie (pour les valeurs élevées de ces descripteurs tout du
moins).
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FIGURE 7.8 – Régression linéaire entre l’échelle des évaluations moyennes et le niveau acoustique en
dBA (expérience en condition de sonie réelle).
FIGURE 7.9 – Régression linéaire entre l’échelle des évaluations moyennes et la sonie (expérience en
condition de sonie réelle).
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7.6.2 Échelle de qualité sonore en condition de sonie égalisée
Cette partie décrit les résultats de la régression linéaire multiple entre les descripteurs du timbre
identifiés au chapitre 6 et l’échelle de qualité sonore établie en section 7.5. Le modèle à appliquer est
simplement :
Q = a ·d1+b ·d2 (+c ·d3)
où Q est la valeur sur l’échelle de qualité sonore, d1, d2 et d3 sont les descripteurs, et a, b et c sont
les constantes du modèle à rechercher.
Le tableau 7.6 montre les coefficients de corrélation entre l’échelle de qualité sonore et chacun
des 3 descripteurs identifiés (N1+N2, Acuité et Émergence harmonique). On peut déjà constater qu’il
ne semble pas y avoir de lien direct manifeste entre les descripteurs N1+N2 et Acuité, et l’échelle de
préférence, et que, en revanche, il existe un lien modérément significatif (p < 0.02) entre le descrip-
teur Émergence harmonique et cette même échelle. Cela s’explique de nouveau par le son GNB3 v1
dif qui présente un sifflement particulièrement audible. En effet, il était manifeste que ce sifflement
pénalisait fortement l’appréciation de ce son par les participants, et celui-ci offrait ainsi le meilleur
consensus. Il en découle que l’échelle de préférence est fortement dirigée par cette spécificité. Or
cette spécificité a déjà été identifiée comme la principale explication de la 3e dimension de l’espace
3D exposé en section 6.3. Il est donc logique de trouver une corrélation significative entre le descrip-




N1+N2 r (ddl = 14)= -0,32
Acuité 0,20
Émergence harmonique -0,59*
TABLE 7.6 – Coefficients de corrélation entre l’échelle de préférence et les descripteurs N1+N2, Acuité
et Émergence harmonique (*p < 0,02)
Enfin, les figures 7.10 et 7.11 affichent la correspondance entre les évaluations moyennes de la
qualité sonore et le résultat de la régression linéaire multiple à l’aide les jeux de respectivement 2
et 3 descripteurs précédemment identifiés. La figure 7.11 montre également la droite de régression
obtenue. Comme attendu, il apparaît que la prise en compte de l’Émergence harmonique améliore
considérablement le résultat de la régression, puisque l’on passe d’un coefficient de corrélation de
r (ddl = 13)= 0,33 pour la régression à l’aide des deux descripteurs de l’espace 2D (N1+N2 et Acuité),
à r (ddl = 12) = 0,77, statistiquement significatif à p < 0.01, lorsque l’Émergence harmonique est
également incluse dans la régression (le degré de liberté en moins étant lié à l’usage d’une constante
supplémentaire dans le modèle).
7.7 Discussion
Cette étude nous a permis d’identifier l’échelle de préférence des auditeurs parmi les sons de STA
considérés, traduisant ainsi la perception de la qualité sonore de ce type de sons. La première conclu-
sion, quoique assez prévisible, à tirer de l’analyse des résultats de l’expérience menée en condition
de sonie réelle est qu’un descripteur de sonie tel que celui de Zwicker et Fastl [6] est un parfait pré-
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FIGURE 7.10 – Régression linéaire multiple entre l’échelle de préférence et les descripteurs N1+N2 et
Acuité (expérience en condition de sonie égalisée).
FIGURE 7.11 – Régression linéaire multiple entre l’échelle de préférence et les descripteurs N1+N2,
Acuité et Émergence harmonique (expérience en condition de sonie égalisée).
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dicteur de l’évaluation par les auditeurs de la qualité sonore des STA. Toutefois, il ne l’est pas plus que
le niveau sonore exprimé en dBA. Cela ne signifie pas que les autres paramètres acoustiques men-
tionnés en section 2.3.3 n’influent pas théoriquement sur la perception des auditeurs. On constate
simplement que la sonie est l’attribut auditif prépondérant lorsque l’on s’intéresse à la perception de
la qualité sonore. Compte tenu de la grande dynamique des valeurs de sonie pour le corpus utilisé, ce
paramètre a probablement masqué l’effet plus subtil d’autres attributs.
C’est en effet ce que confirme, dans une certaine mesure, l’analyse des résultats de l’expérience
réalisée en condition de sonie égalisée. Le fait d’avoir fixer ce paramètre a permis, dans le cadre de
l’étude du timbre exposée dans le chapitre 6, de faire émerger un ensemble d’attributs auditifs et de
descripteurs explicatifs associés confirmant l’hypothèse stipulant que les auditeurs perçoivent des
différences parmi les sons de STA qui ne sont pas expliquées par les variations de sonie. Ainsi, une
méthode de régression linéaire multiple a permis de mettre au point un prédicteur de la qualité so-
nore des STA dans cette condition particulière, sur la base des descripteurs psychoacoustiques ex-
pliquant les dimensions du timbre : la sonie dans les deux premières bandes de Bark, l’acuité, et un
descripteur d’émergence harmonique.
Toutefois, nous avons observé que, bien que les deux premiers cités représentent les deux plus
importantes dimensions dans la perception (d’un point de vue descriptif) des sons de STA – ces deux
dimensions sont en effet les deux seules qui sont communes à l’espace 2D et à l’espace 3D (voir
section 6.3) –, ils s’avèrent insuffisants lorsqu’il s’agit d’expliquer les jugements de la qualité sonore.
La troisième dimension, expliquée par un descripteur d’émergence harmonique, semble être primor-
dial pour expliquer ces jugements comme l’indiquent les coefficients de corrélations des descripteurs
avec l’échelle de qualité sonore mesurée, affichés dans le tableau 7.5. Ainsi, l’ajout de ce descripteur
dans le modèle de prédiction a permis d’obtenir un coefficient de corrélation modéré mais significa-
tif : r (ddl = 12) = 0,77.
Le caractère modéré de ce coefficient de corrélation doit néanmoins être considéré en gardant à
l’esprit la forte variabilité des réponses des auditeurs lors de l’expérience en condition de sonie éga-
lisée. En effet, les grands écarts-types qui peuvent être observés sur la figure 7.7 incitent à considérer
les évaluations moyennes, et donc les valeurs des sons sur l’échelle de qualité sonore considérée,
avec prudence. L’écoute approfondie des sons et les impressions générales des participants de l’ex-
périence 4 semblent indiquer que les sons du corpus sont peu différenciés lorsqu’il s’agit d’en évaluer
le degré d’agrément/désagrément. Ce problème n’est pas apparu dans le cadre de l’étude du timbre
car la méthode d’analyse utilisée (MDS – modèle INDSCAL, voir sections 6.3 et A.2 en annexe) prend
en compte la variabilité inter-participants afin de déterminer les différentes stratégies individuelles
et de fixer les axes des espaces perceptifs. La procédure expérimentale choisie ne semble pas à mettre
en cause, car elle a déjà été utilisée avec succès dans la littérature (voir notamment [116]). L’expli-
cation est probablement à chercher plutôt dans les sons eux-mêmes, qui semblent globalement très
proches les uns des autres, et ne génèrent pas de consensus quant à la qualité sonore perçue.
D’un point de vue pragmatique, les résultats de cette étude ont permis d’obtenir des outils pour
estimer la qualité sonore d’un STA, même dans le cas où celui-ci n’a pas été pris en compte dans les
expériences réalisées. En effet, tout l’intérêt de ces travaux est de proposer des métriques évaluées
directement sur le signal sonore, permettant d’obtenir une estimation de la qualité sonore des STA,
4. D’un point de vue informel, plusieurs participants ont fait part à la fin de l’expérience de leur manque de conviction
vis-à-vis de leurs évaluations et ont expliqué avoir plusieurs fois changer d’avis, voire de stratégie, avant de valider leurs
évaluations en fin de procédure.
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et donc du confort acoustique ressenti par les usagers. L’idée générale est que la sonie, ou le niveau
sonore exprimé en dBA, évalués sur l’enregistrement audio d’un STA, permettent d’obtenir une pre-
mière mesure de qualité sonore, qui pourra dans la majorité des cas le situer vis-à-vis des STA qui ont
été évalués au cours de cette étude. Dans le cas où la valeur de cette première mesure ne permettrait
pas de le distinguer suffisamment d’un autre (ou de plusieurs autres) STA, la qualité sonore de ces
deux (ou plus) STA peut être nuancée grâce à la seconde métrique, fondée sur les calculs de la so-
nie dans les deux premières bandes de Bark, de l’acuité, et de l’émergence harmonique des signaux
enregistrés.
Partie III
Influence du contexte d’écoute sur la
qualité sonore perçue des STA
Cette partie du document présente les travaux réalisés dans le but d’étudier l’influence de diffé-
rents paramètres liés au contexte d’écoute des STA. Le chapitre 8 détaille l’étude de l’influence de
l’acoustique des salles sur la qualité sonore des STA. Le chapitre 9 expose le travail effectué dans le
but de confronter la situation classique d’écoute attentive pour l’évaluation de la qualité sonore à une
situation d’écoute plus réaliste et représentative des conditions d’usage des STA.

Chapitre 8
Influence de l’acoustique des salles
L’idée directrice du chapitre est de présenter l’étude de l’influence de paramètres liés à l’acous-
tique des salles en comparant la qualité sonore perçue en différentes conditions de spatialisation du
son. Dans cette optique, la section 8.1 présente tout d’abord la problématique générale de l’étude de
l’influence de l’acoustique des salles. Cette problématique implique l’utilisation d’un outil particu-
lier de spatialisation du son, présenté en section 8.2 : l’auralisation. La section 8.3 présente le proto-
cole expérimental d’évaluation comparée utilisé dans le cadre de cette étude. La section 8.4 présente
l’analyse des résultats de cette expérience. Enfin, la section 8.5 expose la discussion que soulèvent les
résultats de cette étude.
8.1 Problématique
Les travaux réalisés dans le cadre des études présentées dans les chapitres 5, 6 et 7 ont été réa-
lisés à l’aide de sons correspondant à une condition bien particulière : ils ont été enregistrés dans
une salle (semi-)anéchoïque, dont le but est de supprimer une majeure partie du champ réverbéré.
En effet, nous souhaitions alors décrire la perception des sources sonores que sont les STA, indépen-
damment de tout facteur environnemental. Toutefois, dans des conditions réalistes d’usage de STA,
ceux-ci sont installés la plupart du temps dans des bureaux, mais dans tous les cas dans des espaces
clos. Cette situation particulière, contrairement à la condition anéchoïque d’enregistrement, génère
de la réverbération qui modifie le son perçu par les auditeurs d’une manière non-négligeable.
En effet, le son est une onde qui, par conséquent, interagit avec son environnement, et, à l’excep-
tion d’une situation bien particulière (champ libre), ne se propage pas à l’infini. Lorsqu’il rencontre un
obstacle, une partie de son énergie est absorbée par celui-ci (voire transmise à travers lui), et la partie
restante est réfléchie. La proportion d’énergie qui est réfléchie dépend notamment de la bande de
fréquence considérée et de la nature de l’obstacle (forme, rugosité de la surface, matériau, . . .). Ainsi,
entre le moment où le son est émis (par le STA) et le moment où il est arrive « à destination » (jusqu’à
l’auditeur), il a subi un nombre plus ou moins grand de réflexions qui se traduisent par la réverbéra-
tion modifiant de manière certaine le son entre ces deux instants.
Ainsi, il n’est pas garanti que les résultats des chapitres précédents, obtenus avec des sons corres-
pondant à des enregistrements anéchoïques, soient les mêmes que ceux qui auraient été obtenus si
les sons avaient été enregistrés dans une salle plus représentative des conditions (non-anéchoïques)
dans lesquelles sont habituellement installés les STA. Il est donc indispensable de comparer les résul-
tats d’évaluation de la qualité sonore obtenus dans le chapitre 7 avec ceux qui pourraient être obtenus
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dans des conditions de réverbération réelles ou réalistes. Il est possible de simuler l’effet d’une salle
particulière sur le son tel qu’il serait reçu à une position plus ou moins éloignée de sa source (le STA).
Cette simulation est réalisée à l’aide de l’auralisation (voir section 8.2). Cette outil permet de générer,
à partir d’enregistrements anéchoïques, des sons incorporant l’aspect temporel (« persistance » du
son) de la réverbération, et, dans le cas de l’outil utilisé, son aspect spatial (lié à la localisation de la
source notamment), dans la salle considérée.
Dans le cadre des expériences perceptives réalisées ici, l’utilisation d’un outil d’auralisation pré-
sente un avantage majeur, qui est de pouvoir comparer plusieurs (deux, en l’occurrence) salles diffé-
rentes. Ceci aurait été difficile si l’on avait souhaité effectuer cette comparaison dans des salles réelles.
En effet, les sons auralisés par les différents types de salles peuvent ici être directement comparés par
les auditeurs, sans avoir à « changer » de salle (ce qui aurait compliqué les comparaisons à cause de
notre mémoire auditive peu efficace).
Le principe de l’étude présentée dans ce chapitre est donc, dans un premier temps, de reproduire
le protocole expérimental de mesure perceptive de la qualité sonore, utilisé dans le chapitre 7, avec
un corpus composé de sons auralisés, ainsi enrichis d’un champ réverbéré. Dans un second temps,
il importe de comparer l’échelle de qualité sonore ainsi obtenue avec celle décrite en section 7.5 1,
afin de déterminer si les jugements des auditeurs sont significativement influencés par la présence
de réverbération.
8.2 Présentation de l’outil d’auralisation et des simulations utilisées
Un système d’auralisation est un système dont le but est de reproduire la dimension temporelle
de la réverbération d’une salle particulière (voir [152]). Dans certains cas, il permet également de re-
produire la dimension spatiale de la réverbération, lorsque le mode de reproduction utilisé est un
casque en écoute dichotique (signal différent dans les deux oreilles) ou un système de haut-parleurs
dans un studio immersif. Cette reproduction passe par l’estimation de la réponse impulsionnelle de la
salle considérée – Room Impulse Response (RIR), qui est ensuite convoluée avec le signal anéchoïque.
La réponse impulsionnelle peut être obtenue par mesure directe dans la salle dont on souhaite re-
produire la réverbération, ou par simulation. Ainsi, dans le cas d’une simulation, il est possible de
générer, à partir des caractéristiques géométriques de la salle et des matériaux des éléments com-
posants ses parois, un échogramme, c’est-à-dire la suite d’impulsions que capterait un microphone
placé dans la salle. Chacune de ces impulsions correspond à l’impulsion initialement émise par la
source et ayant subi un plus ou moins grand nombre de réflexions sur les parois de la pièce.
On distingue souvent les premières impulsions, correspondant à l’impulsion initiale n’ayant subi
que peu de réflexions, des impulsions suivantes provenant d’un plus grand nombre de réflexions suc-
cessives. Les premières, qui fournissent à elles-seules une grande partie de l’information spatiale, no-
tamment les indices de localisation de la source, peuvent être modélisées analytiquement (sauf dans
le cas où les parois réfléchissent de manière diffuse). Les dernières ont tout de même une importance
perceptive non-négligeable, mais sont de plus faible amplitude et beaucoup plus rapprochées dans
le temps – donc beaucoup plus nombreuses par unité de temps. Elles sont par conséquent beau-
coup plus difficiles à décrire de manière déterministe. Elles sont plutôt obtenues à partir de modèles
stochastiques, ou sont même souvent exclues de la modélisation.
1. L’échelle considérée est donc celle obtenue en condition de sonie égalisée. En effet, l’influence du percept de sonie
est de nouveau mise de côté, afin qu’elle ne masque pas l’éventuel effet de l’auralisation. Cette étude s’accompagne par
conséquent également d’une égalisation en sonie (voir section 8.3.3).
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8.2.1 Système d’auralisation AURALIAS
Le système utilisé pour l’auralisation est celui développé dans le cadre du projet AURALIAS [10] et
porte le même nom (voir aussi Bos et Embrechts [28, 29] à ce sujet). Ce système utilise le programme
Salrev (voir Billon et Embrechts [20] pour plus de détails) pour simuler la réponse impulsionnelle
d’une salle. Le programme Salrev incorpore deux types de modélisation différents pour pouvoir gé-
nérer aussi bien les premières réflexions que les réflexions d’ordre supérieur. La première modéli-
sation utilise la méthode dite des sources-images, qui consiste simplement à évaluer les différents
trajets possibles entre la source et le récepteur, comme on le ferait pour un rayon optique se réflé-
chissant sur des miroirs. La seconde utilise la méthode de tir de rayons qui consiste à simuler un très
grand nombre de rayons (c’est-à-dire d’ondes acoustiques directionnelles) partant de la source dans
des directions aléatoires, et à observer les rayons passant au travers d’une sphère autour du point de
réception (voir [53, 54] pour plus de détails sur l’algorithme de tracé de rayons utilisé).
Un exemple tiré de Bos et Embrechts [28, 29] d’échogrammes directionnels ainsi obtenus est
montré en figure 8.1. Un échogramme directionnel correspond, pour une bande d’octave donnée,
à la suite d’ondes acoustiques reçues provenant d’une direction particulière. Ces échogrammes di-
rectionnels sont transformés en réponses impulsionnelles directives, qui permettent alors, au travers
d’une convolution temporelle avec le signal anéchoïque à auraliser, de générer un son auralisé, qui
prend la forme d’un signal stéréophonique dans le cas de la reproduction au casque, ou d’un signal
à 6 canaux pour la reproduction en studio immersif. Dans le cas de la reproduction au casque, l’au-
ralisation comprend un filtre HRTF – Head Related Transfer Function, fonction de transfert d’une tête
humaine – censé simulé l’effet du torse, de la tête et du pavillon auditif d’un individu sur le signal
sonore (on parle alors plutôt de signal binaural). Dans le cas de la reproduction sur haut-parleurs,
le studio immersif est une pièce traitée acoustiquement pour l’auralisation et dans laquelle 6 haut-
parleurs ont été disposés à des positions bien précises dans un plan horizontal à une hauteur d’en-
viron 1,5 m. Un plan de ce studio immersif est montré en figure 8.2 (tiré de Bos et Embrechts [28])
La reproduction spatiale est donc une reproduction 2D. À l’avenir 2 haut-parleurs seront ajoutés en
hauteur de sorte à avoir une reproduction spatiale en 3D.
FIGURE 8.1 – Exemple d’échogrammes directionnels, tiré de Bos et Embrechts [28, 29], provenant des
directions « haut », « devant », « gauche », « derrière », « droite » et « bas », respectivement.
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FIGURE 8.2 – Plan du studio immersif, tiré de Bos et Embrechts [28]. « LSP » signifie Loudspeaker Po-
sition – position du haut-parleur.
8.2.2 Simulations effectuées
Deux simulations ont été effectuées avec le programme Salrev, dans le but d’effectuer les expé-
riences dans deux types différents de salle virtuelle. La première simule un bureau individuel de 4 m
par 4 m et de 3 m de haut, la seconde simule une salle de réunion de 20 m par 20 m et 3 m de hauteur
également. Une table est placée à 0,9 m de hauteur dans chaque pièce (2 x 1 m pour le bureau indivi-
duel, 13 x 13 m pour la salle de réunion). Les deux salles présentent également chacune un mur avec
une grande baie vitrée de 2 m de haut sur toute la longueur du mur. Les matériaux utilisés dans les
deux cas sont :
– plaques de plâtre peintes pour les murs
– double-vitrage pour la baie vitrée
– absorbant fibreux pour le plafond
– moquette sur béton pour le sol
– bois pour la table
Les figures 8.3 et 8.4 affichent une perspective en 3 dimensions des modèles géométriques des 2
simulations de salle, sur laquelle la source est repérée par l’étoile rouge, et le récepteur, par l’étoile
bleue (la baie vitrée correspond à la partie en bleue, et la table est identifiée en beige). La source est
modélisée dans le programme comme une source ponctuelle.
Le tableau 8.1 décrit les propriétés acoustiques des matériaux utilisés dans les simulations en
termes de coefficient d’absorption α [112, 49]. Les tableaux 8.2 et 8.3 affichent les caractéristiques
acoustiques des simulations du bureau individuel et de la salle de réunion, respectivement (voir sec-
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FIGURE 8.3 – Perspective en 3D de la simulation de bureau individuel. Les étoiles rouges et bleus
représentent respectivement la position de la source sonore et celle du récepteur.
FIGURE 8.4 – Perspective en 3D de la simulation de salle de réunion. Les étoiles rouges et bleus repré-
sentent respectivement la position de la source sonore et celle du récepteur.
tion 3.1.2 pour la définition et la signification de ces paramètres). Les valeurs de RASTI pour ces deux
simulations sont respectivement 0,76 et 0,81, qui, dans les deux cas, correspondent à une « excel-
lente » intelligibilité (voir tableau 3.1 en section 3.2.2).
8.3 Protocole expérimental d’évaluation comparée avec auralisation
8.3.1 Principe
Le principe de cette expérience est globalement de reproduire la procédure expérimentale établie
pour mesurer les préférences des auditeurs (sections 7.2 et 7.4), dans différentes conditions d’aura-
lisation. Cette auralisation est réalisée grâce à l’auralisateur introduit en section 8.2 utilisant un sys-
tème de reproduction spatiale 2D du son à l’aide de six haut-parleurs, diffusant chacun un signal mo-
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Élément 62,5 Hz 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz 8000 Hz
Murs 0,4 0,35 0,22 0,15 0,1 0,07 0,07 0,07
Baie vitrée 0,17 0,14 0,07 0,04 0,03 0,02 0,02 0,02
Plafond 0,3 0,4 0,5 0,55 0,65 0,75 0,70 0,65
Sol 0,09 0,09 0,08 0,21 0,26 0,27 0,37 0,45
Table 0,03 0,04 0,07 0,09 0,10 0,08 0,06 0,04
TABLE 8.1 – Coefficients d’absorption α des matériaux utilisés dans les simulations.
Métrique 62,5 Hz 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz 8000 Hz
Tr30(s) 0,27 0,28 0,37 0,44 0,55 0,68 0,70 0,55
EDT (s) 0,30 0,30 0,38 0,42 0,45 0,50 0,49 0,40
C80(dB) 16,5 16 12,3 10,9 9,9 9 9,1 11,1
D50(%) 94 93,5 88,2 85,7 83,5 81,4 81,9 86,8
SBTs(ms) 18,7 19,3 25,1 27,7 30,2 32,8 32,2 26,1
TABLE 8.2 – Caractéristiques acoustiques de la simulation de bureau individuel.
Métrique 62,5 Hz 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz 8000 Hz
Tr30(s) 0,78 0,84 1,20 1,56 1,93 2,21 1,93 1,04
EDT (s) 0,30 0,26 0,25 0,24 0,23 0,23 0,19 0,17
C80(dB) 11,8 12,2 11,3 10,9 10,4 10 10,5 13,3
D50(%) 91,4 92,6 91,7 91,7 91,3 90,8 91,7 95,4
SBTs(ms) 20 18,6 20,9 21,6 23,3 24,8 21,8 13,1
TABLE 8.3 – Caractéristiques acoustiques de la simulation de salle de réunion.
nophonique modifié afin de reproduire le champ réverbéré correspondant aux simulations décrites
en section 8.2. Nous souhaitons également comparer l’effet de l’auralisation lorsqu’elle est réalisée au
casque. L’auralisateur permet également de générer à partir d’un enregistrement anéchoïque, un si-
gnal stéréophonique reproduisant le champ réverbéré correspondant aux simulations, que l’on peut
alors diffuser au casque.
Il est par ailleurs nécessaire d’avoir un point de référence auquel comparer les résultats obtenus
avec auralisation. Ainsi, la mesure des préférences décrite en section 7.5, réalisée au casque en écoute
diotique avec des enregistrements anéchoïques, fera office de condition témoin, sans auralisation ou
effet de salle quelconques.
8.3.2 Stimuli
Bien que le corpus sonore établi grâce à l’expérience de catégorisation libre décrite au chapitre 5
soit constitué de 16 sons, deux simulations de salles – donc deux auralisations – sont comparées dans
cette expérience. Or, il est nécessaire, afin de ne pas influencer les résultats des expériences, et pour
en conserver la faisabilité pratique, de conserver le même nombre de stimuli présentés à chaque
participant. En conséquence, seule une moitié du corpus établi en section 5.3 sera utilisée dans ces
conditions d’expérience.
De nouveau la sélection de ces 8 sons a été faite de sorte à conserver, d’une part la représentativité
des familles identifiées au chapitre 5, et d’autre part celle des différents types de systèmes enregistrés
(carrossés, gainables , et cassettes, voir section 4.2). La figure 8.5 présente la sélection des 8 sons
(flèches rouges), vis-à-vis de la sélection initiale de 16 sons et de la représentation en dendrogramme
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des familles de sons exposées au cours du chapitre 5. En voici l’inventaire :
1. CRS1 v1 dif
4. CRS4 v2 dif
7. GNB3 v2 dif
8. GNB4 v2 rep
10. GNB6 v2 dif
13. GNB9 v4 rep
14. CST1 v3 rep
15. CST2 v2 rep
Ces 8 sons auralisés par les deux simulations décrites en section 8.2 portent donc le total de stimuli
évalués en condition auralisée à 16 sons.
8.3.3 Égalisation en sonie
Comme lors de plusieurs des expériences précédemment exposées, il est nécessaire que les juge-
ments des auditeurs ne soient pas influencés par les variations d’intensité sonore perçue. Par consé-
quent, les sons doivent être égalisés en sonie. Compte tenu de la nature multicanale des stimuli, aussi
bien pour la condition sur casque que pour celle en studio, il est impossible de réaliser cette opéra-
tion de manière automatique à l’aide de la méthode décrite en section 5.2.1. Il est par conséquent
nécessaire de réaliser cette égalisation en sonie de manière expérimentale. Le principe est de choi-
sir un son du corpus dont la sonie va servir de valeur référence, et de présenter successivement au
participant chaque paire constituée de ce son et de l’un des autres du corpus à égaliser. La tâche du
participant consiste alors, pour chaque paire son de référence / son à égaliser, à régler, à l’aide d’un
curseur, le niveau sonore du second de sorte à ce qu’il soit perçu comme aussi « fort » que le premier.
En général, peu de participants (moins de 10) sont nécessaires pour cette procédure, car un relatif
consensus est le plus souvent rapidement atteint. De plus, pour des corpus comprenant entre 10 et 20
éléments, la durée de cette procédure dépasse rarement les 10 minutes. Enfin, puisque l’on cherche
à mesurer un paramètre audiologique, peu sujet à une interprétation subjective, la connaissance des
sons ou du travail effectué (caractère naïf /expert du participant) n’est pas un paramètre important
dans le choix des participants. Pour toutes ces raisons, elle a été réalisée à l’aide de collègues volon-
taires du laboratoire (9 pour l’auralisation au casque, 7 pour l’auralisation sur haut-parleurs).
Une interface graphique spécifique a été programmée en LabVIEW 7.0 (figure 8.6) pour l’expé-
rience d’égalisation en sonie. La procédure est la suivante :
– Les paires de sons – son de référence / son à égaliser – sont jouées une par une.
– Pour chacune d’elles, le participant doit modifier la position du curseur pour régler le « ni-
veau » du son à égaliser de sorte à ce qu’il soit perçu comme identique à celui du son de ré-
férence.
– Le participant a la possibilité de rejouer chaque paire de sons à tout moment tant qu’il n’a pas
validé son réglage (une réécoute au moins est imposée après déplacement du curseur avant de
pouvoir valider).
– L’expérience se termine lorsque tous les sons ont été égalisés.
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FIGURE 8.5 – Dendrogramme issu de l’expérience de catégorisation libre, avec les catégories iden-
tifiées (séparées par les lignes en pointillés bleus), les 16 exemplaires représentatifs (dans les cadres
rouges), et, parmi ceux-là, les 8 sons sélectionnés pour l’utilisation de l’auralisation (flèches rouges).
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Enfin, sur cette interface, le curseur est placé initialement au milieu de l’échelle, lorsque le fac-
teur multiplicatif est égal à 1. L’échelle étant linéaire, on en déduit que l’échelle des facteurs utilisables
s’étend de 0 à 2.
FIGURE 8.6 – Interface graphique pour l’égalisation en sonie.
Il est à noter que l’égalisation en sonie à été réalisée séparément pour les stimuli stéréophoniques
et pour les stimuli à 6 canaux, puisque ces stimuli sont utilisés dans deux expériences distinctes. Les
résultats de cette expérience d’égalisation en sonie, sous forme de facteurs multiplicatifs moyens et
d’écarts-types, sont affichés en figure 8.7 pour la condition au casque, et en figure 8.8 pour la condi-
tion en studio.
Il convient de préciser un point important qui diverge pour la réalisation de l’expérience dans ces
2 conditions :
– Pour la condition sur casque, le son de référence, dont la sonie sert de point de comparaison
pour les autres sons, était la version anéchoïque du son CST1 v3 rep. En effet, les sons étant dif-
fusés au casque, il a semblé judicieux qu’ils aient sensiblement la même sonie que dans l’expé-
rience de référence en condition anéchoïque (voir section 7.4), également réalisée au casque. Il
importe toutefois de noter que l’opération d’auralisation a fortement modifié la sonie des sons.
Un ajustement manuel préalable du niveau sonore a donc été effectué, afin de rendre utilisable
l’échelle de l’interface, compte tenu de la limitation des facteurs multiplicatifs entre 0 et 2. Lors
de cet ajustement, un facteur commun a été appliqué aux sons résultant de l’auralisation pour
la simulation de bureau individuel, et un autre a été appliqué à ceux résultant de l’auralisation
pour celle de la salle de réunion.
– Pour la condition en studio, la comparaison à un son anéchoïque n’est évidemment pas judi-
cieuse et difficilement réalisable de manière cohérente. Par conséquent, la référence choisie
est le son CST1 v3 rep auralisé avec la simulation du bureau. Pour cette raison, les niveaux
émis sont tels qu’obtenus après auralisation, après toutefois un ajustement général – commun
à tous les sons – afin de rendre les sons aisément audibles, tout en conservant un forme de
validité écologique.
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FIGURE 8.7 – Résultats de l’égalisation en sonie des sons auralisés au casque.
FIGURE 8.8 – Résultats de l’égalisation en sonie des sons auralisés sur haut-parleurs.
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Ces éléments permettent d’expliquer que dans les cas de l’auralisation au casque, les égalisations
sont similaires entre les deux simulations, tandis que dans le cas de l’auralisation en studio, il existe
une différence significative entre les facteurs obtenus pour les 2 simulations. En effet, l’ajustement
préalable, qui diffère entre les deux simulations, dans la condition au casque, implique que les sonies
sont initialement plus proches du son de référence que dans la condition en studio.
Par ailleurs, on observe également que pour une même simulation – aussi bien pour la condition
au casque que pour celle en studio – que les facteurs multiplicatifs moyens sont tous très proches. Ce
phénomène trouve son explication dans les sons utilisés pour cette expérience : les simulations d’au-
ralisation ont été appliquées sur les sons issus de l’expérience de catégorisation (voir section 5.3), qui
avait déjà subi une égalisation en sonie automatique. Or, si l’auralisation modifie bien évidemment
la sonie des sons dans l’absolu – notamment à cause de la distance source / récepteur dans les simu-
lations –, d’un point de vue relatif, l’auralisation a en pratique peu d’influence sur la sonie des sons
pour une même simulation. En conséquence, il est parfaitement logique d’observer que les diffé-
rences entre les facteurs multiplicatifs moyens pour une même simulation soient faibles en pratique,
et que les sons après auralisation restent très proches en sonie.
Deux corpus distincts sont donc finalement utilisés dans les deux conditions d’auralisation :
– Auralisation au casque : 16 sons stéréophoniques, égalisés en sonie, et d’une durée de 4 se-
condes.
– Auralisation en studio (sur haut-parleurs) : 16 sons à 6 canaux, égalisés en sonie, et d’une durée
de 4 secondes.
8.3.4 Matériel
Les deux expériences (au casque et en studio) ont été réalisées à l’aide de la même interface gra-
phique programmée en LabVIEW 2010 (identique à la figure 7.4), assurant la lecture des sons sur
l’interface audio et l’enregistrement des réponses des participants. Les sons ont été diffusés :
– pour la condition d’auralisation au casque, par une interface RME Fireface 800 au travers d’un
casque ouvert Sennheiser HD650 en écoute dichotique (signaux différents dans les deux oreilles,
les sons auralisés au casque étant stéréophoniques) dans une cabine audiométrique IAC à
double paroi ;
– pour la condition d’auralisation en studio, par une interface RME Fireface 400 dans le studio
immersif décrit en section 8.2.1 au travers de 6 haut-parleurs FAR XM6D.
8.3.5 Participants
Dix-neuf participants se sont portés volontaires pour l’expérience dans chacune des deux condi-
tions d’auralisation (participants différents pour chacune). Pour la condition au casque, 11 hommes
et 8 femmes de l’Université de La Rochelle ont participé, tandis que 15 hommes et 4 femmes de l’Uni-
versité de Liège ont participé pour la condition en studio. Aucun d’entre eux n’a fait mention d’un
problème majeur d’audition.
8.3.6 Procédure
La procédure expérimentale utilisée ici est la même procédure d’évaluation comparée que celle
exposée en section 7.4. En résumé, après avoir reçu une consigne écrite de l’expérience (voir sec-
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tion E.3 en annexe), les participants doivent évaluer chaque son du corpus sur une échelle allant de
0 à 10 le degré de désagrément (du plus désagréable au plus agréable), tout en pouvant réécouter et
modifier leurs évaluations tout au long de l’expérience (voir figure 7.4).
La durée moyenne de la procédure a été de 14 minutes dans le cas de l’expérience sur casque, et
de 15 minutes dans le cas de l’expérience sur haut-parleurs.
8.4 Résultats et Analyse
Les résultats bruts de cette expérience dans chacune des conditions prennent la forme d’un jeu
d’évaluations de tous les sons pour chaque participant. Par conséquent, comme c’était le cas en sec-
tions 7.3 et 7.5, les évaluations moyennes et les écart-types associés, ont été évalués pour chaque son,
afin de quantifier la qualité sonore mesurée. Les figures 8.9 et 8.10 affichent ces éléments respective-
ment pour l’auralisation au casque et pour l’auralisation sur haut-parleurs.
FIGURE 8.9 – Évaluations moyennes et écarts-types du désagrément pour l’expérience d’évaluation
comparée en condition d’auralisation au casque. L’échelle va de ‘0’ pour les plus désagréables à ‘10’
pour les plus agréables.
De nouveau, on peut observer de fortes variations parmi les participants, compte tenu des écarts-
types importants, que l’auralisation soit faite au casque ou sur haut-parleurs. Dans le cas de l’aurali-
sation au casque, la moyenne des écarts-types etm vaut 2,51, et l’écart-type des valeurs moyennes de
l’échelle met , traduisant la dynamique de celle-ci, vaut 1,64. Le coefficient de concordance de Kendall
et le coefficient de corrélation de rang de Spearman, qui traduisent le degré de concordance de l’or-
donnancement des sons sur l’échelle des évaluations par les différent participants (voir sections 7.3,
et C.1 en annexe, pour plus de détails) valent respectivement W = 0.31 et r¯s = 0,27, et sont par consé-
quent très faibles, et éloignés de la valeur idéale ‘1’. Pour l’auralisation sur haut-parleurs, ces éléments
statistiques semblent légèrement meilleurs mais sans être pour autant satisfaisants. Les coefficients
etm , met , W et r¯s valent respectivement 2,34, 2,00, 0,42 et 0,38. Ils sont résumés dans le tableau 8.4.
Une analyse de cluster a été appliqué aux panels de participants de ces deux expériences (voir
setion C.2 en annexe pour plus de détails) afin d’explorer les possibles causes de cette forte varia-
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FIGURE 8.10 – Évaluations moyennes et écarts-types du désagrément pour l’expérience d’évaluation
comparée en condition d’auralisation sur haut-parleurs. L’échelle va de ‘0’ pour les plus désagréables






TABLE 8.4 – Éléments statistiques des expériences d’évaluation comparée en condition d’auralisa-
tion au casque et sur haut-parleurs (écart-type moyen entre les participants etm , écart-type entre
les évaluations moyennes des sons met , coefficient de concordance de Kendall W et coefficient de
corrélation de rang de Spearman r¯s)
bilité des réponses. Les dendrogrammes correspondant aux deux conditions d’auralisation (casque
et haut-parleurs) sont exposés en figures 8.11 2 et 8.12. Pour rappel, celui obtenu pour la condition
référence (enregistrements anéchoïques) est également affiché en figure 8.13. Il apparaît clairement
sur ces 3 figures que des groupes restreints de participants ont des résultats divergeant sensiblement
de ceux des autres participants.
Pour la condition auralisée au casque, le cluster formé par les 3 participants les plus à droite du
dendrogramme – index 9, 10 et 15 – sont reliés aux autres avec une distance cophénétique aux alen-
tours de 0,55 (ce qui correspondrait à un coefficient de corrélation de -0,1). Ces 3 participants, qui
semblent percevoir les sons avec une sensibilité différente des autres 3, ont par conséquent été retirés
du panel de participants.
Pour la condition auralisée sur haut-parleurs, le même phénomène peut être observé avec 2 par-
2. Sur ce dendrogramme (figure 8.11), seuls 18 participants sont affichés car les résultats d’un des participants se sont
avérés incohérents avec les instructions données. Celui-ci a donc été directement retiré du panel.
3. Cela ne signifie pas que leurs résultats sont dénués d’informations, mais simplement qu’ils représentent une classe
minoritaire de participants qui perçoivent les sons d’une manière différente. En revanche, leur effectif réduit empêche toute
étude approfondie de leurs résultats et des raisons expliquant ce phénomène.


































































































































































ticipants, dans une moindre mesure toutefois. En effet, les participants 12 et 16 sont reliés aux autres
avec une distance cophénétique au-delà de 0,35 (ce qui correspondrait à un coefficient de corrélation
de 0,3). De même ces 2 participants ont été retirés du panel.
Enfin le même phénomène apparaît dans la condition référence, où 4 participants (index 4, 9, 12
et 14) sont reliés aux autres avec une distance cophénétique aux alentours de 0,55. Ils avaient eux
aussi été retirés du panel de participants.
Après avoir mis de côté les résultats de tous les participants qui semblaient incompatibles avec
ceux de la majorité des autres participants, il est maintenant possible d’observer les évaluations
moyennées sur ces panels de participants. Les figures 8.14, 8.15 et 8.16 montrent les résultats de l’ex-
périence respectivement pour les conditions anéchoïque, auralisée au casque et auralisée sur haut-
parleurs, sous la forme d’évaluation moyenne et écart-type pour chaque son. Afin de faciliter la com-
paraison des graphes, les stimuli sont présentés selon l’ordre croissant des évaluations moyennes
pour l’expérience en condition anéchoïque. Les éléments statistiques inter-participants sont ainsi
améliorés : etm , met , W et r¯s passent à respectivement 2,34, 2,00, 0,42 et 0,38 pour la condition d’au-
ralisation au casque, et à 1,87, 2,32, 0,59 et 0,57 pour la condition d’auralisation sur haut-parleurs.
Sans être entièrement satisfaisants, ces éléments statistiques inter-participants confirment une nette







TABLE 8.5 – Éléments statistiques inter-participants des expériences d’évaluation comparée en condi-
tion d’auralisation au casque et sur haut-parleurs, après retrait des résultats des outliers (écart-type
moyen entre les participants etm , écart-type entre les évaluations moyennes des sons met , coefficient
de concordance de Kendall W et coefficient de corrélation de rang de Spearman r¯s)
8.5 Discussion
L’étude présentée dans ce chapitre a permis de comparer une échelle de préférence obtenue à
l’aide d’enregistrements anéchoïques, avec celle obtenue dans des conditions plus réalistes, c’est-
à-dire en prenant en compte la réverbération de la salle. Nous avons donc reproduit le protocole
expérimental utilisé dans le chapitre 7, c’est-à-dire dans une condition anéchoïque avec une diffusion
diotique au casque de sons monophoniques, dans deux conditions auralisées – au casque et sur haut-
parleurs, voir section 8.3 – permettant de recréer les aspects temporels et spatiaux du son liés à la
réverbération.
La première observation que l’on peut faire à partir des résultats présentés en section 8.4 est que
les évaluations des participants présentent une forte variabilité, même après retrait des outliers. Ce
phénomène est confirmé par les statistiques inter-participants du tableau 8.5. Toutefois, cette forte
variabilité est également présente dans le cas de la condition anéchoïque. En effet, les statistiques du
tableau 7.4, dans le chapitre précédent, caractérisant les résultats dans cette condition de référence,
sont relativement comparables à celles obtenues ici. Il est par conséquent probable que la forte varia-
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FIGURE 8.14 – Échelle moyenne et écarts-types pour les enregistrements anéchoïques diffusés au
casque. L’échelle va de ‘0’ pour les plus désagréables à ‘10’ pour les plus agréables.
FIGURE 8.15 – Échelle moyenne et écarts-types pour les stimuli auralisés au casque. L’échelle va de ‘0’
pour les plus désagréables à ‘10’ pour les plus agréables.
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FIGURE 8.16 – Échelle moyenne et écarts-types pour les stimuli auralisés sur haut-parleurs. L’échelle
va de ‘0’ pour les plus désagréables à ‘10’ pour les plus agréables.
bilité des réponses dans les deux conditions auralisées trouve son explication principalement dans
le même phénomène que pour la condition anéchoïque. En effet, comme mentionné en section 7.7
pour la condition anéchoïque, il semble que la proximité générale des sons en termes de qualité so-
nore perçue ne permette pas de générer un consensus parmi les participants. Il est alors raisonnable
de penser que cette proximité initiale (i.e. avant auralisation) des sons explique également en grande
partie la forte variabilité observée dans le cas des conditions auralisées.
Il convient à présent de s’intéresser à la comparaison des évaluations moyennes entre la condi-
tion anéchoïque et les conditions auralisées. Tout d’abord, il est nécessaire de préciser que les valeurs
de l’échelle de qualité sonore ne sont pas comparables dans l’absolu entre deux conditions diffé-
rentes (c’est-à-dire qu’une valeur de ‘7’, par exemple, dans le cas d’une condition n’est pas nécessai-
rement une meilleure évaluation qu’une valeur de ‘6’ dans une autre condition). En effet, chacune des
conditions correspond à une expérience différente, où la consigne donnée aux participants précisait
à chaque fois d’utiliser l’échelle présentée dans son ensemble. Ainsi, chacune des échelles des trois
conditions sont des échelles relatives, qui n’ont donc à priori pas la même gamme de valeurs dans
l’absolu. En revanche, dans le cadre de chacune des deux conditions auralisées, deux simulations de
salle (voir section 8.2) ont été utilisées dans la même expérience, et il est donc possible d’en comparer
les évaluations moyennes dans l’absolu.
Par ailleurs, puisque les trois conditions considérées utilisent 8 mêmes enregistrements de STA
initiaux, il est intéressant de comparer l’ordonnancement de ces 8 STA sur chacune des échelles, afin
d’observer l’éventuelle influence de la réverbération sur l’évaluation de la qualité sonore. Il est aisé
de comparer cet ordonnancement en observant chaque courbe des figures 8.14, 8.15 et 8.16.
En comparant les deux premières citées, on observe que, si l’allure est globalement similaire (les
courbes de la figure 8.15 identifient principalement les mêmes extrêmes), certains enregistrements
de STA voient leur évaluation modifiée par l’auralisation d’une manière plus importante. Ce phé-
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nomène est assez significatif sur le son GNB6 v2 dif dont l’évaluation dans la condition auralisée
au casque est fortement pénalisée, vis-à-vis des autres enregistrements, par la réverbération 4. Par
ailleurs, l’ordonnancement semble assez similaire entre les deux simulations dans cette conditions,
puisque les deux courbes correspondantes (i.e. les deux courbes de la figure 8.15) ont globalement la
même forme. Il apparaît toutefois que la simulation du bureau semble pénaliser davantage les éva-
luations que celle de la salle de réunion. Ceci peut sembler contradictoire à première vue lorsque l’on
observe les valeurs des caractéristiques acoustiques des deux salles simulées (voir tableaux 8.2 et 8.3)
qui nous indiquent que la simulation du bureau offre une qualité acoustique légèrement meilleure.
Toutefois, la qualité acoustique que reflètent ces caractéristiques correspond plus à la propension de
la salle à favoriser l’intelligibilité de la parole, ce qui est une problématique assez différente de celle
abordée dans cette étude. En effet, nous cherchons ici à évaluer la qualité sonore de sons de STA dans
chaque salle, et non la qualité acoustique de chacune d’elle. Par ailleurs, les évaluations globalement
meilleures dans le cas de la salle de réunion pourraient trouver une forme d’explication dans la ca-
pacité à localiser la provenance du son dans les deux simulations de salle. En effet, une rapide écoute
des sons permet de constater que s’il est possible d’identifier grossièrement la direction dans laquelle
se trouve la source sonore dans le cas de la simulation de salle de réunion, la provenance du son est
beaucoup moins nette dans le cas de la simulation de bureau individuel. La localisation plus aisée de
la source pour la salle de réunion simulée pourrait donc avoir un effet bénéfique par rapport à une
situation ou l’enveloppement de l’auditeur est plus important.
La comparaison des figures 8.14 et 8.16 semble indiquer une plus forte influence de l’auralisation
sur les jugements des participants. En effet, on observe cette fois-ci que l’ordonnancement des sti-
muli est assez différent entre la condition anéchoïque et la condition auralisée sur haut-parleurs, et
ceci pour les deux simulations, à la notable exception du son GNB3 v2 dif qui est perçu de manière
consensuelle comme le plus désagréable. Toutefois, cette impression s’explique principalement par
le son CST2 v2 rep, perçu comme l’un des plus désagréable en condition anéchoïque, et comme le
moins désagréable en condition auralisée sur haut-parleurs. À l’écoute, l’enregistrement anéchoïque
correspondant semble présenter une forme de « cliquetis », qui n’est plus audible une fois le son
auralisé. Cet élément pourrait expliquer cette divergence. En dehors donc des sons GNB3 v2 dif et
CST2 v2 rep, même si l’ordonnancement des six autres stimuli est différent, ils présentent des éva-
luations similaires compte tenu des écarts-types, aussi bien en condition anéchoïque qu’en condition
auralisée. Par ailleurs, on observe dans le cas de l’auralisation sur haut-parleurs la même tendance
que dans le cas de l’auralisation au casque entre les deux simulations de salle, c’est-à-dire le fait que
la simulation de bureau individuel pénalise davantage les évaluations.
Enfin, les formes des courbes sont assez différentes entre la condition auralisée au casque (fi-
gure 8.15) et la condition auralisée sur haut-parleurs (figure 8.16). Cette observation peut paraître à
première vue assez surprenante. Néanmoins, il semble que cette divergence soit principalement due
aux deux stimuli mentionnés précédemment pour avoir généré des évaluations relativement diffé-
rentes par rapport à la condition anéchoïque – GNB6 v2 dif pour l’auralisation au casque et CST2 v2
rep pour l’auralisation sur haut-parleurs. Par ailleurs, il importe également de garder à l’esprit que les
deux types de diffusion du son correspondant à ces deux conditions auralisées sont très différentes.
Notamment, l’auralisation au casque inclut un filtre HRTF – Head Related Transfer Function, fonction
de transfert d’une tête humaine « standard » – qui n’est pas sans conséquence sur le timbre des sons
perçus. Dans le cas de l’auralisation sur haut-parleurs, le son subit une modification similaire, chaque
4. Nous pourrions également évoquer les sons CRS4 v2 dif et GNB9 v4 rep dont les évaluations sont à l’inverse légère-
ment meilleures en condition auralisée au casque, mais la portée de cette différence est peu significative compte tenu des
forts écarts-types.
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participant possédant sa propre HRTF réelle, qui peut être différente de la fonction HRTF standard
utilisée pour l’auralisation au casque. Ceci pourrait expliquer en partie les différences observées.
D’un point de vue plus global, il est nécessaire d’extraire de cette étude des éléments permettant
de juger de la pertinence des conditions expérimentales de l’évaluation de la qualité sonore, vis-à-vis
de la problématique de la réverbération dans les lieux où sont usuellement installés les STA. Les points
soulevés précédemment indiquent que la réverbération, dans le cadre de l’auralisation entourant
ce travail expérimental, ne modifie pas de manière drastique la perception de la qualité sonore des
STA relativement entre eux. Il est toutefois possible que la qualité sonore perçue de certains STA soit
ponctuellement altérée par la réverbération, au point d’en modifier le classement vis-à-vis des autres
STA.
Ainsi, les résultats obtenus dans un cadre expérimental incluant des stimuli correspondant à
des enregistrements anéchoïques, tel que celui de l’étude présentée dans le chapitre 7, permettent
d’obtenir une évaluation de la qualité sonore des STA globalement fiable. Cependant, il importe de
prendre également en compte la réverbération afin d’obtenir une estimation précise du ressenti des
usagers. Dans le contexte industriel encadrant ces travaux, ceci pourrait être réalisé en incorporant
des métriques caractérisant la réverbération, telles que celles présentées en section 3.1.2, dans la
prédiction de la qualité sonore. Toutefois, dans le cas présent, seules deux simulations différentes,
et donc deux valeurs uniquement pour chacune de ces différentes métriques, étaient considérées.
Ceci exclut ici la possibilité de lier de manière précise les mesures perceptives aux caractéristiques
acoustiques des salles par des méthodes de régression.

Chapitre 9
Influence du contexte attentionnel
Le but de l’étude présentée dans ce chapitre est d’évaluer l’influence du contexte attentionnel
sur la qualité sonore. On souhaite donc évaluer ici à quel point le degré de focalisation sur le son
de l’attention des auditeurs modifie les jugements de ces derniers. Dans cette optique, la section 9.1
présente tout d’abord la problématique générale de cette étude. La section 9.2 présente le protocole
expérimental spécialement conçu pour évaluer l’influence d’un contexte multi-tâche sur la qualité
sonore perçue par les auditeurs. La section 9.3 présente l’analyse des résultats de cette expérience.
Enfin, la section 9.4 expose la discussion que soulèvent les résultats de cette étude.
9.1 Problématique
L’idée se cachant derrière notre volonté d’incorporer, dans le chapitre 8, l’acoustique des salles
dans l’évaluation de la qualité sonore des STA est d’établir les échelles perceptives au travers de
conditions expérimentales écologiquement valides, c’est-à-dire dans des situations représentatives
des conditions réelles dans lesquelles sont perçus les sons de STA. Dans ce cadre, un autre aspect
de la démarche expérimentale utilisée pour l’évaluation de la qualité sonore est digne d’intérêt, l’in-
fluence du contexte attentionnel.
En effet, dans le cadre des méthodologies d’évaluation de la qualité sonore rencontrées dans la
littérature – et dont les travaux exposés dans les chapitres 5, 6 et 7 sont fortement inspirés –, les proto-
coles expérimentaux mettent en jeu des procédures où la seule tâche demandée aux participants est
d’évaluer les sons selon une certaine consigne. Ce contexte incite volontairement les participants à
écouter attentivement les sons afin d’établir leurs jugements. C’est ce que nous appelons l’écoute at-
tentive. Or, dans une situation réaliste où le son de STA est typiquement perçu, les auditeurs ne sont
ni passifs ni totalement concentrés sur le son produit. Le plus souvent, ils perçoivent le son tandis
qu’ils sont occupés à effectuer une autre activité, et le considèrent plutôt comme une source d’in-
trusion dans leur vie quotidienne. Ainsi les usagers n’écoutent pas attentivement le son de STA mais
focalisent leur attention sur une autre tâche, quelle qu’elle soit, ce qui a tendance à rendre la percep-
tion de ce type de sons « intermittente », voir complètement masquée par l’activité qui les occupe..
Ainsi, la condition d’écoute attentive, couramment adoptée dans le cadre de l’évaluation de la
qualité sonore, n’est pas entièrement fidèle à la perception réelle des sons de STA. Sur la base de cette
observation, deux hypothèses alternatives peuvent être posées :
– soit le contexte attentionnel d’écoute n’a aucune influence significative sur les jugements des
auditeurs, en ce sens que leurs réponses obtenues dans le cadre d’une méthdologie expéri-
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mentale telle que celle décrite dans les chapitres 5, 6 et 7 ne seraient pas différentes dans des
conditions plus réalistes ;
– soit ce contexte à un effet significatif – qu’il convient alors de préciser – sur les jugements, et les
réponses obtenues ne sont pas représentatives du ressenti réel des usagers.
Le but du travail décrit dans ce chapitre est d’explorer ces deux possibilité et donc de répondre à
la question suivante : la qualité sonore mesurée des STA serait-elle différente si les enregistrements
étaient présentés aux participants alors que ces derniers doivent effectuer une autre tâche accapa-
rant leur attention ? Plus exactement, à quel point les jugements des auditeurs diffèrent entre une
situation d’écoute attentive du son de STA et une situation où leur attention est détournée du son,
que nous appelons situation d’écoute distraite ? L’idée majeure est donc de mettre au point une pro-
cédure expérimentale de mesure de qualité sonore incluant une tâche subsidiaire dont le but est de
focaliser l’attention des participants de sorte à ce qu’ils ne prêtent plus attention au contexte sonore.
Comme mentionné en section 3.3.2, il est possible de trouver des études exposant des travaux expé-
rimentaux mettant en jeu des types de procédure similaires dans la littérature, mais leur existence y
reste toutefois sporadique, et leurs objectifs respectifs sont souvent bien différents du nôtre.
La procédure mise au point, et décrite en section 9.2.4, inclut donc une tâche subsidiaire forte-
ment inspirée par l’étude de Susini et McAdams [140] évoquée en section 3.3.2, et peut être égale-
ment rapprochée de la récente étude d’Ebissou et al. [48], portant sur l’influence de différents degrés
d’intelligibilité (i.e. différentes valeurs de STI – voir section 3.2.2) sur la performance des auditeurs.
Le choix de la tâche subsidiaire, qui consiste à mémoriser une séquence de chiffres, représente un
bon compromis entre simplicité, afin qu’elle soit compréhensible et réalisable par tout participant,
et charge cognitive importante, afin de garantir un maximum d’attention focalisée sur cette tâche.
L’évaluation de chaque son est effectuée à posteriori, lorsque l’on demande aux auditeurs, une fois
la tâche de mémorisation et la lecture du son terminées, à quel point le son les a perturbés dans la
réalisation de cette tâche.
À terme, le but de cette étude est de comparer le degré auquel les différents sons perturbent la
réalisation de la tâche de mémorisation avec l’échelle de qualité sonore de référence, décrite en sec-
tion 7.5 et obtenue dans un contexte d’écoute attentive du son. Le degré de perturbation provoquée
par les sons pourra être évalué au travers de deux paramètres : d’une part le ressenti des auditeurs, tel
qu’ils l’expriment lorsque cela leur est demandé, et, d’autre part, leur performance dans la réalisation
de la tâche de mémorisation. Ainsi, il sera possible de déterminer si les jugements des auditeurs sont
significativement influencés par le contexte attentionnel.
9.2 Protocole expérimental d’évaluation en contexte multi-tâche
9.2.1 Stimuli
Le corpus sonore pour cette expérience est constitué de 5 sons provenant du corpus de travail
établi en section 5.3. Ces 5 sons font partie également de la sélection de 8 sons effectuée pour l’étude
de l’influence de la réverbération (voir section 8.3.2). Les raisons de cette réduction de taille du cor-
pus sonore reposent sur un compromis nécessaire entre durée d’expérience et nombre d’évaluations
requises par la procédure décrite en section 9.2.4.
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En voici la liste :
4. CRS4 v2 dif
7. GNB3 v2 dif
8. GNB4 v2 rep
13. GNB9 v4 rep
14. CST1 v3 rep
La durée des sons utilisés était ici de 2 minutes, bien que leur durée effective dépendait de la durée
de chaque session de mémorisation (voir section 9.2.4). En effet, leur lecture était interrompue avant
la fin, lorsque la session de mémorisation était terminée. La durée de la session de mémorisation se
situait usuellement entre 50 et 70 secondes, en fonction de la promptitude du participant à entrer les
chiffres de la séquence.
La question de l’égalisation en sonie des 5 sons du corpus peut être soulevée ici. Cependant, il a
été démontré que, si la nature du son à une réelle influence sur la performance des auditeurs dans
une tâche de mémorisation de séquences de chiffres, cette performance ne dépend pas du niveau
sonore des stimuli [147]. Par conséquent, nous avons choisi, par souci de cohérence par rapport aux
expériences exposées dans les chapitres précédents, d’égaliser en sonie les sons du corpus. Compte
tenu de la stationnarité des sons considérés, cette opération a été réalisée en appliquant les facteurs
obtenus pour les versions courtes de ces mêmes sons au cours de l’égalisation en sonie automatique
décrite en section 5.2.1.
Le corpus est donc constitué de 5 sons monophoniques égalisés en sonie d’une durée de 2 mi-
nutes (bien qu’ils étaient interrompus avant d’atteindre cette durée, comme expliquer précédem-
ment).
9.2.2 Matériel
Une interface graphique spécifique (figures 9.1, 9.2 et 9.3), assurant la lecture des sons sur l’in-
terface audio, l’affichage et la saisie des séquences de chiffres par l’utilisateur, et l’enregistrement
des évaluations des participants, a été programmée en LabVIEW 2010 (figure 7.4) pour cette expé-
rience. Les sons ont été diffusés par une interface RME Fireface 800 dans un casque ouvert Sennhei-
ser HD650. Le mode de reproduction sonore sur casque a été employé car c’est le seul qui garantit
d’obtenir une écoute diotique (signal identique dans les deux oreilles). L’expérience a eu lieu dans
une cabine audiométrique IAC à double paroi.
9.2.3 Participants
Vingt-neuf participants (20 hommes et 9 femmes de l’Université de La Rochelle, âgés entre 20
et 25 ans) se sont portés volontaires pour cette expérience. Aucun d’entre eux n’a fait mention d’un
problème majeur d’audition.
9.2.4 Procédure
Au début de l’expérience, les participants ont reçu une consigne écrite, retranscrite en section E.4
en annexe, présentant le contexte de l’étude et leur expliquant la tâche à accomplir. Il devait remplir
2 tâches successives :
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– Dans la première, des chiffres sont présentés un à un sur l’écran (voir figure 9.1) formant ainsi
une séquence à mémoriser et à entrer au clavier (voir figure 9.2) à la fin de l’affichage des
chiffres. Après validation, une autre séquence à mémoriser est présentée de la même manière,
et ainsi de suite jusqu’à la fin du temps imparti. Ce dernier est de 20 secondes, et n’inclut pas
le temps d’affichage des chiffres ; seul le temps d’entrée au clavier est pris en compte. Le temps
global d’affichage des chiffres est variable car il est lié au nombre de séquences affichées, et
donc dépend de la promptitude des participants à entrer les séquences de chiffres. La durée
globale (temps d’affichage et temps de réponse compris) d’une tâche de mémorisation varie
entre 50 et 70 secondes.
FIGURE 9.1 – Interface graphique de la tâche de
mémorisation - affichage des chiffres de la sé-
quence.
FIGURE 9.2 – Interface graphique de la tâche de
mémorisation - entrée au clavier de la séquence
de chiffres.
FIGURE 9.3 – Interface graphique de la tâche d’éva-
luation.
La première séquence est constituée de 4 chiffres, et ce nombre est incrémenté chaque fois que
le participant répond correctement à 2 séquences de même longueur. Un des 5 sons du corpus
est joué au casque pendant toute la durée de cette phase, à l’exception d’une condition « si-
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lence » de référence où aucun son n’est joué (par opposition aux conditions « sonores », lorsque
un son est joué). Cette condition silence est utilisée afin d’observer une éventuelle influence de
la présence de son sur la performance des participants dans la réalisation de la tâche de mé-
morisation.
– A la fin du temps imparti, la seconde tâche consiste à évaluer à quel point le son a interféré
avec la réalisation de la tâche de mémorisation sur une échelle catégorielle à 5 niveaux (voir
figure 9.3). Les étiquettes associées aux 5 niveaux sont : « pas du tout », « un peu », « assez »,
« nettement », et « beaucoup ». Il est important de noter qu’aucun son n’est joué pendant cette
tâche, sa lecture ayant été interrompu à la fin de la tâche de mémorisation. Les participants
n’ont à ce stade aucun moyen d’écouter de nouveau le son joué. Par ailleurs, cette tâche ne doit
être effectuée que dans le cas où un son a été joué pendant la phase de mémorisation, ce qui
n’est pas le cas dans la condition silence mentionnée ci-dessus.
La succession de ces 2 tâches est répétée 3 fois pour chacun des 5 sons du corpus dans un ordre
aléatoire. Cependant, chaque répétition d’une tâche de mémorisation avec le même son est néces-
sairement séparée par une tâche de mémorisation avec un autre son du corpus (ou sans son). La
condition silence est quant à elle répétée 5 fois. Ainsi, 20 successions de couple de tâche mémorisa-
tion/évaluation (sauf pour la condition silence, où seule la tâche de mémorisation est à accomplir)
sont à présenter aux participants au cours de l’expérience.
La durée moyenne de la procédure dans le cas de cette expérience a été de 26 minutes.
9.3 Résultats et analyse
Pour chaque participant et chaque condition, sonore ou silence, il importe de s’intéresser à deux
résultats principaux. Premièrement, son évaluation du degré auquel le son a interféré avec la réalisa-
tion de la tâche de mémorisation (pour les conditions avec son joué uniquement) est moyenné sur les
3 présentations de la même condition sonore. Deuxièmement, la performance du participant dans la
réalisation de la tâche de mémorisation peut être estimée comme le nombre de séquences correcte-
ment mémorisées dans le temps imparti, moyenné sur les 3 ou 5 présentations de la même condition
sonore.
9.3.1 Évaluation du degré de gêne
Concernant le premier point d’intérêt, c’est-à dire le degré de gêne qu’ont ressenti les partici-
pants, la figure 9.4 montre les évaluations moyennées sur le panel de participants et leur écart-type
pour chacun des 5 sons. Sur cette figure, les valeurs sur l’axe des ordonnées représentent les étiquettes
de l’échelle allant de ‘0’ pour « pas du tout » à ‘4’ pour « beaucoup ». On peut y observer de fortes va-
riations parmi les participants.
Compte tenu des écarts-types important des évaluations, il semble alors impossible de faire appa-
raître des différences significatives entre les évaluations moyennes de chaque son. L’écart-type moyen
etm vaut 0,90, tandis que l’écart-type des évaluations moyennes met vaut 0,29. Les coefficients de
concordance de Kendall et de corrélation de rang de Spearman, qui traduisent le degré de concor-
dance de l’ordonnancement des sons sur l’échelle des évaluations par les différent participants (voir
sections 7.3, et C.1 en annexe, pour plus de détails) sont particulièrement faibles, et n’atteignent que,
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FIGURE 9.4 – Échelle moyenne et écarts-types des évaluations du degré de gêne pour l’ensemble du
panel de participants. Les 5 valeurs de ‘0’ à ‘4’ correspondent respectivement aux étiquettes des 5
niveaux de l’échelle : « pas du tout », « un peu », « assez », « nettement », et « beaucoup ».
respectivement, W = 0,10 et r¯s = 0,07. Ces éléments statistiques inter-participants sont résumés dans
la première colonne du tableau 9.1 et confirment que les évaluations moyennes des 5 sons ne sont
pas significativement différentes.
En conséquence, il est nécessaire de s’intéresser à la répartition des évaluations individuelles au-
tour des valeurs moyennes. Dans cette optique, une analyse de cluster a été appliquée aux résultats
individuels (voir section C.2 en annexe). La représentation hiérarchique résultant de cette analyse est
affichée en figure 9.5 1.
À la lumière de ce dendrogramme, il semble qu’il y ait une importante divergence dans les ré-
sultats de deux groupes de participants (mise en évidence par la ligne verticale rouge en pointillés),
qui explique probablement en partie les forts écarts-types et la faible différenciation des évaluations
moyennes des 5 sons. En effet, le nœud où se rejoignent les clusters correspondant à ces deux groupes
se situe à une distance cophénétique aux alentours de 0,65, ce qui correspond à un coefficient de cor-
rélation de −0,3. Le groupe 1 est constitué de 18 participants, tandis que le groupe 2 est constitué de
9 participants. Il n’a pas été mis en évidence de lien apparent entre cette séparation et les « caracté-
ristiques » des participants (âge, sexe, etc.).
Le groupe 2, plus petit des deux, étant ici d’une taille significative, il ne s’agit pas seulement d’en
considérer les éléments comme des outliers, mais bien de le considérer comme une tendance alter-
native réelle. En conséquence, plutôt que de retirer ces participants du panel, les 2 groupes ont été
considérés séparément dans les analyses subséquentes. Il convient donc tout d’abord de représenter,
comme en figure 9.4, les évaluations moyennes et leurs écarts-types pour les 2 groupes de partici-
pants. Les figures 9.6 et 9.7 permettent d’observer ces éléments respectivement pour le groupe 1 et
pour le groupe 2. Sur ces figures, les valeurs sur l’axe des ordonnées représentent les étiquettes de
l’échelle allant de ‘0’ pour « pas du tout » à ‘4’ pour « beaucoup ». Les valeurs des éléments statis-
tiques inter-participants sont légèrement améliorés pour les deux groupes, et valent respectivement
1. Sur ce dendrogramme, seuls 27 des 29 participants sont représentés, car les résultats de 2 des participants se sont
avérés incohérents avec les instructions données
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FIGURE 9.5 – Dendrogramme correspondant aux corrélations inter-participant des évaluations du
degré de gêne
etm1 = 0,76, met1 = 0,53, W1 = 0,36 et ¯rs1 = 0,33, et etm2 = 0,86, met2 = 0,62, W2 = 0,40 et ¯rs2 = 0,33. Ils
sont résumés dans les deuxième et troisième colonnes du tableau 9.1. Bien qu’ils ne soient que peu
satisfaisants, on peut tout de même distinguer, à la vue des formes respectives des deux courbes sur
les figures 9.6 et 9.7, que l’ordonnancement des sons sur l’échelle des évaluations moyennes diffère
entre les deux groupes.
Panel Groupe 1 Groupe 2
etm 0,90 0,76 0,86
met 0,29 0,53 0,62
W 0,10 0,36 0,40
r¯s 0,07 0,33 0,33
TABLE 9.1 – Éléments statistiques inter-participants des évaluations du degré de gêne pour, respecti-
vement, l’ensemble du panel de participants, le groupe 1 et le groupe 2 (écart-type moyen entre les
participants etm , écart-type entre les évaluations moyennes des sons met , coefficient de concordance
de Kendall W et coefficient de corrélation de rang de Spearman r¯s).
Les résultats affichés sur les figures 9.6 et 9.7 doivent être considérés vis-à-vis d’une évaluation
comparable des sons dans un contexte classique où les sons sont jugés sans tâche subsidiaire, c’est-
à-dire en contexte d’écoute « attentive ». La figure 9.8 reprend les résultats exposés en section 7.5, cor-
respondant à une expérience réalisée en condition d’écoute attentive. L’échelle a été spécialement
adaptée afin de permettre la comparaison avec les résultats présentés ici. En effet, lors de cette expé-
rience, l’échelle mesurée représentait la qualité sonore allant de ‘0’ pour le « plus désagréable » à ‘10’
pour le « plus agréable ». Compte tenu de l’échelle utilisée ici, la transformation linéaire de l’échelle







164 CHAPITRE 9. INFLUENCE DU CONTEXTE ATTENTIONNEL
FIGURE 9.6 – Échelle moyenne et écarts-types
des évaluations du degré de gêne pour le pre-
mier groupe de participants. Les 5 valeurs de
‘0’ à ‘4’ correspondent respectivement aux éti-
quettes des 5 niveaux de l’échelle : « pas du
tout », « un peu », « assez », « nettement », et
« beaucoup ».
FIGURE 9.7 – Échelle moyenne et écarts-types
des évaluations du degré de gêne pour le second
groupe de participants. Les 5 valeurs de ‘0’ à
‘4’ correspondent respectivement aux étiquettes
des 5 niveaux de l’échelle : « pas du tout », « un
peu », « assez », « nettement », et « beaucoup ».
FIGURE 9.8 – Échelle moyenne et écarts-types des évaluations du ca-
ractère agréable/désagréable obtenus dans un contexte expérimental
monotâche. L’échelle de ‘0’ à ‘4’ correspondent à l’échelle de qualité
sonore mesurée au cours de l’expérience décrite en section 7.5, ayant
été inversée (de ‘10’ à ‘0’) à l’aide de la formule 9.1.
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L’observation des résultats de l’expérience en contexte d’écoute attentive permet de également de
préciser les tendances aperçues sur les figures 9.6 et 9.7. Il semble que les résultats des participants du
groupe 1 rejoignent ceux obtenus en condition d’écoute attentive en ce sens que l’ordonnancement
des sons sur l’échelle est similaire (bien que plus différencié pour la condition d’écoute attentive). À
l’inverse, les résultats du groupe 2 montrent une divergence relativement forte avec ceux de la condi-
tion d’écoute attentive. Notamment, le son GNB3 v2 dif, qui émerge clairement des autres comme un
son particulièrement désagréable en condition d’écoute attentive, s’avère bien moins dérangeant en
contexte multi-tâche pour ce groupe de participants, et n’apparaît pas comme celui du corpus qui les
a le plus perturbés. Le phénomène inverse se produit pour le son CST1 v3 rep.
Si tous les participants avaient manifesté la même tendance que les ceux du groupe 1, on pourrait
conclure que le contexte attentionnel dans la procédure expérimentale pour la mesure de la gêne
n’a pas d’influence sur les résultats. Mais en l’occurrence, l’identification d’un groupe minoritaire de
participants montrant une certaine divergence avec la majorité, phénomène qui n’existait pas dans
la condition de référence d’écoute attentive, empêche une telle conclusion. Il semble au contraire
que le contexte attentionnel ait une influence significative sur les jugements de certains auditeurs, au
moins dans le cas des sons de STA.
Par ailleurs, nous pourrions être tentés de comparer dans l’absolu les évaluations obtenues en
condition d’écoute attentive et celles obtenues au cours de cette expérience, en condition d’écoute
distraite. On remarque effectivement que, pour les deux groupes, à l’exception du son GNB3 v2 dif,
les évaluations des quatre autres sons sont globalement plus élevées que les évaluations (telles que
transformées par la formule 9.1) obtenues en condition d’écoute attentive. On pourrait ainsi conclure
que la condition d’écoute attentive sous-estime la gêne réellement ressentie par les auditeurs. Tou-
tefois, la nature des échelles d’évaluation proposées aux participants dans les deux expériences sont
très différentes. Si, dans le cas de l’écoute attentive, l’échelle était relative et la consigne donnée aux
participants leur demandait explicitement d’utiliser l’ensemble des valeurs possibles, l’échelle utili-
sée ici peut être considérée comme absolue (de « pas du tout » à « beaucoup »), et la consigne donnée
aux participants ne leur imposait pas d’utiliser l’ensemble de la gamme de valeurs. Par conséquent,
il est impossible de comparer d’un point de vue global et absolu les évaluations dans les deux condi-
tions.
9.3.2 Performance dans la tâche de mémorisation
Concernant le second point d’intérêt, c’est-à-dire la performance des participants dans la tâche
de mémorisation, les données prennent la forme d’un nombre de séquences – par la suite nommé
« score » – correctement mémorisées dans le temps imparti, pour chaque condition sonore ou si-
lence présentée. Ce score est moyenné sur les 3 ou 5 présentations de la même condition. Nous obte-
nons donc pour chacun des participants un jeu de 6 scores correspondant à leur performance dans
la condition silence et dans les 5 conditions où un son leur a été présenté. La figure 9.9 montre les
scores moyennés sur l’ensemble des 27 participants qui ont été pris en compte, et les écarts-types
associés. Sur cette figure, il n’apparaît pas de différence significative entre les scores moyens dans les
différentes conditions sonores. La condition silence ne semble pas non plus favoriser de manière sta-
tistiquement significative la performance des participants par rapport aux conditions où un des sons
est présenté, bien qu’elle présente la moyenne la plus élevée. Par ailleurs, aucun participant n’a pré-
senté un score en moyenne nettement supérieur (différence d’au moins 2 séquences correctement
mémorisée) dans la condition silence par rapport à sa moyenne sur les 5 conditions sonores, certains
participants présentant même un score moyen inférieur pour la condition silence.
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FIGURE 9.9 – Scores (nombre de séquences correctement mémorisées) moyens obtenus par le panel
de 27 participants dans la condition silence et dans les 5 conditions sonores.
FIGURE 9.10 – Scores (nombre de séquences correctement mémorisées) moyens obtenus par chacun
des 2 groupes de participants dans la condition silence et dans les 5 conditions sonores.
En revanche, il n’est pas dénué d’intérêt de s’intéresser en particulier aux scores moyens obtenus
par chacun des 2 groupes de participants identifiés ci-dessus (voir figure 9.5). La figure 9.10 présente
les scores moyens obtenus par chacun de ces 2 groupes, ainsi que les écarts-types associés. Bien qu’il
ne soit de nouveau pas possible de mettre en évidence de différence significative, aussi bien entre les
conditions sonores pour un groupe ou l’autre qu’entre les 2 groupes, il apparaît une légère améliora-
tion des scores moyens pour le groupe 2. Cette différence est plus importante pour 2 des sons, mais
le score moyen de ce groupe est égal ou supérieur pour les 6 conditions présentées. Si les conclusions
que l’on pourrait tirer de ces observations souffrent de la non-significativité statistique de ces diffé-
rences, cette divergence de performance pourrait être une explication de la séparation du panel de
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participants en 2 groupes distincts. Il est en effet possible qu’elle traduise une différence d’implica-
tion et de concentration des participants dans la réalisation de la tâche de mémorisation :
– Les participants du groupe 2, peut-être plus absorbés par la tâche de mémorisation, ont eu
une écoute moins attentive des sons. S’en est traduit des jugements de perturbation différents
de ceux obtenus en condition d’écoute attentive. Ceci pourrait expliquer les formes de courbe
différentes observées sur les figures 9.8 et 9.7.
– Les participants du groupe 1, en revanche, se sont moins impliqués dans la réalisation de la
tâche de mémorisation. Leur attention a alors pu être plus facilement captée par le son diffusé,
et les conditions d’expérience se sont alors rapprochées de celles réalisées en écoute attentive.
Ceci expliquerait alors la ressemblance entre les courbes des figures 9.8 et 9.7.
9.4 Discussion
L’idée majeure de cette étude était de comparer les évaluations de la qualité sonore obtenus dans
deux conditions différentes, reflétant deux degrés bien différents de focalisation de l’attention des
auditeurs sur le son. Ainsi, la procédure expérimentale spécifiquement conçue dans cette optique,
et décrite en section 9.2.4, nous a permis d’obtenir une évaluation de la qualité sonore en situation
d’écoute distraite, contexte attentionnel se rapprochant de la condition réelle de perception des sons
de STA.
La première conclusion que l’on peut extraire des résultats de cette expérience est que la forte
variabilité des réponses, déjà observée au cours des précédentes procédures d’évaluation de la qualité
sonore (chapitres 7 et 8), est toujours présente avec la procédure expérimentale mise en place ici.
Elle semble même plus importante si l’on compare les statistiques inter-participants obtenues (voir
tableau 9.1) avec celle des précédentes expériences (voir tableaux 7.4 et 8.5). Cette comparaison et
celle des figures 9.6, 9.7 et 9.8 permet également de constater que la gamme de valeurs obtenues
dans cette condition d’écoute distraite est plus réduite que dans le cas de l’expérience de référence,
en écoute attentive. Ces constats ne sont pas sans rappeler les résultats obtenus dans l’étude de Gros
et al. [67] évoquée en section 3.3.2. En effet, cette étude avait mis à jour les mêmes phénomènes dans
le cadre de jugements de qualité audio de signaux de parole. Pour les deux contextes attentionnels
qui y étaient considérés, la gamme de valeurs moyennes était néanmoins plus importante que dans
notre cas, tandis que les écarts-types étaient plus faibles, .
Il est également nécessaire de garder à l’esprit que les évaluations ont été obtenues ici d’une ma-
nière sensiblement différente dans les deux conditions d’écoute attentive et d’écoute distraite . En
effet, dans le cas de l’expérience exposée dans ce chapitre, l’échelle présentée aux participants, ainsi
que la question qui leur était posée au moment d’évaluer les sons, ont subi, par rapport aux précé-
dentes expériences, une importante modification qu’imposait le contexte de présentation des sons.
Les participants, n’ayant pas la possibilité d’écouter les sons au moment de les évaluer, pouvaient
éprouver des difficultés à se souvenir précisément du son s’ils avaient réalisé la tâche de mémorisa-
tion avec suffisamment d’application. Ceci pourrait expliquer en partie qu’il est plus difficile d’ex-
traire des évaluations moyennes consensuelles dans le cas présent.
La seconde information, déjà évoquée en section 9.3, que l’on obtient à la lumière de ces résultats
est que tous les participants n’adoptent pas la même stratégie vis-à-vis des deux tâches demandées.
Cela se traduit, malgré la grande variabilité globale évoquée précédemment, par une forte séparation
entre deux groupes de participants sur la figure 9.5, et par un ordonnancement très différent des
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évaluations moyennes des deux groupes sur les figures 9.6 et 9.7.
Nous pouvons identifier deux particularités de la procédure expérimentale qui sont susceptibles
d’avoir une responsabilité dans ce phénomène. Tout d’abord, il est possible que la consigne fournie
aux participants n’ait pas assez insisté sur le fait qu’ils devaient tenter d’être le plus performant pos-
sible dans la tâche de mémorisation, afin de maximiser leur concentration pendant cette phase. Ainsi,
il se peut que certains auditeurs, sachant qu’ils devaient après chaque session de mémorisation éva-
luer le son qu’ils avaient entendu, ont été inconsciemment incités à prêter trop attention à celui-ci, et
à ainsi négliger la tâche de mémorisation. Le second élément qui pourrait expliquer cette divergence
entre les deux groupes de participants est la courte durée des sessions de mémorisation. Cette durée
répondait dans le cas présent à un compromis entre nombre de conditions sonores à présenter aux
auditeurs et durée globale d’expérience. Il est probable que cette courte durée ait entraîné des fluc-
tuations de concentration et d’attention d’une condition sonore à l’autre, tandis qu’une durée plus
longue aurait peut-être permis d’avoir un degré de concentration plus stable entre les différentes
conditions sonores. En effet, si la session est plus longue, ces fluctuations serait très certainement
intégrées et moyennées au sein d’une même condition sonore.
Par ailleurs, cette courte durée de session de mémorisation est également à relier aux faibles
variations de performances entre les différentes conditions sonores (voir figure 9.9). En effet, une
conclusion similaire avait été observée dans l’étude de Bradley et Gover [35], également évoquée en
section 3.3.2, abordant la problématique de l’évaluation du degré de distraction provoquée par dif-
férentes conditions d’intelligibilité et de bruit de fond. Dans cette étude, les auteurs n’avaient pas
observé de variations majeures de performance, et avaient expliqué ce fait par la durée des tâches
accaparant l’attention (1 ou 2 minutes selon la tâche, donc très similaire à la durée de la tâche acca-
parante que nous avons utilisée). Dans le cas de notre étude, seule une légère divergence de perfor-
mance a pu être mise à jour entre les deux groupes de participants, mais elle s’avère peu significative
(voir figure 9.10). Une durée plus longue de la tâche de mémorisation aurait probablement laissé ap-
paraître des différences de performance plus prononcées entre chaque condition sonore.
En outre, il est intéressant d’observer également que lors d’une étude portant sur l’effet de diffé-
rents degrés d’intelligibilité sur la performance d’auditeurs dans la réalisation d’une tâche semblable
de mémorisation de séquences de chiffres [48], Ebissou et al. avaient observé un phénomène similaire
de séparation en deux groupes d’auditeurs. Toutefois, dans le cas de cette étude, cette séparation était
liée aux performances et non aux évaluations de la difficulté qu’ils avaient ressentie (ce qui représente
une évaluation indirecte des stimuli). Dans notre cas, l’étude de la performance des auditeurs n’a pas
mis à jour différentes tendances parmi les participants, en dehors de celle, très légère, évoquée pré-
cédemment. Il convient de préciser, que dans le cas de l’étude d’Ebissou et al., la durée de session de
mémorisation était de 10 minutes, donc beaucoup plus longue que dans notre cas.
Dans le contexte industriel qui caractérise cette thèse, il est à ce stade difficile d’intégrer les ré-
sultats présentés dans ce chapitre, par rapport à la problématique de départ qui est d’établir une
métrique de qualité sonore. En effet, devant le peu de significativité des échelles mesurées ici, et le
nombre réduit de stimuli considérés, il semblerait incongru de tenter de relier les échelles à des para-
mètres tangibles du signal sonore tout en y intégrant des paramètres reflétant le contexte attentionnel
– si tant est qu’il soit possible de définir ces derniers.
En revanche, cette approche expérimentale de l’évaluation de la qualité sonore semble indiquer
qu’il est nécessaire prendre en compte le contexte attentionnel lorsque l’on souhaite obtenir une me-
sure perceptive reflétant de manière réaliste le ressenti des auditeurs. Il semble effectivement que le
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degré de focalisation de l’attention des auditeurs sur le son puisse modifier dans une certaine mesure
leurs jugements. Cette tendance nécessiterait probablement d’être confirmée plus formellement, et
sur une plus grande variété de sons de l’environnement. Il importe toutefois de conserver à l’esprit
que cette démarche expérimentale a été adoptée en réponse au contexte usuel d’écoute des sons de
STA, et ce contexte ne vaut pas nécessairement pour tous les types de sons de l’environnement.

Conclusions
Le travail exposé dans ce document aborde la problématique de la perception des sons de Sys-
tèmes de Traitement d’Air (STA), et le confort acoustique ressenti par les usagers. D’un point de vue
industriel, le but de ce travail est de fournir un ensemble d’outils permettant de caractériser acousti-
quement un STA à partir d’un enregistrement du son produit, d’une manière qui soit représentative
de sa perception réelle. Afin d’atteindre cet objectif, deux axes de recherches ont été suivis : en pre-
mier lieu la caractérisation, aussi bien descriptive qu’hédonique, des sources sonores que sont les
STA ; et dans un second temps, l’étude de l’influence sur cette caractérisation de différents éléments
liés au contexte d’écoute, afin de se rapprocher d’une définition de la qualité sonore représentative
du confort acoustique ressenti par les usagers en situation réelle.
Démarche suivie
La problématique de départ est avant tout celle de la qualité sonore des STA. L’étude de la littéra-
ture permet d’extraire un ensemble de concepts liés à la perception de ce type de sons, et les métho-
dologies pertinentes pour aborder ces concepts. Dans le cas des STA, il est rapidement apparu que
leur qualité sonore ne pouvait se traduire que par une caractérisation hédonique du son, c’est-à-dire
un jugement d’agrément, d’appréciation affective, associé à l’écoute du son. En effet, le son produit
n’est qu’une conséquence inévitable du fonctionnement de l’appareil, et n’a pas de fonction ou de
raison d’être particulière dans son environnement. Toutefois, la seule caractérisation des sources so-
nores n’autorise pas de représenter fidèlement le ressenti des usagers, et il est nécessaire de prendre
en compte le contexte d’écoute de ces sons.
Ainsi, l’étude perceptive de la qualité des sources sonores a été réalisée à l’aide d’une approche
psychophysique incluant, l’établissement d’une base de données d’enregistrements de STA, l’iden-
tification des principales familles de sons la constituant, la détermination de l’espace de timbre des
STA, et l’évaluation et la prédiction des préférences des auditeurs.
Concernant la problématique du contexte d’écoute, nous nous sommes concentrés sur deux fac-
teurs, que nous considérons parmi les plus importants quant à leur influence sur la perception du son
de STA. Le premier est l’influence de l’acoustique des salles, et plus précisément du phénomène de
réverbération qui caractérise les lieux habituels d’installation des STA. Il a alors été mis au point une
stratégie permettant de comparer la perception de sons anéchoïques de STA avec celle de sons in-
cluant, par simulation, la réverbération que ces mêmes sons provoqueraient dans une salle typique.
Le second point d’intérêt concerne le contexte attentionnel des auditeurs. Afin d’évaluer la qualité
sonore d’une manière plus représentative de l’aspect intrusif du son de STA vis-à-vis d’un activité
donnée, nous avons mis au point une méthodologie originale de mesure perceptive du degré de gêne,




La première partie de ce travail a été de constituer un corpus sonore de travail pour l’étude de
la perception des sons de STA. Il a donc été tout d’abord nécessaire d’établir une base de données
sonores représentative, en effectuant un ensemble conséquent d’enregistrements, afin de prendre en
compte une large variété de types et de tailles d’appareils. Plusieurs techniques d’enregistrement ont
été utilisées (monophonique, stéréophonique et binaurale), bien que la suite du travail ait rapide-
ment imposé l’utilisation des enregistrements monophoniques dans la majorité des cas. Parce que
les analyses qui ont suivi exigeaient une taille de corpus exploitable (de 10 à 20 éléments), et afin de
conserver la représentativité de la base initiale d’enregistrements, une expérience de catégorisation
libre a été conduite dans le but d’identifier les principales familles de sons de STA. Á la lumière des
résultats de cette expérience, il semble que les neuf familles de sons identifiées soient principalement
gouvernées par le contenu spectral du son, ce qui s’explique aisément par la nature globalement sta-
tionnaire des sons (à l’exception particulière de certaines familles présentant des fluctuations plus ou
moins prononcées). À l’aide de la mise au point d’un critère de sélection, correspondant initialement
à la notion de prototype, il a alors été possible d’extraire un corpus réduit permettant de représenter
fidèlement ces différentes familles de sons.
L’étape suivante du travail a été d’identifier les attributs auditifs pertinents pour la perception
et l’évaluation de la qualité des sons de STA. Pour ce faire, une expérience de mesure de similari-
tés a été réalisée, et l’analyse des résultats a révélé dans un premier temps un espace de timbre de
deux dimensions. Il s’avère que ces deux dimensions représentent respectivement l’énergie acous-
tique dans les très basses fréquences, et la brillance du son, c’est-à-dire la répartition de l’ensemble
de l’énergie acoustique sur l’échelle des fréquences. Par la suite, nous avons abordé la question de
la qualité sonore à proprement parler, c’est-à-dire les préférences des auditeurs. L’étude de ces pré-
férences à l’aide d’une expérience d’évaluation comparée nous a contraints à nous intéresser à une
troisième dimension de l’espace de timbre qui s’est avérée primordiale pour expliquer les jugements
de préférence. Ainsi, si cette troisième dimension, qui représente une forme d’émergence harmo-
nique, semble moins importante pour la définition d’un son d’un point de vue purement descriptif,
elle est grandement mise à contribution lorsqu’il s’agit d’en évaluer la qualité perçue. D’un point de
vue plus pragmatique, cette partie du travail a permis de mettre au point une métrique, calculée sur
le signal sonore, qui permet d’estimer la qualité sonore telle qu’elle est ressentie par les auditeurs.
Enfin, la dernière partie a consisté à aborder l’influence du contexte d’écoute sur la qualité so-
nore perçue. Plus précisément, deux éléments du contexte d’écoute ont été étudiés. Dans un premier
temps, nous nous sommes intéressés à l’influence de la réverbération sur les jugements de préférence
des auditeurs. L’idée était de comparer les résultats obtenus à l’aide d’échantillons anéchoïques avec
ceux obtenus lorsque le son a subi l’effet de la réverbération. Pour ce faire, un outil d’auralisation,
permettant de reproduire les aspects temporels et spatiaux de la réverbération provoquée dans deux
types de salles représentatifs du contexte d’installation habituel des STA, a été utilisé. Les résultats
obtenus semblent montrer que la réverbération a une influence sur la qualité perçue, certains sti-
muli présentant une qualité perçue très différente entre une condition anéchoïque et une condition
auralisée. Toutefois, cette influence semble relativement ponctuelle, et ne modifie pas radicalement
l’allure globale de l’échelle de qualité. Dans un second temps, la question du contexte attentionnel
d’écoute a été abordée. Afin de refléter plus fidèlement les conditions d’écoute des STA, une procé-
dure expérimentale spécifique recréant une condition d’écoute dite distraite a été mise au point et uti-
lisée afin de détourner l’attention des participants du son. La comparaison des évaluations des sons
obtenues à l’aide de cette procédure avec celles obtenues dans le cas d’une expérience en contexte
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habituel d’écoute attentive a permis de mettre à jour, parmi le panel de participants, deux tendances
différentes. La première, majoritaire, semble similaire aux résultats obtenus en condition d’écoute
attentive, et la seconde s’y oppose. Ceci tendrait à montrer que les résultats obtenus dans le cadre
d’une procédure avec un contexte d’écoute attentive permettent d’obtenir des évaluations relative-
ment pertinentes dans la majorité des cas, mais que, ponctuellement, l’attention des auditeurs peut
influer de manière importante sur leur ressenti.
Perspectives
Le premier élément qui doit naturellement être abordé à la suite de ce travail est l’intégration
des résultats obtenus ici, et notamment l’identification des attributs auditifs du timbre et la métrique
de qualité sonore, dans le processus de conception des STA. Si la prise en compte du niveau sonore
perçu, permettant d’obtenir une première approximation de la qualité sonore (notamment au tra-
vers de l’utilisation de l’échelle des dBA), est déjà couramment adopté, les autres attributs identifiés
ici doivent être intégrés. En particulier, il est nécessaire de s’intéresser aux éléments de la concep-
tion qui ont potentiellement une influence sur les descripteurs explicatifs mis en lumière pour la
description du timbre. Le fait d’identifier ces éléments (qu’ils soient liés aux matériaux utilisés, au di-
mensionnement des pièces, ou à la conception plus générale des appareils) permettrait de mettre au
point des solutions techniques afin de modifier les valeurs de ces descripteurs en accord avec la mé-
trique de qualité. L’idée générale est donc de traduire les spécifications acoustiques que fournissent
les résultats obtenus ici en spécifications techniques de conception des STA.
Un autre point, qui se place également dans le cadre industriel qui entoure ces travaux, doit être
abordé. Ce point répond à une particularité du corpus de sons considérés déjà évoquée dans la dis-
cussion en section 4.3 qui suit la description des enregistrements effectués. En effet, un type particu-
lier de STA qui a été pris en compte correspond à des systèmes « gainables », généralement installés
dans les faux plafonds. Le contexte pratique de prise de son, et notamment l’utilisation d’une salle
semi-anéchoïque, empêchaient de prendre en compte ce contexte spécifique d’installation. Dans
une situation réaliste d’utilisation des STA gainables, la présence de circuits aérauliques de reprise et
de diffusion d’air implique des régimes de fonctionnement différents pour ces appareils. Il est donc
nécessaire d’évaluer à quel point ces éléments en modifient la perception sonore. Dans un premier
temps, il conviendrait d’observer sur quelle étendue les descripteurs des dimensions de l’espace de
timbre et la métrique de qualité sont modifiés si ces appareils sont enregistrés dans un contexte plus
réaliste. Ces données permettraient de conclure quant à la validité des résultats obtenus dans ces
travaux pour les STA gainables. Il est toutefois nécessaire de conserver à l’esprit qu’il est difficile de
prendre en compte, lors de l’enregistrement, l’effet du contexte particulier d’installation de ces STA
sans également faire intervenir d’autres paramètres, comme la réverbération par exemple.
D’un point de vue plus général, un autre élément nous semble mériter d’être abordé. Il concerne
la portée des résultats obtenus en termes de métrique de la qualité sonore des STA. En effet, un pro-
blème majeur que nous avons rencontré est la forte variabilité des jugements de préférence des au-
diteurs. Cette forte variabilité, en s’accompagnant dans certains cas, et pour certains groupes de sti-
muli, d’une gamme de valeurs moyennes peu étendue, empêche d’extraire une hiérarchisation claire
et nette des STA en termes de qualité sonore. Seuls les STA dont le son produit se distingue clairement
des autres ont permis de générer une forme de consensus et des valeurs moyennes significativement
différentes du reste du corpus. Ceci peut être dû au fait que les modèles considérés correspondent
globalement à des STA actuellement présents sur le marché, et dont les sons produits sont déjà le ré-
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sultat d’optimisations empiriques ayant pour but d’en améliorer la qualité. Par ailleurs, la très grande
majorité d’entre eux proviennent du même fabricant, et résultent donc probablement d’une même
stratégie d’amélioration du rendu sonore. Compte tenu de contraintes pratiques, notamment liées
au partenariat avec un même partenaire industriel, il n’a pas été possible d’élargir la variété de mo-
dèles pris en compte. Il est possible que l’intégration de modèles bien différents de STA permettrait
d’étendre la portée de l’échelle de qualité sonore obtenue.
Par ailleurs, les résultats obtenus dans le cadre des études présentées dans la partie III de ce do-
cument (chapitres 8 et 9) semblent indiquer que le contexte d’écoute n’est pas sans importance sur
la perception des auditeurs. Cette observation semble rejoindre la problématique plus générale de
la comparaison des études « in stu » et « en laboratoire ». Si les premières offrent plus de représenta-
tivité, elles ne permettent pas le contrôle de l’ensemble des paramètres à prendre en considération.
Ce débat n’est pas nouveau, et les travaux réalisés ici n’avaient pas pour ambition de le résoudre. Il
nous semble cependant que, bien qu’ils se placent résolument dans le cadre d’une étude « en labora-
toire », la démarche adoptée ici représente une tentative d’aborder la problématique de l’évaluation
de la qualité sonore d’une manière intermédiaire, et de prendre en considération les paramètres du
contexte d’écoute. Néanmoins, les conclusions obtenues ici à ce sujet ne peuvent s’étendre qu’au cas
des STA, et il serait intéressant d’appliquer cette méthodologie dans une certaine mesure à d’autres
types de sons de l’environnement.
Dans le prolongement de la problématique évoquée au paragraphe précédent, il conviendrait
également de tenter d’intégrer les éléments du contexte d’écoute abordés dans le cadre de cette thèse
dans une méthodologie plus globale. Il s’agirait de considérer ces éléments dans le cadre d’une même
expérience, afin de prendre en compte de possibles interactions dans l’effet des facteurs correspon-
dants sur la perception des auditeurs. L’idée majeure serait d’aborder le contexte d’écoute dans les
bureaux d’un point de vue plus général, en considérant les différents types de sources (son de STA,
discussion dans les postes voisins, activité générale dans le cadre d’un bureau, . . .) que l’on peut per-
cevoir dans ce type d’environnement. Cette question rejoint notamment la problématique de l’in-
telligibilité de la parole, et son importance dans le contexte des bureaux paysagés, évoquées en sec-
tion 3.2. Ainsi, dans une procédure expérimentale plus complexe et plus ambitieuse, dont le but serait
d’évaluer le contexte de perception dans sa globalité, il serait intéressant de faire se croiser la problé-
matique de l’effet du son de STA sur l’intelligibilité et celle de l’effet de la réverbération, aussi bien
au travers de l’expression du ressenti des auditeurs que de leur performance dans une tâche donnée.
Néanmoins, il semble difficile à ce stade de considérer réalisable d’un point de vue pratique ce type
d’expérience, compte tenu la complexité de mise en place d’une telle procédure, qui nécessiterait
une durée d’expérience importante et la mise au point de scénarii sophistiqués à reproduire par les
auditeurs. De plus, compte tenu de la difficulté de générer des consensus, dans le cadre, plus simple,
des expériences réalisées au cours de cette thèse, le caractère conclusif des résultats que l’on pourrait
obtenir dans le cadre d’une telle expérience semble très incertain. Cette perspective, et la possibilité
de l’aborder expérimentalement, nous semble néanmoins être une question qui mérite d’être consi-
dérée.
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L’analyse multidimensionnelle – nonmetric MultiDimensional Scaling (MDS) [146, 89] – a pour
but de réduire raisonnablement la dimensionnalité d’un espace de variables. En pratique, on dispose
d’un ensemble de variables qui ne sont pas nécessairement indépendantes. En effet, elles peuvent
présenter une certaine redondance, comme c’est le cas lorsque l’on considère par exemple un en-
semble de descripteurs acoustiques, qui peuvent inclure plusieurs déclinaisons d’un attribut donné
(usage ou non d’un modèle perceptif, d’une courbe de pondération fréquentielle, etc....). La MDS vise
donc à obtenir un espace de représentation continu, orthogonal et à dimensionnalité réduite (sou-
vent 2 ou 3 dimensions). Les données de départ sont sous la forme d’une matrice de dissemblances,
assimilées à des distances perceptives, où figure la dissemblance mesurée entre chaque paire d’élé-
ments (de sons en l’occurrence). Le résultat attendu correspond aux coordonnées des éléments dans
l’espace identifié. Ceci est réalisé en modélisant les dissemblances par une distance euclidienne ou
pseudo-euclidienne, et en minimisant l’erreur moyenne entre les distances prédites et les distances
mesurées. Plusieurs modèles de distance existent. En voici les principaux exemples employés dans la
littérature sur l’étude du timbre.
A.1 Modèle simple – MDSCAL
Dans le modèle MDSCAL, la distance perceptive entre les sons i et j , obtenue en moyennant les
jugements de tous les participants, est représentée par une distance euclidienne d̂i j dans un espace





xi r −x j r
)2 (A.1)
avec xi r et x j r les coordonnées des sons i et j sur la dimension r .
Toutefois, cette technique présuppose que les sons sont jugés et discriminés sur un ensemble ex-
haustif de dimensions continues communes à tous les participants, et partagées par l’ensemble des
sons. Il est difficile d’affirmer avec certitude que cette hypothèse est valide dans tous les cas. Il est no-
tamment possible que les participants n’associent pas à une même dimension la même importance
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pour établir leurs jugements. Il en résulte une propriété particulière : l’invariance rotationnelle de
l’espace obtenu par le modèle MDSCAL, ce qui signifie que le fait de faire pivoter les axes de l’espace
dans quelque sens que ce soit ne changera pas la structure intrinsèque de l’espace tant que les axes
restent orthogonaux. Ceci rend l’interprétation des axes difficile.
A.2 Modèle pondéré – INDSCAL
Afin de faciliter l’interprétation des axes, un raffinement particulier a été apporté au modèle
de base dans la variante INDSCAL – individual differences scaling model – proposée par Carroll et
Chang [41]. Cette variante prend en compte la possibilité que les participants attribuent une impor-
tance différente aux dimensions de l’espace, que le modèle traduit par la pondération des axes. La
distance modélisée d̂i j n entre les sons i et j pour le participant n s’exprime alors par :





xi r −x j r
)2 (A.2)
avec wnr le poids donné à la dimension r par le participant n.
La présence de ces poids de dimension différents empêche l’invariance rotationnelle de l’espace
obtenu, car les axes sont fixés par la présence de ces poids. Il est supposé dans ce modèle que les
dimensions obtenues sont perceptivement pertinentes, ce qui en facilite l’interprétation.
A.3 Modèle à spécificités – EXSCAL
Un autre modèle de MDS permet de prendre en compte la possibilité que les sons soient égale-
ment discriminés sur la base de traits spécifiques, appelés spécificités, qui ne sons pas partagés par
l’ensemble des sons : le modèle EXSCAL – extended two-way euclidian model with common and spe-
cific dimensions – développé par Winsberg et Carroll [156]. La distance modélisée d̂i j entre les sons i





xi r −x j r
)2+ si + s j (A.3)
où si et s j peuvent être vus comme les degrés de spécificité respectifs des sons i et j .
A.4 Modèle à classes latentes – CLASCAL
Une autre variante notable de modèle MDS allie les avantages des modèles INDSCAL et EXSCAL,
c’est-à-dire l’usage, d’une part, de pondérations des dimensions différentes entre les sujets et, d’autre
part, de spécificités modélisant les éventuels traits caractéristiques propres à chaque son. Il s’agit du
modèle CLASCAL développé par Winsberg et De Soete [157]. Ce modèle adopte ce que l’on nomme
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l’approche en classes latentes. Cette approche a pour but d’observer les différentes stratégies naturel-
lement employées par les participants au travers de la pondération des dimensions. Ces pondérations
ne sont donc plus individuelles, et les participants sont regroupés en classes latentes de sujets présen-
tant des pondérations communes. Cette approche permet une modélisation plus réaliste du concept
de « stratégie de jugement » souvent adoptée par plusieurs participants à la fois. La distance modéli-
sée d̂i j t entre les sons i et j pour la classe latente t s’exprime alors par :





xi r −x j r
)2+ vt · (si + s j ) (A.4)
avec wtr le poids donné à la dimension r pour la classe latente t
et vt le poids donné aux spécificités pour la classe latente t
Il convient de noter que le modèle CLASCAL empêche également l’invariance rotationnelle de
l’espace obtenu, à cause de la présence de pondérations des axes différentes d’une classe à l’autre.

Annexe B
Corrélation et régression linéaire
La corrélation a pour but d’évaluer le degré de lien existant entre deux variables X et Y , tandis
que la régression linéaire a pour but de prédire les valeurs Y à partir de celles de X selon une rela-
tion affine du type Y = aX +b. Les deux techniques sont donc fortement liées, puisqu’un haut degré
de lien permet de justifier la prédiction d’une variable par l’autre, et elles sont souvent mentionnée
conjointement dans la littérature 1.
B.1 Coefficient de corrélation de Bravais-Pearson
La corrélation s’évalue grâce au coefficient de corrélation de Bravais-Pearson. Celui-ci est lié au
calcul de la covariance covX Y des deux variables X et Y à N observations :
covX Y = 1
N −1
∑
(X − X¯ )(Y − Y¯ ) (B.1)
Le coefficient de corrélation de Bravais-Pearson r est alors obtenu en divisant la covariance par
le produit des écarts-types sX et sY des variables X et Y :
r = covX Y
sX sY
(B.2)
Le résultat de ce calcul est borné entre -1 et 1. Ces deux valeurs particulières correspondent à une
parfaite corrélation entre les deux variables, le signe n’indiquant que le sens de la corrélation. Plus
généralement, le lien entre les variables est d’autant plus manifeste que le coefficient r est proche de
l’une de ces deux valeurs extrêmes, et d’autant plus contestable qu’il est proche de 0.
Ce coefficient est toutefois considéré comme un estimateur biaisé de la corrélation qu’il peut
exister entre les deux variables. En effet, il prend en compte un nombre fini N d’observations des va-
riables, qui n’est pas nécessairement suffisamment grand pour rendre l’échantillonnage des variables
représentatif de leurs distributions réelles. Pour plus de rigueur, un ajustement doit être apporté à ce






1. Certains statisticiens font toutefois une distinction plus radicale des deux techniques (voir [78]).
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Ce calcul modifie la valeur du coefficient de corrélation, qui est d’autant plus réduite que N est
faible. Toutefois, la corrélation est tout de même souvent évaluée à l’aide du coefficient r , sans pour
autant négliger le biais lié à la taille de l’échantillonnage. Ce dernier peut en effet être pris en compte
d’une autre manière pour tempérer l’interprétation d’un coefficient de corrélation proche de 1 ou de
-1.
Dans un cadre statistique rigoureux, il convient de fixer un seuil du coefficient de corrélation à
partir duquel on peut considérer que la valeur obtenue est significative, c’est-à-dire qu’il y a un lien
manifeste entre les deux variables. Ceci rentre dans le cadre du test d’hypothèse. En l’occurrence,
on cherche à savoir si l’on peut raisonnablement rejeter l’hypothèse nulle qui stipule que les deux
variables sont linéairement indépendantes. Cette opération est réalisable en comparant le coefficient
de corrélation calculé r aux valeurs critiques du coefficient de corrélation de Bravais-Pearson que l’on
peut lire dans le tableau B.1.
ddl =N −2 0,10 0,05 0,02 0,01 ddl =N −2 0,10 0,05 0,02 0,01
1 0,99 1,00 1,00 1,00 21 0,35 0,41 0,48 0,53
2 0,90 0,95 0,98 0,99 22 0,34 0,40 0,47 0,52
3 0,81 0,88 0,93 0,96 23 0,34 0,40 0,46 0,51
4 0,73 0,81 0,88 0,92 24 0,33 0,39 0,45 0,50
5 0,67 0,75 0,83 0,87 25 0,32 0,38 0,45 0,49
6 0,62 0,71 0,79 0,83 26 0,32 0,38 0,44 0,48
7 0,58 0,67 0,75 0,80 27 0,31 0,37 0,43 0,47
8 0,55 0,63 0,72 0,77 28 0,30 0,36 0,42 0,46
9 0,52 0,60 0,69 0,74 29 0,30 0,35 0,42 0,46
10 0,50 0,58 0,66 0,71 30 0,30 0,35 0,41 0,45
11 0,48 0,55 0,63 0,68 35 0,28 0,32 0,38 0,42
12 0,46 0,53 0,61 0,66 40 0,26 0,30 0,36 0,39
13 0,44 0,51 0,59 0,64 45 0,24 0,29 0,34 0,37
14 0,43 0,50 0,57 0,62 50 0,23 0,27 0,32 0,35
15 0,41 0,48 0,56 0,61 60 0,21 0,25 0,30 0,33
16 0,40 0,47 0,54 0,59 70 0,20 0,23 0,27 0,30
17 0,39 0,46 0,53 0,58 80 0,18 0,22 0,26 0,28
18 0,38 0,44 0,52 0,56 100 0,16 0,20 0,23 0,25
19 0,37 0,43 0,50 0,55 150 0,13 0,16 0,19 0,21
20 0,36 0,42 0,49 0,54 200 0,12 0,14 0,16 0,18
TABLE B.1 – Valeurs critiques du coefficient de corrélation de Bravais-Pearson
Le nombre de degrés de liberté ddl se calcule simplement par N −2. Ensuite, il convient de fixer
le seuil α (dont l’interprétation est expliquée dans l’exemple suivant) que l’on souhaite atteindre. Si
la valeur absolue du coefficient de corrélation obtenu |r | est supérieure à la valeur indiquée dans le
tableau au seuil souhaité, alors on peut raisonnablement rejeter l’hypothèse nulle, c’est-à dire que
les deux variables sont indépendantes. Par exemple, prenons un coefficient r = 0,75 pour 12 observa-
tions. Le nombre de degrés de liberté est donc ddl = 10, et si l’on souhaite un seuil α= 0,01, on peut
lire dans le tableau la valeur critique 0,71. Notre valeur du coefficient de corrélation étant supérieure,
nous avons donc moins de 1 % (α = 0,01) de chances de nous tromper si nous rejetons l’hypothèse
nulle, c’est-à-dire si nous affirmons que les variables ne sont pas indépendantes. En pratique, cette
condition est souvent notée p <α, donc dans l’exemple précédent p < 0,01.
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B.2 Régression linéaire
Le coefficient de corrélation de Bravais-Pearson nous donne un moyen d’établir un lien statis-
tique entre deux variables. Toutefois, son interprétation reste quelque peu abstraite. La régression li-
néaire est un outil statistique dont l’interprétation graphique permet de se faire une meilleure idée de
ce que représente ce coefficient de corrélation. Tout d’abord, il convient de tracer ce que l’on nomme
le diagramme de dispersion, qui consiste à représenter dans un repère cartésien les points dont les
coordonnées correspondent aux valeurs des variables X et Y . La figure B.1 en montre un exemple.
Sur ce graphique, on peut également tracer la droite de régression (en rouge sur la figure B.1). Elle est
établie en tentant de minimiser les distances la séparant des points du diagramme. On cherche donc
à modéliser l’éventuelle relation liant X et Y par une fonction affine, c’est-à-dire à estimer les valeurs
de Y par la relation : Ŷ = aX +b. Il s’agit donc de minimiser l’erreur de prédiction qui est la somme
quadratique des écarts entre Y et son estimation Ŷ :
∑
(Ŷ −Y )2.
FIGURE B.1 – Exemple de diagramme de dispersion et de droite de régression (provenant de la sec-
tion 7.6.1).
L’observation de la répartition du nuage de points autour de la droite de régression permet de
mieux apprécier la qualité de la prédiction. Lorsque la prédiction est efficace, on doit constater que
le nuage de points forme grossièrement une ellipse autour de la droite de régression. Cela va de paire
avec un coefficient de corrélation r élevé en valeur absolue. Dans l’exemple de la figure B.1, r vaut




Méthodes d’analyse de variabilité des
réponses
La particularité des expériences perceptives est de faire appel à des participants volontaires, qui
ont, à priori, leur sensibilité propre vis-à-vis des sons étudiés. Il s’en traduit des jugements – dont
la forme dépend du type d’expérience – reflétant parfois un caractère très subjectif. La conséquence
possible lors d’une expérience perceptive est une forte variabilité des réponses recueillies. Cette va-
riabilité peut s’avérer très problématique lorsque le but de l’expérience est d’extraire des données
– sous quelque forme que ce soit – moyennées sur le panel de participant. En effet, le cas échéant,
la significativité statistique des différences observées sur les données moyennes peut alors être dif-
ficile à démontrer, empêchant ainsi de faire émerger de manière concluante certaines tendances. Il
convient alors de comparer les résultats des participants entre eux et de vérifier la concordance de
leurs résultats.
Cette annexe présente deux méthodes permettant d’analyser et de comparer entre eux les résul-
tats individuels des participants d’une expérience. La section C.1 expose l’évaluation de deux coef-
ficients – toutefois liés l’un à l’autre – permettant d’obtenir une mesure globale de la variabilité des
réponses des participants : le coefficient de concordance de Kendall et le coefficient de corrélation
de rang de Spearman. La section C.2 présente la méthode d’analyse de cluster appliquée aux résul-
tats d’un panel de participant afin d’observer la dispersion des réponses des participants autour de
la tendance moyenne.
C.1 Concordance de Kendall et corrélation de rang de Spearman
Afin de comparer les résultats d’un ensemble de participants dans le cadre d’une expérience per-
ceptive, il convient de comparer l’ordonnancement des échelles mesurées pour chaque participant
et de tenter de quantifier le degré de concordance entre les ordonnancements obtenus. Ceci peut se
faire au moyen du coefficient de concordance de Kendall et du coefficient de corrélation de rang de
Spearman (voir [78] pour plus de détails).
C.1.1 Coefficient de concordance de Kendall
Pour calculer le coefficient de concordance de Kendall, il convient en premier lieu de sommer les
classements successifs de chaque son. Par exemple, si un son a été classé successivement 1er, 2eet 5e,
la somme des classements vaut 8. Le coefficient se calcule alors comme le quotient de la variance des
sommes ainsi calculées sur la variance maximale possible de ces sommes pour ce nombre de sons et
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pour ce nombre de participants. Comme nous travaillons ici avec des rangs (de 1 à N pour N sons),
nous connaissons la variance maximale possible des sommes de classement. Il est ainsi possible de







k2N (N 2−1) −
3(N +1)
N −1 (C.1)
avec T j la somme des classements du son j ,
N le nombre de sons, et k le nombre de participants.
C.1.2 Coefficient de corrélation de rang de Spearman
Le coefficient de concordance de Kendall n’est pas un coefficient de corrélation à proprement
parler, et son interprétation n’est pas triviale. En revanche, il est possible de le relier au coefficient de
corrélation de rang de Spearman rs (voir [78]). Ce dernier est adéquat lorsque l’on souhaite évaluer la
concordance entre les classements effectués par deux participants seulement. Il est alors possible de
calculer ce coefficient pour chaque paire de participants parmi les k participants considérés pour en
évaluer la moyenne r¯s , mais ceci peut s’avérer assez fastidieux. Toutefois, il existe une formule reliant
r¯s au coefficient de concordance de Kendall :
r¯s = kW −1
k−1 (C.2)
avec k le nombre de participants.
Il est alors possible de tester la significativité statistique du coefficient obtenu comme pour le
coefficient de corrélation de Bravais-Pearson (voir annexe B), afin de conclure sur la concordance
globale entre les réponses des participants. Il est à noter que cette technique peut être appliquée
à chacune des méthodes exposées en section 2.3.1, si tant est que l’on ait transformé les données
obtenues en données de classement.
C.2 Analyse de cluster appliquée à un panel de participants
Les coefficients présentés en section C.1 permettent d’obtenir une mesure globale de la concor-
dance des réponses des participants d’une expérience perceptive. Cependant, ils ne permettent pas
d’observer individuellement le comportement des échelles de chaque participant. Plusieurs cas de
figure peuvent résulter en des coefficients de concordance de Kendall et de corrélation de rang de
Spearman faibles.
Une possibilité est par exemple de voir un nombre réduit de participants – par rapport à l’effectif
total – présenter des résultats radicalement différents de ceux de la majorité et entraîner une forte
variabilité globale, et de faibles valeurs pour ces coefficients. On parle alors d’outliers pour désigner
les résultats de chacun des participants de ce nombre réduit, et par abus de langage, les participants
eux-mêmes.
Une autre possibilité est de voir les participants se regrouper en sous-groupes présentant des
résultats proches, et représenter ainsi chacun une tendance particulière qu’il convient de considérer
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séparément des autres. Toutefois, ce deuxième cas de figure, bien différent du premier, peut très bien
résulter en des valeurs similaires de coefficients de concordance de Kendall et de corrélation de rang
de Spearman.
Ces deux coefficients ne permettent donc pas de distinguer ces deux cas de figure, tandis que
ces derniers requièrent chacun un traitement particulier de l’ensemble des résultats des participants.
Dans le premier cas, il convient de retirer les résultats considérés comme outliers, quand on préférera
séparer le panel de participants en deux (ou plus le cas échéant) sous-panels pour lesquels l’analyse
désirée sera reproduite à chaque fois.
Un moyen de remédier à ce problème, et donc de pouvoir distinguer, par exemple, les deux cas
de figure envisagés ci-dessus, est d’appliquer une analyse de cluster (voir [94] et section 5.3 pour plus
de détails) aux résultats individuels. Ce type d’analyse est habituellement utilisée afin d’extraire une
structure hiérarchique décrivant les distances ou co-occurrences entre un ensemble d’éléments (de
sons dans le cas de la section 5.3). Mais il est également possible de considérer le panel de participants
comme cet ensemble d’éléments dont on souhaite extraire une représentation des proximités.
Pour ce faire, la matrice de corrélation inter-participant permet d’observer les divergences et les
similitudes des évaluations des participants deux à deux (coefficient de corrélation proche de 1 pour
des jeux d’évaluations très proches, et proche de 0, ou négatif, pour des jeux très différents). Cette
matrice est donc particulièrement informative quant à la variabilité des réponses autour des valeurs
moyennes. Elle est toutefois difficilement lisible, car centrée sur des comparaisons deux à deux, et
parce qu’elle ne donne pas une vision globale du comportement du panel de participants.
En revanche, l’analyse de cluster, appliquée à cette matrice de corrélation, va permettre d’obtenir
une représentation globale des proximités entre les résultats des participants. Toutefois, l’analyse de
cluster doit s’appliquer sur une matrice de données assimilées à des distances, ce qui n’est pas le
cas d’une matrice de corrélation. Afin de rendre les données compatibles avec ce type d’analyse, la
matrice de corrélation est linéairement transformée en matrice de distance D = {di j }, dont la valeur
minimale pour une paire de participants (i , j ) est ’0’ pour un coefficient de corrélation ri j = 1, et la





L’analyse de cluster, utilisant le même algorithme qu’en section 5.3 (unweighted arithmetic ave-
rage clustering – UPGMA), est ensuite appliquée sur cette matrice de distance afin d’obtenir une re-
présentation hiérarchique du panel de participants. Un exemple de dendrogramme, tiré de la sec-
tion 7.5, et traduisant cette représentation est affiché en figure C.1. Sur celui-ci les « feuilles » en bas de
la figure représente ici les participants, et la distance cophénétique, modélisant la distance di j , cor-
respond à la hauteur de fusion des deux feuilles correspondantes, c’est-à-dire la hauteur à laquelle
leurs « branches » se rejoignent. Cette représentation, en fonction de la répartition des participants
dans les clusters, permet alors de visualiser si une éventuelle forte variabilité est liée par exemple à
des outliers ou à différentes tendances parmi le panel.
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FIGURE C.1 – Exemple de dendrogramme, tiré de la section 7.5, et représentant les proximités entre
les résultats des participants d’une expérience.
Annexe D














































































































TABLE D.1 – Liste des enregistrements effectués
Annexe E






Consigne de l'expérience 
Catégorisation de sons de climatiseur 
 
Nous nous intéressons aux sons de climatiseurs. Le but de cette expérience est de mettre à jour les 
différentes familles de ce type de sons. 
Vous allez donc entendre des sons de climatiseur et vous aurez à les classer dans différentes 
catégories. 
 
Voici le descriptif de l'expérience: 
 Ecoutez les sons en double-cliquant sur les points rouges de l'écran dans l'ordre que vous 
souhaitez et autant de fois que vous le désirez. Chaque point rouge correspond à un son de 
climatiseur. 
 Regroupez les points rouges correspondant aux sons selon leur ressemblance acoustique en les 
déplaçant sur l'écran avec la souris, et en prenant soin de bien distinguer les groupes par leur 
disposition à l'écran. 
 Une fois les différents groupes constitués, sélectionnez, pour chacun d'eux, les différents sons 
qui le compose (les points sélectionnés doivent devenir verts), puis cliquez sur [Faire un 
groupe] puis cliquez sur [OK]. Cliquez sur le groupe que vous venez de créer dans la partie 
gauche de l'écran (liste des groupes créés) sous le cadre vert, afin de vérifier qu'aucun son n'a été 
oublié ou ajouté par erreur à la sélection. Pour afficher de nouveau l'ensemble des sons, cliquez 
sur [Sounds]  en haut de la partie gauche de l'écran (sous le cadre vert). 
 Répétez l'étape précédente pour chacun des groupes que vous avez identifiés, en veillant, à 
chaque fois, à ce que tous les sons du groupe soient sélectionnés (points verts) et à ce qu'aucun 
son des autres groupes ne le soit. 
 Lorsque vous êtes satisfait de votre classification, et que vous avez déclaré tous les groupes, 
l'expérience est terminée, vous pouvez appeler l'expérimentateur. 
 
Remarque: 
▪ Du fait du grand nombre de sons, il est conseillé d’être méthodique dans l’écoute des 
sons  et de commencer à les classer en les répartissant à l’écran au fur et à mesure de 
l'écoute. 
 
E.1 Expérience de catégorisation libre
  
 
Similarités des sons de  
systèmes de traitement d'air 
Consigne de l'expérience perceptive : 
 
 
Objectif du test : 
 
Nous nous intéressons aux sons émis par les systèmes de traitement d’air. Des sons de ce type 
de systèmes vont vous être présentés au casque par paire. Pour chacune d’elles, vous aurez à 




Pour chaque paire de son présentée, vous devez : 
1. Ecouter chacun des deux sons à l’aide du bouton correspondant 
2. Evaluer à quel point ils sont similaires – entre « très semblable » et « très 
dissemblables » – à l’aide du curseur sur la glissière situé en dessous des deux 
boutons 
3. Lorsque celui-ci apparaît (après avoir déplacé le curseur), cliquer sur le bouton 
valider pour passer à la paire suivante 
 
Pour chaque paire, vous pouvez réécouter chaque son et modifier la position du curseur à 
guise, tant que vous n’avez pas cliqué sur le bouton valider. 
 
S’il n’est pas demandé d’utiliser toute l’échelle de similarité proposée (positions possibles du 
curseur), il est toutefois nécessaire de suffisamment différencier vos jugements. 
 
Les premières paires présentées serviront d’entraînement, pour vous familiariser avec 
l’interface et avec la diversité des sons proposés (vos réponses ne sont alors pas prises en 
compte). L’interface vous indiquera clairement lorsque la phase d’entraînement sera terminée. 
 
A environ la moitié du test, il vous sera proposé de faire une courte pause afin de vous 
détendre et de vous aérer l’esprit ! 
 
Lorsque l’interface vous l’indique, l’expérience est terminée.  
 
E.2 Expérience de mesure de similarités
  
 
Désagrément lié aux sons des systèmes de 
traitement d'air 
Consigne de l'expérience perceptive : 
 
 
Objectif du test : 
 
Nous nous intéressons aux sons émis par les systèmes de traitement d’air. Des sons de ce type 
de systèmes vont vous être présentés au casque. Pour chacun d’eux, vous aurez à donner une 
« note » qualifiant son caractère agréable ou désagréable. Vous aurez à guise, tout au long de 




Pour chaque son, l’interface de test se présente comme suit : 
 
 
 Éléments interactifs pour chaque son : 
1. Bouton permettant de jouer le son (diffusé au casque) 
2. Curseur permettant d’ajuster la note, allant de 0 pour le plus désagréable à 10 pour 
le plus agréable. Le curseur n’est accessible que lorsque le son correspondant 
vient d’être joué (1. Bouton) 
 
 
E.3 Expérience d’évaluation comparée
  
 Indicateurs (non-interactifs) pour chaque son: 
3. Index du son 
4. LED indiquant si le son à déjà été joué (allumée au départ, éteinte dés lors que le 
son a été joué au moins une fois) 
5. LED indiquant si la position du curseur a déjà été modifiée (allumée au départ, 
éteinte dés lors que le curseur a été déplacé au moins une fois). 
 
 Éléments interactifs globaux : 
 L’interface présente également deux autres boutons (qui ne sont pas propres à un son 
 particulier) : 
◦ Bouton « Réordonner » : Permet de modifier l’ordre des sons sur l’interface en 
fonction de la position du curseur. Les sons réordonnés selon un ordre décroissant 
des notes. 
◦ Bouton « VALIDER » (masqué au début de l'expérience) : Permet de valider 
l’ensemble des notations effectuées et met fin au test. Ce bouton n’apparaîtra 
que lorsque la position de tous les curseurs a été modifiée au moins une fois. 
 
 
Tâche à accomplir : 
 
En résumé, la tâche  suit la logique de l’interface et se décompose de la manière suivante : 
 Écoute d’un son (au choix) 
 Notation via le curseur 
 Écoute d’un nouveau son 
 Notation via le curseur 
 … Répétition sur tout les sons, voire également sur les sons déjà écoutés/notés 
 Un réordonnancement peut être fait à tout moment (même avant d'avoir écouté/noté 
tous les sons) 
 Lorsque tous les sons ont été écoutés/notés, validation des réponses 
 
 
L'interface vous permet de réécouter les sons autant de fois que vous le souhaitez, et de 
modifier à tout moment les notations (toutefois, la position d'un curseur ne peut être 
modifiée qu'après avoir écouté le son correspondant). Bien que, en général, on se fasse 
rapidement une idée du degré de gêne d'un son, n'hésitez donc à écouter plusieurs fois les 
sons et à revenir sur vos notations après avoir évaluer une première fois tous les sons. 
 
Par ailleurs, votre tâche consiste à évaluer les sons relativement aux autres et non par 
rapport à une représentation que vous vous faîtes de ce qu'est un son agréable ou désagréable 
dans l'absolu. Cela ne signifie pas qu'il faille se contenter de « classer » les sons, la précision 
de la notation est importante. Il faut en revanche, dans la mesure du possible, utiliser au 





Influence des sons de systèmes de traitement 
d'air sur une tâche de mémorisation 
Consigne de l'expérience perceptive : 
 
 
Objectif du test : 
 
Nous nous intéressons aux sons émis par les systèmes de traitement d’air et plus 
particulièrement à leur influence sur la réalisation d’une tâche de mémorisation. L’expérience 
consistera à mémoriser des séquences de chiffres et à évaluer ensuite le caractère perturbant 





L’interface est explicite et conçue pour vous guider dans les opérations à réaliser. Ce qui suit 
n’en est qu’une description succincte. Afin de vous familiariser avec celle-ci, une session 
d’entraînement vous sera proposée par l’expérimentateur (uniquement la phase 1). Les phases 
de mémorisation sont alors plus courtes, et effectuées sans fond sonore, mais vos réponses ne 
sont pas enregistrées. 
 
 
Après avoir entré votre nom, il vous sera indiqué sur l’interface la marche à suivre : 
 
1. Phase de mémorisation et d’évaluation de la caractère perturbant du fond sonore : 
 
a. Phase de mémorisation : 
o Des chiffres vous être alors présentés un par un, formant ainsi une 
séquence à mémoriser. 
o Une fois tous les chiffres affichés, entrez dans le champ adéquat la suite de 
chiffres que vous avez mémorisée, et validez en appuyant sur la touche 
Entrée du pavé numérique (pas celui de la partie « alphabétique » du 
clavier) 
Les séquences seront de plus en plus longues : 4 chiffres affichés, puis 5, puis 6 …etc. La 
longueur augmentera à chaque fois que vous aurez mémorisé et retranscrit 2 séquences 
correctement. La performance (nombre de séquence correctement retranscrites) est prise en 
compte. 
Toutefois le temps imparti est limité. La limite de temps est globale sur UNE seule phase de 
mémorisation (c’est-à-dire sur plusieurs séquences de chiffres avec le même fond sonore). De 
plus seul le temps de saisie au clavier est pris en compte. 
Par ailleurs, cette phase sera parfois à réaliser sans fond sonore. Ne vous en étonnez pas. 
E.4 Expérience d’évaluation de gêne en contexte multi-tâche
 b. Phase d’évaluation du caractère perturbant : 
o Lorsque le temps imparti est écoulé, il vous sera demandé d’évaluer à quel 
point le fond sonore vous a perturbé dans la tâche de mémorisation, à l’aide 
du curseur affiché. 
o Après validation, une nouvelle tâche de mémorisation commencera comme 
la précédente, avec un autre fond sonore… 
Cette étape n’est bien entendu pas à effectuer si aucun fond sonore n’était présent pendant la 
phase de mémorisation. Si cette phase vous est proposée alors qu’aucun son n’a été 
diffusé dans le casque pendant la phase de mémorisation, LE SIGNALER A 
L’EXPERIMENTATEUR. 
 
2. Phase finale d’évaluation directe du caractère désagréable : 
o A la fin de l’expérience (c’est-à-dire après un certain nombre de phases de 
mémorisation et évaluation du caractère perturbant) vous devrez évaluer 
directement le caractère désagréable de différents sons (pas nécessairement 
les mêmes que dans les phases précédentes). Aucune tâche de 
mémorisation n’est alors à réaliser.  
o Evaluez à quel point le son vous semble désagréable entre 1 (moins 
désagréable) et 10 (plus désagréable), en ayant cette fois-ci le loisir 
d’écouter plusieurs fois le son. Cliquez ensuite sur le bouton « Son 
suivant ».  
o Lorsque tous les sons ont été évalués l’expérience est terminée. 
Egalement, si aucun son n’est diffusé dans le casque à un moment donné lors de cette 




REMARQUES IMPORTANTES : 
 
 Bien que la stratégie pour la mémorisation est laissée libre, il peut être utile pour les 
séquences plus longues (6 ou 7 chiffres, ou plus) d’essayer de les mémoriser en associant 
les chiffres par 2 ou 3. 
 
 S’il n’y pas de consigne particulière quant aux phases d’évaluation (positions possibles du 
curseur), il est toutefois nécessaire de suffisamment différencier vos jugements (par 
exemple, placer le curseur à la même position pour tous les sons ne présente pas d’intérêt). 
 
 Ne vous souciez pas, lors de la phase finale d’évaluation du caractère désagréable, des 
évaluations du caractère perturbant que vous avez réalisées auparavant. Le caractère 
désagréable est celui que vous ressentez sur le moment. 
 
 A environ la moitié de l’expérience, il vous sera proposé de faire une courte pause afin de 
vous détendre et de vous aérer l’esprit ! 
 
 
 
