Abstract-A
INTRODUCTION AND PRELIMINARIES
Let dX(t) b e a g iven nonnegative measure on the real line IR, with compact or unbounded support, for which all moments pk = &t" d(t) k = O> 1, exist and are finite, and 1-10 > 0. With P,, we denote the set of all algebraic polynomials of degree at most k (E Pijo).
Let VI,... ,nm (71 < .. < vm) be given fifirced (or prescribed) nodes, with multiplicities ml,.
, m,, respectively, and ~1,. , T,~ (71 < < TV) be free nodes, with given multiplici- Under some restrictions of polynomials qM (t) and QN(~) on the support interval of the measure dX(t) (the smallest interval containing supp (dX)), we can give sufficient conditions for the existence of Gaussian nodes (cf. [4, 5] ). THEOREM 1.2. If the multiplicities of the Gaussian nodes are odd, e.g., n, = 2s,+l, v = 1, . . . , n, and if the polynomial with fixed nodes qM(t) does not change its sign in the support interval of the measure dX(t), then, in this interval, there exist real distinct nodes rv, v = 1,. . . , n.
The condition for the polynomial qM(t) in the last theorem means that the multiplicities of the internal fixed nodes must be even. Defining a new (nonnegative) measure di(t) by di(t) = ?qM(t) Nt), Y = %n(qM(t))7 (14 the "orthogonality conditions" (1.3) can be expressed in the simpler form .I tkQN(t) di(t) = 0, k=O,l,..., n-l. w This means that the general quadrature problem (l.l), under conditions of Theorem 1.2, can be reduced to a problem with only Gaussian nodes, but with respect to another modified measure. Computational methods for this purpose are based on Christoffel's theorem and described in detail in [6] (see also [5, 7] ).
Let 7r,(t): = flz=,(t -7,). S' mce QN(t)/rn(t) = na,(t --T,)~'~ > 0 over the support interval, we can make an additional reinterpretation of the LLorthogonality conditions" (1.3) in the form 1 &n(t) dp(t) = 0, Ic=O,l,..., n-l, ( Recently, this idea has been used in construction of an iterative method with quadratic convergence for finding the corresponding s-and a-orthogonal polynomials (see [20] ). This method was made in two parts; the first part constructs the s-orthogonal polynomial with the maximal value ofs~,i.e.,fors=max{s, ] v=l,... , n}, and the second one constructs the desired a-orthogonal polynomial through several steps by reducing only one s, to s, -1 in each of the steps.
The first part of the method (construction of s-orthogonal polynomial with s = S) starts with zeros of the a-orthogonal polynomial for 0 = (O,O, . . ,O), i.e., with zeros ~1,. . . ,r, of the standard orthogonal polynomial.
Then, applying one QR step with the shift 71, we determine the starting vector in the nonlinear procedure for finding the zeros of u-orthogonal polynomial fora=(l,O,... , 0 One can see that behavior of the zeros, when the degree of the polynomial is fixed and s increases, is almost linear. The method is very successful, in particular for measures on the bounded support (e.g., for the Jacobi measure). In the case of measures on the unbounded support (e.g., for the Laguerre and Hermite measures), sometimes the computation can break down, so that the algorithm cannot be applied in such cases.
The main problem in the application of this method is a choice of the initial values of zeros, as well as a lot of computation via the above mentioned path (2.2) with ns steps. Notice that, in each step in this chain, we must solve a system of n nonlinear equations using an iterative procedure.
In this section, we give a new algorithm with at least three important improvements.
l The algorithm can be used in constructions for measures with the bounded and unbounded supports.
l Under certain initial values, the algorithm requires only n -3 steps. for constructing the polynomial m,+(t) instead of ns steps in the chain (2.2).
l There is a simple and fast method for finding elements of the Jacobian matrix in the corresponding iterative process.
In the next sections, we describe only phases of the new algorithm which are different from one proposed in [20] . The iterative procedure for finding zeros of ~~,~(t) (or am+ in a special case) with quadratic convergence, under suitable starting values, is presented in Section 3. An important part of the new algorithm is a much simpler construction of the s-orthogonal polynomial 7rn,, (t) in only n -3 steps. It is considered in Section 4, including a selection of the starting values in this process. Numerical experiments with several kinds of the classical and nonclassical measures are considered in Section 5.
ITERATIVE METHOD FOR ZEROS
In this section, we present a modification of the corresponding method from [20] . This iterative method for finding zeros of a-polynomials can be applied for a wide class of the measures dX(t). We also derive a simple way for quickly finding elements of the corresponding Jacobian matrix.
For a given sequence 0 = 01X = (si , ~2, . . ( s,,)) we rewrite the orthogonality conditions (1.5)
as the following system of nonlinear equations:
where t = (71, rz: . , Tag) and {pi}JE~o is the sequence of orthonormal polynomials with respect to the measure dX(t) on R. These polynomials satisfy the three-term recurreuce relation a-z+dt) + w+(t) + J&--1(t) = Q,(t)> j = 0,l;. ,
with p-r(t) = 0 and pe(t) = l/a, where /?e = ~0 = JR dX(t).
Notice that in equation (5.1) in [20] , in (3.1), we used the monomials {t'-'}y=r instead of these orthonormal polynomials {pj-r};L=r. Also, in our software implementatiou, we used alternatively the (modified) f un amental Lagrange polynomials {kn,r(t), , e,,,,(t)}, where t,,,,
(
n: and I, = (t -71). (t -TV).
In order to solve the system of nonlinear equations (3.1), we use the matrix notation
In =O,l;..., and
If W = W(t) is th e corresponding Jacobian of F(t), we can apply the Newton-Kantorovic
for determining the zeros of the a-orthogonal polynomial T,,,~. If a sufficiently good approximation t(O) is chosen, the convergence of the method (3.3) is quadratic.
The elements of the Jacobian can be calculated by
where j, k = 1,. . , n.
THEOREM 2.1. Let F3 be defined by (3.1), u'a,k = 0, and wr,k, k = 1,. . : n, be given b,y (3.4):
I.e.,
(3.6) PROOF. Multiplying the three-term recurrence relation for orthonormal polynomials (3.2) by -(2sk -I-l)(nz=,(t -~~)~"~+~)/(t--rk), and th en integrating over R with respect to the measure dX(t) and using (3.4) and (3.1), we obtain &wj+2,k
i.e., (3.6). I
Thus, knowing only Fi and w~,~ (j = 1, . . . , n), we calculate the elements of the Jacobian matrix by the nonhomogeneous recurrence relation (3.6). All of the integrals in (3.1) and (3.5) can be calculated exactly, except for rounding errors, by using a Gauss-Christoffel quadrature formula with respect to the measure dX(t) (see [21] ),
taking L = n + Cr=, s, nodes. This formula is exact for all polynomials g of degree at most 2L-1=2n-1+2C;=,sV.
CONSTRUCTION OF s-ORTHOGONAL POLYNOMIALS
Let ~~,~(t) be the s-orthogonal polynomial with respect to the measure dX(t), and let r?'"', v = l,..., n, be its zeros. The behavior of the zeros rV (v) for a fixed s and when the degree of the polynomial n increases can be used in the construction of s-orthogonal polynomials. In Figure 1 , we display the distribution of nonnegative zeros for Legendre and Hermite s-orthogonal polynomials, taking s =4 and n = 2,. . . , 15. The solid lines connect the zeros r?'S) with the same index V. For the same values of s and n, the zeros of the generalized Laguerre polynomials L&(t) for a = 0 and a = 101/3 are presented in Figure 2 . If s is bigger than one, the corresponding graphics are quite similar to the previous one, especially for the generalized Laguerre measure. 
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As we can see, the behavior of zeros is almost linear for the Hermite and Legendre case, but it is not true for the Laguerre case. This observation gives us an inspiration to construct an iterative algorithm for calculating zeros of s-orthogonal polynomials over the path when the degree of a polynomial increases, and s is a fixed number.
In this new approach, for a fixed s, we start from the zeros of s-orthogonal polynomials of degree two and three, usually obtained by the algorithm proposed in [20] , and then we calculate the starting values for the method described in Section 3. Using this method, we determine the zeros of the s-orthogonal polynomial 7r~(t) of degree four.
In general, using the zeros of ~-z,~(t) and ?~k-.r,~(t), i.e., i=k-2, k-1:
we must determine at first the starting vector
and then apply method (3.3) for solving the corresponding system of k nonlinear equations in order to get the zeros of the polynomial ?rk,s(t). Repeating this procedure n -3 times, for k = 4, , n, we obtain the zeros of the polynomial 7rn,+(t). As we can see, such a method of construction requires much less numerical work than the previous procedure proposed in [20] . F or example, in the case n = s = 10, the previous algorithm requires us to solve 100 systems of nonlinear equations with ten unknowns (see (2.2) ). On the other side, using the new algorithm, one has to solve only seven systems of equations with four, five, six, seven, eight, nine, and ten unknowns, respectively. Of course, the last algorithm requires additional work for constructing the zeros of the polynomials XQ(~) and ra+(t). (They are systems with two and three unknowns, respectively.)
Thus, the basic problem in the new algorithm is to find an appropriate formula for the starting vector (4.1)) with components
According to numerical investigation of zero distribution, we use empirical extrapolation formulas which include zeros as displayed in Figure 3 . Typical formulas for starting values for the Jacobi measure dX(t) = (1 -t)" (1 +t)fl dt on (-1,l) (q p > -1) and for the Hermite measure dX(t) = eetz dt on (--00, +oo) are
where 4 = (3,. . , k -2) (k 2 5).
Because of the strong nonlinearity in zero distribution for the Jacobi measure (for small n), this extrapolation can give a value outside the interval (-1,l).
If the value obtained with the above rule is bigger than 1 (less than -l), which can appear only for polynomials of degree four or five, one should use 1 (-1) instead of the obtained values.
In the case of the generalized Laguerre measure dX(t) = t"ectdt on (O,+oo) ((I > -l), we make the transformation 7Lkls) -+ J-7LklS) , so that the above formulas become Figure 1 shows a strong nonlinearity in the zeros behavior for the Legendre polynomials of degrees two, three, and four. In our experiments, we encounter even stronger nonlinearity for the Gegenbauer measure dX(t) = (1 -t2)a dt on (-1,l) with the parameter Q smaller than zero, but for a: > 0, this nonlinearity is smaller than in the case of the Legendre measure. This means that the Gegenbauer case with smaller parameter cy needs more iterations for constructing the polynomial of degree four with respect to one with bigger cy. For example, for constructing the Gegenbauer s-orthogonal polynomial with n = 4 and s = 20, we need 55 and 40 iterations if Q = -9/10 and cr = 100, respectively. Because of that, in order to avoid this strong nonlinearity for small QI, it is much better to use the algorithm from [20] for n 5 4 (and maybe even n < 5), and then start with the new algorithm.
A nonlinearity is also encountered for the Laguerre and Hermite case, but it is much smaller than nonlinearity presented above. There is stronger nonlinearity exhibited by the associated The behavior of the algorithm for several classical and nonclassical measures will be considered in the next section.
NUMERICAL EXPERIMENTS
The algorithm was implemented in the package MATHEMATICA. All calculations were performed with 16 decimal digits mantissa (in our case, $MachinePrecision).
The same results can be obtained using FORTRAN in double precision arithmetic (with machine precision z 2.22x 10-i").
Jacobi Measure
In this section, we consider the Jacobi measure on (-1: 1) given by dX(t) = (1 -t)"(l + t)fi dt, where a,P > -1.
At first, we discuss the Gegenbauer measure (Q = p), A distribution of zeros for N = p = -9/10 is presented in Figure 4 for two values of s (s : 1 and s = 10). In Table 1 , we present the zeros T:'~") of the s-orthogonal Gegenbauer polynomials for 12 = 12 and s = 10, taking o = p = -9110, 312, and 100. The corresponding numbers of iterations ii2 for finding these zeros are also given in the same table. The number of iterations i,,, II = 3(1)15, for s = 1 and s = 10 are given in Table 2 .
We can see that i,, becomes smaller as the parameter CY (= p) increases. This is explained easily if we adopt that nonlinearity in zero distribution decreases when 0 increases. Notice also that the number of iterations for getting polynomials with odd degree decreases slower than one for even degree.
A distribution of zeros in the nonsymmetric Jacobi case with parameters Q = -9/10 and 0 = 10 is displayed in Figure 5 for s = 1 and s = 10.
The numerical results in this case for some selected values of rl and s are presented in Table 3 , including the necessary number of iterations i4 and i,. 
Generalized Gegenbauer Measure
We also investigate the case of the generalized Gegenbauer measure on (-1,1) given by The extrapolation rule for the generalized Gegenbauer measure is the same as in the case of the Jacobi measure.
The calculations can be performed when the ratio I@/cyI is not so large, for example, < 8. However, when this ratio becomes bigger, then we need another extrapolation rule like one which will be considered in Section 5.5. However, in this case, we can use an alternative way based on a connection between these s-orthogonal polynomials W$'"'(t) and the Jacobi s-orthogonal polynomials considered before. Such formulas for s = 0 reduce to (5.1) and (5.2). PROPOSITION 5.1. Let I'&") (t) be the s-orthogonal polynomial with respect to the Jacobi measure do(t) = (1 -t)?(l + t)6dt on (-l,l), where y,6 > -1, and let its zeros be 7" (n+) (77 4, v = 1,. . , n.
Then, the zero set of the s-orthogonal polynomial Wan" (t) with respect to the generalized Gegenbauer measure on (-l,l),'
PROOF.
At first, it is easy to conclude that WJ$(-t) = (-l)"wg;P)(t).

If m is odd, then We;"(O)
= 0.
According to the "orthogonality relation" (2.1), we have, for each I; = 0, 1, . . , , n -1, holds. In a similar way, we conclude also that wg!J,,(t) =: tP$y+s+l) (29 -1) .
These equalities give the assertion of the statement. I Thus, the construction of polynomials W$$ (t) reduces to the corresponding problem for the Jacobi measure.
Generalized
Laguerre Measure
Consider now the generalized Laguerre measure on (0, +oo), defined by dX(t) = Fe-' dt, where a > -1.
In Table 4 , we give zeros of the s-orthogonal polynomials LTo,,(t) and L&+(t) for Q = 0 and GE = 10. The numbers in parentheses indicate decimal exponents.
The number of iterations i, needed for constructing polynomials L:,,(t), n = 4(1)12, for s = 1 and s = 5 are given in Table 5 for two values of the family parameter a! (o = 0 and cx = 10).
In our numerical experiments with several different measures with the bounded and unbounded supports, the best results are achieved with the generalized Laguerre measure. The reason for this fact is mentioned before in Section 2. Namely, there is practically no nonlinearity at the beginning of the construction. On the other side, the behavior of the algorithm from [20] for this measure is quite the opposite and, in some cases, it cannot be applied. Table 6 displays zeros of the s-orthogonal polynomials HrS,l(t) and H&,,(t) with respect to this measure, when p = 0 and p = 1.
The number of iterations i, needed for constructing polynomials H&(t), 'n = 3(1)15: for s = 1 and s = 10 are given in Table 7 for the previous two values of the family parameter I-L. P  s  4  5  6  7  8  9  10  11  12  13  14  15   18  6  6  6  6  6  6  6  6  6  6  6  0  10  21  12  11  11  11  11  11  11  11  11  11  11   17  8  7  7  7  7  7  7  7  7  7  7  1  10  20  16  9  10  17  10  17  10  18  11  20  11 Then, the set of zeros of the s-orthogonal polynomial Hz,,(t) with respect to the generalized Hermite measure dX(t) = ItI '2pe-tz dt on IR, p > -l/2, is given by {~~~,v=l )..., n}, ifm=2n, or ifm=2n+l.
Values of n
The proof of this result is similar to the proof of Proposition 5.1, showing that H;",,,(t) x L&'/2 (t2) and H;m+,,,(t) =: tL;Tt,S+1'2 (t2) . (5.3)
Notice from (5.3) that zeros of even and odd s-orthogonal polynomials with respect to the generalized Hermite measure belong to different families of s-orthogonal generalized Laguerre polynomials. For polynomials of odd degree, the family parameter is bigger for s + 1 than in the case of even degree. An influence of the family parameter can be seen from Figure 2 . Namely, the larger values of the parameter CL give larger values ,of zeros. This means that the starting values (4.2) for the iterative process are not good enough. In such cases, it is much better to use a construction with the generalized Laguerre measure, according to Proposition 5.2. Then, we separately construct polynomials of odd and even degree. 
where again I, = (3,
. Ic -2} (k 2 5). As we can see, this extrapolation rule differs from the previous one only-in one additional term rL"_;2'"' used to extrapolate zeros with indexes in IA:.
In Table 8 , we give the number of iterations for cases already presented in Table 7 . I 1 I 10 1 1 20 7 16 8 5 7 10 7 5 7 11 7 5 7 11 7 6 8 12 7 6 9 13 8
As we can see, this modified extrapolation rule, in this case, gives smaller values for the number of iterations than the previous one, but it is not true in a general case. For example, if we take p = 10 and s = 1, the number of iterations increases considerably for odd n. On the other hand? with the old extrapolation rule for a small s (here s = l), the convergence is not disturbed.
Another effect which can harm calculations is related to an inaccurate construction of the Gaussian quadrature rule (3.7), which should be used for calculations in the method described in In order to illustrate this inaccuracy, we take the simple example with n = 4, s = 10, p = 15.
The obtained zeros rL4'20), v = 1,2,3,4, using the standard method for constructing weights in the quadrature rule (3.7) are presented in Table 9 .
These values are not even symmetric. However, if we use the following representation for the
where {pk(t)} is a system of orthonormal polynomials with respect to the measure dX(t) on Iw.
we can calculate the accurate zeros of H:,5i,(t), which are presented in the last column of the same We also perform experiments with,respect to some other measures, supported on R. For three kinds of such measures (Abel, Lindeltif, and logistic), in Table 10 , we give the coefficients cq and ,& in the three-term recurrence relation fbr the corresponding orthogonal polynomials.
For these measures, we use the following extrapolation rule: Zero distributions of s-orthogonal polynomials (s = 1) with respect to the Abel's, Lindelgf's, and logistic measure are presented in Figures 7 and 8. As we can see, these distributions are very similar. The same situation is also for s > 1. As an example, we give numerical results obtained for the Abel's measure, when s = 10 and n = 2(1)6 and n = 10 (see Table 11 ). The extrapolation rule in this case is given by the following empirical formulas:
where Ik = (3,. . . ,k -2) (k > 5).
In Figure 8b , a distribution of zeros for Charlier s-orthogonal polynomials is displayed for a = 10 and s = 1.
CALCULATION OF THE WEIGHT COEFFICIENTS
We return now to the linear task of determination of the weight coefficients Ai," and Bi,v in Gauss-Stancu quadrature formula (l.l), assuming that we previously calculated Gaussian nodes 71,. . . , 7, (zeros of a certain s-or a-orthogonal polynomial).
For this purpose, we can adopt a method described in [28] and [29] for Gauss-Turbn and Chakalov-Popoviciu quadratures, respectively (see also [30] ). Th us, let the sets of fixed and Gaussian nodes be known and let F, n G, = 8. Otherwise, we should make an adjustment as we mentioned in Section 1. Putting &I = {Cl,... &}:=&uG (p=m+n) and 'denoting the corresponding multiplicity of the node 5" by r,, (V = 1,. . . ,p), our task is to determine the coefficients Ci," (i.e., Ai,v and Bi,,) in an interpolatory quadrature formula of the form
Notice that the multiplicity of a Gaussian node must be an odd number. The normalized moments jlk," can be computed exactly, except for rounding errors, hy using the Gauss-Christoffel formula (3.7), taking L = y + ~~=, 7'" knots. as well as that for odd n, one of free nodes must be zero (~(~+i),z = 0). In that case, we remove the fixed node 772 = 0 and increase the multiplicity of the Gaussian node 7(,+1)/z = 0 from 2s + 1 to 2s + 3. Therefore, we have
In/21 2s 'n"(f) = l$Ajf(2"(0) (n is odd).
The parameters of Q,,,(f) are presented only for R = 2(1)5 and s = 1,2 (see Tables 12-15 ). with PO(X) = 1, Q-~(X) = 0. The limiting values of derivatives fci)(t), i = 1(1)7, at t = 0 are 0, l/3, 0, 7/15, 0, 31/21, 0, respectively. Table 16 shows the relative errors I(Qn,+(f) -I(f))/l(f)l for n = 2(1)7 and s = 1 and s = 2 (m.p. stands for machine precision).
CONCLUDING REMARKS
The presented algorithm for construction of s-orthogonal polynomials with quadratic convergence has a few nice properties. We emphasize the following. The number of nonlinear equations to be solved is small. Ideally, if the starting values are known, our algorithm needs only n -3 nonlinear equations with 4,5,. . , n variables.
l The construction of the Jacobian matrix for the system of nonlinear equations is simplified, and requests only evaluations of 2n integrals for a system of n variables.
l The algorithm can be applied for both bounded and unbounded supports.
As we mentioned before, the Gauss-Christoffel quadrature rule is used for calculation of integrals. The construction of these quadrature rules is not needed for every value of n. In our implementation, we construct a new quadrature rule after n is increased for 8, i.e., we always construct Gaussian rules for n = 8,16,24,. . . .
Finally, for finding all weights, our method uses an upper triangular system of linear equations for the weights associated with each (Gaussian or prescribed) node.
