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Mora¨ste sind eine Axiomatisierung von Jensens Feinstrukturtheorie.
Die vorliegende Arbeit stellt eine mo¨gliche Pra¨zisierung dieser Aussage dar.
Dazu entwickle ich die Feinstrukturtheorie der inneren Modelle L[X]. Dabei
sei X = 〈Xων | ων ∈ S∗〉 eine Folge mit Xων ⊆ JXν , so daß gilt:
(Fu¨gsamkeit) Fu¨r ων ∈ S∗ ist Iν := 〈JXν , X  ων,Xων〉 fu¨gsam.
(Kondensation) Ist ων ∈ S∗ und H ≺1 Iν , dann gibt es ein µ ∈ Lim mit
H ∼= Iµ.
(Koha¨renz) Sei ων ∈ S∗, H ≺1 Iν und ωλ = sup(H ∩ On). Dann ist
ωλ ∈ S∗ und Xωλ = Xων ∩ JXλ .
Gegenstand der Feinstrukturtheorie der L[X] sind Strukturen, die eng mit
der Hierarchie von L[X] zusammenha¨ngen, und Abbildungen dazwischen.
Ist S∗ = {ων | ων singula¨r in Iν+1}, so bilden die Strukturen zusammen mit
den Abbildungen Mora¨ste. Diese sind besonders einfach. D.h. sie weisen
zusa¨tzlich zu den von Jensen [1972/73] untersuchten Eigenschaften weitere
auf. Solche Mora¨ste werde ich Standardmora¨ste nennen.
Hat man umgekehrt einen Standardmorast, so kann man diesen in einer Folge
X wie oben kodieren.
Schließlich werde ich mit {ων | ων singula¨r in Iν+1} ⊆ S∗ in L[X] 2κ fu¨r alle




Eine Dissertation u¨ber Mora¨ste. Das klingt kombinatorisch und deshalb sehr
technisch. Ich will hier aber eine andere Seite der Mora¨ste ausleuchten. Die
Existenz von Mora¨sten ist unter bestimmten Bedingungen na¨mlich a¨quiva-
lent zur Existenz eines inneren Modells mit fu¨gsamen Stufen, Kondensation
und einer Koha¨renzeigenschaft. Diesen Eigenschaften sind die ersten vier
Abschnitte gewidmet. Der erste behandelt die Fu¨gsamkeit, der zweite die
Kondensation. Im dritten Abschnitt wird mit Kondensation und Fu¨gsamkeit
die Feinstrukturtheorie entwickelt, im vierten anhand der 2-Prinzipien die
Koha¨renz motiviert. Schließlich zeige ich im fu¨nften Abschnitt die angespro-
chene A¨quivalenz zwischen diesen inneren Modellen und einem bestimmten
Typ von Mora¨sten. Abschließend beweise ich im sechsten Abschnitt den
schwachen U¨berdeckungssatz fu¨r bestimmte dieser inneren Modelle. Denn
dabei wirken Kondensation, Fu¨gsamkeit und Koha¨renz auf interessante Art
zusammen.
Fu¨r die Anregung zu dieser Dissertation danke ich meinem Betreuer
Prof. H.-D. Donder. Außerdem danke ich ihm fu¨r all die Unterstu¨tzung,
die er mir gewa¨hrt hat. Prof. W. H. Woodin danke ich fu¨r die freundli-
che Einladung, sieben Monate in Berkeley zu arbeiten, wo auch eine Teil
der Arbeit entstanden ist. Schließlich danke ich dem DFG-Graduiertenkolleg
”
Sprache, Information, Logik” an der Universita¨t Mu¨nchen fu¨r die finanziel-















Mora¨ste sind komplexe, kombinatorische Strukturen. Unter Kondensation
versteht man eine Eigenschaft einer Hierarchie des Universums, die z.B. die
L-Hierarchie des konstruktiblen Universums aufweist. Diese beiden auf den
ersten Blick sehr unterschiedlichen Konzepte stehen in einem engen Zusam-
menhang. Denn die Mora¨ste sind Abstraktionen der Feinstruktur des kon-
struktiblen Universums. D.h. man versucht, die
”
wichtigen” Eigenschaften
dieser Feinstruktur axiomatisch zu fassen. Die Feinstrukturtheorie beruht
aber wesentlich auf der Kondensationseigenschaft. Das Hauptziel meiner
Dissertation ist es, einen pra¨zisen Zusammenhang zwischen Kondensation
und Mora¨sten zu formulieren. Das will ich anhand eines Beispiels erkla¨ren.
Dabei werde ich manchmal der Einfachheit wegen nicht hundertprozentig
korrekt sein.
Ist X eine Menge, so heißt eine Teilmenge der Form {x ∈ X | X |=
ϕ(x, p1, . . . , pn)} mit p1, . . . , pn ∈ X definierbar. Sei Def(X) die Menge
aller definierbaren Teilmengen von X. Nehmen wir an, daß jede Menge re-




⋃{Lν | ν ∈ λ} fu¨r Limeszahlen λ
und L =
⋃{Lν | ν ∈ On} die Klasse der so entstandenen Mengen. Unsere
Annahme, daß L das ganze Universum ist, kann man also kurz als V = L
schreiben. Nun kann man fu¨r unendliche Kardinalzahlen κ folgendes kombi-
natorische Prinzip zeigen:
Es gibt eine Folge 〈Cν | κ < ν < κ+, ν ∈ Lim〉 mit




µ ∈ Lim(Cν)⇒ Cµ = Cν ∩ µ (Koha¨renz).
Dieses Prinzip heißt 2κ. Es wurde von Jensen formuliert und mit Hilfe der
von ihm entwickelten Feinstrukturtheorie auch bewiesen.
Statt 2κ beweist man folgendes:
Sei S = {ν ∈ Lim | κ < ν < κ+ und Lν |= κ ist die gro¨ßte Kardinalzahl }.
Dann gibt es eine Folge 〈Cν | ν ∈ S〉, so daß fu¨r alle ν ∈ S gilt:
Cν ist abgeschlossen und unbeschra¨nkt in ν
otp(Cν) ≤ κ
µ ∈ Lim(Cν)⇒ µ ∈ S und Cµ = Cν ∩ µ (Koha¨renz).
Daraus folgt sofort 2κ!
Wie findet man nun geeignete Cν? Sei dazu ν ∈ S und
β(ν) = das kleinste β, so daß es ein konfinales f : a→ ν ∈ Def(Lβ)
mit a ⊆ ν ′ < ν gibt
n(ν) = das kleinste n ≥ 1, so daß ein solches f Σn-definierbar ist.
Sei zuna¨chst β(ν) = ν und n(ν) = 1. D.h. es gibt einen Parameter p ∈ Lν ,
so daß f(γ) = δ Σ1 (u¨ber Lν) mit Parametern γ, δ und p ist. Damit kann
man versuchen, Cν folgendermaßen zu definieren:
ν0 = 0
γ0 = das kleinste γ ∈ dom(f) mit f(γ) > 0
δ0 = f(γ)
νi = das kleinste ν mit Lν |= f(γj) = δj fu¨r alle j < i
γi = das kleinste γ ∈ dom(f) mit f(γ) > νi
δi = f(γi)
i0 = kleinstes i, so daß νi nicht existiert
Cν = {νi | i < i0}
Denn dann ist i0 ≤ κ und fu¨r ein λ < i0 hat 〈νi | i < λ〉 dieselbe Definition
u¨ber Lµ, µ = νλ, wie u¨ber Lν . Das geht aber nur, weil f Σ1-definierbar
ist. Trotzdem hat man damit noch nicht die Koha¨renz. Denn die Definition
von Cµ ha¨ngt noch vom zu µ geho¨rigen fµ mit Parameter pµ und nicht nur
von f und µ ab. Man muß die Funkton und ihren Parameter also stets so
wa¨hlen, daß fu¨r µ ∈ Lim(Cν) fµ = f und pµ = p gilt. Nun gibt es aber fu¨r
jedes Lν mit ν ∈ Lim eine kanonische Σ1-Skolemfunktion hν . Das ist eine
u¨ber Lν ohne Parameter Σ1-definierbare Funktion mit dom(hν) ⊆ ω × Lν
und rng(hν) ⊆ Lν , so daß folgendes gilt: Existiert fu¨r ein p ∈ Lν und eine
Σ1-Formel ϕ ein x ∈ Lν mit Lν |= ϕ(x, p), so gilt Lν |= ϕ(hν(i, p), p) fu¨r ein
i. Dieses hν ist insofern kanonisch, als es fu¨r jedes ν durch dieselbe Formel
9definiert ist. Da es fu¨r das von uns betrachtete ν und die µ ∈ Lim(Cν) eine
Σ1-Funktion gibt, die in ν bzw. µ konfinal ist, gilt dies auch fu¨r hν bzw. hµ.
Somit braucht man nur noch den Parameter auf einheitliche Art zu wa¨hlen,
und man ist in diesem Fall fertig!
Was macht man nun, wenn β(ν) > ν ist (aber weiterhin n(ν) = 1)? Dann
kann man ein Bν mit folgender Eigenschaft wa¨hlen: Jede Σ1-Formel ϕ der
Sprache {∈} kann man in eine Σ1-Formel der Sprache {∈, B} u¨bersetzen, so
daß fu¨r x ∈ Lν Lβ(ν) |= ϕ(x) genau dann gilt, wenn 〈Lν , Bν〉 |= ϕB(x) gilt.
Umgekehrt kann man auch jede Σ1-Formel ϕB in ein ϕ mit festem Parameter
zuru¨cku¨bersetzen. Damit befindet man sich wieder in der gu¨nstigen Situation
des ersten Falles. Man profitiert also wieder von der Aufwa¨rts-Absolutheit
von Σ1-Formeln. D.h. die Interpretation von Σ1-Formeln ist in folgendem
Sinne absolut: Ist ein transitives M Modell von ϕ(x) mit x ∈ M , so gilt
dies auch fu¨r jedes transitive N ⊇ M . Allerdings muß man jetzt außer bei
der Wahl von pν auch bei der von Bν darauf achten, daß diese kanonisch ist.
Denn dann wird fu¨r µ ∈ Lim(Cν) Bµ = Bν ∩ Lµ gelten.
Zum Schluß muß man noch den Fall β(ν) > ν und n := n(ν) > 1 betrachten.
Dann kann man mit Jensens Feinstrukturtheorie ein ρ(ν) und ein Aν finden,
so daß man Σn-Aussagen u¨ber Lβ(ν) in Σ1-Aussagen u¨ber 〈Lρ(ν), Aν〉 u¨ber-
setzen kann: Σ1(〈Lρ(ν), Aν〉) = P(Lρ(ν)) ∩ Σn(Lβ(ν)). Anders gesagt kodiert
das Aν die Σn-Information von Lβ(ν) in Σ1-Information von Lρ(ν). Deshalb
heißt Aν auch (n− 1)-Master-Code fu¨r Lβ(ν). Die Struktur 〈Lρ(ν), Aν〉 heißt
(n − 1)-tes Redukt von Lβ(ν). Mit diesem 〈Lρ(ν), Aν〉 kann man jetzt wie
im zweiten Fall mit Lβ(ν) verfahren, d.h. ein Bν finden, so daß 〈Lν , Bν〉 das
〈Lρ(ν), Aν〉 kodiert. Da man das Aν sogar kanonisch wa¨hlen kann, erha¨lt man
auch in diesem Fall dann die Koha¨renz der Cν .
Die Mo¨glichkeiten, Aussagen u¨ber große Strukturen in Aussagen u¨ber kleine-
re mit einem Pra¨dikat zu u¨bersetzen, beruhen alle im wesentlichen auf einer
einzigen Eigenschaft der L-Hierarchie. Das ist die Kondensationseigenschaft.
Darunter versteht man das folgende:
Ist X ≺1 Lν eine Σ1-elementare Substruktur von Lν mit ν ∈ Lim, so gibt es
ein µ mit X ∼= Lµ. Das Lµ ist eindeutig bestimmt und ist die Transitivierung
von X.
Zum Beispiel kann man Bν folgendermaßen definieren:
Sei jedes x ∈ Lρ(ν) Σ1-definierbar in 〈Lρ(ν), Aν〉mit Parametern aus κ∪{p}
und κ in Lρ(ν) aus p. Ein solches gibt es! Fu¨r µ < ρ(ν) mit κ, p ∈ Lµ setze
Xµ = hµ[ω × (Lκ × {p})]. Dann ist X ≺1 〈Lµ, Aν ∩ Lµ〉. Sei piµ : Xµ ∼=
Mµ ∈ Lν , Mµ transitiv, pµ = piµ(p) und Lνµ = Xµ ∩ Lµ. Schließlich sei
Bν = {〈Mµ, pµ, νµ〉 | µ < ρ(ν)}.
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Die Aν kann man analog definieren.
Das war′s. Wir haben gesehen, wie man das kombinatorische Prinzip 2κ
mit Hilfe eines U¨bersetzungs-
”
Tricks”, der sogenannten Feinstrukturtheorie,
beweist. Doch wie weit reicht diese Methode? Was kann man mit ihr alles
machen?
Um sich daru¨ber einen U¨berblick zu verschaffen, kann man das System der
〈Lν , Bν〉 mit
Lν |= αν := ω1 ist die gro¨ßte Kardinalzahl
Bν wie oben
betrachten. Sei Sα = {ν | αν = α}. Sei µ ≺ ν definiert durch
αµ < αν und es ex. ein Σ1-elementares pi : 〈Lµ, Bµ〉 → 〈Lν , Bν〉 mit pi  αµ =
id  µ.
Dieses pi ist sogar eindeutig bestimmt. Schreibe dafu¨r piµν . Die wesentlichen
kombinatorischen Eigenschaften unseres Systems sind die folgenden:
(M0) Sα abg. in sup(Sα)
ω1 = max{αν | ν ∈ ω2} ω2 = sup(Sω1)
(M1) Ist µ ≺ ν, so ist piµν  αµ = id  αµ, piµν(µ) = ν, piµν(αµ) = αν und
piµν bildet Sαµ ∩ µ ordnungserhaltend in Sαν ∩ ν ab.
(M2) ν¯ ≺ ν, µ¯ ∈ Sαν¯ ∩ ν¯, µ = piν¯ν(µ¯) ⇒ µ¯ ≺ µ, piµ¯µ  µ¯ = piν¯ν  µ¯
(M3) {αµ | µ ≺ ν} ist abgeschlossen in αν
(M4) ν nicht maximal in Sαν ⇒ {α | µ ≺ ν} unbeschra¨nkt in αν
(M5) {αµ | µ ≺ ν} unbeschra¨nkt in αν ⇒ ν =
⋃{piµν [µ] | µ ≺ ν}
Versucht man das alles graphisch darzustellen, so zeichnet man die Sα
′s als












Dann liefern (M3), (M4) und (M5) eine Art von vertikaler Stetigkeit. Es
gibt noch zwei weitere Eigenschaften (M6) und (M7). Dabei dru¨ckt (M6)
eine horizontale und (M7) eine diagonale Stetigkeit aus. Ein System von Ab-
bildungen mit den Eigenschaften (M0) bis (M7) heißt (ω1, 1)-Morast. Dieser
Begriff stammt von Jensen.
Mit (ω1, 1)-Mora¨sten hat man aber natu¨rlich die Mo¨glichkeiten der Feinstruk-
tur noch nicht ausgescho¨pft. Fu¨r u¨berabza¨hlbare und regula¨re κ konstruiert
man analog (κ, 1)-Mora¨ste. Diese heißen auch Gap-1 Mora¨ste. Die Struktu-
ren in diesen Mora¨sten sind vom Typ der Σ1-Skolemhu¨llen hκ+ [ω × (Lωα ×
{p, κ})] ≺1 Lκ+ mit α < κ+. Die oberste Ebene eines solchen Morastes bil-
den die hκ+ [ω × (Lωα × {p, κ})]-artigen Strukturen mit α ≥ κ. Betrachtet
man stattdessen alle Strukturen vom Typ der hκ++ [ω × (Lωα × {p, κ})] ≺1
Lκ++ mit α < κ
++, so erha¨lt man einen Gap-2 Morast. Das ist eine drei-
dimensionale Struktur, deren oberste Ebene ein Gap-1 Morast ist. Analog
hat man sich fu¨r alle n ∈ ω die (κ, n)-Mora¨ste vorzustellen. Damit ist die
Geschichte aber noch nicht zu Ende. Denn die Konstruktion verallgemeinert
sich auch auf unendliche Ordinalzahlen. In seinem Manuskript u¨ber Mora¨ste
entwickelt Jensen [1972/73] eine Theorie von (κ, β)-Mora¨sten fu¨r β < κ. Da-
von ausgehend werde ich (κ, β)-Mora¨ste fu¨r alle β ≤ ∞ definieren.
Wieviel von der Feinstrukturtheorie deckt man mit den Mora¨sten nun ab?
Leider nicht alles! Aber man kann die Axiome so erga¨nzen, daß man die
gesamte Feinstrukturtheorie axiomatisiert. Denn mit gewissen Zusatzbedin-
gungen kann man einen (ω1,∞)-Morast so in einer Folge X = 〈Xν | ν ∈
S∗ ⊆ Lim〉 kodieren, daß L[X] eine Feinstruktur wie L hat. Dazu sei fu¨r
ν ∈ S∗ Iν := 〈Lν [X], X  ν,Xν〉 und Iν := 〈Lν [X], X  ν〉 fu¨r ν /∈ S∗, so daß




⋃{Lν [X] | ν ∈ λ} fu¨r Limeszahlen λ.
Sei L[X] =
⋃{Lν [X] | ν ∈ On} die Klasse der so entstandenen Mengen.
Fu¨r X wird folgendes gelten:
(Fu¨gsamkeit) Fu¨r ν ∈ S∗ ist Iν fu¨gsam. D.h. fu¨r alle x ∈ Lν [X] ist
x ∩Xν ∈ Lν [X].
(Kondensation) Ist ν ∈ S∗ und H ≺1 Iν , dann gibt es ein µ ∈ On mit
H ∼= Iµ.
(Koha¨renz) Sei ν ∈ S∗, H ≺1 Iν und λ = sup(H ∩ On). Dann ist λ ∈ S∗
und Xλ = Xν ∩ Lλ[X].
Aber diese Eigenschaften reichen aus, um fu¨r die Iν mit ν ∈ S∗ die Feinstruk-
turtheorie analog zu L zu entwickeln. Ist also S∗ reichhaltig genug, so kann
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man auch in jedem L[X] mit diesen Eigenschaften einen (ω1,∞)-Morast defi-
nieren. Dieser erfu¨llt sogar unsere zusa¨tzlichen Voraussetzungen. Insgesamt
hat man damit unter diesen Zusatzvoraussetzungen einen pra¨zisen Zusam-
menhang zwischen der Kondensation und Mora¨sten gefunden. Und man
hat durch die Morastaxiome die kombinatorischen Eigenschaften von inne-
ren Modellen wie V = L vollsta¨ndig erfaßt. Die Mora¨ste leisten also etwas
a¨hnliches wie das von Sy Friedman in [1994] definierte Prinzip.
Welche Rolle spielen die Zusatzbedingungen? Als Beispiel sei die folgende
genannt. Bei dem oben konstruierten Morast gibt es zu jedem ν ein pν , so
daß gilt:
pi : 〈Lρ¯, A¯〉 → 〈Lρ(ν), Aν〉 Σ1-elementar
pν ∈ rng(pi)
⇒ pi ist eine zu ν geho¨rige Morastabbildung.
Aber Jensens Axiome ergeben zwar
pi ist eine zu ν geho¨rige Morastabbildung
⇒ pi : 〈Lρ¯, K¯〉 → 〈Lρ(ν), Kν〉 Σ1-elementar
fu¨r ein dem Aν entsprechendes Kν .
Jedoch muß es kein pν mit
pi Morastabbildung
pi : 〈Lρ¯, K¯〉 → 〈Lρ(ν), Kν〉 Σ1-elementar
pν ∈ rng(pi)
⇒ pi geho¨rt zu ν
geben.
Eine der Zusatzbedingungen wird gerade die Existenz eines solchen pν for-
dern.
Alle Forderungen werden insofern natu¨rlich sein, als sie Eigenschaften der
Feinstruktur von L widerspiegeln. Dank ihrer besteht zwischen den einzel-
nen Morastabbildungen ein Zusammenhang, so daß sich der Morast recht
einfach und aufgera¨umt darstellt. Dadurch wird es mo¨glich, die einfachen
Eigenschaften Fu¨gsamkeit, Kondensation und Koha¨renz als der Idee des
Morastes zugrundeliegende Prinzipien zu isolieren. Hat man einen weni-
ger aufgera¨umten Morast, so kann man ebenfalls a¨quivalente Fu¨gsamkeits-,
Kondensations- und Koha¨renzprinzipien formulieren. Doch sind diese dann
erheblich scha¨cher und dadurch wesentlich kompliziertere Aussagen. Deshalb
habe ich mich entschlossen, speziell diese aufgra¨umten Mora¨ste zu betrach-
ten. Ich hoffe aber, daß das auch zum besseren Versta¨ndnis von Mora¨sten
allgemein beitra¨gt.
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Fu¨gsamkeit, Kondensation und Koha¨renz sind starke Eigenschaften mit weit-
reichenden Konsequenzen. Man kann damit nicht nur Mora¨ste konstruieren,
sondern auch 2, ♦, etc. zeigen. Insgesamt hat L[X] damit wohl dieselben
kombinatorischen Eigenschaften wie L. Was die kombinatorischen Prinzipien
betrifft, will ich es aber bei den Mora¨sten und 2-Prinzipien belassen. Statt-
dessen werde ich als weitere, interessante Anwendung im Fall S∗ = Lim den
schwachen U¨berdeckungssatz fu¨r L[X] beweisen.
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1Fu¨gsamkeit
Sei X = 〈Xων | ν ∈ On〉 eine Folge, so daß Xων ⊆ JXν und 〈JXν , X  ων,Xων〉
fu¨gsam ist. Dieser Abschnitt faßt die Eigenschaften des damit definierten
inneren Modells L[X] zusammen. Dabei wird auch meine von der u¨blichen
Konvention abweichende Art die JXνν zu indizieren eingefu¨hrt.
Zuvor aber zur Notation:
Fu¨r x1, x2, x3, . . . , xn mit n ∈ ω werde ich oft einfach xi schreiben. Das
erscheint mir einfacher und, zu weniger Mißversta¨ndnissen Anlaß zu geben,
als die dafu¨r u¨bliche Schreibweise −→x . So bedeutet z.B. xi ∈ M einfach
x1, x2, x3, . . . , xn ∈M .
Eine wichtige Rolle werden Strukturen spielen. Diese sind meist von der
Form W = 〈W,Xi〉mit einer Tra¨germengeW , der ∈-Relation und Pra¨dikaten
Xi ⊆ W . D.h. ich fu¨hre die ∈-Relation in der Struktur nicht auf, obwohl sie
vorhanden ist.
Eine Struktur heiße transitiv, wenn ihre Tra¨germenge transitiv ist.
Um die JXν einzufu¨hren, braucht man die rudimenta¨ren Funktionen. Dabei
heißt eine Funktion f : V n → V genau dann rudimenta¨r fu¨r eine Struktur
W = 〈W,Xi〉 , wenn sie von den folgenden Schemata erzeugt wird:
f(x1, . . . , xn) = xi fu¨r ein 1 ≤ i ≤ n
f(x1, . . . , xn) = {xi, xj} fu¨r 1 ≤ i, j ≤ n
f(x1, . . . , xn) = xi − xj fu¨r 1 ≤ i, j ≤ n
f(x1, . . . , xn) = h(g1(x1, . . . , xn), . . . , gn(x1, . . . , xn))
mit rudimenta¨ren Funktionen h, g1, . . . , gn
f(y, x2, . . . , xn) =
⋃{g(z, x2, . . . , xn) | z ∈ y}
mit rudimenta¨rem g




Eine Funktion ist genau dann rudimenta¨r, wenn sie eine Komposition von
Basisfunktionen ist. Die Basisfunktionen sind:
F0(x, y) = {x, y}
F1(x, y) = x− y
F2(x, y) = x× y
F3(x, y) = {〈u, z, v〉 | z ∈ x und 〈u, v〉 ∈ y}




F6(x, y) = dom(x)
F7(x, y) =∈ ∩(x× x)
F8(x, y) = {x[{z}] | z ∈ y}
F9+i(x, y) = x ∩Xi fu¨r die Pra¨dikate der betrachteten Struktur
Beweis: Siehe zum Beispiel in einem der beiden Bu¨cher von Devlin. 2
Eine Relation R ⊆ V n heiße genau dann rudimenta¨r, wenn es eine rudi-
menta¨re Funktion f : V n → V mit R(xi)⇔ f(xi) 6= ∅ gibt.
Satz 1.2
Jede Relation, die mit den Pra¨dikaten der betrachteten Struktur Σ0 ist, ist
rudimenta¨r.
Beweis: Sei χR die charakteristische Funktion von R. Die Behauptung folgt
aus den Tatsachen (i)-(vi):
(i) R rudimenta¨r ⇔ χR rudimenta¨r.
Klar ist ⇐. Umgekehrt ist χR =
⋃{g(y) | y ∈ f(xi)} mit g(y) = 1 konstant
und R(xi) ⇔ f(xi) 6= ∅.
(ii) Ist R rudimenta¨r, so auch ¬R.
Denn χ¬R = 1− χR.
(iii) x ∈ y und x = y sind rudimenta¨r.
Wegen x /∈ y ⇔ {x} − y 6= ∅ , x 6= y ⇔ (x− y) ∪ (y − x) 6= ∅ und (ii).
(iv) Ist R(y, xi) rudimenta¨r, so auch (∃z ∈ y)R(z, xi) und (∀z ∈ y)R(z, xi).
Denn gilt R(y, xi) ⇔ f(y, xi) 6= ∅, so ist (∃z ∈ y)R(z, xi) ⇔
⋃{f(z, xi) | z ∈
y} 6= ∅. Das zweite folgt daraus mit (ii).
(v) Sind R1, R2 ⊆ V n rudimenta¨r, so auch R1 ∨R2 und R1 ∧R2.
Weil f(x, y) = x ∪ y rudimenta¨r ist, ist auch (R1 ∨ R2)(xi) ⇔ χR1(xi) ∪
χR2(xi) 6= ∅ rudimenta¨r. Das zweite folgt daraus mit (ii).
(vi) x ∈ Xi ist rudimenta¨r.
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Denn {x} ∩Xi 6= ∅ ⇔ x ∈ Xi. 2
Fu¨r eine Umkehrung dieses Satzes definiert man:
Eine Funktion f heiße genau dann einfach, wenn fu¨r jede Σ0-Relation R(z, yk)
auch R(f(xi), yk) Σ0 ist.
Lemma 1.3
Eine Funktion f ist genau dann einfach, wenn
(i) z ∈ f(xi) ist Σ0
(ii) A(z) ist Σ0 ⇒ (∃z ∈ f(xi))A(z) ist Σ0.
Beweis: Ist f einfach, so gelten (i) und (ii), weil sie Spezialfa¨lle der Defi-
nition sind. Die umgekehrte Richtung zeigt man durch Induktion u¨ber den
Aufbau der Σ0-Formeln. Ist z.B. R(z, yk) :⇔ z = yk, so ist R(f(xi), yk) ⇔
f(xi) = yk ⇔ (∀z ∈ f(xi))(z ∈ yk) und (∀z ∈ yk)(z ∈ f(xi)). Man braucht
also (i) und (ii). Die anderen Fa¨lle sind a¨hnlich. 2
Satz 1.4
Jede rudimenta¨re Funktion ist mit den Parametern Xi Σ0-definierbar.
Beweis: Durch Induktion zeigt man, daß die rudimenta¨ren Funktionen, die
ohne das Schema f(x1, . . . , xn) = Xi∩xj erzeugt werden, einfach sind. Dazu
verwendet man Lemma 1.3. Da nun aber auch die Funktion f(x, y) = x ∩ y
zu diesen geho¨rt, gilt die Behauptung. 2
Also ist jede rudimenta¨re Relation Σ0 mit den Parametern Xi, aber in allge-
meinen nicht Σ0 mit den Xi als Pra¨dikate. Als Beispiel betrachte die Relation
{x, y} ∈ X0.
Lemma 1.5
Fu¨r jede rudimenta¨re Funktion f gibt es ein p ∈ ω, so daß
rank(f(xi)) < max(rank(xi)) + p.
Also ist nicht jede Σ0-Funktion rudimenta¨r.
Beweis: Die Ungleichung ist klar. Also ist die konstante Funktion f(x) = ω
eine Σ0-Funktion, die nicht rudimenta¨r ist. 2
Eine Struktur heiße rudimenta¨r abgeschlossen, wenn ihre Tra¨germenge unter
allen rudimenta¨ren Funktionen abgeschlossen ist.
Lemma 1.6
Ist W rudimenta¨r abgeschlossen und H ≺1 W, so sind auch H und die Tran-
sitivierung von H rudimenta¨r abgeschlossen.
Beweis: Das ist klar, da die Basisfunktionen F0, . . . , F9+i mit den Pra¨dika-
ten Xi Σ0 sind. 2
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Sei TN die Menge der Σ0-Formeln unserer Sprache {∈, X1, . . . , XN} mit ge-
nau einer freien Variable. Nach Satz 1.2 gibt es zu jeder Σ0-Formel ψ eine
rudimenta¨re Funktion f mit ψ(x?) ⇔ f(x?) 6= ∅. D.h. man hat nach Satz
1.1
x0 = f(x?) = Fk1(x1, x2)
mit x1 = Fk2(x3, x4)
x2 = Fk3(x5, x6)
und x3 = . . .
Irgendwann kann natu¨rlich x? auftreten.
Also kann man eine effektive Go¨delisierung
TN → G,ψu 7→ u
folgendermaßen definieren (m,n evtl. = ?):
〈k, l,m, n〉 ∈ u :⇔ xk = Fl(xm, xn).
Sei |=Σ0W (u, x?) :⇔
ψu Σ0-Formel mit genau einer Variablen
und W |= ψu(x?).
Satz 1.7
Ist W transitiv und rudimenta¨r abgeschlossen, so ist |=Σ0W (x, y) u¨ber W Σ1-
definierbar. Die Definition von |=Σ0W (x, y) ha¨ngt nur von der Anzahl der
Pra¨dikate von W ab, d.h. sie ist fu¨r Strukturen desselben Typs uniform.
Beweis: Ob |=Σ0W (u, x?) gilt, kann man direkt berechnen. Man beginnt
damit, die xk, welche nur von x? abha¨ngen, zu berechnen. D.h. fu¨r diese
k gilt 〈k, l, ?, ?〉 ∈ u. Dann berechnet man die xi, die nur von xm und
xn mit m,n ∈ {k | 〈k, l, ?, ?〉 ∈ u} abha¨ngen – usw. Da W rudimenta¨r
abgeschlossen ist, bricht dieser Prozeß erst ab, wenn man f(x?) berechnet
hat. Und |=Σ0W (u, x?) gilt genau dann, wenn f(x?) = ∅ ist.
Formaler gesagt: |=Σ0W (u, x?) gilt genau dann, wenn es (die) eine Folge
〈xi | i ∈ d〉, d = {k | 〈k, l,m, n〉 ∈ u} gibt mit
〈k, l,m, n〉 ∈ u ⇒ xk = Fl(xm, xn)
und x0 6= ∅.
Somit ist |=Σ0W Σ1. 2
Ist W eine Struktur, so sei rud(W) der Abschluß von W ∪ {W} unter den
fu¨r W rudimenta¨ren Funktionen.
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Lemma 1.8
Ist W transitiv, so ist es auch rud(W).
Beweis: Durch Induktion u¨ber den Aufbau der rudimenta¨ren Funktionen.
2
Satz 1.9
Sei W eine transitive Struktur mit Tra¨germenge W . Dann ist
rud(W) ∩P(W ) = Def(W).
Beweis: Sei zuna¨chst A ∈ Def(W). Dann ist A Σ0 u¨ber 〈W ∪ {W}, Xi〉.
D.h. es gibt Parameter pi ∈ W ∪ {W} und eine Σ0-Formel ϕ mit x ∈ A
⇔ ϕ(x, pi). Nach Satz 1.2 ist aber jede Σ0-Relation rudimenta¨r. Also gibt
es eine rudimenta¨re Funktion f mit x ∈ A ⇔ f(x, pi) 6= ∅. Schließlich ist
A =
⋃{{x} | y ∈ f(x, pi)} und man ist fertig.
Sei umgekehrt A ∈ rud(W) ∩ P(W ). Dann gibt es eine rudimenta¨re
Funktion f und ein a ∈ W mit A = f(a,W ). Nach Satz 1.4 und Lemma
1.3 gibt es eine Σ0-Formel ψ mit x ∈ f(a,W ) ⇔ ψ(x, a,W,Xi). D.h. wegen
Σ0-Absolutheit A = {x ∈ W | W ∪ {W,Xi} |= ψ(x, a,W,Xi)}, da Xi ⊆ W .
Also gibt es eine Formel ϕ mit A = {x ∈ W |W |= ϕ(x, a)}. 2
Sei nun S∗ ⊆ Lim und 〈Xν | ν ∈ S∗〉 eine Folge.
Fu¨r ν ∈ Lim − S∗ sei Iν = 〈JXν , X  ν〉 und fu¨r ν ∈ S∗ sei Iν = 〈JXν , X 
ν,Xν〉.




⋃{JXν | ν ∈ λ} fu¨r λ ∈ Lim2 := Lim(Lim).
Es gilt L[X] =
⋃{JXν | ν ∈ On}.




(i) Jedes JXν ist transitiv
(ii) µ < ν ⇒ JXµ ∈ JXν
(iii) rank(JXν ) = J
X
ν ∩On = ν
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Beweis: Das sind drei einfache Induktionsbeweise. 2
Manchmal braucht man Zwischenstufen zwischen JXν und J
X
ν+ω. Damit diese
transitiv sind, definiert man
Gi(x, y, z) = Fi(x, y) fu¨r i ≤ 8
G9(x, y, z) = x ∩X
G10(x, y, z) = 〈x, y〉
G11(x, y, z) = x[y]
G12(x, y, z) = {〈x, y〉}
G13(x, y, z) = 〈x, y, z〉
G14(x, y, z) = {〈x, y〉, z}.
Sei
S0 = ∅
Sµ+1 = Sµ ∪ {Sµ} ∪
⋃{Gi[(Sµ ∪ {Sµ})3] | i ∈ 15}
Sλ =
⋃{Sµ | µ ∈ λ} fu¨r λ ∈ Lim.
Satz 1.11
Die Folge 〈Iµ | µ ∈ Lim(ν)〉 ist u¨ber Iν (uniform) Σ1-definierbar.
Beweis: Die Folge 〈JXµ | µ ∈ Lim(ν)〉 ist die Lo¨sung der Rekursion, die Sµ
definiert, eingeschra¨nkt auf Lim. Da die Rekursionsbedingung Σ0 u¨ber Iν
ist, ist die Lo¨sung Σ1. Sie ist Σ1 u¨ber Iν , wenn man den Existenzquantor
auf JXν beschra¨nken kann. D.h. fu¨r τ ∈ ν ist 〈Sµ | µ ∈ τ〉 ∈ JXν zu zeigen.
Das zeigt man durch Induktion u¨ber ν. Der Induktionsanfang ν = 0 und
der Limesschritt sind klar. Beim Nachfolgerschritt beachte man, daß Sµ+1
eine rudimenta¨re Funktion von Sµ und µ ist, und verwende die rudimenta¨re
Abgeschlossenheit von JXν . 2
Satz 1.12
Es gibt Wohlordnungen <ν der Mengen J
X
ν mit
(i) µ < ν ⇒ <µ⊆<ν
(ii) <ν+1 ist Enderweiterung von <ν
(iii) Die Folge 〈<µ| µ ∈ Lim(ν)〉 ist u¨ber Iν (uniform) Σ1-definierbar.
(iv) <ν ist u¨ber Iν (uniform) Σ1-definierbar.
(v) Die Funktion prν(x) = {z | z <ν x} ist u¨ber Iν (uniform) Σ1-
definierbar.
Beweis: Definiere Wohlordnungen <µ von Sµ durch Rekursion:
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(I) <0= ∅
(II) (1) Fu¨r x, y ∈ Sµ sei x <µ+1 y ⇔ x <µ y
(2) x ∈ Sµ und y /∈ Sµ ⇒ x <µ+1 y
y ∈ Sµ und x /∈ Sµ ⇒ y <µ+1 x
(3) Sind x, y /∈ Sµ, so gibt es ein i ∈ 15 und x1, x2, x3 ∈ Sµ mit
x = Gi(x1, x2, x3). Außerdem gibt es ein j ∈ 15 und y1, y2, y3 ∈ Sµ
mit y = Gj(y1, y2, y3). Seien zuerst i und j minimal gewa¨hlt, danach
x1 und y1, dann x2 und y2 und schließlich x3 und y3.
Setze:
(a) x <µ+1 y falls i < j
y <µ+1 x falls j < i
(b) x <µ+1 y falls i = j und x1 <µ y1
y <µ+1 x falls i = j und y1 <µ x1
(c) x <µ+1 y falls i = j und x1 = y1 und x2 <µ y2
y <µ+1 x falls i = j und x1 = y1 und y2 <µ x2
(d) x <µ+1 y falls i = j und x1 = y1 und x2 = y2 und x3 <µ y3
y <µ+1 x falls i = j und x1 = y1 und y2 = x2 und y3 <µ x3
(III) <λ=
⋃{<µ| µ ∈ λ}
Die Eigenschaften (i) bis (v) sind dann klar. Fu¨r die Σ1-Definierbarkeit muß
man wieder das Argument aus Satz 1.11 verwenden. 2
Satz 1.13
Die rudimenta¨r abgeschlossenen 〈JXν , X  ν, A〉 haben eine kanonische Σ1-
Skolemfunktion h.
Beweis: Sei 〈ψi | i ∈ ω〉 eine effektive Aufza¨hlung der Σ0-Formeln mit drei
freien Variablen. Anschaulich gesprochen definiert man dann:
h(i, x) ' (z)0
fu¨r
das <ν -kleinste z ∈ JXν mit 〈JXν , X  ν, A〉 |= ψi((z)0, x, (z)1).
Formaler geht man folgendermaßen vor:
Sei entsprechend Satz 1.12 (v) θ eine Σ0-Formel mit
w = {v | v <ν z} ⇔ 〈JXν , X  ν, A〉 |= (∃t)θ(w, z, t).
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Sei ui die Go¨delisierungen von
θ((s)1, (s)0, (s)2)
∧ ψi(((s)0)0, (s)3, ((s)0)1) ∧ (∀v ∈ (s)1)¬ψi((v)0, (s)3, (v)1)
und
y = h(i, x) ⇔
(∃s)(((s0)0 = y ∧ (s)3 = x ∧ |=Σ0〈JXν ,Xν,A〉 (ui, s)).
Das hat die gewu¨nschten Eigenschaften. Beru¨cksichtige Satz 1.7! 2
Wenn ich hν,A schreibe, werde ich stets diese Σ1-Skolemfunktion meinen.
Darauf werde ich nicht mehr extra hinweisen. Sei hν := hν,∅.
2Kondensation
In diesem Abschnitt werde ich einige allgemeine Beobachtungen zur Konden-
sation beweisen. Und eine erste Anna¨herung an Mora¨ste machen, indem ich
grobe Mora¨ste definiere.
Sei SX ⊆ Lim und X = 〈Xν | ν ∈ SX〉 eine Folge.
Fu¨r ν ∈ Lim − S∗ sei IXν = 〈JXν , X  ν〉 und fu¨r ν ∈ SX sei IXν = 〈JXν , X 
ν,Xν〉.






⋃{JXν | ν ∈ λ} fu¨r λ ∈ Lim2.
Auf Fu¨gsamkeit und Koha¨renz wird in diesem Abschnitt verzichtet.
Fu¨r ν ∈ Lim sei IXν,0 := 〈JXν , X  ν〉 und fu¨r ν ∈ SX sei IXν,1 := IXν .
Schreibe Cond(IXν,0), falls fu¨r alle H ≺1 IXν,0 ein µ ∈ Lim mit H ∼= IXµ,0 exi-
stiert
Schreibe Cond(IXν,1), falls ν ∈ SX ist, und fu¨r alle H ≺1 IXν,1 ein µ ∈ SX mit
H ∼= IXµ,1 existiert.
Man sage L[X] habe Kondensation, wenn fu¨r alle ν ∈ SX Cond(IXν,1) gilt.
Dann gilt offensichtlich auch Cond(IXν,0) fu¨r alle ν ∈ Lim(SX).
Lemma 2.1
Sei M |= ZFC + Cond(IXν,i) fu¨r i = 0 oder i = 1. Dann gibt es kein P ∈ M
mit P  ¬Cond(IXν,i).
Beweis: Angenommen es ga¨be ein solches P. Dann wa¨hle ein κ > ν,
so daß IXν,i,P ∈ V Mκ und in V Mκ genu¨gend von ZFC gilt. Sei Q ≺ V Mκ ,
IXν,i,P ∈ Q ∈ M und cardM(Q) = ω. Sei pi : M¯ → V Mκ die Umkeh-
rung der Transitivierung von Q, pi(P¯) = P und pi(I¯) = IXν,i. Dann ist we-
gen M |= Cond(IXν,i) I¯ = IXν¯,i fu¨r ein ν¯ ∈ Lim. Da pi elementar ist, gilt
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M¯ |= (P¯  ¬Cond(IXν¯,i)). Da M¯ in M abza¨hlbar ist, gibt es ein u¨ber M¯ P¯-
generisches G in M . Also gibt es in M ein H¯ ≺1 IXν¯,i, so daß fu¨r kein µ ∈ Lim
H¯ ∼= IXµ,i ist. Sei H = pi[H¯]. Dann gibt es kein µ ∈ Lim mit H ∼= IXµ,i. Und
H ≺1 IXν,i, da pi elementar ist. Außerdem gilt H ∈ M , weil pi ∈ M ist. D.h.
M |= ¬Cond(IXν,i). Widerspruch! 2
Beim na¨chsten Satz handelt es sich um Theorem 8.17 von Woodin [1999].
Leider steht dort kein Beweis. Aber ein a¨hnlicher Satz mit Beweis findet sich
in Law [1993] (Lemma 1.1).
Satz 2.2
Sei M ein inneres Modell in N und M |= Cond(IXν,i). Dann ist N |=
Cond(IXν,i).
Beweis: Sei P = {f : n → ν | f ∈ M,n ∈ ω} ∈ M und G P-generisch u¨ber
N . Dann ist JXν in N [G] abza¨hlbar. Sei f : ω → JXν+ω eine Bijektion mit
f(0) = ν. Sei i = 1. Fu¨r f(n) ∈ SX definiere
xn,1 = {〈m, i, j〉 | f(m) ∈ JXf(n) und
(i = 1⇔ f(m) ∈ X  f(n)) und (j = 1⇔ f(m) ∈ Xf(n))}
x = {〈n,m, i, j〉 | 〈m, i, j〉 ∈ xn,1, f(n) ∈ S1}
g(f−1(x), f−1(y)) = f−1(〈x, y〉)
h(i, f−1(x)) = hν,Xν (i, x)
f−1(x) < f−1(y)⇔ x <ν y.
Dann gilt N [G] |= Cond(IXν ) genau dann, wenn
(∀y ⊆ x0,1 mit (∀k0, k1 ∈ y)(∃k2 ∈ y)(g(k0, k1) = k2)
und (∀i)(∀l0 ∈ y)(∃l1 ∈ y)(h(i, l0) = l1))
(∃n)(∃pi : y → xn,1 < −erhaltende Bijektion)
in N [G] gilt. Bezeichne diesen Ausdruck mit ϕ(x, g, h,<). Offensichtlich ist
ϕ(x, g, h,<) Π12(x, g, h,<). Eine entsprechende Formel kann man finden, falls
i = 0 ist.
Angenommen N |= ¬Cond(IXν ). Dann ist N [G] |= ¬Cond(IXν ). Also
ist N [G] |= ¬ϕ(x, g, h,<). Nach Schoenfields Absolutheitstheorem ist al-
so M [G] |= ¬ϕ(x, g, h,<). Also gibt es ein p ∈ G mit (p  ¬Cond(IXν ))M .
Das ist aber ein Widerspruch zu Lemma 2.1. 2
Schreibe Condω1(I
X
ν,0), falls fu¨r alle abza¨hlbaren H ≺1 IXν,0 ein µ ∈ Lim mit




ν,1), falls ν ∈ SX ist, und fu¨r alle abza¨hlbaren H ≺1 IXν,1
ein µ ∈ SX mit H ∼= IXµ,1 existiert.
Der folgende Satz ist §1, Lemma 32 von Jensens Manuskript u¨ber Mora¨ste
[1972/73]. U¨ber den Zusammenhang zwischen Kondensation und Mora¨sten
werde ich in einem Augenblick mehr sagen.
Satz 2.3
Sei i = 0 oder i = 1. Sei X  ω1 = Y  ω1, und gelte Condω1(IXν,i) und
Condω1(I
Y





Beweis: Sei zuna¨chst i = 1. Sei IX,Yν := I
Z
ν mit Z := X × {1} ∪ Y × {0}.
Sei pi : IX¯,Y¯ν¯ → IX,Yν elementar mit card(IX¯,Y¯ν¯ ) = ω. Dann gilt wegen
Cond(IXν ), daß X¯  ν¯ + 1 = X  ν¯ + 1 ist. Und wegen Cond(IYν ) ist
Y¯  ν¯ + 1 = Y  ν¯ + 1 = X  ν¯ + 1. Also ist IX¯,Y¯ν¯ = IX,Yν¯ |= (∀x)(x ∈
Xν¯ ⇔ x ∈ Yν¯) und IX¯,Y¯ν¯ = IX,Yν¯ |= (∀x)(x ∈ X  ν¯ ⇔ x ∈ Y  ν¯).
Da pi elementar ist, ist also auch IX,Yν |= (∀x)(x ∈ Xν ⇔ x ∈ Yν) und
IX,Yν |= (∀x)(x ∈ X  ν ⇔ x ∈ Y  ν). D.h. es ist Y  ν + 1 = X  ν + 1.
Also ist IXν = I
Y
ν .
Der Fall i = 0 geht ganz analog. 2
Satz 2.4
Habe L[X] Kondensation, sei SX in On unbeschra¨nkt, M transitiv und
pi : L[X]→M elementar. Dann ist M = L[X].
Beweis: Da pi elementar ist, ist M = L[Y ] fu¨r eine Folge 〈Yν | ν ∈ SY 〉.
Und da L[X] Kondensation hat, gilt aufgrund der Elementarita¨t von pi
L[Y ] |= (∀ν ∈ SY )Cond(IYν,1). Nach Satz 2.2 hat also auch L[Y ] Kondensa-
tion. Da SX in On unbeschra¨nkt ist, ist dann L[X] = L[Y ]. 2
Korollar 2.5
Erfu¨lle L[X] Kondensation. Sei SX in On unbeschra¨nkt. Dann gibt es in
L[X] keine meßbaren Kardinalzahlen.
Beweis: Angenommen in L[X] ga¨be es eine meßbare Kardinalzahl. Dann
ga¨be es ein u¨ber L[X] definierbares, elementares pi : L[X] → M ⊆ L[X].
Nach Satz 2.4 wa¨re dann aber M = L[X]. Das ist aber ein Widerspruch zur
L[X]-Definierbarkeit von pi. 2
Jetzt noch zum Zusammenhang zwischen Kondensation und Mora¨sten.
Sei κ > ω eine regula¨re Kardinalzahl und β ≤ ∞.
Sei S ⊆ Lim und C eine bina¨re Relation auf S. Gelte:
(a) Ist ν C τ , so ist ν < τ . Und fu¨r ν ∈ S ist {τ | ν C τ} abgeschlossen.
Sei µν das gro¨ßte µ mit ν E µ.
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Sei
ν v τ :⇔ ν ∈ Lim({δ | δ C τ}) ∪ {δ | δ E τ}.
Dann ist @ ein Baum. Fu¨r α ∈ S sei | α | der Rang von α in diesem Baum.
Sei
S+ := {ν ∈ S | ν Nachfolger in @}
S0 := {α ∈ S || α |= 0}
S1 := {µτ | τ ∈ S+}
S2 := {µτ | τ ∈ S}
S ′ := Lim(S)
µ′ν := max(S
′ ∩ (µν + 1)).
Sei Sα := {ν ∈ S | ν direkter Nachfolger von α in @}. Fu¨r ν ∈ S+ sei αν der
direkte Vorga¨nger von ν in @. Fu¨r ν ∈ S0 sei αν := 0. Fu¨r ν 6∈ S+ ∪ S0 sei
αν := ν.
(b) Fu¨r ν, τ ∈ S+ ∪ S0 mit αν = ατ gelte
ν < τ ⇒ µν < τ.
Also ist fu¨r ν ∈ S+ µν das gro¨ßte µ mit ν v µ.
Fu¨r alle α ∈ S gelte:
(c) Sα ist abgeschlossen.
(d) card(Sα) ≤ α+
card(Sα) ≤ card(α) falls card(α) < α
(e) κ = max(S0) = sup(S0 ∩ κ)
κ+i+1 = max(Sκ+i) = sup(Sκ+i ∩ κ+i) fu¨r alle i < β.
Sei D = 〈Dν | ν ∈ S2〉 mit Dν ⊆ JDν eine Folge. Beachte, daß das ν-
te Folgeglied mit Dν statt mit Dν bezeichnet ist. Sei Dν := D  ν. Das
entspricht Jensens Konvention.
Eine S, D-Abbildung f sei ein Tripel 〈ν¯, | f |, ν〉 mit ν¯, ν ∈ S und | f |:
JDµν¯ → JDµν .
Sei f = 〈ν¯, | f |, ν〉 eine S, D-Abbildung. Dann definiert man d(f) und r(f)
durch d(f) = ν¯ und r(f) = ν. Und f(x) sei fu¨r x ∈ JDµν¯ durch f(x) =| f |
(x) definiert und fu¨r τ = µν¯ durch f(τ) = µν . Dagegen behalten dom(f),
rng(f), f  X, etc. ihre u¨blichen mengentheoretischen Bedeutungen, d.h.
dom(f) = dom(| f |), rng(f) = rng(| f |), f  X =| f | X, usw.
Fu¨r τ¯ v ν¯ sei f (τ¯) = 〈τ¯ , | f | JDµτ¯ , τ〉 mit τ = f(τ¯). Und f−1 sei 〈ν, | f |−1, ν¯〉.
Fu¨r g = 〈ν, | g |, ν ′〉 und f = 〈ν¯, | f |, ν〉 sei g ◦ f = 〈ν¯, | g | ◦ | f |, ν ′〉.
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Ist g = 〈ν ′, | g |, ν〉 und f = 〈ν¯, | f |, ν〉 mit rng(f) ⊆ rng(g), so sei
g−1f = 〈ν¯, | g |−1| f |, ν ′〉. Schließlich setze noch idν = 〈ν, id  JDµν , ν〉.
Sei F eine Menge von S, D-Abbildungen f = 〈ν¯, | f |, ν〉, so daß folgendes
gilt:
(0) Es ist f(ν¯) = ν, f(αν¯) = αν und | f | ordnungserhaltend.
(1) Zu f 6= idν¯ gibt es ein β v αν¯ mit f  β = id  β und f(β) > β.
(2) Ist τ¯ ∈ S+ und ν¯ @ τ¯ v µν¯ , so ist auch f (τ¯) ∈ F.
Fu¨r f = 〈ν¯, | f |, ν〉 ∈ F schreibe man f : ν¯ ⇒ ν. Ist fu¨r f ∈ F r(f) = ν,
so schreibe man f ⇒ ν. Das eindeutig bestimmte β aus (1) werde mit β(f)
bezeichnet.
Ein f ∈ F heiße genau dann fu¨r eine Eigenschaft P (f) minimal, wenn aus
P (g) stets g−1f ∈ F folgt.
Sei
f(u,ξ,ν) = das (!) fu¨r f ⇒ ν und u ∪ {ξ} ⊆ rng(f) minimale f ∈ F,
falls ein solches existiert.
Ein ν ∈ S heiße genau dann unabha¨ngig, wenn fu¨r alle β < αν d(f(β,0,ν)) < αν
gilt.
Fu¨r τ v ν sei ν genau dann ξ-abha¨ngig von τ , wenn f(ατ ,ξ,ν) = idν ist.
M = 〈S,C,F, D〉 heiße genau dann ein grober (κ, β)-Morast, wenn folgende
Axiome erfu¨llt sind:
(3) Minimumsprinzip (minimum principle – MP)
Ist ν ∈ (S+ ∪ S1)− Card und ξ ∈ JDµν , so existiert f(0,ξ,ν).
(4) Σ1-Erhaltungsaxiom (logical preservation axiom – LP1)
Fu¨r f : ν¯ ⇒ ν ist | f |: 〈JDµν¯ , Dµν¯ 〉 → 〈JDµν , Dµν 〉 Σ1-elementar.
(5) erstes Stetigkeitsprinzip (first continuity principle – CP1)
Fu¨r i ≤ j < λ seien fi : νi ⇒ ν und gij : νi ⇒ νj so, daß gij = f−1j fi
gilt. Sei 〈gi | i < λ〉 der transitive, direkte Limes des gerichteten Systems
〈gij | i ≤ j < λ〉 und hgi = fi fu¨r alle i < λ. Dann sind gi, h ∈ F.
(6) erstes Abha¨ngigkeitsaxiom (first dependency axiom – DP1)
Ist µ′ν < µ
′
αν , so ist ν unabha¨ngig.
(7) zweites Abha¨ngigkeitsaxiom (DP2)
Sei Kν = {µν¯ < αν | ν¯ = d(f(β,0,ν)) fu¨r ein β < ν}. Sei f : ν¯ ⇒ ν, ν¯ @ τ¯ v µν¯
und f(τ¯) = τ . Ist dann τ¯ ∈ S+ unabha¨ngig, so ist f  JDατ¯ : 〈JDατ¯ , Dατ¯ , Kτ¯ 〉 →
〈JDατ , Dατ , Kτ 〉 Σ0-elementar.
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(8) drittes Abha¨ngigkeitsaxiom (DP3)
Ist ν ξ-abha¨ngig von τ v ν, τ ∈ S+, f : ν¯ ⇒ ν, f(τ¯) = τ und ξ ∈ rng(f), so
ist f (τ¯) : τ¯ ⇒ τ .
(9) starke Definierbarkeit (SD)
{〈ξ, τ, x, f(0,ξ,τ)(x)〉 | τ < ν, µτ = ν, ξ ∈ JDµτ , x ∈ dom(f(0,ξ,τ))}
∪{〈ξ, x, f(0,ξ,ν)(x)〉 | µν = ν, ξ ∈ JDµν , x ∈ dom(f(0,ξ,ν))}
∪(@ ∩ν2)
ist u¨ber 〈JDν , Dν , Dν〉 uniform definierbar.
D.h. Dν kodiert 〈f(0,ξ,τ) | ξ ∈ JDµτ , µτ < ν〉 und @ ∩ν2.
Diese Definition von groben Mora¨sten unterscheidet sich in einigen Punkten
von der bei Jensen [1972/73].
(i) Jensen benutzt nur die Relation @. Auch bei mir wird C erst in Abschnitt
5 eine Rolle spielen.
(ii) Bei Jensen ist | f |: µν¯ → µν statt | f |: JDµν¯ → JDµν . Das kann er machen,
da bei ihm die ν ∈ S primitiv rekursiv abgeschlossen sind. In diesem Fall




(iii) Jensen betrachtet nur f : ν¯ ⇒ ν mit ν¯, ν ∈ S+−Card. Das ist a¨quivalent
zur Voraussetzung ν ∈ S+ − Card in (MP). Ich betrache zusa¨tzlich S1, um
(SP) (siehe unten) fordern zu ko¨nnen.
(iv) Er setzt in Axiom (0) zusa¨tzlich kν¯ = kν und | ν¯ |=| ν | voraus. Das ist
der Grund, warum er nur (κ, β)-Mora¨ste mit β < κ betrachten kann. Mit
kν¯ = kν und | ν¯ |=| ν | kann man fu¨r f : ν¯ ⇒ ν
f 6= idν ⇔ µν¯ < αν
zeigen. Das ist §1, Korollar 10 bei Jensen [1972/73]. Daher kann er zur
Definition der Unabha¨ngigkeit von ν ∈ S+ auch die schwa¨chere Bedingung,
daß fu¨r alle β < αν f(β,0,ν) 6= idν ist, verwenden.
(v) (DP1) lautet bei Jensen:
Ist µν < µαν , so ist ν unabha¨ngig.
Sei M′ = 〈S ′,C′,F′, D′〉 mit
C′=C S ′
F′ = {〈ν¯, f  JDµ′¯ν , ν〉 | f : ν¯ ⇒ ν ∈ S ′}
und dem entsprechenden Code D′ fu¨r F′ (vgl. oben). Dann ist M′ ein gro-
ber Morast, der das erfu¨llt. Ich verwende die schwa¨chere Form vom (DP1),
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um die zusa¨tzliche Annahme (SP) (siehe unten) mo¨glichst einfach halten zu
ko¨nnen.
(vi) (DP2) lautet bei ihn:
Sei f : ν¯ ⇒ ν, ν¯ @ τ¯ v µν¯ , f(β¯) = β, f(τ¯) = τ . Ist dann τ¯ unabha¨ngig, so
gilt f(d(fβ¯,0,τ¯)) = d(f(β,0,τ)).
Daraus folgt meine Formulierung von (DP2). Das ist §1, Lemma 18 von Jen-
sen [1972/73]. Ich bevorzuge diese Formulierung von (DP2), weil ich spa¨ter
noble Mora¨ste betrachten werde. Und diese sind u.a. dadurch definiert, daß
(DP2) mit Σ1-elementar an Stelle von Σ0-elementar gilt.
Lemma 2.6
Sei ν ∈ (S+ ∪ S1) − Card und u ⊆ JDµν . Dann gibt es ein fu¨r f ⇒ ν und
u ⊆ rng(f) minimales f ∈ F. Sei dieses mit f(u,ν) bezeichnet.
Beweis:
(1) Fu¨r endliche u = {ξ1, . . . , ξn} ist f(u,ν) = f(0,〈ξ1,...,ξn〉,ν).
Denn wegen (LP1) ist f(u,ν) : 〈JDν¯1 , Dν¯1〉 → 〈JDν , Dν〉 Σ1-elementar. Da JDν
unter Paaren abgeschlossen ist, ist also mit u ⊆ rng(f(u,ν)) auch 〈ξ1, . . . , ξn〉 ∈
rng(f(u,ν)). Umgekehrt ist wegen (LP1) f(0,〈ξ1,...,ξn〉,ν) : 〈JDν¯2 , Dν¯2〉 → 〈JDν , Dν〉
Σ1-elementar. Daher ist mit 〈ξ1, . . . , ξn〉 ∈ rng(f(0,〈ξ1,...,ξn〉,ν)) auch u ⊆
rng(f(0,〈ξ1,...,ξn〉,ν)). Wegen Minimalita¨t gilt also (1).
(2) Sei nun u unendlich. Dann ist I = {v ⊆ u | v endlich } bezu¨glich ⊆ eine
gerichtete Menge. Fu¨r v ⊆ w ∈ I sei gvw = f−1(w,ν)f(v,ν). Sei 〈gv | v ∈ I〉 der
transitive, direkte Limes des gerichteten Systems 〈gvw | v ⊆ w〉 und hgv = fv
fu¨r alle v ∈ I. Dann sind gv, h ∈ F. Das folgt wie u¨blich aus (CP1). Offen-
sichtlich ist h = f(u,ν). 2
Lemma 2.7
Sei ν ∈ (S+ ∪ S1)− Card. Dann gilt:
(a) Sind f, g ⇒ ν mit rng(f) ⊆ rng(g), dann ist g−1f ∈ F.
(b) Sei g : ν¯ ⇒ ν, u¯ ⊆ JDµν¯ und u = g[u¯]. Dann ist gf(u¯,ν¯) = f(u,ν).
(c) Sind f, g ∈ F mit r(f) = d(g), dann ist gf ∈ F.
(d) idν ∈ F.
Beweis:
(a) g−1f = f(rng(g−1f),d(g)).
(b) Es gilt einerseits
u¯ = g−1[u] ⊆ rng(g−1f(u,ν))
⇒ rng(f(u¯,ν¯)) ⊆ rng(g−1f(u,ν))




⇒ rng(f(u,ν)) ⊆ rng(gf(u¯,ν¯)).
(c) Wegen f = f(rng(f),d(f)) und g[rng(f)] = rng(gf) ist gf = f(rng(gf),ν).
(d) idν = f(u,ν) mit u = J
D
µν . 2
Aus den Axiomen (0) und (1) folgt, daß f ⇒ ν mit f  αν = id  αν schon
f = idν ist. Angenommen f 6= idν . Dann wa¨re wegen Axiom (1) β(f) ≤ αν .
Nach Voraussetzung ist aber f  αν = id  αν und nach Axiom (0) ist
f(αν) = αν . Widerspruch! Wegen (CP1) ist J
D
µν =
⋃{rng(f(β,ξ,ν)) | β < αν}
fu¨r alle ξ ∈ JDµν . Denn sei h : ν¯ ⇒ ν die Umkehrung der Transitivierung von⋃{rng(f(β,ξ,ν)) | β < αν}. Dann ist h ∈ F und h  αν = id  αν . Also ist
h = idν . Fertig!
Wegen meines schwachen (DP1) kann ich §1, Lemma 13 von Jensen [1972/73]




Seien ν¯, ν ∈ S und h : 〈J D¯ν¯ , D¯〉 → 〈JDν , Dν〉 Σ1-elementar, so daß ein β v ν¯
mit h  β = id  β existiert. Sei µ′τ < µ′ν und τ = h(τ¯) ∈ (S+ ∪ S1)− Card.
Dann ist h(τ¯) : τ¯ ⇒ τ .
Beweis: Seien δτ v τ und δν v ν minimal. Ist dann δτ 6v ν, so ist τ < δν .
Also ist τ¯ = τ , und man ist in diesem Fall schon fertig. Sei daher δ := δτ v ν
und f(δ,ξ,ν) : τ(ξ) ⇒ τ . Sei δ @ γ(ξ) v τ(ξ) mit αγ(ξ) = δ. Wegen (CP3)
ist dann f(0,ξ,τ(ξ)) = f(0,ξ,γ(ξ)) fu¨r alle ξ ∈ JDµν . Und es ist µ′γ(ξ) ≤ µ′τ <
µ′ν ≤ µ′δ. Nach (CP1) ist also γ(ξ) unabha¨ngig. D.h. fu¨r alle β < αγ(ξ)




⋃{rng(f(β,0,γ(ξ))) | β < αγ(ξ)} ist, ist
ξ ∈ rng(f(β,0,γ(ξ))) fu¨r ein β < αγ(ξ). Also ist d(f(0,ξ,γ(ξ))) < δ. Insgesamt ist
also
d(f(0,ξ,τ)) = d(f(δ,ξ,τ) ◦ f(0,ξ,τ(ξ))) = d(f(0,ξ,τ(ξ))) = d(f(0,ξ,γ(ξ))) < δ.
Da h : 〈JDν¯ , D¯〉 → 〈JDν , Dν〉 Σ1-elementar ist, gilt fu¨r ξ ∈ rng(h) auch
dom(f(0,ξ,τ)) ∈ rng(h). Nach Voraussetzung ist aber rng(h) ∩ δ ∈ On. Also
ist sogar dom(f(0,ξ,τ)) ⊆ rng(h) und damit auch rng(f(0,ξ,τ)) ⊆ rng(h). D.h.
es ist
rng(h) ∩ JDµτ =
⋃{rng(f(0,ξ,τ)) | ξ ∈ rng(h) ∩ JDµτ}.
Somit ist
h(τ¯) = f(u,τ) ∈ F mit u = rng(h) ∩ JDµτ . 2
Nun zu einer ersten A¨quivalenz zwischen Kondensation und Mora¨sten.
Sei SOn die Menge Lim versehen mit
τ C ν :⇔ τ regula¨r in Iν .
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Dann ist
τ @ ν :⇔ τ Kardinalzahl in Iν .
Satz 2.9
Sei X = 〈Xν | ν ∈ S∗〉 eine Folge, so daß L[X] Kondensation hat, S∗ = S1On
und Card = CardL[X] ist. Dann gibt es einen groben (ω1,∞)-Morast.
Beweis: Sei S := SOn und C wie in der Definition von SOn. Dann ist fu¨r
ν ∈ S+ − Card
µν = β(ν) := das kleinste β mit J
X
β+ω |= ν /∈ Card.
Also gibt es fu¨r ν ∈ S+ − Card ein kleinstes p ∈ JXβ(ν)+ω, so daß
ν ⊆ hβ(ν)+ω,∅[ω × (JXαν × {p})]
ist. Sei dieses mit pν bezeichnet.
Ist ν @ τ v µν , so ist offensichtlich pτ ≤ pν bezu¨glich der kanonischen
Wohlordnung. Also ist
Pν := {pτ | ν v τ v µν} endlich.
Sei D = X.
Sei f ⇒ ν genau dann, wenn fu¨r ein f ∗ und ein ν¯
f = 〈ν¯, f∗  JDµν¯ , ν〉,
f ∗ : I0β(ν¯)+ω → I0β(ν)+ω Σ1-elementar,
f(ν¯) = ν und




Dadurch ist F eindeutig bestimmt.
Bleiben die Axiome zu zeigen.
(0) ist trivial.
(1) Angenommen es ga¨be kein solches β. Dann wa¨re αν ⊆ rng(f). Nach
Satz 1.13 ist hβ(ν)+ω,∅ u¨ber I0β(ν)+ω Σ1-definierbar. Also wa¨re hβ(ν)+ω,∅[ω ×
(αν×Pν×{ν, µν})<ω] ⊆ rng(f). Aber hβ(ν)+ω,∅[ω× (αν×Pν×{ν, µν})<ω] =
JXβ(ν)+ω,∅. D.h. f = idν¯ . Widerspruch! Sei na¨mlich pi : I¯ → I0β(ν)+ω die Um-
kehrung der Transitivierung von hβ(ν)+ω,∅[ω × (αν × Pν × {ν, µν})<ω]. Dann
ist I¯ = I0
β¯
fu¨r ein β ∈ Lim, da S∗ = S1On ist und L[X] Kondensation hat.
Außerdem ist nach Definition von pν ν ⊆ hβ(ν)+ω,∅[ω×(αν×Pν×{ν, µν})<ω].
D.h. pi  ν = id  ν. Und hβ¯,∅[ω×(αν× P¯×{ν, µν})<ω] = JXβ¯ mit pi(P¯ ) = Pν .
Ist also β¯ = β(ν) + ω, so ist P¯ = Pν aufgrund der Minimalita¨t von Pν . D.h.
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wie gewu¨nscht hβ(ν)+ω,∅[ω × (αν × Pν × {ν, µν})<ω] = JXβ(ν)+ω. Wa¨re aber
β¯ < β(ν) + ω, so wa¨re bereits Iβ¯ |= ν /∈ Card. Das widerspricht der Defini-
tion von β(ν).
(2) Sei ν @ τ v µν , f ⇒ ν und τ ∈ rng(f). Dann ist Pτ ⊆ Pν und µτ = µν .
Also ist Pτ ∪ {τ, µτ} ⊆ rng(f ∗).
(3) Sei g die Umkehrung der Transitivierung von hβ(ν)+ω,∅[ω×(Pν∪{ν, µν , ξ})<ω].
Nach Satz 1.13 ist hβ(ν)+ω,∅ u¨ber I0β(ν)+ω Σ1-definierbar. Also ist stets hβ(ν)+ω,∅[ω×
(Pν ∪ {ν, µν , ξ})<ω] ⊆ rng(f ∗) fu¨r f ⇒ ν mit ξ ∈ rng(f). D.h. f(0,ξ,ν) =
〈ν¯, g  JDµν¯ , ν〉.
(4) Das ist die Kondensation von L[X].
(5) Sei Hi = rng(f
∗
i ) und H =
⋃{Hi | i < λ}. Sei pi : I0β¯ → I0β(ν)+ω mit
pi(ν¯) = ν die Umkehrung der Transitivierung von H. Dann ist β¯ = β(ν¯) +ω.
Denn da I0β(ν)+ω |= ν /∈ Card ist, ist auch I0β¯ |= ν¯ /∈ Card. D.h. β(ν¯) + ω ≤
β¯. Aber β¯ = µ¯ + ω mit pi(µ¯) = µν . Und da Iµν |= ν ∈ Card ist, ist
Iµ¯ |= ν ∈ Card. D.h. β¯ = β(ν¯) + ω. Also ist pi = h∗. Sei pi(p¯) = pτ fu¨r
ν v τ v µν . Dann ist pτ¯ ≤ p¯. Denn da τ ⊆ hβ(ν)+ω,∅[ω× (ατ ×{pτ})<ω] und
ατ¯ = pi
−1[ατ∩rng(pi)] ist, ist auch τ¯ ⊆ hβ(ν¯)+ω,∅[ω×(ατ¯×{p¯})<ω]. Angenom-
men pτ¯ < p¯. Dann ist p¯ = hβ(ν¯)+ω,∅(i, 〈x, pτ¯ 〉) fu¨r ein x ∈ α<ωτ¯ und ein i ∈ ω.
Also ist pτ = hβ(ν)+ω,∅(i, 〈pi(x), pi(pτ¯ )〉), pi(x) ∈ α<ωτ und pi(pτ¯ ) < pτ . D.h.
τ ⊆ hβ(ν)+ω,∅[ω × (ατ × {pi(pτ¯ )})<ω]. Das widerspricht aber der Minimalita¨t
von pτ . Insgesamt ist Pν¯ ⊆ rng(pi−1 ◦ f ∗i ) fu¨r alle i. D.h. g∗i = pi−1 ◦ f ∗i .
Fertig!
(6) f ∗(β,0,ν) ist die Umkehrung der Transitivierung von hβ(ν)+ω[ω × (β × Pν ×
{ν, µν})<ω]. Sei pi := f ∗(β,0,ν) : I0β¯ → I0β(ν)+ω. Dann ist hβ¯[ω × (β × P¯ ×
{ν¯, µ¯})<ω] = JX
β¯
mit pi(P¯ ) = Pν , pi(ν¯) = ν und pi(µ¯) = µν . Angenommen
αν ≤ β¯. Dann ga¨be es also u¨ber I0β¯ eine Surjektion von einem β < αν auf αν .
Aber wegen µ′ν < µ
′
αν ist µν +ω < µαν , und in Iµαν ist αν eine Kardinalzahl.
Widerspruch!
(7) Da ν @ τ v µν ist, ist µτ = µν und Pτ ⊆ Pν . Nach (1) ist also
hβ(τ)+ω[ω × (αν × Pν × {ν, τ, µτ})<ω] = JXβ(τ)+ω. Sei {ξi | i ∈ n} = Pν − Pτ
und ξ = 〈ξ0, . . . , ξn−1, ν〉. Dann ist τ ξ-abha¨ngig von ν. Angenommen τ
wa¨re unabha¨ngig. Da JDµτ =
⋃{rng(f(β,0,τ)) | β < ατ} ist, wa¨re dann fu¨r ein
hinreichend großes β < ατ ξ ∈ rng(f(β,0,τ)). Das wu¨rde aber f(β,0,τ) = idτ
bedeuten. Widerspruch! Somit ist τ nicht unabha¨ngig. Sei β < ατ , so daß
hβ(τ)+ω[ω × (β × Pτ × {τ, µτ})<ω] = JXβ(τ)+ω. Dann ist β¯ := f−1[β] < ατ¯ und
hβ(τ¯)+ω[ω × (β¯ × Pτ¯ × {τ¯ , µτ¯})<ω] = JXβ(τ¯)+ω. D.h. τ¯ ist nicht unabha¨ngig.
(8) Sei τ v γ v ν, f(ξ¯) = ξ, γ¯ = f−1[γ ∩ rng(pi)], α = f(αγ¯). Dann gilt
p := f(pγ¯) = pγ. Denn nach Definition von pγ¯ ist ξ¯, ν¯, µν¯ , Pν¯ ∈ hβ(γ¯)+ω[ω ×
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(JXαγ¯ × {pγ¯})]. Daher sind ξ, ν, µν , Pν ∈ hβ(γ)+ω[ω × (JXαγ × {p})]. Da ν
ξ-abha¨ngig von τ ist, ist also hβ(γ)+ω[ω × (JXαγ × {p})] = JXβ(γ)+ω. D.h.
pγ ≤ p. Angenommen pγ < p. Dann gilt I0β(γ)+ω |= (∃r < p)(∃i ∈ ω)(∃x ∈
JXα )(p = hβ(γ)+ω(i, 〈x, r〉)). Also gilt auch I0β(γ¯)+ω |= (∃r < pγ¯)(∃i ∈ ω)(∃x ∈
JXαγ¯ )(pγ¯ = hβ(γ¯)+ω(i, 〈x, r〉)). Das widerspricht aber der Definition von pγ¯.
Wegen f(pγ¯) = pγ fu¨r alle τ v γ v ν ist also Pτ ⊆ rng(f) und somit
f (τ¯) : τ¯ ⇒ τ .
(9) Definiere y = f(0,ξ,τ)(x) mit ξ ∈ JDµτ , µτ < µν durch: Es gibt ein τ¯ ≤ τ
und ein ξ¯ ≤ ξ, so daß fu¨r alle i ∈ ω
(∃z ∈ JXβ(τ¯)+ω)(z = hβ(τ¯)+ω(i, ξ¯))⇔ (∃z ∈ JXβ(τ)+ω)(z = hβ(τ)+ω(i, ξ))
gilt und fu¨r alle z ∈ JXβ(τ¯)+ω ein i ∈ ω mit
z = hβ(τ¯)+ω(i, ξ¯)
existiert und es ein i ∈ ω mit
hβ(τ¯)+ω(i, ξ¯) = x⇔ hβ(τ)+ω(i, ξ) = y
gibt. 2
Fu¨r ν ∈ S+ − Card sei pν das kleinste ξ ∈ JDµν , so daß µν von ν ξ-abha¨ngig
ist. Sei Pν := {pτ | ν v τ v µν}.
Dann hat der eben konstruierte Morast außerdem folgende Eigenschaft:
(10) Standardeigenschaft (SP)
Fu¨r alle ν ∈ (S+ ∪ S1)− Card und ξ ∈ JDµν gilt
f(0,ξ,ν) = f(0,〈ξ,ν,Pν〉,µν).
Das ist eine Art Umkehrung von (DP3). Die hier definierten pτ sind u¨brigens
nicht die aus Satz 2.9. Denn diese sind nicht notwendig in JDµτ . Das spielt aber
keine Rolle. Da es u¨ber 〈JXµ , X  µ〉 eine Σ1-Funktion f mit f [µ<ω] = JXµ
gibt, kann man sogar o.E. pτ ⊆ µ annehmen.
Satz 2.10
Sei M = 〈S,C,F, D〉 ein grober (ω1,∞)-Morast, der (SP) erfu¨llt. Dann
gibt es eine Folge X = 〈Xν |∈ S∗〉, so daß L[X] Kondensation hat und
Card = CardL[X] ist.
Beweis:
Definiere zuerst rekursiv einen groben Morast 〈S,C,F∗, D∗〉 durch
f ∗ = 〈ν¯, f  J∗Dν¯ , ν〉 fu¨r f = 〈ν¯, | f |, ν〉
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F∗ = {f ∗ | f ∈ F}
∗Dν =
{〈ξ, τ, x, f ∗(0,ξ,τ)(x)〉 | τ < ν, µτ = ν, ξ ∈ J
∗D
µτ , x ∈ dom(f ∗(0,ξ,τ))}
∪{〈ξ, x, f∗(0,ξ,ν)(x)〉 | µν = ν, ξ ∈ J
∗D
µν , x ∈ dom(f ∗(0,ξ,ν))}
∪(@ ∩ν2).
Dieser erfu¨llt ebenfalls (SP).
Fu¨r ν ∈ S1 mit f ∗(0,ξ,ν) = idν fu¨r ein ξ ∈ J
∗D
ν sei σν beliebig mit σν [Jω] = J
∗D
ν
Fu¨r ν ∈ S1 und f ∗(0,ξ,ν) : ν¯ ⇒ ν sei σ(ξ,ν) = f ∗(0,ξ,ν) ◦ σν¯ .
Definiere fu¨r ν ∈ S1
Xν = {〈ξ, x, σ(ξ,ν)(x)〉 | x ∈ Jω, ξ ∈ J∗Dν } ∪ (@ ∩ν2).
Setze S∗ = S1 und X = 〈Xν | ν ∈ S∗〉.
Mit Hilfe von (SP) sieht man durch Induktion:
(i) ∗Dν ist u¨ber 〈JXν , X  ν,Xν〉 uniform definierbar.
(ii) J
∗D
ν ⊆ JXν .
Die Transitivierung berechnet man dabei wie im Beweis von Satz 2.9. D.h.
definiere y = f ∗(0,ξ,τ)(x) fu¨r ν ∈ S1 durch: Es gibt ein ν¯ ≤ ν und ein ξ¯ ≤ ξ, so
daß fu¨r alle r, s ∈ ω
σ(ξ¯,ν¯)(r) ≤ σ(ξ¯,ν¯)(s)⇔ σ(ξ,ν)(r) ≤ σ(ξ,ν)(s)
gilt und fu¨r alle z ∈ J∗Dν¯ ein s ∈ ω mit
z = σ(ξ¯,ν¯)(s)
existiert und es ein s ∈ ω mit
σ(ξ¯,ν¯)(s) = x⇔ σ(ξ,ν)(s) = y
gibt.
Sei ν ∈ S∗ und H ≺1 Iν . Sei pi : 〈J X¯ν¯ , Y¯ , X¯〉 → 〈JXν , X  ν,Xν〉 die Umkeh-
rung der Transitivierung von H. Dann ist nach Definition von Xν fu¨r alle
ξ ∈ H auch rng(f ∗(0,ξ,ν)) ⊆ H. Also ist H ∩ J
∗D
ν =
⋃{rng(f ∗(0,ξ,ν)) | ξ ∈ J∗Dν }.
Sei f : J D¯ν¯ → J∗Dν die Umkehrung der Transitivierung von H∩J∗Dν . Aufgrund
von (CP1) ist 〈ν¯, f, ν〉 ∈ F∗. Da J∗Dν transitiv ist, ist aber pi  J∗Dν¯ = f  J∗Dν¯ .
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D.h. mit D¯  ν¯ = ∗Dν¯ ist auch Y¯ = X  ν¯. Außerdem ist nach Lemma 2.7
(b) X¯ = Xν¯ . Damit ist die Kondensation gezeigt.
Sei ω < κ eine Kardinalzahl. Dann sind nach (DP1) alle ν ∈ Sκ un-
abha¨ngig. Also gilt fu¨r alle f ∗(β,0,ν) : ν¯ ⇒ ν mit β < αν = κ, daß ν¯ < αν = κ
ist. Somit gilt fu¨r F : {〈β, x〉 | x < d(f ∗(β,0,ν))} → ν mit F (β, x) = f ∗(β,0,ν)(x),
daß rng(F ) =
⋃{rng(f ∗(β,0,ν))∩ν | β < αν} = ν ist. Nach (SP) ist F ∈ L[X].
Also gibt es in L[X] eine Surjektion von einer Teilmenge von κ × κ auf
ν. Aufgrund der Axiome (c) und (e) ist Sκ in κ
+ unbeschra¨nkt. Also ist
(κ+)L[X] = κ+. Da ω < κ beliebig war, gilt somit CardL[X]−ω1 = Card−ω1.
Bleibt ω
L[X]
1 = ω1 zu zeigen. Sei dazu ν ∈ Sω1 und η < ω1 beliebig. Nach
Axiom (1) ist dann η ⊆ rng(f ∗(0,η,ν)). Wegen der Definition von X gibt es in
L[X] eine Surjektion von ω auf η ⊆ rng(f ∗(0,η,ν)). Da η < ω1 beliebig war, ist
also ω
L[X]
1 = ω1. 2
Abgesehen von S∗ = S1On bilden die Sa¨tze 2.9 und 2.10 bereits eine A¨quiva-
lenz. Eine echte A¨quivalenz erha¨lt man folgendermaßen:
Eine Struktur, die alle Axiome eines groben (ω1,∞)-Morasts außer (SD)
erfu¨llt, sei ein grober Standardmorast, wenn zusa¨tzlich (SP), S = Lim und
ν C τ ⇒ ν Kardinalzahl in JDτ




Ist f : ν¯ ⇒ ν und f(ξ¯) = ξ, so ist σ(ξ,ν) = f ◦ σ(ξ¯,ν¯).
(C)
Dν = {〈ξ, x, σ(ξ,ν)(x)〉 | x ∈ Jω, ξ ∈ JDν }.
D.h. bei einem groben Standardmorast wird (SD) auf eine ganz bestimmte
Weise erfu¨llt.
Satz 2.11
Ein grober Standardmorast existiert genau dann, wenn es ein 〈Xν | ν ∈
S∗ ⊆ Lim〉 gibt, so daß S∗ = S1On ist, L[X] Kondensation hat und Card =
CardL[X] ist.
Beweis:
Habe L[X] Kondensation. Sei S∗ = S1On und Card
L[X] = Card. Dann
konstruiere einen groben (ω1,∞)-Morast wie im Beweis von Satz 2.9. Also
ist rng(f ∗(0,ξ,ν)) = hβ(ν)+ω[ω × (Pν × {ξ, ν, µν})<ω]. D.h. ist ξ ∈ JDν minimal
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mit f(0,ξ,ν) = idν , so definiert σν(i) = hβ(ν)+ω(i, 〈ξ, Pν , ν, µν〉) ein geeignetes
σν .
Sei umgekehrt ein Standardmorast gegeben. Konstruiere daraus ein L[X]
wie in Satz 2.10. Da JDν = J
X
ν ist, ist ν in J
X
µν eine Kardinalzahl. Und u¨ber
Iµν gibt es eine Surjektion von einen ν
′ < ν auf ν. Denn nach (SP) und
Definition von X ist rng(f(αν ,0,ν)) ⊆ hµν ,Xµν [ω × (αν × {ν, Pν})<ω]. Aber
rng(f(αν ,0,ν)) = J
D
µν . Also ist S
∗ = S1On. 2
Bemerkung
Hat L[X] Kondensation und ist S∗ = S1On, so gilt Cond(I
0
ν ) fu¨r alle ν ∈ Lim.
Denn fu¨r alle ν ∈ Lim − Lim2 ist ν ∈ S+On und ν = µν ∈ S∗. Im na¨chsten
Abschnitt werde ich die Feinstrukturtheorie fu¨r die ν ∈ S∗ allerdings allein
mit der Fu¨gsamkeit und der Kondensation entwickeln.
3Feinstrukturtheorie
Habe L[X] Kondensation, und sei es fu¨gsam.
In diesem Abschnitt werde ich die Feinstrukturtheorie fu¨r L[X] entwickeln.
Bevor ich aber zur Feinstrukturtheorie komme, mo¨chte ich drei allgemeine
Lemmata u¨ber die Iν nachtragen (vgl. Devlin).
Lemma 3.1 (Go¨delsche Paarfunktion)
Es gibt eine Bijektion Φ : On2 → On, so daß fu¨r alle α, β Φ(α, β) ≥ α, β und
Φ−1  α fu¨r alle α ∈ Lim u¨ber I0α uniform Σ1-definierbar ist.
Beweis: Definiere auf On2 eine Wohlordnung <? durch
〈α, β〉 <? 〈γ, δ〉
gdw
max(α, β) < max(γ, δ) oder
max(α, β) = max(γ, δ) und α < γ oder
max(α, β) = max(γ, δ) und α = γ und β < δ.
Sei Φ :<?∼= On. Dann kann man Φ durch die Rekursion
Φ(0, β) = sup{Φ(ν, ν) | ν < β}
Φ(α, β) = Φ(0, β) + α fu¨r α < β
Φ(α, β) = Φ(0, α) + α + β fu¨r α ≥ β
definieren. Daraus folgt die Behauptung. 2
Also gibt es fu¨r alle unter der go¨delschen Paarfunktion abgeschlossenen α ei-
ne uniforme Surjektion von α auf α×α. Eine solche gibt es fu¨r alle α ∈ Lim.
Allerdings muß man dann auf die Uniformita¨t verzichten.
Lemma 3.2
Fu¨r alle α ∈ Lim gibt es eine u¨ber I0α Σ1-definierbare Surjektion von α auf
α× α.
Beweis durch Induktion u¨ber α ∈ Lim. Fu¨r die unter der go¨delschen Paar-
funktion abgeschlossenen α reicht Lemma 3.1. Ist also α = β + ω fu¨r ein
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β ∈ Lim, so kann man β 6= 0 voraussetzen. Dann gibt es aber eine u¨ber
I0α Σ1-definierbare Bijektion j : α → β. Außerdem hat man nach Indukti-
onsvoraussetzung eine u¨ber I0β Σ1-definierbare Surjektion von β auf β × β.
D.h. es gibt eine Σ1-Formel ϕ(x, y, p) und einen Parameter p ∈ JXβ , so daß
fu¨r alle y ∈ β × β ein x ∈ β mit ϕ(x, y, p) existiert. Die Σ1-Skolemfunktion
liefert also eine u¨ber I0β Σ1-definierbare Injektion g : β × β → β. Somit
definiert f(〈ν, τ〉) = g(〈j(ν), j(τ)〉) eine Injektion f : α2 → β, die u¨ber I0α
Σ1-definierbar ist. Ein gesuchtes h erha¨lt man daraus durch
h(ν) = f−1(ν) fu¨r ν ∈ rng(f)
h(ν) = 〈0, 0〉 sonst.
Denn rng(f) = rng(g) ∈ JXα .
Sei nun α ∈ Lim2, aber nicht unter der go¨delschen Paarfunktion abge-
schlossen. Dann gilt ν, τ ∈ α fu¨r 〈ν, τ〉 = Φ−1(α), und c := {z | z <? 〈ν, τ〉}
liegt in JXα . Also ist Φ
−1  c : c → α eine u¨ber I0α Σ1-definierbare Bijektion.
Wa¨hlt man nun ein γ ∈ Lim mit ν, τ < γ, so ist Φ−1  α : α → γ2 eine
u¨ber I0α Σ1-definierbare Injektion. Wie in ersten Fall gibt es aufgrund der
Induktionsvoraussetzung in JXα eine Injektion g : γ × γ → γ. Also definiert
f(〈ξ, ζ〉) = g(〈gΦ−1(ξ), gΦ−1(ζ))〉) eine u¨ber I0α Σ1-definierbare Bijektion f :
α2 → d mit d := g[g[c] × g[c]]. Ein gesuchtes h erha¨lt man daraus wieder
durch
h(ξ) = f−1(ξ) fu¨r ξ ∈ d
h(ξ) = 〈0, 0〉 sonst. 2
Lemma 3.3
Sei α ∈ Lim−ω+1. Dann gibt es eine u¨ber I0α Σ1-definierbare Surjektion von
α auf JXα . Diese ist fu¨r die unter der go¨delschen Paarfunktion abgeschlossenen
α uniform.
Beweis: Sei f : α → α × α eine u¨ber I0α im Parameter p Σ1-definierbare
Surjektion. Das p sei das bezu¨glich der kanonischen Wohlordnung kleinste, so
daß ein solches f existiert. Definiere f 0, f1 durch f(ν) = 〈f 0(ν), f1(ν)〉 und
durch Induktion f1 = id  α und fn+1(ν) = 〈f 0(ν), fn ◦ f 1(ν)〉. Sei h := hα
die kanonische Σ1-Skolemfunktion und H = h[ω × (α × {p})]. Dann ist H
unter geordneten Paaren abgeschlossen. Denn hat man y1 = h(j1, 〈ν1, p〉)
und y2 = h(j2, 〈ν2, p〉), und ist 〈ν1, ν2〉 = f(τ), so ist 〈y1, y2〉 u¨ber I0α Σ1-
definierbar mit den Parametern τ, p. Also ist es aus H. Da H unter Paaren
abgeschlossen ist, gilt H ≺1 I0α. Sei σ : H → I0β die Transitivierung von
H. Dann ist α = β, da α ⊆ H ist, und σ  α = id  α. Somit ist
σ[f ] = f , und σ[f ] ist u¨ber I0α im Parameter σ(p) Σ1-definierbar. Da σ eine
Transitivierung ist, ist σ(p) ≤ p. D.h. σ(p) = p aufgrund der Wahl von p.
Allgemein gilt fu¨r Σ1-elementare pi pi(h(i, x)) ' h(i, pi(x)). In unserem Fall
ist also σ(h(i, 〈ν, p〉)) ' h(i, 〈ν, p〉) fu¨r alle i ∈ ω und ν ∈ α. D.h. aber
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σ  H = id  H und H = JXα . Somit erha¨lt man eine gesuchte Surjektion
durch g ◦ f3 mit
g(i, ν, τ) = y, falls (∃z ∈ Sτ )ϕ(z, y, i, 〈ν, p〉)
g(i, ν, τ) = ∅ sonst.
Dabei sei Sτ wie in Satz 1.11 definiert und y = h(i, x)⇔ (∃t ∈ JXα )ϕ(t, i, x, y).
2
Sei 〈I0ν , A〉 := 〈JXν , X  ν, A〉.
Wie in der Einleitng erkla¨rt, ist es die Aufgabe der Feinstrukturtheorie, Σn-
Pra¨dikate u¨ber großen Strukturen in Σ1-Pra¨dikate u¨ber kleineren Strukturen
zu u¨bersetzen. Dazu kodiert man im einfachsten Fall die Σ1-Information der
gegebenen Struktur I0β in eine rudimenta¨r abgeschlossene Struktur 〈I0ρ , A〉.
D.h. in etwa soll gelten:
U¨ber I0β ex. Σ1-Funktion f mit
f [JXρ ] = J
X
β .
Fu¨r die Σ1-Formeln ϕi gilt
〈i, x〉 ∈ A ⇔ I0β |= ϕi(f(x)).
Und
〈I0ρ , A〉 ist rudimenta¨r abgeschlossen.
Habe man nun ein solches 〈I0ρ , A〉. Dann ist jedes B ⊆ JXρ , das u¨ber I0β
Σ1-definierbar ist, von der Form
B = {x | A(i, 〈x, p〉)} fu¨r ein i ∈ ω, p ∈ JXρ .
Also ist auch 〈I0ρ , B〉 fu¨r alle B ∈ Σ1(Iβ)∩P(JXρ ) rudimenta¨r abgeschlossen.
Das ρ ist eindeutig bestimmt.
Lemma 3.4
Sei β > ω und 〈I0β, B〉 rudimenta¨r abgeschlossen. Dann gibt es ho¨chstens ein
ρ ∈ Lim, so daß
〈I0ρ , C〉 fu¨r alle C ∈ Σ1(〈I0β, B〉) ∩P(JXρ ) rudimenta¨r abgeschlossen ist
und
eine u¨ber 〈I0β, B〉 Σ1-definierbare Funktion f mit f [JXρ ] = JXβ existiert.
Beweis: Angenommen ρ < ρ¯ ha¨tten beide diese Eigenschaften. Sei f eine
u¨ber 〈I0β, B〉 Σ1-definierbare Funktion mit f [JXρ ] = JXβ und C = {x ∈ JXρ |
x 6∈ f(x)}. Dann ist C ⊆ JXρ Σ1-definierbar u¨ber 〈I0β, B〉. Also ist 〈I0ρ¯ , C〉
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rudimenta¨r abgeschlossen. Aber dann ist C = C ∩ JXρ ∈ JXρ¯ . Somit gibt es
ein x ∈ JXρ mit C = f(x). Daraus folgt der Widerspruch x ∈ f(x) ⇔ x ∈ C
⇔ x 6∈ f(x). 2
Das eindeutig bestimmte ρ aus Lemma 3.4 heiße das Projektum von 〈I0β, B〉.
Hat man eine u¨ber 〈I0β, B〉 Σ1-definierbare Funktion f mit f [JXρ ] = JXβ , so
gilt natu¨rlich auch hβ,B[ω × (JXρ × {p})] = JXβ fu¨r ein p ∈ JXβ . Da die Funk-
tion hβ,B kanonisch ist, kann man damit ein kanonisches A definieren:
Sei p das bezu¨glich der kanonischen Wohlordnung < kleinste mit obiger Ei-
genschaft, und sei
A = {〈i, x〉 | i ∈ ω und x ∈ JXρ und 〈I0β, B〉 |= ϕi(x, p)}.
Das p heiße der Standardparameter zu 〈I0β, B〉 und das A der Standardcode
dazu.
Das A besitzt folgende, wichtige und bereits in der Einleitung erwa¨hnte Ei-
genschaft:
Satz 3.5
Sei β > 0 und 〈I0β, B〉 rudimenta¨r abgeschlossen. Sei ρ das Projektum davon,
und A der zugeho¨rige Standardcode. Dann gilt fu¨r alle m ≥ 1
Σ1+m(〈I0β, B〉) ∩P(JXρ ) = Σm(〈I0ρ , A〉).
Beweis: Sei zuna¨chst R ∈ Σ1+m(〈I0β, B〉) ∩ P(JXρ ) und m gerade. Sei P
eine u¨ber 〈I0β, B〉 mit Parameter q1 Σ1-definierbare Relation, so daß fu¨r x ∈
JXρ R(x) genau dann gilt, wenn ∃y0∀y1∃y3 . . . ∀ym−1P (yi, x) gilt. Sei f eine
u¨ber 〈I0β, B〉 mit Parameter q2 Σ1-definierbare Funktion mit f [JXρ ] = JXβ .
Definiere Q(zi, x) durch zi, x ∈ JXρ und (∃yi)(yi = f(zi) und P (yi, x)). Sei
p der Standardparameter zu 〈I0β, B〉. Dann gibt es nach Definition ein u ∈
JXρ , so daß 〈q1, q2〉 in 〈I0β, B〉 mit den Parametern u, p Σ1-definierbar ist.
D.h. es gibt ein i ∈ ω, so daß Q(zi, x) genau dann gilt, wenn zi, x ∈ JXρ
und 〈I0β, B〉 |= ϕi(〈zi, x, u〉, p) ist – also genau dann, wenn zi, x ∈ JXρ und
A(i, 〈zi, x, u〉). Außerdem gibt es analog ein j ∈ ω und ein v ∈ JXρ , so daß
z ∈ dom(f)∩ JXρ genau dann gilt, wenn z ∈ JXρ und A(j, 〈z, v〉) ist. Sei dies
mit D(z) abgeku¨rzt. Dann hat man aber fu¨r x ∈ JXρ R(x) genau dann, wenn
∃y0∀y1∃y3 . . . ∀ym−1(D(z0)∧D(z2)∧ . . .∧D(zm−2) und (D(z1)∧D(z3)∧ . . .∧
D(zm−1) ⇒ Q(zi, x))) und damit die Behauptung. Ist m ungerade, so geht
man entsprechend vor. Damit hat man Σ1+m(〈I0β, B〉)∩P(JXρ ) ⊆ Σm(〈I0ρ , A〉)
bewiesen.
Fu¨r das umgekehrte sei zuerst ϕ eine Σ0-Formel und q ∈ JXρ , so daß fu¨r
alle x ∈ JXρ R(x) genau dann gilt, wenn 〈I0ρ , A〉 |= ϕ(x, q) ist. Da 〈I0ρ , A〉
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rudimenta¨r abgeschlossen ist, gilt R(x) genau dann, wenn (∃u ∈ JXρ )(∃a ∈
JXρ )(u transitiv und x ∈ u und q ∈ u und a = A ∩ u und 〈u, a〉 |= ϕ(x, q))
gilt. Schreiben wir a = A ∩ u aus: (∀v ∈ a)(v ∈ u und v ∈ A) und
(∀v ∈ u)(v ∈ A ⇒ v ∈ a). Im Fall m = 1 ist man fertig, wenn man zeigen
kann, daß das Σ2 u¨ber 〈I0β, B〉 ist. Ist m > 1, so folgt die Behauptung auch
sofort mittels Induktion. Der zweite Teil ist Π1. Wir mu¨ssen also nur vom
ersten Teil zeigen, daß er Σ2 u¨ber 〈I0β, B〉 ist. Der Definition von A entnimmt
man, daß v ∈ A u¨ber 〈I0β, B〉 Σ1-definierbar ist. D.h. es gibt eine Σ0-Formel
ψ und einen Parameter p mit v ∈ A ⇔ 〈I0β, B〉 |= (∃y)ψ(v, y, p). Nun muß
man zwei Fa¨lle unterscheiden.
Im ersten Fall gebe es keine u¨ber 〈I0β, B〉 Σ1-definierbare Funktion von
einem γ < ρ konfinal in β. Dann ist (∀v ∈ a)(v ∈ A) Σ2 u¨ber 〈I0β, B〉, weil
eine Art Ersetzungsaxiom gilt, und (∀v ∈ a)(∃y)ψ(v, y, p) u¨ber 〈I0β, B〉 zu
(∃z)(∀v ∈ a)(∃y ∈ z)ψ(v, y, p) a¨quivalent ist. Fu¨r ρ = ω ist dies klar. Ist
ρ 6= ω, so ist ρ ∈ Lim2 und man kann ein γ < ρ mit a ∈ JXγ wa¨hlen. Sei
j : γ → JXγ eine u¨ber Iγ Σ1-definierbare Surjektion, und g eine u¨ber 〈I0β, B〉
Σ1-definierbare Funktion, die jedem v ∈ JXβ ein g(v) ∈ JXβ mit ψ(v, g(v), p)
zuordnet, falls ein solches existiert. Eine solche findet man mit Hilfe der
Σ1-Skolemfunktion. Definiere nun eine Funktion f : γ → β durch
f(ν) = das kleinste τ < β mit g ◦ j(ν) ∈ Sτ , falls j(ν) ∈ a
f(ν) = 0 sonst.
Da dieses f Σ1 ist, gibt es im gegebenen Fall ein δ < β mit f [γ] ⊆ δ. Also
hat man als beschra¨nkendes z = Sδ, und die A¨quivalenz ist klar.
Kommen wir nun zum zweiten Fall. Sei γ < ρ minimal, so daß es
eine u¨ber 〈I0β, B〉 Σ1-definierbare Abbildung g von γ konfinal in β gibt.
Dann ist (∀v ∈ a)(∃y)ψ(v, y, p) a¨quivalent zu (∀v ∈ a)(∃ν ∈ γ)(∃y ∈
Sg(ν))ψ(v, y, p). Definiert man nun ein Pra¨dikat C ⊆ JXρ durch 〈v, ν〉 ∈
C ⇔ y ∈ Sg(ν) und ψ(v, y, p), so ist 〈I0β, B〉 |= (∀v ∈ a)(∃y)ψ(v, y, p)
a¨quivalent zu 〈I0ρ , C〉 |= (∀v ∈ a)(∃ν ∈ γ)(∃y)(〈v, ν〉 ∈ C). Das gilt
aber genau dann, wenn 〈I0ρ , C〉 |= (∃w)(w transitiv und a, γ ∈ w und
〈w,C∩w〉 |= (∀v ∈ a)(∃ν ∈ γ)(∃y)(〈v, ν〉 ∈ C∩w). Da C Σ1 u¨ber 〈I0β, B〉 ist,
ist 〈I0ρ , C〉 nach Definition des Projektums rudimenta¨r abgeschlossen. D.h.
unsere Aussage ist a¨quivalent zu 〈I0ρ , C〉 |= (∃w)(∃c)(w transitiv und a, γ ∈ w
und c = C ∩w und 〈w, c〉 |= (∀v ∈ a)(∃ν ∈ γ)(∃y)(〈v, ν〉 ∈ c). Um zu zeigen,
daß das Σ2 ist, reicht es also zu beweisen, daß c = C ∩w Σ2 ist. Ausgeschrie-
ben ist das (∀z)(z ∈ a ⇔ z ∈ w und z ∈ C). Nun ist aber z ∈ C aufgrund
der Definition sogar ∆1 u¨ber 〈I0β, B〉 und damit ist man fertig. 2
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Lemma 3.6
(a) Sei pi : 〈JX
β¯
, X  β¯, B¯〉 → 〈JXβ , X  β,B〉 Σ0-elementar, und pi[β¯] konfinal
in β. Dann ist pi sogar Σ1-elementar.
(b) Sei 〈JXν¯ , X  ν¯, A¯〉 rudimenta¨r abgeschlossen und pi : 〈JXν¯ , X  ν¯〉 →
〈JYν , Y  ν〉 Σ0-elementar und konfinal. Dann gibt es ein eindeutig be-
stimmtes A ⊆ JYν , so daß pi : 〈JXν¯ , X  ν¯, A¯〉 → 〈JYν , X  ν, A〉 Σ0-elementar
und 〈JYν , X  ν, A〉 rudimenta¨r abgeschlossen ist.
Beweis: (a) Sei ϕ eine Σ0-Formel mit 〈JXβ , X  β,B〉 |= (∃z)ϕ(z, pi(xi)).
Da pi[β¯] konfinal in β ist, gibt es ein ν ∈ β¯ mit 〈JXβ , X  β,B〉 |= (∃z ∈
Spi(ν))ϕ(z, pi(xi)). Das Sν sei dabei wieder wie in Satz 1.11 definiert. Ist dann
pi(Sν) = Spi(ν), so ist 〈JXβ , X  β,B〉 |= (∃z ∈ pi(Sν))ϕ(z, pi(xi)). Aufgrund
der Σ0-Elementarita¨t von pi ist also 〈JXβ¯ , X  β¯, B¯〉 |= (∃z ∈ Sν)ϕ(z, xi). D.h.
〈JX
β¯
, X  β¯, B¯〉 |= (∃z)ϕ(z, xi). Die umgekehrte Richtung ist trivial.
Bleibt also pi(Sν) = Spi(ν) zu zeigen. Das beweist man durch Induktion
u¨ber ν. Ist ν = 0 oder ν /∈ Lim, so folgt die Behauptung offensichtlich
aufgrund der Definition von Sν aus der Induktionsbehauptung. Sei also λ ∈
Lim und M := pi(Sλ). Dann ist M wegen der Σ0-Elementarita¨t von pi
transitiv. Und da λ ∈ Lim ist (d.h. Sλ = JXλ ), ist die Folge 〈Sν | ν < λ〉
aufgrund (des Beweises) von Satz 1.11 u¨ber 〈JXλ , X  λ〉 definierbar. Sei ϕ
die Formel (∀x)(∃ν)(x ∈ Sν). Weil pi Σ0-elementar ist, ist pi  Sλ : 〈JXλ , X 
λ〉 → 〈M, (X  λ) ∩ M〉 elementar. Also ist mit 〈JXλ , X  λ〉 |= ϕ auch
〈M, (X  λ) ∩M〉 |= ϕ. Da M transitiv ist, bedeutet das aber M = Sτ fu¨r
ein τ ∈ Lim. Und mit pi(λ) = pi(Sλ ∩ On) = Sτ ∩ On = τ folgt daraus
pi(Sλ) = Spi(λ).
(b) Da 〈JXν¯ , X  ν¯, A¯〉 rudimenta¨r abgeschlossen ist, ist fu¨r alle µ < ν¯ A¯∩Sµ ∈
JXν¯ . Sei Sµ wieder wie in Satz 1.11 definiert. Wie im Beweis von (a) ist
pi(Sµ) = Spi(µ). Also muß pi(A¯ ∩ Sµ) = A ∩ Spi(µ) sein, damit pi : 〈JXν¯ , X 
ν¯, A¯〉 → 〈JYν , X  ν, A〉 Σ0-elementar wird. Da pi konfinal ist, muß daher
A =
⋃{pi(A¯ ∩ Sµ) | µ < ν¯} gelten. Dann ist 〈JYν , X  ν, A〉 aber rudimenta¨r
abgeschlossen. Zu x ∈ JXν kann man na¨mlich ein µ < ν¯ wa¨hlen mit x ∈ Spi(µ).
Und x∩A = x∩(A∩Spi(µ)) = x∩pi(A¯∩Sµ) ∈ JXν . Sei jetzt 〈JXν¯ , X  ν¯, A¯〉 |=
ϕ(xi) mit einer Σ0-Formel ϕ und u ∈ JXν¯ transitiv mit xi ∈ u. Dann gilt
〈u,X  ν¯∩u,A∩u〉 |= ϕ(xi). Da pi : 〈JXν¯ , X  ν¯〉 → 〈JYν , Y  ν〉 Σ0-elementar
ist, gilt also 〈pi(u), Y  ν∩pi(u), A∩pi(u)〉 |= ϕ(pi(xi)). Weil pi(u) transitiv ist,
erhalten wir 〈JYν , X  ν, A〉 |= ϕ(pi(xi)). Diese Argumentation funktioniert
auch in der umgekehrten Richtung. 2
Schreibe CondB(I
0




Es gilt folgendes Kondensationslemma:
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Satz 3.7 (Fortsetzungssatz)
Sei β > ω, m ≥ 0 und 〈I0β, B〉 eine rudimenta¨r abgeschlossene Struktur.
Gelte CondB(I
0
β). Sei ρ das Projektum von 〈I0β, B〉, A der Standardcode und
p der Standardparameter zu 〈I0β, B〉. Dann gilt CondA(I0ρ), und ist 〈I0ρ¯ , A¯〉
rudimenta¨r abgeschlossen und pi : 〈I0ρ¯ , A¯〉 → 〈I0ρ , A〉 Σm-elementar, so gibt es
eine eindeutig bestimmte Σm+1-elementare Fortsetzung p˜i : 〈I0β¯, B¯〉 → 〈I0β, B〉
von pi. Dabei ist ρ¯ das Projektum von 〈I0
β¯
, B¯〉, A¯ der Standardcode und
p˜i−1(p) der Standardparameter zu 〈I0
β¯
, B¯〉.
Beweis: Sei H = hβ,B[ω × (rng(pi) × {p})] ≺1 〈I0β, B〉 und p˜i : 〈I0β¯, B¯〉 →
〈I0β, B〉 die Umkehrung der Transitivierung von H.
(1) p˜i ist eine Fortsetzung von pi
Sei ρ˜ = sup(pi[ρ¯]) und A˜ = A ∩ JXρ˜ . Dann ist pi : 〈JXρ¯ , X  ρ¯, A¯〉 → 〈JXρ˜ , X 
ρ˜, A˜〉 Σ0-elementar, nach Lemma 2.6 also Σ1-elementar. Es gilt rng(pi) =
H ∩ JXρ˜ . Offensichtlich ist rng(pi) ⊆ H ∩ JXρ˜ . Sei also y ∈ H ∩ JXρ˜ . Dann
gibt es ein i ∈ ω und ein x ∈ rng(pi), so daß y das eindeutig bestimmte
y ∈ JXβ ist mit 〈I0β, B〉 |= ϕi(〈y, x〉, p). Also ist nach Definition von A y
das eindeutig bestimmte y ∈ JX
β¯
mit A˜(i, 〈y, x〉). Aber x ∈ rng(pi) und
pi : 〈JXρ¯ , X  ρ¯, A¯〉 → 〈JXρ˜ , X  ρ˜, A˜〉 ist Σ1-elementar. Somit ist auch
y ∈ rng(pi). Damit haben wir gezeigt, daß H eine ∈-Enderweiterung von
rng(pi) ist. Da pi die Transitivierung von rng(pi) und p˜i die von H ist, gilt
dann pi ⊆ p˜i.
(2) p˜i : 〈I0
β¯
, B¯〉 → 〈I0β, B〉 ist Σm+1-elementar
Zu zeigen ist H ≺m+1 〈I0β, B〉. Ist m = 0, so ist das klar. Sei also m > 0 und
y in 〈I0β, B〉 Σm+1-definierbar mit Parametern aus rng(pi)∪{p}. Dann mu¨ssen
wir y ∈ H zeigen. Sei dazu ϕ eine Σm+1-Formel und xi ∈ rng(pi), so daß y
durch 〈I0β, B〉 |= ϕ(y, xi, p) eindeutig bestimmt ist. Sei h˜(〈i, x〉) ' h(i, 〈x, p〉).
Dann ist nach Definition von p h˜[JXρ ] = J
X
β . Es gibt also ein z ∈ JXρ mit
y = h˜(z). Ist ein solches z ∈ JXρ ∩H, so ist auch y ∈ H, da z, p ∈ H ≺1 〈I0β, B〉
ist. Sei D = dom(h˜) ∩ JXρ . Dann reicht es also zu zeigen, daß
(?) (∃z0 ∈ D)(∀z1 ∈ D) . . . 〈I0β, B〉 |= ψ(h˜(zi), h˜(z), xi, p)
fu¨r ein z ∈ H ∩ JXρ gilt. Dabei sei ψ fu¨r gerades m eine Σ1-Formel bzw. eine
Π1-Formel fu¨r ungeradesmmit ϕ(y, xi, p)⇔ 〈I0β, B〉 |= (∃z0)(∀z1) . . . ψ(zi, y, xi, p).
Sei m zuna¨chst gerade. Weil A der Standardcode ist, gibt es dann ein i0 ∈ ω,
so daß fu¨r alle z ∈ JXρ z ∈ D ⇔ A(i0, x) gilt – außerdem ein j0 ∈ ω, so
daß fu¨r alle zi, z ∈ D 〈I0β, B〉 |= ψ(h˜(zi), h˜(z), xi, p) genau dann gilt, wenn
A(j0, 〈zi, z, xi〉) ist. Also ist (?) fu¨r z ∈ JXρ a¨quivalent zu einer offensichtli-
chen Σm-Formel. Ist m ungerade, so schreibe in (?) . . .¬〈I0β, B〉 |= ¬ψ(. . .).
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Dann ist ¬ψ Σ1 und man kann wie zuvor vorgehen. Schließlich ist pi :
〈I0ρ¯ , A¯〉 → 〈I0ρ , A〉 nach Voraussetzung Σm-elementar und nach (1) pi ⊆ p˜i
– d.h. H ∩ JXρ ≺m 〈I0ρ , A〉. Da es ein z ∈ JXρ gibt, das (?) erfu¨llt, und
xi, p ∈ H ∩ JXρ sind, gibt es auch ein solches z ∈ H ∩ JXρ .
Sei H ≺1 〈I0ρ , A〉. Sei pi die Umkehrung der Transitivierung von H. Dann hat
pi eine Σ1-elementare Fortsetzung p˜i : 〈I0β¯, B¯〉 → 〈I0β, B〉. Also ist H ∼= 〈I0ρ¯ , A¯〉
fu¨r ein ρ¯ und A¯. D.h. CondA(I
0
ρ).
(3) A¯ = {〈i, x〉 | i ∈ ω und x ∈ JXρ¯ und 〈I0β¯, B¯〉 |= ϕi(x, p˜i−1(p))}
Da pi : 〈I0ρ¯ , A¯〉 → 〈I0ρ , A〉 Σ0-elementar ist, gilt fu¨r x ∈ JXρ¯ A¯(i, x) ⇔
A(i, pi(x)). WeilA der Standardcode zu 〈I0β, B〉 ist, giltA(i, pi(x))⇔ 〈I0β, B〉 |=
ϕi(pi(x), p). Schließlich gilt 〈I0β, B〉 |= ϕi(pi(x), p) ⇔ 〈I0β¯, B¯〉 |= ϕi(x, p˜i−1(p)),
weil p˜i : 〈I0
β¯
, B¯〉 → 〈I0β, B〉 Σ1-elementar ist.
(4) ρ¯ ist das Projektum von 〈I0
β¯
, B¯〉
Nach Definition vonH ist JX
β¯
= hβ¯,B¯[ω×(JXρ¯ ×{p˜i−1(p)})]. Also ist f(〈i, x〉) '
hβ¯,B¯(i, 〈x, p˜i−1(p)〉) eine u¨ber 〈I0β¯, B¯〉 Σ1-definierbare Funktion mit f [JXρ¯ ] =
JX
β¯
. Bleibt zu zeigen, daß 〈I0ρ¯ , C〉 fu¨r alle C ∈ Σ1(〈I0β¯, B¯〉)∩P(JXρ¯ ) rudimenta¨r
abgeschlossen ist. Nach Definition von H gibt es ein i ∈ ω und ein y ∈ JXρ¯ , so
daß x ∈ C ⇔ 〈I0
β¯
, B¯〉 |= ϕi(〈x, y〉, p˜i−1(p)) ist fu¨r alle x ∈ JXρ¯ . Also ist wegen
(3) x ∈ C ⇔ A¯(i, 〈x, y〉). Fu¨r u ∈ JXρ¯ sei v = {〈i, 〈x, y〉〉 | x ∈ u}. Dann ist
v ∈ JXρ¯ und auch A¯ ∩ v ∈ JXρ¯ , weil 〈I0ρ¯ , A¯〉 nach Voraussetzung rudimenta¨r
abgeschlossen ist. Aber x ∈ C ∩ u gilt genau dann, wenn 〈i, 〈x, y〉〉 ∈ A¯ ∩ v
ist. Da JXρ¯ rudimenta¨r abgeschlossen ist, ist somit C ∩ u ∈ JXρ¯ .
(5) p˜i−1(p) ist der Standardparameter zu 〈I0
β¯
, B¯〉
Nach Definition von H ist JX
β¯
= hβ¯,B¯[ω × (JXρ¯ × {p˜i−1(p)})] und nach (4)
ist ρ¯ das Projektum von 〈I0
β¯
, B¯〉. Wir brauchen also nur noch zu zeigen,
daß p˜i−1(p) das kleinste mit dieser Eigenschaft ist. Angenommen auch p¯′ <
p˜i−1(p) ha¨tte diese Eigenschaft. Dann ga¨be es ein i ∈ ω und ein x ∈ JXρ¯
mit p˜i−1(p) = hβ¯,B¯(i, 〈x, p¯′〉). Da p˜i : 〈I0β¯, B¯〉 → 〈I0β, B〉 Σ1-elementar ist,
wa¨re also p = hβ,B(i, 〈x, p′〉) fu¨r p′ = pi(p¯′) < p. Und damit wa¨re auch




, B¯0〉 und 〈I0β¯1 , B¯1〉 haben beide ρ¯ als Projektum und A¯
als Standardcode. Sei p¯i der Standardparameter zu 〈I0β¯i , B¯i〉. Dann gilt fu¨r
alle j ∈ ω und x ∈ JXρ¯ 〈I0β¯0 , B¯0〉 |= ϕj(x, p¯0) genau dann, wenn A¯(j, x),
bzw. wenn 〈I0
β¯1
, B¯1〉 |= ϕj(x, p¯1) gilt. Also definiert σ(hβ¯0,B¯0(j, 〈x, p¯0〉)) '
hβ¯1,B¯1(j, 〈x, p¯1〉) einen Isomorphismus σ : 〈I0β¯0 , B¯0〉 ∼= 〈I0β¯0 , B¯0〉, da fu¨r beide
i hβ¯i,B¯i [ω × (JXρ¯ × {p¯i})] = JXβ¯i gilt. Weil aber beide Strukturen transitiv
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sind, muß σ die Identita¨t sein. Seien schließlich p˜i0 : 〈I0β¯, B¯〉 → 〈I0β, B〉 und
p˜i1 : 〈I0β¯, B¯〉 → 〈I0β, B〉 Σ1-elementare Fortsetzungen von pi. Sei p¯ der Stan-
dardparameter zu 〈I0
β¯
, B¯〉. Dann gibt es fu¨r jedes y ∈ JX
β¯
ein x ∈ JXρ¯ und ein
j ∈ ω mit y = hβ¯,B¯(j, 〈x, p¯〉) – und es gilt p˜io(y) = hβ,B(j, pi(x), pi(p)) = p˜i1(y).
Also ist p˜i0 = p˜i1. 2
Um die Σn-Information von Iβ mit β ∈ S∗ entsprechend in einer Struktur
〈I0ρ , A〉 zu kodieren, iteriert man diesen Prozeß.
Fu¨r n ≥ 0, β ∈ S∗ sei
ρ0 = β, p0 = ∅, A0 = Xβ
ρn+1 = das Projektum von 〈I0ρn , An〉
pn+1 = der Standardparameter zu 〈I0ρn , An〉
An+1 = der Standardcode zu 〈I0ρn , An〉.
Es heiße
ρn das n-te Projektum von β,
pn der n-te (Standard-)Parameter zu β,
An der n-te (Standard-)Code zu β.
Aufgrund von Satz 3.5 ist An ⊆ JXρn u¨ber Iβ Σn-definierbar, und es gilt fu¨r
alle m ≥ 1
Σn+m(Iβ) ∩P(JXρn) = Σm(〈I0ρn , An〉).
Aus Satz 3.7 erha¨lt man durch Induktion folgenden Fortsetzungssatz:
Fu¨r β > ω, n ≥ 1, m ≥ 0 sei ρn das n-te Projektum und An der n-Code von
β. Sei 〈I0ρ¯ , A¯〉 eine rudimenta¨r abgeschlossene Struktur und pi : 〈I0ρ¯ , A¯〉 →
〈I0ρn , An〉 Σm-elementar. Dann gilt:
(1) Es gibt ein eindeutig bestimmtes β¯ ≥ ρ¯, so daß ρ¯ das n-te Projektum
und A¯ der n-te Code von β¯ ist.
Fu¨r k ≤ n sei
ρk das k-te Projektum von β,
pk der k-te Parameter zu β,
Ak der k-te Code zu β
und
ρ¯k das k-te Projektum von β¯,
p¯k der k-te Parameter zu β¯,
A¯k der k-te Code zu β¯.
(2) Es gibt eine eindeutig bestimmte Fortsetzung p˜i von pi, so daß fu¨r alle









und p˜i(p¯k) = pk ist.
Insgesamt hat man also eine sehr ma¨chtige Kodierungsmethode, falls die
Projekta existieren. Das zeigt aber der na¨chste Satz.
Satz 3.8
Sei ω < β ∈ S∗. Dann existieren alle Projekta von β.
Beweis durch Induktion u¨ber n. Daß ρ0 existiert ist klar. Gebe es also
die ersten Projekta ρ0, . . . , ρn−1, ρ := ρn, die Parameter p0, . . . , pn und die
Codes A0, . . . An−1, A := An von β. Sei γ ∈ Lim minimal, so daß es eine
u¨ber 〈I0ρ , A〉 Σ1-definierbare Funktion f mit f [JXγ ] = JXρ gibt. Sei C ∈
Σ1(〈I0ρ , A〉)∩P(JXγ ). Zu zeigen ist also, daß 〈I0γ , C〉 rudimenta¨r abgeschlossen
ist. Falls γ = ω ist, ist JXγ = Hω, und das ist offensichtlich. Ist γ > ω, so gilt
γ ∈ Lim2 aufgrund der Definition von γ. Dann reicht es fu¨r die δ ∈ Lim∩ γ
C ∩ JXδ ∈ JXγ zu zeigen. Sei B := C ∩ JXδ u¨ber 〈I0ρ , A〉 mit dem Parameter
q definierbar. Da offensichtlich γ ≤ ρ ist, ist C ∩ JXδ aufgrund von Satz
3.5 u¨ber Iβ mit den Parametern p1, . . . , p
n, q Σn-definierbar. Sei also ϕ eine
Σn-Formel mit x ∈ C ⇔ Iβ |= ϕ(x, p1, . . . , pn, q). Sei
Hn+1 := hρn,An [ω × (JXδ × {q})]
Hn := hρn−1,An−1 [ω × (Hn × {pn})]
Hn−1 := hρn−2,An−2 [ω × (Hn−1 × {pn−1})]
etc.
Da L[X] die Kondensationseigenschaft hat, gibt es dann ein Iµ mit H1 ∼= Iµ.
Sei pi die Umkehrung der Transitivierung von H1. Dann ist pi die in Beweis
von Satz 3.7 definierte Fortsetzung der Transitivierung von Hn+1 und damit
Σn+1-elementar. Da B ⊆ JXδ und pi  JXδ = id  JXδ ist, gilt x ∈ B ⇔
Iµ |= ϕ(x, pi−1(p1), . . . , pi−1(pn), pi−1(q)). D.h. B ist in Wahrheit schon u¨ber
Iµ Σn-definierbar. Wegen Satz 1.9 gilt also B ∈ JXµ+1. Damit ist man aber
bereits fertig. Denn es ist µ < ρ. Sei na¨mlich
hn+1(〈i, x〉) = hρn,An(i, 〈x, p〉)
hn(〈i, x〉) = hρn−1,An−1(i, 〈x, pn〉)
etc.
Dann ist die Funktion h = h1 ◦ . . . ◦ hn+1 u¨ber Iβ Σn+1-definierbar. Also ist
die Funktion h¯ = pi[h∩ (H1×H1)] u¨ber Iµ Σn+1-definierbar mit h¯[JXδ ] = JXµ .
D.h. wieder nach Satz 3.5 und 3.7, daß h¯∩ (JXρ )2 Σ1-definierbar u¨ber 〈I0ρ , A〉
ist. Und nach Definition von γ gibt es eine u¨ber 〈I0ρ , A〉 Σ1-definierbare Funk-
tion f mit f [JXγ ] = J
X
ρ . Wa¨re also µ ≥ ρ, so wa¨re f ◦ h¯ eine u¨ber 〈I0ρ , A〉
Σ1-definierbare Funktion mit (f ◦ h¯)[JXδ ] = JXρ – im Widerspruch zur Mini-
malita¨t von γ. 2
Fu¨r spa¨tere Anwendungen sei die im Beweis von Satz 3.8 auftretende Funk-
tion mit einer eigenen Bezeichnung versehen.
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Sei ω < ν ∈ S∗, ρn das n-te Projektum von ν, pn der n-te Parameter und An
der n-te Code dazu. Sei
hn+1(i, x) = hρn,An(i, x)
hn(〈i, x〉) = hρn−1,An−1(i, 〈x, pn〉)
etc.
Dann definiere
hn+1ν = h1 ◦ . . . ◦ hn+1.
Es gilt:
(1) hnν ist u¨ber Iν Σn-definierbar
(2) hnν [ω ×Q] ≺n Iν , falls Q ⊆ JXρn−1 unter geordneten Paaren abgeschlossen
ist.
Im Beweis von Satz 3.8 steckt eine alternative Charakterisierung der Projek-
ta.
Lemma 3.9
Sei ω < β ∈ S∗ und n ≥ 1. Dann ist
(1) die kleinste Ordinalzahl γ ∈ Lim, so daß es eine u¨ber Iβ Σn-definierbare
Funktion f mit f [JXγ ] = J
X
β gibt,
(2) die gro¨ßte Ordinahlzahl γ ∈ Lim, so daß 〈I0γ , C〉 fu¨r alle C ∈ Σn(Iβ) ∩
P(JXγ ) rudimenta¨r abgeschlossen ist,
(3) die kleinste Ordinalzahl γ ∈ Lim, so daß P(γ) ∩ Σn(Iβ) * JXβ ist,
das n-te Projektum von β.
Beweis:
(1) Nach Definition des n-ten Projektums, gibt es ein u¨ber 〈I0ρn−1 , An−1〉 Σ1-
definierbares fn mit fn[JXρn ] = J
X
ρn−1 , ein u¨ber 〈I0ρn−2 , An−2〉 Σ1-definierbares
fn−1 mit fn−1[JXρn−1 ] = J
X
ρn−2 , etc. Nach Satz 3.5 ist dann fu¨r 1 ≤ k ≤ n fk
Σk-definierbar u¨ber Iβ. Also ist f = f
1 ◦ f 2 ◦ . . . ◦ fn Σn-definierbar u¨ber Iβ
mit f [JXρn ] = J
X
β .
Andererseits ist das Projektum ρ¯ einer rudimenta¨r abgeschlossenen Struk-
tur 〈I0β, B〉 das kleinste ρ¯, so daß es eine u¨ber 〈I0β, B〉 Σ1-definierbare Funktion
f mit f [JXρ¯ ] = J
X
β gibt. Denn angenommen, es ga¨be ein ρ < ρ¯, so daß ein sol-
ches f mit f [JXρ ] = J
X
β existiert, so fu¨hrt der Beweis von Lemma 3.4 zu einem
Widerspruch. Ga¨be es also ein γ < ρn, so daß eine u¨ber Iβ Σn-definierbare
Funktion f mit f [JXγ ] = J
X
β existiert, so wa¨re nach Satz 3.5 g := f ∩ (JXρn−1)2
eine u¨ber 〈I0ρn−1 , An−1〉 Σ1-definierbare Funktion mit g[JXγ ] = JXρn−1 . Was
eben nicht sein kann.
(2) Nach Definition des n-ten Projektums ist 〈I0ρn , C〉 fu¨r alle C ∈
Σ1(〈I0ρn−1 , An−1〉) ∩ P(JXρn) rudimenta¨r abgeschlossen. Aber nach Satz 3.5
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ist Σ1(〈I0ρn−1 , An−1〉) = Σn(Iβ) ∩ P(JXρn−1). Da ρn ≤ ρn−1 ist, ist deshalb
〈I0ρn , C〉 fu¨r alle C ∈ Σn(Iβ) ∩P(JXρn) rudimenta¨r abgeschlossen.
Angenommen γ wa¨re eine gro¨ßere Ordinahlzahl ∈ Lim mit dieser Eigen-
schaft. Sei f nach (1) eine u¨ber Iβ Σn-definierbare Funktion mit f [J
X
ρn ] = J
X
β .
Setze C = {u ∈ JXρn | u /∈ f(u)}. Dann ist C u¨ber Iβ Σn-definierbar
und C ⊆ JXρn . D.h. 〈JXγ , C〉 wa¨re rudimenta¨r abgeschlossen. Und somit
C = C ∩ JXρn ∈ JXγ ⊆ JXβ , und C = f(u) fu¨r ein u ∈ JXρn . Daraus folgt aber
der Widerspruch u ∈ f(u)⇔ u ∈ C ⇔ u /∈ f(u).
(3) Sei ρ := ρn und f nach (1) eine u¨ber Iβ Σn-definierbare Funktion mit
f [JXρ ] = J
X
β . Sei j eine u¨ber I
0
ρ Σ1-definierbare Surjektion von ρ auf J
X
ρ . Sei
C die u¨ber Iβ Σn-definierbare Teilmenge C = {ν ∈ ρ | ν /∈ f ◦ j(ν)} von ρ.
Wa¨re C ∈ JXβ , so ga¨be es ein ν ∈ ρ mit C = f ◦j(ν), und wir ha¨tten den Wi-
derspruch ν ∈ C ⇔ ν /∈ f◦j(ν)⇔ ν /∈ C. Also ist P(ρ)∩Σn(Iβ) * JXβ . Aber
ist γ ∈ Lim ∩ ρ und D ∈ P(γ) ∩ Σn(Iβ), dann ist D = D ∩ JXγ ∈ JXρ ⊆ JXβ .
Also ist P(γ) ∩ Σn(Iβ) ⊆ JXβ . 2
42-Prinzipien
Habe L[X] Kondensation und Koha¨renz. Sei L[X] fu¨gsam und S1On ⊆ S∗.
Sei CardL[X] = Card.
In diesem Abschnitt werde ich die kombinatorischen Prinzipien 2κ fu¨r alle
unendlichen Kardinalzahlen κ beweisen. Bei 2κ handelt es sich um die fol-
gende Behauptung:
Es gibt eine Folge 〈Cν | κ < ν < κ+, ν ∈ Lim〉 mit
Cν ist abgeschlossen und unbeschra¨nkt in ν
otp(Cν) ≤ κ
µ ∈ Lim(Cν) ⇒ Cµ = Cν ∩ µ (Koha¨renz)
Den Beweis von 2κ fu¨r den Fall V = L habe ich bereits in der Einleitung
skizziert.
Die letzte Eigenschaft heißt Koha¨renz und beruht darauf, daß fu¨r µ ∈ Lim(Cν)
das Cµ u¨ber Lµ dieselbe Definition hat wie Cν u¨ber Lν (siehe Seite 6). Ver-
sucht man nun den Beweis von 2κ fu¨r ein inneres Modell L[X] mit Kon-
densationseigenschaft durchzufu¨hren, so sto¨ßt man auf folgendes Problem:
Ist µ < ν, so ist Iµ = 〈JXµ , X  µ,Xµ〉 im allgemeinen keine Σ0-elementare
Substruktur von Iν = 〈JXν , X  ν,Xν〉. Zwar ist 〈JXµ , X  µ〉 ≺0 〈JXν , X  ν〉,
aber nicht notwendig Iµ ≺0 Iν . Das gilt genau dann, wenn Xµ = Xν∩JXµ ist.
Bilden wir in Iν die Σ1-Skolemhu¨lle, bzw. betrachten wir die eingeschra¨nkte,
kanonische Σ1-Skolemfunktion hν,Xν  (ω× (JXγ ×{p})) fu¨r ein γ < ν und ein
p ∈ JXν . Setze µ = sup(hν,Xν [ω×(JXγ ×{p})]). Dann gilt also im allgemeinen
nicht hµ,Xµ  (ω × (JXγ × {p})) = hν,Xν  (ω × (JXγ × {p})). Das war aber
ein entscheidender Punkt in der Beweisidee von 2κ. Die Kondensationsei-
genschaft wird somit wohl nicht zum Beweis von 2κ ausreichen. Ich definiere
deshalb eine weitere Eigenschaft:
(Koha¨renz) Sei ν ∈ S∗, H ≺1 Iν und λ = sup(H ∩ On). Dann ist λ ∈ S∗
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und Xλ = Xν ∩ JXλ .
Nun kann man wie in der Einleitung vorgehen. Sei
S = {ν ∈ Lim− Card | ν < κ+ und
Iν |= ex. gro¨ßte u¨berabz. Kardinalzahl }.
Fu¨r ν ∈ S sei
β(ν) = das kleinste β, so daß es ein konfinales f : a→ ν ∈ Def(Iβ)
mit a ⊆ ν ′ < ν gibt
n(ν) = das kleinste n ≥ 1, so daß ein solches f Σn-definierbar ist
ρ(ν) = das (n(ν)− 1)-te Projektum von β(ν)
Aν = der (n(ν)− 1)-te Code zu β(ν)
αν = die gro¨ßte Kardinalzahl in Iν .
Da S1On ⊆ S∗ ist, ist fu¨r ν ∈ S β(ν) ∈ S∗.
Und das n(ν)-te Projektum γ von β(ν) ist ho¨chstens αν . Denn da αν die
gro¨ßte Kardinalzahl in Iν ist, gibt es nach Definition von β(ν) und n(ν) eine
u¨ber Iβ(ν) Σn(ν)-definierbare Funktion f , so daß f [αν ] in ν konfinal ist. Da
aber ν in β(ν) regula¨r ist, kann f nicht in JXβ(ν) liegen. Also ist P(ν × ν) ∩
Σn(ν)(Iβ(ν)) * JXβ(ν). Wegen Lemma 3.3 ist auch P(ν) ∩ Σn(ν)(Iβ(ν)) * JXβ(ν).
Mit Lemma 3.9 (3) erha¨lt man γ ≤ ν. D.h. es gibt eine u¨ber Iβ(ν) Σn(ν)-
definierbare Funktion g mit g[ν] = JXβ(ν). Andererseits gibt es, weil αν die
gro¨ßte Kardinalzahl in Iν ist, zu jedem τ < ν in J
X
ν eine Surjektion von αν
auf τ . Sei fτ die <ν-kleinste solche. Definiere j1(σ, τ) = ff(τ)(σ) fu¨r σ, τ < ν.
Dann ist j1 Σn(ν)-definierbar u¨ber Iβ(ν) und j1[αν ×αν ] = ν. Mit Lemma 3.3
erha¨lt man daraus eine u¨ber Iβ(ν) Σn(ν)-definierbare Surjektion j2 von einer
Teilmenge von αν auf ν. Also ist g ◦ j2 eine u¨ber Iβ(ν) Σn(ν)-definierbare
Abbildung mit g ◦ j2[αν ] = JXβ(ν). Fertig!
Und es gilt αν < ν ≤ ρ(ν). Denn nach Definition von ρ(ν) gibt es im Fall
n(ν) > 1 eine u¨ber Iβ(ν) Σn(ν)−1-definierbare Abbildung f mit f [ρ(ν)] = β(ν).
Aber ν ist Σn(ν)−1-regula¨r u¨ber Iβ(ν). Also ist ν ≤ ρ(ν). Ist aber n(ν) = 1,
so ist ρ(ν) = β(ν) ≥ ν.
Aufgrund der ersten Ungleichung gibt es ein q, so daß jedes x ∈ JXρ(ν) in
〈I0ρ(ν), Aν〉 mit Parametern aus αν ∪ {q} Σ1-definierbar ist. Sei qν das <ρ(ν)-
kleinste solche. Definiere
pν = 〈qν , αν , ν〉, falls ν < ρ(ν),
pν = 〈qν , αν〉 sonst.
Fu¨r τ ∈ On sei Sτ wie in Satz 1.11 definiert. Fu¨r τ ∈ On, Ei ⊆ Sτ und eine
Σ0-Formel ϕ sei
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hϕτ,Ei(x1, . . . , xm) das bezu¨glich der kanonischen Wohlordnung kleinste x0 ∈
Sτ mit 〈Sτ , Ei〉 |= ϕ(xi), falls ein solches existiert,
und
hϕτ,Ei(x1, . . . , xm) = ∅, falls nicht.
Fu¨r τ ∈ On mit pν ∈ Sτ sei Hντ der Abschluß von Sαν ∪ {pν} unter allen
hϕτ,X∩Sτ ,Aν∩Sτ . Dann sind aufgrund der Definition der h
ϕ
τ,X∩Sτ ,Aν∩Sτ die H
ν
τ ≺1
〈Sτ , X ∩ Sτ , Aν ∩ Sτ , {pν}〉. Sei M ντ die Transitivierung von Hντ . Definiere
Bν = {M ντ | τ ∈ ρ(ν) und pν ∈ Sτ}, falls ν < ρ(ν),
Bν = {0} × Aν ∪ {〈1, pν〉} sonst.
Lemma 4.1
Bν ⊆ JXν und 〈I0ν , Bν〉 ist rudimenta¨r abgeschlossen.
Beweis: Ist ν = ρ(ν), so ist beides klar. Andernfalls zeige zuerst M ντ ∈ JXν
fu¨r alle τ ∈ ρ(ν) mit pν ∈ Sτ . Sei τ ein solches und τ ′ ∈ ρ(ν)− Lim, so daß
X∩Sτ , Aν∩Sτ ∈ Sτ ′ sind (rudimenta¨re Abgeschlossenheit von 〈I0ρ(ν), Aν〉). Sei
η := sup(τ ′ ∩Lim). Sei H der Abschluß von αν ∪{pν , X ∩Sτ , Sτ , Aν ∩Sτ , η}
unter allen hϕτ ′ . Sei σ : H
∼= S die Transitivierung von H und σ(η) = η¯.
Ist dann η ∈ S∗, so ist S = Sτ¯ ′ fu¨r ein η¯′ aufgrund der Kondensation von
L[X]. Ist η 6∈ S∗, so ist S = SXη¯τ¯ ′ fu¨r ein τ¯ ′ aufgrund der Bemerkung am
Ende von Abschnitt 2. Dabei sei SXη¯τ¯ ′ wie Sτ¯ ′ nur mit X  η¯ an Stelle
von X definiert. In beiden Fa¨llen ist S ∈ JXν und es gibt in Iη¯+ω eine
Surjektion von αν ∪ {σ(pν), σ(X ∩ Sτ ), σ(Sτ ), σ(Aν ∩ Sτ ), η¯} auf S. Wa¨re
also ν ≤ τ¯ ′, so wa¨re ν singula¨r in JXρν . Das widerspricht aber der Definition
von β(ν). Somit sind σ(pν), σ(X ∩ Sτ ), σ(Sτ ), σ(Aν ∩ Sτ ) ∈ JXν . Sei H¯ντ der
Abschluß von Sαν ∪ {σ(pν)} unter allen hϕσ(Sτ ),σ(X∩Sτ ),σ(Aν∩Sτ ). Diese seien
wie die hϕτ,Ei nur mit σ(Sτ ) an Stelle von Sτ definiert. Dann ist H¯
ν
τ ≺1
〈σ(Sτ ), σ(X ∩ Sτ ), σ(Aν ∩ Sτ ), {σ(pν)}〉 und M ντ ist die Transitivierung von
H¯ντ . Da ν < ρ(ν) und ν eine Kardinalzahl in Iβ(ν) ist, ist J
X
ν |= ZF−. Man
kann also die Transitivierung innerhalb von JXν bilden. D.h. M
ν
τ ∈ JXν .
Nun zur rudimenta¨ren Abgeschlossenheit. Da die γ = M ∩ On mit
M ∈ Bν in ν unbeschra¨nkt sind, reicht es zu zeigen, daß die Anfangsstu¨cke
der Folge B = {〈γ,M〉 | γ = M ∩ On,M ∈ Bν} Elemente von JXν sind.
Da die Folge 〈Hντ | τ < ρ(ν)〉 bezu¨glich ⊆ aufsteigend ist, ist ein sol-
ches Anfangsstu¨ck von der Form 〈M ντ | τ < γ〉 mit γ < ρ(ν), und es gilt
Hνδτ = H
ν
τ . Dabei sei fu¨r τ < γ δτ das kleinste η ≥ τ mit η ∈ Hνγ ∪ {γ}.
Da δτ ∈ Hνγ ≺1 〈Sγ, X ∩ Sγ, Aν ∩ Sγ, {pν}〉 ist, gilt (Hνδτ )H
ν
γ = Hντ . Sei
pi : M νγ → Sγ die Umkehrung der Transitivierung von Hνγ . Dann ist aufgrund





die Transitivierung von (Hpi−1(δτ ))
Mνγ .
Also ist 〈M ντ | τ < γ〉 aus Mγ ∈ JXν definierbar. Fertig! 2
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Lemma 4.2
Fu¨r x ∈ JXν und yi ∈ JXαν sind a¨quivalent:
(i) x ist in 〈I0ρ(ν), Aν〉 mit den Parametern yi, pν Σ1-definierbar.
(ii) x ist in 〈I0ν , Bν〉 mit den Parametern yi Σ1-definierbar.
Beweis: Fu¨r ν = ρ(ν) ist das klar. Anderenfalls sei zuna¨chst x in 〈I0ρ(ν), Aν〉
durch (∃z)ψ(z, x, 〈yi, pν〉) mit einer Σ0-Formel ψ eindeutig bestimmt. Das ist
a¨quivalent zu (∃τ)(∃z ∈ Sτ )ψ(z, x, 〈yi, pν〉) und das wiederum zu (∃τ)Hντ |=
(∃z)ψ(z, x, 〈yi, pν〉). Da yi ∈ JXαν ⊆ Hντ gilt, werden die yi bei der Tran-
sitivierung nicht bewegt. Sei p das Bild von pν unter dieser. Dann defi-
niert (∃τ)M ντ |= (∃z)ψ(z, x, 〈yi, p〉) das x. Also wird es in 〈I0ν , Bν〉 durch
(∃M ∈ Bν)M |= (∃z)ψ(z, x, 〈yi, p〉) definiert.
Sei nun x in 〈I0ν , Bν〉 durch (∃z)ψ(z, x, yi) mit einer Σ0-Formel ψ definiert.
Das ist aber a¨quivalent zu (∃γ)(∃B)(B ∈ B und 〈I0γ , B〉 |= ψ(z, x, yi)). Da
B und die Modellbeziehung von 〈I0γ , B〉 u¨ber 〈I0ρ(ν), Aν〉 Σ1-definierbar sind,
ist damit die Behauptung klar. 2
Satz 4.3
Sei H ≺1 〈I0ν , Bν〉 fu¨r ein ν ∈ S und pi : 〈I0µ, B〉 → 〈I0ν , Bν〉 die Umkehrung
der Transitivierung von H. Dann ist µ ∈ S und B = Bµ.
Beweis: Dazu setzt man pi zuerst wie in Fortsetzungssatz 3.7 fort. Sei
M = {x ∈ JXρ(ν) | x ist in 〈I0ρ(ν), Aν〉 mit Parametern aus (rng(pi)∩JXαν )∪{pν}
Σ1-definierbar }.
Dann ist rng(pi) = M ∩ JXν . Denn ist x ∈ M ∩ JXν , so gibt es nach De-
finition von M yi ∈ rng(pi) ∩ JXαν , so daß x in 〈I0ρ(ν), Aν〉 mit den Parame-
tern yi und pν Σ1-definierbar ist. Also ist es nach Lemma 4.2 in 〈I0ν , Bν〉
mit den yi Σ1-definierbar. Wegen yi ∈ rng(pi) ∩ JXαν ≺1 〈I0ν , Bν〉 ist da-
her x ∈ rng(pi). Ist umgekehrt x ∈ rng(pi), so ist es in 〈I0ν , Bν〉 mit ei-
nem Parameter aus JXαν Σ1-definierbar. Das folgt aus der Tatsache, daß
in 〈I0ρ(ν), Aν〉 jedes Element mit Parametern aus JXαν ∪ {pν} Σ1-definierbar
ist. Also ist 〈I0ν , Bν〉 |= (∃y ∈ JXαν )∃i(x = hν,Bν (i, y)). Sei ϕj die Formel
∃i(x = hν,Bν (i, y)) und y ∈ JXαν . Dann ist y = hν,Bν (j, x). Aber wegen
rng(pi) ≺1 〈I0ν , Bν〉 bedeutet das y ∈ rng(pi). Und aufgrund von Lem-
ma 4.2 ist x in 〈I0ρ(ν), Aν〉 mit den Parametern y und pν definierbar. Sei
pˆi : 〈I0ρ , A〉 → 〈I0ρ(ν), Aν〉 die Umkehrung der Transitivierung von M . Dann
ist pˆi eine Fortsetzung von pi, weil M ∩ JXν ein ∈-Anfangsstu¨ck von M und
rng(pi) = M ∩ JXν ist. Außerdem gibt es nach Satz 3.7 eine elementare Fort-
setzung p˜i : Iβ → Iβ(ν), so daß ρ das (n(ν) − 1)-te Projektum von Iβ und
A der (n(ν) − 1)-te Standardcode dazu ist. Sei p˜i(p) = pν und p˜i(α) = αν .
Und es gilt p˜i(µ) = ν, falls ν < β(ν) ist. Denn aufgrund der Definition von
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pν ist ν ∈ rng(pi) und p˜i ist eine Fortsetzung von pi. Da pi  JXµ : JXµ → JXν
Σ1-elementar ist, werden Kardinalzahlen von J
X
µ auf welche von J
X
ν abge-
bildet. Angenommen es ga¨be eine Kardinalzahl τ > α von JXµ . Dann wa¨re
pi(τ) > ατ eine Kardinalzahl von J
X
ν . Weil das ein Widerspruch ist, ist
α = αµ. Also gilt auch µ ∈ S. Denn µ /∈ Card. U¨ber Iβ ist µ na¨mlich
Σn(ν)-singula¨r. Aufgrund der Definition von M ist J
X
ρ = hρ,A[ω × (α× {p})]
klar. Also gibt es eine u¨ber 〈I0ρ , A〉 Σ1-definierbare Abbildung von α konfinal
in µ. Da aber ρ das (n(ν)− 1)-te Projektum und A der (n(ν)− 1)-te Code
dazu ist, ist diese Abbildung u¨ber Iβ Σn-definierbar.
Andererseits ist µ Σn(ν)−1-regula¨r u¨ber Iβ, falls n(ν) > 1 ist. Angenom-
men es ga¨be eine u¨ber Iβ Σn(ν)−1-definierbare Funktion f und ein x ∈ µ, so
daß f [x] in µ konfinal wa¨re. D.h. es wu¨rde (∀y ∈ µ)(∃z ∈ x)(f(x) > y) in Iβ
gelten. U¨ber Iβ ist (∃z ∈ x)(f(z) > y) Σn(ν)−1. Also ist es Σ0 u¨ber 〈I0ρ , A〉.
Dann ist aber auch (∀y ∈ µ)(∃z ∈ x)(f(z) > y) Σ0 u¨ber 〈I0ρ , A〉, falls µ < ρ
ist. Somit ist es Σn(ν) u¨ber Iβ. D.h. aber es wu¨rde das selbe fu¨r p˜i(x) in
Iβ(ν) gelten. Das widerspricht der Definition von n(ν)! Sei nun µ = ρ. Da
α die gro¨ßte Kardinalzahl in Iµ ist, beka¨me man dann mit f auch eine u¨ber
Iβ Σn(ν)−1-definierbare Surjektion von α auf ρ und damit von α auf β. Das
widerspricht aber Lemma 3.9 und der Tatsache, daß ρ das (n(ν)− 1)-te Pro-
jektum von β ist. Falls n(ν) = 1 ist, erha¨lt man mit demselben Argument,
daß µ zumindest in Iβ regula¨r ist.
Die letzten beiden Absa¨tze liefern β = β(µ) und n(µ) = n(ν). Ko¨nnen
wir jetzt auch noch p = pν zeigen, so sind wir fertig. Denn da p˜i Σ1-elementar
ist, gilt p˜i(hϕτ,X∩Sτ ,Aµ∩Sτ (xi)) = h
ϕ
p˜i(τ),X∩Sp˜i(τ),Aν∩Sp˜i(τ)(xi) fu¨r alle Σ1-Formeln ϕ
und xi ∈ Sτ .
Daß p = pµ ist, kann man aber genauso zeigen wie (5) im Beweis des
Fortsetzungssatzes 3.7. 2
Satz 4.4
Sei H ≺1 〈I0ν , Bν〉 und λ = sup(H ∩ ν) fu¨r ein ν ∈ S. Dann ist λ ∈ S und
Bν ∩ JXλ = Bλ.
Beweis: Sei pi0 : 〈I0µ, Bµ〉 → 〈I0λ, Bν ∩ JXλ 〉 die Umkehrung der Transiti-
vierung von H und pi1 : 〈I0λ, Bν ∩ JXλ 〉 → 〈I0ν , Bν〉 die Identita¨t. Da L[X]
Koha¨renz hat, sind pi0 und pi1 Σ0-elementar. Nach Lemma 3.6 ist pi0 sogar
Σ1-elementar, weil es konfinal ist. Um Bλ = Bν ∩ JXλ zu beweisen, setzt
man pi0 und pi1 so zu pˆi0 : 〈I0ρ(µ), Aµ〉 → 〈I0ρ , A〉 und pˆi1 : 〈I0ρ , A〉 → 〈I0ρ(ν), Aν〉
fort, daß pˆi0 Σ1-elementar und pˆi1 Σ0-elementar ist. Dann weiß man aufgrund
des Fortsetzungssatzes, daß ρ das (n(ν) − 1)-te Projektum eines β und A
der (n(ν) − 1)-te Standardcode dazu ist. Also gibt es eine Σn(ν)-elementare
Fortsetzung p˜i0 : Iβ¯ → Iβ. Man kann also wieder das Argument aus Satz 4.3
anwenden, um zu zeigen, daß λ u¨ber Iβ Σn(ν)−1 regula¨r ist. Andererseits ist
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aber λ als Supremum von H ∩ On Σn(ν)-singula¨r u¨ber Iβ. Daraus schließt
man wie im Beweis von 4.3 auf Bλ = Bν ∩ JXλ .
Zuvor aber zu λ ∈ S. Da αν in 〈I0ρ(ν), Aν〉 mit pν Σ1-definierbar ist,
ist nach Lemma 4.2 αν ∈ H ≺1 〈I0ν , Bν〉. D.h. αν < λ ≤ ν. Wegen
Iν |= (αν gro¨ßte Kardinalzahl) ist also λ /∈ Card. Außerdem ist αν die
gro¨ßte Kardinalzahl in Iλ. Denn wa¨re τ die na¨chstgro¨ßere, so wa¨re τ in Iλ
mit αν Σ1-definierbar und somit in H. Aufgrund der Σ1-Elementarita¨t von
pi0 wa¨re dann auch pi
−1
0 (τ) > pi
−1
0 (αν) = αµ eine Kardinalzahl in Iµ. Das
widerpricht aber der Definition von αµ. Daher ist λ ∈ S.
Aber nun zu Bλ = Bν ∩ JXλ . Sei pi = pi1 ◦ pi0 : 〈I0µ, Bµ〉 → 〈I0ν , Bν〉 und
pˆi : 〈I0ρ(µ), Aµ〉 → 〈I0ρ(ν), Aν〉 die im Beweis von Satz 4.3 konstruierte Fortset-
zung. Sei γ = sup(rng(pˆi)∩ν). Dann ist pˆi′ = pˆi∩ (JXρ(µ)×JXγ ) : 〈I0ρ(µ), Aµ〉 →
〈I0γ , Aν ∩ JXγ 〉 Σ0-elementar aufgrund der Koha¨renz von L[X] und konfi-
nal. Also ist pˆi′ Σ1-elementar. Sei H ′ = hγ,Aν∩JXγ [ω × (JXαν × {pν})] und
pˆi1 : 〈I0ρ , A〉 → 〈I0ρ(ν), Aν〉 die Umkehrung der Transitivierung von H ′. Dann
istH = rng(pˆi′) ⊆ H ′. Sei dazu z ∈ rng(pˆi′) und z = pˆi′(y). Dann gibt es nach
Definition von pµ ein x ∈ JXαµ und ein i ∈ ω mit y = hρ(µ),Aµ(i, 〈x, pµ〉). Auf-
grund der Σ1-Elementarita¨t von pˆi
′ gilt also z = hγ,Aν∩JXγ (i, 〈pˆi′(x), pˆi′(pµ)〉).
Aber pˆi′(pµ) = pˆi(pµ) = pν und pˆi′(x) ∈ JXpˆi′(αµ) = JXpˆi(αµ) = JXαν .
Außerdem gilt sup(H ′∩ν) = λ. Denn wegen H ⊆ H ′ ist sup(H ′∩ν) ≥ λ.
Sei andererseits x ∈ H ′ ∩ ν, d.h. x = hγ,Aν∩JXγ (i, 〈y, pν〉) fu¨r ein i ∈ ω und
ein y ∈ JXαν . Dann ist x durch 〈I0γ , Aν ∩ JXγ 〉 |= (∃z)ψi(z, x, 〈y, pν〉) eindeutig
bestimmt. Ein solches z gibt es aber schon in einem Sτ mit τ < γ. Da
γ = sup(rng(pˆi) ∩ ν) ist, kann man ein solches τ ∈ rng(pˆi) wa¨hlen. Sei
τ¯ = pˆi−1(τ). Sei ϑ = sup(ν ∩Hντ ) und ϑ¯ = sup(µ ∩Hµτ¯ ) Da ν in Iρ(ν) regula¨r
ist, gilt ϑ < ν. Analog gilt ϑ¯ < µ. Aber natu¨rlich gilt pˆi(ϑ¯) = ϑ. Also ist
x < ϑ = pˆi(ϑ¯) < sup(pˆi[µ]) = λ.
Aufgrund von Satz 3.7 setzt sich pˆi : 〈I0ρ , A〉 → 〈I0ρ(ν), Aν〉 zu einer Σn(ν)−1-
elementaren Einbettung p˜i1 : Iβ → Iβ(ν) fort, so daß ρ das (n(ν) − 1)-te
Projektum von Iβ und A der (n(ν)− 1)-te Standardcode dazu ist. Sei pˆi0 =
pˆi−11 ◦ pˆi. Dann ist pˆi0 : 〈I0ρ(µ), Aµ〉 → 〈I0ρ , A〉 Σ0-elementar aufgrund der
Koha¨renz von L[X] und konfinal. D.h. nach Lemma 3.6 ist es Σ1-elementar.
Wendet man also nochmal den Fortsetzungssatz an, so erha¨lt man ein Σn(ν)-
elementares p˜i0 : Iβ(µ) → Iβ.
Wie in Satz 4.3 reicht es, β = β(λ), n(ν) = n(λ), ρ = ρ(λ), A = Aλ
und pˆi−1(pν) = pλ zu zeigen. Also mu¨ssen wir, falls n(ν) > 1 ist, zeigen,
daß λ Σn(ν)−1-regula¨r u¨ber Iβ ist. Ist n(ν) = 1, so reicht Iβ |= (λ regula¨r).
Außerdem muß λ Σn(ν)-singula¨r u¨ber Iβ sein. Fu¨r die Regularita¨t betrachte
man p˜i0 und wie in Satz 4.3 das kleinste Gegenbeispiel x ∈ λ, falls ein solches
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existiert. Dieses ist dann wieder Σn-definierbar und somit in rng(p˜i0). Dann
ha¨tte aber p˜i−10 (x) in Iβ(µ) dieselbe Eigenschaft. Widerspruch!
Da Iν |= (αν ist die gro¨ßte Kardinalzahl) ist, ist H ′ ∩ ν transitiv. Also
gilt H ′ ∩ ν = λ. Da pˆi1 : 〈I0ρ , A〉 → 〈I0γ , A ∩ JXγ 〉 Σ1-elementar und λ ⊆
H ′ = rng(pˆi1) ist, gilt also λ = λ ∩ hρ,A[ω × (JXαν × {pˆi−11 (pν)})]. D.h. es gibt
u¨ber 〈Iρ, A〉 eine Σ1-Abbildung von αν auf λ. Diese ist dann aber u¨ber Iβ
Σn(ν)-definierbar und λ ist Σn(ν)-singula¨r u¨ber Iβ.
Daß pˆi−11 (pν) = pλ ist, zeigt man wieder wie (5) im Beweis des Fortset-
zungssatzes 3.7. 2
Das Cν approximiert man durch Rekursion u¨ber ω. Sei Hν(0, τ) = hν,Bν [ω×
(JXτ × {pν})]. Definiere fu¨r k ∈ ω
sν(k, τ) = sup(Hν(k, τ) ∩ ν)
Cν(k) = {sν(k, τ) < ν | τ ∈ Lim− {0}}
Ist Cν(k) in ν beschra¨nkt und nicht leer, so sei pν(k) = sup(Cν(k)).
Hν(k, τ) = hν,Bν [ω × (JXτ × {〈pν(0), . . . , pν(k − 1)〉})].
Die Rekursion bricht also ab, wenn Cν(k) in ν unbeschra¨nkt oder leer ist. Ist
es unbeschra¨nkt, so sei Cν = Cν(k). Ist aber Cν(k) = ∅, so ist Hν(k, ω) ∩ ν
unbeschra¨kt in ν. Also ist die Menge der
sup(hν,Bν [ω × (n<ω × {〈pν(0), pν(1), . . . , pν(k − 1)〉})] ∩ ν)
unbeschra¨nkt in ν. Außerdem ist sie natu¨rlich abgeschlossen, da sie keine
Limespunkte hat. Sei also das Cν diese Menge, falls Cν(k) = ∅ ist.
Satz 4.5
Fu¨r ν ∈ S ist Cν abgeschlossen und unbeschra¨nkt in ν.
Beweis: Falls es existiert, ist Cν(k) fu¨r alle k ∈ ω und ν ∈ S abgeschlossen.
Denn offensichtlich ist die Folge 〈sν(k, τ) | τ < ν〉 aufsteigend. Es reicht also
sup{sν(k, τ) | τ ∈ Lim ∩ λ} = sν(k, λ) fu¨r λ ∈ Lim2 zu zeigen. Das ist
aber klar, da
⋃{Hν(k, τ) | τ ∈ Lim ∩ λ} gilt. Unser Satz gilt also, wenn die
Rekursion tatsa¨chlich abbricht.
Sei dazu τk das gro¨ßte τ , so daß sup(Hν(k, τ) ∩ ν) = pν(k) ist. Da Cν(k)
abgeschlossen und beschra¨nkt ist, gilt pν(k) ∈ Cν(k). Also gibt es ein τ
mit pν(k) = sν(k, τ). Wie eben zeigt man, daß auch die Menge dieser τ
abgeschlossen ist. Deshalb gibt es ein gro¨ßtes. Ist die Folge der τk echt
absteigend, so bricht die Rekursion ab. Denn es gibt keine echt absteigende
Ordinalzahlfolge der La¨nge ω. Aber offensichtlich gilt τk ∈ Hν(k + 1, τk).
Denn in dieser Hu¨lle hat man auch pν(k) als Parameter zur Verfu¨gung. Also
ist auch τk + 1 ∈ Hν(k + 1, τk). Somit ist Hν(k + 1, τk) ∩ ν nach Definition
von τk in ν unbeschra¨nkt. Also ist τk+1 < τk. Fertig! 2
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Satz 4.6
Sei ν ∈ S und µ ∈ Lim(Cν). Dann ist µ ∈ S und Cµ = Cν ∩ µ.
Beweis: Ist µ ∈ Lim(Cν), so ist µ = sup(H ∩ ν) fu¨r ein H ≺1 〈I0ν , Bν〉
aufgrund der Definition der sν(k, τ). Also ist wegen Satz 4.4 µ ∈ S.
Fu¨r Cµ = Cν ∩ µ sei zuna¨chst µ ∈ Cν(0). Dann ist µ = sν(0, γ) mit
γ ∈ Lim − {0}. Also ist µ = sup(H ∩ ν) fu¨r ein H ≺1 〈I0ν , Bν〉. Somit
gilt aufgrund von Satz 4.4 〈I0µ, Bµ〉 = 〈JXµ , X  µ,Bν ∩ JXµ 〉. Daher ist
Hν(0, τ) = Hµ(0, τ) fu¨r alle τ ∈ (Lim − {0}) ∩ γ. Also gilt µ ∈ Cν(0) ⇒
Cµ(0) = Cν(0)∩µ. Ist µ ∈ Cν(1), so kann man mit dem Argument von eben
Cν(0) = Cµ(0) zeigen. Deshalb gilt pν(0) = pµ(0), und wie oben beweist man
µ ∈ Cν(1) ⇒ Cµ(1) = Cν(1) ∩ µ. Durch Induktion erha¨lt man µ ∈ Cν(k)
⇒ Cµ(k) = Cν(k) ∩ µ fu¨r alle mo¨glichen k ∈ ω. Ist nun µ ∈ Lim(Cν) und
Cν = Cν(k), dann ist Cµ(k) = Cν(k) ∩ µ unbeschra¨nkt in µ. Deshalb ist
Cµ = Cµ(k) = Cν(k) ∩ µ = Cν ∩ µ und man ist fertig. 2
Jetzt ist man mit dem Beweis von 2κ praktisch fertig. Denn sei Sκ = {ν ∈
S | αν = κ}. Dann gilt fu¨r ν ∈ Sκ natu¨rlich otp(Cν) ≤ κ nach Definition von
pν . Ist also pi :]κ, κ
+[→ Sκ die monotone Aufza¨hlung von Sκ durch ]κ, κ+[,
so ist 〈pi−1[Cpi(ν)]− κ | ν ∈ Lim∩]κ, κ+[〉 eine 2κ-Folge.
Bemerkung
Die Rekursion breche bei Cν(k) ab. Sei Cν(k) 6= ∅, H ≺1 〈I0ν , Cν〉 und
pi : 〈I0µ, C〉 → 〈I0ν , Cν〉 die Umkehrung der Transitivierung von H. Dann ist
µ ∈ S und C = Cµ. Ist Cν(k) = ∅, so kann man die Cν entsprechend wa¨hlen.
Das ist die zentrale Idee des n¨
5Mora¨ste
In diesem Abschnitt werde ich die noblen Mora¨ste und Standardmora¨ste defi-
nieren. Es wird die angeku¨ndigt A¨quivalenz zwischen einem Standardmorast
und den Prinzipien Fu¨gsamkeit, Kondensation, Koha¨renz und S∗ = S2On ge-
zeigt.
Sei RCard die Menge der regula¨ren Kardinalzahlen.
Sei κ > ω regula¨r und β ≤ ∞. Ein grober (κ, β)-Morast heiße ein nobler
(κ, β)-Morast, wenn folgende Axiome gelten:
(MP)
Ist ν ∈ S −RCardL[D] und ξ ∈ JDµν , so existiert f(0,ξ,ν).
(LP1)
Fu¨r f : ν¯ ⇒ ν ist | f |: 〈JDµν¯ , Dµν¯ 〉 → 〈JDµν , Dµν 〉 Σ1-elementar.
(LP2)
Fu¨r f : ν¯ ⇒ ν sei λ(f) = sup(f [ν¯]) und Λ(ξ, ν) = {λ(f(β,ξ,ν)) < ν | β < ν}.
Ist dann f : ν¯ ⇒ ν und f(ξ¯) = ξ, so ist (f  JDν¯ ) : 〈JDν¯ , Dν¯ ,Λ(ξ¯, ν¯)〉 →
〈JDν , Dν ,Λ(ξ, ν)〉 Σ0-elementar.
(CP1)
Fu¨r i ≤ j < λ seien fi : νi ⇒ ν und gij : νi ⇒ νj so, daß gij = f−1j fi
gilt. Sei 〈gi | i < λ〉 der transitive, direkte Limes des gerichteten Systems
〈gij | i ≤ j < λ〉 und hgi = fi fu¨r alle i < λ. Dann sind gi, h ∈ F.
(CP2)
Sei f : ν¯ ⇒ ν, ν¯ ∈ Lim(S2) und λ = sup(f [ν¯]). Ist dann fu¨r ein λ¯
h : 〈J D¯
λ¯
, D¯〉 → 〈JDλ , Dλ〉 Σ1-elementar mit rng(f  JDν¯ ) ⊆ rng(h), so gibt








Sei Kν = {µν¯ < αν | ν¯ = d(f(β,0,ν)) fu¨r ein β < ν}. Sei f : ν¯ ⇒ ν,
ν¯ @ τ¯ v µν¯ und f(τ¯) = τ . Ist dann τ¯ ∈ S+ ∪ S2 unabha¨ngig, so ist
(f  JDατ¯ ) : 〈JDατ¯ , Dατ¯ , Kτ¯ 〉 → 〈JDατ , Dατ , Kτ 〉 Σ1-elementar.
(DP3)
Ist ν ξ-abha¨ngig von τ v ν, τ ∈ S+, f : ν¯ ⇒ ν, f(τ¯) = τ und ξ ∈ rng(f), so
ist f (τ¯) : τ¯ ⇒ τ .
(SD)
{〈ξ, τ, x, f(0,ξ,τ)(x)〉 | τ < ν, µτ = ν, ξ ∈ JDµτ , x ∈ dom(f(0,ξ,τ))}
∪{〈ξ, x, f(0,ξ,ν)(x)〉 | µν = ν, ξ ∈ JDµν , x ∈ dom(f(0,ξ,ν))}
∪(@ ∩ν2)
ist uniform u¨ber 〈JDν , Dν , Dν〉 definierbar.
Damit ist die Definition der noblen Mora¨ste abgeschlossen. Ich brauche aber
noch die Version von (CP2), in der ν¯ ∈ Lim(S2) nicht vorausgesetzt wird:
(CP2)∗
Sei f : ν¯ ⇒ ν und λ = sup(f [ν¯]). Ist dann fu¨r ein λ¯ h : 〈J D¯
λ¯
, D¯〉 → 〈JDλ , Dλ〉
Σ1-elementar mit rng(f  JDν¯ ) ⊆ rng(h), so gibt es ein g : λ¯ ⇒ λ mit
g  J D¯
λ¯
= h.
In meinem Ansatz ist auch (CP2)∗ leicht zu erfu¨llen. Denn D ist relativ
unabha¨ngig von F. Jensen dagegen setzt Dν =
{〈ξ, τ, x, f(0,ξ,τ)(x)〉 | τ < ν, µτ = ν, ξ ∈ JDµτ , x ∈ dom(f(0,ξ,τ))}
∪{〈ξ, x, f(0,ξ,ν)(x)〉 | µν = ν, ξ ∈ JDµν , x ∈ dom(f(0,ξ,ν))}
∪(@ ∩ν2).
In diesem Fall ist es so gut wie unmo¨glich (CP2)∗ zu erfu¨llen.
Meine Definition unterscheidet sich wieder in einigen Punkten von der bei
Jensen [1972/73]:
(i) Die schon bei den groben Mora¨sten besprochene abweichende Definition
der Unabha¨ngigkeit, daß | f |: JDµν¯ → JDµν ist und daß f(0,ξ,ν) fu¨r alle ν ∈
S −RCardL[D] existiert.
(ii) Statt (LP2) fordert Jensen, daß der Morast in seinem Sinne ordentlich ist,
und die Erhaltungseigenschaften fu¨r die sog. atomaren Abbildungen gelten.
Daraus folgt (LP2). Das ist §3, Lemma 11 (d) von Jensen [1972/73].
(iii) Bei ihm gilt in (DP2) sogar, daß (f  ατ¯ ) : 〈ατ¯ , Dατ¯ , Kτ¯ 〉 → 〈ατ , Dατ , Kτ 〉
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Q-elementar ist. Das ist §3, Lemma 4 von Jensen [1972/73]. Das scheint mir
aber sehr stark und schwer zu erfu¨llen (vgl. Lemma 5.4).
Zuerst werde ich einen noblen Morast konstruieren. Sei also bis auf weiteres
L[X] fu¨gsam mit S∗ = S2On, Kondensation und Koha¨renz, so daß Card
L[X] =
Card gilt.
Sei S = Lim und
ν C τ :⇔ ν regula¨r in Iτ .
Sei
E = Lim−RCardL[X].
Fu¨r ν ∈ E sei
β(ν) = das kleinste β, so daß es ein konfinales f : a → ν ∈ Def(Iβ) mit
a ⊆ ν ′ < ν gibt
n(ν) = das kleinste n ≥ 1, so daß ein solches f u¨ber Iβ(ν) Σn-definierbar
ist.
ρ(ν) = das (n(ν)− 1)-te Projektum von Iβ(ν)
Aν = der (n(ν)− 1)-te Standardcode zu Iβ(ν)
γ(ν) = das n(ν)-te Projektum von Iβ(ν).
Um wie in Abschnitt 4 geeignete Parameter zu definieren, muß man zwei
Fa¨lle unterscheiden. Fu¨r ν ∈ S+ −Card gibt es wie in Abschnitt 4 ein p, so
daß jedes x ∈ JXρ(ν) in 〈I0ρ(ν), Aν〉 mit Parametern aus αν ∪ {p} Σ1-definierbar
ist. Sei pν das kleinste solche.
Offensichtlich ist pτ ≤ pν fu¨r ν v τ v µν .
D.h. Pν := {pτ | ν v τ v µν , τ ∈ S+} ist endlich.
Sei nun ν ∈ E−S+. Nach Definition von β(ν), gibt es in JXβ kein konfinales
f : a → ν mit a ⊆ ν ′ < ν. Also ist P(ν × ν) ∩ Σn(ν)(Iβ(ν)) 6⊆ JXβ(ν). Wegen
Lemma 3.2 ist also P(ν) ∩ Σn(ν)(Iβ(ν)) 6⊆ JXβ(ν). Somit ist nach Lemma 3.9
(3)
γ(ν) ≤ ν.
Angenommen ρ(ν) < ν. Dann ga¨be es ein u¨ber Iβ(ν) Σn(ν)−1-definierbares f
mit f [ρ(ν)] = ν. Das widerspricht aber der Definition von n(ν). Also ist
ν ≤ ρ(ν).
Aus der ersten Ungleichung folgt mit Lemma 3.9 (1), daß es eine u¨ber Iβ(ν)
Σn(ν)-definierbare Funktion f mit f [J
X
ν ] = J
X
β(ν) gibt. Also gibt es ein p ∈
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JXρ(ν), so daß jedes x ∈ JXρ(ν) in 〈I0ρ(ν), Aν〉 mit Parametern aus ν ∪ {p} Σ1-
definierbar ist. Sei pν das kleinste solche.
Sei
α∗ν = sup{α < ν | hρ(ν),Aν [ω × (JXα × {pν})] ∩ ν = α}.
Dann ist α∗ν < ν. Denn nach Definition von β(ν) existiert ein ν
′ < ν und ein
p ∈ JXρ(ν), so daß hρ(ν),Aν [ω × (JXν′ × {p})] ∩ ν in ν konfinal ist. Aber p ist in
hρ(ν),Aν [ω × (JXν × {pν})]. Also gibt es ein α < ν, so daß hρ(ν),Aν [ω × (JXα ×
{pν})] ∩ ν in ν konfinal ist. D.h. α∗ν < α < ν.
Fu¨r ν ∈ E sei f : ν¯ ⇒ ν genau dann, wenn fu¨r ein f ∗
(1) f = 〈ν¯, f∗  JDµν¯ , ν〉,
(2) f ∗ : Iµν¯ → Iµν Σn(ν)-elementar,
(3) α∗ν , pν , α
∗
µν , Pν ∈ rng(f ∗),
(4) ν ∈ rng(f ∗), falls ν < µν ,
(5) f(ν¯) = ν.
Dadurch ist F definiert.
Sei D = X.




ν ) = Pν fu¨r ein i ∈ ω.




µν ) = α
∗
µν fu¨r ein i ∈ ω.
ν∗ = ∅, falls ν = ρ(ν)
ν∗ = ν, falls ν < ρ(ν).
Fu¨r τ ∈ On sei Sτ wie in Satz 1.11 definiert. Fu¨r τ ∈ On, Ei ⊆ Sτ und eine
Σ0-Formel ϕ sei
hϕτ,Ei(x1, . . . , xm) das bezu¨glich der kanonischen Wohlordnung kleinste x0 ∈
Sτ mit 〈Sτ , Ei〉 |= ϕ(xi), falls ein solches existiert,
und
hϕτ,Ei(x1, . . . , xm) = ∅, falls nicht.
Fu¨r τ ∈ On mit ν∗, α∗ν , pν , α∗∗µν , P ∗ν ∈ Sτ sei Hν(α, τ) der Abschluß von Sα ∪
{ν∗, α∗ν , pν , α∗∗µν , P ∗ν } unter allen hϕτ,X∩Sτ ,Aν∩Sτ . Dann sind aufgrund der Defini-
tion der hϕτ,X∩Sτ ,Aν∩Sτ dieHν(α, τ) ≺1 〈Sτ , X∩Sτ , Aν∩Sτ , {ν∗, α∗ν , pν , α∗∗µν , P ∗ν }〉.
Sei Mν(α, τ) die Transitivierung von Hν(α, τ). Definiere
Bν = {Mν(α, τ) | α < ν, τ ∈ ρ(ν) und ν∗, α∗ν , pν , α∗∗µν , P ∗ν ∈ Sτ} fu¨r ν < ρ(ν),
Bν = {0} × Aν ∪ {〈1, ν∗, α∗ν , pν , α∗∗µν , P ∗ν 〉} sonst.
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Lemma 5.1
Fu¨r ν ∈ E gilt:
(a) Bν ⊆ JXν
(b) 〈I0ν , Bν〉 ist rudimenta¨r abgeschlossen.
(c) Fu¨r x ∈ JXν und yi ∈ JXαν sind a¨quivalent:
(i) x in 〈I0ρ(ν), Aν〉 mit Parametern yi, ν∗, α∗ν , pν , α∗∗µν , P ∗ν Σ1-definierbar
(ii) x ist in 〈I0ν , Bν〉 mit den Parametern yi Σ1-definierbar.
Sei pi : 〈I0µ, B〉 → 〈I0ν , Bν〉 Σ1-elementar.
(d) Dann ist µ ∈ E und B = Bµ.
(e) Es gibt eine Σ1-elementare Fortsetzung p˜i
′ : 〈I0ρ(µ), Aµ〉 → 〈I0ρ(ν), Aν〉.
(f) Es gibt eine Σn(ν)-elementare Fortsetzung p˜i : Iβ(µ) → Iβ(ν).
(g) Sei H ≺1 〈I0ν , Bν〉 und λ = sup(H∩ν). Dann ist λ ∈ E und Bλ = Bν∩JXλ .
Beweis:
(a), (b) wie Lemma 4.1.
(c) wie Lemma 4.2.
(d), (e), (f) wie Satz 4.3. Seien die Bezeichnungen wie dort. Dann muß man
noch zeigen:
(1) µ ist Σn(ν)-singula¨r u¨ber Iβ
Sei λ := sup(pi[µ]). Da λ > α∗ν ist, gibt es ein γ < λ mit
sup(hρ(ν),Aν [ω × (JXγ × {qν})] ∩ ν) ≥ λ.
Und weil rng(pi) in λ konfinal ist, existiert ein solches γ ∈ rng(pi). Sei
γ = pi(γ¯). Aufgrund der Σ1-Elementaria¨t von p˜i ist also γ¯ < µ, und es gilt
mit p˜i(q) = qν fu¨r jedes η < µ
〈Iρ, A〉 |= (∃x ∈ JXγ¯ )(∃i)hρ,A(i, 〈x, p〉) > η.
Somit ist hρ,A[ω × (JXγ¯ × {q})] in µ konfinal.
(2) Sei pi(α) = α∗ν . Dann ist α = α
∗
µ.
Denn aufgrund der Σ1-Elementarita¨t von p˜i gilt mit p˜i(q) = qν fu¨r alle α ∈ µ
hρ,A[ω × (JXα × {q})] ∩ µ = α⇔ hρ(ν),Aν [ω × (JXpi(α) × {qν})] ∩ ν = pi(α).
(g) wie Satz 4.4. Denn α∗λ = α
∗





ist, wie in (2). 2
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Lemma 5.2
Sei ν ∈ E und Λ(ξ, ν) = {sup(hν,Bν [ω× (JXβ ×{ξ})]∩ ν) < ν | β ∈ Lim∩ ν}.
Sei η¯ < ν¯ und pi : 〈I0ν¯ , B〉 → 〈I0ν , Bν〉 Σ1-elementar. Dann ist Λ(ξ¯, ν¯)∩ η¯ ∈ JXν¯
und pi(Λ(ξ¯, ν¯) ∩ η¯) = Λ(ξ, ν) ∩ pi(η¯).
Beweis:
(1) Sei λ ∈ Λ(ξ, ν). Dann ist Λ(ξ, λ) = Λ(ξ, ν) ∩ λ.
Sei β0 minimal mit
sup(hν,Bν [ω × (JXβ0 × {ξ})] ∩ ν) = λ.
Dann gilt nach Lemma 5.1 (g) fu¨r alle β ≤ β0
hλ,Bλ [ω × (JXβ × {ξ})] = hν,Bν [ω × (JXβ × {ξ})]
und fu¨r alle β0 ≤ β
hλ,Bλ [ω × (JXβ0 × {ξ})] ⊆ hλ,Bλ [ω × (JXβ × {ξ})]
⊆ hν,Bν [ω × (JXβ × {ξ})].
Also ist Λ(ξ, λ) = Λ(ξ, ν) ∩ λ.
(2) Λ(ξ¯, ν¯) ∩ η¯ ∈ JXν¯
Sei λ¯ := sup(Λ(ξ¯, ν¯)∩ η¯+1). Dann ist nach (1) Λ(ξ¯, ν¯)∩ η¯+1 = Λ(ξ¯, λ¯)∪{λ¯}.
Aber Λ(ξ¯, λ¯) ist u¨ber Iβ(λ¯) definierbar. Da β(λ¯) < ν¯ ist, ist Λ(ξ¯, ν¯) ∩ η¯ + 1 ∈
JXν¯ .
(3) Sei sup(hν¯,Bν¯ [ω × (JXβ¯ × {ξ¯})]) < ν¯ und pi(β¯) = β. Dann ist
pi(sup(hν¯,Bν¯ [ω × (JXβ¯ × {ξ¯})] ∩ ν¯)) = sup(hν,Bν [ω × (JXβ × {ξ})] ∩ ν).
Sei λ¯ := sup(hν¯,Bν¯ [ω × (JXβ¯ × {ξ¯})] ∩ ν¯). Dann ist 〈I0ν¯ , Bν¯〉 |= ¬(∃λ¯ <
θ)(∃i ∈ ω)(∃ξi < β¯)(θ = hν¯,Bν¯ (i, 〈ξi, ξ¯〉)). Also ist 〈I0ν , Bν〉 |= ¬(∃λ < θ)(∃i ∈
ω)(∃ξi < β)(θ = hν,Bν (i, 〈ξi, ξ〉)) mit pi(λ¯) = λ. D.h. sup(hν,Bν [ω × (JXβ ×




, Bλ¯〉 → 〈I0λ, Bλ〉 ist elementar. Also ist
mit 〈I0
λ¯
, Bλ¯〉 |= (∀η)(∃ξi ∈ β¯)(∃n ∈ ω)(η ≤ hλ¯,Bλ¯(n, 〈ξi, ξ¯〉)) auch 〈I0λ, Bλ〉 |=
(∀η)(∃ξi ∈ β)(∃n ∈ ω)(η ≤ hλ,Bλ(n, 〈ξi, ξ〉)). Aber wegen Lemma 5.1 (g)
ist hλ,Bλ [ω × (JXβ × {ξ})] ⊆ hν,Bν [ω × (JXβ × {ξ})]. D.h. es ist tatsa¨chlich
λ = sup(hν,Bν [ω × (JXβ × {ξ})] ∩ ν).
(4) pi(Λ(ξ¯, ν¯) ∩ η¯) = Λ(ξ, ν) ∩ pi(η¯)
Fu¨r λ¯ ∈ Λ(ξ¯, ν¯) ist
pi(Λ(ξ¯, ν¯) ∩ λ¯)
nach (1)
= pi(Λ(ξ¯, λ¯))
wegen Σ1-Elementarita¨t von pi
= Λ(ξ, pi(λ¯))
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wegen (1) und (3)
= Λ(ξ, ν) ∩ pi(λ¯).
Ist also Λ(ξ¯, ν¯) in ν¯ konfinal, so ist man fertig. Gibt es dagegen λ¯ :=
max(Λ(ξ¯, ν¯)), so ist nach (1) und (2) Λ(ξ¯, ν¯) ∈ JXν¯ , und es reicht pi(Λ(ξ¯, ν¯)) =
Λ(ξ, ν) zu zeigen. Sei dazu β¯ maximal mit λ¯ = sup(hν¯,Bν¯ [ω×(JXβ¯ ×{ξ¯})]∩ ν¯).
D.h. hν¯,Bν¯ [ω × (JXβ¯+1 × {ξ¯})] ist konfinal in ν¯. Da pi[hν¯,Bν¯ [ω × (JXβ¯+1 ×
{ξ¯})]] ⊆ hν,Bν [ω× (JXβ+1×{ξ})] mit pi(β¯) = β ist, ist also sup(rng(pi)∩ ν) ≤
sup(hν,Bν [ω × (JXβ+1 × {ξ})] ∩ ν). Somit ist in der Tat pi(Λ(ξ¯, ν¯)) = Λ(ξ, ν).
2
Lemma 5.3
Sei ν ∈ E, H ≺1 〈I0ν , Bν〉 und λ = sup(H ∩ ν). Sei h : I0λ¯ → I0λ Σ1-elementar
mit H ⊆ rng(h). Dann ist λ ∈ E und h : 〈I0
λ¯
, Bλ¯〉 → 〈I0λ, Bλ〉 Σ1-elementar.
Beweis: Nach Lemma 5.1 (g) ist Bλ = Bν ∩ JXλ . Also reicht es nach
Lemma 5.1 (d) rng(h) ≺1 〈I0λ, Bλ〉 zu zeigen. Seien xi ∈ rng(h) und
〈I0λ, Bλ〉 |= (∃z)ψ(z, xi) fu¨r eine Σ0-Formel ψ. Dann ist zu zeigen, daß ein
z ∈ rng(h) mit 〈I0λ, Bλ〉 |= ψ(z, xi) existiert. Da λ = sup(H ∩ ν) ist, gibt es
ein η ∈ H ∩ Lim mit 〈I0η , Bλ ∩ JXη 〉 |= (∃z)ψ(z, xi). Und weil H ≺1 〈I0ν , Bν〉
ist, gilt 〈I0η , Bλ ∩ JXη 〉 ∈ H ⊆ rng(h). Also gilt, weil rng(h) ≺1 I0λ ist, auch
rng(h) |= (〈I0η , Bλ ∩ JXη 〉 |= (∃z)ψ(z, xi)).
Somit gibt es ein z ∈ rng(h) mit 〈I0η , Bλ ∩ JXη 〉 |= ψ(z, xi). D.h. 〈I0λ, Bλ〉 |=
ψ(z, xi), was zu zeigen war. 2
Lemma 5.4
Sei f : ν¯ ⇒ ν, ν¯ @ τ¯ v µν¯ und f(τ¯) = τ . Ist dann τ¯ ∈ S+ ∪ S2 unabha¨ngig,
so ist (f  JDατ¯ ) : 〈JDατ¯ , Dατ¯ , Kτ¯ 〉 → 〈JDατ , Dατ , Kτ 〉 Σ1-elementar.
Beweis: Ist τ¯ = µτ¯ < µν¯ , so gilt die Behauptung, da | f |: Iµν¯ → Iµν Σ1-
elementar ist. Ist µτ = µν und n(τ) = n(ν), so ist Pτ ⊆ Pν . D.h. τ ist von ν
abha¨ngig. Somit ist τ¯ nicht unabha¨ngig (siehe (7) im Beweis von Satz 2.9).
Sei also µ := µτ = µν , n := n(τ) < n(ν) und τ ∈ S+ ∪S2 unabha¨ngig. Dann
ist aufgrund der Definition der Parameter ατ das n-te Projektum von µ.
Sei
γβ := crit(f(β,0,τ)) < ατ
fu¨r ein β und
Hβ := die Σn-Hu¨lle von β ∪ Pτ ∪ {α∗µ, τ} in Iµ.
D.h. Hβ = h
n
µ[ω × (JXβ × {α′µ, τ ′, P ′τ})] mit






µ fu¨r ein i ∈ ω
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τ ) = Pτ fu¨r ein i ∈ ω
τ ′ := minimal mit hnµ(i, τ
′) = τ fu¨r ein i ∈ ω (bzw. τ ′ := 0 fu¨r τ = µ).
Denn die Standardparameter sind in Pτ .
Zuna¨chst ist Hβ u¨ber Iµ mit den Parametern {β, τ, α∗µ} ∪ Pτ Σn-definierbar.
Sei
ρ := ατ = das n-te Projektum von µ
A := der n-te Standardcode zu µ
p := 〈α′µ, τ ′, P ′τ 〉.
Also ist Hβ ∩ JXρ u¨ber 〈I0ρ , A〉 mit den Parametern β und p Σ0-definierbar.
(Feinstrukturtheorie!)
Und γβ ist definiert durch
γβ 6∈ Hβ und (∀δ ∈ γβ)(δ ∈ Hβ).
D.h. auch γβ ist u¨ber 〈I0ρ , A〉 mit den Parametern β und p Σ0-definierbar.
Sei f0 := f(β,0,τ) fu¨r ein β, τ¯0 := d(f0) < ατ und γ := crit(f0) < ατ . Sei
f1 := f(β,γ,τ), τ¯1 := d(f1) < ατ und δ := crit(f1) < ατ . Dann ist µτ¯1 der
direkte Nachfolger von µτ¯0 in Kτ . Also ist f(β,γ,τ¯1) = idτ¯1 . D.h. fu¨r das
minimale η ∈ S+ ∪ S0 mit γ < η v δ gilt µη = µτ¯1 . Somit ist
µ′ ∈ K+τ := Kτ − (Lim(Kτ ) ∪ {min(Kτ )})
⇔
(∃β, γ, δ, η)(γ = γβ und δ = γ(γβ+1)
und η ∈ S+ ∪ S0 minimal mit γ < η v δ und µ′ = µη)
D.h. K+τ ist u¨ber 〈I0ρ , A〉 Σ1-definierbar mit Parameter p
Betrachte nun 〈I0ατ , Kτ 〉 |= ϕ(x) mit einer Σ1-Formel ϕ. Dann gilt, da Kτ in
ατ unbeschra¨nkt ist,
〈I0ατ , Kτ 〉 |= ϕ(x)
⇔
(∃γ)(γ ∈ K+τ und 〈I0αγ , Kγ〉 |= ϕ(x)).
Also ist 〈I0ατ , Kτ 〉 |= ϕ(x) u¨ber 〈I0ρ , A〉 Σ1 mit dem Parameter p, bzw. u¨ber
Iµ Σn+1 mit den Parametern α
∗
µ, τ, Pτ . Da aber n = n(τ) < n(ν) ist,
ist f mindestens Σn+1-elementar. Außerdem ist f(α
∗
τ¯ ) = α
∗
τ , f(τ¯) = τ ,
f(Pτ¯ ) = Pτ . Also gilt fu¨r x ∈ rng(f) 〈I0ατ¯ , Kτ¯ 〉 |= ϕ(f−1(x)) genau dann,
wenn 〈I0ατ , Kτ 〉 |= ϕ(x) ist. 2
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Satz 5.5
Sei L[X] fu¨gsam mit S∗ = S2On, Kondensation und Koha¨renz, so daß Card
L[X] =
Card ist. Dann gibt es einen noblen (ω1,∞)-Morast, der (CP2)∗ erfu¨llt.
Beweis: Dazu muß man noch die Axiome nachpru¨fen. Das | f(0,ξ,ν) | ist die
Umkehrung der Transitivierung von h
n[ν)
µν [ω × {ξ∗, ν∗, α∗ν , α∗∗µν , P ∗ν }<ω]. Dabei
sei ξ∗ minimal mit hn(ν)−1µν (i, ξ∗) = ξ. Also gilt (MP). Das Axiom (LP2) ist
Lemma 5.2, (CP2)∗ folgt aus Lemma 5.3 und (DP2) entpricht Lemma 5.4.
Die u¨brigen Axiome beweist man wie in Satz 2.9. 2
Sei nun ein nobler Morast mit (CP2)∗ gegeben.
In noblen Mora¨sten spielen die
Cν = {λ(f) < ν | f ⇒ ν}
eine wichtige Rolle. Zur Analyse dieser Mengen benutzt Jensen in §4 von
[1972/73] eine Konstruktion wie in Abschnitt 4, die ich in Lemma 5.6 bis
5.12 wiedergebe.
Mit den Cν sind eng folgende Parameter verknu¨pft:
Definiere rekursiv
qν(0) = 0
qν(k + 1) = max(Λ(q
k
ν , ν))
qkν = 〈qν(0), . . . , qν(k)〉,
solange max(Λ(qkν , ν)) existiert. Wie in Satz 4.5 zeigt man, daß diese Rekur-
sion abbricht. D.h. es gibt ein kν , so daß entweder
Λ(qkνν , ν) = ∅
oder
Λ(qkνν , ν) in ν unbeschra¨nkt ist.




Sei f : ν¯ ⇒ ν, ξ ∈ rng(f) und λ = λ(f). Dann ist Λ(ξ, ν) ∩ λ = Λ(ξ, λ).
Beweis: Sei f(ξ¯) = ξ. Dann ist einerseits (f  JDν¯ ) : 〈JDν¯ , Dν¯ ,Λ(ξ¯, ν¯)〉 →
〈JDν , Dν ,Λ(ξ, ν)〉 nach (LP2) Σ0-elementar. D.h. auch
(∗) (f  JDν¯ ) : 〈JDν¯ , Dν¯ ,Λ(ξ¯, ν¯)〉 → 〈JDλ , Dλ,Λ(ξ, ν) ∩ λ〉 Σ0-elementar.
Andererseits ist nach (CP2)∗ und (LP2) auch
(∗∗) (f  JDν¯ ) : 〈JDν¯ , Dν¯ ,Λ(ξ¯, ν¯)〉 → 〈JDλ , Dλ,Λ(ξ, λ)〉 Σ0-elementar.
Unterscheide nun drei Fa¨lle:
(1) λ(ξ¯, ν¯) = ∅
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Dann ist wegen (∗) Λ(ξ, ν) ∩ λ = ∅ und wegen (∗∗) Λ(ξ, λ) = ∅. Fertig!
(2) η¯ := max(Λ(ξ¯, ν¯)) existiert
Sei f(η¯) = η. Dann ist wegen (∗) und (∗∗)
η = max(Λ(ξ, ν) ∩ λ) = max(Λ(ξ, λ)).
Wegen (CP2)∗ gilt außerdem
x ∈ Λ(ξ¯, ν¯) ⇔ x ∈ Λ(ξ¯, η¯) ∪ {η¯}.
Also gilt wegen (∗)
x ∈ Λ(ξ, ν) ∩ λ ⇔ x ∈ Λ(ξ, η) ∪ {η}.
und wegen (∗∗)
x ∈ Λ(ξ, λ) ⇔ x ∈ Λ(ξ, η) ∪ {η}.
Fertig!
(3) Λ(ξ¯, ν¯) ist in ν¯ unbeschra¨nkt
Dann ist wegen (∗) Λ(ξ, ν) ∩ λ in λ unbeschra¨nkt. Also ist λ ∈ Λ(ξ, ν), weil
Λ(ξ, ν) abgeschlossen ist. Wegen (CP2)∗ ist daher Λ(ξ, λ) = Λ(ξ, ν) ∩ λ. 2
Lemma 5.7
Sei f : ν¯ ⇒ ν.
(a) Ist qkν ∈ rng(f), so ist f(qkν¯ ) = qkν .
(b) Ist f konfinal, so ist f(qν¯) = qν .
Beweis:
(a) Das beweist man durch Induktion u¨ber k, indem man (LP2) benutzt, um
f(max(Λ(ξ¯, ν¯)) = max(Λ(ξ, ν)) fu¨r max(Λ(ξ, ν)) ∈ rng(f) zu zeigen.
(b) Wie (a). Aufgrund der Konfinalita¨t von f ist qkν stets in rng(f).
Lemma 5.8
Fu¨r λ ∈ Cν ist λ ∈ Λ(qλ, ν).
Beweis: Da λ ∈ Cν ist, ist nach Lemma 5.7 (b) qλ ∈ rng(f) fu¨r ein f :
ν¯ ⇒ ν. D.h. nach Lemma 5.6, daß Λ(qλ, ν)∩ λ = Λ(qλ, λ) ist. Aufgrund der
Definition von qλ existiert daher max(Λ(qλ, ν)∩λ) nicht. Ist aber Λ(qλ, ν)∩λ
in λ unbeschra¨nkt, so ist λ ∈ Λ(qλ, ν) aufgrund der Abgeschlossenheit von
Λ(qλ, ν). Sei also Λ(qλ, ν) ∩ λ = ∅. Dann ist aber λ = λ(f(0,qλ,ν)). Denn
λ(f(0,qλ,ν)) ≥ λ, weil sonst Λ(qλ, ν) ∩ λ 6= ∅ wa¨re. Und λ(f(0,qλ,ν)) ≤ λ, weil
na¨mlich λ ∈ Cν ist. D.h. nach Lemma 5.7 (b) ist qλ ∈ rng(f) fu¨r ein
f : ν¯ ⇒ ν. Aber dann ist rng(f(0,qλ,ν)) ⊆ rng(f). 2
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ρ , ρ)) = max(Λ(q
k
ρ , ν) ∩ ρ),
solange diese Maxima existieren. Denn ρ ∈ Cν . Also ist nach Lemma 5.7 (b)
qkρ ∈ rng(f) fu¨r ein f : ν¯ ⇒ ν. D.h. nach Lemma 5.6, daß Λ(qkρ , ν) ∩ ρ =
Λ(qkρ , ρ) ist. Entsprechend ist
qλ(k) = max(Λ(q
k
λ, λ)) = max(Λ(q
k
λ, ν) ∩ λ) = max(Λ(qkλ, ν) ∩ ρ),
solange diese Maxima existieren. Denn qλ < ρ < λ. Aus diesen beiden
Gleichungen folgt die Behauptung durch Induktion. 2
Lemma 5.10
Cν ist abgeschlossen.
Beweis: Sei λ ∈ Lim(Cν). Betrachte die Folge 〈qρ | ρ ∈ Cν ∩ λ〉. Nach
Lemma 5.9 gibt es ein ρ0 ∈ Cν∩λ, so daß qρ = qρ0 ist fu¨r alle ρ0 < ρ ∈ Cν∩λ.
Nach Lemma 5.8 ist also ρ ∈ Λ(qρ0 , ν) fu¨r alle ρ0 < ρ ∈ Cν∩λ. Aber Λ(qρ0 , ν)
ist abgeschlossen. Somit ist λ ∈ Λ(qρ0 , ν) ⊆ Cν . 2
Lemma 5.11
Fu¨r λ ∈ Cν ist Cλ = Cν ∩ λ.
Beweis durch Induktion u¨ber λ und ν. Sei die Behauptung fu¨r alle ρ < λ
und µ ≤ ν bereits bewiesen. Nach Lemma 5.8 ist Λ(qλ, λ) = Λ(qλ, ν)∩λ. Fu¨r
alle ρ ∈ Λ(qλ, λ) ist also ρ ∈ Cν∩Cλ. Somit ist nach Induktionsvoraussetzung
Cλ∩ρ = Cν∩ρ = Cρ. Ist daher Λ(qλ, λ) in λ unbeschra¨nkt, so ist man fertig.
Ist Λ(qλ, λ) = ∅, so ist nach Lemma 5.9 (Cν ∩ λ) − (qλ(kλ) + 1) = ∅. Denn
angenommen (Cν ∩ λ) − (qλ(kλ) + 1) 6= ∅. Sei ρ = min(Cν − (qλ(kλ) + 1)).
Dann ist nach Lemma 5.9 qρ = qλ. Also wa¨re ρ ∈ Λ(qλ, λ). Widerspruch!
Somit ist (Cν ∩ λ)− (qλ(kλ) + 1) = Cλ − (qλ(kλ) + 1) = ∅. Ist qλ(kλ) = 0, so
sind wir fertig. Ist qλ(kλ) 6= 0, so ist qλ(kλ) = max(Cλ) = max(Cν ∩λ) Aber
Cλ ∩ qλ(kλ) = Cν ∩ qλ(kλ) = Cqλ(kλ). Also ist Cλ = Cν ∩ λ. 2
Lemma 5.12
Sei f : ν¯ ⇒ ν. Dann ist (f  JDν¯ ) : 〈JDν¯ , Dν¯ , Cν¯〉 → 〈JDν , Dν , Cν〉 Σ0-
elementar.
Beweis: Zeige f(Cν¯ ∩ η¯) = Cν ∩ f(η¯) fu¨r alle η¯ < ν¯. Wegen (LP1) gilt
f(Cν¯ ∩ λ¯) = f(Cλ¯) = Cλ = Cν ∩ f(λ) fu¨r alle λ¯ ∈ Cν¯ . Ist also Cν¯ in ν¯
konfinal, so sind wir fertig. Ist es das nicht, so ist f(qν¯) = qν . Ist qν¯(kν¯) = 0,
dann ist Λ(0, ν¯) = Λ(0, ν) = ∅, so daß Cν¯ = Cν = ∅ ist. Ist qν¯(kν¯) 6= 0,
so braucht man f(max(Cν¯)) = max(Cν). Aber max(Cν¯) = qν¯(kν¯) und
max(Cν) = qν(kν). 2
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Ein Standardmorast wird wie im groben Fall ein Morast sein, bei dem (SD)
auf eine bestimmte Art erfu¨llt wird. Zuna¨chst mo¨chte ich statt (SD) eine
schwache Definierbarkeit (WD) voraussetzen.
(WD)
Ist f(0,η,ν) = idν fu¨r ein ν ∈ S2 und η ∈ JDµν , so ist
{〈ξ, x, f(0,ξ,ν)(x)〉 | ξ ∈ JDµν , x ∈ dom(f(0,ξ,ν))}
uniform u¨ber 〈JDµν , Dµν , Dµν 〉 definierbar.
Analog zum groben Fall wird ein Axiom (SP) die f ⇒ ν mit den f ⇒ µν in
Beziehung setzen. In (SP) spiegelt sich die Feinstruktur wider.
Definiere rekursiv fu¨r 1 ≤ n ∈ ω:
f 1(β,ξ,ν) = f(β,ξ,ν)
τ(n, ν) = das minimale τ ∈ S0 ∪ S+ ∪ S2, so daß fu¨r ein ξ ∈ JDµν
fn(ατ ,ξ,ν) = idν
ξ(n, ν) = das minimale ξ ∈ JDµν mit fn(ατ(n,ν),ξ,ν) = idν
Knν = {d(fn(β,ξ(n,ν),ν)) < ατ(n,ν) | β < ν}
f ⇒n ν genau dann, wenn f ⇒ ν und fu¨r alle 1 ≤ m < n
rng(f) ∩ JDατ(m,ν) ≺1 〈JDατ(m,ν) , Dατ(m,ν) , Kmν 〉
ξ(m, ν) ∈ rng(f)




f : ν¯ ⇒n ν :⇔ f ⇒n ν und f : ν¯ ⇒ ν.
Sei
nν = das kleinste n mit f
n
(γ,ξ,µν)
konfinal in ν fu¨r ein ξ ∈ JDµν , γ @ ν





α∗ν = αν fu¨r ν ∈ S+
α∗ν = sup{α < ν | β(fnν(α,ξν ,µν)) = α} fu¨r ν /∈ S+.
Sei Pν := {ξτ | ν @ τ v µν , τ ∈ S+} ∪ {ξν}.
(SP)





Das ist eine Art Umkehrung von (DP2) und (DP3).
Damit die Konstruktion der fn(u,ν) nicht abbricht braucht man
(DP3)∗
Fu¨r ν ∈ S2 und 1 ≤ n ∈ ω gilt:
(a) Ist fn(ατ ,ξ,ν) = idν mit τ ∈ S+ ∪ S0 und τ v ν, so ist µν = µτ .
(b) Ist β < ατ(n,ν), so ist auch d(f
n
(β,ξ(n,ν),ν)) < ατ(n,ν).
Außerdem fordere ich als Erga¨nzung zu (CP2):
(CP3)
Sei ν ∈ S − RCardL[D] und Cν = {λ(f) < ν | f ⇒ ν} in ν unbeschra¨nkt.
Dann ist fu¨r alle ξ ∈ JDµν
rng(f(0,ξ,ν)) =
⋃
{rng(f(0,ξ,λ)) | λ ∈ Cν}.
Ein Struktur, die außer (SD) alle Axiome eines noblen (ω1,∞)-Morasts erfu¨llt,
sei ein Standardmorast, wenn sie zusa¨tzlich (CP2)∗, (DP3)∗, (SP), S = Lim
und
ν C τ ⇒ ν regula¨r in JDτ




Ist f : ν¯ ⇒ ν und f(ξ¯) = ξ, so ist σ(ξ,ν) = f ◦ σ(ξ¯,ν¯).
(C) vgl. (CP3)
Ist Cν in ν unbeschra¨nkt, so ist σ(ξ,ν) =
⋃{σ(ξ,λ) | λ ∈ Cν , ξ ∈ JDλ }.
(D) vgl. (WD)
Ist f(0,ξ,ν) = idν fu¨r ein ξ ∈ JDν , so ist
{〈i, η, σ(η,ν)(i)〉 | η ∈ JDν , i ∈ dom(σ(η,ν))}
uniform u¨ber 〈JDµν , Dµν , Dµν 〉 definierbar.
(E)
Ist Cν in ν unbeschra¨nkt, so ist D
ν = Cν . Ist es beschra¨nkt, so ist D
ν =
{〈i, σ(qν ,ν)(i)〉 | i ∈ dom(σ(qν ,ν))}.
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Satz 5.13
Sei L[X] fu¨gsam mit S∗ = S2On, Kondensation und Koha¨renz, so daß Card
L[X] =
Card ist. Dann gibt es einen Standardmorast.
Beweis: Sei 〈S,C,F, X〉 der Morast aus Satz 5.5. Definiere
σ(ξ,ν)(i) = h
n(ν)
ν (i, 〈ξ, α∗ν , pν〉).
Sei damit D wie in der Definition vom Standardmora¨sten definiert. Dann
gilt:
(1) Dν ist u¨ber 〈JXν , X  ν,Xν〉 uniform definierbar.
(2) Xν ist u¨ber 〈JDν , Dν , Dν〉 uniform definierbar.
(1) ist klar. Fu¨r (2) sei zuna¨chst ν ∈ S2 mit f(0,qν ,ν) = idν . Da die Menge
{i | σ(qν ,ν)(i) ∈ Xν} u¨ber 〈JXν , X  ν,Xν〉 mit den Parameter pν , α∗ν , qν Σn(ν)-
definierbar ist, gibt es ein j ∈ ω, so daß
σ(qν ,ν)(〈i, j〉) existiert⇔ σ(qν ,ν)(i) ∈ Xν .
Damit gilt
Xν = {σ(qν ,ν)(i) | 〈i, j〉 ∈ dom(σ(qν ,ν))}.
Somit gibt es im Fall, daß f(0,qν ,ν) = idν ist, eine geeignete Definition von Xν .
Sei ν ∈ S2, f(0,qν ,ν) : ν¯ ⇒ ν konfinal und f(q¯) = qν . Dann ist f(0,q¯,ν¯) = idν¯ .
Und nach Lemma 5.7 (b) ist q¯ = qν¯ . Ist daher ν¯ = ν, so ist f(0,qν ,ν) = idν .
Sei also ν¯ < ν. Dann ist f(0,qν ,ν)(x) = y definiert durch: Es gibt ein ν¯ ≤ ν,
so daß fu¨r alle r, s ∈ ω
σ(qν¯ ,ν¯)(r) ≤ σ(qν¯ ,ν¯)(s)⇔ σ(qν ,ν)(r) ≤ σ(qν ,ν)(s)
gilt und fu¨r alle z ∈ JXν¯ ein s ∈ ω mit
z = σ(qν¯ ,ν¯)(s)
existiert und es ein s ∈ ω mit
σ(qν¯ ,ν¯)(s) = x⇔ σ(qν ,ν)(s) = y
gibt.
Und da 〈JXν , Xν〉 rudimenta¨r abgeschlossen ist, ist
Xν =
⋃
{f(Xν¯ ∩ η) | η < ν¯}.
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{Xλ | λ ∈ Cν}.
Denn L[X] hat Koha¨renz.
Also gilt (2). Daraus folgt (D).
Wegen (1) und (2) ist JXν = J
D
ν fu¨r alle ν ∈ Lim und fu¨r alle H ⊆ JXν = JDν
gilt
H ≺1 〈JXν , X  ν〉 ⇔ H ≺1 〈JDν , Dν〉.
Also ist 〈S,C,F, D〉 ein nobler Morast. Insbesondere gilt auch (CP2)∗, wo
H ≺1 〈JDν , Dν〉 in der Voraussetzung auftritt (vgl. Lemma 5.3).
(C)
Sei x ∈ JXν , i ∈ ω und y = hν,Bν (i, x). Da Cν in ν unbeschra¨nkt ist, gibt
es ein λ ∈ Cν mit x, y ∈ JXλ . Nach Lemma 5.1 (g) ist Bλ = Bν ∩ JXλ .
Also ist y = hλ,Bλ(i, x). Aber Bν = {0} × Aν ∪ {〈1, α∗ν , pν〉} und Bλ =
{0} × Aλ ∪ {〈1, α∗λ, pλ〉}.
(SP)
Sei µ := µν , k := n(µ) und
pi(n, β, ξ) := die Umkehrung der Transitivierung von
hk+nµ [ω × (JXβ × {α∗∗µ , p∗µ, ξ∗}<ω)].
Dabei sei
ξ∗ := minimal mit hk+n−1µ (i, ξ
∗) = ξ fu¨r ein i ∈ ω




µ) = pµ fu¨r ein i ∈ ω




µ ) = α
∗
µ fu¨r ein i ∈ ω.
Zeige durch Induktion fu¨r alle n ∈ ω
| f 1+n(β,ξ,µ) |= pi(n, β, ξ).
Fu¨r n = 0 gilt das nach Definition von f 1(β,ξ,µ) = f(β,ξ,µ). Sei also | fm(β,ξ,µ) |=
pi(m− 1, β, ξ) fu¨r alle 1 ≤ m ≤ n bereits bewiesen. Dann ist nach Definition
von τ(m,µ)
ατ(m,µ) = das (k +m− 1)-te Projektum von µ.
Sei pi(n, β, ξ) : Iµ¯ → Iµ. Dann ist ξ(m,µ) = pi(n, β, ξ)ξ(m, µ¯) fu¨r alle 1 ≤
m ≤ n. Das zeigt man wie in (8) im Beweis von Satz 2.9:
Sei pi := pi(n, β, ξ), α := pi−1[ατ(m,µ) ∩ rng(pi)], ρ := pi(α)
r := minimal mit hk+m−2µ (i, r) = pµ fu¨r ein i ∈ ω
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α′ := minimal mit hk+m−2µ (i, α
′) = α∗µ fu¨r ein i ∈ ω
p := der (k +m− 1)-te Standardparameter von µ
und pi(r¯) = r, pi(p¯) = p, pi(α¯′) = α′. Sei ξ¯ := ξ(m, µ¯). Dann ist p¯ =
hk+m−1µ¯ (i, 〈x¯, ξ¯, r¯, α¯′〉) fu¨r ein x¯ ∈ JXα . Denn α = ατ(m,µ¯). Also ist p =
hk+m−1µ (i, 〈x, ξ, r, α′〉) mit pi(x¯) = x und pi(ξ¯) = ξ. D.h. hk+m−1µ [ω×(JXατ(m,µ)×
{α′, r, ξ}<ω)] = JXµ nach Definition von p. D.h. ξ(m,µ) ≤ ξ. Angenom-
men ξ(m,µ) < ξ. Dann wu¨rde Iµ |= (∃η < ξ)(∃i ∈ ω)(∃x ∈ JXρ )(ξ =
hk+m−1µ (i, 〈x, η, r, α′〉) gelten. Also gilt auch Iµ¯ |= (∃η < ξ¯)(∃i ∈ ω)(∃x ∈
JXα )(ξ¯ = h
k+m−1
µ¯ (i, 〈x, η, r¯, α¯′〉). Das widerspricht aber der Definition von
ξ¯ = ξ(m, µ¯).
Also ist fu¨r alle 1 ≤ m ≤ n
ξ(m,µ) ∈ rng(pi(n, β, ξ)).
Außerdem ist fu¨r alle β < ατ(m,µ)
d(fm(β,ξ(m,µ),µ)) < ατ(m,µ).
Betrachte pi := pi(m− 1, β, ξ) =| fm(β,ξ,µ) | mit ξ = ξ(m,µ). Dann ist pi : Iµ¯ →
Iµ die Umkehrung der Transitivierung von h
k+m−1
µ [ω × (β × {ξ, α′, r}<ω)]
mit
r := minimal mit hk+m−2µ (i, r) = pµ fu¨r ein i ∈ ω
α′ := minimal mit hk+m−2µ (i, α
′) = α∗µ fu¨r ein i ∈ ω.
Und es gilt hk+m−1µ¯ [ω × (β × {ξ¯, α¯′, r¯}<ω)] = JXµ¯ mit pi(ξ¯) = ξ, pi(α¯′) = α′
und pi(r¯) = r. Angenommen ατ(m,µ) ≤ µ¯ < µ. Dann ga¨be es u¨ber Iµ¯ eine
Surjektion von β < ατ(m,µ) auf ατ(m,µ). Das widerspricht der Tatsache, daß




Das widerspricht der Minimalita¨t von τ(m,µ).
Wegen ξ(m,µ) ∈ rng(pi(n, β, ξ)) kann man also wie in Lemma 5.4
rng(pi(n, β, ξ)) ∩ JDατ(m,µ) ≺1 〈JDατ(m,µ) , Dατ(m,µ) , Kmµ 〉
fu¨r alle 1 ≤ m ≤ n zeigen.
Bleibt die Minimalita¨t zu zeigen. Sei dazu f ⇒ µ mit β ∪ {ξ} ⊆ rng(f), so
daß fu¨r alle 1 ≤ m ≤ n
rng(f) ∩ JDατ(m,µ) ≺1 〈JDατ(m,µ) , Dατ(m,µ) , Kmµ 〉
ξ(m,µ) ∈ rng(f)
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gilt. Zeige, daß f Σk+n-elementar ist und die ersten Standardparameter bis
einschließlich des (k+n−1)-ten in rng(f) liegen. Das reicht, denn pi(n, β, ξ)
ist das minimale solche.
Sei pk+mµ der (k +m)-te Standardparameter von µ.
Zeige durch Induktion u¨ber 0 ≤ m ≤ n
f ist Σk+m-elementar
p1µ, . . . , p
k+m−1
µ ∈ rng(f).
Fu¨r m = 0 ist das wegen f ⇒ µ klar. Sei es also fu¨r m < n bereits bewiesen.
Dann sei α := ατ(m+1,µ) und α¯ = f
−1[α ∩ rng(f)]. Betrachte pi := (f 
JDα¯ ) : 〈JDα¯ , Dα¯, K¯〉 → 〈JDα , Dα, Km+1µ 〉. Konstruiere eine Σk+m+1-elementare







{fβ[rng(pi) ∩ JDµ(β)] | β < α}.
Dann ist H∩JDα = rng(pi). Denn rng(pi) ⊆ H∩JDα ist klar, da fβ  JDβ = id 
JDβ ist. Sei also y ∈ H∩JDα . D.h. y = fβ(x) fu¨r ein x ∈ rng(pi) und ein β < α.
Sei K+ = Km+1µ − Lim(Km+1µ ) und β(η) = sup{β | fm+1(β,ξ(m+1,η),η) 6= idη}.
Dann gilt
〈JDα , Dα, Km+1µ 〉 |= (∃y)(∃η ∈ K+)(y = fm+1(β,ξ(m+1,η),η)(x) ∈ JDβ(η)).
Da rng(pi) ≺1 〈JDα , Dα, Km+1µ 〉 ist, ist also mit x ∈ rng(pi) auch y =
fm+1(β,ξ(m+1,η),η)(x) ∈ rng(pi) fu¨r ein solches η. Weil aber y = fm+1(β,ξ(m+1,η),η)(x) ∈
JDβ(η) ist, gilt fβ(x) = f
m+1
(β,ξ(m+1,η),η)(x) ∈ rng(pi).
Zeige H ≺k+m+1 Iµ. Da fm+1(β,ξ,µ) = pi(m,β, ξ) ist, ist ατ(m+1,µ) das (k + m)-
te Projektum von µ. Wie in (8) im Beweis von Satz 2.9 kann man zeigen,
daß der (k + m)-te Standardparameter pk+mµ von µ in rng(fβ) ist. Sei nun
Iµ |= (∃x)ϕ(x, y, p1µ, . . . , pk+mµ ) mit einer Πk+m-Formel ϕ und y ∈ H ∩ JDα .
Da die fβ Σk+m-elementar sind, gilt
Iµ |= (∃x)ϕ(x, y, p1µ, . . . , pk+mµ )⇔ (∃γ ∈ Km+1µ )(∃x)(Iγ |= ϕ(x, y, p1γ, . . . , pk+mγ )).
Da rng(pi) ≺1 〈JDα , Dα, Km+1µ 〉 ist, ist also auch
rng(pi) |= (∃γ ∈ Km+1µ )(∃x)(Iγ |= ϕ(x, y, p1γ, . . . , pk+mγ )).
Somit gibt es ein solches x in rng(pi) und damit in H.
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Sei p˜i die Umkehrung der Transitivierung von H. Dann ist p˜i Σk+m-elementar
und da p1µ, . . . , p
k+m
µ fu¨r alle β < α in rng(fβ) sind, gilt p
1
µ, . . . , p
k+m
µ ∈
rng(pi) = H. Außerdem gilt nach Induktionsvoraussetzung, daß f Σk+m-
elementar ist und p1µ, . . . , p
k+m−1
µ ∈ rng(f) sind. Wieder wie in (8) im Be-
weis von Satz 2.9 kann man mit ξ(m + 1, µ) ∈ rng(f) zeigen, daß auch
pk+mµ ∈ rng(f) ist. Da p˜i und f aber auch auf dem (k + m)-ten Projektum
u¨bereinstimmen, gilt p˜i = f .
Aus | f 1+n(β,ξ,µ) |= pi(n, β, ξ) folgt (SP), denn fu¨r alle ν @ τ v µν mit τ ∈ S+
bzw. τ = ν gilt:
pτ ∈ rng(pi(n, β, ξ))⇔ ξτ ∈ rng(pi(n, β, ξ)).
Das zeigt man wieder wie in (8) im Beweis von Satz 2.9.
(DP3)∗
(a) ist klar.
(b) wurde bereits bei (SP) mitbewiesen.
Die u¨brigen Eigenschaften eines Standardmorastes folgen direkt aus der Kon-
struktion. 2
Lemma 5.14
Sei ein Standardmorast, der (SD) erfu¨llt, gegeben. Setze ατ(0,ν) = µν und
ξ(0, ν) = ∅ fu¨r alle ν. Dann gilt fu¨r alle 0 ≤ n und ν ∈ S2:
(i) Sei f : ν¯ ⇒n+1 ν, α := ατ(n,ν) und α¯ := f−1[α ∩ rng(f)]. Dann gilt
α¯ = ατ(n,ν¯).
(ii) Ist f : ν¯ ⇒n+1 ν, dann gilt f(ξ(n, ν¯)) = ξ(n, ν).
(iii) Sei f : ν¯ ⇒n+1 ν und K¯ = f−1[Knν ∩ rng(f)]. Dann ist K¯ = Knν¯ .
(iv) Sind f, g ⇒n+1 ν und rng(f) ⊆ rng(g), so ist g−1f ⇒n+1 d(g).
(v) Fu¨r u ⊆ JDµν existiert fn+1(u,ν).
(vi) Fu¨r alle β < ν und ξ ∈ JDµν ist fn+1(β,ξ,ν) uniform definierbar u¨ber 〈JDν , Dν , Dν〉.
Beweis durch Induktion u¨ber n. Fu¨r n = 0 gelten (i) bis (v) aufgrund der
Morastaxiome.
(vi) Die rng(f 1(0,ξ,ν)) sind aufgrund von (SD) u¨ber 〈JDν , Dν , Dν〉 uniform de-
finierbar. Wie in Beweis von Lemma 2.6 gilt rng(f 1(β,ξ,ν)) =
⋃{rng(f 1(0,η,ν)) |
η ∈ (β ∪ {ξ})<ω}. Und f 1(β,ξ,ν)(x) = y berechnet man durch: Es gibt ein ν¯
und ein ξ¯, so daß fu¨r alle η ∈ β<ω
d(f(0,〈η,ξ¯〉,ν¯)) = d(f(0,〈η,ξ〉,ν))
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gilt und fu¨r alle t ∈ JDν¯ ein η ∈ β<ω existiert mit
t ∈ rng(f(0,〈η,ξ¯〉,ν¯))
und ein z und ein η ∈ β<ω existiert mit
f(0,〈η,ξ¯〉,ν¯)(z) = x⇔ f(0,〈η,ξ〉,ν)(z) = y.
Seien (i) bis (vi) nun fu¨r alle 0 ≤ m < n bereits bewiesen.
(i) Sei Bn(ξ, ν) := {β(fn(γ,ξ,ν)) < ατ(n,ν) | γ < ν} = {β < ατ(n,ν) | β /∈
rng(fn(β,ξ,ν))}. Sei f(ξ¯) = ξ(n, ν), B = Bn(ξ, ν) und B¯ := f−1[B ∩ rng(f)].
Dann gilt nach (iv) der Induktionsvoraussetzung f ◦fn(u¯,ν¯) = fn(u,ν) fu¨r u¯ ⊆ JDµν¯
und u = f [u¯] (vgl. Lemma 2.7b). Ist also f(β¯) = β ∈ rng(f(β,ξ(n,ν),ν)), so
ist β¯ ∈ rng(f(β¯,ξ¯,ν¯)). Denn β¯ = f−1[β ∩ rng(f)]. Und ist f(β¯) = β 6∈
rng(f(β,ξ(n,ν),ν)), so ist β¯ 6∈ rng(f(β¯,ξ¯,ν¯)). D.h. insgesamt ist B¯ = Bn(ξ¯, ν¯).
Nach (DP3)∗(b) und (iv) der Induktionsvoraussetzung ist Bn(ξ(n, ν), ν) =⋃{Bn(ξ(n, η), η) | η ∈ Knν }. Nun ist aber Bn(ξ(n, ν), ν) in α unbeschra¨nkt
und rng(f) ∩ JDα ≺1 〈JDα , Dα, Knν 〉. Also ist auch B¯ = Bn(ξ¯, ν¯) in α¯ unbe-
schra¨nkt. Angenommen es ga¨be ein ζ ∈ JDµν¯ und ein β < α¯ mit fn(β,ζ,ν¯) =
idν¯ . Dann ga¨be es ein β ≤ γ < α¯ mit ζ ∈ rng(fn(γ,ξ¯,ν¯)). Denn nach (iv)
der Induktiosvoraussetzung ist fn
(α¯,ξ¯,ν¯)
= idν¯ . Also wa¨re f
n
(γ,ξ¯,ν¯)
= idν¯ . Das
widerspricht aber der Tatsache, daß Bn(ξ¯, ν¯) in α¯ unbeschra¨nkt ist.
(ii) Nach dem Beweis von (i) gilt fn
(α¯,ξ¯,ν¯)
= idν¯ mit α¯ = ατ(n,ν¯) und f(ξ¯) =
ξ(n, ν¯). Also ist ξ(n, ν¯) ≤ ξ¯. Angenommen ξ(n, ν¯) < ξ¯. Dann wa¨re ξ(n, ν) ∈
rng(fn(α,ξ,ν)) mit ξ := f(ξ(n, ν¯)) und α := ατ(n,ν). Also wa¨re f
n
(α,ξ,ν) = idν mit
ξ < ξ(n, ν), was aber der Definition von ξ(n, ν) widerspricht.
(iii) Sei f(µ¯) = µ, K+ = Knν − Lim(Knν ) und K¯+ = Knν¯ − Lim(Knν¯ ). Zeige
zuerst µ ∈ K+ ⇒ µ¯ ∈ K¯+. Aus (i) und (ii) wissen wir, daß B¯ = f−1[B ∩
rng(f)] ist mit B = Bn(ξ, ν), B¯ = Bn(ξ¯, ν¯) und ξ = ξ(n, ν), ξ¯ = ξ(n, ν¯). Sei
µ = d(fn(β,ξ,ν)). Da µ ∈ K+ ∩ rng(f) ist, ko¨nnen wir β ∈ B+ ∩ rng(f) mit
B+ = B − Lim(B) annehmen. Sei δ der Vorga¨nger von β in B. Dann ist
fn(δ,〈δ,ξ〉,µ) = idµ. Definiere γ = β fu¨r β ∈ S+ ∪ S0, und γ = min{γ @ β | δ <
γ} sonst. Dann ist γ ∈ rng(f) und nach (DP3)∗(a) µ = µγ. Sei f(β¯) = β,




K¯+. Genauso zeigt man µ¯ ∈ K¯+ ⇒ µ ∈ K+. Aber Knν =
⋃{Knη | η ∈ K+}
und Knν¯ =
⋃{Knη | η ∈ K¯+}. Also gilt tatsa¨chlich die Behauptung.
(iv) folgt unmittelbar aus (ii), (iii) und der Definition von ⇒n+1.
(v) Zuna¨chst stellt man fest, daß 〈JDα , Dα, Knν 〉 mit α := ατ(n,ν) rudimenta¨r
abgeschlossen ist. Denn wegen (iv) ist Knν ∩ η = Knη fu¨r alle η ∈ Knη . Aber
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wegen (vi) der Induktionsvoraussetzung ist Knη u¨ber 〈JDη , Dη, Dη〉 definierbar.





mit w := h[ω × (u ∩ JDα )<ω].
Dabei sei h die kanonische Skolemfunktion von 〈JDα , Dα, Knν 〉 aus Satz 1.13.
(vi) Ist w ≺1 〈JDατ(n,ν) , Dατ(n,ν) , Knν 〉, so gibt es ein eindeutig bestimmtes
f ⇒n+1 ν mit rng(f) ∩ JDατ(n,ν) = w.
Existenz :







{fβ[w ∩ JDν(β)] | β < α}.
Dann ist H ∩ JDα = w. Denn w ⊆ H ∩ JDα ist klar, da fβ  JDβ = id  JDβ
ist. Sei also y ∈ H ∩ JDα . D.h. y = fβ(x) fu¨r ein x ∈ w und ein β < α. Sei
K+ = Knν − Lim(Knν ) und β(η) = sup{β | fn(β,ξ(n,η),η) 6= idη}. Dann gilt
〈JDα , Dα, Knν 〉 |= (∃y)(∃η ∈ K+)(y = fm+1(β,ξ(m+1,η),η)(x) ∈ JDβ(η)).
Da w ≺1 〈JDα , Dα, Knν 〉 ist, ist also mit x ∈ w auch y = fn(β,ξ(n,η),η)(x) ∈ w
fu¨r ein solches η. Weil aber y = fn(β,ξ(n,η),η)(x) ∈ JDβ(η) ist, gilt fβ(x) =
fn(β,ξ(n,η),η)(x) ∈ w.
Sei | f |: JDν¯ → JDν die Umkehrung der Transitivierung von H und
f = 〈ν¯, | f |, ν〉. Dann ist f : ν¯ ⇒n+1 ν. Denn fu¨r alle β < α gilt wegen
(SD) f (ν¯(β)) : ν¯(β)⇒n ν(β) mit f(ν¯(β)) = ν(β), falls ν(β) ∈ rng(f) ist. Sei
Γ = {β < α | ν(β) ∈ rng(f)}. Fu¨r β, γ ∈ Γ seien gβ = fβ ◦ f (ν¯(β)) und
gβγ = g
−1
γ ◦ gβ. Sei 〈hβ | β ∈ Γ〉 der transitive, direkte Limes des gerichteten
Systems 〈gβγ | β ≤ γ ∈ Γ〉. Dann ist f ◦ hβ = gβ fu¨r alle β ∈ Γ. Also
ist nach (CP1) und (iv) der Induktionsvoraussetzung f : ν¯ ⇒n ν. Aber
ξ(n + 1, ν) ∈ H = rng(f) und rng(f) ∩ JDα = w ≺1 〈JDα , Dα, Knν 〉. Also ist
f : ν¯ ⇒n+1 ν.
Eindeutigkeit:
Sei f : ν¯ ⇒n+1 ν mit rng(f) ∩ JDατ(n,ν) = w und α¯ := f−1[α ∩ rng(f)]. Dann
gilt nach (i) α¯ = ατ(n,ν¯). Und nach (iv) gilt f ◦ fn+1(α¯,ν¯) = fn+1(w,ν) (vgl. Lemma
2.7b). Aber da α¯ = ατ(n,ν¯) ist, ist f
n+1






∗) = ξ. Betrachte w = h(n,ν)[ω × (β<ω × {ξ∗})]. Dabei
sei h(n,ν) die Σ1-Skolemfunktion von 〈JDατ(n,ν) , Dατ(n,ν) , Knν 〉. Nach (vi) der In-
duktionsvoraussetzung ist Knν uniform u¨ber 〈JDν , Dν , Dν〉 definierbar. Daher
ist nach Satz 1.13 das w uniform u¨ber 〈JDν , Dν , Dν〉 definierbar. Sei pi die
Umkehrung der Transitivierung von w. Dann kann man pi(x) = y definieren
durch: Es gibt ein ν¯ ≤ ν und ein ξ¯ ≤ ξ∗, so daß fu¨r alle i ∈ ω und η ∈ β<ω
(∃z ∈ JDατ(n,ν¯))(z = h(n,ν¯)(i, 〈η, ξ¯〉))⇔ (∃z ∈ JXατ(n,ν))(z = h(n,ν)(i, 〈η, ξ∗〉))
gilt und fu¨r alle z ∈ JXατ(n,ν¯) ein i ∈ ω und ein η ∈ β<ω mit
z = h(n,ν¯)(i, 〈η, ξ¯〉)
existiert und es ein i ∈ ω und ein η ∈ β<ω mit
h(n,ν¯)(i, 〈η, ξ¯〉) = x⇔ h(n,ν)(i, 〈η, ξ∗〉) = y
gibt. Dadurch ist ν¯ eindeutig bestimmt. Nach dem oben gezeigten, kann
man also fn+1(β,ξ,ν)(x) = f
n




und fu¨r alle t ∈ JDν¯ existiert ein ξ ∈ α<ωτ(n,ν¯) mit
t ∈ rng(fn(0,〈ξ,ξ(n,ν¯)〉,ν¯))
und es existiert ein z und ein ξ ∈ α<ωτ(n,ν¯) mit
fn(0,〈ξ,ξ(n,ν¯)〉,ν¯)(z) = x⇔ fn(0,〈pi(ξ),ξ(n,ν)〉,ν)(pi(z)) = y.
2
Lemma 5.15
Jeder Standardmorast erfu¨llt (SD).
Beweis: Zeige zuna¨chst durch Induktion u¨ber µ ∈ S2, daß fu¨r alle µ ∈ S2
die Menge
{〈i, ξ, σ(ξ,µ)(i)〉 | η ∈ JDµ , i ∈ dom(σ(ξ,µ))}
uniform u¨ber 〈JDµ , Dµ, Dµ〉 definierbar ist. Sei das fu¨r alle τ < µ, τ ∈ S2
bereits bewiesen.
Ist dann Cµ in µ unbeschra¨nkt, so gilt nach (C)
σ(ξ,ν) =
⋃
{σ(ξ,λ) | λ ∈ Cν , ξ ∈ JDλ }.
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Aufgrund der Induktionsvoraussetzung sind die σ(ξ,λ) mit λ ∈ Cµ aber uni-
form u¨ber 〈JDµ , Dµ, Dµ〉 definierbar. Und nach (E) ist Cµ = Dµ. Also ist
σ(ξ,ν) uniform u¨ber 〈JDµ , Dµ, Dµ〉 definierbar.
Ist Cµ in µ beschra¨nkt, so ist rng(f(0,qµ,µ)) in µ unbeschra¨nkt. Also gilt nach
(CP2)∗
rng(f(0,〈ξ,qµ〉,µ)) = hµ[ω × (rng(f(0,qµ,µ))× {ξ})].
Dabei sei hµ die Σ1-Skolemfunktion von 〈JDµ , Dµ〉 entsprechend Satz 1.13.
Da Dµ = rng(f(0,qµ,µ)) ist, sind nach Satz 1.13 die rng(f(0,〈ξ,qµ〉,µ)) uniform
u¨ber 〈JDµ , Dµ, Dµ〉 definierbar. Da nach (B) und Lemma 5.7 (b) fu¨r µ¯ :=
d(f(0,〈ξ,qµ〉,µ))
f(0,〈ξ,qµ〉,µ) ◦ σ(qµ¯,µ¯) = σ(qµ,µ)
gilt, kann man f(0,〈ξ,qµ〉,µ)(x) = y definieren durch: Es gibt ein µ¯ ≤ µ und ein
ξ¯ ≤ ξ, so daß fu¨r alle i, j ∈ ω
(∃z ∈ JDµ¯ )(z = hµ¯(i, 〈σ(qµ¯,µ¯)(j), ξ¯〉))⇔ (∃z ∈ JDµ )(z = hµ(i, 〈σ(qµ,µ)(j), ξ〉))
gilt und fu¨r alle z ∈ JDµ¯ ein i ∈ ω und ein j ∈ ω mit
z = hµ¯(i, 〈σ(qµ¯,µ¯)(j), ξ¯〉)
existiert und es ein i ∈ ω und ein j ∈ ω mit
hµ¯(i, 〈σ(qµ¯,µ¯)(j), ξ¯〉) = x⇔ hµ(i, 〈σ(qµ,µ)(j), ξ〉) = y
gibt.
Ist nun ατ(1,µ) = 0, so folgt aus (D), daß {〈i, ξ, σ(ξ,µ)(i)〉 | η ∈ JDµ , i ∈
dom(σ(ξ,µ))} uniform u¨ber 〈JDµ , Dµ, Dµ〉 definierbar ist. Ist aber ατ(1,µ) > 0,
so ist nach (DP3)∗(b) stets µ¯ = d(f(0,〈ξ,qµ〉,µ)) < µ. Aber dann ist nach (B)
σ(ξ,µ) = f(0,〈ξ,qµ〉,µ) ◦ σ(ξ¯,µ¯) mit f(0,〈ξ,qµ〉,µ)(ξ¯) = ξ mit Hilfe der Induktionsvor-
aussetzung definierbar.
Aus den σs berechnet man f(0,ξ,µ)(x) = y wie folgt: Es gibt ein µ¯ ≤ µ und
ein ξ¯ ≤ ξ, so daß fu¨r alle r, s ∈ ω
σ(ξ¯,µ¯)(r) ≤ σ(ξ¯,µ¯)(s)⇔ σ(ξ,µ)(r) ≤ σ(ξ,µ)(s)
gilt und fu¨r alle z ∈ JDµ¯ ein s ∈ ω mit
z = σ(ξ¯,µ¯)(s)
existiert und es ein s ∈ ω mit
σ(ξ¯,µ¯)(s) = x⇔ σ(ξ,µ)(s) = y
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gibt.
Da nun aber die f 1(0,ξ,µ) uniform u¨ber 〈JDµ , Dµ, Dµ〉 definierbar sind und (SD)
nach Induktionsvoraussetzung fu¨r alle τ ∈ S2∩µ gilt, kann man die fn(0,ξ,µ) fu¨r
ξ ∈ JDµ wie im Beweis von Lemma 5.14 uniform u¨ber 〈JDµ , Dµ, Dµ〉 definieren.
Daraus la¨ßt sich schließlich mit (SP)
{〈ξ, ν, x, f(0,ξ,ν)(x)〉 | ν < µ, µν = µ, ξ ∈ JDµ , x ∈ dom(f(0,ξ,ν))}
∪{〈ξ, x, f(0,ξ,µ)(x)〉 | ξ ∈ JDµ , x ∈ dom(f(0,ξ,µ))}
∪(@ ∩µ2)
uniform u¨ber 〈JDµ , Dµ, Dµ〉 definieren. 2
Sei nun ein Standardmorast gegeben. Damit werde ich im folgenden ein
fu¨gsames L[X] mit S∗ = S2On, Kondensation und Koha¨renz konstruieren, so
daß CardL[X] = Card ist. Dazu verwende ich die Cν aus (CP3):
Ist ν ∈ S2 und Cν in ν unbeschra¨nkt, so sei
Xν = Cν .
Sei ν ∈ S2 und Cν in ν beschra¨nkt. Dann ist Λ(q, ν) fu¨r alle q ∈ ν beschra¨nkt.
Also ist Λ(qν , ν) = ∅. D.h. f(0,qν ,ν) ist konfinal. Sei in diesem Fall
Xν = {σ(qν ,ν)[n] | n ∈ ω}.
Sei S∗ = S2.
Lemma 5.16
Sei ν ∈ S2 und Cν in ν unbeschra¨nkt. Ist dann f : 〈J D¯ν¯ , D¯, C¯〉 → 〈JDν , Dν , Cν〉
Σ1-elementar, so ist 〈ν¯, f, ν〉 ∈ F.
Beweis: Sei ξ ∈ rng(f), i ∈ ω und y = σ(ξ,ν)(i). Dann ist y ∈ rng(f)
zu zeigen. Da Cν in ν unbeschra¨nkt ist, gibt es nach (C) ein λ ∈ Cν mit
y = σ(ξ,λ)(i). Da nach Lemma 5.15 die σ(ξ,τ) mit τ < ν in 〈JDν , Dν〉 definierbar
sind, gilt also 〈JDν , Dν , Cν〉 |= (∃y)(∃λ ∈ Cν)(y = σ(ξ,λ)(i)). Daher gilt auch
rng(f) |= (∃y)(∃λ ∈ Cν)(y = σ(ξ,λ)(i)). D.h. y ∈ rng(f). 2
Lemma 5.16 entspricht Lemma 6.39 von Beller / Jensen / Welch [1982].
Lemma 5.17
Sei ν ∈ S2, H ≺1 Iν und f die Umkehrung der Transitivierung von H. Sei
f  On : ν¯ → ν. Dann ist 〈ν¯, f, ν〉 ∈ F.
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Beweis: Ist Cν in ν beschra¨nkt, so ist λ(f(0,qν ,ν)) = ν, und aufgrund der De-
finition von Xν ist rng(f(0,qν ,ν)) ⊆ rng(f). Außerdem ist f  JDν¯ : 〈JDν¯ , Dν¯〉 →
〈JDν , Dν〉 Σ1-elementar. Also folgt die Behauptung aus (CP2)∗. Ist Cν in ν
unbeschra¨nkt, so folgt die Behauptung aus Lemma 5.16. 2
Satz 5.18
Sei M ein Standardmorast. Dann gibt es eine Folge X = 〈Xν | ν ∈ S∗〉, so
daß S∗ = S2On ist und L[X] Kondensation und Koha¨renz hat, fu¨gsam ist und
CardL[X] = Card.
Beweis:
(1) L[X] hat Koha¨renz
Sei ν ∈ S∗ und H ≺1 Iν . Ist Cν in ν unbeschra¨nkt, so ist nach Lemma 5.17
λ := sup(H ∩ ν) ∈ Cν und Cν ∩ λ in λ unbeschra¨nkt. Nach Lemma 5.11
ist aber Cν ∩ λ = Cλ. Also ist tatsa¨chlich Xλ = Xν ∩ λ. Ist aber Cν in ν
beschra¨nkt, so ist nach Definition von Xν H ∩ ν in ν unbeschra¨nkt. D.h. es
ist nichts zu zeigen.
(2) L[X] ist fu¨gsam
Ist ν ∈ S∗ und Cν in ν beschra¨nkt, so ist Xν ∩ JXη mit η < ν stets endlich.
Die Fu¨gsamkeit ist also trivial. Ist ν ∈ S∗ und Cν in ν unbeschra¨nkt, so ist
fu¨r alle λ ∈ Cν nach Lemma 5.11 Cν ∩ λ = Cλ. Fu¨r alle λ ∈ Lim(Cν) ist
also Xλ = Xν ∩ λ. Ist Lim(Cν) in ν unbeschra¨nkt, so ist man fertig. Ist es
das nicht, so sei λ := max(Lim(Cν)). Dann ist Xν ∩ JXη = Cλ ∪E mit einer
endlichen Menge E fu¨r alle η > λ.
(3) L[X] hat Kondensation
Ist ν ∈ S∗, H ≺1 Iν und Cν in ν unbeschra¨nkt, so gilt Kondensation wegen
Lemma 5.12 und 5.17. Ist ν ∈ S∗ und Cν in ν beschra¨nkt, so ist H ≺1
Iν in ν nach Definition von Xν unbeschra¨nkt. Sei pi die Umkehrung der
Transitivierung von H und pi  On : ν¯ → ν. Nach Lemma 5.7 (b) und 5.17 ist
pi(qν¯) = qν . Wegen der Eigenschaften von σν und σν¯ gilt dann Kondensation.
(4) CardL[X] = Card
Sei ω < κ eine Kardinalzahl. Dann sind nach (DP1) alle ν ∈ Sκ unabha¨ngig.
Also gilt fu¨r alle f(β,0,ν) : ν¯ ⇒ ν mit β < αν = κ, daß ν¯ < αν = κ ist.
Somit gilt fu¨r F : {〈β, x〉 | x < d(f(β,0,ν))} → ν mit F (β, x) = f(β,0,ν)(x),
daß rng(F ) =
⋃{rng(f(β,0,ν)) ∩ ν | β < αν} = ν ist. Nach Lemma 5.15 ist
F ∈ L[X]. Also gibt es in L[X] eine Surjektion von einer Teilmenge von κ×κ
auf ν. Aufgrund der Axiome (c) und (e) ist Sκ in κ
+ unbeschra¨nkt. Also ist
(κ+)L[X] = κ+. Da ω < κ beliebig war, gilt somit CardL[X]−ω1 = Card−ω1.
Bleibt ω
L[X]
1 = ω1 zu zeigen. Sei dazu ν ∈ Sω1 und η < ω1 beliebig. Nach
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Axiom (1) ist dann η ⊆ rng(f(0,η,ν)). Wegen der Definition von X gibt es
in L[X] eine Surjektion von ω auf η ⊆ rng(f(0,η,ν)). Denn ist nν = 1, so ist
nach (SP) σ(〈η,α∗ν ,Pν〉,µν) eine geeignete Surjektion. Und wenn nν > 1 ist, ist
nach dem Beweis von Lemma 5.14 (vi) und (SP)
h(i) := hατ(nν−1,µν ),K
nν−1
µν
(i, 〈η, ν∗, α∗∗ν , P ∗ν 〉)
eine solche. Dabei sei
fnν−1(β,〈ξ(nν−1,µν),α∗ν〉,µν)(α
∗∗





ν ) = Pν
ν∗ = ν fu¨r ν < ατ(nν−1,µν) und ν
∗ = 0 sonst.
Da η < ω1 beliebig war, ist also ω
L[X]
1 = ω1.
(5) S∗ = S2On
Denn nach Definition von nν in (SP) existiert ein ξ ∈ JDµν und ein γ @ ν, so
daß fnν(γ,ξ,µν) in ν konfinal ist. Ist dann nν = 1, so ist F : γ × ω → µν mit
〈η, i〉 7→ σ(〈η,ξ〉,µν)(i)
in ν konfinal. Ist nν > 1, so ist F : γ × ω → ατ(nν−1,µν) mit
〈η, i〉 7→ hατ(nν−1,µν ),Knν−1µν (i, 〈η, ξ
∗〉)
aufgrund des Beweises von Lemma 5.14 (vi) in ν konfinal. Dabei sei
fnν−1(β,〈ξ(nν−1,µν),ξ〉,µν)(ξ
∗) = ξ.
F ist aber nach Lemma 5.15 u¨ber Iµν definierbar. Und andererseits gilt im
Standardmorast
ν C τ ⇒ ν regula¨r in JDτ .
Also ist ν in Iµν regula¨r. 2
Satz 5.19
Sei 〈Xν | ν ∈ S∗〉, so daß gilt:
(1) L[X] |= S∗ = S2On
(2) L[X] ist fu¨gsam
(3) L[X] hat Kondensation
(4) L[X] hat Koha¨renz.
Dann gibt es eine Folge C = 〈Cν | ν ∈ S2〉, so daß gilt:
(1) L[C] = L[X]
(2) L[C] hat Kondensation
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(3) Cν ist in J
C
ν abgeschlossen und unbeschra¨nkt bzgl. der kanonischen
Wohlordnung <ν von J
C
ν
(4) otp(〈Cν , <ν〉) > ω ⇒ Cν ⊆ ν
(5) µ ∈ Lim(Cν) ⇒ Cµ = Cν ∩ µ,
(6) otp(Cν) < ν.
Beweis: Konstruiere zuerst mit L[X] wie in Satz 5.13 einen Standardmorast.
Dann konstruiere daraus ein inneres Modell L[C] wie in Satz 5.18. 2
Bemerkung
Soetwas war eigentlich zu erwarten. Denn sei S∗ = S2On und habe L[X]
Kondensation. Wird dann ν u¨ber Iν singularisiert und ist H ≺1 Iν mit H ∼=
Iµ, so wird µ u¨ber Iµ singularisiert. Was liegt also na¨her als anzunehmen,
daß die singularisierende Funktion f durch die Transitivierung u¨bertragen
wird. D.h. zu erwarten, daß f Σ1-definierbar ist.
Bemerkung
Sei L[X] fu¨gsam mit Kondensation und Koha¨renz. Ist dann S∗ = S2On, so
ist S∗ = {ν | ν singula¨r in Iν+ω}. Denn nach Definition ist {ν | ν singula¨r in
Iν+ω} ⊆ S2On. Fu¨r S2On ⊆ {ν | ν singula¨r in Iν+ω} betrachte das kleinste n,
so daß ν u¨ber Iµν singularisiert wird. Sei p minimal, so daß ν u¨ber Iµν mit
dem Parameter p singularisiert wird. Sei p∗ minimal, so daß fu¨r ein i ∈ ω
hnµν (i, p
∗) = p ist. Sei pi : Iµ¯ → Iµν die Umkehrung der Transitivierung von
hnµν [ω× (JXν ×{p∗})]. Sei pi(p¯) = p∗. Dann wird ν u¨ber Iµ¯ singularisiert und
hnµ¯[ω × (JXν × {p¯})] = JXµ¯ . Aufgrund der Minimalita¨t von µν ist also µ¯ = µν
und µν ∈ {ν | ν singula¨r in Iν+ω}.
Ist umgekehrt S∗ = {ν | ν singula¨r in Iν+ω}, so ist S∗ = S2On. Dann
gilt na¨mlich wie in der Bemerkung am Ende von Abschnitt 2 Cond(I0ν ) fu¨r
alle ν ∈ Lim. Also hat man die Feinstrukturtheorie auch fu¨r alle I0ν . Damit
zeigt man wie oben S2On ⊆ {ν | ν singula¨r in Iν+ω}. Und {ν | ν singula¨r in
Iν+ω} ⊆ S2On gilt wieder per definitionem.
6Der schwache
U¨berdeckungssatz
Sei L[X] fu¨gsam. Habe es Kondensation und Koha¨renz. Sei S∗ = Lim.
Dann gilt der schwache U¨berdeckungssatz (vgl. Mitchell und Schimmerling
[1995]):
Gebe es kein nicht triviales, elementares pi : L[X]→ L[X]. Sei κ ∈ CardL[X]−
ω2 und τ = (κ
+)L[X]. Dann gilt
τ < κ+ ⇒ cf(τ) = card(κ).
Sei A mit ω1∪{κ} ⊆ A in τ unbeschra¨nkt. Angenommen es wa¨re card(A) <
card(κ). Aufgrund der Kondensation ist die Transitivierung von hτ,Xτ [ω ×
A<ω] ein Anfangsstu¨ck unserer Hierarchie. Sei es Iν , und pi : Iν → Iτ die
Umkehrung der Transitivierung. Das pi ist konfinal, denn A ⊆ hτ,Xτ [ω×A<ω]
ist unbeschra¨nkt in τ . Sei pi(αν) = κ.
Sei
µν = das kleinste µ, so daß es ein konfinales f : a → ν ∈ Def(Iµ) mit
a ⊆ ν ′ < ν gibt
nν = das kleinste 1 ≤ n < ω, so daß ein solches f Σn-definierbar ist,
falls ein solches f existiert. Andernfalls sei
µν =∞
nν = ω.
Setze I0∞ = I∞ = 〈L[X], X〉.
Angenommen pi ha¨tte eine Σnν -elementare Fortsetzung p˜i : Iµν → Iβ. Ist
dann µν < ∞, so gibt es nach Definition von µν und nν eine Surjektion
f : a → ν mit a ⊆ αν , die u¨ber Iµν durch eine Σnν -Formel ϕ definierbar
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ist. Sei u¨ber Iβ durch ϕ eine Funktion g definiert. Dann gilt aufgrund
der Σnν -Elementarita¨t von p˜i A ⊆ rng(pi) ⊆ g[κ] =: B. Offensichlich ist
B ∈ L[X], und da κ < τ ist, wa¨re τ in L[X] singula¨r. Das widerspricht
aber der Tatsache, daß τ in L[X] eine Nachfolgerkardinalzahl ist. Wa¨re
aber µν = ∞ und nν = ω, dann wa¨re p˜i : L[X] → L[X] eine elementare
Einbettung. Und da card(ν) = card(A) < card(κ) ist, wa¨re es nicht trivial.
Das darf aber nach der Voraussetzung des U¨berdeckungssatzes nicht sein.
Um den U¨berdeckungssatz zu zeigen, muß man also die Fortsetzbarkeit von
Σ1-elementaren Abbildungen untersuchen.
Sei pi : Iν → Iτ Σ1-elementar und konfinal.
Fu¨r µ ∈ Lim und eine Formel ϕ sei
hϕµ(x1, . . . , xm) das bezu¨glich der kanonischen Wohlordnung kleinste x0 ∈ JXµ
mit I0µ |= ϕ(xi), falls ein solches existiert,
und
hϕµ(x1, . . . , xm) = ∅, falls nicht.
Fu¨r Q ⊆ JXµ sei Hnµ (Q) fu¨r 1 ≤ n ∈ ω der Abschluß von Q unter allen





I(ν) = {〈m,α, p, η〉 | p ⊆ JXη endlich, 1 ≤ m < nν fu¨r η = µν ,
1 ≤ m ∈ ω, η ≤ µν , α < η ∈ Lim2, αν < α < ν}
〈m,α, p, η〉 ≤ 〈k, β, q, δ〉 :⇔ m ≤ k, α ≤ β, p ⊆ q, η ≤ δ, (η ∈ q fu¨r η < δ).
Fu¨r i = 〈m,α, p, η〉 ∈ I(ν) sei fi : I0µ(i) → I0η die Umkehrung der Transitivie-
rung von Hmη (α ∪ p).
Fu¨r i ≤ j ∈ I(ν) sei gij = f−1j fi.
Dann ist 〈fi | i ∈ I(ν)〉 der direkte Limes des gerichteten Systems 〈gij | i ≤
j ∈ I(ν)〉. Sei 〈fpii | i ∈ I(ν)〉 mit fpii : I0pi(µ(i)) → Mpi der direkte Limes von
〈pi(gij) | i ≤ j ∈ I(ν)〉. Sei
I0µ
pˆi−→ Mpi




fu¨r alle i ∈ I(ν) kommutativ. Man pru¨ft leicht nach, daß dadurch tatsa¨chlich
ein pˆi definiert wird. Außerdem gibt es fu¨r jedes x ∈ JXν ein i = 〈m,α, p, η〉 ∈
I(ν) mit x ∈ JXα . Also ist pˆi(x) = fpii ◦ pi ◦ f−1i (x) = pi(x). D.h. pˆi ist eine
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Fortsetzung von pi, da pi : Iν → Iτ konfinal ist.
Ist Mpi nicht fundiert, so gibt es eine Folge 〈in ∈ I(ν), xn ∈ JXτ | n ∈ ω〉, so
daß fu¨r alle n ∈ ω
xn+1 ∈ pi(ginin+1)(xn)
gilt.
Ist µν =∞, so gibt es sogar eine solche Folge mit
in = 〈mn, αn, pn, ηn〉
ηn ∈ pn+1.
Denn ist i = 〈m,α, p,∞〉, so ist λ = sup(rng(fi)∩On) <∞ und fi = fj mit
j = 〈m,α, p, λ〉.
Nenne eine solche Folge gemein, und wa¨hle eine kanonische gemeine Folge
〈ipin, xpin | n ∈ ω〉. Das macht man rekursiv: Ist 〈ipim, xpim | m ∈ n〉 schon
definiert, so sei
〈ipin, xpin〉 bezu¨glich der kanonischen Wohlordnung minimal, so daß 〈ipim, xpim |
m ∈ n+ 1〉 der Anfang einer gemeinen Folge ist.
Fu¨r ipin = 〈mn, αn, pn, ηn〉 sei
θ(pi) := sup{ηn | n ∈ ω}.
Lemma 6.1
(i)
⋃{rng(fi) | i = ipin, n ∈ ω} = JXθ(pi)
(ii) sup{αn | n ∈ ω} = ν.
Beweis:
(i) Sei H =
⋃{rng(fi) | i = ipin, n ∈ ω} und σ : H ∼= JXλ die Transitivierung
von H. Dann ist 〈σ(ipin), xn | n ∈ ω〉 eine gemeine Folge. Denn mit jn := σ(ipin)
gilt gjnjn+1 = gipinipin+1 . Aufgrund der Definition der kanonischen gemeinen
Folge ist also σ(ipin) = i
pi
n. Insbesondere ist σ(ηn) = ηn fu¨r alle n ∈ ω. Also ist
λ = θ(pi) und H = JXθ(pi).
(ii) Da stets αν < αn gilt, ist γn := rng(fipin) ∩ ν transitiv. Weil ν regula¨r in
Iµν ist, ist γn < ν. Wegen (i) ist aber sup{γn | n ∈ ω} = ν. Also ist auch
sup{αn | n ∈ ω} = ν. 2
Definiere rekursiv eine Folge 〈Hγ | γ ≤ ω1〉 mit Hγ ≺1 Iτ .
Fu¨r Q ⊆ JXτ sei H(Q) = hτ,Xτ [ω ×Q<ω].
Sei H0 = H(A).
Sei Hλ =
⋃{Hγ | γ < λ} fu¨r λ ∈ Lim, 1 ≤ λ ≤ ω1.
Sei piγ : Iνγ → Iτ die Umkehrung der Transitivierung von Hγ.
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Sei schließlich
Hγ+1 = H(Hγ ∪ {xpiγn | n ∈ ω, xpiγn ex.}).
Sei ν := νω1 und pi := piω1 : Iν → Iτ . Dann ist card(ν) < card(κ), da κ ≥ ω2
ist.
Lemma 6.2
Sei µν =∞. Dann ist Mpi fundiert.
Beweis: Angenommen Mpi wa¨re nicht fundiert. Dann ga¨be es 〈ipin, xpin |
n ∈ ω〉. Und aufgrund der Konstruktion von pi ga¨be es ein γ < ω1 mit
I ′ := {ipin | n ∈ ω} ⊆ rng(pi−1 ◦ piγ). Sei ein solches fest gewa¨hlt. Dann ist
auch {gij | i ≤ j ∈ I ′} ⊆ rng(pi−1 ◦ piγ). Sei ipin = 〈mn, αn, pn, ηn〉. Außerdem
sei p¯i := pi−1 ◦ piγ, g¯ij := p¯i−1(gij) und µ¯(i) := pi−1(µ(i)). Sei 〈f¯i | i ∈ I ′〉 mit
f¯i : I
0
µ¯(i) →M der direkte Limes von 〈g¯ij | i ≤ j ∈ I ′〉. Sei
M
pi′−→ I0θ(pi)




fu¨r alle i ∈ I ′ kommutativ. Man pru¨ft leicht nach, daß dadurch tatsa¨chlich
ein pi′ definiert wird. Und da nach Satz 6.1 (ii) sup{αn | n ∈ ω} = ν ist, ist
pi′ eine Fortsetzung von p¯i. Weil I0θ(pi) transitiv ist, kann man o. E. auch M
als transitiv annehmen. D.h. M = I0µ fu¨r ein µ ∈ Lim2.
Sei in := i
pi
n und jn := (pi
′)−1(in). Dann ist pi′(gjnjn+1) = ginin+1 . Also ist auch
piγ(gjnjn+1) = pi(ginin+1). D.h. 〈jn, xpin | n ∈ ω〉 ist fu¨r piγ eine gemeine Folge.








Nach Konstruktion von pi wa¨re daher {xpin | n ∈ ω} ⊆ rng(pi). D.h. es wa¨re
pi−1(xpin+1) ∈ ginin+1(pi−1(xpin)).
Das System 〈gij | i ≤ j ∈ I(ν)〉 hat aber einen fundierten direkten Limes,
na¨mlich 〈fi | i ∈ I(ν)〉 mit fi : I0µ(i) → I∞. Das ist ein Widerspruch! 2
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Lemma 6.3
Sei µν =∞. Dann ist pˆi elementar.
Beweis: Sei xi ∈ L[X]. Dann gilt
I∞ |= ϕ(xi)
⇔ fu¨r alle hinreichend großen j ∈ I I0µ(j) |= ϕ(f−1j (xi))
⇔ fu¨r alle hinreichen großen j ∈ I pi(I0µ(j)) |= ϕ((fpij )−1(xi))
⇔ Mpi |= ϕ(pˆi(xi)). 2
Lemma 6.4
Sei µν =∞. Dann ist {y |Mpi |= y ∈ x} eine Menge fu¨r x ∈Mpi.
Beweis: Sei i = 〈m,α, p, η〉 ∈ I(ν) und γ > ν regula¨r. Dann ist λ :=
sup(rng(fi) ∩ γ) < γ. Sei pi : I0µ → I0η die Umkehrung der Transitivierung
von Hmη (λ ∪ p) und pi(p¯) = p. Sei j = 〈m,α, p¯, µ〉. Dann ist j ∈ JXγ und
rng(fi) ∩ JXγ ⊆ rng(fj). Aufgrund der Elementarita¨t von pˆi ist also
Mpi |= rng(pˆi(fi)) ∩ pˆi(JXγ ) ⊆ rng(pˆi(fj)).
Aber {x |Mpi |= x ∈ rng(pˆi(fi))} = rng(fpii ). Also ist
{x |Mpi |= x ∈ pˆi(JXγ )} ⊆
⋃
{rng(fpii ) | i ∈ JXγ }.
Da die regula¨ren γ in On unbeschra¨nkt sind, folgt daraus die Behauptung.
2
Ist also µν =∞, so kann man aufgrund von Lemma 6.2 und 6.4 Mpi transiti-
vieren. Dadurch erha¨lt man eine Abbildung p˜i : L[X] → M mit transitivem
M . Diese ist nach Lemma 6.3 elementar. Wegen Satz 2.4 hat man also eine
elementare Einbettung p˜i : L[X]→ L[X]
Wie geht man mit dem Fall µν <∞ um?
Sei dazu pi : Iν → Iτ Σ1-elementar mit A ⊆ rng(pi). Seien pν und Bν wie in
Abschnitt 4 definiert. Dann gilt
hnνµν [ω × (JXν × {pν})] = JXµν .
Definiere
h(〈i, x〉) ' hnνµν (i, 〈x, pν〉)
fu¨r x ∈ JXµν . Dann ist
Iµν
∼= M = 〈M,∈M,=M, YM, ZM〉/ =M
mit
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M = dom(h)
∈M= {〈x, y〉 ∈M2 | h(x) ∈ h(y)}
=M= {〈x, y〉 ∈M2 | h(x) = h(y)}
YM = {x ∈M | h(x) ∈ X  µν}
ZM = {x ∈M | h(x) ∈ Xµν}.
Nach Satz 4.1 sind diese Mengen und Relationen u¨ber 〈Iν , Bν〉 ohne Para-
meter Σ1-definierbar. Sei B entsprechend Lemma 3.6 (b), so daß
pi : 〈Iν , Bν〉 → 〈Iτ , B〉 Σ1-elementar
ist. SeienN , ∈N, =N, Y N, ZN u¨ber 〈Iτ , B〉 durch die selben Formeln definiert.
Dann gilt
(!) N , ∈N, =N, Y N, ZN sind u¨ber 〈Iτ , B〉 uniform Σ1-definierbar.
Sei
N(pi) = 〈N,∈N,=N, Y N, ZN〉/ =N .
Dann ist
pi M : M→ N(pi) Σnν -elementar.
Denn auch |=nνM ist u¨ber 〈Iν , Bν〉 Σ1-definierbar.
Angenommen ∈N ist fundiert. Dann ist N(pi) ∼= IYβ,1 fu¨r eine Folge Y und
ein β ∈ Lim. Außerdem existiert IXβ,1 = Iβ, da S∗ = Lim ist. Und es gilt
Condω1(I
X
β,1), weil L[X] Kondensation hat. Angenommen es gilt nun auch
Condω1(I
Y
β,1), so ist nach Satz 2.3 wie gewu¨nscht N(pi)
∼= IYβ,1 = Iβ. Denn
wegen ω1 ⊆ A ist X  ω1 = Y  ω1.
Sei andererseits ∈N nicht fundiert oder Condω1(IYβ,1) verletzt. Dann gibt es
eine abza¨hlbare Σ1-elementare Substruktur Q(pi) ≺1 N(pi), so daß
(∀η ∈ Lim)(Q(pi) 6∼= Iη)
ist.
Nun kann man die Konstruktion der Folge 〈Hγ | γ ≤ ω1〉 so erga¨nzen, daß pi
immer eine Σnν -elementare Fortsetzung p˜i : Iµν → Iβ hat. Und zwar egal, ob
µν =∞ oder µν <∞ ist.
Seien H(Q), H0, Hλ fu¨r λ ∈ Lim und piγ wie zuvor. Aber sei jetzt
Hγ+1 = H(Hγ ∪ {xpiγn | n ∈ ω, xpiγn ex.}
∪
⋃
{Q(piγ  JXν ) | ν ≤ νγ, Q(piγ  JXν ) existiert}).
Sei immer noch ν := νω1 und pi := piω1 : Iν → Iτ . Dann gelten im Fall µν =∞
weiterhin die Lemmata 6.1 bis 6.4 und ihre Beweise. D.h. ist µν = ∞, so
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hat pi eine elementare Fortsetzung p˜i : L[X] → L[X]. Ist aber µν < ∞, so
kann man jetzt folgendes zeigen:
Lemma 6.5
Sei µν <∞. Dann gibt es fu¨r jedes abza¨hlbare H ≺1 N(pi) ein η ∈ Lim mit
H ∼= Iη.
Beweis: Angenommen es ga¨be ein abza¨hlbares Q ≺1 N(pi), so daß fu¨r kein
η ∈ Lim Q ∼= Iη gilt. Sei pi : 〈I0ν , Bν〉 → 〈Iτ , B〉 die Fortsetzung von pi ent-
sprechend Lemma 3.6 (b). Sei M = hτ,B[ω×Q<ω]. Sei H = pi−1[M∩rng(pi)].
Dann ist H ≺1 〈Iν , Bν〉. Aufgrund der Konstruktion von pi gibt es ein γ < ω1
mit H ⊆ rng(pi−1 ◦ piγ). Sei pi0 = pi−1 ◦ piγ. Sei H¯ = pi−10 [H ∩ rng(pi0)]. Sei
δ = sup(M∩τ), λ = sup(H∩ν) und λ¯ = sup(H¯∩νγ). Dann ist nach Lemma
5.1 (d) Bλ = Bν ∩JXλ . Sei pi′ = pi  JXλ : I0λ → I0δ und pi′ : 〈I0λ, Bλ〉 → 〈I0δ , B′〉
die Fortsetzung von pi′ entsprechend Lemma 3.6 (b). Da Bλ = Bν ∩ JXλ ist,
ist B′ = B ∩ JXδ . Sei pi′0 = pi0  JXλ¯ : I0λ¯ → I0λ. Dann ist nach Lemma
5.3 pi′0 : 〈I0λ¯, Bλ¯〉 → 〈I0λ, Bλ〉 Σ1-elementar. Also ist piγ  JXλ¯ = pi′ ◦ pi′0 :〈I0
λ¯
, Bλ¯〉 → 〈I0δ , B′〉 die Fortsetzung von piγ  JXλ¯ = pi′ ◦ pi′0 nach Lemma 3.6
(b). Da (!) gilt und B′ = B ∩ JXδ ist, ist Q ≺1 N(piγ  JXλ¯ ). Aufgrund der
Annahme u¨ber Q bedeutet das, daß Q(piγ  JXλ¯ ) existiert. Nach Konstruk-
tion von pi ist Q(piγ  JXλ¯ ) ⊆ rng(pi). Also ist Q(piγ  JXλ¯ ) ⊆ rng(pi′). Sei
Q¯ = pi−1[Q(piγ  JXλ¯ ) ∩ rng(pi)]. Dann ist Q¯ ≺1 N(pi′0) und Q¯ ∼= Q(piγ  JXλ¯ ).
Also gibt es kein η ∈ Lim mit Q¯ ∼= Iη. Aber N(pi′0) ∼= Iµλ und das hat die
Kondensationseigenschaft. Widerspruch! 2
Insbesondere ist N(pi) fundiert und erfu¨llt ω1-Kondensation. D.h. N ∼= Iβ
fu¨r ein β ∈ Lim (siehe oben).
Damit sind wir fertig und es gilt
Satz 6.6 (U¨berdeckungssatz)
Gebe es kein nicht triviales, elementares pi : L[X]→ L[X]. Sei κ ∈ CardL[X]−
ω2 und τ = (κ
+)L[X]. Dann gilt
τ < κ+ ⇒ cf(τ) = card(κ).
Beweis: Da τ < κ+ ist, ist cf(τ) ≤ card(κ). Angenommen cf(τ) < card(κ).
Dann ga¨be es eine in τ unbeschra¨nkte Menge A mit card(A) < card(κ). Da
κ ≥ ω2 ist, kann man o. E. ω1 ∪ {κ} ⊆ A annehmen. Sei pi : Iν → Iτ
wie vor Lemma 6.4 definiert. Dann gibt es eine Σnν -elementare Fortsetzung
p˜i : Iµν → Iβ von pi. Ist dann µν <∞, so gibt es nach Definition von µν und
nν eine Surjektion f : a→ ν mit a ⊆ αν , die u¨ber Iµν durch eine Σnν -Formel
ϕ definierbar ist. Denn da κ ∈ CardL[X] und τ = (κ+)L[X] ist, ist αν die
gro¨ßte Kardinalzahl in Iν . Sei u¨ber Iβ durch ϕ eine Funktion g definiert.
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Dann gilt aufgrund der Σnν -Elementarita¨t von p˜i A ⊆ rng(pi) ⊆ g[κ] =: B.
Offensichlich ist B ∈ L[X], und da κ < τ ist, wa¨re τ in L[X] singula¨r. Das
widerspricht aber der Tatsache, daß τ in L[X] eine Nachfolgerkardinalzahl
ist. Wa¨re aber µν = ∞ und nν = ω, dann wa¨re p˜i : L[X] → L[X] eine
elementare Einbettung. Und da card(ν) = card(A) < card(κ) ist, wa¨re es
nicht trivial. Das darf aber nach der Voraussetzung des U¨berdeckungssatzes
nicht sein. 2
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