Abstract-While interference alignment schemes have been employed to realize the full multiplexing gain of Kuser interference channels, the analyses performed so far have predominantly focused on the case when global channel knowledge is available at each node of the network. This paper considers the problem where each receiver knows its channels from all the transmitters and feeds back this information using a limited number of bits to all other terminals. In particular, channel quantization over the composite Grassmann manifold is proposed and analyzed. It is shown, for K-user multiple-input, multiple-output (MIMO) interference channels, that when the transmitters use an interference alignment strategy as if the quantized channel estimates obtained via this limited feedback are perfect, the full sum degrees of freedom of the interference channel can be achieved as long as the feedback bit rate scales sufficiently fast with the signal-to-noise ratio. Moreover, this is only one extreme point of a continuous tradeoff between the achievable degrees of freedom region and user feedback rate scalings which are allowed to be non-identical. It is seen that a slower scaling of feedback rate for any one user leads to commensurately fewer degrees of freedom for that user alone.
I. Introduction
The importance of the role played by interference management in wireless networks has prompted many researchers to analyze the interference channel from an information-theoretic perspective. While the capacity region remains unknown, many insightful characterizations have been developed through outer bounds [1] , [2] and approximations [3] . The conventional wisdom of orthogonalizing the signaling dimensions was overturned by [4] , which demonstrated the achievability of K 2 sum degrees of freedom for this channel through what has come to be known as interference alignment (IA). This surprising result has spurred further research in this area, including in other aspects of the scheme as in [5] in analyzing limited multipath and variation with number of users in the system as well as in its applications as in [6] in mitigating intercell interference in a cellular network. In the specific setup of frequency-selective channels, [7] and [8] have suggested efficient schemes improving upon the original IA scheme in terms of data rates and multiplexing gains achievable through coding over a finite number of channel realizations.
The requirement of perfect channel state information at the transmitters (CSIT) by the IA scheme in [4] is, of course, practically unrealizable for a time-variant or frequency-selective system and this issue has recently begun to receive considerable attention ( [6] , [9] ). It has This work is supported in part by NSF Grant CCF-0728955. The authors are with the Department of Electrical, Computer and Energy Engineering, University of Colorado, Boulder, CO 80309-0425 USA (e-mail: krishnrt@colorado.edu; varanasi@colorado.edu).
been shown recently -for a frequency-selective single-input single-output (SISO) setup -by [9] that the full spatial multiplexing gain of K 2 can be obtained even under conditions of limited feedback as long as the feedback rate exceeds K(L − 1) log P bits per receiver, where L is the number of taps in the channel between any pair of nodes and P is the total power available with the transmitting sources. Further, an extension was provided by the same authors in [10] for the MISO network with the number of antennas at each transmitter being more than or equal to the number of users. However, note that in this MISO scenario, interference alignment is not needed, as zero forcing combined with beamforming suffices to attain the maximum sum degrees of freedom.
The sum degrees of freedom for the 2-user multipleinput multiple-output (MIMO) interference channel was carried out in [11] , where the achievability depended solely on beamforming and zero-forcing techniques. An extension to the K-user MIMO case with M t antennas at each transmitter and M r antennas at each receiver was provided in [12] . The sum degrees of freedom, under perfect chanel knowledge at each node, was bounded within close lower and upper bounds which coincided whenever the ratio max{Mt,Mr} min{Mt,Mr} was an integer. In this paper, we explore all these multiple antenna cases, for a frequency-selective setup, under the regime of limited feedback. In the SIMO case with R antennas at each receiver, we find that as long as each receiver transmits no less than N f = K(RL − 1) log P bits using quantization based on the composite Grassmann manifold, the nodes can utilize these channel estimates within the ambit of the IA scheme of [12] and still achieve the complete spatial multiplexing gain. The MISO case then follows immediately as a consequence of the reciprocity of alignment principle enunciated in [13] . Extending the same idea to the K-user MIMO case with M t antennas at each transmitter and M r antennas at each receiver, we find that our scheme of IA involving limited feedback attains the same degrees of freedom as the original IA scheme as long as each receiver uses no less than N f = min{M t ,M r } 2 K(RL − 1) log P bits, where R = max{Mt,Mr} min{Mt,Mr} . In each case, a codebook over the composite Grassmann manifold is employed to jointly quantize the normalized channel directions. We further generalize these results by proving that if each user transmitted a fraction of the aforementioned number of feedback bits, then the user can still attain a proportionate fraction of the degrees of freedom promised above. In particular, if user 
We shall assume that these coefficients are drawn i.i.d from a continuous distribution such that these values are bounded with probability one and that the channel remains in the outage setting where the values h i,k [l] do not change during the transmission of the signal. Let us define the matrix
The use of an OFDM-type cyclic signal model transforms this into N parallel frequency flat channels, h i,k (r) ∈ C R×1 , r ∈ {0, 1,...,N − 1}. The input-output relations are described by a set of R equations,
Here y i (r), z i (r) ∈ C R×1 are the channel output and the i.i.d. noise on the r-th tone at the i-th receiver, x i (r) ∈ C is the channel input on the r-th tone at the k-th transmitter, and h i,k (r) ∈ C R×1 is the channel vector from S k to D i on the same tone. By defining the column vectors
, and the block diagonal matrix
NR×N , we get the following equation
Let us define the matrix
The receivers are assumed to have perfect knowledge of their respective channels, i.e. each destination D i knows T i,k ∈ C L×R ∀k ∈ {1, 2, ... K} perfectly. As in the SISO case analyzed in [9] , we assume there exist error-free dedicated broadcast links from the destinations to every other node in the network. During an initial channel feedback phase, the receiver broadcasts its channel state information using N f bits of feedback. This is followed by the data transmission phase. The maximal rate of communication between S i and D i such that the probability of error is driven to zero as the block-length goes to infinity is denoted as R i with R sum K i=1 R i . The sum degrees of freedom is defined as d sum lim P →∞ Rsum log P , where P is the total power constraint on the transmitting nodes.
B. Hamming Bound on the Composite Grassmann Manifold
The complex Grassmann manifold G n,k , viewed as a set, is the collection of all the k-dimensional subspaces within a n-dimensional Euclidean space C n . [14] and [15] computed the volume of a geodesic ball in G n,1 , and G n,k , respectively, and used the same to analyze MIMO systems under beamforming direction feedback. In [16] the composite Grassmann manifold G m n,k is formed by taking the direct sum of m copies of the Grassmann manifold
On the Grassmann manifold, a commonly used distance metric is the chordal distance d c . For the particular case
. In our analysis, we would need only G K RL,1 ; so we particularize the succeeding discussion in this subsection to this particular manifold. One can define a ball of radius δ around a point
Let Vol(A) denote the measure of the set A. Let us construct and choose as our code C a maximal packing of spheres on the composite Grassmann manifold G K RL,1 such that the minimum distance between the centers of any two spheres is more than δ. This is the precise analogue of the Grassmannian sphere-packing problem considered in [17] . Using the Hamming bound, we get that the number of codewords is bounded as |C| ≤ .
Theorem II.1:
The normalized volume of a ball of radius δ in the composite Grassmann manifold G K RL,1 is given by
The proof, omitted here due to space constraints, is pro-ISIT 2010, Austin, Texas, U.S.A., June 13 -18, 2010 vided in [18] . Substituting 2
Nf |C|, we write
.
A realization x ∈ G K RL,1 shall be encoded using N f bits corresponding to the index of the codeword in C closest to it, i.e. the quantized version of x shall be q(x) = arg min xi∈C [d(x, x i ) ]. For our code, the maximum distortion experienced by a realization is bounded by the minimum distance of the code as follows:
where, max
to be equal to
, we get
C. Proposed Scheme
The destination node D i , knowing the matrix T i,k perfectly, forms a RL-length norm-one vector v i,k
. This is quantized over our 2
Nf -level codebook C on the composite Grassmann G K RL,1 and is reconstructed by other nodes
. . .
The nodes zero-pad the L-length vectorsâ i,k [m] , m ∈ {1, 2, ... , R} to N -length and take their DFTs to obtaiñ a i,k [m] . These are arranged as shown to form a N × R matrix,
The nodes also form the RN
RN ×N . Now, we follow the IA scheme as in [12] by treating the abovẽ W i,k as the actual H i,k and utilize their interference alignment scheme of finding the direction vectors. Let n ∈ N, Γ KR(K − R − 1), and N (R + 1)(n + 1)
Γ . We shall be coding over these N -symbols to achieve the following degrees of freedom : 
|(u
(u
The source S k formulates d k independent symbolsx We have implicitly assumed here that the number of users K is greater than the number of receive antennas R per node in the SIMO system. In the case of K < R, no interference alignment is necessary as mere zero-forcing would attain the maximal attainable K degrees of freedom.
D. Achievability Result Theorem II.2:
The interference alignment scheme delineated above for a general K-user single-input multipleoutput (SIMO) interference channel with one antenna at each transmitter and R antennas at each receiver, where each pair of nodes in the network has a L-tap frequency selective channel between them, achieves the full spatial multiplexing gain of KR R+1 as long as each destination transmits more than K(RL − 1) log P bits of feedback, where P represents the total power available with the transmitting nodes of the network.
Proof: Let the destination D i project the received signal y i onto the d i directions given by u
We again choose the input symbols x and h i,i , it can treat the other interference as noise to obtain a rate of
with 
. We thus get,
The last line follows from the observation that,
2 . This leads to,
Hence, I i,1 is bounded. A similar argument using
is also bounded independent of power P . Further, as P → ∞ (and the number of feedback bits N f → ∞), the quantization error becomes vanishingly small by equation (3) . This implies that, as in
Now, the equation (10) yields the following result:
Taking the supremum over all values of the auxiliary parameter n, we obtain the desired result that d sum = RK R+1 , which is the same as was obtained in the case of perfect channel state information at all the nodes in [12] .
The MISO case follows immediately by application of the reciprocity of alignment scheme discussed in [13] .
Remark II.3: The connection of the pre-log factor in the feedback scaling answer to the dimension of the manifold over which the quantization happens is intriguing. In schemes involving beamforming feedback of a single vector of M -length, the dimension of this norm-one vector is 2(M − 1). Correspondingly, we find that (M − 1) log P bits of feedback suffices to obtain ideal-like performance. In the interference alignment scheme explored above in the SIMO and MISO cases, we obtain exactly 1 as the pre-log factor. This line of thought is further explored in the journal version available at [18] .
Remark II.4: If v i,k is seen to lie in a ball of uncertainty around the estimatev i,k , then our results can be interpreted as showing that the shrinkage of its radius of uncertainty as O(P −1 ) suffices to attain the same degrees of freedom as the perfect CSIT case. This interpretation is further developed and a contradistinction with an analogous result of [19] on the broadcast channel is made in [18] .
III. For Multiple-Input Multiple-Output (MIMO) Systems
The precise degrees of freedom for the general M t × M r K-user interference channel have not yet been quantified. Gou and Jafar [12] established lower and upper bounds which coincide when R = max{Mt,Mr} min{Mt,Mr} is an integer. The lower bound is as follows:
The case of K ≤ R is handled using just beamforming and zero forcing. The case of K > R is proved using interference alignment with perfect channel knowledge. We show that an appropriate scaling of the feedback bits suffices to achieve this spatial multiplexing gain.
Theorem III.1: In a general K-user interference channel where each transmitter has M t antennas, each receiver has M r antennas, K > R = max{Mt,Mr} min{Mt,Mr} , and each pair of nodes in the network has a L-tap frequency selective channel between them, an interference alignment scheme under limited feedback achieves the same degrees of freedom as the interference alignment scheme with perfect channel state information as long as the receiver employs more than min{M t ,M r } 2 K(RL − 1) log P bits of feedback, where P is the total power available with the transmitting nodes of the network. Proof: Due to the reciprocity of alignment idea [13] , we can concentrate our attention on the case of M t ≤ M r without any loss of generality. From each receiver node, we discard M r − RM t antennas. Now, by restricting the cooperation allowed amongst the transmitters and the receivers, we can treat this K-user M t × RM t channel as a SIMO KM t -user 1 × R channel. As long as each user -utilizing composite Grassmann quantization -sends (KM t ).(RL − 1). log P bits of feedback, we know from the preceding section that a spatial muliplexing gain of
KMtR R+1
can be achieved. This value of KMtR R+1 matches with the desired inner bound achieved with perfect channel knowledge in [12] . Combining back the receivers to get the K-user channel, we conclude that each node needs to transmit at least M 2 t K(RL − 1) bits of feedback.
IV. Impact of Smaller Feedback Scaling Rate
Since it may not be possible for each user of an interference network to have a uniform feedback rate of N f bits, it would be desirable to have a tradeoff between the provision of a flexible feedback rate for an individual user and the degrees of freedom obtained thereby, with the systemlevel strategy being optimized for achieving the Paretooptimal point maximizing the sum degrees of freedom of the network. This tradeoff provides additional flexibility to the system designer in terms of allocation of resources for feedback and obtainable rates, and is given in the theorem below. We denote the degrees of freedom achieved by user i asd i di N , where d i lim P →∞ Ri log P and R i is the rate achieved by user i over N blocks.
Theorem IV.1: If the feedback rate employed by receiver i in the interference channel (both the SIMO/MISO model of Section II and the MIMO model of Section III) scales as α i .N f , for some 0 < α i ≤ 1, then user i can achieve α i .d i degrees of freedom by using interference alignment.
The proof, omitted here due to space considerations, is provided in [18] . In particular, if
RK K+1 in a K-user SIMO 1 × R channel. A similar result would also hold for the MIMO M t × M r channel. Also, note that while the rate achieved by user i would depend upon {α j } K j=1 , the degrees of freedom depends only on α i as long as the other α j 's are positive.
V. Conclusion
Multi-user interference channels with single or multiple antennas at each node are analyzed in a frequency-selective setup, wherein the receivers with knowledge of their respective channels quantize the channel directions using a codebook on the Composite Grassmann manifold and broadcast them to all other nodes at a rate that scales sufficiently fast with the power constraint on the nodes. It is shown that an interference alignment scheme based on treating these channel estimates as being perfect is sufficient to attain the same sum degrees of freedom as the interference alignment implementation utilizing perfect channel state information at all the nodes. We also demonstrate a continuous tradeoff whereby an individual user can opt for a slower scaling of feedback bits and obtain proportionally lower degrees of freedom.
