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The centrality dependence of
√
sNN = 200 GeV d+Au J/ψ data, measured in 12 rapidity bins
that span −2.2 < y < 2.4, has been fitted using a model containing an effective absorption cross
section combined with EPS09 NLO shadowing. The centrality dependence of the shadowing contri-
bution was allowed to vary nonlinearly, employing a variety of assumptions, in an effort to explore
the limits of what can be determined from the data. The impact parameter dependencies of the
effective absorption cross section and the shadowing parameterization are sufficiently distinct to be
determined separately. It is found that the onset of shadowing is a highly nonlinear function of
impact parameter. The mid and backward rapidity absorption cross sections are compared with
lower energy data and, for times of 0.05 fm/c or greater, data over a broad range of collision energies
and rapidities are well described by a model in which the absorption cross section depends only on
time spent in the nucleus.
PACS numbers: 25.75.Dw
I. INTRODUCTION
The modification of the gluon distributions in nuclear
targets in high energy collisions, referred to here as gluon
shadowing, is inherently interesting because of what it
can teach us about the behavior of gluons at low Bjorken
momentum fraction, x, where the gluon densities are high
and saturation effects are expected to become impor-
tant [1]. In addition, the modification of parton distribu-
tions in nuclei determines the initial conditions in a high
energy nuclear collision. The initial conditions must be
sufficently well understood before final-state hot matter
effects can be isolated.
Parameterizations of the dependence of nuclear-
modified parton distribution functions (nPDFs) on x and
squared momentum transfer, Q2, have been extracted
by several groups from data that include deep inelas-
tic electron-nucleus scattering (DIS) and Drell-Yan (DY)
dilepton production in p + A collisions. The DIS and
DY data together provide strong constraints on valence
and sea quark modifications [2–5]. Including neutrino-
induced DIS data from heavy targets can discriminate
between quarks and antiquarks [3, 4]. Inclusive pion pro-
duction data from RHIC have also been incorporated to
better constrain the gluon modifications [4, 5].
The measurements used to extract the nPDFs cited
above [2–5] were all averaged over impact parameter.
Therefore these nPDFs represent the parton modifica-
tion averaged over the entire nucleus. If the modification
of these nPDFs is desired as a function of the impact pa-
rameter, a specific dependence has been assumed [6]. A
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different approach, employing Gribov theory and incor-
porating diffractive data, allows the spatial information
to be retained [7].
Recently, the impact parameter dependence of the
EPS09 [5] and EKS98 [8] nPDFs has been parameter-
ized [9] using the target mass dependence of the EPS09
and EKS98 parameter sets themselves. Terms up to
fourth order in the nuclear thickness were necessary to
produce A-independent coefficients.
In this paper, we address the impact parameter de-
pendence of gluon shadowing in a different way, using
the collision centrality and rapidity dependence of the
J/ψ yields measured in
√
s
NN
= 200 GeV d+Au colli-
sions at RHIC [10]. We were motivated by the observa-
tion [10, 11] that the onset of J/ψ suppression at forward
rapidity suggests a quadratic or higher dependence on
the nuclear thickness function at impact parameter rT ,
TA(rT ).
Gluon-gluon interactions dominate J/ψ production in
high-energy hadronic collisions. Therefore, J/ψ produc-
tion in p(d)+A collisions must reflect the gluon modi-
fication in the nuclear target. However, the measured
modifications of J/ψ yields in p(d)+A collisions relative
to p + p collisions are also sensitive to the breakup of
bound cc pairs by collisions with nucleons as the pairs
pass through the medium. This effect, as well as effects
due to any processes aside from shadowing, are usually
parameterized by an effective absorption cross section,
σabs, fitted to the measured data (see e.g. Ref. [12]). The
main goal of this work is to determine whether the impact
parameter dependence of shadowing could be separated
from the effects embodied in σabs. Because the mag-
nitude of the effect due to σabs depends exponentially
on nuclear thickness for a constant σabs, such separation
may be possible if shadowing has a stronger thickness
dependence than absorption.
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2II. MODEL INPUTS AND FITTING
PROCEDURE
We assume that the shadowing modification, inte-
grated over all rT , could be described by the EPS09 NLO
gluon modification [5] and fit both the rT dependence of
shadowing and the magnitude of σabs to the data. We
tested two assumed forms for the rT dependence of shad-
owing. Each of the two postulated behaviors had one or
two parameters that were adjusted to the data, along
with the magnitude of σabs. A Glauber Monte Carlo
calculation [13] was employed to compare the modifica-
tion of the J/ψ yields to the PHENIX d+Au data, which
are averaged over four centrality bins and twelve rapidity
bins and then integrated over all pT .
The Glauber Monte Carlo calculation allows the mod-
ification, calculated for individual nucleon-nucleus colli-
sions, to be correctly averaged and integrated over col-
lision centrality (related to impact parameter), rapidity
and pT . It also accounts for the effects of trigger ef-
ficiency in peripheral events. The Glauber parameters
used here are identical to those used by PHENIX when
calculating the experimental centrality distributions [10].
For that reason, we found we could drop the uncertain-
ties from the measured data points that are associated
with the mean number of binary collisions because they
are common to both the data and the calculations. The
Woods-Saxon nuclear density distribution has a radius
of 6.34 fm and a diffuseness of 0.54 fm. It is assumed
that the nuclear modification of the deuteron is negligi-
ble. The baseline J/ψ pT and rapidity distributions used
in the calculation were the p+ p distributions measured
by PHENIX [14].
The values of the target momentum fraction, x2, and
squared momentum transfer, Q2, were assumed to obey
approximate 2 → 1 kinematics as functions of J/ψ ra-
pidity and transverse momentum:
x2 =
√
M2 + p2T√
s
NN
e−y , Q2 = M2 + p2T , (1)
where M is the J/ψ mass. The 2→ 1 kinematics are not
strictly correct since a high pT J/ψ requires production
of an associated hard parton. However, Eq. (1) differs
from exact 2 → 1 kinematics since the pT of the J/ψ is
finite. This approximation is close to the inclusive J/ψ
kinematics in the color evaporation model (CEM) cal-
culation described in Ref. [15], NLO in the total cross
section. Thus the modifications of the gluon distribution
in the nucleus are similar in the CEM calculation and the
Glauber Monte Carlo using Eq. (1). This is demonstrated
in Fig. 1, where the EPS09 NLO gluon modifications ob-
tained from Eq. (1) are compared with those obtained
from the CEM calculation. The results also agree with
those found using PYTHIA [11].
We fitted σabs and the parameters derived from the rT
dependence of shadowing to the PHENIX data using a
modified χ2 function that properly accounts for all of the
FIG. 1: Comparison of the gluon modification as a function
of rapidity and pT obtained from EPS09 NLO using x and Q
2
values from Eq. (1) and from the CEM calculation [15], NLO
in the total cross section.
experimental uncertainties [16]:
χ2 = (
k∑
i=1
[RdAui + BiσBi + CσCi −RdAui(Mshad, σabs)]2
σAi
)
+B
2 + s
2 + C
2,(2)
3σAi = σAi
(
RdAui + BiσBi + CσCi
RdAui
)
, (3)
Bi = B + s
(
1− 2 〈Λ(rT )〉i − 〈Λ(rT )〉1〈Λ(rT )〉k − 〈Λ(rT )〉1
)
, (4)
where i is the index of the centrality bin, k is the
number of centrality bins, RdAui is the data point,
RdAui(Mshad, σabs) is the model calculation for the trial
values of the absorption cross section and shadowing pre-
scription, σAi(Bi,Ci) are the type A (point to point), B
(correlated systematic), and C (global) uncertainties on
the data point. The effect of systematic uncertainties
is included by moving the data points through ±3σ in
the type B and type C uncertainties, while taking an
appropriate χ2 penalty. For each trial, B(C) is the frac-
tion of one standard deviation by which the data point
moves. Note that Eq. (4) contains a term that allows for
some anti-correlation in the type B uncertainties. Here
we allow the type B uncertainties to be linearly corre-
lated about the center of the distribution, i.e. +s in
the first point and −s in the last, and include a corre-
sponding penalty for this correlation. The value of s was
varied in the range ±3B . Although this is a reasonable
prescription, the amount of correlation in the type B un-
certainty is unknown and could vary. However the type
B uncertainty is small (∼ 2%) and therefore any corre-
lation should have a negligible effect on the end result
when compared to the type A and C uncertainties.
Individual parameter uncertainties were evaluated by
finding the values at which χ2 increased by 1.0 with all
other parameters re-optimized.
To begin, we assume that the shadowing strength is
proportional to the nuclear thickness at impact parame-
ter rT raised to a power n, T
n
A(rT ),
Mshad = 1− (1−Rg(x,Q2) )
(
TnA(rT )
a(n)
)
. (5)
Here Rg(x,Q
2) is the EPS09 NLO gluon modification
and the normalization factor, a(n), is adjusted so that the
integral over all impact parameters returns the average
EPS09 modification. The power n was allowed to be
unphysically large, n ≤ 50, while the modification was
constrained to be positive. By allowing such arbitrarily
large values of n, we can test the sensitivity of the data
to the centrality dependence of the shadowing.
The results of fitting with Eq. (5), described in the
next section, suggested that using a step function onset
of shadowing, including a radius, R, and a diffuseness, d,
parameter,
Mshad = 1−
(
1−Rg(x,Q2)
a(R, d)(1 + exp((r
T
−R)/d))
)
. (6)
would be more appropriate. Again, the normalization
factor a(R, d) is adjusted so that the integral over all im-
pact parameters returns the average EPS09 modification.
Thus, Eq. (6) was the second form of the rT dependence
of shadowing assumed in this work.
III. FITTING RESULTS
As a first step, the fits using Eq. (5) were made by
determining the values of both σabs and n completely
independently at each rapidity. This first step is not
quite realistic because it ignores the correlations among
some of the systematic uncertainties within each of the
three spectrometer arms. However it provides an indi-
cation of how the centrality dependence varies with ra-
pidity. The χ2 contours in σabs and n corresponding to
∆χ2 = 1.0 and 2.3 are shown in Fig. 2 for the most back-
ward rapidity, midrapidity, and the most forward rapid-
ity. At midrapidity, the fits are insensitive to n because
the shadowing effects are weak. At the most forward and
backward rapidities the optimum n is large, n ≥ 10, in-
dicating that the data require a strongly nonlinear onset
of shadowing or antishadowing as a function of impact
parameter. Additionally, there is relatively little correla-
tion, and thus little ambiguity, between n and σabs for n
greater than a few.
The optimum value of σabs and the corresponding un-
certainty at each rapidity is shown by the red squares
in Fig. 3. The σabs values are reasonably well defined,
with a minimum near midrapidity. Because the data at
FIG. 2: The χ2 distributions for the most backward, mid
and most forward rapidities when σabs and n are optimized
separately at each rapidity.
all rapidities are consistent with n ≥ 5, we repeated the
fit assuming a rapidity-independent value of n. For this
global fit, as well as for the one discussed later, the sys-
tematic uncertainties correlated within each experimen-
tal arm were handled correctly by being forced to move
together. The optimum global power was n = 15+5−4. The
χ2/dof was 1.94 overall. The best fit values of σabs with
n = 15 are shown as stars in Fig. 3.
The fits favor (or, at midrapidity, are consistent with)
a shadowing modification that is negligible at large rT
but turns on sharply as rT decreases below ∼ 2 − 3 fm.
This behavior suggested that the step function onset of
shadowing described by Eq. (6) would be more appropri-
ate.
For fits employing Eq. (6), we also initially fit the pa-
rameters R and d, along with σabs, independently at
each rapidity. The optimum σabs values, the triangles
in Fig. 3, are very similar to those obtained from the
4FIG. 3: The optimum values of and uncertainties on σabs
as a function of rapidity obtained from the four fits described
in the text. For clarity, the rapidities for each fit are slightly
offset.
earlier fits employing TnA(rT ). The fits favor R values of
about half the Au radius, R ≤ 3.5 fm. While they also
favor a small diffuseness parameter, they are relatively
insensitive to the value of d.
Finally, we fit σabs at each rapidity while requiring a
global fit to the values of R and d. The χ2/dof was 1.96
over all values of y. The best fit σabs at each rapidity are
shown as circles in Fig. 3. The χ2 contours in R and d are
shown in Fig. 4. The optimum global parameter values
are R = 2.4+0.53−0.85 fm and d = 0.12
+0.52
−0.10 fm, where the un-
certainties are obtained from the maximum extent of the
∆χ2 = 1.0 contour. The fit results are compared with
FIG. 4: The χ2 contours obtained from the fits with global
values of R and d, Eq. (6). The uncertainties in R and d are
taken from the maximum extent of the ∆χ2 = 1 contour.
the measured RdAu as a function of rT in Fig. 5 where
the mean rT values are the averages obtained from the
Glauber model for the four PHENIX centrality bins. The
dashed curves indicate the uncertainty in RdAu due to the
uncertainty in σabs. Because χ
2 includes the global un-
certainties on the data, the best fit values may be slightly
vertically offset in order to achieve the best overall χ2.
FIG. 5: Comparison to the data of the best fits with global
R and d values.
IV. DISCUSSION OF RESULTS
This study indicates that, due to their very different rT
dependence, there is little ambiguity between modifica-
tions due to shadowing and the effective absorption cross
section σabs. For perspective, we first compare the mod-
ifications due to shadowing and the effective absorption
cross section calculated from our fit parameters. Then we
discuss the results for effective absorption and shadow-
ing, which presumably reflect different physics processes,
separately.
5A. Relative contributions of shadowing and
absorption
It is of interest to contrast the modifications due to
shadowing with those due to the effective absorption
cross section. This is done in Fig. 6, after averaging over
the PHENIX centrality resolution.
We find that the nuclear modification due to the ef-
fective absorption cross section is typically larger than
that due to shadowing (RdAu is smaller), even at for-
ward and backward rapidities, where shadowing effects
are strongest. However, the rT dependence is stronger
for shadowing and the overall rT dependence of RdAu
more closely follows that for shadowing alone except at
y = −0.3 where RdAu ∼ 1 due to shadowing.
FIG. 6: The nuclear modifications averaged over the
PHENIX centrality resolution. The modification calculated
from the fitted σabs alone is shown by the blue dot-dashed
curve. The modification due to shadowing, calculated with
Eq. (6) using the best fit global values of R and d, is shown
by the green dashed curve. The product of the two effects,
the overall calculated nuclear modification, is shown as the
red solid curve.
B. Effective absorption cross section
The σabs values obtained from fits employing different
assumptions for the centrality dependence of shadowing
are all compared in Fig. 3. The fitted values of σabs
are well defined and are essentially independent of the
rT dependence assumed for the shadowing prescription,
suggesting that the effects of shadowing can be separated
from those of physics processes that contribute to the
value of the effective absorption cross section extracted
for the cc pair. For specificity, in the following discussion
we use the σabs values found using Eq. (6) with the values
of R and d obtained from the global fit.
In practice, the effective absorption cross section en-
capsulates any physical process that reduces the J/ψ
yield with an approximately exponential dependence on
nuclear thickness. A mechanism that is linear in the nu-
clear thickness would be indistinguishable from exponen-
tial in this study and would contribute to σabs. Thus σabs
must contain a contribution from the reduction in J/ψ
yield caused by the breakup of bound cc pairs in colli-
sions with Au nucleons that pass through the production
point after the hard scattering. Additionally, it would
likely contain the effects of energy loss, resulting in an
effective rapidity shift [17, 18].
A number of authors have pointed out that the cc-
nucleon cross section is expected to depend strongly on
the size of the cc pair as it expands to a fully formed
meson [19–22]. Therefore the proper time (in the frame
of the cc) over which the pair can collide with target
nucleons should have an effect on the apparent magnitude
of the absorption cross section. The asymptotic cross
section should be independent of time. Figure 7 shows
the values of σabs extracted from the PHENIX data as a
function of the proper time spent by the cc in the target
nucleus
τ =
βzL
γ
, (7)
where L is half of the target thickness, averaged over all
impact parameters, and βz is the longitudinal velocity of
the cc relative to the target nucleus. The Lorentz factor
γ for the cc in the frame of the target nucleus converts
the nuclear crossing time into the proper time for the cc.
The measured mean transverse momentum, 〈pT 〉, was
used when calculating γ at each rapidity. The value of
L for a gold nucleus was taken from the Glauber model
used in this work. The observed J/ψ yield includes feed-
down from higher charmonium states. Following [22] we
assume that the intermediate cc and all charmonia states
have an average mass of 3.4 GeV/c2 when calculating τ .
The data display different behaviors as a function of τ .
Thus, in the next two subsections, we discuss the regions
τ > 0.02 fm/c (higher τ) and τ < 0.02 fm/c (lower τ)
separately.
6FIG. 7: The effective cc absorption cross section σabs as
a function of the proper time spent in the nucleus, τ . The
times are extracted fom experiments over a range of energies.
Those from the PHENIX
√
sNN = 200 GeV d+Au data were
obtained after correcting for shadowing using the EPS09 NLO
parameterization (this work). The values extracted from fixed
target experiments were corrected for shadowing using the
EKS98 parameterization. The fixed target p+A data used in
in Ref. [12] were from E866 at 800 GeV [23]; HERA-B at 920
GeV [24]; NA50 at 400 GeV [25] and 450 GeV [26]; and NA3
at 200 GeV [27]. Those for NA60 at 158 GeV were extracted
in [28].
1. Higher τ region
It is notable that the mid and backward rapidity val-
ues of σabs extracted from the PHENIX data increase
as τ increases from 0.02 fm/c to 0.3 fm/c, which is ap-
proximately the time scale over which a color singlet cc
expands to its final size [22]. This is suggestive of the
expected increase in σabs with time spent in the nucleus.
On the other hand, the values of σabs begin to increase
again as τ drops below ∼ 0.01 fm/c. Since the cc forma-
tion time is expected to be ∼ 0.05 fm/c [22], this increase
of σabs with decreasing τ (increasing rapidity) is presum-
ably of a different physical origin.
If the behavior of σabs at larger values of τ is domi-
nated by the time the cc spends in the nucleus, then the
τ dependence should be independent of center-of-mass
energy.
Values of σabs have been extracted from fixed target
data, after correcting for shadowing, at six energies in
the range
√
s
NN
= 17.3 − 41.6 GeV [12, 28, 29]. To be
able to compare those σabs values to our results, it was
necessary to estimate the average τ value in all six cases.
That in turn requires an estimate of the 〈pT 〉 values. For
HERA-B data at 920 GeV beam energy there is a param-
eterization of the pT distribution [24] that provides values
of both 〈pT 〉 and 〈p2T 〉. Additionally, that paper contains
a systematic comparison of data from collisions at beam
energies of 450 GeV, 800 GeV and 920 GeV showing that
〈p2T 〉 is linear with the square of the collision energy. Us-
ing that fact, and assuming that the ratio 〈pT 〉/
√〈p2T 〉
is approximately constant from
√
s
NN
= 17.3− 41.6, we
were able to estimate the values of 〈pT 〉, and thus τ , at
all six energies.
We have added to Fig. 7 the values of σabs extracted
in [12] from fixed target p+A data from E866 at 800 GeV;
HERA-B at 920 GeV; NA50 at 450 and 400 GeV; and
NA3 at 200 GeV. The latter four values were extracted at
y=0, while the E866 data cover a wide range of rapidities.
In all cases the data were corrected for shadowing using
the EKS98 parameterization. The error bars shown in-
clude systematic uncertainties. We consider those cross
sections to be directly comparable to the σabs values ex-
tracted here using EPS09 shadowing, since the EKS98
and EPS09 central gluon modifications are very simi-
lar [5]. We have also included the σabs value extracted
from the NA60 data for y ∼ 0.3 at 158 GeV [28, 29],
where shadowing was also corrected for using the EKS98
parameterization.
TABLE I: Kinematic characteristics used to determine the
average time, τ , the J/ψ spends in the nucleus for several
experiments and targets, shown in Fig. 7.
Experiment
√
sNN A ybeam ycm L 〈pT 〉 τ
(GeV) (fm) GeV/c (fm/c)
PHENIX 200 Au 5.36 -2.08-2.32 4.36 1.90 0.283 - 0.0035
HERA-B 41.6 W 7.58 0.0 4.26 1.36 0.178
E866 38.8 W 7.44 -0.39-2.1 4.26 1.32 0.283 - 0.024
NA50 29.1 W 6.87 0.0 4.26 1.22 0.258
NA50 27.4 Pb 6.75 0.0 4.44 1.20 0.286
NA3 19.4 Pt 6.06 0.0 4.34 1.14 0.396
NA60 17.3 Pb 5.82 0.3 4.44 1.12 0.339
The average L, 〈pT 〉 and the kinematics characteristic
of the experiments used to calculate the τ values from
Eq. (7), displayed in Fig. 7, are given in Table I. The
W/Be ratios were used for E866; W/C ratios for HERA-
B; and Pt/H ratios for NA3. A range of targets was
employed by the NA50 and NA60 Collaborations, and
the value of L for the heaviest target is shown in Table I.
The L values for all targets other than Au were obtained
from the Au value assuming A1/3 scaling.
For τ greater than 0.05 fm/c the lower energy data
seem to follow the same trend as those extracted from
PHENIX data. The data in Fig. 7 cover the energy range
17.3 ≤ √s
NN
≤ 200 GeV. The common behavior of σabs
with τ for τ > 0.05 fm/c across such a large
√
s
NN
range
is striking.
The results in Fig. 7 imply that, for τ > 0.05 fm/c, σabs
depends on the time the cc spends in the nucleus. Thus
σabs is a function of both the nuclear target mass and
impact parameter. This was not taken into account when
extracting the values of σabs included in Fig. 7. However,
7we note that changing the average L by a factor of two
produces only about a 1 mb change in σabs. Therefore
averaging σabs over a range of impact parameters and,
in the case of the NA50 400 and 450 GeV data, over a
range of targets, may be acceptable.
A description of charmonium suppression by nucleon
absorption in p+A collisions proposed by Arleo et al. [22]
may be illustrative in this large τ region. In this ap-
proach, the cc pair, assumed to be initially formed in a
color octet state, neutralizes its color by gluon emission
and expands to the physical size of the meson. In cases
where τ is short, the cc travels through the target as a
colored object. When τ is long, it travels through the
target as an expanding or fully-formed color singlet. In
the latter case, the absorption cross section depends on
τ due to the dependence of the cc radius on τ .
FIG. 8: The same data as in Fig. 7 plotted on a linear scale
compared to a calculation of the cross section based on the
model of Ref. [22].
When the cc is still expanding, the τ dependence of
σabs was assumed to be [22]
σabs(τ) = σ1
( √
s
10 GeV
)0.4(
rcc(τ)
rJ/ψ
)2
, (8)
where σ1 is the cross section for destruction of a fully
formed J/ψ in an interaction with a nucleon at
√
s = 10
GeV. The time dependence of the cc radius was taken to
be
r(τ) = r0 + vccτ (if r(τ) < rψ) . (9)
In Ref. [22] it was assumed that the observed J/ψ yield
was a combination of direct J/ψ production and feed
down from the ψ′ and χc. The model parameters were
extracted from fits to the A dependence of the E866 J/ψ
data. However, no correction was made for shadowing.
Thus the parameters obtained in Ref. [22] are not appro-
priate for the shadowing-corrected σabs values we extract
from the PHENIX data, or the shadowing corrected σabs
values extracted from the lower energy data. Therefore
we have fitted the parameters in Eqs. (8) and (9) to the
subset of the cross section data shown in Fig. 7 with
τ > 0.05 fm/c (τ > 0.02 fm/c for PHENIX). At each
energy and rapidity, the calculated σabs was averaged
over rT using the distribution of nucleon-nucleon colli-
sions obtained from the Glauber simulation, and aver-
aged over the (longitudinal) z dimension using the same
Woods Saxon distribution as was used in the Glauber
simulation.
Because the data being fitted are from a variety of
targets and a wide range of collision energies, we have
made some simplifying approximations. First, we calcu-
lated the τ values only for the 〈pT 〉 at each energy (see
Table I), rather than averaged over the pT distribution.
This assumption was checked for the PHENIX 200 GeV
case by averaging over the full measured pT distribution
in the Glauber model, and it was found to give the same
result for the average τ and average σabs to much better
than 1%. Second, we assumed that the distribution of
nucleon-nucleon collisions for all targets (mass range 184
to 208) was adequately described by that for Au (mass
197). For the lower energy data, the average τ values ob-
tained using this assumption differed by less than 2.5%
from those obtained using the A1/3 scaled average length
given in Table I.
The fraction of J/ψ’s arising from direct production
together with ψ′ and χc feed down were taken to be 58%,
10% and 32% respectively, see Ref. [30]. The radii of the
three cc states were assumed to be 0.43 fm for the J/ψ,
0.87 fm for the ψ′ and 0.67 fm for the χc, as in Ref. [22].
The best fit of Eqs. (8) and (9) to the high τ data is
shown in Fig. 8. The optimum values of the parameters
are σ1 = 7.2 mb, r0 = 0.16 fm and vcc = 1.0. The curve
resulting from the fit describes all of the high τ σabs val-
ues very well, with a χ2/dof of 0.94. We note that the
fitted value of σ1 is considerably larger than that ob-
tained in Ref. [22]. The difference arises, at least in part,
due to the substantial antishadowing correction from the
EPS09 and EKS98 parameterizations used to extract the
σabs values from data at higher τ , which results in larger
σabs than those extracted from fits without any shadow-
ing correction [12].
The collision energy dependence of σabs at y = 0 ob-
tained from the fit shown in Fig. 8 is compared with data
in Fig. 9.
We conclude that a model of time-dependent nucleon
absorption such as that of Ref. [22] is capable of de-
scribing the trend of the σabs values extracted from the
PHENIX data at mid- and backward rapidity, as well
as those extracted from lower energy data for τ > 0.05
fm/c.
8FIG. 9: Measured σabs values at y = 0 compared with the
energy dependence calculated from the best fit to σabs versus
τ shown in Fig. 8. The 200 GeV data point is from the present
work, all others are from [12].
2. Lower τ region
The other striking feature of the τ dependence of σabs
is the departure from τ scaling when the cc spends only a
short time traversing the nucleus. The results extracted
from the PHENIX and E866 data both show a strong
increase in σabs at small τ , starting at τ ∼ 0.05 fm/c in
the E866 case and at τ ∼ 0.02 fm/c for PHENIX. These
times are smaller than or comparable to the cc formation
time and the color neutralization time. Several models
have been proposed which might explain increased J/ψ
suppression at forward rapidity.
Arleo et al. [22] assumed that the increased E866 cross
section at forward xF (rapidity) was due to the inter-
action of nucleons with the color octet state. Here the
τ -independent cross section is 22.3(
√
sNN/10)
0.4 mb for
τ < 0.02 fm/c, the color neutralization time, a param-
eter of their model. Such behavior leads to increasing
suppression with decreasing τ because a smaller fraction
of cc pairs escape before the color neutralization time is
reached. In this picture, the increased suppression at for-
ward rapidity is due to breakup by nucleons. However, in
this approach, σabs should also scale with τ which clearly
does not hold for the E866 and PHENIX data at small
τ , as seen in Fig. 7. Therefore, other mechanisms need
to be considered.
In a recent paper, Arleo and Peigne [18, 31] describe
forward rapidity data from NA3, E866 and PHENIX us-
ing a model of parton energy loss in cold nuclear mat-
ter. The cc pair is assumed to be in an essentially
point-like long-lived color octet state, τoctet  τcc, where
τcc ∼ 1/M , the inverse of the pair mass, with a lifetime
less than that of the formation time of the J/ψ. In this
picture, gluon splitting, g → QQ, is followed by scatter-
ing with a gluon in the target nucleus. The scattering
with the target gluon is similar to Bethe-Heitler radia-
tion off a fast color octet undergoing transverse momen-
tum broadening by scattering with a coherent color field.
Since the scattering is from a target gluon, Drell-Yan
production, quarkonium photoproduction and nDIS are
unaffected by this radiation. They find ∆E ∝ E, as in
Refs. [32, 33], in contradiction to the energy independent
bound derived in Ref. [34] which neglected nuclear broad-
ening in the final state. Arleo and Peigne suggest that the
bound holds only for abelian models and not in the non-
abelian case of QCD. They fit the energy loss parameter
qˆ to the E866 J/ψ data as a function of xF and use that
same parameter to calculate results at different energies.
They assume 2→ 1 kinematics and fit the pp production
cross section to a power law in x, dσpp/dxF ∝ (1−x)n/x
rather than making any assumptions about the quarko-
nium production mechanism. Since the parameter gov-
erning energy loss is related to the transverse momentum
broadening of the state, l2T ' qˆL, there is some central-
ity dependence that can be introduced into the model in
future work.
Arleo and Peigne added suppression of the J/ψ yield
by either gluon saturation or standard shadowing param-
eterizations, including EPS09. They did not, however,
incorporate nuclear absorption, which they noted may
become important at backward rapidity. Adding EPS09
shadowing led to very good agreement with the PHENIX
RdAu data at forward rapidity and midrapidity. However,
it resulted in a considerable overprediction of the data
(underpredicting the suppression) at backward rapidity.
Their backward rapidity result seems to be consistent
with our present results, where we find evidence that at
backward rapidity the modification is well described by
a large absorption cross section together with antishad-
owing.
Thus in the small τ (forward rapidity) region, energy
loss effects may explain the rise in the effective absorp-
tion cross section observed here. If that is the case, the
large effective absorption cross section we obtain at small
τ is not due to cc breakup, but is rather an energy loss-
induced shift in the rapidity of the detected J/ψ. The
effect is expected to depend on the square root of the
thickness [31], rather than the exponential dependence
implied by our use of an effective absorption cross sec-
tion. However the
√
TA dependence is sufficiently close
to exponential that our fitting procedure is unable to dis-
criminate between them.
9C. Shadowing
The gluon modification obtained from the EPS09 NLO
parameterization using Eq. (6), with global fit values of
R and d as a function of rT , is shown by the solid red
line in Fig. 10. The effect of the combined uncertainty in
R and d can be visualized by plotting the modifications
for all combinations of R and d that produce a χ2 value
inside the ∆χ2 = 2.3 contour [35] (see Fig. 4). These
are represented by the thin blue lines in Fig. 10. In all
cases, the calculated modification is significant only for
rT <∼ 3 fm. Therefore, we conclude that the data con-
strain the nuclear modification to be important only at
small rT . The modification obtained with the best fit
global power, TnA(rT ), n = 15, is shown as the solid or-
ange line in Fig. 10. Although there is some difference in
the details at small rT , albeit within the uncertainties,
the two prescriptions give essentially the same values of
χ2/dof. Thus the data appear to be insensitive to the
detailed shape of the modification at low rT . This is be-
cause the d+Au centrality bins are wide and significantly
overlap. If the centrality bins were narrower, the sensi-
tivity to the centrality dependence could be increased.
FIG. 10: The gluon modification from the best fit global R
and d parameters (solid red line), along with the modifications
from all combinations of R and d that fall within the ∆χ2 =
2.3 contour in Fig. 4 (thin blue lines). The modification from
the best fit global analysis of TnA(rT ) (n = 15) is shown by
the solid orange line. The dashed magenta line is the recently
released EPS09s NLO impact parameter dependence [9].
We compare our results obtained from the fits to the
J/ψ data with those given by the newly-available impact
parameter dependent EPS09s (NLO) set [9], shown by
the dotted magenta line in Fig. 10. The EPS09s result
has a much weaker dependence on rT than obtained from
our fits. A study of the target mass systematics of J/ψ
production in d+A collisions at RHIC may shed light on
the source of this pronounced difference.
D. Effect of nonlinear shadowing on σabs
In Fig. 7 we compare the σabs values extracted from the
PHENIX data in this work with the σabs values extracted
from centrality-integrated lower energy data [12] or, for
NA60 p+Pb, from fits to centrality-dependent data [28]
that assumed a linear dependence of shadowing on nu-
clear thickness. Thus when comparing our values of σabs
with those obtained at lower energy, it is important to
understand if the σabs values extracted from PHENIX
data here depend strongly on the centrality dependence
assumed for the shadowing.
Fig. 11 compares the σabs values extracted from the
PHENIX data using Eq. (6) with global values of R and
d, the values used in Fig. 7, with σabs values extracted
assuming a linear dependence of shadowing on nuclear
thickness. While there are some differences in the ex-
tracted σabs if the shadowing has a linear thickness de-
pendence, they are not large enough to affect the conclu-
sions drawn from Fig. 7.
We emphasize that the shadowing description of the
PHENIX data at both backward and forward rapidity
is much poorer when a linear thickness dependence is
assumed. At the four backward rapidities, the χ2 worsens
by 4.3, while at the five forward rapidities it worsens by
47.6. At midrapidity, where the shadowing is weak, the
χ2 worsens by only 0.8.
FIG. 11: Comparison of the σabs values extracted from the
PHENIX data assuming a linear thickness dependence for the
shadowing with those extracted using Eq. (6) assuming global
values of R and d.
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V. SUMMARY AND CONCLUSIONS
In summary, we have fitted the centrality and rapidity
dependent PHENIX
√
s
NN
= 200 GeV d+Au J/ψ data
with Glauber calculations employing an effective absorp-
tion cross section, σabs, with several prescriptions for the
impact parameter dependence of the EPS09 NLO central
gluon shadowing parameterization. The fits properly ac-
count for all of the experimental systematic uncertainties.
We find little ambiguity between σabs and the functional
form of the centrality dependence of shadowing.
The values of σabs exhibit a characteristic rapidity de-
pendence, with a minimum at midrapidity. When plot-
ted as a function of the average time the cc spends in the
nucleus, τ , the σabs values extracted from the PHENIX
data at
√
s
NN
= 200 GeV and from lower energy data
with 17.3 <
√
s
NN
< 41.6 GeV, display a common τ de-
pendence for τ > 0.05 fm/c. In that τ range the cross
section is very well described when the data are fitted
with a model in which the cc-nucleon cross section de-
pends on the size of a color neutral cc as it expands into
a fully-formed meson. Such a model naturally leads to
scaling of σabs with τ . The best fit parameters provide an
excellent description of the collision energy dependence
of σabs at y = 0 from
√
s
NN
= 20− 200 GeV.
As τ decreases below ∼ 0.02 fm/c, the σabs values
extracted from the PHENIX data rise sharply. This τ
range is smaller than the expected cc formation time and
color neutralization time, and reflects different physical
processes than those active at higher τ . The σabs val-
ues extracted from E866 data at
√
s
NN
= 41.6 GeV also
exhibit a sharp rise beginning at τ ∼ 0.05 fm/c. The
PHENIX and E866 data show no scaling with τ in the
range τ < 0.05 fm/c. The present results at low τ (for-
ward rapidity) seem to be consistent with energy loss of a
color octet cc state in cold nuclear matter [18, 31]. If so,
the fitted effective σabs values do not reflect breakup of
the cc pairs, but instead an energy-loss induced rapidity
shift of the J/ψ.
The centrality dependence of shadowing extracted
from the data turns on sharply for rT ≤ 3 fm, in sig-
nificant disagreement with the weaker rT dependence of
EPS09s NLO. Indeed, the EPS09s dependence is some-
what weaker than the linear dependence on the thickness
function assumed in Ref. [6]. A study of the target mass
systematics of J/ψ production in d+A collisions at RHIC
may shed light on the source of this pronounced differ-
ence.
While we have employed only the central EPS09 set in
our calculations, using all 31 EPS09 sets would not af-
fect our overall conclusions regarding the sharp turn on of
shadowing with rT , only increase the uncertainty in the
value of σabs as a function of rapidity. The use of alterna-
tive nPDF sets [2-5] would also change σabs(y) without
affecting the rT dependence of shadowing. The strong
impact parameter dependence suggested here seems to
be in accord with the ‘hot spots’ conjectured in a satu-
rated medium of high gluon density. Such behavior at
backward rapidity, in the antishadowing region, is, how-
ever, at odds with the saturation picture and may more
simply suggest that shadowing effects are concentrated in
the core of the nucleus instead of throughout the nuclear
volume.
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