Introduction
The age at which a girl attains menarche -the appearance of first menstruationdefines a particular stage of her maturation. Age at menarche is an indicator of female physiological development, health, timing of maturation and nutritional status, and a predictor of fecundity and risk for miscarriage and unsuccessful pregnancy outcomes (Tanner & Eveleth, 1975; Urdy & Cliquet, 1982; Wyshak, 1983; Sandler, Wilcox & Honey, 1984; Frisch, 1985; Eveleth, 1986; Hediger & Stine, 1987) . There is strong evidence of a downward secular trend in Western countries during the nineteenth century and the decline stabilized in the twentieth century (Wyshak & Frisch, 1982; Eveleth, 1986; Tanner & Eveleth, 1975) . However, in China, the mean age at menarche has only started to approach that of Western countries in recent decades (Graham, Larsen & Xu, 1999; Lin et al., 1992) . As China is a huge country with consequent large variation in living conditions, economic developments, and general health status in different regions, more studies are required to assess the determinants of age at menarche.
There have been some studies on menarcheal age of Chinese females, most of which have been restricted to local surveys (Quan, 1984; Lin & Yuan, 1989; Graham et al., 1999) . However, estimates of trends in the average age at menarche for the whole nation, as well as for particular subgroups of the population, are very rare. Little is also known about socioeconomic differentials in the timing of menarcheal age in China. An exception is the study of Lin et al. (1992) of differentials in menarcheal age in China using a sample of 200,000 Chinese girls aged 7-22 years from a nationally representative survey. However, this study examined mainly regional and ethnic differences in age of menarche but it could not explore time trends because information was collected only from young women. Taken as a whole, these studies show a generally declining age at menarche in China. However, they typically cover different geographical units, the population used may not be randomly selected and they use different collection methods. In this study, national-level trends are derived from a single source, which should ensure greater consistency in reporting. The levels found are within the ranges found in other studies.
This paper examines trends and differentials of menarcheal age of cohorts born in China between 1950 and 1973 using a large nationally representative survey. The ACE technique for transformation of variables is used in the linear regression analysis of recalled age at menarche. This approach overcomes the general problem in multiple regression analysis of finding the appropriate way of simultaneously coding the response and independent variables so that the relationship between them is best described, rather than coding such variables in an arbitrary way.
Materials and methods
The data for this study come from a 10% subset of China's State Family Planning Commission in 1988 'Two-per-Thousand Fertility Survey' of 0·2% of ever-married women aged 15-57 resident in mainland China, which used a single-stage nonproportionate stratified-cluster sampling design (Lavely, 1991) . The central elements of the survey were pregnancy and contraceptive use histories, but data on recalled age at menarche were also collected. The sample for this analysis consists of 27,655 evermarried women aged between 15 and 38, that is those born between 1950 and 1973, making it possible to examine trends in menarcheal age in recent decades. The sample is of ever-married women and therefore the youngest cohorts become progressively selected for young age at marriage, since, for example, women in the survey aged 20 must have been married by this age whereas older women could have been married at older ages. Girls who marry early are likely to have had earlier average age at menarche since not only is it a requirement for marriage, but also it is associated with earlier sexual maturity. Such a correlation would tend to reinforce any observed decline in age at menarche. However, there is actually a small negative correlation, r= 0·04, between age at menarche and age at marriage for women born before 1965 whose average age at marriage was over 21·5 years, and only a small positive correlation, r=0·10, for women born later whose average age at marriage was 19·6 years. The negative correlation is possibly due to selection effects, in that groups that tend to marry young, such as rural women, have older ages at menarche. The weak relationship observed between age of menarche and marriage is consistent with that of Udry & Cliquet (1982) , who found less association between them for Malaysian Chinese than for any of the other groups they studied. Thus, the selectivity issue does not appear to alter the interpretation of the results. To further assess the sensitivity of the findings to age at marriage, the regression equations discussed later were re-estimated, but confined to women married above age 20, and it was found that the results remained essentially unaltered.
A common problem in using data from retrospective studies is that they may suffer from recall errors on the dating of events, particularly for events that took place further back in time. However, an unusually high accuracy in reporting age-related events in recent Chinese fertility surveys and censuses has been documented (Coale & Banister, 1994; Wang & Murphy, 1998) .
To estimate the effects of socioeconomic variables on recalled age at menarche, a multiple linear regression model is used. Selection of relevant independent variables is guided by previous studies on the determinants of menarcheal age and constrained by those that were included in the survey. Therefore the following variables were selected: year of birth, urban or rural residence, education, occupation, geographic region of residence, and ethnicity. Table 1 shows descriptive statistics for the variables included in this analysis. Women's education and occupation were measured at the time of survey. Although ideally parental education and occupation should be used to investigate the socioeconomic impact of such variables on the age at menarche, it is still expected that the two variables included will capture some socioeconomic variability in age at menarche.
Variables can be classified into two main types: (1) categorical (ordered or unordered) with multiple categories such as geographic region of residence or educational attainment, and those that are binary variables such as residence (urban/rural) or ethnicity (Han majority/minority); (2) numeric variables -discrete, interval or continuous -such as the woman's year of birth. For binary variables, a simple indicator or dummy variable can be used to represent its effect in a regression model. For coding non-binomial categorical and numeric variables, the ACE algorithm described in the next section is used.
ACE-guided transformation of covariates
In linear regression analysis, the objective of fully exploring and explaining the effect of covariates on the dependent variable of age at menarche is facilitated by properly coding the independent variables. For both categorical and numerical variables, a common technique is to create a set of dummy variables, but this is often done on an ad hoc basis. It may be possible to collapse some neighbouring groups, but it is not known how to find the most efficient cutting points. A numeric variable may be entered into a linear regression model as a simple linear form or as a transformed one, such as a polynomial form with linear and squared terms, or a non-linear function that cannot be estimated directly. However, there is usually no prior knowledge or consensus on the appropriate form to be used.
Here, efficient transformations are searched for using the ACE (Alternating Conditional Expectation) algorithm (Breiman & Friedman, 1985; De Veaux, 1989; Wang & Murphy, 1998) , a technique for finding non-parametric transformations of both the independent and dependent variables in multiple linear regression such that the relationship between them is as linear as possible. The ACE results can be used to indicate if transformations are necessary and, if so, to suggest empirical parametric or non-parametric transformations for use in linear regression. In this application, the non-parametric transformations estimated by ACE are not used in their raw form, but functional approximations to them are found that are then used in the estimation process.
There are a number of other non-parametric methods for finding a variable transformation such as the generalized additive model (GAM) (Hastie & Tibshirani, 1990) . ACE was chosen for two reasons. First, ACE can be used to transform both independent and dependent variables in a linear regression model, whereas other methods like GAM can only be applied to transform the independent variables. For example, it may be that a logarithmic transformation of the dependent variable is the appropriate one in a regression model, which can only be detected by ACE algorithm. Second, ACE is a fully automatic smoothing tool that generates diagnostic outputs and plots, making it easy to use and interpret. In addition, other non-parametric regression methods may require the pre-specification of the smoothing parameters, which is often difficult to determine. For example, to use GAM for variable transformations, smoothing parameters, or target-equivalent degrees of freedom, need to be specified in all the smoothing terms in the GAM model so that the local scoring algorithm can be performed, which may be a problem for an inexperienced data analyst. The ACE algorithm is implemented using the ace and avas functions in the S-PLUS statistical package (Venables & Ripley, 1994) . To apply the ACE algorithm to possibly recode an independent variable, an examination of the scatterplot of the original values against the ACE-transformed values indicates the nature of an approximately optimal transformation. For example, if the plot is judged linear, a linear model with the original data is appropriate; if not, it suggests what kind of transformation should be employed. Possibilities include power and log transformations, threshold and piecewise linear functions, categorical (i.e. piecewise constant) transformations, and quadratic or higher order polynomial terms. There are often a number of potential candidates for transformation of a variable. To select the best transformation, the BIC (Bayesian Information Criterion) is used because most models considered here are non-nested and this statistic has been demonstrated to be a good index for comparing non-nested models (Raftery, 1995) . The BIC statistic, originally derived from a Bayesian approach to statistical inference, can be expressed as:
where R 2 is the adjusted square of the multiple correlation coefficient, p is the number of independent variables in the model of interest and N is the sample size, which in this case is 27,655. The smaller BIC is, the better the model.
To illustrate the use of the ACE algorithm, it was first applied to recode the year of birth of a woman (i.e. cohort). The next step shows how ACE is used to guide the transformation of this cohort variable, and how BIC is used to select its best transformation. The same procedure is used to recode other variables. The transformation of cohort is undertaken in two steps. First the ACE algorithm is used to get a transformed function of cohort, and this is plotted against the original year of birth (measured as years since 1900). The result is shown in Fig. 1 . Secondly, based on this estimated pattern, alternative transformations of cohort are then tried and the best one according to BIC selected.
The ACE result in Fig. 1 suggests at least five possible parametric transformations for cohort: (1) a piecewise linear spline with a node at around 1960; (2) a simple straight line over the whole period; (3) a quadratic curve; (4) an exponential transformation; and (5) a logarithm transformation. The BIC statistics corresponding to these five transformation types are presented in Table 2 . Table 2 shows that all the proposed specifications are statistically significant according to their F-statistics. However, the relative goodness-of-fit of those transformations cannot be judged using these F-statistics because the models are non-nested. For this purpose, BIC statistics are used, which show that the squared cohort transformation fits best, although the degree of curvature is slight.
As mentioned before, the ACE approach can also be applied to establish if transformation is necessary for the dependent variable. The ACE plot shows a linear relationship between untransformed and transformed age at menarche (not shown here), so no variable transformation is needed. The coding of other variables using the ACE algorithm is now described. So far, the ACE-guided transformation has been considered just for one independent variable, namely year of birth of the woman, but the approach for more than one predictor variable is a straightforward extension of the bivariate case, allowing a matrix of independent variables to be transformed simultaneously. The following analysis is based on transformation of all the independent variables shown in Table  2 . The plots of the transformed variables against the original ones are shown in Fig. 2 .
Using analyses similar to those used for coding the period variable, the following choices were made: 'educational attainment' is measured as the reported highest level of educational achievement (Table 1 ). The plot of ACE transformation of this variable suggests non-linearity between educational achievement and menarcheal age. BIC statistics show that three categories (1 for illiterate/semiliterate; 2 for primary school and junior or senior middle school; and 3 for college or above) can best describe the effect of this variable on age at menarche.
'Occupation' refers to current or recent employment of the woman and was coded in five categories (Table 1) . After a number of experiments, the lowest BIC score was obtained by simply reclassifying the occupation into two broad categories: industry/ service/professional and agriculture/other.
Three municipal cities and 26 provinces were sampled in this survey. In order to simplify presentation of the region of residence variable, the three metropolitan cities were put into one group, and the 26 provinces into six large geographic areas as follows: 1, Beijing, Shanghai and Tianjin; 2, North; 3, North-east; 4, East; 5, South; 6, South-west; and 7, North-west. The ACE plot for the transformation of this variable suggests some possible regrouping: regions 2, 5 and 7 have about the same transformed values, and so do regions 3 and 4. BIC statistics show that four new categories form a satisfactory coding for representing regional differentials in age at menarche with this sample size: separate ones for regions 1 and 6; and combining regions 2, 5 and 7; and regions 3 and 4. While alternative groupings of regions might produce better statistical fits, this was outweighed by the benefits of having easy to interpret, well-defined geographical areas. Table 3 gives descriptive statistics on the age at menarche of the sample of 27,655 ever-married women born in four successive cohorts. A decrease in mean menarcheal age is clearly recorded in these four cohorts. Standard deviation values show little change in the variability of the phenomenon through the time span examined, although these are rather higher than those of Lin et al. (1992) . To understand the effects of socioeconomic variables on the decline in the recalled age at menarche, a multiple linear regression model analysis is now considered. Table 4 presents a series of six linear regression models of age at menarche with increasing numbers of covariates that have been identified as likely to be associated with age at menarche. Model 1 is presented for completeness; Model 2 includes urban-rural residence; Model 3 presents estimates of educational level; Model 4 contains occupation; Model 5 includes estimates for all the socioeconomic variables; and finally Model 6 presents the full model, including region of residence and ethnicity. These models are organized so as to address a number of important questions by comparison of different models.
Results
First, a comparison of Model 1 with other models shows the extent to which the decline in age at menarche for women born in different cohorts can be explained by the changes in socioeconomic and other variables. The quadratic effect for the cohort variable representing the year of woman's birth in Table 4 suggests that there is no slowdown in the decline in menarcheal age for recent cohorts, and that the estimated decline for cohorts born between 1950 and 1972 is 1·21 years. This decline in national levels is very similar in magnitude to the 1·5 year decline in median menarcheal age for urban Beijing between 1962 and 1985 reported by Lin et al. (1992) , based on two current status surveys and therefore referring to cohorts born around 1948 and 1972 respectively. Graham et al. (1999) found that the mean age at menarche decreased by 2·8 years over an approximate 40-year interval from about 1940 based on the data from two counties in Anhui Province. After adding the full set of independent variables to Model 1, the coefficient of the cohort variable in Model 6, as in all the intermediate models, remains almost unchanged and statistically significant, suggesting that the decline in the age at menarche by birth cohort cannot be explained by changes in these socioeconomic variables included in this study. Thus there are other factors which played an important role in lowering the age at menarche. The general improvements in standards of living in China over the last several decades, and especially better nutrition, are likely to have contributed to the menarcheal age decline.
Second, comparison of Models 2, 3 and 4 with Models 5 and 6 provides the means of assessing the extent to which the impact of each of the socioeconomic variables is altered by the inclusion of a fuller set of socioeconomic determinants of age at menarche. The results show that the magnitudes of the urban-rural residence, education and occupation coefficients are considerably reduced when they are introduced in the models simultaneously as these three variables are highly correlated. For example, the effect of urban-rural residence is more than halved, from 0·95 to 0·38 years, when education and occupation are included in Model 5.
Third, the final Model 6 shows the parameter estimates of the full set of socioeconomic covariates. Comparison of Models 2-6 shows that the socioeconomic variables selected in this study have a statistically significant and direct impact on menarcheal age after controlling for other variables. Even after controlling for the generally superior educational and occupational composition of urban populations, living in an urban setting in developing countries such as China is likely to have a positive impact on lowering the age at menarche through a variety of factors, including higher consumption of animal protein and fat (Qu et al., 2000) and more advanced medical facilities and public health systems in cities (Knight & Song, 1999) , so it is no surprise that women in rural areas have a significantly higher age at menarche than their urban counterparts with otherwise similar characteristics.
The coefficients in Table 4 show a relationship between lower age at menarche and (subsequent) higher educational level of the woman, even when the effects of other variables, including occupation, are held constant. The result is consistent with the findings from a case study of two rural counties in Anhui Province (Graham et al., 1999) . Girls without any schooling or with little schooling had their menarche 0·68 years later than those with college education or above. This probably reflects the generally higher socioeconomic status of highly educated married women, since selection for young age at menarche among this group is unlikely. Social class has always been an important variable in the studies of age at menarche (Mascie-Taylor & Boldsen, 1986 ). Women's subsequent occupation is also found to be an important correlate of their age at menarche. Women working in industry, service and professional areas had a significantly lower age at menarche than women working in other sectors, in this case, predominantly in agriculture. In terms of ethnicity, girls of national minorities have higher menarcheal age than those of the Han majority, who account for over 93% of the total population but a lower proportion of births, consistent with previous studies (Lin et al., 1992; Quan, 1984; Lin & Yuan, 1989) . Although individual level socioeconomic variables have been controlled for, this is probably because these national minorities tend to live in remote, underdeveloped frontier areas, where medical and other facilities are inferior.
There are also regional differentials in age at menarche. Compared with the three municipal cities (Beijing, Tianjin and Shanghai), the other regions have a higher age at menarche, particularly the three regions North-east, South and North-west, which have the highest menarcheal age, 0·66 years higher than the value of the three municipal cities. To examine whether the rate of decline was greater in different areas, an interaction term between cohort and place of residence was fitted, but there was no statistically significant evidence that the declines were different in different parts of the country. Although noted that there is a genetic correlation of 0·2-0·3 between ages of menarche of mothers and daughters, girls living in different Chinese regions represent a situation where a relatively homogeneous population lives in different sociogeographic environments. Therefore, these results suggest (but do not prove) that the regional differences of age at menarche are likely to be mainly due to environmental influences.
Conclusion
This study analyses some socioeconomic determinants of age at menarche in China using the data from the Two-per-Thousand Chinese Fertility Survey. A linear regression model was employed to examine the trends and differentials in age at menarche for women born between 1950 and 1973. To better describe the relationship between menarcheal age and its determinants, the ACE algorithm was used to efficiently transform the independent variables. This study has demonstrated the procedures and usefulness of the ACE algorithm for helping to understand the relationship between the independent variables and age at menarche. The successful modelling of a data set and appropriate coding of a variable are part science, part statistical methods, and part experience and common sense. The advantage of applying the ACE algorithm is that it provides a number of plausible alternative candidates, from which an appropriate specification can be chosen, either based on a statistical criterion (such as BIC or chi-square statistics) or based on past experience or scientific knowledge. It is hoped that this analytical tool will provide new encouragement for the empirical modelling of biological phenomena.
Chinese girls born in the third quarter of the twentieth century have experienced a steady decline in age at menarche. This study has shown how far this declining trend is attributable to changes in socioeconomic conditions, and found that the decline in the age at menarche for women born between 1950 and 1973 cannot be explained by changes in the variables included in the study. Thus, social changes that have occurred in China, but are not measured in surveys such as this one, have played an important role in reducing average menarcheal age. Those social changes are likely to be additional influences accompanying socioeconomic development.
This study shows that after appropriate transformations, all the socioeconomic variables selected have statistically significant and direct influence on menarcheal age. Women living in rural areas, with less education, engaging in agricultural work, and being members of national minorities, had a higher average age at menarche. Current trends in the socioeconomic conditions of the Chinese population suggest that the average age at menarche will continue to fall.
