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Abstract 
Gabr, M.M., Nonlinearity tests for bilinear systems, Journal of Computational and Applied Mathematics 40 
(1992) 313-322. 
The purpose of this paper is to develop nonlinearity tests for open-loop bilinear systems. Lagrange multiplier 
tests of linear systems against a bilinear alternative are prcpqspd. A simulation study is performed to check the 
validity of the asymptotic null distributions of the test statistics and to investigate the power characteristics of 
the tests. Two recent nonlinearity tests in the time-series context are adapted to linear systems and compared 
with Lagrange multiplier tests. Simulation results show that the proposed Lagrange multiplier tests are more 
powerful than the other tests. 
Keywords: Bilinear systems, Lagrange multiplier statistics, Keenan test. 
1. Introduction 
Recently several authors [3-$15,171 have argued convincingly for the need of bilinear 
systems. It certainly follows that there is need for methods of assertion when a measured 
input-output system is bilinear or in general nonlinear. 
The general nonlinear difference equation model of a nonlinear system (NLS) with recorded 
input {u(t)} and output {y(t jj can be written in the following way [l] as a nonlinear function of 
the input-output records: 
y(t)=GU[y(t-1) ,..., y(t-p),u(t-d) ,..., u(t-d-q+l)], (1 1) . 
where p is the order of lagged output, q the order of lagged input, d the time delay in the 
system, G is an NL function and v represents the degree of nsnlinearity. Equation (1.1) can be 
expanded into the following Volterra series, which involves an equation in terms of past inputs 
only: 
gj(Q,.**, rj) -d -r,), (1 2) . 
r*,rzl...,‘j=0 
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where the coefficients (g,(r)3, {g2(rl, Q)), l l . , etc. are said to be the kernels of the Volterra 
series and may be estimated by different methods. The major drawback of such models is the 
multitude of parameters. 
The bilinear system (BLS) is a special case of the Volterra series expansion (1.21, it is a 
truncation of (1.2) up to the quadratic part. The model description of a discrete-time dynamical 
BLS can be given in the following state-space representation: 
P cl k m 
x(t)+ Ca,x(t-i)=ai- Cbju(t-d-j+l)+ C CpijX(t-i)u(t-d-j+l), 
i= 1 j=l i=l j=l 
y(t) =x(t) + e(t), 
(13) . 
where u is the control variable, y is the output variable, a! is a scalar, d is the delay in the 
system and {e(t)} is the corrupting noise and assumed to be a white noise. The system 
parameters (a,}, (6i) and (Bii) are assumed to be constants. If the coefficients Pii of (1.3) are 
zero for all i and j, then the system is linear. This shows that the departure from linearity of 
the system can be measured by the deviations of Pi i from zero. If all Pij = 0, then (1.3) reduces 
to an LS. Therefore the null hypothesis we wish to test is 
H,: Bij=O, i-l,2 ,..., k, j=l,2 ,..., m. 
Arrange the parameters of model (1.3) in a vector 
8=(8, 0, . . . QT, 
as 
&=a,, r= 1,2,...,p, 
0 Prv ptr = r= 1,2 ,..., 4, 
8 ptq+l =a, 
8 p+q+ lcr =Pij, i=l,..., k, j=l,..., m, r=(i-l)k+j; 
then partition 8 as 8 = [6$ 6:]‘, where 
(14) . 
0, = [e* --• . ep+q+l]TY e,= [ep+q+z l -• ep+q+km+*]T, 
where “T” represents the transposed, so that the null hypotheses H, may be rewritten as 
Ho: e,=o. (15) . 
The general input-output representation of a discrete-time dynamical BLS with a time delay 
d can be given as (see 141): 
Y(r) + i aiY(t -j) =a+ ~biu(t-d-ijle(t)+ icie(t-i) 
i-l i=O i=l 
+ i tPijy(t-i)u(t-d-j+l) 
i=l j=l 
+ 5 5 yije(t -i)u(t-d -j+ l), 
i=l j=l 
(1 6) . 
where ac is a scalar. 
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Note that, for the general model (1.6), the null hypothesis Ho: Pij = 0, for all i, j, leads also 
to Yij = 0, for all i, j. Therefore acceptance of Ho means that (1.6) reduces to the general 
representation of a discrete dynamical inear system. 
In the time-series literature, there are different approaches uggested to detecting nonlinear- 
ity in time-series analysis. Spectral tests for nonlinearity [9,20] are constructed from the 
bispectral density function. As is known, most spectral analysis methods need series lengths to 
be large. For this reason these tests will not be considered here. In this paper we will discuss 
only some time-domain tests which are suitable for dynamical systems. 
2. Test procedures 
2.1. Lagrange Multiplier (L&f) sta tktics 
We will briefly describe the LM test in a general setup. Suppose that 8 E 0 c II%” is an n x 1 
vector of parameters included in a statistical model and we are interested to test the null 
hypothesis 
Ho: 8,=0, 
where, in general, 8, is formed by the last r elements of 8 so that 8 = [0T @:I’. Consider the 
function, 
Log L(e)-hTe,, (2 1) . 
where L(8) is the likelihood function of the sample with size N and A is the LM vector. The 
motivation for using (2.1) stems from the fact that when the null hypothesis is true, the 
restricted estimate 8 will approach the unrestricted maximum likelihood estimate so that the 
derivatives of L(8) with respect to 0 (or equivalently the LM vector A) evaluated at the 
restricted estimate e^ will be zero. This leads to the LM (or the score test) statistic 
(2 21 . 
where D is the score test vector and defined by the first derivatives of L* = Eog L(8) denoted 
by 
aL* 
DC - 
[ 1 ae = nX1 
and 
I = 
3L” 
at4 
. . . 
aL* 
a02 
I n-r . . . 7 
I r 
-1 
a2L* a2L* 
aef ae,ae, 
a2L* a2L* 
ae,ae, ae; 
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. 
is the Fisher information matrix for (:I). Let I!? = (:I> be the maximum likelihood estimate under 1 
Ho. Then, 
and a general estimate of the Fisher information matrix is given by 
Thus one can take 
Siivey [19] shows that under H,, and subject to certain regularity conditions the LM statistic test 
converges in distribution to the chi-square distribution with r degrees of freedom. Hosking [lo] 
and Godfrey [6] have previously used LM tests for testing adequacy of a kxx time-series 
model. 
Now we consider the problem of testing the null hypothesis I+,, given by (1.5), on the basis 
of a realisation of N observations on [y(t)) and {uct jj. The white noise process (e(t)} is 
assumed to be Gaussian with zero mean and common variance o,~, i.e., {e(t)} are i.i.d. 
N(0, 0,“). Accordingly, the logarithm of the likelihood function of the model used is 
SW 
L* = Log L(8) = const. - + Log a,Z - $V Log - 1 1 0,’ ’ 
where 
1 N 
s(e)= - v 2 
N +e w 
f-l 
is the relevant mean square error, with the error terms e(t) being regarded as functions of 8. 
Let 
Wt) 
G(t)= 7 = 
[ 1 tl=e^ 
L 
then by (1.3), G(t) can be obtained from the recursions 
d&t) + i 4S,&(t -i) = W(t), 
i=l 
a40 
ae1 I i 1 idt) p+q+l . . . = . . . . . . l 9 W) 42(t) km 
(2 3) . 
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where 
and 
w(t) = [y(t - 1) -t?(t - 1) ,..., y(t -p) -2(t -p), -u(t -d) ,..., 
-u(t -d - q + 1), -l,-(y(t - 1) G(t - l))u(t -XI),..., 
- (y(t -k) - 2(t - k))u(t -d - m + l)]’ 
e^(t)=y(t)+ ~cii(y(t-ii)-e^(t-i)]-a:- iI;,U(t-d-j+l). 
i=l j-1 
(2 4) . 
(2 5) . 
A 
The score vector D and the Fisher information matrix are thus calculated by 
I;, = - & g 42(t)&(t)- 
e r-l 
Usually 0,” is unknown and an estimate of it is 
^2 
Oe = ; g e^“(t). 
t-l 
It can be shown that the same above expression for the LM statistic is obtained when ue2 is 
replaced by its estimate Ge2. 
All the above equations permit the computation of the LM statistic (2.2). 
The Gaussian assumption can be replaced by weaker regularity conditions as in [7] without 
affecting the results of the paper. Instead of the likelihood functions, the test statistics could b,e 
derived from the corresponding sum of squares function in the same way as in [S] and using 8, 
as the least squares estimate of 8,. 
Assuming that {y(t)} and {u(t)} are jointly stationary processes, the parameters {ai} are 
satisfying the stationarity conditions and all joint moments of {y(t)) and {u( t)l up to the fourth 
order exist and are finite, then by virtue of (2.3), there exists a constant positive definite matrix 
0 such that 
P lim $ c $(t)li.(l)] =In, 
I r-l 
and therefore all the inverses in (2.5) exist, at least if N is large enough (see [18]). In fact for 
the bilinear model (1.3), the identification problem does not appear in LM tests, unlike for the 
linear time-series models in which a restriction on some parameters to zero is imposed to 
remove the identification problem, but it may appear in using the general model (1.6). In this 
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case the number of the coefficients Pij and yij should be reduced by restricting some of them 
to zero. This leads to the following theorem. 
Theorem 2.1. If {y(t)} and (u(t)) are related by (1.3) with E[e4(t)] < 00 such that they are jointly 
stationary and ali joint moments E[ y’(t - r)ui( t - s)], for all 0 < i + j < 4 and all r, s, exist and 
are finite, then under HO the LM statistic defined by (~.2) is aqyrnptotically distributed as x2 with 
mk degrees of freedom. 
The proof of this theorem follows from making a usual Taylor series expansion and 
application of the martingale central limit 
score vector N- ‘j21j (see also 1121). 
2.2. Keefian test 
theorem [2] to show the asymptotic normality of the 
Keenan [l l] uses a different approach in devising a test for nonlinearity in the time-series 
context. He assumes that a time series {X(t)} having a general Volterra expansion can be 
adequately approximated by a second-order Volterra series 
X(t) =.p + i t&e@ -u) f i tI[,(.e(t -u)e(t -v). (2 6) . 
t,= -32 u,l’= -x 
The last term on the right-hand side of (2.6) is analogous to an interaction term in regression 
analysis, and linearity of (2.6) is equivalent to this term being zero. In the regression setting a 
test for the interaction term being zero is Tukey’s one degree of freedom test fpr nonadditivity. 
Keenan devises an analogous test in the time-series context. His test statistic F can be adapted 
for dynamic systems and computed as follows. 
(i) Regressy(t)onw(t)=[l y(t-l)...y(t-M)u(t-d)...u(t-d-M)]bileastsquares 
and let { B(t >} be the fitted values, {S(t)} be the residuals and SSE the residual sum of squares. 
(ii) Regress T’(t) on w( t ) and let {t( t 1) be the residuals. 
(iii) Regress Z(t) on &t j and let ;i be the regression coefficient multiplied by [Cp( t)]1/2, 
i.e., 
4 = 5 i(t)i(t)/[Ep(t)]1’2. 
r=M+l 
(iv) Calculate f = (N - 4M - 2);i2/( SSE - 4’). 
Under Ho and the assumption that {e(t)} are i.i.d. N(0, 02), f is asymptotically distributed 
as x’ with one degree of freedom which provides Keenan’s test for nonlinearity. 
2.3. Portmanteau test 
Mcleod and Li [14] propose a portmanteau icst for testing nonlinearities in time-series 
context. Their test statistic Q< n) is based on the first n sample autocorrelatlons of squared 
residuals {e2( t)} in the same way as the well-known Ljung and Box [13] statistic is based on 
autocorrelation of {e( t )}. Therefore, given the input { ld( t )) aqd the otitput { y( t 1) measurements, 
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fit the best linear model to {u(t)} and { y( t )} and let {t(t)} be the estimated residuals. Mcleod 
and Li have defined the autocorrelation function of the squares of {c(t)} by 
N-j 
Fe,(j)= C [z”(t) -&?][c’(t+j) -&?I/ E [Z*(t) -;b]*, j= 1,2,...,n, 
t=l t=l 
where 
‘2 = 
c 
e^“( t) 
*e N ’ 
and proposed the portmanteau statistic 
Q(.)=N(N+2)j$lg - 
to detect model specification which is asymptotically distributed as x*(n). 
3. Simulation riesults 
In this section, we check the empirical significance levels of the test statistics of the previous 
section based on cumulative sums for finite samples. To check the validity of the asymptotic 
null distribution we first simulate observations from linear model system. Power properties of 
the tests are then investigated by simulating bilinear systems. For the LM tests, we choose 
m = k = 1 and m = k = 2. The corresponding test statistics will be denoted by LM? and LM2, 
respectively. In all simulations the input signal {u( t )} was chosen as the following AR( 1) 
process: 
u(t) = 0.5 u(t - 1) + E(f), 
where {e(t)} is a sequence of i.1.d. N(0, 1) random variables. Observations from different linear 
and bilinear systems were simulated recursively by setting the appropriate initial values to zero. 
The following model has been used as an example (see [4]): 
x(t)-0.8 x(t-l)=u(t)+px(t-l)u(t-l), 
y(t) =x(t) + e(t), 
(3 1) . 
for values of the bilinear parameter p in the range - 0.2 < /? < 0.2. 
In all cases {e(t)} was obtained frcrn a random number generator producing N(0, 1) 
independent to {E(t)} that was used in simulating {u(t)}. The number of replications was 1000 
and between successive replications 600 observations of the white noise {e(t)} were discarded to 
guarantee the independence of rcplirqtions. From each series the first 50 observations were 
discarded to avoid initialization effects. We used sample sizes N = 50, 100 and 200 at 5% 
significance level. In power studies, we have to fit Snear models to a system generated by a 
nonlinear model. An adequate linear model with a CO,.~~~~__ _., __ n=+oqt term (i.e., model (1.3) with Pij = 0 
for all i, j) was selected by minimizing the so-called Bayesian Information Criterion (BIG) [16I. 
As pointed out by Keenan [ll] the order M of the linear model should be chosen between 4 
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and 8. In some unreported experiments M is chosen as 4,s by using the BIC criterion, but the 
results did not notably differ. 
3.1. Simulations with linear systems 
It seems useful (in view of the common practice of quoting “probability values” in hypothesis 
testing) to check that the empirical size of a test statistic follows its theoretical null distribution 
quite closely for a wide range of significance levels and not just at conventional values such as 
0.05 and 0.10. Accordingly, a grid of 12 such values 0.9, . . . , 0.1, 0.05, 0.025 and 0.01 is used. 
Table 1 presents the results for the linear system (3.1) with p = 0 (i.e., under the null 
hypothesis H,). On perusal of the body of this table, it is clear that the empirical significance 
sizes are close to that of the null distribution although a few relatively small departures appear. 
The largest departure occurs with the Keenan’s statistic F and the portmanteau statistic Q(20). 
As a whole the performance of test statistics represented in Table 1 seems to be satisfactory at 
least with sample sizes 100 and 200. This enables us to base the power studies on the critical 
values obtained from the asymptotic theory. 
3.2. Empirical power studies 
In this section an investigation of the empirical power of the tests is considered. The bilinear 
systems in our simulations were generated from the model (3.1) where the bilinear term p 
takes on 19 values -0.05 ,.. ..0.05, +0.08, kO.10, kO.15 and kO.20. A summary of the 
simulation results, based on 1OOO replications, is provided by the power curves for the 
conventional 5% significance level given in Fig. 1. The power function turned out to be 
approximately symmetric about the value p = 0. As might be expected the Lagrange multiplier 
tests LMl and LM2 a.e the most powerful statistics for all nonzero values of p. We notice that 
the performance of F is fairly good. The estimated power of Q(20) is always very poor but it 
Fig. 1. Empirical power curves of LM, Keenan and portmanteau tests for the bilinear system (3.1) with N = 100 and 
significance level 5%. 
Table 1 
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Empirical size characteristics of LM, Keenan and portmanteau tests for model (3.1) with j? = 0 
Significance 
level 
N LMl LM2 $ Q(20) 
0.9 
0.8 
0.7 
0.6 
0.5 
0.4 
0.3 
0.2 
0.1 
0.05 
0.025 
0.010 
50 0.905 0.918 0.992 0.786 
100 0.906 0.92 1 0.976 0.845 
200 0.895 0.900 0.876 0.845 
50 0.801 0.849 0.785 0.646 
100 0.816 0.841 0.784 0.692 
200 0.805 0.821 0.778 0.727 
50 0.683 0.778 0.689 0.529 
100 0.725 0.750 0.673 0.596 
200 0.704 0.737 0.665 0.624 
50 0.577 0.699 0.581 0.437 
100 iI.632 0.658 0.552 0.503 
200 r3.597 0.614 0.553 0.532 
50 0.482 0.615 0.479 0.353 
100 0.530 0.544 0.468 0.401 
200 0.507 0.506 0.442 0.433 
50 0.400 0.514 
100 0.430 0.394 
200 0.408 0.361 
50 
100 
200 
50 
100 
200 
50 
100 
200 
50 
100 
200 
50 
100 
200 
50 
100 
200 
0.265 
0.316 
0.332 
0.313 0.396 
0.326 0.332 
0.306 0.318 
0.380 
0.368 
0.331 
0.286 
0.269 
0.234 
0.199 
0.236 
0.245 
0.216 0.273 0.189 0.139 
0.216 0.238 0.147 0.160 
0.196 0.221 0.139 0.156 
0.119 0.144 0.087 0.09s 
0.103 0.121 0.076 0.089 
0.100 0.106 0.052 0.082 
0.056 0.061 0.042 0.05 1 
0.05 1 0.060 0.025 0.054 
0.050 0.050 0.025 0.035 
0.025 0.029 
0.022 0.034 
0.028 0.029 
0.029 
0.029 
0.022 
0.012 
0.010 
0.011 
0.009 
0.012 
0.009 
0.017 
0.010 
0.007 
0.007 
0.003 
0.004 
0.018 
0.013 
0.009 
increases reasonably with the sample size. We also note that when m, k are incorrectly chosen 
as 2, the empirical power of the LM test is somewhat 15s~ than when the true value m = k = 1 is 
chosen, but is still noteably higher than that of both F and Q(20). 
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4. Conclusion 
In this paper, three test statistics were proposed to detect nonlinearity. in bilinear systems. 
The performance of the proposed statistics were compared via simulation studies. For the 
Keenan statistics, empirical significance levels under the null hypothesis of linearity were shown 
to be low. However, the Keenan identification statistic outperformed the portmanteau statistic 
in detecting this type of nonlinearity. The LM tests are clearly more powerful than both the 
Keenan and the portmanteau tests. The LM tests have the advantage that they are derived for 
the specific alternative unlike the other two tests. 
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