On Positive Function Series. Function series of the form N f(x)= ~ c.f. (x) n=0 are considered under the constraint f(x) >_ 0 in a given interval a _< x < b. The cone in the space R N + 1 of the coefficients c. which is determined by the positivity constraint is approximated numerically by a polyhedral cone. A numerical estimate for the error involved is given and it is shown how it may be reduced. A special series of Jacobi polynomials is discussed and new estimates for the range of parameters for which this series is non-negative are obtained. 
Statement of the Problem
We consider a series N f(x)= ~ c,f,(x) (1.1) n=O in the interval a<_x <b, where the f,(x) are a set of continuous, continuously differentiable and linearly independent functions, for example orthogonal polynomials. The e, are real coefficients and d= (c0, ..., cu)~ R N + 1. In several fields of application (for example in approximation theory and in the construction of unitary scattering amplitudes in high-energy physics [9] 
with scalar coefficients 2~ > 0. Solving the system (1.2) therefore means determining the basis vectors tY i. Their number I is generally not known in advance. The polyhedral cone defined by (1.2) contains the exact non-polyhedral cone Cab. If M is chosen large as compared to N, one may expect the polyhedral cone to be a good approximation to Cab. A method for solving systems (1.2) has been described in [8] .
Geometrically, the exact cone arises in the following way. The inequality determines the cone Cab. The elimination of x can be performed only for special sequences {f, (x)}, and for small N. For N < 6, it has been possible to solve the problem approximately, and to obtain numerical error estimates depending on M.
The cone Cab may be empty. However, if the sequence {f, (x)} contains a constant, this is not so. Assume, for example, that fo (x) = 1. Then (Co, 0 ..... 0) clearly satisfies (1.4) for all Co>0.
The Positivity Cone of a Given Series
It turns out that several questions connected with the positivity cone may be investigated in the particular case N = 2, i.e. if the series (1.1) is restricted to only three terms. The advantage of this simple case is that the corresponding positivity cone may be visualized in three-dimensional space. We begin with the example of a non-negative Legendre series with three terms
in the interval -1 <x<l, where P1 (x)=x, P2(x)= 89 2-1). We assume that Co >0, and introduce homogeneous coordinates r =c~/co and q =c2/co. Formula These touch the ellipse at the points T_+ 1 = ( -+ 23-, 1). The region bounded by the longer arc of the ellipse connecting the points T_I and T 1 and the lines co• is the intersection C (r q) of the exact positivity cone of (2.1) with the plane Co = l. We have plotted this region in Fig. 1 . For a fixed value of x the inequality (2.1) determines a half-space in R 3. The plane separating the two half-spaces touches the positivity cone along a ray starting at the origin. The intersection of such a plane with the plane Co ---1 is a tangent to the ellipse. Therefore a unique value ofx may be assigned to any tangent. For x = -1 the tangent starts at co_ 1 at the right-hand side, moves round the ellipse as x increases, and terminates at co + ~ on the left-hand side when x = 1. From this consideration it is obvious how the cone changes if the positivity interval is changed. For example, ifa = -1, b = 2, the new cone is obtained by cutting off from the original cone that part which lies below the line co+z: t/--2(2 ~ + 1)/11 in Fig. 1 . On the other hand, for intervals [a, b] smaller than [-1, + 1] we may obtain intersections C (4, t/) which are open. Finally, the cone corresponding to the whole real axis is the elliptic cone whose intersection with the plane c o = 1 is the complete ellipse (2.3).
We have obtained several polyhedral cones for the series (2.1) by solving the system of inequalities (1.2) with f, (x) = P, (x). The intersections of these polyhedral cones for M--5, 13, and 46 are also plotted in Fig. 1 . The increasing accuracy of approximation is clearly seen. The cone for M = 46 already coincides with the exact cone within the accuracy of the plot. The small edges bounded by two neighbouring faces and the exact cone correspond to sets of coefficients for which f(x) may be negative
for some values of x. The size of these regions decreases if M increases. A qualitative measure for the accuracy of approximation will be given later in this section.
We have also computed approximate positivity cones for the series For N = 3, the basis vectors always occur in pairs, the components of which may differ in sign. For higher N, certain symmetries in the gl also occur, but we were not able to sort these vectors into a plausible order.
A problem related to (2.6) has been considered by Geiger and Opfer [6] . They show that the series (2.6), if the summation starts with n = 1, cannot be positive in an interval larger than 0 < x < N n/(N + 1). This provides an example of a problem with an empty positivity cone, as mentioned at the end of Section 1.
As with any approximation method, it is important to know how to estimate the accuracy and how to improve it. If we set
and use (1.3), we may write (1.1) as
As a measure of the accuracy of the approximation of the cone we may use the quantity
For each fixed x ~ [a, b] the inner minimum problem is then a linear programming problem which may be solved by the simplex algorithm. In general, e can be determined, approximately, by discretizing the outer minimum problem. We have calculated the error measure e for the three series (2.5) to (2.7). The results are listed in Table 1 . For all cases, e gets larger as the number of terms in the series is increased. This is to be expected, because the absolute value of the derivative of the terms of the series increases with n. To improve the polyhedral cone for a series with a fixed number N of terms the number of inequalities has to be increased. An effective strategy is to proceed as follows. First choose a reasonably large number of inequalities in the interval under consideration and determine the corresponding cone. Then compute the error measure (2.9) by choosing sufficient numbers of points x e [a, hi. For that value x~ which satisfies (2.9) add a new inequality to the system (1.2), and compute the corresponding cone. Then repeat the procedure. The effect of the new inequalities may be visualized as a planing away of the initial cone more and more until it approaches the exact positivity cone with the desired accuracy.
We applied this procedure to the four-term Laguerre series [1, p. 773]
(2.10)
using 45 values for x,, unequally spaced between 0 and 100, and the asymptotic condition -c 3 _>0 as inequality 46. New inequalities 47 to 50 were introduced successively as described above. The results are shown in Table 2 . We see that adding only four inequalities to the initial set reduces the minimum by almost an order of magnitude. 
A Special Series of Jacobi Polynomials
The positivity of a series of Jacobi polynomials 
and (z) k = z (z + 1)... (z + k-1) is an important problem from both a theoretical and practical point of view, because it covers several expansions occurring in mathematical physics. The special series The values of 2 corresponding to these intersections obviously cannot be determined analytically for arbitrary N. In order to get some insight into this problem, we have solved the cases N--2 and N = 3, which turn out to be rather instructive. We consider first the series (3.1) for N = 2, Co > 0, -oo < x < o% introduce homogeneous coordinates 4, ti, and prove +(c~+2)(fl+2)(e+fl+3)ti 2-2(e+fl+3)(c~+fi+4)tI=0.
The quadratic E(r defines an ellipse in the ~ ti-plane, as can be seen by considering the relevant determinants
This ellipse is the intersection of the positivity cone of (3.1) for N--2, -oo < x < 0% with the plane e o = 1. By solving E (r 0) = 0 for t/and { respectively, we obtain the limits given in the theorem. From E (0, 0) = 0 and r/M > 0, it follows that the ellipse lies in the upper half of the 4 q-plane.
For the case -1 _< x_< 1, we find (3.10) f (-l(n) /f ~*-<~-<6-1 (3.11) Proof:
In this case, the two straight lines co _+ l: q = f/_+ 1 (3) which define the "boundary" for x = + 1 have to be taken as parts of the contour C (3, r/) which defines the intersection of the positivity cone of (3.1) with the plane c o --1. These lines touch the ellipse at T+ 1 and intersect in P* (Fig. 3 for e = 2 3-,/3 = -89 C (3, t/) is therefore composed of the longer arc of the ellipse (3.8) connecting the two points T_ 1 and T+ 1, together with those parts of f/_+ 1 (r which lie between T_+ ~ and P*, respectively. Considering the facts that E (3, t/) = 0 lies in the upper half of the ~ r/-plane, that r/* < 0, ~ + ~ < ~ _ 1, and that the slopes of q_ ~ (~) and r/+ 1 (3) are positive and negative, respectively, one finds the results as stated. We now turn to the special series (3.4) for N = 2, -oo < x < oo and prove
Theorem3:
Let
v(e,~) =(~+1)(~+~+ 3)(~+~+4)v*(c~,~)/(~+ 2) 2, v* (cqfl)=(fl+2)(c~+fl+2) z -(e+ 1)(e+ ~+ 4).
For given values of ~,/~ (~ > -1,/~ > -1), -oo < x < oo, and 2 > -2, the inequality Equating these values to ~ (2) and solving for 2 yields two values 2+ with ;~_ <2+, and thus the result stated.
We consider now the case -1 < x < 1, which leads to 
2,_=~u(~,fl)-v]/7~ if h(cqfl)>O ( w(e, fl) if h(e, fl)<O, and 2+ =u(cqfl)+ v]//~,fl).

Proof:
As in the proof of Theorem 3, we substitute ~ for t/in Theorem 2 and find from (3.11) that {;u (~) = ~ + as defined in (3.13), the inequality ~ < ~_ 1 being false. The condition q-<~+l is equivalent to h(e, fl)<_O, and in this case we have from (3.10) ~, (~) = ~'_ < ~ < ~ +, where (~+ l)(c~ +2) +(fl+ 1) (fl + 2) 4'-= (3.14) (~+ 1)(~+2)(fl+2)
Equating this value to ~ (2) and solving for 2 yields 2'_ = w (~, fl). Fig. 3 shows the contour C ({, q), the line q = ~, and the intersection points { + for ~=~, fl=--}, together with the approximations to the contour for M=5 and M= 13. Note that the intersection points in the { q-plane correspond to straight lines on the surface of the positivity cone in the three-dimensional e 0 c, c2-space. 
It is easy to verify that S 3 (-1, 2)= 0, and we define ;~3 (-1, 2) =24(/3 + 2)(/3 + 3) > 0 and S~ (-1,2)= -12 (/3 + 3)(2+~+/3 +6)<0, which leads to S a (x, 2) < 0 and S; (x, ;t) > 0 for -oo < x < -1.
For the interval -1 _< x < 0% we consider the discriminant of $3 (x, 2) = 0. i.e.
A (2) = ~2 (2)-4 r/(2) Co (2)= 144 (/3 + 3) 2 ;~2 + 61 2 + 6o. (3.19) For $3 (x, 2) > 0 in -1 _< x < 0% it is necessary and sufficient that A (2) < 0. Because A (2)~ as 2~_+o% we see that A (2)<0 for 2__<2_<~.+, where 2_+ are the two solutions of A (2)= 0, assuming that real solutions exist.
We consider now the case N = 3, -1 _< x _< 1, which leads to 
Remark:
Numerical evidence shows that z (e,/3) < 0 is indeed possible for e > -1,/3 > -1, but also that v*(c~,/3)>0 implies z(~,fl)>O., and that the assumption z(e,/3)_>0 is therefore likely to be superfluous.
Proof:
It is clear that S 3 (x, 2)_> 0 for all 2 defined by Theorem 5. In order to find the 2-intervals which in addition make $3 (x, 2) _> 0 in -1 _< x _< 1, one has to ensure that the smallest root x 1 of $3 (x, 2)--0 satisfies x~ _> 1, which is equivalent to
This inequality is equivalent to the following three inequalities: (3.25) It is easy to verify that Pl,z (~,/3)=0 represent parabolas in the c~/3-plane and that #l,z (e,/3) > 0 for c~ > -1, /3 > -1. Let 2' and 2" be the solutions of f~ (2)= 0 and f2 (2)=0, respectively, where 2'= w (e,/3). Then 2 > 2" and 2 < 2' are excluded by (3.21) and (3.22), and these inequalities are satisfied simultaneously if and only if Most of the calculations in this section have been performed using the algebraic manipulation system REDUCE developed by .
A plot of 2(ct, fl) for N=3 as obtained from Theorem 5 (-1 _<x < oo) is given in Fig. 5 .
As a corollary of Theorems 3 and 5 we find that, for/~ oo, 2_--* -23-for N=2 and N = 3. The proof is easy.
In order to find the 2-interval which makes (3.4) true for any N, one would have to determine analogous results for each N and finally to take the intersection of all these 2-intervals. However, to solve the case N = 4, i.e. If one tries to compute D (S~ (x, 2)) which is a determinant of seventh order, one finds that the number of terms to be considered grows so fast that it is difficult to handle them for arbitrary e and fl even with an algebraic manipulation system. One sees nevertheless that D (S~ (x, 2)) can be expressed in this case as a polynomial of twelfth degree in 2, which has the factor (2 + 3) 2 (2 + It has only real roots lying in the interval -~ < 2 < 106.1. The largest negative root and the smallest positive root are 2_ = -1.266059 and 2+ = 8.605584, compared to 2_ =6(2-1/5)=-1.416408, 2+ =6(2+1/5)=25.416408 for N=2, and 2_ =-~, 2 + = 12 for N = 3. A numerical investigation shows that (3.30) is true for 2 _ < 2_< 2 +, and no other positivity interval was found for -3 < 2 <_ 110. It is possible that the two solutions 2 which are nearest to 2 = 0 define the positivity interval also for other values of c~ and fl, even for higher N. We leave this for later investigation.
In order to get some results for higher N, we have tried to get insight by numerical computation. Although it is clear that (3.4) cannot be solved numerically in a rigorous way, it turns out that some results can be obtained which could be useful for further analytical work. We have therefore determined necessary and sufficient to be monotonically increasing with N in this region, changing more and more slowly for higher N; and it seems unlikely that it will change significantly for N > 60.
For other values of ~ and fl, some care is needed to find the extremal 2 out of a set of solutions, in particular for 2 +. In order to check our calculations, we tabulated the function SN (x, 2) for some given values of ~ and fl and varying 2. The results for N = 60 are plotted in Fig. 6 . We note the remarkable fact that the structure of the plots for N = 2, 3, 60 is qualitatively the same, i.e. a smooth behavour of all curves for )~ > 0 and 2 < 0, ~ > 1. The region 2 < 0, ~ < 1 is rather complicated. For 2 > 0, fl > -89 the values for 2 appear to be monotonically decreasing with N. This indicates that in this region the limit for N ~ ~ would probably give the solution for the problem (3.4) for all N. A similar conclusion may be drawn if 2 < 0, fl ~> -88 and e larger than some critical value which depends on ft. Below this value of ~ there is a small region where intermediate values of N determine the boundary. If ~ is still further decreased, the lowest non-trivial case (i.e. the curve for N=2) is the most constraining one and therefore determines the boundary of the general problem. We may add that the behaviour of 2 is not monotone with respect to N if fi ~< -89 e.g. for N = 60, the curves for 2 lie outside the plot if 2 < -0.6. For fi = 1, the most constraining curves for 2_ and 2+ are plotted in Fig. 2 . They show that the analytical results already give a crude picture of the optimal curves. Note, however, that Askey [2] does not consider values of 2 < -1.
Concluding Remarks
It is clear from our discussion that the theory of linear systems of inequalities and the problem of positive function series are closely related. There are numerous questions left unanswered, of which we want to mention only a few. If the problem stated in Section 1 is given, i.e. if the function system f, (x) and the x-interval are specified and N is fixed, what is the optimal choice of the number M of arguments xm? This amounts to looking for the optimal approximation of a given non-polyhedral cone by a polyhedral cone with a prescribed number of faces. The case where M equals the number N of functions is especially important for practical purposes, because it is needed as an initial step [8] . In the limiting case ofM~ ~ there also exists a known theory [10] for systems of linear inequalities, which has a natural application to positive function series. It should be possible, for example, to obtain analytical estimates for the value of~ in (2.9) in a given approximate polyhedral positivity cone. Also the question arises as to whether there exists some symmetry of the basis vectors which could be used to reduce the expense in computer time and storage space. Exactly how this could be achieved does not seem to be obvious. The possible number of basis vectors in a given problem seems to be strongly restricted, as our examples in Section 2 show. In addition, those calculated obey a simple law:
number of basis vectors -dimension -integer. number of inequalities -dimension Is this property generally true ? Certainly only non-redundant inequalities have to be taken into account in this relation. So the question arises as to why, in all the problems considered here, there occurred only non-redundant inequalities.
