JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide range of content in a trusted digital archive. We use information technology and tools to increase productivity and facilitate new forms of scholarship. For more information about JSTOR, please contact support@jstor.org.
"Deriving the GLS transformation that elimi nates serial correlation in the error terms requires sophisticated matrix algebra."
?Jeffrey M. Wooldridge (2003) I. Introduction 
II. The Benchmark Model
The elementary error components model has the following structure:
for / = 2,....,N and t = 2,....,T. In this notation, / is an index for cross section units and t is an index for time periods. We assume that E(w.) = 0, E(w?) = o2w, and E(w.w.) = 0 for t * s. In equation (1) 
where E(u) = 0, E(u2) = a\, and E(uu) = 0 for i * j. Substituting (2) into (1) yields y = a + Bjc + u + w = a + Bjc. + e.
where the composite error is e.t = u. + w.t and by assumption E(uw.) = 0, E(ux.) = 0, and E(w.x.) = 0, for all i,t.
The interpretation of the error components is that u represents em individual effect and that w repre sents unsystematic variation across time and cross section unit. Many important issues surrounding parameter estimation and interpretation using panel data can be considered in the benchmark case with Af of arbitrary size and T -2. In fact, it is not uncommon for the benchmark case to serve as the gateway to analysis of the pooled OLS, random effects, and fixed effects estimators.1 Considerable emphasis is placed on the benchmark case below.
III. The Problem
It is well-known that OLS estimation of the para meters in equation (3) 
IV. Deriving Two Solutions
A more transparent derivation of the GLS trans formation parameter in elementary panel data mod els requires some form of differencing for solutions to the problem. Intuition for this conclusion may be drawn from a more familiar but different problem: first order autocorrelated error terms. A common prescription for dealing with first order autocorrela tion is generalized differencing. That prescription is based on knowledge of the first order autocorrela tion parameter, p, that allows the researcher to uncover the underlying iid disturbance. The trans formed model then paves the way for the assertion that the conditions of the Gauss-Markov theorem hold.2 Analogous to the case of first order autocorrela tion, a non-zero error covariance in equation (4) is problematic for OLS estimation in the panel data case. Therefore, it seems intuitive to appeal to some form of differencing for possible solutions. Consid er the following transformation of the errors for cross section unit /, e'a = ea-te (5) where 9 is a constant (the GLS transformation para meter) to be determined and z is a random variable to be determined.3 If we could extract the individual effect from the original composite error terms, then it might be possible to eliminate the within unit autocorrelation. Equation (3) suggests two possible choices for z.
The first choice for z is taken directly from equa tion (3). Since u. is the source of the problem, it might seem reasonable to set z = u. in equations (5). Given that 6 is unknown, however, it is not imme diately clear how this selection solves the problem.
Fortunately, 9 is a free parameter. Thus, we may choose it in an appropriate way. Consider the restriction:
where z = u.. In the appendix, it is shown that the covariance restriction in equation (6) 
An appropriate choice of 9 is given by the quadrat ic formula: 9=1. Since equation (3) holds for all t, plugging 9=1 into equations (5) In applied work, the root 9 is preferred as its range is [0, 1] . This property of 9 gives it a natural inter pretation as a weighting parameter. Plugging 9 into equations (5) with z = u. + vv. suggests that general ized differencing is an alternative solution to the problem. In equations (5), 8 answers the question, How much weight should be placed on z in the gen eralized differencing procedure? Equation (9) indi cates that the answer to this question depends on the variability of the individual effect, a2 relative to the variability of unsystematic error, a2. The parameter 9 in equation (9) is the GLS transformation para meter that eliminates serial correlation in the error terms in panel data models. 
