The way in which the single phase flow of Newtonian liquids in the vicinity of the impeller in a Rushton turbine stirred tank goes through a laminar-turbulent transition has been studied in detail experimentally (with Particle Image Velocimetry) as well as computationally. For Reynolds numbers equal to or higher than 6000, the average velocities and velocity fluctuation levels scale well with the impeller tip speed, that is, show Reynolds independent behavior. Surprising flow structures were measured-and confirmed through independent experimental repetitions-at Reynolds numbers around 1300. Upon reducing the Reynolds number from values in the fully turbulent regime, the trailing vortex system behind the impeller blades weakens with the upper vortex weakening much stronger than the lower vortex. Simulations with a variety of methods (direct numerical simulations, transitional turbulence modeling) and software implementations (ANSYS-Fluent commercial software, lattice-Boltzmann in-house software) have only partial success in representing the experimentally observed laminar-turbulent transition.
Introduction
Stirred tanks are basic pieces of equipment that are extensively used in industrial processes, among many more in fermentation and biopharmaceutical engineering. 1 Whereas the majority of industrial mixing applications are in the turbulent flow regime, processes in the transitional regime (a regime in between laminar and fully turbulent) are gaining more and more attention, which is of fundamental importance for understanding the processes, the reactors, and related scale-up or scale-down.
Flow structures near the impeller are very complex: they are inherently three-dimensional and time dependent with periodic fluctuations due to impeller blade passages, as well as incoherent, nonperiodic, turbulent fluctuations. Since impeller motion is the source of all flow in the mixing tank, it is worthwhile to investigate the flow near the impeller in detail. Many studies have concentrated on the fully turbulent flow regime [2] [3] [4] [5] ; much less is known about the transitional regime. Given the importance of up and down scaling processes and also given our interest in the way the laminar-turbulent transition takes place, this article focuses on the near-impeller flow in the transitional regime, with excursions to turbulent as well as laminar flow.
In mixing tanks, the Reynolds number is usually based on the impeller diameter D as the length scale, ND as the velocity scale (N is the angular velocity of the impeller in rev/s): Re5 ND 2 =m with m the kinematic viscosity of the liquid (that we consider as being Newtonian and incompressible). Timeaveraged velocity fields of stirred tank flow at high Reynolds numbers show Reynolds-independent behavior: average velocities and velocity fluctuation levels (quantified by root-meansquare values of the fluctuations) are to a good approximation independent of the Reynolds number when scaled with an appropriate macroscopic velocity scale (usually this is taken as the impeller tip speed v tip 5pND). 3, 6 One objective of our research is to investigate below what Reynolds number the average flow characteristics cease to be Reynolds independent.
The emphasis of this article is on Particle Image Velocimetry (PIV) experiments on the flow driven by a Rushton turbine revolving in a cylindrical tank with baffles fitted at its perimeter. This is a de facto standard stirred tank configuration that has been the subject of many experimental as well as computational research studies. [6] [7] [8] [9] Over the years, the experimental work has moved toward nonintrusive flow measurements that are able to probe local liquid velocities. In that respect, research on stirred tank flows has benefitted much from the availability of PIV instruments. 10, 11 Classical two-dimensional (2-D) PIV captures the in-plane velocity components in an illuminated plane. By observing the illuminated plane with Correspondence concerning this article should be addressed to Z. Li at lizp@ mail.buct.edu.cn or J. J. Derksen at jderksen@abdn.ac.uk.
V C 2017 American Institute of Chemical Engineers two cameras instead of one, the third, out-of-plane, velocity component can be recovered as well. This Stereoscopic PIV (SPIV) approach thus allows for estimating the turbulent kinetic energy (TKE) and the way it is distributed in a plane. Only few studies have used SPIV in turbulent mixing tanks: it has been employed to investigate the flow induced by a Rushton turbine 6, 12 and by a sawtooth impeller. 13 It has-as of yet-not been used for transitional flow in mixing tanks.
Our experimental study has been complemented by numerical simulations in an attempt to enhance our understanding of the PIV results. In addition, we want to compare different numerical as well as modeling approaches. We have performed Direct Numerical Simulations (DNS) with commercial software (ANSYS-Fluent) as well as with in-house software based on the lattice-Boltzmann method (LBM).
14,15 Given our focus on transitional flow, we also tested turbulence modeling specifically designed for the transitional regime 16 : the Transition Shear Stress Transport model as implemented in ANSYS-Fluent. Such turbulence modeling-if effective and accurate-is very useful to alleviate the high computational demands associated to the fine grids needed in a DNS. The availability of high-fidelity PIV data is a unique opportunity for assessing the results obtained with the various computational approaches.
The primary aim of this article is to experimentally explore the limits of Reynolds-independent behavior of the average velocity fields, and to observe how the near-impeller flow changes its structure over the transition from high Reynolds numbers (turbulent flow) to low Reynolds numbers (laminar flow). A secondary aim is to assess the performance of computational approaches applied to this specific flow system. This article is organized in the following manner: in the next section, we define our flow configuration: its geometry, liquids used, and operating conditions. Furthermore, the two PIV setups used will be described, along with the way PIV data have been analyzed. We then briefly discuss the computational approaches-and include extensive referencing to the literature-as well as how they have been used to simulate this specific flow. In the Results section, the emphasis is on the experimental results including an assessment of their accuracy and reproducibility. Subsequently, numerical results are compared with experimental ones. The last section provides conclusions and suggestions for future work.
Experimental Setup
The PIV experimental setup and a detailed view of the mixing tank and impeller are given in Figures 1 and 2 , respectively. The inner diameter of the stirred tank was T 5 0.285 m. From this, all other dimensions can be derived with the information in Figure 2 (except for the thickness of the baffles which was 8 mm). As can be seen in Figure 1 , there are four baffles, equally spaced along the inner perimeter of the tank. The measurement plane at 108 in front of the baffle was chosen to have a field of view not obscured or distorted by the baffles (see Figure 1) .
Tap water and three kinds of silicone oil were used as the working fluids, as listed in Table 1 . The slight variations in the dynamic viscosity per liquid are due to variations in the temperature at which the experiments were conducted. A pentagon tank filled with the same fluid was placed around the cylindrical tank to minimize refraction (see Figure 1) .
Two CCD cameras (PowerView Plus, 4008 3 2672 pixels, TSI) fitted with Micro Nikkor 60 mm lenses (Nikon, Japan) were placed perpendicularly to two faces of the pentagon tank so as to arrange the SPIV system. Camera B was placed such that it satisfied the Scheimpflug condition, which requires the measurement, image, and lens principal planes to intersect at a common point. 6 The optical axis of the front lens of Camera B was at an angle of 508 with the measurement plane; the optical axis of the lens of Camera A was at 908. Therefore, the offset half-angle between the two axes of both cameras was at 208 in this work. This can effectively balance the nonuniform magnification with in and out-of-plane errors. 17 In the 2-D PIV experiments reported in this article, the layout as shown in Figure 1 was used with Camera B not operational. The SPIV experiments used a correlation method with fixed interrogation windows uniformly distributed over the field of view. The size of the interrogation windows was 32 3 32 pixels with 50% overlap, which led to a vector resolution of about 0.85 mm. The 2-D PIV experiments used an adaptive interrogation windows method (which iteratively adjusts the size and shape of the individual interrogation areas in order to adapt to local seeding densities and flow gradients). 18 The minimum size of the interrogation windows were 32 3 32 pixels, and the grid step sizes were 16 3 16 pixels, resulting in a vector resolution of about 0.45 mm. To prevent the fluctuating velocities from being affected artificially, the raw instantaneous vectors were not subjected to any validation method; the erroneous vectors were directly deleted during the calculation of mean and fluctuating velocities. The ratio of effective samples to total samples near the impeller region were checked and greater than 96%.
The illumination was provided by a dual pulsed laser system (Nano TRL 325-15, 532 nm, 325 mJ, 15 Hz, Litron, UK). The beam was converted by a spherical and a cylindrical lens to a laser sheet with a thickness of 1 mm. Hollow glass microspheres (TSI, USA) with density of about 1500 kg/m 3 and with diameter of about 10 microns were used as seeding particles. Their concentration was adjusted to ensure that around 10-12 particle image pairs could be detected in one interrogation window. The time interval between two frames in an image pair is determined to ensure that the maximum in-plane and out-of-plane displacements of seeding particles are less than 1/4 of the length of the interrogation window and 1/4 of the thickness of the laser sheet.
The PIV system was triggered by an encoder (Kubler, Germany) that keeps track of the angular position of the impeller (angle h, see Figure 1 ) so that flow fields at specific angular positions relative to the impeller blades can be measured. Average velocity fields from h 5 08 to 508 in steps of 108 have been measured (note the 608 periodicity given the six blades on the impeller). For each experimental condition, 400 pairs of images were captured for each of the six angles h so as to obtain converged impeller angle-resolved average velocity data. Figure 3 shows the statistical convergence of the angle-resolved (Re 5 1310, h 5 208) average velocities and Table 1 . A motor (ABB) was used to drive the impeller, and a frequency converter (Danfoss, Denmark) was used to control the rotational speeds within 60.5 rpm accuracy. Moreover, the shaft and the Rushton turbine were carefully manufactured to prevent any apparent oscillation: the amplitude of oscillation was less than 0.1 mm.
Numerical Simulations Direct numerical simulation
Given the modest Reynolds number values (see Table 1 ), in the first instance we have numerically solved the incompressible Navier-Stokes equations and the continuity equation without any form of turbulence modeling. Grid requirements for such "direct" simulations have been estimated by relating the Kolmogorov length scale g to a macroscopic length scale (for which we take the impeller diameter D) through the Reynolds number: g5D Á Re 23=4 . For the highest Reynolds number of 10 4 , and with an impeller diameter of 95 mm, g 5 95 mm. A typical criterion for performing DNS is D pg with D the grid spacing. 19, 20 In our "direct" simulations, the typical grid spacing was 800 mm. It means that our grid was too coarse for DNS for the highest Reynolds numbers. However, for Re 2600 the grid was sufficiently fine for DNS. It should be noted that the above are only rough estimates of resolution requirements. Turbulence (or transitional flow) in the tank is very inhomogeneous so that the sizes of the finest dynamic lengths scales will vary significantly over the tank volume.
Transitional turbulence modeling
To alleviate grid resolution requirements, turbulence modeling is an alternative for direct simulations. Most turbulence modeling has been based on notions that hold for fully developed turbulent flows only. Given our interest in transitional flows, one of the aims of this article is to assess the performance of a turbulence model that has been proposed specifically for transitional flow: the Transition Shear-Stress Transport (SST) model. 16 The SST model is a well-established turbulence model. 21 It is based on a k2x formulation, that is, it solves transport equations for the TKE, and the specific dissipation. It switches-dependent on wall proximity-between the k2x model of Wilcox 22 and the (standard) k2e model via a blending function. In addition, it features a novel In the 2-D PIV result, TKE has been determined from fluctuating radial and axial velocity components: k5
SPIV from all three components: k5 1 2 u 0 r 2 1u 0 z 2 1u 0 t formulation-as compared to the k2e model as well as the k2 x model-of the eddy viscosity based on shear stress transport. 21 In the Transition SST model, additional transport equations for intermittency and for the transition momentum thickness Reynolds number are solved. 16 These new variables interact with the SST model via the destruction and production terms in the transport equation for TKE, as well as with the blending function.
Full details of the Transition SST model can be found in Menter et al. 16 In a subsequent paper, Langtry et al. 23 successfully validated the Transition SST model with a number of turbomachinery test cases, including transient, three-dimensional flow. In our research, we have used the same model coefficients as the ones specified in Menter et al. 16 
Computational aspects
The geometrical configuration used for the CFD simulation in this work was the same as that used for the PIV experiments.
The DNS's have been performed with two different computer codes. In the first place, we have a code based on the lattice-Boltzmann method (LB-DNS). 14, 15 This code, which has been used extensively for laminar and turbulent flows in agitated tanks, [24] [25] [26] [27] uses a uniform, cubic grid with 360 3 cells. The spatial resolution is such that the diameter of the mixing tank spans 360 grid spacings D: T5360D. As for the temporal resolution, it takes 3600 time steps for one impeller revolution. The code uses an immersed boundary method to represent the (moving) no-slip boundary conditions at the surface of the impeller, as well as at the (static) baffled tank wall. To collect impeller angle-resolved average flow data under quasi steady conditions, first the simulations ran over 40 impeller revolutions starting from a zero-velocity liquid to develop the flow. Then, 30 subsequent impeller revolutions were used to collect flow data to determine average velocities and average (rootmean-square) velocity fluctuation levels.
In the second place, DNS's were performed with the commercial code ANSYS-Fluent 14.5. These DNS's are termed FV-DNS (since they are based on the finite-volume method). These simulations use a nonuniform, hexahedral grid with about 4.7 million cells. In the impeller region, a fine grid was utilized with almost the same resolution as the cubic LB grid (where the LB grid had 24 grid spacings over the blade height, the FV grid had 22 spacings). To represent the revolving impeller, the FV-DNS simulations have used the multiplereference frame approach 28 at Re 5 270, and the sliding mesh method 29 at Re 5 1310 and Re 5 2600. The temporal resolution of the simulations with sliding mesh method is such that one impeller revolution takes 720 time steps. The secondorder upwind scheme was used for the spatial discretization of The same grid as used for the FV-DNS was also used for the simulations with the Transition SST turbulence model. These simulations used the multiple-reference frame approach for representing the revolving impeller and second-order upwind scheme for the spatial discretization of all the equations. At Re 5 1310, Transition SST simulations with the multiple-reference method and the sliding mesh method were compared and showed very close agreement. The Transition SST model is a standard feature in ANSYS-Fluent 14.5.
ANSYS-Fluent solves the transport equations in an iterative manner. It was ensured that every normalized residual fell below the specified convergence tolerance of 1310 24 , for a well-converged simulation. The velocities at three different positions near the impeller region, as well as the torque acting on the impeller, were monitored to judge the convergence of the simulations.
Results and Discussion
In the following discussion of PIV and numerical results, the radial, axial, tangential mean velocities and TKE are represented by U r , U z , U t , and k, respectively. 
Comparison between SPIV and 2-D PIV results under turbulent conditions
As a result of the aforementioned arrangement of the two cameras in our SPIV experiment, the two kinds of PIV systems can be operated simultaneously, and their results can be compared directly. As presented in Figure 4 (top row), the velocity fields obtained from the stereo and the 2-D PIV data in this work show good qualitative agreement. Also, the structure of the TKE distribution is very similar for the two PIV setups (see bottom row of Figure 4 ) with high turbulence levels associated to the vortex cores. Such effects have been earlier identified by several researchers, for example, Refs. 5 and 30. Care should be taken when comparing TKE levels between 2-D PIV and SPIV since in the 2-D experiments the out-ofplane (i.e., tangential) velocity component is not available; in the SPIV it is. It also has to be emphasized that these are phase-resolved TKE levels based on instantaneous velocity measurements all taken at the same impeller angle (of h 5 408) relative to the measurement plane. This kinetic energy therefore does not contain a contribution from periodic (bladepassage) fluctuations, it only contains turbulent fluctuations. In Figure 6 , we compare current results at Re 5 10,000 and 6000 for the average tangential velocity with those obtained previously under fully turbulent conditions at Re 5 40,000 6 (where it should be noted that the results from Ref. 6 were obtained for an impeller with blade thickness of t/D 5 0.01 where in this study it is t/D 5 0.02). We observe an overall agreement which indicates Reynolds independence at least down to Re 5 6000. The minor differences close to the impeller (for 1.0 < r/R < 1.2) between Re 5 40,000 on one side, and Re 5 10,000 and 6000 on the other we attribute to the slight geometrical differences. In summary, the in-plane flow characteristics obtained by the two PIV systems (2-D and stereoscopic) show close agreement. The average out-of-plane (tangential velocity) shows reasonable agreement to the previous study 6 and also indicates that Reynolds number independence of the scaled, average velocities is sustained down to at least Re 5 6000. Figure 7 summarizes some of the key findings of this article. Here, we show-in terms of average velocity vectors-the evolution of the trailing vortex structure that develops in the wake of an impeller blade when the Reynolds number is gradually reduced. In the top row of the figure, one does not observe significant changes when Re is brought down from 10,000 to 6000. This is consistent with the results in Figure 6 for the tangential velocity. At Re 5 2600, and more pronounced at Re 5 2000 we see a severe weakening of the upper vortex while the lower vortex gets significantly stronger, specifically at Re 5 2000. At the next Reynolds number investigated, Re 5 1310, the upper vortex has virtually disappeared. Further lowering the Reynolds number results in a more and more weaker lower vortex until (at Re 5 100), there is hardly a trailing vortex system and the liquid is simply pushed in radial direction by the impeller blade in an almost top-bottom symmetric manner. To the best of our knowledge, this transition scenario between Re 5 6000 and Re 5 100 has not been observed before. Our observations are consistent with the seminal work by van't Riet and Smith, 31 who measured a strongly weakened vortex structure at Re 5 300 and Reynolds independence for Re ! 15,000.
Transitional flow results
To check for possible artifacts, the experiment as reported in Figure 7 at Re 5 1310 was repeated with a different silicon oil: Silicon oil 2 (see Table 1 ) with a dynamic viscosity l 5 29.9 mPa s (instead of Silicon oil 1 with l 5 5.42 mPa s as was used to generate Figure 7 for Re 5 1310). At the same Reynolds number of 1310, the vortex structure is very similar for the two liquids, see Figure 8 . Figure 9 shows profiles extracted from the data of Figure 8 to also show the levels of agreement for different oils at the same Reynolds number in a quantitative sense. In addition, Figure 9 demonstrates good agreement of velocity fluctuation levels as measured in the two liquids.
After having shown qualitative observations of an interesting transition from turbulent to laminar flow associated to the trailing vortex system we now show sets of radial velocity profiles at the mid-height of the impeller. In the top row of Figure  10 , we see that the scaled velocities at Re 5 10,000 and 6000 are very similar and are deviating from those at Re 5 2600. These deviations get very pronounced when Re is further reduced as can be observed in the bottom row of Figure 10 . There one sees that upon reducing the Reynolds number, the axial velocities get reduced to almost zero and that radial velocities show less pronounced radial profiles. Where there is a clear trend of radial and axial velocity profiles with the Reynolds number, this is less so the case for the average tangential velocity, see Figure 11 Results for velocity fluctuations have been summarized in Figure 12 . These are radial profiles of phase-resolved TKE (which only contains random contributions, no periodic contributions). All results in Figure 12 have been obtained with the SPIV setup so that k contains contributions from all three velocity components. The most significant overall drop in TKE occurs near Re 5 1310 which (see Figure 7) is also where the most significant change in the trailing vortex structure occurs. Only at Re 5 270, the fluctuation levels become virtually zero over the entire radial range investigated.
The difference in strength of the upper and lower vortex at Re 5 1310 is evident from Figure 13 that, next to velocity vectors, shows the vorticity associated with the average flow; more specifically its component normal to the plane of view: x5 @U z @r 2 @U r @z . It can be seen that vorticity is being generated in the near wake of the blade, near the upper and lower blade edge (Figure 13 at 108) . The peak-vorticity of the lower vortex is a factor of two higher than that of the upper vortex. The vorticity gradually decays at larger angles behind the blade. In the vicinity of the vortices, relatively high levels of TKE have been recorded (Figure 14) . TKE in the lower vortex core decays slower with increase of impeller angle than vorticity: at h 5 508, high TKE levels are still observed whereas vorticity has already decayed to 50% of its peak levels. 
Prediction of transitional flow characteristics in the stirred tank
We now will be investigating if computational approaches are able to reproduce the key features of the turbulent/laminar transition as were observed by means of the PIV experiments. In this respect, we are focusing on three Reynolds numbers: (1) Re 5 2600 is the Reynolds number at and below which Reynolds independence ceases to exist (see Figures 7 and 10) ; (2) Re 5 1310 which has the strongest asymmetric vortex structure (see Figure 7) ; (3) Re 5 270 where velocity fluctuations are almost absent (see Figure 12) .
The PIV results show that at Re 5 2600 we are not in the fully turbulent, Reynolds-independent regime. For that reason, we tested the Transition SST model and FV-DNS for this case, see Figure 15 . There is very good agreement between experiments and both simulations in terms of the (impeller angle-resolved) average velocity field. Specifically, the FV-DNS is well able to predict the strength of average vorticity, and the way the trailing vortices move away from the impeller blade and dissipate: the location (at r=R % 1:6) and strength of the vortices associated to the previous blade passage agree well with the PIV experiments. Predictions of TKE are less good. The Transition SST model shows a significant overprediction of TKE; the FV-DNS an underprediction. The overprediction of TKE by a RANS-based turbulence model is remarkable. In fully developed turbulent stirred tank flow, RANS-based models tend to underpredict TKE, for example, Ref. 8 . The lower levels of TKE in the FV-DNS might have to do with spatial resolution not being sufficiently high. We leave this issue for future studies.
The case Re 5 1310 has been numerically investigated with all the approaches available to us: Transient SST, FV-DNS, and LB-DNS. None of these simulation methods is able to accurately represent the strongly asymmetric vortex structure as measured with PIV, see Figure 16 . The two DNS methods do show an asymmetric vortex system with a more pronounced lower vortex, and a weaker upper vortex, however, by far not to the extent as measured by PIV. The LB-DNS result shows a lower vortex that is somewhat stretched in the radial direction. Where the lower vortex in the PIV is circular, the one in the LB-DNS simulation is ellipsoidal. The two DNS's shows the remnants of the lower vortex shed off the preceding impeller blade at r/R % 1.6. This remnant can also be seen in the PIV result at approximately the same location.
The Transition SST prediction does not show an asymmetric vortex system. The result at Re 5 1310 is similar to the Transition SST result for Re 5 2600 as shown in Figure 15 . The Transition SST model seems unable to capture the Reynolds number effects as observed in the experiments. It has to be noted, however, that given the weak velocity fluctuation levels as observed in Figure 12 , the flow at Re 5 1310 should likely be characterized as laminar, not transitional, so that application of the Transition SST model is not that appropriate for the Re 5 1310 case.
The poor performance of the simulations at Re 5 1310 in terms of average velocity imply that also velocity fluctuation levels are not accurately predicted. An important source of turbulence generation are gradients in the average flow. Since we cannot get the latter right, turbulence levels are not well predicted; compare the simulated distributions of TKE with those measured (the right panels of Figure 16 ).
It is shown in Figure 17 that the ANSYS-Fluent code is well able to deal with the laminar flow at Re 5 270. The numerical predictions of the radial profiles of average radial and axial velocity are in good agreement with the PIV results.
As an additional assessment of the simulations, the power number with FV-DNS and Transition SST model are compared with the experimental data from Chapple et al., 32 see Figure 18 . The power number N p was calculated as N p 52p 
Conclusions
PIV experiments were conducted to study how the flow near the impeller blades in a mixing tank goes through a laminarturbulent transition. The impeller used was a Rushton turbine-a de facto standard in mixing research-which has a characteristic trailing vortex structure associated to it. It was observed that this structure strongly depends on the Reynolds number. For Re ! 2600, a structure as extensively observed in the literature was measured: an upper and a lower vortex form in the wake of each impeller blade and are swept radially outward and dissipated in the tank volume. This structure is responsible for much of the turbulence generated in the tank and therefore important for the mixing performance of this agitator. For Reynolds numbers below 2600, a peculiar transition occurred: the strength of the lower vortex increases whereas that of the upper vortex decreases. This effect reaches its pinnacle at Re 5 1310 where the upper vortex is virtually absent and the lower vortex is very strong (the dimensionless vorticity in its core is almost two times larger than at Re 5 2600). Below Re 5 1310, the lower vortex gradually weakens and when Re 5 100 is reached the flow generated by the impeller blades is a simple flow with the stream coming off the impeller in radial direction.
In addition to the vortex structure being strongly dependent on the Reynolds number, we observed other Reynolds number effects: down to Re 5 6000 the velocity field shows to a good approximation Reynolds independent behavior, that is, scaled-with the impeller tip speed-average velocities and velocity fluctuation levels are independent of the Reynolds number. This Reynolds independency has ceased to exist at Re 5 2600. Velocity fluctuations-other than periodic fluctuations caused by impeller blade passage-virtually disappear if Re 270.
Overall, our study thus identifies a turbulent-to-transitional flow transition between Re 5 6000 and 2600 characterized by loss of Reynolds independency, and a transitional-to-laminar transition at Re % 270 characterized by disappearance of random velocity fluctuations. The transitional region shows a drastic change in the structure of the trailing vortex system.
We had limited success in representing this peculiar transition with numerical flow simulations. Because of this, and also since this effect has-as far as we are aware-not been reported in the literature, we have thoroughly checked our experimental system to see if there was an artifact causing this. Geometrical imperfections were kept to a minimum. As an example, eccentricities of the shaft and impeller were less than 0.1 mm (with an impeller diameter of 95 mm). We also confirmed that the effect was purely a Reynolds number effect: liquids with different viscosity (by a factor of 5) but agitated at the same Reynolds number produced the same dimensionless velocity fields. Finally, the results were largely independent of the particular PIV analysis technique.
DNS approaches were successful in predicting the nearimpeller average flow at Re 5 2600 and Re 5 270. At Re 5 2600, velocity fluctuation levels were, however, underpredicted by the DNS. A turbulence model specially designed for transitional flow (Transition SST model) was less successful at predicting the average flow as well as fluctuation levels at Re 5 2600. Numerical simulations were not well able to reproduce the case of Re 5 1310. DNS methods did predict an asymmetric vortex system, however, not to the extent as experimentally observed. Reasons for these discrepancies are not known and need further investigation. We do remark that different direct simulation approaches gave somewhat different results so that numerical/grid effects are the likely cause of the deviations with experiments.
