Abstract-Estimating mutual information from i.i.d. samples drawn from an unknown joint density function is a basic statistical problem of broad interest with multitudinous applications. The most popular estimator is one proposed by Kraskov and Stögbauer and Grassberger (KSG) in 2004, and is nonparametric and based on the distances of each sample to its k th nearest neighboring sample, where k is a fixed small integer. Despite its widespread use (part of scientific software packages), theoretical properties of this estimator have been largely unexplored. In this paper we demonstrate that the estimator is consistent and also identify an upper bound on the rate of convergence of the 2 error as a function of number of samples. We argue that the performance benefits of the KSG estimator stems from a curious "correlation boosting" effect and build on this intuition to modify the KSG estimator in novel ways to construct a superior estimator. As a byproduct of our investigations, we obtain nearly tight rates of convergence of the 2 error of the well known fixed k nearest neighbor estimator of differential entropy by Kozachenko and Leonenko.
I. INTRODUCTION
Information theoretic quantities such as mutual information measure relations between random variables. A key property of these measures is that they are invariant to one-to-one transformations of the random variables and obey the data processing inequality [3] . These properties combine to make information theoretic quantities attractive in several data science applications involving clustering [20] , classification [16] and more generally as a basic feature that can be used in several downstream applications [4] . A canonical question in all these applications is to estimate the information theoretic quantities from samples, typically supposed to be drawn i.i.d. from an unknown distribution. This fundamental question has been of longstanding interest in the theoretical statistics community where it is a canonical question of estimating a functional of the (unknown) density [2] but also in the information theory [22] , [15] , [23] , [21] , machine learning [5] and theoretical computer science [1] communities, with significant renewed interest of late. The most fundamental information theoretic quantity of interest is the mutual information between a pair of random variables, which is also the primary focus of this paper, in the context of real valued random variables (in potentially high dimensions).
The basic estimation question takes a different hue depending on whether the underlying distribution is discrete or continuous. In the discrete setting, significant understanding of the minimax rate-optimal estimation of functionals, including entropy and mutual information, of an unknown probability mass function is attained via recent works [15] , [14] , [19] , [8] , [23] . The continuous setting is significantly different, bringing to fore the interplay of geometry of the Euclidean space as well as the role of dimensionality of the domain in terms of estimating the information theoretic quantities; this setting is the focus of this paper. Among the various estimation methods, of great theoretical interest and high practical relevance, are the nearest neighbor (NN) methods: the quantities of interest are estimated based on distances (in an appropriate norm) of the samples to their k-nearest neighbors (k-NN). Of particular practical interest is the situation when k is a small fixed integer -typically in the range of 4∼8 -and the estimators based on fixed k-NN statistics typically perform significantly better than alternative approaches, both in simulations and when tested in the wild; this is especially true when the random variables are in high dimensions.
The exemplar fixed k-NN estimator is that of differential entropy from i.i.d. samples proposed in 1987 by Kozachenko and Leonenko [12] which involved a novel bias correction term, and we refer to as the KL estimator (of differential entropy). Since the mutual information between two random variables is the sum and difference of three differential entropy terms, any estimator of differential entropy naturally lends itself into an estimator of mutual information, which we christen as the 3KL estimator (of mutual information). In an inspired work in 2004, Kraskov and Stögbauer and Grassberger [13] , proposed a different fixed k-NN estimator of the mutual information, which we name the KSG estimator, that involved subtle (sample dependent) alterations to the 3KL estimator. The authors of [13] , [11] empirically demonstrated that the KSG estimator consistently improves over the 3KL estimator in a variety of settings. Indeed, the simplicity of the KSG estimator, combined with its superior performance, has made it a very popular estimator in practice.
Despite its widespread use, even basic theoretical properties of the KSG estimator are unknown -it is not even clear if the estimator has vanishing bias (i.e., consistent) as the number of samples grows, much less any understanding of the asymptotic behavior of the bias as a function of the number of samples. As observed elsewhere [6] , characterizing the theoretical properties of the KSG estimator is of first order importance -this study could shed light on why the sampledependent modifications lead to improved performance and perhaps this understanding could lead to the design of even better mutual information estimators. Such are the goals of this paper. Main results. We make the following contributions.
• Our main result is to show that the KSG estimator is consistent. We also show upper bounds to the rate of convergence of the bias as a function of the dimensions of the two random variables involved: in the special case when the dimensions of the two random variables are equal and no more than one, the rate of convergence of the 2 error is 1/ √ N , which is the parametric rate.
• We argue that the improvement of the KSG estimator over the 3KL estimator comes from a "correlation boosting" effect, which can be further amplified by a suitable modification to the KSG estimator.
• We demonstrate sharp bounds on the 2 rate of convergence of the KL estimator of (differential) entropy for arbitrary k and arbitrary dimensions d, showing that the parametric rate of 1/ √ N is achievable when d ≤ 2. A key building block for our results is the asymptotic analysis of the theoretical properties of the KL estimator of differential entropy which we begin with below. In the rest of this section, we provide the KL entropy estimator introduced in [12] and the KSG mutual information estimator in [13] . Analyses of these estimators follow in Sections II and III.
A. KL Entropy Estimator
Consider a random variable
. . , X N from the underlying probability density function f X (x), we want to estimate the differential entropy H(X) = −E[log f X (X)]. As mentioned earlier, a popular approach to estimate the entropy from i.i.d. samples is to use k-NN statistics. Precisely, let ρ k,i,p denote the distance from X i to the k th nearest neighbor as measured in p distance, for some p ≥ 1. Each k-NN distance ρ k,i,p together with the choice of k, provides a local view of the underlying distribution around the i th sample. Informally, considering the p -ball of radius ρ k,i,p centered at X i with sufficiently small radius, one can relate the distribution and the number of samples within the ball via:
This simple intuition led Kozachenko and Leonenko to design a powerful and provably consistent differential entropy estimator in [12] , which we have called the KL estimator. We begin with the resubstitution estimator
and combine it with the k-NN estimate of the density to get:
where ψ(x) is the digamma function defined as ψ(x) = Γ −1 (x)dΓ(x)/dx, and for large x, it is approximately equal
The correction term, introduced in [12] , is crucial for debiasing the estimator. Note that if we choose k increasing with N , as commonly done in a significant part of the literature (and summarized in a later section), ψ(k) converges to log(k) and no correction is necessary for consistency. However, in practice, k is typically a small constant and the correction is crucial. Consistency of the KL estimator has been established for k = 1 by the original authors [12] and for general k by [17] and the rate of convergence of the bias and variance has been established (for a certain large class of smooth pdfs with unbounded support, including the Gaussian) only for one-dimensional random variables [18] .
B. KSG Mutual Information Estimator
Consider two random variables
from the underlying joint probability density function f X,Y (x, y), we want to estimate the mutual information I(X; Y ). Mutual information between two random variables X and Y is the sum and difference of differential entropy terms:
Thus given KL entropy estimator, there is a straightforward and consistent estimation of the mutual information:
While this estimator performs fairly well in practice, the authors of [13] introduced a simple, but inspired, modification of the 3KL estimator that does even better. Let n x,i,p ≡ j =i I{ X j − X i p ≤ ρ k,i,p }, which can be interpreted as the number of samples that are within a X-dimensions-only distance of ρ k,i,p with respect to sample i. Since ρ k,i,p is the k-NN distance (in terms of both the dimensions of X and Y ) of the sample i it must be that n x,i,p ≥ k. Finally, n y,i,p is defined analogously. The KSG estimator measures distances using the ∞ norm, so p = ∞ in the notation above.
The KSG mutual information estimator introduced in [13] is given by:
Observe that the estimate of the joint differential entropy H(X, Y ) is done exactly as in the KL estimator using fixed k-NN distances, but the KL estimates of H(X) and H(Y ) are done using n x,·,∞ and n y,·,∞ NN distances, respectively, which are sample dependent. The point is that by this choice, the k-NN distance terms are canceled away exactly, although it is not clear why this would be a good idea. In fact, it is not even clear if the estimator is consistent. On the other hand, the authors of [13] showed empirically that the KSG estimator is uniformly superior to the 3KL estimator in many synthetic experiments. A theoretical understanding of the KSG estimator, including a mathematical justification for the improved performance, has been missing in the literature. Our main results fill this gap.
In the next two sections we state our main results formally, also providing brief sketches of, and intuitions behind, the corresponding proofs. Detailed proofs are provided in the journal version of this paper in [7] .
II. CONVERGENCE RATE OF KL ENTROPY ESTIMATOR
In this section we carefully analyze the performance of the KL estimator of differential entropy in terms of its 2 error. We show upper bounds to the rate of convergence of the bias and variance of the KL estimator separately which combine to provide an upper bound on the 2 error. A minimax lower bound on the 2 error provides a baseline to understand how sharp our upper bound characterization is. We start with the upper bound on the convergence rate of 2 error.
A. Upper Bounds
The starting point for our exploration is the pioneering work of [18] , which established the
-consistency of the one-dimensional KL estimator. In particular, [18] proved that the KL estimator achieves
, under the assumption that the X is a one-dimensional random variable and the estimator uses only the nearest neighbor distance with k = 1, along with a host of other assumptions on the class of pdfs under consideration (an important one is that the support be unbounded). We prove a generalization of this rate of convergence for general dimensions d and for a general k, but under technical assumptions listed below; some of them mirror the assumptions introduced in [18] , but the condition on the support is crucially different. 
Assumption 1. We make the following assumptions: there exist finite constants
These assumptions are slightly stronger than those in [18] , where assumption (a) and (e) are not required (and with some technical finesse can perhaps be eliminated here as well), assumption (b) was mildly weaker requiring only f (x)| log f x (x)|dx < ∞, and assumption (c) was weaker requiring only f (x) exp{−bf (x)} ≤ O(1/b). The assumption (c) is satisfied for any distribution with bounded support and pdf bounded away from zero. This assumption provides a sufficient condition to bound the average effect of the truncation. Our analysis can be generalized to relax this assumption on the smoothness, requiring only f (x) exp{−bf (x)}dx ≤ C c b −β for all b > 1, in which case the resulting guarantees will also depend on β. This recovers the result of [18] with β = 1 which holds for d = 1, and we assume stronger conditions here since we seek sharp convergence rates in higher dimensions. The assumption (d) assumes that the pdf is reasonably smooth, and it is essential for NN-based methods. More general families of smoothness conditions have been assumed for other approaches, such as the Hölder condition.
Note that there exist (families of) distributions, satisfying the assumptions (a)-(d) , where the convergence rates of k-NN estimators can be made arbitrarily slow. Consider a family of distributions in two dimensional rectangle with uniform measure parametrized by , such that one side has a length and the other 1/ . This family of distributions has differential entropy zero. However, for any sample size N , there exists large enough such that the k-NN distances are arbitrarily large and the estimated entropy is also large. To provide a sharp convergence rate for k-NN estimators, we need to restrict the space of distributions by adding appropriate assumptions that captures this phenomenon.
The challenge in the above example has been addressed under the notion of boundary bias. k-NN distances are larger near the boundaries, which results in underestimating the density at boundaries. This effect is prominent for those distributions that (i) have non-smooth boundaries such as a uniform distribution on a compact support, and (ii) have large surface area at the boundary. There are two solutions; either we strengthen Assumption 1.(d) and require twice continuously differentiability everywhere including the boundaries or we can add another assumption on the surface area of the boundaries. In this paper, we take the second route. The reason is that the first option conflicts with the current Assumption 1.(c) where the only examples we know have lower bounded densities, which implies non-smooth boundaries. It is an interesting future research direction to relax assumption (c) as suggested above, and capture the tradeoff between the lightness of the tail in β and also the smoothness in the boundaries.
Instead, we assume in 1.(e) that the surface area of the boundaries is finite, where the Hausdorff measure is
Here the diameter of the set U is defined as diam U = sup{ x − y |x, y ∈ U }. The Hausdorff measure of a set is a measure of its surface area. Note that this could be unbounded for the boundary of a family of distributions, as is the case for the uniform rectangle example above. Assumption 1.(e) restricts it to be finite, allowing us to limit the boundary bias toÕ(N −1/d ) as we prove (see [7] for a proof). Since in the (smooth) interior of the support, the bias isÕ(N −2/d ), the boundary bias dominates the error for k-NN estimator.
We start with a truncated version of the KL estimator, similar in spirit to [18] . Consider ρ k,i,p be the distance to the k th nearest neighbor of X i with respect to p distance. Fix any
Then the truncated KL estimator is:
The following theorem upper bounds the bias of the truncated KL entropy estimator. Here δ > 0 is arbitrarily small (and is from the truncation threshold cf. a N ) and d is the dimension of the random variable X and k is any fixed finite integer and for any norm p. 
and the variance is bounded by
The Mean Squared Error (MSE) of truncated KL estimator is the sum of the squared bias and variance.
To see how good this bound on rate of convergence is, we derive a worst case lower bound below.
B. Minimax Lower Bound
We follow the standard techniques to lower bound estimator errors of functionals of a density -Le Cam's method in general and [2] in particular. Consider the class F d containing all density functions satisfying Assumption 1.
Theorem 2. The minimax error rate for estimating entropy from N i.i.d. samples is lower bounded by
where the infimum is taken over all measurable functions over the N samples.
The upper and lower bounds of the MSE error of the KL estimator as a function of the number of samples is depicted in Figure 1 (along with the exponents for other entropy estimators: resubstitution [9] and von Mises expansion estimators [10] with standard KDEs). We see that the upper and lower bounds match for d ≤ 2 and in this regime the parametric rate of convergence of O(
) is achieved. There is a gap when d > 2 and closing this gap is an interesting future direction of research.
It is interesting that the theoretical rate of convergence is slowest for k-NN methods as compared to KDE (resubstitution or von-Mises expansions), while the empirical performance (for modest sample sizes) is exactly the reverse in many diverse settings; Figure 2 illustrates this phenomenon for a specific instance (independent Beta(2,2) in 6 dimensions, Fig. 1 . Exponents of the 2 convergence rate for various entropy estimators. with sample sizes varying from 100 to 3000, averaged over 500 trials. Clearly the difference in theoretical and empirical performance is to be explained by the constant terms (and not asymptotics in N ) -a theoretical understanding of this phenomenon is another interesting direction for future research.
E[( H(X) − H(X))

III. KSG ESTIMATOR
A detailed understanding of the KL estimator sets the stage for the main results of this paper: deriving theoretical properties of the KSG estimator of mutual information.
A. Convergence rate
Under a similar truncation as the KL estimator with a N = (( log N ) 1+δ /N ) 1/(dx+dy) , denote by I tKSG (X; Y ) the resulting truncated KSG estimator. The following theorem provides an upper bound on the rate of convergence of the bias and variance, under similar conditions as the conditions of Theorem 1. (see the journal version [7] for the details of assumption).
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The theorem holds for any k and δ > 0 (parameter in the truncation threshold, a N ). We note that truncated multivariate Gaussians and uniform random variables meet these constraints. The upper bound on the MSE of truncated KSG estimator can be obtained by adding up the squared bias and variance.
It is instructive to compare these upper bounds on mean squared error to that of the 3KL estimator, we see that the rates of convergence of the mean squared error (at least viewed through the upper bounds on their rates of convergence) have the same scaling for 3KL and KSG.
B. Correlation Boosting
The goal of this subsection is to build some intuition towards a deeper theoretical understanding of the KSG estimator, where we see a curious correlation boosting effect which explains the superior performance of the KSG estimator and allows us to derive an even better estimator of mutual information. A related intuitive explanation is provided in [24] . We begin by rewriting the KSG estimator, cf. (2), as: . The same effect is true for the 3KL estimator, which is already based on estimating the three differential entropy terms separately. The main empirical observation is that the correlation is positive even for the 3KL estimator but is significantly higher for the KSG estimator. We hypothesize that this correlation boosting effect is the main reason for the KSG estimator having smaller mean-square error than the 3KL one.
Based on the understanding of the correlation boosting effect, we propose a modified estimator of KSG that furthers reduces the mean-squared error: Bias Improved KSG (BI-KSG) estimator of mutual information. We refer to the journal version [7] for the detail.
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