We present a new approach to the stability analysis of nite receding horizon control applied to constrained linear systems. By relating the nal predicted state to the current state through a bound on the terminal cost, it is shown that knowledge of upper and lower bounds for the nite horizon costs are su cient to determine the stability of a receding horizon controller. This analysis is valid for receding horizon schemes with arbitrary positive-de nite terminal weights, and does not rely on the use of stabilizing constraints. The result is a computable test for stability, and two simple examples are used to illustrate its application.
Introduction
Receding horizon control (RHC), also known as model predictive control (MPC) 8], is an on-line technique in which a new control action is computed at each time step by solving a nite horizon optimization problem that extends from the current time to the current time plus a speci ed horizon length. The advantage of a receding horizon approach is that constraints may be directly incorporated into the on-line optimization. While the exibility of RHC provides it with the unique ability to cope with many of the standard di culties faced in control, it is perhaps the uniqueness of the approach that makes the stability properties of RHC so di cult to analyze. To cope, numerous stabilizing approaches have been proposed, 6, 2, 3, 16, 10, 12, 15, 19] often employing a stabilizing constraint or formulation. Additionally, in nite horizon LQR approaches have been proposed in 7, 20] where a nite number of control moves are selected to drive the state to a region where the unconstrained in nite horizon solution is feasible.
In this paper we provide a stability analysis technique for constrained nite receding horizon control without end or stability constraints. Furthermore, we will allow for any (positive) terminal weight to be used and can analyze horizons that do not reach the set where the unconstrained LQR solution is feasible. For this analysis, we require upper and lower bounds for the nite horizon costs. These bounds are often hidden in previous results, and in Section 4 we expound on the class of systems for which known bounding techniques exist.
We will consider discrete-time linear systems:
x(k + 1) = Ax(k) + Bu(k); x(0) = x 0 ; (1) subject to:
c(x(k); u(k)) where x(k) 2 IR n and u(k) 2 IR m denote the state and control, respectively, and A 2 IR n n , B 2 IR n m . A priori, the results in this paper are not restricted by the exact form of the constraint, but rather by whether quadratic upper and lower bounds for the nite horizon costs can be computed (see Section 4). Our nite receding horizon formulation is characterized by the following on-line optimization:
with Q 0, R 0 and P 0 0 (where denotes positive de nite) and x( jk) and u( jk) are the predicted state and control sequences. The above optimization is solved at each time instance and the rst control action u(kjk) is implemented. The idea behind our approach to stability is simply to analyze when J N can act as a Lyapunov function. As is derived below in equation (4) of Section 3, the di erence between J N (x(k)) and J N (x(k + 1)) can be bounded from below by the cost of the initial step at x(k), minus the cost of a nal step from the predicted state x(k + Njk). This is nothing more than the statement that the optimizing control sequence at time k is feasible at time k + 1. While the current state x(k) is known, the nal predicted state x(k + Njk) is not. Hence, in the next section we relate the predicted state x(k + Njk) to the current state x(k) through a bound on the terminal cost x T (k + Njk)P 0 x(k + Njk) (Lemma 2.1). Once everything is in terms of the current state x(k), it is easy to establish a computable su cient condition for stability, which is the main result of this paper (Thm. 3.1).
A Bound for the Terminal Cost
In this section we determine a bound for the terminal cost x T (k + Njk)P 0 x(k + Njk) in terms of the current state x(k). This bound will depend explicitly on the existence of quadratic upper and lower bounds for the nite horizon cost J N . For now, it will be assumed that these bounds exist and we shall proceed (for readers concerned about the restrictiveness of this assumption, see Section 4.) We will not delve into the details of our bounding approach here because they are quite messy. Interested readers may take a look at Appendix A. But, the intuition is quite simple. If the cost J N (x(k)) is bounded, then any \tail" of the cost, J N?i (x(k+ijk))), must be smaller than the bound on J N (x(k)) minus the portion of J N (x(k)) not contained in J N?i (x(k +ijk)). The di culty lies in determining such a bound in the tightest possible way, and speci cally, we desire it for the terminal cost x(k + Njk)P 0 x(k + Njk). The approach we use is given as follows.
Let L P0 N and U P0 N represent quadratic upper and lower bounds for the nite horizon cost J N (x) with terminal weight P 0 in some region of interest (for instance, L Q N corresponds to a lower bound for the problem with terminal weight P 0 = Q).
For the following Lemma, de ne the parameters m (j) as follows: where denotes the maximum eigenvalue.
Lemma 2.1 Assume x(k) is known and consider the predicted sequence, x( jk), corresponding to J N (x(k)),
This lemma explicitly converts upper and lower bounds into a quadratic bound on the terminal cost x T (k + Njk)P 0 x(k + Njk) in terms of the current state x(k). This is used to determine the stability of receding horizon schemes in the following section.
Stability and Performance
A standard approach to stability for receding horizon systems is to consider the cost J N as a candidate Lyapunov function. Furthermore, the optimal cost at time k is compared to the cost attained by copying the last N ? 1 control moves corresponding to J N (x(k)) plus an additional control move, applied at time x(k + 1). This provides a bound for J N (x(k + 1)) and leads to the following equation:
If we can show that J N (x(k))?J N (x(k+1)) is always positive, then J N (x(k)) is decreasing along trajectories and will serve as a Lyapunov function, proving stability 9]. Now, equation (4) bounds the decrease in the nite horizon cost from below by the di erence between two terms. The rst term is the cost of the initial step from the current state x(k). The last term is the cost of a single step from the nal predicted state x(k+Njk). Since Lemma 2.1 relates x(k+Njk) to x(k), we can use it to translate the last term to a quantity in terms of x(k), in which case both terms on the right-hand side of (4) are directly comparable and can be used to verify stability. This is done as follows:
Using the upper bound for the one step cost, U P0
where the last inequality is true for any 0 j N ? 1. Dropping the term u T (kjk)Ru(kjk) from the right hand side of (4) leads to the following stability theorem. Theorem 3.1 Let I be a set of initial conditions, and assume that all trajectories of the closed loop system beginning in I remain in the set W. Furthermore, assume all bounds U i and L i are valid for any states reached along predicted trajectories beginning in W. Finally de ne: 
The previous analysis provides us with a simple method for obtaining N and N . Consider the following:
Hence, one may assign N = 1 ? ((Q ? j N )(U P0 N ) ?1 ). In addition:
So one may also use N = 1 + ( j N (L P0 N ) ?1 ). With the parameters N and N , Thm 3.2 determines a performance bound for the receding horizon controller.
The previous theorems have reduced stability and performance questions to that of nding lower and upper bounds for the nite horizon costs J N . In the following section we outline possible techniques for this task.
Computing Bounds
In (3) we require that lower and upper bounds for the nite horizon costs are known. In this section we provide a quick summary of possible techniques for computing such bounds. The idea is not to provide the details of the actual calculations, but rather to provide references and suggestions for where to look if such computations are required.
Lower Bounds
The simplest method of obtaining a lower bounds is to ignore the constraints and solve the unconstrained problem. { Linear Programming. In 7] an algorithm is given for computing a constant upper bound through a linear program when state constraints de ne a bounded convex polytope. Their approach is easy to adapt to determine a quadratic upper bound. This can be done by either solving a linear program which is guaranteed to bound the cost at each vertex of the convex polytope (but requires further analysis to be guaranteed as an upper bound for the entire polytope) or solving an LMI requiring the upper bound to be valid on the entire boundary of the polytope, which establishes the require bound. Note that this approach does not require the explicit construction of a control law.
Remark 4.1: Note that the arguments used in Theorem 3.1 did not depend on the plant being linear.
Hence if quadratic upper and lower bounds can be found for time-varying or nonlinear systems, then this approach can also be used to guarantee stability for those systems.
Examples
In this section, we demonstrate our approach on both an open-loop stable and unstable plant.
Example 1: An open-loop stable system
Consider the following stable dynamics:
subject to the saturation constraint juj . We consider the following cost parameters: In Table 1 , Theorem 3.1 was used to compute a su cient horizon length for stability to be guaranteed.
Terminal Weight P 0 (Thm. 3.1) Q 1 2 U 1 3 4 U 1 U 1 2U 1 N 12 6 1 1 1 Table 1 : Horizon length N at which stability is guaranteed using various terminal weights P 0 .
If we insist upon using the terminal weight P 0 = Q but a horizon of 12 which was obtained by using the simple uncontrolled cost as an upper bound is longer than we would like, we may resort to computing the upper bound through an LMI. This will provide a tighter upper bound and hence less conservative stability results. Additionally, since the LMI upper bounds depend upon the constraint, we will obtain a di erent su cient horizon for stability for di erent constraints. Furthermore, to compute the LMIs, we must choose a set of initial conditions. In this example we choose I = fxjx T x 8g and use the LMI scheme proposed in 18]. Results for P 0 = Q are given in Table 2 where \LMI" refers to the results obtained from LMI bounds With this form of constraint, it is not possible to stabilize the system globally, hence we must choose a set of initial conditions. We will choose I = fxj x T x 1g. Furthermore, since the system is open-loop unstable, we must use LMIs to compute upper bounds for the nite horizon costs. Again we choose to use the scheme proposed in 18]. Finally, we will test three terminal weights: The results are presented in Table 3 , where not surprisingly, we nd that a larger terminal weight leads to guarantees of stability at a shorter horizon length.
Concluding Remarks
We have provided a new stability analysis tool for constrained receding horizon control with an arbitrary positive terminal weight. This approach is applicable to systems for which upper and lower bounds on the Table 3 : Horizon length N at which stability is guaranteed using various terminal weights P 0 .
nite horizon costs may be calculated. With the knowledge of such bounds, su cient conditions for stability at any horizon length can be veri ed through simple eigenvalue computations. The idea behind this approach is applicable to nonlinear system as well, and is only limited by techniques for bounding the nite horizon costs.
A Appendix: Bounds for x( jk) In this appendix we derive a bound for the remaining nite horizon cost at states along the predicted state sequence. We begin with the following simple lemma:
Lemma A.1 Consider J N (x(k)), then for any 0 j N ? 1:
The previous lemma produces a bound for J N?(j+1) (x(k + (j + 1)jk)) provided that the state x(k) is known explicitly. On the other hand, assume our only information is that J N (x(k))
. The following lemma shows how this information can be transferred to give a bound on J N?(j+1) (x(k + (j + 1)jk)).
Lemma A.2 Given that J N (x(k)) , then for any 0 j N ? 1:
Proof: The proof is split into two cases: 
