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ABSTRACT
This research implements a digital fringe projection profilometry (DFPP) system that
can acquire surface information of the 3-D object from multiple views, and also
develops a program module that can register images from those views in the same
coordinate system for 3D modeling.

In this research, a Digital Fringe Projection Profilometry (DFPP) system is employed
for data acquisition. The DFPP system employs phase shifting profilometry (PSP) for
the phase extraction. The optical geometry of the system is established for the phase
to 3-D coordinates of a point cloud with respect to the system coordinate system. The
system parameters are estimated through the system calibration module, which works
in accordance with the fringe projection and acquisition module, the fringe pattern
analysis module and the registration module. These modules achieve the fringe
pattern design and projection, fringe pattern capture, projector and camera
cooperation, captured fringe analysis, phase map extraction and 3-D point cloud
construction.

The algorithm of registration proposed in this research is an enhancement of the
conventional Iterative Closest Point (ICP) method with several extensions. The
distance function for the correspondence finding is modified to be the weighted
linear combination of positions and Euclidean invariant features for improving the
probability of convergence. In addition, outliers can be discarded through robust
statistics and an adaptive threshold of weighted distances between corresponding
point pairs. The modifications aim to realize registration of a couple of partially
ii

overlapped point clouds, enhance the possibility of convergence and reduce the
iteration times. This research evaluates the convergence behaviour and accuracy of
the proposed registration method with Zhang’s conventional ICP method. In the ideal
case, the proposed method was found to achieve the goals. The registration module
in accordance with the existing fringe pattern projection and analysis module can
align range images acquired from multiple views and thus integrate a 3-D model.
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CHAPTER 1: INTRODUCTION
1.1

Research background

Advanced three-dimension (3-D) profilometry such as digital fringe pattern
profilometry (DFPP) has great application potential in fields such as quality
inspection in reverse engineering, rapid prototyping in manufacturing industries,
aesthetic restoration and reconstruction in medicine and archaeology, and virtual
reality entertainment. Although commercial products have been released, there are
nonetheless issues restricting the extensive use of 3-D profilometry. Two of the
major problems are the difficulty of high-precision 3-D modeling and the high cost
of the software platform for modeling.

As for DFPP, difficulties in generating high-density, highly detailed 3-D models
stem largely from the accuracy of data acquisition and system calibration, and also
from the registration problem occurred when the data acquired from multiple views
are aligned. Advanced fringe pattern detection and analysis algorithms guarantee the
extraction of high-density point-based surface information from a view. However, an
integrated 3-D model requires the completion of a surface from a sequence of views
that all conform to the coordinates of the system. Registration, as the fundamental
problem of shape acquisition and modeling, aims to find a set of transformations
between adjacent views and align them into the object coordinate system. Two core
issues of registration are finding corresponding points between two neighbouring
views, and estimating the transformations using correspondence information. This
research focuses on solving the former issue.
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1.2

Thesis contributions

This thesis deals with the registration of range images produced by digital fringe
pattern projection profilometry (DFPP), which is one of the most crucial issues in
precise 3-D modeling. In particular, it focuses on aligning the range images obtained
from multiple views and thus realizing the 3-D modeling. In general, this thesis
considers two main issues. One is about range image acquisition; the other is about
range image registration.

The first issue is about the data acquisition. The DFPP system developed by our
Optoelectronic Signal Processing Research Group (OSPR) is employed to acquire
range images. A DFPP system can precisely measure not only molds but also the real
human face. Because the 3-D face recognition is the potential application of our
system, a 3-D face database is established. The database is composed of range
images of 33 real people from three different perspectives.

Furthermore, a range image registration method is developed to find the
transformations between the range images acquired from multiple views, and then to
align them into a common coordinate space. This procedure consists of two stages. In
the first stage, the transformations are roughly estimated by using the principal
directions of the object surface. Then, the coarse results are refined by the modified
iterative closest point algorithm with the aid of the invariant features.
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1.3

Thesis outline

The thesis consists of five chapters. The main content of each is described briefly as
follows:


Chapter 1 clarifies the research background, highlights the main contributions
and provides the outline of this thesis.



Chapter 2 reviews the state-of-art 3-D acquisition techniques and the evolution
of the registration algorithms, providing a macro perspective of the research
field.



Chapter 3 details the implementation of the data acquisition by the DFPP
system, including the fundamentals of the DFPP system, software development,
and data acquisition procedure.



Chapter 4 presents the proposed registration procedure in detail, which is based
on the conventional Iterative Closest Point (ICP) method. It combines two
advanced algorithms: statistical ICP method and ICP using invariant features
(ICPIF). The statistical method addresses subset-to-subset matching, while
ICPIF enhances the convergence possibility and reduces the number of
iterations.



Chapter 5 reiterates the aim of the research, emphasizes contributions, indicates
the significance of the research.



To complete the research, the related theories in terms of 3-D transformations
by using matrices, axis-angle, quaternion and conversions between each other
are explained in the appendices for the completeness of research.

16

CHAPTER 2: LITERATURE REVIEW
2.1

Introduction

According to Markus and Pfister [1], a basic 3-D data acquisition pipeline includes
two stages: data acquisition and data registration. This review chapter consists of two
parts: the one presents an overview of 3-D data acquisition techniques, and the other
describes the registration algorithms for merging data obtained from multiple views.

Firstly, the existing 3-D data acquisition techniques are briefly investigated. In this
thesis, the 3-D data acquisition techniques refer in particular to those devices that are
capable of returning data of a surface shape from one view. This kind of technique
can be applied so that a complete surface can be captured from one view, such as
terrain measurement.

Secondly, the existing methods that address 3-D data registration are reviewed. The
motivation for conducting 3-D data registration is that the data from one view is
incomplete when describing an occlusive 3-D object in the real world. It is inevitably
necessary to measure occlusive objects from multiple views to obtain data of the
whole surface, and then combine that data. The 3-D data registration attempts to
align data from multiple views and yield an integrated 3-D model.

This chapter is organised as follows: Section 2.2 reviews the existing 3-D data
acquisition techniques according to . Before that, preliminary knowledge about the
common 3-D data form used in this area is introduced. Then, the review narrows
down to the category to which the DFPP system developed by our OSPR lab belongs.
17

Section 2.3 classifies the existing registration methods into two categories according
to whether the initial estimation is required or not. Coarse registration methods, as
the name implies, give a rough transformation estimates without an initial guess.
Section 2.3.2 provides the generalized procedure of the coarse registration methods.
Accurate registration methods, as the name implies, provide accurate estimates when
the initial guess is acceptable. Section 2.3.3 examines the evolution of the accurate
registration methods. Section 2.3.4 concludes this section.

2.2

Review of the 3-D data acquisition techniques

2.2.1 Introduction
Due to the ever-increasing growth of 3-D imaging and display technology,
techniques that can perceive a real object and even a landscape and then generate a 3D model gained widespread favour. 3-D data acquisition techniques have evolved
exponentially in recent decades. Currently, there are various techniques that can be
classified based on the acquisition principle. Before further discussion, it will be
valuable to review the present state of knowledge about the form of 3-D data.

2.2.2 Range image
To begin, the form of the 3-D data must be presented firstly, as this has a great
influence on its efficacy. One straightforward form is to represent the 3-D data as
unorganized point clouds, i.e. an unordered list of 3-D point positions sometimes
along with other properties. The other possibility is to represent the data as a range
image. Range image [1] is an M×N grid of the depth map that describes a surface,
18

with the horizontal and vertical coordinates implicitly determined by the indices of
the grid. Put simply, a range image could be a special camera image with each ‘pixel’
carrying depth values rather than RGB colour information. Figure 2.1 illustrates an
example of a range image acquired by our DFPP system. The colour attributed to
each pixel is relative to the depth value.

Figure 2.1: An example of a range image acquired by our DFPP system

The advantage of the range image representation is the preservation of information
about the connectivity of points. After system calibration, the 3-D coordinates of
each ‘pixel’ in the range image can be calculated. Unorganized point clouds are
intuitively simple in concept, but 3-D point positions inhere only unsystematically.
New devices have therefore been developed to produce range images for greater
convenience of data registration and merging.

19

Figure 2.2: An example of a range image acquired by the rangefinder [2]

Figure 2.2 shows an example of how the rangefinder acquires surface information. It
can be seen that the surface is sampled in a point-based, grid-like way. The depth
values (i.e. z values) are obtained and arranged in a two-dimensional matrix. The
index of the matrix indicates the sampling rays and points. zij is the depth value at the
location (i, j) of the matrix.

2.2.3 Taxonomy of the range image acquisition techniques
Figure 2.3 shows the taxonomy of the existing range image registration techniques.
In general, a range image can be procured by contact and non-contact methods. Noncontact methods can be further divided into transmissive and reflective methods. In
the following paragraphs, these will be examined intensively.

20

Mechanical
Contact

Inertial
Ultrasonic
Magnetic

Range Image
Acquisition

Transmissive

Industrial CT
Ultrasound
Magnetic Induction Tomography (MIT)

Non-contact
Non-optical
Reflective
Optical

Figure 2.3: The taxonomy of range image acquisition techniques

(a)

Contact methods and non-contact methods

Contact methods are those measuring systems that operate by tracking one or several
definite points on the surface of a 3-D object at one time using contact-based probing.
Contact methods are therefore called single point measurement by a few
professionals. The probe can take the form of a mechanical, inertial, ultrasonic,
magnetic, or other appliance. In order to detect the whole profile, the probe has to
move around the entire 3-D object or scene. Mechanical tracking devices are often
mounted on a fixed robotic arm or coordinate measurement machine (CMM) to
probe the points on the object surface, so that the precise 3-D coordinates of every
point can be deduced. Magnetic trackers obtain 3-D coordinates by emitting
electromagnetic waves and calculating the distance between transmitter and receiver.
The contact method requires users to hold the sensing probe painstakingly to
hundreds and thousands positions on the object. Meanwhile, its high accuracy is won
at the cost of increasing system complexity.

Non-contact methods [3] emerged during the 1980’s and 1990’s. A significant
feature of these methods is their high-density. They digitize a large number of 3-D
21

points on the surface of an object at one time without any specific target points or
demand for contact. By comparison with contact measurement, non-contact methods
are much faster, less destructive and more convenient. Most of the non-contact
methods follow a similar principle: project energy (white light, laser, invisible
infrared light, X-ray or ultrasound) onto a physical object, sense the reflected energy
with an electronic detection device such as a camera, and compute (x, y, z) the
coordinates of the measured points.

In addition, the projected energy determines the distribution of the measured data.
Reflective methods can only measure the external object surface. They often utilize
non-destructive energy such as visible white light, infrared light and laser to detect
the exterior of an object. By contrast, transmissive methods can additionally capture
the hidden structure inside by taking advantage of special penetrating energy such as
X-rays or ultrasound. In some cases, detection of the internal structure is achieved at
the price of the destruction of the object.

The choice of energy emission must be considered when applied to the human body.
High-frequency ultraviolet, X-rays and gamma rays are ionizing due to their
composition of high-energy photons, and therefore, they are frequently used in
medical examination machines. Lower-energy radiation, such as visible light,
infrared, microwaves, and radio waves, is not ionizing. We will lay stress, therefore,
on the techniques using non-ionizing.

22

(b)

Optical methods

The current tendency is evolving towards non-contact optical methods [4] due to the
rapid reduction of the related hardware, such as cameras, lasers, structured light
modulators and computers. According to the test object, optical techniques can be
divided into passive acquisition and active acquisition, as illustrated in Figure 2.4.
Stereo vision
Structure from motion
Passive
Optical
Active

Structure from shading
Structure from texture
Focus
Active stereo
Triangulation
Structured light
Time of Flight
Interferometry
Active variants of passive methods

Figure 2.4: The taxonomy of optical methods

Passive methods [5] do not interact with the test object; they include the shape-fromshading method based on a single image, the stereo triangulation method based on
pairs of images [6], and the optical flow method for video streams. Although the
passive approach requires less special hardware, it does not yield the dense and
highly accurate data that are essential in many applications.

In contrast, active methods [7] contact the test object or at least project energy onto it.
Active methods include triangulation-based scanners, time of flight (TOF) cameras
and interferometry digitizers. The time-of-flight method measures the object shape
by using the time of flight of a laser or other light source pulse [8-9].

The

interferometric shape measurement is designed to form fringes varying with the
sensitivity matrix [10-11], which relates the geometric shape to the optical phases. an
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An important parameter for the characteristic of the optical methods is depth of field
(DOF), the distance between the nearest and the farthest objects in a scene that
appear acceptably sharp in an image. The DOF of a triangulation laser scanner is in
the range of 25mm to 200mm whereas that of a structured light scanner is 300mm to
2m. These two close-range methods can satisfy nearly 90% of industrial applications,
such as reverse engineering in car manufacturing. They also meet the demands of 3D computer graphics and animation for the entertainment industry, such as 3-D films
and video games. Apart from measuring industrial work, the structured light scanner
has been exploited to measure more intricate surfaces, such as the human face or
hand. TOF is a medium-to-long range system, with a DOF in the range of 1.5m to
1000m. TOF systems have large depth of view and high acquisition speed, but suffer
from low accuracy and severe outliers. They are therefore applied in large target
tracking such as terrain exploration, obstacle recognition and navigation, and motion
tracking.

(c)

Triangulation-based methods

Triangulation-based systems refer to those systems that measure an object surface by
emitting rays from two viewpoints, detecting the intersections of rays, finding the
coordinates of the intersections and calculating the transformation between two
viewpoints. According to the devices setup of the two viewpoints, there are
numerious variants of the triangulation system. The common combination of the two
viewpoints is the camera-camera unit and the camera-projector unit. An active stereo
system [12] refers in particular to a triangulation-based system in which the two
viewpoints are occupied by cameras along with an illumination device. The purpose
24

of the illumination device is merely to introduce additional visible features in the
scene for the reduction of the ambiguity of stereo matching. Structured light system
[13-14] refers to another variant in which one of the viewpoints is still a camera, but
the other is the source of illumination. The reduction of the amount of devices in this
system imposes higher requirements on the illumination device, which should be in
full control of all aspects of the light including patterns, precision, and
synchronization to the camera.

2.3
2.3.1

Review of the 3-D data registration methods
Introduction

The aim of registration is to capture more shots from multiple viewing directions,
align them and integrate a complete model for solving the occlusion and shadow
issues. The traditional solution is to calibrate accurately the mechanics and
physically record the exact positions between different views, which can be also
called mechanical registration. Some digitizers (especially laser scanner) mounted
on a precision motion device such as a coordinate measurement machine (CMM) is
tracked mechanically so that movement can be recorded in a global coordinate
system. Either multiple cameras are geometrically located around the object so they
can cover it completely, or the object is fixed on a turntable, in which the rotation
angle can be accurately determined. In both situations, the unification of coordinate
frame is precisely determined by the mechanical setups, but the equipment is costly
and inconvenient for many applications. These calibration devices not only greatly
increase the expense of the system but also suffer from the limitation that the
measured object must be located inside a close working area within the range of the
25

calibration devices, which is inconvenient for many applications involving large
surfaces. More importantly, it involves user interaction.

More recently, an alternative strategy regarded as automated registration has been
developed which requires no previous knowledge of the viewing angles, simply
moving and rotating the object towards the digitizers so that all surface information
is captured. These registration algorithms rely only on the captured data itself, so that
no tracking machine, multiple cameras or rotation platform are needed. The
reduction in system complexity, cost and the increased flexibility greatly broadens its
applications. According to the demands of the initial estimation, the automatic
registration algorithms can be divided into two categories: coarse registration and
accurate registration. Coarse registration roughly estimates a rigid motion for a pair
of consecutive range surface patches without any previous knowledge. Accurate
registration can refine the rough estimation from coarse registration for more
accurate results. In brief, the general idea of any registration method contains two
parts: correspondences matching and transformation estimation. In the following
section, the development of the existing registration method will be reviewed after
introducing the preliminary knowledge in terms of 3-D rigid transformation
estimation.

Euclidean transformation refers to transformations that preserve both angles and
lengths (i.e. translations, rotations and reflections), while rigid transformation can
represent the movement of a solid object (i.e. translations and rotations only). In the
context of this research, 3-D transformation designates rigid transformation, which
means that reflections are not considered. More specifically, it means that, a matrix T,
26

which can convert a vector (xin, yin, zin) into another vector (xout, yout, zout), is used for
transformation. There are three ways to represent 3-D rigid transformations: matrices,
axis-angle and quaternion. Appendix A presents the basic knowledge about 3-D rigid
transformation.

If the correspondences are perfectly matched, which means that the coordinates of
points in different views are known precisely, the transformation between views can
be estimated. According to a comparative survey [15], three algorithms can be used
to estimate 3-D rigid transformation. In 1987, Arun presented a method by
computing the singular value decomposition (SVD) of a matrix originated from the
standard [R, t] representation [16]. In the same year, Horn proposed a similar method
that computes the eigensystem of a derived matrix and developed the unit quaternion
(UQ) to represent the rotational component [17]. In 1991, Walker used the dual
quaternion to analyze the eigensystem [18]. According to the Eggert’s survey, there
is no difference in the robustness of these three algorithms.

2.3.2

Coarse registration

The methods of coarse registration apply surface features to match correspondences
between consecutive views. The coarse registration methods can be generalized as
following the steps below:


Define shape features: local shape descriptors such as point signature [19], spin
image[20], point fingerprint[21], integral volume point descriptor[22] or global
shape features such as the principal direction of the main axis of the volume
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given by the surface [23], principle curvature to mark the features of the surface
geometry or Euclidean invariants by using normal vectors[24] , curvatures[25];


Find correspondences such as RANSAC-based DARCES [26], genetic algorithm
[27-28];



Compute the rigid transformation vectors [17];



Verify by checking MSE.

In particular, the shape descriptors act as marks on the surface of the object and are
used to select a few points with characteristic features, by which the matching
process of finding correspondences[26] is accelerated and becomes easier. The
correspondence can be established between points, curves and also surfaces. Some
researchers classify coarse registration methods into shape feature method and
matching method [29]. The former focus on the selection of feature points according
to shape descriptors for finding correspondence [19-20], while the latter emphasize
matching points from both surfaces [26-27]. Salvi gives a brief evaluation of these
methods according to their experimental results [30].
Table 2.1: The classification of the coarse registration methods
Method

Advantages

Disadvantages
Complex to compute point
signatures;

Point signature Fast matching process

time consuming;
noise and error sensitive

Fast matching process;
Point fingerprint capable of carrying addition
information such as curvature and
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Complex to compute
contours

color
Strongly depend on
resolution;
Spin image

robust

symmetries and repeated
regions sensitive;
normal vector required.

PCA

fast;

Overlapping detection
required;

accurate when most points
overlapping

sufficient points required;

RANSAC-based Robust to outliers
DARCES
three correspondences used

symmetries sensitive
Search is repeated
exhaustively;
small points required;
time increases considerably
with the number of points

Genetic
algorithm

Results quite good

Time consuming, esp. large
number of points

Principle
curvature

Single correspondence used

Not robust

In general, the methods based on local geometry descriptors consume a large amount
of time but the abundant information can directly solve the correspondence finding.
While those methods based on global geometry reduce the size of the searching
space and iteration, they are less flexible in dealing with arbitrary topology and
occlusion. The experimental results in [30] on synthetic data, synthetic data with
Gaussian noise and real data show that coarse registration is not greatly influenced
by noise (negligible with respect to the error), sampling (low resolution is applicable),
and non-overlapping regions. It is therefore the complexity and time required by the
algorithm rather than the quality of data points that have impacted on the choice of a
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coarse registration algorithm. However, when the number of features is large, the
correspondence matching problem is not easy to solve even with unlimited
processing time.

2.3.3 Accurate registration
The objective of accurate registration methods is to optimize the rough estimate of
the transformation usually computed by coarse registration methods. This could be
regarded as the optimization problem. There are several perspectives to evaluate an
accurate registration, such as registration strategy, distance minimization, efficiency
of searching and robustness. The registration strategy refers to the number of views
required to be aligned in pairs or multi-view. The former aligns successive views
pair-wise, while the latter processes all views simultaneously. Distance minimization
depends on the definition of the distance function such as the point-to-point or pointto-plane distance. Efficient searching aims to increase the speed of the algorithm
such as organizing data in the K-d tree structure. Robustness, as one of the most
important evaluation criteria, reflects the ability of the algorithm to cope with
unexpected inputs. Accordingly, the existing methods of accurate registration are
presented in the remaining section.

(a)

Iterative closest point (ICP)

Since ICP was originally presented by Besl and McKay in 1992 [31], ICP variants
have developed continuously. The general idea of ICP is to refine the initial rough
estimate to an accurate one by minimizing the distance between corresponding point
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pairs. The related details of the principle of ICP will be discussed in the Chapter 4.
The remainder of this section gives a brief review of the evolution of ICP.

One of the critical issues of ICP variants is correspondence matching. In 2001,
Greenspan and Godin presented a novel solution to the nearest neighbour finding
problem [32], specifically designed for the ICP algorithm. Zhang employed a k-d
tree to speed up the searching process. The k-d tree is commonly used to find all
points that are distributed sparsely in a space within a range of a given point. Zhang
developed a recursive algorithm to change the range so as to reduce the searching
cost gradually and make it more efficient [33].

Another important issue of the ICP algorithm is the definition of the distance
function. Chen published an alternative to the original ICP in 1992 [34]. The only
difference is that Chen uses point-to-plane distance to be the correspondence
searching criterion. In 2002, Sharp proposed an ICP variant using invariant features
(ICPIF) [35-36] to define a weighted distance function. The “distance” in this
circumstance is no longer the Euclidean distance depending on the positional
coordinates of two points in 3-D space any more, but the combination of the
Euclidean distance and the feature distance. In other words, the weighted distance
function operates with respect not only to the traditional Euclidean distance but also
to three kinds of invariant feature: curvatures, moment and spherical harmonics. This
research reveals that harmonics provide the best convergence behaviour. In addition,
Masuda presented another new registration method using the signed distance
function as the closest point selection criterion [37]. The core of this criterion is to
establish a set of key points. The corresponding closest point to a certain key point is
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paired as a correspondence. This method can register multiple views at once and
converge them without error propagation in the pair-wise registration.

Robustness is another crucial evaluation criterion. Numerous researchers have
contributed to increase the robustness of ICP. Among them, Trucco [38] presented a
robust ICP variant to cope with noisy 3-D points with a significant percentage of
missing data in 1999. The robustness is achieved by using the least median of
squares regression with random sampling. This means that the registration executes a
random number of times and selects the one with the smallest median of residuals.
Similarly, Masuda and Yokoya [39] also employed the least median of squares to
increase the robustness of their ICP-based registration method. Zinsser [40] proposed
a picky ICP algorithm in 2003. The core of picky ICP is to choose the corresponding
point pairs with the shortest distances to compute the transformation. Zhang
proposed an adaptive threshold for filtering all correspondences by using the
statistics [33]. His work makes it possible to register partially overlapping point sets.

In 2001, Rusinkiewick classified and compared the modified ICP algorithms by
evaluating the alignment with respect to speed. His ICP variant takes uniform
samples in the normal space to improve the convergence behaviour. The sampling
strategy is conducted during the stage of control point selection in order to reduce the
computation in the next stage of the correspondence matching. Likewise, the uniform
sampling strategy is employed in the [37, 41]. Besides, other sampling strategies
such as the random sampling [42] and the normal sampling [43] are also in use.
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According to the survey illustrated in [44], the number of papers improving the ICP
algorithm was still increasing from 2008 to 2010. In recent years, ICP has been
modified predominantly in the stages of the initial estimation, correspondence
matching and outlier rejection. These stages have immense influence on the total cost
of the computation time. In 2009, Du [45] proposed an ICP variant that can match
the scaled point set by taking the scale effect in the initial estimation, namely the
scaling ICP. In 2010, SIFT algorithm was extended into 3-D space and employed to
match correspondence during the stage of the initial estimation [46]. To avoid the
impact of incorrect correspondence (i.e. outliers), Ridene [47] developed RANSAC
to remove outliers in 2009.

(b)

Genetic algorithm (GA)

In 1996, Brunnstom successfully applied the genetic algorithm (GA) into the field of
surface matching for rough estimation of the transformation. In 2003, Chow
formulated the surface registration as a high dimensional optimization problem [48].
Since GA was firstly presented in 1989, has been considered good at optimizing
functions without limitations on the form of the objective function. As introduced
previously, there are six parameters (i.e. three components of the translation vector,
three angles for rotation) involved the geometric relationships between surfaces from
two views. According to the mechanism of GA, these six parameters are considered
to be a chromosome, of which each gene corresponds to one parameter. Median is
used in the fitness function for error minimization. Some strategies mentioned in the
section about ICP can also be utilized in GA such as the sampling strategy. During
the crossover process, the number of genes of the descendant is changed randomly
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from their parents in order to achieve far searching. During the mutation process, the
mutation rate of each gene is the same. Likewise, Silva [49] presented a similar
method in the same year, which is more superior in its robustness and requires no
initial estimation.

2.3.4 Conclusions
Coarse registration methods are often used for the initial estimation which is
subsequently refined by accurate registration. The correspondence is established by
the aid of the surface features. Therefore, feature definition and feature matching are
the most challenging issues during the initial estimation. As for the accurate
registration, ICP-based and GA-based algorithms for accurate registration are
reviewed in this section. ICP-based methods have been intensively investigated over
the past 20 years and have now become the baseline of registration. However, the
problem that the error converges to a local minimum has not been solved completely.
The huge number of iterations required also remains a problem. The GA-based
method is superior in terms of avoiding the local minimum, the low requirement of
the initial estimation, and robustness for noise and outliers. The main problem with a
GA-based method is the considerable time required for convergence.
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CHAPTER 3: RANGE IMAGE ACQUISITION
3.1

Introduction

This chapter is concerned with the data acquisition of the DFPP. Two aspects of this
issue are considered in this thesis. Firstly, the computation of the range image is
examined through theoretically analyzing the underlying fundamentals of the DFPP.
Secondly, the range image acquisition is implemented by the DFPP system
developed by our lab. The first part elaborates the theoretical basis of the data
acquisition of the DFPP system, which can be regarded as a generalisation of the
work by Y.Hu [50-51]. The second part, in which a database is established for the
registration, is one of the main contributions of this thesis.

This chapter is organised as follows: the fundamentals of DFPP are investigated in
Section 3.2, including the principle of the DFPP, fringe analysis based on phase
shifting profilometry, and system calibration. Section 3.3 provides details of the data
acquisition and introduces the database. Section 3.4 concludes the chapter.

3.2
3.2.1

Digital fringe projection profilometry
Optical triangulation principle of digital fringe pattern profilometry

Fringe projection profilometry (FPP) has evolved from structured light projection
profilometry (SLPP), which emerged in 1980’s. The principle of SLPP is to employ a
specially designed light pattern to probe the object surface of interest, and extract the
depth map from the reflected light patterns. It is known for its flexibility, low cost,
and potentially high accuracy. In early years, the structured light was generated by
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means of expensive optical and mechanical systems such as a slide projector or the
interference of two laser beams and the patterns were either Rochi or sinusoidal
gratings. Recent digital video projectors, however, can easily produce a range of
structured light patterns such as triangular, saw tooth, and trapezoidal. A digital
video projector simplifies SLPP and reduces the cost. As a result, digital fringe
projection profilometry (DFPP) has attracted increasing attention.

Figure 3.1: The DFPP system in OSPR lab

Typically, a DFPP system consists of an image acquisition unit, a projection unit and
a processing/analysis unit, in particular, a digital video projector as the projection
unit, a CCD camera as the image acquisition unit, and a PC as the
processing/analysis unit. Figure 3.1 illustrates the experimental DFPP system
developed by OSPR lab.
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Figure 3.2: The workflow of our DFPP system

Figure 3.2 is a flowchart depicting the distinct steps involved during the
measurement of height distribution of an object using DFPP. There are five steps in
the workflow: system calibration, fringe projection and acquisition, fringe analysis,
and data registration. The role of each step will be explained afterwards. First, the
system should be calibrated. Since the calibration process is only required to be
performed once at the time of setting up the system, it is presented in dotted
rectangle. After that, the fringe pattern or group of fringe patterns is generated and
projected onto the reference and object, and captured by the camera. This process is
de facto the beginning of practical experiment. A variety of fringe pattern used for
projection has been developed referred to [52-58]. In the second step, the underlying
continuous phase distribution of the captured images is calculated by using fringe
pattern analysis [13, 59-61] and phase unwrapping techniques [62-64]. Thirdly, the
absolute 3-D coordinates of points are converted from the corresponding pixels of
the unwrapped phase map in the calibration step [65-71]. Last but not least, the
registration step aligns the images from multiple views for further data merging and
integrated surface reconstruction.

The schematic diagram in Figure 3.3 intuitively illustrates the optical triangulation
principle of DFPP. The system parameters in Figure 3.3 are explained in
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Table 3.1. In order to deduct the phase-to-height relationship, following assumptions
are made for simplification.
Assumptions:


The projected light is parallel, and the projected fringe pattern is ideal, i.e.
the nonlinear distortion of the projector is ignored;



The reference plane and the object surface are assumed to be diffuse,
which means the reflectivity of them is uniform;



The sensitivity of the camera and the ambient light are not taken into
consideration.
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Figure 3.3: The schematic diagram of our DFPP system
Table 3.1: System parameters
C The central or focal point of camera
P

The projection centre of projector
The reference plane that is vertical to Z axis

D The baseline of DFPP, i.e. the distance between C and P
L

The distance between baseline and reference plane

O The principle point
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Suppose l is one of the light rays eitted from the projector P. When the object exists, l
hits one point of the object surface, denoted as q. Then, the reflected light ray of l
towards the camera C is represented as l’. ll’ constitute the light path

, drawn as a

black dotted arrow in Figure 3.3. In addition, q’ denotes the imaginary point on the
reference plane, which can reflect a ray from the projector P along the same direction
as l’ when the object is occupied. Before placing the object in front of the reference
plane, l hits the point q’’ on the reference plane and then is reflected towards the
camera C along l’’. ll’’ constitutes another light path

drawn as red dotted arrow

in Figure 3.3. According to geometric optics, it is reasonable to draw the following
two deductions:


The intensity of point

in

and that of point



The position of point

in

and that of point

in
in

are identical.
are identical.

is the intensity image of the fringe pattern projected onto the reference plane.
is the intensity image of the same fringe pattern projected onto the object
that is put in front of the reference plane. Note that the above two deductions can be
expressed as follows:
(3.1)
where the
and

and

respectively. Consider

are the image coordinates of point ,
and

are similar triangles, the height of

related to the reference plane, denoted as hq, can be calculated follows:
(3.2)
where

denotes the distance between

and

that can be computed as follows:
(3.3)
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According to [50], the phase difference

from point

and point

can be

expressed as:
(3.4)
where f0 is the spatial width of one fringe. Consequently the distance between

and

can be obtained by rewriting Equation (3.4) as:
(3.5)
Substituting Equation (3.5) into Equation (3.2), we have:
h

(3.6)

Therefore, the height of any point on the object surface can be retrieved when D, L
and the

between the two fringe patterns are known, which can be expressed

as follows:
(3.7)
where
fundamental components of
address the phase difference map

,

and

and

are the phases of the

respectively. The next issue is to
.

3.2.2 Fringe analysis based on phase shifting profilometry
Phase shifting profilometry (PSP) [50] is one of most popular approaches to
analyzing fringe pattern and acquiring a phase difference map

. PSP

acquires a phase map by projecting M periodic fringes generated by shifting the
phase of the original with 1/M, 2/M, 3/M, …, (M-1)/M delay on the reference plane
and the object respectively. Elegant algorithms are employed to detect the phases of
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and

. For simplicity of deduction, only a cross section of the

object surface is considered so that the intensity of fringe patterns and the height
distribution function can be expressed in one-dimension. In the generalized model of
M-step PSP algorithm [50], fringe patterns on the reference plane and the object
surfaces can be theoretically expressed as follows:
(3.8)
(3.9)
where

and

are the intensity of the ideal sinusoidal fringe patterns (one-

dimensional) projected on the reference and object with M-step phase shifting
respectively.

is the reference phase, and

the variance of the object surface. In other words,
information.

is the distorted phase due to
contains the surface

denotes the spatial frequency of the fringe pattern, which means the

length of one fringe in a period.

The critical issue of PSP is to solve
difference

and

, and then obtain the phase

. To address this issue, the following manipulations of fringe

images must be conducted.
(3.10)
(3.11)
(3.12)
(3.13)
(3.14)
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(3.15)
can be calculated by using arctan function.
(3.16)
However, according to the definition of arctan function, the estimated phase values
are mathematically wrapped within the interval

corresponding to the

principal value of the arctan function. However, the true phase is highly likely to
exceed

when sharp changes occurs on the object surface. Phase unwrapping

algorithms aim to recover the true phases from the wrapped phases by finding the
unknown integer multiple of

to be added at the wrapped phases and making the

phases continuous [72].

As for the error analysis of PSP algorithm, Hu [50] provided detailed theoretical
deduction. In practice, the sinusoidal fringe pattern obtained from the DFPP would
be affected by various factors, such as the reflectivity of the object, the non-linear
intensity distortion of the projector, the sensitivity of the camera, ambient light and
so on. The captured fringe pattern is essentially non-sinusoidal. Theoretically, the
PSP algorithm can reduce of the influence of reflectivity, camera sensitivity and
ambient light. Assume that one ideal sinusoidal fringe pattern generated by the
computer is the input of the projector (i.e. the source fringe), which can be described
as:
(3.17)
where b1 amplitudes the intensity in the range of 0~255, bo is the bias. Due to the
distortion of the projector, the real fringe pattern projected out becomes
(3.18)
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represents the real response of the projector to the inputs

. In other words,

is the genuine fringe patterns projected onto the object surface. Assuming the
reflectivity of the reference plane is r(x,y) and the ambient light on the object is
a1(x,y), the reflected intensity can be expressed as:
(3.19)
Due to the sensitivity of the camera, the intensity of the fringe patterns captured
becomes
(3.20)
where

and

,

the ambient light camera received by the camera. Substituting
(3.10)-(3.16),

and

is

into Equation

can be eliminated. This indicates that the

influence of the reflectivity of the object surface, the sensitivity of the camera, and
the ambient light can therefore be eliminated. Even so the non-linear distortion of the
projector still exists, the phase of
the non-linear distortion function

and

remains the same owing to the fact that

is a monotone function. Therefore, PSP must

work with error compensation or correction. There has been a few works
concentrating on addressing this problem [73-75]. It has been proved that the rootmean-square (RMS) measurement error is approximately 0.25mm without error
compensation, and RMS can achieve almost 0.025mm after error correction.

3.2.3

System calibration

In the previous sections, the absolute phase map

can be obtained through

fringe pattern analysis and phase unwrapping algorithms and then be converted into a
height map

according to the triangulation. However, the height map
43

analogous with the phase map is indexed with the pixel numbers. In order to obtain
real-world coordinates, the conversion can only be accomplished when system
calibration is conducted. System calibration is the processes that can retrieve the realworld coordinates as a function of the phase, which means it can convert the phase
into real-world coordinates arranged as three matrices:

,

,

. In other words, the three matrices can index the coordinates of any point.

More specifically, calibration must be performed during the projections on the
reference plane and is executed in two directions: longitudinal and transverse. The
calibration of longitudinal direction determines the conversion method of phase-todepth, i.e.
(3.21)
where

stands for the absolute phase map of the reference plane.

represents the depth value (i.e. z coordinate) of points on the reference plane imaged
at pixel

. The transverse calibration aims to determine the functions of the x

and y coordinates of every point on the reference plane with respect to phase, i.e.
(3.22)
(3.23)
Therefore, calibration can be regarded as finding three functions:

,

,

.

State-of-art calibration techniques can be roughly divided into analytical and
empirical branches. The former [66-67] are highly dependent on a precise
mathematical model to describe the system, which contains a number of parameters,
such as the intrinsic and extrinsic parameters of the camera and projector, the
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geometric setup of the camera and projector unit, etc. As a result, the system
becomes very inflexible, with even a slight movement of camera or projector leading
to re-calibration. The latter branch [68-70], on the other hand, evaluates the three
functions from experience and observation.

Pinhole camera is the basis of the analytical method. The subsequent paragraphs will
discuss the pinhole model in detail. In the previous sections, the principle of DFPP is
deduced on the basis of a few assumptions for the purpose of simplification.
However, a real camera can be mathematically described by the pinhole camera
model (the projector model can be regarded as an inverse pinhole camera), of which
the light beams are not parallel but converge to a finite center. The pinhole camera
model is illustrated in the following diagram.

Figure 3.4: The pinhole model of perspective camera [76]
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Let Pw

denotes a point on the surface of object in the world coordinate.

Its corresponding pixel coordinate (up, vp) can be obtained by going through the
following transformations:



Step 1: Transform world coordinate Pw to camera coordinates Pc.
(3.24)

and

is the rotation and translation matrix respectively, which

can transform Pw

in the world coordinate space into camera

coordinate space Pc

. The camera coordinate space is defined

by the camera optics (esp. charge coupled device (CCD) in this
circumstance). As the figure above,

denotes the focal point of camera,

together with Xc, Yc and Zc (i.e. three orthogonal axes) composed of the
camera coordinate system. The projection of

on the image plane in the

direction Zc determines the principle point
coordinate. The distance between

of image

and principle point O is called focal

length f.


Step 2: Perspective projection to the image plane.
(3.25)
The camera's image plane is defined as perpendicular to Zc axis and
intersecting at

, and paralled to the Xc and Yc axes respectively.

The perspective projection transformation is obtained by taking account
of the geometric relationship between similar triangles
.
46

and



Step 3*: Lens distortion model.

(3.26)
Due to the distortion of the optical lens, the true position often deviates
from the nominal position obtained from the previous step, a factor
referred as “plumb model” by Brown [77].


Step 4: Transformation from camera coordinates to pixel coordinates

(3.27)

A is the camera’s intrinsic matrix, in which
the principal point,

and

are the location of

are the physical dimensions of a single

pixel, and α is the skewness coefficient. With a digital camera, the
positions are spatially digitized and presented in pixel coordinates. The
homogeneous pixel coordinate can be calculated on the basis of the
camera’s intrinsic matrix.


Step 5: Inverse transformation (from pixel coordinates to world coordinates)
In order to convert pixels to the world coordinate space, the inverse
operations of the above steps are required. In summary, there are
extrinsic parameters (Rw2c, Tw2c, Ow, Oc) and intrinsic parameters (f, hx,
hy, O) for conversion of pixel-to-point without consideration of lens
47

distortion. Therefore, the pinhole camera model can be defined by
providing two sets of parameters: extrinsic and intrinsic parameters,
which are listed in Table 3.2. The subsequent paragraphs will discuss
them in greater detail.
Table 3.2: Camera calibration parameters
Focal length ( f )
Intrinsic
parameters

Image center
Coefficient of radial distortion (hx)
Coefficient of tangential distortion (hy)

3.3

External

Rotation matrix (R)

parameters

Translation matrix (t)

Data acquisition and database

3.3.1 System configuration
The DFPP system developed by our lab is made up of a DuncanTech MS3100 3CCD camera with a Nikon AF-S DX NIKKOR 16-85mm f/3.5-5.6 ED VR lens, a
HITACHI CP-X260 Multimedia 3LCD projector and a PC with Intel Core i7 860
CPU @ 2.80GHz and 2.96GB of RAM. Figure 3.5 illustrates the actual camera and
projector unit of our DFPP system, of which the specification details are presented in
Table 3.3.
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Figure 3.5: The camera and projector unit of our DFPP and the camera interface

Table 3.3: The specification of the projector and camera
HITACHI projector
3LCD

DuncanTech camera
3CCD

Resolution: 1024768 pixels Resolution: 13921040 pixels
Throw distance (m): 1.4~8.9 Image size (mm): 7.6~6.2
Image size (cm): 102~76

Focal length (mm): 16~85
Frame rate: up to 7.6 fps

Apart from the optical devices, a PC is indispensable to the DFPP system. It not only
controls the fringe pattern projection and image acquisition, but also data processing
and surface reconstruction. These functions are achieved by a MATLAB program
developed by our OSPR lab. The program consists of the following modules: fringe
projection and acquisition, fringe analysis, system calibration, and data registration.
In the remainder of this section, they will be specifically described.
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(a)

Fringe pattern projection and acquisition module

The fringe pattern projection and acquisition (FPA) module determines the features
of the fringe (e.g. pattern and frequency), the projection mode (e.g. phase shift,
number of steps and phase projection rate when PSP employed), and the capture
manner (e.g. frame rate). In short, FPA module drives the operations of the optical
devices. Figure 3.6 illustrates a screenshot of the user interface of the FPA module
developed in the MATLAB.

The FPA module is specially designed for the PSP. The number of steps for PSP can
be setup directly. For example, if five steps are input, then a sequence of five fringes
will be projected after the “GO” button is clicked. Then, the phase difference
between them will be

. Also, the fringe pattern can be assigned with varying

intensity in the vertical direction varies, such as sinusoidal and sawtooth. In addition,
the number of pixels to be projected in one period of the fringe can be set in this UI,
which has a direct relationship to the spatial frequency of the fringe. Last but not
least, the fringe can be projected in red, green and blue. The experiments found that a
red fringe has the least amount of noise when acquiring real human face. The
precision is highest when a green fringe is projected onto plaster molds. The FPA
module also provides a real-time preview of the specially designed fringe patterns.
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Figure 3.6: The user interface of the FPA module

(b)

Fringe pattern analysis module

The fringe pattern analysis module contains three sub-modules: image pre-processing,
phase extraction and phase unwrapping. A PSP algorithm is utilized for the phase
extraction. In other words, multiple fringes with fixed-step phase shift are projected
onto the reference plane and the object surface respectively, which can be set up in
the FPA module. Two groups of images in terms of the reference plane and object
are obtained afterwards. On the basis of the algorithm presented in Section 3.2.2, the
phase map can be extracted.
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Before conducting PSP, the obtained images are pre-processed for redundancy and
noise removal. The redundancy originates from two factors. One is the difference in
resolution between the camera and projector. Because the resolution of the camera is
higher than that of the projector, several pixels on the acquired image stand for one
pixel on the projected image. The repeated pixels are therefore redundant and must
be rejected. The other arises from the surrounding disturbance. Put simply, the
captured image will include not just the object to be measured, but also the
surrounding area and the shadow around the boundary or a sharply changing area of
the object surface. The background and shadow area is redundant information for
PSP, and must therefore also be eliminated. Shadow area removal depends on
detecting the magnitude of those pixels that approximate to zero. In practice, a black
background is put behind the measured object, and regarded as a shadow area in the
similar way.

After pre-processing, the PSP sub-module extracts the phase map from the acquired
images. As explained in Section 3.2.2, the phase extracted by PSP is wrapped within
the interval

, corresponding to the principal value of the arctan function. In

practice, the four quadrant inverse tangent implements the arctan function in
Equation (3.16). It means that the wrapped period increases and thus the unwrapping
procedure is much easier.

(c)

System calibration module

After analysis of the captured images, the absolute phase map is obtained. As long as
these system parameters are estimated precisely, the real 3-D coordinates of points
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can be derived from the phase map. According to the triangulation theory of the
DFPP system and Equation (3.7), the height of any point on the object surface can be
retrieved when D, L and

between the two fringe patterns are known. Calibration

is the process used to estimate a 3-D system coordinate system so as to establish a
real 3-D object surface. Furthermore, 3-D modeling can be achieved when the 3-D
coordinates of points on the whole surface are provided.

In this case, system calibration includes conventional camera and projector
calibration. The projector calibration procedure can be regarded as the inverse of the
camera calibration. The camera calibration is implemented by using the calibration
board, as shown in Figure 3.7. The calibration board is composed of

circles,

often referred to as the target point. The distances between the target points are
precisely pre-known. Five large points are used to determine the direction of the
board.

Figure 3.7: The calibration board used for our DFPP system

Firstly, the calibration board should be captured in the range of the camera more than
three times but from slightly different angles. Then, an image sequence of the
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calibration board is obtained. The target points can be extracted by a specific image
processing methods. The number of pixels between any two target points in the
captured image can be counted. Since the true distance of any two target points is
already known, the unknown parameters of the calibration can be estimated by
substituting the known coordinates of the target point into the equations.

(d)

Data registration module

The data registration module aims to align range images acquired from more than
one view in order to generate an integrated 3-D model. The underlying algorithms
will be introduced in the next chapter.

3.3.2 Data acquisition procedure
Figure 3.8 illustrates the acquisition scene of the DFPP system in our lab. In general,
there are four stages to the acquisition process. In the following section, the details of
each stage will be introduced according to the work flow shown in
Figure 3.9.

Figure 3.8: The data acquisition process of the DFPP system
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Figure 3.9: The work flow of the DFPP system

Stage 1:
System calibration must be conducted at the very beginning. After the system is
calibrated, it cannot be moved. The calibration process is significant for
converting the phase map to the coordinates of a 3-D point cloud. It is
implemented by simply placing the calibration board in the viewing volume of the
camera more than five times from slightly different angles. Then, the calibration
module processes the captured images of the calibration board and outputs the
related system parameters.
Stage2:
Fringe projection and acquisition are implemented by using the user interface of
the FPA module, shown in Figure 3.6. In order to guarantee high precision, a sixsteps PSP is adopted, which means there are six images of the fringe pattern in the
sequence. The parameters of the fringe pattern such as colour, period, initial phase
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and style, can be directly adjusted in the FPA user interface. In these experiments,
a sinusoidal fringe pattern is adopted, which means the intensity of the projected
fringe varies sinusoidally in the vertical direction. The image sequence with
phase shift is projected onto the reference and then captured by the camera.
Stage 3:
The same image sequence is then projected onto the object, captured and saved.
Note that the DFPP system must be maintained in the same configuration as
during the previous stage. The target object must be placed in both the viewing
distance of the camera and the projector.
Stage 4:
Then, the fringe pattern analysis module processes the 12 captured images to
extract a phase map, which is subsequently converted into a range image or 3-D
point cloud after considering the system calibration.
Stage 5:
Range images from multiple views around the object are aligned during the
registration module. The evaluation of the registration result is the error metric,
which approximates the termination criteria.

3.3.3 Database
In this thesis, a face database is established for simulations of registration. The
database contains 90 range images of the faces of 30 people from three different
angles, and the rotation angle to left or right is approximately 60 degrees. In other
words, we use three images to describe one face from three views: the frontal view,
the left view and the right view. The frontal view covers facial features for the most
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part apart from sharp changing areas such as nose wings. The two side images are of
service to supply the missing information. Accordingly, the three images provide
comprehensive information that contains all valuable facial features.

In registration module, each range image can be represented in two ways: pointbased display and realistic display. Figure 3.10 shows a group of range images of one
individual in the database displayed in point-based and realistic ways.

Frontal
face

Right
face

Left face

(a) Captured picture

(b) Realistic 3D
display

(c) Point-based display

Figure 3.10: Range images of the acquired fringe patterns displayed in different ways

Because range image only contains the spatial coordinates of the points on the face in
this case, point-based display cannot visually represent the details of face. Realistic
display gives more natural representation by reconstructing a mesh surface with
factitious lighting and shading effects. Addition, the registration module can rotate
57

the range image so that we can observe it from any direction. Figure 3.11 shows a
frontal face and a side face observing along negative z-axis (i.e. X-Y view shown in
(a)), negative x axis (i.e. Y-Z view shown in (b)), the negative Y-axis (i.e. X-Z view
shown in (c)) and an arbitrary direction (i.e. corresponding view shown in (d)).

frontal
face

right
face

Left
face

(a) X-Y view

(b) X-Z view

(c) Y-Z view

(d) Arbitrary
view

Figure 3.11: A group of range image about one face in the database displayed in
point-based way from different views
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Figure 3.12: Groups of range images about faces in the database displayed in realistic
way

Figure 3.12 provides a few faces in the database in the realistic display. In practice, it
can be seen that unconscious spasms of the facial muscles have a negative effect on
measuring accuracy. This phenomenon is due to the fact that the rapid shifting of the
fringe pattern emitted by the projector stimulates the human eye even when closed,
making it difficult for the subject to remain still for the duration. The severity of this
occurrence varies from person to person. As plaster moulds can be regarded as the
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ideal free-form steady surface with uniform reflectivity, so hand or face mould can
be used for simulations of registration in ideal condition. Figure 3.13 illustrates two
range images of a hand and a face mold in realistic display. It can be seen that the
reconstructed surface is smooth.

Figure 3.13: Range images of a hand and a face plaster mold

3.4

Conclusions

This chapter considered not only the theoretical derivation of DFPP used to acquire
the range image but also the practical acquisition of range images and building of a
database by the DFPP system developed by our lab.

In the theoretical derivation part, the optical triangulation principle of DFPP was
investigated. It explained the relationship between the absolute phase map of the
fringe pattern and height map of points on the object surface with respect to the
reference plane. Secondly, the fringe pattern analysis based on PSP was examined. It
explained how to extract the phase map through projecting a sequence of fringe
patterns with the given phase shifting steps. It also proved that PSP works properly
on projectors with the nonlinear distortion, and the reflectivity of the object surface,
sensitivity of the camera, and ambient light can be ignored. Thirdly, the system
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calibration was stated in order to establish the precise relationship between the phase
map and real-world coordinates.

In the practical implementation part, the procedure of data acquisition by the DFPP
system developed by our OSPR lab was stated. Firstly, optical devices of the DFPP
system were configured. Secondly, the workings of the related program modules
were explained. The fringe pattern projection and acquisition (FPA) module drives
the operations of the camera to capture images and the projector to project fringe
patterns. It defines the features of the fringe, the projection mode, and the manner of
capture. The fringe pattern analysis module contains three sub-modules for image
pre-processing, phase extraction and phase unwrapping. PSP is the underlying
algorithm of the phase extraction sub-module. Before conducting PSP, the images
obtained are pre-processed to remove redundancy and noise. The phase unwrapping
sub-module aims to unwrap the phase values solved by arctan function and obtain the
genuine absolute phase values. The calibration module is intended to estimate the
system parameters for converting the phase to real-world coordinates of 3-D points.
The data registration module is designed to align data obtained from multiple views
and generate an integrated 3-D model. The underlying algorithms will be introduced
in the next chapter.

Last but not the least, a range image database was established. It contains range
images of 30 human faces from three views. The range image only contains the
spatial coordinates of the points on the face. Therefore, the registration module
developed in this thesis provides not only point-based display but also realistic
display, which reconstructs a mesh surface with factitious lighting and shading
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effects. Because the performance of DFPP to acquire the face of different individuals
is influenced by many factors such as the variance of skin reflectivity, size, shaking
range and some other unpredicted factors, we also acquired a hand and a face plaster
mould for further processing.
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CHAPTER 4: RANGE IMAGE REGISTRATION
4.1

Introduction

This chapter considers the issue of range image registration. As indicated in Chapter
3, the DFPP system developed by our lab only generates one range image from a
view during one measurement. It is obviously insufficient to describe the entire
surface of an occlusive 3-D object making it necessary to take a sequence of range
images from multiple views and align them together in the world coordinate, which
is the aim of registration. In Chapter 2, the existing registration methods are reviewed.
In this thesis, we focus on accuracy rather than the speed.

This chapter aims to address the accurate registration issue. Two solutions to this
issue are included in this chapter. Firstly, the conventional accurate registration
method ICP is investigated. Secondly, the variant of ICP with invariant features is
proposed. The method explained in the first part is the baseline method for solving
the registration issue. The method presented in the second part is modified based on
the conventional method for further improvement. The additional part of this chapter
is another main contribution of this thesis.

This chapter is organized as follows: Section 4.2 states the registration problem as an
optimization problem. The objective function of the registration problem is clarified.
The challenges of registration are the correspondences matching and the
transformations estimation. Section 4.3 investigates the conventional ICP algorithm.
Section 4.4 proposes the ICP-based method with invariant features. The performance
of the proposed registration method is compared with the conventional ICP methods
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by using synthetic data in Section 4.5 and real data in Section 4.6. At last, Section 0
concludes this chapter.

4.2

Problem statement of registration

Assume that

is a set of range images taken from the test object

rotating progression moderately, which means the set of images embody the views of
an object from multiple directions. Figure 4.1 gives an illustration about the
registration process of two range surfaces obtained from two adjacent views (i.e. two
partially overlapping point clouds). Figure 4.1(a) illustrates the reference range
surface obtained from view1. Figure 4.1(b) shows another range surface obtained
from view2. The two range surfaces originated from the two adjacent range images
are not in the same coordinate system. Figure 4.1(3) demonstrates that the two range
surfaces are registered. During the registration, the crucial issue is to determine the
transformation between views.

(a)

(b)

(c)

Figure 4.1: Two range images acquired from adjacent views [2]

The challenge of registration is to evaluate the Euclidean rigid transformation
including the translation matrix

and rotation matrix

between a set of range surfaces originated from I and represent them
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all with respect to a common coordinate system. For each range image
transformation vector

and

transform every point

and result in

, the
in

the global coordinate system. The operation of estimating the rigid transformations
between inter-frame range images is known as registration. The result of this
estimation is named as registration transformation [31, 34, 78].

If

range

image

and

range

image

are to be registered, the objective of registration is to find a
rotation matrix R and a translate vector t which makes the distance error e is minimal,
(4.1)
where qi∈Q is the point in the overlapping region S of the two range images and
distance function d(.) calculates the minimal distance from a point qi ∈Q to its
corresponding point pi ∈ P. The process of registration can be regarded as an
optimization problem.

4.3
4.3.1

The conventional iterative closest point algorithm
Introduction

Since the iterative closest point (ICP) algorithm was initially proposed by Chen [34]
in 1991 and Besl and McKay [31] in 1992, many researchers have contributed to
improving various aspects of it. In the section 2.2.4, the evolution of the ICP variants
has been reviewed. Among them, the variant proposed by Zhang [33] in 1994 is a
milestone.
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(c)

(c)
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(c)

Figure 4.2: The general idea of the conventional ICP method

Assuming that two surfaces P and Q represented as two-dimensional red and blue
curves in Figure 4.2, are acquired by DFPP from the same object surface but
different views. Initially, P is transformed to the coordinate system of Q
approximately according to the coarse estimation between two views. The
conventional ICP method refines the coarse estimation by minimizing the distances
between the corresponding point pairs iteratively until the mean squared distances
converge to a global minimum. Specifically, the corresponding point pairs in P for
every point in Q are temporarily chosen by the Euclidean closest distance in each
iteration, as shown in Figure 4.2 (a). The provisional transformation between two
surfaces can be estimated according to the coordinates of temporary corresponding
point pairs. The transformation T is optimized by minimizing the distances between
temporal candidate pairs iteratively. After a few iterations, P approaches Q closer
and closer and the temporal candidate pairs are much closer to the true ones such as
demonstrated in Figure 4.2 (b). Besl and McKay indicated that their method only
guarantees that the iteration converges to a local minimum, not a global one [31], as
presented in Figure 4.2 (c), which means that the result of this method is highly
dependent on the accuracy of the initial estimate.
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4.3.2
(a)

Principle of the conventional ICP method
Procedure

Since the first appearance of ICP, many variant registration methods have been
introduced to improve the classic ICP algorithm. These variants can be classified
according to which stage of classic ICP procedure is modified. In general, the
procedure of the ICP-based methods have the following five stages [43]:
1)

initial estimation;

2)

selection of candidate points in both surface patches such as uniform
sampling, random sampling, or normal sampling;

3)

corresponding pair matching strategies using closest point [31], normal
shooting [34], or projection matching [2];

4)

weight introduction according to the distance between corresponding pairs,
deviation of normal, and line of sight;

5)

rejection of incorrect correspondences;

6)

assignment of an error metric;

7)

error metric minimization.

In the following sections, each stage will be specifically explained.

(b)

Initial estimation

The initial estimation can be achieved when the motion of DFPP system and the
object relative to each other can be precisely calibrated, which is the so-called
mechanical registration. However, there are tremendous limitations in the practical
circumstances such as the huge cost on the calibration instruments, the
inconvenience when measuring large surface and the huge workload. Therefore, the
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initial estimation for ICP is often achieved by some coarse registration method and
then be refined afterwards.

(c)

Candidate point selection

Since registration input is increasing largely, large owing to improvements in high
resolution, a common acceleration strategy is to select a subset of points through
sampling. These points are called control points, whose corresponding points are
searched in the next stage. Besl and McKay employ all available points to be the
control points. The uniform sampling used by Turk [41] and the random sampling
used by Masuda [42] are both reasonable. However, such methods are not applicable
in some complex cases where the distinctive features are sparsely distributed in a
small portion of the surface. A researcher must therefore select points in the most
distinguishing feature areas with the aid of auxiliary information such as normal,
curvature, color and intensity [79]. Among them, the normal-space sampling, as
proposed by Rusinkiewicz and Levoy [43], and curvature-space sampling are the
approaches that work on the premise that normal information or curvature is
provided or estimated. In fact, normal or curvature estimation can be taken as simple
feature extraction and certainly increases pre-processing time.

(d)

Matching corresponding point pairs

As mentioned before, true candidate pairs are obtained through several iterations.
However, at the very beginning, candidate pairs are chosen temporarily by some
strategies. Besl and MeKay minimize the point-to-point distance, which indicates the
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Euclidean shortest distance between point p in the surface of P to the intersection q
in surface Q, for finding the corresponding point pair as shown in Figure 4.3.

q
Q

p
P
Figure 4.3: Point-to-point correspondence matching

Given two points

, the Euclidean

closest distance is:
(4.2)
Considering a point

and a point set P (the definitions of Q and P are as the

same as they were defined in Section 4.2), the Euclidean closest distance of

to P is

defined as:
(4.3)
which means

must traverse every point of P and be matched with the one whose

distance towards

is the shortest. Accordingly, the cost for matching one point is

. If matching all points of Q, the cost is

. Closest point matching

procedure always consumes a lot of processing time. To accelerate searching time, kd trees can be employed to increase the matching speed. The cost can be reduced to
.

In addition, Chen and Medioni [34] proposed an alternative matching criteria, pointto-plane distance, which is defined as the length between the point pi in P with
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respect to the intersection

of tangent planes of the normal vector at pi in Q. The

differences between the mentioned two matching approaches for searching the same
point pi are shown in Figure 4.4.

qi
Q

q i'


np
P

pi

Figure 4.4: Point-to-point and point-to-plane matching

The point-to-plane method requires usually less iteration than the point-to-point
method. It is also less sensitive to the non-overlapping regions, which makes it robust.
However, the point-to-plane distance is hard to compute unless the normal
information is obtained during digitizing, a capacity which has been realized in some
modern range finders. Otherwise, considerable time is required to detect
neighbourhood information with sufficient accuracy to estimate the normal vectors.

(e)

Reject incorrect correspondences

When two range surfaces to be aligned do not overlap completely, allowing
correspondences involving points on mesh boundaries can introduce a systematic
bias into the alignment, disallowing such pairs eliminates many of these incorrect
correspondences. Figure 4.5 represents the situation in which the points of the
surface P non-overlapped with surface Q are all matched to the boundaries of surface
Q according to closest point searching. This leads to incorrect estimation of
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transformations. To avoid this problem, the points on the edge of the surface to be
matched should be detected, and all pairs contain the edge points then rejected, as
presented in Figure 4.6.

P

Q

Figure 4.5: Boundary correspondences matching without edge detection

P

Q

Figure 4.6: Boundary correspondences matching with edge detection

(f)

Error metric

The principle of ICP is to estimate iteratively the transformation between the
temporal corresponding point pairs from two point sets until their error metric
converges to the minimum. In other words, the ICP algorithm can be regarded as an
optimization problem, and the error metric is what must be minimized.
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Besl and McKay defined the error metric as the mean squared point-to-point
distances between corresponding point pairs. Therefore, their objective function can
be described as below:
(4.4)
and
vector.

both represent the coordinates of point in the 3-D space in the form of 3×1
and

are two point sets in the form of 3×N matrix; each column

represents the coordinate vector of a point. In this case, two matching point sets are
limited to the same size.
to be aligned with .
the .

is the reference point set,
is the ith point in

,

is the model set that is going

is the corresponding point of

in

represents the 3-D rigid transformation function, of which the independent

variable is the coordinate vector of the point in the model point set.

(3×3 the

rotation matrix) and t (3×1 the translation vector) are two constants of

. d is the

Euclidean distance function from the point of model point set
point

to the corresponding

in the reference point set, as illustrated in Figure 4.3. e is the error metric.

The original ICP proposed by Chen uses the mean squared point-to-plane distances
as the error metric instead, as illustrated in Figure 4.4. That means the computation
of d changes and therefore the error metric changes.

In 1994, Zhang proposed the partial ICP variant, which can be employed when the
model point set and the reference point set partially overlap. In other words, Zhang’s
algorithm is applicable when the sizes of two point sets are not the same. The error
metric of Zhang’s method is defined as:
(4.5)
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where

takes value of 1 if the point

in the model can be matched to a point

in

the reference and takes value of 0 otherwise.

The convergence theorem of the original ICP algorithm has been proved by Besl and
McKay [31]. The theorem states that the ICP algorithm always converges
monotonously to a local minimum with respect to the mean squared distance
function. It means that the distance between the two point sets decreases after each
iteration: in other words, the two point sets get closer.

4.4
4.4.1

The iterative closest point algorithm with invariant features
Introduction

Iterative closest point with invariant features (ICPIF) is a variant of ICP method,
which was presented in [35-36, 80]. This method is a type of feature-based ICP,
which makes use of the invariant features as the shape descriptors to provide more
information for correspondences searching. Invariant features refer to those
quantities that remain unchanged: in this particular circumstance, to the surface
parameterization, rotations and translations applied to the surface. The differential
geometry is ideal to characterize a surface and establish mathematical description of
the local features that are invariant to rigid motion. At the beginning of this section,
the fundamentals of the invariant features are introduced.
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(a)

Parameterized surface and invariant features

In the classic differential geometry, the parametric form of a general surface S is
defined as below:
(4.6)
where D is the two-dimensional parameter space. For simplification, S could be
written in the matrix function as equation:
(4.7)
The first and second fundamental forms of S are regarded as the basic mathematical
essences to analyze a smooth surface in classic differential geometry. The first
fundamental form I of S is defined by the following quadratic function:
(4.8)
where the elements of [g] referred as the first fundamental form matrix are defined as
follows:
(4.9)
(4.10)
(4.11)
(4.12)
(4.13)
xu, xv donate the partial derivative of x, which is the u tangent vector and v tangent
vector. The geometric essence of I is the measurement of the small amount of
movement

on the surface of any point (u,v,) for a given small amount of

movement in the parameter space (du, dv). Consequently, it is obvious that I is
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dependent on itself rather than the surface parameterization, translations and
rotations. That is the reason why I is called the intrinsic features of a surface.

The second fundamental form I of S is defined by the following quadratic function:
(4.14)
where the elements of [b] referred as the second fundamental form matrix are defined
as follows:
(4.15)
(4.16)
(4.17)
(4.18)
(4.19)
(4.20)
(4.21)
xuu, xvv donate the second partial derivatives of x, n donates the surface normal. In
contract, the geometric essence of II means the measurement of the correlation
between the differential normal vector dn and the change of dx. Due to that the
normal vector, II is relevant to the perspective of the surface in the 3D space and thus
is taken as the features of a surface.

The ratio of II and I is the so-called normal curvature function Knormal, which
indicates all curvatures at any given point (u,v) on the surface. The principle
curvatures are defined as a pair of extrema among the normal curvatures. Figure 4.7
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illustrates the maximum curvature k1 and the minimum curvature k2 of a point p in
three surface styles. n is the normal vector at point p.

n
n

k1

n

p
p

k2

k1
k2

p

k2

k1

Figure 4.7: Principle curvatures illustrated in three types of surface

The Gaussian curvature K and the mean curvature function H of a surface are
defined as Equation (4.23) and Equation (4.24) by known the shape operator (i.e.
Weingarten mapping)

, which connects the first and second fundamental form

matrices and can be obtained through Equation (4.22):
(4.22)
(4.23)

(4.24)
According to Besl and Jain [81], the principle curvatures can be obtained by solving
the function :
(4.25)
Hence,
(4.26)
Moreover, the principle curvatures, Gaussian curvature and mean curvature have the
following relationships and with the principle curvatures:
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(4.27)
(4.28)
Accordingly, the principle curvatures are mathematically convertible to Gaussian
curvature and mean curvature. In other words, the pair of principle curvatures {k1,k2}
contains exactly the same curvature information as the pair {K, H}.

By comparison, the mean curvature is an extrinsic property of a surface as are the
principle curvatures and less sensitive to the noise due to the average of the principle
curvatures. The Gaussian curvature is an intrinsic property of a surface, but unlike
the principle curvatures is unrelated to directions. Both Gaussian curvature and mean
curvature are invariant to transformations of the parameter space, the rotations and
the translations of the surface itself. The pair {K, H} can be used to classify the
surface style. According to the signs {K, H}, eight surface types are determined.
These are peak, flat, pit, minimal, ridge, saddle, valley and saddle valley. However,
the principle curvatures are frequently regarded as the ideal surface descriptor due to
the intuition of their geometric significance.

(b)

Invariant feature computation for range image

As mentioned above, a 3-D surface can be characterized by the Gaussian curvature
and mean curvature functions that have properties of invariance to parameterization,
rotation and translation. Only range image contains depth information. The key to
obtaining the surface curvature of the range image is to calculate the first and second
derivatives of the depth map.
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In the case of range image, d(u,v) = u and e(u,v) = v. Thus, the parametric form of a
range surface S could be written as Equation (4.29) according to Equation (4.6):
(4.29)
Therefore, the first derivatives, the second derivatives and the surface normal can be
calculated by substituting Equation (4.29) into Equations (4.12) (4.13) and (4.18)
(4.19) (4.20) and (4.21).
(4.30)
(4.31)
(4.32)
(4.33)
(4.34)
(4.35)

Subsequently, the elements of the first and second fundamental form matrix can be
obtained by substituting Equations (4.30) and (4.31) into Equations (4.9), (4.10) and
(4.11), and Equations (4.32), (4.33), (4.34) and (4.35) into Equations (4.15), (4.16)
and (4.17). Thus,
(4.36)
(4.37)
(4.38)
(4.39)

(4.40)

(4.41)
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Then, the Gaussian curvature and mean curvature functions can be obtained
according to Equations (4.22), (4.23), and (4.24):
(4.42)
(4.43)

(c)

Partial derivative of depth map

The first and second derivatives of a given point
depth value

can be estimated by using the

in the depth map.
(4.44)
(4.45)
(4.46)
(4.47)
(4.48)

4.4.2

Procedure of the proposed registration method

Assume the reference and the model frames both take the form of a 3-D point set,
denoted as Pref and Qmod respectively. Figure 4.8 shows the flow chart of the
registration procedure, which contains the following steps:
(i)

estimate the initial transformation [Ro,to] by principle component analysis
algorithm;

(ii)

estimate the principle curvature Kref for the reference frame Pref;

(iii)

uniform-sampling select the control points qmodi from the model frame Qmod:
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(iv)

find the correspondence prefi from the reference frame Pref to match with
qmodi by the weighted distance function dα;

(v)

reject the unsatisfied correspondences by the adaptive threshold Dmax;

(vi)

estimate the renewed transformation [Ri, ti] and apply to Qmod;

(vii)

determine the termination criteria of the iteration.

In the following sections, the steps in terms of the initial estimation, the
determination of the weighted distance function, the correspondence selection and
the transformation estimation are explained in detail .
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Pref

Qmov

Initial estimation by PCA
(Ro, to)
And apply to Qmov

Compute principle curvatures Kref of Pref

Select control points from Qmov
qmovi∈Qmov
find correspondences prefi∈Pref for qmodi by
weighted distance function da
i 1
Reject unsatisfied correspondences by distance constraint Dmax

i
Update the dist constraint Dmax
Through statistical analysis of all distances

Update qmovi and prefi
i
by removing the matches whose distances greater than Dmax

Estimate transformations (Ri, ti)
by the correspondences qmovi and prefi

Apply (Ri, ti) to Qmov
Update the Kmod of Qmod

termination criteria
No
Yes
Redundancy Elimination

Figure 4.8: The flow chart of the proposed registration method
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4.4.3 Initial estimation by principle component analysis
Given a range image, the principle directions are defined by three eigenvectors of the
covariance matrix of 3D coordinates of data points. The covariance matrix K for a
given N points

defined as:
(4.49)

where

. Then, K can be rewritten as:

(4.50)

Assume two range images I1 and I2, the rotation matrix R can be estimated from the
normalized eigenvectors K1, K2 of covariance matrices of I1 and I2.
(4.51)
The translation vector t can be estimated through the displacement of two centers of
mass.
(4.52)

4.4.4 Correspondence selection with the aid of weighted invariant features
Finding correspondence is one of the most important stages in the ICP pipeline. As
mentioned in Section 4.1, the conventional ICP method only takes account of the
spatial positions for correspondence searching. The corresponding points in the
reference frame of the control points in the model frame are the Euclidean closest
point or sometimes called nearest neighbour. In my proposed method, the principle
curvatures are added into the weighted distance function for correspondence
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selection. Assuming that the spatial coordinate of a control point
and the feature coordinate is denoted as

is denoted as

, we have
(4.53)
(4.54)
(4.55)

where

,

are the principle curvatures of point , and additional features can be

added and expressed as
expressed as
between point

. Similarly, the corresponding point pair of

can be

. The weighted combined of spatial position and feature distance
and

shall be denoted:
(4.56)

where
(4.57)
(4.58)
and

is a constant in each iteration, which controls the contribution of the features.

In order to prove the enhancement of the possibility of matching correspondences
correctly, a simple simulation is conducted. In this simulation, a parametric curve
described by

is used to

simulate a slice of a 3-D surface. The red line stands for the curve as the reference.
The blue is the model curve, which is translated and rotated with
and

from y(x). The blue one can be regarded as the curve from a

different view. Now, two noise-free frames are obtained.
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conventional spatial distance de as selection criteria
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Figure 4.9: Correspondence matching by using spatial position distance

Figure 4.9 illustrates the correspondences matching by using the conventional pointto-point spatial distance as the selection criteria. The blue dots on the model curve
are the sampled candidates. The red dots on the reference curve linked by green lines
present the corresponding points of the candidates. It can be seen from Figure 4.9
that the corresponding points of the candidates distributed near the valleys derivate
from the valleys of the reference curve significantly, and while all candidates near
peaks correspond to the closest peak on the reference curve.
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weighted feauture distance da as selection criteria
10
8
6
4
2
0
-2
-4
-6

Reference
Model

-8
0

5

10

15

20

Figure 4.10: Correspondence matching by using weighted distance

Figure 4.10 shows the novel correspondence matching situation by using the
weighted distance. The correspondences are connected by the purple lines. It can be
seen that most of candidates near peaks and valleys on the blue model curve are
matched with the points near peaks and valleys, and the distribution of the
corresponding points on the reference curve varies with respect to that of the
candidates in general. These simulation results intuitively verify the idea that
weighted distance can select more accurate correspondences than conventional
spatial point-to-point distance.

According to Sharp [35], this proves that the estimation of error variance in each
spatial dimension

due to misalignment approximates to the closest point distance

de, expressed by Equation (4.57) Furthermore, the desired weight factor
normalization by

after

is set to be the variance of one dimension of positional error

in order to make the variance of feature error equal to the positional error.
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Therefore,

can be determined by Equations (4.59) and (4.60); the mean squared

error represents the global estimate of

.
(4.59)
(4.60)

4.4.5 Rejection of incorrect correspondences by the adaptive threshold
If the target frame and the model frame are fully matching, every point in the target
frame shall have a ground truth corresponding point in the model frame. This
indicates that two frames measure the same region but the position of the camera
differs. The traditional ICP method only works in this situation. However, the target
and the model frame are partially overlapped, which means that regions measured by
the two frames are not identical in practice. In this case, the points in individual areas
of the model frame are often found to correspond to the nearest edge points in the
target frame, forming spurious point pairs. Some constraints will be imposed to
remove these for a more accurate estimation of transformation. The maximum
tolerance of distance is exploited in my proposed method, inspired by Zhang’s
statistical ICP method [33]. Instead of using all correspondence to estimate
transformations, Zhang proposed an adaptive threshold for screening corresponding
point pairs. This method makes the ICP method work for the partially overlapped
point sets. The adaptive threshold (i.e. maximum tolerance of distance) is determined
through the statistics of the distances of all corresponding point pairs. In my
proposed method, the distance function is improved to become the weighted distance.
That is, the objective of statistics is modified to be the weighted distance. The mean
and standard deviation
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of the weighted distances are given by Equation (4.61):

(4.61)
Then, the threshold Dmax can be determined adaptively in each iteration as follows: if
, Dmax =

, the registration is quite good; if

the registration is acceptable; if
too bad; if
frames.

, Dmax =

, Dmax =

,

, the registration is not

, Dmax = ; the registration is fairly bad. D is the resolution of the

is set to the valley after the maximum peak of the weighted distance

histogram.

4.4.6

Rigid transformation computation

Motion is estimated after the correspondence is established. After determining the
corresponding point pairs, we use dual quaternion [18] to compute the rigid
transformation parameters. At first, the definition of the quaternion must be
introduced.

A quaternion can be represented as a vector [q1, q2, q3, q4] or a pair

where

. A dual quaternion, denoted as , consists as its name implies of
two quaternions q and s, i.e,
(4.62)
where ε is defined as

. A dual quaternion can be used to describe rotation

matrix R and translation vector t as follows:
(4.63)

where

, I is the identity matrix.
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(4.64)
where

is the vector part of the quaternion p given by

. In addition,

W(q) and Q(q) are two important matrix functions of quaternions, which are defined
as:
(4.65)

(4.66)
The objective function of registration can be written as a function of q and s, i.e,
(4.67)
Then, the key is to compute q and s to minimize the objective function to the
following two constraints:
(4.68)
(4.69)
The solution is deduced in [18] in detail. The relevant algorithm can be summarized
as follows:
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A set of 3-D point cloud
A set of 3-D point cloud, which is the
corresponding point cloud of xi

Input
wi

The weighting factor to reflect the uncertainty in
xi and yi

Step 1: compute matrices C1, C2:

Step 2: compute the 44 matrix A:
DQ
algorithm
Step 3: compute the eigenvector of A, which is exactly the quaternion q
Step 4: compute s:

Step 5: compute R and t from q and s referred to Equation (4.63) and
(4.64).
R

Rotation matrix

t

Translation vector

Output

4.5

Experiments using synthetic data

Experiments using synthetic data include two parts. The one is to apply the proposed
registration method to full-matching point clouds; the other is to apply the partially
overlapping point clouds. The aim of the experiments using synthetic data is to
evaluate the performance of the proposed registration method from three aspects: the
convergence behaviour, the accuracy and the number of iterations. There are two
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reasons for evaluation via synthetic data: it is hard to estimate the real characteristics
of a free-form surface but synthetic data can be defined as we wish, and also real data
suffers noise during the acquisition, which will disturb the evaluation of the
transformation estimate.

4.5.1 Full-matching registration using synthetic data
(a)

Full matching synthetic data generation

The full matching synthetic data is created by generating a parametric surface and
then sampled twice to be the reference one and the model one. Firstly, the parametric
surface can be described by

where u and v are the mesh grid of the XY plane. The range of u and v is within -6 to
6 and the grid interval is 0.1.

The parametric surface is generated in two different ways. The reference one
maintains the original. Figure 4.11(a) shows the reference frame in red. The model
one is rotated by 5 degrees in each direction and translated 1.5, 0.5, 0.2 along X, Y
and Z axis from the original one. Figure 4.11(b) represents the model frame in blue.
The two point sets are simulated to create the ideal noise-free surface from different
views for registration. Figure 4.11(c) illustrates the initial state for the full matching
registration and the transformation between them is as follows:
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(a) Reference frame

(b) Model frame

(c) Initial state

Figure 4.11: Full matching synthetic data

(b)

Experiment procedure

In the last paragraph, the synthetic reference frame is created by maintaining the
original self-defined freeform 3-D surface. The model frame is obtained by
transforming the reference frame in a given transformation as the ground truth. The
two frames are noise-free. The conventional ICP method, Zhang’s method and the
proposed method are employed to the two frames. The superiority of the proposed
registration method is emphasized by comparing with the conventional methods from
the following aspects: the convergence behaviour, accuracy and least iteration time.

The convergence behaviour of these three methods is observed by plotting mean
squared error against the iteration times. The mean squared error refers to the mean
squared weighted distances between the corresponding point pairs. The least iterative
time refers to the iterative time required for the MSE to converge to a global
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minimum. To evaluate the precision of rotation estimate, the rotation error defined in
[33] is as follows:
(4.70)
where t and

are respectively the real and estimated translation vectors, and the

rotation error is defined as
(4.71)
where R and

(c)

are the real and estimated rotation matrix.

Performance evaluation

First, the intuitive registration results are illustrated in Figure 4.12. It can be seen that
the original method and the proposed method perform much better than Zhang’s
method in the ideal full-matching circumstances.

(a) Original method

(b) Zhang’s method

(c) Proposed method

Figure 4.12: Registration results after 100 iterations

92

Second, the convergence behaviour of the three registration methods is evaluated.
The comparisons are based on the mean square error of distances between the
corresponding point pairs. The MSE of the three methods are compared in Figure
4.13. It is seen that Zhang’s method and the proposed method converge much faster
than the traditional method. This proves that the selection strategy has a massive
impact on convergence.
0.18
Proposed method

0.16

Zhang's method

0.14

Traditional method

MSE

0.12
0.1
0.08
0.06
0.04
0.02
0
1

11

21

31

41

51

61

71

81

91

Iteration times

Figure 4.13: Convergence behaviour of three methods

According to experiments, it can also be observed that registration result can be
regarded as satisfactory when MSE achieves approximately 0.02, acceptable when
MSE reaches about 0.05, and preliminary when MSE is 0.1. Figure 4.14 provides the
corresponding registration results at different MSE levels.

(a) MSE ≈ 0.01

(b) MSE ≈ 0.005

(c) MSE ≈ 0.002

Figure 4.14: The corresponding registration results at different MSE levels
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Third, the accuracy of transformation estimates is concerned. Table 4.1 and Table 4.2
show the accuracy of translation and rotation respectively. By comparison, the
accuracy of the traditional and the proposed methods is much higher than that of
Zhang’s method. This higher accuracy is because the number of corresponding point
pairs for transformation estimation used by the traditional method is much higher
than that by the other two methods. That means the less number of miss-matching
pairs are, the more accurate the estimation is and the more time-consuming is.
Although both Zhang’s method and the proposed method apply a threshold to restrict
the number of point pairs, leading to a considerable reduction in accuracy, the
precision of the proposed method is closer to that of the traditional method, due to
the advanced searching strategy.
Table 4.1: Accuracy of the translation estimation
Estimated translation
B l’
Z

Translation error
1.26%

’

20.69%

New proposed ICP

2.42%

Table 4.2: Accuracy of the rotation estimation
Estimated rotation
B l’

Z

Rotation error
5.96%

’

4.97%

New proposed ICP

4.91%
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Last but not the least, the CPU time consumption is examined. Suppose the mean
error is iteratively optimised via traditional ICP method, Zhang’s method and my
proposed method, and 100 iteration times is set to be the termination criteria. Figure
4.15, Figure 4.16 and Figure 4.17 demonstrate the trend of MSE along with the
number of iteration times and the corresponding time consumption by traditional ICP
method, Zhang’s method and the proposed method. As mentioned previously, when
MSE reaches 0.1, 0.05 and 0.02, the registration results can be taken as satisfactory,
acceptable and preliminary. As a consequence, the three critical levels of MSE and
the final achievement after 100 iterations, and their corresponding time consumption
are labelled in the figures. Table 4.3 provides a comparison of the three methods with
their time consumption at the three important MSE levels.
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Figure 4.15: The MSE and the time elapsed Vs. the iteration times by traditional ICP
method
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Figure 4.16: The MSE and the time elapsed Vs. the iteration times by Zhang’s ICP
method
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Figure 4.17: The MSE and the time elapsed Vs. the iteration times by the proposed
ICP method
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Table 4.3: The corresponding time consumption at critical MSE levels
Method

0.01MSE

0.005 MSE

0.002 MSE

Traditional

3.256s(18th)

4.9s(32th)

7.496s(57th)

Zhang

1.543s (6th )

12.75s(74th )

-

Proposed

th

2.265s (7 )

th

20.14s(79 )

24.07s(100th)

It can be seen from Table 4.3 that Zhang’s method is the fastest one to achieve
preliminary registration, following the proposed method and traditional method.
However, it is even 100 times of iteration that Zhang’s method cannot reach a
satisfactory registration, but the traditional method performs with satisfaction within
only 57 times of iteration. By comparison, the performance of the proposed method
in terms of time consumption is intermediate.

4.5.2
(a)

Partially overlapped registration using synthetic data
Partially overlapping synthetic data generation

The partially overlapping data is created by picking part of the reference frame and
the model frame used in the previous experiments. The new reference frame is
generated by cutting out the complete model frame, as shown in the Figure 4.18 (a).
Figure 4.18 (b) shows the new model frame that is made by half of the complete
model frame. Figure 4.18 (c) shows the original state for partially overlapped
registration.
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(a) Reference frame

(b) Model frame

(c) Original state

Figure 4.18: Partially overlapped synthetic data

(b)

Experiment procedure

In this experiment, the performance of the partially overlapped registration is only
evaluated by Zhang’s method and the proposed method, due to the fact that the
traditional method only works in full-matching cases. The partially overlapped target
frame, model frame and their original state are shown in Figure 4.18. Figure 4.19
illustrates the aligned results.

(a) Zhang’s method

(b) Proposed method

Figure 4.19: Registration results after 100 iterations

(c)

Performance evaluation

Figure 4.20 illustrates the convergence behaviours of Zhang’s method and the
propose method when aligning two partially overlapped point sets.
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Figure 4.20: Convergence behaviour of three methods

In the previous chapter, the advantage of the proposed method is explained as being
that it can find more accurate corresponding point pairs during each iteration, and it
estimates more accurately and converges faster. Figure 4.20 proves the MSE reaches
to minimum faster by the proposed method than by Zhang’s method, which confirms
the expectation.

In addition, the MSE of Zhang’s method approximates to 0.01 after 100 iteration
times, but the registration result at that time can only be seen as preliminary. Figure
4.19 (a) demonstrates the registration results after 100 iterations by Zhang’s method.
However, it is only 7 iteration times that the MSE of the proposed method arrives
0.01, that is the criteria of preliminary registration.
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Likewise, the accuracy of transformation is concerned. Table 4.4 and Table 4.5
demonstrate the estimation error of translation and rotation respectively.
Table 4.4: Accuracy of the translation estimation
Estimated translation

Translation error

Zhang’s ICP
Proposed ICP

Table 4.5: Accuracy of the rotation estimation
Estimated rotation

Rotation error

Zhang’s ICP

Proposed ICP

The two tables reveal that the precision of the translation estimated by the proposed
method is much higher than that of Zhang’s method. According to Table 4.5 , the
rotation error estimated by the two methods varies slightly in comparison. In general,
the performance of the proposed method is better than that of Zhang’s method, as
illustrated in Figure 4.19.
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At last, the time consumption is considered. According to Figure 4.21 and Figure
4.22, the MSE of Zhang’s method approximates 0.01 after 100 iterations, taking
42.97 seconds, whereas that of the proposed method only takes 6 iteration times (i.e.
4.08 seconds). It means the proposed method achieves more quickly than Zhang’s
method to a preliminary registration. In other words, the proposed method is much
more time-saving.
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Figure 4.21: The MSE and the time elapsed Vs. the iteration times by Zhang’s ICP
method when dealing with partially overlapped registration
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Figure 4.22: The MSE and the time elapsed Vs. the iteration times by the proposed
ICP method when dealing with partially overlapped registration

4.6

Experiments using real data

Experiments using real data include two parts: one is to apply the proposed method
to the surface of Beethoven’s plaster mold face. This experiment uses steady face to
evaluate the influence of initial estimate on the accuracy of final estimate. The steady
face refers to the surface of face mold acquired by the DFPP system in our lab. The
other one is to apply the proposed method to the real face in the database. The real
face is from the database established in Setion 3.3.3. These experiments aim to verify
that the accuracy of the proposed method to cope with real data is as good as to deal
with synthetic data.
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Figure 4.23 shows the registration of steady face produced by DFPP system in our
lab. The reference frame is represented in red as shown in Figure 4.23 (b) and
consists of 126759 points. The model frame is represented in blue as shown in Figure
4.23 (a) and contains 126612 points. The ground truth translation t and rotation R
between the reference frame and the model frame is:

Note that the translation is represented in a vector of which the elements are in
centimetres and the rotation is represented by a matrix (see more details in the
appendix A). Figure 4.23 (c) illustrates the initial state after applying the ground truth
transformation to the model frame. It takes about 31 iterations for the MSE of the
proposed method converges to the minimum. The final estimate of translation and
rotation

is as follows:

Note that the rotation is represented by the matrix and the elements of the translation
vector are in centimetres. According to Equation (4.70) and (4.71), the translation
error and rotation error achieved can be calculated as:
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The final registration result is shown in Figure 4.23 (d), which is achieved by applied
the estimated transformation to the model frame. It can be seen that the registration
performs as good as expected. Therefore, it can be concluded that the registration is
acceptable when the translation and rotation error are both around 11.5%.

X-Y view
(point-based)

Arbitary
view
(point-based)

(a) Model

(b) Reference

(c) Before
registration

(d) After
registration

Figure 4.23: Mould face registration

Now, we begin to examine how each initial parameter influence the accuracy of
estimation. Firstly, we maintain the rotation parameters and change the translation
parameters separately. Table 4.6 shows how the initial translation influences the
accuracy of the final transformation estimate. In this case, the rotation parameters
stay the same so that we can obtain the precision of the final estimate when each
translation parameter changes. It can be seen that the initial translation affects not
only the translation error but also the rotation error. It indicates that the accuracy of
the proposed method is sensitive to the initial translation.
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Table 4.6: The accuracy of transformation estimates when the rotation remains
and the translation parameters change individually
Real translation
0
0.05
0
0
0.05

0
0
0.05
0
0.04

0
0
0
0.05
0.02

Estimated translation
0.0276
-0.0347
0.0266
0.0467
-0.0342

0.0195
0.0103
-0.0292
0.0088
-0.0310

0.0373
0.0167
0.0397
-0.0142
-0.0011

Translation
error

Rotation
error

inf
0.2472
0.1129
1.4169
0.1537

0.1165
0.1165
1.0873
0.1115
0.1165

Table 4.7 presents how the initial rotation influences the accuracy of final
transformation estimate. In this case, the translation maintains the same so that we
can observe the precision of final estimate when each rotation angle changes. It can
be seen that the rotation and translation error are no more than 12%. It indicates that
the accuracy of the proposed method is robust to the initial rotation.
Table 4.7: The accuracy of transformation estimates when the translation remains
and the rotation parameters change individually
Real rotation

Estimated rotation

Rotation
error

Translati
on error

0.0110

inf

0.0165

0.0203

0.1177

0.0203

0.0020

0.0203

0.0244

0.0622
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Now we focus on partial steady face registration. It is impractical that steady face can
be obtained by means of measuring real human face, so mould face is applied instead.
The reference frame contains 62592 points and represented in red as shown in Figure
4.24 (a). The model frame contains 31995 points and represented in blue as shown in
Figure 4.24 (b). The number of points in the model frame is 1/2 fraction of that in the
reference frame. The aim of this experiment is to observe how the proportion of
partial face affects the accuracy of final estimates.

X-Y view
(point-based)

Arbitary
view
(point-based)

(a) reference

(b) model

(c) before
registration

(d) after
registration

Figure 4.24: Partial mould face registration

The real translation and rotation between the reference frame and the model frame is
still

and

. Figure 4.24 (c) illustrates

the initial state of registration after applying the real transformation to the model
frame. It takes only 6 iterations for the proposed method to achieve the minimum of
MSE. In practice, it can be seen that the estimates slightly vary, even though input
data and parameters set for the every trail maintain the same. The average translation
estimate of ten tries is 3.03% and the average rotation estimate of ten trials is 11.65%.
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The registration result is shown in Figure 4.24 (d). It can be seen that the registration
performs as good as expected.

In the previous experiments, we use steady face to verify the accuracy of the
proposed registration method. As I mentioned before, the acquisition of real faces in
the database is not as steady as the acquisition of the face mould. In the following
experiment, the accuracy of the proposed registration method is examined when
dealing with the real faces in the database. Similarly, Figure 4.25 (a) presents a
complete face from the established database in blue, and Figure 4.25 (b) shows a
partial of the complete face in blue. The ground truth transformation still maintains
the same:

and

. Figure 4.25 (c)

provides a preview of the state before registration.

X-Y view
(point-based)

Arbitary
view
(point-based)

(A) Reference

(B) Model

(C) Before
registration

(D) After
registration

Figure 4.25: Partial real face registration

It takes 16 iterations for the proposed method to achieve the minimum of MSE. The
average translation estimate of ten tries is 3.34% and the average rotation estimate of
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ten tries achieves 11.80%. The registration result is shown in Figure 4.25 (d). It can
be seen that the registration still performs as good as expected.

4.7

Conclusions

This chapter considered the range image registration issue. Firstly, the conventional
ICP method as the baseline of the registration was examined. Secondly, the ICPIF
method was developed. The proposed ICPIF method was modified on the basis of
the conventional ICP for further improvement. The data registration module of the
DFPP system developed by our OSPR lab was developed based on the proposed
ICPIF registration method. The performance of the proposed method was compared
with that of the conventional methods. It was shown that the proposed method
enhances the convergence possibility, the accuracy of the transformation estimation
and reduces the number of iterations. The superiority of the proposed method was
verified by the experiments using synthetic data and real data.

In the experiments using the synthetic data, one point cloud was generated and
transformed using a known transformation to form another point cloud, which is
known as the full-matching registration. The known transformation was taken as the
ground truth for evaluating the accuracy of the estimated transformation. The
accuracy of the rotation and translation estimated by Besl’s method and the proposed
method were not far off 1.0%, but the error of translation estimated by Zhang’s
method was quite larger than that of the other two. In addition, Zhang’s method and
the proposed method converged faster than that of the conventional method and
achieved the minima within 10 iterations. Over all, it was shown that the proposed
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method operates as fast as Zhang’s method and as precise as the conventional
method when the two inputs are full matching.

Due to the fact that Besl’s method only works in the full matching circumstance, the
performance of Zhang’s method and the proposed method were evaluated in the
partially overlapped circumstance. It was shown that the precision of the translation
estimated by the proposed method is much higher than that of Zhang’s method and
the rotation error estimated by the two methods varies slightly. It also verified the
outcome of the simulation that the proposed method can find more accurate
correspondences and thus estimate more accurate and converges faster. Therefore, it
was concluded that the performance of the proposed method is superior to Zhang’s
method.

Results of the experiment using real data confirmed the enhancement of the proposed
method in terms of convergence behaviour. It was shown that the MSE decreases
much more quickly due to the enhancement of the correspondence matching strategy.
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CHAPTER 5: CONCLUSIONS
The main focus of this thesis was aimed at proposing an appropriate data registration
method to address the alignment of range image acquired from different views by the
DFPP system developed by our OSPR lab. Extensive work has been performed to
address two issues generally. One issue is 3-D data acquisition. The other one is 3-D
data registration.

In order to address the 3-D data acquisition problem, a survey of the 3-D data
acquisition techniques has been surveyed firstly. The point of this survey is to know
the state-of-art of the 3-D data acquisition and the position of the DFPP method in
this field. Secondly, the principle of the DFPP system developed by our lab and the
related algorithms for the surface information extraction from the projected fringe
patterns was investigated. Thirdly, the data acquisition was implemented by our
DFPP system and a range image database was established for the data registration.

The data registration was implemented by the conventional ICP methods and the
proposed ICP-based method with invariant features. The performance of the
conventional registration methods and the proposed methods were evaluated and
compared. According to the experiments, the proposed method enhanced the
convergence possibility, the accuracy of the transformation estimation and reduced
the number of iterations. The superiority of the proposed method was verified by the
experiments using synthetic data and real data.
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APPENDICES

A 3-D Rigid Transformation Using Matrices
The 3-D rigid transformation can be mathematically described as a matrix T, which
can convert a vector (xin, yin, zin) into another vector (xout, yout, zout), and is used for
transformation.
 xout 
 x   t11 t12


  
 yout   T   y    t 21 t 22
z 
 z  t
 out 
   31 t 32

t13   xin 
  
t 23    yin 
t 33   zin 

(A.1)

The rigid transformation includes the rotation R and translation t defined in the
standard Cartesian 3-D coordinate system. For rotation matrix R, it can be expressed
as below:
R  R z ( )R y ( )R x ( )

(A.2)

It indicates that any arbitrary 3-D rotation can be decomposed into rotation around
three principle axes Rx, Ry and Rz.

where ,

and

(A.3)

 cos(  ) 0 sin(  ) 


R y ( )  
0
1
0 
  sin(  ) 0 cos(  ) 



(A.4)

 cos( )  sin( ) 0 


R z ( )   sin( ) cos( ) 0 
 0
0
1 


(A.5)

are the clockwise rotation angle around the X, Y and Z axis, as

shown in the Figure A.1.
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Figure A.1: 3-D rotation decomposition

To rotate a point, we can use the following computation:
 xout 
 xin 


 
 y out   R   yin 
z 
z 
 out 
 in 

(A.6)

The translation can be expressed as a vector t as below:
tx 
 
t  ty 
t 
 z

(A.7)

To translate a point, we can use the following computation:
 xout 
 xin   t x   xin 


     
 yout   t   yin    t y    yin 
z 
 z  t   z 
 out 
 in   z   in 

(A.8)

Sometimes, the scaling factor comes into play, which can be expressed as below:
 sx

s 0
0


0
sy
0

 xout 
 x   sx


  
 yout   s   y    0
z 
z  0
 out 
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0

0
s z 

0
sy
0

(A.9)

0   xin 
  
0    yin 
s z   zin 

(A.10)

For any point of interest in 3-D Euclidean space, scaling is just the enlargement or
shrinking of the point coordinates in each dimension. Translation is regarded as a
shift of the point coordinates in each dimension. Rotation can be regarded as a matter
of right multiplication of Rz, Ry and Rx, which represents the rotation around each
dimension (γ,

and α is the clockwise rotation angle in each dimension).

Transformation of N point can be conducted via multiplying scaling and rotation
matrices and adding the translation matrix with 3N array containing the coordinates
of N points.
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B 3-D Rigid Transformation Using Axis-Angle
Instead of representing rotation using three angles around three fixed axes, the axis


angle representation defines an axis given by a unit vector e and an angle θ as shown
in the figure below:

Figure B.1: 3-D rotation by axis-angle representation

Axis-angle representation can be written as follows:
(B.1)
The representation is simple and intuitive. It is good for comparison but calculations
are difficult.
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C 3-D Rigid Transformation Using Quaternion
Quaternion takes the form of four-dimensional complex numbers. A quaternion is
defined as:
(C.1)
where qw is called the scalar part, and the rest is called the vector or imaginary part.
The elements (qw, qx, qy, qz) are real, and the imaginary part units obey:
(C.2)

The properties of a quaternion
respectively. Firstly, the conjugate of

will then be introduced
is defined as
(C.3)

Then, the inverse of

can be calculated by
(C.4)

Furthermore, the magnitude of

can be obtained by
(C.5)

Additionally, if the magnitude of one quaternion is 1, that quaternion is called a unit
quaternion.

If the quaternion is represented as a scalar and a vector

, the

multiplication of two quaternions is
(C.6)
The product of two quaternions is conducted by using matrix multiplication as
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 w2
 z
q 1 q 2  [ x1 y1 z1 w1 ]  2
 y 2

 x2

 z2
w2
x2
y2

y2
 x2
w2
z2

 x2 
 y 2 
 z2 

w2 

(C.7)

The multiplication of quaternions is associative but non-commutative, which means
(C.8)
(C.9)

Quaternion multiplication is used to rotate a point or a vector. For a point of interest
p1, using quaternion q to rotate, one might proceed as follows. Suppose a point is
represented as a quaterion p1, where the scalar part equals to 0:
(C.10)
The rotated point

, is then obtained by multiplying:
(C.11)

Since the unit quaternion satisfies
(C.12)
Then, firstly, the product of p1 and q is calculated as follows:
 0  z y  x   q y z  q z y  qw x 


 z
0  x  y   q x z  q z x  q w y 

qp1  [q x , q y , q z , q w ]

 y x
0  z   q x y  q y x  qw z 


 
y
z
0    q x x  q y y  q z z 
 x

Then, the product of qp1 and q* is calculated as follows:
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T

(C.13)
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which can be manipulated to be a matrix multiplication.
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D Conversion from quaternion to rotation matrix
According to Appendix C, we know how to rotate a point by using quaternion.
q w2  q x2  q y2  q z2

'
p1  qp1 q*   2q y q x  2q w q z
  2q q y  2q x q z


 2q z q w  2q y q x
q w2  q x2  q y2  q z2
2q w q x  2q y q z

2q z q x  2q y q w 

 2q x q w  2q z q y 
q w2  q x2  q y2  q z2 

T

 x
 y  (D.1)
 
 z 

Since
(D.2)
(D.3)
Thus

 1  2q y2  2q z2

R    2q z q w  2q x q y
 2q w q y  2q x q z
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2q z q w  2q y q x
1  2q x2  2q z2
 2q w q x  2q y q z

2q z q x  2q y q w 

2q x q w  2q z q y 
1  2q x2  2q y2 

(D.4)

E Conversion from rotation matrix to quaternion
The relation between the unit quaternion and the rotation matrix is shown in this
appendix, which is used to determine a unit quaternion from a given rotation matrix.
According to the Equation (D.4), nine equations are required to extract:
(E.1)
(E.2)
(E.3)
(E.4)
(E.5)
(E.6)
(E.7)
(E.8)
(E.9)
It is clear that the nine equations hold four unknowns, which are the elements of unit
quaternion. According to the Equation (E.1)-(E.9) and one property of unit
quaternion shown below:
(E.10)
four unknowns can be computed as:
(E.11)
where tr(R) equals to

.
(E.12)
(E.13)
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(E.14)
This method has a few numerical problems. The method is only valid if tr(R) > -1.
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