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ABSTRACT 
The finite dimensional moment matrices of distributions which are either concen- 
trated on the nonnegative half line or symmetric around zero are similar to totally 
nonnegative matrices. An analogous result holds true for Schur complements in these 
moment matrices. As a consequence, in the former case the nonzero eigenvalues of 
these matrices have multiplicity one, and in the latter at most two. This is a key result 
for finding E-optimal polynomial regression designs in Heiligers (1992); see also 
Pukelsheim and Studden (1993). 
1. INTRODUCTION 
Let P be a probability measure on Iwl (endowed with its Bore1 n-field), 
and w be a nonnegative and continuous weight function on [w’, such that the 
weighted moments m, = /w(x)xi dP(x), 0 < i < 2d - 2, of P exist up to 
degree 2d - 2 (d > 2). We denote by M,(P) the moment matrix of P (of 
size d X d), 
M,(P) = 
mb 7121 ... md-l 
ml m2 0.. md 
: 
md-1 md ‘.’ m2d-2 
\ 
/ 
which is a nonnegative definite d X d Hankel matrix built in mo, . . . ) m2d-2e 
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Interest in analyzing moment matrices arises in many areas of probability 
theory and statistics. This is due to the fact that these matrices reflect 
characteristic properties of the underlying measures P; see e.g., Widder 
(1946), Karlin and Studden (1966), and Karlin (1968), among others. Some 
interesting examples howing the wide applicability' of moment heory in 
probability and statistics, and also in other areas of mathematics, can be 
found in the articles published in the book of Landau (1987), fbr example. 
(See also the references cited in these articles.) Investigations of moment 
matrices are also important in optimal design theory (for weighted pol>~mmial 
regression), where one aims to maxinfize the moment matrix M,,,(P) [or a 
related matrix, such as the Schur complement of a principal submatrix in 
M~o(P)] over an appropriate class of competing probability measures P. In 
this context, maximizing refers to a specified real valued function of M~(P), 
such as the q-mean (geometric mean, if q = 0) of its eigenvalues, fi)r 
example. Our studies were originally motivated by an attempt to maximize (in 
the design context) the smallest eigenvalue of M(P). Here it is of fimda- 
mental importance to know whether the smallest eigenvalue of a candidate 
for a solution to this problem has multiplicity one or greater than one. 
Indeed, for certain distributions P general results on the multiplicities of the 
eigenvalues of Mo~(P) can be given. 
In this paper we will show that whenever P is concentrated on the 
nonnegative half line, then the associated moment matrix is totally nonnega- 
tive; see Theorem 1 below. This means that if 
supp P c__[O, 0c) ('2) 
holds true, where supp P denotes the support of P [i.e., the smallest closed 
set ,50 with P (~)  = 1], then (for all 1 ~< p -%< d) all p-minors of M,o(P) [i.e., 
the determinants of arbitrary quadratic p × p submatrices of M,,(P)] 
are nonnegative. If in addition M~(P) is nonnsingular, it is totally positive, 
that is, all p-minors are strictly positive. A similar result is given in Theorem 
3 for Schur complements S of principal submatrices in M,o(P): After 
multiplying certain rows and columns of S by - 1, one obtains again a totally 
nonnegative matrix. 
The total positivity of moment matrices in the case (2) (with ~o - 1) is not 
unknown; this and many powerful consequences thereof have been studied 
by several authors; see e.g. the monograph of Karlin (1968) for an overview 
and detailed investigations. For moment matrices we will give here a 
strengthened version of a result of Gantmacher and Krein (1960) on the 
eigenvalues and eigenvectors of an arbitrary totally positive matrix: All 
positive igenvalues ofa (Schur complement in a) totally nonnegative moment 
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matrix have multiplicity one, and the number of sign changes of the 
components of the corresponding eigenvectors can be determined explicitly. 
Our results for weighted moments make it possible to transfer some 
(modified) implications from total nonnegativity to more general situations. 
For example, if all moments of P of odd degree vanish, i.e., if 
m i=0 forall  i~  {1,3 . . . . .  2d-3}  (3) 
[which is fulfilled, for example, if both the weight function o) and the 
measure P are symmetric around zero; the latter means p((-o%-x])  = 
P([x ,~))  for all x ~ ~], then M~(P) decomposes into a principal block 
diagonal matrix with two diagonal blocks, both of which can be viewed as 
moment matrices of a distribution ff with (2) built w.r.t, certain weight 
functions; see Section 2. Thereby, both submatrices are totally nonnegative. 
In particular, this entails that each nonzero eigenvalue of M~(P) in case (3) 
has multiplicity less than or equal to two, and again a similar result holds true 
for Schur complements in M~(P). This may be of independent interest; it 
is also a key result for finding E-optimal weighted polynomial regression 
designs in a sequel paper of Heiligers (1992); see also Pukelsheim and 
Studden (1993). 
2. TOTALLY NONNEGATIVE  MOMENT MATRICES 
In the following we will index the components of m-dimensional vectors 
x ~ N"  by integers i ~ {0, 1 . . . . .  m - 1}; accordingly, the entries of m x n 
matrices will be labeled by pairs (i , j) of integers i ~ {0 . . . . .  m - 1} and 
j ~ {0 . . . . .  ,, - 1}. 
Before establishing total nonnegativity of certain moment matrices let us 
introduce some notation. 
Consider a set K = {k 0 . . . . .  k.,_ 1} of nonnegative integers 0 ~< k 0 < 
• "" < k,,,_ l, and denote by sOp(K) = {10 . . . . .  1~_ j) : 1~ ~ K, 0 ~< # ~< p - 1, 
l 0 < "" < l ,  l} (with 1 ~<p ~< m) the set of all 1, ordered p-tuples of 
elements from K. For abbreviation, define @(m)=~,({0  . . . . .  m-  1}). 
Henceforth, whenever we refer to 'all elements (l o . . . . .  lv_ 1) of @(K) ,  we 
suppose that these are arranged in lexicographie order. 
Given an m × n matrix 
B = (b~, j )o~, , , _ l .o .< j .< ._  j 
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and two ordered p-tuples (k 0 . . . . .  k~,_ 1) ~ s~,(m) and (l 0 . . . . .  lp ~) ~ ~, (n )  
(1 ~ p ~ rain{m, n}), let 
.... L,-, ] 
B 10 " 1;, , =det(bk-';")o-<,,~-<,, ' 
k ....... ~" ~] minor of B. The matrix denote the t l ....... t,, 1 I 
. . . . .  111 
B[v I = B[ l0 ' l ' - I  ]}(~ ....... G, ,)c~,(,,,),(l ....... ~,, ,)~,(, ,)  
is called the p-compound of B. 
THEOREM 1. I f  P fulfi l ls (2), then its moment  matrix Mo,(P) f rom (1) is 
totally nonnegative. 
Proof. Obviously, if w = 0 then M,,(P) is a totally nonnegative matrix. 
Suppose that ¢o ¢ 0. It fbllows from Theorem 5.2.1 in Karlin and Studden 
(1966) that, for some integer c > 1, there exist positive numbers 
a0 . . . . .  % i > 0 and real numbers x o . . . . .  x , _ l  ~ suppP  c_ [0,~) 
(arranged according to x 0 < "" < x,, 1, for convenience) such that 
c -1  
for all 0 ~<i ~< 2d 2. ,n, = E oe~o)(x~)x.  
u= 0 
Without loss of generality we may assume that % w(x . )  > 0 for all 0 ~ u ~< 
c - 1; thus 
M,.( P)  = VAV '  (4) 
(the prime denotes transposition), where A = diag0<~<.._ l (a,w(x~)) is 
positive definite and 
/x 
V ~ (X  v )0~/x~d- l ,0~<u~<c 1,
is a d × e submatrix of some Vandermonde matrix. 
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Fix 1 ~<p ~< d, and choose two ordered p-tuples (i o . . . . .  iv_l), 
(jo . . . . .  j r - l )  ~*¢p(d). I f  p > r = rank m,o(P), then 
M'(P ) [  i°jo . . . .  ... jpjip-l] =0; 
otherwise, if p ~< r (~<c), we get from the "basic composition formula" in 
Karlin (1968, p. 17) that 
[io ..... ipl] (v[ o ..... ipll 
M.,(P) Jo . . . .  Jp-1 = (10 . . . . .  lp_l)~,(C) No'  lp-1] 
[j0 jpl] z ..... ) 
VX lo ' ,ip_ 1 v~_oalO)(Xlv) . (5) 
We will show that the p-minors of V are nonnegative, and there- 
fore Equation (5) implies the assertion. Precisely, we have for all (k 0 . . . . .  
k ,_  l) ~ , (d )  and (l o . . . . .  lv_ 1) ~dp(c) 
[k 0 . . . . .  kv_l  ] > 0 
V[ /0 ,  lp 1 ] = 0 
ifxz, ' > 0, or i fx l0  = 0andk  0 = 0, 
if xl0 = 0 and k 0 > 0. (6) 
This can be seen as follows. 
I f  xto > 0, the generalized Vandermonde matrix (x~,) 0 ~ ,, v ,< , -  l is 
known to be totally positive; [see e.g. Gantmaeher (1959, p. 99)], and 
therefore 
ko . . . . .  kp -1]  
V[ /o, ",lp-1 ] > O. 
I f  xl0 = 0 and k o = O, the first column of (x~f)o< ~,., < p-x is the first unit 
veetor in R P. Thus, if p = 1 then 
[ kLx] v lp 
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and if p > 1 we obtain, by expanding det(x~2)0.<u ~_</,_ 1 w.r.t, the first 
colmnn, that 
V[  lo ' I t, i = V ll,. lj,_l ' 
which is positive, since Xll > O = xll I. 
Finally, if xl, ' = 0 and k 0 > 0, the first column o f (x~)0 .  < g, ~ .< p i eqnals 
zero, and 
"'"kP-I ] 
V kl())i ,l,, , =0  
follows. • 
Of course, for all matrices M and all integers p with p > rank M the 
p-compound M[p I of M equals zero. For moment matrices M = M~(P) of 
distributions P with (2) a partial converse statement holds true, as the 
following corollary implies. 
COROLLARY 2. Let P be a probability measure with (2) and 1 ~ p < 
r = rank M~(P). Then the p-compound t f  M~(P) is a positive matrix, i.e., 
all entries ~f ( M ~( P ))t t,l are strictly positive. 
Pro@ Let 1 ~< p ~< r - 1, and fix (i 0 . . . . .  i ,_  1), (j0 . . . . .  Jp -  t) ~ , (d ) .  
As in the proof for Theorem 1, choose positive numbers a 0 . . . . .  
a, 1 > 0andnonnegat ivenumbers0~<x 0  -" <x ,  t with (4) and such 
that ~vw(x~) > 0 for all v. Thus, p < r ~< e, and the p-tuple (1 . . . . .  p) is 
an element of ~,(c). Hence (5) and (6) yield 
[j0, 'Jl, 1 ~ v~IH O~uO)(Xv) V ll),.],. ])lP 1 V [J°l' . . . . .  ,PJP 1 
>0,  
and the corollary is proved. • 
An arbitrary r-minor of Mo,(P) need not be positive. The case d = 2, 
o2 -= 1, and P(0) --= 1 (i.e., P is the one-point measure in zero) gives a trivial 
counterexample, Here we have 
M = Mo,(P ) = diag(1,0),  but 
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However, the r-compound of Mo~(P) is a positive matrix if P fulfills (2) and 
if there exist positive numbers a 0 . . . . .  a~ 1 and positive numbers 0 < 
x0 . . . . .  xc-1 with (4). These can be found, for example, whenever o9(0) = 0 
but ¢o ~ 0. On the other hand, if o2(0) ~ 0, then (5) and (6) ensure that at 
least the r-minors 
r0 , ,  . . . . .  
M~(t')[O,j~, jr- 
are positive, and moreover, positivity of any other r-minor implies positivity 
of all r-minors of Mo)(P). In particular, since 
M~(P) 0'1 . . . .  r 
we get for an arbitrary singular moment matrix M~(P) that the first r 
columns of Mo~(P) are linearly independent, whereas the first r + 1 columns 
are linearly dependent. This fact is known to hold true fbr all moment 
matrices, not necessarily associated with distributions on [0, ~); see e.g. Karlin 
and Studden (1966, Lemma 10.2.1) or Fiedler (1986, Lemma 7.10). 
Next we will establish a result similar to Theorem 1 for Schur comple- 
ments of principal submatrices in Mo,(P). We introduce some notation first. 
Let K 4= O be a finite set of integers, and L be a proper subset of K. 
Consider a (not necessarily symmetric) matrix B = (b i j)i j ~ K with entries 
b~,j, labeled by pairs ( i , j )  of integers i , j  ~ K. Let L ~' denote the comple- 
ment of L in K, and define the following submatrices of B: 
which are built from the rows and columns of B indexed by the elements 
of the first and second set in our notation (if L = O, the corresponding 
matrices are undefined). Again we suppose that both L and L C are arranged 
according to increasing values of their elements. Now, the Schur complement 
SL(B) of BL, L in B is defined by 
m 
, ,L L, ,~c (7 )  SL(B) = BLC Lc BL; B + L BL if L v~ 0 ,  
B if L = 0 
(where A + denotes the Moore-Penrose inverse of the matrix A). 
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THEOREM 3. Let P be a probability measure with (2), M = M~(P), and 
I be a proper subset of{O . . . . .  d -  1}. Let I ~ ={ jo  . . . . .  J,t 1} (wi th jo  < 
"'" <J,1-1), and define R = d iago~, ,<q_t ( ( -1) J -  "). 
Then the q × q matrix RS~(M)R is totally nonnegative. 
Proof. If  I = Q, the assertion follows immediately from Theorem 1, 
since SI(M) = M and R = I d in that case. 
Suppose I ~ Q.  For  abbreviat ion,  denote  S = St (M)  = 
(sz,~)o<.z,~<.q_ I. By the Cauchy-Binet formula we have (for all 1 ~< p ~< q) 
( RSR)[vl = R[p]S[plB[p l, (s) 
where the p-compound RIp I of R is a diagonal matrix, 
p-1 
Rip] = diag(l ....... 1,, ~)~,,(q) I - I  ( -1 )  j~--l" 
/x=0 
(9) 
Choose ordered p-tuples (1 o . . . . .  1,,_1),(~, . . . . .  iv 1) ~ Jp(q) .  Put L = 
{/0 . . . . .  lp_l} and L = {~) . . . . .  ~,-l}, and denne matrices B~. 1, B~, 2, and 
B2. 1 as follows. Let 
BI,  1 = (mj ,+ j [ ) l~L , [~[ ,  B,,2 = (mj,+r) l~L,r~,,  
B2,~ = (mi+jr)i~1, f~L" 
Put 
B = [ Bl,l Bl'2] 
B2, 1 MI, I J" 
Obviously, the submatrix SL, [~ = (Sl, f)l E L, [~ [~ of S is the Schur complement 
of MI, t in B, and therefore 
silo ..... lp:l lo, lp_ = det (B" l  -- BI'2M['IB2'I)" (10) 
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Moreover, since M is nonnegative definite, we have range B2, ~ __. range Mr, i 
(which follows from range MI, ~ ___ range M L i, since Be, 1 is a subinatrix of 
MI, r'), and consequently 
B - M~-,rB2,1 I~t-q Mr 1 " 
(11) 
In particular, (10) and (11) imply the identity 
10 . . . . .  Ip_ 1 ] 
det B = Silo, Ip_l det Mr, r. (12) 
Here, det Ml, r is nonnegative, since Mr, i is nonnegative definite, and for the 
sign of det B we find the following. 
Denote the elements from I by i o . . . . .  i~_q_l, arranged according to 
increasing value, and consider the K-tuple (jl0 . . . . .  jl,,_ ,, io . . . . .  i¢t-q- 1), K = 
p + d - q. It is easily seen that we can find a sequence of exactly t 
EP~-~(jl~- I~) transpositions T 1 . . . . .  T t ~ ~×~ (i.e., permutations 
which interchange xactly two components of x ~ R ~) such that (k 0 . . . . .  
k~-l) = (jl0, . . . .  jl,, : i0  . . . . .  id_q_l)T 1 "" T t satisfies k 0 < -'- < k~_ 1. 
Similarly, after applying [ = EP= ~(j:, - [~) (suitable) transpositions 7~1 . . . . .  
Tt ~ ~K×K to (Jio . . . . .  jr,, ~, io . . . . .  ia %1)' we get the K-tuple 
(f% . . . . .  k~-l) with increasing components k 0 < ..- < f~-l. Now total 
nonnegativity of M entails 
[ k° . . . . .  kK-11] =det (Tt . . .  TIB~I ... ~ ) O~<M f%, ,f~K_ 
 detB  
= ( -1 ) t (det  B ) ( -1 )  ~ 
10 . . . . .  lP-1 ](det 
Rlo  ' lp_ 1 
L:o, , / , - ,  ' 
(13) 
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where the last equation follows from (9). Consequently, (8), (9), (12), and 
(13) ensure that 
[l° lP 1]detMtl>~O. ..... (14) 
(RsR)  ~, r , ,1  • 
[i::' ] Obviously, if M r t is nonsingular, nonnegativity of (RSR) , r,,_ follows 
immediately from (14). 
It remains to consider a singular matrix M r i. By Corollary 2, singularity 
of Ml, I implies d -q  = #(1)  >/ rankM= r, say, and r -  1 ~< rank 
Mr i <~ r. We distinguish two cases. 
(1) Suppose rank Mr, I = r. From Equation (11) (with p = q; thus L = 
/, = {0 . . . . .  q - 1} and S = St, L) we obtain 
rank S = r - rank Mr, l, 
and therefore S = 0 (= RSR), which is obviously a totally nonnegative matrix. 
(2) Suppose rank M r i = r - 1. (Note that by the remark following 
Corollary 2 this is possible only if 0 ~ I). Observing (11) (with p = q), we 
find rank S = 1. 
Trivially, if q = 1, then 
~,,.,, = s (= RSR) = m2j . -  (.~j.+,)',~,W,(mj,,+,),~, 
is a nonnegative (actually positive) real number  (i.e., a positive definite 1 × 1 
matrix), and RSR is totally nonnegative. On the other hand, if q >~ 2 then 
S = diag(a, 0 . . . . .  O) (15)  
for some positive real number  a, and the assertion follows. 
Equation (15) can be seen as follows. Let 1 ~< /.t < q - 1. Put L = /, = 
{/x}, and define corresponding matrices B1, 1, BI, 2, B2,1, and B as above. 
Then the /xth diagonal element of S is given by 
s,,,,, = s , (B )  = B, 1 - B~,~M~,82  1. 
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Since Mt, r is assumed to be singular with rank Mr, ~ = r - 1, the remark 
following Corollary 2 implies rank B = r -  1: Otherwise, there exists an 
r-tuple (k 0 . . . . .  k<_l) E~Cr({j~} 1.3 I )  such that 
[k0 ..... krl] 
M k0 k~_ >0.  
Observing k~ =~ 0 for all v (which follows from 0 ~ I and /z >/1), positivity 
of all r-minors of M is implied. In particular, it follows that rank MI, t = r, 
contrary to our assumption. Consequently, we have rank S I (B)= 0, i.e., 
S~,,t  = O. 
This gives that all but the first diagonal elements of S are equal to zero, 
and the proof is completed, since S is nonnegative definite. • 
In Lemma 4 we state a strengthened version of a result of Gantmacher 
and Krein (1960) on the eigenvalues and eigenvectors of an arbitrary totally 
positive matrix [see also Gantmacher (1959, theorem 13.13)] for Schur 
complements in totally nonnegative moment matrices. Let P and I as in 
Theorem 3, and denote by )t o >/ .-" >/)tq-1 the eigenvalues of SI(Mo,(P)) 
[all of which are nonnegative, since SI(M~(P)) is nonnegative definite] 
with corresponding eigenvectors v 0 = (v0, 0 . . . . .  Vq_~,o)', . . . .  v,t_~ = 
(Vo, q_l . . . . .  v,t_ 1,q_ 1)'. 
LEMMA4. For P and l c {O . . . . .  d -  1} as in Theorem 3, the positive 
eigenvalues of S = SI( M~( P)) are simple. 
Denote the elements from I C byjo < "" < jq_p  Then for 0 <~ p < s - 1, 
s = rank S, there are exactly p sign changes in the sequence ( -  1)J,-~v~ p, 
0 ~</z ~< q - 1, associated with the pth eigenvector vp of S, where for each 
zero in this sequence we may choose + 1 or -1  without affecting the total 
number of sign changes. 
In addition, if all s-minors of S are different from zero, then the same 
holds tr~,e for the eigenvector v,_ 1 associated with the smallest positive 
eigenvalue )t,_ 1. 
Proof. Our proof is essentially that for Theorem 13.13 in Gantmacher 
(1959), but here we know a priori that the eigenvalues of S are nonnegative 
real numbers. 
There is nothing to prove if Mr, l is singular, since in that case S = 
diag(a, 0 . . . . .  0) for some a >/0, as shown above. 
Consider a nonsingular matrix MI, I. Define R = diag 0.<~.<,1_1 
( ( -  1)J- ~) as in Theorem 3. By Equation (13) in the proof for Theorem 3 
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we have for all 1 ~< p ~< q and all (/,, . . . . .  l,, ~),(/~, . . . . .  ~,_,) ~s~p(q) 
[~ . . . . .  lt,-1 ] 
(RSR) ,. l~ >0 
k0 . . . . .  kK- 1 ] 
i ff M ~c ° . . . . .  I c  1 > 0, 
where (k 0 . . . . .  k~_~) and (k0 . . . . .  kK_l ) denote the ordered K-tuples (K = 
d -q  + p) built from the elements of {jl,,, . . . .  jr, ,} u I and {jr,,, . . . .  
i i  } u I respeetivelv. Thus observin~ rank M~(P) '=' s + d - a Corollary 
p-  1 ' ~ ~ ' u #~ 
9, ensures that the p-compounds of RSB are positive matrices, 1 ~ p < s, 
and the Perron-Frobenius theorem [applied successively to (/lSR)[p], 1 ~< 
p < s] entails that the first s - 1 eigenvalues of RSR are simple. [Note that 
here positivity or, at least, primitivity of (BSR)[I,I is essential. For arbitrary 
totally nonnegative matrices B the p-compounds Bip 1, 1 ~<p < rank B, 
need not be primitive matrices.] Consequently, the smallest positive eigen- 
value of BSB has multiplicity one, too. Since R is an orthogonal matrix, the 
eigenvalues of RSB coincide with those of S. 
Since (RSR)[I,I, 1 ~ p < s, are positive matrices, the Perron-Frobenius 
theorem ensures that the components of an eigenvector associated with the 
greatest eigenvalue ,vlP-,u=01 ~, of (RSB)[p I are different from zero and have 
the same sign. Now it follows, as in the proof for Theorem 13.13 in 
Gantmaeher (1959), that the sequence of components of an eigenveetor f 
RSR associated with the pth eigenvalue has precisely p sign changes. [If the 
s-minors of S are different from zero, and therefore (RSR)Iq is a positive 
matrix, the same holds true for the eigenveetor associated with )t~_ ~.] This 
completes the proof, since the eigenveetors of RSR are given by Rv~, 
0~</x~<q-  1. • 
In the remainder of this section we will modify the results obtained so far 
to probability measures P on N1 which are not concentrated on [0, ~), but 
satisfy the condition (3) from Section 1 (that is, all moments of P of odd 
degree vanish). If P fulfills this condition, then by permuting certain rows 
and columns of a Sehur complement in M,o(P) one obtains a totally nonnega- 
tive matrix (possibly after multiplying some rows and columns by - 1); but a 
result similar to Lemma 4 on the multiplicity of the positive igenvalues is not 
obvious, since some i-minors of Mo)(P) are equal to zero. However, the 
special structure of M,o(P) makes it possible to state an analogue to Lemma 4 
in the present situation. To this end, let 
j ( ,= 2~:o~<~< I 
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and 
,o l 1) 
(where Ix] is the greatest integer less than or equal to x >/0) be the sets of 
even and odd integers in {0 . . . . .  d - 1}. We denote their cardinalities by 
d e = [(d + 1)/2] and d o = [d/2],  respectively. Again, whenever we refer to 
all elements of (subsets of) Je and Jo, we assume that these are arranged 
according to increasing values. 
Define the d × d permutation matrix Q by 
i ¢ i t 
(x i ) '0 , i , , , - iQ '  = [ (x  ),eLI (x)i~Jo] for all x E IR. 
Then, under (3), we have [with M = Mo~(P)] 
(16) 
with d e × d e and d o × d o principal submatrices M e and Mo of M given by 
M e = M, , ,e (P  ) = (m~+,)~, ,~ l ,  
m 0 
m2d - 2 
m2 """ m2d~ - 2 
Dl 4 "" • m 2 el,. 
m2d ~ ""  m4d _ 4 
and 
":q 1 
m 2 m4 . ' .  
m4 m6 •.. 
M o = Mo, ,o (P  ) = (m,+~)u ,~ j ,  ' = 
mld, ,  m2d,,+2 "" 
m2do 
m2do + 2 
m4do 
(17) 
All entries of both matrices M e and M o are weighted moments of P of even 
degree, and so they may be viewed as d e xd  e and d o ×d o moment 
matrices of certain distributions with (2) built w.r.t, special weight functions 
o) e and o9o, respectively. Actually, we can choose the same distribution ff for 
obtaining both M e and M o. 
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By Theorem 5.2.1 in Karlin and Studden (1966), we may suppose that 
supp P is finite. Define i by 
if(x).. = " /P ({ - f z -z ,~-})  if z >~0, (z  ~) ,  
t 0 else 
and choose any nonnegative (but continuous) weight functions w~, and ~0 o
which satisfy for all z >/0 with i ( z )  > 0 both conditions 
~(~)e(~)  + o( -&)e( -¢ ; )  
and 
O,o(~) = ~'Oe(~)- 
Obviously, i fulfills (2), and 
f,o(~)x2~dP(x)=f,o~(:)~'di(~.) for all O<~i<2(d ,~- l ) ,  
and 
f,o(x)x2'+2dP(x)= f,oo(~)~'di(~) forall O<~i<~2(do-1  ) . 
Hence, Theorem 1 entails total nonnegativity of both submatriees M o = 
Mob(i) and M,, = Mo~,(i) [and, thereby, total nonnegativity of the complete 
matrix QM,,,(P)Q']. Again, this property carries over to Schur complements 
in QMQ'. 
Consider a proper subset I of {0 . . . . .  d - 1}. Then, under (3), the Schur 
complement SI(M) of MI, i in M decomposes into a principal block diagonal 
matrix with (at most) two diagonal blocks, 
Sz(M ) = Q, 
s,~,( Mo) o 
o s,,,( M,, ) 
for some permutation matrix QI, where I v = {/x:2/,  ~ I} and I,, = {/*: 
2/,  + 1 ¢ I}. [If I t = {0 . . . . .  d e - 1} or I,, = {0 . . . . .  d o - 1}, then SI,,(M e) 
or S, (M o) is undefined, and SI(M) = S1o(m o) or S~(M) = S,t(Me).] 
Now the proof of Lemma 5 is obvious from Lemma 4, and is therefore 
omitted. 
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LEMMA 5. Let P be a probability measure with (3), I a proper subset of 
{0 . . . . .  d - 1}, and define Ie and I o as above. 
Then all nonzero eigenvah~es A of SI( M~(P)) have multiplicity less than 
or equal to two; if A has multiplicity two, it is an eigenvalue of both matrices, 
St,(Mo~.e(P)) and SIo(M~,o(P)). 
A statement concerning the components ofeigenvectors Vp of St(M~(P)) 
corresponding to the pth positive eigenvalue Ap in the case (3) is easily 
derived from Lemma 4. Index the entries vj, p of vp by integers j ~ I c, for 
convenience. 
If Ap has multiplicity one, then vl, is associated either with St(M ~ ~(P)) 
or with S,o(M~,o(P)). In the former case, vj. p = 0 if j ~ Je fq/'~', and the 
sequence (-1)Jt-tvjz, p, jl ~ Je ~ U, associated with the remaining compo- 
nents has exactly p sign changes. Similarly, if Ap corresponds to S1,(Mo~,o(P)), 
then the same holds true with J~ replaced by Jo. Finally, if Ap has multi- 
plicity two, then there exist two eigenvectors corresponding to St,(M~.~(P)) 
and SI,(M~.o(P)), respectively, with the described properties. 
I would like to thank a referee for drawing my attention to the book of 
Landau. 
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