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Abstract
In this paper we construct C1 continuous piecewise quadratic hierarchical bases on Powell– Sabin triangulations
of arbitrary polygonal domains in R2. Our bases are of Lagrange type instead of the usual Hermite type and under
some weak regularity assumptions on the underlying triangulations we prove that they form strongly stable Riesz
bases for the Sobolev spaces Hs() with s ∈ (1, 5/2). Especially the case s = 2 is of interest, because we can use
the corresponding hierarchical basis for preconditioning fourth-order elliptic equations leading to uniformly well-
conditioned stiffness matrices. Compared to the hierarchical Riesz bases by Davydov and Stevenson (Hierarchical
Riesz bases for Hs(), 1<s < 5/2. Constructive Approximation, to appear) our construction is simpler.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The objective of this paper is the construction of a hierarchical Riesz basis on an arbitrary polygonal
domain in R2 that is suitable for preconditioning large linear systems arising from fourth-order elliptic
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boundary value problems. This idea, to use hierarchical bases as preconditioners for stiffness matrices,
was ﬁrst introduced byYserentant in [24] for the solution of second-order elliptic equations. In his paper,
Yserentant constructs C0 hierarchical Riesz bases for the Sobolev spaces Hs() with s ∈ (1, 3/2), with
a suboptimal stability result for the case s = 1, leading to logarithmically growing condition numbers of
stiffness matrices related to second-order elliptic equations. Later, C1 hierarchical bases for fourth-order
elliptic equations were constructed in [6,19]. These bases are Riesz bases for the Sobolev spaces Hs()
with s ∈ (2, 5/2), again leading to logarithmically growing condition numbers of stiffness matrices
related to fourth-order elliptic equations.
To enlarge the range of stability, wavelet bases can be used, which are in fact stable completions [3] of
hierarchical bases.We speak about wavelets when the basis functions at different resolution levels have at
least one vanishing moment. Several wavelet constructions on polygonal domains generate Riesz bases
on Hs() for s in a range around zero; see e.g. [8,21]. However, for most constructions at least a subset
of the wavelets is only continuous, so that the range of stability is restricted to s < 3/2. The only available
wavelet Riesz basis on general polygons for s3/2 is the basis constructed in [7].
The previously mentioned C1 hierarchical bases are constructed using classical C1 Hermite-type ﬁnite
elements, which restricts the range of stability to values s > 2, since, by the Sobolev embedding theorem,
the corresponding Hermite interpolant operator is only well deﬁned for functions in Hs(), s > 2. With
this in mind, the construction of hierarchical bases based on C1 ﬁnite elements of Lagrange type instead
of Hermite type should allow to enlarge the range of stability from s ∈ (2, 5/2) to s ∈ (1, 5/2). Recently,
Davydov and Stevenson [9] constructed such hierarchical Riesz bases for Hs(), s ∈ (1, 5/2), based
on a Lagrange-type interpolation operator for C1 piecewise cubic polynomials on certain triangulations
obtained from checkerboard quadrangulations.
In this paper we construct hierarchical Riesz bases for C1 piecewise quadratic polynomials on Powell–
Sabin (PS) triangulations. A previous construction [15] in this setting, based on a Hermite interpolation
operator, yielded Riesz bases for Hs(), s ∈ (2, 5/2), which is similar to the results obtained in [6,19].
Inspired by the work of Davydov and Stevenson we look at how we can extend the range of stability
from s ∈ (2, 5/2) to s ∈ (1, 5/2) by using a Lagrange interpolation operator. While the construction
of Davydov and Stevenson is rather technical, especially near the domain boundary, our construction is
easier and straightforward.
In the rest of the paper we will be using the Sobolev spaces Hs0 () instead of Hs(), because, for
certain values of s, ‖ · ‖Hs0 () appears as the natural energy norm for elliptic boundary value problems.
Recall that the Sobolev spaces Hs0 () are deﬁned as the closure of the C∞ continuous functions that
disappear on  in Hs(), and we writeHs()=Hs0 (). See [1] for a good reference work concerning
Sobolev spaces.
In Section 2 we introduce nested spline spaces of C1 piecewise quadratics. We brieﬂy discuss the
construction of a Hermite basis and we review the triadic subdivision scheme that is used to create
the nested spline spaces. In Section 3 we construct a Lagrange basis for the space of PS splines with
homogeneous boundary conditions, and we prove that this basis is stable and local. Section 4 is devoted
to the construction of an Hs()-stable hierarchical basis for s ∈ (1, 5/2), and in Section 5 we use
this hierarchical basis to precondition stiffness matrices related to fourth-order elliptic boundary value
problems.
We close this introduction with a short note about notation. Sometimes we use the notation A ∼ B
which means that there exist constants c1 and c2 such that c1ABc2A. Similarly AB expresses that
there exists a constant c3 such that Ac3B.
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2. Nested subspaces of C1 piecewise quadratics
Let  be a domain in R2 with a polygonal boundary . Suppose we have a conforming triangulation 
of , constituted of triangles Tj , j = 1, . . . , t and vertices Vk , k = 1, . . . , N . Then PS is a PS reﬁnement
of  which divides each triangle Tj into six smaller triangles with a common vertex Zj as follows; see
Fig. 1(a):
(a) Choose an interior point Zj for each triangle Tj , so that if two triangles Ti and Tj have a common
edge, the line joining Zi and Zj intersects this common edge at a point Rij between its vertices. A
good choice for Zj is the incenter of triangle Tj .
(b) Join the points Zj to the vertices of Tj .
(c) For each edge of Tj
• which belongs to the boundary , join Zj to the middle point of the edge.
• which is common to a triangle Ti , join Zj to Rij .
Now we consider the space of C1 piecewise quadratic polynomials on PS, the PS splines,
S12(
PS) = {s ∈ C1() | s|T ∈ P2 for all T ∈ PS},
where P2 is the space of all bivariate polynomials of total degree at most 2. Each of the 6t triangles
resulting from the PS-reﬁnement becomes the domain triangle of a quadratic bivariate Bézier polynomial
[11]. Powell and Sabin [20] proved that the interpolation problem
s(Vk) = f (Vk), Dxs(Vk) = Dxf (Vk), Dys(Vk) = Dyf (Vk), ∀Vk ∈  (1)
has a unique solution. So, given the function and derivative values at each vertex Vk of , the spline is
uniquely deﬁned. Hence the spline space S12(PS) has dimension 3N .
Dierckx [10] presented a normalized B-spline representation for piecewise polynomials s(x, y) ∈
S12(
PS) based on Hermite interpolation
s(x, y) =
N∑
i=1
3∑
j=1
cijBij (x, y), (x, y) ∈ , (2)
Fig. 1. (a) A PS reﬁnement PS of . (b) A B-spline basis function.
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(a) (b)
Fig. 2. Principle of triadic reﬁnement. We place a new vertex at the position of the interior point in the PS-reﬁnement and two
new vertices on the edges each at one side of the intersection with the PS-reﬁnement.
where the basis functions form a convex partition of unity
Bij (x, y)0,
N∑
i=1
3∑
j=1
Bij (x, y) = 1
and have local support: Bij disappears outside the union of all triangles T ∈  containing Vi . One such
basis function is depicted in Fig. 1(b). Each basis function Bij is a unique solution of the interpolation
problem (1) with
Bij (Vk) = ikij , DxBij (Vk) = ikij , DyBij (Vk) = ikij , ∀Vk ∈ , (3)
where ij is the Kronecker delta and (ij , ij , ij ), j = 1, 2, 3 are three linearly independent triplets
of real numbers. The values of these real numbers are determined from the algorithm described
in [10].
In [23], Vanraes et al. present a subdivision scheme to compute a representation (2) of a PS-spline on
a triadic reﬁnement l+1 of l . The subscript l denotes the resolution level. With each triangulation l
we have a corresponding B-spline basis {Bij,l}, i = 1, . . . , Nl , j = 1, 2, 3 for the space S12(PSl ). The
new basis functions at level l + 1 have smaller support than the basis functions on the previous level and
each of the functions in S12(
PS
l ) can be written as a linear combination of functions in S
1
2(
PS
l+1). We
obtain a multiresolution analysis. An increasing sequence of subspaces can be associated with the base
triangulation 0.
Fig. 2 explains the principle of triadic reﬁnement. We place two new vertices on every edge of the
current triangulation, each at one side of the intersection with the PS-reﬁnement, and one new vertex
is placed on the position of every interior point Zj in the PS-reﬁnement. Note that for the resulting
reﬁnement to exist, the interior point has to lie inside the hexagon formed by the six new vertices on the
edges. It is always possible to place these new vertices such that this is fulﬁlled: there are no conditions
on the initial triangulation l or its PS-reﬁnement PSl .
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From (2) and (3) we have[
sl(Vi)
Dxsl(Vi)
Dysl(Vi)
]
= Ai,l
[
ci1
ci2
ci3
]
with Ai,l =
[
i1,l i2,l i3,l
i1,l i2,l i3,l
i1,l i2,l i3,l
]
, i = 1, . . . , Nl .
This gives rise to quasi-interpolant operators Ql : C1() → S12(PSl ) given by
Qlf (x, y) =
Nl∑
i=1
3∑
j=1
ij ,l(f )Bij,l(x, y),
where the ij ,l are linear functionals of the form[
i1,l(f )
i2,l(f )
i3,l(f )
]
:= (Ai,l)−1
[
f (Vi)
Dxf (Vi)
Dyf (Vi)
]
.
It is proven in [16,17] that these linear functionals can be rewritten as
ij ,l(f ) = f (Vi) + ij ,lDxf (Vi) + ˜ij ,lDyf (Vi), (4)
where ij ,l and ˜ij ,l satisfy
|ij ,l|, |˜ij ,l||T PSi,l |. (5)
Here T PSi,l is a triangle in 
PS
l that contains vertex Vi , and |T PSi,l | denotes its diameter. The bounding
constant in (5) depends at most on the smallest angle in the triangulation PSl . Clearly the operator Ql
satisﬁes
Qlsl = sl, ∀sl ∈ S12(PSl ).
Furthermore, we know from the work in [17] that the B-spline functions form a stable basis for the L∞
norm, i.e.,∥∥∥∥∥∥
Nl∑
i=1
3∑
j=1
cijBij,l(x, y)
∥∥∥∥∥∥
L∞()
∼ ‖c‖∞ (6)
and the constants of equivalence in (6) depend at most on the smallest angle in the triangulation PSl . The
following lemma is now a trivial result.
Lemma 2.1. Let T be a triangle in l with vertices V1, V2, V3, and deﬁne T PSi,l as before. Then for every
spline sl ∈ S12(PSl ) we have
‖sl‖L∞(T )C max{|sl(Vi)|, |T PSi,l ||Dxsl(Vi)|, |T PSi,l ||Dysl(Vi)|, i = 1, 2, 3}.
The constant C depends at most on the smallest angle in the triangulation PSl .
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Proof. By construction of Ql we have
‖sl‖L∞(T ) = ‖Qlsl‖L∞(T ) =
∥∥∥∥∥∥
3∑
i=1
3∑
j=1
ij ,l(sl)Bij,l
∥∥∥∥∥∥
L∞(T )
.
Then, by (6), ‖sl‖L∞(T )maxi,j |ij ,l(sl)|, and the lemma follows immediately from (4) and (5). 
Remark 2.2. Several other stable bases exist on PS triangulations, making use of so-called minimal
determining sets; see e.g. [13].
3. A stable local Lagrange-type basis for C1 quadratics
Let  be a domain in R2 with a polygonal boundary for which there exists a conforming triangulation
0 such that
(a)  =⋃T ∈0T ,(b) the intersection of any two different triangles in 0 is either empty or a common edge or vertex,
(c) all interior vertices have degree six, and
(d) all triangles in 0 can be colored black and white in such a way that every interior vertex in 0 belongs
to exactly one black triangle.
Such a triangulation can be constructed for any domain with a polygonal boundary. First we create a
so-called checkerboard quadrangulation [18] for . This is a quadrangulation consisting of quadrilaterals
with the largest interior angle less than 	, and the quadrilaterals can be colored black and white in such
a way that any two quadrilaterals sharing an edge have the opposite color. If we allow triangles at the
boundary, see Fig. 3, then such a checkerboard triangulation can always be constructed for a polygonal
domain; see [9] for a proof.Note that all interior vertices in the checkerboard quadrangulation are of degree
four. Next we construct a triangulation by adding the north-west south-east diagonal to each quadrilateral
in the quadrangulation; see Fig. 4 . Note that all interior vertices have degree six. A suitable coloring can
be obtained easily by applying a regular coloring pattern since, by construction, our triangulation has a
“regular” pattern, i.e. looking closely at Fig. 4 we see a distorted uniform triangulation. So construct a
regular coloring pattern satisfying (d) for a uniform triangulation and apply that pattern to the constructed
triangulation. Let 1 be the triadic reﬁnement of 0; see Fig. 2. It is trivially veriﬁed that 1 still satisﬁes
(a)–(d). By induction, each triangulation l satisﬁes properties (a)–(d). We deﬁne •l as the subset of l
containing the black triangles, and ◦l as l\•l .
We are interested in the multiscale spaces Sl ⊂ S12(PSl ) satisfying homogeneous boundary conditions,
i.e.
Sl = {s ∈ C1() | s|T ∈ P2 for all T ∈ PSl , s = Dxs = Dys = 0 on }.
The spaces Sl are nested, i.e.
S0 ⊂ S1 ⊂ · · · ⊂ Sl ⊂ · · · .
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Fig. 3. Checkerboard quadrangulation without coloring.
Fig. 4. Construction of a suitable triangulation.
The remainder of this section is devoted to the construction of a suitable Lagrange basis for the
spaces Sl .
For each interior vertex Vi ∈ l we have a corresponding triangle TVi ∈ •l . Deﬁne Dl(Vi) as the
set {Vi, Vij , Vik}, with Vij and Vik chosen such that the triangle T (Vi, Vij , Vik) belongs to the triadic
reﬁnement of triangle TVi ∈ •l ; see Fig. 5. Deﬁne 
l as the union of all sets Dl(Vi), i.e.

l :=
⋃
Vi∈l\
Dl(Vi).
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Vi
Vk
Vj
Vik
Vki
Vkj
Vjk
Vji
Vij
Fig. 5. With each interior vertex Vi ∈ l we associate the set Dl(Vi) := {Vi, Vij , Vik}. Note that the ﬁgure also depicts the sets
Dl(Vj ) := {Vj , Vjk, Vji} and Dl(Vk) := {Vk, Vki , Vkj } (assuming that Vj and Vk are interior vertices).
Theorem 3.1. The set 
l is a Lagrange interpolation set for Sl , l0, i.e., for any arbitrary function f in
C0() there exists a unique spline s ∈ Sl such that
s() = f (),  ∈ 
l .
Moreover,
‖s‖L∞(T )max{|f ()| |  ∈ 
l ∩ star(T )}, T ∈ l , (7)
with star(T ), the union of all triangles in l , having at least one vertex in common with T. The bounding
constant in (7) depends at most on the smallest angle in the triangulation PSl .
Proof. From the classical work of Powell and Sabin [20] we know that the dimension of the spline space
S12(
PS
l ) equals 3Nl with Nl being the number of vertices in l . Let Nl = Nil ∪ Nbl with Nil being the
number of interior vertices and with Nbl being the number of boundary vertices. The spline spaces Sl
satisfy homogeneous boundary conditions; therefore, we ﬁnd that dim Sl = 3Nil = #
l . Proving that the
set 
l is a Lagrange interpolation set is now equivalent to the statement that s() = 0,  ∈ 
l , implies
s = 0. Therefore, to prove the theorem, it is sufﬁcient to prove (7). We will consider different cases.
Case 1: Suppose that T (V1, V2, V3) ∈ •l and that T ∩  = ∅. Then, by construction, we know
that #(T ∩ 
l) = 9; see Fig. 5. In Bernstein–Bézier notation the spline s has a unique representation in
function of the 19 Bézier ordinates as depicted in Fig. 6. The C1 continuity conditions in combination
with the Lagrange interpolation problem give rise to a system of the form Ac=b that has to be solved for
the unknown Bézier ordinates in the vector c. The entries of the vector b corresponding to a continuity
constraint are zero, and the entries of b corresponding to an interpolation constraint contain values that
can be bounded by a constant time max{|f ()| |  ∈ 
l ∩ T }. It is easy to show that the determinant of
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s1
s3
s2
r2
r1
r3

v1
u3 v3
u2
v2
u1
w1
w3
w2
1
3
2
Fig. 6. The PS macro-element.
the matrix A is nonzero and depends at most on the smallest angle in the triangulation PSl . It follows that
‖c‖∞c1‖b‖∞. Indeed, we can take c1 := ‖A−1‖∞. This implies that
‖c‖∞max{|f ()| |  ∈ 
l ∩ T }.
We immediately deduce that
‖s‖L∞(T )max{|f ()| |  ∈ 
l ∩ T },
because the Bernstein–Bézier polynomials form a partition of unity, i.e.
∑
i+j+k=dBdijk = 1 and Bdijk0.
Case 2: Suppose that T (V1, V2, V3) ∈ •l and that T ∩  = V1. Then we have #(T ∩ 
l) = 6. The
spline space S12(T ) has dimension 9. However, because Sl has homogeneous boundary conditions we can
add the constraints s(V1)=Dxs(V1)=Dys(V1)=0. The same reasoning as in the previous case can now
be applied.
Case 3: Suppose that T (V1, V2, V3) ∈ •l and that T ∩  = [V1, V2]. Then #(T ∩ 
l) = 3, and we
add the constraints s(V1) = Dxs(V1) = Dys(V1) = 0 and s(V2) = Dxs(V2) = Dys(V2) = 0. The rest is
similar to Case 2.
Case 4: Suppose that T (V1, V2, V3) ∈ ◦l . Then, by Lemma 2.1,
‖s‖L∞(T )max{|s(Vi)|, |T PSi,l ||Dxs(Vi)|, |T PSi,l ||Dys(Vi)|}
for some vertex Vi , i = 1, 2, 3. Because of the homogeneous boundary conditions we ﬁnd that this vertex
Vi is an interior vertex (unless all three verticesV1,V2,V3 are boundary vertices, but that case is trivial). So
there exists a triangle T˜ ∈ •l ∩ star(T ) such that Vi ∈ T˜ . Now we make use of the Markov inequality for
polynomials (see e.g. [12]) and we deduce that |Dxs(Vi)|1/(T˜ PSi,l )‖s‖L∞(T˜ ), with T˜
PS
i,l being a triangle
in PSl such that T˜
PS
i,l ⊂ T˜ and Vi ∈ T˜ PSi,l . Here T˜ PSi,l denotes the radius of the largest disk contained in
T˜ PSi,l . It is straightforward but tedious to show that (|T PSi,l |)/(T˜ PSi,l )1, see the lemmas in Section 3 in [17],
and so |T PSi,l ||Dxs(Vi)|‖s‖L∞(T˜ ). A similar result holds for |Dys(Vi)| and we ﬁnd ‖s‖L∞(T )‖s‖L∞(T˜ ).
The previous cases now yield
‖s‖L∞(T )max{|f ()| |  ∈ 
l ∩ star(T )}. 
10 J. Maes, A. Bultheel / Journal of Computational and Applied Mathematics 196 (2006) 1–19
We now deﬁne the Lagrange basis functionsB,l ,  ∈ 
l , for the space Sl . They are the unique solutions
of the interpolation problem
B,l() = ,, ∀,  ∈ 
l ,
with , being the Kronecker delta. By Theorem 3.1, this interpolation problem is well deﬁned and the
basis functions B,l satisfy
suppB,l ⊂ star(T ),  ∈ T ⊂ •l
and
‖B,l‖L∞() ∼ 1.
It is a simple exercise to show that∥∥∥∥∥∥
∑
∈
l
cB,l
∥∥∥∥∥∥
L∞()
∼ ‖c‖∞. (8)
Fig. 7 depicts the typical forms of these Lagrange basis functions.
Deﬁne A,l as the area of the support of the corresponding basis function B,l .
Theorem 3.2. If sl =∑∈
l cB,lA−1/p,l is in Sl , then for any 1<p∞ we have
‖sl‖Lp() ∼
⎛⎝∑
∈
l
|c|p
⎞⎠1/p
. (9)
The constants of equivalence depend at most on the smallest angle in the triangulation PSl .
Fig. 7. (a) Basis function B,l with  corresponding to a vertex in l . (b) Basis function B,l with  corresponding to a vertex in
l+1\l .
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Proof. We only treat the case 1p<∞. For p = ∞ the normalization factor A−1/p,l equals one and we
ﬁnd (8). Choose a triangle T ∈ l and let IT := { | suppB,l ∩ T = 0}. Let 1/p + 1/q = 1; then by
Hölder’s inequality∫
T
|sl|p d =
∫
T
∣∣∣∣∣∣
∑
∈IT
cB,lA
−1/p
,l
∣∣∣∣∣∣
p
d

∑
∈IT
|c|p
∫
T
⎛⎝∑
∈IT
B
q
,lA
−q/p
,l
⎞⎠p/q d.
Since #IT 9 and B,l is uniformly bounded by a constant C∫
T
|sl|p dCp9p/q max
∈IT
AT
A,l
∑
∈IT
|c|pCp9p
∑
∈IT
|c|p,
where AT denotes the area of triangle T. We sum over all triangles T ∈ l . A certain c can appear more
than once on the right-hand side and the number of times it appears can be bounded by the maximum
number of triangles in the support of B,l . We ﬁnd
‖sl‖Lp() =
⎛⎝∑
T ∈l
∫
T
|sl|p d
⎞⎠1/p
⎛⎝∑
∈
l
|c|p
⎞⎠1/p
which proves the upper bound in (9).
To prove the lower bound, we use the fact that all norms on a ﬁnite-dimensional vector space are
equivalent (in our case this is the ﬁnite-dimensional space of bivariate polynomials of degree 2). Con-
sider a triangle T ∈ l and the standard simplex Ts := {(x, y) | 0x, y1, x + y1}. We know that
‖sl‖L∞(Ts)‖sl‖Lp(Ts) and therefore ‖sl‖L∞(T )A−1/pT ‖sl‖Lp(T ) with AT being the area of triangle T.
Note that from (8)
‖sl‖L∞(T ) ∼ max
∈IT
|cA−1/p,l |;
therefore,∑
∈IT
|c|p max
∈IT
A,l
∑
∈IT
|cA−1/p,l |p9max∈IT A,l max∈IT |cA
−1/p
,l |p
 max
∈IT
A,l‖sl‖pL∞(T )max∈IT
A,l
AT
‖sl‖pLp(T )
Lemma 2.2 in [22] implies that max∈IT A,l/AT1. Summing over all triangles T ∈ l yields∑
∈
l
|c|p
∑
T ∈l
∑
∈IT
|c|p‖sl‖pLp()
which proves the lower bound in (9). 
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4. C1 hierarchical Riesz bases forHs(), s ∈ (1, 52 )
In the previous section we constructed a hierarchical basis of Lagrange type on arbitrary polygonal
domains and we derived some stability results at most depending on the smallest angle in the underlying
triangulation PSl . Starting from a uniform base triangulation 0 it is clear that the smallest angle in 
PS
l
for an l > 0 cannot become arbitrarily small. In fact, in the uniform case, the minimal angle in PSl equals
	/6. For arbitrary triangulations we have not proven that there exists a nested sequence of triangulations
such that the smallest angle in PSl is at least > 0 independent of l, but one can argue that such a nested
sequence exists using perturbation arguments.
For the remainder of the paper we make the weak assumption that the underlying nested sequence
of triangulations is “regular”, which means that the minimum angle of any triangle in any l remains
bounded away from zero and that
3−l min
T ∈l
|T | max
T ∈l
|T |3−l , l ∈ N0, (10)
where |T | is the diameter of triangle T. The same is valid for the triangles in the PS-reﬁnement
3−l min
T ∈PSl
|T | max
T ∈PSl
|T |3−l , l ∈ N0.
It remains an open problem whether such a nested sequence of triangulations exists for an arbitrary
polygonal domain  ⊂ R2.
Let us introduce the interpolant operator Il : C0() → Sl that is deﬁned as
Ilf :=
∑
∈
l
f ()B,l . (11)
It is obvious that this operator returns the unique spline function in Sl that interpolates the given function
f at the positions of the  ∈ 
l . We show that this operator is suitable for constructing a multiresolution
analysis. A multiresolution analysis consists of
(a) A Banach space B of functions deﬁned on a bounded subset  ⊂ R2 with associated norm ‖ · ‖B.
(b) A nested sequence of subspaces S0 ⊂ S1 ⊂ S2 ⊂ · · · ⊂ B that are dense in B,
∞⋃
l=0
Sl =B.
(c) A collection of uniformly bounded operators
Il : B→ Sl
with the properties
IlIl = Il ,
IlIl+1 = Il ,
Il(B) = Sl
for all integers l0.
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As Banach space B we take C00(), the space of C0 continuous functions that disappear on , and its
associated norm is theL∞ norm. By Theorem 3.2 for p=∞ and (11), we obtain ‖Ilf ‖L∞()‖f ‖L∞(),
so the operator Il is uniformly bounded in C00(). Proving that the spaces Sl are dense in C00() is
equivalent to proving that liml→∞‖f −Ilf ‖L∞()=0. Let (x, y) be an arbitrary point in triangle T ∈ •l
with T ∩  = ∅. Then
|f (x, y) − Ilf (x, y)| =
∣∣∣∣∣∣f (x, y)
∑
∈
l
B,l(x, y) −
∑
∈
l
f ()B,l(x, y)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
∈
l
(f (x, y) − f ())B,l(x, y)
∣∣∣∣∣∣
and, provided thatB,l(x, y) = 0, f (x, y)−f () goes to zero as l → ∞ because f is continuous. Similar
arguments hold when T ∩ = ∅ or when T ∈ ◦l , so the spaces Sl are dense inC00(). The last property,
IlIl+1 = Il , follows immediately from the fact that the sets 
l are nested, i.e.

0 ⊂ 
1 ⊂ · · · ⊂ 
l ⊂ · · · .
Since for l0, the sets {Bl, |  ∈ 
l\
l−1} are L∞-stable bases for the spaces Im(Il − Il−1), we ﬁnd
that
⋃∞
l=0{Bl, |  ∈ 
l\
l−1} is a weakly L∞-stable hierarchical basis for C00(). The remainder of this
section is devoted to the proof of the fact that
∞⋃
l=0
{3(1−s)lB,l |  ∈ 
l\
l−1}
is a strongly stable Riesz basis forHs() for any s ∈ (1, 5/2). The operators Il will be essential tools.
Note that, by the Sobolev embedding theorem, Il is only well deﬁned onHs() given that s > 1.
Lemma 4.1. For each f ∈Hs(), 1<s, and arbitrary p> 0 we have that
‖f − Ilf ‖Lp() → 0 as l → ∞.
Proof. Suppose that 1<s < 2. Let (x, y) be some arbitrary point in the triangle T ∈ l . A simple
calculation yields
|f (x, y) − Ilf (x, y)|‖f ‖L∞(T ).
Then the well-known Bramble–Hilbert lemma [2] and Theorem 7.58 in [1] imply
|f (x, y) − Ilf (x, y)|3−l(s−1)|f |Hs (T ).
Using (10), we obtain
‖f − Ilf ‖Lp(T ) =
(∫
T
|f (x, y) − Ilf (x, y)|p dx dy
)1/p
 3−l(s−1)|f |Hs (T )3−2l/p,
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and some elementary calculations yield
‖f − Ilf ‖Lp()3−l(s−1+2/p)|f |Hs ().
The case s = 2 can be proven using the same techniques, and the case s > 2 follows from the fact that
Hs() ⊂Hs−1(). 
From Lemma 4.1 we know that each function f ∈Hs(), s > 1, can be decomposed as
f =
∞∑
l=0
gl, gl ∈ Sl ,
in the sense of Lp. Moreover, we can use the decomposition
f =
∞∑
l=0
(Il − Il−1)f
with I−1 := 0.
We now introduce auxiliary spaces As(). A function f ∈ L2() belongs to As() for some ﬁxed
s0 if there exists a sequence gl ∈ Sl , l = 0, 1, . . . such that f = ∑∞l=0gl in the sense of L2, and‖{3ls‖gl‖L2()}‖l2 <∞. The norm on As() is deﬁned as
‖f ‖As() = inf
( ∞∑
l=0
[3ls‖gl‖L2()]2
)1/2
,
where the inﬁmum must be taken over all admissible representations
∑∞
l=0 gl of f. In order to work with
the abstract As()-spaces, we relate them to the more convenient function spaces of Sobolev type. The
following fact can be extracted from the results in [19].
Proposition 4.2. Suppose the nested spaces {Sl}∞l=0 satisfy the Jackson estimates
inf
g∈Sl
‖f − g‖L2()3−3l‖f ‖H3() (12)
for all f ∈H3(), as well as the Bernstein estimate
‖g‖Hs ()3ls‖g‖L2(), g ∈ Sl (13)
for any s ∈ [0, 52 ); then
‖f ‖As() ∼ ‖f ‖Hs (), 0<s < 52 . (14)
Jackson estimates of type (12) and Bernstein estimates of type (13) hold for the spaces Sl . A precise
derivation of these estimates can be found in [15]. Using the norm equivalence (14) we can now prove
the following theorem which is inspired by the work in [6] and [9].
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Theorem 4.3. Choose s ∈ (1, 5/2). Then it holds that
‖f ‖2Hs () ∼
∞∑
l=0
32ls‖(Il − Il−1)f ‖2L2(), f ∈Hs().
Proof. Because of the norm equivalence (14) it is sufﬁcient to prove that
inf
gl∈Sl :f=∑lgl
∞∑
l=0
32ls‖gl‖2L2() ∼
∞∑
l=0
32ls‖(Il − Il−1)f ‖2L2().
Since (Il − Il−1)f ∈ Sl and∑∞l=0(Il − Il−1)f = f the inequality “” is trivial and we will concentrate
on the inequality “”. Let f =∑∞l=0gl with gl ∈ Sl . Since the operators Il are projectors and the spaces
Sl are nested, we have (Il − Il−1)Sn = 0 when n l − 1. Moreover, the operators Il also satisfy
‖Ilsn‖L2()3n−l‖sn‖L2(), sn ∈ Sn. (15)
Indeed, from the construction of Il and (10) we easily obtain
‖Ilsn‖L∞()‖sn‖L∞().
Then (15) canbededucedbyusing (6),Theorem3.2 and the equivalence of normson theﬁnite-dimensional
vector space of polynomials.
From the above properties and Cauchy Schwarz we have
∞∑
n,n′=0
∞∑
l=0
32ls〈(Il − Il−1)gn, (Il − Il−1)gn′ 〉L2()
=
∞∑
n,n′=0
min{n,n′}∑
l=0
32ls〈(Il − Il−1)gn, (Il − Il−1)gn′ 〉L2()

∞∑
n,n′=0
min{n,n′}∑
l=0
32ls(‖Ilgn‖L2() + ‖Il−1gn‖L2())
· (‖Ilgn′‖L2() + ‖Il−1gn′‖L2())

∞∑
n,n′=0
min{n,n′}∑
l=0
32ls3n+n′−2l‖gn‖L2()‖gn′‖L2().
The last expression can be rewritten as
∞∑
n,n′=0
min{n,n′}∑
l=0
3(s−1)(2l−n−n′)(3ns‖gn‖L2())(3n
′s‖gn′‖L2())
which is equivalent to
∞∑
n,n′=0
3(s−1)(2min{n,n′}−n−n′)(3ns‖gn‖L2())(3n
′s‖gn′‖L2()).
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The factor 3(s−1)(2min{n,n′}−n−n′) becomes very small if |n − n′|?0. In fact, the inﬁnite matrix
[3(s−1)(2min{n,n′}−n−n′)]n,n′∈N deﬁnes a bounded mapping on l2. Therefore
∞∑
n,n′=0
3(s−1)(2min{n,n′}−n−n′)(3ns‖gn‖L2())(3n
′s‖gn′‖L2())
∞∑
n=0
32ns‖gn‖2L2().
Since the splitting f =∑∞l=0gl was arbitrary, we have derived that
inf
gl∈Sl :f=∑lgl
∞∑
n,n′=0
∞∑
l=0
32ls〈(Il − Il−1)gn, (Il − Il−1)gn′ 〉L2()
 inf
gl∈Sl :f=∑lgl
∞∑
n=0
32ns‖gn‖2L2().
Because f ∈ As() (Proposition 4.2) we know that the right expression is bounded. Then from the
derivation made above it follows that the left expression is absolutely convergent and we are allowed to
write that
inf
gl∈Sl :f=∑lgl
∞∑
n,n′=0
∞∑
l=0
32ls〈(Il − Il−1)gn, (Il − Il−1)gn′ 〉L2()
= inf
gl∈Sl :f=∑lgl
∞∑
l=0
∞∑
n,n′=0
32ls〈(Il − Il−1)gn, (Il − Il−1)gn′ 〉L2()
=
∞∑
l=0
32ls‖(Il − Il−1)f ‖2L2().
We conclude that
∞∑
l=0
32ls‖(Il − Il−1)f ‖2L2() infgl∈Sl :f=∑lgl
∞∑
l=0
32ls‖gl‖2L2(). 
Since, by Theorem 3.2, the subsets {3lB,l |  ∈ 
l\
l−1} form an L2-stable Riesz basis for Im(Il −
Il−1), we ﬁnd from Theorem 4.3 that
‖f ‖2Hs () ∼
∞∑
l=0
32ls
∥∥∥∥∥∥
∑
∈
l\
l−1
c3lB,l
∥∥∥∥∥∥
2
L2()
∼
∞∑
l=0
32ls
∑
∈
l\
l−1
|c|2.
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Hence,∥∥∥∥∥∥
∞∑
l=0
∑
∈
l\
l−1
c3l(1−s)B,l
∥∥∥∥∥∥
2
Hs ()
∼
∞∑
l=0
∑
∈
l\
l−1
|c|2, s ∈ (1, 52 ). (16)
5. The hierarchical basis as a preconditioner
We are interested in solving the boundary value problem
2u = f, on , u = u
n
= 0, on , (17)
where 2 is the biharmonic operator, and n is the outward normal to . We multiply both sides of (17)
by smooth test functions v that disappear on  and, after integrating by parts, we ﬁnd that the solution
u satisﬁes
〈u,v〉L2() = 〈f, v〉L2(). (18)
It is well-known that the conjugate gradient method is a very efﬁcient solver for large linear systems
arising from the Ritz–Galerkin method for problems such as (18). However, because of stability reasons,
it is necessary that these systems suitably preconditioned. As mentioned in the introduction, one way of
preconditioning such stiffness matrices is based on hierarchical bases (see [24,6,9,19]).
So suppose S ⊂H2 is a space of conforming ﬁnite elements of dimension N deﬁned on a triangulation
with mesh size h. The stiffness matrix
A = (〈Bi,Bj 〉L2())Ni,j=1
for a typical nodal basis {Bi}Ni=1 of S would give rise to condition numbers (A) = O(h−4). Therefore
it is important that we precondition the linear system Ax = b resulting from the Ritz–Galerkin method.
This means that we transform the system Ax = b into the equivalent system C1/2AC1/2y = C1/2b,
C1/2y=x, where C is a positive-deﬁnite matrix such that (C1/2AC1/2) is much smaller than (A). Such
a preconditioning can be realized by a change of basis. Let {Bi}Ni=1 and {B ′i}Ni=1 be two bases of S. Let g
be an arbitrary function in S,
g =
N∑
i=1
ciBi =
N∑
i=1
diB
′
i
and deﬁne M as the unique matrix that takes the coefﬁcients ci into the coefﬁcients di . Then the stiffness
matrixA′ relative to {B ′i}Ni=1 is given byA′=MTAM , andwe solve the equivalent systemMTAMy=MTb,
My = x.
Eq. (18) deﬁnes an energy norm ‖ · ‖E given by
‖ · ‖E := 〈·, · 〉1/2L2()
which satisﬁes
‖ · ‖E ∼ ‖ · ‖H2 . (19)
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Suppose that the basis {B ′i}Ni=1 satisﬁes
c1
N∑
i=1
|di |2
∥∥∥∥∥
N∑
i=1
diB
′
i
∥∥∥∥∥
2
H2
c2
N∑
i=1
|di |2, ∀d ∈ RN ,
then by (19) and 〈g, g〉E = dTA′d we ﬁnd the well-known fact (see e.g. [6]) that (A′) = O(c2/c1).
By (16), the properly scaled hierarchical basis ⋃∞l=0{3−lB,l |  ∈ 
l} leads to uniformly well-
conditioned stiffness matrices for problem (17). However, due to the increasing sizes of the supports
of the basis functions on lower resolution levels, the resulting stiffness matrix is not sparse. Fortunately,
Dahmen et al. [8, Section 4.4] showed that a matrix–vector multiplication using this stiffness matrix can
be avoided, and they propose an efﬁcient recursive way to solve the system. Therefore, the use of our
hierarchical basis of Lagrange type on PS triangulations as a preconditioner is extremely well motivated.
Remark 5.1. Another option for preconditioning (17) is to use the bivariate PS spline wavelets from
[22]. These wavelets are a stable completion [3] of the hierarchical basis of Hermite type used in Section
2, which is, under a suitable normalization, a Riesz basis for the Sobolev space Hs() with s ∈ (2, 5/2);
see [15]. Because the wavelets are designed to be more stable than the hierarchical basis, we expect that
the wavelet basis is a strongly stable Riesz basis for the Sobolev spaces Hs() for all s ∈ (˜s, 5/2) for
an s˜ < 2. In a forthcoming paper (see [14] for a preliminary version) we prove that the range of stability
safely includes the value s=2. Furthermore, these wavelets have one disappearing moment which implies
that the stiffness matrix is (quasi-)sparse; see [5].
Remark 5.2. The hierarchical basis {B,l}∞l=0 can also be used to solve boundary value problems of
second order such as, for instance, Poisson’s equation
−u = f, on , u = 0, on , (20)
which appears in many ﬁelds of science and engineering. We adapt the proof of Theorem 4.3 slightly to
obtain the result
n−2
n∑
l=0
∑
∈
l\
l−1
|c|2
∥∥∥∥∥∥
n∑
l=0
∑
∈
l\
l−1
cB,l
∥∥∥∥∥∥
2
H1()

n∑
l=0
∑
∈
l\
l−1
|c|2,
which yields (A) = O(n2) with an A being the stiffness matrix arising from the Ritz–Galerkin method
for solving (20). In terms of the mesh size an h of the underlying triangulation n this becomes (A) =
O(| log h|2). This is still much better than a typical nodal basis on n, which would give rise to a condition
number (A) = O(h−2).
Remark 5.3. The PS interpolant essentially solves the same problem as the Clough–Tocher interpolant
[4]. Therefore, it is natural to compare the complexity of the above construction with that of a similar
construction based on the Clough–Tocher interpolation (which, to our knowledge, does not exist yet). For
the Clough–Tocher case the number of degrees of freedom per triangle equals 30 which is signiﬁcantly
larger than the number of degrees of freedom per triangle in the PS case (equal to 9). Furthermore,
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we expect the Clough–Tocher basis functions to be less local, which results in less sparsity of the stiffness
matrix; see for instance [19]. In return, the Clough–Tocher interpolant will provide a higher degree of
approximation, given that the solution u of (17) is smooth enough.
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