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Abstract
The purpose of adaptive observations is to use information about individual atmo-
spheric situations to identify regions where additional observations are likely to improve
weather forecasts of interest. The observation network could be adapted for a wide
range of forecasting goals, and it could be adapted either by allocating existing ob-
servations differently or by adding observations from programmable platforms to the
existing network. In this study, we explore observation strategies in a simulated ide-
alized system with a three-dimensional quasi-geostrophic model and a realistic data
assimilation scheme. Several issues are addressed, including whether adapting observa-
tions has potential to improve forecasts, how observational resources can be optimally
allocated in space and time, how effectively ensemble forecasts can estimate errors in
initial conditions, and how much the data assimilation system affects the influence of
the observations.
Using simple error norms, we compare idealized non-adaptive observations with adap-
tive observations for a variety of observation densities. The adaptive strategies imple-
mented incorporate information only about errors in the initial conditions. We test
both an idealized adaptive strategy, which selects observation locations based on perfect
knowledge of the true atmospheric state, and a more realizable adaptive strategy, which
uses an ensemble to estimate errors in the initial conditions.
We find that the influence of the observations, both adaptive and non-adaptive,
depends strongly on the observation density. In this simulated system, observations
on synoptic scales dominate the average error reduction; above a certain observation
density, adding any observations, adaptive or non-adaptive, has a much smaller effect.
Results presented show that for non-dense observation networks, the adaptive strategies
tested can, on average in this simulated system, reduce analysis and forecast errors by
a given amount using fewer observational resources than the non-adaptive strategies.
In contrast, however, our results suggest that it is much more difficult to benefit from
modifying the observation network for dense observation networks, for adaptive obser-
vations taken infrequently, or for additional observations taken to improve forecasts in
individual cases.
The interactions between the observations, the data assimilation system, the errors
in the initial conditions, and the forecast model are complex and depend on the specific
forecast situation. This leads to a non-negligible risk that forecasts will be degraded
when observations are adapted in an individual situation. Further study is needed both
to understand these interactions better and to learn to what extent the results from this
idealized study apply to more complex, more realistic systems.
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Title: Professor of Meteorology
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Chapter 1
Introduction
1.1 Motivation and background
For several decades, it has been known that numerical weather forecasts are sen-
sitive to small changes in initial conditions. This means that even if we could model
the atmosphere perfectly, errors in the initial conditions would amplify rapidly, leading
to forecast errors and forecast failures. The initial conditions for operational numeri-
cal weather prediction (NWP) models, called analyses, are based on a combination of
short range numerical forecasts with observations. The observations, where available,
constrain the atmospheric state in the forecast model to be as close as possible to the
true atmospheric state. The current observation network is made up of three types of
observation platforms. Fixed platforms, such as rawinsonde stations, take observations
at pre-selected times and locations, generally near population centers and thus over land.
In the data gaps left by the fixed network, there are observations taken from platforms
of opportunity, such as planes and ships, and from remote sensing platforms. At any
given time, however, these latter two types of platforms are usually at locations which
were selected for reasons other than weather prediction. In many cases, they also have
limited vertical coverage or resolution.
Because the observation network is inhomogeneous, in any forecast situation there
will be regions where information about the initial conditions is important but where
there are insufficient observations. If we could use our knowledge about a specific atmo-
spheric situation to identify these regions, it might be possible to deploy programmable
observation platforms to take data in them and improve the initial conditions. These
adaptive (also called targeted) observations could both reduce global analysis errors and
help predict important weather phenomena on various temporal and spatial scales.
Forecasts will probably benefit little from observations in regions where the initial
conditions are already quite accurate or where errors will have only a small effect on
forecasts which interest us. Thus, effective adaptive observation strategies are likely to
incorporate information both about probable analysis errors and about rapidly amplify-
ing forecast errors. Various strategies have been proposed to include these criteria, each
assuming that somewhat different analysis and forecast errors are the most important to
identify and correct first. Subjective methods, such as identifying tropopause or other
features which may be pre-cursors of rapidly developing atmospheric systems in data
sparse areas, have been suggested (e.g. Snyder 1996). However, because it is not always
possible to subjectively identify important features for a certain forecast (for example,
when there is downstream energy propagation), several objective techniques have been
proposed for adapting observations.
Each individual implementation of each adaptive observing strategy is different, and
so we do not discuss the specific proposed strategies in detail. As an overview, however,
the objective strategies which are currently being developed and tested include three ba-
sic types. First, there are techniques based primarily on estimates of errors in the initial
conditions, such as the methods using ensemble spread tested in Lorenz and Emanuel
(1998). Second, strategies have been developed directly from adjoint techniques, cal-
culating optimal perturbations (singular vectors) or sensitivities of forecasts to small
changes in the initial conditions (e.g. Bergot et al. 1999, Gelaro et al. 1999, Palmer et al.
1998). Adjoint-based targeting strategies emphasize the errors which, if they exist in the
initial conditions, will grow most rapidly. Although error statistics can be incorporated,
the current implementations of adjoint-based strategies include little or no information
about the probability of analysis and forecast errors. Finally, there are strategies which
explicitly combine the error probability and error growth criteria. The ensemble trans-
form technique, for example, uses an ensemble of perturbed forecasts to estimate both
uncertainty in analyses and forecasts and the time evolution of the uncertainty (e.g.
Bishop and Toth 1996, Bishop and Toth 1999).
Intuitively we believe that the best strategies will combine the two criteria in some
manner. Unfortunately, adapting observations successfully has turned out to be a much
more complex exercise than simply evaluating one or both of the criteria in the the-
oretically optimal way. How much the different strategies improve forecasts in any
atmospheric situation depends on many factors, including the selected "forecast of in-
terest," the limitations of the observing platforms, and the data assimilation procedure
which incorporates the observations into the model state to create the initial conditions
for forecasting. This means that the best strategies are likely to vary from situation
to situation, and that they are likely to change as forecast models, available observing
platforms, and data assimilation schemes evolve. At this time, it is not clear which (if
any) of the currently proposed adaptive strategies will be most beneficial in any situation
and implementation.
Current work on adaptive observations includes several different approaches, ranging
from field experiments in which observations are taken to improve weather forecasts in
real time, to idealized studies with simple models. In the real atmosphere, targeted
observations are being implemented for tropical cyclone forecasts (Burpee et al. 1996,
Aberson 1997; S. Aberson, personal communication), as well as being tested for mid-
latitude weather forecasts during the Fronts and Atlantic Storm Track Experiment (FAS-
TEX, in Jan.-Feb. 1997) and the North Pacific Experiment (NORPEX-98, in Jan.-Feb.
1998; NORPEX-99, to occur in Jan.-Feb. 1999). Several types of additional observing
platforms have been tested, including dropwindsondes released from aircraft and high-
resolution winds derived from satellite water vapor data (Velden et al. 1997), with data
potentially gathered from unmanned aircraft in the future (Langford and Emanuel 1993).
Unfortunately, because observing platforms and forecast verifications are often highly
constrained in the real world, it is difficult to obtain enough good cases to allow one to
draw firm conclusions. In addition, operational forecasting systems are complex, data
assimilation systems and forecast models vary between numerical weather prediction
centers, and the range of possible forecasting goals is large. This combination of factors
make the results from real world adaptive observations difficult to interpret. The results
are preliminary, and we do not discuss them in detail. In general, however, it is clear
that so far the real adaptive observations have had a mixed influence. The assimilated
extra observations have improved some forecasts, but in other cases they have had little
impact or have even degraded forecasts (see Emanuel and Langland 1998, Gelaro et al.
1999, Langland et al. 1999a, and Szunyogh et al. 1999 for sample FASTEX results; see
Langland et al. 1998b and Toth et al. 1999 for initial NORPEX results).
To eliminate many of the practical constraints, observing system simulation experi-
ments (OSSE's) use a forecast model and a data assimilation system to simulate obser-
vations and an analysis and forecast cycle. Because simplifying the forecast model both
reduces the computational cost dramatically and makes the understanding the results
easier, several of these idealized studies have been performed with low-order models.
Lorenz and Emanuel (1998), for example, used a one-dimensional model, which predicts
one quantity at 40 locations on a latitude circle, to investigate several adaptive obser-
vation strategies. Berliner et al. (1999) proposed a statistical framework and used it
with the same one-dimensional model to explore several aspects of observing networks.
These and similar experiments have suggested that adapting observations may be ben-
eficial and have raised some important issues to consider when adapting observations.
However, because of the one-dimensional dynamics of the model and the associated lack
of requirement for a complex data assimilation system, these results may only apply to
real atmospheric forecasts in a limited sense.
Both the idealized simple model and the real world approaches have left unanswered
several important questions about adaptive observations. Although these questions are
much too broad and complex to answer completely within the scope of this study, we
begin to address them with the hope that our results will further our theoretical and
practical understanding of how we can use observations to improve weather forecasts.
This both can help us interpret results from other adaptive observations studies and
can suggest which issues are the most important to explore first in future studies. The
questions we address are:
" Can adaptive observations improve analyses and forecasts on a statistically sig-
nificant basis, in a fully three-dimensional dynamical system with a realistic data
assimilation system? If adapting observations can improve analyses and forecasts,
what kinds of improvements can we expect under different circumstances?
* Which types of strategies are likely to be the most effective in different circum-
stances? How can the strategies best be implemented, in terms of allocation of
observational resources in space and time? How effectively can we estimate errors
in initial conditions for use in adaptive observation strategies?
" How important are the limitations of the data assimilation system for adapting
observations? How would we like to change the data assimilation procedure to
improve the influence of observations on forecasts?
" How important is the risk of degradations when taking extra observations? How
can we minimize the risk? With this risk in mind, what is the best way to define
our goals when trying to optimally allocate observations?
* Given that we have limited observational resources, as discussed in Emanuel et al.
(1997), what is the "optimal" mix of observing systems? In other words, what
role would we like all different types of observations, adaptive and non-adaptive,
to play in the future?
The adaptive observing framework for addressing these issues is fairly new. Some
of the more basic underlying questions, however, have been addressed previously from
somewhat different perspectives. For example, it has recently come to our attention that
during the late 1960's and early 1970's, several studies were performed with OSSE's to
investigate which types of observations are the most useful for NWP and how these
observations can best be assimilated, questions reminiscent of several of those above.
More precisely, as satellite data first became available and as optimal interpolation
data assimilation schemes became more accepted, several researchers began to explore
how asynoptic data (primarily satellite but also including aircraft and other in situ
data) might compare to and fill in gaps left by more traditional land-based radiosonde
observations. Some of the studies focussed on comparing forecasts from initial conditions
generated with observations distributed differently in space and time (Bengtsson and
Gustavsson 1971, Bengtsson and Gustavsson 1972, Charney et al. 1969, and Morel et al.
1970). Other studies focussed on prioritizing data types, considering different observing
platforms which could observe different meteorological variables with different accuracies
(Charney et al. 1969, Jastrow and Halem 1970, Smagorinsky et al. 1970). These early
studies were limited by the lack of computational resources; the forecast models are
simple and their resolutions coarse by current standards, and only a few experiments
could be run. Although the specific issues addressed in these studies are different, some
of the general goals and methods are similar to those we use.
1.2 Approach
We use an approach which bridges the gap between the full numerical weather predic-
tion system and the idealized simple model experiments described above: an idealized
OSSE setup with a fully three-dimensional, yet simplified, quasi-geostrophic forecast
model and a realistic data assimilation system. The basic framework for the experi-
ments follows that used by Lorenz and Emanuel (1998) and previous observing system
simulation studies (e.g. Jastrow and Halem 1970). We have selected an OSSE setup
to avoid many of the logistics which make improving real-time forecasts difficult. With
repeatable experiments, simulated observations, and perfect knowledge, we are limited
neither by the number of possible cases nor by our ability to sample those cases well.
Later, if we wish, some of the idealizations can be relaxed and the importance of the
real-world constraints evaluated.
To address some of the issues raised by both the one-dimensional model and the real
world studies, we decided to test different observing networks in a three-dimensional
system, but one with as few competing processes as possible. For both our forecast
model and for our "real" atmosphere, we chose an idealized multi-level quasi-geostrophic
model. Because it has simplified forcing and geometry, the quasi-geostrophic model does
not simulate some aspects of real mid-latitude synoptic behavior, such as storm tracks.
In other respects, however, the model represents large-scale dynamics realistically, and its
relative simplicity both makes a larger number of experiments computationally feasible
and simplifies interpreting the results. Since the model dynamics have limited accuracy
at sub-synoptic scales, to the extent possible we do not interpret our results for sub-
synoptic scale applications.
The forecast model cannot use the data without first incorporating it into a three-
dimensional best estimate of the atmospheric state. Consequently, a data assimilation
system is a necessary complicating factor. We developed a three-dimensional variational
data assimilation system similar to those used in operational NWP so that we can
begin to explore how any, necessarily imperfect, data assimilation system interacts with
observations and with a forecast model. We describe the data assimilation system in
detail, explicitly addressing the strengths and weaknesses of how it incorporates data.
This helps us understand both how our choice of data assimilation systems might affect
our results and how data assimilation techniques can be improved so that they use
observations more effectively.
Originally we designed this study with the goal of determining the "optimal" adaptive
strategy. As the study developed, however, it became apparent that this goal was not
only impossible to achieve, but was also not the best goal to work towards, for several
reasons. First, since the most effective strategy is likely to change from situation to
situation and from forecasting system to forecasting system, it is not clear if there is
such a thing as an optimal strategy. In addition, the proposed strategies are in early
stages of development, both theoretically and practically, and thus did not seem ready for
rigorous comparison. Finally, we realized that we understand very little about how any
extra observations, adaptive or non-adaptive, interact with data assimilation systems,
with forecast errors, and with forecast models. It therefore seemed unwise to compare
strategies without understanding more fundamentally what happens to the observational
data once they are taken.
As we moved towards understanding more fundamentally how observations are used
by a forecast system, we also decided not to attempt explicitly to simulate real observing
networks and real observing platforms. Thus, we did not implement a complex "stan-
dard" background observation network, varying in time and with different observation
densities in different pre-specified regions. Instead, we chose to test only idealized non-
adaptive observation strategies. Rather than implementing one or more of the specific
proposed adaptive observation strategies described above, we also decided to test only
very simple adaptive strategies. The idealized observation strategies allow us to pro-
duce results more general than a comparison of how specific strategies added to a given
background network of observations can improve specific forecasts in specific forecasting
systems.
The primary stated goal of adaptive observations is to improve important forecasts.
However, to help us identify the key considerations for adapting observations in general,
in this study we also test only idealized error norms. Most of the results presented are
aggregated over a large number of cases, in terms of domain- and time-averaged analysis
error. These results are still relevant for reducing forecast errors on average because, as
we discuss in Section 5.2, in this simulated system average analysis improvement and
average forecast improvement are linked. Improving forecasts in individual cases is a
more complex issue, one which we only begin to address specifically towards the end of
the study.
Adapting observations combines several different areas of numerical weather pre-
diction, including data assimilation techniques, forecast error evolution, ensemble fore-
casting, and adjoint techniques (including singular vectors). Although these topics are
important background material for understanding adaptive observations, each is a broad
and complex field on its own. Therefore, in the interest of space, we only discuss them
briefly where relevant, directing the reader to some sample appropriate references for
further information. To tie our results to real world forecasting, it is also important
to have a basic understanding of several other issues, such as the currently proposed
adaptive observation techniques and the influence of the adaptive observations tested
in field experiments. Because these fields are new and evolving rapidly, and because
many of the results are preliminary, again we do not discuss them in detail. When
possible, we provide references for the adaptive observations results, although many of
them are not yet published (as of late 1998). Often, however, our understanding of the
important issues for adapting observations is not based on a single identifiable research
study or researcher. Much of our interpretations of how our results might be applied to
real forecasting have developed from our experiences taking data and verifying forecasts
during FASTEX (Joly et al. 1997, special issue of Quart. J. Roy. Meteor. Soc. to ap-
pear) and NORPEX-98 (Langland et al. 1999b) and from presentations and discussions
from several workshops on targeted observations. These workshops include those which
took place: in Camp Springs, MD on 10-11 Apr. 1997; in Monterey, CA on 8 Dec. 1997
(summarized in Emanuel and Langland 1998); in Toulouse, France on 27-30 Apr. 1998;
and in Monterey, CA on 4-5 Nov. 1998 (summary in preparation by R. Langland).
The results from the quasi-geostrophic model, the idealized experimental setup, and
the simplified strategies cannot be applied directly to real forecasting. They are im-
portant, however, because they can help us understand fundamental aspects of how
any atmospheric or related forecasting system might respond to different types of ob-
servational information. The basic principles learned from the experiments with the
simplified model can then be tested with a more complex, more realistic model and
eventually explored with real atmospheric data.
1.3 Outline
In Chapters 2 and 3, the quasi-geostrophic model and three-dimensional variational
data assimilation system are described. Chapter 4 explains the OSSE setup and how
the observation strategies were chosen and implemented. Chapter 5 presents results
from networks with different densities of fixed observations, including a summary of
the sensitivity of the results to the error norm and to the data assimilation procedure.
From these results, we develop a framework for studying further changes in observation
networks. We then begin to address the issues discussed above, building on the low-order
model results and investigating some unresolved difficulties with adapting observations
from the field experiments.
In Chapter 6, we compare global idealized adaptive observations to non-adaptive
global observation strategies at different observation densities. We then explore how
a limited amount of observational resources might be optimally allocated in space and
time. Chapter 7 tests using different-sized ensembles to estimate background error for
adaptive observations. We also briefly discuss how the results may be affected if obser-
vation locations must be selected well in advance of the observation time. In Chapter 8,
observation strategies are tested when the observations are added to a pre-existing net-
work of fixed observations. The influence of the extra observations is illustrated both
with time-averaged results and with results from a time series of individual situations.
Finally, in Chapter 9, we present examples and statistics of how individual extra obser-
vations affect analyses and forecasts in specific cases. These results demonstrate some of
the specific ways in which observations can interact with errors in the initial conditions,
with the data assimilation system, and with the forecast model.
Throughout the study, we discuss the extent to which we believe the results from the
simplified model and the simplified experimental setup may or may not apply to more
complex systems and to more general situations. We also explore the importance of the
data assimilation system for the results, and we address what next steps are required
before our results can be applied to real world observing networks.
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Chapter 2
Quasi-geostrophic model
The quasi-geostrophic (QG) model used is a gridpoint channel model on a beta
plane, periodic in longitude, developed at the National Center for Atmospheric Research
(NCAR) and described in Rotunno and Bao (1996, hereafter referred to as RB96). We
have selected this multi-level QG model because it exhibits three-dimensional dynamical
behavior that is, to first order, similar to that of the real atmosphere, while it remains
simple enough to make a large number of runs computationally feasible. The QG model
is forced by relaxation to a specified zonal mean state (described below); it has no orogra-
phy or seasonal cycle. Dissipation includes fourth-order horizontal diffusion and, at the
lower boundary, Ekman pumping. The version for this study has constant stratification
and a tropopause with fixed height (but varying temperature) at the upper boundary
z = H. With the simplified geometry and forcing, this QG model does not simulate
some features of real mid-latitude synoptic behavior, such as storm tracks and other
stationary wave patterns. Even so, the model exhibits a wide range of chaotic behavior.
We have chosen an idealized QG model to help us to gain a basic understanding of how
observation networks behave, an understanding which we can later apply to adapting
observations in a more complex, more realistic atmosphere.
The QG model variables are potential vorticity (q) in the interior and potential
temperature (0) at the upper and lower boundaries. With the geopotential V) (referred
to as streamfunction once non-dimensionalized) and the geostrophic wind vg given by
0 = , (2.1)g az'
and
fvg = k x VO, (2.2)
we define the pseudo-potential vorticity as
1 f a20q + #y. (2.3)f N2 oz2
The equation governing the interior potential vorticity, including the diffusion and re-
laxation, is then
a 1(- + Vg - V) q = -vV 4 q - (q - gre). (2.4)
at Trelax
With Ekman pumping at the lower surface, the equation for the potential temperature
at the upper and lower boundaries is
SvNV)O= v 4 o2 ( at z = 0
(-+vg-V6=- V0- (O -GrefV{ - 9 (2.5)jt Trelax 0 at z = H,
where the vertical component of the geostrophic vorticity is defined as
av _ u_
C= g_ aUg (2.6)
and Av is the vertical eddy diffusion.
The zonal mean reference state (qref, Oref) is a Hoskins-West jet (Hoskins and West
1979), with a zonal wind (u) maximum at the tropopause, u = 0 at the channel walls,
and a corresponding sinusoidally varying meridional temperature gradient. The jet is
specified according to Equation (17) in Hoskins and West (1979); for further details on
the mathematical formulation, see Hoskins and West (1979) and RB96. In the results
below, the maximum zonal wind speed U of the reference state jet is scaled to 60 ms- 1,
and the model state is relaxed to the reference state over a time scale Trelax = 20 days.
Figure 2.1 depicts meridional cross-sections through the reference state for the potential
temperature and zonal wind profiles.
The diffusion coefficient v is set to 9.84 x 1015 m4s- 1 for the standard resolution runs.
Defining the damping time scale for a wavenumber k as
1
Tdiff = 0V
the damping time scale for the shortest wave at the standard resolution (wavelength
= 2Ax = 500 km) is approximately 1 hour.
The Ekman layer is formulated as a well-mixed viscous layer with a bulk aerodynamic
0zonal
-
-C 
--- 
---0
0 1000 2000 3000 4000 5000 6000 7000 8000
latitude (km) ---- >
t zonal
-I I I
_ 40
-C
0 1000 2000 3000 4000 5000 6000 7000 8000
latitude (kin) --- >
Figure 2.1: Meridional cross-section through the zonal mean reference state for (a) potential
temperature (K) and (b) zonal wind (ms-1 ) in the QG model.
formula for the surface stress, as in RB96. Following Valdes and Hoskins (1988), the
viscous boundary layer can be made equivalent to an explicit Ekman layer with a no-slip
lower boundary condition. The vertical eddy diffusion coefficient Av is related to the
surface drag coefficient cD by
cD IUsurf = 2
where Iusa I is the average total horizontal surface velocity. We set Av = 5 m2 s- 1, which
is equivalent to cD P 1.5 x 10-3 and IUsurf I 10ms- 1. Av is also related to the traditional
Ekman number Ev according to
E, = 2 Avf H2
The equations are non-dimensionalized as in RB96, and at each time step, the bound-
ary potential temperature is incorporated into the interior potential vorticity and Equa-
tion (2.3) is inverted to solve for 4. Through Equation (2.1), the boundary potential
temperature determines the upper and lower boundary conditions for the inversion. Par-
titioning the streamfunction into 4 (the time-varying zonal mean component) and 0'
(the deviation from 4), the boundary conditions at the channel walls are
0 (2.7)
at ay'
0, (2.8)
and no diffusion, i.e.
v =0. (2.9)
After the streamfunction is diagnosed, Equations (2.4) and (2.5) are integrated forward
in time using leapfrog time differencing, except just after a new analysis is created,
when a forward Euler scheme is used. The time step is approximately 30 minutes for the
standard resolution runs, and the integration is time filtered to remove the computational
mode (Robert 1966).
The dimensional domain for all results shown has a circumference of 16000 km and
a channel width of 8000 km (approximately 700 latitude, large enough so that there is
less interaction between the synoptic systems and the channel walls). The depth H is
9 km. The Rossby radius of deformation is defined as
Rd NH (2.10)
f
With the Brunt-ViiissIl frequency N = .011293 and f = 1 x 10-4, Rd r 1000 km. The
Rossby number is defined as
Ro U U (2.11)fL NH'
and since U = 60 ms- 1, R. ~ .59. The advection time scale
L 1
tadv = - =f~ (2.12)U f Ro
is then approximately 5 hours.
The standard resolution runs have 250 km horizontal resolution and 5 vertical levels.
At this resolution, we have estimated from the growth rate of small differences in the
QG model state that the error doubling time is approximately 2.5-4 days (for example,
compare for dense observations the average magnitude of the initial condition errors in
Figure 5.1 with that of the 5 day forecast errors in Figure 5.3). The specific error growth
rate depends on the situation, but this value may be on average slow compared to the
real atmosphere. If the resolution is roughly doubled to 125km horizontal resolution and
8 vertical levels, changing to a 7.5 minute time step and a diffusion coefficient v = 2.46 x
1015 m4s-1, the corresponding error doubling time is 1-2 days. To evaluate how sensitive
the results are to the model resolution and to the error growth time scale, Section 6.4
presents a few of the results at double resolution. Since it was not computationally
feasible to run all of the experiments at higher than the standard resolution, however,
we have also compensated for the somewhat slow error growth rate by changing the rate
at which observational data are input into the model in Sections 5.4 and 6.3
Figure 2.2 shows the streamfunction and the potential temperature at the upper
and lower boundaries for an arbitrarily selected sample QG model state at the standard
resolution. Figure 2.3 shows the same fields for an arbitrarily selected state at double
resolution. The QG model at higher resolution not only has faster error growth, but
comparing Figures 2.2 and 2.3, we see that it also better resolves strong temperature
gradients and thus has a more focused jet stream.
sb: tr DAY
CONTOUR FROM -0.60000 TO 0.50000 CONTOUR INTERVAL OF 0.500OOE-01 PT(3.3)= 0.15151
st: tr DAY 0.00
CONTOUR FROM -1.6000 TO 1.8000 CONTOUR INTERVAL OF 0.20000 PT(3.3)= 1.8049
Figure 2.2: Sample vertical cross-sections through the standard resolution QG model state
at an arbitrary time, for non-dimensionalized: (a) lower boundary streamfunction, (b) upper
boundary streamfunction, (c) lower boundary potential temperature, and (d) upper boundary
potential temperature. Longitude (periodic) is plotted on the x-axis and latitude is plotted on
the y-axis, each with resolution 250 km.
0.00
tb2: tr DAY 0.00
CONTOUR FROM -1.2000 TO 1.4000 CONTOUR INTERVAL OF 0.20000 PT(3.31= 1.4193
tt2: tr DAY 0.00
CONTOUR FROM -1.B000 TO 1.8000 CONTOUR INTERVAL OF 0.20000 PT(3,3)= 1.9827
Figure 2.2, continued.
sb: tr DAY 0.00
CONTOUR FROM -0.80000 TO 0.55000 CONTOUR INTERVAL OF 0.50000E-01 PT(3.3)= 0.14986
st: tr DAY 0.00
CONTOUR FROM -1.8000 TO 1.4000 CONTOUR INTERVAL OF 0.20000 PT(3,3)= 1.3671
Figure 2.3: Sample vertical cross-sections through the double resolution QG model state at
an arbitrary time, for non-dimensionalized: (a) lower boundary streamfunction, (b) upper
boundary streamfunction, (c) lower boundary potential temperature, and (d) upper boundary
potential temperature. Longitude (periodic) is plotted on the x-axis and latitude is plotted on
the y-axis, each with resolution 125 km.
tb2: tr DAY 0.00
CONTOUR FROM -1.2000 TO 1.0000 CONTOUR INTERVAL OF 0.20000 PT(3.3)= 1.0625
tt2: tr DAY 0.00
CONTOUR FROM -1.8000 TO 1.8000 CONTOUR INTERVAL OF 0.20000 PT(3.3)= 1.7402
Figure 2.3, continued.
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Chapter 3
Data assimilation
The data assimilation system controls how observations are incorporated into the
forecast model, and therefore it is a key aspect of any data impact study using a rela-
tively complex model. For the initial evaluation of observation strategies, we have im-
plemented a three-dimensional variational (3DVAR) data assimilation scheme, based on
the Spectral Statistical-Interpolation (SSI) analysis system currently operational at the
National Centers for Environmental Prediction in the U.S. (Parrish and Derber 1992),
and similar to those operational at many other weather prediction centers. Although
more sophisticated data assimilation systems are currently being developed and imple-
mented, we have selected 3DVAR as the baseline data assimilation system because it has
been well-tested, it is similar to operational schemes, it is computationally less intensive
than more complex schemes, and it simplifies understanding how the data assimilation
affects the observations. Further details on other possible data assimilation schemes and
our choice of 3DVAR are discussed in Section 3.1. Sections 3.2, 3.3, and 3.4 present
the 3DVAR algorithm and describe its implementation in this study. In Section 3.5, we
show several examples of how the 3DVAR assimilates the observations.
3.1 Choice of data assimilation
In this section, we briefly outline several different atmospheric data assimilation
techniques and explain why we chose to implement 3DVAR. Because data assimilation is
a large and rapidly developing field, with each data assimilation implementation slightly
different, we have discussed only a few basic atmospheric data assimilation formulations
and have avoided going into much detail. For further information on the theory used
to develop variational data assimilation (e.g. Bayesian estimation) and statistical data
assimilation in general, the reader is referred to Bengtsson et al. (1981), Daley (1991),
and Lorenc (1986), and references therein. For more information on advanced data
assimilation topics, the reader is referred to the references listed in Courtier et al. (1993).
3DVAR is described in greater detail in the remaining sections of this chapter, and
for details on the other specific data assimilation algorithms discussed, a few sample
references are given in the text.
Until several years ago, optimal interpolation (01) schemes were used to assimi-
late data at most operational weather prediction centers (e.g. Lorenc 1981). In theory
3DVAR and 01 are quite similar. In practice, however, most 01 implementations solve
several local assimilations, selecting a relevant subset of the observations for each region,
while 3DVAR and related variational data assimilation schemes solve for the analysis
globally, incorporating all available data at once. The different formulation of 01 creates
analyses which can be easier to attribute to features in the background field and in the
observations. Recently, however, operational centers have been moving away from 01
toward variational data assimilation (e.g. Parrish and Derber 1992), and we have chosen
3DVAR for similar reasons. First, 01 requires a data selection algorithm, which can be
complex and difficult to implement, and which can produce analyses that are inconsis-
tent between regions. In addition, since the 3DVAR analysis is global and is formulated
in terms of the analysis variables instead of in terms of pre-defined observation variables,
3DVAR can more easily be adapted to incorporate a variety of data sources (Parrish
and Derber 1992). The basic 3DVAR algorithm can also easily be modified to include
additional constraints on the analysis, such as a balance condition or other dynamical
constraint. Because of this flexibility, we can later adapt the 3DVAR framework to any
data assimilation algorithm that can be posed variationally.
Atmospheric variational data assimilation uses predicted error statistics to weight
a forecast model state or model trajectory (called the background field) and observa-
tions. It then solves for the analysis which has the minimum difference from both the
background field and the observations. Although the idealized formulation of variational
data assimilation is theoretically appealing and is useful for small-order problems, it can-
not currently be used to assimilate atmospheric data in realistic situations for two main
reasons. First of all, in atmospheric 3DVAR the full algorithm contains O(N 2 ) error cor-
relations, where N is equal to the number of analysis variables. In more sophisticated
data assimilation formulations the algorithm can be even more complex, with operations
on the O(N 2 ) values. Even in the simplified system studied here, N is O(104). Although
we do not have to explicitly invert the equations, it is computationally very expensive to
calculate or store all of the values, and it is at best infeasible to solve the full algorithm
for a large number of experiments. In addition, because of the large number of error
correlations and their detailed time-dependent structure, at each assimilation time very
little is known about the error statistics which determine the weights for the inversion.
Therefore, to implement a practical variational data assimilation for numerical weather
prediction, we must generally simplify the basic algorithm.
Each type of data assimilation and each implementation makes different assumptions,
and it is not yet clear which assumptions are the most valid or which work the best. For
3DVAR, we develop a feasible algorithm by simplifying the error statistics, particularly
the structures of the background errors; the assumptions used in our version of 3DVAR
are described in Section 3.4. Our 3DVAR behaves similarly to data assimilation systems
at most operational weather centers. With only these simplified statistics, however,
the 3DVAR has little knowledge of the atmospheric dynamics, and thus it is far from
optimal. Several more complex data assimilation algorithms have been proposed to
incorporate information about time- and space-dependent errors, and by doing so they
can greatly improve how the data assimilation recreates the atmospheric state from
the observations. To be feasible, these algorithms must be simplified even more than
3DVAR, but as computational resources increase, they will become possible for more
implementations.
One possibility, the Kalman filter, has been applied in a variety of fields, and it may
be useful for atmospheric data assimilation in a modified form (e.g. Ghil 1997 and refer-
ences therein). The Kalman filter, instead of specifying the background error statistics
externally (as in 3DVAR), uses the forecast model explicitly to update the statistics
at each data assimilation time. A second example is four-dimensional variational data
assimilation (4DVAR), which is similar to 3DVAR but minimizes in time as well as in
space (e.g. Courtier and Talagrand 1987, Talagrand and Courtier 1987, and Thepaut
et al. 1993). In 4DVAR the background field is a forecast model trajectory over a spec-
ified time period instead of model state at a specific time. Both the Kalman filter and
4DVAR include adjoint models, and simplified forms of 4DVAR using an adjoint or a
quasi-inverse model have also been proposed (e.g. Pu et al. 1997). Another possibility
is the "ensemble Kalman filter," a 3DVAR-like algorithm which uses an ensemble of
perturbed forecasts to estimate the correlations between errors in the background field
in real time (Houtekamer and Mitchell 1998). Several other proposed data assimilation
strategies, such as those which combine ensemble perturbations directly (K. Emanuel,
D. Parrish, Z. Toth, personal communication; Kalnay and Toth 1994) or try to track
coherent atmospheric structures (M. Ghil, personal communication; Ide and Ghil 1998),
may also be beneficial for certain atmospheric applications. These techniques, however,
are in more preliminary stages of development.
With a different data assimilation system, the same forecasting system uses observa-
tions differently. Therefore, our results for different observation strategies are likely to
be somewhat sensitive to our choice of data assimilation. We selected 3DVAR among
the many schemes currently being developed and implemented for several reasons. First,
we required a data assimilation that would allow us to perform a large number of ex-
periments, and 3DVAR is computationally much cheaper than most more sophisticated
algorithms. Most of the advanced schemes are also in more preliminary stages of develop-
ment than 3DVAR, and they must be tested further before they can be well-implemented
fairly easily. In addition, preliminary results, from both our simulated system and from
the first field tests of adaptive observations, indicate that in order to adapt observation
networks effectively, we must understand more about how data assimilation systems and
forecast models in general interact with observations limited in space and time. Since
the interaction of 3DVAR with observations is not yet fully understood, implementing
a more sophisticated scheme early in the study would be premature.
We are most concerned with how the data assimilation incorporates observations and
how the forecast model interacts with the resulting analysis increments at times when
errors in the initial conditions are likely to be important for a forecast, in other words in
precisely the situations when we want to adapt observations. If we do not understand
how a data assimilation and forecast model system behaves in a variety of situations,
it will be easy to confuse the strengths and weaknesses of how the data assimilation
interacts with observations and forecasts with the results from the strategies themselves.
Because any realistic data assimilation will always be limited by imperfect information,
this problem cannot be avoided. 3DVAR, as a representative data assimilation system,
can help teach us how effectively (or ineffectively) any imperfect data assimilation system
might use observations in certain situations. It can also help us learn how to think about
and how to approach the interactions between initial condition errors, observations,
data assimilation, and forecast models in general. This knowledge will help us design
not only better observation strategies, but also better data assimilation schemes and
well-integrated observing and forecasting systems.
3.2 Formulation of three-dimensional variational data
assimilation
3DVAR produces an analysis field by combining a weighted short-term model forecast
(also called the first guess or the background field) with weighted observations. The
weights are determined by statistics both for the errors in the background field and for
the errors in the observations. The interpolation and extrapolation of the observations
to the analysis locations is determined by the expected magnitudes of the errors at each
location (the variances) and the expected correlations between the errors at different
locations (the covariances). The observation variables can be of any type at any locations
and generally change for each data assimilation time, depending on which observations
are available with acceptable quality and timeliness and which we wish to use. In the
case of satellite observations, they can even be incorporated over a region rather than
at specific locations. The analysis variables are generally related to the variables for
the background field (the forecast model variables at model gridpoints). Because in our
implementation the analysis variables and the background variables are the same, we
refer to them interchangeably.
If at a certain time we have
M = number of observations
and
N = number of analysis variables,
we can define
L = an operator that transforms from the analysis variables to observation variables
and calculate
y = an M-component vector of observation residuals (the difference between obser-
vations and the background field at observation locations).
To assimilate the observations, we then solve for
x = an N-component vector of analysis increments (the difference between the anal-
ysis and the background field at analysis locations)
by minimizing the objective function
1J = -[x 1'B-lx + (Lx - y)T(O + F)-1(Lx - y)], (3.1)2
where
B = the N x N matrix of covariances between the background errors (called the
background error covariance matrix),
0 = the M x M observation error covariance matrix, and
F = the M x M observation representativeness covariance matrix.
Lx - y, the difference between the analysis and the observations, is weighted according
to the inverse of the observation and representativeness error covariances ((0 + F)-1).
x, the difference between the analysis and the background field, is weighted according to
the inverse of the background error covariances (B-1). Other constraints or conditions
can also, if desired, be added to the right hand side of Equation (3.1).
We minimize the weighted difference of the analysis from the observations and from
the background field by setting the derivative of J in Equation (3.1) equal to 0:
B-1x + LT(O + F)-'(Lx - y) = 0. (3.2)
Multiplying Equation (3.2) by B and rearranging, we obtain:
[I + BL T(O + F)-1 L] x = BLT(0 + F)- y. (3.3)
At each assimilation time, the 3DVAR solves Equation (3.3) for the analysis increments
x using an iterative conjugate residual solver (described in the Appendix). The analysis
increment is then added to the background field to produce the analysis, which becomes
the initial conditions for the next model run. In the standard runs shown here, simulated
observations are taken and assimilated by inverting Equation (3.3) every 12 hours; this
12 hour period is called the data assimilation interval.
The 3DVAR algorithm can easily be adapted to include many types of observations
at many locations. For simplicity, however, all observations in these experiments simu-
late rawinsondes measuring winds and (potential) temperature at model gridpoints and
model levels. 0 + F and y are defined in observation space, which is then winds and
temperature at observation locations. B and x are defined in analysis space, which is the
QG model variables (potential vorticity at interior model levels and potential tempera-
ture at the upper and lower boundaries) at model gridpoints. The analysis minimization
is also performed in analysis space; as discussed in Section 3.1, this is one of the major
advantages of the variational formulation. The operator L converts from analysis space
to observation space by inverting potential vorticity to obtain streamfunction and then
taking derivatives to calculate winds and temperatures.
3.3 Observation error covariances
The observation errors are assumed to be uncorrelated between different rawinsondes
and between wind and temperature observations (Dey and Morone, 1985). They are
therefore correlated only in the vertical and only for the same variable. The wind
and temperature observation error variances at different levels are adapted from the
values for rawinsonde observation errors given in Parrish and Derber (1992). Since
representativeness of observations is not an issue in this idealized system (there are
no sub-grid scale features in the true atmosphere which are unresolved by the model
atmosphere), and since representativeness error estimates are generally not separated
from rawinsonde instrument error estimates, we do not estimate representativeness errors
explicitly. To develop the matrix of observation error covariances 0 + F, the variances
adapted from Parrish and Derber (1992) are combined with vertical observation error
correlations obtained from the simple function given in Equation (3.19) in Bergman
(1979) (with vertical correlations a function of the distance between the levels only, not
the absolute values of the levels).
Table 3.1 shows the non-dimensionalized covariances for the wind and temperature
observation errors in each simulated rawinsonde at the standard resolution. Instead
of specifying errors for wind speed and direction, we approximate that the observation
errors for zonal wind are .8 x the total wind observation errors and that errors for
meridional wind are .5 x the total wind errors. The same matrices are shown for double
resolution in Table 3.2. We have tested the sensitivity of the results to this formulation
and to these specific values of 0, and it is minimal.
3.4 Background error covariances
The background error statistics (B) specified in the 3DVAR control how the data
Owind
level 0 1 2 3 4 5 H
0 1.96 2.28 1.85 1.15 0.77 0.54 0.43
1 2.28 3.20 3.19 1.97 1.25 0.84 0.66
2 1.85 3.19 6.10 5.00 3.04 1.86 1.41
3 1.15 1.97 5.00 7.84 6.32 3.71 2.68
4 0.77 1.25 3.04 6.32 9.77 7.60 5.45
5 0.54 0.84 1.86 3.71 7.60 11.32 9.98
H 0.43 0.66 1.41 2.68 5.45 9.98 10.57
Otemperature
level 0 1 2 3 4 5 H
3.24
2.53
1.02
0.51
0.38
0.29
0.25
2.53
2.58
1.32
0.63
0.44
0.32
0.28
1.02
1.32
1.69
1.07
0.66
0.43
0.35
0.51
0.63
1.07
1.69
1.39
0.80
0.62
0.38
0.44
0.66
1.39
2.82
2.18
1.60
0.29
0.32
0.43
0.80
2.18
4.18
3.90
0.25
0.28
0.35
0.62
1.60
3.90
4.76
Table 3.1: Observation error covariance matrices used to assimilate simulated rawinsondes into
the QG model at the standard resolution (observations at each of the 5 vertical levels and at the
upper and lower boundaries), for dimensionalized (a) wind and (b) potential temperature. The
diagonal elements are error variances at each level and are bold-faced; the off-diagonal elements
are covariances between errors at different levels. The 0 used for zonal wind is (.8)2 X Owind,
and the 0 for meridional wind is (.5)2 X Owind. To recover non-dimensional values, divide
Owind by U2 (= (60 ms- 1)2 ) and divide Otemperature by (0,N 2 HRo /g) 2 (= (10.160K) 2 ), using
the constants defined in Chapter 2.
Owind
level 0 1 2 3 4 5 6 7 8 H
1.96
2.22
2.23
1.80
1.33
1.01
0.78
0.63
0.49
0.43
2.22
2.70
3.04
2.56
1.88
1.40
1.07
0.85
0.65
0.57
2.23
3.04
4.53
4.61
3.59
2.63
1.94
1.48
1.10
0.94
1.80
2.56
4.61
6.21
5.84
4.52
3.29
2.42
1.74
1.46
1.33
1.88
3.59
5.84
7.27
6.80
5.23
3.80
2.63
2.17
1.01
1.40
2.63
4.52
6.80
8.42
7.83
6.00
4.10
3.32
0.78
1.07
1.94
3.29
5.23
7.83
9.64
8.93
6.44
5.21
0.63
0.85
1.48
2.42
3.80
6.00
8.93
10.95
9.56
8.04
0.49
0.65
1.10
1.74
2.63
4.10
6.44
9.56
11.03
10.41
0.43
0.57
0.94
1.46
2.17
3.32
5.21
8.04
10.41
10.57
Otemperature
level 0 1 2 3 4 5 6 7 8 H
3.24
2.86
1.72
0.97
0.62
0.46
0.38
0.32
0.28
0.25
2.86
2.82
1.97
1.15
0.72
0.52
0.42
0.35
0.29
0.27
1.72
1.97
2.06
1.52
0.98
0.67
0.52
0.41
0.33
0.30
0.97
1.15
1.52
1.69
1.38
0.97
0.71
0.53
0.41
0.36
0.62
0.72
0.98
1.38
1.69
1.51
1.13
0.81
0.59
0.51
0.46
0.52
0.67
0.97
1.51
2.01
1.92
1.41
0.98
0.82
0.38
0.42
0.52
0.71
1.13
1.92
2.74
2.56
1.83
1.50
0.32
0.35
0.41
0.53
0.81
1.41
2.56
3.59
3.24
2.74
0.28
0.29
0.33
0.41
0.59
0.98
1.83
3.24
4.39
4.33
0.25
0.27
0.30
0.36
0.51
0.82
1.50
2.74
4.33
4.76
Table 3.2: As in Table 3.1, but for double resolution (observations at each of the 8 vertical
levels and at the upper and lower boundaries). The scaling is the same.
assimilation spreads the information from the observations to non-observed locations
to increment the analysis, and, as described in Section 3.1, these statistics must be
simplified to create a feasible algorithm. To make the solution of Equation (3.3) possible
for a variety of observational networks, we assume that:
1. B is fixed in time;
2. B is diagonal in horizontal spectral coordinates;
3. B has separable vertical and horizontal structures and simple vertical correlations;
and
4. B is the same for all observation densities.
Assumptions (1)-(2) follow Parrish and Derber (1992). Assumption (1) allows us to
use time-averaged statistics to calculate B once instead of estimating it at each data
assimilation time. Assumption (2) produces background errors which are uncorrelated
between different horizontal spatial scales and reduces B from O(N 2 ) to O(N). Since we
are using a gridpoint model, to create a B diagonal in spectral space we must transform
to spectral coordinates. As in Parrish and Derber (1992) for their satellite observation
error covariance matrix, we write
B = SCST, (3.4)
where S is the transform from spectral to gridpoint coordinates, ST is the adjoint opera-
tor of S, and C is the N x N background error covariance matrix in spectral coordinates.
We then set off-diagonal elements of C to 0.
Forecast errors in the QG model tend to be strongly correlated between potential
temperature at the boundary and potential vorticity at the closest interior level. Without
vertical correlations in B, the 3DVAR had insufficient information about these corre-
lations from the observations and from L, and it partitioned the analysis increments
suboptimally between the upper and lower boundaries and the interior. Since in the in-
version to obtain streamfunction, L treats boundary potential temperature as equivalent
to potential vorticity at the closest interior level, this minor problem was not evident
in the analyses in terms of streamfunction, wind, or temperature. It was apparent only
in the interior potential vorticity analysis increments compared to the interior potential
vorticity background errors.
When adding to B covariances between different levels, we decided to make As-
sumption (3), constructing the simplest vertical correlations which allow the 3DVAR
to perform reasonably well, for several reasons. First of all, since Assumptions (1)-
(2) prevent the background error covariances from including vertical correlations which
could account for the baroclinic structure in specific atmospheric systems, the verti-
cal structure in B can make only limited improvements to the data assimilation. In
addition, because the vertical levels are strongly coupled by the inversion of QG po-
tential vorticity included in L, the QG model 3DVAR already vertically constrains the
analysis increments. Externally specifying vertical structure in the background error
covariances could therefore make it perform worse (D. Parrish, personal communica-
tion). Assumption (3) is also similar to assumptions made in most atmospheric data
assimilation implementations, and it simplifies the specification of B and the inversion
of Equation (3.3) greatly.
With C defined as in Equation (3.4), we first write
C = aC V a2 (3.5)
where C is the matrix of horizontal background error covariances at each level and V
is the matrix of background error correlations between different levels for each hori-
zontal spectral component (different horizontal spectral components are assumed to be
uncorrelated between different levels according to Assumption (2)). The vertical error
correlations are then assumed to be the same for all horizontal scales, reducing V to
block diagonal form with a single L x L matrix repeated on the diagonal, where L is the
number of vertical levels plus the upper and lower boundaries. Instead of developing ver-
tical structure functions (as is often done), we leave V as correlations between different
levels averaged across all spectral components. At the end of this section, we describe
in further detail how V was developed for the QG model and evaluate the validity of
the assumption that the vertical correlations are scale-independent.
It was not known a priori how the system would respond when the observation den-
sity, the observation strategy, or the data assimilation was altered. Therefore, in order to
separate the effects of changes in the observation network from the effects of changes in
the data assimilation, we also make Assumption (4), that the background error statistics
are the same for all observation densities and all data assimilation intervals. Assump-
tions (1) and (2) already neglect the space and time variability in background errors
associated with any individual observation network. Therefore, Assumption (4) can be
thought of as an extension to neglecting the variability in B among different observation
networks. Although this is clearly not valid given the large changes in the magnitude of
the background errors, experiments with the background error statistics show that this
assumption does not affect the results qualitatively and that the optimization density
selected is reasonable; several examples are shown in Section 5.3.3.
With these assumptions, the background error statistics can be optimized for a fixed
density and a standard data assimilation interval and used in the 3DVAR for all obser-
vation networks. B was developed according to the following algorithm:
1. Supply a first guess for B.
2. Run the simulation experiment as described in Section 4.1 for a specified observa-
tion density, and, after the spin-up time, calculate the background errors (in this
case 12 hour forecast errors) explicitly during a long run.
3. Given the assumptions about the structure of B, accumulate statistics for the
background error covariances over many such runs.
4. Return to Step 1, inserting the new statistics into B.
This procedure was iterated several times; after the first iteration, the statistics changed
very little. Unlike in operational 3DVAR systems, where the background error is not
known and must be estimated, in this idealized system the true background errors can
be used to develop the background error covariances directly. Therefore, to the extent
that our assumptions about their structure are valid, the weights in our 3DVAR are
correct.
For the standard data assimilation, statistics for B were accumulated with several
different distributions of 32 fixed observations (approximately 1.5% on the normalized
observation density scale in the figures below) and a 12 hour data assimilation interval.
This optimization density was originally chosen because it was the lowest observation
density for which the statistics, especially those for the largest horizontal scales, remained
reasonably consistent. Figure 3.1 shows the horizontal error variances in B for lower
and upper boundary potential temperature at the standard resolution, as a function of
approximate global wavenumber (recall that different spectral components are assumed
to be uncorrelated). Separate statistics were also developed for potential vorticity at
each interior level, and they look similar to and transition between those shown as one
goes from the lower to the upper boundary.
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Figure 3.1: Horizontal background error variances (diagonal elements of B) in the standard
resolution 3DVAR as a function of approximate global wavenumber, for non-dimensionalized
(a) lower boundary potential temperature and (b) upper boundary potential temperature.
Global wavenumber is not well-defined in the channel model, and it is shown here only to
suggest how the error variances compare at different spatial scales. For zonal wavenumber k and
meridional half-wavenumber I as represented in the quasi-geostrophic model, we approximate
global wavenumber as ( (2.5 x k )2+(5.2 x .5 x 1 )2 ) I. The factors of 2.5 and 5.2 are included to
adjust for the zonal and meridional extent of the channel model compared to the "real" globe.
0 1 2 3 4 5 H
0 1.0 -0.78 -0.35 0.0 0.0 0.0 0.0
1 -0.78 1.0 0.10 0.0 0.0 0.0 0.0
2 -0.35 0.10 1.0 0.06 0.0 0.0 0.0
3 0.0 0.0 0.06 1.0 0.14 0.0 0.0
4 0.0 0.0 0.0 0.14 1.0 0.55 -0.55
5 0.0 0.0 0.0 0.0 0.55 1.0 -0.91
H 0.0 0.0 0.0 0.0 -0.55 -0.91 1.0
Table 3.3: Correlations between background errors at different levels averaged over all hori-
zontal scales, at the standard resolution. Correlations which were different signs at different
horizontal spatial scales were set to 0. Note the strong negative correlations between errors in
the boundary temperature and errors in the interior PV at the closest levels. The correlations
also tend to be larger at upper levels.
The forecast error variances in the quasi-geostrophic model decrease rapidly as the
horizontal scale becomes small, more so at lower levels where the Ekman pumping has
a direct effect. Since the QG model and the experimental setup contain neither realistic
small scale dynamics nor model errors (including unresolved, sub-grid-scale processes), it
is not clear how the QG model 3DVAR behavior at small spatial scales compares to data
assimilation for real atmospheric systems at similar scales. The horizontal structure in
the B used for double resolution is shown for lower and upper boundary potential tem-
perature in Figure 3.2. The background error variances are larger at double resolution,
presumably due to the faster error growth discussed in Chapter 2.
Statistics for the vertical background error correlations V were accumulated in par-
allel with the horizontal covariances. To develop scale-independent vertical correlations
that would not interfere too much with other aspects of the 3DVAR, the correlations
between each set of two levels were averaged over all horizontal spectral components.
We then set to 0 all correlations which changed sign for different spectral components,
as was the case for non-adjacent interior levels. The resulting vertical background error
covariances used in the 3DVAR are shown in Table 3.3 for the standard resolution and
in Table 3.4 for double resolution.
As discussed in Hollingsworth and L6nnberg (1986), assuming that the vertical and
horizontal structures are separable and that the vertical correlations are homogeneous
is not automatically valid, but it is a typical assumption and is generally acceptable as
long as the levels are reasonably close to each other. An example of how the average
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0 lower
CO
c-1
107C
0)
.0
-15
0 40 80 120 160 200
"global" wavenumber
0
upper
-5-
0
-10
'0
0
cu
0 40 80 120 160 200
"global" wavenumber
Figure 3.2: As in Figure 3.1, but in the double resolution 3DVAR.
level 0 1 2 3 4 5 6 7 8 H
0 1.0 -0.69 -0.59 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1 -0.69 1.0 0.51 0.0 0.0 0.0 0.0 0.0 0.0 0.0
2 -0.59 0.51 1.0 0.30 0.0 0.0 0.0 0.0 0.0 0.0
3 0.0 0.0 0.30 1.0 0.17 0.0 0.0 0.0 0.0 0.0
4 0.0 0.0 0.0 0.17 1.0 0.17 0.0 0.0 0.0 0.0
5 0.0 0.0 0.0 0.0 0.17 1.0 0.24 0.0 0.0 0.0
6 0.0 0.0 0.0 0.0 0.0 0.24 1.0 0.41 0.0 0.0
7 0.0 0.0 0.0 0.0 0.0 0.0 0.41 1.0 0.71 -0.71
8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.71 1.0 -0.98
H 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.71 -0.98 1.0
Table 3.4: As in Table 3.3, but at double resolution.
vertical correlations vary with the horizontal spectral scale is shown in Figure 3.3 for the
correlations between the lower boundary potential temperature and all other levels at
the standard resolution. The average correlation between lower boundary potential tem-
perature and lowest interior level potential vorticity is reasonably scale-independent; the
other correlations are not. As described earlier, these data were averaged over all spectral
components to develop the scale-independent vertical correlations in B. The correlations
plotted in Figure 3.3 correspond to the first row or first column of Table 3.3. The entries
in Table 3.3 were set to zero for the vertical correlations between lower boundary po-
tential temperature and all but the two lowest interior potential vorticity level because
these correlations change sign at different horizontal scales. Correlations between er-
rors at other levels look similar, although correlations between interior levels tend to be
more situation-dependent, particularly for lower-middle levels. This produces smaller
time-averaged correlations and the smaller scale-averaged correlations in Table 3.3.
The background error statistics given by Assumptions (1)-(4) are nearly isotropic,
are zonally invariant, and have limited knowledge of specific atmospheric dynamical sit-
uations (see Section 3.5.1 for an example). As described in Section 3.1, more information
about the time- and space-dependent error statistics is being gathered and more sophis-
ticated data assimilation schemes are being developed so that these assumptions can be
relaxed. Assumptions similar to ours are necessary with the technology and information
currently available, however, to develop a data assimilation which is effective and reli-
able, yet quick enough to run many times. The statistics in our 3DVAR are also similar
to those in most operational data assimilation systems. Nevertheless, the relationships
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Figure 3.3: Vertical correlations at standard resolution between background (12 hour forecast)
errors in lower boundary potential temperature and background errors in: (a) level 1 potential
vorticity, (b) level 2 potential vorticity, (c) level 3 potential vorticity, (d) level 4 potential
vorticity, (e) level 5 potential vorticity, and (f) upper boundary potential temperature, as a
function of "global" wavenumber as defined in Figure 3.1.
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between the observations, the data assimilation, and the forecast model are complex,
and the data assimilation remains a key aspect of how this simulated system responds
to any changes in observations. Therefore, some examples of the sensitivity to the data
assimilation are discussed in Sections 5.3 and 5.4, and possible limitations of the data
assimilation, and of atmospheric data assimilation in general, are taken into account
when evaluating the results.
3.5 Analysis increments
3.5.1 Sample analysis for one observation
With the statistics described in Sections 3.3 and 3.4, the QG model 3DVAR pro-
duces analysis increments similar to those shown in Parrish and Derber (1992) for a
single observation at mid-latitudes. Figure 3.4 shows an example of the 3DVAR analysis
increments at the observation level for one zonal wind observation at the middle model
level. Because the analysis variables are interior potential vorticity and boundary poten-
tial temperature, the 3DVAR infers (from B and L) that the zonal wind measurement
must have resulted from a dipole in potential vorticity, shown in Figure 3.4d. This po-
tential vorticity dipole in the analysis has wind and temperature structures associated
with it, which are recovered using the operator L. As in Parrish and Derber (1992),
these analysis increments depict the background error correlations in physical space.
Since the 3DVAR has no information about the specific atmospheric structure that the
observation came from, the single zonal wind observation has been interpolated nearly
isotropically.
The 3DVAR interpolates and extrapolates not only horizontally, but also vertically.
Figure 3.5 shows, for the same analysis as in Figure 3.4, analysis increments at the lower
boundary. In this example, because there is an observation at only one level, the 3DVAR
infers the vertical structure of the background error from L, from the vertical observa-
tion error covariances, and from the vertical structure in B. As described in Section 3.4,
the analysis increments at different levels are strongly coupled by the inversion of QG
potential vorticity included in L. Therefore, even though the vertical correlations at
middle levels explicitly given to the 3DVAR (shown in Table 3.3) are small, an obser-
vation taken at only one level can significantly influence the analysis at other levels. In
most situations, however, observations are taken at several levels, so the 3DVAR also
determines some of the vertical structure of the analysis increment from the additional
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Figure 3.4: 3DVAR analysis increments for a single zonal wind observation u = 1 at level
3 (the middle level) in the QG model at standard resolution. The variables plotted are non-
dimensionalized: (a) zonal wind, (b) meridional wind, (c) temperature, and (d) potential
vorticity, all at level 3. Longitude is plotted on the x-axis and latitude on the y-axis, each with
resolution 250 km. Positive contours are solid lines and negative contours are dashed lines; all
contour intervals are .05.
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Figure 3.5: 3DVAR analysis increments for the same level 3 zonal wind observation as in
Figure 3.4, but plotted at the lower boundary.
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Figure 3.5, continued.
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information in the vertical structure in the observations.
3.5.2 Sample analysis for many observations
When the 3DVAR has limited observations, it interpolates and extrapolates as de-
scribed in Section 3.5.1 for one observation, but using all the information from the wind
and temperature observations together. When the 3DVAR has many observations, al-
though it needs to interpolate very little between them to reconstruct wind, temperature,
and streamfunction fields, it must still infer the associated potential vorticity structure.
To help visualize how the 3DVAR reconstructs a model state given wind and temperature
observations, in this section we present an analysis for more than one observation taken
to correct a realistic background error. The strengths and weaknesses of the 3DVAR can
best be demonstrated when it is not constrained by lack of observational information.
Therefore, the example we show is for errorless observations taken and assimilated at
all (2112) model gridpoints at all model levels. The results shown here are typical, and
they are not specific to the errorless observations or to the observation density.
To create a typical background error, we spun up "truth" and "model" states over a
period of 60 days, using the experimental setup described in Section 4.1 and a random
distribution of 16 fixed observations (approximately .75% on the normalized density
curves shown below). The truth state at analysis time is the same as that depicted in
Figure 2.2. The background error (the difference between a 12 hour forecast from the
previous analysis, and the truth state) at analysis time is shown in Figures 3.6a-3.13a.
The analysis results are presented in Figures 3.6, 3.7, and 3.8 for streamfunction at
the lower boundary, at the middle model level, and at the upper boundary, respectively.
In these and later figures, panel a depicts the background error, panel b depicts the
3DVAR analysis increments, and panel c depicts the error in the resulting analysis
(panel b added to panel a). Analysis results for wind and temperature fields look similar
to those shown. Because the 3DVAR assumes some observational error, it is not expected
to match the observations exactly. The analysis therefore misses some of the fine-scale
features. Overall, however, the data assimilation has sufficient horizontal and vertical
structure in the observations to be able to correct streamfunction, wind, and temperature
background errors quite well.
The 3DVAR must infer the actual potential vorticity structure in the background
error from the observations, the background and observation error covariances supplied
to it, and the interpolator L. Figures 3.9-3.13 show the interior potential vorticity and
boundary potential temperature analyses (corresponding to the streamfunction analyses
in Figures 3.6-3.8). The potential vorticity background errors tend to occur at smaller
spatial scales than the streamfunction errors, both horizontally and vertically, and have
more anisotropic structure. Because the background error statistics have a broad, nearly
isotropic structure (depicted in Figure 3.4d), and because the observations have more
difficulty resolving smaller-scale potential vorticity structures, the 3DVAR has more
difficulty correcting errors in terms of potential vorticity than it did in terms of wind,
temperature, and streamfunction.
The 3DVAR has direct information about the boundary potential temperature from
the temperature observations, so it reproduces the medium-large scale features in the
boundary potential temperature reasonably well (Figures 3.9 and 3.13). The 3DVAR
is also able to correct some potential vorticity errors at the lower and upper interior
levels (Figures 3.10 and 3.12) due to the strongly negative vertical correlations with
boundary potential temperature. The vertical correlations in B, which are averaged over
all horizontal scales and all situations as described in Section 3.4, are especially important
for the potential vorticity analysis at lower levels. For potential vorticity at middle
levels, the horizontal and vertical scales of the errors are small and anisotropic, and the
3DVAR is unable to correct most of the background error (Figure 3.11). Although the
analysis increment at the middle level is the appropriate sign for correcting the large
scale potential vorticity background errors, the potential vorticity analysis increments
at middle levels are very small (the contour intervals in panels a-c of Figure 3.11 are
the same).
One might expect the analysis to have difficulty resolving fine scale potential vorticity
structures given wind and temperature observations. With this many perfect observa-
tions, however, we did not expect the data assimilation system to have so much difficulty.
We have performed several experiments testing the 3DVAR with different numbers and
sets of observations (including observations at one or several levels), with different data
assimilation parameters (including changes in the horizontal and vertical background
error covariances and the observational error covariances), and with different errors in
the initial conditions to be corrected. It is clear that accurate smaller scale horizontal
and vertical correlations are needed, but otherwise we have been unable to determine
more precisely why this difficulty with potential vorticity analyses occurs. Nor can we
say if this is a feature of our specific model, observational mix, and data assimilation
system, or if this difficulty occurs more generally.
It has been suggested, based on adjoint calculations, that small scale potential vor-
ticity structures in the lower-middle troposphere can grow sufficiently rapidly that even
if the analysis error has only a small projection onto the potential vorticity structure,
the rapid error growth may degrade forecasts significantly (for more details on relevant
adjoint techniques and singular vector calculations, see for example Farrell 1989, Molteni
and Palmer 1993, and Palmer et al. 1998). Several of the adaptive observation strategies
currently proposed (discussed in the Introduction) are based on identifying these fea-
tures and observing them. The assumption behind these strategies is that if we observe
in regions containing these features, any rapidly growing analysis errors which might
exist can be corrected, and forecast failures can be minimized. However, because our
3DVAR is unable to correct small scale potential vorticity analysis errors, particularly
in the lower-middle troposphere, observing in areas with small but potentially extremely
rapidly growing small scale potential vorticity errors is likely to have little positive influ-
ence, at least in this idealized system. As we will demonstrate in Chapter 9, observing
in regions where the data assimilation is not likely to produce the correct structure in
the analysis increment can in fact lead to a significant risk of forecast degradation with
extra observations.
As mentioned above, it is not clear how important correcting different types of po-
tential vorticity errors is in real atmospheric prediction or how relevant this problem
is to real data assimilation systems, even real 3DVAR systems. In addition, more so-
phisticated data assimilation systems are currently being developed and implemented
to incorporate information on the model dynamics or to incorporate time- and space-
dependent, anisotropic background error covariances with more knowledge of vertical
structure. These data assimilation systems are likely to improve potential vorticity anal-
yses, perhaps significantly. Even more sophisticated data assimilation systems, however,
are still likely to have some difficulty correcting potential vorticity errors with small hor-
izontal and vertical scales, both because traditional observations cannot resolve small
potential vorticity structures well and because data assimilation systems will always have
imperfect estimates of the time- and space-dependent error covariances. When adapting
observation networks, then, it may be quite important to consider not only where we
would like to improve the initial conditions, but how effectively the data assimilation
system being used will (and will not) be able to correct certain types of errors in the
initial conditions.
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Chapter 4
Observing system simulation
experiment design
4.1 General procedure
We set up the observing system simulation experiments (OSSE's) by first defining a
"truth" solution as an arbitrary state of the QG model described in Section 2. An initial
"model" (also referred to as "control") solution is produced by adding random noise to
the initial truth state. Then:
1. The forecast (QG) model equations are used to integrate both the model and the
truth states forward in time until the next data assimilation period.
2. Observation locations are selected (targeted) according to one of the strategies
described in Section 4.2.
3. Simulated rawinsonde observations are constructed by sampling winds and tem-
perature from the truth state at all model levels at the selected locations.
4. The observational data are assimilated into the model background field to form an
analysis.
5. Using the forecast model, the analysis can be integrated forward in time to create
forecasts, and ensembles of perturbed forecasts can be created.
6. The analysis becomes the new model state in Step 1.
This idealized setup mimics the analysis cycle in real atmospheric numerical prediction,
with one major advantage: because the actual true state is known at all times, analyses
and forecasts can be and are verified using this true state, instead of using limited
information from observations or analyses.
Unless otherwise stated, observations are taken at all interior model levels and at
the upper and lower boundaries. The observations were added at the boundaries to
provide the 3DVAR with more information to partition the boundary potential temper-
ature and the interior potential vorticity, although the boundary observations had only
a small effect. Errors are added to the simulated observations both because real obser-
vation platforms are imperfect and because the data assimilation procedure cannot fit
the observations exactly and thus must assume some observational error. The random
observation errors are produced using a Gaussian distribution and the eigenvectors and
eigenvalues of the observation error covariance matrix (which was defined in Section 3)
as described in Houtekamer (1993), so that the observation error statistics are identical
to the error correlations assumed in the data assimilation system. The error structure
in the simulated radiosondes, shown in Tables 4.1 and 4.2, is similar to that described
in Houtekamer (1993); for example, the first vector (leftmost in the tables) is nearly
equivalent barotropic. To minimize confusion between errors in the observational data
and the observation locations selected by each strategy, we truncated the Gaussian error
distribution at one standard deviation, simulating a quality control algorithm. Although
this truncation is not necessary, it prevents the results from being biased by one very
"bad" observation in a key location. We have also run the experiments without errors
in the observations (but still with observation errors assumed in the data assimilation
scheme, since this is required for the data assimilation procedure to converge), and all
comparisons are similar to those presented. An example of how the results differ with
and without observation error is shown in Section 5.3.1.
In the results shown below, the same equations are used to integrate both the truth
and model states, simulating perfect knowledge of the atmospheric dynamic equations.
Errors in atmospheric models are likely to be important in real adaptive observations.
By limiting forecast errors to result only from errors in the initial conditions, however,
assuming a perfect model simplifies understanding the results. Once the basic interac-
tions between observation networks, data assimilation systems, and forecast models are
better understood in a perfect model context, adding model error will provide further
information about how best to use observational resources in the real atmosphere.
The standard observation and data assimilation intervals are 12 hours; for each of
Wind Observation Error Matrix
eig 1 eig 2 eig 3 eig 4 eig 5 eig 6 eig 7
lev 0 0.39 -0.71 -0.82 -0.66 -0.37 -0.09 0.25
lev 1 0.61 -1.10 -1.08 -0.61 -0.13 0.01 -0.25
lev 2 1.26 -1.83 -0.75 0.50 0.59 0.11 0.08
lev 3 1.96 -1.68 0.70 0.63 -0.51 -0.20 -0.03
lev 4 2.72 -0.44 1.23 -0.75 0.15 0.28 0.01
lev 5 3.08 1.21 -0.21 -0.15 0.29 -0.47 -0.01
lev H 2.71 1.47 -0.79 0.47 -0.30 0.35 0.00
Temperature Observation Error Matrix
eig I eig 2 eig 3 eig 4 eig 5 eig 6 eig 7
lev 0 0.27 -0.78 -0.26 -0.19 0.11 0.07 0.10
lev 1 0.28 -0.71 -0.14 0.02 -0.10 -0.08 -0.15
lev 2 0.26 -0.40 0.21 0.35 -0.15 -0.02 0.11
lev 3 0.33 -0.20 0.44 0.15 0.21 0.10 -0.07
lev 4 0.61 -0.00 0.48 -0.29 -0.03 -0.12 0.03
lev 5 0.95 0.28 -0.08 -0.07 -0.15 0.17 -0.03
lev H 0.96 0.33 -0.32 0.16 0.13 -0.12 0.01
Table 4.1: Matrices used to generate observation errors for simulated rawinsondes in the QG
model at the standard resolution, for dimensionalized (a) wind and (b) temperature measure-
ments. The columns are the eigenvectors of 0 multiplied by the square root of the associated
eigenvalue, and the rows are the elements of the resulting vector at each level. To generate the
errors for each radiosonde, random numbers are generated with a Gaussian distribution, each
column of the matrix is multiplied by a different random number, and the columns are summed
to produce errors for each level. The errors used for zonal wind are .8 x total wind errors, and
the errors for meridional wind are .5 x total wind errors. To recover non-dimensional values,
divide the wind observation error matrix by U (= 60 ms- 1) and divide the temperature ob-
servation error matrix by GON 2HRO /g (= 10.16 'K).
Wind Observation Error Matrix
eig 1 eig 2 eig 3 eig 4 eig 5 eig 6 eig 7 eig 8 eig 9 eig 10
lev 0 0.42 -0.67 -0.76 0.66 0.45 0.27 0.15 0.09 0.04 0.07
lev 1 0.57 -0.91 -0.95 0.71 0.36 0.11 -0.01 -0.05 -0.04 -0.09
lev 2 0.96 -1.43 -1.11 0.36 -0.21 -0.33 -0.22 -0.08 -0.02 0.05
lev 3 1.42 -1.78 -0.69 -0.43 -0.54 -0.10 0.16 0.14 0.05 -0.03
lev 4 1.88 -1.70 0.21 -0.80 0.02 0.36 0.05 -0.13 -0.07 0.02
lev 5 2.35 -1.17 1.04 -0.26 0.54 -0.06 -0.21 0.07 0.09 -0.01
lev 6 2.77 -0.22 1.18 0.62 0.04 -0.32 0.20 0.00 -0.09 0.01
lev 7 3.02 0.89 0.39 0.68 -0.55 0.27 -0.05 -0.07 0.09 -0.01
lev 8 2.82 1.59 -0.68 -0.21 -0.03 0.13 -0.15 0.15 -0.11 0.00
lev H 2.52 1.63 -0.98 -0.59 0.36 -0.22 0.14 -0.10 0.06 -0.00
Temperature Observation Error Matrix
eig 1 eig 2 eig 3 eig 4 eig 5 eig 6 eig 7 eig 8 eig 9 eig 10
lev 0 0.29 -0.73 -0.33 0.23 0.14 0.09 0.06 0.04 0.03 0.03
lev 1 0.30 -0.72 -0.27 0.12 0.01 -0.04 -0.06 -0.05 -0.05 -0.05
lev 2 0.29 -0.57 -0.04 -0.18 -0.21 -0.14 -0.06 0.01 0.03 0.04
lev 3 0.30 -0.41 0.18 -0.32 -0.14 0.05 0.10 0.04 -0.00 -0.04
lev 4 0.34 -0.28 0.35 -0.25 0.11 0.14 -0.02 -0.06 -0.03 0.04
lev 5 0.45 -0.15 0.46 -0.01 0.22 -0.05 -0.09 0.04 0.04 -0.03
lev 6 0.64 0.01 0.43 0.26 0.01 -0.13 0.09 0.00 -0.05 0.02
lev 7 0.83 0.21 0.14 0.27 -0.22 0.12 -0.02 -0.04 0.04 -0.01
lev 8 0.93 0.37 -0.26 -0.07 -0.02 0.06 -0.07 0.08 -0.05 0.01
lev H 0.90 0.39 -0.38 -0.22 0.14 -0.09 0.06 -0.05 0.03 -0.01
Table 4.2: As in Table 4.1, but for double resolution. Scaling is the same.
the standard resolution experiments with a 12 hour or shorter interval, the experiment
was run for 90 days to equilibrate the model state to the specific observational network,
followed by a 90 day run to gather error statistics. For the 1 day and longer data
assimilation interval experiments, the spin up and run times were each 180 days. All
double resolution runs have spin up and run times of 60 days each. Because the QG
model is highly variable, each experiment was performed 3 times, with different initial
truth states, different initial model state perturbations, a different set of fixed or random
observation locations (for the fixed and random strategies), and a different set of random
observational errors. The spread of results from the three runs suggests the possible
spread in the errors produced by each observation strategy and density. Since we have
only tested a small fraction of possible QG model states and observation configurations,
however, and since the results are slightly sensitive to the error norm selected and the
data assimilation parameters, experiments with error distributions which cannot clearly
be separated are considered indistinguishable within the limitations of this study.
4.2 Definitions of observing strategies
In order to compare different types of observation networks, we define three basic
strategies for allocating observations: fixed, random, and adaptive. For the non-adaptive
networks, instead of attempting to simulate a "standard" real world observation network,
we have tested only idealized fixed and random strategies. We chose not to simulate a
complex inhomogeneous mix of observation platforms, each with different horizontal and
vertical resolutions, for several reasons. First, the numbers and types of observations
used vary in time and between different operational weather centers. More importantly,
testing less complicated observation networks simplifies attributing the causes of the
results. As we will see in later chapters, it is already sufficiently challenging to separate
the influence of different observation strategies from the effects of the forecasting system;
adding other factors early in the study would only further blur our understanding.
A major purpose of adaptive observations is to obtain data in regions where there
is insufficient data. Early experiments with adapting observations in pre-defined data
voids, however, convinced us that before testing a mix of non-adaptive and adaptive
observations, we needed to understand more generally how the different observation
networks interacted with the data assimilation system and the forecast model. Therefore,
we decided not to explicitly simulate data dense and data sparse regions. This is also
advantageous because as more satellite, aircraft, and other oceanic observations are
assimilated into forecast models, it is no longer clear how "data sparse" non-populated
regions are. We have tested a variety of different pre-defined observation spacings, and
they produce general results similar to those shown, but otherwise we only peripherally
address this issue of explicitly inhomogeneous observation networks.
Although there are many ways to adapt observations, only two simplified sample
adaptive strategies - one idealized and the other an approximation to the idealized
strategy - are tested in this study. Unless otherwise stated, in the results shown
observations are allocated globally, all according to the same strategy, and they are
allocated at each data assimilation time just prior to taking the observations. The lack
of time lag between selecting adaptive observation locations and observing at them is
unrealistic in most scenarios; this issue, however, is addressed only briefly, in Section 7.4.
4.2.1 Fixed observations
For fixed observations, observation locations are selected randomly prior to the ex-
periment, then left fixed throughout the experiment. This simulates a fixed, inhomoge-
neously distributed rawinsonde network. Because the adaptive strategy tends to choose
observation locations near the center of the channel, in the jet, the fixed locations are
selected randomly with a Gaussian distribution weighting them away from the channel
walls. All strategies then have approximately the same overall observation distribution,
and only the order in which the locations are selected within that distribution is varied.
Except at high observation densities, observation locations are constrained to not be at
adjacent gridpoints (i.e. to be at least 350 km apart). The observations are not equally
spaced, so there are always some regions with fewer observations than others; there are,
however, no systematic data voids. We have tested the sensitivity of the results to the
specific choices of spacing and distribution, and it is small. Three sample sets of obser-
vation locations for 32 fixed observations (approximately 1.5% of gridpoints observed on
the normalized curves below) are shown in Figure 4.1.
4.2.2 Random observations
For random observations, observation locations are selected randomly at each tar-
geting time. This strategy is tested in order to differentiate the potential benefits of
targeting observations consciously from the potential benefits of simply moving obser-
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Figure 4.1: Three sample distributions of 32 fixed observation locations. The quasi-geostrophic
model is periodic in longitude, so location 1 and location 65 on the x-axis are equivalent. The
grid spacing is 250 km.
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vation locations. Any effective adaptive strategy should therefore, at minimum, reduce
errors more than a random, "null case" targeting strategy. As for the fixed strategy,
random observation locations are weighted towards the center of the channel and are
constrained to not be at adjacent gridpoints, and sensitivity to the specifics of these
choices is small. Figure 4.2 shows the distribution of all observation locations selected
during a 180 day period for 32 random observations at each data assimilation time, along
with the set of observation locations selected at an individual time.
4.2.3 Adaptive observations
Adaptive observations are defined as observation locations selected "intelligently"
according to some strategy at each targeting time. The first sample strategy tested is
idealized, based on the actual (known) error in the initial conditions. Although this
strategy cannot be implemented in the real atmosphere, we can use it to implement
adaptive observations in a large number of ways knowing that the strategy is not limited
by imperfect knowledge of the true atmospheric state. The second strategy, testing a
semi-realistic method of approximating the idealized strategy, estimates errors in the
initial conditions from an ensemble of perturbed forecasts.
The only constraint placed on the observation locations selected in the two adaptive
strategies is that they not be at adjacent gridpoints. Figure 4.3 shows the distribution
of all observation locations selected during a 180 day period for 32 ideal adaptive ob-
servations at each data assimilation time, along with the set of observation locations
selected at an individual time. As described above, these adaptive strategies often select
observation locations near the middle latitudes, in the vicinity of the jet. Note also how,
compared to random observations, the adaptive observations are less evenly distributed
at each individual time; they tend to cluster to some extent. The sensitivity of the
results to constraining the spacing of the adaptive observations has been tested and is
small. Observation clusters are important in some circumstances, however, and they are
discussed further in Section 6.2 and later chapters.
Choice of adaptive strategies
Other criteria besides errors in the initial conditions, such as forecast sensitivity, are
important when adapting observations. For several reasons, however, we have chosen
to limit the strategies tested to those based on reducing the analysis error. Both of the
adaptive strategies tested in this study are similar to the analysis-error based strategies
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Figure 4.2: (a) Frequency that each location was selected for an observation, as a percentage
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tested in Lorenz and Emanuel (1998), and much of our reasoning follows theirs. First,
the main purpose of this study is to explore how and when analysis and forecast errors
can be reduced when an intelligent adaptive strategy is used, not to compare different
adaptive strategies. Error in the initial conditions is one of the likely important criteria
for targeting observations, and since the actual analysis error is known at any time,
basing a strategy on it is both very simple and computationally quick.
In addition, when testing strategies which might select observation locations in re-
gions with smaller analysis errors or in one part of a region with large analysis errors, we
could easily confuse the limitations of the data assimilation system with the observing
network results. Before testing these more complex strategies, it is therefore important
both to know that the data assimilation system can use some type of adaptive observa-
tions to reduce analysis errors where they are reasonably large and to understand more
about how the data assimilation interacts with the observations in the vicinity of large
analysis errors. Finally, by estimating the theoretical upper bound of error reduction
possible using strategies based on analysis error reduction, we provide results with which
to compare more complex and realistic strategies. This estimate is used, for example, to
evaluate the effectiveness of different sized ensembles for estimating errors in the initial
conditions for use in adapting observations.
Ideal analysis error reduction
The ideal analysis error reduction (ideal AER) strategy selects observation locations,
prior to each observation time, where the background and truth states differ the most.
This strategy assumes that in the absence of additional observations, the analysis error
will be the largest where the background error is the largest, and that therefore by
observing in these regions we will, on average, minimize the analysis error. This reduced
analysis error should then result in reduced average forecast error. Since no assessment
is made of how important any specific part of the initial conditions is for a future forecast
or of how the data assimilation system will incorporate the observations, this strategy
is not likely to select the locations at which observations will reduce forecast error the
most. The strategy is thus not perfect, but it is "ideal" in the sense of being possible
only in idealized studies such as this one.
Estimated analysis error reduction using an ensemble
The actual background error is not known in a realistic setting. Therefore, we also
test an estimated analysis error reduction (estimated AER) strategy, in which observa-
tion locations are selected where the error in the background field is estimated, based on
the spread of an ensemble, to be a maximum. To produce the ensemble for the results
shown below, we first take the "control" observations (which already include errors) and
add sets of positive and negative error perturbations which were generated using the
same observation error statistics. We then assimilate a different set of these perturbed
observations separately into each ensemble member at each analysis time, at the same
observation locations as for the control data assimilation. These perturbed ensemble
initial conditions are integrated forward (using the QG model equations) until the next
analysis time, when regular observations are assimilated into the control model state
and perturbed observations are again assimilated into the individual ensemble mem-
bers. This simulates the effect of random sampling errors on analyses and forecasts.
The ensemble implemented here is similar to the multiple replication ensemble tested
in Lorenz and Emanuel (1998), to the OSSE-MC procedure described in Houtekamer
and Derome (1995), and to the system simulation ensemble (Houtekamer et al. 1996)
currently operational at the Atmospheric and Environment Service in Canada with an
unperturbed forecast model. Assimilating the data into each ensemble member sepa-
rately is computationally expensive. Nevertheless, we chose this type of ensemble be-
cause, based on the ensemble formulation and on the results in Lorenz and Emanuel
(1998), we expect it to estimate background error as well as or better then the other
ensemble forecasting systems currently operational, such as the breeding cycle ensemble
(Toth and Kalnay 1993, Toth and Kalnay 1997) operational at the National Centers for
Environmental Prediction in the U.S. (NCEP, formerly NMC) and the singular-vector
perturbation ensemble (Mureau et al. 1993, Molteni et al. 1996) operational at the Eu-
ropean Centre for Medium-Range Weather Forecasts (ECMWF).
Ensemble forecasting techniques are a subject of active research and debate, and
comparing them is outside the scope of this study. In Chapter 7, however, along with
testing the estimated AER adaptive strategy, we do evaluate how well the spread of
our ensemble estimates background error. To help us provide better ensemble-based
estimates of background error in the future, we also discuss what types of background
error information might be the most useful for adaptive observations. In addition, we
explore the sensitivity of the estimate of background error and of the AER adaptive
strategy results to both the ensemble size and the targeting lead time.
Chapter 5
Results with global fixed
observations
5.1 Average errors for different observation densi-
ties
It is important that we understand how our simulated observing system adjusts to
changes in a typical type of observation network before moving on to testing adaptive
observations. Figure 5.1 shows, for a fixed observation network and the standard 12 hour
data assimilation interval, how the time- and domain-averaged analysis error decreases as
the number of observations increases; note that both axes are logarithmic. In Figure 5.1
and in subsequent figures, the observation density is normalized by the maximum number
of observation locations (2112) and the analysis error is normalized by the error in
the absence of observations, i.e. the saturation error. Three of the symbols plotted
for each observation density are the root-mean-square average analysis errors for each
of the three separate runs described in Section 4.1 and indicate of the range of error
associated with each observation density; the fourth symbol and the connecting line are
the root-mean-square average of the three runs. As described in Section 4.2, the fixed
observation networks contain unevenly spaced observations, but they do not explicitly
simulate a real world observation network. Three sample fixed observation networks
(the three distributions of observation locations used for the experiments with 32 fixed
observations, i.e. 1.5% of gridpoints observed) are depicted in Figure 4.1.
This simulated system has three general regimes in observation density. On the
left of Figure 5.1, for few observations, the data assimilation system does not have
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Figure 5.1: Domain- and time- root-mean-square averaged analysis error (streamfunction
norm) as a function of the density of fixed observations, for a 12 hour data assimilation interval.
The symbols represent the average errors for three different runs and the root-mean-square
average of the three, as described in Section 4.1 of the text. For each of the runs, the y-axis is
normalized by the average error in the absence of observations, i.e. the saturation error, and
the x-axis is normalized by the maximum number of observations (the number of gridpoints
in the x-y plane, 2112). 1% of gridpoints observed corresponds to an average of approximately
one observation every (2000 km)2; the Rossby radius of deformation Rd ::::: 1000 km.
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enough information to resolve even the large scale errors in the initial conditions. It can
make only small local improvements which are quickly swamped by the error growth,
resulting in essentially saturated errors in the model state and only a small benefit
accumulated from the observations. At the other extreme, for many observations, the
data assimilation system has extracted most of the information that it can from the
observations. If we take into account the error in the observations, the assumptions
in the data assimilation system, and the relatively small error growth at small scales
in the system, the analysis errors are already small. Adding observations to dense
observations therefore also produces only a small additional benefit, primarily through
error-checking with other observations. This dense observation limit was also observed in
observing system simulation experiments performed several decades ago (Bengtsson and
Gustavsson 1971, Bengtsson and Gustavsson 1972, Morel et al. 1970). In between our
sparse and dense observation limits, there is a middle regime in which, as observations
are added, the accumulated error drops off rapidly. Although the specific values change
with the experiment, in this example increasing the number of observations from 12 to 32
(from .6% to 1.5% of gridpoints) decreases the analysis errors by an order of magnitude.
One might well ask if the distinctive shape of Figure 5.1 is a consequence of the
experimental design. Although we do not discuss the sensitivity of Figure 5.1 to the
experimental design in great detail, some sensitivity results are presented in Sections 5.3
and 5.4. For example, we have tested changing details of the experimental setup such
as the data assimilation convergence cutoff, the observation error, and the observation
spacing, and these changes generally only alter the minimum achievable error and the
slope in the data dense regime. Larger changes in the data assimilation system and in
other experimental parameters can alter the observation density at which each of the
three regimes occurs and the extent and slope of each regime, but generally not the
presence of the three regimes. Thus, even though the specific appearance of Figure 5.1
is sensitive to differences in our 3DVAR and the experimental setup, the general shape is
not. In this forecast model and data assimilation system, the middle regime can always
be differentiated from the sparse and dense observation limits by the large difference in
influence from additional observations.
With a 12 hour data assimilation interval, the error decreases rapidly in the range of
an average of one observation every (2000 km)2 in the more dynamically active areas of
the domain (this value is approximate because the observations are unevenly spaced).
Synoptic scales dominate the error growth in the QG model, and with an average of
on the order of one observation per Rossby radius of deformation (1000 km in this
model), the data assimilation procedure receives information which is sufficiently dense
in space and time to resolve effectively the dominant features. As we discuss in the
following section, the error reduction is dominated by observations at synoptic scales
not just for streamfunction errors, but for all other error norms tested. For example,
even though atmospheric potential vorticity features and errors tend to have a much
smaller spatial scale than streamfunction features and errors, the errors in potential
vorticity are, on average, also primarily reduced by observations at synoptic scales. This
is likely related both to the difficulty that the 3DVAR data assimilation has in resolving
small scale potential vorticity errors (discussed in Section 3.5.2) and to the dynamics in
the QG model. Unfortunately, from the experiments performed in this study we cannot
be certain why this occurs and to what extent it is due to the simplified dynamics in
the model and the idealized experimental setup; a more detailed set of experiments is
needed.
In the real atmosphere, this dominance of error reduction at synoptic scales might
be limited by errors in the forecast model, such as unresolved sub-grid scale processes.
We are also likely, in some situations, to be specifically interested in sub-synoptic scale
errors. Further study is required to understand how this result may or may not be ex-
tended to more complex models and more sophisticated data assimilation methods. In
Section 5.3.3, however, we discuss what might happen with a much more sophisticated
data assimilation system, and we hypothesize that the dense observation limit will still
occur. Therefore, we believe that it is likely that for a given forecast model, data assimi-
lation method, and forecast situation, there is always an observation density, achievable
or not, above which additional observations can reduce errors only a little.
Given Figure 5.1, one might also ask which observation density regime real world
synoptic scale weather prediction is in. The specific shape of Figure 5.3.3 and the
locations of the three observation density regimes in this simplified system cannot be
extended directly to the real atmosphere. However, for real numerical weather prediction
data assimilation systems which are similar to our 3DVAR and for forecast models with
similar resolution, the estimate of one observation every (2000 km) 2 for the transition
regime is certainly well within an order of magnitude. Thus, it seems likely that we
have sufficient observations over Northern Hemisphere mid-latitude continents to resolve
synoptic scale features, placing us near the dense end of the transition regime or in
the dense regime. In less populated Northern Hemisphere regions, we may be in the
transition regime or in the dense regime, depending on the number of observations and
on the specific atmospheric situation; relevant factors include the error growth rate, the
advection speed, and the type of region from which the errors tend to be propagating.
In the Southern Hemisphere, we are probably in some part of the transition regime,
perhaps even on the sparse end. If we wish to evaluate the real world observation
network more specifically, again further study is needed with a more complex model and
with an experimental setup including model error.
We focus on the non-dense observation regime because it is in this regime that
additional observations have the greatest benefit, and thus that adaptive observations
have the greatest potential. We also focus on the non-dense regime because the specifics
of the results in the dense observation regime are sensitive to small changes in the data
assimilation system (see Section 5.3). An effective adaptive observation strategy will
move the middle regime to a lower observation density (to the left) compared to a fixed
or random strategy, producing the same average error reduction with fewer observations.
Note that this regime of largest influence from added observations was not selected a
priori, but rather was defined by the system. If we had defined a density regime of interest
prior to testing the general influence of observations on the analyses and forecasts, we
might have expected the regime of largest influence to extend to higher observation
densities. Understanding how the system responds to additional observations for a
variety of observation densities will be important both when we interpret the results for
different global observation strategies in Section 6, and when we test observations added
to a pre-existing network of fixed observations in Section 8.
5.2 Choice of error norm
The error depicted in Figure 5.1 and nearly all subsequent figures is root-mean-
square analysis error averaged in time, throughout the domain, and at all levels, with
a streamfunction norm. The general curve shape and the comparisons shown below are
similar for all other analysis error norms tested (including energy, potential vorticity,
winds, and temperature). As an example, Figure 5.2 shows the same results as in
Figure 5.1, but for root-mean-square average analysis error with a potential vorticity
norm. Results are also similar for the analysis error at individual levels. We note,
however, that for some norms, at some levels (such as lower interior level streamfunction
and middle level potential vorticity), dense observations reduce the errors less compared
to the saturation value than they do at other levels.
Results for various time- and domain-averaged forecast error norms are also qualita-
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Figure 5.2: As in Figure 5.1, for root-mean-square averaged analysis error with a potential
vorticity norm.
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Figure 5.3: As in Figure 5.1, for root-mean-square averaged 5 day forecast error with a
streamfunction norm.
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tively similar to those presented. As an example, Figure 5.3 shows the same results as
in Figure 5.1, but for the 5 day forecast error with a streamfunction norm. The major
difference between results for analysis errors and forecast errors, for all of the time-
averaged results shown, is that the forecast errors at dense observations are larger than
the analysis errors, and thus the overall potential to reduce forecast errors by modifying
the observation network is smaller.
Reducing time- and domain-averaged analysis and forecast errors will be beneficial.
Adapting observation networks has the most potential, however, when observations are
targeted to reduce errors in specific significant forecasts. By defining "significant" as
either the deepest or the most rapidly deepening system in the domain according to
various norms, selecting one significant system at each error-gathering time, calculat-
ing the forecast error locally around that system, and accumulating statistics, we have
measured the error associated with the average significant forecast for forecasts up to
10 days. Because the domain tends to be dominated at each time by a few atmospheric
systems, each associated with a relatively localized region of analysis and forecast error,
the average analysis and forecast error reductions result primarily from reduced errors
in one or a few localized regions. Thus, although again the overall decrease in error
possible for dense observations is smaller, the time-averaged results for improving lo-
cal significant forecasts are similar to those for domain-averaged analysis and forecast
norms.
The correlation between analysis and forecast errors in these experiments is at least
partially caused by our assumption of a perfect forecast model. It is therefore not clear
to what extent this result is valid in the real atmosphere, especially on time scales longer
than a few days. In addition, the results presented here apply only to the average case,
and in some situations we will want to improve one very significant forecast. How to
improve forecasts on a case-by-case basis is a complex question, one which we will only
begin to address in Chapter 9. On a statistical basis, however, in these experiments,
reducing the average analysis error is linked with reducing the domain-averaged fore-
cast error, as well as the forecast error for important individual atmospheric systems.
Most results are therefore presented in terms of domain-averaged analysis error with a
streamfunction norm.
5.3 Sensitivity to data assimilation parameters
In this section, we present several examples of how altering the data assimilation
system affects the results for fixed observations. We do so first of all to demonstrate
that as described earlier, the shape of the curve is not qualitatively sensitive to the data
assimilation parameters. Because the specifies of the results do depend on the data
assimilation details, however, particularly when observations are dense, these examples
demonstrate one of the main reasons why we decided to focus on non-quantitative results
and on comparisons in the low-mid observation density regimes. Changing the data
assimilation parameters also allows us to test the importance of some of the choices
we made to construct the background error variances in the 3DVAR. Finally, exploring
the sensitivity to the data assimilation system helps identify some of the reasons why
the system behaves differently in the three observation density regimes. These results
will help us interpret the comparisons between different types of observation networks
presented in later chapters.
5.3.1 Perfect observations
Figure 5.4 shows, along with the results from Figure 5.1, results from the same set
of experiments but with perfect observations, i.e. observations taken from the truth
state with no errors added. Since the 3DVAR does not converge if the observations are
assumed to be errorless, we use the same data assimilation as for imperfect observations.
When used with perfect observations, the data assimilation optimized for imperfect
observations gives the observations much less weight than it should. Therefore, removing
the errors in the observations tests the sensitivity of the system not only to the specific
observational errors used, but also to how the data assimilation weights observations
relative to the background field when creating the analysis.
The perfect and imperfect observation curves in Figure 5.4 are nearly indistinguish-
able for low data densities. This suggests that when observational data are limited,
improving the accuracy of the observations has little effect - analysis and forecast er-
rors are large because the data assimilation cannot resolve the important atmospheric
features with the few observations supplied. As the data density increases, the average
analysis errors become much smaller for the perfect observations runs than for the im-
perfect observations runs. This indicates that observational errors do reduce the ability
of the data assimilation to resolve smaller-scale features. Even without errors in the ob-
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servations, however, additional observations still have a smaller influence above a certain
observation density, and the general curve shape is similar. Results for other strategies
are affected similarly when observation errors are removed, changing primarily for high
observation densities. Most of the results are therefore presented only for imperfect ob-
servations, and unless otherwise stated, all average comparisons shown look qualitatively
the same for perfect observations.
5.3.2 Varying convergence cutoff
We consider the data assimilation converged in the standard runs when, in the con-
jugate residual descent algorithm used to solve Equation (3.1), the maximum residual
is less than or equal to 2% of the initial maximum residual. To test if the results are
affected by the convergence criterion, Figure 5.5 shows results from the same set of
experiments as in Figure 5.1 but with the 3DVAR convergence criterion varied.
When given a stricter convergence criterion (.1% of initial maximum residual), the
3DVAR takes more iterations to converge, but the results change little. This confirms
that our original criterion was sufficiently strict. With a less strict criterion (20%), the
data assimilation may not extract all of the information from the observations, which
we would expect to lead to the analysis errors decreasing less rapidly as the observation
density increases. In the low-mid observation density regime, less convergence does in
fact produce larger analysis errors. As the observation density becomes large, however,
the average analysis errors become smaller for the least strict criterion (20%) than for
the other two sets of results in Figure 5.5. For dense observations, then, analysis errors
are actually on average smaller for fewer data assimilation iterations.
Figure 5.6 tests the same sensitivity to the convergence criterion, but with perfect
observations. If there are no errors in the observations, a less strict convergence criterion
behaves as expected in all cases, producing larger average analysis errors at all obser-
vation densities. This suggests that when the standard data assimilation was allowed
to converge more completely for observations with errors, it tried to fit the noise as
well as the information in the observations. More iterations therefore created a worse
analysis. The 3DVAR tries to extract more information from dense observations than
is available at least in part because the background error covariances are too large for
this regime, which causes the data assimilation to weight the background too little and
the observations too much. The importance of this weighting is discussed further in the
next section. Because we focus primarily on results for non-dense observations, however,
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Figure 5.6: As in Figure 5.5, for perfect observations.
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this dependence on the convergence criterion in the data dense regime does not affect
the comparisons for different observation networks.
5.3.3 Varying background error covariances
Next we explore the sensitivity of the fixed observation results to several aspects of
the background error covariance matrix (B) used in the 3DVAR. First, we scale B by
different constants to see how our conclusions are affected both by the weighting of the
background field compared to the observations and by the assumption that B is the same
for all observation densities. Then, we change the relative weighting of the background
errors at different spatial scales to test the importance of specifying B correctly within
our assumptions. Finally, we discuss how the results might be different with a data
assimilation which does not assume that the background error statistics are diagonal in
spectral space and are time-invariant.
Scaling B by a constant
Figure 5.7 shows the average analysis error at different fixed observation densities
(the same experiment as in Figure 5.1), but with the background error covariances
scaled by different constants. In the data assimilation at each individual time, scaling
the background error covariance matrix B by a constant changes only the magnitude of
the analysis increment, leaving its structure the same. Experiments with the 3DVAR
have shown that in this simulated system, scaling B by a constant is roughly equivalent
to optimizing B for observation densities other than the one selected in Section 3.4 (32
fixed observations, approximately 1.5% on the normalized density scale). Therefore, this
not only tests how sensitive the results are to the overall weighting of the background
data relative to the observation data, but also tests our assumption of constant data
assimilation for all observation densities.
Multiplying the standard B by 100 causes the 3DVAR to assume a larger forecast
error, weights the observations more relative to the background field, and optimizes the
data assimilation for few observations. Dividing B by 100 assumes a small forecast error
and optimizes the data assimilation for many observations. As we would expect, com-
pared to the other curves in Figure 5.7, each data assimilation (including the standard)
performs best near the density for which it was optimized. We can simulate what the
curve would look like if B had been optimized for each individual observation density
by connecting the points with the lowest error at each density in Figure 5.7. Without
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Figure 5.7: As in Figure 5.1, with B used in the 3DVAR scaled by different constants. Scaling
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the assumption of constant B for all observation networks, the fixed observations curve
would have smaller errors and steeper slopes in both limits than those in Figure 5.1, a
broader and shallower transition regime, and a less clear boundary between the limits
and the transition regime, but still a similar overall shape.
Despite the general similarities, the differences between the individual curves in Fig-
ure 5.7 show that the background error covariances are a crucial factor in how the system
is able to use observations. From the B/100 curve, for example, we can see that if the
background error statistics given to the data assimilation are significantly smaller than
they are in reality, the data assimilation uses very little information from the observa-
tions until they have reached some critical density. Above this critical density, errors
are reduced rapidly, but it still takes about 10 times the number of observations as in
the standard data assimilation to produce the same error reduction. With B x 100,
on the other hand, the 3DVAR ignores much of the information from more than a few
observations. The standard B is a compromise, in which the 3DVAR does not use data
optimally for either sparse or dense observations but is still able to use some of the infor-
mation from the observations in both limits. This suggests that given our assumption of
constant data assimilation, we chose to optimize B for a reasonable observation density.
Figure 5.7 indicates that our transition between sparse and dense data is fairly abrupt
at least in part because the transition regime occurs near the observation density for
which the 3DVAR is optimized. To avoid the somewhat exaggerated shape, we could
improve the background error weighting at the different observation densities by explic-
itly optimizing the 3DVAR for different densities. Or, we could improve the weighting
by estimating the magnitude of B during the run (for example, using the ensemble to
rescale the standard B as in Pu et al. 1997, or to estimate the full error covariances as in
the ensemble Kalman filter in Houtekamer and Mitchell 1998). We decided to leave the
data assimilation fixed, however, optimized for one observation network, because to the
extent possible we wanted to isolate the effects of changing observation networks from
changes in the data assimilation system. Data assimilation schemes with non-constant
B are also currently still in developmental stages. Since we have optimized B in the
observation density regime in which we focus our study, and since we focus primarily
on qualitative comparisons, we do not believe that this is a crucial assumption for our
results.
Scaling B differently at different spatial scales
Figure 5.8 demonstrates how the results for fixed observations can be affected if we
change how the data assimilation weights background errors at different spatial scales.
To change the relative weighting in these two examples, the error variance in B for
each spectral coefficient is multiplied or divided by the square of the corresponding
wavenumber. B is then multiplied by a constant to keep the maximum background
error covariance of the same order of magnitude, in order to avoid drastically changing
the overall weighting of the background compared to the observations. Unlike when
B is scaled by a constant, the structure of the analysis increment is changed as well
as the magnitude, and the resulting error statistics are incorrect for all observation
densities. Multiplying B by the spectral wavenumber assumes a larger background
error at smaller spatial scales than in the standard 3DVAR. The data assimilation then
extrapolates more of the information from the observations to smaller scale structures
(Figure 5.9 shows a sample analysis increment for one observation, to be compared with
Figure 3.4). Dividing B by the wavenumber assumes a smaller background error at
smaller scales and shifts the analysis increments to larger scale structures (Figure 5.10
compared with Figure 3.4).
When there are few observations, the effect of B is most important since then the
horizontal structure in the analysis increments must come almost entirely from B. When
there are many observations, B is used to interpolate between the closely spaced ob-
servations but is not needed to extrapolate information, and the three sets of results in
Figure 5.8 are therefore similar. For low-mid density observations, increasing the rela-
tive magnitude of B at smaller spatial scales has only a small effect on average. Given
Figures 5.9 and 5.10, this indicates that in some cases, misspecifying B can have a large
effect for individual analysis increments, but only a small effect overall. Increasing B at
larger spatial scales, on the other hand, makes the 3DVAR perform significantly worse
in the low-mid density regime. In fact, if the analysis increments are shifted to larger
scales and there are few observations, the average analysis error is greater than it would
be with no observations - the observations actually degrade the analysis. This demon-
strates that if B is misspecified, more data does not always produce better analyses and
forecasts, not only in individual cases but also on average.
Relaxing the assumption that B is time- and space-invariant
The biggest limitation in the data assimilation is not the 3DVAR parameters them-
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Figure 5.8: As in Figure 5.1, with errors at different horizontal scales weighted differently
in B. Using B x (wavenumber 2/100) in the 3DVAR shifts the analysis increments to smaller
scales (see Figure 5.9), and using B x (100/wavenumber 2 ) shifts the analysis increments to
larger scales (see Figure 5.10).
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Figure 5.9: Analysis increments produced by the 3DVAR for a single zonal wind observation
u = 1 at level 3, as in Figure 3.4 but with B x (wavenumber 2/100). The variables plotted are
non-dimensionalized (a) zonal wind and (b) potential vorticity, both at level 3. The contour
interval is .05 in (a) and .1 in (b).
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Figure 5.10: Analysis increments produced by the 3DVAR for a single zonal wind observation
u = 1 at level 3, as in Figure 3.4 but with B x (100/wavenumber 2 ). The variables plotted are
non-dimensionalized (a) zonal wind and (b) potential vorticity, both at level 3. The contour
interval is .05 in (a) and .01 in (b).
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selves, but rather the assumptions used to develop the 3DVAR statistics. It is difficult to
test the sensitivity of the data assimilation to these assumptions, since we have neither
the necessary information nor the computational resources to solve the ideal variational
algorithm. We have, however, performed preliminary experiments adding more complex
time- and space-dependent background error covariances to the 3DVAR, using the full
set of time- and space-dependent correlations between the actual errors in the back-
ground field at each analysis time. Although we have not studied the results in great
detail, they do indicate that, as we would expect, a better data assimilation (with ac-
curate time- and space-dependent error correlations) reduces errors in the data dense
regime and shifts the transition regime to a lower observation density.
Obviously, since we can never know the actual background error correlations in the
real world, this data assimilation technique is unrealistic; we would instead have to
estimate the correlations using an ensemble Kalman filter, a modified Kalman filter,
a variant of 4DVAR, or another technique. It is not clear how much having to esti-
mate the time- and space-dependent background error covariances will limit the data
assimilation's effectiveness. In addition, the results from these experiments suggest that
without good information about long-distance background error correlations, the data
assimilation cannot extract sufficient information from only a few fixed observations to
reduce analysis errors in separate synoptic systems. Because accurate long-distance error
correlations are likely to be difficult to obtain in the real atmosphere (Houtekamer and
Mitchell 1998), even with a more sophisticated data assimilation, the sparse observation
limit seems likely to extend to more complex systems.
Similarly, in any atmospheric observing and forecast system there is likely a limit in
which observations are sufficiently dense that adding observations produces little benefit.
This could be due to the errors in or the representativeness of the observations, the model
resolution or accuracy, the error growth rates at different scales, or the limitations of
the data assimilation. Even in extreme situations, one can imagine a hypothetical,
although likely completely irrelevant for real world forecasting, dense observation limit.
For example, if we had perfect observations with a nearly perfect data assimilation
system (at all spatial scales), analyses for many observations would be nearly the same
or as good as those for very few observations. For a realistic data assimilation system
and a forecast model with limited resolution, taking more observations than the number
of relevant degrees of freedom (such as taking several observations for each gridpoint)
would benefit the analysis at best only a small amount. The dense observation limit
therefore also seems likely to exist in real numerical weather prediction. To shift this
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limit, we will need to improve the forecasting system, for example by improving the
data assimilation system, the observation network or accuracy, or the forecast model or
model resolution.
Naturally, for any given model and data assimilation configuration in the real atmo-
sphere, we may always be in an observation density regime in which we do not see the
sparse or the dense observation limit. Given the inhomogeneous observation network,
however, and the variety of atmospheric systems with errors growing on many different
time and space scales, these limits are likely to be more than just theoretically important
in some situations. Understanding the observation density regime that one is in for a
certain atmospheric situation, observation network, forecast model, and data assimila-
tion system may therefore be the most important part of optimizing how any type of
observational resources are used.
5.4 Sensitivity to data assimilation interval
As more complex data assimilation schemes, new data sources, and faster computers
are developed, there are likely to be changes in the rate at which observational data are
input into numerical forecast models. To explore the possible effects of more frequent
data input, and to test how sensitive our results are to the ratio between the data input
interval and the time scales for advection and error growth, we have experimented with
changing the interval between data assimilations. Figure 5.11 shows, along with the
same results as in Figure 5.1, the analysis error for different spatial densities of fixed
observations when data are taken and assimilated at intervals other than the standard
12 hours. Consistent with the assumption of fixed data assimilation for all observation
densities, the 3DVAR remains fixed, optimized for a 12 hour interval.
The x-axis in Figure 5.11 is the spatial density of observations at each data assimila-
tion time. For each density along the x-axis, as the data assimilation interval is halved
(say from 12 hours to 6 hours), the same number of observations is taken twice as often.
Intuitively, one might think that twice as much data would produce a better analysis,
but it is clear from Figure 5.11 that this is not always the case. In the dense obser-
vation limit, for example, all of the curves nearly converge. This indicates that if the
observations are sufficiently dense, just as adding observations at new locations at the
same data assimilation interval benefits the analysis only a little, adding more frequent
observations at the same locations also has a small influence. Note, however, that in the
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Fixed Observations: DA interval varied
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Figure 5.11: As in Figure 5.1, for fixed observations, but with 3 hour, 6 hour, 1 day, and
2 day data assimilation intervals, in addition to the standard 12 hour interval. The x-axis is
normalized by the number of gridpoints and represents the spatial observation density at each
data assimilation time.
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data dense regime, the standard data assimilation system uses additional observational
data suboptimally, and so the specific results may be due to how we have chosen to
optimize the data assimilation system.
Even for non-dense observations, adding more frequent data may have only a small
influence. The 12, 6, and 3 hour data assimilation results in Figure 5.11 nearly overlap,
suggesting that atmospheric features move and change sufficiently slowly that a fixed lo-
cation sees redundant information every 6 hours. In this model setup, the error doubling
time is a few days and the advective time scale is 5 hours. At all spatial observation
densities, then, when observations are taken at fixed locations more frequently than
every 12 hours, the additional data helps the data assimilation system very little with
identifying the types of features which can be resolved by the scales in the model. Only
in the middle regime in data density, and only for data assimilation intervals of 12 hours
or longer, does changing the rate at which data are taken significantly affect the results.
Figure 5.12 presents the same results as in Figure 5.11, but with the x-axis of each
curve normalized by the number of data assimilation times per day. The x-axis is now
observation density in space and time, and might be thought of as the rate at which
observation resources are expended. Each observation density represents a constant
amount of data input per day but at different data assimilation intervals; for example,
2 observations every 6 hours for a 6 hour data assimilation interval is equivalent to 8
observations per day for a 1 day interval. We can now begin to answer questions such
as: given a certain number of observations each day, how frequently would we like to
observe, at the expense of observing at fewer locations, to maximize error reduction?
These results for fixed observation networks will be compared with those for random
and for adaptive networks in Section 6.3.
If we are restricted to fixed observation locations, Figure 5.12 shows that, given a
constant total number of observations taken more frequently than every 12 hours, the
analysis error is reduced the most when we sample at more locations less frequently
instead of at fewer locations more frequently. This is as might be expected from the
redundancy described earlier for frequent data gathering at fixed locations. Allocating
many observations at few times might also be advantageous because it provides the data
assimilation system with more information on the structure of analysis errors at each
time. However, since it is difficult to distinguish among data assimilation intervals less
frequent than 12 hours, the system likely does not prefer a certain data assimilation
interval for fixed observations as long as the observations are not redundant.
We do not believe that this result indicates that rawinsondes more frequent than
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Fixed Observations: DA interval varied
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Figure 5.12: As in Figure 5.11, but with the x-axis normalized both by the number of grid-
points and by the number of data assimilation intervals per day. The x-axis represents the
observation density in space and time, i.e. allocation of a fixed amount of observational re-
sources.
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12 hours are not useful in the real world. First, because the error growth in the stan-
dard resolution QG model is relatively slow and because the QG model dynamics are
unrealistic at sub-synoptic scales, observations may not be as clearly redundant in real
numerical weather prediction, and they are not likely to be redundant at similarly low
frequencies. The influence of the additional observations is also strongly limited by the
model resolution and by the lack of time- and space-dependent error covariances in the
data assimilation. In addition, more frequent data from fixed platforms could be quite
beneficial for several other weather prediction applications not addressed by this study,
such as subjective forecasting or numerical modeling and forecasting of mesoscale and
smaller features. Finally, even when the data are sufficiently dense that the data assim-
ilation system and forecast model can no longer make efficient use of new information
on average, more frequent observations could improve an analysis and forecast in indi-
vidual situations with significantly faster than average advection or error growth. These
potential benefits are especially important considering how little fixed platforms cost
compared to other observation platforms.
On a more fundamental level, Figure 5.12 demonstrates how - given an atmosphere
with different error growth rates at various spatial scales, a model with a certain spatial
resolution, and a data assimilation system - the effect of adding observations in space
and time can depend strongly on the observation density and error regime. Before these
results can be applied to real atmospheric prediction, further study is needed with a
more realistic forecasting system, particularly one with a more complex dynamical model
and with an experimental setup including forecast model error. Nevertheless, for this
simulated system, the results for different observation densities will be important when
interpreting the results for adaptive observations presented in the following chapters.
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Chapter 6
Results with global non-fixed
observations
Using the framework developed from the fixed observation experiments in Chapter 5,
we now compare results when observation locations, instead of being fixed, are moved
randomly or adaptively. For this set of experiments, there is no standard observation
network to which observations are added; all observations are allocated throughout the
domain according to only one strategy. As in the fixed observation experiments, the
data assimilation procedure remains fixed for all observation networks.
The three strategies tested in this chapter are described in detail in Section 4.2;
here we provide only a brief review. Fixed observation locations are selected arbitrarily
prior to the experiment and remain fixed. Random observation locations are selected
arbitrarily at each targeting time. Ideal AER adaptive locations are selected at each
targeting time where the actual background error (the most recent forecast error) is a
maximum before the data assimilation is performed, in other words where the actual
analysis error would be the largest if there were no observations. Because the ideal
AER adaptive strategy requires perfect information, it can only be implemented in an
idealized system such as this one; a more realizable implementation of the ideal AER
adaptive strategy is tested in Chapter 7.
6.1 Comparison of fixed, random, and ideal adaptive
strategies
Figure 6.1 compares the average analysis error as a function of observation density
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Global Observation Strategies: 12h DA interval
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Figure 6.1: As in Figure 5.1, but with error as a function of observation density for random
and ideal AER adaptive observations in addition to fixed observations, all for a 12 hour data
assimilation interval. The observation strategies are defined in Section 4.2.
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for three types of global observation networks: fixed (the same results as in Figure 5.1),
random, and ideal AER adaptive. The data assimilation and targeting intervals are 12
hours. The influence of the observations is again measured in terms of streamfunction
analysis error root-mean-square averaged throughout the domain and over many model
states. Recall from Chapter 5 that in the data dense regime, additional fixed observations
provide only a small additional benefit. In Figure 6.1, we see that if observations are
spatially dense, additional randomly or adaptively moving observations also provide
only a small additional benefit. In the data dense regime, the results for the three
strategies are also similar. This indicates that for spatially dense observations, the
data assimilation and forecast model system has little preference among the observation
strategies tested.
As discussed in Section 5.2, results for other time-averaged analysis and forecast
error norms are qualitatively similar to those shown for a streamfunction analysis error
norm, with differences primarily in the data dense regime. As an example, Figure 6.2
shows results from the same set of experiments as in Figure 6.1, but for reduction in the
domain- and time-averaged analysis error with a potential vorticity norm. Figure 6.3
shows the same results, but for the 5 day forecast streamfunction error. We do not
discuss the results for different error norms in detail, but rather present them only for
a general comparison, to supplement the discussion in Section 5.2. For most of the
other results in this study, since comparisons between different error norms are similar
to those shown here, we only present and discuss results for analysis errors in terms of
streamfunction.
In the examples shown, the strategies cannot be clearly distinguished if there are
more than an average of approximately one observation every (1000 km) 2 at a 12 hour
data assimilation interval. Because the error reduction for dense observations is sen-
sitive to changes in the experimental setup, data assimilation system (as discussed in
Section 5.3), and the error norm, this specific observation density may vary. Figure 6.1
suggests, however, that for data above a certain density, it is difficult to improve analyses
and forecasts significantly by adding any type of observations, adaptive or non-adaptive.
This result supports some of the FASTEX and NORPEX results (currently unpublished),
that it is difficult for additional observations to have a significant positive influence when
the background error without the observations is relatively small (such as when the ob-
servations are taken just downstream of a data dense region). To benefit significantly on
average from adaptive observations at higher observation densities, we will likely require
some combination of a more effective data assimilation system and a more sophisticated
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Figure 6.2: As in Figure 6.1, for root-mean-square averaged analysis error with a potential
vorticity norm.
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Figure 6.3: As in Figure 6.1, for root-mean-square averaged 5 day forecast error with a
streamfunction norm.
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strategy, and we may have to measure the benefits with a more specific error norm. With
the current data assimilation system, we focus in the spatially non-dense data regime,
where adding and adapting observations has the greatest potential to reduce errors.
For non-dense observations taken at a 12 hour data assimilation interval, in some
situations a random observation network performs slightly better than a fixed network.
Although this is not apparent from Figure 6.1, if the experimental setup or the data
assimilation parameters are changed slightly, random observations do in some cases
clearly perform better than fixed observations at a 12 hour data assimilation interval.
The possible benefit from randomly moving observations is not a surprise given the
redundancy of fixed observations at shorter data assimilation intervals (described in
Section 5.4). Because arbitrarily moving the observations can reduce average error, the
random strategy will be our targeting "null case." Adaptive strategies will have to
improve upon both the fixed and random strategies to be considered effective.
Non-dense adaptively allocated observations improve the analysis, on average, sig-
nificantly more than the same number of randomly allocated or fixed observations. This
holds true even taking into account the approximated spread of the results for each net-
work, as indicated by the symbols on Figure 6.1. The adaptive strategy tested here is the
ideal AER strategy using energy averaged at all levels as the norm for targeting. Most
other targeting norms tested, including background error measured in terms of root-
mean-square averaged potential vorticity (averaged enstrophy), winds, and temperature
at all levels, and each of these norms at individual levels, produced similar average im-
provements. A streamfunction norm was less effective for analysis error-based targeting,
presumably because it smooths smaller scale structures.
Although the specific values depend on the details of the experiment and the adaptive
strategy tested, Figure 6.1 illustrates the range of error reduction we can expect from
the ideal AER adaptive strategy for non-dense observations. In the example shown, in
order to reduce the average analysis error by a factor of approximately 30 compared to
saturation, we only need to take about one half as many adaptive observations as we
would fixed or random observations. Essentially, by using the adaptive strategy, the
rapid dropoff of error followed by the near saturation of error reduction has been shifted
to lower observation densities. Because of the substantial savings in observational re-
sources, we consider the ideal adaptive strategy effective for non-dense observations. As
discussed in Section 5.2 and demonstrated in Figure 6.3, average comparisons for fore-
cast errors are qualitatively similar to those shown (although quantitatively somewhat
less favorable). Therefore, Figure 6.1 shows that, at least in the context of a QG model,
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Figure 6.4: Cluster 3 and cluster 13 patterns used for clustered observations. Dots represent
gridpoints, a "+" is plotted at the targeted location (selected by the appropriate strategy), and
"x" s are plotted at observed locations. Cluster 13 has an observation at the targeted location;
cluster 3 does not.
with good information about the background errors and in the appropriate regime of
data density in space and time, it is possible to objectively adapt observation networks
to reduce average analysis and forecast errors.
6.2 Clustered vs. single observations
The forecast errors tend to focus in a few regions at any given time, so the adaptive
strategy tested tends to cluster the observations in one or several groups. To ensure
that the difference between the random and ideal adaptive strategies is not due to
their different observation spacing tendencies, we have tested taking several observations
simultaneously in a pre-specified pattern around each target, which we will refer to as
"clustered" observations. The clusters simulate, for example, one or more aircraft sent
with infinite speed to drop rawinsondes at several locations within a specific region. As
the targets are selected, their spacing is constrained to be such that the clusters do
not overlap; the total number of non-redundant observations then remains consistent
between experiments. Most of the clustered observation results shown use two sample
clusters, depicted in Figure 6.4. The first, which we will call "cluster 3," is a triangle of
three observations surrounding the targeted location. The second, "cluster 13," observes
at the 13 alternating gridpoints in a 1000km x 1000km grid around the target. Cluster 3
was selected because it is one of the more effective small clusters, and cluster 13 was
selected because it is one of the more effective clusters that provides a near-complete
survey of a targeted region. Unless otherwise stated, all average comparisons shown are
qualitatively similar for single observations and for various sized and shaped observation
clusters.
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In most cases, the random and the ideal adaptive strategies reduce average analysis
error as much or more by allocating observations singly than by allocating the same
number of observations among one or more clusters of pre-specified size and shape.
This result is somewhat counter-intuitive, since with the limited information about the
background error in the data assimilation procedure, in most individual cases we would
expect more error reduction with clusters of observations large enough to sample more
of the atmospheric structure (discussed further in Section 9.5). At least the most ef-
fective analysis error-based strategies, however, seem to prefer on average to be allowed
to decide how many observations to allocate to each target based on the specific cir-
cumstances. The strategy can then select its own observation pattern, according to the
shapes, structures, spatial extents, and relative magnitudes of the background errors.
Only at longer data assimilation intervals or for less effective adaptive strategies
(such as the estimated analysis error reduction strategy tested in Chapter 7 or strategies
using a streamfunction targeting norm) do observations in pre-specified patterns reduce
errors more than the same number of single observations. For some strategies, global
adaptive observations are effective only when observations are taken in clusters. Because
it is not possible to measure the error reduction produced when observation locations
are selected in a certain way without the context of how the observational data from
these locations are used, it is difficult to separate the effects of the strategies and the
observation clusters from the effects of the data assimilation system and the forecast
model. These less effective AER adaptive strategies, however, appear on average to be
able to identify general regions, but not specific locations, where an observation will
improve the analysis and forecasts.
As discussed above and in Section 9.5, clusters of observations may be more effective
than single observations if we are trying to improve forecasts not on average, but in
certain individual situations. It is also likely that real world targeted observing platforms
(such as planes and satellites) will take multiple observations in a region, since the
incremental cost of taking additional observations is small once a platform has been
targeted. To try to identify the "optimal" patterns for adaptive observations, we tested
many different cluster patterns, with various shapes and numbers of observations ranging
from 250 km (the grid spacing) to about 3000 km in diameter. Although certain cluster
patterns do seem to be preferred, we do not present any results comparing specific
patterns for two reasons. First, the effectiveness of each cluster is very dependent on
the data assimilation system. Second, the optimal patterns tend to vary from situation
to situation, again illustrating the preference of the adaptive strategy to choose its own
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observation pattern based on the circumstances. In general, however, we found that
adding more observations per cluster tends to reduce errors for a constant number of
targeted clusters, but that adding observations at distances greater than about 1250 km
from the targeted location (i.e. using clusters greater than 2500 km in diameter) or
placing observations at adjacent model gridpoints is usually not beneficial.
6.3 Sensitivity to data assimilation interval
Given a certain number of observations, we would like to know not only how to
distribute them in space, among strategies and targeted locations, but also how to
distribute them in time. For example, if there are eight observation platforms available,
each of which can be sent anywhere to observe but only once per day, should they be
used all at once or at different times? We will address this issue by comparing how the
same three observation strategies (fixed, random, and ideal AER adaptive) behave as
the time interval between observations is changed. As in Section 5.4, this comparison
also tests how sensitive the results are to the ratio between the data input interval and
the error growth time scale.
Figure 6.5 shows the average analysis error as a function of observation density for
the same three strategies shown in Figure 6.1, but with observation locations selected
and observations assimilated every 3 hours, four times as often as the standard. Just as
for the 12 hour data assimilation interval, the three strategies cannot be distinguished
if the observations are more dense than an average of approximately one observation
every (1000 km) 2 . For non-dense observations, since observations taken more frequently
than every 12 hours are redundant at fixed locations, randomly moving the observa-
tions produces a significantly better analysis than leaving the observations fixed. As in
Figure 6.1, moving observations intelligently, using the adaptive strategy, improves the
analysis even more. In fact, comparing Figures 6.1 and 6.5, we see that as the time
interval between data assimilations decreases, the benefit from adapting the observation
network increases. Recall that to reduce the average analysis error by a factor of about
30 compared to saturation, for a 12 hour data assimilation interval we require about 2
times as many fixed or random observations as we do adaptive observations. For a 3
hour interval, to reduce the errors by the same factor of 30 we require about 4 times
as many random observations or about 8 times as many fixed observations as we do
adaptive observations.
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Figure 6.5: As in Figure 6.1, for a 3 hour data assimilation interval.
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With less frequent data assimilation (not shown), random observations are no longer
an improvement over fixed observations, confirming that observations at fixed locations
are not redundant in this forecasting system at intervals longer than 12 hours. Adapting
observations is also less beneficial at longer data assimilation intervals, and the adaptive
observation results depend more on the background error norm used to target and the
prespecified clustering and spacing of the observations.
Why are adaptive observations better at shorter data assimilation intervals, more
so than random and fixed observations? In Figures 6.6 and 6.7, we allocate a constant
number of observations at different data assimilation intervals, as in Figure 5.12 for fixed
observations but using the random and the ideal AER adaptive strategies, respectively.
Although we focus on the results for non-dense observations, we note that for dense ob-
servations, less frequent data assimilation is the most beneficial for all three observation
strategies. This occurs because for spatially dense observations, the random and adap-
tive results are nearly the same no matter how often the same number of observations
are taken and assimilated. In other words, if we renormalize Figures 6.6 and 6.7 so that
the results are a function of only the spatial observation density instead of the total
amount of observational resources, then all of the data assimilation intervals produce
the same results in the spatially dense regime, as in Figure 5.11 for fixed observations.
For non-dense observations, if observation locations are randomly selected at each
time (Figure 6.6), this forecast model and data assimilation system has no preference
for how the observations are allocated in time. This means that arbitrary distribution of
observations in space and in time can be interchanged. Recall from Figure 5.12 that for
data assimilation intervals shorter than 12 hours, fixed observations perform best when
more observations are taken less often. In Figure 6.7, we see that adaptive observations
behave in the opposite sense - as long as the observations are below a certain density,
the adaptive strategy performs best when it takes observations more frequently.
In order to understand this behavior, we have experimented with selecting the adap-
tive locations at every other data assimilation time. If, for example, observation locations
are targeted every 24 hours but observations are taken and assimilated every 12 hours,
at the same locations at two consecutive data assimilation intervals, Figure 6.8 shows
that the average analysis error falls between that for the 12 hour and 24 hour interval
curves. This suggests that adaptive observations in this simulated system are more ben-
eficial when they are allocated at more times rather than simply at more locations for
two reasons: first, because observations can be taken frequently in potentially important
regions (at the same locations or at slightly different locations); and second, because the
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Figure 6.6: As in Figure 5.12, for random observations. The x-axis represents observation
density in space and time, i.e. allocation of a fixed amount of observational resources.
118
Adaptive (iAER Eg) Observations: DA interval varied
- - -0 D nevl=3
X--.X DA interval = 1h ,N-
+...... + DA interval = 1d
-- - -0 DA interval = 2d
100
0
0-210
-10
-o
10
1 0 10-2
fraction of gridpoints observed per day
Figure 6.7: As in Figure 5.12, for ideal AER adaptive observations. The x-axis represents ob-
servation density in space and time, i.e. allocation of a fixed amount of observational resources.
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Figure 6.8: Average analysis error vs. spatial observation density at each data assimilation
time, for ideal AER adaptive observations targeted and taken every 12 hours, targeted and
taken every 24 hours, and targeted every 24 hours but taken every 12 hours (at the same
locations two times in a row).
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potentially important regions can be selected more frequently. Taking observations at
several different times in regions with large background errors gives the data assimilation
system more information to help correct the initial conditions, similar to the clustering
of observations in space described in Section 6.2. As we learned from fixed observations,
however, because atmospheric systems move and because errors evolve and propagate,
repeating locations is not enough. More frequent targeting is also beneficial, since it gives
the adaptive strategy the opportunity to select the most important locations, those not
just with analysis errors but with non-decaying analysis errors, more often.
This adaptive strategy selects observation locations in regions with large background
errors and lets the data assimilation system correct the errors as well as it can. After
the forecast model integrates the new analysis to the next data assimilation time, the
strategy evaluates if large background errors have remained in the same locations or
reappeared nearby, or if larger errors have developed in other regions. It can then
choose whether it should observe in the same locations or in different ones. Without
knowing specifically what the data taken will be, how the data assimilation system will
incorporate data into the model, and how the forecast model will integrate the resulting
analysis increment forward in time, the adaptive strategy tested in this study, and
perhaps any feasible realistic strategy, cannot know whether analysis or forecast errors
will actually be reduced once an observation is taken. With more frequent targeting,
then, this strategy can better identify the analysis errors that are reasonably large and
have been growing or have persisted in the recent past, whether it is because there have
been no observations in the region or because the observations have not reduced the
important errors.
Figure 6.9 shows the observation locations selected during a 3 day sequence of an
experiment with 2 single ideal AER adaptive observations targeted and assimilated every
3 hours. Even without including the synoptic situation or the evolution of the analysis
and forecast errors, Figure 6.9 depicts how the adaptive strategy continually changes
how it allocates observation locations. In some situations the adaptive strategy clusters
the observations in space, selecting two locations near each other (in any pattern), and
in some situations it observes in two distinct regions. In some situations the adaptive
strategy clusters the observations in time, observing at or very close to the same location
at two or more consecutive data assimilation times, and in some situations it selects
different regions at consecutive times. Combining clustering in space and time, there
are many possibilities just within the few examples shown. For example, the adaptive
strategy may repeat an observation in one region while moving the other observation
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Figure 6.9: Sample sequence of adaptive observation locations selected at 3 hour intervals
over the course of 3 days, from an experiment with 2 single ideal AER adaptive observations
assimilated every 3 hours.
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around, as in hours 0-6 and hours 18-24. Or, the adaptive strategy may observe in
one region, switch to another region, then return to near the first location, as in hours
36-42 and hours 63-69. How the locations are selected in each situation depends on
the relative magnitudes of the background errors in different locations, how well the
data assimilation system corrected the previous errors, and how the resulting analysis
increments have since evolved. Even in a system with perfect knowledge such as this
one, it would be difficult to predict the sequence of locations selected by the adaptive
strategy.
Along with the results for spatial clustering of observations discussed in Section 6.2,
the results in this section suggest that the adaptive strategy usually reduces errors the
most if it is allowed to determine how to allocate the observations in both space and
time according to the specific situation. Certainly, less frequent adaptive strategies
might be more effective if, incorporating more information from adjoints or one of the
other proposed methods that deem to determine which errors are growing rapidly, they
knew more about which analysis errors were likely to be important in the near future.
Adding information about the data assimilation procedure to the strategy and improving
the data assimilation system may also help adaptive observations reduce errors when
taken less often. However, since both data assimilation and the criteria for selecting
observations locations are statistical procedures in the real atmosphere, neither a perfect
data assimilation nor a perfect adaptive strategy exists. The risk that observations will
degrade or not influence a forecast will therefore always have to be considered when
assimilating observations and when developing and choosing adaptive strategies.
There are many complications not included in this study, such as model errors, more
complex dynamics, and practical limitations of targeting with imperfect information and
imperfect observation platforms, which limit the effectiveness of adaptive observations
and of data assimilation in the real world. If these are taken into account, the chance
that observations will not improve a forecast grows, and an adaptive strategy is even
more likely to perform best when taking observations more frequently. More frequent
observations might also be especially beneficial with a data assimilation scheme which
attempts to fit the initial conditions to the observations over a specified time period,
as the model state evolves dynamically, such as a four-dimensional variational data
assimilation system.
Unfortunately, very frequent observations are impractical in the real world both
because many observation platforms require advance notice for targeting and because
data assimilation can be computationally very expensive. Therefore, when adapting
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observations in the real world, there will have to be some tradeoff between the costs
and benefits of more frequent targeting. It is also important to remember that, as
for clustered observations, these results are only valid on an average basis and are not
necessarily the best way to improve any individual forecast. Analysis errors and specific
forecast errors are certainly linked on average (as discussed in Section 5.2), but they are
not interchangeable in any realistic system (as we will demonstrate in Section 8.2). In
specific cases, the best way to allocate adaptive observations in space and time is likely
to depend on both the forecast situation and the observational resources available.
6.4 Double model resolution results
To ensure that the results presented in this chapter are not due to the somewhat
slow error growth or the limited resolution of the QG model, we have also performed
some OSSE's with the forecast model resolution doubled (125 km horizontal resolution
with 8 vertical levels). As discussed in Chapter 2, doubling the QG model resolution
approximately halves the error doubling time, to 1-2 days. The advection time scale
remains the same, approximately 5 hours. The data are assimilated with the same
3DVAR, but with the statistics optimized at double resolution (shown in Table 3.2 and
Figure 3.2) and with the convergence criterion set to 5% of the initial maximum residual
instead of 2%. The parameters for the experimental setup are the same as for the
standard resolution, except the statistics are accumulated over a shorter time period as
described in Section 4.1.
The observation strategies are the same as those discussed in Section 4.2, but with
slightly different spacing: for 100 or fewer observations, the observations are constrained
to be more than 3 gridpoints (375km) apart; for 101-500 observations, more than 2 grid-
points (250 km) apart; for 501-2000 observations, more than 1 gridpoint (125 km) apart;
and for more than 2000 observations, the spacing is not constrained. Again, this is to
prevent the adaptive strategy from clustering the observations too close together. Even
with the weaker data assimilation convergence criterion and the shorter run time, the
double resolution runs are still much more computationally expensive than the standard
runs, for both the forecast model integration and the data assimilation. Consequently, at
double resolution we show results for only 12 hour and 6 hour data assimilation intervals.
Figure 6.10 corresponds to Figure 6.1, comparing the same three strategies (fixed,
random, and ideal AER adaptive) for a 12 hour data assimilation interval but for double
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model resolution. Figure 6.11 compares the strategies at double resolution for a 6 hour
data assimilation interval. Compared to the standard resolution results, the double
resolution examples shown have a less distinct transition regime, a larger separation
between the fixed and random strategy results for a 12 hour data assimilation interval,
and a small but possibly significant benefit from adapting observations even in the
dense observation regime. However, the double resolution experiments have not only
doubled error growth, but also different observation spacing, different data assimilation
parameters, and a weaker convergence criteria for the data assimilation. As discussed in
Section 5.3, these types of changes can affect the specific shape of the error reduction vs.
observation density curve. Therefore, the standard and double resolution results cannot
be strictly compared, and rather than addressing these specific features we focus on the
more general results.
Although the transition and data dense regimes are less distinct at double resolution
than at single resolution, above a certain observation density, taking observations at
more locations still provides a smaller benefit. Comparing Figures 6.10 and 6.11, we see
that above a certain observation density there is also little or no benefit from taking
more frequent observations. Thus, we again focus on the non-dense observation regimes,
where adding and adapting observations is most likely to have an influence.
Comparisons between the random and fixed strategies are similar at double resolution
to comparisons at the standard resolution. At both resolutions, the random strategy is
more of an improvement over the fixed strategy for a 6 hour data assimilation interval
than for a 12 hour data assimilation interval. If the fixed and random strategy results
from Figures 6.10 and 6.11 are compared for a constant amount of observational resources
(as in Figures 5.12 and 6.6 at the standard resolution), we again find that random
observations have no preference for allocation in space and time, while observations at
fixed locations are redundant when taken more frequently than every 12 hours. The
time scale in the comparison between fixed and random observations is also similar at
both resolutions, in other words the comparison is similar for the two resolutions at
the same data assimilation interval. Therefore, we infer that the advection time scale
(which remains the same) is more important than the error growth time scale (which is
halved at double resolution) for determining the redundancy of fixed observations, i.e. for
determining the benefit from simply moving observations. This makes sense intuitively,
since the advection time scale is shorter than the error growth time scale and thus is
likely to dominate how quickly the flow changes at a fixed location.
The behavior of the adaptive strategy at double resolution is also qualitatively similar
125
Global Observation Strategies: 12h DA interval Double Resolution
10~3 10-2 10
fraction of gridpoints observed each DA interval
100
Figure 6.10: As in Figure 6.1, for the QG model at double resolution and a 12 hour data
assimilation interval.
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Figure 6.11: As in Figure 6.10, for a 6 hour data assimilation interval.
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to its behavior at single resolution. At both resolutions, the adaptive strategy is more of
an improvement over the random strategy when the data assimilation interval is shorter.
Comparing the double resolution adaptive results for a constant amount of observational
resources, as at standard resolution in Figure 6.7, the adaptive strategy performs best
when a few observations are taken more frequently. However, at double resolution, twice
as frequent targeting and data assimilation is necessary to obtain approximately the
same benefit from adaptive observations. In other words, the improvement of adaptive
observations over random observations at double resolution for a given data assimilation
interval (e.g. 6 hours) is most similar to the improvement at single resolution for twice the
data assimilation interval (e.g. 12 hours). This suggests that the error growth time scale,
more than the advection time scale, controls the effectiveness of ideal AER adaptive
observations compared to random observations. When evaluating how effective adaptive
observations may be compared to fixed observations in a certain forecast system or in a
certain situation, then, both the advection and error growth time scales are important,
but for different reasons.
Most importantly, in both Figures 6.10 and 6.11, for non-dense observations the
adaptive strategy performs better on average than the random strategy. This indicates
that even with higher than the standard quasi-geostrophic model resolution (and the
associated faster error growth), it is possible, in the appropriate circumstances in this
simplified system, to reduce average analysis errors by objectively adapting observation
networks.
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Chapter 7
Adaptive sampling using ensemble
spread to estimate background error
The ideal analysis error reduction adaptive strategy is a useful tool for exploring
a large number of adaptive observation configurations. Since the actual error in the
background field is not known in the real atmosphere, however, this idealized strategy
is impossible to implement in any real atmospheric situation. Therefore, we have also
tested a more realizable approximation to the ideal AER adaptive strategy, which we
call the estimated analysis error reduction (AER) adaptive strategy. The estimated
AER adaptive strategy estimates the background error from the spread of an ensemble
of perturbed forecasts, then targets observations at the locations where the ensemble
spread is the largest. It is similar to the ensemble-based strategies tested in Lorenz
and Emanuel (1998) and is described in further detail in Section 4.2.3. Because the
ensemble is an imperfect estimate of background error, we do not expect the estimated
AER adaptive strategy to identify the locations with large background errors as well as
the idealized strategy identifies them. The estimated strategy will therefore most likely,
but not necessarily, be less effective than the idealized strategy.
As in Chapter 6, in this chapter we compare results for global observation strategies.
Results for observations added to a pre-existing fixed observation network are discussed
in Chapter 8. Observations are assimilated every 12 hours, again using the standard
3DVAR data assimilation system described in Chapter 3. First, we test selecting the
observation locations only 12 hours before they are taken, based on the spread of an
ensemble of 12 hour forecasts generated at the data assimilation time prior to the obser-
vation time; we call this targeting observations with a 12 hour lead time. Results with
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observation locations selected more than 12 hours in advance are discussed in Section 7.4.
The ensemble used here is generated by assimilating perturbed observations into each
of the ensemble members at each data assimilation time, simulating errors propagating
through an analysis and forecast cycle. This is called a multiple replication ensemble by
Lorenz and Emanuel (1998) and an OSSE-Monte Carlo ensemble by Houtekamer and
Derome (1995); further details on the ensemble are given in Section 4.2.3. For the results
shown here, the ensemble consists of the control run and several perturbed runs. The
ensemble spread is defined as the average difference between the ensemble members and
the mean of the ensemble, with an energy norm (the same norm as for the background
error in the ideal AER strategy results shown). We chose to define the ensemble spread
as the average of the ensemble perturbations instead of as the root-mean-square average
of the perturbations because the perturbation energy is already a squared, semi-positive
definite, quantity. Several other definitions of ensemble spread have been tested and
are discussed. In the first two sections, the ensemble has 13 members (12 perturbed
trajectories in addition to the control); results for different ensemble sizes are shown in
Section 7.3.
7.1 Comparison with global fixed, random, and ideal
adaptive strategies
For a single observation at each targeted location, the estimated AER adaptive strat-
egy produces the same results as the random strategy results shown in Figure 6.1. For
clustered observations (described in Section 6.2), on the other hand, the estimated AER
adaptive strategy is more effective than the random strategy. Figure 7.1 shows the
average error in the control analysis as a function of observation density for random, es-
timated AER adaptive, and ideal AER adaptive clustered observations; in this example,
we use cluster 3 (depicted in Figure 6.4), taking a triangle of 3 observations around each
targeted location. Therefore, when implemented globally, the estimated AER adaptive
strategy is on average an improvement over the random strategy only if a cluster of ob-
servations is taken at each targeted location. Even for clustered observations, however,
the estimated AER adaptive strategy is less effective than the ideal AER adaptive strat-
egy. These results suggest that, as discussed in Section 6.2, on average the estimated
strategy identifies locations near (but not exactly at) locations at which observations
will improve the analyses and forecasts.
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Figure 7.1: Analysis error reduction as a function of observation density for random, ideal
AER adaptive, and estimated AER adaptive observations, with cluster 3 observations taken for
each targeted location for all of the strategies. The observation and data assimilation intervals
are 12 hours. Cluster 3 is shown in Figure 6.4. For the estimated strategy, the ensemble has
13 members (12 perturbed forecasts in addition to the control). The x-axis is normalized both
by the number of gridpoints (2112) and by the number of observations taken for each targeted
location (3); however, the x-axis is also shifted so that the maximum observation density is
100% x the number of observations taken for each targeted location.
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In this study, the control forecast is included in the ensemble mean and the ensemble
spread. We have experimented both with calculating the ensemble perturbations with
respect to the control forecast and with not including the control forecast in the ensemble.
These different definitions of the ensemble produce estimated AER adaptive results
similar to those shown, although in some cases slightly less positive.
For the results shown, the ensemble spread is measured in terms of energy averaged
at all levels over all the ensemble perturbations. We have also tested ensemble-based tar-
geting with potential vorticity and streamfunction norms, defining the ensemble spread
as the root-mean-square average of the ensemble perturbations (instead of the aver-
age). As with the different background error norms tested for the ideal AER strategy
(discussed in Chapter 6), using a potential vorticity norm for estimated AER adaptive
observations produces similar results to an energy norm, while a streamfunction norm is
less effective. In addition, based on the results in Buizza and Palmer (1998), we tested
an extremum (L') energy norm. The extremum norm measures the ensemble spread
by taking the maximum value among the ensemble perturbations at each location (in-
stead of the average of the ensemble perturbations at each location). Results with the
extremum norm are similar to those shown and are discussed further in Sections 7.2
and 7.3.
In the estimated AER adaptive strategy tested here, we use the ensemble only to
estimate background error at the observation time. Ensembles of perturbed forecasts
contain information besides an estimate of background error, and the background er-
ror is not the only criterion important for adapting observations. Therefore, we could
almost certainly use ensembles to develop a more sophisticated, more effective adap-
tive observation strategy. For example, future error growth can be estimated using the
time evolution of the ensemble, as in the ensemble transform technique proposed by
Bishop and Toth (1999). In this study, we do not explore how one might optimally
use ensembles; we only test if ensembles might be used to approximate the ideal AER
adaptive strategy in a more realistic setting. Even though the estimated AER strategy
incorporates limited information from the ensemble, Figure 7.1 demonstrates that at
least in this idealized system, and again with the appropriate observation configuration,
it is possible to use an ensemble to estimate background error effectively for adapting
observations. We have also only tested verifying the control analyses and forecasts; if we
were to measure the influence of the observations by verifying probabilistic information
from the ensemble, such as the ensemble mean or the ensemble spread, we might see
even more of an effect from adapting observations. As a first attempt at ensemble-based
132
sf at j=N tr DAY 7.50
--- ------- L - --
L .4 L ...
H
CONTOUR FROM -1.4100 TO 1.4101 CONTOUR INTERVAL OF S.20000 PTI3.33= 1.5271
Figure 7.2: QG model truth state at the time at which Figures '7.4, 7.5, 7.9, and 7.10 are
valid. Streamfunction is shown at the upper interior level.
targeting in the system, therefore, the results shown in Figure 7.1 are encouraging.
7.2 Ensemble spread as an estimate of background
error
To understand how the estimated AER adaptive strategy approximates the idealized
strategy, next we compare the ensemble spread and the background error on a case-by-
case basis. As discussed in the previous section, the ensemble spread is oniy evaluated
according to how well it estimates background error and how useful this background
error estimate is for adapting observations. In order to avoid biasing the comparisons by
using one of the two adaptive strategies, we spun up a control forecast and an ensemble
with observations at 16 fixed locations (1.2% of gridpoints), without taking any adaptive
observations. Figure 7.2 depicts the synoptic situation at a sample observation time, and
Figure 7.3 depicts the 16 fixed locations where observations have been taken every 12
hours during the spin up period. Figure 7.4 shows a sample background error (equivalent
to the error in the 12 hour control forecast) and a sample ensemble spread (for a 7 member
ensemble), both valid at the same observation time as Figure 7.2 and generated with a
12 hour lead time. The error in the ensemble mean 12 hour forecast valid at the same
time (shown in Figure 7.5 for a 7 member ensemble, verified versus the truth state) is
similar to the control forecast error. The fields are shown for energy at the upper interior
level; at lower levels, the background errors tend to be less localized, and comparisons
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Figure 7.3: The 16 fixed observation locations for the results shown in Figures 7.4, 7.5, 7.9,
and 7.10.
look similar or slightly less favorable. Although the ensemble behaves differently in each
situation, Figure 7.4 demonstrates the most common basic features of how ensemble
spread estimates background error in this simulated system.
Large forecast errors tend to be associated with the few synoptic systems in the do-
main, and in these dynamically active regions the ensemble members diverge, producing
large spread. Therefore, the ensemble spread in Figure 7.4 is large in many of the re-
gions in which the actual background errors are large. Despite identifying some of the
same general features, the ensemble spread estimates background error imperfectly in
several ways. First, because the control forecast has errors related to its specific initial
conditions, the actual errors may be large in only one part of a region identified by the
ensemble spread as likely to have errors. The ensemble spread in Figure 7.4 thus tends
to have less small scale structure than the background error field and to be less focussed
on specific subregions. Based on the ensemble spread, the estimated AER strategy then
at times identifies locations close to but not exactly at the locations with large back-
ground errors. In extreme cases, the ensemble dispersion can be large but the control
forecast can, by chance, still be close to the truth state in the whole region (Buizza and
Palmer 1998; Z. Toth, personal communication). Consequently, the ensemble spread
also sometimes identifies regions where there is only a very small background error, as
in the left half of the domain in Figure 7.4.
A related issue is that although the ensemble spread and the background error often
identify several similar main regions, they often prioritize the regions differently. In
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Figure 7.4: (a) Background (12 hour control forecast) error and (b) spread of an ensemble
of 12 hour forecasts, both valid for the same sample observation time. Both were generated
with a 12 hour lead time, and both are shown for an energy norm at the upper interior level.
The QG model truth state at the observation time is shown in Figure 7.2. The control and
ensemble trajectories were spun up with the 16 fixed observation locations shown in Figure 7.3.
The ensemble has 7 members (6 perturbed members in addition to the control). The x-axis is
longitude (periodic) and the y-axis is latitude, and the contour interval is .02 in (a) and .01
in (b).
135
f C 1 DAY 7.50
ens mean - tr magn @ 15 # 6 DAY 7.50
CONTOUR FROM 0.I000SE+0I TO 9.38090 CONTOUR INTERVAL OF 0.200E-01 PT13.31. 0.53133E-02
Figure 7.5: Ensemble mean 12 hour forecast error, valid at the same sample observation time
for the same control forecast error as in Figure 7.4. The ensemble has 7 members. The norm
is energy at the upper interior level, and the contour interval is .02.
the case shown, for example, from the ensemble spread we would be able to identify
the region with the largest background error, but we might find it difficult to select
the most important region for extra observations among the next few regions identified
by the ensemble. This problem is common and is usually not fixed by increasing the
ensemble size (as we will see in Section 7.3). At times, there are also regions with small
ensemble spread but non-negligible background errors, in other words regions where the
ensemble spread underestimates background error. Finally, in some cases a region of
large ensemble spread is somewhat offset from a region with large background errors.
This occurs in the upper left hand corner of the domain in Figure 7.4.
Because ensemble forecasting is a statistical procedure, the first few ways in which
the ensemble spread is an imperfect predictor of background error are, in some sense,
inherent to and expected in ensemble prediction. Some of the misidentification, however,
may be at least partially due to our ensemble configuration or our ensemble spread norm.
Although which ensemble techniques are the best for different purposes is an area of
active debate (see for example Anderson 1996, Anderson 1997, Houtekamer and Derome
1995, Mureau et al. 1993, and Toth and Kalnay 1997), results in Lorenz and Emanuel
(1998) and Hamill et al. (1999) suggest that the multiple replication ensemble is a good
choice for estimating forecast error statistics. Nevertheless, because we have not tested
the statistics of our ensemble extensively to ensure that they match the statistics of
the analysis and forecast errors, even with the appropriate generation technique our
ensemble is still probably not ideal.
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For any ensemble technique, how we choose to measure the ensemble spread can
also be important. Buizza and Palmer (1998), for example, demonstrate that measuring
the ensemble spread with an extremum (L') norm instead of with an average norm
minimizes the number of times when the ensemble spread underestimates forecast error,
especially for a large ensemble. Although we have tested several different norms and
found on average only small differences (further discussed in Section 7.3, we have not
explored how to measure the ensemble spread in great detail. In the process of evaluating
the ensemble, however, we realized that to determine how to estimate background er-
rors most effectively for adapting observation networks, we must first understand more
generally which aspects of background error we really wish to estimate for adapting
observations.
The data assimilation procedure handles the observations and the errors in the initial
conditions differently in each situation, and the forecast model will use the resulting
analysis increments with varying success. Because of the complex interactions between
the background errors, the observations, the data assimilation system, and the forecast
model, it is not clear which errors in the initial conditions are the most important to
estimate well when adapting observations. Alternately, we might say that it is not clear
which errors are the most important not to estimate incorrectly. For example, would
we prefer to overestimate background error, risking observing in a region with small
errors? Or would we prefer to underestimate background error and risk not observing
in a region with large errors? Or perhaps the most risky regions are those where the
ensemble spread is offset from a region with background errors, since then the data
assimilation system may be most likely to extrapolate into the region with large errors
and degrade the analysis and forecast?
How to best estimate background error for adaptive observations depends fundamen-
tally on how well the data assimilation scheme uses observations in different situations.
For example, because the 3DVAR background error statistics and the 3DVAR algorithm
have little knowledge of the dynamical situation, and because observation errors limit
how well the data assimilation can resolve small errors, our data assimilation system per-
forms poorly in regions with small background errors. We have performed preliminary
experiments taking observations at locations with different sized background errors, and
the results suggest that in this idealized system, the analysis is on average most im-
proved when we observe in some subset of the regions with medium to large background
errors. Therefore, given the limitations of the data assimilation system, we may not
want our ensemble spread to significantly overestimate background error, since then we
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will observe at some locations with small errors.
A more sophisticated data assimilation method will better be able to improve anal-
yses and forecasts from observations in regions with smaller background errors. With a
different data assimilation system, then, we may want slightly different information from
the ensemble. However, no data assimilation system is perfect. In realistic atmospheric
prediction, there are many more difficulties than in this idealized system: ensembles and
forecast models are imperfect, observations have errors, and actual background errors
are not known. Therefore, when selecting adaptive observation locations, we will always
have to consider how the limitations of the observations and of the data assimilation
system may interact with the limitations of the background error estimate.
7.3 Sensitivity to ensemble size
Next, we investigate how large an ensemble is required to estimate background er-
ror well enough to adapt observations effectively. To make testing different ensemble
sizes computationally feasible, we have selected, for single observations and for each of
the observation cluster patterns, the observation density at which the random strategy
results differ the most from the ideal AER adaptive strategy results, i.e. the observa-
tion density at which adapting observations based on background error produces the
most improvement. Then, we have run the experiments for the estimated AER adaptive
strategy at that one observation density but varying the ensemble size. The average
analysis error reduction produced by the estimated AER adaptive strategy is shown as
a function of ensemble size for 12 single observations in Figure 7.6. Figure 7.7 shows
the same set of experiments for 4 targeted locations and cluster 3 (3 observations in a
triangle around the targeted location), and Figure 7.8 shows the same set of experiments
for 2 targeted locations and cluster 13 (13 observations at alternating gridpoints in a
1000 km x 1000 km area around the targeted location); both clusters are depicted in
Figure 6.4. For comparison, the random and ideal AER adaptive strategy results are
also shown in each figure for the same observation density and the same cluster pattern.
We have performed the same experiments for average error reduction in forecasts up to
3 days, and the comparisons between different ensemble sizes are similar to those shown
for analysis error. The ensemble spread norm is again average energy at all levels; results
for the other targeting norms tested are similar.
In Figure 7.6 we see that, as described earlier in this chapter, for single observations
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Figure 7.6: Analysis error reduction as a function of ensemble size (including the control
forecast) for the estimated AER adaptive strategy with single observations at 12 targeted
locations (.57% of gridpoints observed). For comparison, the random strategy and ideal AER
adaptive strategy results are also shown for the same observation density.
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Figure 7.7: As in Figure 7.6, but with cluster 3 observations at 4 targeted locations (.57% of
gridpoints observed). The random and ideal AER adaptive strategy results are shown for the
same observation density and the same cluster pattern. The 13 member ensemble results are
the same as those for the appropriate observation density in Figure 7.1.
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Figure 7.8: As in Figure 7.6, but with cluster 13 observations at 2 targeted locations (1.2%
of gridpoints observed). The random and ideal AER adaptive strategy results are shown for
the same observation density and the same cluster pattern.
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the estimated AER adaptive strategy tested here is no more effective than the random
strategy. This is true even in the limit of large ensemble size. For cluster 3 observations,
Figure 7.7 indicates that to produce most of the average analysis error improvement
possible for the estimated AER adaptive strategy, we require only 6 perturbed forecasts
(7 ensemble members). For cluster 13 observations, Figure 7.8 shows that large clusters
of estimated AER adaptive observations, in addition to benefiting little from more than
6 perturbed forecasts, are also on average able to reduce the analysis error by about
40% with only one or two perturbed forecasts. The differences between 7 member and
larger ensembles in Figures 7.6-7.8 are not statistically significant, given the large spread
among the different runs and the limited number of cases sampled. Therefore, for all
of the ensemble and observation configurations tested, in this simulated system adding
more than 6 perturbed forecasts benefits the estimated AER adaptive strategy little or
not at all.
Buizza and Palmer (1998) find that large ensembles are only beneficial if an extremum
norm is used for the ensemble spread rather than an average norm. Our ensemble also
sometimes underestimates background error (see Section 7.2), which an extremum spread
norm can help correct. With an extremum norm for the ensemble spread, however, the
estimated AER adaptive observations are no more effective, and ensembles with more
than 7 members still produce the same results. As discussed in Section 7.2, this sug-
gests that before attempting to extract additional information from significantly larger
ensembles, it is important to know what type of background error estimate is optimal
for adaptive observations in the relevant prediction system.
Large ensembles do not benefit the estimated AER adaptive strategy because with
only a few perturbed members, an ensemble in this idealized system is on average able
to identify the few general regions with large background errors. To demonstrate this,
Figure 7.9 shows, for the same situation and the same background error as in Figure 7.4,
the spread of ensembles of different sizes. Recall that the ensemble includes the control
forecast and that the spread is calculated with respect to the ensemble mean with an
energy norm (which is a squared quantity). With only 2 members (Figure 7.9a), the
ensemble spread is able to identify at least some portion of the regions with large back-
ground errors. With 4 members (Figure 7.9b), the ensemble spread captures most of the
regions that the 7 member ensemble (Figure 7.4b) does, although it weights the regions
somewhat differently. With 25 members (Figure 7.9c), the ensemble spread looks nearly
identical to the 7 member ensemble spread (in fact, most of the cases studied look more
identical than this one).
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ens spread @ 15 # 1 DAY 7.50
CONTOUR FROM 0.90000E.8 TO 0.1708 CONTOUR INTERVAL OF N.10000E-01 PTI3.31. 9.95015E-93
ens spread @ 15 # 3 DAY 7.50
CONTOUR FROM 0.0069E.6 TO 0.2300 CONTOUR INTERVAL OF 0.10000E-01 PT13.31= 3.31416E-02
ens spread @ 15 #24 DAY 7.50
CONTOUR FROM 3.00030E+00 TO 0.20001 CONTOUR INTERVAL OF 3.1300E-01 PT(3.3). 9.27180E-02
Figure 7.9: Ensemble spread valid at the same time for the same control forecast error as
in Figure 7.4, for an ensemble with: (a) 2 members (1 perturbed member in addition to the
control), (b) 4 members, and (c) 25 members. The corresponding spread for a 7 member
ensemble is shown in Figure 7.4b. The targeting lead time is again 12 hours. The contour
interval is .01 in all 3 plots.
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The comparisons in Figure 7.9 help explain the lack of benefit from larger ensembles
in the time-averaged estimated AER adaptive results, and they suggest that the number
of dominant degrees of freedom that the ensemble can identify in this simulated system is,
in an individual situation, small. The specific number of ensemble members we require,
however, is likely dependent on the simplified dynamics and the simplified geometry of
the QG forecast model. With a larger domain and more complex dynamics, we might
expect to need a larger ensemble. These factors may be at least partially offset in more
realistic systems, however, by features such as storm tracks which tend to focus the
largest error growth in certain regions. We have only tested very simple uses of the
ensemble; larger ensembles may also still be useful for calculating higher order moments
than the ensemble spread and for identifying more specific unpredictable features.
7.4 Sensitivity to increased targeting lead time
In the real world, many adaptive observation platforms (particularly moving in situ
platforms) require that observation locations be selected well in advance of the obser-
vation time. In recent field experiments, for example, because of aircraft constraints
the adaptive observation locations generally had to be selected 36-48 hours in advance,
with preliminary flight planning beginning even earlier. Advance lead time may be
problematic when adapting observations for two reasons. First, adaptive observations
are by definition most important in uncertain forecast situations, and it is in precisely
these situations that errors in forecast models and in initial conditions will make it very
difficult to plan in advance. In addition, current ensemble-based estimates of initial con-
dition errors incorporate no information about where observations will be taken in the
future. If observations are taken in important regions between the targeting time and
the observation time, an ensemble will overestimate background error. There has been
some concern that the current techniques for estimating probable errors are therefore
not very useful for longer lead times.
All the results shown so far in this chapter are for observation locations selected with
a 12 hour (or shorter) lead time. We have not evaluated in great depth how much longer
lead times limit adaptive observation strategies; however, to provide a basic idea of how
extendable our results are to advance targeting scenarios, we have tested both the ideal
and estimated AER adaptive strategies at lead times greater than 12 hours. First, we
examine the same case as in Figure 7.4, valid at the same observation time and spun up
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with the same 16 fixed observation locations (and no adaptive observations), but with
the background error estimated further in advance. For a 24 hour lead time (not shown),
there is only one set of observations taken between targeting and taking observations,
and the ensemble spread and forecast errors look qualitatively similar to those for a 12
hour lead time.
For longer lead times, even with a perfect forecast model we can begin to see the
limitations of predicting background error further in advance. Figure 7.10a shows the
48 hour forecast error, and Figure 7.10b shows the 48 hour ensemble spread valid at
the same time. These fields would be used to select ideal and estimated AER adaptive
observations for a 48 hour lead time, compared to Figure 7.4 for a 12 hour lead time.
Both the forecast error and the ensemble spread identify the same major areas for a 48
hour lead time as they did for 12 hours, but for longer lead times these few areas are
much more dominant and the fields have significantly less small scale structure. This is
likely both because the growth of a few errors dominates over longer time periods and
because the 48 hour lead time fields do not know about the 16 fixed observations which
have been taken in the interim. Despite the difficulties for the longer lead time, however,
predictions of background error made 48 hours in advance still have some skill.
To see how useful these background error predictions are for adapting observations,
next we examine how well the two adaptive strategies perform on average for differ-
ent lead times. To simulate targeting observations more than 12 hours in advance, we
have tested selecting estimated AER adaptive observations based on the spread of an
ensemble of forecasts generated more than 12 hours prior to the observation time, and
selecting ideal AER adaptive observations based on the actual error in the control fore-
cast generated more than 12 hours prior. Figure 7.11 shows results from the ideal and
estimated AER adaptive strategies as a function of targeting lead time, for 4 targeted
locations with cluster 3 observations (the same observation density as in the ensemble
size experiments in Figure 7.7). Because for longer lead times both the intervening error
growth time and the intervening data inputs are important, we have plotted the lead
time in terms of number of data assimilation intervals; each data assimilation interval is
equivalent to 12 hours. Again, for comparison, the random strategy results are shown
for the same observation density.
Although both the estimated and the ideal AER adaptive strategies are less beneficial
for longer lead times, on average they still improve analyses more than random observa-
tions as long as the observations are targeted 4-8 or fewer data assimilation intervals in
advance. This estimate may be somewhat optimistic, since our idealized system exhibits
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fc err magn @ 15 fc 4 DAY 7.50
CONTOUR FROM 6.0880E.09 TO 2.0009 CONTOUR INTERVAL OF S.800O0E-01 PTI3.31= 6.01399E-02
ens spread @ 15 # 6 DAY 7.50
CONTOUR FROM 9.0009E+68 TO 0.34000 CONTOUR INTERVAL OF 8.20000E-01 PT(3.31= 0.19328E-02
Figure 7.10: Control forecast error and 7 member ensemble spread valid at the same observa-
tion time as in Figure 7.4, but with the forecast and the ensemble spread generated 48 hours
prior, i.e. with a 4 data assimilation interval lead time for targeting observations. The contour
interval is .08 in (a) and .02 in (b).
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Analysis error vs. Targeting Lead Time (4 observations, cluster 3)
O 0.4
CO)
CD,Cu 0.3
N
E
00.2
0 1 2 3 4 5 6 7 8
targeting lead time (data assimilation periods)
Figure 7.11: Analysis error reduction for the estimated AER adaptive and ideal AER adaptive
strategies as a function of the targeting lead time, i.e. how many data assimilation intervals the
observation locations are selected in advance of the observation time. The data assimilation
interval is 12 hours, so a 1 data assimilation interval lead time is equivalent to a 12 hour lead
time. As in Figure 7.7, cluster 3 observations are taken at 4 targeted locations. The ensemble
has 13 members. For comparison, the random strategy results are also shown for the same
clustered observation density. The 1 data assimilation interval lead time results are the same
as those for the appropriate observation density in Figure 7.1. The kinks in the ideal AER
adaptive results are likely due to insufficient statistics and can be ignored.
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somewhat slow error growth and has no forecast model error. However, there are also
factors that tend to make this estimate somewhat pessimistic. For example, in each
case we are taking all adaptive observations, all at locations which have been estimated
to have large background errors. By continually adapting observations (instead of leav-
ing them fixed as in Figure 7.10), we are likely to decrease the background errors at the
targeted locations between when the observation locations are selected and when the ob-
servations are taken, even further limiting the accuracy of our advance estimate. These
results suggest that it may be possible to effectively select adaptive observation loca-
tions (with a strategy based on errors in the initial conditions) several data assimilation
periods in advance of when they are taken. Since lead time is an important limitation of
adapting observations with aircraft, further study is needed in a more realistic system
before the adaptive strategy results presented here can be applied to the real world.
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Chapter 8
Observations added to a pre-existing
network of fixed observations
It is unlikely that all real atmospheric observations will be taken adaptively in the
near future. We initially allocated observations according to only one strategy at a time,
however, to avoid potentially confusing interactions between fixed and moving observa-
tions. Building on our basic understanding, we now compare observation strategies in
a more realistic scenario: observations added to a pre-existing network of fixed observa-
tions. In contrast to the "global" observation experiments presented earlier, we call these
experiments "added" observations. To prevent any overlapping observation locations,
added observations are spaced from each other and from the pre-existing observations
according to the spacing constraints described in Section 4.2. All results shown in this
chapter allocate observations and take and assimilate data every 12 hours.
8.1 Results for time-averaged errors
In this section, the influence of the added observations is measured as in Chapters 5-
7, with a time- and domain-averaged streamfunction analysis error norm. As discussed in
Section 5.2 and as demonstrated for global observation strategies in Figures 6.2 and 6.3,
results are similar in this simulated system for other time-averaged analysis and forecast
error norms. Results for error reduction in a time series of forecasts are shown in
Section 8.2.
Figure 8.1 compares average results from the same four strategies discussed in previ-
ous chapters (fixed, random, ideal AER adaptive, and estimated AER adaptive) for dif-
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Single Observations Added to 16 Fixed Observations
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Figure 8.1: Analysis error reduction as a function of the number of additional observations
for single fixed, random, ideal AER adaptive, and estimated AER adaptive observations (with
a 13 member ensemble). The observations are added to a pre-existing network of 16 fixed
observations (approximately .76% on the normalized observation density x-axis). All observa-
tions are taken and assimilated every 12 hours. Note that the x-axis in the added observations
figures is linear.
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ferent numbers of observations added to a pre-existing network of 16 fixed observations.
A single observation is taken for each selected location. When observations are added to
a reasonably sparse pre-existing observation network instead of all allocated adaptively,
the ideal AER adaptive strategy is still an improvement over the random strategy. In
fact, in terms of additional observational resources required, the ideal adaptive strat-
egy is actually more efficient when the observations are added to a fixed network. In
Figure 8.1, for example, only 2 added adaptive observations reduce the average analysis
error as much as 16 added fixed or random observations.
Figure 8.2 compares the same results as in Figure 8.1 for added cluster 3 observa-
tions (except fixed observations, which are still taken unclustered); cluster 3 is depicted
in Figure 6.4. Results are similar for other cluster patterns. The ideal AER adaptive
strategy is very effective for clustered observations, so much so that only one or two adap-
tive observation clusters are needed to reduce the error to nearly the dense observation
limit. The results in Figures 8.1 and 8.2 suggest that the 16 fixed observations reduce
the analysis error sufficiently that in an average situation, only a few regions contain
fairly large analysis errors. Given the limitations of the data assimilation system and
the limitations of the adaptive strategy, the analysis error can then be reduced nearly as
much as is possible with observations at only a few well-selected extra locations. This is
also demonstrated in Figure 8.3, which compares the global observation strategy results
from Figure 6.1 with the added ideal adaptive observation results from Figure 8.1 as a
function of the density of all (fixed and moving) observations. With only a few adaptive
observations added to the 16 fixed observations, the results from the added adaptive
observation network asymptote to the results from the all adaptive observation network.
Recall from Chapter 7 that for global observations, the estimated AER adaptive
strategy is an improvement over the random strategy only for clustered observations.
For observations added to a reasonably sparse pre-existing network, on the other hand,
Figures 8.1 and 8.2 show that the estimated adaptive strategy (with a 13 member ensem-
ble) is effective for single as well as for clustered observations. The effectiveness for added
but not global observations also occurs for another less effective strategy tested, the ideal
AER strategy with a streamfunction norm for targeting (discussed in Section 6.1). As
discussed in Section 6.2, it is difficult to separate the effects of the strategies and the
observation clusters from the effects of the data assimilation system and the forecast
model. That the estimated AER adaptive strategy is more effective for added than for
global observations, however, suggests that the fixed observations "anchor" the ensem-
ble in some sense. This allows the estimated strategy to better identify not just general
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Cluster 3 Observations Added to 16 Fixed Observations
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Figure 8.2: As in Figure 8.1, for cluster 3 observations (described in Section 6.2) taken for
the random and adaptive strategies (single observations are still taken for the fixed strategy).
The x-axis is the number of additional observations, which is equal to the number of targeted
locations x 3.
152
Global and Added Observations
o- *0
.2 10 - +\-
C
N
-a \O
E
C +}% I. 8 +
X .O
N% +
x +
x 
-
X*
10-2
10 10
fraction of gridpoints observed each DA interval
Figure 8.3: Analysis error reduction as a function of the total number of observations for single
global fixed, random, and ideal AER adaptive observations, and for single adaptive observations
added to a pre-existing network of 16 fixed observations. The global observation strategy results
are the same as those in Figure 6.1 but are shown only for a subset of the observation densities.
The added adaptive observation results are the same as those in Figure 8.1 but are plotted as a
function of the total observation density, i.e. the density of the fixed and adaptive observations
together. The axes are magnified to show the regime of interest.
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regions, but also more specific locations with large background errors.
We have not explored in detail how or why this anchoring happens. However, from
our examination of background errors and ensemble spread for different observation net-
works, we suspect that it occurs in large part because the fixed observations consistently
reduce both large analysis errors and large ensemble spreads in certain regions, giving
the adaptive strategies (but particularly the estimated strategy) fewer locations among
which to choose. The fixed observations may also be beneficial because the ensemble
sometimes selects locations with small background errors at a few consecutive targeting
times, and in these situations the fixed observations prevent the ensemble spread from
diverging too rapidly from the true background error while keeping the control trajectory
reasonably close to the true trajectory. In a more realistic atmosphere, storm tracks and
other stationary waves may play a similar role to the fixed observations in this idealized
system, physically "anchoring" the ensemble and producing an ensemble spread which
better estimates background error with fewer or no fixed observations assimilated into
the ensemble.
Comparing Figures 8.1 and 8.2, we see that the results from the estimated strategy
are closer to the results from the ideal strategy for added clustered observations than
they are for added single observations. For larger observation clusters than the results
shown, the estimated strategy is an even better approximation to the ideal strategy.
Thus, for added observations as for global observations, the estimated AER strategy is
more effective when it takes more than one observation around the targeted location.
As discussed in Chapter 7, on average the estimated AER strategy is able to identify
locations near but not exactly at locations where the background error is large. The
benefit of clustering observations for the estimated AER strategy is added to the benefit
from the pre-existing fixed observations.
Figures 8.1 and 8.2 are for a fairly sparse pre-existing network, with an observation
density of .76% of gridpoints observed (on the normalized observation density scale). For
a pre-existing network of 1.5% of gridpoints (32 observations), the adaptive strategies
produce only a small improvement over the random or fixed observation strategies.
For higher density pre-existing networks, the strategies are nearly indistinguishable.
As discussed in Chapters 5 and 6, above a certain spatial observation density, adding
observations has a much smaller effect. In this dense observation regime, the possible
error reduction is limited not only by the amount of observational data, but also by
the errors in the observations, by the quasi-geostrophic model resolution, and by the
data assimilation system. This is true for any type of added observations, whether the
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other observation locations in the domain have been selected adaptively or otherwise.
Therefore, adaptive observations added to a pre-existing network are only effective when
the observation density is reasonably low. However, as long as one is an observation
density regime in which additional observations can have a reasonable influence, the
comparisons for global observation strategies shown in previous sections are qualitatively
valid for the same strategies when observations are added to a pre-existing observation
network.
8.2 Results for time series of errors
We would like to adapt observations not only to reduce errors on average, but also to
reduce the number of situations with very large forecast errors, i.e. the number of forecast
"busts." To understand how we might be able to reduce errors in different circumstances,
in this section we compare the day-to-day variability in the errors resulting from different
observation networks. We do so by, instead of showing time-averaged errors, showing a
time series of errors from an individual sequence of forecasts. In all of the error time
series shown, the experiment is run for the same arbitrarily selected 360 day sequence
of QG model truth states. The data is assimilated and the analyses and forecasts are
verified (versus the true state) every 12 hours. For each of the observation networks, we
start with the same initial conditions at some past time, then assimilate data every 12
hours to equilibrate the errors in the model state to the observation network prior to
t =0.
In previous chapters and in Section 8.1, we have presented most results in terms of
reduced analysis error, explaining (and in Figure 6.3, demonstrating) that the results
for average forecast error reduction are qualitatively similar. For the time series results,
however, it is in some cases easier to subjectively differentiate among the observation
networks for forecast errors than for analysis errors. Therefore, in this section most of the
figures present time series of domain-averaged 3 day forecast errors. Recall from Chap-
ter 2 that the error growth rate in the standard resolution QG model is somewhat slower
than that in the real atmosphere, so a 3 day time scale in these results is equivalent to a
shorter time scale in the real atmosphere. As we show for one example (Figure 8.6), time
series of analysis errors look similar to those for forecast errors, although the differences
are in some cases slightly less pronounced. The tables summarize the results from the
figures, comparing the means and standard deviations of the analysis errors and of the
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Analysis error 3 day forecast error
observation network mean std deviation mean std deviation
none 29.84 7.06 29.79 7.05
8 fixed 19.48 5.61 23.98 6.89
16 fixed 8.17 3.61 12.81 5.94
32 fixed 0.96 0.28 1.63 0.62
64 fixed 0.61 0.11 1.06 0.34
Table 8.1: Means and standard deviations of domain-averaged analysis and 3 day forecast
errors for different fixed observation networks, during the 360 day time series shown in Fig-
ure 8.4. The error norm is streamfunction in non-dimensional units x100. Because we have
only tested one observation distribution for each observation density, small changes between
results for different observation networks are not statistically significant.
3 day forecast errors during the 360 day period for each of the observation networks.
Figure 8.4 shows time series of 3 day forecast errors for different densities of fixed
observations. Table 8.1 shows the corresponding error means and standard deviations
during the 360 day period. In Figure 8.4 and Table 8.1, we see that even in the QG
model (with simplified dynamics, forcing, and geometry), the error variability can be
quite large. There are two main reasons why the forecast errors vary from day to day
in this idealized system, both of which are also important in the real atmosphere. First,
as indicated by the error variability when there are no observations, the error growth
rate in the QG model (and thus in the forecasts) varies from day to day. Second,
the fixed observation locations sample the important features in the atmospheric state
much better in some situations than in others. This error variability is responsible for
the variability in the time-averaged results for each observation network shown earlier,
as indicated by the spread between the symbols in previous figures (such as Figure 5.1).
Non-dense observation networks, particularly those in the transition regime (e.g. 16
fixed observations in Figure 8.4), also tend to produce analysis and forecast errors with
significant variability on time scales of one or several months. Consequently, the spread
in the time-averaged results (which are averaged over a 90 day period) is particularly
large for these observation networks.
Figure 8.4 also demonstrates how, as discussed in previous chapters, the time-
averaged results are not necessarily valid in any specific case. Because of the imperfect
data assimilation system, having more observations generally improves the analysis and
156
Domain-averaged forecast error: Fixed observations
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Figure 8.4: Domain-averaged 3 day forecast error plotted every 12 hours during one 360 day
period for: no observations (medium solid line); 8 fixed observations (dashed line, 0.38% of
gridpoints observed); 16 fixed observations (upper thick solid line, 0.76%); 32 fixed observa-
tions (dotted line, 1.5%); and 64 fixed observations (lower thick solid line, 3.0%). Only one
distribution of fixed observations and one set of initial conditions is shown for each observation
density. The model state was spun up for 60 days prior to t = 0 for each observation network.
The error scale is streamfunction in non-dimensional units x 100.
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Analysis error 3 day forecast error
observation network mean std deviation mean std deviation
16 fixed 8.17 3.61 12.81 5.94
17 fixed 7.03 3.08 11.17 5.09
16 fixed + 1 random 7.75 3.23 12.07 5.21
16 fixed + 1 estimated adaptive 4.91 1.72 7.88 3.20
16 fixed + 1 ideal adaptive 3.06 1.21 5.13 2.14
18 fixed 5.86 2.62 9.25 4.22
16 fixed + 2 random 5.28 2.23 8.34 3.61
16 fixed + 2 estimated adaptive 3.85 1.36 6.66 2.59
16 fixed + 2 ideal adaptive 1.32 0.35 2.23 0.82
Table 8.2: As in Table 8.1, for 1 or 2 single observations added to 16 fixed observations (the
results shown in Figures 8.5, 8.6, and 8.7). The ensemble for the estimated strategy has 7
members. Again, small changes are not statistically significant.
forecast, but not always. Finally, Figure 8.4 and Table 8.1 clearly show the transition
between the sparse and dense observation regimes, which we first discussed in Chapter 5.
The rapid error dropoff in the time-averaged results in Figure 5.1 and later figures is due
to a dramatic decrease in both the mean error and the variability in the error between
16 and 32 fixed observations.
In the previous section (for example Figure 8.1), we saw that by adding only a
few adaptive observations to a pre-existing network of 16 fixed observations, we can on
average significantly improve analyses. To see how adding adaptive observations to a
fixed network changes analyses and forecasts on a day-to-day basis, Figure 8.5 shows
the error time series for domain-averaged 3 day forecast errors during the same 360
day sequence as in Figure 8.4, for the same network of 16 fixed observations and for
a single fixed, random, estimated AER adaptive, or ideal AER adaptive observation
added to the 16 fixed observations every 12 hours. For comparison, Figure 8.6 shows the
same results for the domain-averaged analysis error (without the estimated strategy, for
clarity). Table 8.2 summarizes the analysis and 3 day forecast error time series results
during the 360 day period.
Figure 8.5 demonstrates that adding an observation of any type, adaptive or non-
adaptive, to a pre-existing network does not improve the forecast in each situation.
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1 observation added to 16 fixed observations
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Figure 8.5: As in Figure 8.4, for domain-averaged 3 day forecast error during the same 360
day period, for: 16 fixed observations (thick solid line); 17 fixed observations (dotted); 16
fixed observations + 1 random observation (dashed); 16 fixed observations + 1 estimated AER
adaptive observation (thin solid with circles); and 16 fixed observations + 1 ideal AER adaptive
observation (medium solid). The ensemble for the estimated strategy in this and later time
series results has 7 members.
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Figure 8.6: As in Figure 8.5, during the same 360 day period, but for domain-averaged analysis
error. Results are depicted for all of the same observation networks, except that the added
estimated AER adaptive observation is not shown for clarity.
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Figure 8.5 and Table 8.2 also show that an extra fixed or random observation every
12 hours improves the forecast in some situations but degrades it in others, nor does
the extra non-adaptive observation significantly decrease the error variability. An extra
ideal AER adaptive observation every 12 hours, on the other hand, reduces the error
variability by a large amount. It does so by dramatically reducing the error in the
situations when the error would otherwise be very large. Therefore, adding adaptive
observations to a reasonably sparse observation network can not only reduce errors on
average, but also reduce the number of forecast busts.
Figure 8.7 and the lower half of Table 8.2 show the same results, but for 2 single
observations added to the 16 fixed observations every 12 hours. The fixed and random
strategies reduce both the average error and the error variability more with 2 added
observations than with 1 added observation, but they still leave medium-large forecast
errors in many situations. The added fixed or random observations also still noticeably
degrade some forecasts. In contrast, two added ideal adaptive observations again dra-
matically reduce not only the average error, but also the error variability and the error
in situations when the error would otherwise have been large. As a further benefit, in
the 720 cases shown the 2 added ideal adaptive observations never degrade the forecast.
In Figures 8.5 and 8.7 and Table 8.2, the estimated AER adaptive strategy, which is
closer to a strategy which could implemented in the real world, is also tested. For single
observations added to a pre-existing network, the estimated adaptive strategy is not as
effective as the ideal AER adaptive strategy. It is, however, still more effective than the
random strategy, both on average and in most individual situations. Although added
estimated adaptive observations do not always improve the forecast, and although they
sometimes perform worse than added random observations, they are also advantageous
because they are less likely than the added fixed and random observations to produce
severe forecast degradations.
Figure 8.8 and Table 8.3 show results for the same 360 day time series, for the same
network of 16 fixed observations and for 1 cluster 3 (as depicted in Figure 6.4) of random,
estimated adaptive, or ideal adaptive observations added to the fixed network every 12
hours. For an added cluster of observations, the random strategy performs better on
average than it did for single observations, and it is less likely to significantly degrade
the forecast. The ideal adaptive strategy, however, remains significantly more effective.
The clustered estimated adaptive strategy not only usually performs better than the
random strategy, but in many cases it also improves the forecasts nearly as much or
more than the ideal adaptive strategy.
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Figure 8.7: As in Figure 8.5, for 3 day forecast error during the same 360 day period for: 16
fixed observations (thick solid line); 18 fixed observations (dotted); 16 fixed observations + 2
random observations (dashed); 16 fixed observations + 2 estimated AER adaptive observations
(thin solid with circles); and 16 fixed observations + 2 ideal AER adaptive observation (medium
solid).
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Figure 8.8: As in Figure 8.4, for 3 day forecast error during the same 360 day period for: 16
fixed observations (thick solid line); 16 fixed observations + 1 cluster 3 of random observations
(dashed); 16 fixed observations + 1 cluster 3 of estimated AER adaptive observations (thin
solid with circles); and 16 fixed observations + 1 cluster 3 of ideal AER adaptive observations
(medium solid).
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Analysis error 3 day forecast error
observation network mean std deviation mean std deviation
16 fixed 8.17 3.61 12.81 5.94
+ 1 cluster 3 random 4.15 1.39 6.79 2.36
+ 1 cluster 3 estimated adaptive 2.21 0.72 3.83 1.51
+ 1 cluster 3 ideal adaptive 1.25 0.34 2.07 0.66
Table 8.3: As in Table 8.2, for 1 cluster 3 of observations added to 16 fixed observations (the
results shown in Figure 8.8). Again, small changes are not statistically significant.
Figure 8.9 depicts the same 360 day time series as in Figure 8.7, but for 2 single
observations added to 64 fixed observations every 12 hours (the estimated AER strategy
results are not plotted for clarity). The mean and standard deviations of the errors
are summarized in Table 8.4. With observations taken at 64 fixed locations (3.0% of
gridpoints) every 12 hours, we are in or near the data dense regime. Both the mean error
and the day-to-day variability in the error (in absolute terms) are much smaller than
for 16 fixed observations (as illustrated in Figure 8.4 and Table 8.1). As we discussed in
the previous section, adaptive observations do not on average reduce errors by a large
amount when added to a pre-existing network of 64 fixed observations. It is possible,
however, that in relative terms the variability is still sufficiently large that adaptive
observations can reduce errors in the situations with the largest errors.
For a reasonably dense pre-existing fixed observation network, Figure 8.9 and Ta-
ble 8.4 show that added adaptive observations are at best only a small improvement over
added fixed or random observations, either on a time-averaged or a case-by-case basis.
In some situations, when the error with no extra observations is larger than average for
several days, the 2 additional adaptive observations do improve the forecast. In these
cases, however, adding fixed or random observations generally reduces the error about
as much. It is usually simply adding observations, therefore, not adapting them, that
is beneficial. In addition, adding any type of observations (adaptive or non-adaptive)
sometimes degrades the forecast.
The results in Figure 8.9 do suggest that if we can predict which situations will have
larger forecast errors, adding observations might be beneficial even for dense observa-
tions. With an adaptive strategy focussed on improving the specific predicted significant
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Figure 8.9: As in Figure 8.7 for 3 day forecast error during the same 360 day period for: 64
fixed observations (thick solid line); 66 fixed observations (dotted); 64 fixed observations + 2
single random observations (dashed); and 64 fixed observations + 2 single ideal AER adaptive
observations (medium solid). The estimated AER strategy results are not plotted for clarity.
Note the large change in the y-axis scaling.
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Analysis error 3 day forecast error
observation network mean std deviation mean std deviation
64 fixed 0.61 0.11 1.06 0.34
66 fixed 0.61 0.11 1.04 0.31
64 fixed + 2 random 0.60 0.11 1.00 0.27
64 fixed + 2 estimated adaptive 0.59 0.10 1.00 0.29
64 fixed + 2 ideal adaptive 0.57 0.10 0.94 0.28
Table 8.4: As in Table 8.2, for 2 single observations added to 64 fixed observations (the results
shown in Figure 8.9) and the estimated AER adaptive strategy results. Again, small changes
are not statistically significant
error, additional observations in these situations might be particularly effective. As we
discussed in previous chapters, however, using extra observations to improve analyses
and forecasts at higher observation densities is difficult. In order to effectively adapt
observations at these densities, we will likely need a better strategy, a better data as-
similation system, and a more specific norm. We will also need to study many more
cases to see if the adaptive observations are effective on a statistically significant basis.
In contrast, for reasonably sparse observation networks, analysis and forecast errors can
be significantly reduced using a simple strategy and a relatively simple data assimilation
scheme.
The 3DVAR data assimilation system performs best when observations are taken at
locations with large background errors, and the ideal adaptive strategy tested here is
particularly effective because it observes at precisely these locations. In realistic situa-
tions, we must estimate the background error. the estimated adaptive strategy results
demonstrate, with an imperfect estimate of background error the forecasts will benefit
less from adding adaptive observations to a pre-existing network. Another possible ma-
jor limitation of these results is that we assume a perfect forecast model. In a realistic
system with forecast model errors, adding adaptive observations is not likely to improve
forecasts as significantly on similar time scales. Our strategy, however, is dependent only
on our estimate of background error, not on the accuracy of our forecast model trajec-
tories. Therefore even with an imperfect forecast model, for the appropriate observation
density, adding adaptive observations can still improve analyses and shorter lead time
forecasts.
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The time series results demonstrate that adding adaptive observations to a pre-
existing fixed observation network not only reduces average analysis and forecast errors,
but also reduces the day-to-day variability of the errors - as long as the pre-existing
observation density is low enough that the extra observations can have an influence.
In the examples shown here, for a sparse observation network, we reduced the largest
domain-averaged analysis and forecast errors simply by observing at every data assim-
ilation time at the few locations with the largest background errors, without explicitly
taking future error growth into account.
167
168
Chapter 9
Influence of extra observations on
analysis and forecast errors in
individual situations
The results presented in previous chapters are nearly all for error reduction averaged
over a large number of cases. The adaptive strategies we have tested are also based only
on errors in the initial conditions, without explicitly taking into account future error
growth. The results shown so far have therefore left unanswered two fundamental ques-
tions, both of which we believe need to be addressed before observations can be adapted
effectively. First, how do the extra observations interact with the data assimilation
system and with the forecast model to change analyses and forecasts in individual situ-
ations? Second, what criteria should we include in the "optimal" adaptive observation
strategy, where the optimal strategy is likely to vary from situation to situation?
To begin addressing these issues, in this chapter we explore some of the different
ways in which any extra observations can change analyses and forecasts. Because the
influence of observations depends strongly on the specific forecasting system, the specific
forecast situation, and the specific errors in the initial conditions, any detailed results
we find in individual cases may not be applicable for adapting observations in general.
Therefore, we do not focus on the details of how individual observations affect specific
forecasts. Instead, we test taking extra observations at each location in the domain,
then summarize the results by calculating how much extra observations at each location
change the analysis and the forecasts. To avoid biasing our results by the specific
errors in the initial conditions at and near each extra observation location, we test extra
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observations both in different synoptic situations and for the same synoptic situation
but with different errors in the initial conditions.
Even for an individual synoptic situation with one set of errors in the initial condi-
tions, extra observations can affect analyses and forecasts in a variety of complex ways.
Although we would like to understand how and why observations improve and degrade
forecasts, we have found many of the effects difficult to trace to a particular cause. To
draw firm conclusions and to provide detailed answers to the questions above, a much
more in depth dynamical study is needed. Consequently, from these results we only try
to suggest general ways in which extra observations can affect analyses and forecasts in
any forecasting system which, similar to our system, is sensitive to errors in the initial
conditions and assimilates data imperfectly.
We would like to incorporate the results from this chapter and from previous chapters
into a single framework. If we are to do so, however, we must emphasize that while
the results in this chapter can help us interpret the results from Chapters 5-8, they
are not strictly comparable. In the results presented in previous chapters, additional
observations were taken at every data assimilation interval during a long run; in this
chapter, extra observations are tested at only one time. As discussed in Section 6.3, the
adaptive strategy is most effective when it takes observations more frequently, reducing
large errors in the initial conditions and forecasts as they grow. In this chapter we will
see that without the opportunity to adapt observations frequently to correct degraded
analyses or forecasts, the additional observations are much less likely to have a positive
influence. In particular, the results shown in this chapter are much more pessimistic
than those in Section 8.2, even for observations added to a reasonably sparse network.
Thus, we should keep in mind that at least for the type of adaptive strategy tested in
this study, observations added regularly and observations added at one time can produce
quite different results even if they are taken according to the same strategy.
9.1 Experimental design
All results presented in this chapter are from case studies during the same 8 day
period of the QG model "truth" state. Prior to the 8 day period, we generate 6 dif-
ferent distributions of 16 fixed observation locations and 6 different sets of perturbed
initial conditions for the "model" state. We then spin up the OSSE (as described in
Section 4.1) for approximately 60 days, assimilating observations every 12 hours. This
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produces, at day 0, 6 different sets of initial conditions, one set equilibrated to each
of the distributions of fixed observations. During each 8 day case study, although we
test assimilating observations at different locations, only the same 16 fixed observations
are actually assimilated into the control analysis. As in previous chapters, all observa-
tions are simulated rawinsondes, with observations taken at one or more levels at each
horizontal gridpoint selected for observation.
Every 12 hours during each 8 day case study, we test taking, in addition to the 16 fixed
observations, extra observations arranged in a pattern centered at each location in the
domain (except at the channel walls), one by one. For each set of extra observations,
we calculate the global average analysis error (with an energy norm) and compare it to
the global analysis error without the extra observations. The choice of global average
energy for the error norm is discussed in Section 9.2. We define the change in analysis
error with the extra observations as
global average error with extra observationsA error = 
-1 91global average error without extra observations
Next, we run forecasts from each of the analyses with extra observations, calculate the
global average error in the resulting forecast, and compare it to the global error in
the same forecast without extra observations. For each forecast interval, the change in
forecast error with each set of extra observations is again defined according to Equa-
tion (9.1). Results are only presented for changes in forecasts up to 2 days since they
are nearly identical for longer range forecasts.
With the definition in Equation (9.1), negative values of error change indicate that
the extra observations decrease the error, i.e. improve the analysis or forecast. Positive
values indicate that the extra observations increase the error, i.e. degrade the analysis
or forecast. At the 16 fixed observation locations, extra observations are not tested and
the analysis and forecast error changes are set to 0.
After running several of these experiments, we realized that observations affected
analysis and forecast errors in very different ways in different situations. Unfortunately,
since it is computationally very expensive to assimilate data and run forecasts for ex-
tra observations explicitly at each location in the domain, we can only run a limited
number of experiments. To evaluate most efficiently how important different criteria are
for selecting extra observation locations, we decided to test not only different synoptic
situations, but also the same synoptic situation with different errors in the initial con-
ditions. The terminology we use to differentiate among the situations is as follows. We
171
refer to each 12 hour time during the 8 day QG truth evolution as a "synoptic situation";
there are 17 synoptic situations tested. Because the synoptic situations are separated
by only 12 hours, they are not truly independent. Each synoptic situation usually has
2-3 identifiable synoptic systems in the domain. We refer to the different distributions
of fixed observations and the corresponding evolution of errors in the initial conditions
through the 8 days as "fixed observation distributions 1-6." For each intersection of a
synoptic situation and a fixed observation distribution, we have 1 "case." We therefore
present results for extra observations at each location in the domain in 6 x 17 = 102
cases.
We show two types of results. First, we look at how changes in analysis and forecast
errors with extra observations (with the changes averaged globally as defined in Equa-
tion (9.1)) depend on the location where the extra observations are taken. To do this, we
examine plots of error change as a function of the extra observation location in different
cases. Because the results vary significantly from case to case, we also present some sta-
tistical results accumulated over all 8 days and all 6 observation distributions. Although
we have tested only a limited number of cases, the statistical results suggest how often
in general in this simulated system we can expect randomly selected observations added
to a reasonably sparse pre-existing observation network to improve or degrade analyses
and forecast by a certain percentage.
With the limited dynamical information in the data assimilation procedure, we know
that 1 extra observation location is insufficient for the data assimilation to resolve errors
in the initial conditions effectively. To give the data assimilation system a better oppor-
tunity to correct errors, therefore, we test not only adding single observations for each
location, but also adding sets of observations with different cluster patterns (as defined
in Section 6.2) centered around each location. Unlike in previous experiments, we do
not space the observation clusters from the fixed observations, nor do we remove any
observations which overlap with the fixed locations. When the cluster extends outside
the domain (for observation locations near the channel walls), the part of the cluster
outside the walls is ignored. Most of the results shown (the individual examples in Sec-
tion 9.3 and the statistical results in Section 9.4) are for cluster 13 extra observations
(13 observations in a 1000 km x 1000 km grid). In Section 9.5, we compare both types
of cluster 13 results with results for single extra observations and for two other cluster
patterns.
To avoid confusing the influence of extra observations with the influence of observa-
tional errors, in the results shown here we also take all perfect (errorless) observations.
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As described in Chapter 3 and Section 5.3.1, even with perfect observations the data
assimilation system still assumes some observational error and therefore does not match
the observations exactly. We have also run same experiments with imperfect observa-
tions, and the results are very similar but in some cases slightly less optimistic.
9.2 Choice of error norm
With the large number of forecasts tested, it would be difficult to track the propaga-
tion of changes in analyses and forecasts and to verify the appropriate synoptic system
for each set of extra observations. Therefore, we chose to measure the influence of the
observations on domain-averaged errors instead of on errors in localized forecasts. As
described in Section 5.2, large analysis and forecast errors tend to be relatively local-
ized, and the global error is dominated by errors in these few localized regions. Thus,
by using a global average error norm we are primarily measuring the influence of extra
observations in the few regions with large errors. The results shown are for an average
energy error norm; results are similar for root-mean-square average potential vorticity
and streamfunction error norms.
When interpreting the results, we generally assume that if observations in a certain
region significantly change analysis and forecast errors, the extra information in that
region had a large effect. With a global error norm, however, in some situations this
interpretation may not be precisely correct. Because the data assimilation system solves
for the analysis globally, extra observations in one region tend to produce small changes
in the analysis in other areas of the domain. Although the effect on the global average
analysis error is small, the changes outside the observation region could grow rapidly,
changing the forecast significantly outside the region of the extra observations even before
the direct signal from the observational data propagates there. Thus, a large change in
the forecast error means that the assimilated data has a large influence, not necessarily
that information from the observation region itself has influence. We have evaluated this
subjectively in a few cases, and it does not seem to be a major factor. Because most
modern analyses are global, and because our results themselves do not depend on our
interpretation of the source region of the influence being strictly true, we do not believe
that this is a major limitation of our results. It should be kept in mind, however, that
in some situations the global data assimilation procedure may be responsible for some
of the changes which we attribute to observations in a certain region.
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9.3 Results in individual cases
In this section we illustrate how, in general, extra observations at different locations
can affect analysis and forecast errors. As discussed in the introduction to this chapter,
the results are complex, and understanding them in detail is not possible within the
scope of this study. Our first goal, therefore, is simply to present several examples to
help the reader appreciate the range of possibilities both for observations at different
times and for observations at different locations at the same time. Every example is
unique, and even within the few examples shown here, we are unable to describe the
variety of interactions between observations and forecasts. We do, however, describe
some general features of all of the cases studied, using the cases shown as examples.
While doing so, we discuss what the results might mean for adapting observations in
general. Although we have been unable to identify any strict predictors for where and
when extra observations can most improve (or degrade) forecasts, we also briefly discuss
how each of the examples shown suggests a potentially important issue to consider when
adapting observations.
The experiments are set up as described in Section 9.1, with extra observations tested
centered around each location in the domain during an 8 day evolution of the truth state
(17 synoptic situations). The 8 day case study was run for six different distributions of
16 fixed observations, producing 102 cases. The results shown in this section are for extra
cluster 13 observations (13 observations at alternating gridpoints in a 1000 km x 1000 km
grid, depicted in Figure 6.4). Recall that the observations are errorless and the forecast
model is perfect.
For each case, we examine contour plots of fractional changes in analysis and forecast
errors (as defined in Equation (9.1)) as a function of the center location for a set of
extra observations. The changes can be compared between different plots, to see how
the background errors and the influence of extra observations varies between cases.
The changes can also be compared within each plot, to see at which locations extra
observations actually have the maximum and minimum influence on the same analysis
and the same forecast. In each case, we can determine which locations different adaptive
strategies would select, and we can compare the changes produced by observations in
these locations with the changes produced by observations at any other location in the
domain. For example, from the background error we can identify which regions the ideal
AER adaptive strategy would observe in. Although these experiments could be used to
compare different specific observing strategies, in this study we mainly speculate about
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which criteria might be important for any effective observation strategy.
The examples shown here are all for the same synoptic situation, but for different
distributions of fixed observations. In other words, extra test observations are taken at
the same time in the truth state evolution, to try to predict the same atmospheric state,
but with different analysis and forecast errors to correct. The initial time is 2.5 days
into the 8 day run, and forecasts are run from each of the analyses at day 2.5 to predict
the atmospheric state up to day 4.5. The synoptic evolution in the truth state for the
relevant time period, days 2.5-4.5, is shown in Figures 9.1 and 9.2. As in previous
chapters, all analyses and forecasts are verified versus the true state.
Figures 9.3-9.6 show the changes in analysis and forecast errors produced by extra
cluster 13 observations at day 2.5 for 4 of the fixed observation distributions. In each
of the figures, panels a and b show the background error, i.e. the error in the initial
conditions without any observations (fixed or extra). The fixed observation locations
are also depicted. Panel c shows the fractional change in the global analysis error (as
defined in Equation (9.1)) as a function of the center location for the extra test cluster
of observations. Panel d shows the change in the 12 hour forecast error (the error in the
forecast valid at day 3) as a function of the location of the extra cluster of observations
at day 2.5, and panel e shows the corresponding change in the 2 day forecast error (the
error in the forecast valid at day 4.5). Recall from Section 9.1 that negative changes
represent analysis and forecast error reductions, so the dashed contours in panels c-
e indicate regions where an extra cluster 13 of observations improves the analysis or
forecast. The solid contours are error increases, indicating degradations. Table 9.1 sum-
marizes the maximum improvements and degradations produced by any extra cluster 13
of observations at day 2.5 for the each of the 6 fixed observation distributions.
Before examining the results, we briefly discuss how the plots in panels c-e com-
pare to adjoint sensitivity plots. For a given forecast norm, adjoint sensitivities indicate
how sensitive the forecast is to small changes in the initial conditions at each location,
assuming linear evolution (see for example Errico and Vukicevic 1992). The plots we
present indicate how sensitive the global average forecast error is to assimilated obser-
vations taken around each location, for the full non-linear model. Because our plots are
explicitly dependent not only on the model dynamics but also on the data assimilation
system used, and because our plots identify forecast error reduction or increase instead
of the (unsigned) change in a forecast norm, the two calculations have different inter-
pretations. This is true even if we assume that the linear assumption is valid. As an
example of how the results are different, if we calculate our results for the sensitivity of
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sb: tr DAY 3.50
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Figure 9.1: Evolution of the QG model truth state, beginning at the extra observation time
for the examples shown in Figures 9.3-9.6 and 9.9-9.11. The truth state is plotted every 12
hours for 2 days. Streamfunction is shown at the lower boundary.
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Figure 9.1, continued.
177
4.00
st: tr DAY 2.50
11 1 1 1iII111 IIIII I III 111 1 1 1 1 1111 1 I iI II lI 1 II II I| |
L L
1 .58 1- - 1 .58
-11.61-
.- -- - - -- - 4--31 .5
H 7
CONTOUR F OM -1.6000 TO 1.961 CONTOUR INTERVAL OF 8.20W0 PT(3.31= 1.7376
st: tr DAY 3.00
CONTOUR FROM -1.6000 TO 1.0901 CONTOUR INTERVAL OF 5.200 PT3.31= 1.7310
st. tr DAY 3.50
1 1 I I iiiiI 111 II11 11 i 1 iI II1 I I I 11111 I 1 1111 I 1 1 i1 1 11 11 1 || 1 1 1
-L .4z -----, r-- , -L- L' L
-1 .60 -1 .60 - 61 L -
--- -61 -1-: 63. -
- ---- - % -" --- -- ----
.610
1 7.6 1 70
I 1 1 1 1 1 P i I 1 1 1 1 1 1 1 i i i i I I i I T I I I I I 1 1 1 0 I l 1 1 1 1 i
CONTOUR F OM -1.6089 TO 1.6101 CONTOUR INTERVAL OF 9.2000 PT(3.31= 1.7197
Figure 9.2: As in Figure 9.1, for streamfunction at the upper boundary.
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Figure 9.2, continued.
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Figure 9.3: Background error (before any observations are taken) for fixed observation distri-
bution 1 at day 2.5 at (a) the lower interior level and (b) the upper interior level, both with an
energy norm. The locations of the 16 fixed observations are marked with an x. The x-axis is
longitude (periodic) and the y-axis is latitude. The contour interval is .05 in (a) and .1 in (b),
and the maximum values are given to the right of the plot.
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Figure 9.3, continued: Change in the global average error produced by an extra cluster 13
of observations at day 2.5, plotted at the center location for the extra observations, for the
change in the (c) analysis error, (d) 12 hour forecast error, and (e) 2 day forecast error. Error
change is defined as in Equation (9.1). Negative contour lines are dashed and indicate that
the extra observations improve the analysis or forecast; positive contour lines are solid and
indicate degradations. The contour interval is .2 in (c) and (d) and .3 in (e). The maximum
and minimum values are summarized in Table 9.1.
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Figure 9.4: As in Figure 9.3a-b, for fixed observation distribution 5. The contour interval is
.025 in (a) and .05 in (b).
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Figure 9.4, continued: As in Figure 9.3c-e, for fixed observation distribution 5. The contour
interval is .1 in (c) and (d) and .3 in (e). The maximum and minimum values are summarized
in Table 9.1.
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Figure 9.5: As in
.025 in (a) and .05
Figure
in (b).
9.3a-b, for fixed observation distribution 2. The contour interval is
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Figure 9.5, continued: As in Figure 9.3c-e, for fixed observation distribution 2. The contour
interval is .1 in (c) and (d) and .3 in (e). The maximum and minimum values are summarized
in Table 9.1.
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Figure 9.6: As in Figure 9.3a-b, for fixed
.025 in (a) and .05 in (b).
observation distribution 6. The contour interval is
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Figure 9.6, continued: As in Figure 9.3c-e, for fixed observation distribution 6. The contour
interval is .1 in (c) and (d), and .3 in (e). The maximum and minimum values are summarized
in Table 9.1.
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Maximum improvements and degradations from extra cluster 13 observations
(fractional change in global error)
Fixed observation Analysis 12 hr forecast 2 day forecast
distribution number improv. degrad. improv. degrad. improv. degrad.
1 -.24 +.03 -.26 +.05 -.37 +.20
2 -.08 +.02 -.16 +.07 -.21 +.16
3 -.12 +.01 -.16 +.05 -.20 +.21
4 -.08 +.04 -.11 +.14 -.14 +.37
5 -.10 +.02 -.17 +.06 -.23 +.19
6 -.09 +.03 -.14 +.06 -.24 +.16
Table 9.1: Maximum improvements and degradations (global error reductions and increases) in
analyses, 12 hour forecasts, and 2 day forecasts produced by adding a cluster 13 of observations
to 16 fixed observations at day 2.5. Results for all 6 fixed observation distributions tested are
included; more detailed results for distributions 1, 2, 5, and 6 are shown in Figures 9.3-9.6.
forecasts to observations at individual levels, because the data assimilation procedure
extrapolates both horizontally and vertically, we do not see the same type of horizontal
or vertical structures that adjoint sensitivity calculations often have. Therefore, even
though our results calculate sensitivities of forecast errors to observations, we do not
refer to them as "sensitivities" to prevent confusion. We note that although including
the data assimilation produces results which are in some ways more practically useful,
it also produces results which are more complex to interpret theoretically and which
are specific to the data assimilation system used. Including the data assimilation also
increases the computational burden significantly.
In Figures 9.3-9.6 panels a-b, we see that the background errors are very different
in different cases; the background errors depend strongly on where the fixed observa-
tions have been taken in the past. In addition to the large variability in the horizontal
structure of the background errors, note that the background errors tend to be more
localized at lower levels than at upper levels, and that the errors may either be nearly
barotropic or have significant vertical structure. Despite the differences, some of the
fixed observation distributions do have significant background errors in similar regions.
For example, all 4 cases shown have errors in the center of the domain, and several of the
cases have relatively large background errors in similar regions in the left portion of the
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domain. In regions where several different fixed observation distributions have signifi-
cant background errors for the same synoptic situation, there is generally an identifiable
major synoptic feature, as we see in Figure 9.2.
The similarities in Figures 9.3-9.6 a-b suggest that in a more realistic setup without
knowledge of the true state, we may be able to identify some of the general regions
with large background errors from information only about the synoptic situation. This
requires that our estimate of the atmospheric state be reasonably accurate, so that we
know what the synoptic situation is. We could try to identify these regions by subjec-
tively evaluating the rapidly evolving synoptic systems, for example, or by evaluating a
set of evolved singular vectors. However, the large differences between the figures suggest
that even if we can identify one or two important regions, we will have difficulty estimat-
ing the magnitudes or structures of the background error if we do not also incorporate
information about the probability of errors in the initial conditions. As demonstrated
in Section 7.2, even an ensemble spread designed to estimate background errors often
has difficulty identifying the particular structure of the errors in an individual case. In
some situations (discussed below), it may be important to know more about the specific
structure of the background error before adapting observations. Currently, it is not clear
how well the background error structure can be estimated.
We would like to take more observations because intuitively we believe that more
data will improve our best guess of the current atmospheric state. Unfortunately, data
assimilation procedures must reconstruct a complex and rapidly-changing atmospheric
state from limited observational information. This means that the benefit from extra
observations will always be limited to some extent by our ability to assimilate the in-
formation into the forecast model. Data assimilation is also a statistical procedure.
Therefore, even if we could develop and solve an ideal data assimilation algorithm with
ideal statistics, there is always a possibility that extra observations will degrade an anal-
ysis instead of improving it. Panel c in Figures 9.3-9.6 clearly shows that in many
situations, adding observations in certain locations in fact degrades the analysis.
It is sometimes stated that more data "should" improve the analysis, and that if extra
observations do not improve analyses most of the time, there must be something wrong
with the data assimilation system. Certainly with the simplified statistics, our data
assimilation does not perform as well as an more sophisticated data assimilation system,
or even a better 3DVAR data assimilation, would. Looking at panel c and Table 9.1
more closely, however, we see that our data assimilation system, despite its statistical
nature and its simplified statistics, performs quite well in two ways. First of all, at the
189
majority of locations, adding observations does improve the analysis. In addition, the
maximum analysis degradations are significantly smaller than the maximum analysis
improvements. The distributions and magnitudes of the changes vary quite a bit from
case to case, but in nearly all cases the data assimilation system performs well in both of
these ways. In Section 9.4, we present statistical results which indicate that this occurs
in general.
Comparing panels a and b with panel c, we also see that extra observations are much
more likely to reduce the analysis error significantly if they are taken in regions with
a large background error. The comparisons are even closer for background errors and
analysis changes at individual levels. This is so prevalent that in most cases, we could
even determine which regions have large background errors (although not the structure
of the errors) simply by looking at whether extra observations in that region actually
significantly improve the analysis. Unfortunately, this is not possible in more realistic
situations since we cannot verify the analysis versus the true state.
The analysis benefits more from observations in regions with large background errors
for two reasons. First, the data assimilation system tends to correct large background
errors better than it corrects small background errors. Second, we measure the influence
of the observations with a global average error norm, which emphasizes changes in regions
with large errors. These results suggest that the data assimilation system actually does
fairly well at reducing the analysis error if we take extra observations in regions where
the data assimilation procedure is best able to use the information.
Comparing the analysis error changes in panel c with the forecast error changes in
panels d and e, we see that even small changes in initial conditions can produce significant
changes in forecasts. Often, changes amplify rapidly during the first 12 hours, but
error magnitudes also increase significantly in longer range forecasts. In regions where
the influence of extra observations grows rapidly, we would expect singular vectors or
sensitivity calculations with a domain-averaged forecast error norm to have significant
amplitude at the initial time, indicating that changing the initial conditions in this region
will have a large (positive or negative) influence on the forecast. Unfortunately, both
small improvements and small degradations in the analysis grow rapidly. Consequently,
while in most cases the magnitude of the improvements far outweighs the magnitude of
the degradations at the initial time and in the 12 hour forecast, by the 2 day forecast
the improvements and the degradations are nearly as frequent and are of the same order
of magnitude. Again, we discuss this on a statistical basis in Section 9.4.
With a perfect model, forecast errors can be caused only by errors in the initial
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conditions. One might infer therefore that improving analyses will improve forecasts.
Figures 9.3-9.6 c-e show, however, that even in this idealized system, extra observations
can improve the analysis but degrade forecasts. This can occur if the extra observations
reduce the global or local average analysis error but change the structure of the analysis
error in some way that amplifies into a forecast error. For example, the extra observa-
tions might improve the global analysis, but at the same time they could increase the
projection of the analysis error onto one of the leading singular vectors. Even if this
increased projection is very small, it will grow rapidly and may significantly degrade the
forecast.
Unfortunately, adjoint-based calculations can only tell us which changes will grow
rapidly, not which will lead to rapidly growing improvements or degradations. It is left
to the data assimilation system to determine which sign of a rapidly growing structure
we should add to produce a positive change. The 3DVAR data assimilation system has
precisely the most difficulty in resolving structures similar to those produced by adjoints,
which often have small scale horizontal and vertical structure and small amplitude at
initial time. A 4DVAR or other more sophisticated data assimilation scheme may reduce
the likelihood that assimilated data will improve the analysis but degrade the forecast.
However, in order to adapt observations effectively to improve individual forecasts, more
work is needed on designing data assimilation systems and adaptive strategies which
minimize the risk of forecast degradations.
As discussed earlier, the results are complex and are different in each situation.
Thus, even if we know the true dynamical situation and the actual errors in the initial
conditions, we have found it difficult to predict subjectively how a specific set of ex-
tra observations will influence an analysis and forecast. Each of the examples shown,
however, demonstrates a particular feature of how extra observations can interact with
analyses and forecasts in this system, features which we have also seen in other cases.
For the first two examples, we discuss the two ways in which we have been able to
predict, in some cases, that extra observations are likely to degrade a forecast. These
predictors only suggest a large risk of forecast degradation; they do not always lead to
degradations when observations are actually taken in the region. The second two exam-
ples are briefly described to illustrate some difficulties with trying to attribute analysis
and forecast improvements and degradations. As in all of the cases studied, in each of
these four examples there are a variety of interesting ways in which extra observations
change forecast errors, many of which we do not discuss.
Fixed observation distribution 1 (Figure 9.3) is an example with one very large,
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dominant background error (note the change in contour interval between panels a-b in
Figure 9.3 and in Figures 9.4-9.6). In the region with large background errors, extra
observations improve the analysis and the 12 hour forecast up to about 25%. In much of
the region, extra observations also improve the 2 day forecast, up to about 37%. In areas
with a local minimum in background error within the larger region, however, even though
extra observations improve the analysis, they significantly degrade the 2 day forecast.
In a few areas, only a small horizontal displacement (several hundred kilometers) of
the center location for the extra observation cluster can change a much better forecast
into a much worse forecast. The degradations most likely occur because the observation
cluster only gathers data near the edge of the region with a large background error,
and then the data assimilation system extrapolates incorrectly (recall that these results
are for cluster 13; these degradations are discussed further for different cluster patterns
in Section 9.5). This extrapolation effect commonly (but not universally) occurs when
background errors have a lobed structure similar to the one in Figure 9.3. When other
fixed observation distributions have large background errors in this region for the same
synoptic situation, the lobed structure of the background errors is different, and the
degradations occur at different locations. Therefore, when adapting observations in some
situations, it may be important to know not just a general region with large background
errors, but also the more specific locations within that region where they are larger and
smaller. Alternately, we may need to develop a more sophisticated data assimilation
system or a more sophisticated adaptive strategy to circumvent this problem.
For the fixed observation distribution 5 example (Figure 9.4), we focus on one specific
geographic region. Between longitudes 30-40 and latitudes 1-10, there is a significant
background error at lower levels, but only a very small background error at upper levels.
By the 2 day forecast, we can see that observations in this region have significantly
degraded the forecast. This also occurs in other cases; in regions where the background
error is large at lower levels but negligible at upper levels, extra observations often (but
again not always) degrade the forecast. Degradations occasionally, but not as often,
occur in regions where the background error is significant only at upper levels. These
degradations occur at least in large part because, as demonstrated in Section 3.5, the
data assimilation system used in this study is least effective at correcting background
errors at lower levels. Therefore, to prevent these degradations we need either to avoid
observing in regions with background errors primarily at lower levels, or to improve our
data assimilation system so that it is able to correct these errors without degrading the
analysis structure or degrading the analysis at other levels.
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In fixed observation distribution 2 (Figure 9.5), the largest background errors at
day 2.5 are in the middle of the domain and in the left portion of the domain. In both
regions, extra observations reduce the analysis error by approximately the same amount.
By the 2 day forecast, however, observations taken at the initial time in the middle part
of the domain significantly reduce the forecast error, while many test observations taken
in the left portion of the domain significantly increase the forecast error. Based on the
results from the previous two examples, both of the regions have potentially problematic
structure in the background error. Thus, even if we were able to assess the actual
background errors prior to testing the observations, we would be as likely to expect
assimilated extra observations to perform poorly in the center of the domain as in the
left half of the domain. Without examining the specific analysis increments and forecast
changes produced by observations in each region, it is difficult to understand why some
sets of observations improve forecasts and others degrade forecasts. This difficulty with
attributing degradations frequently occurs in the cases studied.
Fixed observation distribution 6 (Figure 9.6) has several fixed observations in the
middle and on the left side of the domain, in both of the important regions identified by
the other examples. Because in these regions the observations continuously reduce the
errors, the background errors are small at day 2.5. The largest background errors are in
the upper right hand corner of the domain, in a region which does not have significant
background errors in any of the other fixed observation distributions tested. Not only
are the background errors in this region significant, but observing in the region has a
significant effect on the forecasts. This suggests that correcting the background error
in this region has a large influence, even though observing in this region had a small or
no effect in any of the other examples shown. Even in this case, however, it is not only
correcting the most significant background errors that has a significant effect. Correcting
much smaller background errors in other regions of the domain also changes the forecast
error by a similar amount.
9.4 Statistical results over several examples
As the examples in Section 9.3 show, the influence of extra observations varies sig-
nificantly from case to case. Therefore, we also present some statistics gathered over
all 102 cases, including the cases shown in Figures 9.3-9.6. With observations tested
at 1984 - 16 = 1968 locations in each case, we have tested analyses and forecasts for
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102 x 1968 ~ 2 x 105 extra sets of cluster 13 observations. Although the statistics
are accumulated over only a limited number of synoptic situations, we believe that our
sample is large enough to be fairly representative for this simulated system.
The histogram in Figure 9.7 illustrates how often we can expect any extra cluster 13
observations added to 16 fixed observations to degrade analyses and forecasts. The
error change is again defined according to Equation (9.1), with positive error changes
indicating degradations. The histogram also illustrates how often we can expect the
extra observations to improve or degrade the analyses and forecasts by more than a
certain amount. In Figure 9.7, we see first of all that extra observations are much more
likely to improve than degrade the analysis, and that they are much more likely to do
so by a significant amount. As discussed in the previous section, this indicates that the
data assimilation system used in this study, despite its faults, is reasonably successful
at reducing analysis errors.
When forecasts are made from these analyses, as we saw in the individual examples,
both the improvements and the degradations tend to increase. In the 12 hour forecasts,
degradations occur slightly more frequently than in the analysis, but the degradations
are usually not very severe. By the 2 day forecasts, on the other hand, the distribution
of error changes with extra observations is nearly symmetric; extra observations are only
slightly more likely to improve the 2 day forecast than to degrade it. This is true both
for any improvements or degradations, and for improvements or degradations larger
than a certain amount. Thus, as discussed in the previous section, although the extra
observations do generally improve analyses and short term forecasts, this does not mean
that extra observations generally improve longer term forecasts. This is true even with
a perfect forecast model.
Figure 9.8 shows the same histogram as in Figure 9.7, but with the y-axis on a
logarithmic scale to allow us to look at the tails of the distribution. From this view,
we again see that extra cluster 13 observations are much more likely to improve than
to degrade analyses and 12 hour forecasts by a significant amount. The same sets of
extra observations are about equally likely to improve or to degrade 1 day forecasts very
significantly. Despite the approximately symmetric distribution shown in Figure 9.7 for
the most frequent error changes in the 2 day forecasts, however, Figure 9.8 suggests that
extra observations are actually more likely to degrade forecasts very severely (by more
than 30%) than to improve them by a similar percentage. Due to the small number of
cases with these error changes, we are not certain that the results are statistically signif-
icant. However, they do suggest that when adapting observations to improve forecasts
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Figure 9.7: Histogram of the likelihood that an extra cluster 13 of observations, added any-
where in the domain to 16 fixed observations, changes the global error in (a) the analysis,
(b) the 12 hour forecast, (c) the 1 day forecast, or (d) the 2 day forecast, by the indicated frac-
tion (as defined in Equation (9.1). Recall that negative error changes indicate improvements
and positive error changes indicate degradations. The statistics are accumulated over 8 days
(17 synoptic situations) and 6 distributions of fixed observations. The numbers near the top
of the histogram indicate the fraction of the locations at which extra observations changed the
error by the amount in the indicated band. For example, in panel a, at 73% of the locations
extra observations reduced the analysis error by any amount, while at .6% of the locations
extra observations reduced the analysis error by more than 10%. A 0 means that there were
no locations in that section of the histogram; <.001 means that there were some locations, but
less than .1% of the total number tested.
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Figure 9.8: As in Figure 9.7, but with the y-axis the number of locations on a logarithmic
scale. Note the change in the x-axis scale.
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at longer lead times, there is not only a significant risk of degrading the forecast, but
there may also be a small risk of very severely degrading the forecast.
9.5 Sensitivity to observation cluster pattern
In Section 9.3, we discuss how taking extra cluster 13 observations at a location with
a local minimum in background error (within a larger region with large background
errors) can degrade forecasts. We attribute this to the observation cluster observing
at the edge of a significant feature, and the data assimilation system then incorrectly
extrapolating the information incorrectly into the rest of the feature. This extrapolation
effect can also occur when an extra cluster of observations is taken in the vicinity of
a large background error. Since the analysis increment from a single observation is
spread over a smaller area, these degradations are likely to occur less often for single
observations
In general, we believe that an extra cluster of observations gives the data assimilation
system more information about the structure of analysis errors, and thus that an extra
cluster of observations is more likely to improve analyses and forecasts. Therefore, we
chose to show the majority of the examples for extra clustered observations instead of
for single observations. In this section, to explore how the size of the observation clus-
ter affects the potential for forecast improvement and forecast degradation, we present
results similar to those in Sections 9.3 and 9.4 for different cluster patterns. We do not
discuss the results in great detail, but rather present them to provide a general idea of
how results from adapting observations in individual situations may or may not depend
on the size of the observation cluster.
The results presented in previous sections tested a cluster 13 of observations, 13
observations at alternating gridpoints in a 1000 km x 1000 km grid, centered at each
location. Here we test single observations and 2 other cluster patterns. Cluster 1 refers
to single observations tested at each location. Cluster 3, depicted along with cluster 13
in Figure 6.4, is 3 observations in a triangle around the observation location. Cluster 81
is 81 observations in a 9 observation x 9 observation, i.e. a 2000 km x 2000 km, square
around the observation location. As described in Section 6.2, all observations in each
cluster pattern are taken simultaneously.
Figures 9.9, 9.10, and 9.11 show the influence of observations centered at different
locations in the domain for the same time and the same fixed observation distribution
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Figure 9.9: As in Figure 9.3c-e, for fixed observation distribution 1 and extra single (cluster 1)
observations taken at day 2.5. The background error before any observations are taken is the
same as in Figure 9.3a-b. The contour interval is .2 in (c) and (d), and .3 in (e). The maximum
and minimum values are summarized in Table 9.2.
198
Analysis error change with extra obs
CONTOUR FROM -M.1800 TO 0.00000E.0 CONTOUR INTERVAL OF 8.280§0E-01 PT13.31- 0.31579E-02
12h forecast error change with extra obs
CONTOUR FROM -0.18111 TO 4.29119E-91 CONTOUR INTERVAL OF 5.200 E-01 PT13.31. -0.19591E-01 LABELS CALED BY 1sm.@
2d forecast error change with extra obs
0 .0L
0.0 0 .0
. L 027
LI5)
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Figure 9.10: As in Figure 9.3c-e, for fixed observation distribution 1 and extra cluster 3
observations taken at day 2.5. The contour interval is .2 in (c) and (d), and .3 in (e). The
maximum and minimum values are summarized in Table 9.2.
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Figure 9.11: As in Figure 9.3c-e, for fixed observation distribution 1 and extra cluster 81
observations taken at day 2.5. The contour interval is .2 in (c) and (d), and .3 in (e). The
maximum and minimum values are summarized in Table 9.2.
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Maximum improvements and degradations from observations added to distribution 1
(fractional change in global error)
Analysis 12 hr forecast 2 day forecast
Cluster pattern improv. degrad. improv. degrad. improv. degrad.
1 -.13 +.02 -.14 +.05 -.24 +.16
3 -.18 +.02 -.20 +.04 -.26 +.16
13 -.24 +.03 -.26 +.05 -.37 +.20
81 -.28 +.06 -.29 +.10 -.34 +.24
Table 9.2: Maximum improvements and degradations (global error reductions and increases)
in analyses, 12 hour forecasts, and 2 day forecasts produced by observations added to fixed
observation distribution 1 at day 2.5. The cluster 13 results are the same as in Table 9.1; the
other results are for the extra observations taken either singly (cluster 1), with cluster 3, or
with cluster 81. More detailed results are shown in Figures 9.3 and 9.9-9.11.
(the same background error) as in Figure 9.3, but for single, cluster 3, and cluster 81
observations, respectively. Table 9.2 presents the maximum improvements and degra-
dations in Figures 9.3 and 9.9-9.11, similar to Table 9.1. Although the general features
described in Section 9.3 for cluster 13 observations are similar for all of the cluster pat-
terns, there are some differences in the results. First of all, as one would expect, larger
observation clusters tend both to produce larger analysis and forecast error changes and
to produce large analysis and forecast error changes from observations at more locations.
The locations at which extra observations improve or degrade forecasts are often sim-
ilar among the cluster patterns tested, particularly for the 2 smaller clusters. In some
situations, however, one cluster pattern improves the forecast with observations at a
certain location, and another cluster pattern degrades the forecast with observations at
the same location in the same situation. In some situations, there is also a tendency
for a region where observations degrade forecasts to occur further away from a region
of large background error for a larger pattern than it does for a smaller pattern. This
occurs, for example, in the northern half of the middle longitudes of the domain. This
agrees with our interpretation that some of the degradations occur because observations
are taken at the edge of a significant region.
Figures 9.12, 9.13, and 9.14 show the same histogram of how often we can expect extra
observations to change analyses and forecasts by a certain amount as in Figure 9.7, but
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Figure 9.12: As in Figure 9.7, for an extra cluster 1 (single) observation tested at each
location. The statistics are accumulated over only one distribution of the fixed observation
locations (distribution 1).
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Figure 9.13:
location.
As in Figure 9.12, for an extra cluster 3 of observations tested around each
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Figure 9.14: As in Figure 9.12, for an extra cluster 81 of observations tested at each location.
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for single, cluster 3, and cluster 81 observations, respectively. The statistics in Figures
9.12-9.14 are gathered over only 1 distribution of fixed observations, or 17 x 1 x 1968 m
3 x 104 extra sets of observations. The cluster 13 results for only one distribution of
fixed observations (i.e. the same a 3 x 104 extra sets of observations) look qualitatively
similar to Figure 9.7; therefore, the cluster 13 and other cluster results can be compared.
Because of the smaller number of statistics, however, we focus only on the general
appearance of the histograms.
The general statistical results are the same as those discussed in Section 9.4; for all
cluster patterns tested, extra observations are much more likely to improve rather than
to degrade analyses significantly, but they are not more likely to improve rather than to
degrade 1 or 2 day forecasts significantly. Larger cluster patterns are beneficial in some
situations, since they are more likely than smaller cluster patterns to reduce analysis and
forecast errors significantly. However, larger cluster patterns can also be detrimental,
since they are also more likely to increase analysis and forecast errors significantly.
Thus, with larger cluster patterns there may be a trade-off between potential benefits
and potential risks when adapting observations. Also, we note that as discussed for the
choice of observation clusters in Section 6.2, clusters 3 and 13 tend to be more effective
(with a smaller risk of degradation relative to the frequency of improvements) than
cluster 81.
9.6 Applicability of results to other forecasting sys-
tems
How extra observations influence analyses and forecasts is very dependent on the
forecasting system, particularly on the data assimilation system. Therefore, our results
should be interpreted as a general indication of when and where observations may im-
prove or degrade analyses, not as an absolute guide. One could argue that since we
use a relatively unsophisticated data assimilation scheme, our results are pessimistic,
overestimating the risk that extra observations will degrade forecasts. Certainly, with a
better data assimilation system one would hope that extra observations would be more
likely to improve both analyses and forecasts. However, because the influence of extra
observations will always be limited to some extent by how the data are assimilated into
the forecast model, the risk of degradations is inherent in adding observations to improve
weather prediction.
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In addition, the results shown are for perfect observations, perfect observing plat-
forms, and a perfect forecast model. These are the circumstances in which the observa-
tions are most likely to have a positive influence, circumstances which are not realizable
in real numerical weather prediction. The error growth rate in the standard resolution
quasi-geostrophic model is also somewhat slower than in the real atmosphere, so real
world forecasts are likely to degrade on shorter time scales than those depicted here.
Therefore, for a data assimilation system which behaves similarly to our 3DVAR, the
results we present are quite optimistic - in real forecasting systems, with more complex
forecast models and significant practical constraints, there is probably an even greater
chance that extra observations will degrade analyses and forecasts.
As discussed in the Introduction, real world adaptive observations taken to improve
forecasts have also produced a mix of improvements and degradations. There are two
possible ways to reduce the risk of degradation. First, we can develop better data
assimilation systems, data assimilation systems which are less likely to degrade analyses
and are less likely to improve analyses but degrade forecasts. No data assimilation
system is perfect, however, and any errors which exist in the initial conditions will
always eventually grow into forecast errors. Consequently, improving data assimilation
systems can decrease the risk of degradation, but it cannot prevent degradations. In
order to improve forecasts in individual situations while avoiding forecast degradations
to the extent possible, we will need to develop observation strategies which recognize
and incorporate the risk of degradation. These strategies could do so by simply taking
observations more frequently, as we did in previous chapters, and by explicitly including
information about how the data assimilation system and the forecast model will use the
observational information after the data are taken.
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Chapter 10
Summary
Instead of reviewing the major results of the thesis in the order presented, we sum-
marize by discussing how our results begin to answer each of the questions raised in the
Introduction. We emphasize, however, that all of the results discussed are for our ide-
alized simulated system; they are not necessarily valid in any more complex forecasting
system. The general results can provide a framework for understanding how different
types of observation networks might behave in the real atmosphere, but the specific re-
sults, particularly those relating to specific time and space scales, are likely not directly
applicable.
In particular, we believe that two major aspects of our simulated system limit the
applicability of these results to the real atmosphere: 1) the perfect model assumption;
and 2) the limited quasi-geostrophic dynamics in the forecast model. Real world ob-
serving platforms also have many limitations, such as requirements that observations
in a region be taken non-simultaneously and that observation locations be selected in
advance of the targeting time; we have tested only idealized platforms. These and other
issues not addressed in this study will likely affect the potential for adapting observa-
tions. Therefore, further study is needed in a more realistic system before our results
can be extended to real numerical weather forecasting and real observation networks.
How any forecast model uses any observations is also highly dependent on the data
assimilation system used. Therefore, as more sophisticated data assimilation schemes
are developed for and implemented in numerical weather prediction, the most important
considerations for adapting observations and the best observing strategies are likely to
change. Where important, we mention which results we believe are likely to be system-
dependent and which are likely to be more general.
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* Can adaptive observations improve analyses and forecasts on a statistically sig-
nificant basis, in a fully three-dimensional dynamical system with a realistic data
assimilation system? If adapting observations can improve analyses and forecasts,
what kinds of improvements can we expect under different circumstances?
Our results show mixed potential for adaptive observations. In Chapters 6, 7, and 8,
we demonstrate that for observation networks which are sufficiently sparse in space in
this simulated system, adaptive observations can reduce analysis and forecast errors,
averaged over a large number of cases, by using fewer observational resources than
fixed or random observations. This is true for both globally adapted observations and
for adaptive observations added to a pre-existing network of fixed observations. The
adaptive strategies tested are based on analysis error reduction only, with no attempt to
estimate future error growth. Although both the strategies and the experimental setup
are idealized, the success of a simple strategy with a relatively simple data assimilation
system makes us optimistic that it may be possible, given the appropriate considerations,
to adapt observation networks to improve weather forecasts. The time series results in
Section 8.2, which show how a few adaptive observations added regularly to a non-dense
pre-existing network can significantly reduce the number of forecasts with large errors,
are especially encouraging.
For fairly dense observation networks, on the other hand, adapting observations in
this simulated system is not very effective. In fact, if there are enough observations to
resolve synoptic scale features reasonably well, adding or reallocating observations ac-
cording to any strategy, adaptive or non-adaptive, improves analyses and forecasts only
a small amount. Again, this is true for both global observations and for observations
added to a pre-existing network. The results in Figures 6.2, 6.3, and 6.10-6.11 sug-
gest that analyses and forecasts may still benefit from adapting observations at higher
observation densities, but that the benefit is likely to be much smaller than it is for
non-dense observations. In the real world there are many constraints, such as imperfect
observing platforms and imperfect knowledge, on adaptive observations. Consequently,
these smaller possible benefits are difficult to achieve in realistic situations. In order
to improve analyses and forecasts from adapting observations at sub-synoptic scales,
we are likely to require some combination of better model resolution and a better data
assimilation system. In addition, we may need a better observing strategy and a more
specific error norm.
We can extend to more complex forecasting systems the general principle that the
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effectiveness of adaptive observations, in fact of any observations, depends on the density
of all of the observations in the system. The influence of observations at any specific ob-
servation density, however, will differ among forecast models, data assimilation systems,
and experimental setups. For dense observations, when our forecast model is unrealistic
(both because of the dynamics and because of the lack of model error) and our data
assimilation does not use observations well, the results are particularly sensitive to the
details of our simulated system. The type of observing platform to be used will also be a
major factor in determining the potential of different observation strategies in different
circumstances.
* Which types of strategies are likely to be the most effective in different circum-
stances? How can the strategies best be implemented, in terms of allocation of
observational resources in space and time? How effectively can we estimate errors
in initial conditions for use in adaptive observation strategies?
Our data assimilation system performs best when there is a relatively large back-
ground error to correct (discussed further below). Thus, in our simulated system the
most effective strategies observe at locations with medium-large background errors.
Adding information about future error growth to the strategy could certainly help us
choose among the locations with reasonably sized background errors. However, with
a data assimilation system which behaves similarly to ours, targeting strategies based
on error growth alone are unlikely to be effective. As data assimilation systems evolve
and are able to better correct small background errors (without a severe risk of forecast
degradation), incorporating information about error growth into a strategy may be more
beneficial.
An ideal observing strategy, in any circumstances, would incorporate information
about how both the data assimilation system and the forecast model will use the obser-
vational data once they are gathered. Unfortunately, it is very difficult to include these
criteria in a realistic system with many degrees of freedom. In situations with small
background errors or where the data assimilation system is likely for some other reason
to have difficulty incorporating the observations well, however, we believe that it may be
especially important to integrate the observation network, the data assimilation system,
and the forecast model in some manner.
Results in Section 6.3, Section 8.2, and Chapter 9 suggest that the type of adaptive
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strategy we test prefers to allocate the observational resources in both space and time
according to the specific situation. By doing so, it can attempt to reduce errors in
the analysis and forecast cycle wherever and whenever they begin to grow, before they
become too large. Any adaptive strategy, unless it has good knowledge about how the
data assimilation and the forecast model will use the observational data, is also likely
to perform best when taking fewer observations frequently. One can imagine, however,
that an unintelligent adaptive strategy could behave similarly to the random strategy
we test, with no preference for how the observations are allocated in space and time.
An even less effective adaptive strategy might behave similarly to the fixed strategy for
frequent observations, preferring to take more observations at fewer times; this can occur
if the observations tend to be redundant, as in the adjoint-based strategy for improving
the forecast at a specific location which was tested (for a one-dimensional system) in
Lorenz and Emanuel (1998). Thus, different types of adaptive strategies may work best
for differently allocated observations.
In Chapters 7 and 8, we test using a multiple replication ensemble (described in
Section 4.2.3) to estimate errors in initial conditions for adapting observations. The
results suggest that an ensemble-based estimate of background error is reasonably useful
for adapting observations, but by no means ideal. The ensemble estimate is more useful
when a cluster of observations is taken at each targeted location instead of a single
observation, and when fixed observations are taken regularly to "anchor" the ensemble.
Only a few ensemble members are needed to obtain a reasonable estimate of background
error, at least with the simple norm we test. Results in Section 7.4 suggest that the
estimate of background error becomes less accurate as the lead time increases, but
that even with a requirement for advance lead time, we may still be able to estimate
background error with some skill.
The ensemble is successful at identifying a few regions where background errors are
likely to be large. The ensemble is less successful at identifying regions with smaller
background errors and at estimating smaller scale structures within regions with large
background errors. Although in some situations we may only want to identify a few
general regions with probable errors, in other situations we are likely to want more
detailed information about the background errors, information that the ensemble may
estimate inaccurately in several different ways. An ensemble could almost certainly be
configured to estimate background error better than our first attempt does. If we are
to develop a significantly better technique for estimating background error for adaptive
observations, however, we must first understand which types of background errors are
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the most important to estimate well (and not to estimate poorly). In other words,
further work is needed to learn more about which errors the data assimilation system
and the forecast model are most likely to be able to use observations to correct.
e How important are the limitations of the data assimilation system for adapting
observations? How would we like to change the data assimilation procedure to
improve the influence of observations on forecasts?
Even for perfect observations, the data assimilation does not always improve analyses
with extra observations for two main reasons. First, data assimilation is a statistical
procedure, with the inherent risk of degradations. Second, we have poor knowledge of
the true forecast error statistics which are needed to assimilate the observations well.
Because more observations do not always produce better analyses and forecasts once
they are assimilated, the data assimilation system is one of the primary factors which
limits the effectiveness of adaptive observations. If the background errors to be corrected
are smaller, the signal-to-noise ratio in the observations is smaller, and so the data
assimilation is even more of a limiting factor when adapting observations. Thus our
3DVAR data assimilation system, and perhaps any reasonable data assimilation system,
is more likely to correct large than small background errors.
As discussed in Chapter 9, in many cases it is difficult to determine why or how
an assimilated observation degraded an analysis or a forecast. We have only been able
to identify two specific types of situations when our data assimilation system is likely
to perform poorly: when there is significant small scale horizontal structure in the
background error, and when there is significant vertical structure in the background
error. This is likely related to the difficulty our data assimilation has in correcting
interior potential vorticity structures (discussed in Section 3.5.2). A more sophisticated
data assimilation scheme, one which incorporates reasonably accurate time- and space-
dependent estimates of either the background error structure or the dynamical situation,
can help fix these problems. Several schemes that include this type of information
(described in Section 3.1) are currently being developed and implemented and are likely
to be necessary if we wish to use observations to correct small magnitude or small
scale errors. However, although these better data assimilation schemes can improve the
influence of all observations, they cannot prevent degradations.
Data assimilation is an unavoidable complication when incorporating observations
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into a realistic atmospheric prediction system. Therefore, we will always have consider
the limitations of the data assimilation system taking observations to improve numeri-
cal forecasts. An ideal data assimilation for adaptive observations would recognize these
limitations, somehow minimizing the likelihood that an assimilated observation will de-
grade an important forecast. Unfortunately, with our limited knowledge about time- and
space-dependent analysis and forecast errors and with the large number of degrees of
freedom in an atmospheric system, this is a difficult problem to solve, both theoretically
and practically. Developing data assimilation systems which better combine observa-
tions with model forecasts but are still feasible to implement is, therefore, currently one
of the major challenges in numerical weather prediction.
* How important is the risk of degradations when taking extra observations? How
can we minimize the risk? With this risk in mind, what is the best way to define
our goals when trying to optimally allocate observations?
As discussed above, there is always a risk that an atmospheric data assimilation
system will degrade rather than improve the initial conditions when it assimilates data.
Despite this, we found in Chapter 9 that our relatively unsophisticated 3DVAR data
assimilation system performs fairly well on average, in the sense that when it assimilates
observations it generally improves the average analysis. Our data assimilation is partic-
ularly likely to improve the analysis if the observations are taken in regions where the
background error is large. Thus, as long as the background errors are not small (which
generally means that the past observation network is not dense), the risk that the data
assimilation will degrade the analysis outright is not large.
Even if the observations improve the average analysis, when the analysis increment
is added to the initial conditions and the resulting analysis is integrated forward in time
by the forecast model, any part of the analysis increment which projects onto a growing
forecast error can lead to a forecast degradation. Consequently, as demonstrated in
Chapter 9, the risk that extra observations will degrade a forecast is significant. Further
study is needed on how observations interact with data assimilation systems, background
errors, and forecast models, so that we can better understand how and why some of these
degradations occur.
It may be possible, for a given data assimilation system and forecast model, to
identify situations in which observations are likely to risk degrading the analysis or
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forecast. One could then minimize the risk of degradation by not observing in these
regions, essentially by observing at locations where the data assimilation system and
forecast model are most likely to use the additional information well. In Chapter 9, we
identify a few of these risky types of regions for this simulated system: regions with
small background errors, and regions with background errors with significant horizontal
or vertical structure. However, the most risky regions are likely to vary from forecasting
system to forecasting system, and without perfect information about the background
error they are also difficult to identify.
Even if we could identify the risky regions, in any individual situation it is very
difficult, if not impossible, to know in advance whether certain observations will definitely
degrade a forecast. Degradations can also appear on any time scale, from the analysis
to a long range forecast. Therefore, another way to minimize the risk of degradation is
to adapt observations regularly and frequently, as we found in this idealized system. By
taking observations regularly and frequently the adaptive strategy can try to decrease
these degradations as they appear, minimizing the risk that a degradation will propagate
through a forecast uncorrected. This strategy can work similarly in any forecasting
system.
Since it is always possible that extra observations will degrade a forecast, it is not
clear how we should define the "best" locations to take observations, in other words
what our goal should be when selecting adaptive observation locations. As an example,
without considering the limitations of assimilating the data, one might try to adapt
observations by identifying the locations where additional information will theoretically
have the most influence on a forecast. Because this goal increases the risk of severe
degradation along with increasing the chance of significant improvement, however, it
seems unwise. To avoid maximizing the risk of degradation, in most of this study we
have worked towards minimizing the average analysis error. This goal is easy to define,
and in this simulated system it also on average reduces forecast error. While beneficial,
this goal is probably not ideal for improving "significant" forecasts.
There are a wide range of alternate possible goals, each of which may lead to a
different observation strategy. For example, would we like to reduce errors on average
for certain types of forecasts? Reduce forecast errors in individual important situations?
Reduce the risk of large (or of any size) forecast busts? Or would we like to optimize
some more probabilistic forecast, such as a forecast of the range of possible weather
situations or of the likelihood that a certain weather event will occur? Many of the
possible goals are nebulous and difficult to work towards, certainly more so than those
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which have been attempted to date. If we are to maximize the forecast improvement
produced by a limited amount of observational resources, however, we believe that it is
first important to define a goal which to the extent possible accounts for the limitations
of different aspects of the forecasting system.
e Given that we have limited observational resources, as discussed in Emanuel et al.
(1997), what is the "optimal" mix of observing systems? In other words, what
role would we like all different types of observations, adaptive and non-adaptive,
to play in the future?
This question is very complex, and as discussed earlier, we do not believe that the
results from our idealized simplified system can be directly applied to answer it. We
can, however, use our general results to suggest some possible effective configurations
for current observation networks, which can then be explored in a more realistic system.
A fixed observation network is both very inexpensive and useful for a variety of
purposes in addition to numerical weather prediction. Therefore, we begin by assuming
that we have a regular rawinsonde observation network over populated regions. Along
with the fixed network, we are also likely to have non-targeted satellite, aircraft, and
other observations at different locations at different times. Together these consist of our
non-adaptive observation network.
Given this pre-existing network, as discussed above we may be able to improve anal-
yses and forecasts while minimizing the risk of degradation by adding a few adaptive
observations on a regular basis. For our forecast model and data assimilation system,
this only works well when the observation network is not dense, where dense is defined
as enough observations to observe synoptic scale features reasonably well. For a more
complex model, however, and a more sophisticated data assimilation system, adding a
few adaptive observations regularly may be beneficial for other observation densities.
Adaptive observations could be taken from several types of observing platforms. We
could, for example, deploy manned or unmanned aircraft to take data in the identified
important regions. Or, if an important region happened to be near land, we could
deploy one or more additional rawinsondes (manned or automated). It may also be
possible at some times to gather higher resolution (in space or time) satellite or aircraft
data than are standard, data which for some reason cannot always be taken, processed,
or assimilated in all regions. If so, we could preferentially assimilate extra data from
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these sources in the identified regions, at the best resolution for the data assimilation
system and forecast model to use effectively. In the future, targeted observations may
also be available from other platforms, such as dropsondes from commercial aircraft
or satellites which can be focussed on a specific region. Each observing platform has
different strengths and weaknesses, and thus in each situation a different type of platform
will be the most useful. Ideally, we would have some combination of different observing
platforms available and could choose which mix to deploy based on the situation and
the platform constraints.
Further work is needed to determine the most effective strategy for selecting these
additional observation locations. The results from this study suggest that, with cur-
rent data assimilation systems, we should first observe at locations with medium-large
background errors. The best strategies would likely also include criteria about which
forecast errors are likely to be growing rapidly and affect a forecast of interest and about
at which locations the data assimilation system is likely to be able to incorporate addi-
tional observational data effectively. Whatever the specific strategy, our results suggest
that the adaptive observations will be most effective if they are taken regularly, so that
errors do not have an opportunity to grow unchecked. To correct smaller background
errors, a more sophisticated strategy (if we have a more sophisticated data assimilation
system) may be necessary and could be implemented in addition to the basic strategy.
This proposed observation network can, first of all, on average reduce the error in the
initial conditions. Reducing the average analysis error has several advantages. First, it
is likely on average to reduce forecast error. Second, it will provide an improved estimate
of the basic state trajectory, which can help us decide when and where we would like
to adapt observations. It can do this both by providing a better forecast of whether
the significant forecast we are interested in is likely to occur, and by providing better
information about where we should place the observations (for example, by improving the
accuracy of adjoint calculations indicating which errors are growing fastest). In addition,
with a better analysis we will better be able to estimate the time- and space-dependent
forecast error covariances which are necessary for an improved data assimilation scheme.
Not only can adding a few adaptive observations regularly to a pre-existing network
reduce average analysis error, but the time series results in Section 8.2 suggest that it
may also reduce the number of severe forecast busts.
Results in Chapter 9 suggest that at least with current data assimilation systems,
it is difficult to adapt observations to improve forecasts in individual situations without
a significant risk of degradation. If additional observations cannot be or have not been
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taken regularly, however, it may still be possible to effectively adapt observations for
individual significant forecasts by beginning to take extra observations several days in
advance of when we would like to have an improved forecast. Of course, the significant
event for which we would like to improve the forecast is, by definition, difficult to predict
well in advance. By simply on average improving the analysis in advance of when we
are likely to want an improved specific forecast, however, this strategy may work well
for similar reasons to the regular adaptive observing strategy described above. Even if
some of the extra observations degrade the forecast, it is unlikely that they will all do
so. At the very least, we would have a series of forecasts made from initial conditions
with different sets of data in potentially important regions; these forecasts can help us
evaluate the range of possible weather events or the probability that a certain significant
weather event will occur.
The effectiveness of adaptive observations, particularly for networks which cannot
add observations regularly, is likely to depend strongly on how large the risk of degrada-
tion is. The risk of degradation is strongly affected not only by the strategy, but also by
the limitations of the observing platform used, by how the observations taken interact
with the data assimilation procedure, and by the accuracy of the forecast model. There-
fore, as observing platforms, data assimilation systems, and forecast models evolve, the
optimal observation network is likely to evolve as well. At this time, we can only suggest
observation networks for forecasting systems similar to those currently available; as as-
pects of the forecasting system change, the observing strategy should be reevaluated. We
do believe, however, that as long as there are limited observations, an ideal observation
network will know as much as possible about the data assimilation system, the forecast
model, and the forecast goals. The more that observation networks, data assimilation
systems, and forecast models are integrated, the better each is likely to perform.
216
Appendix A
Conjugate residual solver
The matrices in the data assimilation are too large to store and invert explicitly.
Therefore, to invert Equation (3.3) for the 3DVAR, we have implemented an iterative
conjugate residual solver. Conjugate residual methods are a type of conjugate gradient
method; they are designed to converge for the inversion of matrices which are either
definite or symmetric, but not necessarily both. Equation (3.3) can be written in the
form
A(x) = f, (A.1)
where
A=I+BLT(O+F)- 1 L
and
f =BLT(O + F)~1 y.
To assimilate the data we calculate f, then invert A to solve for the analysis increment x.
Our conjugate residual solver is based on the CR2 scheme in Smolarkiewicz and
Margolin (1994). For each
i = iteration number,
we define
xi = a trial solution to Equation (A.1) for the ith iteration; and
ri = a residual vector for the ith iteration (= A(xi) - f).
The residual ri measures how well the trial solution xi satisfies Equation (A.1). The
solver is considered converged when the residual satisfies some criterion; xi then becomes
the solution to Equation (A.1), i.e. the analysis increment.
217
If we wish to accelerate the convergence, we can also define
P = a preconditioner for A.
P is an operator which is based on some knowledge of L, but which is easier to invert
than L itself.
To invert Equation (A.1) using the conjugate residual solver, we first select an initial
guess for the trial solution xo (we set xo = 0). After calculating the initial residual
ro = A(xo) - f, preconditioning the initial residual Po = P- 1(ro), and evaluating A(po),
we iterate through the following loop, beginning with i = 1:
1. Evaluate the optimization constant # and use it to iterate x and r:
_ 
(ri_1 , A(pi_ 1))
(A(pi_1),I A(pi_1))
xi = Xi- 1 + #Api_1
ri = ri- 1 + #iA(pi_ 1)
2. Test for convergence. If the algorithm has converged (if 11r|| < e), set x = xi and
exit the loop.
3. If the residual does not yet satisfy the convergence criterion, precondition the
residual and evaluate A:
qi = P-1(ri)
evaluate A(qi)
4. Evaluate the second optimizing coefficient a and use it to iterate p and A(p):
S (A(qi), A(pi_ 1) )
(A(pi_1),7 A(pi_1))
pi = qi + aipi_1
A(pi) = A(qi) + ai A(pi_ 1)
5. Return to Step 1.
In this implementation, the inner product ( , ) is defined as the dot product.
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In our standard 3DVAR, we define convergence of the solver as when the maximum
residual is less than 2% of the initial maximum residual. Because convergence is rea-
sonably quick, we did not implement a preconditioner, i.e. we set P = I (and therefore
qi = ri). The rate of convergence depends on the specific situation, but assimilating
more observations usually requires more iterations. For the standard resolution, the
algorithm generally converges in 2-20 iterations. For the double resolution 3DVAR,
convergence was defined as 5% of the initial maximum residual and only a few more
iterations were required. Other convergence criteria (such as the root-mean-square aver-
age of all residuals) were tested and produced similar results; Section 5.3.2 shows several
examples of the sensitivity of the results to the magnitude of the convergence criterion.
The major cost of the conjugate residual solver is in evaluating the operator A.
Because A is stored implicitly and is never inverted, however, the exact form of A
need never be known. Evaluating A requires computational resources of the same order
of magnitude as advancing the quasi-geostrophic model one time step, since the ma-
jor computational burden in both is in the inversion of potential vorticity to calculate
streamfunction (in the operator L and in the QG model advection). The algorithm
requires only one application of A during each iteration, in Step 3; the second applica-
tion of A, in Step 4, is not evaluated explicitly, but iteratively. The time step in the
standard resolution QG model is 30 minutes. Therefore, at most it takes the same order
of magnitude of time to solve the 3DVAR as it takes to integrate one 12 hour QG model
forecast. This is comparable to operational 3DVAR data assimilation systems.
As described in Smolarkiewicz and Margolin (1994), the algorithm converges as long
as # _< 0, i.e. as long as the matrix A is definite (our sign convention for # is reversed be-
cause we have defined our residual as the negative of theirs). In all but a few situations,
3 remains negative and the solver converges. In most non-convergent cases, the back-
ground error covariance matrix B was specified incorrectly, either because the sensitivity
to changes in B was being tested or because B was being developed. Non-convergence
is also more likely when there are very few or very many observations. Even in these
situations, however, positive # and non-convergence are rare. If # becomes positive, it
does so when the residual is already fairly small. The resulting analysis increment is
therefore affected only a small amount.
As discussed in Section 3.1, one of the major advantages of the variational data
assimilation formulation is its flexibility. The same holds true for the conjugate residual
solver. To implement a different variational data assimilation, one must only redefine A
and f in Equation (A.1), then use the same algorithm - in fact the same FORTRAN
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code - to assimilate the data.
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