Constrained K-means clustering algorithm with instance-level background knowledge can often achieve a better clustering solution when compared with the one obtained by traditional unsupervised K-means clustering algorithm. However, constrained K-means clustering algorithm suffers from the problem of the sensitivity to the assignment order of instances. To the best knowledge of the authors', very few work has been done on learning a good assignment order of instances for constrained Kmeans clustering algorithm. This paper explores the above problem and proposes a novel assignment order learning algorithm for constrained K-means clustering algorithm, termed as Clustering Uncertainty based assignment order Learning Algorithm (UALA). UALA ranks all instances in the data set according to their clustering uncertainty that is calculated by using the ensembles of multiple clustering algorithms.
I. INTRODUCTION
Clustering algorithms are a class of important tools for data analysis that work to classify data instances into groups such that instances in the same group are more similar to each other, while instances in different groups are more different [1] [2] . Traditional clustering algorithms are unsupervised under the condition that labels of all instances are unknown beforehand. If labels of all instances are unavailable, clustering algorithms classify data instances into groups according to a predefined clustering criterion. In this case, the performance of clustering algorithms is heavily relied on the predefined clustering criterion. A variety of clustering criteria have been proposed such as the minimization of the within-cluster variation. However, it has been well known that all of them are only valid for some data sets and may be invalid for other data sets [1] [2] . The above disadvantage of clustering algorithms has significantly limited the applications of clustering algorithms into more real-world application domains.
To mitigate the above disadvantage of clustering algorithms, semi-supervised clustering algo-rithms were proposed that incorporate some limited background knowledge about the labels of data instances into the original framework of unsupervised clustering algorithms [5] [9] [17] [18] .
A generic format of background knowledge is the instance-level constraint that represents pairs of instances must or must not be classified into the same group [9] [12] [13] [14] [18] . Several recent studies have also demonstrated that this kind of instance-level constraints can significantly improve the accuracy of traditional K-means clustering algorithm [3] [4] [6] [7] [8] [9] [10] [11] [15] [19] . However, constrained K-means clustering algorithm is not exempt from any drawbacks.
Among them is that the performance of constrained K-means clustering algorithm is sensitive to the assignment order of instances. In particular, the qualities of clustering solutions identified by constrained K-means clustering algorithm vary a lot if different assignment orders of instances are adopted. More seriously, the clustering solution obtained by constrained K-means clustering algorithm may be sometimes even worse than those obtained by standard unsupervised K-means clustering algorithms if a poor assignment order of instances is used.
This paper explores the problem of the sensitivity to the assignment order of instances for constrained K-means clustering algorithm. Moreover, a novel assignment order learning algorithm is proposed for identifying a good assignment order of instances for constrained K-means clustering algorithm. To the best knowledge of the authors', this is the first time to study the problem of learning a good assignment order of instances for constrained K-means clustering algorithm.
The remainder of this paper is arranged as follows. Section II briefly discusses the constrained K-means clustering algorithm. Section III goes into details of describing the clustering uncertainty based assignment order learning algorithm. Section IV gives our experimental results and their analysis. Section V concludes this paper.
II. CONSTRAINED K-MEANS CLUSTERING ALGORITHM
Constrained K-means clustering algorithm works to find a partition of the data set such that a good balance between the minimization of the within-cluster variation and the minimization of the number of unsatisfied instance-level constraints can be achieved [3] [4] [19] . Let D = {x i , x 2 , ...., x L } denote a data set containing L instances, x ij represent the j th feature of the instance x i if each instance has N features, and K be the number of groups that has been known beforehand. A clustering solution of constrained K-means clustering algorithm can be December 9, 2007 DRAFT defined as a integer string as follows: 
The within-cluster variation of the k th group equals to
Therefore the total within-cluster variation can be obtained as:
Apart from the within-cluster variation, another criterion to direct the search of constrained Kmeans clustering algorithm for a good clustering solution is instance-level constraints. Instancelevel constraints represent pairs of instances must or must not be classified into the same group.
There are two kinds of instance-level constraints: Must-link that represents two instances must be classified into the same group and Cannot-link that represents two instances must not be classified into the same group. Let Con be the set of instance-level constraints that can be denoted as follows:
Based on the above definitions, given a partition I of the data set and a set of instance-level constraints Con, we can calculate the number of unsatisfied pairwise instance-level constraints of the partition I as:
where
If all given instance-level constraints must be satisfied, then constrained K-means clustering with instance-level background knowledge can be viewed as the following combinatory optimization problem:
Constrained K-means clustering algorithm (Cop-Kmeans) solves the above combinatory optimization problem with the following two steps employed: 1. Cluster centroids are calculated based on the labels of all instances. 2. All instances are partitioned into its nearest feasible cluster under the condition that the assignment does not break any instance-level constraints. If no feasible cluster is available for the assignment of an instance, backtracking and reassigning the labeled instances until a feasible assignment is met [3] . Cop-Kmeans sometimes significantly outperforms standard K-means clustering algorithm without instance-level constraints.
Apart from Cop-Kmeans, another state-of-the-art constrained K-means clustering algorithm with instance-level constraints is pairwise constrained Kmeans clustering algorithm (PCKmeans) that uses a greedy search method to optimize the following objective function:
where λ is used to penalize unfeasible clustering solutions [4] . The optimization process of
PCKmeans is similar to that of the original K-means clustering algorithm, but no backtracking step is required and part of instance-level constraints may still be violated in its final clustering solution. 
III. CLUSTERING UNCERTAINTY BASED ASSIGNMENT ORDER LEARNING ALGORITHM
Instance-level constraints can be used to guide the search of K-means clustering algorithm for a better clustering solution. However, constrained K-means clustering algorithm with instancelevel constraints (both Cop-Kmeans and CPKmeans) suffers from the sensitivity to the assignment order of instances. In this section, we explore the above problem and propose a novel assignment order learning algorithm for constrained K-means clustering algorithm, termed as Clustering Uncertainty based assignment order Learning Algorithm (UALA).
A. Assignment order of instances for constrained K-means clustering algorithm
Given a data set with fixed instance-level constraints, clustering solutions of constrained K-means clustering algorithm may be significantly different if different assignment orders of instances are employed. The existing constrained K-means clustering algorithm neglects the problem of the sensitivity to the assignment order of instances and labels all instances one after another according to the original rank of instances in the data set. Therefore the quality of the clustering solution captured by the existing constrained K-means clustering algorithm can be improved if a better assignment order of instances is adopted.
Before further illustrating about what is a good assignment order of instances, we give two examples to describe the effect of different assignment orders of instances on the quality of the final clustering solution obtained by constrained K-means clustering algorithm. In Figure 1 (A) and (B), the instances {x 1 , x 2 } are connected with a Cannot-link constraint, the instances {x 3 , x 4 } have a Must-link constraint and arrows in the figures represent the assignment order of two constrained instances. From Figure 1 (A), we can see that the instance x 1 is assigned before the instance x 2 . Provided that the instance x 1 has been assigned into a certain group, then the instance x 2 will only be allowed to assign into another group due to the Cannot-link constraint between these two instances. In other words, the clustering solution of the instance x 2 is significantly determined by the clustering solution of the instance x 1 . Under this condition, if the instance x 1 has been classified into an incorrect group, the instance x 2 will also be wrongly classified. Considered that the instance x 1 locates at the boundary of two clusters, constrained K-means clustering algorithm may have a high clustering error rate on the instance x 1 , therefore constrained K-means clustering algorithm will also have a high clustering error rate on the instance x 2 due to the Cannot-link constraint between the instance x 1 and the instance x 2 . In conclusion, if data instances are assigned according to the order given in figure 1(A) , instancelevel constraints may pass incorrect information from the instance x 1 to the instance x 2 , thus both the instance x 1 and the instance x 2 have a high probability to be incorrectly classified. The assignment order of instances shown in Figure 1 (B) is much better than that shown in Figure   1 (A). In Figure 1 (B), the instance x 2 is assigned before the instance x 1 . Since the instance x 2 can be easily classified with a high accuracy, coupled with the Cannot-link constraint connected between the two instances {x 1 , x 2 }, therefore constrained K-means clustering algorithm can achieve a high clustering accuracy on both the instance x 1 and the instance x 2 . Figure 1 From the above two examples, we can roughly conclude that the instances with small values of the clustering uncertainty should be assigned earlier than the instances with large values of the clustering uncertainty for constrained K-means clustering algorithm. We discuss this point into details using the concept of search spaces of the labels. Provided that the number of clusters K of the data set has been known beforehand, if no instance-level constraint is added, the search space Ω(x i ) of the label I i of the instance x i is:
Therefore K-means clustering algorithm works to find a cluster centroid that is closest to the instance x i as follows:
where {c 1 , c 2 , ...., c K } are the centroids of K groups. However, if a certain number of instancelevel constraints about data instances are available, the search space of the label of the instance x i is reduced due to the given instance-level constraints. In this paper we consider that instancelevel constraints Con as a mapping function from the full search space Ω(x i ) to a shrunken search space Φ(x i )(Φ ⊆ Ω) as:
Constrained K-means clustering algorithm works into assign the instance x i to its closest cluster in the shrunken search space Φ(x i ), that is:
Considered that the shrunken search space Φ(x i ) of the instance x i is determined by the labels of all instances assigned before it, therefore the above mapping function Γ has the following format:
where preI(x i ) is the labels of instances assigned before the instance x i . We give an example to illustrate the mapping function Γ. Let {x 1 , x 2 } denote the set of instances assigned before the instance x 3 and the data set has 3 clusters, then the full search space Ω(x 3 ) of the label of the instance x 3 is: Ω(x 3 ) = {1, 2, 3}. If the instances {x 1 , x 3 } and {x 2 , x 3 } are connected
with Cannot-link constraints and the instance x 1 has been assigned into the 1 th group and the instance x 2 has been assigned into the 2 th group, then the labels preI(x 3 ) of instances assigned before the instance x 3 can be denoted as: Based on the above analysis, we can get that a good assignment order of instances for constrained K-means clustering algorithm should guarantee that instances assigned earlier are as accurate as possible. Unfortunately, it is often difficult to identify which instances can be correctly labeled for constrained K-means clustering algorithm. In this paper we use the concept of clustering uncertainty to estimate the probability of an instance to be correctly labeled. We assume that instances with small values of the clustering uncertainty can be correctly classified with a high accuracy, while instances with large values of the clustering uncertainty may be incorrectly classified. Let U (x i ) denote the clustering uncertainty of the instance x i , clustering uncertainty based assignment order learning algorithm (UALA) ranks all instances according to their values of U (·) and constrained K-means clustering algorithm labels all data instances one after another according to the ranks of all instances obtained by UALA.
B. Learning clustering uncertainties of instances using ensembles of multiple clustering results
Our proposed method for learning clustering uncertainties of instances is inspired from the area of supervised classification, where the ensembles of multiple classifiers are widely used for detecting noisy or informative instances of a data set [20] [21] . In this paper, we employ the same idea to estimate clustering uncertainties of instances. In order to learn clustering uncertainties of data instances in a data set, we execute a population of clustering algorithms on the same data set, then estimate clustering uncertainties of instances through analyzing the consensus across all obtained clustering results of the data set. If all clustering results of different clustering algorithms are consensus on an instance, we assume that the clustering uncertainty of this instance is small.
Otherwise, we assume that the instance has a high value of clustering uncertainty.
In particular, let I = {I (1) , I
, ...., I 
is firstly transformed into a similarity matrix S (i) L×L as follows:
for j = 1 : L, k = 1 : L and i = 1 : M , where L is the number of data instances. After that, the average similarity matrix of these M clustering results can be achieved as:
The value of S ij reflects the uncertainty that the instance x i and the instance x j are classified into the same group. If the value S ij approaches to 0 or 1, the instance x i and the instance x j have a high probability to be classified into different groups or the same group. But if the value of S ij equals to 0.5, it becomes a completely-random guess to determine whether the instance x i and the instance x j are classified into the same group or not. Based on the above analysis, the clustering uncertainty U (x i ) of the instance x i is calculated as:
After clustering uncertainties of all instances have been calculated, UALA reorders all instances {x 1 , x 2 , ...., x L } according to their values of the clustering uncertainty such that: Then constrained K-means clustering algorithm assigns all instances according to the order of
Something worthwhile mentioning is apart from the ensembles of multiple clustering results, other approaches to estimate clustering uncertainties may also be usable for UALA.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
Eight data sets are selected to test the performance of UALA. Their names and characteristics are given in Table 1 . Instance-level constraints are generated through randomly picking two different instances from the data set and checking their labels. If their labels are identical, a Must-link instance-level constraint associated with these two instances is generated. Otherwise, a Cannot-link instance-level constraint is achieved. The above steps iterate for T rounds and T numbers of instance-level constraints can be produced. To calculate clustering uncertainties of all instances, a population of clustering solutions of each data set are obtained by the random subspaces method [22] . In experiments, we fix the number of clustering solutions M to 100 and each clustering solution is obtained through partitioning data instances in a randomly selected subspace of the original data set by using the K-means clustering algorithm. To demonstrate the usefulness of UALA, the following four algorithms are compared:
• Constrained K-means clustering algorithm (Cop-Kmeans) [3] . • Pairwise constrained K-means clustering algorithm (PCKmeans) [4] .
• Constrained K-means clustering algorithm with clustering uncertainty based assignment order learning algorithm (Cop-Kmeans+UALA).
• Pairwise constrained K-means clustering algorithm with clustering uncertainty based assignment order learning algorithm (Cop-Kmeans+UALA).
The quality of a clustering solution I is evaluated by the Rand Index approach as follows [23]:
where n 11 is the number of pairs of instances which are both in the same group in I and also both in the same group in I (acc) and n 00 denotes the number of pairs of instances which are in different groups in I and also in different groups in I (acc) and I (acc) is the accurate partition of the data set that has been known beforehand for our tested data sets. All experiments are executed for 20 independent runs and their average results are reported. was employed. We has tested UALA on several real data sets with artificial instance-level constraints. Some improvement in clustering accuracy of constrained K-means clustering algorithm was observed. 
