Convergence results for the restricted multiplicative Schwarz (RMS) method, the multiplicative version of the restricted additive Schwarz (RAS) method for the solution of linear systems of the form Ax = b, are provided. An algebraic approach is used to prove convergence results for nonsymmetric M -matrices. Several comparison theorems are also established. These theorems compare the asymptotic rate of convergence with respect to the amount of overlap, the exactness of the subdomain solver, and the number of domains. Moreover, comparison theorems are given between the RMS and RAS methods as well as between the RMS and the classical multiplicative Schwarz method.
Introduction. We consider restricted Schwarz methods for the solution of linear systems of the form
where A is n × n and nonsingular. These methods were introduced by Tai [26] and by Cai and Sarkis [10] for the parallel solution of (1); see also [8, 9] . In [10] , it is shown by numerical examples that the restricted additive Schwarz (RAS) method is an efficient alternative to the classical additive Schwarz preconditioner. RAS preconditioners are widely used and are the default preconditioner in the PETSc software package [1] . In [26] and [10] , the multiplicative variant of the RAS method, the restricted multiplicative Schwarz (RMS) method, is also mentioned; see also [9] . Although restricted Schwarz methods work very well in practice, until recently no theoretical results were available. In [16] , convergence and comparison results for the RAS method were established when the matrix A in (1) is a (possibly nonsymmetric) M -matrix (or more generally an H-matrix). Those results use a new algebraic formulation of Schwarz methods and a connection with the well-known concept of multisplittings [7, 22] ; see [2, 14, 15] .
In this paper, we consider the RMS method. Again using the algebraic approach we are able to establish convergence results for the RMS method applied to M -matrices. Thus, this paper is the counterpart to [16] for the multiplicative case, although we prove some new results on RAS iterations as well. Furthermore, we are able to present a comparison result between the RMS and RAS methods. We show that, as measured in a certain norm, the convergence of the RMS method is never . These results remain true if we allow an inexact (or approximate) solution of the subdomain problems; see section 4. We point out that such a theoretical comparison has only recently become available between the classical additive and multiplicative Schwarz methods [20] .
In section 3, we prove that the asymptotic rate of convergence of the RMS method is no faster than that of the classical multiplicative Schwarz method. The reason why the restricted Schwarz methods are attractive is that the communication time between processors is reduced, usually converging in less overall computational time [10] .
We prove several other comparison theorems. We compare the speed of convergence with respect to the amount of overlap of the domains (section 5), the exactness of the subdomain solver (section 4), and the number of domains (section 6). Some variants of the RMS method are analyzed in section 7. We finish the paper with some comments on coarse grid corrections.
The algebraic representation and notations.
As in [10, 16] we consider p nonoverlapping subspaces W i,0 , i = 1, . . . , p, which are spanned by columns of the identity I over R n and which are then augmented to produce overlap. For a precise definition, let S = {1, . . . , n}, and let
be a partition of S into p disjoint, nonempty subsets. For each of these sets S i,0 we consider a nested sequence of larger sets S i,δ with
so that we again have S = ∪ p i=1 S i,δ for all values of δ, but for δ > 0 the sets S i,δ are not pairwise disjoint; i.e., there is overlap. A common way to obtain the sets S i,δ is to add those indices to S i,0 which correspond to nodes lying at distance δ or less from those nodes corresponding to S i,0 in the (undirected) graph of A. This approach is particularly adequate in discretizations of partial differential equations where the indices correspond to the nodes of the discretization mesh; see [6, 8, 9, 10, 13, 25] .
Let n i,δ = |S i,δ | denote the cardinality of the set S i,δ . For each nested sequence of the form (2) we can find a permutation π i on {1, . . . , n} with the property that for all δ ≥ 0 we have π i (S i,δ ) = {1, . . . , n i,δ }.
We now build matrices R i,δ ∈ R n i,δ ×n whose rows are precisely those rows j of the identity for which j ∈ S i,δ . Formally, such a matrix R i,δ can be expressed as
with I i,δ the identity on R n i,δ . Finally, we define the weighting (or masking) matrices
and the subspaces 
To describe and analyze the classical Schwarz methods, the theory of orthogonal projections plays an important role; see, e.g., [17, Chap. 11] , [25] , and especially [5] . Therefore let
provided that A i,δ is nonsingular. It is not hard to see that this is a projection onto the subspace W i,δ . (In the case of symmetric A, this projection is orthogonal.) The additive Schwarz preconditioner is (6) and the preconditioned matrix is
Similarly, the multiplicative Schwarz preconditioner M
−1
MS,δ is such that
Next we describe the restricted additive and multiplicative Schwarz preconditioners. We introduce "restricted" operators
The image ofR
in the sense that the image of the latter, W i,δ , is restricted to its subspace W i,0 , the space from the nonoverlapping decomposition. In the restricted (additive and multiplicative) Schwarz methods from [8, 10] 
is used; see [16] . Thus, the restricted counterparts to the operators (6) and (7) are
respectively. The iteration matrix of the RAS method is then
For practical parallel implementations, replacing R [10] indicate that the RAS method is faster (in terms of number of iterations and/or CPU time) than the classical one.
For the analysis of preconditioned Krylov subspace methods, the relevant matrices are M AS,δ A, T RAS,δ and T MS,δ , T RMS,δ . These correspond to stationary iterative methods, e.g., of the form
for the RAS case; see, e.g., [18] for another example of such Schwarz iterations. As in [2, 15, 16] , the key to our analysis is a new (algebraic) representation of the restricted Schwarz methods. We construct a set of matrices M i,δ associated with R i,δ as follows: (10) and D ¬i,δ is the diagonal part of the principal submatrix of A "complementary" to A i,δ ; i.e.,
T with I ¬i,δ the identity on R n−n i,δ . Here, we assume that A i,δ and D ¬i,δ are nonsingular. It can be shown (see [16] ) that
and therefore
With these fundamental identities the RAS and RMS methods can be described by the iteration matrices
Moreover, we have
In the rest of this section, we list some basic terminology and some well-known results which we use in the rest of the paper.
The natural partial ordering ≤ between matrices A = (a ij ), B = (b ij ) of the same size is defined componentwise; i.e., 
Our convergence results are formulated in terms of nonnegative splittings according to the following definition.
Definition 2.2. Consider the splitting A = M −N ∈ R n×n with M nonsingular. This splitting is said to be
Note that all the above splittings A = M − N are convergent splittings for M -matrices A; i.e., the spectral radius ρ(M −1 N ) of the iteration matrix M −1 N is less than one. Given an iteration matrix, there is a unique splitting for it, which is stated by the following result; see [3] . 
. For a positive vector w, we denote x w the weighted max norm in R n given by
The resulting operator norm in R n×n is denoted similarly, and for B = (b ij ) ∈ R n×n we have (see, e.g., [24] )
The following lemma follows directly from (12) .
Lemma 2.4. Let T,T be nonnegative matrices. Assume that T w ≤T w for some vector w > 0. Then T w ≤ T w .
Convergence and comparisons of RMS.
In this section, we show that for a monotone matrix A the restricted multiplicative Schwarz iteration is convergent. Moreover, we establish that the spectral radius of the RMS iteration matrix is less than or equal to the spectral radius of the RAS iteration matrix, and it is no smaller than the spectral radius of the classical multiplicative Schwarz method (Theorems 3.5 and 3.8).
We begin by stating a lemma proved in [2] . Lemma 3.1. Let A be monotone, and let a collection of p triples
Then T is nonnegative and, for any vector
Now we formulate one of the main results of this section. It is the counterpart to Theorem 4.4 [16] , where it was shown that the RAS method is convergent, and the iteration matrix (9) induces a weak regular splitting. 
RMS,δ N RMS,δ , and this splitting is weak regular (i.e., weak nonnegative of the first type). The matrix M RMS,δ is given by
The proof we present is almost the same as the proof of the convergence of the classical multiplicative Schwarz method given in [2] . Let E i,0 as in (4) and M i,δ as in (10) . Observe that O ≤ E i,0 ≤ I, i = 1, . . . , p. We have already seen that
Moreover, it is not hard to see that the splittings 
To prove that the splitting is weak regular it suffices to show that
This is proved in the same way as Lemma 3.1; see [2] . Hence, the unique splitting A = M RMS,δ − N RMS,δ is weak regular.
In Example 3.3, we show that the splittings induced by the RAS method and the RMS method are, in general, not nonnegative, i.e., are not weak nonnegative of the second type. This is in contrast with the classical Schwarz methods; see [2] .
Example 3.3. For the RAS method, we have to consider
while for the RMS method
It is not hard to see thatT =
We obtainT In the case of no overlap, the RMS method as well as the classical multiplicative Schwarz method reduce to a block Gauss-Seidel method. Similarly, with no overlap, the RAS and the classical additive Schwarz methods reduce to the block Jacobi method. The classical Stein-Rosenberg theorem (see, e.g., [28] ) says that for M -matrices the Gauss-Seidel method converges faster than the Jacobi method. The next theorem extends this statement to the case of overlap. We are able to compare the RMS method with the RAS method. We point out that only recently a similar result was obtained for the classical Schwarz methods [20] .
We need the following lemma; see [15, 21] . 
Proof. We will use Lemma 3.4. The splittings corresponding to the RAS and RMS methods are weak regular splittings, and, in particular, the matrices M RMS,δ are nonnegative; see (13) . Next we show that
To that end, we write explicitly M −1 RMS,δ using (13) and (11) as follows:
Thus, by computing the product M
−1
RMS,δ can be written as
Note that in each product above all
RAS,δ . Thus, all that remains to be shown is that the remaining part of (14) is a nonnegative matrix. To do so, we first consider matrices of the form
We consider two cases.
Case (a).
i,δ are nonnegative, we obtain (10), we obtain here
Therefore in both cases we obtain
Moreover, in both cases we have with (15) that
Finally, consider the terms of the third sum in (14), i.e., consider
with m ≥ 3. Each of these contains one factor of the form (17) , while the other m − 2 factors are of the form (16) . Since the matrices E j k ,0 are different for different values of k, the entries with value 1 in (16) get multiplied by zeros when performing the product. This implies that in this case every entry in (16) is nonpositive.
We proceed now by induction on the number of factors. If we have an even number of factors, we have (−1) m+1 = −1, but since the factor of the form (17) is nonpositive and each of the other m − 2 factors of the form (16) is also nonpositive, the product is a nonnegative matrix. Similarly, if m is odd (−1) m+1 = 1, but we have an odd number of nonpositive factors of the form (16) and the nonpositive factor of the form (17) . Thus, the product is a nonnegative matrix. Hence in both cases we have
RAS,δ . Hence with Lemma 3.4 we obtain
T RMS,δ w ≤ T RAS,δ w .
Now, if the Perron vector w δ of T RAS,δ satisfies w δ > 0 and Aw δ ≥ 0, we also have T RAS,δ w δ = ρ(T RAS,δ ). Thus ρ(T RMS,δ ) ≤ ρ(T RAS,δ ).
To end this section, we compare the RMS method with its classical version. We need first the following two lemmas. The first one is well known and can be found, e.g., in [4] , while the second is from [2] . 
Moreover, ρ(T MS,δ ) ≤ ρ(T RMS,δ ).
Proof. The proof is similar to that of Theorem 4.7 of [2] . We have already seen that T RMS,δ and T MS,δ are nonnegative matrices. By Theorem 3.5 of [2] the iteration matrix T MS,δ induces a nonnegative splitting of A. Let x ≥ 0, x = 0 be an eigenvector of T MS,δ with eigenvalue ρ(T MS,δ ). We will show that
so that by Lemma 3.6 we get the desired result ρ(
To establish (18) we proceed by induction and show that (7) and (8) . For i = 0, (20) holds by assumption, while relation (19) is true by Lemma 3.7. Assume now that (19) and (20) are both true for some i. To obtain (19) 
Moreover, Ax i ≥ 0 by the induction hypothesis, and thus (19) holds for i + 1. To prove that (20) holds for i + 1, we use (19), the fact E i,0 ≤ E i,δ , and the induction hypothesis to obtain
To establish the inequalities for the weighted max norms, one proceeds in precisely the same manner as before (using w instead of x) to show T RMS,δ w ≥ T MS,δ w. Since both matrices are nonnegative, by Lemma 2.4 we get T MS,δ w ≤ T RMS,δ w .
Inexact local solves.
In the previous section, the subdomain problems were assumed to be solved exactly, and this is represented by the inverses of the matrices A i,δ . In this section, we consider the case were the subdomain problems are solved approximatively or, in other words, inexactly. We represent this fact by using an approximationÃ i,δ of the matrix A i,δ . In practice, one uses, for example, an incomplete factorization of A i,δ ; see, e.g., [19, 27] .
As in [15] , suppose that the inexact solves are such that the splittings
are weak regular splittings (21) for i = 1, . . . , p or that
Note that (22) implies (21) . The incomplete factorizations satisfy (21) [19] .
The restricted multiplicative Schwarz iteration with inexact solves on the subdomains is then given byT
In a way similar to (10), we construct matrices
and thusT
We can now establish our convergence result. (23) is weak regular. SinceÃ i,δ is monotone, it follows from (23) thatM
, which, in view of (21) It is shown in [16] that if (21) holds, the inexact RAS method given bỹ
is also convergent and that this matrix also induces a weak regular splitting. We use these properties to compare the inexact RMS method with the inexact RAS method. 
ρ(T RMS,δ ) ≤ ρ(T RAS,δ ). (26)
Proof. The proof is similar to the proof of Theorem 3.5. With (21) and (23) 
We then proceed as in the proof of Theorem 3.5.
If the Perron vector w δ can be chosen as w, we have T RAS,δ w δ = ρ(T RAS,δ ), so that (25) yields T RMS,δ w δ ≤ ρ(T RAS,δ ), and since the spectral radius is never larger than any induced operator norm we have (26) .
Next we relate the speed of convergence to the exactness of the subdomain solver. 
Let the corresponding iteration matrices be as in (24) . Then, for any positive vector w such that Aw > 0 and any δ ≥ 0, we have
Proof. From the hypothesis, (10), and (23) it follows that
Following the proof of Theorem 3.5, this establishes (27).
The effect of overlap on RMS.
We study in this section the effect of varying the overlap. More precisely, we prove comparison results on the spectral radii and/or on weighted max norms for the corresponding iteration matrices
We start with a result which compares one RMS iterative process, defined through the sets S i,δ , with another one with more overlap defined through sets S i,δ , where
We show that the larger the overlap (δ ≥ δ ) the faster the RMS method converges as measured in certain weighted max norms. 
Next we compare the matrices M −1
RMS,δ and M

−1
RMS,δ . To do so consider (14) in the proof of Theorem 3.5. Since all the parts in the sum are nonnegative, we get (28) . Now, if the Perron vector w δ can be chosen as w, we have T RMS,δ w δ = ρ(T RMS,δ ) so that (28) yields (29) .
As a special case of Theorem 5.1 above we choose δ = 0, i.e., a block GaussSeidel method. In this case, we do not need any additional assumption for comparing the spectral radii. To that end, we use the following comparison theorem due to Woźnicki [29] ; see also [12] .
where one of them is weak nonnegative of the first type (weak regular) and the other is weak nonnegative of the second type. If
Proof. The proof follows immediately from the above results and the fact that the block Gauss-Seidel splitting is a regular splitting.
Varying the number of domains.
In this section, we show how the partitioning of a subdomain into smaller subdomains affects the convergence of the restricted Schwarz method. In the M -matrix case, we show that, for both additive and multiplicative restricted Schwarz methods, the more subdomains the slower the convergence rate.
Formally, consider each block of variables S i,δ partitioned into k i subblocks; i.e., we have We define the matrices A ij ,δ = R ij ,δ AR T ij ,δ , and M ij ,δ corresponding to the set S ij ,δ as in (10) so that
The iteration matrix of the restricted additive Schwarz method with the refined partition is thenT
and the unique induced splitting A =M RAS,δ −N RAS,δ (which is a weak regular splitting) is given byM Proof. The inclusion (30) implies that
Thus, with (31) we have
RAS,δ , which implies the result, using Lemma 3.4. Next we consider the RMS method. The iteration matrix for the RMS method corresponding to the finer partition (more subdomains) is given bỹ
where 
Proof. Since each
This allows us to represent T RMS,δ andT RMS,δ as a product with the same number of factors. We pair each factor i,δ . Therefore we can proceed in exactly the same manner as in the proof of Theorem 3.8 to establish the desired result. [10] introduced restricted Schwarz methods with harmonic extension. In these variants, the projections P i,δ in (5) of the classical Schwarz method are replaced by 0 A, in contrast to the restricted methods where
RMS variants: MSH, RMSH, WRMS, and WMSH. Cai and Sarkis
The additive Schwarz method with harmonic extension (ASH method) can then be described in our notation by the iteration matrix
Similarly, the multiplicative Schwarz method with harmonic extension (MSH method) is defined by
It was observed in [10, Rem. 2.4 ] that the ASH method and the RAS method used as a preconditioner exhibit a similar convergence behavior. In fact, it was shown in [16] that in the case of a symmetric matrix A the two spectra coincide, i.e., σ(M
RAS,δ A).
In the following, we establish similar results for the MSH method. We have, for a general nonsingular matrix A,
Hence the spectrum of the MSH method is the same as the spectrum of a RMS method for A T . So, with the weighted column sum norm · 1,w defined for
we immediately obtain the following result. 
RMS,δ A).
(iii) For any positive vector w such that w T A > 0 and for δ ≥ δ , we have
Moreover, if the Perron vector w
In the same way that we showed that the RMS method is faster than the RAS method (Theorem 3.5), we show that the MSH method is faster than the ASH method. 
every ASH-splitting of A gives rise to a corresponding RAS-splitting of A T [16] . We can then follow the proof of Theorem 3.5 verbatim considering the M -matrix A T . We note that Theorems 7.1 and 7.2 hold if inexact solves on the subdomains are used; see section 4.
Combining the restricted and the harmonic versions we obtain the RASH and RMSH methods of [10] with However, the RASH method is, in general, not convergent as observed in [16] . The same holds for the RMSH method, as the following example illustrates. Proof. Following our analysis in the previous sections, we obtain that T WRMS,δ induces a weak regular splitting of A. SinceẼ i,δ ≤ E i,δ we get (38) using the same techniques as in the proof of Theorem 3.8.
A similar result holds for the weighted MSH method.
Coarse grid corrections.
It has been shown theoretically, and confirmed in practice, that a coarse grid correction improves the performance of the classical Schwarz methods. This coarse grid correction can be applied either additively or multiplicatively; see, e.g., [2, 11, 15, 23, 25] . This corresponds to a two-level scheme, the coarse correction being the second level. In [26] , a coarse grid correction was used in connection with RAS iterations.
The analysis done for the RAS case in [16] applies almost without changes to the RMS methods of this paper, so we omit the details. All we will say is that in all cases where we have shown convergence the coarse grid correction can never degrade, and often improves, the convergence rate.
