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ДИНАМИЧЕСКОЕ РАСПРЕДЕЛЕНИЕ РАБОТ ПО РЕСУРСАМ НЕОДНОРОДНОЙ 
СИСТЕМЕ С ОГРАНИЧЕНИЯМИ РЕАЛЬНОГО ВРЕМЕНИ 
 
В работе предложен алгоритм динамического распределения задач в неоднородной  системе в 
реальном времени. Представлен метод преобразования исходной информации, позволяющая решать 
задачу планирования известными методами. 
 
This paper presents the dynamic tasks scheduling algorithm for heterogeneous systems in real time. The 
method for initial information transformation is proposed which allows solving scheduling problem by known 
methods. 
 
Введение 
 
Планирование в реальном времени харак-
теризуется решением следующей задачи – опре-
делением плана решения совокупности задач с 
заданным временем исполнения и ограните-
ниями по времени выхода задач из системы. 
Система планирования должна обеспечить 
выполнение требований по минимизации сум-
марного времени отклонения реального выхода 
задач из системы (выполнения сроков решения) 
от сходных временных ограничений  при пол-
ном соблюдении порядка следования работ. В 
общем случае эта задача относится к классу NP-
полных [5,6].  
В большинстве случаях разработчики систем 
планирования реального времени используют 
статические алгоритмы и заранее определяют 
максимальный список заданий, допустив наи-
худший случай для получения статической уп-
равляющей таблицы (плана). Этот план фикси-
руется и используется для безусловного испол-
нения в динамическом режиме со слідующими 
допущениями: 
 все временные ограничения остаются неиз-
менными на время выполнения плана; 
 все задачи вкладываются в свое критичес-
кое время. 
В других случаях при помощи приемов ста-
ти-ческого планирования создается статический 
список приоритетов для использования в дина-
мическом режиме во время диспетчеризации 
самих работ. 
Если система реального времени работает 
только в динамическом режиме, то исполь-
зование соглашений статического планирования 
(где все известно априори) недопустимо. В этом 
случае выбирается один из возможных  
алгоритмов составления расписания и тща-
тельно анализируется на применимость его в 
ожидаемом динамическом окружении. Как 
правило, применяются алгоритмы, использу-
ющие планирование по спискам и приорите-
тное обслуживание [1-4]. В данной работе 
предлагается использовать модифицирован-
ный Венгерский алгоритм для решения зада-
чи динамического распределения заявок по 
ресурсам неоднородной GRID системы с ог-
раничениями реального времени, имеющий 
меньшую временную сложность чем извес-
тные. В работе предлагается метод преоб-
разования исходной информации позволи-
вший применить математический аппарат 
поиска максимального паросочетания для 
задачи составления плана распределения за-
дач по ресурсам с ограничениями реального 
времени, выполняемый планировщиком ни-
жнего уровня. 
 
Постановка задачи 
 
Рассмотрим общую постановку задачи в 
реальном времени. 
На вход СРОД поступает множество ра-
бот. Каждая работа характеризуется тремя 
временными параметрами: 
i
вх
T  – время поступления i-ой входной рабо-
ты в ВС 
i
выхT  – время выхода i-ой работы из ВС  
i
рабT – время выполнения i-ой работы в отно-
сительных единицах на вычислительном узле 
GRID, имеющем максимальную производи-
тельность GRID имеет множество 
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ресурсов. Каждый ресурс характеризуется про-
изводительностью Rj. Для каждой i-ой работы 
можно определить время решения i-ой задачи на 
j-ом ресурсе в относительных единицах. 
Для этого определим Rmax как Rmax = 
max{R
1
,..,R
n
}. 
Определим относительную призводитель-
ность каждого вычислительного узла  Rj  по от-
ношению к Rmax. Для этого вычисляем 
 Z
j
=
мах
j
R
R
, j=1..n. 
Имея относительную производительность 
каждого узла, можно определить отношение 
работа-ресурс с учетом времени выполнения 
работы и производительности каждого узла 
GRID системы. 
Для этого сформируем матрицу связности 
(МС), где каждый элемент определяет отно-
сительное время выполнения каждой i-ой рабо-
ты на j-ом ресурсе с учетом его призво-
дительности MC[i,j]= j
i
раб
Z
T
. 
Ввиду того, что 1Zj>0, то относительное 
время выполнения каждой работы на ресурсах 
будет определяться значением MC[i,j]. В связи с 
тем, что задача, выполняемая в реальном време-
ни, должна завершиться до заданного  
i
выхT , то необходимо вычислить t 
i,r из 
выражения:
 
j]MC[i,TT iвх
i
вых
ji,
t  .
 
Так как (
i
вх
i
вых TT  )>0,
 
 а (
i
вх
i
вых TT  )>MC[i,j]>(
i
вх
i
вых TT  ), то  
 t
i, j
может принимать как положительные 
так и отрицательные значения. Положи-
тельные значения  t
i, j
означают, что работа 
i, назначенная на ресурс j, будет завершена 
на время  t
i, j
 до назначенного срока, а 
отрицательные значения означают, что выход 
заявки из системы произойдет позже назна-
ченного срока на время  t
i, j
(рис. 1). 
При вычислении  t
i, j
 следует учитывать, 
что на момент планирования (Тплан) все заяв-
ки имеют одно и то же базовое время начала 
планирования независимо от времени прихо-
да заявок в систему. Кроме этого следует 
учитывать и время работы планидовщика, т.е. 
время планирования . 
Поэтому можно принять план
i
вхT T +. 
 
 
 
 
 
 
 
 
Рис. 1. Исходная матрица 
В соответствии с требованиями режима реа-
льного времени значение t
i j
z
n
,


1
 должно быть 
больше или равно 0. При невозможности полу-
чения варианта распределения с выполнением 
требования по времени выхода для всех заявок 
и при включении в распределение значений с 
 t
i, j
<0 их  сумма  должна  быть минимальной. 
В такой постановке решение задачи назначе-
ния i-ой работы на j-ый ресурс сводится к зада-
че поиска максимального паросочетания в взве-
шенном двудольном графе и решатся Венгерс-
ким алгоритмом или алгоритмом направленно-
го поиска. Следует отметить, что выполнение 
поиска варианта рас пределения выполняется 
для неоднородной вычислительной системы 
(степень неоднородности не ниже 0.7) и поиск 
решения выполняется в разреженной бинарной 
матрице связности. При решении задачи поиска 
максимального паросочетания можно приме-
нить адаптивный алгоритм, временная слож-
ность которого зависит от коэффициента запол-
нения матрицы связности двудольного графа, а 
при коэффициенте заполнения менее 0.7 вре-
 Р Е С У Р С Ы  
  1 2 3 4 5 6 
 1 1 3 -2 -3 4 5 
А 2 -2 0 -5 -6 -4 -2 
Б 3 3 6 1 7 9 1 
О 4 1 -3 -4 -5 -1 -1 
Т 5 -1 4 -4 1 -5 -1 
Ы 6 8 1 2 4 3 2 
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менная сложность не превышает О(n1.5logn) 
[41]. 
Для поставленной задачи требуется модифи-
кАция формирования исходных данных и базо-
вой  (начальной) области поиска. Рассмотрим 
процедуры формирования исходных данных и 
области поиска на примере решения задачи на-
значения для 6-ти задач на 6-ти процессорах. 
После обработки исходных временных ограни-
чений и учета производительности каждого 
процессора получим исходную матрицу 
 t
i, j
(рис. 3.12). Информация в матрице  t
i, j
 учи-
тывает только объем работы и относительное 
время ее выполнения с учетом производитель-
ности вычислительных узлов. Однако неодно-
родность СРОД обуславливает не обходимость 
учета индивидуальных характеристик каждого 
вычислительного узла (наличия достаточной 
оперативной памяти, необходимых данных в 
узле, необходимых программ для выполнения 
задания и т.д.), связанных с возможностью вы-
полнения задания. С учетом этих критериев не-
обходима оценка принципиальной возможнос-
ти выполнения  каждой работы в каждом узле. 
Для этого формируется матрица проверки кон-
фликтности назначений каждой i-ой работы в j-
ый узел: 
Q Ci j x
i j
x
p
,
,


1
 (рис. 2), 
где: C x
i j,  – степень выполнения x  
обязательного требования для назначения i-ой 
заявки на j-ый ресурс; 
На следующем этапе формирования исход-
ной информации необходимо выполнить филь-
трацию элементов матрицы  t
i, j
 в соответствии 
со значениями элементов матрицы Q i j, . В ре-
зультате получаем новую матрицу  t
i, j
, где 
символом ∞ обозначены назначения, которые 
не могут рассматриваться в качестве возмож-
ных (рис. 3). 
Рис. 2 Матрица проверки                               Рис. 3  Матрица  t
i, j
 после фильтрации 
конфликтных  назначений      t
i, j
                                            назначений в матрице  t
i, j
 
 
Для формирования плана распределения за-
дач по процессорам, в соответствии с требова-
ниями Венгерского алгоритма и ограничениям 
накладываемыми нашей постановкой задачи, 
требуется сформировать начальную (исходную) 
зону поиска. Для этого выполним следующие 
действия. Ввиду того, что положительные зна-
чения элементов матрицы   t
i, j
  соответствуют 
назначениям, которые могут быть, безусловно, 
включены в решение, т.к. любое назначение, 
соответствующее координате i, j, не противоре-
чит условиям временных ограничений, то всем 
положительным элементам присваиваем значе-
ния 0, а отрицательным элементам поменяем 
знак на положительный. В результате получаем 
новую матрицу  t
i, j
(рис. 4). Дальнейшие дейс-
твия по формированию исходной области поис-
ка выполняем в точном соответствии с Венгер-
ским алгоритмом. Из каждого элемента столбца 
матрицы  t
i, j
 вычитается наименьший элемент 
этого столбца.  t
i, j
(1)=  t
i, j
(0)- 
i
ji
t )min
, . 
Из каждого элемента строки полученной 
матрицы  t
i, j
 вычитается наименьший элемент 
этой строки.  t
i, j
(2)=  t
i, j
(1)- 
j
ji
t
,min  ; 
 1 2 3 4 5 6   1 2 3 4 5 6 
1 1 1 0 0 1 0  1 1 3     4   
2 1 1 1 0 1 1  2 -2 0 -5   -4 -2 
3 0 1 0 1 1 0  3   6   7 9   
4 0 1 1 1 1 0  4   -3 -4 -5 -1   
5 1 0 0 1 1 1  5 -1     1 -5 -1 
6 1 1 0 1 1 1  6 8 1   4 3 2 
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В результате выполненных действий в каж-
дой строке и каждом столбце имеем нулевой 
элемент (рис. 5). 
 
 1 2 3 4 5 6   1 2 3 4 5 6 
1 0 0     0    1 0 0     0   
2 2 0 5   4 2  2 2 0 2   4 2 
3   0   0 0    3   0   0 0   
4   3 4 5 1    4   2 0 4 0   
5 1     0 5 1  5 1     0 5 1 
6 0 0   0 0 0  6 0 0   0 0 0 
Рис. 4. Промежуточна матрица                             Рис. 5. Исходная матрица поиска 
Для поиска решения из исходной матрицы по-
иска  t
i, j
(2) выделяем нулевые элементы и форми-
руем исходную матрицу для поиска максимального 
паросочетания (ОPR) (рис.6). Как уже упоминалось, 
для получения решения используется один из алго-
ритмов поиска  
максимального паросочетания в невзвешен-
ном двудольном графе. Для него необходи-
мо инвертировать значения элементов мат-
рицы ОPR. Т.е. заменить в ней все 0-е эле-
менты на 1 и наоборот. В результате полу-
чаем матрицу поиска решения PR (рис. 7). 
 1 2 3 4 5 6   1 2 3 4 5 6 
1 0 0     0    1 0 0     0   
2 2 0 5   4 2  2 2 0 2   4 2 
3   0   0 0    3   0   0 0   
4   3 4 5 1    4   2 0 4 0   
5 1     0 5 1  5 1     0 5 1 
6 0 0   0 0 0  6 0 0   0 0 0 
Рис. 6. Матрица области поиска  решения (ОPR)       Рис. 7. Матрица поиска решения (PR) 
Для рассматриваемого примера найдено макси-
мальное паросочетание (рис. 8), которое является 
окончательным планом размещения заявок по 
процессорам, т.к. мощность полученного  
распределения (мощность паросочетания) 
равна размерности решения задачи, т.е. все 
заявки распределены. 
 1 2 3 4 5 6 
1 1 1 0 0 1 1 
2 0 1 0 0 0 0 
3 0 1 0 1 1 0 
4 0 0 1 0 1 0 
5 0 0 0 1 0 0 
6 1 1 0 1 1 1 
Рис. 8. План распределения 
В том случае, если совершенное паросочета-
ние не получено (мощность полученного паро-
сочетания на равна размерности матрицы PR), 
необходимо выполнить действия для получения 
новой области поиска.  
Дальнейшие действия определены процеду-
рами Венгерского алгоритма, в результате вы-
полнения которых определяются элементы 
 t
i, j
, которые могут быть дополнительно 
включены в зону поиска. 
Рассмотрим пример, иллюстрирующий фор-
мирование новой зоны поиска.  
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В качестве исходной примем матрицу, пред-
ставленную на рис. 9. Поиск максимального 
паросочетания по отмеченным ―0‖ не дал реше-
ния. 
 Y1 Y2 Y3 Y4 Y5 Y6 
X1 3 0   2 0 2 
X2 5 2 8 0   4 
X3 2   0 3 4 3 
X4 8 0 7   3 1 
X5 0 1 0   0 0 
X6     1 3 0 6 
Рис. 9. 
 
Для данного примера имеем предварительное 
распределение, отмеченное выделенными нулями. 
Для дальнейшего поиска решения определяется 
минимальная опора. (Минимальная опора – мини-
мальное множество линий, содержащих все ―0‖ 
матрицы). Для этого действуем последовательно: 
Отметим в каждой строке, в которой есть реше-
ние все нули; 
Помечаем знаком ―+‖ каждую строку, не 
содержащую отмеченных нулей. 
Помечаем знаком ―+‖ каждый столбец, содер-
жащий отмеченные нули, какой-либо их помечен-
ных ―+‖ строк. 
Помечаем знаком ―+‖ каждую строку, 
содержащую отмеченный нуль в каком-
нибудь столбце, помеченном ―+‖. 
Действия повторяются до тех пор, пока 
возможно помечать ―+‖ новые строки и 
столбцы. 
Выделим минимальную опору. Для этого 
отметим все непомеченные ―+‖ строки (в 
примере Х2, Х3, Х5) и все помеченные ―+‖ 
столбцы  (в примере Y2, Y5). В результате 
получаем помеченную матрицу (рис. 9). 
 
 
 
 
 
 
 
 
 
 
Рис. 10. Выделенная минимальная опора 
Затем формируется новая зона поиска. Для этого 
рассматривается подматрица, образованная племен-
тами, через которую не проходят отмеченные на 
рис. 9 линии, и возьмем наименьший элемент этой 
подматрицы. Вычтем это число из элементов всех 
тех столбцов, через которые не проходят отме-
ченные линии, и затем прибавим его к элементам 
всех тех строк, через которые пунктирные линии 
проходят. В данном примере единица вычитается из  
элементов столбцов Y1, Y3, Y4, Y5 и приба-
вляется затем к єлементам строк Х2, Х3, Х5. 
В результате выполненных действий изме-
няется количество 0, определяющих зону 
поиска решения, и ищется максимальное 
паросочетание. Вышеописанные действия 
повторяются до тех пор, пока не будет по-
лучено максимальное паросочетание.  
Результат этих действий показан на  
рис. 10. 
 
  Y1 Y2 Y3 Y4 Y5 Y6 
X1 2 0   1 0 1 
X2 5 3 8 0   4 
X3 2   0 3 5 3 
X4 7 0 6   3 0 
X5 0 2 0   1 0 
X6     0 3 0 5 
Рис. 11. Окончательное решение 
 Y1 Y2 Y3 Y4 Y5 Y6  
X1 3 0   2 0 2 + 
X2 5 2 8 0   4  
X3 2   0 3 4 3  
X4 8 0 7   3 1 + 
X5 0 1 0   0 0  
X6     1 3 0 6 + 
  +   +   
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Заключение 
 
Предложенный в статье метод преобразования 
исходной информации позволил привести решение 
задачи распределения заявок по вычислительным 
ресурсам к решению классической задачи комина-
торной математики – поиска максимального паро-
сочетания во взвешенном двудольном графе. А 
использование метода и алгоритма адап- 
 
тивного планирования [7] позволяет зна-
чительно уменьшить временную сложность 
классического ‗венгерского алгоритма‘, ис-
пользуемого для поиска максимального па-
роосочетания во взвешенном дудольном 
графе.  
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