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Introduction
In this paper, we construct an A ∞ -structure of the Fukaya category explicitly for any flat symplectic two-torus. For the objects of the Fukaya category, we consider pairs of affine Lagrangian submanifolds and U(1) local systems on them. On a sequence of objects where adjacent Lagrangians intersect transversally, the A ∞ -product is defined explicitly in [21, 17] . It is defined by counting polygons surrounded by those Lagrangians following the original definition in [3] with a modification by [14] . Such transversal A ∞ -products are discussed also for flat symplectic higher dimensional tori [4] . The purpose of this paper is to present the whole A ∞ -products explicitly including non-transversal A ∞ -products. Our strategy is to derive the A ∞ -structure by applying homological perturbation theory to the DG category of holomorphic vector bundles on the mirror dual complex tori. Thus, our result at the same time implies homological mirror symmetry [14] of two-tori. This strategy is based on the idea in [15] on homological mirror symmetry for torus fibrations or a more explicit formulation in [12, 10] which are closer to our construction. On the other hand, in [9] we give an explicit A ∞ -structure on the Fukaya category of lines in R 2 by a similar strategy. As mentioned in [9] , since R 2 is the Z 2 covering space of a torus, an explicit A ∞ -structure on a flat symplectic torus is obtained from the one on R 2 in [9] by a few modifications. In this paper, we present the result explicitly and mention later how to obtain the result from the one in [9] . An interesting point is that the structure constants of the non-transversal A ∞ -products are obtained as derivatives of those of transversal A ∞ -products (Lemma 3.2 (iii)).
The existence of this explicit A ∞ -structure is already announced in [8] . A full subcategory of such a Fukaya A ∞ -category consisting of finitely many objects is presented in [12] . We had planed to present the full result as we cited [38] in the reference [8] , but have postponed it for a while. Now, we again feel that it is worth presenting the explicit form. Though the result is quite complicated, it is useful since the A ∞ -structure is minimal. For instance, it can be applied to visualizing an isomorphism between a Lagrangian surgery of two intersecting Lagrangians and the cone (extension) of a morphism associated to the intersecting point(s) of the given Lagrangians. Via the homological mirror symmetry, it turns out that the cone of the morphism between two holomorphic vector bundles associated to given two Lagrangians are isomorphic to the holomorphic vector bundle associated to a Lagrangian surgery of the given Lagrangians. Such a cone is recently discussed in [13, 2] . In particular, in [13] , the isomorphism is constructed explicitly for two holomorphic vector bundles E 1 , E 2 such that dimExt(E 1 , E 2 ) = 1. There, quite complicated calculations show that it actually forms an isomorphism. However, since our Fukaya A ∞ -category is minimal, we can easily construct such an isomorphism as we demonstrate it in subsection 6.2.
The relation of cones and Lagrangian surgeries as above leads to show the homological mirror symmetry of two tori. In [1] , it is shown as an equivalence of split-closed triangulated categories. Our result instead turns to show the homological mirror symmetry at the level of A ∞ -enhancements of such triangulated categories. This paper is organized as follows. In section 2, we recall cyclicity in an A ∞ -category and the construction of triangulated category from a unital A ∞ -category in order to fix our conventions. In section 3, we present explicitly the minimal cyclic A ∞ -structure for the Fukaya category of a torus. It is constructed so that it is A ∞ -quasi-isomorphic to the DG category of the holomorphic vector bundles, i.e., the homological mirror symmetry holds. In section 4, we explain the outline of this construction, which consists of a few modification of the construction of the Fukaya A ∞ -structure for symplectic planes [9] . In section 5, we regard the structure constants of the A ∞ -products as generalizations of theta functions and discuss a few properties they have. Finally, in section 6, we discuss a few examples of these structure constants. In subsection 6.1, we calculate the structure constants of all transversal products m 2 . In subsection 6.2, we calculate certain non-transversal triple products which are related to an exact triangle in Tr(C). This corresponds to the mirror dual of the exact triangle discussed in [13] .
Throughout this paper, we denote √ −1 =: i.
Cyclic A ∞ -categories
In order to fix the conventions including the signs, in subsection 2.1 we recall cyclic A ∞ -categories and related notions. For details, see for instance [8] . Later we construct explicitly the Fukaya category on a two-torus as a (minimal) cyclic A ∞ -category.
We also include in subsection 2.2 a quick review of constructing a triangulated category Tr(C) from a strictly unital A ∞ -category C proposed by [14] . We employ these terminologies only in subsection 5.4 and 6.2, so the reader can skip this subsection once.
In this section, any vector space is that over a fixed field K. Later we employ the tools recalled in this section with K = C.
2.1.
A ∞ -categories and cyclicity. An A ∞ -category is a natural extension of an A ∞ -algebra introduced by J. Stasheff [22, 23] . Definition 2.1 (A ∞ -category [3] ). An A ∞ -category C consists of a set of objects Ob(C), a graded vector space C(a, b) = ⊕ r∈Z C r (a, b) for each objects a, b ∈ Ob(C) and a collection of multilinear maps
for homogeneous elements w i(i+1) ∈ C(a i , a i+1 ), where ⋆ = (j + 1)(l + 1) + l(|w 12 | + · · · + |w j(j+1) |).
Definition 2.2 (Strict units). For an
, and
for k = 1 and k = 3, 4, 5, . . . .
Definition 2.3 (Cyclic A ∞ -category).
For an A ∞ -category C, a cyclic structure η of degree |η| is a nondegenerate graded symmetric bilinear map
for each n ≥ 1. Then, (C, η), ot simply C, is called a cyclic A ∞ -category of degree |η|.
Remark 2.4. The sign of the cyclicity relation above is presented for instance in [17] .
The suspension s(C) of an A ∞ -category C is defined by the shift
for any a, b ∈ Ob(C) = Ob(s(C)). Here, as a Z-graded vector space, we mean (s(C)) r (a, b) = C r+1 (a, b). We denote the induced A ∞ -structure in s(C) by {m n } n≥1 . Explicitly,m n is defined bȳ m n (s(w 12 ), . . . , s(w n(n+1) )) = (−1) ⋆ s ·m n (w 12 , . . . , w n(n+1) ),
where the degree |m n | becomes one for all n ≥ 1. Let us denote s(w i(i+1) ) =:w i(i+1) ∈ s(C)(a i , a i+1 ). Then, the A ∞ -relations (5) turn out to be
where
) of objects with degree preserving multilinear mapsf
) induces an isomorphism between the cohomologies for any a, b ∈ Ob(s(C)), we call the A ∞ -functor an A ∞ -quasi-isomorphism functor. In particular, it is an A ∞ -isomorphism functor iff 1 is itself an isomorphism.
For a cyclic A ∞ -category (C, η), after the suspension s : C → s(C), the inner product s(η) =: ω in s(C) is given by ω = η(s −1 , s −1 ), or more explicitly,
where the cyclicity condition (2) turns out to be [6] ω(m n (w 12 , . . . ,w n(n+1) ),
for homogeneous elementsw i(i+1) ∈ s(C)(a i , a i+1 ), i = 1, . . . , n + 1 (with the identification i + (n + 1) = i).
Definition 2.7 (Cyclic A ∞ -functor). For two cyclic A ∞ -categories C and C ′ with the inner products η and η ′ , respectively, we call an A ∞ -functorf :
and, for fixed n ≥ 3,
holds, where ω = s(η) and ω ′ = s(η ′ ).
2.2.
Triangulated A ∞ -category Tw (C). In this subsection, we briefly recall the construction of triangulated category Tr (C) from a given strictly unital A ∞ -category C proposed in [14] . This triangulated category Tr(C) is obtained as the zero-th cohomology category of the A ∞ -category Tw (C) of one-sided twisted complexes in C. We first extend C to the additive A ∞ -categoryC generated by C. An object a ∈C is a formal finite direct sum of formally shifted objects
The A ∞ -structure {m n } is extended to the one {m n } inC. There exists a few natural choices of {m n } which differ in signs. In this paper, we set
for w ij ∈ C(a i , a j ), and w ′ implies the morphism corresponding to w after the shifts a i → a i [r i ] by r i ∈ Z. Thism n ism (2) n in [11] . This is because we compare C with a DG category in discussing the homological mirror symmetry. The resultC is again a strictly unital A ∞ -category. The corresponding A ∞ -products in s(C) are also denoted by the same symbol m n .
A twisted complex (a, w) inC is an object
inC with an element w ∈s(C) 0 (a, a) satisfying the A ∞ -Maurer-Cartan equatioñ
is upper triangular and in addition that the diagonal entries are trivial. We denote by Tw (C) the category consisting of one-sided twisted complexes in C, where the spaces of morphisms are defined by Tw (C)((a, w a ), (b,
The zero-th cohomology of this A ∞ -category Tw (C) then forms a triangulated category [14] , which we denote by H 0 (Tw (C)) := Tr(C). The shift functor T : Tr (C) → Tr(C) is induced naturally from the additive automorphism T :C →C such that T (a) = a [1] . See [11] . Exact triangles in Tr(C) are defined as sequences which are isomorphic to
given by the mapping cones
) of degree zero, where w ′ is the induced degree zero morphism in sTw (C)((c, w c ), (a, w a )). For more details, see [11] and references therein.
When C is a strictly unital cyclic A ∞ -category, by direct calculations we can check the followings: Proposition 2.8. For a strictly unital cyclic A ∞ -category (C, η) of degree |η|, we set
for any w ab and w ba , where w ′ * * is the morphism corresponding to w * * after the shifts
Then, this extends to a cyclic structure inC.
Then, by the construction of Tw (C), it is clear that:
Hence, thisη induces the perfect pairings of the Serre duality in the zero-th cohomology H 0 (Tw (C)) = Tr(C).
Fukaya A ∞ category of a two-torus
In this section, we construct the Fukaya category C of a two-torus T 2 explicitly as a strictly unital minimal A ∞ -category. As the objects, we treat Lagrangians consisting of geodesic cycles in T 2 since any nongeodesic cycle turns out be isomorphic to a geodesic one in C. We define these objects in subsection 3.1. The space of morphisms are also easy to define, which is done in subsection 3.2. What is complicated is the A ∞ -structure. We spend a few subsections to preparation, and then define the A ∞ -structure in subsection 3.6.
3.1. The objects. Let us consider a two-torus T 2 whose covering space isT 2 = R 2 with coordinates (x, y) ∈ R 2 . We have π xy T 2 = T 2 , π xy := π x π y = π y π x , where π x and π y are the projections associated with the identifications x ∼ x + 1 and y ∼ y + 1, respectively.
We fix a flat complexified symplectic structure on T 2 and denote it by
with a complex number ρ whose imaginary part is positive. Note that the standard symplectic structure corresponds to the case ρ = i. Let p and q be relatively prime integers such that q ≥ 0, where
with a number β ∈ R. Then, π
is a copy of lines qy = px + α + c, c ∈ Z. Each of the lines is described as
with a fixed point (
xy π xy (L), and β is regarded as a flat connection ∂ ∂l − 2πiβ dl of a line bundle over the geodesic cycle. Here, note that the parameter l is chosen so that the length of the geodesic cycle is one. We denote by Lag the set of all objects as above. Namely, an object a ∈ Ob(C) = Lag is a quadruple a = (q a , p a , α a , β a ), where (q a , p a ) are relatively prime integers and α a , β a ∈ R. Thus, an object a is associated with a geodesic cycle π xy (L a ) and a flat connection on a line bundle over π xy (L a ) determined by β a . Since T 2 is two-dimensional, any such (geodesic) cycle forms a Lagrangian. For each object a = (p a , q a , α a , β a ) ∈ Lag, we assign a number
For given two objects a, b ∈ Lag, one has π
xy π xy (L b ) if and only if φ a = φ b and α b − α a ∈ Z. We say a is isomorphic to b and denote it by a ≃ b if and only if
3.2. The morphisms. Hereafter, for any a, b ∈ Lag, we often denote the space of morphisms by
which is set to be the following Z-graded vector space over C of degree zero and one only. If φ a = φ b , the corresponding geodesic cycles are transversal to each other, and then V ab is by definition generated by the bases which are identified with the intersection points of (L a , L b ) in T 2 . We denote p ab := q a p b − p a q b . We see that there exists |p ab | intersection points of π xy (L a ) and π xy (L b ). We label these intersection points by v j ab , j ∈ Z/p ab Z, and denote the corresponding base of V ab by the same symbol v j ab . Their degrees are defined as |v
In case φ a = φ b , the corresponding geodesic cycles are not transversal to each other.
According to this, we set V
Let us define a degree minus one nondegenerate symmetric inner product η :
if |v ab | + |v ba | = 1 and zero otherwise. Then, for any base v ab ∈ V ab , the pairing η defines a dual base which we denote by (v ab ) * ∈ V 1−|v ab | ba . This η turns out to define a cyclic structure of degree one in the A ∞ -category C which we will define in subsection 3.6.
3.3. Clockwise convex (CC-) polygons. In order to define the A ∞ -structure in C, we introduce the notions of CC-collections, CC-sequences, CC-polygons and so on. Let a := (a 1 , . . . , a n+1 ), a 1 , . . . , a n+1 ∈ Lag, be a collection of objects such that φ a i < φ a i+1 for two of i = 1, . . . , n + 1 and φ a i > φ a i+1 for other i, where we identify a j+(n+1) with a j . We call such a collection a a CC-collection. We also call the isomorphism classes [a] := ([a 1 ] , . . . , [a n+1 ]) also a CC-collection. Note that the corresponding base v a i a i+1 is of degree zero (resp. one) when φ a i < φ a i+1 (resp. φ a i > φ a i+1 ).
Given a CC collection a, consider a sequence
. We call such v a CC-sequence. We set the degrees by |v a i a i+1 | = 0 if φ a i < φ a i+1 and |v a i a i+1 | = 1 if φ a i > φ a i+1 . These are exactly the degrees of the bases of morphisms corresponding to the points v * * .
For a given CC-sequence v, let CC ′ ( v) be a subset of
xy (v a n+1 a 1 ))} consisting of all elementsṽ satisfying the followings:
• for each i = 1, . . . , n + 1, ifṽ a i−1 a i =ṽ a i a i+1 , then the geodesic interval betweeñ
, where we fixed an inclusion of the fundamental domain of T 2 to the covering space R 2 and denoted the image of v a n+1 a 1 also by v a n+1 a 1 itself.
We call any elementṽ ∈ CC ′ ( v) a CC-semi-polygon in the covering space R 2 . Let us expressṽ ∈ CC ′ ( v) as the form
where {v 1 , . . . , v n }, n ∈ Z >0 , are points in R 2 such that v i = v i+1 for i = 1, . . . , n − 1. In this expression, we callṽ a CC-point if n = 1, a CC-line if n = 2 or n = 3 and v 1 = v 3 , and a CC-polygon otherwise. 1 We denote by CC( v) ⊂ CC ′ ( v) the subset consisting of a CC-point and CC-polygons. For generic v, there does not exist any CC-line and in this case
The sign σ(ṽ) of a CC semi-polygonṽ is then defined by
ifṽ is a CC-line or a CC-polygon (see Figure 1) . For a CC-pointṽ, we set σ(ṽ) = +1. We define the multiplicity d i of v i , i = 1, . . . , n, as follows.
• Ifṽ forms a CC-line or a CC-polygon, then, the multiplicity of (v i ) ⊗1+d i is d i for v i of degree zero and the multiplicity of (v i ) ⊗d i is d i for v i of degree one. Note that, whenṽ forms a line, then, n = 2 and both v 1 and v 2 are degree one. We attach to v i a number
• Ifṽ forms a point, then n = 1 and we set the multiplicity of (v 1 ) ⊗2+d i as d 1 and then
For any elementṽ ∈ CC ′ ( v) in this description, we set V (ṽ) := D 1 · · · D n and denote by Area(ṽ) the area of the CC-semi-polygon. The symplectic area is then −iρ · Area(ṽ). Note that Area(ṽ) = 0 ifṽ forms a CC-point or a CC-line. Constants F ( v, β) and F ( v, B) . In this subsection, we define constants F ( v, β) and their generalizations F ( v; B). These will appear as the structure constants, i.e., the coefficients of the A ∞ -products in the Fukaya A ∞ -category C of a two-torus. v a 1 a 2 , . . . , v ana n+1 , v a n+1 a 1 ) and  β := (β a 1 , . . . , β a n+1 ) ∈ R n+1 , define
3.4.
where, ∆ i l(ṽ) ∈ R is determined by
and consider a collection a
i , λ i = 0, . . . , b i , of objects which are isomorphic to a i for each i = 1, . . . , n + 1. Denote a
).
Given an elementṽ = (ṽ a 1 a 2 , . . . ,ṽ ana n+1 , v a n+1 a 1 ) ∈ CC( v) with v a CC-sequence of a, define exp (2πi B i (ṽ)), where i = 1, . . . , n + 1, by
Here the integral (l(ṽa
By direct calculations, one obtains the followings. (ii) For generic B, one has
where σ(i) = −1 if k ≤ i ≤ l with two elements v a k−1 a k and v a l a l+1 of degree zero and
3.5. The structure constants F . We will see in subsection 3.6 that the generalizations F ( v; B) will be the structure constants of generic A ∞ -products in C. Recall that they are associated with CC-polygons. However, an A ∞ -product may sometimes has contributions from CC-lines. In this subsection, we introduce such a correction R( v; B) so that the sum F ( v; B) + R( v; B) will be the structure constants of any A ∞ -products in C.
For a given CC-sequence v, let L( v; a i , a j ), 2 ≤ i < j ≤ n + 1, be the set of all CC-linesṽ ∈ CC ′ ( v)\CC( v) such that
The set L( v; a i , a j ) can be nonempty only if a i ≃ a j . Let us prepare the following functions Then, we set
In the right hand side,ṽ are those belonging to L( v; a i , a j ). We see that the result does not depend on the choice of such anṽ. The sum
will be the structure constants of the A ∞ -products in C.
3.6. The Fukaya A ∞ -category of a two-torus.
Definition 3.3 (Fukaya A ∞ -category C of a a flat symplectic two-torus). The set of objects is Ob(C) := Lag (Subsection 3.1). For any a, b ∈ Lag, the space C(a, b) =: V ab of morphisms is a graded vector space over C of degree zero and one as already defined in subsection 3.2.
In particular, if φ a = φ b , the space V ab is generated by the basis {v j ab } j∈Z/p ab Z associated to the intersection points of π xy (L a , L b ) in T 2 . The degree minus one nondegenerate symmetric inner product η : V ab ⊗ V ba → C is also already defined. Recall that, for a morphism v ab ∈ V ab , the dual base (v ab ) * ∈ V ba satisfies η(v ab , (v ab ) * ) = 1. Now, we define a minimal cyclic A ∞ -structure in C. For any n ≥ 2 and a 1 , . . . , a n+1 ∈ Ob(C), we define a collection {ϕ n+1 } n≥2 of multilinear maps
of degree 1 − n which are cyclic, i.e., which satisfy ϕ n+1 (w a 1 a 2 , . . . , w ana n+1 , w a n+1 a 1 ) = (−1) ⋆ ϕ n+1 (w a n+1 a 1 , w a 1 a 2 , . . . , w ana n+1 )
for homogeneous elements w a i a i+1 ∈ V a i a i+1 , i = 1, . . . , n. Here, that the degree is 1 − n implies that |w a 1 a 2 | + · · · + |w ana n+1 | + |w a n+1 a 1 | = n − 1.
First, if a i ≃ a i+1 and |w a i a i+1 | = 0 for some i ∈ {1, . . . , n}, then we set ϕ n+1 (w a 1 a 2 , . . . , w ana n+1 , w a n+1 a 1 ) = 0
2 The treatment of the value r d (Z) seems incorrect in [12] .
for n ≥ 3. For n = 2, for any a, a ′ , b ∈ Ob(C) such that a ≃ a ′ , define a cyclic tri-linear map ϕ 3 :
if and only if φ a = φ b and v ba ′ = v ab or a ≃ b and |v ab | + |v ba | = 1, and zero otherwise. This determines all the cyclic tri-linear maps ϕ 3 :
and |w a i a i+1 | = 0 for some i ∈ {1, . . . , n}. Next, for n ≥ 2 and a given (b 1 , . . . , b n+1 ) ∈ (Z ≥0 ) ⊗(n+1) , consider a collection of isomorphic objects a
Assume φ a i = φ a i+1 for i = 1, . . . , n, and we set a cyclic map
]} is a CC-collection, and zero otherwise, where F ( v, B) is the structure constant given in (16) . One sees that the definition (18) is at least compatible with the cyclicity. We extend this ϕ n+1+b so that it will be cyclic.
The above data determine the collection {ϕ n+1 } n≥2 of all cyclic multilinear maps of degree 1 − n. Define multilinear maps m n , n ≥ 1, of degree 2 − n by m 1 = 0 and m n (w a 1 a 2 , . . . , w ana n+1 ) :=
for n ≥ 2 and w a i a i+1 ∈ V a i a i+1 , i = 1, . . . , n.
The proof is obtained by showing homological mirror symmetry for (non)commutative two-tori. We explain this in section 4.
Remark 3.5. The equation (17) indicates that v aa ′ ∈ V 0 aa ′ for a ≃ a ′ gives isomorphisms
by m 2 (v aa ′ , * ) and m 2 ( * , v aa ′ ), respectively. In particular, for any a ∈ Lag, v aa ∈ V 0 aa is the unit in this A ∞ -category.
3.7.
An explicit basis of the space of morphisms. As mentioned in subsection 3.2, in this subsection, we give a natural way of attaching v j ab , j ∈ Z/p ab Z for given two objects a and b. The reader can skip this subsection, but we employ this description fully later in subsection 6.1.
For a = (q a , p a , α a , β a ), we first attach integers r a and s a so that
is an SL(2; Z) element. Similarly, we attach an SL(2; Z) matrix (
where recall that |p ab | = dimV ab if p ab = 0 (subsection 3.2). Then, we define v j ab as the projection of the intersection point of
includes r a and s a , we see that different choices of (r a , s a ) correspond to permutations of {j = 0, 1, · · · , |p ab | − 1}.
For later convenience, we mention that the defining equation for L ′ b is rewritten for instance as
We also note that, if we define v 3.8. Fukaya A ∞ -categories for noncommutative two-tori. As is discussed in [5] , the mirror dual of the category of holomorphic vector bundles over a noncommutative complex torus turns out to be the Fukaya category on the mirror dual symplectic torus equipped with a Kronecker foliation structure, where the noncommutative parameter θ corresponds to the slope of the foliations. In this subsection, we briefly mention what we should modified from C in the previous subsection in order to obtain the Fukaya category C θ depending on θ. See also [8, Section 5] , where it is explained more explicitly. Geometrically, we may regard the commutative case C = C θ=0 as the one which has the foliation structure defined by x = const. For general θ, we define C θ so that it is associated with the foliation structure given by x + θy = const. In particular, we treat the line defined by x + θy = 0 as if it is the y-axis. We denote by x θ := x + θy the resulting x-coordinate. Then, we first replace φ a in subsection 3.2 by
. Next, in the definition of the sign σ(ṽ) in (12), x is replaced by x θ . These are the all changes we need, and we obtain C θ . For instance, the effect of the holonomy β a i (ṽ) in Definition 3.1 does not depend on θ; the effects of the modification of β a i and that of ∆ i l(ṽ) by θ cancel with each other, so we may not care about them.
The result C θ again forms a minimal cyclic A ∞ -algebra. Actually, it does not depend on θ so much in the sense thatC θ is naturally linear A ∞ -isomorphic toC θ ′ for any θ and θ ′ . We explain this fact in subsection 5.5.
The homological mirror symmetry
The construction of the explicit A ∞ -structure in the Fukaya category of a two-torus in Theorem 3.4 is due to applying the homological perturbation theory (HPT) to a DG category of holomorphic vector bundles on the mirror dual complex torus. The most technical part of this construction is already done in [9] . In this subsection, we briefly explain this with assuming various arguments in references cited below.
For a fixed θ, we start with the cyclic DG category C DG,θ of indecomposable finitely generated projective right modules over a noncommutative two torus A θ equipped with constant curvature connections as in [8, Section 5.2] . Each object a ∈ C DG,θ is in one-to-one correspondence with the data (q a , p a , α a , β a ) . In particular, C DG,θ=0 corresponds to the DG category DGŤ2 of holomorphic vector bundles discussed in [13] . Actually, q a and p a are the rank and the first Chern class, respectively, of the corresponding holomorphic vector bundle in DGŤ2. The correspondence of morphisms between these two DG categories can be obtained by Fourier expanding the spaces of morphisms in DGŤ2. However, for θ = 0, we can not include a such that q a = 0. So, we choose an irrational θ, and show This use of θ is auxiliary sinceC DG,θ is independent of θ. See also subsection 5.5.
We would like to apply the homological perturbation theory (HPT) to C DG,θ to obtain the corresponding Fukaya category. However, since the Fukaya category C which we should obtain corresponds to a particular limit ǫ → 0 of A ∞ -categories obtained by the HPT, we can not obtain C θ in such a direct way. See Introduction of [9] or [10, Subsection 4.E]. Thus, we need to replace C DG,θ with a DG quasi-isomorphic DG category C ′ DG,θ which includes delta function one-forms and step functions as morphisms.
This replacement is an analogue of the replacement of C DR (F) with C ′ DR (F) we did in [9] , but we further need to modify a little more as we explain below.
First, it is easy to derive the F ( v, B) part of the structure constants. We call the corresponding A ∞ -products transversal products. Namely, an A ∞ -product
in C θ is transversal if and only if a i ≃ a i+1 (i ∈ Z/nZ) and L( v; a i , a j ) = ∅ for any 1 ≤ i < j ≤ n + 1. Thus, m n is always a transversal product if a i ≃ a j for any 1 ≤ i < j ≤ n + 1. In order to derive these transversal products, we do not need any non-transversal morphism. Thus, we may set C ′ DG,θ just as an analog of C ′ DR (F) and apply the HPT to C ′ DG,θ . Any transversal product is then obtained as a sum of transversal products of the Fukaya category of R 2 discussed in [9] , where the sum runs over CC-polygonsṽ associated to a CC-sequence v.
In order to derive the full A ∞ -products, we need to include the spaces of nontransversal morphisms and construct their Hodge decompositions. First, the space C ′ DG,θ (a, a) should include 1 * a . We treat this as 1 * a := 1 0 dx(dϑ x ), where dϑ x is the delta function one forms concentrated on x + Z which is similar to the dϑ x ∈ C ′ DR (F)(a, a) in [9] but is now periodic. Then, we can derive the F ( v, B) parts of the structure constants F ( v, B) . Actually, they are obtained by integrating results for the Fukaya category of R 2 in [9] over x ∈ [0, 1] and summing over the corresponding CC-polygons.
We further need the following extension to the strategy in [9] which is slightly complicated. Since the DG category C ′ DG,θ should be closed with respect to the composition, the space C ) ) and b) ) should be both one-dimensional. Correspondingly, the homotopy operator h ab should be slightly modified. Then, it turns out that h ab (dϑ c ) = r 1 (x − c), where r 1 is the function defined in (15) . Higher terms are derived, for instance for a = b, as (b, b) . We see that these r d create the terms R d ( v; a i , a j ) of the structure constants. We construct the DG category C ′ DG,θ and the Hodge decomposition in this way. Though the obtained A ∞ -products in C θ are expressed by infinite sums, the HPT guarantees that they are well defined. Furthermore, the DG category C ′ DG,θ has a natural cyclic structure, and the Hodge decomposition above preserves the cyclicity in the sense in [7, Lemma 5.23] . It is easier to see that it preserves the strict units. Thus, we can conclude that what we constructed above are a strictly unital cyclic A ∞ -category C θ and a strictly unital cyclic A ∞ -quasi-isomorphism
Symmetries of the functions F
Recall that, for a CC-sequence
Thus, v is determined by φ := {φ a 1 , . . . , φ a n+1 }, J := {j a 1 a 2 , . . . , j ana n+1 , j a n+1 a 1 }, and α a 1 , . . . , α n+1 . In this sense, F ( v; β) is regarded as a function, determined by φ and J, in variables (α, β) := (α a 1 , . . . , α a n+1 ; β a 1 , . . . , β a n+1 ).
For a general θ = 0, the only change is to replace φ by φ θ := {φ
}. In this sense, let us denote F ( v; β) =: F J φ θ (α, β). These functions are itself interesting objects. Actually, for n = 2, they define theta functions [21] . We construct these explicitly in subsection 6.1. The case n = 3, they are related to Jacobi's indefinite theta functions, see [16] . The A ∞ -relations then correspond to various identities between these generalized theta functions. A particular class of A ∞ -products and their properties are discussed in [18, 19] . As we see in Lemma 3.2, the generalizations5.1. Translation invariance. The Fukaya category C θ is invariant under the translation5.4. SL(2, Z) invariance. For an element g ∈ SL(2, Z), we consider the automorphism g :
This preserves the constant symplectic form on T 2 . For each object a = (q a , p a , α a , β a ), we obtain the pullback g * (a). Also, for θ, we obtain g * (θ). They are given explicitly by
and g * (a) = (g * (q a ), g * (p a ), α a , β a ). This further induces a linear A ∞ -automorphism C θ → C g * (θ) , where the structure constants of the A ∞ -structure are kept unchanged. Thus, by denoting g * (φ θ ) the corresponding change of φ θ , one has 
. This fact corresponds to the mirror dual statement of what is discussed in [20] .
Thus, we denoteC θ =:C. InC, we can define a CC-collection of indecomposable objects (a 1 [r 1 ] , . . . , a n+1 [r n+1 ]) which satisfies
for all i ∈ {1, . . . , n + 1} with some t ∈ R. Then, we can define the corresponding functions F J φ with φ = (φ 1 , . . . , φ n+1 ) so that these satisfy F
. . , φ a n+1 + rπ). Namely, we can drop θ in φ θ even if we start with C θ with some fixed θ. Note that the sign (−1) nr comes from
for w ij ∈C(a i , a j ) and w
, which is obtained by our settings (8) and (9) with |η| = 1.
For t < t ′ such that (t−π, t]∩(t ′ −π, t ′ ] = ∅, let us consider F J φ such that t−π < φ i ≤ t for all i = 1, . . . , n + 1. For each i, we set
Then, t ′ − π < φ again by (19) .
Examples
In this section, we discuss a few examples of the structure constants of the A ∞ -products in C. In subsection 6.1, we calculate the structure constants of all transversal products m 2 . In subsection 6.2, we calculate a few non-transversal triple products and discuss their relation to an exact triangle in Tr(C).
6.1. The products m 2 . In this subsection, we give the formula for the structure constants ϕ(v As a practice, we first start with doing it for the special case where
with fixed α and β. This situation is related to the example discussed in the next subsection.
In this case, all the vector space V ab , V bc , V ca are one dimensional fortunately. We denote the corresponding bases by v ab , v bc and v ca , where |v ab | = |v bc | = 0 and |v ca | = 1.
We fix v ca in R 2 , which is the intersection point of L c and L a , where
We further consider the lineL
2 with m ∈ Z, and defineṽ ab andṽ bc as the intersection points of (L a ,L b ) and (L b , L c ), respectively. One has
The area of the triangleṽ :=ṽ abṽbc v ca is then (α + m) 2 , and ∆ b (ṽ) = α + m. Thus, we obtain
For general a, b, c, the situation is more complicated because the dimension of V ab , V bc , V ca may not be one. We employ the arguments in subsection 3.7 fully, and consider the following lines in T 2 :
Here, the intersecting point of L c with L ′ a is v ca , andL ′ b is defined so that the intersecting pointṽ
The structure constant is then given by
where △ m is the area of the triangle made from L c , L ′ a andL ′ b which is computed as
and
Though the cyclicity of this structure constant ϕ(v
is guaranteed by the homological mirror symmetry, it can be checked directly in the explicit formula above; since α abc and β abc are already cyclic, we may check the cyclicity of l abc under the constraint coming from δ [p bc ] , see [6] .
6.2. Certain triple products and an exact triangle. The triangulated category Tr(C) includes informations of A ∞ -products in C. In this subsection, we discuss a relation between A ∞ -products of the Fukaya category C and an exact triangle in Tr(C) by an example. The exact triangle we discuss below is the mirror dual of that discussed in [13] . The reader can confirm that various complicated calculations in [13] are already included in obtaining the Fukaya category C.
The objects we treat are those considered in the previous subsection. One can similarly calculate c 2 and c 3 , and obtain c 1 = c 2 = c 3 . Since m∈Z F m (α, β) is the theta function, the zeros of its derivative is known by the Jacobi's derivative formula. Actually α = β = 1/2 is not a zero, so one has c 1 = c 2 = c 3 = 0. See [13] .
As a result, one has C(v ca ) ≃ b = (2, 1, 1/2, 1/2). Since b ′ = (2, 1, α, β) ≃ b if and only if α − 1/2 ∈ Z and β − 1/2 ∈ Z hold, we can conclude that C(v ca ) ≃ b = (2, 1, α, β) if and only if α − 1/2 ∈ Z and β − 1/2 ∈ Z hold.
