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Tato práce se zabývá řešeńım evolučńıch parciálńıch diferenciálńıch rovnic metodou časové
diskretizace, která vycháźı z Rotheho metody (metody př́ımek). Práce je rozdělena na tři
základńı části. V prvńı části je ukázán princip jej́ıho fungovańı. Druhá část se zabývá
teoretickými aspekty metody, konkrétně je zaměřena na existenčńı a konvergenčńı větu,
spolu s odvozeńım odhadu chyby a zavedeńım potřebných definic. Na závěr je v práci
uveden program vytvořený v prostřed́ı MATLAB.
Abstract
This thesis deals with solving evulution partial differential equations by the time discre-
tization method. It originates form the Rothe’s method (methond of lines).The thesis is
divided into three parts. The first one shows principle of the method. The second part
focuses on teoretical aspects, in particular, on existence and convergence theorem along
with an error estimate. Some function analysis tools are presented here as well. In the
last part, a MATLAB code is listed.
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Parciálńı diferenciálńı rovnice patř́ı k nejatraktivněǰśım a nejobt́ıžněǰśım matema-
tických discipĺınám v inženýrstv́ı, pro jejichž řešeńı existuje celá řada numerických me-
tod. Jednou z těchto metod navrhl v třicátých letech E. Rothe. Jeho metoda se zabývá
řešeńım parabolických rovnic ve dvou proměnných, časové a prostorové. Základem Ro-
theho metody je rozděleńı časového intervalu na p podinterval̊u délky h a v každém
děĺıćım bodě nahrazeńı časové derivace př́ıslušným diferenčńım pod́ılem, č́ımž vznikne p
obyčejných diferenciálńıch rovnic. Tato myšlenka byla využita velkou řadou autor̊u, pro
řešeńı obecněǰśıch úloh. Jedńım z nich byl prof. Karel Rektorys, jehož vylepšená Rotheho
metoda dostala název metoda časové diskretizace.Tato metoda je vhodná k řešeńı tzv.
evolučńıch problémů, parciálńıch diferenciálńıch rovnic obsahuj́ıćıch čas.
Ćılem bakalářské práce je seznámeńı s metodou časové diskretizace. V prvńı části
ukážeme základńı princip metody na jednoduchém př́ıkladě, u kterého porovnáme źıskané
výsledky s jejich přesnou hodnotou. Dále uvedeme potřebnou teorii, kterou poté využijeme
u otázky konvergence metody a existenci, resp. jednoznačnosti jej́ıho řešeńı. Jelikož je tato
metoda pouze metodou přibližnou, budeme se také zabývat odhadem chyby źıskaného
řešeńı od přesného výsledku. V posledńı části práce zmı́ńıme program vytvořený v prostřed́ı
programu MATLAB, jenž byl zaměřen na řešeńı vybraných úloh právě touto metodou.
Pro větš́ı názornost źıskaných výsledk̊u se v práci omeźıme na lineárńı parabolickou
úlohu s homogenńı počátečńı a okrajovými podmı́nkami.
Velká část této práce je inspirována knihou Metoda časové diskretizace a parciálńı
diferenciálńı rovnice od prof. Karla Rektoryse.
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2 Princip metody







na Ω = (0, π)× (0, 1) (2.1)
spolu s počátečńı podmı́nkou
u(x, 0) = sin(x) (2.2)
a okrajovými podmı́nkami
u(0, t) = u(π, t) = 0. (2.3)
U tohoto poměrně jednoduchého př́ıkladu se dá snadno ověřit, že funkce
u(x, t) = e−t sin(x) (2.4)
řeš́ı rovnici (2.1) na oblasti Ω a vyhovuje podmı́nkám (2.3), (2.4).
Proved’me nyńı rozděleńı intervalu I = 〈0, 1〉 na pět podinterval̊u I1, . . . , I5 (Ij =〈
tj−1, tj
〉
, j = 1, . . . , 5) délky h = 0, 2. Pro t0 = 0 Položme
v0(x) = sin(x), (2.5)
což odpov́ıdá počátečńı podmı́nce (2.2). Hledejme nyńı postupně pro hodnoty t1 = 0, 2, t2 =
0, 4, t3 = 0, 6, t4 = 0, 8 a t5 = 1 takové funkce
v1(x), v2(x), v3(x), v4(x), v5(x),
aby pro j = 1, . . . , 5 platilo
vj(x)− vj−1(x)
h
− v′′j (x) = 0. (2.6)
Vzhledem k okrajovým podmı́nkám (2.3) muśı být splněno
vj(0) = vj(π) = 0.





Nyńı spoč́ıtáme pomoćı rovnice (2.6) funkce vi a porovnáme je s přesnými výsledky
využit́ım explicitńıho řešeńı. Pro j = 1 dostáváme
v1(x)− v0(x)
h
− v′′1(x) = 0,
což můžeme upravit na tvar
−hv′′1 + v1 = v0. (2.7)
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Spolu s okrajovými podmı́nkami v1(0) = v1(π) = 0 dostáváme Dirichletovu okrajovou
úlohu pro obyčejnou diferenciálńı rovnici. Řešeńı rovnice (2.7) hledejme ve tvaru
v1(x) = B1 cos(x) + A1 sin(x). (2.8)
Dosazeńım druhé derivace
v′′1(x) = −B1 cos(x)− A1 sin(x).
do rovnice (2.7) dostaneme
−h
[
−B1 cos(x)− A1 sin(x)
]
+B1 cos(x) + A1 sin(x) = sin(x).
Odtud nám ihned vyplývaj́ı dvě rovnice pro neznámé A1 a B1
B1(h+ 1) = 0,
A1(h+ 1) = 1,
tedy hodnoty těchto dvou neznámých jsou









Podobně pro j = 2 dostáváme podle (2.6) rovnici −hv′′2 + v2 = v1(x), opět s okrajovými
podmı́nkami v2(0) = v2(π) = 0. Řešeńı lze očekávat v podobném tvaru jako je (2.9),
budeme ho proto př́ımo uvažovat jako
v2(x) = A2 sin(x). (2.10)
Pokud si opět spoč́ıtáme druhou derivaci a dosad́ıme do př́ıslušné rovnice, dostaneme














Podobně bychom postupovali při výpočtu pro hodnoty j = 3, 4, 5. Obecně můžeme hod-




sin(x), j = 1, . . . , 5.
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Pokud nyńı dosad́ıme za h = 0.2 a zaokrouhĺıme na pět desetinných mı́st, dostaneme
v1(x) = 0, 83333 sin(x),
v2(x) = 0, 69444 sin(x),
v3(x) = 0, 57870 sin(x),
v4(x) = 0, 48225 sin(x),
v5(x) = 0, 40188 sin(x).
Námi vypoč́ıtané výsledky můžeme nyńı porovnat s přesným řešeńım (2.4) pro t = t1 =
0.2, . . . , t = t5 = 1:
u(x, t1) = 0, 81873 sin(x),
u(x, t2) = 0, 67032 sin(x),
u(x, t3) = 0, 54881 sin(x),
u(x, t4) = 0, 44933 sin(x),
u(x, t5) = 0, 36788 sin(x).
Můžeme vidět, že metodou časové diskretizace dostáváme přibližná řešeńı v1(x), . . . , v5(x)
problému jen pro diskrétńı hodnoty proměnné t. Abychom dostali přibližné řešeńı, defi-
nované v celé oblasti Ω, můžeme zkonstruovat funkci – označme ji u1(x, t) – definovanou







































Obrázek 1: Přibližné řešeńı u1(x, t)
Rozdělme dále interval I = 〈0, 1〉 postupně na 5 · 2 = 10, 5 · 22 = 20, 5 · 23 = 40, . . . , 5 ·
2n−1, . . . podinterval̊u délky 0, 1, 0, 05, 0, 025, . . . , 1
(5·2n−1) , . . . Označme př́ıslušná děleńı
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d2, d3, d4, . . . , dn, . . . (d1 znač́ı p̊uvodńı děleńı na pět podinterval̊u délky h = 0, 2) Na-
prosto stejným zp̊usobem jako dř́ıve zkonstruujme pro tato děleńı funkce
u2(x, t), u3(x, t), . . . , un(x, t), . . . .
Tak dostáváme posloupnost funkćı
{un(x, t)}, n = 1, 2, . . . .
Lze očekávat, že tato posloupnost bude v určitém smyslu konvergovat k řešeńı úlohy. Pro
názornost si ukážeme, jak se hodnoty změńı při zvyšováńı děleńı di. K porovnáńı zvolme
d1, d2 a d3 (pro jednoduchost budeme porovnávat pouze koeficienty bez funkce sin(x)).
Tabulka 1: Porovnávaćı tabulka
Přesná hodnota d1 d2 d3
t = 0,2 0,81873 0,83333 0,82270 0,82075
t = 0,4 0,67032 0,69444 0,67684 0,67362
t = 0,6 0,54881 0,57870 0,55684 0,55288
t = 0,8 0,44933 0,48225 0,45811 0,45377
t = 1,0 0,36788 0,40187 0,37689 0,37243
Vid́ıme, že při zjemňováńı děleńı se aproximace přibližuje přesné hodnotě. Zdvojnásob́ıme-
li děleńı, chyba se v časech 0, 2, 0, 4, . . . , 1 přibližně dvakrát zmenš́ı.
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3 Matematické základy
V této části práce se zaměř́ıme na základńı definice a výsledky funkcionálńı analýzy,
které nám budou sloužit k porozuměńı následuj́ıćıho textu.
3.1 Soboleovy prostory
V daľśım textu bude symbol Ω vždy značit oblast v euklidovském prostoru EN s
lipschitzovskou hranićı1.
Definice 3.1. Označme C∞(Ω) množinu funkćı nekonečněkrát spojitě diferencovatelných
v Ω. Dále i = (i1, . . . , iN) je vektor (tzv. multiindex ), jehož souřadnice jsou celá nezáporná
č́ısla a jeho velikost definujme jako |i| = i1 + · · ·+ iN . Pro u ∈ C∞(Ω) označme
Diu =
∂|i|u




Necht’ k je pevné přirozené č́ıslo. Na množině C∞(Ω) definujme skalárńı součin, který
označ́ıme (v, u)Wk2 (Ω), takto:








DivDiudx pro u, v ∈ C∞(Ω). (3.1)




ρWk2 (Ω)(v, u) =‖v − u‖Wk2 (Ω) .
T́ım źıskáme metrický prostor, který se obvykle znač́ı Sk2 (Ω). Tento prostor neńı pro k > 0
úplný2. Provedeme-li jeho zúplněńı (lze nalézt např́ıklad ve [4]), dostaneme Hilbert̊uv pro-
stor se skalárńım součinem (3.1). Tento prostor se potom nazývá Sobolev̊uv prostor W k2 (Ω).
V př́ıpadě oblasti s lipschitzovskou hranićı je tento prostor ekvivalentńı s prostorem všech
lebesgueovsky integrovatelných funkćı s kvadrátem, které maj́ı s kvadrátem integrovatelné
zobecněné derivace (ve smyslu distribućı).
3.2 Slabá formulace
Omezme se na eliptickou úlohu, kterou budeme uvažovat ve tvaru
−∆u + bu = f v Ω, (3.2)
spolu s okrajovou podmı́nkou
u = 0 na Γ. (3.3)
1Zhruba řečeno, je to taková oblast, jej́ıž hranici lze vyjádřit lokálně jako lipschitzovskou funkci
(přesnou definci lze nalézt např. v [2]). Pojem lipsichtzovské hranice je dostatečně obecný, aby pokryl
v praxi běžně potřebné množiny, ale zároveň nedovoĺı př́ılǐs
”
divoké“ hranice, pro které by nemusely
platit některé dále uvedené výsledky z funkcionálńı analýzy. Oblast s lipschitzovskou hranićı nemá žádné
”
zářezy“, body vratu, a hranice má konečnou mı́ru.
2Jako úplný metrický prostor, označujeme takový prostor, ve kterém je každá cauchyovská posloupnost
bod̊u prostoru konvergentńı.
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Oblast Ω budeme v tomto př́ıpadě uvažovat jako podmnožinu euklidovského prostoru E2







Okrajová podmı́nka (3.3) (tzv. Dirichletova) se nazývá stabilńı okrajovou podmı́nkou. Za-
definujme nyńı pojem stopa funkce spolu s prostorem V s ńımž budeme dále pracovat.
Definice 3.2. Pro libovolnou u ∈ W 12 (Ω) vezměme posloupnost un ∈ C∞(Ω)3 takovou,
že lim
n→∞
= u ve W 12 (Ω). Označ́ıme-li un(s) hodnotu funkce u na hranici Ω, pak lze ukázat,
že existuje prvek u ∈ L2(Γ), takový že lim
n→∞
un(s) = u(s) v L2(Γ).
Definice 3.3. Podprostor prostoru W 12 (Ω) všech funkćı, které splňuj́ı ve smyslu stop
př́ıslušné homogenńı stabilńı okrajové podmı́nky, nazveme prostorem V .
Tedy v našem př́ıpadě bude mı́t prostor V podobu
V = {v ∈ W 12 (Ω), v = 0 na Γ ve smyslu stop}. (3.4)
Abychom mohli vyslovit slabou formulaci úlohy (3.2) potřebujeme ještě následuj́ıćı větu.















kde νi je i-tá souřadnice jednotkového vektoru normály ke Γ a v1(S), v2(S) jsou stopy
funkćı v1(x), v2(x) na Γ.
Bud’ f ∈ L2(Ω), prostor V je dán vztahem (3.4) a necht’ nejprve u ∈ C2(Ω) je klasické
řešeńı okrajové úlohy (3.2)–(3.3). Zvolme libovolnou funkci v ∈ V , násobme j́ı rovnici


























Uváž́ıme-li, že v ∈ V , je podle (3.4) v = 0 na Γ ve smyslu stop. A konečně tedy součtem
















Rovnost (3.6) nazveme integrálńı identitou. Pokud sumu na levé straně rovnice (3.6)
označ́ıme jako ((v, u)), což je bilineárńı forma př́ıslušná problémům (3.2) a (3.3), a výraz
z pravé strany zaṕı̌seme jako skalárńı součin, tj. (v, f), můžeme (3.6) stručně zapsat ve
tvaru
((v, u)) + b(v, u) = (v, f). (3.7)
3Taková posloupnost určitě existuje, protože C∞(Ω) je hustá v W 12 (Ω).
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Definice 3.5. Úlohu nalézt funkci u ∈ V takovou, že rovnost (3.7) je splněna ∀v ∈ V
nazýváme slabou formulaćı úlohy (3.2)–(3.3). Funkce u se pak nazývá slabým řešeńım
problém̊u (3.2)–(3.3).
Definice 3.6. Bilineárńı forma ((v, u)) se nazývá omezená v prostoru W 12 (Ω), existuje-li
taková konstanta K > 0 (nezávislá na v a u), že plat́ı∣∣((v, u))∣∣ ≤ K ‖v‖W 12 (Ω) pro všechna v, u ∈ W 12 (Ω),
nazývá se V -eliptická, jestliže existuje taková konstanta α > 0 (nezávislá na v), že
((v, u)) = α‖v‖W 12 (Ω) pro všechna v ∈ V.
Věta 3.7 (Laxovo–Milgramovo lemma). Necht’ forma ((v, u)) je V -eliptická, omezená ve
W 12 (Ω) a necht’ f ∈ L2(Ω). Pak existuje právě jedno slabé řešeńı problému (3.2) a (3.3).
Poznámka. Je-li forma ((v, u)) omezená ve W 12 (Ω) a je zde V -eliptická, pak při pevném
h > 0 plat́ı totéž pro formu





Definice 3.8. Necht’ I = 〈0, T 〉 a necht’ H je Hilbert̊uv prostor. Pak zobrazeńı
y : I → H (3.8)
se nazývá abstraktńı funkce z intervalu I do prostoru H.
Tedy abstraktńı funkce je podle této definice zobrazeńı, definované na intervalu I
a takové, že každému t ∈ I je přǐrazen určitý prvek y ∈ H. Ṕı̌seme y(t).
Uved’me si nyńı základńı pojmy týkaj́ıćı se abstraktńı funkce, začněme spojitost́ı.
Definice 3.9. Řekneme, že abstraktńı funkce (3.8) je spojitá ve vnitřńım bodě t ∈ I,
jestliže ∀ε > 0 lze naj́ıt takové δ, že plat́ı




kde ‖·‖H je norma v prostoru H.
Obdobně definujeme spojitost zprava, resp. zleva. Funkce (3.8) se nazývá spojitá v in-
tervalu (0, T ), je-li spojitá v každém bodě t ∈ (0, T ). Dále se nazývá spojitá v intervalu
I = 〈0, T 〉, jestliže je spojitá v intervalu (0, T ) a v bodě t = 0, resp. T = 0, je spojitá
zprava, resp. zleva.
Zaved’me nyńı derivaci abstraktńı funkce.
Definice 3.10. Řekneme, že abstraktńı funkce má ve vnitřńım bodě t ∈ I derivaci









Podobně se opět definuje derivace zprava, resp. zleva. O funkci pak řekneme, že má
derivaci v intervalu I = 〈0, T 〉, má-li derivaci v každém vnitřńım bodě tohoto intervalu
a v bodě t = 0, resp. t = T má derivaci zprava, resp. zleva.




se nazývá prostor C(I,H).
Definice 3.12. Řekneme, že posloupnost funkćı yn ∈ C(I,H) konverguje k funkci y ∈
C(I,H) v prostoru C(I,H) jestliže je splněno:
lim
n→∞
‖y − yn‖C(I,H) = 0.
Posledńı dva vztahy nám ř́ıkaj́ı, že konvergence v prostoru C(I,H) je stejnoměrná
konvergence v H na intervalu I, tj. že ke každému ε > 0 lze naj́ıt takové n0 = n0(ε), že
n > n0 =⇒
∥∥y(t)− yn(t)∥∥H < ε ∀t ∈ I.
3.3.1 Bochner̊uv integrál
Pro zavedeńı Bochnerova integrálu se nejprve muśı nadefinovat tzv. jednoduchá funkce.
Je to taková abstraktńı funkce (3.8), která nabývá na intervalu I jen konečného počtu
”
hodnot“ g1, . . . , gm ∈ H a to na měřitelných množinách N1, . . . , Nm o mı́rách µ1, . . . , µm.






Definice 3.14. Abstraktńı funkce (3.8) se nazývá silně měřitelná v Bochnerově smyslu,
existuje-li taková posloupnost jednoduchých funkćı yn(t), že plat́ı
lim
n→∞






∥∥y(t)− yn(t)∥∥H = 0,







Definice 3.15. Označme L2(I,H) prostor všech funkćı integrovatelných v Bochnerově










kde pro každé pevné t symbol (y1(t), y2(t))H znamená skalárńı součin v prostoru H.
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Jelikož je H Hilbert̊uv prostor, můžeme to stejné ř́ıci i o prostoru L2(I,H). Primitivńı
funkci Y (t) k y(t) lze definovat pomoćı Rieszovy věty jako
(Y (t), g)H =
∫ t
0
(y(τ), g)Hdτ ∀g ∈ H,
kdy funkcionál na pravé straně je reprezentován abstraktńı funkćı Y (t) ∈ H. Lze ukázat,
že pro y ∈ L2(I,H) je funkce Y (t) na intervalu I spojitá, tedy
Y ∈ C(I,H),
je dokonce absolutně spojitá4, což označujeme
Y ∈ AC(I,H). (3.9)
Funkce Y (t) má v I skoro všude derivaci rovnou funkci y(t), ṕı̌seme
Y ′(t) = y(t) v L2(I,H). (3.10)
Uvažujme nyńı za prostor H prostor V , který byl definován dř́ıve. Skalárńı součin
bude potom v L2(I, V ) definovaný jako














‖y − yn‖2V dt = 0.
Podrobnosti k výše uvedeným pojmům a tvrzeńım (včetně d̊ukaz̊u) lze nalézt např́ıklad
v monografíıch [4] nebo [2].
4Tj. na intervalu I = 〈a, b〉 pro každé ε > 0 existuje δ > 0 takové, že
∑n
n=1
∣∣f(bi)− f(ai)∣∣ < ε, kde
(ai, bi) jsou libovolné disjunktńı intervaly v I, splňuj́ıćı
∑n
i=1(bi − ai) < δ .
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4 Existenčńı a konvergenčńı věta
V této části se zaměř́ıme na existenčńı a konvergenčńı větu pro lineárńı parabolickou
úlohu s homogenńı počátečńı a Dirichletovou okrajovou podmı́nkou ve tvaru
∂u
∂t
−∆u = f v Q = Ω× (0, T ) (4.1)
u(x, y, 0) = 0, (4.2)
u(x, y, t) = 0 na Γ. (4.3)
Připomeňme, že Γ je hranice oblasti Ω. Dále, funkce f je nezávislá na čase t a f ∈
L2(Ω). Pro řešeńı problému metodou časové diskretizace využijeme stejný postup jako
u ukázkového př́ıkladu v kap. 2.

























zj = 0 na Γ.
Pro vzniklé problémy nyńı postupně pro j = 1, . . . , p hledáme funkce zj takové, které jsou
jejich řešeńım, přičemž z0(x) = 0 d́ıky počátečńı podmı́nce (4.3). Řešeńı budeme hledat
ve slabém tvaru, kdy je potřeba naj́ıt postupně pro j = 1, . . . , p funkce zj ∈ V takové, že













∀v ∈ V, (4.4)








Při stejném značeńı jako v poznámce za lemmatem 3.7. Dle předpokladu je f ∈ L2(Ω) a



























má také právě jedno řešeńı a naprosto stejně bychom postupovali pro j = 2, . . . , p a dostali
bychom funkce z1 ∈ V, . . . , zp ∈ V , což jsou aproximace hledaného řešeńı problému u(x, t)
pro t = t1, . . . , tp. Tak jako v ukázkovém př́ıkladě můžeme nyńı sestrojit funkci u1(x, t),
tzv. Rotheho funkci, kterou definujeme v intervalu I jako
u1(x, t) = zj−1(x) +
zj(x)− zj−1(x)
h
(t− tj−1) v Ij, (4.5)
j = 1, . . . , p. Všimněme si, že pro každé pevné x ∈ Ω je funkce (4.5) po částech lineárńı
funkce na intervalu I proměnné t, kdy v bodech t = tj nabývá hodnot zj(x).
Uvažujme nyńı mı́sto děleńı d1 intervalu I na p podinterval̊u Ij délky h děleńı dn







tnj = jhn, j = 0, 1, . . . , 2
n−1p





Obdobně jako při děleńı d1 dostaneme pro jednotlivá n funkce
znj ∈ V, j = 1, . . . , 2n−1p,
které jsou v tomto př́ıpadě řešeńım integrálńı identity







Můžeme tedy konstruovat př́ıslušné Rotheho funkce un(x, t), které definujeme v intervalu
I jako






(t− tnj−1) v Ij, j = 1, . . . , 2n−1p. (4.6)





. Tuto posloupnost budeme nazývat Ro-
theho posloupnost́ı př́ıslušnou problému (4.1)–(4.3). Lze očekávat, že posloupnost bude
konvergovat k nějaké funkci u(x, t), která bude řešeńım problému (4.1)–(4.3). Důkazem,
že tomu tak opravdu je, se budeme zabývat v následuj́ıćım textu.
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4.1 Konvergence
Nyńı se budeme zabývat otázkou konvergence Rotheho posloupnosti. Odvod’me nej-
prve vztahy, které budeme dále využ́ıvat.




(v, zj − zj−1) = (v, f) ∀v ∈ V, (4.7)
kde opět z počátečńı podmı́nky plyne, že
z0(x) = 0. (4.8)
Opět je splněna podmı́nka jednoznačnosti řešeńı těchto problémů.
Jelikož jsou funkce zj z prostoru V (tedy stejně jako funkce v vystupuj́ıćı v integrálńı
identitě), můžeme využ́ıt pro j = 1 substituci v = z1, č́ımž dostaneme integrálńı identitu,




(z1, z1) = (z1, f). (4.9)
Pod́ıvejme se na jednotlivé členy této rovnice. Pokud vyjdeme z předpokladu omezenosti
bilineárńı formy a toho, že je V -eliptická, muśı platit ((z1, z1)) ≥ 0. Dále skalárńı součin
stejných funkćı z1 můžeme přepsat na tvar
(z1, z1) =‖z1‖2 (4.10)
a dle Schwarzovy nerovnosti můžeme skalárńı součin na pravé straně vztahu (4.9) odhad-
nout
(z1, f) ≤‖z1‖‖f‖ . (4.11)
Využijeme-li těchto úprav, tak rovnosti (4.9) vyplývá
1
h
‖z1‖2 ≤‖z1‖‖f‖ =⇒ ‖z1‖ ≤ h‖f‖ . (4.12)




(v, zj−1 − zj−2) = (v, f)
od identity p̊uvodńı tj. (4.7). Takto źıskáme rovnici
((v, zj − zj−1)) +
1
h
(v, (zj − zj−1)− (zj−1 − zj−2)) = 0.
Aby byly následuj́ıćı úvahy zřetelné, ještě tento tvar pouprav́ıme, a to za využit́ı vlastnosti
skalárńıho součinu (c1u1 + c2u2, v) = c1(u1, v) + c2(u2, v), d́ıky čemuž dostaneme
((v, zj − zj−1)) +
1
h
(v, zj − zj−1) =
1
h
(v, zj−1 − zj−2).
Nyńı opět uplatńıme fakt, že funkce zj a v patř́ı do jednoho prostoru a budeme uvažovat
substituci v = zj−zj−1. Opět plat́ı ((v, zj−zj−1)) > 0. Spolu s využit́ım stejných vlastnost́ı
skalárńıho součinu jako v (4.10) a (4.11), dostaneme nerovnost∥∥zj − zj−1∥∥2 ≤∥∥zj − zj−1∥∥∥∥zj−1 − zj−2∥∥
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resp. po pokráceńı ∥∥zj − zj−1∥∥ ≤∥∥zj−1 − zj−2∥∥ , j = 2, . . . , p.
Kdybychom uvažovali v nerovnosti j = 2 a využijeme-li vztah̊u (4.8) a (4.12), źıskáme
nerovnost ∥∥zj − zj−1∥∥ ≤ h‖f‖ , j = 1, . . . , p. (4.13)
Pokud využijeme vlastnosti normy, kdy ‖u‖ −‖v‖ ≤‖u− v‖, dostaneme∥∥zj∥∥ ≤∥∥zj − 1∥∥+ h‖f‖ , j = 1, . . . , p,
což můžeme dále upravit na tvar∥∥zj∥∥ ≤ jh‖f‖ , j = 1, . . . , p,
uváž́ıme-li, že norma funkce z0 je nulová. Pro posledńı úpravu si pomůžeme vztahem pro










, j = 1, . . . , p. (4.14)
Využijeme-li nerovnosti (4.13) dostaneme ihned∥∥Zj∥∥ ≤‖f‖ , j = 1, . . . , p
Analogicky lze stejné výsledky pro děleńı d1 odvodit i pro obecný př́ıpad libovolného
děleńı dn. Na základě integrálńıch identit
((v, znj )) +
1
hn
(v, znj − znj−1) = (v, f) ∀v ∈ V (4.15)
bychom obdobným postupem došli k odhad̊um∥∥∥znj ∥∥∥ ≤ T‖f‖ , j = 1, . . . , 2n−1p, (4.16)
resp. ∥∥∥Znj ∥∥∥ ≤‖f‖ , j = 1, . . . , 2n−1p. (4.17)
Normy (4.16) a (4.17) jsou stejnoměrně omezené vzhledem k j i n, tedy nezávislé
na děleńı dn, to znamená, že pro normy funkćı z
n
j (x) a Z
n
j (x) v prostoru L2(Ω) existuje







Stejnou vlastnost můžeme ukázat i pro normu funkćı znj , které lež́ı tentokrát v prostoru
W 12 (Ω). Chceme tedy dokázat, že opět existuje konstanta c > 0 taková, že pro všechna j
a n plat́ı ∥∥∥znj ∥∥∥
W 12 (Ω)
≤ c. (4.18)
Zaṕı̌seme-li integrálńı identitu (4.15) jako
((v, znj )) + (v, Z
n
j ) = (v, f) ∀v ∈ V (4.19)
a použijeme-li substituci v = znj dostaneme
((znj , z
n




j ) = (z
n
j , f). (4.20)
Nyńı za využit́ı Schwarzovy nerovnosti, podmı́nky omezenosti bilineárńı formy v prostoru
W 12 (Ω) a toho, že je V -eliptická, můžeme přepsat jednotlivé členy rovnosti následovně∣∣∣(znj , Znj )∣∣∣ ≤∥∥∥znj ∥∥∥∥∥∥Znj ∥∥∥ , (4.21)∣∣∣(znj , f)∣∣∣ ≤∥∥∥znj ∥∥∥‖f‖ , (4.22)
((znj , z
n




Z (4.20) plyne ((znj , z
n
j )) =
∣∣∣(znj , f)− (znj , Znj )∣∣∣ ≤ ∣∣∣(znj , f)∣∣∣ +∣∣∣(znj , Znj )∣∣∣. S využit́ım vztah̊u





tedy tyto normy jsou stejnoměrně omezené. Pro zjednodušeńı bude tento zápis vyjadřován
ve tvaru ‖v‖V , jestliže bude v ∈ V . Za využit́ı tohoto označeńı můžeme nerovnost (4.18)
zapsat jako ∥∥∥znj ∥∥∥
V
≤ c. (4.24)
T́ım jsme dospěli k požadovaným výsledk̊um (4.16), (4.17) a (4.24), které budeme
v následuj́ıćım textu využ́ıvat při dokazováńı konvergence.
Uvažujme nyńı Rotheho posloupnost funkćı v prostoru L2(I, V ), které jsou definovány









a využijeme-li (4.24) společně s vlastnost́ı trojúhelńıkové nerovnosti pro normu, můžeme










































∥∥un(t)∥∥2V dt ≤ c2T,
tj. Rotheho posloupnost {un(t)} je v prostoru L2(I, V ) omezená. Jelikož je tento pro-
stor Hilbert̊uv, je možné vybrat podposloupnost {unk(t)}, pro kterou plat́ı, že je slabě
konvergentńı k nějaké funkci u ∈ L2(I, V ), ṕı̌seme
unk ⇀ u v L2(I, V ). (4.25)
V následuj́ıćım textu ukážeme, že právě funkce u je hledaným řešeńım. Začneme přepsáńım





j (t− tnj−1) v Ij. (4.26)
Dále budeme potřebovat abstraktńı funkce





1 pro t = 0






, j = 1, 2, . . . , 2n−1p.
(4.27)
Z (4.17) nám ihned vyplývá, že posloupnost {Un(t)} je v prostoru L2(I, L2(Ω)) omezená.
Tento prostor je opět Hilbert̊uv, můžeme tedy vybrat podposlopnost {Unk(t)}, která bude
slabě konvergentńı k nějaké funkci U z tohoto prostoru, tj.
Unk ⇀ U v L2(I, L2(Ω)). (4.28)
To znamená, že existuje integrál∫ t
0
U(τ)dτ = w(t) ∀t ∈ I. (4.29)



























(tn1 − 0) +
zn2 − zn1
hn












Tedy za využit́ı (4.26) a (4.27) můžeme vidět, že v L2(I, L2(Ω)) plat́ı∫ t
0
Unk(τ)dτ = unk(t),
tedy z konvergenćı (4.28) a (4.25) vyplývá
w = u v L2(I, L2(Ω)). (4.30)
Analogicky jako v (3.9) a (3.10) pak dostáváme z (4.30), (4.29)
u ∈ AC(I, L2(Ω))
a
u′(t) = U(t) v L2(Ω) skoro všude v I. (4.31)
Dosad́ıme-li do (4.29) w(t) = u(t), a budeme-li uvažovat t = 0, dostaneme ihned, že
u(0) = 0 v C(I, L2(Ω)).
Nyńı se pokuśıme zjistit, v jakém smyslu je funkce u(t) řešeńım zadané diferenciálńı





1 pro t = 0







unk ⇀ u =⇒ ũnk ⇀ u v L2(I, V ). (4.33)





(v(t), u(t)− ũnk(t))V dt = 0 ∀v ∈ L2(I, V ).





(v(t), u(t)− unk(t))V dt = 0 ∀v ∈ L2(I, V ).





(v(t), unk(t)− ũnk(t))V dt = 0 ∀v ∈ L2(I, V ). (4.34)
5Což znamená dokázat konvergenci (v, u− ũnk)L2(I,V ) → 0 ∀v ∈ L2(I, V ).
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Uvažujme nyńı množinu M , která obsahuje všechny abstraktńı funkce v ∈ L2(I, V ), které
jsou rovné určité funkci g ∈ V na nějakém intervalu 〈α, β〉 ⊂ I a vně tohoto intervalu
jsou rovny nule. Dále předpokládáme, že body α a β splývaj́ı s děĺıćımi body časového
intervalu I při dostatečně velkém n, tedy za těchto předpoklad̊u plat́ı
α = α̃hn, β = β̃hn, (4.35)
kde α̃ a β̃ jsou celá nezáporná č́ısla, taková, že plat́ı
0 ≤ α̃ < β̃ ≤ 2n−1p. (4.36)
Označ́ıme-li množinu M∗, která obsahuje všechny lineárńı kombinace funkćı z množiny
M . Lze ukázat, že taková množina je hustá6 v prostoru L2(I, V ). To znamená, že platnost
(4.34) stač́ı dokázat pro ∀v ∈M .
Předpokládejme, že nk je již dostatečně velké, tedy plat́ı (4.35) a je splněna výše
zmı́něná podmı́nka (4.36). Zvolme libovolnou funkci v z množiny M , která bude rovna
některé funkci v ∈ V na intervalu 〈α, β〉 a nulové funkci mimo tento interval. Za těchto
předpoklad̊u můžeme integrál (4.34) zapsat ve tvaru∫ β
α
(v(t), unk(t)− ũnk(t))V dt =
∫ β̃hnk
α̃hnk
(v(t), unk(t)− ũnk(t))V dt.
Pro jednotlivé intervaly Ĩnkj můžeme podle definic posloupnost́ı unk(t) a ũnk(t) psát




























j−1. Pokud vztah (4.37) dosad́ıme





























Tedy pokud nahrad́ıme meze integrál̊u zavedenými body α a β dostaneme∫ β
α





















6Tj. obecně taková podmnožina A ⊂ X jej́ıž uzávěr je celá množina X.
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Tuto rovnost využijeme k d̊ukazu (4.34). Vı́me, že při zvyšováńı nk, tj. nk →∞, nám hod-
nota hnk bude klesat, v limitě hnk → 0. Dále za využit́ı vztahu (4.16), můžeme odhadnout
druhou část výrazu jako∣∣∣(v, znkα̃ − znkβ̃ )∣∣∣ ≤‖v‖V ∥∥∥znkα̃ − znkβ̃ ∥∥∥V ≤ 2c‖v‖V ,
a jelikož funkce v je zvolena pevně, máme konvergenci (4.34) dokázánu. Funkce v byla
vybrána z množiny M libovolně, proto je vztah (4.34) splněn ∀v ∈M .
V d̊usledku hustoty množiny N je vztah splněn dokonce ∀v ∈ L2(I, V ). T́ımto jsme
dokázali uvažovanou implikaci (4.33), tedy
ũnk ⇀ u v L2(I, V ). (4.38)
Posledńım úkolem je ukázat, v jakém smyslu funkce u(t) splňuje p̊uvodńı rovnici (4.1).
K tomu využijeme nejprve integrálńı identitu (4.19) psanou pro n = nk, tj.
((v, znkj )) + (v, Z
nk
j ) = (v, f) ∀v ∈ V. (4.39)
Necht’ v je libovolně zvolená funkce z L2(I, V ). Dále využijeme definic funkćı ũn(t) a Un(t)
(viz. (4.27) a (4.32)) a definujme abstraktńı funkci f ∈ L2(I, L2(Ω)) předpisem
f(t) = f ∀t ∈ 〈0, T 〉 .
Za těchto předpoklad̊u můžeme integrálńı identitu (4.39) napsat ve tvaru










Dı́ky (4.28) a (4.31) můžeme pro k →∞ psát
Unk ⇀ u
′ v L2(I, L2(Ω))
a uváž́ıme-li, že∫ T
0
(v(t), Unk(t))dt = (v, Unk)L2(I,L2(Ω))










Integrál obsahuj́ıćı bilineárńı formu představuje omezený lineárńı funkcionál, z čehož na





((v(t), u(t)))dt pro k →∞.
30
Integrál na pravé straně rovnice (4.40) z̊ustane nezměněn, resp. bude roven∫ T
0
(v(t), f)dt,
jelikož funkce f(t) je na intervalu I konstantńı, tedy neńı závislá na čase.









Protože jsme ale funkci v(t) volili libovolně z L2(I, V ) je (4.41) splněno ∀v ∈ L2(I, V ).
T́ımto jsme ukázali, v jakém smyslu funkce u(t) splňuje diferenciálńı rovnici (4.1).
Definice 4.1. Funkci u nazveme slabým řešeńım problému (4.1)–(4.3), jestliže splňuje
následuj́ıćı vlastnosti:
1.
u ∈ L2(I, V ), (4.42)
2.
u ∈ AC(I, L2(Ω)), (4.43)
3.
u′ ∈ L2(I, L2(Ω)), (4.44)
4.









(v(t), f)dt ∀v ∈ L2(I, V ). (4.46)
4.2 Jednoznačnost
Předpokládejme, že problém (4.1)–(4.3) má dvě r̊uzná slabá řešeńı ũ(t) a û(t). Jejich





(v(t), u′(t)dt = 0 ∀v ∈ L2(I, V ), (4.47)
kde funkci v(t) definujeme předpisem
v(t) =
{
u(t) pro 0 ≤ t ≤ a,
0 pro a < t ≤ T.
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Bod a je libovolně vybrán z časového intervalu I = 〈0, T 〉. Jestliže nyńı využijeme vlast-


















((u(t), u(t)))dt ≥ 0. (4.49)
Tedy z (4.47), (4.48) a (4.49) ihned plyne
∥∥u(a)∥∥ = 0 a jelikož byl bod a volen libovolně
můžeme psát
u(t) = 0 skoro všude v I.
T́ım jsme dokázali, že námi dvě uvažovaná slabá řešeńı jsou si sobě rovny až na množinu
mı́ry nula, tedy existuje jediné slabé řešeńı počátečńıch problémů.
Zformulujme nyńı veškeré poznatky a informace źıskané v této podkapitole do jedné
věty:
Věta 4.2. Uvažujme oblast Ω jako podmnožinu euklidovského prostoru E2 s lipschitzov-
skou hranici Γ. Pak existuje právě jedno řešeńı problému (4.1)–(4.3) ve smyslu definice
4.1. Toto řešeńı je slabou limitou posloupnosti Rotheho funkćı un(t) (resp. funkćı ũn(t);
viz. (4.6) a (4.32)) v prostoru funkćı L2(I, V ) a silnou limitou této posloupnosti v prostoru
C(I, L2(Ω)).
5 Odhad chyby
Jelikož je metoda časové diskretizace přibližná metoda, vyvstává otázka, jak odhad-
nout rozd́ıl mezi aproximaćı řešeńı źıskanou metodou časové diskretizace s krokem h
a slabým řešeńım problému (4.1)–(4.3). Veškeré normy v této kapitole uvažuje v prostoru
V , index V , v zápise normy ‖·‖V , bude pro jednoduchost vynechán. K odvozeńı tohoto
odhadu budeme vycházet z předpoklad̊u věty 4.2 a mimo ně budeme pro jednoduchost
předpokládat, že
f ∈ V (5.1)
a existenci konstanty M nezávislé na v, takové že∣∣((v, f))∣∣ ≤M‖v‖ ∀v ∈ V. (5.2)
Uvažujme nyńı integrálńı identitu (4.19), od které odečteme tutéž identitu, pouze s j
nahrazeným j − 1. Tento rozd́ıl dále vyděĺıme č́ıslem hn a dostaneme
((v, Znj )) +
1
hn
(v, Znj − Znj−1) = 0 ∀v ∈ V. (5.3)
Nyńı odečteme identitu (4.19), ve které namı́sto j ṕı̌seme j − 2, č́ımž źıskáme
((v, Znj − Znj−1)) +
1
hn
(v, Znj − Znj−1) =
1
hn
(v, Znj−1 − Znj−2) ∀v ∈ V.
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Polož́ıme-li v = Znj − Znj−1 můžeme psát
((Znj − Znj−1, Znj − Znj−1)) +
1
hn
∥∥∥Znj − Znj−1∥∥∥2 = (Znj − Znj−1, Znj−1 − Znj−2). (5.4)
Vezmeme-li v úvahu, že ((Znj − Znj−1, Znj − Znj−1)) ≥ 0 a (Znj − Znj−1, Znj−1 − Znj−2) ≤
≤
∥∥∥Znj − Znj−1∥∥∥∥∥∥Znj−1 − Znj−2∥∥∥, tak z (5.4) plyne∥∥∥Znj − Znj−1∥∥∥ ≤∥∥∥Znj−1 − Znj−2∥∥∥ . (5.5)
Polož́ıme-li nyńı Zn0 = f a v (5.3) dosad́ıme za j = 1, dostaneme
((v, Zn1 )) +
1
hn
(v, Zn1 − f) = 0 ∀v ∈ V. (5.6)
Nyńı odečteme (resp. přičteme) bilineárńı formu ((v, f)) od integrálńı identity (5.6), tj.
((v, Zn1 ))− ((v, f)) + ((v, f)) +
1
hn
(v, Zn1 − f) = 0 ∀v ∈ V.
Po úpravě, s využit́ım substituce v = Zn1 − f , źıskáme tvar
((Zn1 − f, Zn1 − f)) +
1
hn
(Zn1 − f, Zn1 − f) = −((Zn1 − f, f)) ∀v ∈ V. (5.7)
Uváž́ıme-li, že ((Zn1 − f, Zn1 − f)) ≥ 0, (Zn1 − f, Zn1 − f) ≤ ‖Zn1 − f‖
2 a podle (5.2) je∣∣((Zn1 − f, f))∣∣ ≤M‖Zn1 − f‖, z (5.7) dostáváme
‖Zn1 − f‖ ≤Mhn.





, j = 1, . . . , 2n−1p, (5.9)
lze (5.8) zapsat stručně ve tvaru∥∥∥snj ∥∥∥ ≤M, j = 1, . . . , 2n−1p. (5.10)
Uvažujme nyńı děleńı d1 intervalu I = 〈0, T 〉 na p podinterval̊u délky h. Dále pro bod
t1j = jh plat́ı integrálńı identita
((v, z1j ) +
1
h
(v, z1j − z1j−1) = (v, f) ∀v ∈ V. (5.11)
Spolu s touto identitou budeme uvažovat identitu při děleńı d2, kde je délka podinterval̊u








(v, z22j − z22j−1) = (v, f) ∀v ∈ V. (5.12)
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Nyńı od (5.12) odečteme (5.11) a dostaneme
((v, z22j − z1j )) +
2
h
(v, z22j − z22j−1)−
1
h
(v, z1j − z1j−1) = 0




(v, z22j − z22j−1) + (v, z22j − z22j−1)− (v, z1j − z1j−1)
]
= 0




(v, z22j − z22j−1 + z22j − z22j−1 − z1j + z1j−1 + z22j−2 − z22j−2)
]
= 0









(v, z22j − 2z22j−1 + z22j−2) ∀v ∈ V. (5.13)
Nyńı využijeme definice funkce Znj (4.14) pomoćı ńıž, spolu s (5.9), vyjádř́ıme
h
2
















Označme z22j − z1j = q1j , j = 0, 1, . . . , p a dosad’me do (5.13)
((v, q1j )) +
1
h
(v, q1j − q1j−1) =
h
4
(v, s22j) ∀v ∈ V. (5.14)




0 − z10 = 0
a dle (5.10) plat́ı
∥∥∥snj ∥∥∥ ≤M . Pak z (5.14) dostáváme
∥∥q11∥∥ ≤ h2M4 ,
uváž́ıme-li skutečnost, že ((q11, q
1
1)) ≥ 0 a (v, f) ≤‖v‖‖f‖. Podobně bychom došli k výsledku
pro j = 2
∥∥q12∥∥ ≤∥∥q11∥∥+ h2M4 ≤ 2h2M4 .
Obecně tedy můžeme tento vztah zapsat jako∥∥∥q1j∥∥∥ ≤ jh2M4 , j = 0, 1, . . . , p.




2j − znj , dostaneme tvar







, j = 0, 1, . . . , 2n−1p.
Zvolme nyńı pevné k a uvažujme diference v bodě tk = kh. Je třeba si uvědomit, že při
děleńı dn je třeba vźıt j = 2
n−1k, abychom došli do stejného bodu tk. Na základě toho


























Jak bylo dokázáno v předchoźı kapitole, posloupnost {un(t)} konverguje k funkci u(t)
v prostoru C(I, L2(Ω)), speciálně v prostoru L2(Ω) v každém pevném bodě tk. Tedy pro
n→∞ z (5.15) vyplývá ∥∥u(tk)− u1(tk)∥∥ ≤ kh2M
2
.
Vyslovme nyńı větu shrnuj́ıćı dosažené poznatky.
Věta 5.1. Necht’ jsou splněny předpoklady věty (4.2), speciálně něcht’ forma ((v, u)) je
omezená ve W 12 (Ω) a V -eliptická. Necht’ jsou nav́ıc splněny předpoklady (5.1) a (5.2). Pak





koeficient pozitivńı definitnosti“ formy ((v, u)), tedy takové č́ıslo C > 0, pro
které plat́ı
((v, u)) ≥ C2‖v‖2 ∀v ∈ V,
m̊užeme odhad (5.16) nahradit odhadem∥∥u(tk)− u1(tk)∥∥ ≤ hM
2C2
(1− e−C2kh),








Jedńım z ćıl̊u bakalářské práce bylo sestaveńı kódu pro řešeńı vybraných úloh v prostřed́ı
MATLAB. Jako modelová rovnice byla vybrána parabolická rovnice ve stejném tvaru jako




K jej́ımu řešeńı metodou časové diskretizace bylo využito matlabovské prostřed́ı PDE
Toolbox (uživatelská př́ıručka [5] je na stránkách serveru MathWorks), za pomoćı kterého
je možné nadefinovat oblast, na které řeš́ıme problém spolu s okrajovými podmı́nkami
a počátečńı podmı́nkou v př́ıpadě parabolického problému, který uvažujeme. Důležitou
rutinou PDE Toolboxu je mesh, která na zvolené oblasti vytvoř́ı śıt’ trojúhelńık̊u. Pozname-
nejme, že jednotlivé eliptické problémy v časových okamžićıch tk je třeba řešit numericky,
v našem př́ıpadě metodou konečných prvk̊u s lineárńımi trojúhelńıkovými prvky. Př́ıslušná
data je následně možné vyexportovat do uživatelského prostřed́ı MATLABu a dále s nimi
pracovat ve funkćıch, které byly vytvořeny. Nı́že jsou uvedeny zdrojové kódy.
7Odvozeńı tohoto přesněǰśıho odhadu je možné nalézt v [1].
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1 f unc t i on [ u]= bakalarka (b , p , e , t , c , f ,T, n , u0 )
2 % k o e f i c i e n t y b , p , e , t , c , a , f d l e znacen i PDEtoolboxu
3 % k o e f i c i e t y b , p , e , t z ı́skáme vyexportovánı́m dat z PDE Toolboxu
4 % k o e f i c i e n t y f a u0 j e pot řeba zadat jako s t r i n g ( i v p ř ı́pad ě
konstant )
5 % n : pocet casovych kroku
6 % T: f i n a l i cas
7 % u0 : po č á t e čn ı́ podmı́nka
8 % tau : d é lka časového kroku
9 % u : matice r e s e n i (k−ty s l oupec preds tavu je r e s e n i ve vrcho l ech
t r o j u h e l n i k u v kroku t k )
10
11 %% výpočet sou řadn ic t ě ž i š t’ t r o j ú h e l n ı́ k ů
12 i t 1 = t ( 1 , : ) ;
13 i t 2 = t ( 2 , : ) ;
14 i t 3 = t ( 3 , : ) ;
15 xpts = (p (1 , i t 1 ) + p (1 , i t 2 ) + p (1 , i t 3 ) ) /3 ;
16 ypts = (p (2 , i t 1 ) + p (2 , i t 2 ) + p (2 , i t 3 ) ) /3 ;
17
18 NT=s i z e ( t , 2 ) ; %počet vrcho l ů
19 NP=s i z e (p , 2 ) ; %počet t r o j ú h e l n ı́ k ů
20 tau=T/n ; %dé lka kroku
21 atau ( 1 , 1 :NT)=1/tau ;
22
23 %%převeden ı́ nekonstantn ı́ ch k o e f i c i e n t ů ze s t r i n g u na funkce
24 F=i n l i n e ( f , ’ x ’ , ’ y ’ ) ;
25 fupdt ( 1 , 1 :NT)=F( xpts , ypts ) ;
26
27 U0=i n l i n e ( u0 , ’ x ’ , ’ y ’ ) ;
28 u0=U0(p ( 1 , : ) ,p ( 2 , : ) ) ;
29
30 %%1. krok − zaps án ı́ po č á t e čn ı́ podmı́nky
31 u ( 1 :NP, 1 )=u0 ;
32
33 f=fupdt ( 1 , 1 :NT) ;
34
35 %% cyklus pro z ı́ s k á n ı́ ř e š e n ı́ u
36 f o r i =2:n+1
37 %pomocná proměnná
38 U=u ( : , i −1) ;
39
40 %i n t e r p o l a c e ř e š e n ı́ u do t ě ž i š t ě t r o j ú h e l n ı́ k ů
41 u int rp = pde intrp (p , t ,U) ;
42
43 %výpočet nové pravé s t rany rovn i c e
44 fupdt=n∗ u int rp+f ;
45
46 %výpočet ř e š e n ı́ ve vrcho l ech t r o j ú h e l n ı́ k ů
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47 u ( : , i )=assempde (b , p , e , t , c , atau , fupdt ) ;
48 end ;
49 animace (p , e , t , u , n ) ;
50 end
1 f unc t i on animace (p , e , t , u , n )
2
3 f i g u r e
4 h = newplot ;
5 hf = h . Parent ;
6
7 %Zı́skáná maximálnı́ , r e sp . minimáln ı́ hodnoty , k t e r é ř e š e n ı́ u
nabývá
8 minu = min (u) ;
9 minu = min ( minu ) ;
10 maxu = max( abs (u) ) ;
11 maxu = max( abs (maxu) ) ;
12
13 a x i s l i m i t s =([− i n f i n f − i n f i n f minu maxu ] ) ;
14
15 f o r j = 1 : n
16 %Vykres l en ı́ ř e š e n ı́ v časovém bodě t j
17 pdeplot (p , e , t , ’ xydata ’ ,u ( : , j ) , ’ zdata ’ ,u ( : , j ) , ’ colormap ’ , ’ j e t ’ , ’
ColorBar ’ , ’ o f f ’ ) ;
18
19 %Omezenı́ sou řadnicov ého systému
20 a x i s ( a x i s l i m i t s ) ;
21 a x i s o f f
22
23 %Snı́mek vykres l en ého ř e š e n ı́
24 M( j ) = getframe ( hf ) ;
25 end
26
27 %Přehr án ı́ vytvořených snı́mků
28 movie ( hf ,M, 2 , 1 0 )
Algoritmus programu je poměrně jednoduchý a využ́ıvá některé matlabovské funkce.
Jakmile jsou data vyexportována z PDE Toolboxu, jsou vypoč́ıtány souřadnice těžǐst’
trojúhelńık̊u jenž vygeneruje funkce mesh. Je to z toho d̊uvodu, že hledáme funkčńı hod-
noty řešeńı u právě v těchto těžǐst́ıch. Dále jsou převedeny vstupńı funkce f a počátečńı
podmı́nky ze řetězce string na použitelnou funkci, tento převod je realizován pro př́ıpady
zadáńı nekonstantńıch hodnot. Poté již prob́ıhá výpočet samotného řešeńı, kdy nejprve
jsou do řešeńı u zapsány hodnoty počátečńı podmı́nky a následně jsou v cyklu prováděny
výpočty řešeńı v jednotlivých bodech časového intervalu. V tomto cyklu jsou využity dvě
integrované matlabovské funkce. Prvńı je funkce pdeintrp jenž vrát́ı interpolovanou hod-
notu řešeńı u pro tj−1 v těžǐst́ıch trojúhelńık̊u. Pomoćı této vypočtené hodnoty je poté
upravená pravá strana rovnice, jenž vstupuje do druhé funkce, kterou je assempde. Tato
funkce za pomoćı vstupńıch údaj̊u vypoč́ıtá hodnotu řešeńı u ve vrcholech zmiňovaných
trojúhelńık̊u. Tento proces je opakován podle počtu navoleného děleńı. Na konci je vy-
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volána funkce animace jenž slouž́ı k vykresleńı řešeńı v závislosti na čase. Při vyšš́ım n je
samozřejmě animace plynuleǰśı.
Poznamenejme, že se nezabýváme chybou, které se dopust́ıme numerickým řešeńım
eliptických problémů v časových kroćıch tk.
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7 Závěr
V této bakalářské práci byl vysvětlen základńı princip metody časové diskretizace,
který byl demonstrován na jednoduchém modelovém př́ıkladě. Dále byly vysloveny nutné
definice, pomoćı kterých byla odvozena existenčńı a konvergenčńı věta spolu s d̊ukazem
jednoznačnosti řešeńı. Vzhledem k povaze metody, která je pouze přibližná, byl odvozen
odhad chyby, kterého se při výpočtech dopust́ıme. Tento odhad je teoretický v tom smyslu,
že uvažuje znalost přesného řešeńı př́ıslušného eliptického problému (v jednotlivých časech
tk), toto přesné řešeńı je však málokdy k dispozici. V posledńı kapitole byl uveden program,
vytvořený v programu MATLAB, pomoćı kterého je možné řešit vybrané úlohy právě
metodou časové diskretizace.
V bakalářské práci jsme se pro větš́ı názornost a pochopeńı omezili na lineárńı pa-
rabolickou úlohu s nulovou počátečńı podmı́nkou a Dirichletovou okrajovou podmı́nkou
na hranici oblasti, která byla uvažována jako podoblast euklidovského prostoru E2. Me-
todu časové diskretizace je možné rozš́ı̌rit o př́ıpady parabolické úlohy s nehomogenńımi
počátečńımi a okrajovými podmı́nkami, spolu s nelineárńım tvarem těchto úloh (kvazi-
lineárńım úlohám je věnována monografie [3]). Kromě parabolických úloh je také možné
tuto metodu využ́ıvat při řešeńı úloh hyperbolických, u kterých bychom opět mohli
vyšetřovat jednotlivé př́ıpady počátečńıch, resp. okrajových podmı́nek. Tato rozš́ı̌reńı
nejsou z d̊uvod̊u rozsahu práce jej́ı součást́ı, ale je možné tuto problematiku nalézt v praćıch
uvedených v seznamu literatury.
Poznamenejme, že z numerického hlediska metoda př́ılǐs efektivńı neńı, má sṕı̌se te-
oretický význam, např́ıklad v uvedeném d̊ukazu existence a jednoznačnosti řešeńı pro
počátečně-okrajovou úlohu s parabolickou parciálńı diferenciálńı rovnici.
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