Abstract. We study a generalized spherical means operator, viz. generalized spherical mean Radon transform, acting on radial functions. As the main results, we find conditions for the associated maximal operator and its local variant to be bounded on power weighted Lebesgue spaces. This translates, in particular, into almost everywhere convergence to radial initial data results for solutions to certain Cauchy problems for classical Euler-Poisson-Darboux and wave equations. Moreover, our results shed some new light to the interesting and important question of optimality of the yet known L p boundedness results for the maximal operator in the general non-radial case. It appears that these could still be notably improved, as indicated by our conjecture of the ultimate sharp result.
Preliminaries and statement of results
This paper is a natural continuation of our recent research from [2] . We study a generalized spherical means operator acting on radial functions. In [2] we viewed this operator as a family of integral transforms {M α,β t : t > 0} acting on profile functions on R + and found fairly precise estimates of the associated integral kernels K α,β t (x, z). This enabled us to prove two-weight L p − L q (L r t ) estimates for f → M α,β t f , with 1 ≤ p, q ≤ ∞ and 1 ≤ r < ∞. In the present work we focus on the more subtle limiting case r = ∞ and restrict to p = q, which in the above language of mixed norm estimates corresponds to weighted L p -boundedness of the maximal operator f → sup t>0 |M α,β t f |. Obtaining such results requires a different, in fact more tricky, approach from that used in [2] . It is worth emphasizing that both our works, [2] and this one, were to large extent motivated by connections of the generalized spherical means with solutions to a number of classical initial-value PDE problems being of physical and practical importance; see e.g. [2, Section 7] and references given there.
Let n ≥ 2 and consider the generalized spherical means transformation
where F is the Fourier transform in R n and the radial multiplier is given via m β (s) = 2 β+n/2−1 Γ(β + n/2) J β+n/2−1 (s) s β+n/2−1 , s > 0, with J ν denoting the Bessel function of the first kind and order ν. The parameter β can, in general, be a complex number excluding β = −n/2, −n/2 − 1, −n/2 − 2, . . .. For β = 0 one recovers the classical spherical means
f (x − ty) dσ(y), (x, t) ∈ R n × R + ,
where dσ is the normalized uniform measure on the unit sphere S n−1 ⊂ R n . Clearly, M 0 f (x, t) returns the mean value of f on the sphere centered at x and of radius t.
For the maximal operator M β * f = sup t>0 |M β f (·, t)| Stein [8] proved the following.
Theorem 1.1 ([8]
). Let n ≥ 3. Then M β * is bounded on L p (R n ) provided that (1.1) 1 < p ≤ 2 and β > 1 − n + n p , or p > 2 and β > 2 − n p .
This result was enhanced in the sense of admitted parameters and dimensions by subsequent authors: Bourgain [1] , Mockenhoupt, Seeger and Sogge [7] and recently by Miao, Yang and Zheng [6] , see the historical comments in [6, p. 4272] . All these refinements can be stated altogether as follows, cf. [6, Theorem 1.1].
Theorem 1.2 ([6]). Let
The range of β in Theorem 1.2, for p > 2, is strictly wider than in Theorem 1.1; see Figure 1 below. However, according to our best knowledge, it is not known whether it is already optimal. We strongly believe it is not, see our Conjecture 1.8 below. We remark that both Theorems 1.1 and 1.2 were originally proved for complex β, but for our purposes it is enough to state them for real values of the parameter.
A restriction of M β to radially symmetric functions is still of interest and, moreover, admits a more explicit finer analysis that potentially leads to more general or stronger theorems. In this connection we invoke two quite recent results of Duoandikoetxea, Moyua and Oruetxebarria [4, 5] . The first of them is a characterization of weighted L p rad -boundedness of M 0 * with radial power weights involved; here and elsewhere the subscript "rad" indicates the subspace of radial functions.
Another result in this spirit provides sufficient conditions for weighted L p rad -boundedness of M (3−n)/2 * , again with radial power weights involved.
where in case n = 2 the lower bound for γ should be replaced by −3/2, and with the first inequality weakened for odd dimensions n.
Here and elsewhere by weakening a strict inequality we mean replacing "<" by "≤". We take this opportunity to note that the statement of [5, Theorem 1.1] (an unweighted specification of Theorem 1.4) contains a small error, the upper bound for p in even dimensions higher than 3 should be given by strict inequality, cf. [5, Lemma 4.3] . This problem affects the abstract of [5] as well. The radial improvement for the unweighted estimates occurs only in odd dimensions higher than 3.
We omit here discussion of more sophisticated mapping properties of M β * , like boundedness from L 1 to weak L 1 , or from the Lorentz space L 1,1 to weak L 1 (which correspond to weak and restricted weak type estimates for the maximal operator, respectively). For this kind of results, especially in the radial case, we refer to [4, 5] and references given there. The maximal operator M α,β * we shall study generalizes the restriction of M β * to radial functions, since, in a sense, it covers a continuous range of dimensions n = 2α + 2, α > −1. Our main result, Theorem 1.5 below, contains Theorems 1.3 and 1.4 as special cases; in particular, we deliver a partly alternative and seemingly simpler proof of Theorem 1.4. Moreover, our more general perspective sheds new light on the discrepancy between n = 2 and higher dimensions in Theorems 1.3 and 1.4, as well as on the discrepancy between odd and even dimensions in Theorem 1.4. Finally, we gain some intuition that enables us to conjecture an optimal result in the spirit of Theorems 1.1 and 1.2, see Conjecture 1.8 below.
Let α > −1 and α + β > −1/2. For each t > 0 consider the integral operator
with the measure dµ α (x) = x 2α+1 dx and the kernel given by
This kernel is well defined for (t, x, z) ∈ R 3 + such that, in general, t = |x − z| and t = x + z. Note that the integral here converges absolutely when α + β > 1/2, but otherwise the convergence at ∞ is only conditional, in the Riemann sense.
For is bounded on L p (R + , x γ dµ n/2−1 ). We now formulate the main result of this paper. Theorem 1.5. Assume that α > −1 and α + β > −1/2. Let 1 < p < ∞ and δ ∈ R. Then the
with the first inequality weakened when α + β > 1/2, (c) in case β ≤ 0,
with the first inequality weakened when −β ∈ N or α + β > 1/2. 
Observe also that (1.4) is in fact the A p condition for the power weight x δ−(2α+1) in the context of the space of homogeneous type (R + , dµ α , | · |).
In the circumstances of Theorem 1.5, assuming in addition that 2α+β > −1, for each p satisfying (1.3) there is always a non-trivial interval of δ for which the L p (x δ dx) boundedness holds. On the other hand, when 2α + β ≤ −1 (i.e. (α, β) is inside or on the rightmost side of the small triangle with vertices (−1/2, 0), (−1, 1/2), (−1, 1)) Theorem 1.5 gives no L p (x δ dx) boundedness (the range of δ is empty for each p).
Taking δ = γ + 2α + 1 and α = n/2 − 1, n ≥ 2 in Theorem 1.5, and either β = 0 or β = (3 − n)/2, one recovers Theorems 1.3 and 1.4, respectively. Furthermore, specifying Theorem 1.5 to the natural weight we set δ = 2α + 1 and get the following.
with the first inequality weakened if −β ∈ N or α + β > 1/2.
Observe that, in the context of Corollary 1.6, condition (1.7) is always satisfied in case β ≥ 1, and for 0 ≤ β < 1 the lower bound in (1.7) is always true. Note also that there is no p for which the boundedness holds if either β ∈ (0, 1) and 2α + β + 1 ≤ 0 or β < 0 and α + β ≤ −1/4 − 1/(16α + 12). Otherwise, there is always a non-trivial interval of p for which M α,β * is bounded on L p (dµ α ). Taking α = n/2 − 1, n ≥ 2, in Corollary 1.6 we obtain
with the last inequality weakened when −β ∈ N or β > 3−n 2 . We believe that weakening the inequality in Corollary 1.7 reflects radial improvement of mapping properties of M β * . On the other hand, the fact that for 2 < p < 2(n + 1)/(n − 1) condition (1.8) is strictly less restrictive than condition (1.2), see 
we state the following.
Finally, we comment on pointwise almost everywhere convergence M α,β t f → f as t → 0 + . This is an important issue, due to connections of M 
uniformly in locally integrable functions f on R + and x ∈ R + , with any fixed θ > 0 such that
α,β * ,tru is of weak type (1, 1) with respect to the measure space (R + , x δ dx) with any δ ∈ R.
Corollary 1.10. Let α, β and p be as in Proposition 1.9. Then
Consequently, we obtain almost everywhere convergence to initial data results in contexts of differential problems whose solutions express via M In (i), (iii) and (iv) by "locally integrable/locally in L p " we mean local integrability in case α + β ≥ 1/2, and being locally in L p for some p satisfying condition (1.3) in case −1/2 < α + β < 1/2.
Structure of the paper. The rest of the paper is organized as follows. Section 2 is a technical preparation for the proof of Theorem 1.5. It provides estimates of the integral kernel K α,β t (x, z), decomposition of the (t, x, z) space into suitable regions and definitions of special auxiliary operators together with description of their L p -behavior. Section 3 contains the proof of Theorem 1.5. The main part is preceded by establishing suitable control in terms of the special operators. At the end of Section 3 a brief justification of Proposition 1.9 is given.
Notation. Throughout the paper we use a fairly standard notation. Thus N = {0, 1, 2, . . .} and R + = (0, ∞). The symbols "∨" and "∧" mean the operations of taking maximum and minimum, respectively. We write X Y to indicate that X ≤ CY with a positive constant C independent of significant quantities. We shall write X Y when simultaneously X Y and Y X. For the sake of brevity, we often omit R + when denoting L p spaces related to the measure spaces (R + , x δ dx) and (R + , dµ α ). We write L p rad (. . .) for the subspace of L p (. . .) consisting of radial functions.
Technical preparation
Define the main regions
Following the strategy used in [5] , see also [4] , we shall estimate the kernel K α,β t (x, z) and then split the bounds according to suitably defined subregions of E and F . Then we will estimate the resulting maximal operators independently and get control in terms of a number of special operators whose mapping properties are essentially known. Altogether, this will give an overall control of the maximal operator M α,β * . In preparatory subsections 2.1-2.3 below we gather the kernel estimates, suitable decompositions of E and F and definitions of the special operators, respectively. 2.1. Kernel estimates. We first rephrase [2, Theorem 3.3] in a way more convenient for our present purposes; see also [2, Section 2.3]. In particular, we neglect parts concerning sharpness of the bounds for certain α and β.
Theorem 2.1 ([2]).
Assume that α > −1 and α + β > −1/2. Let t, x, z > 0. The kernel K α,β t (x, z) vanishes when t < |x − z|, whereas in E ∪ F the following uniform estimates hold.
(1) If −β ∈ N, then the kernel vanishes in F and
(2) If α + β > 1/2 and neither −β ∈ N nor 2α + β = 0, then
(4) If α + β = 1/2 and neither −β ∈ N nor β = 1, then
(5) If α + β = 1/2 and β = 1, then
(6) If α + β < 1/2 and neither −β ∈ N nor β = 1 nor α + 1/2 ∈ N, then
in F.
The above theorem distinguishes cases, or rather segments and lines in the (α, β) plane, where the estimates are better comparing to other neighboring (α, β). However, this does not seem to be reflected in power weighted L p , 1 < p < ∞, boundedness of M α,β * . This claim is based on our detailed analysis of the maximal operator in each of the cases related to items (1)- (8) of Theorem 2.1. Even though we could often obtain seemingly better control of K α,β * in terms of the auxiliary special operators, it led us to the same mapping properties as stated in Theorem 1.5. Therefore, we simplify things already at this stage and derive less accurate kernel bounds, but with simpler structure (in particular, containing no logarithmic expressions), that will be sufficient for our purpose. However, this strategy might not be appropriate for studying more subtle mapping properties of M α,β * , like weak or restricted weak type estimates. For notational convenience, define auxiliary kernels
Theorem 2.2. Assume that α > −1 and α + β > −1/2. Fix an arbitrary ε > 0. The following estimates hold uniformly in (t, x, z) ∈ E ∪ F :
Proof. All the asserted bounds are straightforward consequences of Theorem 2.1. Clearly,
for (t, x, z) ∈ E ∪ F , is just Theorem 2.1(1). We can write
and, since the expression in square brackets is bounded from above by a constant, we infer that
t (x, z) when α + β ≥ 1/2. Next, assume that α + β > 1/2 and 2α + β = 0 (see Theorem 2.1(3)), which forces α < −1/2. For (t, x, z) ∈ E ∪ F we have
Here the expressions in square brackets are bounded from below by a positive constant. Hence, in view of Theorem 2.1(1)-(3) and (2.1), we see that
Let now α + β = 1/2 and fix ε > 0. For (t, x, z) ∈ E we have (see Theorem 2.1(4))
where we used the fact that log y grows slower than the positive power y −(α+β−ε−1/2) (here y positive and separated from zero). Further, for (t, x, z) ∈ F ,
This shows that (see Theorem 2.1(4), (5))
for (t, x, z) ∈ E ∪ F (to be precise, the case coming from Theorem 2.1(5), i.e. (α, β) = (−1/2, 1), is trivially included with no logarithms involved). Finally, we consider α + β < 1/2, see Theorem 2.1(6)-(8). If β = 1 then automatically α < −1/2 and for (t, x, z) ∈ F we have (see Theorem 2.1(7))
The proof of Theorem 2.2 is complete.
2.2.
Decompositions of E and F . Inspired by the analysis presented in [5] , we define
In what follows we will use uniform estimates of expressions in t, x, z that hold specifically in one (or more) of the above regions, cf. [5] . We list them below for an easy further reference. Verification of these relations is straightforward and left to the reader.
2.3. Special operators. We will use the following auxiliary operators whose mapping properties are essentially known, see [4, 5] and also references given there. A variant of the Hardy-Littlewood maximal operator (denoted by E 2 in [4] )
The local Hardy-Littlewood maximal operator
The operator L is bounded on L p (x γ dx), 1 < p < ∞, for any γ ∈ R. The Hardy type operator
The operator H η is bounded on L p (x γ dx), 1 < p < ∞, if and only if γ < ηp − 1. The remote maximal operator
The operator R is bounded on L p (x γ dx), 1 < p < ∞, if and only if γ ≥ 0. The maximal operator N. For positive η, let
At this point it is perhaps in order to note that the range given in [5, p. 1545] for the boundedness of N η is wrong; consequently some statements in the proof of [5, Theorem 4.3] are not correct, nevertheless the result claimed there is true. The maximal operator T. For any η ∈ R, consider the operator
Boundedness of T η on power weighted L p spaces is shown in the following lemma, which is a simple extension of [5, Lemma 2.1]. Actually, this is even more than we need, we state item (b) only for the sake of completeness.
Proof. Items (a) and (c) are proved in [5] , while (b) is commented there. To show (d), assume that η ≤ 0 and observe that
Thus T η is controlled in terms of the dual Hardy operator
z dz, which is well known to be bounded on L p (x γ dx) if and only if γ > −1; see e.g. [2, Lemma 6.3].
Proof of the main theorem
From now on we will consider only non-negative functions f . This will be enough, since our approach is based on absolute estimates of the kernel.
Let
and analogously for the Ψ counterparts. Clearly, Φ α,β * f ≤ Φ α,β * ,E f + Φ α,β * ,F f and similarly in case of the Ψ operators.
3.1. Control of Φ α,β * . In this subsection we will establish a control of Φ α,β * in terms of the special operators defined in Section 2.3. This will be done under the assumption α + β ≥ 1/2.
uniformly in f ≥ 0 and x > 0.
Proof. We will bound the maximal operators related to restrictions of Φ α,β t (x, z) to the subregions of E and F specified in Section 2.2. Region E 1 . In view of (2.2), taking into account that α + β − 1/2 ≥ 0, we have
Region E 2 . In this region t x, so using (2.3) and
Region E 3 . Using (2.4) and α + β − 1/2 ≥ 0 gives
Region F 1 . Now t x. Using the fact that t + x − z x in F 1 , see (2.5), we can write
Here the factor (t−x+z) β−1 is controlled by (t−x) β−1 x β−1 when β ≥ 1, and by z β−1 otherwise. This leads directly to the bound
Region F 2 . Here we use (2.8) and (2.6) obtaining
The bounds of Lemma 3.1 follow.
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Control of Ψ
α,β * ,E . We will prove the following.
Lemma 3.2. Let α > −1 and −1/2 < α + β < 1/2. Then, given any θ > 0 such that
Proof. We first reduce the task to the special case β = 0. Observe that
and hence it is enough to show that, given −1/2 < α < 1/2,
with any fixed θ > 0 such that 1 1+θ < α + 1/2. The proof of (3.1) is a straightforward generalization of the reasoning from [4] , see the proof of [4, Theorem 3.1(b)]. We present briefly some details for the reader's convenience. Using the identity . From here one proceeds by splitting the supremum into t ≤ 2x and t > 2x (which corresponds essentially to estimating separately Ψ 
