Feedforward Convolutional Neural Networks (ffCNNs) have become state-of-the-art models both 7 in computer vision and neuroscience. However, human-like performance of ffCNNs does not 8 necessarily imply human-like computations. Previous studies have suggested that current ffCNNs 9 do not make use of global shape information. However, it is currently unclear whether this 10
Introduction 18
Vision is a complex process that remained beyond the reach of computer systems for decades. . The y-axis shows the offset for which observers correctly report the vernier offset direction in 75% of the trials 82 (threshold; performance is good when the threshold is low). When the vernier is presented alone, the task is easy 83 (red dashed line). Adding a flanking square (column 1) makes the task much harder, a classic crowding effect. When 84 more squares are added, performance recovers almost to the unflanked level (second column, uncrowding).
85
Uncrowding strongly depends on the configuration (columns 2 to 8). For example, column 4 shows a configuration 86 of flankers with a strong uncrowding effect. In comparison, column 5 has the same flankers but in a different 87 configuration producing strong crowding. Reproduced from . b. Crowding in ffCNNs: In the 88 feedforward framework of vision, embodied by ffCNNs, crowding occurs by pooling of visual features across a 89 hiererachy of local feature detectors. In this example, a stimulus with five squares and a vernier target is presented.
90
Each circle represents a neuron and shows the elements in its receptive field. In early layers, receptive fields are 91 small and the vernier is in the receptive field of a single neuron (green). Neighbouring neurons respond to parts of 92 the squares (blue). At this level, the vernier is well represented. In the next layer, however, information about the 93 vernier is pooled with information of the sourrouding flanker. Vernier-related information is "corrupted" by the 94 flankers, making the offset direction harder to decode (crowding; blue-green). In subsequent layers, even more 95 target-unrelated information is pooled. For this reason, we hypothesize that adding more flankers may always lead 96 to more crowding in ffCNNs. 
Methods

99
Code and supplementary material are available online at https://github.com/adriendoerig/Doerig-Bornet-100
Choung-Herzog-2019. 101
Experiment 1a 102
We presented different (un)crowding stimuli to AlexNet (pretrained on ImageNet) and assessed 103 how information about the target vernier is preserved along the network hierarchy. We used 104 decoders to detect vernier offset direction based on the activity in each layer (Fig. 2 ). Each layer 105 had its own decoder, consisting of batch normalization (Ioffe & Szegedy, 2015) , followed by a 106 hidden layer of 512 units, followed by an ELU non-linearity (Clevert, Unterthiner, & Hochreiter, 107 2015), finally projecting to a softmax layer composed of 2 nodes coding for left and right offsets.
108
The decoders were trained using Adam optimizers (Kingma & Ba, 2014 ) to minimize the cross-109 entropy between the predicted and the presented vernier offsets. Each image in the training set 110 consisted of a vernier plus a non-overlapping random configuration of flankers (composed of 111 18x18 pixels squares, circles, hexagons, octagons, stars or diamonds). These configurations had 112 between 1 and 7 columns and between 1 and 3 rows of flankers of the same shape. We added 113 Gaussian noise to each image. Training was successful, i.e., the network was well able to detect 114 the vernier offset direction in the training images. . Different stimuli were fed to AlexNet. AlexNet's weights were pretrained on ImageNet and were frozen 117 during the experiment. To investigate how well information about the vernier offset is preserved throughout the 118 network hierarchy, we trained decoders to discriminate the vernier offset direction in each layer. In the training set, 119 the vernier and a flanker configuration were simulatneously shown, but never overlapped (top). In the testing set, 120 we presented 72 different (un)crowding configurations and measured performance for each configuration and each 121 layer. In these testing images, the vernier was always surrounded by the flanker configuration (bottom). In this 122 example, configurations of squares are shown, but we also used different shapes (see main text). 133 Experiment 1b 134 We tested an ffCNN with a more sophisticated architecture (ResNet50) and the same ffCNN In experiment 2, we investigated which parts of the stimulus configurations the network mainly 142 relies on by using an occlusion sensitivity measure (similarly to Zeiler & Fergus, 2014) . We used 143 the networks with decoders trained in experiment 1. For a given configuration, we collected the For each patch location P and layer L, we quantified how much the noise patch biased vernier 154 offset classification towards or away from the correct response:
Where ⃗⃗⃗⃗ = ( 1 , 2 ) is the output of the decoder for layer L on the original stimulus without a (Fig. 3c&d ). First, this shows that using a more sophisticated architecture (i.e., affect processing of local parts. 265 We suggest that the inability of ffCNNs to perform human-like object shape processing is deeply 266 rooted in their feedforward pooling architecture. Global processing is not only an issue for 267 ffCNNs but for other models too. We showed that no existing model of crowding based on local 268 and feedforward computations can explain uncrowding (we did not address ffCNNs thoroughly Hence, despite their well-known power, further aspects need to be incorporated into ffCNNs. 273 We propose that recurrent, global grouping and segmentation is crucial to explain how the brain 274 deals with global configurations . Specifically, we propose that a flexible 275 recurrent grouping process determines which elements are grouped into an object. In the case with a dedicated recurrent grouping process, which is able to explain why (un)crowding occurs 280 (see also Bornet et al., 2019 the crucial benchmarks targeting principled computational processes. Here, using crowding, we 307 showed a fundamental difference in local vs. global processing between humans and ffCNNs, 308 and suggest that grouping and segmentation are promising additions to make deep neural 309 networks better models of vision.
310
Historically, psychophysical results were seen as stepping stones towards object recognition 311 models. Today, the picture has been reversed: we have powerful artificial vision models, but they 312 do not reproduce even simple psychophysical results. The fact that ffCNNs can solve complex 313 visual tasks in a different way than humans reveals that there are many ways of doing so. There 
