Abstract. We present a fast algorithm for optimal alignment between two similar ordered trees with node labels. Let ¢ and
Introduction
Let 0 be a rooted tree. 
2
A preliminary version of this article appeared in [3] . The problem of determining the similarity between two labeled trees occurs in several different areas of computer science. For example, in computational biology, methods for measuring the similarity between ordered labeled trees of bounded degree can be used in the comparison of RNA secondary structures [4, 6, 10] . The problem also occurs in evolutionary trees comparison, organic chemistry, pattern recognition, and image clustering [4, 6, 9, 14] .
The similarity between two labeled trees can be defined in various ways analogous to the ways of defining the similarity between two strings [7, 9] . For example, one can look for the largest maximum agreement subtree, the largest common subgraph, the smallest common supertree, the minimum tree edit distance, etc. [4, 5, 6, 11, 14] .
Jiang, Wang, and Zhang [4] generalized the concept of an alignment between strings to include labeled trees as follows. An insert operation on a labeled tree adds a new node , labeled by a blank symbol '¡' which does not belong to
1
. The operation either (1) turns the current root of the tree into a child of and lets become the new root, or (2) makes the parent of a subset of (if the tree is unordered) or consecutive subsequence of (if the tree is ordered) children 1 , and then becomes a child of that node.
An alignment between two labeled trees is obtained by performing insert operations on the two trees so they become isomorphic when labels are ignored, and then overlaying the first augmented tree on the other one. The score of the alignment is the sum of the scores of all matched pairs of labels, where the score of a pair of labels is defined by a given function Inspired by the known fast method for an optimal alignment between similar strings (see Section 3.3.4 in [9] ), we present an algorithm for optimal alignment between two similar ordered trees with node labels which is faster than the algorithm of Jiang et al. when the score of an optimal alignment between the two input trees is high and the scoring scheme satisfies some natural assumptions. If there is an optimal alignment between the two input ordered trees which uses at most ! blank symbols and ! is specified in advance, then our algorithm called Algorithm Fast Score computes its score in 
I
is not known in advance. In particular, if the degrees of both input trees are bounded by a constant, the running times stated above reduce to
, and
, respectively. The algorithms can be modified to return an alignment corresponding to the optimal score without increasing the asymptotic running times in the same way as for the algorithm of Jiang et al.
The rest of this paper is organized as follows. In Section 2, we describe the algorithm of Jiang, Wang, and Zhang from [4] . In Section 3, we introduce a new concept we call 
The algorithm of Jiang, Wang, and Zhang
The algorithm of Jiang, Wang, and Zhang [4] for aligning two labeled, ordered trees is based on the standard dynamic programming algorithm for the string alignment problem which calculates the scores of optimal alignments between pairs of prefixes (or symmetrically, suffixes) of the two input strings in bottom-up order by using a two-dimensional table to store the computed scores, and then, when the table is complete, performs a traceback to obtain an optimal alignment (see, e.g., [2, 7, 9, 13] ). The algorithm of Jiang et al. computes and stores the scores of optimal alignments between pairs of ordered subtrees of and and between pairs of ordered subforests of and in a bottom-up fashion. After the algorithm is finished, an actual optimal alignment between and can also be recovered by doing a traceback.
Some notation is necessary to describe the algorithm in more detail. By adding a traceback step at the end, the algorithm can be extended to return an alignment corresponding to the optimal score without increasing the asymptotic running time 4 4 An optimal alignment can be recovered by recalculating the terms on the right-hand side of Lemma 2.1 for each pair of subtrees or subforests encountered during the traceback to determine which of the possibilities that resulted in the highest score; alternatively, one can modify the algorithm to also record information about how each value¨© 2 2 is obtained as it is computed, e.g., by saving pointers. 3.
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-relevance
The main idea of our algorithm is to modify the dynamic programming algorithm of Jiang et al. outlined in Section 2 to only consider what we call ! -relevant pairs of subtrees and subforests.
3.1.
-relevant pairs of subtrees
In order to introduce our slightly technical concept of ! -relevance, we need some definitions. 
Proof:
We may assume without loss of generality that the sequence is ordered according to the left-right order in . Since 
Constructing the -relevant pairs
The test for 
¤
, and insert them into a standard data structure for two-dimensional range search, e.g., a layered range tree [8] . The construction of the data structure takes ). It is an interesting open problem whether a substantial speed-up in the construction of an optimal alignment between similar unordered trees of bounded degree is achievable.
In the construction of the ! -relevant pairs, we could use more sophisticated and more asymptotically efficient data structures for two dimensional range search on an integer grid [1] . However, this would not lead to an improvement of the asymptotic total time complexity of our alignment algorithm.
