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On the Equivalence of Affine sℓ(2) and N=2 Superconformal
Representation Theories ∗
A.M. Semikhatova
aP.N. Lebedev Physics Institute, 53 Leninski prosp., Moscow 117924, Russia
There exist two different languages, the ŝℓ(2) and N = 2 ones, to describe similar structures; a dictionary is
given translating the key representation-theoretic terms related to the two algebras. The main tool to describe
the structure of ŝℓ(2) and N = 2 modules is provided by diagrams of extremal vectors. The ŝℓ(2) and N = 2
representation theories of certain highest-weight types turn out to be equivalent modulo the respective spectral
flows.
1. INTRODUCTION
In this talk I address a representation-theoretic
problem that originates in constructions as stan-
dard in conformal field theory as parafermions
and the Kazama–Suzuki (KS) construction,
which relate the affine algebra ŝℓ(2) and the N=2
superconformal (super-Lie)algebra in two dimen-
sions. The results are conveniently expressed in
the language of category theory.
Each of the two algebras has some relation to
the bosonic string. The matter part of the string,
which furnishes a representation of the Virasoro
algebra, is known to be described as the Hamilto-
nian reduction of ŝℓ(2) [ 2]. At the same time,
dressing the matter theory into a non-critical
bosonic string gives rise to the N = 2 supercon-
formal algebra [ 3, 4]. On the other hand, one
should keep in mind that, as Table 1 shows, there
is hardly anything that these two algebras appear
to have in common as regards their structure.
As regards the N = 2 algebra, let me also note
that besides its appearance in the bosonic string
(hence in all other string theories, in that case as
a subalgebra of larger superalgebras [ 4, 5]), it is
the starting point in the construction of N = 2
strings [ 6, 7, 8, 9, 10, 11], which have recently
been suggested to play an important role in M-
theory [ 12].
In this talk, I describe some of the results of
∗Contribution to the proceedings of the 30th Int. Sympo-
sium Ahrenshoop on the theory of elementary particles,
Buckow, Germany, August 27–31, 1996.
a work with Boris Feigin and Ilya Tipunin [ 1],
in which certain categories of representations of
the affine sℓ(2) and N = 2 superconformal alge-
bras are shown to be equivalent . The tools es-
sential for the analysis of N = 2 and ŝℓ(2) mod-
ules include diagrams of extremal vectors and the
spectral flow transform. The idea to consider ex-
tremal vectors was put forward in [ 13], where it
was observed that many representation-theoretic
problems can be naturally reformulated in terms
of extremal vectors. An independent construc-
tion of [ 14] (and a similar one, [ 15]) can be
considered as a manifestation of this general ob-
servation. I will illustrate in this talk several ba-
sic points related to extremal diagrams, first of
all how their properties describe the structure of
submodules of a given module (in particular, its
(sub)singular vectors). I consider such ŝℓ(2) and
N = 2 modules that have isomorphic extremal
diagrams, which results in the equivalence of cer-
tain categories built out of these modules. This
requires introducing more general ŝℓ(2) modules
than those usually considered.
The modules over the N = 2 algebra that are
generally [ 17] viewed as ‘standard’ Verma mod-
ules have an infinite number of equivalent highest-
weight-like states. The affine sℓ(2) modules that
correspond to these N =2 modules, too, have an
infinite number of ‘almost-highest-weight’ states.
They are called the ‘relaxed’ Verma modules,
since they differ from the standard Verma mod-
ules by somewhat ‘relaxed’ highest-weight condi-
tions. The ordinary ŝℓ(2) Verma modules consti-
2algebra ŝℓ(2) N=2
a Kac–Moody algebra? Yes No
contains fermions? No Yes
rank 2 3
‘Cartan’ generators J00 , K L0, H0, C
‘highest-weight’ conditions J+
≥0
≈J0≥1≈J
−
≥1
≈0 L≥1≈H≥1≈Q≥1≈G≥0≈0
realized on the string worldsheet? No Yes
tute a class of submodules of relaxed Verma mod-
ules. Back to N =2, the corresponding ‘smaller’
class of modules are the so-called ‘topological’ [
16, 14] (in fact, chiral) N = 2 modules. It thus
turns out that modules that look ‘standard’ on
the N=2 side correspond to ‘less standard’ ŝℓ(2)
modules, and vice versa, which is one of the rea-
sons for a ‘proliferation’ of different types of mod-
ules I am going to deal with. I will also have
to twist (spectral-flow transform) both the ŝℓ(2)
and N =2 modules in order to compare highest-
weight-type representation theories of the two al-
gebras, since the nature of the correspondence be-
tween the two representation theories is such that
it necessarily involves twisted modules even if one
starts with ‘untwisted’ ones.
The main results are the pairwise equivalences
of the respective corners of the diagrams of cat-
egories of ŝℓ(2) representations on the one hand
and N=2 representations on the other hand:
CHW ❀ CRHW
✻ ✻
CVER ❀ CRVER
ŝℓ(2)
and
CT OP ❀ CMHW
✻ ✻
CT VER ❀ CMVER
N=2
The categories are described as follows. ‘C’ always
stands for chains , which I define below, of mod-
ules from the respective categories: VER consists
of the usual Verma modules over the affine sℓ(2)
and all their images under the spectral flow (i.e.,
the twisted Verma modules). Category HW of
twisted highest-weight-type modules is the corre-
sponding analogue of the O category: it is derived
from VER by taking all possible factor modules
and ‘gluing’ to each other different modules (with
the same twist); in what follows, I give an intrinsic
definition of this category using a criterion that
is invariant under twisting. Further, RVER are
the relaxed Verma modules, which differ from the
usual Verma modules by one missing annihilation
condition imposed on the highest-weight vector
and as a result possess infinitely many ‘relaxed-
highest-weight’ vectors. Then, RHW is the cor-
responding analogue of the O category of modules
of the relaxed-highest-weight type.
On the N = 2 side, T VER are topological
Verma modules and all their spectral flow trans-
forms [ 16, 14], while T OP are the correspond-
ing topological-highest-weight type modules. The
‘massive’ Verma module category MVER con-
sists of all possible twists of those modules over
the N = 2 algebra that are commonly viewed
as the “standard” N = 2 Verma modules, while
MHW is made up of modules of the same
highest-weight type, but not necessarily Verma
modules.
Let me point out that, even though this is not
indicated explicitly in the names of the categories,
each of the above categories includes twisted mod-
ules (along with untwisted ones).
Taking chains of modules from these categories
makes the respective corners of the two squares
equivalent , e.g. CVER ❀ CT VER and, at the
same time, CT VER ❀ CVER, where the ❀ ar-
rows are of course not intertwining operators, nor
any kind of morphisms of modules, but rather,
functors . Thus, any two modules related by a
morphism in one of the categories are❀-mapped
into modules related by a morphism in the other
category, and the claim of equivalence means in
particular that whatever properties a chosen mor-
phism may have (embedding, projection, . . . ),
these are then preserved, while the composition of
the direct and the inverse arrows takes any object
(a representation) into an isomorphic object.
3As long as submodules of Verma modules are
associated with singular vectors, a part of the
statement amounts to the isomorphism between
singular vectors in the respective Verma modules.
Singular vectors in topological N=2 modules al-
low a 1 : 1 mapping into (well-known) singular
vectors in ŝℓ(2) Verma modules (as was claimed
in [ 26]); with the massive/relaxed Verma mod-
ules, this is also true, but the structure of singu-
lar vectors is more involved, and I will discuss it
briefly for the ŝℓ(2) case (see [ 1] for the details).
The point is that a given singular vector does not
necessarily generate a maximal submodule. This
situation can be described in terms of subsingular
vectors: constructing a system of sub-, subsub-,
. . . -singular vectors is nothing but a way to de-
scribe the system of maximal submodules and of
(non-maximal) submodules thereof generated by
vectors of a particular type (those annihilated by
a chosen set of operators from the algebra).
However, the structure of submodules can al-
ternatively be described by specifying those vec-
tors that generate maximal submodules. I will
still call these vectors singular (and thus would
no longer need the notion of subsingular vectors),
for the following reasons: for the algebras under
consideration, the vectors that generate maximal
submodules turn out to satisfy vanishing relations
that are nothing but the spectral flow transform
of the ‘standard’ annihilation conditions (i.e., of
those imposed on highest-weight vectors in un-
twisted modules). Moreover, as I have already
mentioned, the relaxed/massive Verma modules
can equally well be generated from an infinite
number of vectors each of which satisfies precisely
the thus twisted highest-weight conditions. This
makes it natural to consider highest-weight con-
ditions up to the spectral flow transform and to
impose such highest-weight conditions on singu-
lar vectors. Among singular vectors understood
in this broader sense, then, one can always find
those that generate maximal submodules, even
though the ‘standard’ singular vector may gener-
ate a smaller submodule.
As we will see, it is advantageous to con-
sider the entire extremal diagram generated out of
given highest-weight state and likewise, of a given
singular vector. It turns out that vectors that
generate maximal submodules – which are singu-
lar in the broader sense that I adopt from now
on – and the ‘standard’ singular vectors belong
to the same extremal diagram, and moreover, it
is the properties of the extremal diagram that
are responsible for whether or not the ‘standard’
singular vector would generate a maximal sub-
module. In general, all the states in a given ex-
tremal diagrams satisfy the same highest-weight
conditions up to the spectral flow transform, how-
ever stronger annihilation conditions may occur
for some states in the diagram, in which case the
vectors in the extremal diagram may be divided
into those which do, and which do not, generate
a maximal submodule.
The equivalence claim for chains of modules
means that N =2 and ŝℓ(2) representation theo-
ries are equivalent modulo the respective spectral
flow transforms.
2. The algebras
2.1. The affine sℓ(2) algebra
The structure of ŝℓ(2) Verma modules is con-
veniently encoded in the extremal diagram
. . . • J
−
0✛ • J
−
0✛ • J
−
0✛ ◦ J+
−1❍❍❥• J+
−1❍❍❥• J+
−1❍❍❥• · · · (2.1)
which expresses the fact that J+−1 and J
−
0 are the
highest-level operators that do not yet annihilate
the highest-weight state ◦. All the other states
in the module should be thought of as lying in
the interior of the wedge. In these conventions,
e.g., J0−1 is represented as a downward vertical
arrow. An important point is that the diagram is
angle-shaped, which reformulates as the following
property: take a state |v〉 represented by a point
inside the angle and, for a fixed n ∈ Z, consider all
the states (J+n )
i |v〉, i ∈ N, and (J−−n)i |v〉, i ∈ N.
These states fill out a straight line in the diagram,
which would necessarily intersect the edge of the
diagram, and therefore, in one of the directions,
the action with either J+n or J
−
−n terminates (van-
ishes) after a certain number of steps.
4Automorphisms of the affine sℓ(2) algebra are
the canonical involution and the spectral flow
Uθ :
J+n 7→ J+n+θ, J−n 7→ J−n−θ,
J0n 7→ J0n + k2θδn,0,
(2.2)
where θ ∈ Z, and k is the level (I assume k 6= −2
in what follows). In general, Verma over the ŝℓ(2)
algebra are not invariant under the spectral flow
and are mapped into ‘twisted’ modules. A twisted
Verma module Mj,k,θ is freely generated by
J+≤θ−1, J
−
≤−θ, J
+
≤−1
from a “twisted” highest-weight vector |j, k; θ〉sℓ(2)
defined by the conditions
J+≥θ |j, k; θ〉sℓ(2) = J−≥−θ+1 |j, k; θ〉sℓ(2) = 0,
J0≥1 |j, k; θ〉sℓ(2) = 0, (2.3)(
J00 +
k
2 θ
) |j, k; θ〉sℓ(2) = j |j, k; θ〉sℓ(2)
Thus θ measures the gap between the mode num-
bers of J+ and J− that annihilate the vacuum.
The respective extremal diagrams are ‘rotations’
of (2.1). A crucial fact is that any straight line
would still intersect the edge of the diagram, and
thus the argument discussed below (2.1) still ap-
plies. I identify |j, k〉sℓ(2) = |j, k; 0〉sℓ(2), and de-
note Mj,k =Mj,k;0.
All possible (integral) twists of Verma modules
constitute the category VER. However, already
in the untwisted case, many (if not all) interest-
ing representations are not Verma modules, but
rather can be obtained from Verma modules by
taking factors and ‘gluing’. This gives the cate-
gory O (see [ 18]), in which the Verma modules
are ‘universal’ objects in the sense that any ir-
reducible representation is a factor of a Verma
module. The standard definition of the category
O singles out only the untwisted Verma modules
(those with θ = 0 in (2.3)). A remarkable fact is
that there exists an intrinsic definition of the cat-
egory HW of highest-weight type modules, which
would include the twisted modules. First of all,
to formalize the above observations, let |X〉 be an
element of a module over the affine sℓ(2) algebra
and let us fix an integer θ. For J being either
J+ or J−, we say that the Jθ-chain terminates
on |X〉, and write (Jθ)+∞ |X〉 = 0, if
∃N ∈ Z, n ≥ N : (Jθ)n |X〉 = 0 .
Further, all the modules in what follows are as-
sumed graded with respect to the Cartan subalge-
bra of the respective algebra. I will use the cri-
terion of terminating chains to define categories
of highest-weight-type representations. This and
similar criteria will be applied to J+ and J− gen-
erators in the ŝℓ(2) case and to G and Q in the
N = 2 case. For brevity, I will give explicitly
only those parts of definitions that have to do
with twisting, omitting explicit stipulations of the
standard O-category requirements with respect
to the remaining generators (J0, and L and H re-
spectively), which state that acting with the anni-
hilation operators spans out a finite-dimensional
space. Then, an ŝℓ(2) module U belongs to
the category HW of ŝℓ(2) twisted highest-weight-
type representations if, for any element |X〉 of U ,
∀n ∈ Z
either (J+n )
+∞ |X〉 = 0
or (J−−n)
+∞ |X〉 = 0 (2.4)
(and, in accordance with the above remarks, it is
tacitly assumed that U is graded and that acting
with (J0m)
n, m,n ≥ 1, on any vector produces a
finite-dimensional space).
Singular vectors in ŝℓ(2) Verma modules Mj,k
are defined in the standard way. To explicitly con-
struct singular vectors, one introduces the objects
(J+−1)
α and (J−0 )
α that implement the action of
generators of the affine Weyl group on the space
of highest-weights, see [ 19] for the details. These
objects correspond to reflections with respect to
two positive simple roots of the affine sℓ(2) alge-
bra. In fact (J+−1)
α and (J−0 )
α define the following
Weyl group action on the line k = const in the kj
plane of highest-weights:
(J−0 )
2j+1 : |j, k〉sℓ(2) → |−1− j, k〉sℓ(2) ,
(J+−1)
k+1−2j : |j, k〉sℓ(2) → |k + 1− j, k〉sℓ(2) .
(2.5)
The action of (J+−1)
α and (J−0 )
α can be extended
from the set of highest-weight vectors to the
Verma modules over these vectors. Then,
5Theorem 2.1
I. ([ 20]) A singular vector exists in the module
Mj,k iff j = j
+(r, s, k) or j = j−(r, s, k), where
j+(r, s, k) = r−12 − (k + 2) s−12
j−(r, s, k) = − r+12 + (k + 2) s2
}
r, s ∈ Z
k ∈ C (2.6)
II. ([ 19]) All singular vectors |SMFF± (r, s, k)〉
in the Verma module Mj,k over the affine sℓ(2)
algebra are given by the explicit construction:∣∣SMFF+ (r, s, k)〉 =
(J−0 )
r+(s−1)(k+2)(J+−1)
r+(s−2)(k+2) . . .
· (J+−1)r−(s−2)(k+2)(J−0 )r−(s−1)(k+2)
· ∣∣j+(r, s, k), k〉sℓ(2),∣∣SMFF− (r, s, k)〉 =
(J+−1)
r+(s−1)(k+2)(J−0 )
r+(s−2)(k+2) . . .
· (J−0 )r−(s−2)(k+2)(J+−1)r−(s−1)(k+2)
· ∣∣j−(r, s, k), k〉sℓ(2) .
(2.7)
Singular vectors in twisted Verma modules follow
by applying the spectral flow transform to (2.7).
A more general class of affine sℓ(2) modules
can be introduced by relaxing the annihilation
conditions (2.3): For θ ∈ Z, a relaxed twisted
Verma module Rj,Λ,k;θ is freely generated by the
operators J+≤θ, J
−
≤−θ, and J
0
≤−1 from the state
|j,Λ, k; θ〉sℓ(2) that satisfies the annihilation con-
ditions
J+≥θ+1 |j,Λ, k; θ〉sℓ(2) = J0≥1 |j,Λ, k; θ〉sℓ(2) =
J−≥−θ+1 |j,Λ, k; θ〉sℓ(2) = 0 . (2.8)
and(
J00 +
k
2 θ
) |j,Λ, k; θ〉sℓ(2) = j |j,Λ, k; θ〉sℓ(2) ,(
J−−θJ
+
θ + (k + 2)θ(j − k4 θ)
) |j,Λ, k; θ〉sℓ(2) =
Λ |j,Λ, k; θ〉sℓ(2) . (2.9)
The corresponding extremal diagram opens up
to the straight angle; in the untwisted case θ = 0
it thus becomes
. . . • J
−
0✛ • J
−
0✛ • J
−
0✛ ⋆
J
+
0✲• J
+
0✲• J
+
0✲• . . . (2.10)
The state marked with ⋆ is the above
|j,Λ, k; θ〉sℓ(2). The other states |j,Λ, k; θ|n〉sℓ(2),
n ∈ Z, from the extremal diagram are
|j,Λ, k; θ|n〉sℓ(2)=
{
(J−−θ)
−n |j,Λ, k; θ〉sℓ(2) , n < 0,
(J+θ )
n |j,Λ, k; θ〉sℓ(2) , n > 0,
with |j,Λ, k; θ|0〉sℓ(2) = |j,Λ, k; θ〉sℓ(2). I also de-
fine |j,Λ, k|n〉sℓ(2) = |j,Λ, k; 0|n〉sℓ(2).
In the generic case, one can travel both ways
along the extremal diagram: for example, the ‘un-
twisted’ diagram (2.10) (θ = 0) acquires a ‘fat’
form
. . . •
J
−
0✛✲
J
+
0
•
J
−
0✛✲
J
+
0
•
J
−
0✛✲
J
+
0
⋆
J
−
0✛✲
J
+
0
•
J
−
0✛✲
J
+
0
•
J
−
0✛✲
J
+
0
• . . .
(2.11)
where the composition of the direct and the in-
verse arrows results in each case only in a factor:
n ≤ 0 :
J−0 |j,Λ, k|n〉sℓ(2) = |j,Λ, k|n− 1〉sℓ(2) ,
J+0 |j,Λ, k|n−1〉sℓ(2) = (Λ−n(n−1)−2(n−1)j)·
· |j,Λ, k|n〉sℓ(2) ,
n ≥ 0 :
J+0 |j,Λ, k|n〉sℓ(2) = |j,Λ, k|n+ 1〉sℓ(2) ,
J−0 |j,Λ, k|n+ 1〉sℓ(2) = (Λ − n(n+ 1)− 2nj)·
· |j,Λ, k|n〉sℓ(2)
However, this factor may vanish for some values
of the parameters and this gives rise to standard
Verma submodules. Thus, whenever the parame-
ters are such that, e. g., J+0 ≈ 0 at a certain step,
properties of the extremal diagram change, and
one cannot come back to the ⋆ state by acting
with J+0 :
n ≤ −1, Λ = n(n+ 1) + 2nj =⇒
J+0 |j,Λ, k|n〉sℓ(2) = 0 . (2.12)
One keeps on acting with J+−1 instead (one mode
down), and thus the extremal diagram becomes
. . .•
J
−
0✛✲
J
+
0
•
J
−
0✛✲
J
+
0
•
J
−
0✛✲
J
+
0
◦
J
−
0✛ ⊙
J
−
0✛✲
J
+
0
• •
J
−
0✛✲
J
+
0
⋆. . . . . .
J
+
−1
❍❥❍❨ •
J
+
−1
❍❥
J
−
1❍❨ •
J
+
−1
❍❥
J
−
1❍❨ • ··· (2.13)
6where in the subdiagram one recognizes (the fat
form of) the extremal diagram (2.1). Therefore,
any Verma module can be thought of as a sub-
module of a relaxed Verma module.
Similarly, one may have J−0 ≈ 0 at a certain
stage in the diagram (2.11),
n ≥ 1, Λ = n(n− 1) + 2(n− 1)j =⇒
J−0 |j,Λ, k|n〉sℓ(2) = 0 . (2.14)
Then the branching of the extremal diagram is a
mirror image of (2.13), and the Verma submodule
is given by the spectral flow transform with θ = 1
of a standard Verma module.
By a mere application of the spectral flow,
the above results reformulate for twisted relaxed
Verma modules.
As in the standard Verma case, the category
RVER of all twisted relaxed Verma modules can
be extended to a larger category RHW of arbi-
trary (twisted) relaxed-highest-weight type mod-
ules. Now that the angle in the extremal dia-
grams has opened up to the straight angle, there
would certainly exist in the extremal diagrams
straight lines infinite on both sides. However, a
condition on the class of modules can still be given
in the form of the requirement that, starting with
any vector from a given module, the action with
any of the bent J±-chains
·✘✘✿❍❍❨
terminates: A module U over the affine sℓ(2) al-
gebra is said to belong to the category RHW
of twisted relaxed ŝℓ(2) highest-weight represen-
tations if, for any element |X〉 of U , ∀θ ∈ Z
either (J+θ )
+∞ |X〉 = 0
or (J−−θ+1)
+∞ |X〉 = 0 (2.15)
Again, this condition is invariant under the spec-
tral flow, and thus selects all the twisted modules,
none of which would be ‘overrelaxed’ in the sense
of its extremal diagram occupying more than half
a plane.
I will now briefly describe singular vectors in
relaxed Verma modules with θ = 0 (similar re-
sults for modules with θ 6= 0 can be obtained
immediately by applying the spectral flow trans-
form). These singular vectors are naturally split
into two groups: those occurring at the edge of
the extremal diagram, and those occurring ‘in-
side’ the extremal diagram. As I have shown, the
former immediately follow from the analysis of
extremal diagrams. It therefore remains to con-
sider the second type of singular vectors; they
do not signify the presence of a Verma submod-
ule, but rather represent a relaxed Verma submod-
ule, i.e., another straight line in the extremal dia-
gram parallel to the edge of the diagram, with ev-
ery state in the subdiagram satisfying the relaxed
highest-weight conditions(2.8); interesting things
start to happen when some of these states satisfy
stronger, Verma, highest-weight conditions.
Given a state |j,Λ, k〉, consider (J−0 )−µ |j,Λ, k〉
with µ = j−(r, s, k)− j. Whenever Λ is chosen as
Λ(r, s, j, k) where
Λ(r, s, j, k) =
1
4 (−1− 2j − r + 2s+ ks)(1 + 2j − r + 2s+ ks),
the ‘continued’ state (J−0 )
−µ |j,Λ, k〉sℓ(2) would
satisfy the Verma highest-weight conditions, with
the spin given by j−(r, s, k). Therefore the usual
MFF− singular vector can be constructed on this
state, as
MFF−(r, s, k)(J−0 )j−j
−(r,s,k)|j,Λ(r, s, j, k), k〉sℓ(2)
where MFF− is the singular vector operator
(read off by dropping the highest-weight state
in (2.7)). This has to be mapped back to
the original relaxed Verma module. In partic-
ular, no non-integral powers of J−0 should re-
main, which is achieved by acting on (2.1) with
(J−0 )
j−(r,s,k)−j+N , where N is an integer. How-
ever, to be left after the rearrangements with only
positive integral powers, the integer N has to be
≥ r + rs. I thus choose
Σ−(r, s, j, k) =
(J−0 )
j−(r,s,k)−j+r+rsMFF−(r, s, k) ·
· (J−0 )j−j
−(r,s,k) |j,Λ(r, s, j, k), k〉sℓ(2)
as a representative of the singular vector in the
relaxed Verma module Rj,Λ(r,s,j,k),k;0. The rules
for dealing with non-integral powers are directly
7analogous to those used in the standard, Verma,
MFF construction.
Similarly, for µ = j+(r, s + 1, k) − j, the
state (J+0 )
1+j+(r,s+1,k)−j |j,Λ(r, s, j, k), k〉sℓ(2) is
formally a Verma highest-weight state twisted by
the spectral flow transform with θ = 1, and thus
the singular vector becomes
Σ+(r, s, j, k) =
(J+0 )
j+r+rs−1−j+(r,s+1,k)MFF+,1(r, s, k) ·
· (J+0 )1+j
+(r,s+1,k)−j |j,Λ(r, s, j, k), k〉sℓ(2)
These singular vectors can be acted upon with
J±0 , which may allow one to map Σ
+ and Σ− to
the same grade. Whenever this is possible, the
two vectors mapped to the same grade are lin-
early dependent, and thus there exists a unique
relaxed singular vector (in terms of extremal di-
agrams, Σ+ and Σ− then generate the same ex-
tremal subdiagram). However, the action of J+0
or J−0 may give zero at some step, which would
mean encountering a Verma highest-weight state
in the subdiagram representing the singular vec-
tor. In that case, it may still be possible to act
with (J−0 )
−1 or (J+0 )
−1 respectively, the latter be-
ing understood as one of the ‘continued’ opera-
tors from (2.5). The extremal diagram becomes,
schematically,
✲✛
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗◗s
✛
◗
◗◗s
✛ ✲
⋆
Σ−• MFF
−
Σ+•❯
(J−
0
)−1
✛
where Σ− happens to lie inside the Verma sub-
module built on the usual MFF singular vec-
tor; the latter is necessarily embedded into a
Verma submodule of the type of the one pictured
in (2.13).
A similar ‘slope’ may further be encountered
when moving on the left from Σ+, by acting on
it with powers of J−0 . Whenever this happens, a
further Verma highest-weight state would appear
in the top floor of the diagram. Yet it may still
be possible to generate the entire lower floor from
Σ+ by acting with (J+0 )
−1 where the action of J−0
vanishes.
By a generalized J+0 -descendant (respectively,
generalized J−0 -descendant) of a state |v〉 in the
relaxed Verma module R, I will mean any state
that can be obtained from |v〉 by an arbitrary
number of the following steps i) acting with J+0
(resp. J−0 ) whenever the result is non-vanishing,
and ii) acting with (J−0 )
−1 (resp. (J+0 )
−1) when-
ever the result is defined as an element in R and
step i) cannot be applied.
Theorem 2.2
I. In the general position, singular vectors
Σ+(r, s, j, k) and Σ−(r, s, j, k) are different repre-
sentatives for the same singular vector in the re-
laxed Verma module Rj,Λ(r,s,j,k),k: the generalized
J±0 -descendants of Σ
+(r, s, j, k) and Σ−(r, s, j, k)
that are in the same grade are proportional to
each other.
II. Whenever
j = − 12 (1 +m+ n) , k + 2 = −m+n+rs ,
with n ∈ −N and m ∈ N, there exist generalized
J±0 -descendants of Σ
+ and Σ− in the same grade
that are linearly independent.
In the second case, there thus exist two linearly
independent singular vectors in the same grade.
These linearly independent singular vectors then
reside in a section of the length 2r−m+n of the
lower floor of the extremal diagram. It follows
that, whenever two different singular vectors in
the same grade appear, these are necessarily the
usual MFF singular vectors in the corresponding
Verma submodules.
✲✛
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗s
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑✰
◗
◗
◗s
✑
✑
✑✰
✲✛ ✑
✑
✑✰
◗
◗◗s
⋆
Σ−• Σ
+
•|mff〉−|mff〉+
✛ ✲−n
✲✛
2r−m+n
✲✛ m+1
I refer to [ 1] for more pictures and a detailed
description of all the possible cases.
82.2. Auxiliaries
I will need a fermionic system (bc ghosts),
defined in terms of operator products as
B(z)C(w) = 1
z−w with the energy-momentum
tensor TGH = −B ∂C. Denote by Ω the mod-
ule generated from the vacuum |0〉GH defined by
the conditions
C≥1 |0〉GH = B≥0 |0〉GH = 0 (2.16)
The thus defined vacuum is an sl2-invariant state
[ 21]; one can choose other highest-weight states,
|λ〉GH, which belong to the same module and are
determined by
C≥1−λ |λ〉GH = B≥λ |λ〉GH = 0 . (2.17)
The states |λ〉GH with different λ can be con-
nected by means of operators c(µ, ν) and b(µ, ν)
which are products of fermionic modes
c(µ, ν) =
ν−µ+1∏
n=1
Cµ+n, b(µ, ν) =
ν−µ+1∏
n=1
Bν+n,
with ν−µ+1 ∈ N, and which map a vector |λ〉GH
as follows
c(−λ− ℓ+ 1,−λ) : |λ〉GH 7→ |λ+ ℓ〉GH ,
b(−λ− ℓ, λ− 1) : |λ〉GH 7→ |λ− ℓ〉GH ,
ℓ ∈ N
Let me now introduce a “Liouville” scalar
which will be used to ‘invert’ the KS mapping.
This is just a free scalar, called ‘Liouville’ for its
signature, φ(z)φ(w) = − ln(z − w). I define
vertex operators, referred to as ‘antifermions’,
ψ = eφ and ψ∗ = e−φ. The energy-momentum
tensor is taken to be
Tφ = − 12∂φ∂φ+ 12∂2φ . (2.18)
2.3. N=2
Nonvanishing commutation relations of the
N = 2 superconformal algebra A can be chosen
as
[Lm, Ln] = (m−n)Lm+n, [Hm, Hn] = C3mδm+n,
[Lm, Gn] = (m−n)Gm+n, [Hm, Gn] =Gm+n,
[Lm, Qn] =−nQm+n, [Hm, Qn] =−Qm+n,
[Lm, Hn] =−nHm+n + C6 (m2 +m)δm+n,
{Gm, Qn}= 2Lm+n−2nHm+n+ C3 (m2+m)δm+n,
m, n ∈ Z.
(2.19)
When applied to the generators of (2.19), the
spectral flow transform [ 27, 28] Uθ acts as
Ln 7→ Ln + θHn + C6 (θ2 + θ)δn,0,
Hn 7→ Hn + C3 θδn,0,
Qn 7→ Qn−θ, Gn 7→ Gn+θ
(2.20)
This gives the algebra Aθ, which is isomorphic
to the N = 2 superconformal algebra and whose
generators Lθn, Q
θ
n, H
θ
n and G
θ
n can be taken as
the RHSs of (2.20). One thus obtains the Neveu–
Schwarz and Ramond N =2 algebras, as well as
the algebras in which the fermion modes range
over ±θ + Z, θ ∈ C.
Now I define twisted topological 2 Verma mod-
ules Vh,t;θ over the N = 2 algebra. This is the
module generated from the topological highest-
weight vector |h, t; θ〉top defined by
Lm|h, t; θ〉top = 0, Hm|h, t; θ〉top = 0 , m ≥ 1,
Qλ|h, t; θ〉top = 0, λ ∈ −θ + N0 ,
Gν |h, t; θ〉top = 0, ν ∈ θ + N0
θ ∈ Z ; (2.21)
and for the ‘Cartan’ generators,
(H0 +
C
3 θ) |h, t; θ〉top = h |h, t; θ〉top ,
(L0 + θH0 +
C
6 (θ
2 + θ)) |h, t; θ〉top = 0
C |h, t; θ〉top = 3(t−2)t |h, t; θ〉top
(2.22)
The θ = 0 case describes the ‘ordinary’ topo-
logical Verma modules Vh,t ≡ Vh,t;0, with the
corresponding topological highest-weight vector
|h, t〉top ≡ |h, t; 0〉top.
The extremal diagram of a topological Verma
module reads
•
•
•
•
•
✁
✁
✁
✁☛
 
 ✠
❅
❅❘
❆
❆
❆
❆❯
G−2
G−1 Q−1
Q−2
|h+2,t;−2〉
|h+1,t;−1〉
|h,t〉top
|h−1,t;2〉
|h−2,t;3〉
...
... (2.23)
2The name is inherited from the non-critical bosonic
string, where matter vertices can be dressed intoN=2 pri-
maries that satisfy the highest-weight conditions (2.21); in
that context, the algebra (2.19) is viewed as a topological
algebra.
9An important point here is the existence of a
‘cusp’, i.e. a state that satisfies stronger highest-
weight than the other states in the diagram.
Next, I need the concept of terminating
fermionic chains. Let F denote either Q or G,
and |X〉 be an element of a module over the N=2
algebra. Fix also an integer n. We say that the
fermionic F -chain terminates on |X〉, and write
. . . Fn−3 Fn−2 Fn−1 Fn |X〉 = 0, if ∃N ∈ Z, N ≤
n : FN FN+1 . . . Fn |X〉 = 0. Now, an N = 2
module U is said to belong to the topological
N = 2 category T OP if, for any element |X〉 of
U , ∀n ∈ Z
either . . . Qn−3Qn−2Qn−1Qn |X〉 = 0
or . . . G−n−4G−n−3G−n−2G−n−1 |X〉 = 0
This condition works by excluding those diagrams
that have no ‘cusps’ and thus, being wider than
the diagram (2.23), necessarily intersect the edge,
at which point the fermionic chain terminates.
Positions of topological singular vectors can be
obtained [ 26] from the analysis of the Kacˇ deter-
minant [ 17]: A topological singular vector exists
in the topological Verma module Vh,t iff either
h = h+(r, s, t) or h = h−(r, s, t), where
h+(r, s, t) = − r−1
t
+ s− 1
h−(r, s, t) = r+1
t
− s
r, s ∈ N (2.24)
I now introduce two operators g(µ, ν) and
q(µ, ν), with µ, ν ∈ C, that represent the action
of two “N = 2 Weyl group” generators when µ
and ν are special (see [ 14] for the details). These
operators act on the plane t = const as follows
g(ht+ θ − 1, θ − 1) : |h, t; θ〉top 7→∣∣ 2
t
− h, t;ht+ θ − 1〉
top
,
q(−(h+ 1)t− θ + 1,−θ− 1) : |h, t; θ〉top 7→∣∣ 2
t
− 2− h, t; (h+ 1)t+ θ − 1〉
top
.
(2.25)
The action of g(a, b) and q(a, b) on highest-weight
vectors can be extended to the corresponding
topological Verma modules, which allows one to
explicitly construct singular vectors in the topo-
logical Verma modules Vh±(r,s,t),t:
|E(r, s, t)〉+ = g(−r, (s− 1)t− 1) ·
q(−(s− 1)t, r − 1− t) . . . g((s− 2)t− r, t− 1) ·
q(−t, r − 1− t(s− 1)) · (2.26)
g((s− 1)t− r,−1)
∣∣h+(r, s, t), t〉top ,
|E(r, s, t)〉− = q(−r, (s− 1)t− 1)·
g(−(s− 1)t, r − t− 1) . . . q((s− 2)t− r, t− 1)·
g(−t, r − (s− 1)t− 1)·
q((s− 1)t− r,−1)
∣∣h−(r, s, t), t〉top
(2.27)
One also introduces the ‘massive’ N=2 Verma
modules Wh,ℓ,t;θ, in which the highest-weight
states satisfy the following annihilation and eigen-
value conditions:
Lm|h, ℓ, t; θ〉 = Hm|h, ℓ, t; θ〉 = 0 , m ≥ 1,
Qλ|h, ℓ, t; θ〉 = 0, λ ∈ −θ + N
Gν |h, ℓ, t; θ〉 = 0, ν = θ + N0
(H0 +
c
3θ) |h, ℓ, t; θ〉 = h |h, ℓ, t; θ〉,
(L0 + θH0 +
c
6 (θ
2 + θ)) |h, ℓ, t; θ〉 = ℓ|h, ℓ, t; θ〉 .
(2.28)
The untwisted module, freely generated from
|h, ℓ, t〉 ≡ |h, ℓ, t; 0〉, is denoted by Uh,ℓ,t. They
are called massive because of their property to
have a dimension ℓ generally different from zero.
Extremal diagrams of massive Verma modules
have the form (in the untwisted case for simplic-
ity)
•
•
• •
•
•
✁
✁
✁
✁☛
 
 ✠
✲
❅
❅❘
❆
❆
❆
❆❯
G−2
G−1
Q0
Q−1
Q−2
|h−2,ℓ−2,t;−2〉
|h−1,ℓ−1,t;−1〉
|h,ℓ,t〉 |h1,ℓ1,t;1〉
|h2,ℓ2,t;2〉
|h3,ℓ3,t;3〉...
... (2.29)
One can map back towards |h, ℓ, t〉 as
Q−θ|h, ℓ, t; θ〉 = 2ℓ
∣∣h− 2
t
, ℓ+ h− 2
t
, t; θ + 1
〉
,
Gθ−1 |h, ℓ, t; θ〉 = 2(ℓ− h)
∣∣h+ 2
t
, ℓ− h, t; θ − 1〉(2.30)
for θ < 0 and θ > 0 respectively; this may lead to
the vanishing result, which gives the conditions
for the so-called ‘charged’ singular vectors [ 17]
to appear:
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Theorem 2.3 A massive Verma module Uh,ℓ,t
contains a twisted topological Verma submodule
iff ℓ = lch(r, h, t), where
lch(r, h, t) = r(h+
r−1
t
) , r ∈ Z \ {0}; (2.31)
The corresponding singular vector reads
|E(r, h, t)〉ch=
{
Qr . . .Q0|h, lch(r, h, t), t〉, r ≤ −1
G−r . . . G−1|h, lch(r, h, t), t〉, r ≥ 1
These ‘charged’ singular vectors are analogous
to Verma points encountered in extremal dia-
grams of relaxed ŝℓ(2) modules, see (2.13). More-
over, extremal diagrams of N = 2 modules are
nothing but a deformation (of straight lines into
parabolas) of ŝℓ(2) extremal diagrams. This fol-
lows from the statement of equivalence of cate-
gories given in Sect. 4, or can be derived by a
case-by-case analysis of all possible branchings of
extremal diagrams for each of the two algebras; in
view of the advertised result, we omit the analysis
of N = 2 singular vectors in the cases when ex-
tremal diagrams branch and several singular vec-
tors coexist in the module.
The above condition for the fermionic chains
to terminate is not satisfied for massive Verma
modules. Instead, a fermionic chain terminates
whenever it is yet wider than the diagram (2.29),
i.e. it contains two or more arrows along the same
straight line. Thus, an N =2 module U belongs
to the category MHW of N = 2 modules if, for
any element |X〉 of U , ∀n ∈ Z,
either . . . Qn−3Qn−2Qn−1Qn |X〉 = 0
or . . . G−n−4G−n−3G−n−2G−n |X〉 = 0.
3. Kazama–Suzuki and related mappings
The simplest KS construction uses a couple of
spin-1 BC ghosts, which allows one to build up
the topological algebra generators as [ 22, 23, 24,
25]:
Q = CJ+, G = 2
k+2BJ
−, H = k
k+2BC − 2k+2J0,
T = 1
k+2 (J
+J−)− k
k+2B∂C − 2k+2BCJ0 . (3.1)
Generators (3.1) close to the algebra (2.19), the
central elements being related by c = 3k
k+2 . Thus,
eqs. (3.1) define a mapping
FKS : A → U ŝℓ(2)k ⊗ [BC], (3.2)
where A is the N = 2 algebra (2.19) and U de-
notes the universal enveloping (and [BC] is the
free fermion theory).
The KS mapping produces also a bosonic cur-
rent
I+ =
√
2
k+2 (BC + J
0) (3.3)
whose modes commute with the N=2 generators
(3.1). Its energy-momentum tensor reads
T+ = 12 (I
+)2 − 1√
2(k+2)
∂ I+ (3.4)
Expanding as I+(z) =
∑
n∈Z I
+
n z
−n−1, I get a
Heisenberg algebra [I+m, I
+
n ] = mδm+n,0. I define
a module H+p over the Heisenberg algebra by the
highest-weight conditions
I≥1 |p〉+ = 0, I0 |p〉+ = p |p〉+ (3.5)
Under the KS mapping (3.1), one has the identi-
ties
TSug + TGH = T + T
+ (3.6)
(where T is the energy-momentum tensor (3.1)),
and
J0 −BC = −2H + k−2√
2(k+2)
I+ . (3.7)
A mapping in the inverse direction to the
KS mapping is constructed using the above ‘an-
tifermions’ ψ = eφ, ψ∗ = e−φ:
J+ = Qψ, J− = 33−c Gψ
∗,
J0 = − 33−c H + k2 ∂φ
(3.8)
For c 6= 3, generators (3.8) close to the affine sℓ(2)
algebra of the level k = 2c3−c where c is the N=2
central charge. Thus, Eqs. (3.8) define a mapping
F−1KS : ŝℓ(2)→ U A⊗ [ψ ψ∗] . (3.9)
One also has a free scalar with signature −1,
whose modes commute with the ŝℓ(2) generators:
I− =
√
3
3−c(H − ∂φ) . (3.10)
The modes of I−(z) =
∑∞
n=−∞ I
−
n z
−n−1 gener-
ate a Heisenberg algebra. The module H−q is de-
fined as a Verma module over the Heisenberg al-
gebra with the highest-weight vector defined by
I−n |q〉− = 0, n ≥ 1, I−0 |q〉− = q|q〉− (3.11)
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Under the anti-KS mapping (3.8) one has the
identities
T + Tφ = T
Sug + T− (3.12)
(where T is the energy-momentum tensor of the
N = 2 algebra and Tφ is the energy-momentum
tensor of the Liouville system (2.18)), and
− 2H + ∂φ = J0 + (k2 − 1)√k+22 I−. (3.13)
The composition F−1KS ◦ FKS maps the ŝℓ(2) al-
gebra into an ŝℓ(2) algebra in the tensor product
U ŝℓ(2)⊗ [BC]⊗ [ψ ψ∗]
J
+
= J+eφ C, J
−
= J−e−φB,
J
0
= J0 + k2 (∂φ−BC) .
(3.14)
The same happens with the N =2 algebra un-
der the action of FKS◦F−1KS , which maps the N=2
algebra A into an N = 2 algebra in the tensor
product U A ⊗ [BC]⊗ [ψ ψ∗]
Q = QeφC, G = Ge−φB,
H = H + k
k+2 (BC − ∂φ),
T = T +H(BC − ∂φ) +
k
2(k+2)
(
(∂φ)2 − 2∂φBC + ∂2φ− 2B ∂C) .
(3.15)
The above identities allow one to deduce
Theorem 3.1
I. The KS mapping induces an isomorphism of
N=2 representations
Mj,k;θ⊗Ω ≈
⊕
λ∈Z
V−2j
k+2
,k+2;λ−θ⊗H+√ 2
k+2
(j− k
2
θ−λ)
where on the LHS the N = 2 algebra acts by the
generators (3.1), while on the RHS it acts on
V−2j
k+2
,k+2;λ−θ as on its (twisted topological) Verma
module.
II. The anti-KS mapping induces an isomor-
phism of ŝℓ(2) representations
Vh,t;θ⊗Ξ ≈
⊕
n∈Z
M− t
2
h,t−2;n−θ⊗H−√ t
2
(h− t−2
t
θ+n)
where on the LHS the ŝℓ(2) algebra acts by the
generators (3.8), while on the RHS it acts on
M− t
2
h,t−2;n−θ as on its twisted Verma module.
As a corollary, observe that singular vectors in
ŝℓ(2) Verma modules and in topological N = 2
Verma modules occur (or do not occur) simulta-
neously.
A ‘relaxed’ version of the above result reads
Theorem 3.2
I. The KS mapping induces an isomorphism of
N=2 representations
Rj,Λ,k;θ ⊗ Ω ≈
⊕
λ∈Z W−2j
k+2
, Λ
k+2
,k+2;λ−θ⊗
H+√
2
k+2
(j− k
2
θ−λ)
(3.16)
where on the LHS the N = 2 algebra acts by the
generators (3.1), while on the RHS it acts natu-
rally on W−2j
k+2
,ℓ,k+2;λ−θ as on a twisted massive
Verma module.
II. The anti-KS mapping induces an isomor-
phism of ŝℓ(2) representations
Wh,ℓ,t;θ ⊗ Ξ ≈
⊕
n∈Z
R− t
2
h,Λ(ℓ),t−2;n−θ ⊗
H−√
t
2
(h− t−2
t
θ+n)
(3.17)
where on the LHS the ŝℓ(2) algebra acts by gen-
erators (3.8), while on the RHS it acts naturally
on R− t
2
h,t−2;n−θ as on a twisted relaxed Verma
module.
This is illustrated by the following diagram:
n= −3
···
−2
···
−1
···
0
···
1
···
2
···
3
···
✻ C1
✻ C2
✻ C0
✻ C−1
❄
B−1
❄
B−2
❄
B0
❄
B1
···˜
θ=−1
❪
❫
❫
❫
Q1
G−2
Q0
Q−1
···˜
θ=0
❪
❪
❫
❫
G−1
G−2
Q0
Q−1
···˜
θ=1
❪
❪
❪
❫
G−1
G−2
G0
Q−1
λ=0. . . • J
−
0✛ • J
−
0✛ • J
−
0✛ ⋆
J
+
0✲• J
+
0✲• J
+
0✲• . . .
λ=−1. . . • J
−
0✛ • J
−
0✛ • J
−
0✛ ⋆
J
+
0✲• J
+
0✲• J
+
0✲• . . .
λ=1. . . • J
−
0✛ • J
−
0✛ • J
−
0✛ ⋆
J
+
0✲• J
+
0✲• J
+
0✲• . . .
λ=−2. . . • J
−
0✛ • J
−
0✛ • J
−
0✛ ⋆
J
+
0✲• J
+
0✲• J
+
0✲• . . .
λ=2. . . • J
−
0✛ • J
−
0✛ • J
−
0✛ ⋆
J
+
0✲• J
+
0✲• J
+
0✲• . . .
(3.18)
This describes the case of θ = 0 in (3.16) (which
is the ŝℓ(2) ‘spectral’ parameter, not to be con-
fused with the one labelling twisted N =2 mod-
ules that are also present in the diagram; the
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N = 2 spectral parameter is denoted by θ˜ here).
The diagram represents the tensor product of the
relaxed Verma module extremal diagram (2.10)
with a ghost extremal diagram. The latter con-
sists of the ghost vacua (2.17) in different pic-
tures. As we have chosen θ = 0, the ŝℓ(2) arrows
are horizontal, as in (2.10), while the ghost ones
are shown as vertical. For simplicity, the ghost
(B and C) arrows are shown explicitly only in
two columns. Since the different pictures (2.17) in
the free-fermion system are all equivalent, all the
vertical arrows are invertible, however we have
separated the B and C arrows in the diagram,
trying to keep it readable. Further, the •s de-
note |j,Λ, k|n〉sℓ(2)⊗ |λ〉GH, the values of n being
written in the upper row and those of λ, in the
right column. The ⋆s denote |j,Λ, k〉sℓ(2)⊗|λ〉GH.
The dotted lines are precisely the extremal dia-
grams (2.29) of massive Verma modules W
h,ℓ,t;θ˜
from the RHS of (3.16), viewed from above.
4. Categorial equivalences
The above theorems suggest that one extends
the mappings FKS and F
−1
KS to a functor that
would establish the correspondence between cat-
egories of ŝℓ(2) and N =2 modules. However, a
difficulty in defining such a functor can be seen al-
ready when attempting to relate modules Mj,k;θ
and Vh,t;θ′ for fixed θ and θ′. While on the ŝℓ(2)
side any submodule of Mj,k;θ is again a twisted
Verma module with the same value of θ, this
is not so on the N = 2 side, where submodules
of a (twisted) topological Verma module are the
twisted topological Verma modules with different
values of the ‘spectral’ parameter θ.
Thus, an equivalence between some categories
of ŝℓ(2) and N = 2 modules can only be es-
tablished for those categories that effectively al-
low for a factorization with respect to the spec-
tral flow. These categories can be defined as
follows. Consider the objects that are infinite
chains (Mj,k;θ)θ∈Z, where Mj,k;θ are twisted
ŝℓ(2) Verma modules. As a morphisms between
(Mj,k;θ)θ∈Z and (Mj′,k′;θ)θ∈Z, take any Verma
module morphism Mj,k;θ1 →Mj′,k′;θ2. Call this
category the ŝℓ(2) Verma chain category CVER.
The meaning of the definition of morphisms of
chains is that, given a morphism between any two
modules, one spreads it over the entire chains by
spectral flow transforms.
On the N = 2 side, the topological Verma chain
category CT VER is defined similarly: one takes
chains of twisted topological Verma modules, ev-
ery such chain consisting of twisted topological
Verma modules with all θ ∈ Z. Morphisms of the
chains are defined similarly to the ŝℓ(2) case3.
To define a functor relating such chains, I
first construct correspondences between individ-
ual modules in the chains. Given a topological
Verma module Vh,t;θ, and an arbitrary θ′ ∈ Z,
take the Heisenberg modules H+
−
√
2
t
( t
2
j+ t
2
θ′−θ)
and construct
Vh,t;θ ⊗ H+
−
√
2
t
( t
2
j+ t
2
θ′−θ)
⊕⊕
m∈Z,m 6=0
Vh,t;θ+m ⊗ H+
−
√
2
t
( t
2
j+ t
2
θ′−θ+m)
(4.1)
This is isomorphic to the tensor product of an
ŝℓ(2) Verma module M− t
2
h,t−2;θ′ with a ghost
module. Define the result of applying FKS(θ, θ
′)
to Vh,t;θ to be the module M− t
2
h,t−2;θ′:
FKS(θ, θ
′) : Vh,t;θ ❀M− t
2
h,t−2;θ′ , θ, θ
′ ∈ Z .
Similarly,
F−1KS (θ, θ
′) : Mj,k;θ ❀ V− 2
k+2
j,k+2;θ′ , θ, θ
′ ∈ Z
is defined as follows. Given a Verma module
Mj,k;θ and θ′ ∈ Z, construct the sum
Mj,k;θ ⊗ H−
−
√
2
k+2
(j+θ′− k+2
2
θ)
⊕⊕
n∈Z,n6=0
Mj+ k
2
n,k;θ+n ⊗ H−
−
√
2
k+2
(j+θ′− k+2
2
θ+n)
(4.2)
which is isomorphic to the module V− 2
k+2
j,k+2;θ′
tensored with a module of antifermions. This
twisted topological N=2 module is by definition
the result of applying F−1KS (θ, θ
′) to Mj,k;θ.
While FKS and F
−1
KS depend on chosen θ and
θ′, the θ-dependence disappears when applied to
the elements of CVER and CT VER:
FKS : CT VER ❀ CVER
F−1KS : CVER ❀ CT VER
3it is important to note that any submodule of a (twisted)
topological Verma module is a twisted topological Verma
module.
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Evidently, the composition of FKS and F
−1
KS maps
each chain of twisted Verma modules into an iso-
morphic chain. Therefore, FKS and F
−1
KS would
become the direct and inverse functors as soon as
I define how FKS and F
−1
KS act on morphisms.
Recall that in Verma module categories, mor-
phisms are naturally identified with singular vec-
tors. As can be seen from the above isomor-
phisms, an ŝℓ(2) singular vector exists in a twisted
Verma module Mj,k;θ (consequently in all those
with θ 7→ θ + n, n ∈ Z) iff a topological singular
vector exists in at least one twisted topological
Verma module V−2j
k+2
,k+2;m, m ∈ Z. An explicit
mapping between the ‘building blocks’ of the cor-
responding singular vectors is described as fol-
lows: The KS mapping induces a correspondence
between the ‘continued’ objects, (J−−θ)
ν−µ+1 and
(J+θ−1)
ν−µ+1 on the one hand, and g(µ, ν), q(µ, ν)
on the other hand, which act on the respective
highest weights as shown in (2.5) and (2.25). The
correspondence reads
FKS(θ
′, θ) : g(µ, ν) 7→ (J−−θ)ν−µ+1b(µ, ν),
FKS(θ
′, θ) : q(µ, ν) 7→ (J+θ−1)ν−µ+1c(µ, ν),
F−1KS (θ, θ
′) : (J−−θ)
ν−µ+1 7→ g(µ, ν)e−(ν−µ+1)φ,
F−1KS (θ, θ
′) : (J+θ−1)
ν−µ+1 7→ q(µ, ν)e(ν−µ+1)φ
This leads to
Theorem 4.1 The KS and anti-KS mappings
give rise to isomorphisms, denoted again by
FKS(θ, θ
′) and F−1KS (θ, θ
′) respectively, between
the (twisted) ŝℓ(2) singular vectors (2.7) in the
Verma modules Mj,k;θ and the (twists of) N =2
singular vectors (2.26), (2.27) in the (twisted)
topological Verma modules V− 2
k+2
j,k+2;θ:
FKS(θ, θ
′) : |E(r, s, k + 2)〉±,θ 7→∣∣SMFF± (r, s, k)〉θ′ , (4.3)
F−1KS (θ, θ
′) :
∣∣SMFF± (r, s, k)〉θ 7→
|E(r, s, k + 2)〉±,θ′,
(4.4)
where |E(r, s, t)〉±,θ and |SMFF± (r, s, k)〉θ
′
denote
the respective singular vectors transformed by the
corresponding spectral flows.
Evidently, FKS( ·, · ) and F−1KS ( ·, · ) applied to
chains of the respective Verma modules take mor-
phisms (between chains) into morphisms. Thus,
finally,
Theorem 4.2 The functors FKS and F
−1
KS are
covariant functors which are inverse to each other
and which therefore establish the equivalence of
the Verma chain category on the ŝℓ(2) side and
the topological Verma chain category on the N=2
side.
An extension of the above theorems to the re-
laxed and massive Verma modules is as follows.
For uniformity, I call the Verma highest-weight
states in extremal diagrams of relaxed ŝℓ(2) mod-
ules (see (2.13)) the charged ŝℓ(2) singular vector.
Theorem 4.3 The KS and anti-KS mappings
gives rise to identifications, which we denote
again by FKS(θ, θ
′) and F−1KS (θ, θ
′) respectively,
between
1) singular vectors Σ−(r, s, j, k) and Σ+(r, s, j, k)
in the relaxed Verma module Rj,Λ,k;θ and N = 2
singular vectors in the twisted massive Verma
modules W− 2
k+2
j, Λ
k+2
,k+2;θ, and
2) charged ŝℓ(2) singular vectors and charged N=
2 singular vectors:
FKS(θ, θ
′) : |C(r, j, k)〉θ 7→ |E(r, h, t)〉θ′ch,
F−1KS (θ, θ
′) : |E(r, h, t)〉θch 7→ |C(r, j, k)〉θ
′
,
(4.5)
where |Σ±(r, s, j, k)〉θ and |S(r, s, h, t)〉∓,θ′ denote
the respective singular vectors transformed by the
corresponding spectral flows.
Thus,
Theorem 4.4 The functors FKS and F
−1
KS are
covariant functors which are inverse to each other
and which therefore establish the equivalence of
the relaxed Verma chain category CRVER on the
ŝℓ(2) side and the massive Verma chain cate-
gory CMVER on the N=2 side.
To conclude, one of the central notions relat-
ing the ŝℓ(2) and N = 2 parts of the story are
the extremal diagrams. As I have already men-
tioned, extremal diagrams of N =2 modules are
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nothing but a deformation of ŝℓ(2) extremal di-
agrams when straight lines become ‘parabolas’.
Yet in the ŝℓ(2) case, where extremal diagrams
consist of straight lines, it appears more ‘obvious’
that different states on the same floor are equiv-
alent (generically, unless charged singular vectors
– Verma highest-weight states – appear). In the
N=2 case, on the other hand, it may be tempting
to assign a more fundamental status to vectors at
the top level of (untwisted) extremal diagrams.
However, working with top-level representatives
of N=2 extremal diagrams conceals the true na-
ture of massive N = 2 modules and the ‘topo-
logical’ structure of some of their submodules.
Back in the ŝℓ(2) terms, the top-level represen-
tatives of a singular vector would correspond to
those states where the Λ parameter reaches an
extremum among the states in the same extremal
subdiagram, which does not seem to be of much
practical use.
Thus, there exist two different languages, the
ŝℓ(2) and N = 2 ones, to describe essentially
the same structure; a very interesting task is
to extend the dictionary relating representation-
theoretic terms for the two algebras to include a
fusion-related vocabulary4.
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