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Résumé
Dans cette thèse nous étudierons des problématiques de graphes. Nous allons étudier des problématiques
théoriques en recherche de motifs (patterns) et des problématiques appliquées en diffusion d’informations.
Nous proposons deux études théoriques sur la recherche et l’énumération de sous-graphes denses que sont les
cliques et quasi-cliques. Ensuite nous proposons une étude appliquée sur la propagation d’information dans
un graphe d’entités nommées.
Dans un premier temps, nous allons étudier la recherche de cliques dans des graphes compressés. Les
problèmes MCE (pour l’anglais Maximal Clique Enumeration) et MCP (pour l’anglais Maximum Clique
Problem) sont des problèmes rencontrés dans l’analyse des graphes de données. Ce sont des problèmes difficiles
(NP-difficile pour MCE et NP-Complet pour MCP) pour lesquels des solutions adaptées doivent être conçues
pour les grands graphes. Nous proposons de répondre à ces problèmes en travaillant sur une version compressée
du graphe initial. Nous montrons les bons résultats obtenus par notre méthode pour l’énumération de cliques
maximales sur des graphes compressés.
Dans un second temps, nous étudierons l’énumération de quasi-cliques maximales. Nous proposons un
algorithme distribué qui énumère l’ensemble des quasi-cliques maximales du graphe. Nous démontrons que cet
algorithme liste l’ensemble des quasi-cliques maximales du graphe. Nous proposons également une heuristique
qui liste un ensemble de quasi-cliques plus rapidement. Nous montrons l’intérêt de l’énumération de ces
quasi-cliques par une évaluation des relations en regardant la co-occurrence des noeuds dans l’ensemble des
quasi-cliques énumérées.
Dans un troisième temps, nous travaillerons sur la diffusion d’événements dans un graphe d’entités nom-
mées. De nombreux modèles existent pour simuler des problèmes de diffusion de rumeurs ou de maladies
dans des réseaux sociaux ainsi que des problèmes de propagation de faillites dans les milieux bancaires.
Nous proposons de répondre au problème de diffusion d’événements marquant dans des réseaux hétérogènes
représentant un environnement économique du monde. Nous proposons un problème de diffusion, nommé
problème de classification de l’infection, qui consiste à déterminer quelles entités sont concernées par un
événement. Pour résoudre ce problème, nous proposons deux modèles inspirés du modèle de seuil linéaire
auxquels nous ajoutons différentes fonctionnalités. Finalement, nous testons et validons nos modèles sur un
ensemble d’événements.
Mots-clefs : Théorie des graphes, problème d’énumération, cliques, quasi-cliques, graphes compressés,
diffusion d’événement, propagation d’information, problème de classification, modèles de seuils.
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Abstract
In this thesis we will study graph problems. We will study theoretical problems in pattern research and
applied problems in information diffusion. We propose two theoretical studies on the identification/detection
and enumeration of dense subgraphs, such as cliques and quasi-cliques. Then we propose an applied study
on the propagation of information in a named entities graph.
First, we will study the identification/detection of cliques in compressed graphs. The MCE problems (for
Maximal Clique Enumeration) and MCP (for Maximum Clique Problem) are problems that are encountered
in the analysis of data graphs. These problem are difficult to solve (NP-Hard for MCE and NP-Complete
for MCP), and adapted solutions must be found for large graphs. We propose to solve these problems by
working on a compressed version of the initial graph. We show the correct results obtained by our method
for the enumeration of maximal cliques on compressed graphs.
Secondly, we will study the enumeration of maximal quasi-cliques. We propose a distributed algorithm
that enumerates the set of maximal quasi-cliques of the graph. We show that this algorithm lists the set
of maximal quasi-cliques of the graph. We also propose a heuristic that lists a set of quasi-cliques more
quickly. We show the interest of enumerating these quasi-cliques by an evaluation of relations by looking at
the co-occurrence of nodes in the set of enumerated quasi-cliques.
Finally, we work on the event diffusion in a named entities graph. Many models exist to simulate diffu-
sion problems of rumors or diseases in social networks and bankruptcies in banking networks. We address
the issue of significant events diffusion in heterogeneous networks, representing a global economic environ-
ment. We propose a diffusion problem, called infection classification problem, which consists to dertemine
which entities are concerned by an event. To solve this problem we propose two models inspired by the linear
threshold model to which we add different features. Finally, we test and validate our models on a set of events.
Keywords : Graph theory, enumerating problem, cliques, quasi-cliques, compressed graph, event diffu-
sion, information propagation, classification problem, linear threshold models.
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Je résume souvent mon intérêt pour la science au fait que je me comporte comme un enfant. En primaire,
lors des cours de mathématiques, j’ai toujours aimé résoudre le « Problème » que l’on nous posait en fin de
chapitre. À la différence des autres exercices, il ne fallait pas simplement mettre en application ce que l’on
nous avait appris mais utiliser les connaissances qu’on nous avait transmises pour émettre des hypothèses
et arriver à une conclusion. J’ai continué ce jeu au collège et au lycée en cherchant constamment une autre
solution que celle qui nous était enseignée. Lorsque j’ai été initié à la théorie des graphes à l’IUT de Bourg-en-
Bresse, j’ai trouvé un nouveau terrain de jeux permettant de modéliser le monde et résoudre des problèmes
de manière élégante. Les graphes sont en effet de puissants outils permettant de proposer des problèmes
compliqués de façon simpliste. Ainsi, lorsqu’il m’a été proposé d’effectuer mon stage de recherche de Master
sur une problématique de graphes, j’ai saisi l’opportunité et ai rejoint l’équipe GOAL.
J’ai par la suite eu la chance de pouvoir continuer dans cette voie lorsque l’on m’a proposé d’effec-
tuer une thèse CIFRE conjointement avec le laboratoire LIRIS de l’Université Lyon 1 et la société Ubi-
quick/ReportLinker. Il y a plusieurs manières d’aborder une thèse de ce genre. On pourrait initialement
craindre le fait de devoir naviguer entre deux endroits, et, par conséquent, de ne participer qu’à une partie
des réunions, de ne plus être à jour des derniers avancements de tels ou tels projets, etc. Si l’on prend néan-
moins ces contraintes comme des opportunités, on remarque qu’on a la chance de participer à plus de projets.
Cette variété de projets permet d’avoir des échanges intéressants dans plusieurs domaines, ce qui évite de
tomber dans une routine et permet de travailler aussi bien sur des problèmes théoriques qu’appliqués. Ce
mémoire de thèse en est le parfait exemple, puisqu’il présente des travaux théoriques qui ont des motivations
et applications concrètes, sur des données réelles.
Dans la première partie, nous étudierons des problèmes théoriques de graphes via la recherche de sous-
graphes denses.
Le chapitre 1 est le résultat de l’approfondissement du travail effectué lors de mon stage de Master. Ce
travail a initialement été motivé par l’intérêt qu’offrent les graphes compressés. La compression permet en effet
d’obtenir des gains en mémoire pour le stockage des données. La question qui s’est posée était de savoir s’il
était possible de travailler directement sur les graphes compressés et de résoudre des problèmes existant dans
des graphes non-compressés. Nous avons donc cherché à résoudre, sur des graphes compressés, des problèmes
connus : la recherche et l’énumération de cliques. Après avoir choisi une méthode de compression sans pertes, la
décomposition modulaire, nous avons cherché à résoudre les deux problèmes sur la représentation compressée
des graphes. Nous proposons pour cela une adaptation des algorithmes de recherche et d’énumération de
cliques sur le modèle de graphe compressé. Le principe repose sur des regroupements de noeuds lorsque le
voisinage est identique, ces regroupements permettent d’obtenir un graphe avec moins d’arêtes et de travailler
sur ce dernier. Lorsqu’un agglomérat de noeuds est visité par un algorithme, notre méthode retourne les sous-
ensembles de noeuds représentés par l’agglomérat.
Dans le chapitre 2, nous étudions l’énumération de quasi-cliques maximales. Ce travail a initialement été
motivé par la constatation d’arêtes manquantes dans le graphe d’entités nommées de ReportLinker. Il est
par exemple dommageable de réussir à trouver un lien entre Google et Toyota pour un projet de voitures
autonomes et de rater celui entre Google et Apple alors que les deux sont des acteurs importants de la
téléphonie mobile. Il nous a semblé intéressant de proposer une évaluation des liens entre sociétés. Dans
l’exemple précédent, nous avons cherché à trier les entreprises par rapport à Google en énumérant celles qui
avaient le plus d’interactions, même indirectes avec le noeud Google. Pour résoudre ce problème d’évaluation
de liens (y compris en prenant en compte ceux manquants), nous avons cherché à étudier le nombre de
voisins communs entre deux noeuds, en suivant l’idée que l’ami de mon ami est également mon ami. Nous
avons donc proposé un algorithme d’énumération de l’ensemble des quasi-cliques maximales 1 du graphe.
Face au constat de la difficulté du problème et du temps engendré par sa résolution, nous avons ensuite
proposé une heuristique qui liste seulement une partie des quasi-cliques maximales. Dans le cadre d’échanges
avec l’université de Tucson en Arizona, nous avons testé notre heuristique sur des graphes représentant des
échanges textuels entre hackers, dans l’idée d’évaluer les relations malicieuses entre ces derniers.
1. une quasi-clique maximale ne peut être contenue dans une quasi-clique de plus grande taille
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Dans la seconde partie, après avoir introduit le contexte du graphe des entités nommées de ReportLinker,
nous avons cherché à modéliser la propagation d’événements dans le graphe.
Ainsi, le chapitre 3 présente l’étude de problèmes de propagations d’informations dans un graphe écono-
mique. La motivation derrière cette étude est de pouvoir fournir des informations sur l’impact supposé d’un
événement sur une entité. L’idée à long terme, pour ReportLinker, est de pouvoir offrir des liens vers des
nouvelles d’actualité en fonction des recherches de ses clients. Ces liens seraient choisis par les événements im-
pactant les entités liées à la recherche de l’utilisateur. Pour représenter cette situation nous avons proposé un
nouveau problème de diffusion dont le but est de déterminer quelles entités sont concernées par un événement
donné. Nous avons donc défini, avec l’aide d’analystes économiques de ReportLinker, une liste d’événements
tel que le rachat de Bayer par Monsanto ou l’ouragan Katrina qui a touché la Nouvelle-Orléans en 2005.
Pour ces événements, les analystes ont dû définir les noeuds qu’ils pensaient concernés par l’événement. Nous
avons ensuite développé des modèles qui devaient proposer une classification des entités du graphe de Re-
portLinker en disant lesquelles lui semblait concernées par l’événement. Les résultats des modèles ont ensuite
été comparés à ceux demandés par les analystes : le modèle donnant les meilleurs résultats étant celui dont
les classifications sont les plus proches de celles souhaitées par les analystes.
Ce manuscrit se termine par conclusion ainsi que la présentation des perspectives qui nous semblent les
plus intéressantes à explorer pour l’ensemble des chapitres.
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Terminologie
4
Ensembles
Un ensemble E correspond à une collection d’objets, appelés éléments, qui peut être fini ou non.
On dit que les éléments appartiennent à l’ensemble, ainsi l’élément e appartenant à E sera noté e ∈ E.
La cardinalité ou taille d’un ensemble correspond au nombre de ces éléments, elle est notée |E|. Ainsi
l’ensemble E = {e1,e2,...,en} sera de taille n.
Un ensemble peut être composé d’aucun objets, on parle alors d’ensemble vide ∅. La cardinalité de
l’ensemble vide est de 0.
Le complémentaire d’un ensemble E noté E représente l’ensemble des éléments n’appartenant pas à E.
De nombreuses opérations sont possibles afin de manipuler les ensembles ;
On peut notamment ajouter un élément e à l’ensemble que l’on notera e → E, l’ensemble formé pourra
se noter E + e.
On peut également supprimer un élément e de l’ensemble E, que l’on notera E − e.
L’union est une opération qui consiste à regrouper deux ensembles E et F et qui est noté E ∪ F . Ainsi
tout élément e appartenant à E ou F appartiendra à l’union E ∪ F .
L’intersection est une opération qui consiste à sélectionner l’ensemble des éléments appartenant à deux
ensembles E et F , elle est notée E ∩ F . Ainsi tout élément e appartenant à E et à F appartiendra à
l’intersection E ∩ F .
La soustraction est une opération sur deux ensembles E et F visant à conserver les éléments présents
uniquement dans le premier ensemble, elle est noté E − F . Ainsi tout élément e appartenant à E ∩ F
appartiendra à la soustraction E − F .
L’inclusion correspond à une relation d’appartenance d’un premier ensemble E à un deuxième F . Ainsi
tout élément de E sera présent dans F . On dira alors que E est un sous-ensemble de F . L’inclusion sera
notée E ⊂ F .
Un sous-ensemble respectant certaines conditions sera dit maximal s’il ne peut être inclus dans un sous-
ensemble de plus grande cardinalité respectant les mêmes conditions.
L’équivalence correspond à une relation d’égalité entre deux ensembles E et F . Ainsi tout élément de E
est dans F et tout élément de F est dans E, E ⊂ F et F ⊂ E. L’équivalence sera notée E ≡ F .
Deux ensembles E et F sont dits disjoints si leur intersection est vide : E ∩ F ≡ ∅.
Une fonction est une relation qui permet de passer d’un élément du premier ensemble à un élément du
second ensemble, elle est noté f et f(e) lorsqu’elle s’applique à l’élément e.
Une application est une fonction qui pour tout élément élément du premier ensemble E est relié à un
unique élément du second ensemble F .
Une bijection ou application bijective est une fonction qui pour tout élément du second ensemble à un
unique antécédent dans le premier ensemble. Ainsi on peut définir la fonction réciproque de f , notée f−1 qui
est une application qui permet de passer du second ensemble F au premier ensemble E.
Graphe
Un graphe G(V,E) est défini par un ensemble de noeuds V et un ensemble d’arêtes E, E ⊆ V 2. Une arête
(u,v) ∈ E, u,v ∈ V , correspond à un lien entre deux noeuds. Soit e = (u,v) une arête, u et v sont appelés les
extrémités de e.
Un graphe peut être orienté, les arêtes sont alors dirigées, (u,v) 
= (v,u). Si les arêtes sont orientées on
parle alors de graphe orienté. Dans le cas contraire on parle de graphe non-orienté. Pour un graphe dirigé,
on distinguera la source (u,.) d’une arête de la destination (.,v). Ainsi un noeud u aura un ensemble d’arêtes
entrantes (v,u) ∈ E et un ensemble d’arêtes sortantes (u,v) ∈ E.
Les noeuds ou les arêtes d’un graphe peuvent être pondérés. La fonction w donne alors un poids w(u),
u ∈ V , aux noeuds et un poids w((u,v)), (u,v) ∈ E, aux arêtes. Le poids d’un noeud sera noté wu, celui d’une
arête w(u,v). Un graphe n’utilisant pas de fonction de pondération sera appelé graphe non-pondéré.
Un graphe peut également avoir une ou plusieurs fonctions d’étiquetages, on parle alors de graphe étiqueté.
Cela permet de classifier les noeuds ou les arêtes afin de donner des informations utiles pour un utilisateur
ou un algorithme. L’identifiant des noeuds ne sera pas considéré, dans ce manuscrit, comme une fonction
d’étiquetage. Ainsi un graphe n’ayant pas de fonction d’étiquetage ou uniquement une servant à l’identification
des noeuds sera considéré comme un graphe non-étiqueté.
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Une boucle est une arête dont les deux extrémités sont identiques, (u,u) ∈ E, u ∈ V .
Lorsque deux arêtes ou plus relient deux mêmes noeuds on parle alors d’arêtes multiples. Un graphe
composé d’arêtes multiples est appelé multi-graphe.
Un graphe qui n’est composé ni de boucles ni d’arêtes multiples est appelé graphe simple.
Dans la première partie, sauf mentions contraires, nous étudierons des graphes simples non-orientés, non-
pondérés et non-étiquetés. Dans la seconde partie, sauf mentions contraires, nous étudierons des multi-graphes
orientés, pondérés et étiquetés.
Si (u,v) est une arête du graphe on dit que les noeuds u et v sont voisins. On appelle voisinage l’ensemble
des voisins d’un noeud, noté Γ(u).
Le degré d’un noeud dans G, noté deg(u) ou d(u), correspond au nombre d’arêtes dans lesquelles le noeud
est présent. Si le graphe est orienté on distinguera le degré entrant deg−(u), correspondant au nombre d’arêtes
entrantes, du degré sortant deg+(u), correspondant au nombre d’arêtes sortantes. Dans le cas d’un graphe
simple le degré est égal à la taille du voisinage deg(u) = |Γ(u)|, ce qui n’est pas le cas pour les multi-graphes.
Le degré maximal du graphe G, noté Δ(G), correspond au plus grand degré de l’ensemble des noeuds :
∀u ∈ V , Δ(G) = max(deg(u)). Le degré minimal du graphe G, noté δ(G), correspond au plus petit degré de
l’ensemble des noeuds : ∀u ∈ V , δ(G) = min(deg(u)).
La densité d’un graphe correspond au rapport entre le nombre d’arêtes présentes dans le graphe et le
nombre théorique maximal d’arêtes dans le graphe. Pour un graphe non-orienté simple, il est défini par :
densite´ = 2|˙E||V |(˙|V |−1) .
Une chaîne entre deux noeuds u et v correspond à une suite de noeuds u = u0,u1,...,uk−1,v = uk de
telle sorte qu’il existe, pour tout entier i compris entre 0 et k − 1, une arête entre les noeuds ui et ui+1 :
∀i ∈ {0,...,k − 1}, ∃(ui,ui+1) ∈ E.
Un chemin correspond à une chaîne dont les noeuds sont distincts. Un chemin est dit court s’il n’existe
pas de chemin de taille inférieur à k entre u et v.
Le diamètre d’un graphe correspond au plus long chemin de l’ensemble des plus courts chemins du graphe.
Le diamètre d’un graphe est noté D(G).
Un cycle correspond à un chemin fermé, c’est à dire que u = v.
Un graphe est connexe s’il existe au moins un chemin entre n’importe quels noeuds du graphe. Une
composante connexe est un sous-graphe maximal connexe d’un graphe non-connexe. Dans le cas de graphe
orienté on parle de composante fortement connexe si et seulement si, pour toute paire de noeuds u et v
appartenant à la composante fortement connexe, il existe un chemin de u vers v et un chemin de v vers u.
Une clique est un sous-ensemble complet de noeuds du graphe. C’est-à-dire que chacun des noeuds du
sous-ensemble est connecté avec l’intégralité des autres. La taille de la plus grande clique d’un graphe G est
notée ω(G).
Un stable est un sous-graphe indépendant du graphe. C’est-à-dire que chacun des noeuds du sous-ensemble
ne possède aucun voisin dans le sous-ensemble.
Une forêt est un graphe sans cycle. Un arbre est une forêt composée d’une seule composante connexe. Dans
une forêt, les noeuds de degré 1 sont appelés des feuilles. Un noeud d’un arbre peut être parfois considéré
comme une racine. Tous les autres noeuds ont alors une profondeur définie par la taille du chemin entre eux
et la racine. Une relation père-fils est alors créée entre les noeuds liés par une arête, les noeuds de profondeurs
p étant les pères des noeuds de profondeur p + 1 auxquels ils sont liés. En conséquence cela créé un graphe
dirigé où les feuilles sont les noeuds étant uniquement une destination d’une seule arête. Ces feuilles n’ont
donc pas de fils et la racine de l’arbre n’a pas de père.
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Chapitre 1
Cliques dans un graphe compressé
Résumé
Dans ce chapitre, nous étudierons les problèmes d’énumérations de cliques maximales et de recherche
de clique maximum sur des graphes compressés. Nous présenterons les méthodes de compressions et de
recherche de cliques présents dans la littérature dans la section 1.2. Dans la section 1.3, nous détaillerons
notre raisonnement pour la résolution de problèmes de cliques sur un graphe compressé. Dans la section 1.4,
nous proposerons une évaluation de nos méthodes via une expérimentation.
1.1 Introduction
La compression de graphe est une technique correspondant à une suite d’opérations permettant la di-
minution du nombre d’arêtes et/ou de noeuds du graphe. Cette technique permet notamment de rendre un
graphe plus facile à lire ou à transmettre en diminuant les informations. Plusieurs opérations élémentaires
peuvent être combinées pour arriver à la compression d’un graphe.
Parmi ces opérations élémentaires, on trouve :
— La suppression d’une arête, qui consiste à retirer une arête e de l’ensemble E.
— La suppression de noeud, qui consiste à retirer un noeud u à l’ensemble V . En conséquence, on utilise
également la suppression de toutes les arêtes où u est une extrémité de l’ensemble E.
— L’ajout d’une arête, qui consiste à ajouter une arête e = (u,v) à l’ensemble E, u,v ∈ V .
— L’ajout de noeud, qui consiste à ajouter un noeud u à l’ensemble V . On peut alors, au besoin, utiliser
l’ajout d’arêtes pour relier ce noeud à d’autres noeuds déjà présents dans V .
Ces opérations sont présentées dans la figure 1.1.
La fusion de noeuds est une opération permettant de regrouper deux ou plusieurs noeuds en un seul
gardant le voisinage des noeuds regroupés. La fusion consiste en la succession de plusieurs étapes élémentaires :
1. La définition d’une ensemble S ∈ V de noeuds à fusionner.
2. L’ajout d’un nouveau noeud s à l’ensemble V .
3. L’ajout d’arêtes ayant strictement une extrémité dans S et une dans V − S, où le noeud u dans S est
remplacé par le noeud s :
∀u ∈ S, v ∈ V − S,
∃(u,v) ∈ E ⇒(s,v) → E,
∃(v,u) ∈ E ⇒(v,s) → E
4. La suppression des noeuds de l’ensemble S et de leurs arêtes incidentes dans E.
La figure 1.2 présente l’opération de fusion.
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Graphe initial
Suppression d’une arête Suppression d’un noeud
Ajout d’un noeudAjout d’une arête
Figure 1.1 – Présentation d’opérations élémentaires : Suppression d’une arête, suppression d’un noeud, ajout
d’une arête et ajout d’un noeud.
L’étape de fusion de noeuds est l’étape principale de la compression de graphes.
La compression de graphe correspond à une suite d’étapes de fusions de noeuds qui aboutit à la transfor-
mation d’un graphe initial G en un graphe compressé GC . Le graphe compressé GC possède généralement
un nombre de noeuds et d’arêtes inférieur aux nombres de noeuds et d’arêtes du graphe G.
Les techniques de compression de graphes se classent en deux catégories : les compressions avec perte et
celles sans perte. La perte correspond à l’altération d’une partie des données initiales lors de la compression.
Il n’est donc pas possible de recréer avec exactitude le graphe initial lors d’une étape de décompression.
Les opérations de compression de graphes sont possibles sur différents types de graphes : simples [83],
orientés [2], étiquetés [106], etc.
Les cliques sont des ensembles de noeuds correspondant à des sous-graphes complets. Une clique de taille
n, notée Kn est donc un sous-ensemble de V où chacun des noeuds possède une arête avec les autres noeuds
de la clique K dans E.
On retrouve dans l’étude des cliques deux problèmes connus :
— Le problème de recherche de clique maximum ou MCP pour l’anglais Maximum Clique Problem. Ce
problème consiste à trouver, pour un graphe G, la taille de la plus grande clique présente dans ce
graphe.
— Le problème d’énumération de cliques maximales ou MCE pour l’angalis Maximal Clique Enumeration.
Ce problème consiste à lister, pour un graphe G, l’ensemble des cliques maximales. Une clique est
considérée comme maximale si elle n’est pas incluse dans une clique de taille supérieure.
Nous proposons dans ce chapitre de résoudre les problèmes MCP et MCE sur un graphe compressé. La
recherche d’une telle méthode vise à résoudre des contraintes liées à l’étude de ces problèmes :
— Un graphe compressé prend moins d’espace mémoire et peut dont être chargé en mémoire centrale lors
du traitement. Ceci permet de réduire le nombre d’entrées / sorties si le graphe initial ne tient pas en
mémoire centrale.
— Le graphe compressé étant plus petit, un gain de temps lors des opérations de traitement des problèmes
peut éventuellement être réalisé.
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Graphe initial Sélection de l’ensemble Ajout d’un noeud
Ajout d’arêtes Suppression de noeuds Graphe final
Figure 1.2 – Présentation des étapes correspondant à une suite d’opérations élémentaires aboutissant à
la fusion de noeuds : Sélection de l’ensemble des noeuds à fusionner, création d’un noeud, ajout d’arêtes
correspondant au voisinage de l’ensemble et suppression de l’ensemble.
1.2 État de l’art
1.2.1 Compression de graphe
La compression de graphe peut être opérée de différentes façons, selon le type de graphe sur lesquels elle
s’applique et selon le type de compression souhaité (avec ou sans perte).
Navlakha et al. [83] proposent une compression de graphe sans perte qui aboutit à la création d’un graphe
compressé GC(VS ,ES ,S,C) où :
— VS correspond à l’ensemble des nouveaux noeuds du graphe GC
— ES correspond à l’ensemble des nouvelles arêtes du graphe GC
— S correspond à une fonction de transition des noeuds de V vers VS : ∀u ∈ V,∃uS ,S(u) = uS
— C correspond à un ensemble d’arêtes correctives s’appliquant à l’ensemble des arêtes ES permettant
de préserver les informations du graphe initial. Les arêtes sont étiquetées. L’étiquette est un + ou un
− selon s’il faut ajouter ou supprimer ces arêtes au graphe obtenu par décompression du graphe GC
La figure 1.3 présente la compression d’un graphe selon la méthode Navlakha et al. [83]. On remarque
que les informations présentes dans la partie droite correspondent au graphe compressé GC . Ces informations
permettent de recréer le graphe initial en deux étapes : une étape de décompression des noeuds VS en V
grâce à la table induite par la fonction de transition S ; puis une étape de correction des arêtes par l’ajout et
la suppression des arêtes données dans l’ensemble de correction C.
Alder et Mitzenmacher [2] puis Boldi et Vigna [16] proposent de compresser les graphes du web à l’aide
de la différence entre les listes de voisinages de deux noeuds. Chaque noeud u est compressé à l’aide d’un
autre noeud v et d’une correction correspondant à la différence entre les voisins de u et de v (on ajoute les
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Figure 1.3 – Exemple de compression selon la méthode de Navlakha et al.[83], à gauche se trouve le graphe
initial G et à droite le graphe compressé ainsi que la liste de correction C et la table de transitions induite
par la fonction S.
voisins manquant et enlève les voisins en trop) :
∀u,v,x ∈ V,∃(u,v) ∈ EC ⇒ C((u,v)) =
+(u,x), x ∈ Γ(u)− Γ(v)
−(u,x), x ∈ Γ(v)− Γ(u)
Tian et al. [106] proposent une compression de graphes étiquetés supervisée par l’utilisateur afin que ce
dernier puisse observer le graphe selon une taille souhaitée. Cette compression est avec perte, l’utilisateur
définit une taille de graphe et l’algorithme se charge de définir un seuil d’erreur acceptable dans la compression
pour répondre à la demande de l’utilisateur.
Pour les graphes pondérés Toivonen et al. [107] proposent une méthode de compression avec peu de pertes.
L’idée est de regrouper des noeuds ayant des voisinages similaires (en terme de voisins et de poids). Ainsi
les noeuds sont agrégés en super-noeuds, nommés par la succession des identifiants des noeuds initiaux. Les
arêtes sont elles agrégées en super-arêtes, dont le poids est calculé par la moyenne des arêtes initiales (s’il n’y
avait pas d’arête entre deux noeuds on simule une arête de poids nulle pour le calcul).
Décomposition modulaire
Une autre méthode, issue des travaux de Gallai [36], appelée la décomposition modulaire peut être uti-
lisée pour compresser des graphes [80, 50]. La méthode de décomposition modulaire revient à réaliser des
agglomérats de noeuds ou super-noeud, appelés modules.
Définition 1.1. Un module du graphe G(V,E) est un sous-ensemble M ⊂ V où chacun des noeuds u ∈ M
a le même voisinage dans V −M . Ainsi :
∀u,v ∈ M ⇒
Γ(u) ∩ (V −M) = Γ(v) ∩ (V −M)
Le graphe compressé obtenu est représenté sous la forme d’un arbre de modules A(M,EA,f,C), appelé
arbre de décomposition modulaire où :
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— M est l’ensemble des modules, correspondant à des noeuds dans l’arbre.
— EA est l’ensemble des arêtes de l’arbre de décomposition modulaire.
— f est une fonction attribuant un module feuille à un noeud u de V .
— C est un ensemble d’arêtes liant des modules fils de modules premiers.
Différents types de modules sont utilisés, ils sont définis en fonction du voisinage des noeuds initiaux
compressés.
Les modules feuilles : chaque module feuille correspond à un noeud du graphe initial. Ce sont également
des feuilles de l’arbre de décomposition modulaire produit. L’ensemble des modules feuilles est noté Mf .
Définition 1.2. Un module feuille correspond à un noeud feuille uf dans l’arbre de décomposition modulaire
A.
La fonction f , qui s’applique aux noeuds appartenant à Ms, est une fonction bijective qui permet d’at-
tribuer à tout noeud u du graphe initial G un module us de l’arbre de décomposition modulaire.
Définition 1.3. f est une fonction bijective correspondant à une relation binaire de V dans Ms :
∀u ∈ V, f(u) = us, us ∈ Ms
Sa fonction réciproque f−1 correspond à une application de Ms dans V :
∀us ∈ Ms, f−1(us) = u
Les modules séries : un module série correspond à un ensemble complet dont le voisinage est identique.
Ainsi, toute clique de modules dont le voisinage est identique deviendra un module série dans l’arbre de
décomposition modulaire. Les noeuds fils du module série correspondront aux modules de la clique. L’ensemble
des modules séries est noté Mser.
Définition 1.4. Un module série correspond à un noeud user dans l’arbre de décomposition modulaire A.
Tout module fils de user possède un voisinage identique dans G et est voisin des autres modules fils de user.
Les modules parallèles : un module parallèle correspond à un ensemble indépendant dont le voisinage
est identique. Ainsi, tout stable de modules dont le voisinage est identique deviendra un module parallèle
dans l’arbre de décomposition modulaire. Les noeuds fils du module parallèle correspondront aux modules
du stable. L’ensemble des modules parallèles est noté Mpar.
Définition 1.5. Un module parallèle correspond à un noeud upar dans l’arbre de décomposition modulaire
A. Tout module fils de upar possède un voisinage identique dans G et est indépendant des autres modules
fils de upar.
Les modules premiers : un module premier correspond à un ensemble ni complet, ni indépendant et dont
le voisinage est identique. Ainsi, tout ensemble de modules n’étant ni un stable, ni une clique et dont le
voisinage est identique deviendra un module premier dans l’arbre de décomposition modulaire. Les noeuds
fils du module premier correspondront aux modules de l’ensemble. L’ensemble des modules premiers est noté
MPREM .
Définition 1.6. Un module premier correspond à un noeud uPREM dans l’arbre de décomposition modulaire
A. Tout module fils mf de uPREM possède un voisinage identique dans G et est voisin d’un sous-ensemble
SE des noeuds fils uPREM (le sous-ensemble SE ne correspond ni à l’ensemble vide ∅, ni à l’ensemble des
noeuds fils Ef privé du-dit module fils Ef −mf ).
L’ensemble des arêtes C est un ensemble d’arêtes pour conserver les liens dans les modules premiers. C
permet à chaque module fils d’un module premier son voisinage parmi l’ensemble des modules fils du noeud
premier.
Définition 1.7. L’ensemble de correction C correspond à des arêtes (u,v) où u et v sont des modules fils d’un
même module premier. L’arête (u,v) est présente dans C si u et v possèdent une arête dans le sous-graphe
induit par l’ensemble des modules fils du module premier.
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L’ensemble des modules M est donc l’union des ensembles des modules feuilles, séries, parallèles et pre-
miers.
Définition 1.8. Soit M l’ensemble des modules :
M = Mf ∪Mser ∪Mpar ∪MPREM
Les modules Mf , Mser, Mpar et MPREM sont disjoints.
L’ensemble des arêtes EA représente les arêtes de l’arbre de décomposition modulaire.
Définition 1.9. Pour toute relation entre un module père p et un module fils f dans l’arbre de décomposition
modulaire A, il existe une arête (p,f) ∈ EA.
La figure 1.4 illustre la compression d’un graphe en utilisant la décomposition modulaire. L’arbre de
décomposition modulaire correspondant à la compression est présenté dans la figure 1.5. Les noeuds qui
possèdent un voisinage identique sont coloriés de la même manière que dans le graphe initial (voir figure
1.4(a)).
Ainsi :
— Les noeuds 1 et 2 ont le même voisinage et l’ensemble forme une clique. Ils forment un module série
S(1,2) (voir figure 1.4(b)).
— Les noeuds 0 et 8 ont le même voisinage et l’ensemble forme un stable. Ils forment un module parallèle
P(0,8) (voir figure 1.4(b)).
— Les noeuds 5, 6 et 7 possèdent le même voisinage. Les noeuds 5 et 6 formant une clique dans le sous-
ensemble 5,6,7, ils forment un module série S(5,6). Ce module série forme alors un stable avec le noeud
7 dans le sous-ensemble S(5,6),7. Ce stable est représenté par un module parallèle P(S(5,6),7) (voir
figure 1.4(c) / 1.4(d)).
— Le sous-ensemble P(0,8),S(1,2),3,4,P(S(5,6),7) possède un voisinage identique (l’ensemble vide ∅) et
aucun des noeuds ne possède un voisinage identique dans le sous-ensemble. Ainsi, on créé le module
premier Prem(P (0,8),S(1,2),3,4,P (S(5,6),7). On ajoute ensuite les arêtes (P (0,8),S(1,2)), (P (0,8),4),
(3,S(1,2)), (3,P (S(5,6),7)) et (4,P (S(5,6),7)) à C.
L’arbre de décomposition modulaire présenté en figure 1.5 permet donc de représenter la version com-
pressée du graphe initial.
Le tableau 1.1 présente les modèles de compression présentés dans ce chapitre et des applications possibles
sur différents types de graphes.
Type de graphe Type de compression Application
Graphes simples Compression l’aide d’une liste de
correction [83]
Tout type de réseaux
Décomposition par modules [36,
80]
Réseau sociaux, Graphes biolo-
giques
Graphes orientés Compression par différence entre
les nœuds [2, 16]
Graphes du web
Graphes étiquetés Compression supervisée [106] Schémas de bases de données,
grands graphes
Graphes pondérés Agglomération de nœuds et
d’arêtes [107]
Grands graphes de réseaux so-
ciaux ou de biologie
Tableau 1.1 – Méthodes de compressions de graphes.
1.2.2 Cliques Maximales
Les cliques maximales sont des cliques qui ne peuvent pas être incluses dans des cliques de tailles plus
grandes.
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Figure 1.4 – Compression d’un graphe (a) par décomposition modulaire avec deux étapes intermédiaires
(b), (c), et le graphe compressé obtenu (d).
Définition 1.10. Une clique Kn de taille n est dite maximale s’il n’existe pas de clique Km ⊂ V de taille m
tel que :
Kn ⊂ Km ET m > n
La recherche de ces sous-sembles est étudiée notamment dans le domaine de la biologie pour l’interaction
protéines-protéines [91] ou pour la recherche d’espèces virales proches [112].
La recherche de la clique maximum est également utilisée pour la coloration de graphes. La valeur de la
clique maximum permet de donner une borne inférieure au nombre chromatique 1.
1.2.3 Recherche de clique maximum
La recherche de clique maximum abrégée MCP pour l’anglais Maximum Clique Problem est un problème
où le but est de trouver la clique de plus grande taille du graphe.
Définition 1.11. Pour tout graphe G(V,E) la clique de taille maximum notée ω(G) correspond à la clique
de plus grande cardinalité du graphe :
∀K ⊂ V, ω(G) ≥ |K|
1. Le nombre chromatique est le nombre minimum de couleurs utilisées de manières à ce que tout voisin d’un noeud u ne
soit pas coloré de la même manière que le noeud u.
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Figure 1.5 – Arbre de décomposition modulaire correspondant au graphe de la figure 1.4.
Ce problème fait partie des problèmes NP-Complets énoncés par Karp [59].
Nous présenterons ici certains des principaux algorithmes de la littérature.
Algorithmes MC et dérivés
Fahle [33] propose un algorithme exact qui permet de définir la clique maximum d’un graphe simple. Son
algorithme, que nous appellerons MC, utilise 3 ensembles :
— Un ensemble de noeud C, initialement vide, qui contient à un instant t une clique partielle.
— Un ensemble de noeuds candidats P , initialisé avec tous les noeuds du graphe. P contient, à un instant
t, l’ensemble des noeuds voisins de chacun des noeuds de l’ensemble C.
— Un ensemble K, initialement vide, qui permet de conserver en mémoire l’ensemble des noeuds com-
posant la plus grande clique trouvée.
L’algorithme utilise le principe du retour sur trace (nommé backtrack en anglais) qui consiste à revenir en
arrière après une décision prise à un instant t pour explorer d’autres solutions à partir de l’état dans lequel
on était à l’instant juste avant cette décision. L’algorithme MC est présenté en algorithme 1.
Une première amélioration de l’algorithme, appelée MC0, est de choisir uniquement des nouveaux noeuds
n dont l’identifiant est inférieur à celui de v. Cette optimisation permet d’éviter les doublons. Cela permet
un gain de temps de l’ordre de 10% selon Prosser [90].
Proposition 1.12. Pour MC0, la construction de la clique C par ajout successif de noeuds, dont l’identifiant
est toujours plus petit que celui précédemment ajouté, permet d’éviter les doublons.
Preuve. Soit un instant t avec Ct la clique partielle et n,v ∈ Pt, n < v, ainsi :
Ct + v ⇒ n ∈ PCt+v
⇒ Ct + v + n
Ct + n ⇒ v 
∈ PCt+n
⇒ Ct + n
On ne reconstruit donc pas une clique Ct + n+ v
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Algorithme 1 ProcedureMC(C,P,K)
1: tant que P 
= ∅ faire
2: si |C|+ |P | ≤ |K| alors
3: retourner ∅
4: fin si
5: choisir v le dernier élément de P
6: C ← C + v
7: si |P ∩ Γ(v)| = 0 ET |C| > |K| alors
8: K ← C
9: fin si
10: si |P ∩ Γ(v)| 
= 0 alors
11: T ← Procedure−MC(C,P ∩ Γ(v),K)
12: si |T | > |K| alors
13: K ← T
14: fin si
15: fin si
16: C ← C − v
17: P ← P − v
18: fin tant que
19: retourner K
D’autre améliorations de MC ont été proposées, notamment celle fonctionnant sur un ordonnancement
de l’exploration des noeuds (ordonnancement lui-même basé sur une coloration).
Ainsi Tomita et Seki [109] proposent un algorithme, MCQ, où la liste des candidats P est ordonnée
selon la coloration proposée par Welsh and Powell [116]. Par la suite, Tomita va par deux fois proposer des
variations sur cet algorithme avec les algorithmes MCR [108] et MCS [110]. San Segundo proposera également
une version différente [96], nommée BBMC, qui recalcule à chaque étape l’ordonnancement des noeuds (en
utilisant de plus des chaînes de bits pour effectuer l’ordonnancement en temps constants).
Afin de réaliser l’ordonnancement des noeuds, 3 techniques différentes sont proposées : Le premier sur la
cardinalité du voisinage des noeuds (voir algorithme 2), le second sur la taille du voisinage des noeuds qui
n’ont pas déjà été classés (voir algorithme 3) et le dernier sur la taille du voisinage, suivie de la somme de
la taille des voisinages des voisins du noeud (voir algorithme 4). L’effet des ordonnancements sont présentés
sur la figure 1.6.
Algorithme 2 Cardinalite´V oisinage(V )
1: R ← ∅
2: tant que V 
= ∅ faire
3: prendre n, le premier élément de V
4: pour tout i ∈ V faire
5: si |Γ(i)| < |Γ(n)| OU (|Γ(i)| = |Γ(n)| ET i > n) alors
6: n ← i
7: fin si
8: fin pour
9: R ← R+ n
10: V ← V − n
11: fin tant que
12: retourner R
Une étude des performances de ces algorithmes est proposée par Prosser [90].
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Algorithme 3 Cardinalite´T rie´e(V )
1: R ← ∅
2: tant que V 
= ∅ faire
3: prendre n, le premier élément de V
4: pour tout i ∈ V faire
5: si |Γ(i) ∩ V | < |Γ(n)| alors
6: n ← i
7: fin si
8: fin pour
9: R ← R+ n
10: V ← V − n
11: fin tant que
12: retourner R
Algorithme 4 Cardinalite´V oisinagesV oisins(V )
1: R ← ∅
2: pour tout i ∈ V faire
3: pour tout j ∈ Γ(i) faire
4: voisinsDegres(i) ← voisinsDegres(i) + |Γ(j)|
5: fin pour
6: fin pour
7: tant que V 
= ∅ faire
8: prendre n, le premier élément de V
9: pour tout i ∈ V faire
10: si |Γ(i)| < |Γ(n)| OU (|Γ(i)| = |Γ(n)| ET voisinsDegres(i) < voisinsDegres(n)) OU (|Γ(i)| =
|Γ(n)| ET voisinsDegres(i) = voisinsDegres(n) ET i > n) alors
11: n ← i
12: fin si
13: fin pour
14: R ← R+ n
15: V ← V − n
16: fin tant que
17: retourner R
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CardinalitéTriée : 0 1 8 2 4 3 5 6 7
CardinalitéVoisinagesVoisins : 0 4 8 1 6 5 2 7 3
Figure 1.6 – Exemple d’ordonnancements de noeuds en fonction des voisinages.
Algorithme FMC
Pattabiraman et al. [88] proposent un algorithme exact, que nous nommerons FMC et une heuristique,
nommée FMC-H, pour le problème MCP. L’idée est de proposer des méthodes d’élagage lors de l’exécution
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de l’algorithme. Ces élagages permettent d’éviter d’explorer certaines branches de l’arbre d’exploration qui
n’apporteraient pas de meilleures solutions. L’heuristique diffère de l’algorithme exact en ne prenant pas en
compte la totalité des noeuds de l’ensemble des candidats P . En effet, l’heuristique considère uniquement
le noeud de plus grand degré tandis que l’algorithme exact testera tous les candidats dont le degré est
supérieur à la taille de la clique maximum trouvée jusque là. L’algorithme et sa sous-fonction sont présentés
respectivement en algorithmes 5 et 6. FMC utilise 3 ensembles en plus de l’ensemble V des noeuds du graphe :
— Un ensemble de noeud C, initialement vide, qui contient à un instant t une clique partielle.
— Un ensemble K, initialement vide, qui permet de conserver en mémoire l’ensemble des noeuds com-
posant la plus grande clique trouvée.
— Un ensemble de noeuds candidats P , qui est composé des noeud voisins de la clique partielle C (et
dont le degré est supérieur à plus grande clique trouvée jusqu’alors, ∀x ∈ P,Γ(x) > |K|).
Algorithme 5 FMC(V,K)
1: pour tout u ∈ V faire
2: si |Γ(u)| ≥ |K| alors
3: C ← u
4: P ← ∅
5: pour tout v ∈ Γ(u) faire
6: si v > u alors
7: si |Γ(v)| ≥ |K| alors
8: P ← P + v
9: fin si
10: fin si
11: fin pour
12: T ← CLIQUE(C,P,K)
13: si |T | > |K| alors
14: K ← T
15: fin si
16: fin si
17: fin pour
18: retourner K
Algorithme 6 CLIQUE(C,P,K)
1: tant que |C|+ |P | > |K| faire
2: prendre aleatoirement u ∈ P
3: P ← P − u
4: Q ← ∅
5: pour tout v ∈ (Γ(u) ∩ P ) faire
6: si |Γ(v) ∩ (P ∪ C)| ≥ |K| alors
7: Q ← Q+ v
8: fin si
9: T ← CLIQUE(C + u, Q, K)
10: si |T | > |K| alors
11: K ← T
12: fin si
13: fin pour
14: fin tant que
15: retourner K
Les 5 élagages qui permettent d’éviter certaines explorations sont :
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1. Algorithme 5, ligne 2 : On élimine les noeuds dont le degré est inférieur à la taille de la plus grande
clique trouvée jusqu’alors.
2. Algorithme 5, ligne 6 : On élimine les doublons par l’élimination des voisins dont l’identifiant est plus
grand que celui du noeud initial de la clique en cours.
3. Algorithme 5, ligne 7 : On élimine les voisins du noeud initial dont le degré est inférieur à la taille de
la plus grande clique trouvée jusqu’alors.
4. Algorithme 6, ligne 1 : On continue l’agrandissement de la clique en cours uniquement si l’on a la
possibilité de dépasser en taille la plus grande clique trouvée jusqu’alors.
5. Algorithme 6, ligne 6 : On élimine les voisins du dernier noeud ajouté dont le degré est inférieur à la
taille de la plus grande clique trouvée jusqu’alors.
1.2.4 Énumération de cliques maximales
L’énumération de cliques maximales abrégée MCE pour l’anglais Maximal Clique Enumeration est un
problème où le but est de lister l’ensemble des cliques maximales d’un graphe.
Ce problème est NP-Difficile [68].
Nous présenterons ici certains des principaux algorithmes trouvés dans la littérature.
Algorithme MCE
En 1973, Bron et Kerbosh proposent un algorithme exact que nous appellerons BronKerbosh [18]. L’idée
repose sur l’agrandissement noeud par noeud d’une clique courante : lorsque l’on ne peut plus ajouter un
noeud à l’ensemble représentant la clique courante, on ajoute cette dernière à la liste des cliques maximales.
On revient ensuite sur une trace où l’on avait encore des noeuds candidats. BronKerbosh utilise 3 ensembles
pour énumérer l’ensemble des cliques maximales :
— Un ensemble C, initialement vide, représentant les noeuds présents dans la clique courante.
— Un ensemble P , initialisé avec l’ensemble des noeuds du graphe V , représentant les noeuds candidats
pour agrandir la clique courante à l’étape courante.
— Un ensemble D, initialement vide, représentant les noeuds déjà explorés à l’étape courante.
L’algorithme de Bron et Kerbosh est détaillé dans l’algorithme 7.
Algorithme 7 BronKerbosh(C,P,D)
1: si P ∪D = ∅ alors
2: ajouter C à la liste des cliques maximales
3: fin si
4: choisir aléatoirement p ∈ (P ∪D)
5: pour tout u ∈ (P − Γ(p)) faire
6: P ← P − u
7: BronKerbosh(C + u, P ∩ Γ(u), D ∩ Γ(u))
8: D ← D + u
9: fin pour
Afin d’éviter d’avoir à explorer la totalité des noeuds candidats P à chaque étape, les auteurs proposent
de définir un noeud pivot à chaque étape d’agrandissement t de la clique. L’idée étant d’explorer, à l’étape
t, uniquement le noeud pivot et ceux qui ne sont pas dans son voisinage au sein de l’ensemble des candidats
P . En effet, les voisins du pivot seront conservés pour l’étape suivante lors du calcul de l’ensemble P pour
les cliques composées de la clique courante C et du pivot p.
Algorithme de Tomita
Tomita et al. [111] proposent une amélioration aux travaux de Bron et Kerbosh par une meilleure sélection
du pivot. La complexité de l’algorithme, que nous nommerons Tomita, est de l’ordre de O(3(n/3)) [111], où n
est le nombre de noeuds |V | du graphe. Tomita utilise 3 ensembles :
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— Un ensemble C, initialement vide, représentant la clique courante.
— Un ensemble S, initialisé avec l’ensemble des noeuds du graphe V , représentant les noeuds pouvant
être utilisés comme pivot.
— Un ensemble P , initialisé avec l’ensemble des noeuds du graphe V , représentant les candidats pour
agrandir la clique courante.
Le fonctionnement de Tomita est détaillé dans l’algorithme 8. Le résultat d’une exécution sur un graphe
donné est représenté dans la figure 1.7.
Algorithme 8 Tomita(C,S,P )
1: si S = ∅ alors
2: ajouter C à la liste des cliques maximales
3: fin si
4: choisir p ∈ S qui maximise la taille |P ∩ Γ(p)|
5: pour tout u ∈ (P − Γ(p)) faire
6: Tomita(C + u, S ∩ Γ(u), P ∩ Γ(u))
7: P ← P − u
8: fin pour
La ligne 4 de l’algorithme 8 permet un élagage maximal en maximisant le nombre de noeuds éliminés à
l’étape courante. Cet élagage est optimal car l’on maximise l’intersection entre le voisinage du pivot et les
noeuds candidats.
Algorithme d’Eppstein
Eppstein et al. [29] ont proposé une variante de l’algorithme de Tomita. L’idée est de trier les noeuds du
graphe G selon leur ordre de dégénérescence [31].
Définition 1.13. La dégénérescence d’un graphe G(V,E) est le plus petit entier k de telle sorte que chaque
sous-graphe H ⊂ G contient un noeud de degré au plus k. On dit alors que le graphe est k-dégénéré.
Définition 1.14. L’ordre de dégénérescence d’un noeud du graphe correspond à un entier k de telle sorte
que le nombre d’arêtes vers des noeuds de degrés plus petits est au plus k.
La dégénérescence d’un graphe peut être calculée en temps linéaire O(m) où m est le nombre d’arêtes
|E| du graphe. L’algorithme d’énumération proposé sera nommé Eppstein. Il utilise l’ordre de dégénérescence
des noeuds du graphe pour initialiser les ensembles S et P . Il utilise ensuite le même algorithme que Tomita.
Son fonctionnement est présenté dans l’algorithme 9.
Algorithme 9 Eppstein(V )
1: pour tout ui ∈ V , selon l’ordre de dégénérescence u1,u2,...,un faire
2: Tomita(ui, Γ(ui) ∩ {ui+1,...,un}, Γ(ui) ∩ {u0,...,ui−1})
3: fin pour
Les auteurs proposent deux versions de l’algorithme, selon si les données structurées de l’ordre de dégé-
nérescence sont gardés ou non en mémoire.
1.3 Cliques dans un graphe compressé
Dans cette section, nous étudierons les problèmes de recherche de clique maximum et d’énumération de
cliques maximales sur un graphe compressé par décomposition modulaire.
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Figure 1.7 – Déroulement de l’algorithme de Tomita [111] avec le graphe en entrée (a), l’arbre d’exploration
de l’algorithme (b) et le résultat donné par l’algorithme (c). Dans l’arbre d’exploration : un carré signifie que
le noeud a été sélectionné comme pivot ; un triangle signifie une fin d’exploration sans clique maximale ; un
cercle blanc correspond à un noeud exploré tandis qu’un cercle noir représente un noeud élagué car voisin du
pivot.
1.3.1 Clique Maximum
Nous proposons un algorithme récursif d’exploration de l’arbre de décomposition modulaire qui retourne,
pour chaque module, le plus grand des sous-ensembles complets qui le compose. Le traitement est différent
pour chaque type de module :
Module Feuille
Les modules feuilles représentent des noeuds uniques dans le graphe initial, on retourne l’identifiant du
noeud.
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Module Série
Les modules séries représentent des sous-graphes composés d’un ensemble de modules complet. On re-
tourne donc l’ensemble des modules fils. Un exemple est présenté en figure 1.8 :
Le graphe initial est présenté à gauche. La racine de l’arbre de décomposition modulaire est un module
premier dont il est possible de voir le graphe compressé correspondant à droite. Le module de type série,
lorsqu’il est évalué par l’algorithme de recherche de clique maximum, retourne un ensemble composé des
modules feuilles 2, 3 et 5. Ainsi, la clique maximum du graphe compressé est de taille 5 : c’est la clique qui
est composée des modules feuilles 1 et 4 et du module série Ser de cardinalité 3.
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Figure 1.8 – Exemple du problème de clique maximum avec un module série sur un graphe compressé par
décomposition modulaire.
Module Parallèle
Les modules parallèles représentent des sous-graphes composés d’un ensemble de modules indépendant.
On retourne donc le plus grands ensemble de ses modules fils. Un exemple est présenté en figure 1.9 :
Le graphe initial est présenté à gauche. La racine de l’arbre de décomposition modulaire est un module
premier dont il est possible de voir le graphe correspondant à droite. Le module de type série est composé de
deux modules : un module feuille représentant le noeud 2 et un module série représentant un ensemble composé
des modules feuilles 3 et 4. Lorsque la fonction de recherche de clique maximum interroge le module parallèle,
ce dernier retourne le plus grand des sous-ensemble qui le compose. Dans ce cas, le sous-ensemble retourné
est le module série composé des modules feuilles 3 et 4. Ainsi, la clique maximum du graphe compressé est
de taille 3 : c’est la clique composée ou du module feuille 1 ou du module feuille 3 et du module parallèle
(qui se reporte au plus grand sous-ensemble le composant : le module série composé des modules 3 et 4).
Module Premier
Les modules premiers représentent des sous-graphes composés d’un ensemble de modules qui ne peut
pas être compressés. On leur adjoint en conséquence un ensemble d’arêtes liant les modules fils composant
le module premier. Le sous-graphe induit par cet ensemble d’arêtes est alors recomposé et l’algorithme de
recherche de clique fait appel à un algorithme de la littérature pour résoudre localement le problème de clique
maximum. Un exemple est présenté en figure 1.10 :
Le graphe initial est présenté à gauche. L’arbre de décomposition modulaire est présenté à droite. La racine
de l’arbre est un module série composé du module feuille 6 qui était un noeud universel 2 dans le graphe initial
et d’un module premier. Lorsque l’algorithme de recherche de clique maximum arrive au niveau du module
premier, il se sert de la liste d’arêtes C pour reconstruire un sous-graphe H. Ce sous-graphe est composé
des modules feuilles 2, 3, 4 et 5 et du module parallèle composé des modules feuilles 0 et 1. On lance alors
une recherche de clique maximum sur H qui nous retourne un ensemble composé des modules 3, 4 et 0 (ou
2. Un noeud universel u est un noeud possédant une arête commune avec l’ensemble des autres noeuds du graphe : soit u un
noeud universel, ∀v ∈ V − u,∃(u,v) ∈ E
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Figure 1.9 – Exemple du problème de clique maximum avec un module parallèle sur un graphe compressé
par décomposition modulaire.
1). C’est cet ensemble qui est retourné par le module premier. Ainsi, dans le cadre de la figure 1.10, la plus
grande clique trouvée est un ensemble de cardinalité 4 composé des noeuds 3, 4, 6 et 0 (ou 1).
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Figure 1.10 – Exemple du problème de clique maximum avec un module premier sur un graphe compressé
par décomposition modulaire.
Exploration de l’arbre de décomposition modulaire
Le fonctionnement de la recherche de la clique maximum se base sur une exploration de l’arbre à partir de
la racine et en descendant dans ses modules fils (en appliquant récursivement la fonction). De plus, pour les
modules premiers, on applique un algorithme de recherche de clique maximum sur le sous-graphe induit H.
Cet algorithme, tiré de la littérature, est ajusté pour prendre en compte la pondération des noeuds composant
le graphe H.
Le déroulement est présenté en algorithme 10. Il utilise deux entrées :
— L’arbre de décomposition modulaire A, composé des sous-ensembles :
— A.M représentant les modules
— A.EA les arêtes de l’arbre (représentant les relations père-fils)
— A.f une fonction attribuant à chaque module feuille de A.Mf l’identifiant du noeud dans le graphe
initial
— A.C les arêtes liants les modules fils de chaque module premier
— La racine r de l’arbre, ou du sous-arbre local, initialisée avec la racine de l’arbre de décomposition
modulaire
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Algorithme 10 CliqueMaximumModulaire(A,r)
1: si r ∈ A.Mf alors
2: retourner l’ensemble composé du noeud A.f(r)
3: sinon
4: K ← ∅
5: pour tout v ∈ M, (r,v) ∈ A.EA faire
6: K ← K ∪ CliqueMaximumModulaire(A,v)
7: fin pour
8: si r ∈ A.Mser alors
9: retourner l’union de tous les sous-ensembles de K
10: fin si
11: si r ∈ A.Mpar alors
12: retourner le plus grand des sous-ensembles de K
13: fin si
14: si r ∈ A.MPREM alors
15: construire le graphe H(K, A. C(r), w) où
- K est un ensemble de noeuds représentant les retours des modules fils de r
- A.C(r) est l’ensemble des arêtes liant les noeuds de l’ensemble K
- w est une fonction de pondération. Elle attribue à chaque élément u de K un poids correspondant
à la cardinalité de l’ensemble qui est représenté par u.
16: retourner l’ensemble CliqueMaximum(H)
17: fin si
18: fin si
Exemple d’exploration d’un arbre de décomposition modulaire pour la clique maximum
Nous proposerons dans cette section un exemple du déroulement de l’exploration de l’arbre de décompo-
sition modulaire pour le problème de recherche de la clique maximum. Nous travaillerons sur le graphe initial
présenté en figure 1.11 et son arbre de décomposition modulaire présenté en figure 1.12, où l’identifiant des
modules est noté en rouge.
L’algorithme de recherche part de la racine de l’arbre, qui est un module parallèle. On va donc appeler,
pour chacun des modules fils (qui sont tous deux des modules premiers), l’algorithme de recherche avec
comme racine les modules premiers 1 et 10.
Pour le module premier 1, on calcule pour chacun de ses modules fils les retours de ces derniers (ligne 6
de l’algorithme 10). Soit l’ensemble {10} pour le module 6, l’ensemble {8,11} pour le module 7, l’ensemble
{9} (ou {12}) pour le module 3 et enfin l’ensemble {13} pour le module 2. Pour le module premier 1, le
retour sera composé de la clique locale formée des modules 6 et 7 (ou 3 et 7) qui représentent des cliques de
cardinalité 3. Ce sera donc une clique formée des noeuds {8,10,11}, {8,9,11} ou {8,11,12}.
Pour le module premier 10, on calcule les retours de ses modules fils. Leurs retours respectifs sont les
ensembles {0} pour le module 16, {1,2} pour le module 17, {3} pour le module 15, {12,13,14} pour le module
11 et {4} pour le module 20. Le retour du module premier 10 sera donc composé de la clique locale formée
par les modules 11 et 15 (ou 11 et 20). Ces cliques locales représentent des cliques de cardinalité 4 dans le
graphe initial, à savoir les cliques {3,5,6,7} ou {4,5,6,7}.
Ainsi le module parallèle 0 retournera le plus grand des sous-ensembles qui lui est retourné parmi chacun
des modules premiers. Dans cette situation, c’est le sous-ensemble de cardinalité 4 issu du module premier
10.
Heuristiques pour la clique maximum sur un graphe compressé par décomposition modulaire
Nous proposons également 2 heuristiques qui n’évaluent pas l’ensemble des cliques du graphe mais qui
visent à trouver une réponse acceptable tout en diminuant le temps de calcul. Elles fonctionnent sur une
variation du fonctionnement des recherches de cliques dans les sous-graphes induits par les modules premiers.
L’idée est d’élaguer les voisinages des cliques en construction en fonction de la taille des ensembles retournés
par les modules fils.
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Figure 1.11 – Graphe initial pour la recherche de clique maximum par décomposition modulaire.
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Figure 1.12 – Arbre de décomposition modulaire pour la recherche de clique maximum par décomposition
modulaire.
La première heuristique, CliqueMaximumModulaireh1, ajoute à la clique locale uniquement le module
voisin de la clique qui maximise l’ensemble de ses descendants feuilles et de ceux de ses voisins.
La seconde heuristique, CliqueMaximumModulaireh2, ajoute à la clique le module voisin de la clique
qui a le plus grand nombre de descendants feuilles.
Un exemple est donné en figure 1.13. On considère le sous-graphe induit présenté : les noeuds représentent
chacun un module. Le nombre inscrit dans le noeud correspond à la taille du sous-ensemble retourné par le
module. On se place dans la situation où l’on est en train de construire une quasi-clique à partir des modules
coloriés en vert et que l’on considère les voisins de cette dernière (les noeuds bleus et rouges). La première
heuristique sélectionnera le module bleu clair pour agrandir la clique à la prochaine étape, tandis que la
seconde sélectionnera le module rouge. Ainsi, la première heuristique retournera un ensemble de taille 10,
tandis que la seconde retournera un ensemble de taille 9.
1.3.2 Énumération de cliques maximales
Nous proposons un algorithme récursif d’exploration de l’arbre de décomposition modulaire qui retourne,
pour chaque module, un ensemble composé de chacun des sous-ensembles complets qui composent le module.
Le traitement est différent pour chaque type de module :
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Figure 1.13 – Sélection de nouveaux noeuds par les heuristiques pour le problème de recherche de clique
maximum.
Module Feuille
Les modules feuilles représentent des noeuds uniques dans le graphe initial, on retourne un ensemble
composé de l’identifiant du noeud.
Module Série
Les modules séries représentent des sous-graphes composés d’un ensemble de modules complet. On re-
tourne donc l’ensemble des modules fils. Un exemple est présenté en figure 1.14 :
Le graphe initial est présenté à gauche. La racine de l’arbre décomposition modulaire est un module
premier dont il est possible de voir le graphe compressé correspondant à droite. Le module de type série,
lorsqu’il est évalué par l’algorithme d’énumération de cliques maximales, retourne un ensemble composé des
modules feuilles 0, 1, 2 et 3. Ainsi, les cliques maximales du graphe compressé seront les cliques {5,6}, {4,5}
et {0,1,2,3,4}.
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Figure 1.14 – Exemple du problème d’énumération de cliques maximales avec un module série sur un graphe
compressé par décomposition modulaire.
Module Parallèle
Les modules parallèles représentent des sous-graphes composés d’un ensemble de modules indépendant.
On retourne donc des sous-ensembles correspondant à chacun des retours des modules fils. Un exemple est
présenté en figure 1.15 :
Le graphe initial est présenté à gauche. La racine de l’arbre décomposition modulaire est un module
premier dont il est possible de voir le graphe compressé correspondant à droite. Le module de type parallèle,
lorsqu’il est évalué par l’algorithme d’énumération de cliques maximales, retourne deux ensembles composés
respectivement des modules feuilles 1 et 2, et 3 et 4. Ainsi, les cliques maximales du graphe compressé seront
les cliques {5,6}, {0,1,2}, {0,3,4}, {5,1,2} et {5,3,4}.
26
01 2 3 4
5
6
4
Par
5
6
Ser
Ser
1 2
3 4
Figure 1.15 – Exemple du problème d’énumération de cliques maximales avec un module parallèle sur un
graphe compressé par décomposition modulaire.
Module Premier
Les modules premiers représentent des sous-graphes composés d’un ensemble de modules qui ne peut pas
être compressé. On leur adjoint en conséquence un ensemble d’arêtes liant les modules fils composant le module
premier. Le sous-graphe induit par cet ensemble d’arêtes est alors recomposé et l’algorithme de recherche de
clique fait appel à un algorithme de la littérature pour résoudre localement le problème d’énumération de
cliques maximales. Un exemple est présenté en figure 1.16 :
Le graphe initial est présenté à gauche. L’arbre de décomposition modulaire est présenté à droite. La
racine de l’arbre est un module série composé d’un module premier et du module feuille 4 (qui était un
noeud universel dans le graphe initial). Lorsque l’algorithme d’énumération de cliques maximales arrive au
niveau du module premier, il se sert de la liste d’arêtes C pour reconstruire un sous-graphe H composé des
modules feuilles (2, 3, 5 et 6) et du module parallèle composé des modules feuilles 0 et 1. On lance alors
une énumération de cliques maximales sur H qui retourne des sous-ensembles composés respectivement des
modules {2,3}, {3,5}, {5,6}, {0,2,6} et {1,2,6}. Ces ensembles sont retournés par le module premier. Ainsi,
dans le cadre de la figure 1.16, les cliques maximales énumérées sont les cliques{2,3,4}, {3,4,5}, {4,5,6},
{0,2,4,6} et {1,2,4,6}.
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Figure 1.16 – Exemple du problème d’énumération de cliques maximales avec un module premier sur un
graphe compressé par décomposition modulaire.
Exploration de l’arbre de décomposition modulaire
Le fonctionnement de l’énumération de cliques maximales se base sur une exploration de l’arbre à partir
de la racine et en descendant dans ses modules fils (en appliquant récursivement la fonction). De plus, pour
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les modules premiers, on applique, sur le sous-graphe induit H, un algorithme d’énumération de cliques
maximales de la littérature. Cet algorithme est ajusté pour prendre en compte les retours d’ensembles des
noeuds composants le graphe H.
Le déroulement est présenté en algorithme 11. Il utilise deux entrées :
— L’arbre de décomposition modulaire A, composé des sous-ensembles :
— A.M représentant les modules
— A.EA les arêtes de l’arbre (représentant les relations père-fils)
— A.f une fonction attribuant à chaque module feuille de A.Mf l’identifiant du noeud dans le graphe
initial
— A.C les arêtes liants les modules fils de chaque module premier
— La racine r de l’arbre, ou du sous-arbre local, initialisée avec la racine de l’arbre de décomposition
modulaire
Algorithme 11 CliquesMaximalesModulaire(A,r)
1: si r ∈ A.Mf alors
2: retourner l’ensemble composé du noeud A.f(r)
3: sinon
4: K ← ∅
5: pour tout v ∈ M, (r,v) ∈ EA faire
6: K ← K ∪ CliqueMaximumModulaire(A,v)
7: fin pour
8: si r ∈ A.Mser alors
9: retourner la distributivité de tous les sous-ensembles de K
10: fin si
11: si r ∈ A.Mpar alors
12: retourner K
13: fin si
14: si r ∈ A.MPREM alors
15: construire le graphe H(K, A. C(r), w) où
- K est un ensemble de noeuds représentant les retours des modules fils de r
- A.C(r) est l’ensemble des arêtes liant les noeuds de l’ensemble K
- w est une fonction de pondération attribuant à chaque élément u de K un poids correspondant à
la cardinalité de l’ensemble représenté par u.
16: retourner l’ensemble de CliqueMaximales(H) composés de toutes les cliques maximales du sous-
graphe H
17: fin si
18: fin si
La distributivité utilisée en ligne 9 de l’algorithme 11 correspond à une opération visant à regrouper 2 à
2 chacun des sous-ensembles fils d’enfants parents. Ainsi, deux ensembles X et Y , composés respectivement
des sous-ensembles {X1,X2} et {Y1,Y2} se verront distribués en 4 ensembles {X1,Y1}, {X1,Y2}, {X2,Y1} et
{X2,Y2}.
Exemple d’exploration d’un arbre de décomposition modulaire pour l’énumération de cliques
maximales
Nous proposerons dans cette section un exemple du déroulement de l’exploration de l’arbre de décomposi-
tion modulaire pour le problème d’énumération de cliques maximales. Nous travaillerons sur le graphe initial
présenté en figure 1.17 et son arbre de décomposition modulaire présenté en figure 1.18, où l’identifiant des
modules est noté en rouge.
L’algorithme de recherche part de la racine de l’arbre, qui est un module premier. On va donc appeler,
pour chacun des modules fils, l’algorithme d’énumération avec comme racine les modules 1, 4, 5, 8 et 9.
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Les modules 4 et 8 sont des modules feuilles qui retournent respectivement les noeuds 2 et 4. Les modules
séries 1 et 5 retournent respectivement les ensembles de noeuds {0,1} et {3,5}. Le module série 9 est composé
du module feuille 10 qui retourne le noeud 7 et du module parallèle 11 qui retourne les sous-ensembles de
noeuds {{6},{8}}. Avec l’opération de distributivité, le module série 9 retourne donc les sous-ensembles de
noeuds {{6,7},{7,8}}.
Pour le module premier 0, l’algorithme d’énumération de cliques sur le sous-graphe induit retourne les
cliques composés des modules-fils {1,4}, {4,5,8} et {8,9}. En prenant en compte les retours des modules-fils,
on se retrouve avec les cliques composés des noeuds {0,1,2}, {2,3,4,5}, {4,6,7} et {4,7,8}.
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Figure 1.17 – Graphe initial pour l’énumération de cliques maximales par décomposition modulaire.
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Figure 1.18 – Arbre de décomposition modulaire pour l’énumération de cliques maximales par décomposition
modulaire.
1.4 Expérimentations
Dans cette section, nous décrirons les expérimentations réalisées afin d’évaluer notre approche. Pour cela,
nous avons implémenté nos algorithmes ainsi que tous les algorithmes que nous avons présentés dans la partie
état de l’art. Les algorithmes ont été implémentés en C++ à l’aide de la libraire SNAP [71, 103]. Nous avons
travaillé sur une machine 64 bits avec un système d’exploitation Ubuntu v14.04 LTS, un processeur i5-4690
de fréquence 3.5GHz et une mémoire vive de 16G.
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Notre algorithme de compression est basé sur l’algorithme de décomposition modulaire présenté par
Habib et al. [49] qui a une complexité en O(m log n). L’algorithme de décomposition est lui-même issu de la
concaténation de deux algorithmes distincts :
1. Le premier réalise une permutation factorisante des sommets [24] du graphe [23] grâce à une technique
d’affinage des partitions [51].
2. La seconde construit l’arbre de décomposition modulaire à l’aide la permutation issue du premier
algorithme [12].
Pour construire l’ensemble C des arêtes liants les modules-fils d’un module premier, nous avons ajouté
un troisième algorithme. Cet algorithme teste, pour chacun des descendants d’un module premier, s’il existe
une arête entre les noeuds qui les composent. Dans ce cas, une arête liant les modules parents est ajoutée à
l’ensemble C. Le déroulement est présenté dans l’algorithme 12. Il utilise 3 entrées :
— L’arbre de décomposition modulaire A dont le sous-ensemble C est vide
— La racine de l’arbre de décomposition modulaire
— Le graphe initial G(V,E)
La ligne 5 de l’algorithme vise à éviter les doublons en comparant les identifiants des modules. La ligne
6 permet de regarder si, pour n’importe quel descendant feuille de u et v, les noeuds correspondant aux
modules feuilles sont bien voisins dans le graphe initial.
Algorithme 12 ConstructionV oisinageModule(A,r,G)
1: pour tout u ∈ M,(r,u) ∈ A.EA faire
2: ConstructionV oisinageModule(A,u,G)
3: si r ∈ A.MPREM alors
4: pour tout v ∈ M,(r,v) ∈ A.EA faire
5: si u < v alors
6: si (A.f(u),A.f(v)) ∈ G.E alors
7: A.C ← A.C + (u,v)
8: fin si
9: fin si
10: fin pour
11: fin si
12: fin pour
Afin d’évaluer la qualité de notre approche, nous avons implémenté différentes versions des algorithmes.
Pour le problème de clique maximum, nous avons implémenté :
— MC et les variantes MCQ, MCSa, MCSb et BBMC. Pour les variantes, nous avons testé les 3
algorithmes de colorations Cardinalite´V oisinagesV oisins, Cardinalite´V oisinagesV oisins et
Cardinalite´V oisinagesV oisins que nous numéroterons de 1 à 3.
— FMC et son heuristique FMCh.
— CliqueMaximumModulaire, que nous noterons CMM , qui utilise FMC pour le calcul local de clique
sur les modules premiers et deux heuristiques CMMh1 et CMMh2.
Pour le problème d’énumération de cliques maximales, nous avons implémenté :
— BronKerbosh
— Tomita
— Eppstein et sa version sans structure Eppsteinhybrid
— CliquesMaximalesModulaire qui utilise Tomita pour l’énumération locale de cliques maximales sur
les modules premiers
1.4.1 Graphes de test
Nous avons testé les différentes méthodes sur plusieurs graphes présentés dans le tableau 1.2. Ces graphes
sont de différents types et ont été pris dans les bases de données des projets SNAP [70], DIMACS [28] et
NetworkRepository [93].
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Chacun des graphes est présenté en version simplifiée, les boucles étant supprimées et les arêtes dirigées
étant considérées comme des arêtes non-dirigées.
Nom |V| |E| degmoy(G) Δ(G) δ(G)
celegans 453 2 025 8,94 237 1
c-fat500-5 500 23 191 92,76 95 92
c-fat500-10 500 46 627 186,51 188 185
coPapersDBLP 26 836 45 647 3,40 27 1
com-dblp 317 080 1 049 866 6,62 343 1
Hook_1498 59 826 1 146 657 38,33 77 2
notreDame 325 729 1 090 108 6,69 10 721 1
PR02R 40 523 994 913 49,10 87 1
rattus 8 763 39 932 9,11 334 1
worm 3 507 6 531 3,72 523 1
Tableau 1.2 – Graphe de données pour les tests sur la recherche de cliques dans des graphes compressés.
Graphes Compressés
Nous avons compressé chacun de ces graphes par décomposition modulaire. Les statistiques de ces com-
pressions sont présentées dans le tableau 1.3 où :
— temps : représente le temps nécessaire pour compresser le graphe et obtenir l’arbre de décomposition
modulaire correspondant
— |A.C| : le nombre d’arêtes liant les modules fils de chacun des modules premiers du graphe
— tec : le taux de compression des arêtes, tec = 1− |A.C||E|
— |VPc| : le nombre de noeuds présents dans le graphe premier aîné P
— tvPc : le taux de compression des noeuds présents dans le graphe premier aîné, 1− |VPc||V |
— |EPc| : le nombre de noeuds présents dans le graphe premier aîné P
— tePc : le taux de compression des arêtes présentes dans le graphe premier aîné, 1− |EPc||E|
Le graphe premier aîné est le graphe construit à partir des modules premiers rencontrés en premier lors
d’un parcours de l’arbre à partir de la racine : ce sont des modules premiers qui ne sont pas des descendants
de modules premiers. Un exemple est donné où l’on voit un graphe premier aîné en figure 1.20 issu de l’arbre
présenté en figure 1.19. Le module premier représenté par le noeud 9 n’est pas pris en compte pour le graphe
premier aîné car il a comme ancêtre un module premier.
Dans le cas présenté :
— |A.C| = 16
— tec = 1− 1675 = 78,6%
— |VPc| = 13
— tvPc = 1− 1317 = 23,5%
— |EPc| = 11
— tePc = 1− 1175 = 85,3%
1.4.2 Résultats
Dans cette section, nous évaluons nos algorithmes sur les graphes compressés par décomposition modulaire.
Nous comparons les résultats obtenus à ceux obtenus par les méthodes présentés dans la littérature.
Pour la clique maximum
Les résultats pour le problème de la clique maximum sont présentés dans le tableau 1.4. Les résultats de
chacun des algorithmes sont présentés sur deux lignes :
1. La première ligne donne la taille de la plus grande clique trouvée par l’algorithme
2. La seconde donne le temps d’exécution de l’algorithme
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Figure 1.19 – Arbre de décomposition modulaire utilisé en exemple pour montrer un graphe premier aîné.
Nom du graphe temps (s) |A.C| tec(%) |VPc| tvPc(%) |EPc| tePc(%)
celegans 0,002356 1 779 12,14 413 8,83 1 779 12,14
c-fat500-5 0,007571 16 99,93 16 96,8 16 99,93
c-fat500-10 0,015463 8 99,98 8 98,4 8 99,98
coPapersDBLP 0,467879 3 442 92,45 24 862 7,35 3 442 92,45
com-dblp 1 229 730 952 30,38 223 071 29,65 730 395 30,43
Hook_1498 29,24 120 753 89,46 19 945 66,66 120 753 89,46
notreDame 1 214 769 736 29,38 136 878 57,97 764 693 29,85
PR02R 30,08 425 853 57,19 28 519 29,62 425 853 57,19
rattus 0,555856 37 279 6,64 7 423 15,29 37 279 6,64
worm 0,047741 4 957 24,1 2 128 39,32 4 957 24,1
Tableau 1.3 – Statistiques de la compression de graphe par décomposition modulaire.
Dans le tableau 1.4, les meilleurs résultats sont ceux qui trouvent la plus grande clique en moins de temps
32
01 2
3 4
5
6
7
8
9
10
11
12
Figure 1.20 – Graphe premier aîné calculé à partir d’un arbre de décomposition modulaire.
que les autres. Ces résultats sont présentés en bleu dans le tableau.
La comparaison entre notre algorithme CMM et FMC est détaillée dans la figure 1.21. Nous notons qu’à
part pour les graphes Dimacs (les graphes c-fat500-5 et c-fat500-10 ) qui ont un fort taux de compression,
notre algorithme ne donne pas de meilleurs résultats.
Nous notons également que lorsque l’heuristique de FMCh met plus de temps que l’algorithme FMC, les
heuristiques sur le graphe compressé CMMh1 et CMMh2 mettent également plus de temps que l’algorithme
CMM .
En conclusion, nous notons que l’adaptation d’algorithmes pour calculer la taille de la clique maximum
sur un graphe compressé par décomposition modulaire n’offre pas d’avantages. Ce résultat s’explique par la
nécessité de tester l’ensemble des noeuds du graphe compressé sans distinction de degrés. En effet, tel que
présenté dans la figure 1.22, il faut prendre en compte le noeud 4 dans le graphe compressé (qui est en fait
une clique de taille 5) afin de trouvé la clique de taille maximale. Cependant, dans le graphe initial, les noeuds
composants le noeud 4 auraient été explorés en premier par l’algorithme FMC car ce sont ceux de plus haut
degrés dans le graphe.
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Figure 1.21 – Résultat temporels pour la recherche de clique maximum sur des graphes compressés.
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Figure 1.22 – Exemple du problème de clique maximum nécessitant l’exploration des noeuds de petits degrés
pour trouver la clique de plus grande taille dans un graphe compressé par décomposition modulaire.
Pour l’énumération de cliques maximales
Les résultats pour le problème de la clique maximum sont présentés dans le tableau 1.5. Pour chaque
graphe, nous donnons le nombre de cliques trouvées par les algorithmes dans la seconde colonne |K|. Ensuite,
pour chacun des algorithmes, nous donnons le temps nécessaire à l’énumération. Le meilleur score est donné
en bleu.
Nous remarquons que généralement, l’énumération de cliques donne de meilleurs résultats sur les graphes
compressés. Il est intéressant de noter que dans certains cas (pour les graphes coPapersDBLP, com-dblp, no-
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treDame et worm), l’algorithme MCE donne de meilleurs résultats que l’algorithme Tomita. En conséquence,
il pourrait être intéressant d’adapter MCE sur des graphes compressés.
La comparaison entre notre algorithme TomitaComp et Tomita est détaillée dans la figure 1.23. Nous
avons également ajouté une mesure supplémentaire prenant en considération le temps de compression du
graphe (en plus du temps mis par notre algorithme) Comp + TomitaComp.
Nous notons que bien que notre algorithme donne généralement de meilleurs résultats que Tomita, le
temps de compression n’est pas négligeable. En conséquence, lorsque ce temps de compression est ajouté au
temps mis par l’algorithme, les résultats deviennent moins bons (c’est notamment le cas avec les graphes
celegans, com-dblp et notreDame).
Figure 1.23 – Résultat temporels pour l’énumération de cliques maximales sur des graphes compressés.
Afin de collecter plus d’informations, nous avons réalisés des tests supplémentaires pour l’énumération de
cliques sur des graphes plus importants. Ces graphes sont présentés dans le tableau 1.6. Les compressions
sont présentées dans le tableau 1.7.
Les résultats de l’exécution des algorithmes sont présentés dans le tableau 1.8 et la figure 1.24. Pour
ces graphes plus importants, on remarque que le temps d’exécution de l’algorithme sur le graphe compressé
donne généralement de meilleurs résultats. Cependant, si l’on prend en considération le temps nécessaire pour
compresser les graphes, le temps total devient plus important que celui de l’algorithme sur le graphe non
compressé.
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Figure 1.24 – Résultats temporels pour l’énumération de cliques maximales sur des graphes compressés.
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Tableau 1.4 – Résultats temporels pour la recherche de clique maximum sur des graphes compressés. Le
temps est donné en secondes.
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Graphe |K| MCE Tomita Eppstein Eppsteinh TomitaComp
celegans 668 0,020197 0,007344 0,018796 0,014667 0,006976
c-fat500-5 16 0,162572 0,055711 0,050987 0,043930 0,000097
c-fat500-10 8 0,462186 0,177434 0,134342 0,131667 0,000082
coPapersDBLP 9 910 3,447563 13,937470 17,660326 17,750969 0,008974
com-dblp 257 551 903 2 998 3 389 3 590 2 173
Hook_1498 94 861 43,706188 83,618813 107,354568 107,472374 16,051380
notreDame 495 947 909 1 657 2 616 2 582 735
PR02R 216 741 85,289467 42,117161 51,659836 51,719543 62,114120
rattus 41 118 4,044658 2,268737 2,593526 2,587570 4,077898
worm 5 641 0,100725 0,178407 0,298402 0,294884 0,098185
Tableau 1.5 – Résultats temporels pour l’énumération de cliques maximales sur des graphes compressés. Le
temps est donné en secondes.
Nom |V| |E| degmoy(G) Δ(G) δ(G)
com-amazon 334 863 925 872 5,53 549 1
edit-frwiktionary 1 905 460 4 794 624 5,03 1 329 427 1
email-enron 36 692 183 831 10,02 1383 1
flickr 757 212 1 371 821 3,62 1912 1
standford 281 903 1 992 636 14,14 38 625 1
Tableau 1.6 – Graphe de données pour les tests d’énumération de cliques dans des graphes compressés.
Nom du graphe temps (s) |A.C| tec(%) |VPc| tvPc(%) |EPc| tePc(%)
com-amazon 1 441 815 658 11,90 300 958 10,13 814 884 11,99
edit-frwiktionary 22 238 778 111 83,77 95 702 94,98 778 111 83,77
email-enron 6,747052 155 526 15,40 22 490 38,71 155 448 15,44
flickr 5 845 1 000 346 27,08 456 097 39,77 999 940 27,11
standford 1 023 991 724 50,23 171 361 39,21 955 534 52,05
Tableau 1.7 – Statistiques de la compression de graphe par décomposition modulaire.
Graphe |K| Tomita TomitaComp
com-amazon 470 042 4 346 3 832
edit-frwiktionary 2 753 242 74 819 2 823
email-enron 226 859 51,54 77,10
flickr 1 165 934 13 135 10 037
standford 1 055 936 3 267 2 774
Tableau 1.8 – Résultats temporels pour l’énumération de cliques maximales sur des graphes compressés. Le
temps est donné en secondes.
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Nous avons enfin calculé le gain de temps observé entre l’algorithme sur le graphe compressé et celui
duquel il est tiré (s’appliquant sur le graphe non compressé). Nous avons comparé le rapport observé entre
les temps de calcul en fonction du taux de compression du graphe premier aîné. La figure 1.25 présente les
résultats en fonction du taux de compression des noeuds et la figure 1.26 présente les résultats en fonction du
taux de compression des arêtes. Nous remarquons que l’algorithme sur le graphe compressé semble donner
de meilleurs résultats lorsque le taux de compression est supérieur à 40% pour les noeuds et 20% pour les
arêtes. Si l’on prend en compte le temps nécessaire à la compression, les taux sont de 70% pour les noeuds
et 80% pour les arêtes.
Figure 1.25 – Comparaison du temps mis par l’algorithme compressé par rapport au temps initial selon le
taux de compression calculé à partir des noeuds.
1.5 Discussion
Notre méthode de calcul de cliques dans un graphe compressé donne de mauvais résultats pour la recherche
de la clique maximum et de bons résultats pour le problème d’énumération de cliques maximales.
L’adaptation d’un algorithme de recherche de clique maximum ne donne pas de bons résultats certaine-
ment car les méthodes d’élagages usuelles ne peuvent pas être utilisées. En effet, les noeuds de faibles degrés
dans le graphe premier issus de la décomposition modulaire peuvent correspondre à des cliques importantes
(voir figure 1.22).
L’adaptation d’un algorithme d’énumération de cliques maximales semble donner de bons résultats. Dès
que le graphe possède un taux de compression non négligeable, l’algorithme donne généralement de meilleurs
résultats (voir tableau 1.8). Cependant, la prise en compte du temps de compression est nécessaire pour
relativiser le temps gagné. On peut néanmoins considérer que le gain de temps n’est pas le seul bénéfice
espéré. En effet, notre méthode permet d’énumérer les cliques sans avoir besoin de décompresser le graphe,
ce qui permet également de travailler sur un graphe plus petit en mémoire.
Dernière remarque, notre méthode n’est utile que sur des graphes pouvant être compressés par décompo-
sition modulaire, ce qui n’est pas le cas de tous les graphes.
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Figure 1.26 – Comparaison du temps mis par l’algorithme compressé par rapport au temps initial selon le
taux de compression calculé à partir des arêtes.
1.6 Conclusion et ouvertures
Les problèmes d’énumération de recherche de cliques maximums et de cliques maximales dans les graphes
sont des problèmes complexes et difficiles. Ces problèmes deviennent d’autant plus difficiles lorsque les graphes
sur lesquels nous travaillons sont grands. Pour résoudre ces problèmes, il existe de nombreux algorithmes et
heuristiques, plus ou moins adaptés aux grands graphes. Dans ce chapitre, nous avons proposé et évalué une
nouvelle méthode pour résoudre ces problèmes.
Notre méthode se déroule en deux phases. La première consiste à compresser le graphe, via la décom-
position modulaire, pour diminuer la taille de celui-ci. La décomposition modulaire est une méthode de
compression sans pertes qui permet de garder les informations nécessaires à la recherche de cliques. La
deuxième phase consiste à chercher les cliques sur le graphe compressé.
L’expérimentation empirique réalisée démontre que notre méthode, pour le problème de la clique maxi-
mum, n’est pas suffisamment efficace. Cependant, l’énumération de cliques maximales montre de meilleures
performances dès que la compression du graphe offre une diminution du nombre d’arêtes de l’ordre de 20%.
Il nous semble intéressant de continuer le travail commencé en poursuivant plusieurs options :
— Étudier l’impact de la méthode d’exploration de l’arbre de décomposition modulaire, l’ordre d’explo-
ration devant avoir un impact, notamment pour la recherche de clique maximale
— Augmenter l’efficacité de la recherche de clique maximum en ajoutant des informations lors de la
compression de graphes, notamment sur la taille des cliques dans les modules séries et parallèles
— Développer de nouveaux algorithmes sur les graphes compressés
— Évaluer l’utilisation de la mémoire
— Adapter la méthode aux autres types de graphes tels que les graphes orientés
— Proposer une méthode de compression et de recherche de cliques en parallèle, l’algorithme de recherche
de cliques démarrant dès qu’une compression du graphe est suffisante
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Chapitre 2
Énumération de quasi-cliques
Résumé
Dans ce chapitre nous étudierons les problèmes d’énumération de quasi-cliques. Nous présenterons les
modèles de quasi-cliques et les méthodes de recherche de quasi-cliques présents dans la littérature en section
2.2. Dans la section 2.3 nous détaillerons la solution que nous avons développé pour l’énumération de quasi-
cliques. Dans la section 2.4 nous proposerons une évaluation de cette solution via plusieurs expérimentations.
2.1 Introduction
Un ensemble de noeuds particulièrement reliés entre eux mais peu reliés avec les autres noeuds du graphe
est communément appelé communauté, bien qu’il n’existe pas de formalisme unique pour définir ces com-
munautés. L’intérêt de rechercher ces communautés est de faire apparaître les structures sous-jacentes d’un
graphe. Dans le cas de réseaux sociaux les communautés peuvent se rapporter à des groupes d’individus
tandis que dans le cas de réseaux routiers les communautés identifierons généralement des zones denses telles
que les villes.
La figure 2.1 propose par exemple le partage d’un graphe en 3 communautés distinctes, chacune représentée
par une coloration différente des noeuds. Les arêtes à l’intérieur des communautés sont en traits continus
tandis que celles liants les communautés sont en traits hachés.
Figure 2.1 – Exemple de communautés dans un graphe.
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La recherche des communautés a diverse applications, notamment sur les réseaux biologiques [94] ou sur
le World Wide Web [26].
Chaque noeud peut se voir attribuer une ou plusieurs étiquettes correspondant aux communautés aux-
quelles il appartient. Ces communautés sont généralement appelées clusters. On peut mesurer la qualité d’une
communauté avec différents marqueurs telle que la densité ou le coefficient de clustering.
Définition 2.1. La densité d’un graphe G(V,E) est une valeur mathématique correspondant au rapport
entre le nombre d’arêtes du graphe |E| et le nombre d’arêtes maximales possibles dans le graphe. Dans le cas
d’un graphe non-orienté simple :
|V | · (|V | − 1)
2
La valeur de la densité oscille entre 0 pour un graphe indépendant et 1 pour un graphe complet.
On distingue deux sortes de coefficients de clustering :
— Le coefficent de clustering global .
— Le coefficent de clustering local moyen
Définition 2.2. Le coefficient de clustering global d’un graphe G(V,E) est une valeur mathématique cor-
respondant au rapport entre le nombre de triangle 1 et le nombre de triplets connectés 2. Le coefficent de
clustering global noté Cg(G) est défini par :
Cg(G) =
3 · nombre de triangles
nombre de triplets connecte´s
La valeur du coefficient de clustering global oscille entre 0 pour un graphe sans triangle et 1 pour un graphe
dont chaque composante connexe est un sous-graphe complet.
Définition 2.3. Le coefficient de clustering local moyen d’un graphe G(V,E) est une valeur mathématique
correspondant à la moyenne des coefficients locaux de chacun des noeuds du graphe. Le coefficient local d’un
noeud u ∈ V , noté cl(u) est défini par le nombre de ses voisins connectés entre eux :
∀v, w ∈ Γ(u), cl(u) = 2 · |(v,w) ∈ E||Γ(u)| · |(Γ(u)− 1)|
Ainsi le coeffcient de clustering local moyen du graphe, noté Cl(G) est défini par :
∀u ∈ V, Cl(G) =
∑
cl(u)
|V |
La valeur du coefficient de clustering local moyen oscille entre 0 pour un graphe sans triangle et 1 pour un
graphe dont chaque composante connexe est un sous-graphe complet.
La figure 2.2 présente différents graphes et leurs valeurs de densité ainsi que la valeur de leurs coefficients
de clustering global et local moyen.
Les méthodes de communauté permettent donc de définir des sous-graphes fortement connectés tandis
que les mesures de densités et de coefficient de clustering permettent d’évaluer la qualité de ces communautés.
La construction de graphe à partir de données réelles se fait par copie de réseaux existants ou par agré-
gation de données. Par exemple, dans le cadre d’un échange de messages entre utilisateurs, on peut réaliser
un graphe liant les personnes échangeant des messages.
Dans ces cas des informations peuvent être manquantes. En effet, lors de la construction des graphes, des
informations ont pu être :
— ratées, par exemple si le système de collecte de message était inactif
— ignorées, par exemple si les messages échangés n’ont pas été suffisamment nombreux pour être jugés
pertinents
1. Un triangle est un sous-graphe complet composé de 3 noeuds.
2. Un triplet connecté correspond à un sous-graphe connexe composé de 3 noeuds.
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Figure 2.2 – Présentation de densités et de coefficients de clustering locaux et globaux sur divers graphes.
Un problème apparaît alors, on peut se retrouver avec des graphes de données qui ne reflètent pas exacte-
ment la réalité qu’ils sont supposés représenter. La question est alors de trouver une ou plusieurs techniques
permettant de corriger les biais formés lors de la création du graphe.
Nous proposons ici une technique permettant d’évaluer les relations entre l’ensemble des noeuds du graphe
via l’évaluation de communautés. Les communautés permettent en effet d’identifier les parties du graphe
fortement connectés et donc d’identifier des arêtes absentes qui étaient en réalité présentes dans la situation
réelle initiale. Cette idée reposant sur le paradigme «L’ami de mon ami est mon ami» : on peut en effet
imaginer que les liens absents dans des communautés détectés dans le graphe créé sont potentiellement des
liens présents physiquement initialement.
Afin d’évaluer la qualité de chacune des arêtes possibles du graphe nous nous intéressons à un modèle
particulier de communautés, les quasi-cliques. Les quasi-cliques sont des sous-graphes quasiment complet,
c’est à dire auxquels il manque un faible pourcentage d’arêtes.
L’idée repose sur une énumération de l’ensemble des quasi-cliques d’un graphe. Ensuite, pour chaque paire
de noeuds du graphe, on regarde le nombre de quasi-cliques communes, c’est à dire dans lesquelles les noeuds
sont tous les deux présents.
Nous proposons dans ce chapitre une méthode d’évaluation de potentiels liens dans un graphe via l’éva-
luation de la co-occurrence de paire de noeuds. Pour cela nous avons développé une méthode d’énumération
de quasi-clique dans un graphe.
2.2 État de l’art
2.2.1 Communautés
La recherche de communautés [39], aussi appelée recherche de cluster, est un problème visant à regrouper
des noeuds qui partagent dans le graphe des propriétés locales en s’imaginant que les entités représentées par
ces noeuds partagent physiquement des données ou jouent des rôles similaires dans le monde représenté par
le graphe.
La recherche de communauté est un problème bien étudié dans la littérature notamment pour des graphes
simples [35] et pour des graphes dirigés [78].
Une des solutions de partitionnement de graphe a été d’étudier les coupes de graphe [64, 34].
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Définition 2.4. Une coupe de graphe est une partition des noeuds d’un graphe en deux sous-ensembles
disjoints S et T , S ∩ T = ∅. Le cardinal de la coupe représente le nombre d’arêtes liant les deux ensembles :
∀u ∈ S, v ∈ T, |(u,v) ∈ E|
Une coupe est minimale si son cardinal est minimal.
Par succession de coupes minimales successives on peut obtenir un graphe subdivisé en sous-ensembles
dont les arêtes sont plus nombreuses à l’intérieur des sous-ensembles que celles dirigées vers l’extérieur. Le
problème de la coupe minimale est que l’on peut se retrouver avec des sous-ensembles de tailles différentes.
Pour éviter ce problème, on peut utiliser des contraintes supplémentaires telle que la balance, le ratio de
coupe ou la coupe normalisée [53, 99].
La modularité est une des mesures d’évaluation de la qualité d’un partitionnement introduite initialement
par Newman et Girvan pour des graphes simples puis utilisée ensuite pour des graphes pondérés [85, 84]. L’idée
est d’évaluer le partitionnement du graphe en fonction du nombre d’arêtes à l’intérieur des sous-ensembles et
du nombre d’arêtes liant les sous-ensembles, appelées arêtes extérieures. L’idée étant qu’une bonne partition
de graphe maximise le nombre d’arêtes intérieures et minimise le nombre d’arêtes extérieures.
Définition 2.5. La modularité d’une partition de noeuds du graphes P = {P0,P1,...,Pn} où chacune des
partitions est disjointe une à une aux autres, est défini par :
n∑
i=1
|eii|
|E| −
( |eii|+ |eij |
|E|
)2
où eii sont les arêtes intérieurs de la partition Pi et eij sont les arêtes extérieures. La valeur de la modularité
oscille entre -1 et 1. La modularité tendra vers zéro si l’on partitionne aléatoirement un graphe dans lequel les
arêtes ont été réparties aléatoirement. La modularité sera négative si la partition favorise les arêtes extérieures
et positive si elle favorise les arêtes intérieures.
La figure 2.3 présente un exemple du calcul de modularité pour le partitionnement d’un graphe en deux
sous-ensembles P1 et P2. La mesure de la modularité se fait par l’addition du calcul de modularité de chaque
sous-ensemble. Ainsi le premier sous-ensemble en bleu P1 possède 5 arêtes intérieures (les arêtes bleues) et 3
arêtes extérieures (les arêtes pointillées) tandis que le sous-ensemble en rouge P2 possède 9 arêtes intérieures
(les arêtes rouges) et 3 arêtes extérieures (les arêtes pointillées).
0 1
2 3
4 5
67
8
Figure 2.3 – Exemple du calcul de modularité.
P = {P1,P2}
P1 = {0,1,2,3}
P2 = {4,5,6,7,8}
M(P ) =
|e11|
|E| −
( |e11|+ |e12|
|E|
)2
+
|e22|
|E| −
( |e22|+ |e21|
|E|
)2
=
5
17
−
(
5 + 3
17
)2
+
9
17
−
(
9 + 3
17
)2
= 0.1038
Trouver la partition optimale avec la modularité maximale est un problème NP-Complet [17]. Le principal
problème de l’optimisation de la modularité globale est que cela créé des partitions de taille équivalente, ce
qui est rarement le cas dans la réalité, on parle alors de limite de résolution.
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Afin de palier ce problème des méthodes de résolution de niveaux multiples ont été développées comme,
par exemple, l’algorithme de Louvain proposé par Blondel et al. [14]. Cet algorithme fonctionne en étapes
successives où l’on alterne 2 phases :
1. dans la première phase on attribue à chaque noeud une communauté différente et on regroupe les
communautés qui augmentent le score de modularité. Une fois qu’il n’y a plus de gain possible on
passe à la deuxième phase.
2. la seconde phase est une phase de compression de graphe (voir 1.2.1) où chaque communauté est
regroupée en un noeud. Les arêtes sont regroupées en arêtes pondérées liant les noeuds-communautés
(pour les arêtes extérieures) et en boucles pondérées sur les noeuds-communautés (pour les arêtes
intérieures).
La figure 2.4 présente le fonctionnement des deux phases de l’algorithme de Louvain[14].
Figure 2.4 – Exemple d’optimisation de la modularité selon la méthode de Louvain [14], les poids sur les
arêtes représentent le nombre de noeud qui étaient des extrémités d’arêtes avant la compression.
Différentes améliorations de l’algorithme de Louvain ont été proposées telle qu’une diminution du temps
de calcul par méthodes d’élagages et d’ordonnancement de l’exploration [100] ou par une méthode générique
permettant de changer la fonction de calcul de modularité [22].
Dans des cas appliqués avec des données réelles, les noeuds peuvent cependant appartenir à plusieurs
clusters. Par exemple, dans le cas d’un réseau social, un noeud représentant une personne peut être relié à
plusieurs clusters pouvant représenter sa famille, son club de sport et son entreprise. Pour représenter ces cas
de figure plusieurs méthodes ont été proposées [3, 32] reposant notamment sur les graphes adjoints [54].
Définition 2.6. Un graphe adjoint L(G) est un graphe issu de la transformation des arêtes du graphe initial
en noeuds. Les noeuds de L(G) sont reliés par une arête si et seulement si les arêtes initiales de G possédaient
une extrémité commune.
La détection de communautés dans le graphe adjoint permet de réaliser une coloration d’arête du graphe
initial. Ainsi les noeuds du graphe initial sont regroupés par communautés et peuvent appartenir à plusieurs
communautés s’ils possèdent des arêtes de différentes couleurs.
La figure 2.5 présente la transformation d’un graphe en graphe adjoint et les multiples communautés qui
en découle. Le graphe initial G est transformé en graphe adjoint L(G) où les noeuds possèdent l’identifiant
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des deux extrémité de l’arête dans G, ainsi l’arête (1,2) dans G devient le noeud 12 dans L(G). On détermine
ensuite deux groupes dans L(G), un bleu et un rouge. Ces groupes dans L(G) donnent une coloration aux
arêtes de G. Ainsi, on peut déterminer deux groupes dans le graphe initial G : le bleu, composé des noeuds
{1,2,3,4,5,7}, et le rouge, composé des noeuds {5,6,7,8,9}. Dans ce cas de figure, les noeuds 5 et 7 appartiennent
donc aux deux communautés.
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Figure 2.5 – Détection de communautés à l’aide de graphe adjoint.
Une fois ces communautés détectées on peut imaginer qu’il existe un lien entre chacun des membres de
la communauté, même si le lien n’est peut être pas assez fort pour apparaître dans le graphe. La problème
posé est alors comment évaluer la potentialité de l’existence d’un lien entre deux noeuds, même s’il n’est pas
présent dans le graphe ?
La détection de communautés peut permettre de détecter des liens potentiellement manquants mais ne
permet pas de quantifier la probabilité que ce lien existe réellement.
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2.2.2 Quasi-Cliques
Pour répondre à cette problématique nous proposons d’étudier les quasi-cliques d’un graphe. Une quasi-
clique est un sous-ensemble de noeuds d’un graphe quasiment complet. Plusieurs formalismes ont été utilisés
pour étudier les quasi-cliques. Chaque approche est basée sur un paramètre caractéristique d’une quasi-clique.
La définition d’une quasi-clique diffère donc selon la caractéristique étudiée.
Ainsi Matsuda et al. [79] proposent d’étudier les quasi-cliques avec le paramètre λ défini par le plus petit
degré des noeuds dans le sous-graphe induit par l’ensemble représentant la quasi-clique. On appellera ce type
de quasi-clique les λ-cliques.
Définition 2.7. Une λ-clique est un sous-graphe C de G dont le degré minimal dans le graphe induit par C
est :
λ · (|C| − 1)
Le paramètre λ est défini entre 0 et 1. Lorsque λ = 0 la quasi-clique n’est pas connexe car elle possède au
moins un noeud isolé tandis qu’à λ = 1 la quasi-clique est une clique.
Abello et al. [1] proposent eux d’étudier les quasi-cliques avec le paramètre γ défini par le ratio entre
le nombre d’arêtes présentes dans le sous-graphe induit par l’ensemble représentant la quasi-clique et le
nombre théorique maximal d’arêtes si la quasi-clique était une clique. On nommera ce type de quasi-clique
les γ-cliques.
Définition 2.8. Une γ-clique est un sous-graphe C de G dont le nombre d’arêtes minimales dans le graphe
induit par C est : ⌈
γ ·
( |C| · (|C| − 1)
2
)⌉
Le paramètre γ est défini entre 0 et 1. Si γ = 0 la quasi-clique est un stable alors qu’à γ = 1 la quasi-clique
est une clique.
Enfin Brunato et al. [19] proposent d’utiliser les deux paramètres, λ et γ où une quasi-clique doit avoir
un certain nombre d’arêtes et chaque noeud doit avoir un degré suffisant dans le sous-graphe induit par
l’ensemble des noeuds composant la quasi-clique. Ces quasi-cliques sont appelées λ-γ-cliques.
Définition 2.9. Une λ-γ-clique est un sous-graphe C de G dont le nombre d’arêtes minimales dans le graphe
induit par C est : ⌈
γ ·
( |C| · (|C| − 1)
2
)⌉
Ainsi tout noeud dans le graphe induit par C est, au minimum, de degré : :
λ · (|C| − 1)
On peut démontrer que la valeur du paramètre λ minore celle du paramètre γ.
Proposition 2.10. Pour toute λ-γ-clique, la valeur du paramètre λ est inférieure ou égale à celle du para-
mètre γ.
Preuve. Soit une λ-γ-clique C :
∀u ∈ C, |Γ(u) ∩ C| ≥ λ · (|C| − 1)
Ainsi, dans le sous-graphe induit par C, le nombre d’arêtes minimum est de :
|C| · λ · (|C| − 1)
2
Soit ⌈
λ · |C| · (|C| − 1)
2
⌉
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Ce qui implique :
γ ≥ λ
La figure 2.6 présente différentes quasi-cliques et les valeurs respectives des paramètres λ et γ. Le noeud
en rouge est le noeud de plus petit degré, il permet de délimiter la valeur du paramètre λ tandis que les
arêtes hachées permettent d’évaluer la valeur du paramètre γ en visualisant les arêtes manquantes.
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Figure 2.6 – Présentation de différentes quasi-cliques et des valeurs des paramètres λ et γ.
2.2.3 Énumération de quasi-cliques maximales
En définissant des valeurs minimales pour les paramètres λ et γ, nommées respectivement λmin et/ou
γmin, on peut définir des quasi-cliques maximales.
Définition 2.11. Une λ-clique C est maximale s’il n’existe pas d’ensemble de noeuds L ∈ P − C de telle
sorte que :
λ(C + L) ≥ λmin
Une γ-clique C est maximale s’il n’existe pas d’ensemble de noeuds L ∈ P − C de telle sorte que :
γ(C + L) ≥ γmin
Une λ-γ-clique C est maximale s’il n’existe pas d’ensemble de noeuds L ∈ P − C de telle sorte que :
λ(C + L) ≥ λmin
ET γ(C + L) ≥ γmin
On peut alors chercher à énumérer tout ou partie des quasi-cliques maximales d’un graphe en accord
avec les valeurs des paramètres λmin et/ou γmin. Ce problème est appelé MQCE pour l’anglais Maximal
Quasi-Clique Enumeration.
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Plusieurs algorithmes ont été proposés pour résoudre ce problème. Ainsi Uno [114] propose de lister des
γ-cliques en temps polynomial à partir d’un arbre d’exploration du voisinage d’une clique courante.
Yang et al. [119] proposent d’énumérer des γ-cliques par aggrégation de noeuds en utilisant le paradigme
Map-Reduce
Définition 2.12. Map-Reduce[27] est un paradigme de programmation permettant de découper un problème
en plusieurs sous-problèmes plus faciles à résoudre. Cela permet de distribuer le calcul sur plusieurs unités
de traitement.
L’algorithme de Yang et al. permet de lister des quasi-cliques maximales mais n’a aucune garantie de
trouver l’ensemble des quasi-cliques maximales[119, Chapitre IV.B].
Brunato et al. [19] proposent d’adapter deux algorithmes RLS et DLS-MC de recherche locale de clique
afin de rechercher des λ-γ-cliques.
Algorithme RLS
L’algorithme RLS, pour l’anglais Reactive Local Search, proposé par Battiti [9, 8] est un algorithme qui
permet de rechercher localement des cliques par ajout et suppression de noeuds à une clique courante.
Brunato et al. adaptent RLS et les fonctions d’ajout et de suppression de noeuds pour respecter les
contraintes imposées par les valeur des paramètres λmin et γmin.
Pour ajouter un noeud supplémentaire à la quasi-clique courante on définit un ensemble de noeuds cri-
tiques. Un noeud critique est un noeud dont il est nécessaire d’ajouter un voisin si on augmente la taille de
la clique courante.
Définition 2.13. Un noeud critique dans une quasi-clique implique que tout nouveau noeud ajouté à la
quasi-clique doit être voisin du noeud critique (afin de satisfaire le paramètre λ).
∃u ∈ C, |Γ(u) ∩ C| < λmin · |C| ⇒ u ∈ Crit(C)
La figure 2.7 présente une quasi-clique courante (bleue) dans un graphe. Pour λmin = γmin = 23 les
noeuds critiques sont les noeuds 1 et 7 dont la valeur du paramètre λ au sein de la quasi-clique est égale à 23
et auxquels il est donc nécessaire d’ajouter un voisin pour que le degré reste suffisant.
Afin de satisfaire la contrainte de densité γmin les noeuds candidats pour l’agrandissement de la quasi-
clique doivent ajouter un nombre emin suffisant d’arêtes.
emin =
⌈
γmin · |C| · (|C|+ 1)
2
⌉
− |EC |
Dans l’exemple de la figure 2.7, emin = 2.
Il est également nécessaire que les noeuds ajoutés aient un degré minimum avec la quasi-clique courante
pour satisfaire la contrainte λmin.
L’ensemble des noeuds éligibles Add pouvant être ajoutés à la quasi-clique courante doivent donc satisfaire
les contraintes imposées :
∀u ∈ V − C, v ∈ Crit,
|Γ(u) ∩ C| ≥ max(λmin · |C|,emin)
ET ∃(u,v) ∈ E ⇒ u ∈ Add
Ainsi dans l’exemple de la figure 2.7, avec λmin = γmin = 23 , le seul noeud satisfaisant les contraintes
d’ajout est le noeud 2.
Pour supprimer un noeud de la quasi-clique courante il convient d’être sûr que la suppression des arêtes
qui le lient aux autres noeuds de la quasi-clique courante permette de conserver la satisfaction des contraintes
imposées par les paramètres λmin et γmin. Dans cette optique, un ensemble de noeuds RCrit est défini, où un
noeud appartient à l’ensemble RCrit si la suppression d’un de ses voisins dans la clique courante ne permet
pas de satisfaire la contrainte imposée par le paramètre λmin.
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∀u ∈ V, Γ(u)− 1 < λmin · (|C| − 2) ⇒ u ∈ RCrit
La suppression d’un noeud doit également éviter de supprimer trop d’arêtes dans la quasi-clique pour
permettre de respecter les contraintes imposées par le paramètre γmin. Ainsi le nombre maximal d’arêtes
pouvant être supprimées est défini par la valeur emax.
emax = |EC | −
⌈
γmin · (|C| − 1) · (|C| − 2)
2
⌉
Dans l’exemple de la figure 2.7, emax = 3.
L’ensemble des noeuds éligibles Rem pouvant être ajoutés à la quasi-clique courante doivent donc satisfaire
les contraintes imposées :
∀u ∈ C,
|Γ(u) ∩ C| ≤ emax
ET Γ(u) ∩RCrit = ∅ ⇒ u ∈ Rem
Ainsi dans l’exemple de la figure 2.7, avec λmin = γmin = 23 , les noeuds satisfaisants les contraintes de
retrait sont les noeuds 1 et 7.
Afin d’éviter que RLS tombe toujours sur les mêmes quasi-cliques, une recherche tabou [40, 41] est utilisée.
Le principe de la recherche tabou repose sur l’utilisation d’une mémoire enregistrant les états de la quasi-
clique courante dans les étapes précédentes et interdit à la quasi-clique courante de revenir temporairement
vers ces états en maintenant une liste de noeuds interdits.
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Figure 2.7 – Présentation d’une λ-γ-clique courante [19] pour les étapes d’énumération de quasi-cliques
maximales. La quasi-clique courante est en bleue.
Algorithme DLS-MC
L’algorithme DLS-MC, pour l’anglais Dynamic Local Search for Maximum Clique, proposé par Pullan et
Hoos [92] est un algorithme qui permet de rechercher localement des cliques par ajout de noeuds et phases
de plateau, où l’on conserve la taille d’une clique courante en ajoutant un noeud u puis en supprimant un
noeud v.
Afin de conserver les valeurs des paramètres λ et γ de la quasi-clique courante au dessus des valeurs
minimales, des ensembles de noeuds sont définis. Ainsi les noeuds PAdd pouvant être ajoutés dans une phase
de plateau sont les noeuds dont le voisinage à la quasi-clique est suffisant :
∀u ∈ V − C,
|Γ(u) ∩ C| ≥ λmin · (|C| − 1) ⇒ u ∈ PAdd
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L’ensemble des noeuds pouvant être retirés dépend alors du noeud choisi u. On détecte alors l’ensemble
des noeuds critiques PCrit(u) pour le retrait :
∀v ∈ C + u,
|Γ(v) ∩ C| − 1 < λmin · (|C| − 1)
ET (v,u) 
∈ E ⇒ v ∈ PCrit(u)
L’ensemble PCrit(u) contient les noeuds qui ne satisferont pas la contrainte de degré dans la quasi-clique
courante C imposée par λmin si u est ajouté à la quasi-clique courante.
Le noeud pouvant être retiré doit également respecter les contraintes imposées par le facteur de densité
γmin. Ainsi on défini pemax(u), le nombre maximal d’arêtes pouvant être retiré si le noeud u est ajouté à la
clique :
pemax(u) = |EC |+ |Γ(u) ∩ C| −
⌈
γmin · |C| · (|C| − 1)
2
⌉
Ainsi les noeuds pouvant être retirés si u est ajouté sont les noeuds v appartenant à l’ensemble PRem(u)
permettant à la quasi-clique C+u−v de satisfaire les contraintes imposées par les paramètres λmin et γmin :
∀v ∈ C, w ∈ PCrit(u),
|Γ(v) ∩ (C + u)| ≤ pemax(u)
ET (v,w) 
∈ E ⇒ v ∈ PRem(u)
Ainsi tout noeud u considéré par une phase de plateau comme pouvant être ajouté doit avoir un ensemble
PRem(u) non vide.
L’exemple donné dans la figure 2.8 présente un graphe et une quasi-clique courante pour une phase de
plateau. Si l’on cherche des λ-γ-cliques avec λmin = γmin = 23 on remarque que la quasi-clique courante
en bleue C = {0,1,2,3} est maximale, on ne peut pas ajouter de noeuds tout en continuant à satisfaire les
contraintes imposées par les paramètres λmin et γmin.
On peut alors envisager une phase de plateau où l’on ajoute puis retire un noeud à la quasi-clique courante.
Ainsi l’ensemble PAdd est composé des noeuds {4,5,6}, les noeuds 7 et 8 ne satisfaisant pas les contraintes du
paramètre λmin. Le noeud 4 impose cependant un ensemble de retrait vide, PRem(4) = ∅ car les noeuds 2 et
3 sont critiques, 2,3 ∈ PCrit(4) et l’ensemble des noeuds de la quasi-clique courante C a au moins l’un de ces
deux noeuds en voisin. Cependant les listes de retrait des noeuds 5 et 6 ne sont pas vides, PRem(5) = {1,3},
PRem(6) = {0,2}. Ainsi une phase plateau à partir de la quasi-clique courante C peut amener la création
des quasi-cliques {0,1,2,5}, {0,2,3,5}, {0,1,3,6} et {1,2,3,6}.
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Figure 2.8 – Présentation d’une phase de plateau pour une λ-γ-clique courante [19]. La quasi-clique courante
est en bleue.
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Afin d’éviter que DLS-MC recherche toujours les mêmes quasi-cliques, les noeuds se voient attribuer une
pénalité. Ainsi à la fin des phases d’ajout et de plateau, la pénalité des noeuds appartenant à la clique
courante C est augmentée de 1. Alternativement, après un certain délais pd, les pénalités sont réduites de 1.
Les noeuds pouvant être sélectionnés lors de phases d’ajout ou de plateau sont donc sélectionnés en fonction
de cette pénalité, ils sont ajoutés si sa valeur est faible, retirés si elle est élevée. Enfin, en fonction de la valeur
de pd, on repart d’une situation différente :
— Si pd = 1, cela veut dire que l’on n’a pas de mémoire pour la pénalité, la valeur étant augmentée
puis directement diminuée, on sélectionne aléatoirement un noeud u ∈ V , et on repart d’une clique
courante Γ(u) ∩ C.
— Si pd > 1, on repart du dernier noeud ajouté lors de la phase de plateau (ou d’ajout s’il n’y avait pas
de phase de plateau possible), l’idée d’éviter les noeuds étant dans la quasi-clique courante C.
2.3 Algorithme d’énumération de Quasi-Cliques
Dans cette section nous étudierons les problèmes d’énumération de λ-γ-cliques maximales.
2.3.1 Présentation
Nous proposons un algorithme récursif d’exploration de graphe permettant l’énumération de λ-γ-cliques
maximales. Notre idée repose sur un agrandissement constant d’une quasi-clique courante par la sélection
de candidats. Notre méthode repose sur la gestion d’ensemble candidats, d’une mémoire des noeuds déjà
explorés et d’élagage de ceux à visiter via l’utilisation de pivot [18, 111] (voir 1.2.4 pour plus de détails).
Nous proposons une méthode distribuée afin d’éviter des calculs aboutissant à des doublons. Enfin nous
montrerons que notre méthode permet de lister avec certitude l’ensemble des λ-γ-cliques ne comportant pas
certains sous-graphes.
2.3.2 Distribution du calcul
Afin d’éviter les doublons et d’optimiser le temps de calcul Svendsen et al. [105] ont proposé une version
distribuée de l’énumération de cliques par Tomita [111] en utilisant le paradigme Map-Reduce. L’idée repose,
pour l’énumération de cliques, sur une sélection de candidats possibles pour l’agrandissement de la clique
courante en fonction de l’identifiant et du degré des noeuds par rapport au noeud initial de la clique.
Ainsi, pour chaque noeud u ∈ V , ses voisins sont considérés comme l’ensemble candidats et sont répartis
dans le sous-ensemble Cand ou dans le sous-ensemble Fini selon s’ils sont ou non des candidats déjà considérés
pour l’agrandissement :
∀u ∈ V,v ∈ Γ(u)
|Γ(u)| < |Γ(v)| OU (|Γ(u)| = |Γ(v)| ET u < v) ⇒ v ∈ Cand(u)
|Γ(u)| > |Γ(v)| OU (|Γ(u)| = |Γ(v)| ET u > v) ⇒ v ∈ Fini(u)
candidats(u) = Cand(u) ∪ Fini(u),
Cand(u) ∩ Fini(u) = ∅
PECO, pour l’anglais Parallel Enumeration of Cliques using Ordering, est présenté dans l’algorithme 13.
Algorithme 13 PECO(V )
1: pour tout u ∈ V faire
2: Tomita(u, F ini(u) ∪ Cand(u), Cand(u))
3: fin pour
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La figure 2.9 présente un graphe pour lequel la répartition des voisins par noeud, dans les ensembles Cand
ou Fini, est présentée dans le tableau 2.1. On remarque l’intérêt de répartir les Cand par degrés les plus
petits, cela permet de distribuer la découverte des cliques sur plusieurs noeuds. Par exemple, dans la figure
2.9, si les noeuds étaient répartis par degrés les plus grands, les noeud 2 et 5 trouveraient 6 des 7 cliques à
eux deux.
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Figure 2.9 – Graphe exemple pour la
répartition initiale des candidats, permet-
tant une distributivité de l’énumération des
cliques.
noeud Cand Fini Cliques
0 {1,2,9} ∅ {{0,1,2},{0,2,9}}
1 {2,3} {0} {{1,2,3}}
2 {3} {0,1,9} ∅
3 {4,5} {1,2} {{3,4,5}}
4 {5,7} {3,6} ∅
5 ∅ {3,4,6,7,8} ∅
6 {4,5,7} ∅ {{6,5,4,7}}
7 {5} {4,6,8} ∅
8 {5,7} ∅ {{8,5,7}}
9 {2} {0,10} ∅
10 {9} ∅ {{9,10}}
Tableau 2.1 – Répartition des candidats pour la distributivité
et cliques trouvées par chacun des noeuds.
2.3.3 Adaptation d’algorithmes d’énumérations de cliques
Notre méthode d’énumération des λ-γ-cliques repose donc sur l’adaptation des algorithmes introduits par
Svendsen et al. [105] et Tomita [111] avec les méthodes de sélections de noeuds pouvant être ajoutés à la
quasi-clique courante selon les contraintes, imposées par les valeurs des paramètres λmin et γmin, introduites
par Brunato et al.[19].
La conservation de candidats
Lors de l’agrandissement d’une quasi-clique il faut conserver en candidats les noeuds qui permettent
toujours l’agrandissement de la quasi-clique en accord avec les contraintes imposées par les paramètres λmin
et γmin.
Le graphe illustré en figure 2.10 présente ce cas de figure : si l’on cherche des λ-γ-cliques, avec λmin = 23 et
γmin =
2
3 , il convient de conserver le noeud 3 en candidat possible lors de l’ajout du noeud 2 à la quasi-clique
courante {0,1} malgré le fait qu’il ne soit pas un voisin de ce noeud. En effet, le noeud 3 est initialement un
candidat valable pour l’agrandissement de la clique formée par les noeuds 0 et 1. Dans le cas de la recherche
de cliques on aurait éliminé le noeud 3 car ce n’est pas un voisin du noeud ajouté 2. Or la 23 -
5
5 -clique {0,1,2,3}
est une clique valide en accord avec λmin et γmin.
L’élimination de candidats
En contre-exemple, certains noeuds voisins du dernier noeud ajouté et présents en candidats ne doivent
pas être conservés car ils ne permettent pas la satisfaction d’une clique plus grande. Le graphe présenté
en figure 2.11 permet de comprendre ce cas de figure. Si l’on cherche à énumérer des λ-γ-cliques, avec
λmin =
1
2 et γmin =
5
6 , il convient d’éliminer le noeud 4 lors de l’ajout du noeud 3 pour la prochaine
étape car il ne permet pas de conserver la contrainte de densité imposée par le paramètre γmin. En effet
γ({0,1,2,3,4}) = 810 < λmin = 56 . L’élimination de ce noeud permettant de détecter la quasi-clique {0,1,2,3}
comme une quasi-clique maximale, car elle n’aura plus de noeuds candidats.
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Figure 2.10 – Graphe exemple pour la conservation des candidats pour l’énumération de λ-γ-cliques, avec
λmin =
2
3 et γmin =
2
3 .
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Figure 2.11 – Graphe exemple pour l’élimination des candidats pour l’énumération de λ-γ-cliques, avec
λmin =
1
2 et γmin =
5
6 .
La découverte de nouveaux candidats
Il convient également de regarder, dans le voisinage du dernier noeud ajouté, quels sont les noeuds à
ajouter dans les ensembles Cand ou Fini. La figure 2.12 présente deux graphes présentant la découverte de
candidats et leur attribution aux ensembles Cand (à gauche) et Fini (à droite).
En effet, si l’on part respectivement du noeud 0 à gauche et 3 à droite, et que l’on cherche à énumérer
des λ-γ-cliques avec λmin = 23 et γmin =
2
3 , il convient de regarder dans le voisinage du dernier noeud ajouté
quels sont les candidats valides pour l’agrandissement de la quasi-clique courante. Dans le cas présenté figure
2.12 à gauche, lors de l’ajout du noeud 2, le noeud 3 (respectivement 0 à droite) doit être pris en considération
car il permet de former une quasi-clique composée des noeuds {0,1,2,3} avec λ = 23 et γ =
5
6 . Afin d’éviter
de lister deux fois la même quasi-clique il faut attribuer le nouveau noeud détecté à un ensemble, Cand ou
Fini. Étant donné que |Γ(0)| = |Γ(3)| et 0 < 3, le noeud 3 est ajouté à l’ensemble Cand pour le noeud initial
0 et le noeud 0 est ajouté à l’ensemble Fini pour le noeud initial 3. Ainsi seul le noeud initial 0 permet de
détecter la quasi-clique {0,1,2,3}.
Le sous-graphe C5
Une problématique se pose avec le graphe cycle C5 présenté en figure 2.13. En effet, C5 forme une quasi-
clique avec λ = 12 et γ =
1
2 tout en étant composé de quasi-cliques de taille 4 dont la valeur λ est inférieure
à la quasi-clique finale : λ = 13 .
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Figure 2.12 – Graphes exemples pour la découverte de nouveaux candidats dans l’énumération de λ-γ-cliques,
avec λmin = 23 et γmin =
2
3 .
Définition 2.14. Un graphe cycle Cx est un graphe composé de x noeuds {1,2,...,x} et x arêtes {(1,2),...,(x−
1,x),(x,1)}. Les λ-γ-cliques formées par de tels graphes ont des valeurs λ = 2x−1 et γ = 2·xx·(x−1) .
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Figure 2.13 – Le graphe C5 formant une λ-γ-clique, avec λ = 12 et γ =
1
2 . À droite est présenté un sous-graphe
de C5 formant une quasi-clique avec λ = 13 et γ =
3
6 .
Par conséquent l’exploration d’un graphe pour l’énumération de λ-γ-cliques, avec λmin = 12 et γmin =
1
2
(présentée en figure 2.14) ne trouve que des quasi-cliques de taille 3 avec λ = 12 et γ =
2
3 :
Si l’on part du noeud initial 0 (a), il y a initialement deux candidats : les noeuds 1 et 4 (b). Si l’on
agrandit la clique avec le noeud 1 (c), on forme une clique composée des noeuds {0,1}, on conserve le noeud
4 en candidat et on ajoute le noeud 2 en candidat potentiel.
Le problème se pose lors de l’ajout du noeud 2 (d). En effet, les noeuds 3 et 4 sont éliminés car ils ne
permettent pas, individuellement, de satisfaire la contrainte de degré minimal imposée par λmin. On va alors
déclarer la quasi-clique {0,1,2} comme quasi-clique maximale avec les contraintes imposées par λmin et γmin.
Ce qui fait que l’étape suivante (e) va voir l’exploration effectuer un retour en arrière, et placer le noeud 2
dans l’ensemble Fini.
Par la suite on va ajouter le noeud 4 (f), et se trouver dans la même situation qu’auparavant, à savoir
l’élimination des noeuds voisins car ils ne permettent pas individuellement de satisfaire les contraintes.
La suite de l’exploration est constitué des étapes suivantes :
— le retour à la clique {0,1} et l’ajout du noeud 4 à l’ensemble Fini (g)
— le retour à la situation initiale avec le noeud 1 dans l’ensemble Fini (h)
— l’ajout du noeud 4 avec la conservation du noeud 1 et la découverte du noeud 3 (i)
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— l’élimination des noeuds 1 et 2 et la découverte de la quasi-clique maximale {0,4,3} (j)
— le retour à la clique {0,4} et l’ajout du noeud 3 à l’ensemble Fini (k)
— le retour à la situation initiale avec l’ensemble Cand = ∅ et la fin de l’exploration pour le noeud initial
0 (l)
0
1
2
34
a
0
1
2
34
b
0
1
2
34
c
0
1
2
34
d
0
1
2
34
e
0
1
2
34
f
0
1
2
34
g
0
1
2
34
h
0
1
2
34
i
0
1
2
34
j
0
1
2
34
k
0
1
2
34
l
Figure 2.14 – Exploration du graphe C5 à partir du noeud 0 lors de l’énumération de λ-γ-clique, avec
λmin =
1
2 et γmin =
1
2 .
Ce problème est dû au fait que, temporairement, le sous-graphe ne respecte pas la contrainte de degré
minimal imposée par λmin. Ce cas de figure est également valable pour les algorithmes RLS et DLS-MC
adaptés par Brunato et al. [19].
Afin de résoudre ce problème il convient de prendre en compte le voisinage des noeuds candidats entre
eux pour la conservation ou la découverte des candidats.
Comme le présente la figure 2.15 il ne suffit pas de prendre en compte uniquement un candidat voisin pour
l’évaluation des candidats : en effet, pour la quasi-clique courante {0,1,2,3,4,5} et l’étude du candidat 6, il
convient de prendre en compte la totalité du voisinage entre la quasi-clique, le noeud candidat 6 et l’ensemble
des autres candidats.
La quasi-clique courante forme une λ-γ-clique avec λ = 35 et γ =
11
15 . L’ajout du noeud 6 forme une λ-γ-
clique avec λ = 26 et γ =
13
21 , ce qui ne permet pas de satisfaire les contraintes imposées par le paramètre de
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voisinage minimal, λmin = 12 . Cependant si l’on prend en compte l’ensemble restant des candidats possibles{7,8,9} on remarque que cela forme une λ-γ-clique avec λ = 59 et γ = 2036 , ce qui satisfait les contraintes. En
conséquence le noeud 6 doit être pris en compte lors des étapes suivantes.
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Figure 2.15 – Graphe exemple nécessitant l’étude de plus d’un candidat voisin pour la conservation ou la
découverte de candidats lors de la recherche de λ-γ-clique, avec λmin = 12 et γmin =
1
2 .
Cependant la prise en compte de la totalité des candidats n’est pas toujours valable. Un exemple est
présenté en figure 2.16. En partant de la λ-γ-clique courante {0,1,2} avec λ = 12 et γ = 23 et en étudiant le
candidat 3 il convient de ne pas étudier l’ensemble des candidats voisins.
En effet, l’ajout du seul noeud 3 à la quasi-clique courante ne permet pas de satisfaire la contrainte
de voisinage minimum. La quasi-clique formée {0,1,2,3} ayant une valeur λ = 13 , il convient d’étudier les
candidats avec leur voisinage.
Cependant l’ajout de la totalité des autres candidats {4,5} forme une λ-γ-clique courante {0,1,2} avec
λ = 25 et γ =
8
15 , ce qui ne satisfait pas non plus la contrainte λmin =
1
2 .
Il faut alors prendre en compte seulement une partie de l’ensemble du voisinage des candidats du noeud
3 à savoir le noeud 4 ou le noeud 5, ce qui permet de former des λ-γ-cliques avec λ = 24 et γ =
5
10 .
Afin de déterminer quels sous-ensembles doivent être choisis pour la conservation ou non d’un candidat,
nous proposons d’étudier les candidats voisins par le degré maximum qu’ils peuvent apporter lors de leur
ajout à la quasi-clique.
La figure 2.17 présente ce cas de figure : si l’on considère la quasi-clique courante {0,1,2,3,4,5} et le candidat
potentiel 6, on remarque que la λ-γ-clique courante C respecte les contraintes λmin = 12 et γmin =
1
2 car
λC =
3
5 et γC =
11
15 . L’ajout du noeud 6 ne permet pas le respect des contraintes : λC+6 =
2
6 et γC+6 =
13
21 . En
prenant en compte l’ensemble des candidats restants {7,8,9,10,11}, on remarque que quel que soit le noeud
ajouté à la quasi-clique C + 6, cela forme une λ-γ-clique avec λ = 38 et γ =
16
28 . On peut donc prendre en
compte une quasi-clique C + 6 + x, x ∈ {7,8,9,10,11}.
Deux options sont alors possibles :
— x ∈ {7,10} : n’importe quel noeud dans l’ensemble {8,9,11} permet de former une λ-γ-clique avec
λ = 48 et γ =
20
36 , ce qui respecte les contraintes λmin et γmin. Cependant si le noeud appartient à
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Figure 2.16 – Graphe exemple nécessitant de ne pas prendre en compte l’ensemble des candidats voisins
pour la conservation ou la découverte de candidats lors de la recherche de λ-γ-clique, avec λmin = 12 et
γmin =
1
2 .
{7,10} − x, cela forme une λ-γ-clique avec λ = 38 et γ = 2036 , ce qui ne permet pas le respect de la
contrainte de voisinage λmin.
— x ∈ {8,9,11} : n’importe quel noeud restant dans l’ensemble des candidats− 6− x permet de former
une λ-γ-clique avec λ = 48 et γ =
20
36 , ce qui respecte les contraintes λmin et γmin.
On remarque ainsi que le tri des candidats restants en fonction de leur apport permet de déterminer,
et ce plus tôt que s’ils étaient considérés aléatoirement, si un noeud candidat doit être gardé ou non. Cela
permet même un élagage car on détermine qu’une quasi-clique n’est pas maximale, sans tester la totalité des
combinaisons de noeuds appartenant à l’ensemble des candidats. Dans notre exemple, {0,1,2,3,4,5,6,7,8} per-
met de déterminer que C n’est pas maximale, alors qu’elle n’est elle-même pas maximale au regard de λmin
et γmin, car elle peut être incluse dans une quasi-clique plus grande (notamment dans {0,1,2,3,4,5,6,7,8,9,10}).
En conséquence, nous arrivons à la situation où, après l’ajout du noeud u, un candidat c doit être conservé
ou ajouté à la quasi-clique courante C si :
∀vi ∈ (Cand(u) ∪ Fini(u)) ∩ Γ(c),
∃i ∈ [1,|(Cand(u) ∪ Fini(u)) ∩ Γ(c)|] ⇒ λ(C+u+c+{v1,...,vi}) ≥ λmin
ET γ(C+u+c+{v1,...,vi}) ≥ γmin
Les sous-graphe C6 et plus
La solution proposée ne permet cependant pas de trouver des quasi-cliques avec des λmin plus petits
comme dans la figure 2.18. En effet, en regardant la classe des graphes cycles Cx, on remarque qu’il est
nécessaire de prendre en considération des noeuds ou des arêtes qui ne sont pas voisins de la quasi-clique
courante. Si l’on cherche à énumérer des λ-γ-cliques maximales satisfaisants les contraintes imposées par
λmin par ajout de noeuds successifs à la quasi-clique courante, on est amené à prendre en considération des
éléments n’appartenant pas au voisinage direct de la quasi-clique courante :
— Pour le graphe C6 : lors de l’ajout d’un 3e`me noeud pour la recherche d’une λ-γ-clique, avec λ = 25 et
γ = 615 , on remarque qu’il est nécessaire de prendre en compte des noeuds voisins des noeuds candidats
n’appartenant ni à l’ensemble de la quasi-clique courante ni à l’ensemble des candidats. Dans l’exemple
donné dans la figure 2.18, il faut prendre en compte le noeud 3 afin de sélectionner les noeuds 2 et 4
comme candidats pour l’agrandissement de la quasi-clique à l’étape suivante (indifféremment que l’on
vienne d’ajouter le noeud 1 ou le noeud 5). En effet, la quasi-clique courante satisfait les contraintes,
1
2 ≥ λmin et 23 ≥ γmin, mais l’ajout du noeud 2 ou 4 ne satisfait pas la contrainte de voisinage
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Figure 2.17 – Graphe exemple nécessitant de prendre en compte un sous-ensemble des candidats voisins
pour la conservation ou la découverte de candidats lors de la recherche de λ-γ-clique, avec λmin = 12 et
γmin =
1
2 .
minimal, 13 < λmin. Par conséquent, afin de sélectionner les noeuds 2 et 4 comme candidats il faut
prendre en compte des noeuds appartenant à leurs voisinages communs mais pas ceux appartenant à
la quasi-clique courante.
— Pour le graphe C7 : lors de l’ajout d’un 4e`me noeud pour la recherche d’une λ-γ-clique, avec λ = 26 et
γ = 721 on remarque qu’il est nécessaire de prendre en compte des noeuds voisins des noeuds candidats
n’appartenant ni à l’ensemble de la quasi-clique courante ni à l’ensemble des candidats. Dans l’exemple
donné dans la figure 2.18, il faut prendre en compte le noeud 4 afin de sélectionner les noeuds 3 et 5
comme candidats pour l’agrandissement de la quasi-clique à l’étape suivante (indifféremment que l’on
vienne d’ajouter le noeud 2 ou le noeud 6). En effet, la quasi-clique courante satisfait les contraintes,
1
3 ≥ λmin et 36 ≥ γmin, mais l’ajout du noeud 3 ou 5 ne satisfait pas la contrainte de voisinage
minimal, 14 < λmin. Par conséquent, afin de sélectionner les noeuds 3 et 5 comme candidats il faut
prendre en compte des noeuds appartenant à leurs voisinages communs mais pas ceux appartenant à
la quasi-clique courante.
— Pour le graphe C8 : lors de l’ajout d’un 4e`me noeud pour la recherche d’une λ-γ-clique, avec λ = 27
et γ = 828 on remarque qu’il est nécessaire de prendre en compte des arêtes entre les noeuds voisins
des noeuds candidats n’appartenant ni à l’ensemble de la quasi-clique courante ni à l’ensemble des
candidats. Dans l’exemple donné dans la figure 2.18, il faut prendre en compte l’arête entre les noeuds
4 et 5 afin de sélectionner les noeuds 3 et 6 comme candidats pour l’agrandissement de la quasi-clique
à l’étape suivante (indifféremment que l’on vienne d’ajouter le noeud 2 ou le noeud 7). En effet, la
quasi-clique courante satisfait les contraintes, 13 ≥ λmin et 36 ≥ γmin mais l’ajout du noeud 3 ou 6
ne satisfait pas la contrainte de voisinage minimal, 14 < λmin. De plus, la prise en compte des noeuds
voisins de 3 ou 6, les noeuds 4 et 5, ne permet pas à elle seule de définir l’existence d’un cycle. Il
convient également de prendre en compte le voisinage des noeuds 4 et 5 entre eux pour satisfaire la
contrainte de cycle. Par conséquent, afin de sélectionner les noeuds 3 et 6 comme candidats il faut
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prendre en compte des arêtes liants des noeuds appartenant à leurs voisinages communs mais pas à
ceux de la quasi-clique courante.
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Figure 2.18 – Les graphes Cx formant une λ-γ-clique, avec λ = 2x−1 et γ =
2·x
x·(x−1) . En bleu est représentée la
quasi-clique de plus grand taille trouvable par ajouts successifs de noeuds sans prise en compte des éléments
en rouge.
Ces cas de figures imposent de prendre en considération des noeuds ou arêtes toujours plus distantes de
la quasi-clique courante avec des λmin tendant vers 0. Dans la suite de ce chapitre, sauf mention contraire,
nous ne prendrons pas en compte de telles situations et prendrons en considération uniquement les arêtes
liant les candidats entre eux.
La prise en compte des candidats non voisins
Un dernier cas est à prendre en compte lors de l’évaluation des candidats. Il est possible qu’un autre
candidat non-voisin du candidat c étudié soit nécessaire pour sélectionner le candidat local.
Un exemple est présenté dans la figure 2.19. On cherche à énumérer des λ-γ-clique, avec λmin = 34 et
γmin =
8
10 , pour la quasi-clique courante C = {0,1,2}. Le dernier noeud ajouté est le noeud 2 et l’on évalue
le noeud candidat 3. Si l’on ajoute directement 3 à la quasi-clique courante on obtient une quasi-clique avec
λC+c =
2
3 , ce qui ne satisfait pas la contrainte imposée par le paramètre λmin. Cependant l’ajout du noeud
candidat 4, qui n’est pourtant pas voisin de 3 permet de satisfaire les contraintes, λC+c+4 = 34 et γC+c+4 =
8
10 .
En conséquence nous arrivons à la situation où un candidat c doit être conservé ou ajouté, après l’ajout
du noeud u à la quasi-clique courante C si :
60
01
2
3 4
Figure 2.19 – Graphe exemple nécessitant de prendre en compte l’ensemble des candidats non-voisins pour
la conservation ou la découverte de candidats lors de la recherche de λ-γ-clique, avec λmin = 34 et γmin =
8
10 .
∀vi ∈ Cand(u) ∪ Fini(u),
∃i ∈ [1,|Cand(u) ∪ Fini(u)|] ⇒ λ(C+u+c+{v1,...,vi}) ≥ λmin
ET γ(C+u+c+{v1,...,vi}) ≥ γmin
Détermination du sous-ensemble des candidats ajoutés lors de l’évaluation d’un candidat
Cette situation nous amène un nouveau problème, qui consiste à déterminer quels candidats doivent être
sélectionnés pour l’évaluation d’un autre candidat.
Un exemple est présenté en figure 2.20. On cherche à énumérer des λ-γ-cliques, avec λmin = 34 et γmin =
8
10 ,
pour la quasi-clique courante C = {0,1,2}. Le dernier noeud ajouté est le noeud 2 et l’on évalue le noeud
candidat 3.
On remarque que l’ordre de prise en compte des candidats restants candidats − c = {4,5} influe sur la
sélection du pivot restant :
— En effet, 4 permet de satisfaire les contraintes pour la quasi-clique {0,1,2,3,4}, 34 = λmin et 810 = γmin.
— Cependant, 5 ne permet pas de satisfaire les contraintes, la quasi-clique {0,1,2,3,5} ne satisfaisant pas
la contrainte de voisinage, 24 < λmin, pas plus que la quasi-clique {0,1,2,3,4,5}, 35 < λmin.
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Figure 2.20 – Graphe exemple nécessitant de prendre en compte l’ordre des candidats pour la conservation
ou la découverte de candidats lors de la recherche de λ-γ-clique, avec λmin = 34 et γmin =
8
10 .
Nous posons le problème de décision associé (EQC) de l’existence d’une quasi-clique satisfaisant les
contraintes des paramètres de voisinage et de densité.
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Définition 2.15. Pour un graphe G contenant deux sous-ensembles disjoints de noeuds K et C et les
paramètres λmin et γmin, le problème de l’existence d’une quasi-clique consiste à déterminer s’il existe un
sous-ensemble C∗ ∈ C tel que G contient une quasi-clique K + C∗ satisfaisant les contraintes λmin et γmin.
Dans ce problème :
— K est la quasi-clique courante contenant le dernier noeud ajouté et le candidat c évalué
— C est l’ensemble des candidats privé du candidat évalué (candidats− c)
— λmin est la contrainte de voisinage minimum
— γmin est la contrainte de densité
Il convient donc de résoudre, pour chacun des candidats c ∈ C le problème de l’existence d’une quasi-
clique. Ce problème est cependant difficile.
Proposition 2.16. Le problème de décision de l’existence d’une quasi-clique présente dans un graphe est
un problème NP-Complet.
Preuve. Le problème de décision de clique prend en entrée un graphe G et un entier k et il doit déterminer
si G contient une clique de cardinal au moins égal à k. C’est un problème NP-Complet [59].
C’est une version particulière du problème de l’existence d’une quasi-clique où λmin = γmin = 1.
Cette version particulière étant NP-Complet, le problème de quasi-clique est NP-Complet dans le cas
général.
Afin d’être certain que le candidat peut être préservé, il faut donc résoudre pour chaque candidat un
problème NP-Complet.
Le choix du pivot et la sélection des candidats
Afin d’élaguer certaines étapes de calcul nous avons gardé l’utilisation d’un pivot p qui maximise l’ensemble
Cand ∩ Γ(p)[111].
La sélection d’un noeud pivot p pour une clique de taille |C| permet d’éliminer ses voisins des noeuds
candidats de l’exploration de la clique car ils seront toujours présents dans l’ensemble des candidats pour la
clique de taille supplémentaire |C + p|. Dans le cas des quasi-cliques, un exemple est présenté en figure 2.21.
En considération du graphe initial (a), si l’on part du noeud 0 (b), nos candidats sont les noeuds 1 et
2 qui appartiennent tous les deux au sous-ensemble Cand. Si l’on sélectionne le noeud 1 comme pivot dans
l’ensemble des candidats, on élimine pour l’agrandissement de la quasi-clique courante {0} le noeud 2 car il
est voisin du noeud 1 (bp).
Lors de l’ajout du noeud 1 à la quasi-clique courante, on recalcule les candidats et les noeuds 3 et 4 sont
ajoutés à l’ensemble Cand (c). Lors du calcul du pivot pour la quasi-clique {0,1}, on est forcé de prendre
le noeud 2, car il maximise l’intersection entre son voisinage et les candidats. Par conséquent, on élimine les
noeuds 3 et 4 de l’exploration pour la quasi-clique {0,1} (cp).
Ensuite, lors de l’ajout du noeud 2, on conserve les noeuds 3 et 4 dans l’ensemble des Cand (d). Le calcul
du pivot nous amène à indistinctement choisir le noeud 3 ou 4 comme pivot, ce qui préserve l’autre noeud de
l’élimination pour l’exploration des agrandissements possibles de la quasi-clique {0,1,2} (dp).
Lors de l’ajout du noeud 3, on élimine le noeud 4 de l’ensemble des candidats. Ce dernier ne permettant
pas de satisfaire les contraintes, on se retrouve alors avec une quasi-clique maximale (e). On effectue donc un
retour en arrière en transférant le noeud 3 dans l’ensemble des Fini (f). L’ajout du noeud 4 élimine le noeud
3 des Fini et permet de découvrir une nouvelle quasi-clique maximale (g). On effectue alors un premier retour
en arrière (h) et l’ensemble Cand est dépourvu de noeuds. On effectue donc un second retour en arrière (i)
pour se retrouver avec la quasi-clique {0,1} et le noeud 2 placé dans l’ensemble des Fini.
Les étapes (j) (ajout du noeud 3), (k) (retour en arrière), (l) (ajout du noeud 4), (m) (retour en arrière)
sont éliminées par le calcul du pivot lors de l’étape (cp). En effet, lors de cette étape on avait éliminé
l’exploration des quasi-cliques {0,1,3} et {0,1,4} par l’utilisation du pivot 2, voisin aux noeud 3 et 4.
Selon le même principe, les étapes (o), (p), (q), (r) et (s) sont évitées par le calcul du pivot lors de l’étape
(bp)(car on avait éliminé l’exploration de la quasi-clique {0,2}).
L’utilisation d’un pivot permet donc d’élaguer les solutions explorées afin de réduire les temps de calculs.
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Figure 2.21 – Exploration d’un graphe et élagage par utilisation de pivot à partir du noeud 0 lors de
l’énumération de λ-γ-clique, avec λmin = 23 et γmin =
2
3 .
Cependant, certains des voisins du pivot p doivent être conservés dans les ajouts possibles à la quasi-
clique courante C. C’est notamment le cas lorsque des noeuds ne satisfont plus les contraintes λmin ou γmin
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lorsqu’ils sont ajoutés à la quasi-clique C + p alors qu’ils satisfont les contraintes lorsqu’ils sont ajoutés à C.
La figure 2.22 montre un exemple : on cherche à énumérer des λ-γ-cliques, avec λmin = 12 et γmin =
5
6 .
En effet, si l’on prend en compte la quasi-clique courante C = {0,1,2}, on se retrouve avec les noeuds 3
et 4 comme candidats pour former des λ-γ-cliques, avec λ = 23 et γ =
5
6 .
Si le noeud 3 est sélectionné comme pivot p, on est censé éliminer le noeud 4 et le prendre en considération
uniquement lorsque le noeud 3 est ajouté à la quasi-clique courante. Toutefois la quasi-clique C + 3 + 4 ne
satisfait pas la contrainte de densité minimale, 810 < γmin. Il convient donc de préserver le noeud 4 des noeuds
éliminés dans le voisinage du pivot.
Ainsi, parmi l’ensemble Pres des noeuds préservés de l’élimination du voisinage du pivot se trouvent ceux
satisfaisants la contrainte :
∀u ∈ Cand(C) ∩ Γ(p),
λC+p+u < λmin
OU γC+p+u < γmin ⇒ u ∈ Pres
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Figure 2.22 – Graphe exemple pour la conservation des voisins du pivot par ajout direct dans l’énumération
de λ-γ-cliques, avec λmin = 12 et γmin =
5
6 .
Il faut également prendre en compte la découverte de nouveaux candidats avant d’éliminer les noeuds
voisins du pivot.
La figure 2.23 présente un exemple : on cherche à énumérer des λ-γ-cliques, avec λmin = 23 et γmin =
2
3 .
Si l’on part du noeud initial 0 et que le pivot choisi dans le voisinage est le noeud 1 (les noeuds 2 et 3
sont équivalents), on est censé éliminer les noeuds 2 et 3 (pour l’agrandissement de la quasi-clique {0}). Or
la suppression de ces deux noeuds à cette étape empêche la découverte de la quasi-clique maximale {0,2,3,5}.
Par conséquent, il convient de garder comme noeuds ceux dont l’ajout à la quasi-clique courante permet
la découverte de noeuds candidats n’appartenant pas à l’ensemble des noeuds candidats découverts par le
pivot si ce dernier est ajouté à la quasi-clique courante.
Dans notre exemple figure 2.23, à partir de la quasi-clique courante bleue {0} et avec la sélection du pivot
1, on découvre en candidats potentiels les noeuds 4 et 6. Cela permet à terme de former respectivement les
quasi-cliques maximales {0,1,3,4} et {0,1,2,6}.
Si l’on élimine les noeuds voisins du pivot (noeuds 2 et 3) pour l’agrandissement de la quasi-clique courante
à une clique de taille 2, on ne trouve pas la quasi-clique {0,2,3,5}.
Toutefois, il est nécessaire de pas éliminer les noeuds en prenant en compte des candidats potentiellement
ajoutés. Dans le cas présent la préservation des noeuds 2 et 3 est faite parce qu’ils permettent de découvrir
le noeud candidat 5.
Ainsi, pour l’agrandissement de la quasi-clique C, on ajoute également à l’ensemble Pres des noeuds
préservés de l’élimination du voisinage du pivot ceux satisfaisants la contrainte :
64
∀u ∈ Cand(C) ∩ Γ(p),
∃v, v ∈ (candidats(C + u)− candidats(C + p)) ⇒ u ∈ Pres
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Figure 2.23 – Graphe exemple pour la conservation des voisins du pivot par découverte de potentiels can-
didats dans l’énumération de λ-γ-cliques, avec λmin = 23 et γmin =
2
3 .
Il faut également éviter d’éliminer trop de candidats en accord avec les paramètres λmin et γmin. En effet,
il se peut qu’on élimine de l’exploration trop de candidats dans le voisinage pour une quasi-clique courante
qui, ajoutés ensembles, permettent l’élaboration d’une autre quasi-clique.
La figure 2.24(a) présente un exemple de cette situation pour la recherche de λ-γ-cliques, avec λmin = 12 et
γmin =
11
15 et la quasi-clique courante C = {0,1,2,3}. Dans ce cas de figure les noeuds 4, 5, 6 et 7 appartiennent
à l’ensemble Cand. Le noeud 4 est celui maximisant Cand ∩ Γ(p), il est donc sélectionné comme pivot. Par
conséquent, les noeuds 5, 6 et 7 doivent être éliminés de l’exploration à cette étape car ils sont voisins du
pivot.
La conséquence de l’élimination des noeuds 5, 6 et 7 est que les λ-γ-cliques maximales {0,1,2,3,5,6},
{0,1,2,3,5,7} et {0,1,2,3,6,7}, avec λ = 35 et γ = 1115 , ne seront pas trouvées. En effet, il est possible que l’ajout
d’un sous-ensemble éliminé par le pivot permet de former une quasi-clique maximale.
Afin d’éviter que cette situation se réalise on cherche à éviter d’éliminer trop de candidats en calculant
la taille de la quasi-clique maximale pouvant être théoriquement atteinte. Ce calcul est réalisé à partir de la
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quasi-clique courante C, du pivot p, des candidats éliminés Elim dans le voisinage du pivot et des valeurs
des paramètres λmin et γmin.
Il est nécessaire de calculer, pour l’ensemble C+p+Elim, la taille maximale théorique d’une quasi-clique
respectant les paramètres λmin et γmin.
Pour le paramètre de voisinage minimal λ, on peut calculer la taille de la quasi-clique maximale à l’aide
de la valeur du paramètre λmin et du sous-graphe induit par le sous-ensemble C + p + Elim. Pour cela on
regarde quelle est la valeur du plus petit voisinage Γmin(C + p,Elim) pour les noeuds u ∈ C + p dans le
sous-graphe induit par l’ensemble (C + p) ∪ Elim.
On définit la taille maximale théorique pouvant être atteinte par un sous-ensemble S = C + p+ Elim à
partir de la quasi-clique courante C + p par m(S) :
∀u ∈ C + p, Γmin = min (|Γ(u) ∩ ((C + p) ∪ Elim)|)
Γmin
m− 1 = λmin
m− 1 = Γmin
λmin
m =
⌊
Γmin · λ−1min
⌋
+ 1
Dans l’exemple donné figure 2.24(a) c’est le noeud 0 qui possède le plus petit degré Γmin = 3.
m =
⌊
3 · 2
1
⌋
+ 1
= 6 + 1
= 7
La quasi-clique maximale trouvée peut donc avoir une taille maximale de 7, 0 devant être voisin avec
aux moins la moitié des 6 autres noeuds composants la quasi-clique selon λmin. La taille du sous-ensemble
|C + p + Elim| étant de 8 il convient de retirer un élément de Elim. En retirant le noeud 7 de Elim on
trouvera les quasi-cliques {0,1,2,3,5,7} et {0,1,2,3,6,7}.
En continuant dans cet exemple, on remarque que la figure (b) satisfait la contrainte de taille minimale
selon le paramètre λmin.
Pour le paramètre de densité minimal γ, on peut calculer la taille de la quasi-clique maximale à l’aide
de la valeur du paramètre γmin et du sous-graphe induit par le sous-ensemble (C + p) ∪ Elim. Pour cela on
regarde quel est le nombre d’arêtes e dans le sous-graphe (C + p) ∪ Elim.
On définit la taille maximale théorique pouvant être atteinte par un sous-ensemble S = (C + p) ∪ Elim
par n(S) :
∀u,v ∈ (C + p) ∪ Elim, e = |(u,v) ∈ E|
n · (n− 1) = 2 · e
γmin
n2 − n = 2 · e · γ−1min
On se retrouve avec une équation du second degré où :
a = 1
b = −1
c = −(2 · e · γ−1min)
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Ainsi :
Δ = b2 − 4ac
= 1− 4c
c étant négatif,
Δ > 1
On a donc comme solutions :
n =
−b±√Δ
2a
=
1±√Δ
2
Δ étant supérieur à 1, on ne prend pas en compte la solution négative, ainsi :
n =
⌊
1 +
√
Δ
2
⌋
=
⎢⎢⎢⎣1 +
√
1 + 4 · (2 · e · γ−1min)
2
⎥⎥⎥⎦
Dans l’exemple donné figure 2.24(b) le nombre d’arêtes du graphe induit par le sous-ensemble C+p+Elim
est e = 15.
n =
⎢⎢⎢⎣1 +
√
1 + 4 · (30 · 1511 )
2
⎥⎥⎥⎦
=
⎢⎢⎢⎣1 +
√
1811
11
2
⎥⎥⎥⎦
= 6,92
= 6
La quasi-clique maximale trouvée peut donc avoir une taille maximale de 6 pour satisfaire la contrainte
de densité minimale λmin. La taille du sous-ensemble |C + p + Elim| étant de 7 il convient donc de retirer
un élément de Elim. En retirant le noeud 6 de Elim on trouvera la quasi-clique {0,1,2,3,5,6}.
Ainsi on ajoute à l’ensemble Pres (noeuds préservés de l’élimination du voisinage du pivot Elim pour
l’agrandissement de la quasi-clique C) ceux satisfaisant la contrainte :
∀ui ∈ Elim, ∃imax ∈ [0,|Elim|] ⇒ S = C + p+ Elim− {u1,...,uimax}
tel que |S| ≤ min(m(S),n(S)) ⇒ {u1,...,uimax} ∈ Pres
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Figure 2.24 – Graphe exemple pour la conservation des voisins du pivot par préservation de quasi-clique
maximale dans l’énumération de λ-γ-cliques, avec λmin = 12 et γmin =
11
15 .
La connectivité
Un dernier cas est à prendre en compte, les quasi-cliques non-connexes. Un exemple est présenté en figure
2.25. Si l’on cherche à énumérer l’ensemble des λ-γ-cliques, avec λmin = 13 et γmin =
2
6 , on doit théoriquement
trouver la quasi-clique {0,1,2,3,4,9}. Toutefois l’ensemble {2,3,9} n’étant pas connexe il n’est pas possible de
découvrir comme nouveaux candidats les noeuds 2, 3 ou 9.
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Figure 2.25 – Exemple de quasi-clique non-connexe pour l’énumération de λ-γ-cliques, avec λmin = 13 et
γmin =
2
6 .
Une solution permettant de prendre en compte ce cas de figure serait de considérer l’ensemble des noeuds
n’appartenant pas à la quasi-clique pour l’étude des candidats.
Ainsi lorsque l’on ajoute le noeud u = 1 au cas présenté figure 2.25 et que l’on considère l’ensemble des
autres noeuds candidats {2,3,4,5,6,8,9} (le noeud 7 est éliminé car il a un plus petit degré que le noeud source
0), alors :
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Pour c = 4 :
λC+u+c =
2
2
> λmin
ET γC+u+c =
3
3
> γmin
Pour les autres noeuds c ∈ {2,3,5,6,8,9} (en exemple c = 2) :
λC+u+c =
0
2
< λmin
ET γC+u+c =
1
3
= γmin
L’ajout direct n’est pas suffisant, il convient donc de prendre en considération le voisinage de c parmi les
candidats :
Γ(c) ∩ candidates = {3,9}
Ainsi :
∀i ∈ [1,|Γ(c) ∩ candidates|], i ∈ [1,2]
Avec i = 1 :
λC+u+c+v1 =
1
3
= λmin
ET γC+u+c+v1 =
2
6
= γmin
Ainsi pour v1 = 3 ou v1 = 9, les contraintes des paramètres λmin et γmin sont respectées, ce qui est suffisant
pour préserver le noeud 2
2 ∈ Cand
Nous remarquons que l’étude de tels cas de figures est extrêmement contraignante : il faut vérifier à
chaque étape l’ensemble des noeuds du graphes en les considérant comme candidats, et pour chacun résoudre
un problème NP-Complet. C’est pourquoi, dans la suite de ce chapitre, sauf mention contraire, nous ne
prendrons en considération que les quasi-cliques connexes et ne testerons que les candidats voisins à la quasi-
clique courante.
2.3.4 Détails Algorithmiques
Dans cette section nous donnerons les algorithmes permettant d’énumérer l’ensemble des λ-γ-cliques pour
des paramètres λmin et γmin.
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La fonction principale
La fonction principale de notre méthode, que nous nommerons PEQCO pour Parallel Enumeration of
Quasi-Cliques using Ordering, est présentée dans l’algorithme 14. Cet algorithme permet de classer pour
chacun des voisins d’un noeud s’il est dans la liste Cand ou Fini (lignes 2 à 8), ce qui garanti l’absence de
doublons dans le résultat final. De plus cela permet de distribuer le calcul sur plusieurs machines, chacune
exécutant l’algorithme pour un noeud initial différent.
Une fois les noeuds voisins classés, on exécute la fonction d’énumération λγTomita (ligne 9) avec comme
quasi-clique courante l’ensemble composé du noeud initial.
Algorithme 14 PEQCO(V, λmin, γmin)
1: pour tout u ∈ V faire
2: pour tout v ∈ Γ(u) faire
3: si |Γ(u)| < |Γ(v)| OU (|Γ(u)| = |Γ(v)| ET u < v) alors
4: Cand ← Cand+ v
5: sinon
6: Fini ← Fini+ v
7: fin si
8: fin pour
9: λγTomita({u}, Cand, F ini, λmin, γmin, u)
10: fin pour
La sous-fonction récursive
La fonction λγTomita est la sous-fonction principale de notre méthode. C’est elle qui va se charger de
déterminer si la quasi-clique courante est maximale. Si ce n’est pas le cas, elle va calculer parmi les candidats
quels noeuds sont à explorer et pour ces noeuds quels sont leurs propres candidats. Cette fonction est récursive
et permet d’augmenter noeud par noeud la taille de la quasi-clique.
Dans un premier temps on regarde s’il reste des noeuds candidats dans l’ensemble Cand ∪ Fini. Si cet
ensemble est vide c’est qu’il n’est pas possible d’ajouter d’autres noeuds à la quasi-clique courante en respec-
tant les contraintes λmin et γmin. Cela indique que la quasi-clique courante est une quasi-clique maximale.
Dans ce cas on retourne la quasi-clique courante comme résultat satisfaisant les contraintes (lignes 1 à 3).
Si la quasi-clique n’est pas maximale, on calcule alors un noeud pivot p pour lequel on regarde quels
candidats parmi ses voisins sont à préserver avec la fonction PreservationV oisinsP ivot. Ainsi on défini un
ensemble Ext composé des candidats non-explorés Cand auquel on retire les voisins non préservés du pivot
(lignes 4 et 5).
Enfin, pour chacun des noeuds de l’ensemble u ∈ Ext, on calcule les nouveaux candidats et on appelle la
fonction λγTomita sur une nouvelle quasi-clique courante C + u. Une fois toutes les quasi-cliques possibles
explorées à partir de C + u, on enlève u de la liste des candidats non-explorés Cand pour l’ajouter à celle
des candidats explorés Fini (lignes 6 à 11).
La sélection des candidats
Lors de l’ajout d’un noeud u on doit calculer pour chacun des noeuds voisins de la quasi-clique C ceux
sont à prendre en considération pour l’étape suivante. La fonction permettant de déterminer les candidats
sélectionnés est présentée en algorithme 16.
Ainsi dans un premier temps on définit 3 ensembles :
— La liste des candidats à étudier qui sont les noeuds voisins de la clique courante C (ligne 1)
— La liste des noeuds à garder, initialement vide (ligne 2)
— La liste des noeuds dont on est sûr qu’ils ne peuvent pas être ajoutés, initialement vide (ligne 3)
Ensuite, pour chacun des noeuds v ∈ Candidats qui n’ont pas été ajoutés, on va tester si leur ajout à la
quasi-clique courante permet la satisfaction des contraintes λmin et γmin. Dans ce cas on ajoute le noeud v
à l’ensemble CandidatsAcceptes (ligne 6 et 7).
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Algorithme 15 λγTomita(C, Cand, F ini, λmin, γmin, initNode)
1: si Cand ∪ Fini = ∅ alors
2: retourner C comme quasi-clique maximale
3: fin si
4: choisir p ∈ Cand ∪ Fini qui maximise la taille |Cand ∩ Γ(p)|
5: Ext ← (Cand− (Γ(p)− PreservationV oisinsP ivot(p, C, Cand, F ini, λmin, γmin, initNode))
6: pour tout u ∈ Ext faire
7: (validCand, validF ini) ← SelectionCandFinis(C + u, F ini− u, λmin, γmin, initNode)
8: λγTomita(C + u, validCand, validF ini, λmin, γmin, initNode)
9: Cand ← Cand− u
10: Fini ← Fini+ u
11: fin pour
Si l’ajout direct du noeud ne permet pas de satisfaire les contraintes on doit regarder si l’ajout d’autres
noeuds candidats à la quasi-clique C+v permet de satisfaire les contraintes λmin et γmin. Pour cela on utilise
la fonction AjoutAutresCandidats qui retourne un ensemble Ret ∈ Candidats de telle sorte que l’ensemble
(C + v) ∪Ret satisfasse les contraintes (ligne 9).
On regarde donc l’ensemble Ret retourné par la fonction AjoutAutresCandidats. Si cet ensemble est vide
c’est qu’aucun candidat ne permet de satisfaire les contraintes et donc que le noeud v n’est pas un candidat
valide. Dans ce cas on ajoute v à l’ensemble CandidatsElimines, ce qui permettra aux noeuds suivants de
ne pas le prendre en considération (ligne 13). Sinon, si l’ensemble Ret n’est pas vide, on ajoute cet ensemble
et le noeud v à la l’ensemble des CandidatsAcceptes (ligne 11). Ceci permet d’éviter aux noeuds présents
dans Ret d’être eux-mêmes évalués si cela n’a pas déjà été fait (ligne 5).
Finalement on regarde pour chacun des noeuds de l’ensemble CandidatsAcceptes s’ils appartiennent à
l’ensemble Cand ou Fini (ligne 20 à 26) en prenant notamment en compte le fait que le noeud n’a pas encore
été visité (ligne 21).
L’ajout de candidats
Il est parfois nécessaire de vérifier que, pour un candidat u et une quasi-clique C dont la quasi-clique
C + u ne satisfait pas les contraintes λmin et γmin, l’ajout d’autres noeuds candidats permet de satisfaire
les contraintes. La fonction AjoutAutresCandidats, présentée en algorithme 17, permet de détecter si un
ensemble Ret ∈ Candidate permet de satisfaire les contraintes.
Pour cela on trie les candidats par la valeur du paramètre de voisinage qu’ils apportent s’ils sont ajoutés
à la quasi-clique courante. Cela permet de favoriser les noeuds donnant potentiellement plus de chances de
trouver des quasi-cliques satisfaisant les contraintes plus rapidement (ligne 1).
Puis, pour chacun de ces noeuds v ∈ Candidats, on teste si leur ajout à la quasi-clique permet de satisfaire
les contraintes λmin et γmin et, le cas échéant, on retourne le noeud v (ligne 9 et 10). Sinon on teste si l’ajout
d’autres noeuds parmi les candidats restants permet de trouver une quasi-clique satisfaisant les contraintes
en appelant récursivement la fonction d’ajout de candidats (lignes 11 à 16).
Afin d’éviter de tester plusieurs fois les mêmes combinaisons de candidats, on retire ceux pour lesquels
on a pas trouvé de quasi-clique satisfaisante (ligne 3).
Enfin on regarde également s’il est possible de trouver des quasi-cliques plus grandes à partir de la quasi-
clique courante C + v tout en respectant les contraintes de voisinage (ligne 4) et de densité (ligne 5). Si cela
n’est théoriquement pas possible, il n’est pas nécessaire d’ajouter de nouveaux noeuds et on peut arrêter
l’exploration (ligne 6 à 8).
La préservation des candidats voisins du pivot
Il faut également éviter d’éliminer certains candidats voisins du pivot p. La fonction PreservationV oisins-
Pivot, présentée en algorithme 18, permet de déterminer quel ensemble de noeuds parmi le voisinage du pivot
est à prendre en considération pour la quasi-clique courante C.
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Algorithme 16 SelectionCandFinis(C, F ini, λmin, γmin, initNode)
1: Candidats ← Γ(C)
2: CandidatsAcceptes ← ∅
3: CandidatsElimines ← ∅
4: pour tout v ∈ Candidats faire
5: si v 
∈ CandidatsAcceptes alors
6: si λC+v ≥ λmin ET γC+v ≥ γmin alors
7: CandidatsAcceptes ← CandidatsAcceptes+ v
8: sinon
9: Ret ← AjoutAutresCandidats(C + v,Candidats− v − CandidatsElimines, λmin, γmin)
10: si Ret 
= ∅ alors
11: CandidatsAcceptes ← (CandidatsAcceptes+ v) ∪Ret
12: sinon
13: CandidatsElimines ← CandidatsElimines+ v
14: fin si
15: fin si
16: fin si
17: fin pour
18: CandN ← ∅
19: FiniN ← ∅
20: pour tout v ∈ CandidatsAcceptes faire
21: si v 
∈ Fini ET (|Γ(initNode)| < |Γ(v)| OU (|Γ(initNode)| = |Γ(v)| ET u < v)) alors
22: CandN ← CandN + v
23: sinon
24: FiniN ← FiniN + v
25: fin si
26: fin pour
27: retourner (CandN, F iniN)
Algorithme 17 AjoutAutresCandidats(C, Candidats, λmin, γmin)
1: trier l’ensemble des u ∈ Candidats par la valeur λC+u
2: pour tout v ∈ Candidats faire
3: Candidats ← Candidats− v
4: m ← ⌊Γmin(C + v, Candidats) · λ−1min⌋+ 1
5: n ←
⌊
1+
√
1+4·(2·e·γ−1min)
2
⌋
6: si |C + v| ≥ min(m,n) alors
7: retourner ∅
8: fin si
9: si λC+v ≥ λmin ET γC+v ≥ γmin alors
10: retourner {v}
11: sinon
12: Ret ← AjoutAutresCandidats(C + v, Candidats, λmin, γmin)
13: si Ret 
= ∅ alors
14: retourner {v} ∪Ret
15: fin si
16: fin si
17: fin pour
18: retourner ∅
Pour cela on regarde parmi les candidats voisins du pivot qui n’ont pas encore été explorés Cand ∩ Γ(p)
s’ils permettent de satisfaire les contraintes pour la quasi-clique courante C mais pas pour la quasi-clique à
laquelle on a ajouté le pivot (lignes 4 et 5). Sinon on regarde parmi ces noeuds s’ils permettent d’apporter des
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candidats différents du pivot(lignes 7 à 10). Si une de ces situations est rencontrée, le candidat est préservé
de l’élimination et est ajouté à l’ensemble CandidatsPreserves, qui est initialement vide (ligne 1).
Enfin, on vérifie parmi les noeuds restants (Cand∩Γ(p))−CandidatsPreserves que l’on n’élimine pas trop
de candidats par rapport à la quasi-clique courante à l’aide de la fonction PreservationTropElimination.
On retourne finalement un ensemble correspondant à l’union entre le retour de cette fonction et les voisins
apportant de nouveaux candidats (ligne 13).
Algorithme 18 PreservationV oisinsP ivot(p, C, Cand, F ini, λmin, γmin, initNode)
1: CandidatsPreserves ← ∅
2: (PivotCand,P ivotF ini) ← SelectionCandFinis(C + p, F ini, λmin, γmin, initNode)
3: pour tout u ∈ (Cand ∩ Γ(p) faire
4: si (λC+p+u < λmin OU γC+p+u < γmin) ET λC+u ≥ λmin ET γC+u ≥ γmin alors
5: CandidatsPreserves ← CandidatsPreserves+ u
6: sinon
7: (NoeudCand,NoeudFini) ← SelectionCandFinis(C + u, F ini, λmin, γmin, initNode)
8: si NoeudCand− PivotCand 
= ∅ alors
9: CandidatsPreserves ← CandidatsPreserves+ u
10: fin si
11: fin si
12: fin pour
13: retourner CandidatsPreserves ∪
PreservationTropElimination(C + p, (Cand ∩ Γ(p))− CandidatsPreserves, λmin, γmin)
La préservation de l’élimination de trop nombreux candidats voisins du pivot
Il faut également éviter d’éliminer trop de candidats voisins du pivot p. La fonction PreservationTrop-
Elimination, présentée en algorithme 19, permet de déterminer quel sous-ensemble de noeuds parmi le
voisinage du pivot est à prendre en considération afin d’éviter de rater l’énumération d’une quasi-clique
maximale.
Pour cela on commence par trier l’ensemble des candidats éliminés u ∈ CandidatsElimines par la taille
de leur voisinage avec la clique |Γ(u) ∩ C| (ligne 2). L’idée étant d’éliminer en premier ceux apportant les
meilleurs valeurs λ et γ et qui se retrouvent probablement dans plusieurs quasi-cliques maximales.
Ensuite on ajoute le noeud ayant le meilleur degré à la liste des noeuds préservés Ret et on l’enlève du
sous-graphe induit (lignes 6 à 12). Cette action se fait sous contrainte : elle est réalisée tant que les noeuds
éliminés forment, avec la quasi-clique courante, un sous-graphe induit dont la taille est plus grande que ce
qui est permis par la contrainte de voisinage (lignes 3 et 9) ou par la contrainte de densité (lignes 4 et 10).
Finalement on retourne l’ensemble des noeuds préservés Ret (ligne 13).
2.3.5 Exactitude de l’algorithme d’énumération de quasi-cliques maximales
Dans cette section nous démontrerons que notre méthode permet d’énumérer l’ensemble des quasi-cliques
maximales sans doublons en respectant les contraintes imposées par les paramètres λmin et γmin. Pour
cela nous considérons une étape e comme étant une situation fixe avec une quasi-clique courante C. Nous
montrerons que, parce que C est construite par succession d’ajouts de noeuds (un par un), notre méthode
liste l’ensemble des λ-γ-cliques maximales satisfaisant les contraintes.
Pour commencer, nous montrerons que pour une étape e + 1, nous calculons, à l’étape e, l’ensemble des
candidats voisins de la quasi-clique courante à nécessairement étudié pour éviter de rater l’énumération d’une
quasi-clique.
Pour commencer, nous montrerons que pour réaliser une étape e + 1, il est nécessaire de déterminer, à
l’étape e, l’ensemble des candidats voisins de la quasi-clique courante. Ces candidats devant nécessairement
être étudiés pour éviter de rater l’énumération d’une quasi-clique.
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Algorithme 19 PreservationTropElimination(C, CandidatsElimines, λmin, γmin)
1: Ret ← ∅
2: trier l’ensemble des u ∈ CandidatsElimines par la valeur |Γ(u) ∩ C|
3: m ← ⌊Γmin(C ∪ (CandidatsElimines−Ret)) · λ−1min⌋+ 1
4: n ←
⌊
1+
√
1+4·(2·e·γ−1min)
2
⌋
5: i ← 1
6: tant que |C ∪ (CandidatsElimines−Ret)| > min(m,n) ET i ≤ |CandidatsElimines| faire
7: ui ← le ie`me élément de l’ensemble CandidatsElimines
8: Ret ← Ret+ ui
9: m ← ⌊Γmin(C ∪ (CandidatsElimines−Ret)) · λ−1min⌋+ 1
10: n ←
⌊
1+
√
1+4·(2·e·γ−1min)
2
⌋
11: i ← i+ 1
12: fin tant que
13: retourner Ret
Lemme 2.17. La fonction SelectionCandFinis liste l’ensemble des candidats à garder pour l’étape suivante
E + 1 lorsque l’on vient d’ajouter un noeud à la clique courante C à l’étape e
Preuve. Soit :
— CG l’ensemble de toutes les quasi-cliques maximales de G respectant les contraintes
— C la quasi-clique courante à l’étape e
— Candidat l’ensemble des candidats pour accroître la quasi-clique C, Candidat = Γ(C)
— u un noeud candidat qui ne serait pas conservé par la fonction PreservationV oisinsP ivot et où :
— u ∈ Γ(p)
— (C + u) ∪ S ∈ CG
Soit S = ∅, ce qui implique que C + u satisfait les contraintes λmin et γmin, ce qui est en contradiction
avec les lignes 6 et 7 de l’algorithme 16.
Soit S 
= ∅,
Ainsi soit S ⊆ Candidats, ce qui est pris en compte par la sous-fonction AjoutAutresCandidats présentée
en algorithme 17, qui assure de tester toutes les combinaisons possibles pour chacun des candidats.
Sinon cela implique S 
⊆ Candidats, on définit alors T = S − Candidats, ce qui implique T = S ∩
Candidats. Dans ce cas,
Si Γ(T ) ∩ T = ∅, cela implique une quasi-clique non connexe. Cette situation n’est considérée dans notre
cas.
Sinon cela implique Γ(T ) ∩ T 
= ∅.
Si (C + u) ∪ T satisfait les contraintes, cette situation est prise en compte par la sous-fonction présentée
en algorithme 17,
Sinon cela implique de prendre en considération un ensemble de noeuds qui n’est pas voisin de la quasi-
clique courante C, ce cas n’étant pas traité dans le cadre de notre proposition.
Ensuite nous montrerons qu’à une étape e l’ensemble des noeuds candidats à nécessairement testé le sont
effectivement. Cette situation est assurée car nous évitons d’éliminer des candidats dans le voisinage du pivot
qui permettent l’énumération de quasi-cliques qui ne seraient pas trouvées parce qu’elles ne contiennent pas
le pivot.
Lemme 2.18. La fonction PreservationV oisinsP ivot liste l’ensemble des voisins du pivot à garder à l’étape
e pour accroître la quasi-clique courante.
Preuve. Soit :
— CG l’ensemble de toutes les quasi-cliques maximales de G respectant les contraintes
— C la quasi-clique courante à l’étape e
— p le pivot sélectionné qui maximise la taille de l’ensemble |Cand ∩ Γ(p)|
74
— Candidat l’ensemble des candidats valables pour accroître la quasi-clique C
— u un noeud candidat qui ne serait pas conservé par la fonction PreservationV oisinsP ivot et où :
— u ∈ Γ(p)
— (C + u) ∪ S ∈ CG, p 
∈ S
Soit S = ∅, ce qui implique que C+u satisfait les contraintes mais pas C+u+p, ce qui est en contradiction
avec le test conditionnel d’ajout direct par l’algorithme 18.
Soit S − Γ(p) = ∅, ce qui implique que l’on élimine trop de noeuds, ce qui est en contradiction avec la
préservation d’un minimum de candidats par l’algorithme 19, qui assure de conserver suffisamment de noeuds
pour trouver toutes les quasi-cliques maximales.
Soit S − Γ(p) 
= ∅, ce qui implique qu’un ensemble T ⊆ S − Γ(p) est nécessaire.
Ainsi si T ∩ Candidat 
= ∅, cela implique qu’on passe par un noeud v ∈ T pour découvrir la quasi-clique
maximale, et qu’on n’a pas de raison de conserver le noeud u à l’étape e.
Sinon si T ∩ Candidat = ∅ et que l’on considère v ∈ T :
Soit T ∩ Γ(u) 
= ∅, cela implique qu’on a un noeud candidat v dans le voisinage de u qui n’est pas dans
le voisinage du pivot p, ce qui est pris en compte par l’algorithme 19.
Soit T ∩ Γ(u) = ∅, ce qui implique que la quasi-clique n’est pas connexe, ce qui n’est pas considéré dans
notre cas.
Ensuite nous montrerons que la quasi-clique courante s’accroissant noeud par noeud, il n’est possible pas
de rater l’énumération d’une quasi-clique. En effet, cette situation ne pourrait arriver que si l’on ne prendrait
pas en considération un noeud de la quasi-clique à une étape e.
Théorème 2.19. Pour un graphe G, la fonction λγTomita énumère l’ensemble des quasi-cliques maximales
et sans doublons satisfaisant les contraintes λmin et γmin de G.
Preuve. Soit :
— CG l’ensemble de toutes les quasi-cliques maximales de G respectant les contraintes
— C ∈ CG,C = {u1,...,un}, une quasi-clique qui n’est pas énumérée par la fonction λγTomita
Étant donné que λγTomita accroît la quasi-clique noeud par noeud, si C n’est pas trouvée par λγTomita
cela implique ∃ue ∈ C qui n’est pas conservé à l’étape e :
Ainsi,
Soit ue n’est pas conservé lors du calcul des candidats à l’étape e− 1, ce qui entre en contradiction avec
le lemme 2.17.
Soit ue n’est pas évalué à l’étape e, car, étant voisin du pivot, il a été éliminé sans être conservé, ce qui
entre en contradiction avec le lemme 2.18.
Finalement nous montrerons que l’ensemble des quasi-clique trouvées sont maximales,
Proposition 2.20. Pour un graphe G, la fonction λγTomita énumère uniquement des quasi-cliques maxi-
males.
Preuve. Soit :
— CG l’ensemble de toutes les quasi-cliques maximales de G respectant les contraintes
— C ∈ CG une quasi-clique qui est énumérée par la fonction λγTomita mais qui n’est pas maximale
Si C n’est pas maximale, cela implique ∃S tel que C ∪ S satisfait les contraintes λmin et γmin.
Ainsi soit S ∩Γ(C) = ∅, ce qui implique que la quasi-clique C ∪ S n’est pas connexe, ce qui n’est pas pris
en considération dans notre cas.
Sinon cela implique qu’il existe un sous-ensemble T = S ∩ Γ(C) et
Soit C∪T satisfait les contraintes et n’est donc pas conservé ce qui entre en contradiction avec le théorème
2.19.
Soit C ∪ T ne satisfait pas les contraintes et cela implique de prendre en considération des noeuds n’ap-
partenant pas au voisinage de la clique courante, situation qui n’est pas prise en considération dans notre
cas.
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Nous montrerons également que l’ensemble des quasi-clique trouvées ne comporte pas de doublons,
Proposition 2.21. Pour un graphe G, la fonction λγTomita énumère uniquement des quasi-cliques maxi-
males sans doublons.
Preuve. Soit :
— CG l’ensemble de toutes les quasi-cliques maximales de G respectant les contraintes
— C1,C2 ∈ CG deux quasi-cliques maximales énumérées par PEQCO tel que C1 ≡ C2
Si C1 ≡ C2, cela implique que C1 et C2 ont été construites à partir du même noeud initial u, sinon il y a
contradiction avec la répartition initiale des candidats entre les ensembles Cand et Fini.
Ainsi si C1 ≡ C2 et C1 et C2 sont construites à partir du même noeud initial u, cela implique :
— C1 = {S,u,T}
— et C2 = {S,x,X,v,Y,u,Z} construite après C1 où :
— u ∈ Fini pour C = {S,x}
— u 
∈ Fini,u 
∈ Cand pour C = {S,x,X,v}
Ainsi, cela implique que ∃w ∈ Y qui permet d’ajouter u à la liste des Cand et donc que u ∈ Γ(w). Or, si
w est sélectionné, cela implique qu’il appartient à l’ensemble des Cand. S’il appartient à l’ensemble des Cand
et qu’il est voisin de u cela implique que u est également conservé à l’aide du noeud w par la sous-fonction
AjoutAutresCandidats présentée en algorithme 17. Si u est conservé, il y a contradiction avec le fait que
∃v ⇒ u 
∈ Fini.
En conclusion, l’algorithme PEQCO énumère l’ensemble des quasi-cliques maximales sans doublons.
2.3.6 Élagages et heuristique pour l’énumération de quasi-cliques maximales
Dans cette section nous proposerons différentes méthodes d’élagages afin d’accélérer la vitesse d’exécution
de notre algorithme PEQCO. En effet, de par la complexité du modèle de λ-γ-cliques, il convient de résoudre
un problème NP-Complet pour chaque noeud u ∈ Γ(C) après l’ajout d’un noeud à la quasi-clique courante.
Ainsi, à moins que P = NP , il n’existe pas d’algorithme polynomial permettant de résoudre ce problème.
Pour améliorer le temps d’exécution nous proposons d’effectuer certaines coupes dans l’arbre d’exploration
de la construction des quasi-cliques, notamment par l’utilisation d’algorithmes polynomiaux. Les conséquences
étant qu’en fonction des élagages utilisés on peut se retrouver au final avec des quasi-cliques non-maximales,
avec des doublons ou bien avec des quasi-cliques ne respectant pas les contraintes λmin ou γmin. Ainsi
il est nécessaire de proposer des opérations de calculs supplémentaires (après l’énumération) pour corriger
certaines de ces erreurs. Ces opérations de calculs étant au pire d’ordre O(|CG|2) 3, elles restent dans un temps
polynomial et sont donc négligeables par rapport au gain de temps espéré par l’utilisation des heuristiques.
La combinatoire des autres candidats et l’ordonnancement
Afin d’éviter de tester l’ensemble des combinaisons nous testons si un noeud u satisfait les contraintes
par ajout direct ou par ajout successif de noeuds vi présents dans l’ensemble des candidats, v ∈ Candidats.
Pour maximiser le nombre de noeuds conservés nous trions les candidats par la taille de l’intersection entre
leur voisinage et la quasi-clique courante, |Gamma(v) ∩ C|.
La conséquence est que l’on peut éliminer des candidats qui sont valides. Un tel cas est présenté en figure
2.26. Si l’on souhaite énumérer l’ensemble des λ-γ-cliques, avec λmin = 25 et γmin =
9
15 , on est censé découvrir
la quasi-clique {0,1,2,3,5,6} à partir du noeud initial 0.
Cependant, quand on cherche à sélectionner les candidats valables pour la quasi-clique courante C =
{0,1,2,3}, on ne trouve que le noeud 4 comme candidat valable. Les noeuds 5 ou 6 n’étant pas conservés
pour deux raisons : ils ont uniquement besoin l’un de l’autre pour former une quasi-clique valide et l’on teste
systématiquement le noeud 4 avant les autres car il possède plus d’arêtes communes avec C.
3. Pour trouver des quasi-cliques non-maximales ou des doublons parmi toutes les cliques retournées on peut utiliser une
comparaison une à une de chacune des quasi-cliques.
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Figure 2.26 – Élimination de candidats valables dû à l’ordre d’exploration des autres candidats pour l’énu-
mération de λ-γ-cliques, avec λmin = 25 et γmin =
9
15 .
Élagages supplémentaires
Nous proposons de traiter différemment les potentiels candidats. Pour éviter d’avoir à en ajouter un trop
grand nombre, nous effectuons certains élagages :
— on ne teste en candidats sélectionnés pour la prochaine étape que :
— les voisins du dernier noeud ajouté
— les candidats sélectionnés à l’étape précédente
— pour chacun des candidats u on ne prend en considération que les candidats voisins v ∈ Γ(u) ∩
Candidats pour tenter de satisfaire les contraintes
— on sépare la satisfaction des contraintes :
1. on conserve d’abord les noeuds satisfaisants la contrainte de densité γ
2. puis on teste parmi ceux conservés les noeuds qui satisfont la contrainte de voisinage λ
— on évalue la satisfaction des contraintes que localement. Un noeud est conservé pour les étapes suivantes
lorsqu’il satisfait les contraintes à court terme (par ajout direct) ou lorsqu’il semble satisfaire les
contraintes à l’aide des candidats dans son voisinage
Ces élagages peuvent entraîner la non-découverte ou la non-identification de quasi-cliques maximales.
La figure 2.27 présente un exemple. Si l’on cherche à énumérer les λ-γ-cliques, avec comme contraintes
λmin =
2
5 et γmin =
7
15 à partir du noeud initial 0, en ne cherchant des nouveaux candidats que dans le
voisinage du dernier noeud ajouté, on peut ne pas détecter certaines des quasi-cliques maximales.
En effet, en accord avec les contraintes, on est censé trouvé une unique quasi-clique {0,1,2,3,4,5}. Cepen-
dant, étant donné que l’heuristique ne traite que les candidats déjà présents dans l’ensemble et ceux qui sont
voisins du dernier noeud ajouté, on ne détectera pas cette quasi-clique qui est maximale mais seulement des
quasi-cliques qui sont inclus dans celle-ci :
Si l’on commence par ajouter le noeud 1 à la quasi-clique courante (b), on détecte le noeud 3 comme
candidat potentiel (son ajout direct permet de satisfaire les contraintes). Ensuite lorsque l’on ajoute le noeud
2 (c) on considère comme candidat possible le noeud 3, déjà présent dans la liste des candidats, et le noeud
4, voisin du noeud 2. Seul le noeud 3 est conservé car il permet de satisfaire la contrainte de voisinage. Le
problème arrive ensuite lorsque l’on ajoute le noeud 3 : le noeud 4 n’étant pas voisin du noeud 3 et n’ayant
pas été sélectionné à l’étape précédente comme noeud candidat, il n’est pas pris en considération comme
candidat potentiel. Or, le fait de ne pas le prendre en considération ne permet pas de sélectionner le noeud
5, voisin du noeud 3 comme candidat. Ainsi, comme le noeud 3 n’est pas sélectionné comme candidat, la
quasi-clique courante est considérée comme maximale (d).
77
0 1
2 3
4 5
a
0 1
2 3
4 5
b
0 1
2 3
4 5
c
0 1
2 3
4 5
d
Figure 2.27 – Exploration d’un graphe avec modification de la sélection des candidats à partir du noeud 0
lors de l’énumération de λ-γ-clique, avec λmin = 25 et γmin =
7
15 .
Un autre exemple est montré en figure 2.28. Si l’on cherche à énumérer les λ-γ-cliques, avec comme
contraintes λmin = 35 et γmin =
3
5 à partir du noeud initial 0, la séparation et l’étude locale de la satisfaction
des contraintes entraîne la non-découverte d’une quasi-clique maximale composée des noeuds {0,3,5,6}.
En effet, en accord avec les contraintes, lorsque la quasi-clique est composée des noeuds {0,3,5,6}, les
noeuds 1, 2 et 4 seront conservés comme candidats. Ils satisfont en effet la contrainte γ par ajout direct,
étant connectés à 2 noeuds de la quasi-clique courante. Ensuite, selon l’heuristique ils satisfont la contrainte
λ. Cette erreur s’explique par le fait que la quasi-clique maximale espérée à partir de la quasi-clique courante
et des candidats est de taille 6. Dans ce cas de figure, en accord avec la contrainte λmin = 35 , les candidats
doivent avoir 3 voisins parmi les ensembles de la quasi-clique courante et des candidats. Ceci étant bien le
cas pour chacun des noeuds, ils sont conservés.
Finalement, lorsque les candidats sont ajoutés individuellement à la quasi-clique courante, plus aucun
noeud n’est conservé comme candidat et les quasi-cliques courantes ne satisfaisant pas les contraintes, elles
ne sont pas enregistrées comme quasi-cliques maximales. Cette situation est évitée par l’algorithme car il
prend en compte les ajouts individuels successifs des noeuds. Dans ce cas de figure, les contraintes ne peuvent
être satisfaites, il identifiera alors la quasi-clique courante comme une quasi-clique maximale.
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Figure 2.28 – Exploration d’un graphe avec modification de la sélection des candidats à partir du noeud 0
lors de l’énumération de λ-γ-clique, avec λmin = 35 et γmin =
3
5 .
Le fait de seulement prendre en compte le voisinage entraîne également la non énumération de certaines
quasi-cliques maximales comme cela avait été présenté en figure 2.19.
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L’utilisation du diamètre
Nous avons également ajouté un élagage supplémentaire via l’utilisation d’un diamètre dans la quasi-
clique. En sélectionnant uniquement les quasi-cliques de diamètre maximal de 2 on peut diminuer le nombre
de candidats étudiés. Pour cela, on ne conserve à chaque étape que les noeuds v après l’ajout d’un noeud u
à la quasi-clique courante. Ceux-ci doivent :
— être voisins du noeud u, v ∈ Γ(u)
— avoir au moins un voisin commun avec le noeud u, Γ(v) ∩ Γ(u) 
= ∅
Cet élagage n’a aucun impact sur la qualité dès lors que la contrainte de voisinage est définie comme
devant être supérieure à la moitié des noeuds de la quasi-clique.
Proposition 2.22. Une contrainte de voisinage λmin ≥ 12 implique un diamètre maximal de 2.
Preuve. Soit une quasi-clique courant C tel que λC ≥ 12 ,
Si le diamètre de C est de 3 cela implique :
∃u,v ∈ C tel que
u 
∈ Γ(v) ET Γ(u) ∩ Γ(v) = ∅
Or :
|Γ(u)| ≥
⌈ |C|
2
⌉
|Γ(v)| ≥
⌈ |C|
2
⌉
|Γ(u)|+ |Γ(v)| ≥ |C| car les voisinages sont disjoints
Ceci implique que ni u ni v n’appartiennent à la quasi-clique courante, ce qui est faux.
De la gestion du pivot
Afin d’améliorer nos temps de calculs, les élagages appliqués à la sélection de nouveaux candidats le sont
également pour la sélection de voisins du pivot.
2.4 Expérimentations
Afin de tester les différents algorithmes et paramètres nous avons mis en place différentes expérimentations
permettant d’évaluer :
— la qualité des différents algorithmes
— la rapidité des différents algorithmes
— l’impact des valeurs des paramètres λ et γ
Graphes de test
Nous avons généré des graphes à l’aide de la bibliothèque NetworkX [52].
Les graphes sont de différents types :
— Aléatoire [30, 38]
— Régulier [104, 65]
— Power-Law [56]
— Petits mondes [115, 86]
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Nom |V| |E| degmoy(G) Δ(G) δ(G)
erdos_20_0.2 20 32 3,20 6 1
erdos_20_0.4 20 77 7,70 11 5
erdos_20_0.6 20 105 10,50 13 7
erdos_20_0.8 20 155 15,50 19 13
erdos_50_0.2 50 210 8,40 13 4
erdos_50_0.4 50 482 19,28 28 14
erdos_50_0.6 50 707 28,28 36 22
erdos_50_0.8 50 975 39,00 46 33
erdos_100_0.2 100 961 19,22 27 9
erdos_100_0.4 100 1974 39,48 53 29
erdos_100_0.6 100 2936 58,72 74 41
erdos_100_0.8 100 3973 79,46 88 69
Tableau 2.2 – Graphes de données aléatoires pour les tests sur l’énumération de quasi-cliques.
Les graphes aléatoires sont présentés dans le tableau 2.2. Nous avons généré des graphes avec 20, 50 ou
100 noeuds et des probabilité d’existence d’une arête entre deux noeuds de 20, 40, 60 ou 80%.
Les graphes réguliers sont présentés dans le tableau 2.3. Nous avons généré des graphes avec 20, 50 ou
100 noeuds et un nombre d’arêtes par noeud compris entre 3 et 10.
Nom |V| |E| degmoy(G) Δ(G) δ(G)
regular_20_3 20 30 3,00 3 3
regular_20_4 20 40 4,00 4 4
regular_20_5 20 50 5,00 5 5
regular_20_6 20 60 6,00 6 6
regular_20_7 20 70 7,00 7 7
regular_20_8 20 80 8,00 8 8
regular_20_9 20 90 9,00 9 9
regular_20_10 20 100 10,00 10 10
regular_50_3 50 75 3,00 3 3
regular_50_4 50 100 4,00 4 4
regular_50_5 50 125 5,00 5 5
regular_50_6 50 150 6,00 6 6
regular_50_7 50 175 7,00 7 7
regular_50_8 50 200 8,00 8 8
regular_50_9 50 225 9,00 9 9
regular_50_10 50 250 10,00 10 10
regular_100_3 100 150 3,00 3 3
regular_100_4 100 200 4,00 4 4
regular_100_5 100 250 5,00 5 5
regular_100_6 100 300 6,00 6 6
regular_100_7 100 350 7,00 7 7
regular_100_8 100 400 8,00 8 8
regular_100_9 100 450 9,00 9 9
regular_100_10 100 500 10,00 10 10
Tableau 2.3 – Graphes de données réguliers pour les tests sur l’énumération de quasi-cliques.
Les graphes Power-Law sont présentés dans les tableaux 2.4, 2.5 et 2.6. Nous avons généré des graphes
avec 20, 50 ou 100 noeuds ; des arêtes ajoutées aléatoirement (entre 3 et 10 par noeud) ; une probabilité de
créer un triangle après l’ajout aléatoire d’une arête égale à 20, 40, 60 ou 80%.
Les graphes petits mondes sont présentés dans les tableaux 2.7, 2.8 et 2.9. Nous avons généré des graphes
avec 20, 50 ou 100 noeuds ; des arêtes ajoutées aléatoirement (entre 3 et 10 par noeud) ; une probabilité de
créer un triangle après l’ajout aléatoire d’une arête égale à 20, 40, 60 ou 80%.
80
Nom |V| |E| degmoy(G) Δ(G) δ(G)
power_law_20_3_0.2 20 51 5,10 11 3
power_law_20_3_0.4 20 50 5,00 14 1
power_law_20_3_0.6 20 51 5,10 12 3
power_law_20_3_0.8 20 48 4,80 14 2
power_law_20_4_0.2 20 62 6,20 16 4
power_law_20_4_0.4 20 63 6,30 15 4
power_law_20_4_0.6 20 64 6,40 14 3
power_law_20_4_0.8 20 64 6,40 13 4
power_law_20_5_0.2 20 75 7,50 14 5
power_law_20_5_0.4 20 73 7,30 15 3
power_law_20_5_0.6 20 74 7,40 17 4
power_law_20_5_0.8 20 73 7,30 15 3
power_law_20_6_0.2 20 80 8,00 17 3
power_law_20_6_0.4 20 82 8,20 18 2
power_law_20_6_0.6 20 81 8,10 16 4
power_law_20_6_0.8 20 82 8,20 17 3
power_law_20_7_0.2 20 88 8,80 17 5
power_law_20_7_0.4 20 88 8,80 18 4
power_law_20_7_0.6 20 88 8,80 18 1
power_law_20_7_0.8 20 90 9,00 19 3
power_law_20_8_0.2 20 92 9,20 18 4
power_law_20_8_0.4 20 90 9,00 18 3
power_law_20_8_0.6 20 94 9,40 18 3
power_law_20_8_0.8 20 95 9,50 18 3
power_law_20_9_0.2 20 97 9,70 19 5
power_law_20_9_0.4 20 96 9,60 18 4
power_law_20_9_0.6 20 97 9,70 18 1
power_law_20_9_0.8 20 98 9,80 18 3
power_law_20_10_0.2 20 93 9,30 18 4
power_law_20_10_0.4 20 94 9,40 18 3
power_law_20_10_0.6 20 99 9,90 19 3
power_law_20_10_0.8 20 100 10,00 19 4
Tableau 2.4 – Graphes de données Power-Law de taille 20 pour les tests sur l’énumération de quasi-cliques.
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Nom |V| |E| degmoy(G) Δ(G) δ(G)
power_law_50_3_0.2 50 141 5,64 20 3
power_law_50_3_0.4 50 141 5,64 18 3
power_law_50_3_0.6 50 141 5,64 24 3
power_law_50_3_0.8 50 140 5,60 24 2
power_law_50_4_0.2 50 182 7,28 22 3
power_law_50_4_0.4 50 182 7,28 21 4
power_law_50_4_0.6 50 183 7,32 22 3
power_law_50_4_0.8 50 184 7,36 30 2
power_law_50_5_0.2 50 220 8,80 21 5
power_law_50_5_0.4 50 222 8,88 30 5
power_law_50_5_0.6 50 220 8,80 32 5
power_law_50_5_0.8 50 220 8,80 26 3
power_law_50_6_0.2 50 258 10,32 24 5
power_law_50_6_0.4 50 254 10,16 29 5
power_law_50_6_0.6 50 257 10,28 38 5
power_law_50_6_0.8 50 260 10,40 34 5
power_law_50_7_0.2 50 294 11,76 32 7
power_law_50_7_0.4 50 289 11,56 35 6
power_law_50_7_0.6 50 294 11,76 34 6
power_law_50_7_0.8 50 296 11,84 36 5
power_law_50_8_0.2 50 332 13,28 36 7
power_law_50_8_0.4 50 327 13,08 36 7
power_law_50_8_0.6 50 328 13,12 38 7
power_law_50_8_0.8 50 330 13,20 35 2
power_law_50_9_0.2 50 360 14,40 38 8
power_law_50_9_0.4 50 357 14,28 34 8
power_law_50_9_0.6 50 362 14,48 39 7
power_law_50_9_0.8 50 361 14,44 38 4
power_law_50_10_0.2 50 390 15,60 37 2
power_law_50_10_0.4 50 383 15,32 40 8
power_law_50_10_0.6 50 389 15,56 38 7
power_law_50_10_0.8 50 394 15,76 39 5
Tableau 2.5 – Graphes de données Power-Law de taille 50 pour les tests sur l’énumération de quasi-cliques.
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Nom |V| |E| degmoy(G) Δ(G) δ(G)
power_law_100_3_0.2 100 291 5,82 33 3
power_law_100_3_0.4 100 288 5,76 32 3
power_law_100_3_0.6 100 290 5,80 32 3
power_law_100_3_0.8 100 290 5,80 27 2
power_law_100_4_0.2 100 383 7,66 29 4
power_law_100_4_0.4 100 383 7,66 39 4
power_law_100_4_0.6 100 383 7,66 33 4
power_law_100_4_0.8 100 382 7,64 32 4
power_law_100_5_0.2 100 470 9,40 38 3
power_law_100_5_0.4 100 472 9,44 44 5
power_law_100_5_0.6 100 474 9,48 38 2
power_law_100_5_0.8 100 473 9,46 49 5
power_law_100_6_0.2 100 559 11,18 44 5
power_law_100_6_0.4 100 557 11,14 53 5
power_law_100_6_0.6 100 551 11,02 53 5
power_law_100_6_0.8 100 555 11,10 55 5
power_law_100_7_0.2 100 640 12,80 48 6
power_law_100_7_0.4 100 639 12,78 49 6
power_law_100_7_0.6 100 642 12,84 50 6
power_law_100_7_0.8 100 646 12,92 53 7
power_law_100_8_0.2 100 725 14,50 52 8
power_law_100_8_0.4 100 722 14,44 52 7
power_law_100_8_0.6 100 724 14,48 58 7
power_law_100_8_0.8 100 726 14,52 68 7
power_law_100_9_0.2 100 808 16,16 59 8
power_law_100_9_0.4 100 800 16,00 53 8
power_law_100_9_0.6 100 803 16,06 53 6
power_law_100_9_0.8 100 806 16,12 62 8
power_law_100_10_0.2 100 881 17,62 55 9
power_law_100_10_0.4 100 883 17,66 60 10
power_law_100_10_0.6 100 884 17,68 57 9
power_law_100_10_0.8 100 887 17,74 65 8
Tableau 2.6 – Graphes de données Power-Law de taille 100 pour les tests sur l’énumération de quasi-cliques.
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Nom |V| |E| degmoy(G) Δ(G) δ(G)
small_20_3_0.2 20 23 2,30 4 2
small_20_3_0.4 20 30 3,00 4 2
small_20_3_0.6 20 34 3,40 6 2
small_20_3_0.8 20 38 3,80 5 2
small_20_4_0.2 20 45 4,50 6 4
small_20_4_0.4 20 58 5,80 9 4
small_20_4_0.6 20 69 6,90 9 4
small_20_4_0.8 20 72 7,20 11 4
small_20_5_0.2 20 50 5,00 7 4
small_20_5_0.4 20 58 5,80 8 4
small_20_5_0.6 20 67 6,70 9 4
small_20_5_0.8 20 77 7,70 9 5
small_20_6_0.2 20 74 7,40 11 6
small_20_6_0.4 20 83 8,30 12 6
small_20_6_0.6 20 91 9,10 11 6
small_20_6_0.8 20 110 11,00 15 8
small_20_7_0.2 20 68 6,80 8 6
small_20_7_0.4 20 84 8,40 12 6
small_20_7_0.6 20 86 8,60 11 6
small_20_7_0.8 20 108 10,80 13 9
small_20_8_0.2 20 98 9,80 12 8
small_20_8_0.4 20 112 11,20 14 9
small_20_8_0.6 20 127 12,70 15 11
small_20_8_0.8 20 150 15,00 18 13
small_20_9_0.2 20 93 9,30 11 8
small_20_9_0.4 20 103 10,30 14 8
small_20_9_0.6 20 127 12,70 14 10
small_20_9_0.8 20 145 14,50 19 9
small_20_10_0.2 20 118 11,80 14 10
small_20_10_0.4 20 144 14,40 17 12
small_20_10_0.6 20 162 16,20 19 13
small_20_10_0.8 20 170 17,00 19 13
Tableau 2.7 – Graphes de données petits mondes de taille 20 pour les tests sur l’énumération de quasi-cliques.
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Nom |V| |E| degmoy(G) Δ(G) δ(G)
small_50_3_0.2 50 63 2,52 4 2
small_50_3_0.4 50 72 2,88 5 2
small_50_3_0.6 50 79 3,16 6 2
small_50_3_0.8 50 89 3,56 6 2
small_50_4_0.2 50 124 4,96 7 4
small_50_4_0.4 50 147 5,88 8 4
small_50_4_0.6 50 156 6,24 10 4
small_50_4_0.8 50 185 7,40 10 4
small_50_5_0.2 50 117 4,68 7 4
small_50_5_0.4 50 135 5,40 8 4
small_50_5_0.6 50 154 6,16 10 4
small_50_5_0.8 50 179 7,16 10 4
small_50_6_0.2 50 180 7,20 10 6
small_50_6_0.4 50 206 8,24 10 6
small_50_6_0.6 50 240 9,60 15 6
small_50_6_0.8 50 262 10,48 14 6
small_50_7_0.2 50 178 7,12 10 6
small_50_7_0.4 50 212 8,48 11 6
small_50_7_0.6 50 239 9,56 14 6
small_50_7_0.8 50 272 10,88 15 6
small_50_8_0.2 50 232 9,28 12 8
small_50_8_0.4 50 268 10,72 15 8
small_50_8_0.6 50 316 12,64 17 8
small_50_8_0.8 50 356 14,24 18 9
small_50_9_0.2 50 243 9,72 13 8
small_50_9_0.4 50 286 11,44 15 8
small_50_9_0.6 50 329 13,16 17 10
small_50_9_0.8 50 358 14,32 19 10
small_50_10_0.2 50 285 11,40 14 10
small_50_10_0.4 50 349 13,96 17 11
small_50_10_0.6 50 407 16,28 21 10
small_50_10_0.8 50 450 18,00 24 12
Tableau 2.8 – Graphes de données petits mondes de taille 50 pour les tests sur l’énumération de quasi-cliques.
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Nom |V| |E| degmoy(G) Δ(G) δ(G)
small_100_3_0.2 100 107 2,14 4 2
small_100_3_0.4 100 141 2,82 5 2
small_100_3_0.6 100 168 3,36 7 2
small_100_3_0.8 100 184 3,68 7 2
small_100_4_0.2 100 243 4,86 7 4
small_100_4_0.4 100 282 5,64 9 4
small_100_4_0.6 100 324 6,48 12 4
small_100_4_0.8 100 354 7,08 10 4
small_100_5_0.2 100 225 4,50 7 4
small_100_5_0.4 100 282 5,64 9 4
small_100_5_0.6 100 314 6,28 9 4
small_100_5_0.8 100 370 7,40 11 4
small_100_6_0.2 100 357 7,14 10 6
small_100_6_0.4 100 433 8,66 12 6
small_100_6_0.6 100 481 9,62 14 6
small_100_6_0.8 100 550 11,00 15 8
small_100_7_0.2 100 360 7,20 11 6
small_100_7_0.4 100 422 8,44 12 6
small_100_7_0.6 100 482 9,64 13 6
small_100_7_0.8 100 544 10,88 16 7
small_100_8_0.2 100 481 9,62 14 8
small_100_8_0.4 100 565 11,30 15 8
small_100_8_0.6 100 633 12,66 18 9
small_100_8_0.8 100 716 14,32 21 10
small_100_9_0.2 100 484 9,68 14 8
small_100_9_0.4 100 572 11,44 16 8
small_100_9_0.6 100 652 13,04 18 8
small_100_9_0.8 100 728 14,56 20 10
small_100_10_0.2 100 590 11,80 16 10
small_100_10_0.4 100 707 14,14 19 11
small_100_10_0.6 100 808 16,16 22 11
small_100_10_0.8 100 908 18,16 24 13
Tableau 2.9 – Graphes de données petits mondes de taille 100 pour les tests sur l’énumération de quasi-cliques.
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2.4.1 Étude de l’influence du pivot sur l’algorithme
Le fait d’utiliser un pivot permet, pour l’énumération de cliques, d’élaguer des branches de l’arbre de
recherche. Cependant, pour la recherche de quasi-clique, l’utilisation d’un pivot ne permet pas systémati-
quement d’éliminer l’ensemble de son voisinage. Potentiellement, la totalité de son voisinage doit même être
conservée. Nous avons donc testé notre algorithme avec et sans utilisation du pivot afin de voir l’impact des
calculs supplémentaires engendrés par la conservation des voisins du pivot. Pour chacun des graphes nous
avons mesuré les temps effectifs des algorithmes :
— PEQCOp, l’algorithme avec utilisation du pivot
— PEQCO, l’algorithme sans utilisation du pivot
Les algorithmes ont été implémentés en Scala avec la librairie Spark [102] et GraphX [117]. Ils ont été
exécutés sur deux machines ayant des CPU Intel(R) Xeon(R) E3-1245 v5 avec 3.50GHz et 5 workers Spark
avec chacun 16G de RAM.
Nous avons testé les deux algorithmes sur les graphes de taille 20. Pour chacun des graphes nous avons
défini les valeurs des paramètres λmin et γmin sur la base de la taille de la plus grande clique du graphe
ω(G) :
λmin = γmin =
ω(G)− 1
ω(G) + 1
Résultats
Les résultats des tests d’énumération de quasi-cliques sur des graphes aléatoires sont présentés dans le
tableau 2.10 et la figure 2.29. Nous noterons que le temps d’exécution de PEQCO sans le pivot est en
moyenne inférieur à la moitié du temps d’exécution de PEQCOp.
Nom ω(G) |K| λ/γmin |Q| PEQCOp (s) PEQCO (s)
erdos_20_0.2 3 24 0,5 44 2,942 0,876
erdos_20_0.4 5 40 0,66 135 47,025 23,251
erdos_20_0.6 5 61 0,66 374 2 099 1 040
erdos_20_0.8 9 90 0,8 765 27 614 13 102
Tableau 2.10 – Temps d’exécution sur des graphes aléatoires pour l’énumération de quasi-cliques, avec et sans
pivot.
Les résultats des tests d’énumération de quasi-cliques sur des graphes réguliers sont présentés dans le
tableau 2.11 et la figure 2.30. Nous noterons que le temps d’exécution de PEQCO sans le pivot est en
moyenne inférieur à la moitié du temps d’exécution de PEQCOp.
Nom ω(G) |K| λ/γmin |Q| PEQCOp (s) PEQCO (s)
regular_20_3 3 28 0,5 49 2,357 0,788
regular_20_4 3 31 0,5 38 3,357 0,996
regular_20_5 4 27 0,6 35 3,545 1,034
regular_20_6 4 32 0,6 44 8,583 3,114
regular_20_7 4 41 0,6 81 60,209 27,472
regular_20_8 4 49 0,6 220 388,776 204,541
regular_20_9 5 59 0,66 187 495,017 252,677
regular_20_10 5 62 0,66 260 2 506 1 234
Tableau 2.11 – Temps d’exécution sur des graphes réguliers pour l’énumération de quasi-cliques, avec et sans
pivot.
Les résultats des tests d’énumération de quasi-cliques sur des graphes Power-Law sont présentés dans
le tableau 2.12 et la figure 2.31. Nous noterons que le temps d’exécution de PEQCO sans le pivot est en
moyenne inférieur à la moitié du temps d’exécution de PEQCOp.
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Figure 2.29 – Résultat temporels pour l’utilisation ou non d’un pivot sur des graphes aléatoires.
Figure 2.30 – Résultats temporels pour l’utilisation ou non d’un pivot sur des graphes réguliers.
Les résultats des tests d’énumération de quasi-cliques sur des graphes petits mondes sont présentés dans
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Nom ω(G) |K| λ/γmin |Q| PEQCOp (s) PEQCO (s)
power_law_20_3_0.2 4 23 0,6 39 4,287 1,475
power_law_20_3_0.4 4 25 0,6 46 4,47 1,608
power_law_20_3_0.6 4 24 0,6 32 4,404 1,498
power_law_20_3_0.8 4 20 0,6 26 4,181 1,274
power_law_20_4_0.2 4 32 0,6 77 18,198 8,646
power_law_20_4_0.4 5 27 0,66 81 11,891 4,918
power_law_20_4_0.6 5 24 0,66 61 9,37 4,038
power_law_20_4_0.8 5 22 0,66 61 12,005 6,122
power_law_20_5_0.2 5 37 0,66 107 27,975 15,535
power_law_20_5_0.4 5 30 0,66 79 24,405 11,412
power_law_20_5_0.6 6 25 0,71 55 23,627 10,638
power_law_20_5_0.8 5 23 0,66 81 31,58 12,557
power_law_20_6_0.2 5 38 0,66 136 110,169 56,847
power_law_20_6_0.4 5 33 0,66 156 123,026 60,692
power_law_20_6_0.6 6 36 0,71 81 39,997 25,972
power_law_20_6_0.8 7 23 0,75 65 43,184 22,929
power_law_20_7_0.2 6 42 0,71 114 100,324 48,837
power_law_20_7_0.4 5 49 0,66 229 274,503 126,1
power_law_20_7_0.6 6 31 0,71 76 98,379 56,341
power_law_20_7_0.8 7 19 0,75 72 56,533 35,4
power_law_20_8_0.2 6 31 0,71 102 117,238 59,421
power_law_20_8_0.4 7 31 0,75 89 112,329 58,973
power_law_20_8_0.6 6 38 0,71 115 176,826 87,389
power_law_20_8_0.8 7 29 0,75 94 106,836 55,233
power_law_20_9_0.2 6 43 0,71 148 412,443 202,436
power_law_20_9_0.4 7 27 0,75 91 193,241 88,992
power_law_20_9_0.6 6 37 0,71 170 209,142 87,074
power_law_20_9_0.8 8 22 0,77 58 169,888 78,293
power_law_20_10_0.2 6 50 0,71 193 172,061 73,111
power_law_20_10_0.4 6 35 0,71 151 160,124 73,617
power_law_20_10_0.6 7 35 0,75 107 127,237 73,428
power_law_20_10_0.8 7 30 0,75 110 110,506 44,922
Tableau 2.12 – Temps d’exécution sur des graphes Power Law pour l’énumération de quasi-cliques, avec et
sans pivot.
le tableau 2.13 et la figure 2.32. Nous noterons que le temps d’exécution de PEQCO sans le pivot est en
moyenne inférieur à la moitié du temps d’exécution de PEQCOp.
En conclusion, nous remarquerons que le gain de temps moyen dû à l’élimination de l’utilisation du pivot
est d’environ 50% du temps initial de l’algorithme. Ainsi les gains de temps espérés par les élagages dus à
l’utilisation du pivot sont contrebalancés par le temps pris par la sélection des voisins du pivot devant être
conservés.
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Figure 2.31 – Résultats temporels pour l’utilisation ou non d’un pivot sur des graphes Power Law.
Figure 2.32 – Résultats temporels pour l’utilisation ou non d’un pivot sur des graphes petit-mondes.
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Nom ω(G) |K| λ/γmin |Q| PEQCOp (s) PEQCO (s)
small_20_3_0.2 2 23 0,33 30 2,221 0,788
small_20_3_0.4 3 28 0,5 38 2,57 0,803
small_20_3_0.6 3 30 0,5 34 2,764 0,842
small_20_3_0.8 3 31 0,5 46 3,104 1,017
small_20_4_0.2 4 23 0,6 18 2,887 0,888
small_20_4_0.4 4 31 0,6 37 8,048 2,989
small_20_4_0.6 4 37 0,6 90 42,272 30,344
small_20_4_0.8 4 31 0,6 124 70,341 32,869
small_20_5_0.2 3 28 0,5 68 6,946 2,249
small_20_5_0.4 4 32 0,6 33 8,912 3,273
small_20_5_0.6 4 39 0,6 87 34,731 22,567
small_20_5_0.8 4 44 0,6 187 141,405 64,211
small_20_6_0.2 5 31 0,66 60 29,235 20,119
small_20_6_0.4 5 28 0,66 107 90,856 45,213
small_20_6_0.6 6 31 0,71 82 133,59 71,475
small_20_6_0.8 7 48 0,75 189 795 349,733
small_20_7_0.2 5 24 0,66 54 7,784 3,565
small_20_7_0.4 5 30 0,66 96 102,945 55,542
small_20_7_0.6 5 33 0,66 120 97,57 50,083
small_20_7_0.8 6 54 0,71 158 1 511 729
small_20_8_0.2 6 33 0,71 76 231,38 111,835
small_20_8_0.4 6 66 0,71 207 2 532 1 152
small_20_8_0.6 7 75 0,75 346 7 291 3 308
small_20_8_0.8 9 81 0,8 476 27 476 11 984
small_20_9_0.2 6 30 0,71 74 95,583 43,027
small_20_9_0.4 6 39 0,71 109 654 308,8
small_20_9_0.6 7 67 0,75 382 6 851 3 004
small_20_9_0.8 10 52 0,81 108 6 762 3 275
small_20_10_0.2 7 39 0,75 184 1 808 857
small_20_10_0.4 8 110 0,77 643 17 314 7 972
small_20_10_0.6 12 53 0,84 129 19 120 8 206
small_20_10_0.8 13 36 0,85 27 24 682 11 501
Tableau 2.13 – Temps d’exécution sur des graphes petit-mondes pour l’énumération de quasi-cliques, avec et
sans pivot.
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2.4.2 Étude de l’influence du pivot sur l’heuristique
Nous avons également voulu tester l’influence du pivot sur l’heuristique. Dans l’heuristique les élagages
amènent à ne pas considérer certaines branches de l’arbre d’exploration. Le fait d’utiliser un pivot permet
également d’éviter certaines branches. Le calcul du pivot dans la quasi-clique subissant lui aussi des élagages
nous avons souhaité connaître l’influence du pivot sur l’heuristique en termes de nombre de quasi-cliques
énumérées et de temps de calcul. Nous avons donc testé deux versions de l’heuristique :
— PEQCOhp , l’heuristique avec utilisation du pivot
— PEQCOh, l’heuristique sans utilisation du pivot
Les algorithmes ont été implémentés en Scala avec la librairie Spark [102] et GraphX [117]. Ils ont été
exécutés sur deux machines ayant des CPU Intel(R) Xeon(R) E3-1245 v5 avec 3.50GHz et 5 workers Spark
avec chacun 16G de RAM.
Nous avons testé les deux heuristiques sur des graphes de taille 20. Pour chacun des graphes nous avons
défini les valeurs du paramètres λmin et γmin sur la base de la taille de la plus grande clique du graphe ω(G) :
λmin = γmin =
ω(G)− 1
ω(G) + 1
Résultats
Les résultats des tests d’énumération de l’heuristique sur des graphes aléatoires et réguliers sont présentés
dans le tableau 2.14 et les figures 2.33 et 2.34. Nous noterons pour les graphes aléatoires que le fait de ne pas
utiliser de pivot permet de trouver plus de quasi-cliques. Dans le cas où l’on trouve bien plus de quasi-cliques,
l’heuristique sans pivot met un temps supérieur à l’heuristique avec pivot pour énumérer les quasi-cliques
qu’elle trouve. Pour les graphes réguliers nous noterons que dans chaque cas le même nombre de quasi-cliques
est énuméré et que, dans ce cas là, l’heuristique sans pivot est en moyenne trois plus rapide que l’heuristique
avec pivot.
PEQCOhp PEQCOh
Nom ω(G) λ/γmin temps(s) |Q| temps(s) |Q|
erdos_100_0.2 5 0,66 34,649 5 484 25,250 5 522
erdos_100_0.4 8 0,77 3 667 12 222 5 256 14 703
regular_100_3 3 0,5 3,174 283 1,037 283
regular_100_4 3 0,5 3,121 507 1,161 507
regular_100_5 3 0,5 3,361 599 1,140 599
regular_100_6 3 0,5 3,703 704 1,061 704
regular_100_7 3 0,5 3,861 1 017 1,038 1 017
regular_100_8 3 0,5 4,176 1 849 1,170 1 849
regular_100_9 4 0,6 3,699 506 1,112 506
regular_100_10 4 0,6 4,145 802 1,247 802
Tableau 2.14 – Temps d’exécution sur des graphes aléatoires et réguliers pour l’heuristique, avec et sans pivot.
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Figure 2.33 – Quasi-cliques énumérées par l’heuristique avec ou sans pivot sur des graphes aléatoires et
réguliers.
Figure 2.34 – Temps d’énumération par l’heuristique avec ou sans pivot sur des graphes aléatoires et réguliers.
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Les résultats des tests d’énumération de l’heuristique sur des graphes Power Law sont présentés dans
le tableau 2.15 et les figures 2.35 et 2.36. Nous noterons que le fait de ne pas utiliser de pivot permet
généralement de trouver plus de quasi-cliques. Dans le cas où l’on trouve plus de quasi-cliques, l’heuristique
sans pivot met un temps supérieur à l’heuristique avec pivot pour énumérer les quasi-cliques qu’elle trouve.
PEQCOhp PEQCOh
Nom ω(G) λ/γmin temps(s) |Q| temps(s) |Q|
power_law_100_3_0.2 4 0,6 4,002 250 1,133 250
power_law_100_3_0.4 4 0,6 4,111 210 1,272 211
power_law_100_3_0.6 4 0,6 4,221 210 1,416 210
power_law_100_3_0.8 4 0,6 4,299 235 1,412 235
power_law_100_4_0.2 5 0,66 4,627 643 1,323 652
power_law_100_4_0.4 5 0,66 4,877 725 1,449 737
power_law_100_4_0.6 5 0,66 4,572 611 1,466 615
power_law_100_4_0.8 5 0,66 4,803 501 1,697 508
power_law_100_5_0.2 5 0,66 5,346 1 159 2,122 1 174
power_law_100_5_0.4 5 0,66 6,712 908 3,727 932
power_law_100_5_0.6 5 0,66 8,072 868 3,509 884
power_law_100_5_0.8 6 0,71 4,826 440 1,734 443
power_law_100_6_0.2 5 0,66 10,163 1 422 7,034 1 452
power_law_100_6_0.4 5 0,66 15,992 1 339 18,354 1 382
power_law_100_6_0.6 6 0,71 7,117 553 4,536 555
power_law_100_6_0.8 6 0,71 7,446 661 4,691 664
power_law_100_7_0.2 6 0,71 8,803 777 5,760 779
power_law_100_7_0.4 6 0,71 10,865 702 8,778 710
power_law_100_7_0.6 6 0,71 11,093 762 8,714 768
power_law_100_7_0.8 6 0,71 11,500 715 10,090 724
power_law_100_8_0.2 6 0,71 19,119 1 047 19,931 1 051
power_law_100_8_0.4 6 0,71 23,197 1 127 25,904 1 139
power_law_100_8_0.6 6 0,71 18,531 1 160 25,764 1 167
power_law_100_8_0.8 7 0,75 14,353 1 311 19,161 1 408
power_law_100_9_0.2 6 0,71 56,610 2 612 77,206 2 661
power_law_100_9_0.4 6 0,71 50,773 2 280 91,361 2 359
power_law_100_9_0.6 8 0,77 16,767 900 20,041 1 024
power_law_100_9_0.8 8 0,77 16,955 935 22,774 1 058
power_law_100_10_0.2 6 0,71 83,125 3 035 106,567 3 408
power_law_100_10_0.4 7 0,75 56,807 2 455 86,152 2 664
power_law_100_10_0.6 7 0,75 33,568 2 365 49,661 2 542
power_law_100_10_0.8 10 0,81 14,412 851 13,953 885
Tableau 2.15 – Temps d’exécution sur des graphes Power Law pour l’heuristique, avec et sans pivot.
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Figure 2.35 – Quasi-cliques énumérées par l’heuristique avec ou sans pivot sur des graphes Power Law.
Figure 2.36 – Temps d’énumération par l’heuristique avec ou sans pivot sur des graphes Power Law.
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Les résultats des tests d’énumération de l’heuristique sur des graphes petit-mondes sont présentés dans le
tableau 2.16 et les figures 2.37 et 2.38. Nous noterons que le fait de ne pas utiliser de pivot permet parfois de
trouver quelques quasi-cliques supplémentaires. Pour les temps d’exécution on se rapproche de la situation
des graphes réguliers (où il y a aussi quasiment le même nombre de quasi-cliques énumérées) : un temps
d’exécution trois fois plus rapide pour l’heuristique sans pivot.
PEQCOhp PEQCOh
Nom ω(G) λ/γmin temps(s) |Q| temps(s) |Q|
small_100_3_0.2 3 0,5 3,000 130 1,014 130
small_100_3_0.4 3 0,5 2,982 268 1,086 268
small_100_3_0.6 3 0,5 3,161 378 1,059 378
small_100_3_0.8 3 0,5 3,227 425 1,061 425
small_100_4_0.2 4 0,6 3,188 101 1,141 101
small_100_4_0.4 3 0,5 3,615 592 1,144 592
small_100_4_0.6 4 0,6 3,487 182 1,064 182
small_100_4_0.8 4 0,6 3,605 224 1,149 224
small_100_5_0.2 3 0,5 3,413 278 1,174 278
small_100_5_0.4 4 0,6 3,287 126 1,191 126
small_100_5_0.6 4 0,6 3,529 160 1,023 160
small_100_5_0.8 4 0,6 3,586 260 1,152 260
small_100_6_0.2 5 0,66 3,581 215 1,232 215
small_100_6_0.4 5 0,66 3,749 364 1,278 365
small_100_6_0.6 5 0,66 3,944 647 1,158 648
small_100_6_0.8 5 0,66 4,432 964 1,352 967
small_100_7_0.2 5 0,66 3,565 230 1,066 230
small_100_7_0.4 4 0,6 3,906 250 1,208 250
small_100_7_0.6 5 0,66 4,035 557 1,172 560
small_100_7_0.8 5 0,66 4,544 958 1,228 962
small_100_8_0.2 5 0,66 4,324 205 1,425 205
small_100_8_0.4 6 0,71 4,269 287 1,313 287
small_100_8_0.6 6 0,71 4,671 306 1,360 307
small_100_8_0.8 6 0,71 4,822 428 1,441 429
small_100_9_0.2 6 0,71 3,894 255 1,117 256
small_100_9_0.4 6 0,71 4,168 290 1,182 290
small_100_9_0.6 6 0,71 4,659 350 1,293 350
small_100_9_0.8 6 0,71 4,985 455 1,534 455
small_100_10_0.2 7 0,75 4,373 266 1,406 266
small_100_10_0.4 7 0,75 5,118 340 1,650 342
small_100_10_0.6 7 0,75 5,958 478 2,283 486
small_100_10_0.8 7 0,75 7,017 823 2,811 851
Tableau 2.16 – Temps d’exécution sur des graphes petit-mondes pour l’heuristique, avec et sans pivot.
En conclusion, nous remarquerons que dans les cas où quasiment le même nombre de quasi-cliques est
énuméré, le fait de ne pas utiliser le pivot permet de diviser le temps d’exécution par 3. Cependant, dans les
cas de graphes plus denses, nous remarquerons que le fait de ne pas utiliser de pivot a comme conséquence
d’augmenter la quantité de quasi-cliques trouvées. La conséquence de l’augmentation du nombre de quasi-
cliques est que le temps nécessaire pour les énumérer est plus long.
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Figure 2.37 – Quasi-cliques énumérées par l’heuristique avec ou sans pivot sur des graphes petit-mondes.
Figure 2.38 – Temps d’énumération par l’heuristique avec ou sans pivot sur des graphes petit-mondes.
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2.4.3 Étude comparative d’énumérations de quasi-cliques
Notre heuristique d’énumération de quasi-cliques permet une énumération plus rapide même si nous savons
qu’elle n’est pas parfaite et qu’elle peut rater l’énumération de quasi-cliques maximales. Nous avons donc
choisi de tester notre heuristique et de comparer les résultats observés en terme de qualité par rapport aux
algorithmes RLS et DLS-MC [19].
Nous avons donc adapté les algorithmes RLS et DLS-MC en proposant une version distribuée et limitée
dans le temps de ceux-ci. Le fonctionnement repose sur une distribution des calculs de chacun des noeuds
initiaux sur les différents coeurs de la machine. En conséquence plusieurs explorations ont lieu en parallèle.
Lorsqu’une exploration est terminée, s’il reste du temps, on en lance une nouvelle.
Pour mesurer la qualité de nos algorithmes nous avons choisi de regarder le silence et le bruit parmi les
quasi-cliques énumérées.
Définition 2.23. Le silence représente la situation ou des éléments pertinents sont absents des résultats
exposés.
Dans notre situation, le silence est la situation où une quasi-clique maximale n’est pas énumérée.
Définition 2.24. Le bruit représente la situation ou des éléments non-pertinents sont présents dans les
résultats exposés.
Dans notre situation, le bruit est la situation où une quasi-clique énumérée est non-maximale.
Comparaison sur la qualité des quasi-cliques énumérées
Nous avons choisi de tester initialement la qualité des quasi-cliques énumérées, indépendamment du temps
de calcul des algorithmes d’énumération de quasi-cliques. Pour cela nous avons énuméré l’ensemble des quasi-
cliques à l’aide de l’algorithme puis avons comparé celles trouvées par les algorithmes RLS, DLS-MC et
l’heuristique PEQCOh.
Les résultats sont présentés dans les tableaux 2.17 et 2.18 ainsi que dans les figures 2.39 et 2.40.
Nous noterons que l’algorithme RLS donne globalement de bons résultats en termes de quasi-cliques
trouvées qui s’avèrent être de véritables quasi-cliques. En conséquence le silence produit est généralement
très faible. Cependant nous noterons que le bruit produit est souvent élevé : il y a plus de quasi-cliques
énumérés qui sont du bruit que de vrais quasi-cliques maximales.
Pour l’algorithme DLS-MC nous remarquerons que le bruit généré est moins important que pour l’al-
gorithme RLS. Cependant le silence reste important et nous notons que, en fonction des graphes, il y a
généralement autant de bruit que de silence.
Pour notre heuristique PEQCOh nous noterons que bien que ne trouvant pas autant de quasi-cliques
maximales exactes que l’algorithme RLS elle a de meilleurs résultats en termes de silence que l’algorithme
DLS-MC. De plus, elle ne produit jamais de bruit, ce qui permet de s’assurer que les quasi-cliques énumérées
sont bien des quasi-cliques maximales.
Comparaison sur le temps des algorithmes d’énumération de quasi-cliques
Nous avons ensuite testé la qualité des quasi-cliques énumérées à temps de calcul quasiment identique
pour l’ensemble des algorithmes. Nous avons donc exécuté les algorithmes en imposant un temps d’exécution
maximal indexé sur le temps mis par notre heuristique pour terminer les calculs.
Les résultats sont présentés dans les tableaux 2.19 et 2.20 ainsi que dans les figures 2.41 et 2.42.
Nous noterons qu’avec des temps quasiment similaires, les résultats des algorithmes RLS et DLS-MC sont
moins bons car il y a une augmentation du silence. Nous noterons cependant que pour RLS la diminution
du temps permet également de diminuer le bruit généré.
Finalement, nous remarquerons que notre heuristique permet de fournir des résultats plus fiable dans un
même temps de calcul que les algorithmes RLS et DLS-MC. Ceci s’explique par le fait que l’heuristique a un
calcul qui se termine, et l’énumération des quasi-cliques fournies ne comporte pas de bruit. Il faut toutefois
noter que l’algorithme RLS donne de meilleurs résultats pour le silence. Cependant, il n’est pas possible de
déterminer, uniquement à l’aide de l’algorithme RLS, quelles quasi-cliques sont maximales et lesquelles sont
du bruit.
98
Nom λ/γmin algo temps (s) |Q| exactes silence bruit
RLS 121,382 81 31 13 50
erdos_20_0.2 0,5 DLS −MC 120,349 73 30 14 43
PEQCOh 0,529 44 44 0 0
RLS 121,727 2 869 760 5 2 109
erdos_20_0.8 0,8 DLS −MC 42,478 194 91 674 103
PEQCOh 1,889 99 99 666 0
RLS 121,179 49 49 0 0
regular_20_3 0,5 DLS −MC 120,315 49 49 0 0
PEQCOh 0,539 49 49 0 0
RLS 121,567 1 421 241 19 1 180
regular_20_10 0,67 DLS −MC 120,574 220 24 236 196
PEQCOh 2,034 229 229 31 0
RLS 121,383 217 67 10 150
power_law_20_4_0.2 0,6 DLS −MC 120,973 80 35 42 45
PEQCOh 0,849 76 76 1 0
RLS 121,278 76 57 4 19
power_law_20_4_0.8 0,67 DLS −MC 120,712 64 51 10 13
PEQCOh 0,811 18 18 43 0
RLS 121,479 388 90 1 298
power_law_20_9_0.4 0,75 DLS −MC 120,523 93 56 35 37
PEQCOh 1,419 84 84 7 0
RLS 121,501 434 107 0 327
power_law_20_10_0.6 0,75 DLS −MC 120,777 92 77 30 15
PEQCOh 1,598 73 73 34 0
RLS 121,162 30 30 0 0
small_20_3_0.2 0,5 DLS −MC 120,591 30 30 0 0
PEQCOh 0,526 30 30 0 0
RLS 121,329 81 34 12 47
small_20_3_0.8 0,5 DLS −MC 120,329 71 33 13 38
PEQCOh 0,594 46 46 0 0
RLS 121,487 501 177 7 324
small_20_10_0.2 0,75 DLS −MC 120,841 154 94 90 60
PEQCOh 2,054 35 35 149 0
RLS 122,115 638 27 0 611
small_20_10_0.8 0,86 DLS −MC 120,563 8 2 25 6
PEQCOh 21,968 15 15 12 0
Tableau 2.17 – Résultats comparatifs de différents algorithmes d’énumération de quasi-cliques pour des
graphes de taille 20.
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Figure 2.39 – Résultats comparatifs de différents algorithmes d’énumération de quasi-cliques pour des
graphes de taille 20.
Figure 2.40 – Résultats comparatifs de différents algorithmes d’énumération de quasi-cliques pour des
graphes de taille 50.
100
Nom λ/γmin algo temps (s) |Q| exactes silence bruit
RLS 121,446 142 128 2 14
regular_50_3 0,5 DLS −MC 121,254 117 106 24 11
PEQCOh 0,586 130 130 0 0
RLS 121,592 539 310 94 229
regular_50_9 0,6 DLS −MC 121,402 130 49 355 81
PEQCOh 1,149 349 349 55 0
RLS 121,513 318 129 21 189
power_law_50_3_0.2 0,6 DLS −MC 120,968 144 68 82 76
PEQCOh 1,015 130 130 20 0
RLS 121,631 247 105 22 142
power_law_50_3_0.8 0,6 DLS −MC 120,433 179 89 38 90
PEQCOh 1,373 110 110 17 0
RLS 122,114 1 733 895 29 838
power_law_50_6_0.2 0,67 DLS −MC 123,183 510 276 648 234
PEQCOh 3,865 553 553 371 0
RLS 121,868 881 385 17 496
power_law_50_6_0.8 0,71 DLS −MC 122,178 242 165 237 77
PEQCOh 3,207 222 222 180 0
RLS 121,456 98 88 2 10
small_50_3_0.2 0,5 DLS −MC 121,224 83 79 11 4
PEQCOh 0,474 90 90 0 0
RLS 121,622 227 169 9 58
small_50_3_0.8 0,5 DLS −MC 120,482 169 132 46 37
PEQCOh 0,572 178 178 0 0
RLS 121,781 241 121 1 120
small_50_8_0.2 0,71 DLS −MC 121,050 126 118 4 8
PEQCOh 0,829 117 117 5 0
RLS 121,782 987 857 33 130
small_50_7_0.8 0,67 DLS −MC 122,199 335 244 646 91
PEQCOh 1,882 679 679 211 0
Tableau 2.18 – Résultats comparatifs de différents algorithmes d’énumération de quasi-cliques pour des
graphes de taille 50.
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Nom λ/γmin algo temps (s) |Q| exactes silence bruit
rls 1,727 69 28 16 41
erdos_20_0.2 0,5 dls−mc 0,999 72 30 14 42
PEQCO_h 0,529 44 44 0 0
rls 3,391 355 279 486 76
erdos_20_0.8 0,8 dls−mc 2,269 119 52 713 67
PEQCO_h 1,889 99 99 666 0
rls 1,634 49 49 0 0
regular_20_3 0,5 dls−mc 0,973 49 49 0 0
PEQCO_h 0,539 49 49 0 0
rls 3,291 615 160 100 455
regular_20_10 0,67 dls−mc 2,461 220 24 236 196
PEQCO_h 2,034 229 229 31 0
rls 2,360 150 57 20 93
power_law_20_4_0.2 0,6 dls−mc 1,359 77 33 44 44
PEQCO_h 0,849 76 76 1 0
rls 2,224 69 50 11 19
power_law_20_4_0.8 0,67 dls−mc 1,331 55 44 17 11
PEQCO_h 0,811 18 18 43 0
rls 2,829 144 55 36 89
power_law_20_9_0.4 0,75 dls−mc 1,904 78 49 42 29
PEQCO_h 1,419 84 84 7 0
rls 3,051 136 75 32 61
power_law_20_10_0.6 0,75 dls−mc 2,094 83 69 38 14
PEQCO_h 1,598 73 73 34 0
rls 1,652 30 30 0 0
small_20_3_0.2 0,5 dls−mc 0,967 29 29 1 0
PEQCO_h 0,526 30 30 0 0
rls 1,817 76 32 14 44
small_20_3_0.8 0,5 dls−mc 1,058 71 33 13 38
PEQCO_h 0,594 46 46 0 0
rls 3,440 294 161 23 133
small_20_10_0.2 0,75 dls−mc 2,582 139 86 98 53
PEQCO_h 2,054 35 35 149 0
rls 21,370 290 23 4 267
small_20_10_0.8 0,86 dls−mc 22,420 8 2 25 6
PEQCO_h 21,968 15 15 12 0
Tableau 2.19 – Résultats temporels de différents algorithmes d’énumération de quasi-cliques pour des graphes
de taille 20.
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Figure 2.41 – Résultats temporels de différents algorithmes d’énumération de quasi-cliques pour des graphes
de taille 20.
Figure 2.42 – Résultats temporels de différents algorithmes d’énumération de quasi-cliques pour des graphes
de taille 50.
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Nom λ/γmin algo temps (s) |Q| exactes silence bruit
rls 2,134 128 114 16 14
regular_50_3 0,5 dls−mc 1,109 110 100 30 10
PEQCO_h 0,586 130 130 0 0
rls 2,799 388 202 202 186
regular_50_9 0,6 dls−mc 1,690 114 47 357 67
PEQCO_h 1,149 349 349 55 0
rls 2,476 191 80 70 111
power_law_50_3_0.2 0,6 dls−mc 1,453 117 61 89 56
PEQCO_h 1,015 130 130 20 0
rls 2,899 167 86 41 81
power_law_50_3_0.8 0,6 dls−mc 1,927 154 75 52 79
PEQCO_h 1,373 110 110 17 0
rls 5,312 1340 811 113 529
power_law_50_6_0.2 0,67 dls−mc 4,372 400 239 685 161
PEQCO_h 3,865 553 553 371 0
rls 4,858 656 344 58 312
power_law_50_6_0.8 0,71 dls−mc 3,715 221 158 244 63
PEQCO_h 3,207 222 222 180 0
rls 1,890 86 78 12 8
small_50_3_0.2 0,5 dls−mc 0,993 77 74 16 3
PEQCO_h 0,474 90 90 0 0
rls 2,132 116 86 92 30
small_50_3_0.8 0,5 dls−mc 1,253 106 84 94 22
PEQCO_h 0,572 178 178 0 0
rls 2,598 80 62 60 18
small_50_8_0.2 0,71 dls−mc 1,391 62 59 63 3
PEQCO_h 0,829 117 117 5 0
rls 3,673 740 622 268 118
small_50_7_0.8 0,67 dls−mc 2,446 228 176 714 52
PEQCO_h 1,882 679 679 211 0
Tableau 2.20 – Résultats temporels de différents algorithmes d’énumération de quasi-cliques pour des graphes
de taille 50.
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2.4.4 Étude de l’influence des paramètres
Les paramètres de voisinage minimum λmin et de densité minimum λmin ont une influence sur le nombre
de quasi-cliques énumérées, affectant ainsi le temps d’exécution des algorithmes. En effet, tel que le présente
la figure 2.43, les paramètres λmin et γmin ont une influence directe sur les quasi-cliques énumérées par
l’algorithme.
Si l’on cherche des quasi-cliques avec λmin = γmin = 12 , on va trouver 17 quasi-cliques :
— 1 34 − 810 − clique composée des noeud {0,1,2,3,4}
— 4 24 − 610 − cliques composées d’un noeud parmi {5,6,7,8} et des 4 noeuds {1,2,3,4}
— 4 24 − 610 − cliques composées de deux noeuds parmi {5,6,7,8} (et dont le plus court chemin est égal à
deux) et de leurs 3 noeuds voisins parmi {1,2,3,4}
— 8 24 -
7
10 − cliques composées du noeud 0, de 3 noeuds parmi {1,2,3,4} et d’un noeud parmi {5,6,7,8}
ayant deux voisins avec la quasi-clique
Si l’on cherche des quasi-cliques avec λmin = 12 et γmin =
2
3 , on va trouver 9 quasi-cliques :
— 1 34 − 810 − clique composée des noeuds {0,1,2,3,4}
— 8 24 -
7
10 − cliques composées du noeud 0, de 3 noeuds parmi {1,2,3,4} et d’un noeud parmi {5,6,7,8}
ayant deux voisins avec la quasi-clique
Si l’on cherche des quasi-cliques avec λmin = γmin = 23 , on va trouver 5 quasi-cliques :
— 1 34 − 810 − clique composée des noeud {0,1,2,3,4}
— 4 23 -
5
6 -cliques composées du noeud 0, de 2 noeuds voisins parmi {1,2,3,4} et d’un noeud parmi {5,6,7,8}
ayant deux voisins avec la quasi-clique
0
1
2
3
4
5 6
78
Figure 2.43 – Énumération de quasi-cliques pour un graphe donné avec différentes valeurs de paramètres
λmin et γmin.
Nous avons testé l’influence des paramètres λ et γ sur le temps et le nombre de quasi-cliques.
Résultats
Nous avons effectué des tests sur 4 graphes, présentés dans le tableau 2.21.
Nom ω(G)
erdos_100_0.2 5
regular_100_10 4
power_law_100_7_0.2 6
small_100_10_0.8 7
Tableau 2.21 – Présentation de graphes de tailles 100 sur lesquels sont testées différentes valeurs λ et γ.
Les tests ont été effectués sur une machine Debian avec un processeur Intel(R) Core(TM) i5-4460 CPU
@ 3.20GHz et 16 Giga de RAM. Nous avons testé le temps mis par l’heuristique sans pivot avec différentes
valeurs λ et γ. Nous avons testé les valeurs 0,9, 0,8, 0,75, 0,66, 0,6 et 0,5.
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Pour le graphe erdos, les résultats sont présentés dans le tableau 2.22 et les figures 2.44, 2.45 et 2.46.
λ γ temps(s) |Q| % quasi-cliques
1,0 1,0 1,087 789 0
0,9 0,9 1,139 789 0
0,9 1,098 784 0,12
0,8 0,8 2,990 642 1,40
0,9 1,278 829 22,7
0,75 0,8 4,219 1 498 94,6
0,75 4,751 1 498 94,6
0,9 1,089 829 22,7
0.8 5,070 2 808 99,1
0,66 0,75 4,571 2 775 99,1
0,66 52,247 5 484 100
0,9 1,171 829 22,7
0,8 5,225 2 618 99,0
0,6 0,75 5,317 2 472 99,0
0,66 59,894 18 837 100
0,6 397,444 17 804 100
0,9 1,035 829 22,7
0,8 5,143 3 745 99,3
0,75 5,596 3 557 99,3
0,5 0,66 78,916 27 418 100
0,6 558,507 63 182 100
0,5 58 132 27 698 100
Tableau 2.22 – Temps et quasi-cliques énumérées pour différentes valeurs λ et γ pour le graphe erdos_100_0.2.
Figure 2.44 – Résultats temporels pour différentes valeurs λ et γ pour le graphe erdos_100_0.2.
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Figure 2.45 – Nombre de quasi-cliques énumérées pour différentes valeurs λ et γ pour le graphe er-
dos_100_0.2.
Figure 2.46 – Pourcentage de quasi-cliques énumérées pour différentes valeurs λ et γ pour le graphe er-
dos_100_0.2.
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Pour le graphe regular, les résultats sont présentés dans le tableau 2.23 et les figures 2.47, 2.48 et 2.49.
λ γ temps(s) |Q| % quasi-cliques
1,0 1,0 0,656 358 0,0
0,9 0,9 0,675 358 0,0
0,9 0,665 358 0,0
0,8 0,8 0,660 358 0,0
0,9 0,698 358 0,0
0,75 0,8 0,816 358 0,0
0,75 0,675 358 0,0
0,9 0,686 358 0,0
0.8 0,753 352 21,0
0,66 0,75 0,787 352 21,0
0,66 1,057 877 97,5
0,9 0,648 358 0,0
0,8 0,684 352 21,0
0,6 0,75 0,680 352 21,0
0,66 1,125 850 99,4
0,6 1,229 802 99,4
0,9 0,678 358 0,0
0,8 0,704 349 20,6
0,75 0,683 349 20,6
0,5 0,66 1,103 2 265 100
0,6 1,783 2 814 100
0,5 3,195 5 997 100
Tableau 2.23 – Temps et quasi-cliques énumérées pour différentes valeurs λ et γ pour le graphe regu-
lar_100_10.
Figure 2.47 – Résultats temporels pour différentes valeurs λ et γ pour le graphe regular_100_10.
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Figure 2.48 – Nombre de quasi-cliques énumérées pour différentes valeurs λ et γ pour le graphe regu-
lar_100_10.
Figure 2.49 – Pourcentage de quasi-cliques énumérées pour différentes valeurs λ et γ pour le graphe regu-
lar_100_10.
109
Pour le graphe power_law, les résultats sont présentés dans le tableau 2.24 et les figures 2.50, 2.51 et 2.52.
λ γ temps(s) |Q| % quasi-cliques
1,0 1,0 0,961 436 0
0,9 0,9 0,969 436 0
0,9 1,334 362 5,0
0,8 0,8 3,354 435 40,2
0,9 1,330 810 68,0
0,75 0,8 4,036 1 262 93,3
0,75 4,592 1 246 93,3
0,9 1,239 812 68,2
0.8 5,665 1 785 97,2
0,66 0,75 7,164 2 266 97,8
0,66 46,940 2 339 99,9
0,9 1,231 812 68,2
0,8 5,788 3 266 98,5
0,6 0,75 8,426 2 294 97,9
0,66 80,383 5 851 100
0,6 309,162 3 143 100
0,9 1,422 801 67,8
0,8 6,502 4 172 98,9
0,75 10,635 4 956 99,1
0,5 0,66 161,203 42 744 100
0,6 1 183 32 464 100
0,5 25 253 12 731 100
Tableau 2.24 – Temps et quasi-cliques énumérées pour différentes valeurs λ et γ pour le graphe po-
wer_law_100_7_0.2.
Figure 2.50 – Résultats temporels pour différentes valeurs λ et γ pour le graphe power_law_100_7_0.2.
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Figure 2.51 – Nombre de quasi-cliques énumérées pour différentes valeurs λ et γ pour le graphe po-
wer_law_100_7_0.2.
Figure 2.52 – Pourcentage de quasi-cliques énumérées pour différentes valeurs λ et γ pour le graphe po-
wer_law_100_7_0.2.
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Pour le graphe small, les résultats sont présentés dans le tableau 2.25 et les figures 2.53, 2.54 et 2.55.
λ γ temps(s) |Q| % quasi-cliques
1,0 1,0 1,103 427 0
0,9 0,9 1,104 427 0
0,9 1,393 534 41,8
0,8 0,8 3,114 549 52,6
0,9 1,479 770 66,2
0,75 0,8 4,232 926 93,1
0,75 4,716 866 92,6
0,9 1,800 931 72,5
0,8 6,696 2 181 98,5
0,66 0,75 7,319 2 062 98,4
0,66 35,379 2 715 100
0,9 1,788 931 72,5
0,8 7,460 2 840 98,8
0,6 0,75 10,886 2 151 98,4
0,66 73,017 7 475 100
0,6 262,270 4 624 100
0,9 1,357 876 70,8
0,8 8,157 8 157 99,2
0,75 17,113 4 764 99,3
0,5 0,66 207,814 18 381 100
0,6 1 378 29 021 100
0,5 45 441 10 466 100
Tableau 2.25 – Temps et quasi-cliques énumérées pour différentes valeurs λ et γ pour le graphe
small_100_10_0.8.
Figure 2.53 – Résultats temporels pour différentes valeurs λ et γ pour le graphe small_100_10_0.8.
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Figure 2.54 – Nombre de quasi-cliques énumérées pour différentes valeurs λ et γ pour le graphe
small_100_10_0.8.
Figure 2.55 – Pourcentage de quasi-cliques énumérées pour différentes valeurs λ et γ pour le graphe
small_100_10_0.8.
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Les résultats montrent que le temps est fortement impacté lorsque λ et γ ont des valeurs faibles (≤ 0,66).
Le temps est également dépendant de la classe du graphe : ainsi pour λmin = γmin = 12 , le temps de calcul
varie de 3s pour le graphe régulier à plus de 16h pour le graphe aléatoire.
Le nombre et le pourcentage de quasi-cliques énumérées dépendent également du type de graphe et de la
taille de la plus grande clique ω dans le graphe. En effet, quelles que soit les valeurs des paramètres λ et γ, les
quasi-cliques ne peuvent être découvertes qu’à partir du moment où les paramètres permettent de découvrir
au moins une quasi-clique. Cette observation est valable lorsque le paramètre λ devient inférieur ou égal à
ω−1
ω et le paramètre γ devient inférieur ou égal à 1− 2ω·(ω+1) .
Proposition 2.25. Il est possible de découvrir une quasi-clique à partir du moment où λ ≤ ω−1ω et γ ≤
1− 2ω·(ω+1) .
Preuve. Soit la taille de la plus grande clique ω du graphe et deux noeuds u et v, u étant inclus dans la clique
tandis que v ne l’est pas. La quasi-clique la plus proche d’une clique sera celle à laquelle il ne manque qu’une
arête. Parmi les quasi-cliques auxquelles il ne manque qu’une arête, celle qui aura la plus haute valeur de λ
et γ sera celle dont l’ensemble la constituant est le plus grand.
Ainsi, hypothétiquement, cette quasi-clique sera composée de la plus grande clique du graphe et du noeud
v qui n’est pas connecté à la clique car l’arête (u,v) n’est pas présente dans le graphe.
Ce qui implique, pour le paramètre λ :
λ =
ω − 1
ω
Et le paramètre γ :
γ =
ω·(ω−1)
2 + ω − 1
(ω+1)·ω
2
=
ω · (ω − 1) + 2ω − 2
(ω + 1) · ω
=
ω2 − ω + 2ω − 2
ω2 + ω
=
ω2 + ω − 2
ω2 + ω
= 1− 2
ω · (ω + 1)
Nous remarquons que la valeur ω−1ω+1 permet de trouver de nombreuses quasi-cliques, les pourcentages
étant proches de 100%, les cliques restantes étant celles dont les noeuds la composant sont de faibles degrés.
Nous remarquons également que lorsque la valeur des paramètres devient petite le nombre de quasi-
cliques diminue. Ceci s’explique par le fait que les contraintes imposées par les paramètres deviennent faibles
et des agglomérats de noeuds sont regroupés dans une même quasi-clique qui est maximale. Dans le cas
d’énumération de quasi-cliques avec des paramètres λ et γ nuls, une seule quasi-clique composée de l’ensemble
des noeuds du graphe serait trouvée.
2.4.5 Étude de l’intérêt du parallélisme
Notre algorithme et notre heuristique d’énumération de quasi-cliques ont été adaptés à partir de l’algo-
rithme PECO [105]. Cet algorithme distribue les calculs d’énumération de cliques sur plusieurs machines,
chaque noeud effectuant des calculs pour déterminer à quelles quasi-cliques il appartient ; ces calculs pouvant
être effectués en parallèle s’ils sont distribués sur plusieurs machines.
Nous avons donc souhaité tester notre heuristique sur de plus grands graphes et sur deux clusters de
tailles différentes :
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— Le premier cluster comporte deux machines ayant des CPU Intel(R) Xeon(R) E3-1245 v5 avec 3.50GHz
et 5 workers Spark avec chacun 16G de RAM.
— Le second cluster comporte seize machines ayant des CPU Intel(R) Xeon(R) E3-1245 v5 avec 3.50GHz
et 46 workers Spark avec chacun 16G de RAM.
Graphes de test
Nous avons testé l’heuristique sur 4 graphes composés de 100 000 noeuds. Ces graphes sont présentés dans
le tableau 2.26.
Nom |E| ω(G) |K|
erdos_100000_0.001 5 002 232 4 4 692 753
regular_100000_50 2 500 000 4 2 461 523
power_law_100000_10_0.05 999 866 7 898 594
small_100000_20_0.05 1 049 592 12 149 575
Tableau 2.26 – Présentation de graphes pour tester la distributivité.
Résultats
Les résultats sont présentés dans le tableau 2.27 et la figure 2.56. Nous remarquonse que le fait d’augmenter
le nombre de machine diminue le temps. Cependant l’ajout de 8 fois plus de machines ne garanti pas un temps
de calcul divisé par 8. Ceci semble s’expliquer par la manière dont est effectué le calcul. En effet, chaque
noeud effectue un calcul propre en fonction de son voisinage. Ainsi, avec potentiellement 100 000 machines,
chacune aurait à effectuer le calcul d’un noeud, et en conséquence, le temps de calcul serait réduit à celui
du temps de calcul pour le plus long des noeuds. Nous pensons donc que c’est le cas dans cette situation, et
c’est ce qui expliquerait notamment le peu de temps gagné pour le graphe régulier.
Nom λ/γmin |Q| cluster 1 (s) cluster 2 (s)
erdos_100000_0.001 0,6 12 641 285 8 306 2 288
regular_100000_50 0,6 1 366 923 344 277
power_law_100000_10_0.05 0,75 908 496 1 642 1 267
small_100000_20_0.05 0,84 249 563 7 178 1 738
Tableau 2.27 – Temps d’exécution de l’heuristique sur des clusters de différentes tailles.
Il faudrait confirmer cette idée en mesurant le temps le plus long mis pour un noeud. Si cette idée se
confirme, il faudrait donc réfléchir à une répartition initiale différente des candidats par noeuds afin de mieux
répartir le calcul.
2.5 Exemples applicatifs
Nous montrons ici l’intérêt de l’énumération des quasi-cliques via l’utilisation de matrices de co-occurrences.
Nous utiliserons ces matrices sur un premier exemple théorique suivi d’un second exemple appliqué qui a
donné lieu à une collaboration avec l’université de Tucson en Arizona.
2.5.1 Matrices de co-occurrences
Une fois les quasi-cliques énumérées, on peut calculer des matrices de co-occurrences. Le principe est de
regarder, pour chaque paire de noeud du graphe, le nombre de quasi-cliques communes dans lesquelles ils
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Figure 2.56 – Temps d’exécution de l’heuristique sur des clusters de différentes tailles.
sont tous les deux présents. Ensuite ce nombre est relativisé par le nombre de quasi-cliques où un des noeuds
apparaît individuellement 4.
L’équation 2.1 présente la méthode du calcul de matrice où :
— QG représente l’ensemble des quasi-cliques énumérées pour le graphe G
— Q représente une quasi-clique, Q ⊂ QG
— u et v sont deux noeuds du graphe, u,v ∈ V
matrice1[u,v] =
∑
{u,v}∈Q
1
∑
u∈Q
1
(2.1)
2.5.2 Matrices pondérées
On peut également souhaiter utiliser la valeur des paramètres des quasi-cliques afin d’utiliser la densité
des quasi-cliques dans le calcul du score de la co-occurrence. On utilise alors la valeur du paramètre γ de la
quasi-clique.
L’équation 2.2 présente la méthode du calcul de ces matrices pondérées.
matrice2[u,v] =
∑
{u,v}∈Q
γQ∑
u∈Q
γQ
(2.2)
La figure 2.57 présente un graphe sur lequel on va énumérer des quasi-cliques avec λmin = γmin = 23 .
Les quasi-cliques énumérées sont présentées dans le tableau 2.28. Nous notons que l’arête présente entre les
noeuds 1 et 2 augmente le score du paramètre γ pour la quasi-clique {A,B,1,2}.
4. par convention on fixera à 0 la co-occurrence d’un noeud avec lui même
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A B
1
2
3
X
Figure 2.57 – Graphe exemple pour l’énumération
de quasi-cliques pour le calcul d’une matrice pondé-
rée avec λmin = γmin = 23 .
λ γ quasi− clique
1,0 1,0 A, X
0,67 0,83 A, B, 1, 2
0,67 0,67 A, B, 1, 3
0,67 0,67 A, B, 2, 3
Tableau 2.28 – Quasi-cliques énumérées pour le cal-
cul d’une matrice pondérée avec λmin = γmin = 23 .
Les matrices de co-occurrences sont présentées dans le tableau 2.29 et le tableau 2.30 pour la matrice
pondérée. On remarque ainsi que la matrice pondérée différencie les noeuds 1 et 2 du noeud 3 pour les noeuds
A et B, conséquence du lien entre les noeuds 1 et 2 qui augmente la densité de la quasi-clique {A,B,1,2}.
Nous noterons également que les noeuds A et B, bien que n’ayant pas d’arêtes, ont un score très élevé car ils
ont de nombreux voisins communs.
A B 1 2 3 X
A 0,00 0,75 0,50 0,50 0,50 0,25
B 1,00 0,00 0,67 0,67 0,67 0,00
1 1,00 1,00 0,00 0,50 0,50 0,00
2 1,00 1,00 0,50 0,00 0,50 0,00
3 1,00 1,00 0,50 0,50 0,00 0,00
X 1,00 0,00 0,00 0,00 0,00 0,00
Tableau 2.29 – Matrice de co-occurrences pour les
quasi-cliques énumérées.
A B 1 2 3 X
A 0,00 0,68 0,47 0,47 0,42 0,32
B 1,00 0,00 0,69 0,69 0,62 0,00
1 1,00 1,00 0,00 0,56 0,44 0,00
2 1,00 1,00 0,56 0,00 0,44 0,00
3 1,00 1,00 0,50 0,50 0,00 0,00
X 1,00 0,00 0,00 0,00 0,00 0,00
Tableau 2.30 – Matrice pondérée de co-occurrences
pour les quasi-cliques énumérées.
2.5.3 Cas d’utilisation
Pour démontrer l’intérêt de l’utilisation des quasi-cliques nous avions initialement travaillé sur un graphe
représentant un réseau social d’interactions entre kangourous [47]. Ce graphe a été construit par l’observation,
sur le terrain, d’interactions entre kangourous [46]. Le graphe est pondéré au niveau des liens, le poids du
lien correspondant au nombre d’interractions entre les kangourous. Le graphe initial, que nous nommerons
G1, comprend 17 noeuds représentant les kangourous et 91 arêtes représentant les interactions. Le graphe
résultant des observations est présenté en figure 2.58.
L’intérêt d’utiliser des quasi-cliques est ici de proposer une probabilité d’interactions entre deux kangou-
rous. On peut en effet imaginer que les études sur le terrain comportent des biais résultants du fait que des
interactions ont pu ne pas être observés.
Pour simuler cette situation nous allons créer un second graphe G2 à partir du graphe initial dans lequel
nous allons retirer l’arête ayant le plus grand poids. L’arête possédant le plus grand poids dans G1 est celle
liant les kangourous 1 et 5.
Nous avons ensuite effectué la recherche de cliques et de quasi-cliques avec λmin = γmin = 810 . Les cliques
trouvées sont présentées dans le tableau 2.31, les quasi-cliques trouvées par l’algorithme sont présentées dans
le tableau 2.32 et celles par l’heuristique sont présentées dans le tableau 2.33.
Les matrices de co-occurrences produites sont présentées dans le tableau 2.34 pour les cliques, dans les
tableaux 2.35 et 2.36 (matrice pondérée) pour l’algorithme et les tableaux 2.37 et 2.38 (matrice pondérée)
pour l’heuristique.
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Figure 2.58 – Graphe résultant des observations d’interactions entre kangourous.
λ γ clique
1,0 1,0 {5, 6, 13, 2, 7, 11, 4, 15}
1,0 1,0 {1, 6, 13, 2, 7, 11, 4, 15}
1,0 1,0 {5, 6, 9, 2, 3, 11, 4, 15}
1,0 1,0 {5, 6, 2, 7, 3, 11, 4, 15}
1,0 1,0 {1, 6, 9, 2, 3, 11, 4, 15}
1,0 1,0 {1, 6, 2, 7, 3, 11, 4, 15}
1,0 1,0 {17, 9}
1,0 1,0 {16, 5, 3}
1,0 1,0 {5, 14, 6, 13, 2, 7, 4, 15}
λ γ clique
1,0 1,0 {14, 1, 6, 13, 2, 7, 4, 15}
1,0 1,0 {5, 6, 2, 7, 3, 11, 8, 4}
1,0 1,0 {1, 6, 2, 7, 3, 11, 8, 4}
1,0 1,0 {5, 6, 2, 12, 7, 11, 8, 4}
1,0 1,0 {1, 6, 2, 12, 7, 11, 8, 4}
1,0 1,0 {5, 10, 6, 9, 2, 12, 11, 8, 4}
1,0 1,0 {5, 10, 6, 9, 2, 3, 11, 8, 4}
1,0 1,0 {10, 1, 6, 9, 2, 12, 11, 8, 4}
1,0 1,0 {10, 1, 6, 9, 2, 3, 11, 8, 4}
Tableau 2.31 – Cliques énumérées sur le graphe G2.
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λ γ quasi-clique
0,8571428571428571 0,9285714285714286 {5, 10, 1, 6, 13, 2, 11, 4}
0,8 0,9090909090909091 {5, 1, 6, 9, 13, 2, 12, 7, 11, 4, 15}
0,8 0,9272727272727272 {5, 1, 6, 9, 13, 2, 7, 3, 11, 4, 15}
0,8 0,9090909090909091 {5, 1, 6, 9, 13, 2, 7, 11, 8, 4, 15}
0,8 0,9090909090909091 {5, 1, 6, 13, 2, 12, 7, 11, 8, 4, 15}
0,8 0,9272727272727272 {5, 1, 6, 13, 2, 7, 3, 11, 8, 4, 15}
1,0 1,0 {17, 9}
1,0 1,0 {16, 3, 5}
0,8333333333333334 0,9047619047619048 {5, 10, 14, 1, 6, 2, 4}
0,8571428571428571 0,9285714285714286 {5, 14, 1, 6, 9, 2, 4, 15}
0,8 0,9272727272727272 {5, 14, 1, 6, 13, 2, 7, 3, 11, 4, 15}
0,8571428571428571 0,9285714285714286 {5, 14, 1, 6, 2, 12, 7, 4}
0,8571428571428571 0,9285714285714286 {5, 14, 1, 6, 2, 7, 8, 4}
0,8181818181818182 0,9242424242424242 {5, 1, 6, 9, 2, 12, 7, 3, 11, 8, 4, 15}
0,8181818181818182 0,9090909090909091 {5, 10, 1, 6, 9, 2, 12, 7, 3, 11, 4, 15}
0,8181818181818182 0,9393939393939394 {5, 10, 1, 6, 9, 2, 12, 7, 3, 11, 8, 4}
0,8181818181818182 0,9242424242424242 {5, 10, 1, 6, 9, 2, 7, 3, 11, 8, 4, 15}
Tableau 2.32 – Quasi-cliques énumérées par l’algorithme sur le graphe G2 avec λmin = γmin = 810 .
λ γ quasi-clique
0,8 0,9272727272727272 {5, 1, 6, 9, 13, 2, 7, 3, 11, 4, 15}
0,8 0,9090909090909091 {5, 1, 6, 9, 13, 2, 12, 7, 11, 4, 15}
0,8 0,9090909090909091 {5, 1, 6, 9, 13, 2, 7, 11, 8, 4, 15}
0,8 0,9272727272727272 {5, 1, 6, 13, 2, 7, 3, 11, 8, 4, 15}
0,8 0,9090909090909091 {5, 1, 6, 13, 2, 12, 7, 11, 8, 4, 15}
1,0 1,0 {17, 9}
1,0 1,0 {16, 5, 3}
0,8 0,9272727272727272 {5, 14, 1, 6, 13, 2, 7, 3, 11, 4, 15}
0,8181818181818182 0,9242424242424242 {5, 1, 6, 9, 2, 12, 7, 3, 11, 8, 4, 15}
0,8181818181818182 0,9393939393939394 {5, 10, 1, 6, 9, 2, 12, 7, 3, 11, 8, 4}
0,8181818181818182 0,9090909090909091 {5, 10, 1, 6, 9, 2, 12, 7, 3, 11, 4, 15}
0,8181818181818182 0,9242424242424242 {5, 10, 1, 6, 9, 2, 7, 3, 11, 8, 4, 15}
Tableau 2.33 – Quasi-cliques énumérées par l’heuristique sur le graphe G2 avec λmin = γmin = 810 .
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Tableau 2.34 – Matrice des co-occurrences au sein des cliques pour le graphe G2.
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Tableau 2.35 – Matrice des co-occurrences au sein
des quasi-cliques énumérées par l’algorithme pour le
graphe G2 avec λmin = γmin = 810 .
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Tableau 2.36 – Matrice pondérée des co-occurrences
au sein des quasi-cliques énumérées par l’algorithme
pour le graphe G2 avec λmin = γmin = 810 .
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Tableau 2.37 – Matrice des co-occurrences au sein
des quasi-cliques énumérées par l’heuristique pour le
graphe G2 avec λmin = γmin = 810 .
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Tableau 2.38 – Matrice pondérée des co-occurrences
au sein des quasi-cliques énumérées par l’heuristique
pour le graphe G2 avec λmin = γmin = 810 .
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On remarque que les quasi-cliques permettent de garder un score élevé pour la co-occurrence des noeuds
1 et 5 là où le score est nul pour les cliques.
Ces scores permettent de rendre compte de l’importance des noeuds relativement les uns aux autres. Ainsi,
nous notons que malgré l’arête supprimée dans le graphe G2, le score de la relation entre les kangourous 1 et
5 reste très élevé, et notamment plus que certaines relations déjà présentes entre des noeuds. Par exemple,
on peut prendre la relation entre le noeud 5 et le noeud 16 qui, bien qu’existante dans G2, a un score très
faible dans les matrices de quasi-cliques.
2.5.4 Application aux graphes de Hackers
Dans le cadre d’une collaboration avec l’université de Tucson en Arizona nous avons été amené à générer
des graphes et utiliser les quasi-cliques afin d’évaluer les relations entre des hackers sur des canaux IRC. IRC,
pour l’anglais Internet Relay Chat, est un protocole de communication textuelle accessible sur internet. Il
permet la discussion instantanée entre plusieurs utilisateurs sur un même canal de discussion.
La facilité d’utilisation d’IRC en a fait une forme populaire et importante de communication, en parti-
culier parmi les organisations de sécurité, qu’elles soient bienveillantes ou malveillantes, pour partager les
connaissances et co-opérer. Certains canaux IRC vont jusqu’à contenir un marché noir [98] où les visiteurs
peuvent acheter des connaissances sur des failles de sécurité, des services de piratage informatique, des infor-
mations sur des cartes de crédit dérobées, etc. L’analyse des canaux IRC peut aider à comprendre l’esprit et
les comportements des cybercriminels ou même à prévoir un éventuel événement de cybercriminalité [97].
La recherche suggère que les pirates se réunissent souvent en organisations via notamment des forums
en ligne ou des canaux IRC [10]. Les communautés pirates se spécialisent généralement en fonction des
connaissances et capacités de leurs membres ainsi que de leurs intérêts criminels. Ainsi les canaux IRC
sont généralement eux aussi spécialisés ; développement de la détection, de l’exploitation ou du partage
des vulnérabilités, diffusion des connaissances en piratage ou recrutement de nouveaux membres pour la
communauté.
IRC utilise un protocole qui facilite les échanges textuels en temps réels. Par conséquent, contrairement aux
forums ou sites web d’échanges, les messages échangés ne sont pas archivés pour être consultés ultérieurement
[11]. Ceci implique donc de collecter les messages échangés en temps réels.
Nous distinguerons 4 types de messages différents dans le protocole IRC :
— Les messages publics, visibles par l’ensemble des utilisateurs connectés sur le channel IRC
— Les logs de connexion, qui sont des messages publics envoyés par le serveur pour signaler la connexion
ou déconnexion d’un utilisateur au canal IRC
— Les messages adressés, qui sont des messages publics mais dont l’émetteur du message cite directement
un utilisateur connecté censé être le destinataire du message. Par exemple si un utilisateur alpha pose
une question sur le canal, n’importe quel utilisateur lambda peut y répondre, mais citera généralement
alpha pour lui signifier que le message s’adresse premièrement à lui. Un destinataire cité verra alors
le message mis en évidence par une technique graphique (généralement la mise en sur-brillance de son
pseudo dans le message)
— Les messages privés, résultants d’échanges directs entre deux utilisateurs
Un travail de récolte des messages échangés à donc été effectué par le développement de robots se connec-
tant aux canaux IRC et collectant les messages publics (les messages privés n’étant, par définition, pas acces-
sibles). Les messages collectés sont ensuite étudiés par un traitement automatique du langage. Cette étude
vise à classifier les messages selon le niveau de dangerosité du message : normal, suspicieux ou dangereux.
Une fois les messages collectés et triés, on peut alors créer des graphes résultants des échanges observés.
Graphes
Pour créer les graphes nous allons, pour chaque canal, considérer les utilisateurs comme noeuds du graphe.
Pour créer les arêtes, nous allons tenir une liste d’utilisateurs connectés dans le temps en fonction des logs
de connexion. Ainsi tout message public envoyé sera considéré comme une arête entre l’émetteur du message
et les personnes connectées. On va ainsi pouvoir créer un graphe dirigé, étiqueté en fonction des types de
messages échangés et pondéré au niveau des arêtes par le nombre de messages échangés 5.
5. On ajoutera également un poids supplémentaire pour les messages adressés d’un utilisateur à un autre
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Nous avons créer 5 graphes issus de canaux différents. Ces graphes et leurs principales caractéristiques
sont présentés dans le tableau 2.39, les arêtes sont distinguées en fonction des types de messages échangés :
normaux (E0), suspicieux (E1) ou dangereux (E2).
canaux
graphes 1 2 3 4 5
|V | 605 712 435 481 528
|messages| 9 726 448 1 670 016 1 360 963 6 391 941 669 360
|E0| 41 475 44 117 23 021 37 940 23 265
|E1| 23 035 21 023 11 051 21 868 9 983
|E2| 4 033 1 827 1 223 5 085 513
degmoy(G) 113,29 94,05 28,86 12,76 65,81
Δ(G) 1 426 1 464 945 1 389 815
diamètre 3 4 4 3 4
coefficient de clustering local 0,88 0,45 0,49 0,70 0,43
Tableau 2.39 – Statistiques des graphes de Hackers issus de différents canaux IRC.
Résultats
Nous avons utilisé l’énumération des quasi-cliques et les co-occurrences au sein de celles-ci pour déterminer
une valeur relatant de la relation entre les hackers (et ce malgré le biais lié au fait que l’on ne peut récolter
les messages privés). Nous avons donc :
1. filtré les graphes sur les arêtes étiquetés avec le type de message dangereux
2. énuméré les quasi-cliques
3. calculé les co-occurrences au sein des quasi-cliques pour chaque paire de noeuds
4. relevé les interactions suspectes, qui correspondent à un score entre deux utilisateurs de co-occurrences
supérieur à 50% alors que ces deux utilisateurs ne sont pas initialement liés dans le graphe
Les résultats de l’énumération des quasi-cliques sont présentés dans le tableau 2.40. Nous y présentons le
nombre de cliques et quasi-cliques énumérées en fonction des contraintes λmin et γmin, la valeur moyenne des
paramètres pour les quasi-cliques énumérées, la taille de la plus grande quasi-clique énumérée (respectivement
de la plus grande clique). Enfin nous donnons le nombre de relations suspectes.
graphe 1 2 3 4 5
λmin 0,9 0,7 0,7 0,9 0,7
γmin 0,95 0,7 0,7 0,9 0,7
|clique| 353 1 022 685 3 078 275
|quasi− clique| 71 565 2 101 860 1 936 878 130 232 3 758
λmean 0,912 0,733 0,703 0,928 0,762
γmean 0,988 0,817 0,778 0,976 0,903
|K|max 23 (21) 11 (6) 11 (6) 18 (15) 8 (5)
suspectes 0 9 16 0 1
Tableau 2.40 – Résultats de l’énumération des quasi-cliques pour les graphes de Hackers.
Exploitation des résultats
Nous remarquons qu’il est possible de détecter quelques relations suspectes lorsque les paramètres sont
bas, ce qui semble logique car on est plus souple sur les quasi-cliques trouvées. Nous notons également que
pour ces graphes de données réelles le rapport entre le nombre de quasi-cliques et le nombre de cliques peut
varier énormément (de 13 fois plus pour le graphe 5, à 2827 fois plus de quasi-cliques pour le graphe 3).
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Notre méthode semble donc permettre de relever des relations suspectes. Afin d’améliorer nos résultats
nous envisageons d’utiliser le poids des arêtes pour calculer un nouveau score pour la co-occurrence (reflétant
ainsi la densité des interactions entre les utilisateurs).
2.6 Discussion
Notre méthode liste l’ensemble des quasi-cliques maximales sans doublons selon des contraintes de voi-
sinage et de densité. La méthode n’est cependant pas parfaite et ne permet pas de lister des quasi-cliques
non-connexes ou qui incluent des cycles supérieurs à 5.
L’algorithme proposé prend cependant un temps considérable, ce qui est dû au calcul des candidats pour
l’agrandissement de la quasi-clique.
Nous avons donc développé une heuristique qui améliore grandement le temps de calcul de l’énumération
au détriment des quasi-cliques trouvées, l’heuristique pouvant amener du silence dans l’ensemble des quasi-
cliques énumérées.
2.7 Conclusion et ouvertures
Le problème de recherche de sous-ensembles denses est un problème très étudié dans la théorie des
graphes, notamment lorsqu’elle s’applique aux réseaux. Nous avons proposé une méthode d’énumération de
quasi-cliques basée sur l’agrandissement successif d’une quasi-clique courante.
Notre méthode permet de lister l’ensemble des quasi-cliques maximales satisfaisant les contraintes λ et γ,
correspondant respectivement à une contrainte de voisinage et une contrainte de densité. Bien qu’exacte notre
méthode prend un temps non négligeable. Nous avons donc proposé une heuristique permettant d’arriver plus
vite au résultat. Cette heuristique n’est pas exacte et peut générer du silence dans les quasi-cliques énumérées.
L’heuristique possède également en contrainte supplémentaire le fait d’avoir un diamètre maximal de 2, ce
qui permet d’élaguer certains candidats voisins de la quasi-clique.
Pour l’algorithme, l’expérimentation montre qu’il n’est pas intéressant d’utiliser un pivot :, le gain de
temps espéré par l’élagage de l’exploration de certaines solutions ne compense pas le temps nécessaire à
énumérer les voisins candidats du pivot ; ces voisins devant être conservés pour lister l’ensemble des quasi-
cliques maximales.
Pour l’heuristique, l’expérimentation montre que le fait de ne pas utiliser de pivot permet d’énumérer plus
de quasi-cliques, ce qui peut avoir un impact, pour les graphes denses, sur le temps nécessaire à l’énumération
de ces quasi-cliques supplémentaires. Dans le cas de graphes de plus faible densité où le nombre de quasi-
cliques énumérées sera globalement le même, l’expérimentation montre que le fait de ne pas utiliser de pivot
permet là aussi un gain de temps.
Comparé aux autres algorithmes que nous avons implémentés, notre heuristique donne de bons résul-
tats car l’énumération se termine et les quasi-cliques énumérées sont toutes maximales, aucun bruit n’étant
produit.
Pour les valeurs des paramètres l’expérimentation montre que l’utilisation de valeurs faibles augmente le
temps nécessaire pour énumérer les quasi-cliques alors que le nombre de quasi-cliques diminue. Ceci est une
conséquence due au fait que l’on va regrouper plus de noeuds ensemble. Notre expérimentation empirique
montre que définir la valeur des paramètres à l’aide de la taille de la clique maximale du graphe offre de bons
résultats en termes de quasi-cliques énumérées.
Nous montrons également une possible exploitation des résultats de l’énumération de quasi-cliques pour
évaluer les relations entre noeuds du graphe. Nous appliquons cette exploitation de résultats dans le cas
concret de l’évaluation de relations entre Hackers.
Il nous semble pertinent de continuer le travail commencé en abordant les points suivants :
— Comparer notre méthode d’évaluation des relations avec celles de recherche de sous-ensembles denses
et de prédiction de liens
— Étudier l’impact des paramètres λ et γ sur la qualité des résultats proposés pour l’évaluation des
relations entre les noeuds du graphe
— Proposer d’autres méthodes d’élagage conduisant à d’autres heuristiques pour améliorer le temps de
calcul ou la qualité des solutions trouvées
125
— Implémenter et tester l’énumération de quasi-cliques non-connexes
— Tester une répartition initiale des candidats et mesurer les nouveaux temps
126
Contexte de la problématique : le graphe
de ReportLinker
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Calcul du graphe des entités nommées de
ReportLinker
Des entités nommées
Une entité nommée est un ensemble de mots faisant office de référent pour une entité du monde. Les
entités nommées sont généralement associées aux noms propres. Les entités nommées font partie intégrante
du traitement automatique du langage naturel.
Les entités nommées représentent des éléments de notre monde considérées comme uniques :
— Des personnes (réelles, fictives, entités vivantes, contemporaines ou historiques). Ex : Barack Obama,
Zeus, Rantanplan
— Des lieux (endroits localisés géographiquement). Ex : Lyon, Vénus, Asie
— Des organisations (sociétés, gouvernements, ONG). Ex : Apple, Greenpeace, Fond Monétaire Interna-
tional
— Des entités physiques (produits). Ex : Hubble, 2CV
— Des entités théoriques (concepts). Ex : Réunion du G8, Katrina
Problématiques liées
Le référencement de ces entités nommées fait apparaître deux principaux problèmes : les situations de
polysémie et de métonymie.
Polysémie
La polysémie est une situation rencontrée quand un même mot à plusieurs sens.
Ainsi le terme Katrina peut aussi bien référer à une personne qu’à l’ouragan ayant touché les côtes de la
Louisiane en 2005.
Métonymie
La métonymie correspond à une figure de style qui utilise un ensemble de mots pour remplacer un autre
groupe de mots. Cependant le groupe de mots utilisés reste associé au concept initial par un lien logique.
Ainsi la phrase « Je vais boire un Beaujolais » indique que l’on va boire du vin issu du Beaujolais et non
pas qu’on va boire l’entité Beaujolais.
Solution
Afin de désambiguïser ces cas de figure et de déterminer à quelle entité nommée l’ensemble de mots sert
de référent, une solution est de prendre en considération le contexte autour des mots correspondant à l’entité
nommée.
Ainsi les phrases « Katrina a obligé les habitants de La Nouvelle-Orléans à évacuer la ville » et « Katrina
a joué aux échecs » permettent de classer respectivement la première occurrence comme l’ouragan et la
deuxième comme une personne.
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Les entités nommées sont généralement considérées comme un ensemble ouvert : il est impossible de lister
la totalité des entités nommées vu que de nouvelles entités nommées sont créées au cours du temps. Ex : La
découverte de nouvelles exoplanètes au sein du système Trappist-1.
Présentation du contexte
ReportLinker commercialise un moteur de recherche regroupant des rapports et des études de marché
provenant de différentes sources, publiques ou privées. ReportLinker a donc un intérêt particulier pour la
détection et le référencement des entités nommées : cela leur permet de définir ce dont parlent les documents,
et plus précisément quelles sociétés sont citées dans le document.
Une solution naturelle est donc de réaliser un graphe des sociétés et de leur environnement.
Construction du graphe des entités nommées
La construction du graphe sociétés de ReportLinker repose sur un enchaînement d’étapes aboutissant à
la création d’un graphe d’entités nommées centré sur les sociétés du monde :
1. dans un premier temps des robots, nommés crawler, parcourent le web afin de recueillir des données
textuelles sur ces sociétés et ce qui les concernent
2. ensuite un traitement automatique du langage est appliqué sur ces données afin de déterminer les
entités nommées et leurs contextes (qui sont également des entités nommées)
3. les entités nommées sont ainsi représentées sous la forme de milliards de petits graphes appelés hypo-
thèses
4. ces hypothèses sont ensuite consolidées en un plus grand graphe qui forme le graphe final
La figure présentée en page 129 représente la suite d’étapes aboutissant à la création du graphe de données
(des entités nommées).
Crawler
Youtube est développé par Google
Google est en concurrence avec Apple
Y G
G A
Y
G
A
Le graphe créé est un multi-graphe dirigé, étiqueté et pondéré :
— la pondération est liée au nombre d’occurrence des entités nommées dans les hypothèses, plus une don-
née est initialement présente dans les textes, plus les poids des arêtes ou des noeuds seront importants
dans le graphe final
— l’étiquette est liée à la typicité des noeuds et des liens : pour certains noeuds on peut déterminer, à
l’aide du traitement automatique du langage, si ce sont des entreprises, des lieux, etc.
— la direction s’explique par la typicité des noeuds et des liens : si un produit est créé par une entreprise,
le sens du lien permet de donner une indication supplémentaire. Il y aura en effet un lien estProduitPar
du produit vers l’entreprise tandis qu’il y aura un lien produit dans le sens opposé
— les arêtes multiples permettent de représenter les différentes interactions entre les noeuds. Par exemple,
deux entreprises peuvent être en concurrence sur un secteur industriel tout en ayant des accords de
collaboration sur un autre projet. En conséquence il peut exister deux liens entre un noeud u et un
noeud v sous la condition que le type, représenté par l’étiquette de l’arête (u,v).type, soit différent.
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Critique du graphe
Le graphe est créé à partir de documents rédigés en anglais et contient des noeuds de différents types,
l’ensemble des différents types variant au cours du temps en fonction des besoins de ReportLinker.
La méthode de construction du graphe amène les remarques suivantes :
— Les termes importants au moment de la récupération des données ont un poids plus important dans
le graphe car ils ont tendance à être plus cités.
— Des informations peuvent être absentes du graphe, et notamment des relations entre sociétés écono-
miques. Cette situation se rencontre car l’information initiale peut ne pas être suffisamment présente
dans les documents utilisés lors de la création des hypothèses.
— La proportion de documents sur le marché économique américain étant importante dans le corpus de
documents étudiés, les noeuds ayant des relations avec les États-Unis ont un poids proportionnellement
plus important.
On remarque que le graphe n’est pas parfait, il peut notamment y avoir des silences concernant les relations
entre noeuds. Le développement de l’algorithme des quasi-cliques a été réalisé dans l’idée de proposer des
liens possibles entre sociétés (en utilisant les sous-graphes des sociétés liées à un secteur industriel).
Le principe étant de sélectionner dans le voisinage de noeuds correspondant à un secteur industriel les
noeuds de types sociétés et leurs relations entre elles. Sur le sous-graphe ainsi construit, on exécute l’algo-
rithme des quasi-cliques et on peut alors trier les sociétés par co-occurrences communes. Ainsi, si une société
x ne possède pas d’arêtes avec une société y mais que x et y possèdent de nombreuses sociétés communes
dans leurs voisinages, représentées par l’ensemble S, l’algorithme évaluera la probabilité d’un lien entre x et
y selon la densité du sous-ensemble S : plus le graphe induit par le sous-ensemble S sera dense, meilleures
seront les quasi-cliques trouvées et meilleur sera le score du potentiel lien entre x et y.
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Deuxième partie
Propagation
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Chapitre 3
Propagation d’informations dans un
graphe d’entités nommées
Résumé
Dans ce chapitre nous étudierons le problème de propagation d’informations au sein d’un graphe éco-
nomique. Nous présenterons les problèmes et modèles de propagation présents dans la littérature dans la
section 3.2. Dans la section 3.3, nous présenterons la problématique liée au problème de propagation dans le
graphe économique. Les modèles que nous avons développés pour résoudre le problème seront présentés dans
la section 3.4. Nous les testerons ensuite via des expérimentations présentées dans la section 3.5.
3.1 Introduction
La propagation d’informations au sein d’un graphe correspond à l’échange de données entre ses noeuds
via ses arêtes. L’idée est que des noeuds possédant une donnée la transmette à leurs voisins qui peuvent faire
de même, propageant et diffusant ainsi l’information dans le réseau.
La figure 3.1 présente un exemple de propagation dans un graphe, les noeuds rouges transmettant leur
couleur à leurs voisins au cours du temps.
t0 t1 t2
Figure 3.1 – Exemple de propagation dans un graphe.
L’intérêt de modéliser la propagation est d’essayer de comprendre des phénomènes de diffusion tels que
le développement d’une maladie ou la transmission de fausses informations.
L’étude de la propagation de ces informations dans des réseaux peut donc porter sur plusieurs cas de
figure, ce qui conduit à poser différents problèmes selon les situations rencontrées : variation des temps de
propagation, blocage de la diffusion, identification des sources de diffusions, etc.
Les événements économiques et sociaux semblent pouvoir être représentés de manière similaire : une
baisse de production de l’orge peut entraîner une augmentation du prix des céréales, ce qui peut impacter les
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Figure 3.2 – Graphe exemple de propagation d’information.
producteurs et distributeurs de bières. Un autre exemple est donné dans la figure 3.2 qui représente l’impact
que pourrait donner une crise politique en Indonésie affectant la production d’hévéa et impliquant une crise
sur le marché du pneumatique (l’Indonésie étant l’un des principaux producteurs d’hévéa, matière première
utilisée pour la fabrication de pneumatiques).
Nous proposons dans ce chapitre de modéliser ce type d’événements sur un graphe hétérogène, c’est-à-dire
un multi-graphe dont les noeuds et relations sont étiquetés. Nous appliquerons nos modèles sur le graphe de
ReportLinker.
3.2 État de l’art
La propagation d’informations a été étudiée par Kermack et McKendrick [63] dans le cas de diffusion de
maladies. Ils proposent un modèle compartimental épidémiologique où l’infection est définie comme un état
possible pour un individu, susceptible de passer, selon certaines probabilités d’un état à un autre. Dans leur
papier, ils distinguent 3 états possible pour un individu :
— Susceptible : l’individu n’a pas déclaré de maladie
— Infecté : l’individu a été atteint et a contracté la maladie
— Rétabli : l’individu n’est plus malade, ce qui implique soit la mort de l’individu, soit le développement
d’une immunité
Certaines études [5, 55] proposent d’autres états pour décrire l’état d’infection d’un individu. Ils diffé-
rencient notamment l’immunité innée transmise de la mère à l’enfant à celle acquise ou encore un temps
d’exposition durant lequel un individu peut être atteint mais ne pas avoir atteint le stade ou la maladie est
déclarée.
La figure 3.3 présente une chaîne de Markov représentant les différents échanges possibles entre compar-
timents où :
— S correspond à l’état susceptible
— I correspond à l’état infecté
— R correspond à l’état retiré, signifiant la mort
— P correspond à l’état protégé, signifiant une immunité acquise
— le nombre sur les arêtes correspond à la probabilité du passage d’un état à un autre
Dans l’exemple donné nous remarquerons qu’il n’est pas possible de passer de certains stades à d’autres.
Ainsi, il n’est pas possible de passer du stade infecté à susceptible, l’individu ayant développé une maladie
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Figure 3.3 – Chaîne de Markov représentant les changements d’état possible pour un individu par rapport
à une maladie.
étant considéré comme protégé (du moins pendant un certain temps, l’immunité acquise n’étant pas définitive,
un individu ayant acquis l’immunité pouvant repasser à l’état susceptible). Il n’est également pas possible de
passer de l’état susceptible à l’état protégé, ce qui correspondrait à la vaccination de l’individu.
Dans le cadre de cette thèse nous considérons uniquement l’infection comme une fonction d’étiquetage
définissant l’état d’un noeud par rapport à un événement.
Définition 3.1. L’infection correspond à une fonction d’étiquetage I(v) de tout noeud u ∈ V .
Nous prendrons en compte seulement les états infectés et susceptibles et la transition de l’état susceptible
vers l’état infecté. En effet, dans le cadre d’événements économiques nous considérerons qu’un noeud, une
fois en connaissance d’un événement donné, ne peut pas oublier l’information correspondant à un événement.
Les noeuds infectés ne pourront donc pas revenir vers l’état susceptible.
Définition 3.2. Un noeud est dit infecté lorsqu’il est concerné par un événement.
Définition 3.3. Un noeud est dit susceptible lorsqu’il n’est pas concerné par un événement.
En conséquence, un noeud u ∈ V est soit dans l’ensemble des Noeuds Infectés I ou dans l’ensemble des
Noeuds Susceptibles I, les ensembles Infectés et Susceptibles étant disjoints, I ∩ I = ∅,I ∪ I ≡ V . À chaque
étape de diffusion de l’information, un noeud u est soit infecté, u ∈ I, soit susceptible d’être infecté, u ∈ I.
Un noeud infecté est actif : il est considéré comme contagieux et transmet l’information de l’événement à ses
voisins.
L’une des faiblesses des modèles compartimentaux en épidémiologie est de traiter tous les individus de
la même manière, sans prendre en compte les comportements locaux des individus. Plusieurs solutions sont
proposées pour contourner ce problème : créer des classes d’états pour les individus présentant plus ou moins
de risques dans leurs comportements [4] ; prendre en compte les interactions entre individus [87] (en fonction
notamment de la répartition du degré des noeuds).
Une autre option est de prendre en compte directement les réseaux et donc les échanges entre individus
distincts.
3.2.1 Modèles de propagation dans les réseaux
Les modèles de propagations dans les réseaux reposent généralement sur l’infection du réseau à partir de
noeuds sources, qui seraient considérés comme les patients zéros dans le cas d’une maladie.
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Définition 3.4. Un noeud source est un noeud qui est infecté par un événement avant même sa diffusion dans
le réseau. Ainsi tout événement e aura un ensemble de noeuds sources S, les noeuds initialement concernés
par l’événement.
Il y a deux grandes classes de modèles de propagation, les modèles en cascade et les modèles de seuils.
Le modèle en cascade
Le modèle en cascade [42] repose sur l’idée qu’un noeud infecté u ∈ V peut aléatoirement infecté un ou
plusieurs voisins v ∈ Γ(u) via une fonction probabiliste p(u,v). Si à un instant t un voisin devient infecté, il
commence alors lui aussi à potentiellement transmettre l’infection à ses voisins au temps t+ 1 :
∃t,u ∈ It,v ∈ St,∀(u,v) ∈ E, i(u,v)t < p(u,v) ⇒ v ∈ It+1 (3.1)
La figure 3.4 représente comment un noeud peut infecter un autre dans le modèle en cascade. La figure
présente deux étapes de diffusion : l’étape initial t0 et l’étape suivante t1. Chaque arête (u,v) possède une
fonction probabiliste p qui représente la probabilité d’infection et qui est représentée par la pondération sur
l’arête. Le tirage aléatoire de l’infection i(u,v) au temps initial est représenté par les arêtes pointillées.
Au temps initial t0, seul le noeud 0, qui est un noeud source, est infecté. Il va donc tenter de transmettre
l’infection à ses voisins, les noeuds 1 et 2. En accord avec l’équation 3.1 on remarque que le noeud 1 n’est
pas infecté, le tirage aléatoire i(0,1) = 0,4 étant supérieur à la probabilité d’infection p(0,1) = 0,1. Cependant,
l’infection est transmise au noeud 2, le tirage aléatoire i(0,2) = 0,2 étant inférieur à la probabilité d’infection
p(0,2) = 0,3. Le noeud 2 devient ainsi infecté au temps t1 et commence donc à lui aussi effectuer des tirages
pour transmettre l’infection.
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Figure 3.4 – Transmission de l’information dans un modèle en cascade.
Le modèle de seuil
Le modèle de seuil [45] repose sur un procédé de percolation.
Définition 3.5. Une percolation correspond à une transition d’un état à un autre suite au franchissement
d’un seuil.
Ainsi chaque noeud du graphe u ∈ V se voit associé une fonction seuil s(u) qui lui attribue une valeur
numérique. Dans le modèle de seuil, les noeuds infectés u ∈ I transmettent une information à leur voisin
v ∈ Γ(u) sur les arêtes via une pondération w(u,v). Si v n’est pas infecté à une étape t et que la somme du
poids des arêtes venant des voisins infectés est supérieure au seuil s(v), v devient infecté :
∃t,v ∈ St,∀u ∈ It,(u,v) ∈ E,
∑
w(u,v) > s(v) ⇒ v ∈ It+1 (3.2)
La figure 3.5 représente la propagation de l’information dans un petit réseau. Chaque arête possède une
valeur numérique symbolisant le poids de l’information w potentiellement transmise au noeud destinataire si
la source de l’arête est infectée. Chaque noeud a sa propre valeur de seuil s(v), présentée dans le tableau 3.1.
Lors de l’étape initiale t0, seul le noeud 0 est infecté. Selon l’équation 3.2, au temps t+1 le noeud 1 devient
infecté car il reçoit un poids d’information suffisamment important -w(0,1) = 0,6) au regard de sa valeur seuil
(s(1) = 0,3). Le noeud 2 n’est quant à lui pas infecté lors de cette étape. Cependant, lors de l’étape t1, le
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noeud 1 va infecté les noeuds 3 et 5. Cette situation va conduire, lors de l’étape t2, à l’infection du noeud
2. En effet, la somme des informations transmises par ses voisins 0 et 3 (w(0,1) + w(3,1) = 0,2 + 0,4 = 0,6)
est supérieure à la valeur seuil du noeud 2 (s(2) = 0,5). La propagation de l’infection s’arrête d’elle-même à
l’étape t3, aucun nouveau noeud n’étant infecté à l’issue de la transmission des informations.
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Figure 3.5 – Transmission de l’information dans le modèle de seuil.
v s(v)
0 0,4
1 0,3
2 0,5
3 0,2
4 0,6
5 0,3
6 0,2
Tableau 3.1 – Seuils des noeuds.
Généralement le poids des arêtes est calculé aléatoirement en fonction des réseaux. Une autre solution
est d’utiliser les poids présents dans les réseaux pondérés pour calculer la propagation [113]. L’étude de la
propagation dans de tels réseaux montre que le temps de diffusion dépend du degré des noeuds, du poids des
arêtes et des voisins infectés.
La méthode de calcul du seuil est aussi un paramètre important de la propagation. Il peut être fixe
[101] ou défini aléatoirement [69, 7]. De nombreuses variations existent, par exemple en fonction des données
géographiques [15] ou du degré de voisinage des noeuds dans le réseau [89].
Lu et al. ont démontré que le modèle de seuil est déterministe pour un seuil fixe [76].
Dans le cadre de cette thèse nous cherchons à développer de nouveaux modèles basés sur celui de seuil.
En effet, notre objectif premier est d’avoir un modèle qui se comporte toujours de manière identique afin de
pouvoir définir quels noeuds sont impactés par un événement donné.
3.2.2 Problèmes de propagation
Parmi les problèmes connus sur l’infection de réseaux, Kempe et al. [60] proposent d’étudier le problème
de maximisation de l’influence (en anglais Influence Maximization Problem).
Définition 3.6. Le problème de maximisation de l’influence consiste à choisir un ensemble VS de noeuds
sources de cardinalité fixe de telle sorte que l’ensemble des noeuds infectés I soit de cardinalité maximale
quand le processus de propagation s’arrête.
Le problème d’optimisation est NP-Difficile dans le cas général [60, 61]. Un exemple est montré en figure
3.6. Le nombre de noeuds sources choisi est égal à deux, le modèle est un modèle de seuil dont la valeur est
fixée à 0,3 pour chacun des noeuds. Dans l’exemple présenté, avec une cardinalité de l’ensemble des noeuds
136
sources égale à 2, on voit que les résultats sont sensibles au choix des noeuds sources utilisés pour initialiser
le problème : dans le cas de l’exemple de gauche, l’initialisation a lieu sur l’ensemble {4,5} et la propagation
s’arrête avec 7 noeuds infectés {1,2,3,4,5,6,8} tandis que si l’initialisation a lieu sur l’ensemble {0,9} la
propagation s’arrête avec 5 noeuds infectés {0,1,3,7,9}. Dans ce cas, les résultats sont plus satisfaisants pour
l’exemple de gauche.
L’un des exemples applicatifs de ce problème est la publicité, où l’on cherche à faire connaître un produit
à un maximum de monde en offrant par exemple ce produit à un nombre limité de personnes initiales, qui se
chargeront de sa publicité sur les réseaux sociaux.
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Figure 3.6 – Exemple de propagation pour le problème de maximisation de l’influence avec un modèle de
seuil où les seuils sont fixés à 0,3 pour tous les noeuds.
Des variantes de ce problème sont également étudiées. Ainsi on peut chercher à minimiser l’influence [118],
l’exemple donné étant de celui d’une société qui doit, dans un cas de surcharge, couper l’accès à certains de
ses clients. Dans ce cas, elle va chercher à identifier ceux qui auront le moins d’impact sur son image.
Une autre variation très intéressante est l’influence compétitive [13, 44]. Un exemple de l’influence com-
pétitive est celui du vote par référendum. Tout votant ayant le choix de voter oui ou non, les partisans du
oui vont s’opposer aux partisans du nom en cherchant à infecter le maximum de votants du réseau. Dans ce
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cas de figure Calio et Tagarelli [21] proposent également un état où le votant est infecté mais non actif : il a
déjà choisi son vote, mais ne communique pas dessus et n’influence donc pas ses contacts.
Parmi les autres problèmes de informations sur les réseaux on notera également celui d’identification des
sources [67] où l’objectif est de déterminer l’ensemble des noeuds sources d’un événement. La résolution de
tels problèmes peut par exemple s’appliquer à la détermination des personnes à l’origine de la diffusion d’une
fausse informations dans un réseau social.
Nous noterons également, parmi les problèmes d’identification étudiés, ceux qui concernent des noeuds
caractéristiques.
On notera notamment le problème des noeuds influents [95]. Ce sont des noeuds qui ont un fort impact
sur la diffusion car ils ont généralement un grand voisinage et une pondération importante est présente sur
leurs arêtes sortantes. Dans le cadre du problème de maximisation de l’influence, ces noeuds ou leurs proches
voisins sont par exemple étudier en premier lieu car ils auront un impact certain sur le réseau.
On notera également l’identification de noeuds critiques [75], des noeuds par lesquels la diffusion de
l’infection à de fortes probabilités de passer. Un des intérêts de l’étude de ces noeuds critiques est d’identifier
les personnes à vacciner pour stopper la diffusion d’une maladie. Un exemple est donné en figure 3.7. Dans
ce cas précis on voit que seuls les noeuds X et Y connectent les deux communautés. Ainsi, si une maladie
se déclare dans la communauté bleue, la vaccination des noeuds X et Y permet d’éviter que la maladie se
propage à la communauté rouge.
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Figure 3.7 – Graphe exemple pour l’intérêt de l’identification de noeuds critiques.
L’étude de la propagation dans les réseaux peut aussi viser à évaluer la pondération des liens [43]. En
effet, dans des graphes initialement non pondérés, on peut chercher à définir une pondération sur les arêtes
en fonction des propagations observées.
Un problème très intéressant est proposé par Mehmood et al. [81], le problème de cascade typique (en
anglais Typical Cascade Problem) : il s’agit de trouver, pour un ensemble de noeuds sources donnés, quels
noeuds seront les plus susceptibles d’être infectés dans le cas d’une propagation sur le modèle de cascades.
Pour résoudre ce problème, le papier propose d’utiliser plusieurs propagations aléatoires, et de calculer la
distance de Jaccard 1 entre chacune d’elles. L’ensemble des noeuds minimisant les distances de Jaccard est
considéré comme le résultat de la propagation typique issue des noeuds sources.
La figure 3.8 présente différentes propagations pour un même graphe et un ensemble de noeuds sources
{X,Y }. L’intérêt de l’étude du problème de cascade typique est de faire ressortir les noeuds souvent impactés
à partir de l’ensemble initial. Ainsi, l’ensemble de noeuds {1,2,3,6}, qui est constitué des noeuds présents 2
ou 3 fois dans les propagations figure 3.8, peut être considéré comme un ensemble de noeuds typiquement
infectés après une propagation sur le modèle en cascade.
1. La distance de Jaccard est une mesure de la différence entre deux ensembles, elle est égale à 0 si les ensembles sont
équivalents, 1 si les ensembles sont disjoints.
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Figure 3.8 – Présentation de différentes propagations pour le problème de cascade typique.
Les problèmes de propagation sont étudiés dans les réseaux hétérogènes [72, 73]. Dans ces réseaux les
noeuds sont étiquetés, ils possèdent donc un type les classant en catégories qui influencent directement la
propagation. Les problèmes étudiés sont généralement des problèmes d’infections ciblées [48] où l’on cherche
à atteindre une certaine catégorie de population du graphe. Ce type d’étude peut être rapproché de modèles
multi-agents [57], où chaque noeud possède un comportement personnel.
Les problèmes de propagation ont également été étudiés dans les réseaux financiers et notamment dans
le milieu bancaire [25, 62]. L’intérêt de l’étude de propagation dans ces réseaux est d’étudier les faillites
découlant des différents échanges boursiers [82].
La topologie de ces réseaux est particulièrement étudiée. Ainsi Brusco et Castiglionesi [20] étudient l’in-
terdépendance et la robustesse de deux régions différentes liées par un marché de dépôts interbancaires tandis
que Kantemirova et al. [58] proposent une étude de la formation de réseaux économiques.
D’autres graphes économiques ont été construits, par exemple des graphes de sociétés [6] ou d’échanges
commerciaux entre pays [37]. Sur ces graphes les noeuds sont de même type (sociétés, pays), et ne sont donc
pas hétérogènes dans le sens d’un étiquetage de noeuds.
3.3 Problème de classification de l’infection
Dans le cas de ReportLinker nous avons un multi-graphe dirigé, étiqueté et pondéré qui représente un
monde socio-économique. L’idée est d’utiliser un modèle de propagation afin de déterminer, pour un événe-
ment donné, quels noeuds sont impactés. On se rapproche donc du problème de cascades typiques [81], où
le but est de déterminer quels noeuds sont généralement impactés à partir de sources définies. La principale
différence vient du fait que l’événement sera lui aussi étiqueté. En effet, deux événements de types distincts,
ayant les mêmes sources, doivent potentiellement impacter des noeuds différents.
Par exemple, on pourrait prendre en considération deux événement ayant pour noeuds sources une en-
treprise et une ville. Le premier événement serait de type changement de QG tandis que le second serait de
type fermeture d’usine. Bien que les noeuds sources soient identiques on ne s’attend pas à ce que les noeuds
infectés soit les mêmes.
La figure 3.9 représente cette situation. L’étiquetage des noeuds est défini en fonction de la couleur. Pour
l’ensemble des noeuds sources {X,Y } on remarque que la propagation observée/souhaitée est différente en
fonction du type d’événement. Ainsi l’événement de type changement de QG aura un impact plus important
sur les lieux affiliés aux noeuds sources tandis que l’événement de type Fermeture d’usine aura un impact
plus important sur les noeuds économiques liés aux noeuds sources.
Afin de déterminer si les modèles testés proposent de bonnes modélisations de la propagation, dans le
graphe de ReportLinker, nous avons défini le problème de classification de l’infection.
Définition 3.7. Le problème de classification de l’infection consiste à déterminer, pour tout noeud cible
u ∈ C, si u ∈ I pour un événement e.
Ainsi, un événement est défini par un ensemble de noeuds sources et une étiquette que nous nommerons
le type (de l’événement).
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Figure 3.9 – Exemple de propagations pour deux événements différents avec des noeuds sources identiques.
Définition 3.8. Un événement e dans le problème de classification de l’infection est défini par :
— un ensemble e.S ou S qui représente les noeuds sources de l’événement
— une étiquette e.type qui correspond au type de l’événement
Nous définissons également un ensemble de noeuds cibles C. Les noeuds appartenant à cet ensemble
serviront de témoins et permettront de dire si le modèle de propagation a infecté les bons noeuds
Définition 3.9. Un noeud cible u ∈ C est un noeud dont on veut que l’état soit à une certaine valeur à la
fin de la propagation. Ainsi, l’ensemble des noeuds cibles C est composé de deux sous-ensembles disjoints CI
et CI représentant respectivement l’ensemble des noeuds que l’on souhaite voir infectés ou non à la fin de la
propagation.
Ainsi, un modèle de propagation devant résoudre le problème de classification de l’infection prend en entrée
un événement e et un ensemble C. Il fournit en sortie deux ensembles de noeuds, Itf et Itf , correspondant à
l’état des noeuds, infecté ou non, lorsque la propagation s’arrête à l’étape finale tf .
Nous pouvons alors évaluer la performance de chaque modèle en comparant les ensembles de noeuds
retournés par le modèle au résultat attendu en utilisant l’ensemble des noeuds cibles.
On classe ainsi les noeuds en 4 ensembles : vrais positifs, faux positifs, faux négatifs et vrais négatifs.
Définition 3.10. Un noeud n appartient à l’ensemble des vrais positifs V P s’il est infecté à la fin de la
propagation et qu’il devait être infecté, n ∈ CI ,n ∈ Itf ⇒ n ∈ V P .
Définition 3.11. Un noeud n appartient à l’ensemble des faux positifs FP s’il est infecté à la fin de la
propagation alors qu’il ne devait pas être infecté, n ∈ CI ,n ∈ Itf ⇒ n ∈ FP .
Définition 3.12. Un noeud n appartient à l’ensemble des faux négatif FN s’il est n’est pas infecté à la fin
de la propagation alors qu’il devait être infecté, n ∈ CI ,n ∈ Itf ⇒ n ∈ FN .
Définition 3.13. Un noeud n appartient à l’ensemble des vrai négatif V N s’il est n’est pas infecté à la fin
de la propagation et qu’il ne devait pas être infecté, n ∈ CI ,n ∈ Itf ⇒ n ∈ V N .
Ces ensembles nous permettent de calculer deux mesures, la précision et le rappel.
Définition 3.14. La précision offre une évaluation du bruit en calculant le pourcentage de noeuds bien
classés parmi les noeuds infectés :
Pre´cision =
|V P |
|V P | ∪ |FP | (3.3)
La valeur de la précision varie donc de 0 à 1, 0 signifiant qu’aucun noeud devant être infecté ne l’a été tandis
que 1 signifie qu’aucun noeud n’a été considéré comme infecté à tort.
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Définition 3.15. Le rappel offre une évaluation du silence en calculant le pourcentage de noeuds infectés
parmi ceux qui sont censés l’être :
Rappel =
|V P |
|V P | ∪ |FN | (3.4)
La valeur du rappel varie donc de 0 à 1, 0 signifiant qu’aucun noeud devant être infecté ne l’a été tandis que
1 signifie qu’aucun noeud n’a été considéré comme non-infecté à tort.
La moyenne harmonique de ces mesures, appelée la F-mesure, permet d’évaluer la réponse d’un modèle
face à une instance du problème de classification de l’infection.
Définition 3.16. La F-mesure offre une évaluation du problème de classification de l’infection :
F −mesure = 2 · pre´cision · rappel
pre´cision+ rappel
(3.5)
La valeur de la F-mesure varie donc de 0 à 1, 0 signifiant qu’aucun noeud devant être infecté ne l’a été tandis
que 1 signifie que l’ensemble des noeuds a été correctement classifié.
La figure 3.10 présente les résultats sur les graphes de deux modèles de diffusion différents, les résultats
pour le problème de classification de l’infection sont présentés dans le tableau 3.2. Dans l’exemple proposé,
on constate que le modèle 1 donne de meilleurs résultats aussi bien en termes de bruit que de silence. En
conséquence c’est ce modèle qui obtient le meilleur résultat, représenté par la valeur de la F-mesure.
0 1
2
3 45
6
7
8
9
10
1112
13
14
15
Modèle 1
0 1
2
3 45
6
7
8
9
10
1112
13
14
15
Modèle 2
Source
Vrai Positif
Faux Positif
Faux Négatif
Vrai Négatif
Figure 3.10 – Exemple de propagations sur deux modèles différents pour un même événement.
modèles V P FP FN V N Précision Rappel F-mesure
1 6 2 1 5 0,75 0,86 0,8
2 5 3 2 4 0,63 0,71 0,67
Tableau 3.2 – Résultats de deux modèles pour le problème de classification de l’infection en fonction de la
figure 3.10.
3.4 Modèles pour le problème de classification de l’infection
Pour résoudre le problème de classification de l’infection, nous avons commencé par développer des modèles
basés sur le modèle de seuil linéaire [45]. Ce choix a été motivé par l’adaptation d’un graphe fixe à un
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événement typé par des fonctionnalités permettant de modifier le graphe en fonction des types d’infections.
En effet, le graphe de ReportLinker étant déjà pondéré, nous pouvons utiliser une variation des poids, déjà
présents sur les arêtes et les noeuds, pour maximiser les résultats obtenus par les modèles de diffusions pour
le problème de classification de l’infection.
Le modèle de seuil étant déterministe pour un seuil fixe [76], cela nous garantit des résultats toujours
identiques. Ceci nous permet de paramétrer au mieux les fonctionnalités que nous avons développés pour
permettre aux modèles d’adapter le graphe au type de l’événement.
3.4.1 Fonctionnalités des modèles
Les fonctionnalités développées dans le cadre de nos modèles sont des fonctions paramétriques permettant
d’utiliser les données présentes dans le graphe telles que le poids, le type des liens ou des noeuds ou encore
la distance aux noeuds sources. Ces fonctionnalités ont été crées afin d’améliorer le score de chaque modèle
pour le problème de classification de l’infection.
Calcul du seuil
Afin d’adapter la valeur de seuil de chaque noeud u en fonction de l’événement, nous utilisons le type de
l’événement e.type et le type du noeud u.type.
En fonction des paramètres fournis, la fonctionnalité de calcul de seuil produit une pondération p(e.type,u.type)
sous la forme d’un pourcentage. Ce pourcentage s’applique alors sur la valeur du seuil de chaque noeud s(u),
définissant ainsi un nouveau seuil sn(u) adapté au type de l’événement. L’équation 3.6 présente la méthode
de calcul du nouveau seuil sn pour le noeud u, pondéré en fonction du type de l’événement e.
∀u ∈ V,e, sn(u) = p(e.type,u.type) · s(u) (3.6)
La fonction de pondération p(e.type,u.type) va chercher la valeur du pourcentage dans une matrice définie.
S’il n’existe pas d’entrée pour la valeur des paramètres, ce sont des valeurs seuil par défaut qui sont appliquées.
L’un des intérêts du problème de classification de l’information est de définir les bonnes pondérations de seuil
en fonction des types d’événements étudiés.
La figure 3.11 propose un exemple de propagation sur laquelle on va utiliser la fonctionnalité de calcul
de seuil. En effet, si l’on se place dans le contexte d’un événement e de type acquisition d’une société, les
noeuds sources de l’événement e.S seront des noeuds de types organisation. On va donc chercher à favoriser
les noeuds de type organisation, car il y a des chances que les organisations devant être impactées dans
le cadre du problème de classification de l’infection soient des sociétés ayant un lien avec les sources e.S.
En contre-partie, les noeuds de types lieu et personne ont moins de chances d’être concernés par ce type
d’événement, on va donc augmenter la valeur seuil de ces types de noeuds. Ce cas de figure est représenté par
la matrice présentée dans le tableau 3.3. Les noeuds de types produit et secteur n’étant pas pris en compte
dans la matrice, le modèle prendra la valeur par défaut, soit 100% de la valeur seuil.
La conséquence de ces variations de seuil est présentée dans la figure 3.11. Avant l’utilisation de la
pondération du seuil le noeud IBM n’est pas atteint alors qu’il doit théoriquement l’être et le noeud USA
est atteint alors qu’il ne doit pas l’être (partie gauche). L’utilisation de la fonctionnalité de calcul de seuil
adapté à l’événement permet de corriger ces problèmes. En effet, l’application de cette fonctionnalité permet
de mieux catégoriser l’état final de ces noeuds, augmentant ainsi le score du modèle (pour problème de
classification de l’infection).
e.type u.type pondération (%)
acquisition d’une société organisation 70
acquisition d’une société lieu 120
acquisition d’une société personne 120
Tableau 3.3 – Matrice de pondération pour la fonction de calcul de seuil.
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Figure 3.11 – Exemple représentant l’influence de la pondération sur le calcul du seuil.
Calcul du poids des arêtes
Afin d’adapter la propagation sur les arêtes (u,v) en fonction de l’événement, nous utiliserons le type de
l’événement e.type, le type de l’arête (u,v).type ainsi que les types des noeuds de l’arête (u.type et v.type).
En fonction des paramètres fournis, la fonctionnalité d’adaptation du poids des arêtes produit une pon-
dération p(e.type,u.type,(u,v).type,v.type) sous la forme d’un pourcentage. Ce pourcentage s’applique alors
sur le poids de l’arête w(u,v), définissant ainsi un nouveau poids wn(u,v) adapté au type de l’événement.
L’équation 3.7 présente la méthode de calcul du nouveau poids wn pour l’arête (u,v) pondéré en fonction du
type de l’événement e.
∀u,v ∈ V,(u,v) ∈ E,e, wn(u,v) = p(e.type,u.type,(u,v).type,v.type) · w(u,v) (3.7)
La fonction de pondération p(e.type,u.type,(u,v).type,v.type) va chercher la valeur du pourcentage dans
une matrice définie. S’il n’existe pas d’entrée pour la valeur des paramètres, ce sont les poids par défaut
qui sont appliqués. L’un des intérêts du problème de classification de l’information est de définir les bonnes
pondérations d’arête en fonction des types d’événements étudiés.
La figure 3.12 propose un exemple de propagation sur laquelle on va utiliser la fonctionnalité de calcul
du poids de l’arête. En effet, si l’on se place dans le contexte d’un événement e de type acquisition d’une
société, les noeuds sources de l’événement e.S seront des noeuds de type organisation. On va donc chercher
à favoriser les relations entre organisations, et plus spécifiquement celles qui sont en relation de concurrence.
En contre-partie les relations de type organisation vers lieu ont moins de chance d’être significatives dans le
cadre d’un événement de type acquisition d’une société. En conséquence, on va diminuer le poids de ces liens.
Ce cas de figure est représenté par la matrice du tableau 3.4.
La conséquence de ces variations de seuil est présentée dans la figure 3.12. Avant l’utilisation de la
pondération du poids de l’arête, le noeud IBM n’est pas atteint alors qu’il doit l’être et le noeud L.A. est
atteint alors qu’il ne doit pas l’être (partie gauche). En conséquence, l’utilisation de la fonctionnalité de
calcul du poids de l’arête adapté à l’événement permet de corriger ces problèmes, augmentant ainsi le score
du modèle qui applique cette fonctionnalité au problème de classification de l’infection.
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Figure 3.12 – Exemple représentant l’influence de la pondération sur le calcul du poids de l’arête.
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e.type u.type (u,v).type v.type pondération (%)
acquisition d’une société organisation concurrent organisation 150
acquisition d’une société organisation contexte organisation 120
acquisition d’une société organisation contexte lieu 80
Tableau 3.4 – Matrice de pondération pour la fonction de calcul du poids de l’arête.
Valeur d’infection
Afin de représenter l’impact de l’événement sur un noeud u nous avons proposé de prendre en considération
le rapport entre la valeur des infections entrantes et celle du seuil : plus un noeud u est impacté, plus il
impactera les autres noeuds.
Nous définirons l’exposition e(u) d’un noeud comme la somme du poids de ses arêtes entrantes dont ses
voisins sont infectés :
∀u,v ∈ V,(v,u) ∈ E,v ∈ It, e(u) =
∑
wn(v,u)
Ainsi l’infection it(u) d’un noeud sera définie par le rapport entre l’exposition et le seuil du noeud u au
temps t. L’équation 3.8 présente la méthode de calcul de l’infection it(u) pour le noeud u au temps t.
it(u) =
et(u)
s(u)
(3.8)
L’infection sera ensuite utilisée comme coefficient sur les arêtes sortantes de u au temps t+1. On peut
alors reprendre le calcul de l’exposition, présenté dans l’équation 3.9, pour l’adapter à la valeur de l’infection
des chacun des noeuds voisins infectés.
∀u,v ∈ V,(v,u) ∈ E,v ∈ It, et(u) =
∑
(wn(v,u) · it−1(v)) (3.9)
Un noeud sera donc infecté dès lors que sa valeur d’infection sera supérieure à 1. En conséquence, on
évaluera l’infection des noeuds sources à 1 lors de la première étape de propagation de l’information.
La figure 3.13 propose un exemple de propagation sur laquelle on va utiliser la prise en compte de la valeur
de l’infection. Si initialement (partie gauche) le noeud 2 est infecté il ne ne fait que transmettre l’information
qu’il est infecté à son voisin (le noeud 3), il ne l’infecte pas.
L’utilisation de la valeur d’infection change la situation (partie droite). En effet on calcule alors l’infection
du noeud 2 via le rapport entre son exposition, égale à 0,4, et celle de son seuil, égale à 0,2. Le noeud 2 est
donc bien infecté, avec une valeur d’infection de 0,40,2 = 2.0. Par conséquent il transmettra une infection deux
fois plus importante sur ses arêtes sortantes. Ainsi, l’arête le liant au noeud 3 aura un poids doublé.
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Figure 3.13 – Exemple représentant la prise en compte de la fonctionnalité de valeur d’infection.
L’une des conséquences de l’utilisation de la valeur d’infection est qu’une propagation dans un réseau
peut être infinie. En effet, dans toute composante fortement connexe infectée du graphe, les noeuds infectés
vont voir leur score d’infection continuer à croître.
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La figure 3.14 présente un exemple où la propagation est infinie. En effet, si l’on regarde la composante
fortement connexe qui contient les noeuds 1, 2 et 3, on remarque que ces noeuds ont une influence les uns
sur les autres. En conséquence, dès que le noeud 1 est infecté il transmet l’infection au noeud 2, qui va le
transmettre au noeud 3, qui transmettra au noeud 1. Dans le cas d’une propagation sans valeur d’infection,
la propagation s’arrêterait à l’étape (d), aucun nouveau noeud n’étant infecté. Dans le cas d’une propagation
avec valeur d’infection, la propagation se poursuivra à l’infinie car après l’infection du noeud 3 et transmission
de la valeur d’infection au noeud 1, le noeud 1 ré-évaluera sa valeur d’infection. Cette dernière ayant changé,
il transmettra sa nouvelle valeur d’infection, ce qui changera celle du noeud 2, qui transmettra au noeud 3
et ainsi de suite.
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Figure 3.14 – Exemple de propagation infinie due à la fonctionnalité de la valeur d’infection.
Pour éviter la situation où une propagation se continue de manière infinie due aux changements de score
d’infection des noeuds, plusieurs solutions peuvent être envisagées :
— Stopper la propagation après un certain nombre d’étapes
— Stopper la propagation dès lors qu’il n’y a pas de nouveaux noeuds infectés après une certaine étape
— Ajouter une fonctionnalité d’infection maximale, ce qui permet une terminaison 2
Fonction d’utilité
Afin de représenter la distance entre l’événement e et un noeud u nous utilisons une fonction d’utilité qui
représente la proximité entre l’événement et le noeud. L’idée est de diminuer proportionnellement la valeur
d’infection transmise sur les arêtes en fonction de la distance du noeud à l’origine de l’événement.
Nous définirons donc l’utilité d’un noeud v comme une fonction u(v) prenant en compte la distance du
noeud v à l’événement e. La distance est représentée par le plus court chemin pcc entre un noeud de l’ensemble
des noeuds sources e.S et le noeud v. La fonction d’utilité est donc un fonction mathématique, différente pour
chaque modèle, qui renvoie une valeur en fonction de l’entier calculé à partir du plus court chemin pcc(v,e.s).
Le calcul de la fonction d’utilité est présenté dans l’équation 3.10.
∀v ∈ V,u ∈ e.S,pcc(u,v) ∈ R, u(v) = math(pcc(u,v)) (3.10)
Cette fonction d’utilité est ensuite appliquée sur les arêtes sortantes du noeud infecté, changeant l’éva-
luation de l’exposition du noeud distant. Ce calcul est présenté dans l’équation 3.11.
∀u,v ∈ V,(v,u) ∈ E,v ∈ It, et(u) =
∑(wn(v,u) · it−1(v)
u(v)
)
(3.11)
La figure 3.15 présente un exemple de l’application de la fonction d’utilité. Dans l’exemple, la fonction
mathématique choisie est celle de la fonction carré 2n, appliquée sur la distance à la source moins 1 (n =
pcc− 1). Ainsi, sans l’utilisation de la fonction d’utilité (partie gauche), tous les noeuds se trouvent infectés.
Avec l’utilisation de la fonction d’utilité (partie droite), on remarque que l’exposition des noeuds diminue
avec la distance au noeud source 0. Ainsi l’exposition ne change pas pour le noeud 1, 20 = 1, elle est divisée
par 2 pour le noeud 2, 21 = 2, et par 4 pour le noeud 3, 22 = 4. Dans ce cas de figure, le noeud 3 ne reçoit
plus une exposition suffisante pour être infecté.
2. Dans le pire des cas l’ensemble des noeuds du graphes sont infectés avec la valeur d’infection maximale.
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Figure 3.15 – Exemple représentant la prise en compte de la fonctionnalité d’utilité.
Le calcul du plus court chemin entre un noeud v et l’ensemble des noeuds sources e.S repose sur la
distance minimale avec tout noeud de l’ensemble e.S en passant par un chemin constitué uniquement par
des noeuds infectés. Ainsi dans la figure 3.16 (a), la plus courte distance pour le noeud 2 est 1 (le chemin
à partir du noeud source 1, passant par le noeud 3, étant plus long). Dans la figure 3.16 (b), la distance la
plus courte pour le noeud 4 est de 3, bien que dans le graphe il soit de 2 (cependant le noeud 3 n’étant pas
infecté, il ne peut pas être pris en compte dans le calcul du plus court chemin). Si le noeud 3 venait à être
infecté plus tard, la valeur de la plus courte distance du noeud 4 changerait alors, ce qui entraînerait une
augmentation de l’exposition des noeuds voisins du noeud 4 en accord avec l’équation 3.11.
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Figure 3.16 – Exemples du plus court chemin pour un noeud en fonction de l’ensemble des noeuds sources.
3.4.2 Méthode de diffusion
Pour diffuser l’infection, nous utilisons le modèle Pregel [77]. Le modèle Pregel permet l’échange d’in-
formations entre noeuds du graphe. Un noeud actif envoie des messages à ses voisins. Les messages sont
agrégés en un seul message par noeud, ce message étant utilisé pour déterminer quels noeuds seront ensuite
actifs. Dans notre cas, les noeuds actifs seront les noeuds infectés. Ainsi, par convention, lors de la première
itération, ce seront les noeuds sources de l’événement qui seront actifs.
Le modèle Pregel fonctionne par itérations, chacune d’elles étant divisée en 3 étapes :
1. Les noeuds infectés envoient un message à leurs voisins, correspondant au rapport entre leur infection
et la distance à la source
2. Les messages sont agrégés en un seul pour chacun des noeuds, déterminant ainsi l’exposition des
noeuds
3. Chaque noeud compare la valeur du message agrégé et celui de son seuil, ce qui permet de définir s’il
sera actif dans la prochaine itération
La figure 3.17 présente les étapes du modèle Pregel. Chaque itération passe par chacune des 3 étapes
présentées. La première étant celle où les noeuds infectés transmettent à l’ensemble de leur voisin l’infection.
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La seconde étape consiste au calcul, pour chacun des noeuds du graphe, de leur exposition en accord avec
l’équation 3.11. La troisième et dernière étape de l’itération étant celle de la comparaison entre la valeur
d’exposition calculée à l’étape précédente et celle du seuil du noeud. Si la valeur d’exposition est supérieure
ou égale à son seuil, le noeud sera infecté à la prochaine itération. Il transmettra donc sa valeur d’infection
à l’étape 1. Dans le cas contraire, le noeud ne sera pas infecté et ne transmettra aucune information.
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Figure 3.17 – Étapes Pregel pour le modèle de seuil
Le modèle Pregel s’arrête lorsque plus aucun noeud n’est actif. Dans notre situation, les noeuds actifs
sont ceux qui sont infectés, ce qui implique que le calcul n’est pas censé se terminer. Pour terminer le calcul
nous pouvons utiliser soit une limitation du nombre d’étapes, soit une terminaison calculée en fonction des
noeuds infectés. Dans le second cas la terminaison est obtenue lorsqu’aucun nouveau noeud n’a été infecté
ou alors lorsque les valeurs d’exposition n’ont pas changé entre deux étapes.
3.4.3 Modèle linéaire de seuil hybride
Du fait des caractéristiques intrinsèques au graphe (une pondération étant utilisée aussi bien sur les arêtes
que sur les noeuds), nous avons été amené à développer deux nouveaux modèles de seuils qui se distinguent
par leur méthode de calcul.
Le premier modèle se nomme le modèle de seuil hybride. Le calcul du seuil dans ce modèle repose sur un
pourcentage de la somme totale des liens entrants. Ce pourcentage est appliqué après avoir préalablement
changé la valeur du poids des arêtes en accord avec les différents types (voir équation 3.7).
L’équation 3.12 présente le calcul du seuil pour le modèle de seuil hybride.
∀u,v ∈ V,(u,v) ∈ E,v ∈ Γ(u),e, s(u) = p(e.type,u.type) ·
∑
wn(v,u) (3.12)
3.4.4 Modèle de seuil adapté
Le second modèle que nous avons développé se nomme le modèle de seuil adapté. Contrairement aux
modèles de seuils basés sur les liens entrants, le calcul du seuil dans ce modèle repose sur un pourcentage
appliqué au poids du noeuds (le pourcentage étant défini en fonction du type du noeud et de l’événement).
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L’équation 3.13 présente le calcul du seuil pour le modèle de seuil adapté.
∀u ∈ V,e, s(u) = p(e.type,u.type) · w(u) (3.13)
Étant donné que les valeurs de seuils sont calculées de manière différente pour les noeuds, la fonction de
pondération ne doit pas être la même pour les deux modèles.
Ainsi, pour le modèle de seuil hybride, la pondération sera calculée avec un pourcentage relativement
faible, représentant la quantité de voisins du noeud devant être infectés pour que le noeud le devienne à son
tour. Dans le cas d’un événement neutre sur un noeud de type neutre, la valeur par défaut est fixée à 20%
de la somme des poids des liens entrants.
Pour le modèle de seuil adapté, la pondération est différente car elle se rapporte au poids du noeud. Ainsi,
dans le cas d’un événement neutre sur un noeud de type neutre, la valeur par défaut est fixée à 100% du
poids du noeud.
3.5 Expérimentations
Nous avons souhaité évaluer nos modèles de diffusion sur le graphe de données de ReportLinker. Pour cela
nous avons défini plusieurs événements avec des analystes de ReportLinker. Les analystes devaient définir,
dans la liste des noeuds cibles, quels noeuds étaient impactés pour un événement donné.
3.5.1 Données
Le graphe de données d’entités nommées de ReportLinker est un multi-graphe dirigé, étiqueté et pondéré
composé de 3,8 millions de noeuds et de 9,6 millions d’arêtes. Le graphe utilisé représente une situation
économico-sociale en 2016. Les noeuds sont typés, ils peuvent être des organisations (IBM, Mitsubishi, etc.),
des lieux (fleuve Mississippi, Europe, etc.), des personnes (Tim Cook, etc.), des produits (roundup, playsta-
tion, etc.) ou des secteurs industriels (banque, agriculture, etc.).
Les caractéristiques principales du graphe sont présentées dans le tableau 3.5. La première ligne présente
le nombre de noeuds, d’arcs, le plus grand degré (le noeud avec le plus de voisins) et le nombre moyen de
voisins par noeud. La seconde ligne présente le coefficient de clustering, le diamètre et le nombre de noeuds
et d’arcs dans la principale composante connexe.
|V | |E| Degmax Degmoy
3 770 959 9 609 323 222 879 5.10
cluster. coef. diameter |V | ∈ CCmax |E| ∈ CCmax
0.012 15 956 631 7 500 833
Tableau 3.5 – Caractéristiques du graphe de ReportLinker.
Les arêtes possèdent également un type pour représenter les interactions entre deux noeuds. Les arêtes
sont dirigées, principalement parce qu’une arête entre deux noeuds de types différents ne peut pas avoir le
même type. Considérons une relation entre un produit p et une compagnie c ; l’arête (p,c) sera par exemple
de type est produit par, tandis que l’arête (c,p) sera dans ce cas de type fabrique le produit. Il peut également
y avoir plusieurs arêtes entre deux mêmes noeuds, sous condition qu’elles soient d’un type différent : une
compagnie c1 peut avoir des accords de coopération avec une compagnie c2 pour un premier projet et être,
dans le même temps, en compétition avec c2 sur un autre projet. En conséquence, nous aurions deux arcs
de c1 vers c2, avec des poids et types respectifs. Dans cette situation, si c1 est infecté, l’information passera
par les deux arcs mais sera pondérée de manière différente selon les propriétés locales des arcs (à savoir leur
poids et la pondération effectuée en accord avec la fonctionnalité de pondération des arêtes).
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Définition des noeuds cibles
Pour évaluer la qualité des modèles, nous avons défini avec les analystes une liste de 3 792 noeuds considérés
comme importants : ce sont nos noeuds cibles dans le problème de classification de l’infection. Ces noeuds
ont été définis par l’intersection de deux ensembles :
— un premier ensemble composé des 10 000 noeuds les plus importants en termes de poids de noeuds
w(u)
— un second ensemble composé des 10 000 noeuds les plus importants en termes de poids de liens entrants
w(v,u)
Pour chaque événement, les analystes doivent donc définir quels noeuds cibles sont concernés. Ce sont
ces noeuds qui permettent d’évaluer les modèles (pour le problème de classification) une fois que la diffusion
s’est arrêtée.
3.5.2 Intérêt des fonctionnalités
Nous avons premièrement cherché à évaluer les fonctionnalités que nous avons développées pour les mo-
dèles. Pour tester ces fonctionnalités nous avons défini, avec l’aide de deux analystes, deux événements :
Kartina et Bayer-Monsanto
L’ouragan Katrina
Nous avons souhaité simuler les conséquences de l’impact de l’ouragan Katrina qui a frappé la Nouvelle-
Orléans en 2005. Nous avons défini l’événement comme une infection avec :
— un ensemble de noeuds sources e.S composé des noeuds
— Nouvelle-Orléans, lieu
— Louisiane, lieu
— catastrophe naturelle comme type d’événement e.type
Le rachat Bayer-Monsanto
Nous avons cherché à simuler les conséquences de l’acquisition de Monsanto par Bayer. Nous avons défini
l’événement comme une infection avec :
— un ensemble de noeuds sources e.S composé des noeuds
— Bayer, organisation
— Monsanto, organisation
— relation économique comme type d’événement e.type
Définition des instances du problème
Le tableau 3.6 présente, pour chacun des événements, le nombre de noeuds cibles désignés par les analystes
comme devant être infectés ou non. La somme des deux ensembles de noeuds cibles est égale à 3 790 car nous
retirons les noeuds sources de l’ensemble des noeuds cibles pour calculer la qualité de la classification (ce qui
est le cas pour les deux événements testés).
Événement CI CI
Katrina 55 3 735
Bayer-Monsanto 92 3 698
Tableau 3.6 – Classification souhaitée pour les événements.
Nous pouvons voir que l’événement Katrina concerne moins de noeuds cibles que Bayer-Monsanto. Cette
situation s’explique par le graphe utilisé. En effet, le graphe est défini pour représenter des interactions
économiques entre des compagnies de différents secteurs industriels. En conséquence, le nombre de noeuds
cibles de type organisation ou secteur est plus important que ceux de type lieux.
149
Présentation des modèles utilisés
Nous avons testé quatre modèles pour résoudre le problème de classification de l’infection :
— Modèle de seuil linéaire (Lt) : Basé sur l’article de Granovetter [45], nous avons testé le modèle
Lt, pour l’anglais Linear Threshold. Chaque noeud possède son propre seuil. Le seuil est défini par un
pourcentage s’appliquant sur la somme du poids des arêtes entrantes et est le même pour chacun des
noeuds indépendamment du type de l’événement.
— Modèle de seuil linéaire dynamique (Dlt) : Basé sur l’article de Litou et al. [74], nous avons
testé le modèle Dlt, pour l’anglais Dynamic Linear Threshold. Chaque noeud a son propre seuil fixé
par un pourcentage sur le poids des arêtes entrantes. Dlt propose d’adapter le poids des arêtes dans le
temps en exploitant une distribution suivant une Loi de Poisson : Dlt permet aux noeuds de renoncer
à l’infection et de re-calculer leurs seuils en fonction du temps. Dans notre cas le temps est représenté
par le nombre d’itérations écoulées.
— Modèle linéaire de seuil hybride (Hlt) : Nous avons testé notre modèle Hlt, pour l’anglais Hybrid
Linear Threshold, basé sur le modèle Lt. Dans ce modèle nous recalculons le poids des arêtes et de
l’information transmise en fonction du type de l’événement, des noeuds et des arêtes. Le seuil est calculé
selon un pourcentage sur le poids des arêtes entrantes qui est défini selon le type de l’événement et
du noeud. Nous proposons plusieurs versions du modèle Hlt dans lesquelles nous avons activé ou non
différentes fonctions.
— Modèle de seuil adapté (At) : Nous avons testé notre second modèle, At, pour l’anglais Adapted
Threshold. Dans ce modèle nous calculons le seuil non pas avec les arêtes entrantes mais avec un
pourcentage, défini selon le type de l’événement et celui du noeud, qui s’applique au poids initial du
noeud. Nous proposons plusieurs versions du modèle At dans lesquelles nous avons activé ou non
différentes fonctions.
Le tableau 3.5.3 présente les différentes versions des modèles testés pour cette expérience. La colonne
seuil indique la manière dont le seuil est défini, fixe correspondant à un seuil relatif identique pour l’ensemble
des noeuds, pondéré à un seuil défini en fonction du type des noeuds. Les colonnes arêtes pondérées, score
d’infection et distance indique l’utilisation ( ) ou non ( ) de ces fonctionnalités. Les fonctionnalités activées
sont définies pour un modèle, c’est-à-dire que les valeurs sont identiques pour un même modèle mais ne le
sont pas pour un autre. Par exemple, nous n’utilisons pas la même fonction mathématique pour ré-évaluer
le score en fonction de la distance dans les modèles Hlt et At.
Modèle seuil arêtes pondérées score d’infection distance
Lt fixe
Dlt fixe
Hlt1 fixe
Hlt2 pondéré
Hlt3 fixe
Hlt4 pondéré
Hlt5 fixe
Hlt6 pondéré
At1 pondéré
At2 pondéré
At3 pondéré
At4 pondéré
Tableau 3.7 – Présentation des différents modèles et des fonctionnalités utilisées.
Résultats
Nous avons testé nos modèles avec plusieurs valeurs de paramètres et présentons les meilleurs résultats
pour chacun de ces deux événements. Les valeurs ont été définies à la main, en fonction des requêtes des
analystes, c’est-à-dire en cherchant à maximiser la valeur de la F-mesure pour le problème de classification.
Le résultat des diffusions de l’information sur les noeuds du graphes est présenté dans les tableaux 3.8
et 3.9. Les colonnes |I| et |I ∩ C| donnent respectivement le nombre de noeuds infectés pour le graphe et le
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nombre de noeuds cibles infectés. Les colonnes VP, FP et FN représentent le nombre de noeuds correctement
classifiés ou non par les modèles.
Nous notons que Dlt, avec le changement du poids des arcs en fonction du temps, impacte moins de
noeuds que Lt.
Pour le modèle Hlt, nous remarquons que lorsque le seuil est fixé en fonction de leur type, moins de
nœuds sont infectés. Ceci s’explique par le fait que nous pouvons choisir plus facilement les types de noeuds
qui doivent être infectés. En conséquence, si le modèle infecte moins de nœuds, la propagation sera moins
importante et le nombre d’autres noeuds impactés sera moindre. Il est intéressant de noter que, pour l’évé-
nement Katrina, la propagation n’a pas lieu si nous n’ajoutons pas la fonctionnalité de score d’infection.
Ceci s’explique par le fait que nous utilisons les mêmes valeurs pour le seuil des noeuds pour toutes les
propagation avec le modèle Hlt. Or, dans le cas de l’événement Katrina, le poids initial, qui correspond à la
somme du poids des noeuds sources, n’est pas suffisamment important pour permettre une diffusion dans le
graphe. Lorsque cette dernière fonctionnalité est ajoutée, l’événement affecte davantage de nœuds, car nous
transmettons une valeur plus grande sur les arêtes. Cependant, avec plus de nœuds impactés, nous notons
que le bruit augmente également. Pour réduire ce bruit, l’utilisation de la fonctionnalité de distance est utile,
car elle diminue les noeuds infectés distants, qui sont généralement moins visés que les voisins directs.
Pour le modèle At, nous remarquons qu’adapter le poids de l’arête en fonction du type est utile car
cela permet d’avoir un impact uniquement sur certains types de noeuds. Comme pour le modèle Hlt, la
fonctionnalité de distance permet de réduire le bruit.
Si nous n’utilisons que le meilleur résultat pour chaque modèle, nous remarquons que le modèle At impacte
une plus grande fraction de noeuds cibles sur l’ensemble des noeuds infectés que les autres modèles. En effet,
pour les deux événements, At termine la propagation avec moins de noeuds infectés que les autres modèles,
mais en proportion, cela a un impact sur de nombreux noeuds cibles. Nous remarquons que le modèle Hlt
infecte également plus de nœuds importants que le modèle Lt duquel il dérive.
Modèle |I| |I ∩ C| VP FP FN
Lt 750 5 4 1 51
Dlt 518 4 4 0 51
Hlt1 706 6 4 2 51
Hlt2 37 0 0 0 55
Hlt3 4 319 190 19 171 36
Hlt4 1 072 35 9 26 46
Hlt5 1 194 29 8 21 47
Hlt6 405 12 7 5 48
At1 395 688 3 789 55 3 734 0
At2 10 303 1 966 55 1 911 0
At3 291 843 3 788 55 3 733 0
At4 89 39 18 21 37
Tableau 3.8 – Résultats de propagations pour l’événement Katrina.
Les tableaux 3.10 et 3.11 et les figures 3.18 et 3.19 présentent les résultats pour le problème de classification
de l’infection pour les événements Katrina et Bayer-Monsanto. Seule la meilleur version des modèles Hlt et
At est représentée sur les figures. La colonne F-mesure, calculée à partir de la moyenne harmonique de la
précision et du rappel, donne une évaluation de chaque modèle.
Les modèles Lt et Dlt donnent de bons résultats pour la précision, ce qui est dû au fait que ces modèles
infectent moins de noeuds importants que les autres. Généralement les noeuds infectés sont les voisins qui
sont fortement liés aux noeuds sources. Par conséquent, le bruit est très faible, ce qui est notamment le cas
pour le modèle Dlt et l’événement Katrina où seulement des noeuds cibles devant être infectés le sont. Ces
bons résultats en termes de bruit ont cependant des conséquences sur le silence et la valeur du rappel est
donc faible pour les deux modèles.
Pour le modèle Hlt nous notons que nous avons de meilleurs résultats pour le silence. L’ajout de la
fonctionnalité des arêtes pondérées permet de mieux adapter le graphe au type de l’événement. Nous notons
également que l’utilisation du score d’infection permet d’améliorer les résultats (sous condition que nous
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Modèle |I| |I ∩ C| VP FP FN
Lt 1 691 25 16 9 76
Dlt 1 244 18 14 4 78
Hlt1 2 486 43 23 20 69
Hlt2 1 312 14 11 3 81
Hlt3 18 619 918 89 829 3
Hlt4 4 384 188 54 134 38
Hlt5 6 019 251 60 191 32
Hlt6 1 693 59 32 27 60
At1 248 899 3 788 92 3 696 0
At2 491 121 51 70 41
At3 148 615 3 767 92 3 675 0
At4 328 72 50 22 42
Tableau 3.9 – Résultats de propagation pour l’événement Bayer-Monsanto.
utilisons la valeur de seuil pondéré). Pour les deux événements, nous notons que la fonctionnalité de distance
permet de réduire le bruit, ce qui augmente par conséquent la précision et donc la valeur de la F-mesure.
Les résultats du modèle At montrent que son comportement est opposé à celui des modèles Lt et Dlt,
c’est-à-dire que le silence est plus faible tandis que le bruit est plus haut. Seule l’activation des fonctionnalités
de pondération des arêtes et de distance permet d’augmenter la F-mesure pour les deux événements.
Finalement, si nous comparons les meilleurs résultats de chaque modèle, nous notons que le modèle
At, du fait qu’il favorise l’infection de noeuds cibles, produit de meilleurs résultats pour le problème de
classification de l’infection. Nous notons également que les fonctionnalités développées permettent au modèle
Hlt de surpasser le modèle de seuil linéaire standard.
Modèle précision rappel F-mesure
Lt 0.8 0.07 0.13
Dlt 1.0 0.07 0.14
Hlt1 0.66 0.07 0.13
Hlt2 0.0 0.0 0.0
Hlt3 0.1 0.35 0.16
Hlt4 0.26 0.16 0.20
Hlt5 0.28 0.15 0.19
Hlt6 0.58 0.13 0.21
At1 0.01 1.0 0.03
At2 0.03 1.0 0.05
At3 0.01 1.0 0.03
At4 0.47 0.33 0.38
Tableau 3.10 – Résultats des modèles pour le problème de classification appliqué à l’événement Kartina.
Nous remarquons également que les résultats sont toujours meilleurs pour l’événement Bayer-Monsanto
que pour l’événement Katrina, ceci s’expliquant par le fait que le graphe traite majoritairement de rela-
tions économiques. La partie locale du graphe proche de Bayer et de Monsanto sera en conséquence mieux
représentée et détaillée, que ce soit en termes de relations ou de poids.
On remarque notamment le changement de scores entre les deux événements pour les modèles Lt et Dlt,
preuve que les fonctionnalités ne sont pas les seules à avoir de l’influence sur les résultats, mais que la qualité
du graphe est aussi à prendre en compte.
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Figure 3.18 – Résultats des modèles pour le problème de classification appliqué à l’événement Katrina.
Modèle précision rappel F-mesure
Lt 0.64 0.17 0.27
Dlt 0.78 0.15 0.25
Hlt1 0.53 0.25 0.34
HltT2 0.79 0.12 0.21
Hlt3 0.10 0.97 0.18
Hlt4 0.29 0.59 0.39
Hlt5 0.24 0.65 0.35
Hlt6 0.54 0.35 0.42
At1 0.02 1.0 0.05
At2 0.42 0.55 0.48
At3 0.02 1.0 0.05
At4 0.69 0.54 0.61
Tableau 3.11 – Résultats des modèles pour le problème de classification appliqué à l’événement Bayer-
Monsanto.
3.5.3 Paramétrisation des pondérations
Nous avons ensuite tenter de trouver de bonnes pondérations pour les seuils en fonction des types de
noeuds et des types d’événements, et ce pour les modèles Hlt et At. Pour cela, les analystes ont défini des
classifications souhaitées pour 10 événements, répartis en deux ensembles en fonction du type des noeuds
initiaux. Il y a 3 événements traitant de relations entre secteur et lieux et 7 événements traitants de relations
entre deux organisations. Ces événements sont présentés dans le tableau 3.12.
Nous avons ensuite défini des valeurs initiales pour les pondérations de seuils des noeuds en fonction du
type d’événement et du noeud. Ensuite nous avons cherché à optimiser la valeur de la F-mesure de l’ensemble
des événements en en faisant varier les valeurs des pondérations de seuils. Pour cela nous avons implémenté
un recuit simulé [66].
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Figure 3.19 – Résultats des modèles pour le problème de classification appliqué à l’événement Bayer-
Monsanto.
Événement type S ∩ C CI CI
oilReductionSaudiArabia lieuSecteur 2 18 3 772
electricCarNorway lieuSecteur 2 78 3 712
RussiaFirstOnWeapons lieuSecteur 2 9 3 781
BayerMonsanto orgaOrga 2 92 3 698
IBMRedHat orgaOrga 1 17 3 774
CMACeva orgaOrga 0 10 3 782
commandeAirbusJetBlue orgaOrga 1 26 3 765
commandeAirbusDeltaAirLines orgaOrga 1 18 3 773
commandeAirbusEutelsat orgaOrga 1 13 3 778
chuteSFRAltice orgaOrga 0 13 3 779
Tableau 3.12 – Classification souhaitée pour les événements.
Nous avons en tout exécuté 200 fois la propagation pour chacun des événements et des modèles At et Hlt.
Nous avons défini une fonction score qui mesurait la moyenne des F-mesure des événements par type. En
conséquence, le fonctionnement de l’amélioration de la pondération pour les seuils des noeuds est le suivant :
1. on change aléatoirement la valeur d’un seuil, en gardant sa valeur proche de ce qu’elle était avant
2. on teste chacun des événements avec les nouvelles valeurs de seuils
3. on calcule la nouvelle moyenne de la F-mesure que l’on compare à la valeur précédente :
— si la nouvelle moyenne est meilleure que la précédente on garde la nouvelle valeur de seuil
— si la nouvelle moyenne est inférieure à un certain seuil (qui devient de plus en plus petit en fonction
du temps), on garde également la nouvelle valeur, pour éviter de tomber dans un maximum local
— sinon on annule le dernier changement de la valeur de seuil
Finalement on garde l’ensemble de pondérations qui a apporté les meilleurs résultats.
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Les évolutions du score de la F-mesure pour les événements de type lieuSecteur et orgaOrga sont présentés
respectivement dans les figures 3.20 et 3.21. Les valeurs des modèles Lt et Dlt sont représentées par les droites
constantes. On remarque que dans les deux cas le modèle standard Lt surpasse le modèle Dlt. Nous notons
également que les scores sont biens meilleurs pour les événements de relations entre deux organisations, ce
qui semble confirmer le fait que le graphe est plus précis pour les relations économiques.
On remarque enfin que les modèles Hlt et At donnent globalement de bons résultats mais peuvent très
rapidement subir de grandes variations. En effet, pour les deux catégories d’événements, on se retrouve
plusieurs fois avec des chutes importantes de la valeur de la F-mesure en une seule itération. Ceci peut
indiquer que nos méthodes de calculs de seuils voisins sont peut être trop importants et/ou que certains
types de noeuds ont des impacts importants sur la qualité des résultats fournis par les modèles (en fonction
des catégories d’événements donnés). Nous notons également que le modèle At semble subir plus fortement
ces changements, les pertes de valeurs enregistrées étant plus importantes que pour le modèle Hlt.
Les meilleurs résultats des deux modèles sont équivalents pour la F-mesure, ce qui semble indiquer que la
fonctionnalité de pondération de seuil permet d’obtenir de meilleurs résultats indépendamment de la manière
dont le seuil est calculé.
Figure 3.20 – Évolution de la F-mesure en fonction des itérations pour les événements de type lieuSecteur.
Les résultats détaillés sont présentés dans le tableau 3.13, avec les meilleurs scores obtenus pour l’ensemble
des modèles représentés en bleu. Pour les modèles Hlt et At, le résultat présenté est celui obtenu lorsque la
moyenne pour l’ensemble des événements de même type est maximale, bien qu’il soit possible que des scores
individuels supérieurs aient été observés dans certaines configurations.
Pour les événements de type lieuSecteur, on remarque que de nombreux noeuds sont impactés pour les
modèles Lt et Dlt, avec plus de noeuds (cibles ou non) impactés pour le modèle Lt. Avec plus de noeuds cibles
impactés, Lt obtient de meilleurs résultats pour le rappel tandis que Dlt obtient de meilleurs résultats pour la
précision (à l’exception du premier événement où la précision est nulle, aucun noeud cible vrai positif n’ayant
été détecté). Pour les modèles Hlt et At, les résultats sont meilleurs, la proportion de noeuds cibles impactés
étant plus grande, elle est même proche de 100% des noeuds impactés pour le modèle At. La proportion de
vrai positifs, dans les noeuds cibles impactés, étant également plus importante, la précision des deux modèles
est supérieure à celle de Dlt.
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Figure 3.21 – Évolution de la F-mesure en fonction des itérations pour les événements de type orgaOrga.
Pour les événements de type orgaOrga, on remarque ici que le modèle Dlt n’offre pas de bons résultats
lorsque les événements testés ne sont pas important, ce qui est le cas lorsque l’ensemble des noeuds sources
n’est pas inclus dans l’ensemble des noeuds cibles (voir le tableau 3.12). En effet, dans ces cas de figure,
à savoir l’ensemble des événements sauf BayerMonsanto, aucun noeud appartenant à l’ensemble des vrais
positifs n’est détecté, ce qui a comme conséquence de réduire le score de Dlt à zéro. Le modèle Lt a le même
problème mais seulement dans le cas où l’ensemble des noeuds sources est disjoint de l’ensemble des noeuds
cibles. En conséquence, il offre de meilleurs résultats que le modèle Dlt. Le modèle Hlt impacte généralement
plus de noeuds que le modèle Lt, ce qui lui permet d’impacter plus de noeuds cibles. De ce fait, dans les
événements testés, il impacte toujours au moins quelques noeuds appartenant à l’ensemble des vrai positifs.
En conséquence, il offre de meilleurs résultats en terme de rappel. Le modèle At atteint ici encore une grande
proportion de noeuds cibles, ce qui lui permet d’obtenir de bons résultats (notamment pour les événements
basés sur des noeuds sources disjoints des noeuds cibles).
Globalement, nous notons que l’optimisation des pondérations de seuils permet d’obtenir un score moyen
sur l’ensemble des événements, indépendamment des spécificités individuelles de ces derniers. Cependant,
cette généralisation peut avoir comme conséquence de réduire le score d’un événement en particulier, ce qui
est le cas pour l’événement commandeAirbusEutelsat où c’est le modèle Lt qui offre de meilleurs résultats.
3.5.4 Évaluation du score
Un intérêt sous-jacent à l’utilisation de la fonctionnalité de score était pour nous de chercher à quantifier
l’impact d’un événement, c’est-à-dire se poser la question de l’importance de l’événement pour l’entité nommée
représentée par le noeud. Étant donné que les noeuds sont différents les uns des autres (par le type et le
poids), nous avons commencé à traiter cette problématique par la comparaison de scores finaux entre deux
événements. Ceci revient à ordonner les événements impactant un noeud les uns par rapport aux autres.
Pour cela, nous avons utilisé les scores obtenus par les noeuds lors de l’expérimentation de pondérations
des seuils. Nous avons ensuite comparé, pour des noeuds de mêmes type, les scores obtenus par les modèles
Hlt et At. Nous avons observé à chaque fois deux noeudspour chacun des types de noeuds Organisation, Lieu
et Secteur. Les résultats sont présentés dans les tableaux 3.14 et 3.15.
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Événement Modèle |I| VP FP FN Précision Rappel F-mesure
lt 8 593 6 156 12 0.04 0.33 0.07
dlt 2 965 0 43 18 0.00 0.00 0.00
oilReductionSaudiArabia hlt 2 545 6 79 12 0.07 0.33 0.12
at 148 13 130 5 0.09 0.72 0.16
lt 2 728 3 13 75 0.19 0.04 0.06
dlt 1 008 1 2 77 0.33 0.01 0.02
electricCarNorway hlt 1 244 18 24 60 0.43 0.23 0.30
at 45 16 29 62 0.36 0.21 0.26
lt 5 303 4 81 5 0.05 0.44 0.09
dlt 2 615 2 28 7 0.07 0.22 0.10
RussiaFirstOnWeapons hlt 1 395 3 29 6 0.09 0.33 0.15
at 42 4 36 5 0.10 0.44 0.16
lt 1 691 16 11 76 0.59 0.17 0.27
dlt 1 244 14 6 78 0.70 0.15 0.25
BayerMonsanto hlt 2 812 53 96 39 0.36 0.58 0.44
at 1 031 69 212 23 0.25 0.75 0.37
lt 183 2 2 15 0.50 0.12 0.19
dlt 50 0 1 17 0.00 0.00 0.00
IBMRedHat hlt 1 747 13 80 4 0.14 0.76 0.24
at 94 8 20 9 0.29 0.47 0.36
lt 50 0 0 10 0.00 0.00 0.00
dlt 36 0 0 10 0.00 0.00 0.00
CMACeva hlt 178 5 8 5 0.38 0.50 0.43
at 27 5 0 5 1.00 0.50 0.67
lt 488 2 3 24 0.40 0.08 0.13
dlt 125 0 1 26 0.00 0.00 0.00
commandeAirbusJetBlue hlt 1 835 17 31 9 0.35 0.65 0.46
at 337 19 54 7 0.26 0.73 0.38
lt 1 023 4 4 14 0.50 0.22 0.31
dlt 173 0 1 18 0.00 0.00 0.00
commandeAirbusDeltaAirLines hlt 1 697 11 35 7 0.24 0.61 0.34
at 308 12 57 6 0.17 0.67 0.28
lt 632 2 4 11 0.33 0.15 0.21
dlt 251 0 1 13 0.00 0.00 0.00
commandeAirbusEutelsat hlt 1 603 6 50 7 0.11 0.46 0.17
at 374 10 93 3 0.10 0.77 0.17
lt 289 0 0 13 0.00 0.00 0.00
dlt 116 0 0 13 0.00 0.00 0.00
chuteSFRAltice hlt 256 4 8 9 0.33 0.31 0.32
at 92 7 21 6 0.25 0.54 0.34
Tableau 3.13 – Résultats des modèles pour le problème de classification.
Les événements commandeAirbusJetBlue et commandeAirbusDeltaAirLines correspondent à des ventes
d’avions tandis que l’événement commandeAirbusEutelsat correspond à une vente de satellites.
Pour les noeuds de type organisation, Bombardier et Boeing, on remarque que Boeing est, quel que soit
le modèle, toujours plus impacté que Bombardier quel que soit l’événement, ce qui est intéressant car Boeing
est généralement considéré comme le principal concurrent d’airbus. Pour ce qui est de l’ordre relatif des
événements les uns par rapport aux autres, le modèle Hlt, sur ces événements-ci, donne de meilleurs résultats.
Par rapport au modèle At, il classe l’événement commandeAirbusEutelsat en dernière position pour les deux
noeuds, ce qui devrait être le cas. En effet, Bombardier et Boeing étant connus pour leur production d’aviation
et devraient en conséquence être principalement intéressés par les deux autres événements qui correspondent
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à des ventes d’avions. Pour ce qui est de la valeur des scores, même si elles sont pour l’instant vagues et
nécessiterais une étude approfondie, elles sont intéressantes. De fait, on ne peut pas dire que Boeing est 3 à 7
fois plus impacté que Bombardier, cependant on peut remarquer que les valeurs sont proches pour un même
noeud et des événements différents. Ceci tend à souligner que les événements peuvent être d’importance égale
pour les entreprises.
La valeur du score est par contre très intéressante dès lors qu’on observe les noeuds de type secteur,
airline et satellite. On remarque alors que la vente de satellites impacte très fortement le secteur industriel
des satellites mais bien moins celui de l’aviation tandis qu’on observe le cas contraire pour les événements liés
à la vente d’avions. En conséquence, le classement est également bon et est quasiment le même pour toutes
les paires noeuds-événements quel que soit le modèle.
Globalement, nous remarquons qu’il n’est pas possible de comparer, dans la version actuelle du calcul
des scores, les valeurs finales d’infections entre des noeuds de types différents. La pondération n’étant pas la
même, il y a donc un biais initial. C’est par exemple le cas avec le modèle Hlt qui favorise l’impact sur les
noeuds de type organisation, ce qui se remarque par le score élevé qu’ont ces derniers par rapports aux scores
des noeuds de type secteur.
Bombardier Boeing airline satellite
Événement Modèle score pos score pos score pos score pos
hlt 14.91 2 55.64 2 2.61 1 1.09 3
commandeAirbusJetBlue at 2.36 2 14.95 2 5.65 1 3.04 2
hlt 14.95 1 56.02 1 2.0 2 1.1 2
commandeAirbusDeltaAirLines at 2.3 3 14.84 3 4.61 2 3.03 3
hlt 14.91 2 55.56 3 1.26 3 10.15 1
commandeAirbusEutelsat at 2.64 1 15.28 1 3.89 3 20.7 1
Tableau 3.14 – Scores obtenus par les noeuds de types organisation et secteur en fonction des modèles et des
événements.
Lorsque l’on observe les noeuds de type Lieu, la France et les USA, le résultat des scores ne semble,
pour le moment, pas bon du tout. En effet, comme observé dans le tableau 3.15, les modèles Hlt et At,
après la simulation pour améliorer la pondération, proposent des résultats à l’opposé l’un de l’autre. Avec
le modèle Hlt, aucun des deux pays n’est impacté, le score étant inférieur à 1. Or, il est nécessaire que le
score d’infection soit supérieur à 1 pour que le noeud soit considéré comme concerné par l’événement. En
conséquence, les pays ne transmettrons pas l’information de l’événement. Pour le modèle At, la situation
est différente, ici les deux noeuds sont toujours concernés par les événements (en dehors des événements
IBMRedHat et CMACeva pour la France). On remarque également que les événements de type différents ne
vont pas avoir les mêmes positions dans le classement (car ayant eu des pondérations différentes). Ainsi, les
événements de type lieuSecteur semblent être moins impactant que ceux de type orgaOrga.
Finalement, nous remarquons que l’utilisation d’un score pour évaluer l’impact d’un événement sur une
entité semble possible mais que de nombreux problèmes restent à résoudre. La première étape, qui semble
permettre de pouvoir obtenir de bons résultats, est de pouvoir classifier les événements de même type pour
un noeud unique. Sur l’étude menée, pour des événements de même type et un noeud unique, il semble
envisageable de trier ces événements pour ce noeud. Il reste cependant du travail à faire pour les noeuds de
type lieu, et notamment les pays.
Les étapes à considérer pour la suite du trabail sont un calcul post-propagation du score final, notamment
pour combler le biais créé par les pondérations différentes en fonction des types d’événement. Une autre
option envisageable est de fournir un score d’infection initial différent aux noeuds sources (pour le moment
égale à la valeur du seuil du noeud) qui pourrait là encore être un pourcentage du seuil du noeud déterminé
en fonction de l’importance initiale supposée de l’événement.
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France USA
Événement Modèle score pos score pos
hlt 0.0 - 0.02 2
oilReductionSaudiArabia at 3.18 6 4.86 6
hlt 0.03 5 0.02 2
electricCarNorway at 1.47 7 1.46 8
hlt 0.02 6 0.01 3
RussiaFirstOnWeapons at 1.18 8 1.21 10
hlt 0.06 4 0.06 1
BayerMonsanto at 15.04 2 40.32 1
hlt 0.02 6 0.01 3
IBMRedHat at 0.67 10 1.56 7
hlt 0.06 4 0.02 2
CMACeva at 0.91 9 1.26 9
hlt 0.12 3 0.02 2
commandeAirbusJetBlue at 4.76 5 5.76 4
hlt 0.12 3 0.02 2
commandeAirbusDeltaAirLines at 4.8 4 4.94 5
hlt 0.4 1 0.02 3
commandeAirbusEutelsat at 17.83 1 11.02 2
hlt 0.23 2 0.01 3
chuteSFRAltice at 14.31 3 8.02 3
Tableau 3.15 – Scores obtenus par les noeuds de type lieu en fonction des modèles et des événements.
3.6 Discussion
Pour répondre à la problématique de modélisation d’impact d’un événement dans le graphe économique
de ReportLinker nous avons été amené à formaliser un problème de classification des noeuds ainsi que deux
modèles pour répondre au problème. Nous avons obtenu de bons résultats à l’aide de ces modèles mais les
expérimentations menées souffrent de différents biais.
Premièrement, les expérimentations menées souffrent d’un problème de robustesse, nous n’avons en effet
utilisé qu’un millième des noeuds du graphe comme noeuds cibles, et uniquement des noeuds importants en
termes de poids. L’une des conséquences est que l’on possède moins d’information sur des noeuds de plus
petites tailles, représentant par exemple des sociétés nationales ou locales. Une autre conséquence est que
les pondérations définies lors des expérimentations vont avoir tendance à favoriser ces noeuds cibles, ce qui
est le cas avec le modèle At. Cependant cette situation a été décidée car il est nécessaire, pour chacun des
analystes, d’étudier l’ensemble des noeuds cibles pour chaque événement. Or, mobiliser un analyste a un coût
et augmenter la taille de l’ensemble des noeuds cibles aurait eu comme conséquence de diminuer le nombre
d’événements à tester (nombre qui reste lui aussi relativement faible). Une solution aurait été de diminuer
le nombre d’analystes pour un même événement. Cependant les analystes ont environ un tiers de noeuds en
communs pour un même événement, ce qui aurait comme conséquence la perte des noeuds cibles.
Secondement ,nous avons été amenés à définir les valeurs initiales des paramètres en utilisant les types
des noeuds sources et des noeuds cibles des analystes. Cela introduit alors un biais humain, certaines fonc-
tionnalités ou valeurs vont avoir tendance à être favorisées en fonction de notre ressenti. Cette situation est
particulièrement flagrante dans la première expérimentation sur les événements Katrina et Bayer-Monsanto.
En effet, nous utilisons des pondérations pour les poids des arêtes et pour les seuils qui ont été définis à
partir du score maximal du modèle, lorsque ce dernier utilise toutes les fonctionnalités. En conséquence,
il est possible d’améliorer les résultats de plusieurs versions des modèles avec des pondérations différentes
s’adaptant aux fonctionnalités utilisées. Cette situation s’explique par la combinatoire et le temps mis par
chacun des modèles pour la propagation d’un événement. Compte tenu des machines et des modèles utilisés,
le temps d’exécution d’une propagation peut évoluer de 2 à 8 minutes. Si l’on prend en compte seulement :
— les deux modèles At et Hlt avec l’utilisation de la fonction de score et une fonction de distance fixe
— les dix événements présentés dans la seconde expérimentation
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— 100 valeurs différentes de pondérations de seuils possibles pour l’ensemble des types de noeuds du
graphe
— 1 000 valeurs différentes de pondérations possibles pour l’ensemble des relations du graphe
On se retrouve alors à tester 2 millions de propagations différentes. Soit, avec un temps de calcul moyen
d’une minute par propagation, un temps de calcul global proche de 4 années. Il est bien entendu possible de
distribuer ces calculs ou d’utiliser des heuristiques mais ceci a un certain coût et n’aboutira pas forcément, dans
le cas de certaines techniques, à de bons résultats. Par exemple les techniques d’apprentissage automatiques
requièrent initialement un certain nombre de données pour effectuer leur apprentissage. Leur fournir seulement
7 événements, dans le cas de relations entre organisations, ne paraît donc pas suffisant et pourrait aboutir à
un résultat de sur-apprentissage. Les pondérations apprise pour résoudre les 7 premiers cas ne donneraient
pas forcément de meilleurs résultats pour un nouvel événement de même type.
Troisièmement, la qualité du graphe joue également un rôle important. Le graphe de ReportLinker possède
des informations très intéressantes mais reste loin d’être parfait. Par exemple, des relations entre deux sociétés
peuvent être absentes et la diffusion de l’information ne sera donc pas représentative, ne passant pas par cette
relation non représentée. De même, les entités nommées détectées à partir des sources des documents sont loin
d’être parfaites, tout comme le poids calculé à partir des documents. Par exemple, le fond documentaire étant
uniquement en anglais et particulièrement fourni sur le marché américain, le poids du noeud représentant les
États-Unis représente à lui seul un vingtième de l’ensemble des poids des noeuds du graphe. En conséquence,
lorsque les États-Unis sont impactés beaucoup de noeuds du graphe sont très vite impactés pour le modèle
At (c’est ce qui nous a amené à développer la fonctionnalité de distance). Dans le cas opposé, pour le modèle
Hlt, le noeud correspondant aux États-Unis est rarement impacté car il faudrait qu’une grande proportion
de ses voisins le soit également. Pour répondre à ces problématiques, plusieurs options ont été abordées pour
améliorer la qualité du graphe de ReportLinker : travail en amont sur les sources des documents, travail sur
le processus de calcul des entités nommées ou utilisation de techniques post-calcul du graphe.
Finalement, nous noterons que modéliser ce type de problème reste particulièrement difficile. Pour ne pas
arranger les choses, on se retrouve avec une méta-problématique venant de la combinatoire des trois problèmes
relevés précédemment. En effet, un nouveau calcul du graphe changera par exemple le poids des noeuds du
graphe et obligera à redéfinir de nouvelles pondérations pour la propagation. Dans le même ordre d’idée,
l’amélioration du graphe, par exemple par l’ajout de nouveaux types de noeuds et de relations, entraînera
une augmentation de la combinatoire possible pour chacune des valeurs de pondérations sur les arêtes et sur
les seuils. L’ajout de nouveaux noeuds à l’ensemble des noeuds cibles aura aussi un effet sur les pondérations
utilisées jusque-là et obligera les analystes et les modèles à repasser sur des événements déjà évalués pour
prendre en compte ces nouveaux noeuds.
3.7 Conclusion et ouvertures
Les problèmes de diffusion de données dans les graphes sont des problèmes largement étudiés. Dans le
cadre du graphe d’entités nommées de ReportLinker nous avons essayé de modéliser les conséquences d’un
événement historique sur un graphe de données majoritairement économiques. Pour travailler sur ce cas de
figure nous avons proposé un problème. Pour ce problème nous avons défini deux modèles pour donner de
meilleurs résultats.
Nous avons donc formalisé un problème, le problème de classification de l’information. Chaque instance
de ce problème représente un événement historique et est définie à l’aide d’un type et d’un ensemble de
noeuds sources. Le type correspond au genre de l’événement et les noeuds sources représentent les entités à
partir desquelles l’événement à commencer à se diffuser. Pour évaluer la qualité des réponses apportées par
les modèles de diffusion, un ensemble de noeuds cibles est sélectionné dans le graphe. Ainsi, pour chaque
instance du problème, ces noeuds cibles sont répartis en deux sous-ensembles : les entités concernées par
l’événement et celles qui ne le sont pas. En conséquence, on évalue la qualité d’un modèle par le nombre de
noeuds que le dit-modèle arrive à correctement classifier : ce qui revient à dire si le modèle arrive bien à
déterminer quelles entités sont impactées par un événement.
Pour résoudre ce problème, nous avons développé deux modèles de diffusion de l’information. Ces modèles
sont inspirés du modèle de seuil linéaire, qui définit, pour chaque noeud du graphe, un seuil à partir duquel
l’événement le concerne. Le principe étant qu’un noeud concerné par un événement transmettra l’information
à ses voisins dans le graphe. Les modèles que nous avons développé reposent sur un ensemble de fonctionnalités
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visant à utiliser les spécificités du graphe de ReportLinker. Nous utilisons donc les types des noeuds et des
arêtes ainsi que la distance relative à la source des événements pour déterminer quels noeuds sont concernés
par un événement donné.
Les expérimentations menées montrent que les fonctionnalités que nous avons développées permettent
d’obtenir de meilleurs résultats que les modèles standards. De plus, l’utilisation d’un score d’infection semble
pouvoir fournir une indication de l’impact d’un événement sur une entité.
Nous soulignons également que l’optimisation de ces modèles reste un problème compliqué dû à la com-
binatoire élevée des différentes possibilités offertes par les fonctionnalités.
L’étude de ce genre de problèmes reste très intéressante et offre plusieurs perspectives de développement
futurs. En conséquence, nous souhaitons continuer les travaux initiés en abordant les points suivants :
— Augmenter la taille et diversifier l’ensemble des noeuds cibles, en ajoutant des entités témoins qui
pourraient être, dans le cas du graphe de ReportLinker, des villes et organisations de moyenne taille,
réparties sur l’ensemble de la planète afin de prendre en compte des plus petits noeuds et les situations
géographiques locales
— Tester les modèles sur plus d’événements, notamment afin d’affiner les pondérations utilisées par les
fonctionnalités
— Proposer de nouvelles fonctionnalités pour améliorer le score de chaque événement, notamment via :
— une fonctionnalité de score originel qui évaluerait l’importance initiale supposée de l’événement
— un calcul post-propagation des scores pour ré-évaluer les valeurs d’infections en fonction du type
d’événement
— d’autres définitions de la valeur d’infection qui prendraient en compte la proportion de voisins
infectés au lieu du poids, ce qui serait utilisable pour tous les modèles dérivés de celui du modèle
de seuil mais aussi pour d’autres modèles tel que le modèle de diffusion en cascades
— Utiliser les modèles sur des événements venant de se produire, et comparer les résultats obtenus à une
évaluation à posteriori des analystes afin de déterminer si le modèle fournit de bonnes prédictions
— Utiliser les fonctionnalités de nos modèles pour adapter les graphes utilisés afin que les propagations
simulées soient proches de celles observées
— Expérimenter notre problème de classification de l’infection avec d’autres types de modèles, notamment
des modèles à base de cascades indépendantes ou de systèmes multi-agents
— Dans la continuité du point précédent, proposer pour ces autres types de modèles des fonctionnalités
similaires à celles que nous avons développées pour tester si leurs ajouts améliorent les résultats
— Évaluer le problème et les modèles sur d’autres types de diffusion, notamment dans des cas de diffusion
de maladies
— Proposer une fonctionnalité utilisant des méthodes d’analyse des sentiments pour améliorer et évaluer
les résultats proposés : un événement donné est-il positif ou négatif pour telle entité ?
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Conclusion
Dans cette thèse nous avons étudié des problèmes théoriques sur les graphes, à travers la recherche et
l’énumération de sous-graphes denses (partie I), ainsi que des problèmes appliqués, via la diffusion d’événe-
ments dans des graphes d’entités nommées (partie II).
Dans le chapitre 1, nous avons proposé une méthode de recherche et d’énumération de cliques dans des
graphes compressés par décomposition modulaire. Notre méthode se déroule en deux temps et repose sur l’ex-
ploration de l’arbre de décomposition modulaire ainsi que l’adaptation d’algorithmes sur la représentation
compressée des graphes. La première partie de notre méthode consiste à compresser le graphe par décompo-
sition modulaire. La compression fournit un arbre de décomposition modulaire ainsi qu’une liste de voisinage
pour les parties de graphes incompressibles. La seconde étape de notre méthode est l’énumération des cliques
sur la représentation compressée du graphe.
Les résultats obtenus montrent que notre méthode n’est pas efficace pour la recherche de la clique maximale
du graphe. Nous supposons que ces résultats s’expliquent par le fait que les méthodes d’élagage habituelles
des algorithmes de recherche de clique maximum basées sur le voisinage ne peuvent pas être appliquées.
Les résultats que nous avons obtenus pour l’énumération de cliques maximales montrent l’intérêt de notre
méthode sur des graphes compressés. En effet, lorsqu’un graphe est suffisamment compressé, l’algorithme sur
le graphe compressé donne de meilleurs résultats en terme de temps.
Dans le chapitre 2, nous avons proposé un algorithme et une heuristique d’énumération de quasi-cliques
maximales. Notre méthode repose sur l’adaptions d’algorithmes d’énumérations de cliques maximales que
nous adaptons en ajoutant les contraintes propres aux quasi-cliques.
Nous démontrons que l’algorithme développé permet d’énumérer l’ensemble des quasi-cliques maximales
du graphe. Cependant l’algorithme prend un temps considérable à terminer l’énumération. De plus, l’utili-
sation d’un pivot pour élaguer certaines étapes de l’exploration ne semble pas utile après expérimentation
empirique. En effet, le temps de calcul nécessaire à l’utilisation du pivot est plus important que le gain de
temps acquis par les élagages.
Nous montrons avons en conséquence proposé une heuristique qui permet d’énumérer plus rapidement
des quasi-cliques maximales avec cependant un certain nombre de quasi-cliques qui ne seront pas énumérées.
Nous montrons également l’intérêt d’utiliser les quasi-cliques énumérées, via la co-occurrence des noeuds,
pour évaluer les relations entre les noeuds du graphe.
Dans le chapitre 3, nous avons étudié la diffusion d’informations dans un graphe économique. L’idée
repose sur une exploitation des particularités du graphe de ReportLinker pour modéliser les conséquences
d’un événement historique.
Nous avons proposé un problème de classification de l’infection. Chaque instance du problème représente
un événement. Chaque événement est représenté par un ensemble de noeud sources et un type d’événement
représentant la catégorie de l’événement. Pour chaque instance le but est de définir si les noeuds cibles du
graphe sont concernés. Les noeuds cibles représentent des entités nommées majeures du graphe comme par
exemple des grosses sociétés, secteurs industriels ou pays. La qualité des approches testées est donc évalué
via le nombre de noeuds cibles correctement classifiés.
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Pour résoudre ce problème, nous avons proposé deux modèles de propagation de l’information qui re-
posent sur le modèle de seuil linéaire. Le seuil représente une valeur critique pour le noeud à partir duquel il
se considère comme concerné par l’événement. Un noeud concerné par l’événement transmettra à son tour l’in-
formation à ses voisins. Pour améliorer les résultats obtenus au problème de classification de l’infection nous
avons proposé de nouvelles fonctionnalités adaptées au graphe de ReportLinker. Les expériences conduites
avec l’aide d’analystes montrent que les fonctionnalités qui prennent en compte les spécificités du graphe
permettent de surpasser le modèle standard pour le problème de classification de l’infection.
Les expériences réalisées dans le cadre de cette thèse montrent qu’il est possible d’améliorer les travaux
effectués. Pour cela, il nous semble intéressant d’aborder en priorité les points suivants :
— Proposer un algorithme de recherche et d’énumération de cliques sur la représentation compressée du
graphe obtenue par décomposition modulaire (chapitre 1) : nous souhaitons tester si l’enregistrement de
certaines informations lors de la compression de graphe peut être exploité, notamment pour la recherche
de clique maximum. En effet, l’utilisation d’un poids sur les modules de l’arbre de décomposition
modulaire permettrait notamment de développer de nouveaux élagages équivalant à ceux utiliser sur
le voisinage dans la recherche de clique maximum.
— Comparer notre méthode d’évaluation des liens par co-occurrence aux méthodes de prédiction de liens
(chapitre 2) : nous souhaitons utiliser le score présent dans les matrices pour tester l’apparition de
nouveaux liens. On pourrait envisager d’utiliser des graphes temporels pour mesurer, à un instant t,
quelles sont les paires de noeuds qui possèdent un haut pourcentage de co-occurrence sans que les
noeuds ne soient reliés dans le graphe. La suite serait de tester à des temps t + x si ces paires de
noeuds finissent par avoir un lien.
— Augmenter la taille de l’ensemble des noeuds cibles pour affiner les résultats de la classification de
l’infection (chapitre 3) : nous envisageons d’augmenter la taille de l’ensemble des noeuds cibles afin
de mesurer l’impact des événements sur des entités nommées de plus petites tailles. Les noeuds cibles
actuels ne représentent qu’un millième du noeud et seulement des noeuds considérés comme impor-
tants. Cependant, pour rendre les modèles plus précis il conviendrait de mesurer également l’impact
local des événements. Pour cela, augmenter la taille de l’ensemble des noeuds cibles en y ajoutant par
exemple des villes ou des moyennes entreprises semble une bonne idée.
— Tester de nouveaux modèles, avec des fonctionnalités similaires à celles développées, pour la propaga-
tion d’événements (chapitre 3) : nos nouveaux modèles reposent sur le modèle de seuil linéaire. Il nous
semble donc intéressant de comparer les résultats obtenus à d’autres modèles. De plus, l’adaptation
des fonctionnalités développées pour le modèle de seuil permettrait une validation supplémentaire de
leur utilité. En effet il semble intéressant de valider ces fonctionnalités par l’évaluation de leur impact
sur d’autres modèles comme le modèle en cascade.
— Utiliser une analyse des sentiments pour catégoriser l’impact de la propagation des événements sur les
entités nommées (chapitre 3) : nous avons commencé à mesurer l’impact d’un événement via un score
d’infection. Nous pensons donc que l’utilisation de sémantique, notamment via les types de noeuds,
événements et liens, permettrait de mieux évaluer les scores pour chaque entité nommée.
En conclusion, cette thèse traite de problématiques de graphes appliqués sur des données réelles. Une de
nos volontés initiales était d’améliorer le graphe et d’utiliser les connaissances incluses dedans, ce qui a été
abordé respectivement avec les quasi-cliques et avec la diffusion d’événements. Nous comptons continuer à
travailler sur l’utilisation des données du graphe en approfondissant le travail de propagation. Nous souhaitons
dans un premier temps définir, via un apprentissage semi-automatique, les meilleures pondérations possibles
par type d’événement. Les résultats obtenus permettront de choisir un modèle parmi ceux évalués. Une
fois ce modèle sélectionné nous comptons approfondir l’évaluation pondérée de l’impact d’un événement en
proposant une fonctionnalité de tri des événements impactant par noeud. L’idée est de pouvoir donner, pour
une entité nommée, les événements qui la concerne en temps réel.
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