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a b s t r a c t
In this paper, a numerical research on the sensitivity of nonmonotone trust region
algorithms to their parameters is presented. We compare the numerical efficiency of two
classes of nonmonotone trust region (NTR) algorithms in the context of unconstrained
optimization. We examine the sensitivity of the algorithms to the parameters related
to the nonmonotone technique and the initial trust region radius. We show that the
numerical efficiency of nonmonotone trust region algorithms can be improved by choosing
appropriate parameters. Based on extensive numerical tests, some efficient ranges of these
parameters for nonmonotone trust region algorithms are recommended.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
The trust region method is an important and efficient method in nonlinear optimization. In the process of this class of
iterative algorithms, the objective function is approximated by a model and this model is minimized in a neighborhood of
the current iterate. We regard the neighborhood as a trust region. Trust region methods can be traced back to the works of
Levenberg [1] and Marquardt [2] on nonlinear least-squares problems and the work of Goldfeld et al. [3] for unconstrained
optimization.Modern trust regionmethods noware popular in the theory and algorithms for unconstrained and constrained
minimization problems, see [4–10].
The traditional trust region method is a descent method, in which a sequence of iterates {xk} is generated such that
the sequence of objective function values {f (xk)} is monotonically decreasing. However, some researches indicated that,
at each iteration, the algorithm with enforcing monotonicity of the objective function values can considerably slow the
practical convergence rate in the minimization process. A typical case where monotonicity can cause severe loss of
efficiency is when the objective function features deep narrow curved valleys. For the details of numerical researches,
please refer to [11–14]. Therefore, it appears that an ideal optimization method should allow an increase in function
value in the process of optimization, while retaining global convergence. During the past twenty years, the nonmonotone
technique has become popular for optimization methods. In 1980s, based on the idea of the watchdog technique (see
Chamberlain et al. [16]), Grippo et al. [12] first proposed a nonmonotone line search rule for unconstrained Newton’s
method. Since then, the nonmonotone technique has been studied by many authors. Toint [17] gave an assessment
on nonmonotone line search techniques for unconstrained optimization through extensively numerical experiments.
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Deng et al. [11] combined the nonmonotone technique with trust region methods and proposed a nonmonotone trust
region (NTR) method for unconstrained optimization. Sun [13,14] gave a detailed research and a survey. Sun and Zhou
[15] presented an unconstrained optimization method with nonmonotone second-order Goldstein’s linesearch. A variety of
NTR methods for nonlinear programming were proposed by many authors, see [4,13,18–22].
Like many other algorithms, trust region methods depend on the choice of a set of parameters. For the traditional trust
regionmethods, Gould et al. [23] examined the sensitivity of these algorithms to some parameters related to step acceptance
and scaling of the trust region. Sartenaer [24] gave an automatic determination of initial trust region. Similarly, the numerical
results obtained in some literature [11,18,14,20] show that nonmonotone trust region algorithms also depend on their
parameters, especially the nonnegative integer M , the upper bound of trust region radius ∆¯, and the initial trust region
radius∆0. In this paper, we will present a numerical study of the sensitivity to these parameters.
The organization of this paper is as follows. Section 2 describes two variants of NTR algorithms, in which the main
difference between the two algorithms is whether the algorithm has an upper bound on trust region radius or not, and
discuss the values of their parameters. In Section 3, we discuss numerical experiments. In Section 4, the extensive numerical
results and numerical analysis are reported. Finally, in Section 5, we give some conclusions.
2. Nonmonotone trust region algorithms
We consider the unconstrained minimization problem
min
x∈Rn
f (x), (2.1)
where f (x) is a twice continuously differentiable function from Rn to R and is bounded below.
Trust region methods are based on the following idea. At each iterate xk, a trial step sk is usually computed by solving the
subproblem
minφk(s) = gTk s+
1
2
sTBks,
s.t. ‖s‖ ≤ ∆k, (2.2)
where gk = ∇f (xk), Bk is an approximate Hessian matrix and ∆k is the trust region radius. In the traditional trust region
methods, we usually define the following ratio of the actual reduction and the predicted reduction
rk = AredkPredk =
f (xk)− f (xk + sk)
φk(0)− φk(sk) ,
and use the ratio to determine accepting or rejecting sk, and then adjust ∆k. If rk ≥ µ,µ ∈ (0, 1) which means
f (xk) > f (xk + sk), we accept sk, set xk+1 = xk + sk and update ∆k to ∆k+1 ≥ ∆k. Otherwise, if rk < µ, we reject sk
and reduce∆k.
Now we relax the acceptance condition on sk by using nonmonotone trust region technique. We define
fl(k) = f (xl(k)) = max
0≤j≤m(k)
{f (xk−j)}, (2.3)
wherem(0) = 0, 0 ≤ m(k) ≤ min{m(k− 1)+ 1,M}, k ≥ 1, andM is a nonnegative integer. In nonmonotone trust region
(NTR) methods, we modify the ratio as follows:
r¯k = AredkPredk =
fl(k) − f (xk + sk)
φk(0)− φk(sk) .
The acceptability criterion of r¯k is the same as that of rk. So, when sk is accepted and M > 0, it is not necessary that
f (xk) ≥ f (xk + sk), but we surely have f (xk + sk) ≤ f (xl(k)). In particular, NTR methods are identical with the traditional
trust region methods whenM = 0.
More recently,many authors present a variety of rules to combine the nonmonotone techniquewith trust regionmethods
(see, for instance, [4,11,13,14,18–20]). In these NTRmethods proposed by different authors, the definition of f (xl(k)) plays a
key role and this definition relies on the choice of the parameter M . Then some natural questions arise: what effect to the
algorithm the different choices ofM could bring and how we can choose a suitable value ofM . In this paper we would like
to answer these questions. Now we first describe two nonmonotone trust region algorithms.
Algorithm 2.1 (NTR1).
Step 0. Given x0 ∈ Rn, 0 < ∆¯ ∈ R1, ε > 0, 0 ≤ µ < η < 1, 0 < γ1 < 1 < γ2, 0 < ∆0 ≤ ∆¯ and a nonnegative integerM .
Set k = 0, m(0) = 0 and compute f0 = f (x0).
Step 1. Compute gk = g(xk). If ‖gk‖ ≤ ε, set x∗ = xk and stop; otherwise compute Bk and
fl(k) = f (xl(k)) = max
0≤j≤m(k)
{fk−j}, (2.4)
where Bk is an approximate Hessian matrix andm(0) = 0, 0 ≤ m(k) ≤ min{m(k− 1)+ 1,M}, k ≥ 1.
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Step 2. Determine an approximate solution sk to the subproblem
min
{
φk(s) = gTk s+
1
2
sTBks : ‖s‖ ≤ ∆k
}
. (2.5)
Step 3. [Acceptance of the trial step] Compute f (xk + sk), and
r¯k = AredkPredk =
fl(k) − f (xk + sk)
φk(0)− φk(sk) . (2.6)
If r¯k ≥ µ, set xk+1 = xk + sk; otherwise, set xk+1 = xk.
Step 4. [Update trust region radius] Set
∆k+1 =
γ1∆k, if r¯k < µ,∆k, if µ ≤ r¯k < η,min{γ2∆k, ∆¯}, if r¯k ≥ η.
Step 5. Set k = k+ 1, and go to Step 1. 
Remark 2.2. For simplicity, we set m(k) = min{m(k− 1)+ 1,M}, k ≥ 1.
We note that, in the procedure of Algorithm NTR1, the trust region radius∆k has an overall upper bound ∆¯, i.e.,∆k ≤ ∆¯.
The choice of ∆¯ has certain numerical and theoretical implications. Many researchers [11,13,18] use ∆¯ to prevent the trust
region radius∆k to be too large and hencemay improve the performance of algorithms. Furthermore, the choice of ∆¯ is also
used in proving the global convergence properties of the trust region methods, see [10,11].
However, we find from our numerical practice that the choice of ∆¯ is not necessary for trust region methods. The
convergence properties can be obtained without ∆¯, see [4,13]. In particular, from our numerical experiences, when the
starting point is far away from the critical point, the number of the iterations (also the function evaluations) requested to
approach a critical point could be a large number because of the restriction of ∆¯ on the step length at each iteration.We also
find that the nonmonotone trust region algorithm without ∆¯ has a relatively better result. Our second nonmonotone trust
region algorithm without ∆¯ is called NTR2.
Algorithm 2.3 (NTR2).
Step 0. Given x0 ∈ Rn, ε > 0, 0 ≤ µ < η < 1, 0 < γ1 < 1 < γ2,∆0 > 0 and a nonnegative integerM . Set k = 0,m(0) = 0
and compute f0 = f (x0).
Step 1. The same as Algorithm NTR1.
Step 2. The same as Algorithm NTR1.
Step 3. The same as Algorithm NTR1.
Step 4. [Update trust region radius] Set
∆k+1 =
{
γ1∆k, if r¯k < µ,
∆k, if µ ≤ r¯k < η,
γ2∆k, if r¯k ≥ η.
Step 5. The same as Algorithm NTR1. 
For Algorithm NTR1 and Algorithm NTR2, both of them depend on some constants such as µ, η, γ1, γ2,M, ∆¯ and ∆0.
From many numerical experiences in [4,11,18], we can see that the dominant parameters in the practical performance of
NTR algorithm would be M, ∆¯ and ∆0. As for the other parameters µ, η, γ1 and γ2, a specific experimental study in the
context of the traditional trust region methods was already presented by Gould et al. [23]. In this paper, we will set
µ = 0.001, η = 0.75, γ1 = 0.5, γ2 = 2
in the implementation of Algorithm NTR1 and NTR2. The values
M = 10, ∆¯ = 5, ∆0 = 1
have been recommended as in [4,11,20]. Wewill call the above choices ofM, ∆¯ and∆0 as standard choices in the rest of the
paper. Is the performance of NTR2 algorithm with parameters (M,∆0)more competitive than that of NTR1 algorithm with
parameters (M,∆0, ∆¯)? How sensitive are these parameters to the nonmonotone trust region methods? In the following
sections we will answer these questions by analyzing the performance of these algorithms for a set of parameters over a set
of standard test problems, and offer a good choice for these parameters.
3. Framework for numerical experiments
In this section, we discuss the framework in which our numerical experiments are performed.
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Table 3.1
The test problems set
Problem name Dimension Problem name Dimension
Helical valley 3 Gulf R. D. 3
Biggs EXP6 6 Trigonometric 40
Gaussian 3 Trigonometric 100
Powell badly scaled 2 Ex.ros. 10
Box 3-D 3 Ex.ros. 100
Var.dimen. 20 Ex.pow.sin. 8
Var.dimen. 100 Beale 2
Watson 12 Wood 4
Penalty I 10 Chebyquad 8
Penalty I 80 Scaled cube(c = 102) 2
Penalty II 10 Scaled rosenbrock 2
Brown badly scaled 2 Scaled cube(c = 106) 2
Brown.dennis. 4
At first, we select a suitable performance measure for the algorithms. The convergence criterion is
‖∇f (xk)‖ ≤ 10−8. (3.1)
We declare failure when (3.1) was not met in the first 1000 iterations of the algorithms, which also means that the maximal
number of function evaluations is allowed to be 1000. Since we only consider the unconstrainedminimization, the measure
in terms of number of function evaluations is equivalent to considering the iteration counts and is justified in the frequent
case where objective function evaluations dominate the internal work of algorithms.
Secondly, instead of solving the subproblem (2.2) exactly, we solve it inexactly by using the truncated conjugate gradient
method, see [18,25,26]. This method is known to guarantee the trial step sk satisfying the sufficient decrease condition:
φk(0)− φk(sk) ≥ c1‖gk‖min
{
∆k,
‖gk‖
‖Bk‖
}
, (3.2)
where c1 is a positive constant. This sufficient decrease condition plays an important role in the convergence analysis of the
algorithms to the first-order critical points of problem (2.1) under suitable assumptions, see [4,9,11,13,18].
Thirdly, we decide to test the algorithms on a set of 18 unconstrained minimization problems from the well-known test
problems (seeMoré, Garbow andHillstrom [27]) and some representative problems fromDeng et al. [11], whose dimensions
range from 2 to 100. The names and sizes of 25 test problems are listed in Table 3.1.
Furthermore, we briefly discuss the setting of the starting point in the implementation of algorithms. In the literature
[11,27], the standard starting point of each test problem is given. Since using the points farther away from the solution will
frequently reveal drastic differences in reliability and robustness of algorithms, then, for each problem, besides setting the
starting point to be the standard x0, we also set it to be 10x0.
For the convenience of discussion, we introduce some notations used in the rest of this paper:
1. The notation ANF denotes the Average Number of Function evaluations corresponding to a pair of parameters (M, ∆¯) or
(M,∆0), where the average is taken on all test problems and on both starting points, i.e., x0 and 10x0.
2. The notation AFEVLM denotes the Average Function Evaluation corresponding to the choice of parameterM (the average
being taken on all parameters∆0 or ∆¯). It stands for the efficiency of NTR methods with a certain choice ofM .
3. The notation AFEVLR denotes the Average Function Evaluation corresponding to the choice of parameter ∆¯ or ∆0 (the
average being taken on all parametersM). It stands for efficiency of NTR methods with a certain choice of ∆¯ or∆0.
4. Numerical results and analysis
4.1. Decide on a set of parameter values
First, we decide on a set of parameter values to be experimented with. In the practical implementation of NTR1, we set
∆0 = ∆¯, which is equivalent to∆0 in NTR2. In the first stage, we let (M, ∆¯) in algorithm NTR1 vary in the grid
G1 = {(M, ∆¯) | M ∈M1, ∆¯ ∈ R1},
while let (M,∆0) of algorithm NTR2 vary in the grid
G2 = {(M,∆0) | M ∈M1,∆0 ∈ R1},
where
M1 = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 14, 16, 18, 20, 24, 28, 32, 36, 40, 42, 46, 50, 80, 100, 150, 200, 300, 500},
R1 = {0.001, 0.005, 0.01, 0.03, 0.05, 0.08, 0.1, 0.5, 1, 1.5, 2, 2.5, 3, 4, 5, 6, 7, 8, 9, 10, 12, 14, 16, 18, 20, 22, 24,
26, 28, 30, 34, 38, 42, 46, 50, 60, 80, 100, 150, 200, 300, 400, 500, 600, 700, 800, 900, 1000}.
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Table 4.1
Change of ANF of NTR1 for the large values ofM
M ∆¯
0.005 0.05 0.5 8 22 30 100 300
0 802.68 501.84 226.06 172.7 182.74 181.74 162.98 164.32
150 788.86 439.08 193.36 142.94 143.82 145.04 159.3 160.34
200 788.86 439.08 193.36 152.84 143.82 145.04 159.3 160.34
300 788.86 439.08 193.36 145.1 143.82 145.04 159.3 160.34
500 788.86 439.08 193.36 145.1 143.82 145.04 159.3 160.34
Table 4.2
Change of ANF of NTR2 for the large values ofM
M ∆0
0.005 0.05 0.5 8 22 30 100 300
0 142.28 100.66 120.92 123.46 122.82 122.58 125.04 126.34
150 126.46 107 118.64 106.54 121.78 104.1 120.44 127.76
200 126.46 107.1 132.88 107.4 121.78 104.1 120.44 126.4
300 126.46 107.1 130.32 107.58 121.78 104.1 120.44 133.72
500 126.46 107.1 132.26 107.58 121.78 104.1 120.44 134.48
Table 4.3
ANF of NTR1 for the extreme values of ∆¯
M ∆¯
0.005 0.01 0.03 0.05 0.08 600 800 1000
0 802.8 727.32 579.88 497.94 417.12 147.32 148.1 166.04
2 802.26 723.96 575.8 491.48 408.94 97.963 98.477 115.2
6 802.26 723.96 561.92 471.14 385 107.1 94.383 88.761
8 802.26 723.96 561.8 470.3 383.3 105.68 95.24 89.98
10 802.26 723.96 543.32 469.38 383.34 105.42 92.761 87.66
14 802.26 707.66 542.86 468.78 364.66 89.977 93.518 106.98
24 802.26 707.5 535.5 450.46 360.08 119.56 137.8 112.84
40 802.26 707.5 535.36 441.38 355.68 109.3 128.1 148.96
46 802.26 707.5 535.36 440.8 355.26 141.92 131.82 144.08
80 788.82 707.5 535.36 439.46 355.02 128.7 145.86 152.58
Preliminary experiments using the grids G1 and G2 indicated that:
1. For the same ∆¯ or∆0, when the values ofM are set to be very large, the corresponding practical performance,measured
in terms of ANF (average number of function evaluations), is nearly unchanged and has a little improvement relative to
M = 0. This indicates that the big values ofM are not ideal toNTR algorithms. The facts are partly shown in Tables 4.1 and 4.2.
2. The small and big values of ∆¯ and∆0 are also not suitable. When the small and big values of ∆¯ are chosen, the values
of ANF are large and nearly unchanged for differentM , which is shown in Table 4.3.
From the above evidences, we find that the extreme values of M, ∆¯ and ∆0 could not be the right choice for the best
efficiency. So, we replace grids G1 and G2 by grids H1 and H2, respectively. The grids H1 and H2 are described as follows,
H1 = {(M, ∆¯) | M ∈M2, ∆¯ ∈ R2},
H2 = {(M,∆0) | M ∈M2,∆0 ∈ R2},
where
M2 = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 14, 16, 18, 20, 24, 28, 32, 36, 40, 42, 46, 50, 80},
R2 = {0.005, 0.01, 0.03, 0.05, 0.08, 0.1, 0.5, 1, 1.5, 2, 2.5, 3, 4, 5, 6, 7, 8, 9, 10, 14, 18, 22, 26, 30, 38, 46, 50}.
In our experiments, we find that these parametric values are suitable to our tests.
Altogether, we have a set of 675 different values for (M, ∆¯) and (M,∆0). We then perform two NTR algorithms using
these values on 25 test problems listed in Table 3.1 with the starting points x0 and 10x0, which resulted in a grand total of
33750 test runs. All the tests are performed in a double precision MATLAB 6.5 on an 2.0 GHz Intel Pentium IV WinXP PC
with 256 M of RAM.
4.2. Numerical comparison of two NTR algorithms
In this subsection, we present the results of an extensive numerical investigation of algorithms NTR1 and NTR2. The
efficiency of these two algorithms are measured by the average function evaluation counts (the average being taken on all
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Table 4.4
Cumulative statistics for NTR1 and NTR2
Parameter choices Best ANF Standard ANF Worst ANF Wins
NTR1(M, ∆¯) (9, 22) 73.9 (10, 5) 108.62 (0, 0.005) 802.8 13
NTR2(M,∆0) (7, 8) 31.76 (10, 1) 57.02 (0, 7) 162.1 662
Table 4.5
AFEVLM on different values ofM
M 0 3 6 9 14 20 32 42
NTR1 274.33 235.37 223.71 212.31 205.84 211.27 221.72 228.53
NTR2 128.86 67.666 57.389 60.633 69.388 74.533 90.774 98.863
Table 4.6
Relative performance of NTR1 and NTR2 in AFEVLM
M 0 3 6 9 14 20 32 42
NTR1 1 0.858 0.81545 0.7739 0.7503 0.7701 0.80823 0.83302
NTR2 1 0.5251 0.44536 0.47053 0.53848 0.5784 0.70444 0.7672
Table 4.7
AFEVLM corresponding toM
M 0 1 2 3 4 5 6 7 8
AFEVLM 128.86 102.73 75.568 67.666 65.004 54.956 57.389 56.318 57.668
M 9 10 12 14 16 18 20 24 28
AFEVLM 60.633 63.469 66.699 69.388 72.865 72.075 74.533 80.181 88.607
M 32 36 40 42 46 50 80
AFEVLM 90.774 96.507 99.34 98.863 100.64 105.48 112.03
Table 4.8
AFEVLR corresponding to∆0
∆0 0.005 0.01 0.03 0.05 0.08 0.1 0.5 1 1.5
AFEVLR 79.074 77.795 69.651 71.881 84.19 63.739 65.954 87.618 90.857
∆0 2 2.5 3 4 5 6 7 8 9
AFEVLR 72.904 78.918 68.909 98.178 86.322 84.87 95.021 65.998 80.446
∆0 10 14 18 22 26 30 38 46 50
AFEVLR 70.862 78.366 87.513 92.376 93.105 89.698 82.276 84.054 79.135
25 test problems with the starting points x0 and 10x0). Since there are 675 cases of parameter test values in our experiment,
it is difficult to include all the test results here. Instead, we present statistical summaries as follows.
From Table 4.4, we can see that the performance of Algorithm NTR2 without the upper bound of trust region radius is
better than that of the algorithm NTR1. The last column of Table 4.4 shows that, in the measure of ANF, Algorithm NTR2 is
superior to Algorithm NTR1 in 662 cases; but Algorithm NTR1 is superior to Algorithm NTR2 in only 13 cases. It seems to say
that Algorithm NTR2 is more advanced than Algorithm NTR1.
From Table 4.5, we confirm that the nonmonotone trust region algorithms are often better than the traditional trust
region method (M = 0). Table 4.6 gives the relative performance of Algorithm NTR1 and NTR2 in AFEVLM. For instance,
in the third column of Table 4.6, the number 0.858 indicates that, when M = 3, Algorithm NTR1 requires, on average,
235.37/274.33 = 0.858 times of the function evaluation counts as whenM = 0. Similarly, the number 0.5251 denotes that
when M = 3 Algorithm NTR2 requires, on average, 67.666/128.86 = 0.5251 times of the function evaluation counts as
M = 0.
In addition, we can suggest that the interval [3, 30] of parameter M is preferable. Also, Table 4.5 shows that Algorithm
NTR2 is better than Algorithm NTR1.
4.3. Numerical sensitivity in function evaluations
Now, we discuss the best parameter choices of M,∆0 for Algorithm NTR2 and examine the sensitivity in average
function evaluations. Obviously, parameters optimizing the Algorithm NTR2 aim for a minimal average number of function
evaluations. So, we are particularly interested in the parameter values for which Algorithm NTR2 shows the better
performance.
First, we exhibit the average function evaluation counts AFEVLM and AFEVLR corresponding to the parametersM and∆0
in Tables 4.7 and 4.8, respectively.
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Fig. 4.1. AFEVLM corresponding toM .
Table 4.9
The statistics for the occurrence times of the most efficient ANF corresponding to∆0
∆0 0.005 0.01 0.03 0.05 0.08 0.1 0.5 1 1.5
times 4 4 1 0 3 1 6 0 0
∆0 2 2.5 3 4 5 6 7 8 9
times 1 0 3 0 0 0 0 3 0
∆0 10 14 18 22 26 30 38 46 50
times 1 0 0 0 0 0 0 1 0
Table 4.10
Average function evaluation counts for the top, standard and worst parameter choices
Parameter choice M ∆0 ANF
Best 7 8 31.76
Second 9 0.5 32.24
Third 8 0.5 32.96
Standard 10 1 57.02
Worst 0 7 162.1
From Table 4.7, we can observe that the sensitivity of Algorithm NTR2 on the parameter M is not drastic. Furthermore,
an interesting observation is that the average function evaluation counts as the function of parameterM seem to have some
convex characteristic, as shown in Fig. 4.1. This function has the minimum 54.956 whenM = 5. Then the test suggests that
the preferable choices ofM should lie in the interval [3, 10].
Unfortunately, the average function evaluation counts as a function of parameter ∆0 do not have certain regularity, as
shown in Table 4.8. The sensitivity of Algorithm NTR2 to its parameter ∆0 is great. It seems that, corresponding to ∆0, the
average function evaluation counts change randomly when∆0 grows. So, it may be difficult to decide a preferable choice of
∆0 from the numerical evidences in Table 4.8.
According to the analysis of the numerical results of all 675 cases of parameter choices, we observe that the better
efficiency arrives when the average function evaluation count ANF falls into the region [30, 40]. Therefore, for each value
of ∆0, we consider to count up the times of ANF falling into the region [30, 40] when the parameter M changes in set
M2. Table 4.9 describes the facts.
From Table 4.9, we can see that when ∆0 ≥ 9, the times equal zero or one. It indicates that when the value of ∆0 is
chosen from the region {∆0 | ∆0 ≥ 9}, the best efficiency would hardly occur. Then the preferable choices exclude the
region∆0 ≥ 9.
Table 4.10 tells us that the standard choice of parameters (M, ∆0) is not the best one. Algorithm NTR2 using the best
choice of the parameters is, on average, 31.76/57.02 = 0.557 times as many as the standard choice and 31.76/162.1 =
0.196 times as many as the worst case, respectively, in the function evaluation counts.
4.4. Recommendations on parameter choices
In this subsection, based on the statistics and observations in Section 4.3, we will recommend the best parameter values
in the implementation of Algorithm NTR2.
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Table 4.10 indicates that the three top parameter choices ofM areM = 7, 9, and 8 respectively. In fact, it is also confirmed
by Table 4.7 or Fig. 4.1 that Algorithm NTR2 has a fairly favorable performance with parameter M ∈ {7, 8, 9}. So we could
recommend that the reasonable choices of the parameterM may be one of the values {7, 8, 9}, or in general, in the interval
[3, 10].
For another parameter ∆0, Table 4.9 shows that the best efficiency hardly occur when ∆0 ≥ 9. Although according to
Table 4.10, the parameter choice∆0 = 8 produces theminimumnumber 31.76 of ANF, shouldwe choose the best parameter
∆0 to be the value 8? Reviewing Table 4.10, we also note that both the second and the third choices have the same∆0 = 0.5
and the corresponding values of ANF are almost 32, which is very close to the value 31.76 of the best choice (7, 8). So, from
Tables 4.6 and 4.7 and the overall testing results, we think∆0 = 0.5 should be the most satisfactory choice for the general
purpose. Therefore, we can recommend the reasonable parameter choices for (M,∆0) as given below:
M ∈ {7, 8, 9}, ∆0 = 0.5.
We are aware that the actual performance of an algorithm may strongly depend on the class of problems on which it is
applied. Therefore the choice of parameters suggested here should be suitable for the general purpose.
5. Conclusions
In this paper, we have presented a numerical research on sensitivity of nonmonotone trust region algorithms to their
parameters, performed systematic tests with two frameworks of nonmonotone trust region algorithms for unconstrained
optimization, and tested the sensitivity of nonmonotone algorithms to their parameters. The standard test problems are
taken from the well-known collection [27,11].
Our algorithms perform tests for 675 choices of the parameters. First, we give the numerical comparison of the two
nonmonotone trust region algorithms with and without upper bound ∆¯ on the trust region radius. From the comparison,
we think that the performance of AlgorithmNTR2 seemsmore competitive than that of AlgorithmNTR1. Second, we explore
the sensitivity of Algorithm NTR2 to its parameters. The commonly used ‘‘standard’’ values for these parameters does not
appear to be the best choice and we recommend the best area of these parameters.
We are well aware that other rules could be tested and that a much finer grid could be used. Further research should be
continued for nonmonotone trust region techniques.We think that the parameter choice is an important topic for numerical
algorithms. Currently several scholars are carrying out thiswork.We believe that ourworkwill be interesting for algorithmic
research on optimization.
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