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The Navier-Stokes equations in primitive variables
By F. Lam
The Navier-Stokes equations in the primitive formulation for incompressible
flow describe the evolution of velocity and pressure, without recourse to vorticity.
We show that, beyond the finite Leray-Hopf regularity interval, every postulated
strong solution is accompanied by infinitely many diffusion-dominated percolations
of arbitrary size, while the momentum deficit caused by the non-linearity is com-
pensated by the pressure gradient. In the upper half space, we demonstrate how
sequences of these collective companions can be re-scaled into an absurd singular-
ity. Owning to the passive nature of the pressure, there exist no essential a priori
bounds for establishing the uniqueness of primitive solutions. With the illustration
of well-exploited examples of closed-form basic flows, we elucidate the reason why
perturbations, infinitesimal or finite, instigate indeterminate states that render the
concept of flow instability inadmissible. An effort has also been made to reappraise
a number of important issues in fluid dynamics. Unfortunately, the primitive theory
cannot serve as a reliable tool for prediction.
Keywords: Navier-Stokes Equations; Leray-Hopf Local Solution; Diffusion;
Linearisation; Perturbation; Couette; Hagen-Poiseuille; Primitive Formulation
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1. Introduction
The Navier-Stokes equations of motion are derived from the conservation principle
of linear momentum, and the continuity (Navier 1823; Stokes 1845). For viscous
incompressible flows, they are
∂tu+ (u.∇)u = −ρ−1∇p+ ν∆u, ∇.u = 0, (1.1)
where the velocity vector u(x, t) = (u, v, w)(x, t), the coordinates x = (x1, x2, x3),
and the scalar p(x, t) denotes the pressure, and the kinematic viscosity, ν = µ/ρ, is
the ratio of the dynamic viscosity and the density. We assume that body force has
a potential which has been absorbed into the pressure. The dynamics is invariant
in any homogeneous direction. In R3, we must observe
u(x, t) = u(x − a, t), ∇p(x, t) = ∇p(x− a, t), (1.2)
for arbitrary finite vector, a = (a1, a2, a3). In cylindrical polar co-ordinates (r, θ, z),
the axial z-direction is homogeneous in a number of specific cases.
The initial solenoidal velocity is assumed to be smooth with compact support
u(x, 0) = u0(x) ∈ C∞c (R3). (1.3)
In bounded domains with C2 boundaries, we relax the data
u(x, 0) = u0(x) ∈ C∞(Ω), (1.4)
as we are dealing with flows of finite energy. To be definitive, we also impose the
no-slip condition, u(x, t) = 0, ∀x ∈ ∂Ω. Taking divergence on (1.1), and using the
continuity, we obtain the Poisson equation for the pressure
∆p(x) = −ρ ( |∇u|2 − |∇×u|2 )(x). (1.5)
In bounded domains, this is a Neumann boundary value problem.
The conservation laws are universal and, indeed, they do not depend on the mea-
suring units in any particular problem. We view the equations of motion (1.1) (and
associated initial and boundary conditions) as inherently dimension-independent
with respect to the SI standard references of length, time, and mass. To be consis-
tent, the viscosity is a physical property of fluids, hence it is made non-dimensional
in reference to unit kinematic viscosity ν0=1 ([ m
2 s−1 ]). In fact, a reference kine-
matic viscosity rather than unity can be chosen, as long as the ambient parameters
are standardised, for instance, at a fixed set of the SI temperature and density.
The theoretical framework, (1.1) to (1.5), is known as the initial-boundary value
problem in the primitive variables, (u, p). In a nutshell, the primitive equations ad-
mit local-in-time smooth solutions, depending on the size of the initial data (Leray
1934a; Hopf 1951); the global regularity is out of the question, due to lack of suitable
a prioir bounds. The popularly-adopted classification of two distinct modes of flow,
streamlined laminar and fluctuating turbulent, is completely based on the primitive
setting (Reynolds 1883). Perturbation approaches on shear flow instabilities, linear
or non-linear, are all formalised in terms of the u−p variables. Assisted by modern
computers and algorithms, numerical solutions are readily available in applications,
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despite the absence of rigorous mathematical justifications. It has been well-known
that the computations themselves often stimulate new analytical problems, such
as error-controls in discretisation, convergence and stability of numerics. In the
present note, we examine the compatibility and the well-posedness of the primitive
formulation.
2. Non-uniqueness
Let the Leray-Hopf regular solution be (u∗, p∗), and its existence time interval
0 < t ≤ t∗. Suppose that there is an extended local solution, or even a global solu-
tion of the Navier-Stokes equations, denoted by (u, p)(x, t > t∗) with the starting
data (1.3). We consider the case that the solution is smooth, or sufficiently differ-
entiable. The extended solution may be obtained by either an analytic construction
or a numerical procedure. We are particularly interested in the numerical solutions
established from a projection method, or a fractional step technique, where the
primitive variables, u(x, t) and p(x, t), are iterated in parallel. It is evident that the
solutions (u, p) and (u∗, p∗) must coincide over the interval 0 ≤ t ≤ t∗.
(a) Weak formulation and buffer functions
All the derivatives in the equations of motion are interpreted in the sense of
distributions. Let the test functions,
ϕ(x, t) = (ϕ1, ϕ2, ϕ3)(x, t), (∈ C∞c (R3)× R)
be vectors. Multiplying the first equation of (1.1) by ϕ, integrating the result over
space and time, followed by integration by parts, we obtain the weak formulation
∫
R
∫
R3
u
( ∂ϕ
∂t
+ ν∆ϕ
)
dxdt =
3∑
i,j=1
∫
R
∫
R3
ui
∂uj
∂xi
ϕj dxdt−
∫
R
∫
R3
p∇.ϕ dxdt. (2.1)
This is Leray’s definition of weak solutions (Leray 1934a), where the velocity u is
square-integrable, and the pressure p locally integrable. If the flow field is found to
be incompressible and sufficiently regular, the continuity (1.1) makes sense. Leray
also showed that weak solutions (2.1) satisfy energy inequality,
1
2
∫
R3
|u(x, t)|2dx+ ν
∫ t
0
∫
R3
|∇u(x, t)|2dxdt ≤ 1
2
∫
R3
|u(x, 0)|2dx. (2.2)
As proposed by Hopf (1951), we may emphasise the role of the initial condition,
as long as the test functions are re-defined as
ϕ(x, t) = (ϕ1, ϕ2, ϕ3)(x, t), (∈ C∞c (R3)× [0,∞))
on a set of measure zero (time-wise). The formulation (2.1) is extended to∫ ∞
0
∫
R3
u
( ∂ϕ
∂t
+ ν∆ϕ
)
dxdt+
∫
R3
u0 ϕ(0) dx
−
3∑
i,j=1
∫ ∞
0
∫
R3
ui
∂uj
∂xi
ϕj dxdt+
∫ ∞
0
∫
R3
p∇.ϕ dxdt = 0.
(2.3)
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Apparently, the revised formula does not contain noticeable differences compared to
Leray’s. However, given every initial velocity ∇.u0 = 0, the linear kernel, ∂t − ν∆,
is data-preserving in the sense that the solenoidal field is maintained throughout
the motion. Thus the continuity of (1.1) makes sense and is readily satisfied. This
observation suggests that the formulation (2.3) can be interpreted as a composition
of two degenerated dynamics,∫ ∞
0
∫
R3
u
( ∂ϕ
∂t
+ ν∆ϕ
)
dxdt+
∫
R3
u0 ϕ(0) dx =
∫ ∞
0
∫
R3
bϕ dxdt, (2.4)
and
3∑
i,j=1
∫ ∞
0
∫
R3
ui
∂uj
∂xi
ϕj dxdt−
∫ ∞
0
∫
R3
p∇.ϕ dxdt =
∫ ∞
0
∫
R3
bϕ dxdt, (2.5)
if there exists a function b = b(x, t) mediating the parities. Although the Cauchy
problem (2.1) or (2.3) shares identical initial data with formulation (2.4), their
solutions do not overlap in general, except over a very short interval [0, ε], as the
former setting aims at wholly non-local and non-linear solutions.
To determine such a function b, we first state the precise definition of the
solutions of (1.1). It is known that the regular Leray-Hopf solutions do exist over
a finite period of time. As strong solutions are also weak solutions, we shall work
with regular functions and tactically put aside the regularity issue which entails a
priori bounds. We call (u, p) a Navier-Stokes solution if the pair satisfy all of the
following conditions:
1. The velocity field is solenoidal,∇.u = 0; at t > 0,
it depends continuously on its initial solenoidal data u0;
2. Linear momenta are preserved at every instant t > 0;
3. The pressure is determined by Poisson’s equation,
∆p = −ρ∇.( (u.∇)u ) (up to arbitrary function p0(t));
4. The law of energy conservation holds, for ν > 0,
1
2
∫
R3
|u|2dx+ ν
∫ t
0
∫
R3
|∇u|2dxdt = 1
2
∫
R3
|u0|2dx.


(2.6)
In addition, the Neumann boundary value problem for the pressure is self-consistent.
Conceptually, the last two constraints are de facto the derivatives of the first two.
Let b ∈ C∞c (R3) or b ∈ C∞(Ω) in bounded domains. The second condition
implies that the momentum equation in (1.1) or its weak forms, (2.1) and (2.3)-
(2.5), can be interpreted as one of the following equivalent statements:
∂tu+ (u.∇)u = −ρ−1∇p+ ν∆u ⇐⇒
∂tu− ν∆u = −(u.∇)u− ρ−1∇p = b ⇐⇒
∂tu− ν∆u− b = −(u.∇)u− ρ−1∇p− b ⇐⇒
∂tu+ (u.∇)u+ ρ−1∇p− ν∆u = 0,
(2.7)
where each form respects the conservation principle for every solenoidal field u. We
single out the ‘forced’ diffusion dynamics,
∂tu− ν∆u = b,
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subject to the solenoidal initial data u0. Its solution can be expressed as
u(x, t) =
∫
R3
H(x−y, t)u0(y)dy +
∫ t
0
∫
R3
H(x−y, t−t′)b(y, t′) dydt′
=
∫
R3
H(y, t)u0(x+y)dx +
∫ t
0
∫
R3
H(y, t−t′)b(x+y, t′) dydt′,
where H is the free-space heat kernel,
H(x−y, t) = ( 4πνt )−3/2 exp (− | x− y |2/(4νt) ). (2.8)
It is this property of continuous dependence on initial data that motivates us to
split the pressure-related momentum equation into two separate parts. From (2.7),
we see that the pressure can be found from the Neumann problem
∆p = −ρ∇.( (u.∇)u + b ), (2.9)
for a proper choice of the function b, because the non-linear term is known, though
the convection now becomes moderated. To meet every criterion of (2.6), we specify
that the buffer function is calorically mollifiable, and within free multiples,
b(x, t) = γ(t)ψ(x), (2.10)
where time-dependent γ is any regular function, and ψ satisfies one of the following
conditions:
1. ∇.ψ = 0, and u.ψ = 0 (orthogonal for energy conservation);
2. ψ = ∇×φ, and u.ψ = 0;
3. ψ = v1×v2, v1 and v2 being irrotational, and u.ψ = 0;
4. ψ = (∇ψ)×(∇φ), for scalars ψ and φ, and u.ψ = 0;
5. ψ = ∆χ, for solenoidal χ, and ∇u.∇χ = 0;
6. ψ = ∇φ(x), and φ is harmonic.
Choosing a buffer from the list, we see that the Poisson’s equation (2.9) is reduced
to the third condition of (2.6). To balance the momentum, we simply set
∇p = −ρ( (u.∇)u + b ), (2.11)
where the right-hand side is completely given. For bounded domains, the evaluation
is slightly more complicated but is tractable; the dependence of the pressure on b
can be found from the Neumann boundary conditions, unless we further impose the
no-slip on b. These relations rectify the auxiliary nature of the pressure, or more
precisely its gradient ∇p.
We point out that list (2.10) is by no means comprehensive. Linear superposi-
tions of these classes are also good candidates. Specifically, the Helmholtz’s vector
decomposition is included. The last category represents weak solutions of (2.3) for
any solenoidal test function (Serrin 1962).
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(b) Percolation and pressure compensation
Now, we return to the issues raised at the beginning of the present section.
Given a regular solution (u, p) of (2.1), or (1.1), which has been postulated to exist
beyond the Leray-Hopf time t > t∗. Consider the following superimposed pair(
u+ αuˆ, p+ pˆ/β
)
(x, t), (2.12)
where the parameters, α and β = β(t), are arbitrary but finite. The pair (uˆ, pˆ) are
regarded as perturbations to the postulated solution. We substitute the superposi-
tion (2.12) into the Navier-Stokes equations (1.1). Since solution (u, p) satisfies the
equations of motion, we are left with
∂tuˆ+ α(uˆ.∇)uˆ + (u.∇)uˆ+ (uˆ.∇)u = −(αβρ)−1∇pˆ+ ν∆uˆ, ∇.uˆ = 0. (2.13)
To solve these exactly, we characterise the following diffusion problem as part of
the solution:
∂tuˆ− ν∆uˆ = b, (2.14)
subject to the initial conditions
uˆ0(x) = u
∗(x, t∗) = u(x, t∗).
An extension of the Leray-Hopf solution is feasible, as the diffusion equation has
solution
uˆ(x, t) =
∫
R3
H(y, t) uˆ0(x+y) dy +
∫ t
t∗
∫
R3
H(y, t−t′)b(x+y, t′) dydt′. (2.15)
Since the initial data ∇.u(x, t∗) = ∇.u∗ = 0, the solution uˆ remains solenoidal for
all times, as indicated by the expression in (2.15), and the properties of the buffers.
Moreover, uˆ is globally regular in space and in time, by virtue of the well-known
smoothing properties of the heat kernel. In fact, we only need
u0(x, t
∗) ∈ L1loc(x) ∀x ∈ R3.
The analytical structure of equation (2.13) suggests that we can compensate the
momentum deficiency due to uˆ(x, t) exactly, by a complement of pressure gradient
∇pˆ. Analytically, equations (2.13) are fully satisfied as long as the pressure pˆ is
found from
∇pˆ = − A0
(
α(uˆ.∇)uˆ + (u.∇)uˆ+ (uˆ.∇)u )− ρβb = −g, (2.16)
where A0 = αβρ. In practice, only the gradient rather than the actual pressure
matters. Nevertheless, we proceed to describe a general approach. Let us introduce
the abbreviations:
V[ux] = (∂u/∂x ∂v/∂x ∂w/∂x)
′, S[u] = (∂u/∂x ∂u/∂y ∂u/∂z),
where the symbol V stands for a 3×1 column matrix operating on vector u, S for a
1×3 row matrix on a scalar. Taking divergence on equation (2.16), or equivalently
on (2.13), we readily establish the following equation:
∆pˆ(x) = −A0
(
α
(
S[uˆ]V[uˆx] + S[vˆ]V[uˆy ] + S[wˆ]V[uˆz ]
)
+
2
(
S[u]V[uˆx] + S[v]V[uˆy ] + S[w]V[uˆz ]
) )
(x) = −F (x).
(2.17)
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Evidently, the pressure pˆ is determined, up to a constant, for fixed α and β because
each of the 18 velocity terms is known, or
pˆ =
1
4π
∫
R3
1
|x− y|F (y) dy + pˆ0. (2.18)
For every postulation (u, p), the full Navier-Stokes system (1.1) admits the compan-
ion solutions (2.12) over the time interval t > t∗. We call the pair (uˆ, pˆ) a (viscous)
percolation, because they diffuse everywhere at all times.
As a well-known practice, the energy conservation is obtained by integrating
complete momentum (2.13) or the diffusion (2.14)
1
2
∫
R3
|uˆ|2dx+ ν
∫ t
0
∫
R3
|∇uˆ|2dxdt = 1
2
∫
R3
|uˆ0|2dx, (2.19)
which is scale-invariant to parameter α. We draw our attention to the converse: if
we rely on the law as a bound, we cannot distinguish a percolation from a complete
non-linear solution. In particular, the percolation is arbitrary, while the full solution,
or a result of numerical computation, is expected to be unique.
In numerical schemes, such as a fractional step algorithm or a projection method,
the appearance of non-zero buffer function b is inevitable. Over the mesh and time,
discretisation errors of the operator ∂t−ν∆ may well be in the same order of those
on the non-linearity and the pressure (cf. (2.7)), implying the existence of buffers.
If we strictly solve the primitive equations, we have no reliable means to detect
or filter out the differences of the errors which evolve with the computations. In
the case of zero buffer, the structure of the primitive formulation still allows the
flow-field partition, according to the criteria (2.6).
It has been suggested that, the pressure plays the role of a Lagrangian multiplier
which ensures incompressibility. This is a misleading view, given the partition. The
gradient is determined by (2.16), in a passive manner, resulting in the superficial
Poisson (1.5). One implication is that use of the Helmholtz-Leray projection, which
eliminates the pressure in conjunction with the continuity, lacks generality.
(c) Multiplicity inside a cube
Let the domain be the cubic box with all sides of unity, Ωb : 0 ≤ x, y, z ≤ 1.
We impose the no-slip condition on the walls of the cube.†We choose b = 0 so that
the velocity is defined by pure diffusion
∂tuˆ− ν∆uˆ = 0. (2.20)
By analogy, the companion velocity to any extended Leray-Hopf flow is still evalu-
ated by the first integral of (2.15). Instead of (2.8), the heat kernel now reads
Hf (x, x
′, t)×Hf (y, y′, t)×Hf (z, z′, t), (2.21)
† It has been known that the initial-boundary value problems for incompressible flows (ν ≥ 0)
are ill-posed in periodic domains with periodic boundary conditions (Lam 2018b). We emphasise
the fact that the conjecture of anomalous energy dissipation for inviscid-limit continuum turbu-
lence by Onsager (1949) was made on an assumption of the periodicity for the primitive variables.
In the last paragraph on p.286, Onsager discussed his hypothesised breakdown of energy conser-
vation in terms of the Fourier formulation of the governing equations on the macroscopic scales
(cf. his equations (15) and (17) of p.284).
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where the finite-line heat kernel has the form
Hf (x, x
′, t) = 2
∞∑
k=1
sin(kπx) sin(kπx′) exp
(− νk2π2t)
=
1√
4πνt
∞∑
k=−∞
[
exp
(
− (x−x
′−2k)
4νt
)
− exp
(
− (x−x
′+2k)
4νt
) ]
.
(2.22)
Since uˆ = u = 0 on the walls, the zero Neumann boundary condition is found from
(2.16), namely ∂pˆ/∂~n|∂Ωb = 0 in the present case. The pressure is governed by a
compatible system because, from (2.17) and (2.16), we have∫
Ωb
F (x)dx = −
∫
Ωb
∆pˆ(x) dx =
∫
Ωb
(∇.g)(x) dx =
∫
∂Ωb
(g.~n) ds = 0,
by virtue of Gauss’ divergence theorem. For the demonstration of the existence,
it is preferable to express the pressure solution (2.18) in terms of the Neumann
function, Nb, which is defined by
∆Nb = −δ(x,x′) + 1, ∂Nb/∂~n
∣∣
∂Ωb
= 0, (2.23)
where δ = δ(x) is Dirac’s delta. We start from a cosine expansion for the delta in
one dimension,
δ(x− x′) = 1
L
+
2
L
∞∑
l=1
cos
( lπx
L
)
cos
( lπx′
L
)
=
1
L
+
2
L
∑
l
cxl c
x′
l ,
for 0 < x, x′ < L. Then it is easy to establish, with justifications, see, for instance,
Chapter 9 of Roach (1982),
−δ(x− x′) + 1
L3
= − 2
L3
(∑
l
cxl c
x′
l +
∑
m
cymc
y′
m +
∑
n
cznc
z′
n + 2
∑
l,m
cxl c
x′
l c
y
mc
y′
m
+ 2
∑
m,n
cymc
y′
mc
z
nc
z′
n + 2
∑
n,l
cznc
z′
n c
x
l c
x′
l + 4
∑
l,m,n
cxl c
x′
l c
y
mc
y′
mc
z
nc
z′
n
)
.
By symmetry, the Neumann function (L = 1) must have the neat expansion,
Nb(x,x
′) = 8
∑
l,m,n=0
A(l,m, n, x′, y′, z′) cxl c
y
mc
z
n,
which ensures the derivative homogeneous data on the boundary. From the differ-
ential equation (2.23), we find the required Fourier expansions in cosines
Nc(x,x
′) = − 8
π2
∞∑
l,m,n=0
(
Almn cos(lπx) cos(lπx
′) cos(mπy) cos(mπy′)
cos(nπz) cos(nπz′)
)/(
l2 +m2 + n2
)
,
where the normalising factors are
A000 = 0; A00n = A0m0 = Al00 = 1/4;
A0mn = Al0n = Alm0 = 1/2; and Almn = 1, for l,m, n ≥ 1.
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An alternative way to determine the pressure is as follows. The Neumann bound-
ary value problem,
∆pˆ = −F, ∇pˆ
∣∣
∂Ωb
= 0,
can be reduced to a Dirichlet problem, as −∇pˆ|∂Ωb is found from momentum (1.1).
This approach may have an advantage in the circumstances where we have com-
puted the velocities as well as their derivatives. By virtue of (2.17), what we need
to analyse is a vector Poisson equation for g with homogeneous boundary data
−∆(∇pˆ) = ∇F, g∣∣
∂Ωb
= −∇pˆ∣∣
∂Ωb
= 0. (2.24)
Solving (2.24) without specifying the unknown gauge, we find the gradient
∇pˆ(x) =
∫
Ωb
Gb(x,x
′)∇F (x′) dx′,
where the Green’s function Gb equals
8
π2
∞∑
l,m,n=1
sin(lπx) sin(lπx′) sin(mπy) sin(mπy′) sin(nπz) sin(nπz′)/(l2+m2+n2).
Our partition proposition, as afforded by (2.4), (2.5) or (2.7), tactically bypasses
the task of handling the nonlinearity. It is instructive to recall that Stokes’ system,
ν∆u−∇p/ρ = σu; ∇.u = 0, (u|Ωb = 0)
has been extensively analysed for the spectra of eigen-values σk, and the normalised
eigen-functions. A weak solution of (2.1) is represented, in a Faedo-Galerkin approx-
imation, by the complete orthonormal basis, in analogous ways to Fourier series
expansions. Technically, this is a linear strategy as well. However, it by no means
inspires the ‘lower-order’ view that prioritises the dynamic role of viscous diffusion.
(d) Artificial singularity in upper half space
Denote the flow domain by Ωh : −∞ < x, y < ∞; 0 ≤ z < ∞. Let (u∗, p∗)
be a Leray-Hopf regular solution in 0 ≤ t ≤ t∗, where u∗(x, y, 0, t) = 0. Suppose
that there is a mean solution, (u¯, p¯), which extends (u∗, p∗) beyond t∗. At t = t∗,
these two solutions coincide. The no-slip on the plane z = 0 holds for the mean
motion t > t∗. Consider a bounded time interval [t∗ ≤ t ≤ T ], which T lies within
the existing time of the mean motion. We then sub-divide it into n equal parts,
∆t = (T − t∗)/n. Denote tk = t∗ + k∆ or
t∗ < t∗ +∆t < t∗ + 2∆t < · · · < t∗ + k∆t < · · · < T.
We introduce the first percolation (uˆ(1), pˆ(1)) on the mean motion over [t∗, t1],
starting from
uˆ0(x) = u
∗(x, t∗) = u¯(x, t∗).
The solution of (2.20) is expressed in the integral
uˆ(1)(x, t) =
∫
Ωh
Hs(x,x
′, t)uˆ0(x
′) dx′, (t∗ < t < t1) (2.25)
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where the kernel Hs is familiar and vanishes on the plane z = 0,
Hs(x,x
′, t) = H1(x, x
′, t)×H1(y, y′, t)×
(
H1(z, z
′, t)−H1(z,−z′, t)
)
, (2.26)
and the function H1 is the free-line heat kernel
H1(x, x
′, t) = 1/
√
4πνt exp
( − (x− x′)2/(4νt) ). (2.27)
Given the no-slip on z = 0, the Neumann function can be found by the method of
images. The formula for the solution of (2.17) reads
pˆ(1)(x) =
1
4π
∫
Ωh
( 1
r−
+
1
r+
)
F (1)(x′) dx′ + pˆ0, (2.28)
where F = F (1) contains the first percolation uˆ(1), and
r∓(x,x
′) =
(
(x − x′)2 + (y − y′)2 + (z∓z′)2
)1/2
.
The first companion solution is
(uc, pc) =
(
u¯+ α(1)uˆ(1), p¯+ pˆ(1)/β(1)
)
(2.29)
over [t∗, t1]. Next we introduce a second percolation, (uˆ
(2), pˆ(2)) on (uc, pc) over
[t1, t2] with starting data
uˆ0(x) = uc(x, t1).
We repeat our analysis to fix the second percolation (uˆ(2), pˆ(2)), and renew the
forcing function F (2) = F (2)(uˆ(2)) in (2.28) to settle pˆ(2). Now the companion is
updated to
(uc, pc) =
(
u¯+ α(1)uˆ(1) + α(2)uˆ(2), p¯+ pˆ(1)/β(1) + pˆ(2)/β(2)
)
(2.30)
over [t∗, t2]. Assume that, after k-time percolations, we obtain the sum
u¯+
k∑
i=1
α(i)uˆ(i), p¯+
k∑
i=1
pˆ(i)/β(i) (2.31)
over [t∗, tk]. To determine the (k+1)th percolation, we substitute (uc+α
(k+1)uˆ(k+1),
pc + pˆ
(k+1)/β(k+1)) into the Navier-Stokes and subtract the companion, we obtain
the analogous equations (2.13) and (2.17) for uˆ(k+1) and pˆ(k+1) respectively. We
solve
∂tuˆ
(k+1) −∆uˆ(k+1) = 0,
subject to data uˆ0 = uc(x, tk), and its solution is expressed in the integral (2.25).
The pressure, pˆ(k+1), is given in the formula (2.28) with F (k+1) = F (k+1)(uˆ(k+1)).
Evidently, all of the the percolations are exact and smooth. Specifically, the com-
panion solution to (u¯, p¯) over [tk−1, T ] is the superposition of the individual perco-
lations
uc(x, t) =
n∑
k=0
α(k)uˆ(k)(x, t), pc(x, t) =
n∑
k=0
pˆ(k)(x)/β(k)(t), (2.32)
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where uˆ(0) = u¯, α(0) = 1; pˆ(0) = p¯, β(0) = 1.
The localisation and smoothing properties of the heat kernel (2.26) show that
every uˆ(k) decays in time and in space, relative to its initial data uˆ0. Moreover, all
the percolations vanish on the plane z = 0. Choose x = xs ∈ Ωh, t = T so that
u¯(xs, T ) 6= 0. We fix our α’s by
α(k)uˆ(k)(xs, T ) = u¯(xs, T ) = As.
Thus, the velocity sum becomes uc(xs, T ) = (n
′ + 1)As, where n
′ ≤ n, taking into
account a finite number of (possible) zero uˆ. By increasing the number of intervals
over [t∗, T ] and by Cantor’s diagonal process, we assert that
uc(xs, T ) = lim
n→∞
(n′ + 1)As −→∞.
Furthermore, we choose a sub-interval, [tk, tk+1], and divide it into m equal parts,
and repeat the whole analysis. The result is
u′c(x, t) =
m∑
i=0
α(i)uˆ′(i)(x, t), tk ≤ t ≤ tk+1,
which diverges at a point, (xs, ts), as m→∞, as long as u¯(xs, ts) does not vanish.
There is a considerable leeway to construct β(t) in the sum (2.32), in order
to deliver a divergent gradient in time, perhaps as an algebraic or exponential
function. The perturbations given in (2.32) do not have to be singular, nevertheless,
they do imply the existence of multiple backdrop flow-fields, starting from the
identical initial conditions. Therefore, it makes no sense in talking about an a priori
bound on the mean (u¯, p¯). The essence is that the Leray energy inequality (2.2) or
similarity scalings are simply off-target, if not irrelevant. Without a background of
the unpredictable percolated flows, claims of finite-time blow-up in the vicinity of
the plane z = 0 represent a misunderstanding of fluid motion.
3. Flow between plates
We consider two steady planar flows between two parallel plates, namely plane
Couette and Poiseuille flows. These flows have a long history of study, mainly in
stability theory. Without causing confusion, we will denote x2=(x, y) and u=(u, v).
The channel is unbounded: Ω0 : −∞<x<∞; 0≤y≤1. The governing equation for
real fluids µ > 0 has a simple form, µd2u/dy2 = dp/dx. Plate boundary conditions
yield a couple of basic profiles
(PCF) : u(x, 0) = 0, u(x, 1) = 1; ∂xp = 0, u(x, y) = y;
(PPF) : u(x, 0) = 0, u(x, 1) = 0; ∂xp = −2µ, u(x, y) = y(1− y).
We prevent ourselves from challenging the time-independence. To investigate the
flow development with respect to perturbations, we consider the initial-boundary
value problem of the full equations of motion (1.1). Specify the initial perturbation,
uˆ0, by(
uˆ0
vˆ0
)
(x, y) =
1
4π
∫
Ω0
log
(
cosh(x−)− cos(y+)
cosh(x−)− cos(y−)
)(
∂y′ω0
−∂x′ω0
)
dx′dy′, (3.1)
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where x− = π(x − x′), y± = π(y ± y′), see, for instance, Carslaw & Jaeger (1986).
The properties of the logarithmic Green’s function show uˆ0 satisfies the no-slip
on the plates. The smooth function, ω0(x, y), is arbitrary. We require it to be any
localised and bounded function around the origin. Since both the planar flows are
time-independent, we denote the starting instant when the perturbation is first
introduced by t = 0.
(a) Plane Couette and plane Poiseuille profiles
Consider the perturbation on the linear profile, (u¯+αuˆ, pˆ/β), uˆ=(uˆ, vˆ). In the
governing equations (2.13), we replace u by u¯, and set uˆ the solutions of the planar
diffusion equation,
∂tuˆ− ν
(
∂xx + ∂yy
)
uˆ = 0, (3.2)
subject to starting data uˆ0, and homogeneous boundary value, uˆ|∂Ω0 = 0. As the
heat kernel takes the form, H2 = H1(x, x
′, t)×Hf (y, y′, t), where Hf and H1 are
the kernels (2.22) and (2.27), we find the solution of (3.2)
uˆ(x2, t) =
∫
Ω0
H2(x2,y2, t)uˆ0(y2) dy2. (3.3)
The size of the percolation flow-field is much larger than unity for some values of
α, so that the rectilinear flow disappears soon after the perturbation is set-in. In
two space dimensions, the right-hand function in (2.17) takes a simpler form:
∆pˆ = −A0
(
α
(
S2[uˆ]V2[uˆx] + S2[vˆ]V2[uˆy]
)
+
2
(
S2[u]V2[uˆx] + S2[v]V2[uˆy]
) )
(= −F2),
(3.4)
where, by analogy,V2[ux] = (∂xu ∂xv)
′, S2[u] = (∂xu ∂yu). Because of the linearity,
the last term in (3.4) is reduced to 2∂xvˆ. Given uˆ, the gradient counterpart of (2.16)
actually upholds the momentum principle. In fact, the gradient is homogeneous on
∂Ω0, as seen by inspecting (2.16). Pressure pˆ is evaluated from∫
Ω0
N2(x2,y2)F2(y2, uˆ) dy2 + pˆ0, (3.5)
where, after an easy construction of the images, Neumann’s function is
N2(x2,y2) = − 1
4π
log
((
cosh(x−)− cos(y−)
) (
cosh(x−)− cos(y+)
))
. (3.6)
In parallel to the linear profile, we seek a percolation of the form
(
u¯+αuˆ, p¯+ pˆ/β
)
on the parabolic mean flow. Given the class of initial data (3.1), the expression
(3.3) remains unchanged for the description of the diffusive perturbations uˆ(x2, t).
Now, the forcing function for the pressure reads
F2 = −A0
(
α
(
S2[uˆ]V2[uˆx] + S2[vˆ]V2[uˆy]
)
+ 2(1− 2y)∂xvˆ
)
,
while the pressure has the identical form of (3.5).
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By concise computations, our analysis of the primitive Navier-Stokes dynamics
shows that there exist no definitive disturbed states in each of these two shear
flows, for any choice of ω0 of (3.1). Once initiated, the basic profiles are completely
outweighed by the imposing arbitrary perturbations which may be measured as
infinitesimal or finite, albeit vaguely. The concept of disturbing established steady
flows in the primitive setting is poised to be paradoxical.
Ill-posed initial-boundary value problem
Instead of calling uˆ0 and vˆ0 of (3.1) the perturbations, we set them as the initial
data. Then one set of velocity solution uˆ has the components
uˆ(x, y, t) = uˆ0(x, y)αˆ(t), vˆ(x, y, t) = vˆ0(x, y)αˆ(t),
where αˆ is finite, regular but arbitrary, and αˆ(0)=1. Evidently, the flow-field remains
solenoidal for all times t > 0 for every time-dependent function αˆ. The following
specifications of the pressure gradients ensure that the planar primitive equations
are satisfied,
∂xpˆ = −ρ
(
uˆ0αˆ
′ + αˆ2(uˆ0∂xuˆ0 + vˆ0∂yuˆ0)− αˆν(∂xx + ∂yy)uˆ0)
)
,
∂y pˆ = −ρ
(
vˆ0αˆ
′ + αˆ2(uˆ0∂xvˆ0 + vˆ0∂y vˆ0)− αˆν(∂xx + ∂yy)vˆ0)
)
,
for given ω0.
Our result does not contradict the global regularity of the two-dimensional equa-
tions established by Leray (1934b) because his proof of the well-posedness is based
a maximum principle which bounds the scalar vorticity in R2. In this respect, the
primitive formulation has been avoided.
(b) Spurious instability by normal-modes
In the present section, we generalise the two basic uni-directional flows so that
they depend on x3 only, u¯(x3), and they are bounded between two infinite planes:
Ω‖ : −∞ < x1, x2 < +∞, 0 ≤ x3 ≤ 1.
By rewriting the basic profiles as u¯ = x3, and u¯ = x3(1−x3), we look for connections
of the preceding analysis to the linear stability theory which postulates that any
viscous flow may be decomposed into a basic profile plus perturbation
u = u¯+ u′, p = p¯+ p′. (3.7)
The normal-modes analysis in the instability theory is concerned with the excitation
and attenuation of the wave-like perturbations
u′(x1, x2, x3, t) ∝ φ(x3, t) exp
(
iα˜x1 + iβ˜x2
)
, (3.8)
where α˜ and β˜ stand for the respective wave numbers, and i =
√−1. Only the real
part of the complex representation in the eigen space is relevant to the motions.
These wave-trains are known as instability waves which, presumably, exist and
develop in space or in time, depending on whether the wave numbers, α˜, β˜, are
complex or real.
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In the domain of the parallel planes Ω‖, the complete Navier-Stokes equations
(1.1) are invariant under the space translation in either the x1-direction or the
x2-direction or both, namely
u(x1, x2, x3, t) = u(x1−a1, x2−a2, x3, t). (3.9)
It follows that the invariance principle must also apply to the combined flow, u¯+u′.
Because the basic flow itself is translation-invariant along the x1, x2 axes, the dis-
turbances must preserve their analytical equivalence:
A φ(x3, t) exp
(
iα˜x1 + iβ˜x2
) ≡ A φ(x3, t) exp ( iα˜(x1−a1) + iβ˜(x2−a2) ), (3.10)
where A is the proportional constant, and is independent of x1 and x2. For arbitrary
choice of the translation scales a1 or a2, we must have
α˜ = 0, and β˜ = 0, (3.11)
for consistency of (3.10). At the planes, the boundary conditions such as the no-slip,
are applied to the eigen part φ. The non-existence deduction still holds regardless
the presence of solid surfaces. As the perturbations are solenoidal, ∇.u′ = 0, the
wave-free constraints (3.11) show that ∂φ/∂x3 = 0, which imposes strong restric-
tions on the eigen functions. Furthermore, the principle (3.9) applies equally well to
inviscid flows which are assumed to exist by formally setting ν = 0 in (1.1). Hence,
the postulated sinuous instability waves (3.8) are ill-defined in the framework of the
exact incompressible Navier-Stokes-Euler dynamics, as their introduction implies
incompatible physics.†
(c) Unpredictability due to disturbances
By the decompositions (3.7), the superimposed flow of a basic profile and a
perturbation satisfies the equations of motion
∂tu
′ + (u′.∇)u′ + (u¯.∇)u′ + (u′.∇)u¯ = −∇p′/ρ+ ν∆u′, ∇.u′ = 0, (3.12)
† The invariance law (1.2) also rules out the following mean profiles which depend linearly on
the co-ordinates,
u¯i(xj , t) = σij(t)xj + v¯i(t), xj ∈ R, (i, j = 1, 2, 3).
A corresponding pressure can be found so that the equations of motion are satisfied. In R3, the
proposed mean flows contain an infinite amount of energy for bounded σ’s. For arbitrary a, the
principle demands
u¯i(xj , t) − u¯i(xj − aj , t) = σij(t)aj = 0,
which stipulates the discriminant: spatial strain rates σij ≡ 0 at every time t. In rigorous fluid
dynamics, we never recommend any exploration of spatially periodic perturbations on these pro-
files, as nothing insightful can be gained. In any event, these pathological flows would motivate
false interpretations on fluid flows, such as the ‘generalised Kelvin modes’. There have been some
confusions about Kelvin’s paper (1887) in technical literature. Kelvin had worked exclusively on
bounded uni-directional plane Couette flow between 0 ≤ y ≤ b, though he mentioned an extension,
b→∞, on p.191 of his paper. Apparently, it was Hopf (1952) who first considered the boundary-
free turbulence (see his §7) as a limit of spatially periodic flow. However, he expressed strong
reservations about the flow’s unbounded behaviours at large distances, when the period tends to
infinity. Given our current knowledge, we assert that, as a result of careful analyses, there are no
infinite-energy viscous motions. Consequently, the invariance principle is an equivalent statement
to the non-existence of the Navier-Stokes solutions in periodic domains.
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because the basic flow, (u¯, p¯)(x, t), is a solution. As in many practical applications,
it has been claimed that equations (3.12) can be solved by numerical methods, for
given initial data. Let us call these (primitive) solutions (u˜, p˜), and they are valid
over time interval [t0, T
∗].
Choose a sub-interval [t0, T ], T < T
∗. Divide the time interval [t0, T ] into n
equal parts: ∆t = (T − t0)/n or tk = k∆t, k = 1, 2, · · · , n. We consider the first
percolation on the mean flow field at t0,
(u¯+ α(1)uˆ(1), p¯+ pˆ(1)/β(1)). (3.13)
Let the operatorH(u) = (∂t−ν∆)u. Then the percolation is determined by solving
the heat equation with a buffer source
H(uˆ(1)) = b, (3.14)
subject to (arbitrary) solenoidal initial data, uˆp. Because of the sandwiched ge-
ometry, there are useful symmetries in the Green’s function H3 which is governed
by
H(H3) = −δ(x− x′)δ(y − y′)δ(z − z′)δ(t).
Taking into account the non-slip on ∂Ω‖, we find that H3 has a composite form
H3(x,x
′, t) = H1(x, x
′, t)×H1(y, y′, t)×Hf (z, z′, t).
Thus the solenoidal diffusion is guaranteed,
uˆ(1)(x, t) =
∫
Ω‖
H3(x−x′, t)uˆp(x′)dx′ +
∫ t1
t0
∫
Ω‖
H3(x−x′, t−s)b(x′)dx′ds, (3.15)
where uˆp ∈ L1loc(Ω‖), for any choice of the source b within the constraints imposed
on the buffer functions (2.10). One of the important properties of the kernel H3 is
that it is capable of mollifying a large class of the initial data. In experimental work,
various methods have been developed to disturb the mean flow, including wave gen-
erators, acoustic excitations by loud speakers, flow impulses, controlled directional
jets, and others. All these artificial excitations are well-covered in the theory of
L1loc space. Computationally, the diffusive component uˆ
(1) can be recognised as the
numerical errors from discretisation.
The first equality of (3.12) is fully maintained if
∇pˆ(1) = −q(1)(uˆ(1), u¯), (3.16)
where the non-linear terms are grouped into
q(i)(u,v) = ρα(i)β(i)
(
α(i)(u.∇)u+ (v.∇)u + (u.∇)v )+ ρβ(i)b.
The actual pˆ can be found by solving the problem ∆pˆ(i) = −(∇.q(i)), subject to
inhomogeneous Neumann data of (3.16). Some algebra gives
pˆ(i)(x) =
∫
Ω‖
N3(x,x
′)(∇.q(i))(x′) dx′
+ ρβ(i)
∫
R2
(
N3(x,x
′
2, 0)b(x
′
2, 0)−N3(x,x′2, 1)b(x′2, 1)
)
dx′2 + pˆ0,
Article published on arXiv
16 F. Lam
where
N3 =
1
4π
∞∑
k=−∞
( 1
R+
+
1
R−
)
with the image locations at R2± = (x−x′)2+(y−y′)2+(z±z′−2k)2. Hence our first
companion solution deviates the mean motion
(uc, pc)(x, t) =
(
u¯+ α(1)uˆ(1), p¯+ pˆ(1)/β(1)
)
(x, t).
In general, the postulated solution (u˜, p˜) and the companion do not coincide over
[t0, t1], even though both are perturbed by the same initial data uˆp.
Next we consider a series of consecutive percolations(
α(k)uˆ(k), pˆ(k)/β(k)
)
, k = 2, 3, · · · ,
on the companion flow
(u(k−1)c , p
(k−1)
c ) =
(
u¯+
k−1∑
i=1
α(i)uˆ(i), p¯+
k−1∑
i=1
pˆ(i)/β(i)
)
,
over tk−1 ≤ t ≤ tk. The k-th percolation is found from H(uˆ(k)) = b, subject to
data u
(k−1)
c , and it has the form (3.15). By the same token, we must have
∇pˆ(k) = −q(k)(uˆ(k),u(k−1)c ).
Over the last interval [tn−1, tn], the basic profile (u¯, p¯) has an arbitrary companion
(u(n)c ,∇p(n)c )(x, t) =
(
u¯+
n∑
k=1
α(k)uˆ(k), ∇p¯+
n∑
k=1
∇pˆ(k)
)
(x, t).
By increasing the number of sub-intervals, n → ∞, we envisage an experimental
condition of continuously introducing perturbation uˆp into the mean flow. A typical
example of this situation is found in all wind tunnels where the free-stream contains
high levels of turbulence or acoustic noise. Another example includes the macro-
scopic realisation of thermal fluctuations or Brownian motion which is an inherent
part in all flow states. Evidently, the claimed primitive solution, (u˜,∇p˜), can never
be unique over [t0, T ], in spite of the origin of the perturbations. By deduction, the
primitive theory implies that any mean flow will be strongly distorted immediately
after the start. This theoretical account does not reconcile with experimental facts.
Our evaluations so far have been carried out by exact computations. We have
kept all the terms in equation (3.12). In linear stability theory, it has been assumed
that the term, (u′.∇)u′, is small compared to other terms in (3.12). Neglecting this
non-linear term, we have
∂tu
′ + (u¯.∇)u′ + (u′.∇)u¯ = −∇p′ + ν∆u′, ∇.u′ = 0. (3.17)
In principle, the linearisation is made at the expense of the momentum conserva-
tion; there are no justifications for ignoring the non-linearity unless one tolerates
absurd physics. Nevertheless, let the solution of (3.17) be (u¯L, p¯L) over its validity
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interval [t0, T ]. This basic flow may have been obtained, for instance, by a normal-
modes analysis of linear instability or a procedure of asymptotic expansion at high
Reynolds numbers. Starting with the first percolation (3.13), H(uˆ
(1)
L ) = b remains
unchanged. Clearly, the linearisation does not modify our diffusion problem for uˆ
(k)
L .
Only minor adjustments are required for the compensating pressure pˆL. We need
q′
(i)
(u,v) = ρα(i)β(i)
(
(v.∇)u + (u.∇)v )+ ρβ(i)b,
instead of q. Without repeating the whole analysis for consecutive percolations, we
deduce that the ‘linearised’ companion to (u¯L, p¯L) contains the similar arbitrariness
(v(n),∇q(n))(x, t) =
(
u¯L +
n∑
k=1
α(k)uˆ
(k)
L , ∇p¯L +
n∑
k=1
∇pˆ(k)L
)
(x, t),
where∇pˆ(k)L = −q′(k)
(
uˆ
(k)
L ,v
(k−1)
)
. As in the case of the upper half space, infinitely
many consecutive percolations are able to saturate any basic profile with the aid
of selective α’s and β’s. What we are trying to emphasise is the fact that, the
connection of the sinusoids (3.8) to fluid motions are only found in the linearised
theory. The key issue is that these wave-like instabilities comprise just a small subset
of the allowable L1loc perturbations which take any physically-relevant forms, for
instance, spatiotemporal aperiodic fluctuations. To justify specific normal modes
by evoking Fourier transforms is a half-done argument. Indeed counter examples
to normal-modes analyses are well-known, as there are flows whose spectra are
ostensibly incomplete. In such circumstances, the expansion theory of instability
modes is at least inapplicable, as the continuum flow scales do not amend to wave
descriptions.
It is an inconvenient reality that our description of fluid motions solely in terms
the primitive variables precipitates the inevitability of the momentum partition,
which gives rise to successive percolations under the auspices of the buffer b. The
grave consequence is that any disturbed state, (u¯+u′, p¯+p′), amounts to indetermi-
nacy. Hence, those methods of solving the primitive (3.12), such as linear or weakly
non-linear instability analyses, non-modal optimised energy approaches, Fourier or
eigen-function expansions, high Reynolds-number asymptotic approximations, can
hardly be promising.
(d) Boundary layers
A thin viscous layer develops on the surface of a plate when it is suddenly set
into motion. Theoretically, the thickness of the layer can be estimated from the
impulsively-started Stokes’ flow on an infinite plane,
∂tu− ν∂yyu = 0,
subject to u0(y, 0)=0, u(0, t ≥ 0)=U∞, and u(∞, t)=0. The solution of this equation
is given by
u(y, t) = U∞
∫ t
0
T (t−s)ds = yU∞√
4πν
∫ t
0
exp
(−y2/(4ν(t−s)))
(t−s)3/2 ds =
yU∞√
4πν
I(t),
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where, from (2.27),
T (t− s) = ∂(H1(y, y′, t−s)−H1(y,−y′, t−s))/∂y′
∣∣
y′=0
.
The integral, I(t), is a measure of time scale. A fluid particle on the plate impul-
sively moves with the plate to a location L in time L/U∞ = tL. In fluids ν ≪ 1,
the exponential function is ∼ O(1) for y2/(νt)≪ 1. Asymptotically, tL is the char-
acteristic time
I(t) ∼
∫ t
0
(t− s)−3/2ds ≈ t−3/2
∫ t
0
(
1− 3s/(2t))ds ≈ t−1/2L =√U∞/L.
Close to the plate, u/U∞ ∼ O(1), the wall layer, δ ∼ y, is called a boundary layer.
For an observer moving with the plate, the thin viscous shear
δ ∼ O(√ν) or δ/L ∼
√
ν/LU∞ = Re
−1/2
L , (3.18)
for Reynolds’ number ReL ≫ 1.
The boundary layer theory of Prandtl (1904) is an approximation of the planar
Navier-Stokes dynamics. For a steady boundary layer over a semi-infinite flat-plate,
the governing equations are
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
= −1
ρ
∂p
∂x
+ ν
∂2u
∂y2
,
∂u
∂x
+
∂v
∂y
= 0. (3.19)
The boundary conditions are u(x, 0)=v(x, 0)=0;u→U∞, v→0, y→∞, and upstream
compatibility u(0, y)=U∞, v(0, y)=0. In the scaling U
2
∞/L, v-momentum is of small
order, and ∂p/∂y ∼ O(δ/L). Since there are three unknowns in (3.19), a supple-
mentary condition must be imposed. It is argued that, at the edge of the layer,
velocity u presumes the value of the inviscid free-stream U∞. Thus the stream-wise
pressure satisfies
dp/dx = −ρU∞ dU∞/dx. (3.20)
Effectively, the gradient in (3.19) is fixed for every given U∞=U∞(x). The well-
studied case is a Blasius profile on a flat-plate, U∞=U0=const. In steady flows, a
number of free-streams have been proposed, for example, U∞(x)=U0
(
x/L
)m
for an
integer m. In the flow over a circular cylinder, the initial flow and free-stream are
matched, u0(x, 0) = U∞(x) = U0 sin(x/L), and hence viscous layers develop in the
vicinity of the forward stagnation point. The expectation is that, from the solutions
of (3.19), boundary layers in favourable and adverse gradients may be elucidated.
However, the approximations (3.19) are a reductionist’s view of fluid motion and are
not always reasonable. For instance, elevating passive pressure (1.5) to regulative
control (3.20) introduces a misconception that an adverse pressure gradient causes
a boundary layer to separate.
Incidentally, the supposition of a fixed gradient circumvents the non-uniqueness
of the primitive formulation, as it closes the partition loop of the momentum. But,
considerations of perturbing a Blasius flow u¯BL, in the sense of (3.7), necessarily
involve an analogous analysis to (3.12) or (3.17). In practice, a typical flat-plate
boundary layer has a stream-wise length L ∼ O(1) behind the leading edge at
moderate Reynolds numbers (cf. the estimate (3.18)). Comparisons between mea-
surements and linearised calculations may seem to be impressive. Even so, we must
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treat any of the apparent successes with caution, as these limited test realisations
by no means elude the analytical indeterminacy. Accordingly, the contrast between
convective and absolute instabilities is inconsequential.†
4. Cylindrical polar co-ordinates
Denote the velocity components by u = (ur, uθ, uz) in the cylindrical co-ordinates
z = (r, θ, z). The primitive equations of motion are
∂ur
∂t
+ (u.∇)ur − u
2
θ
r
= −1
ρ
∂p
∂r
+ ν
(
∆1ur − 2
r2
∂uθ
∂θ
)
,
∂uθ
∂t
+ (u.∇)uθ + ur uθ
r
= − 1
ρ r
∂p
∂θ
+ ν
(
∆1uθ +
2
r2
∂ur
∂θ
)
,
∂uz
∂t
+ (u.∇)uz = −1
ρ
∂p
∂z
+ ν ∆0uz,
(4.1)
and the continuity,
∇′.u = ∂ur
∂r
+
ur
r
+
1
r
∂uθ
∂θ
+
∂uz
∂z
= 0, (4.2)
where the operators are defined by ∆1 = ∆0 − 1/r2,
∆0 =
∂2
∂r2
+
1
r
∂
∂r
+
1
r2
∂2
∂θ2
+
∂2
∂z2
.
The gradient operator, ∇ = ∂/∂r + ∂/(r∂θ) + ∂/∂z. Equations (4.1) and (4.2)
are made dimensionless by the SI units. To derive the analogous expression of
(1.5) for the pressure, we take into account the fact that the time-dependent terms
must vanish in view of the incompressibility hypothesis. In practice, we look for an
expression containing ∆0p or ∆1p. The following identities facilitate the subsequent
algebraic simplifications:
∂
∂r
(
∆0ur
)
= ∆0
(∂ur
∂r
)
− 1
r2
∂ur
∂r
− 2
r3
∂2ur
∂θ2
,
1
r
(
∆0ur
)
= ∆0
(ur
r
)
+
2
r2
∂ur
∂r
− ur
r3
,
1
r
∂
∂θ
(
∆0uθ
)
= ∆0
(1
r
∂uθ
∂θ
)
+
2
r2
∂2uθ
∂r∂θ
− 1
r3
∂uθ
∂θ
,
(4.3)
where each term of the left-hand side can be found by manipulating the governing
equations. By direct computations, the momentum equations in (4.1) then show
† Our findings of the present section are consistent with experiment and careful computa-
tions. The classic experiment on the boundary-layer transition by Schubauer & Skramstad (1947)
conclusively demonstrated that perturbations have no correlations with the measured transition
location. Instead of the primitive variables, solutions must be sought in the continuum theory
of the full vorticity dynamics. In applications, we do not regard unqualified ripples and stitches
in vorticity iso-contours as evidence of the flow instabilities. Yet the critical layers are ill-defined
and hence dissolved. Highly skewed vortices haul retarded flow elements away from solid surfaces,
leading to separations. Convergence in discretisation and successive asymptotes is of importance.
We exemplify these issues by a dipole-wall simulation, see figures 7 to 11 of Lam (2018a).
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that the diffusion-related terms drop out due to the continuity. Effectively, we need
to simplify the expression( ∂
∂r
+
1
r
)(
(u.∇)ur − u
2
θ
r
)
+
1
r
∂
∂θ
(
(u.∇)uθ + ur uθ
r
)
+
∂
∂z
(
(u.∇)uz
)
,
which equals to −∆0p/ρ. It is found that the lengthy identity can be paraphrased by
subtracting a variant of the continuity, (u.∇)(∇′.u), so that all the terms containing
second derivatives cancel out. After further reductions and some rearrangements,
we obtain the Poisson equation for the pressure
−1
ρ
∆0p =
(∂ur
∂r
)2
+
( 1
r
∂uθ
∂θ
+
ur
r
)2
+
(∂uz
∂z
)2
+ 2
( 1
r
∂ur
∂θ
∂uθ
∂r
+
1
r
∂uθ
∂z
∂uz
∂θ
+
∂ur
∂z
∂uz
∂r
− uθ
r
∂uθ
∂r
)
= P (u).
(4.4)
(a) Non-existence of Burgers’ vortex
Flows in the domain,
Ωz : 0 ≤ r <∞; 0 ≤ θ < 2π; −∞ < z < +∞,
must obey the invariance principle (1.2) in the z-direction. Burgers (1948) suggested
a vortex motion whose velocities are
ur = −γr; uθ = φ(r, t); uz = 2γz, (4.5)
where γ denotes a constant, representing a strain rate as it has the dimension [s−1].
The invariance law in the z-direction is expressed in the identity,
uz(z)− uz(z − a3) = 2γa3 = 0,
for arbitrary translation a3. Thus, Burgers’ vortex cannot exist for non-zero γ.
Few variants of (4.5), for instance, γ = γ(t) or γ = γf(r), have been proposed.
These revised vortex flows set the scene for a number of strained vorticity fields,
which were treated as building elements in simulating turbulence. By inference, the
conclusions of these works have marginal validity, and large parts of them, if not
all, must be reappraised for important applications. In finite energy flows, the rule
is that the Navier-Stokes equations do not admit solutions of power series
ui ∝ (xi − ai)k, (i = 1, 2, 3)
in homogeneous direction xi for non-zero integer k.
(b) Rotational normal-modes for Hagen-Poiseuille flow
In the infinite circular pipe of unit radius, Ω1 : 0 ≤ r ≤ 1; 0 ≤ θ < 2π; z ∈ R,
we consider a uni-directional flow u¯z = u¯z(r) with zero radial and circumstantial
pressure gradients. The continuity is satisfied automatically, and the z-momentum
of (4.1) reduces to µ(∂rr + ∂r/r)u¯z = ∂q¯/∂z. Applying the no-slip on wall r = 1,
we obtain the steady velocity,
u¯ =
(
u¯r, u¯θ, u¯z
)
=
(
0, 0, 1− r2 ), (4.6)
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which is driven by an axial pressure gradient, ∂z q¯ = −4µ. In laboratory experi-
ments, the steady-state profile (4.6) may be realised at locations a few diameters
downstream of a streamlined entry, as long as the transient of starting conditions
becomes settled. In this way, the comparison with the theory tentatively removes
the dependence of initial conditions. Given the subtleties and difficulties in fluid
experiments, this unitary case should never be generalised into a conception that
initial conditions are of secondary importance. Practically, we may devise many
entry conditions, and hence downstream flows are strong functions of the applied
external pressure gradient.
In theory, parabolic distribution (4.6) is applicable over the entire domain Ω1
and is thus treated as a mean flow. In parallel to the wave-form (3.8), stability
analysis considers possible amplifying effects of the disturbances
(u′r, u
′
θ, u
′
z, p
′)(r, θ, z, t) ∝ (u˜r, u˜θ, u˜z, p˜)(r, t) exp
(
i ( γ˜z + nθ )
)
, (4.7)
where n = 0,±1,±2, · · · , so as to ensure rotational periodicity. The principle of
translation invariance asserts that the dynamic compatibility must be observed at
all times, or the following expression must make sense
exp
(
i ( γ˜z + nθ )
)
= exp
(
i ( γ˜(z − a3) + nθ )
)
.
In the exact non-linear Navier-Stokes dynamics, the travelling waves (4.7) cannot
exist for arbitrary a3 unless γ˜ = 0. As a result, the expected perturbative structures
are less interesting, as they degenerate into fixed periodic functions in θ.
By integration, the actual pressure driving the flow (4.6) is found to have an
analytic expression q¯ = −4µz + q¯0(t). From a strictly analytical point of view,
we may articulate that there can be no pressure of this form which satisfies the
invariance law. However, we shall ignore this indeterminate quantity, and stick to
the fact that the momentum conservation involves only the gradient.
(c) Ambiguity in pipe flow
Let us introduce an add-on flow, uˆ, superimposed on flow (4.6),
(uˆ, qˆ)(r, θ, z, t) = (uˆr, uˆθ, uˆz, qˆ)(z, t), (4.8)
where the velocity vanishes at the pipe wall, uˆ(1, θ, z, t) = 0, and decays to zero as
z → ±∞. We substitute the sum, u¯+ αuˆ, q¯ + qˆ/β, into equations (4.1) and (4.2).
Since (u¯, q¯) is a solution pair, the analogous system to (2.13) reads
∂tuˆr + fr = −
(
∂qˆ/∂r
)
/A0 + ν
(
∆1uˆr − 2r−2∂uˆθ/∂θ
)
,
∂tuˆθ + fθ = −
(
∂qˆ∂θ
)
/(rA0) + ν
(
∆1uˆθ + 2r
−2∂uˆr/∂θ
)
,
∂tuˆz + fz = −
(
∂qˆ/∂z
)
/A0 + ν ∆0uˆz,
∇′.uˆ = 0.
(4.9)
where the non-linear terms are grouped into
fr = α(uˆ.∇)uˆr + (1− r2)∂uˆr/∂z − uˆ2θ/r,
fθ = α(uˆ.∇)uˆθ + (1− r2)∂uˆθ/∂z + uˆruˆθ/r,
fz = α(uˆ.∇)uˆz + (1− r2)∂uˆz/∂z − 2ruˆr.
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The Neumann data can be inferred from (4.9), the equation gives the pressure
∆0qˆ = −A0
(
∂fr/∂r + fr/r + ∂fθ/∂θ/r + ∂fz/∂z
)
= −Qˆp(u¯, uˆ, z). (4.10)
Choose any buffer b = (br, bθ, bz)(z, t), as postulated. The components of the
percolation are diffusions
h1(uˆr) = −2r−2∂uˆθ/∂θ + br, h1(uˆθ) = 2r−2∂uˆr/∂θ + bθ, h0(uˆz) = bz, (4.11)
where h0=∂t−ν∆0, and h1=h0+1/r2. Because the Hagen-Poiseuille flow is steady,
we are free to set the switch-on time of percolations, say, t = 0. The initial data are(
uˆr, uˆθ, uˆz
)
(z, t = 0) =
(
uˆ0, vˆ0, wˆ0
)
(z). (4.12)
The solution of the third equation in (4.11) is expressed as
uˆz(z, t) =
∫
Ω1
K0(z, z
′, t) r′wˆ0(z
′) dz′ +
∫ t
0
∫
Ω1
K0(z, z
′, t−s) r′bz(z′, s) dz′ds, (4.13)
where K0(z, z
′, t) = H1(z, z
′, t)G0(r, θ, r
′, θ′, t), with the cross-section Green func-
tion being
G0 =
1
π
∞∑
i=1
1
(J1(κ0i))2
J0(κ0ir) J0(κ0ir
′) exp(−κ20iνt)
+
2
π
∞∑
n,i=1
cos(n(θ − θ′))
(Jn+1(κni))2
Jn(κnir) Jn(κnir
′) exp(−κ2niνt),
(4.14)
where Jn stands for the Bessel function of order n = 0, 1, 2, · · · . Each of the Bessel
functions, Jn(x), has infinitely many zeros in the interval x > 0. In every summation
over n, κni is the ith positive root of the function Jn(κ) = 0.
Let u± = uˆr ± uˆθ. The first two equations of (4.11) are reduced to the system
(∂t − ν∆1)u+ = 2ν ∂θu−/r2 + br + bθ,
(∂t − ν∆1)u− = −2ν ∂θu+/r2 + br − bθ.
}
(4.15)
Since the diffusion operator on the left is separable, we readily establish the analo-
gous kernel, K1(z, z
′, t) = H1(z, z
′, t)G1(r, θ, r
′, θ′, t), where the Green function G1
is
G1(r, θ, r
′, θ′, t) =
2
π
∞∑
n,i=1
cos(n(θ − θ′))
(Jn+1(κni))2
Jn(κnir) Jn(κnir
′) exp(−κ2niνt).
Transforming (4.15), the solutions are defined in the coupled integral equations:
u+(z, t) + 2ν
∫ t
0
∫
Ω1
K2(z, z
′, t−s)/r′ u−(z′, t−s) dz′ds = F+(z, t),
u−(z, t) − 2ν
∫ t
0
∫
Ω1
K2(z, z
′, t−s)/r′ u+(z′, t−s) dz′ds = F−(z, t),


(4.16)
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where the integral terms are obtained by integration by parts, taking into account
the no-slip condition. Kernel K2(z, z
′, t) = H1(z, z
′, t)G2(r, θ, r
′, θ′, t). The drivers
on the right, F±, are known∫
Ω1
K1(z, z
′, t)r′ (uˆ0 ± vˆ0) dz′ +
∫ t
0
∫
Ω1
K1(z, z
′, t−s)r′ (br ± bθ) dz′ds.
In view the rotational symmetry of G1, the modified Green function is easily derived
G2(r, θ, r
′, θ′, t) =
2
π
∞∑
n,i=1
n sin(n(θ − θ′))
(Jn+1(κni))2
Jn(κnir) Jn(κnir
′) exp(−κ2niνt).
By virtue of the asymptotic properties of the Bessel functions (n ≥ 1), we see
that the kernel K2/r is well-behaved at the pipe centre, as
nJn(r)/r ∼ rn−1/(2(n− 1)!) as r → 0.
This evaluation ensures that the flow is regular at the axis of symmetry. It follows
that both the integral kernels,K1 andK2, are bounded in the whole flow domain. By
a standard algebraic manipulation to eliminate (say) u− from the equations (4.16),
the resulting equation becomes a linear Volterra equation of the second kind with
a regular kernel. Its solutions can be established by successive approximations of
resolvent kernels, see, for instance, Tricomi (1957). Without going into the technical
details, we deduce that system (4.16) is uniquely solvable, and the diffusion (4.11)
admits solutions, (uˆr, uˆθ, uˆz), for every given data (4.12) and buffer b.
As in the derivation of Poisson equation (4.4), system (4.11) always defines a
solenoidal velocity field for any incompressible initial data, i.e., the last equation
in (4.9) holds at all times. Any momentum imbalance caused by the diffusions is
restored, because the percolation gradients are fixed by the receptive non-linearities
∂r qˆ = −ραβfr − ρβbr, ∂θqˆ/r = −ραβfθ − ρβbθ, ∂z qˆ = −ραβfz − ρβbz , (4.17)
where the right-hand sides are known functions of u¯ and uˆ.
If necessary, the pressure (4.10) can be calculated with extra effort. By virtue
of the solutions of (4.17), the Neumann condition is determined and denoted by
∂qˆ/∂r
∣∣
r=1
= −ρβbr(1, θ, z) = Q0(θ, z).
Both qˆ and b are assumed to decay at |z|→∞. So the integral for the pressure is
qˆ(r, θ, z) =
∫
Ω1
Np(z, z
′) r′ Qˆp(z
′) dz′ +
∫
R
∫ 2pi
0
Np(z, 1, θ
′, z′)Q0dθ
′dz′ + qˆ0, (4.18)
where the Neumann kernel is governed by ∆0Np = −δ(r − r′)δ(θ − θ′)δ(z − z′)
/
r,
subject to homogeneous data. Starting with the expression for Dirac’s delta,
δ(θ − θ′) = 1
2π
+
1
π
∞∑
n=1
cos(n(θ − θ′)) = 1
2π
∞∑
n=−∞
cos(n(θ − θ′)),
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it is straightforward to derive the product for the cross-section Neumann function
δ(r − r′)δ(θ − θ′)/r = 1
π
∞∑
n=−∞
∞∑
i=1
Jn(σnir)Jn(σnir
′)
(1− n2/σ2ni)(Jn(σni))2
cos(n(θ − θ′)),
where σni is the ith positive root of the function J
′
n(σ) = 0, so as to satisfy the
boundary condition at the wall. By inspection, Np must have the form
Np(z, z
′) =
∞∑
n=−∞
∞∑
i=1
NniJn(σnir) cos(n(θ − θ′)).
In view of the pressure decay at large |z|, we determine Nni by solving the governing
equation for Np. The result is
Np =
1
π
∞∑
n=−∞
∞∑
i=1
Jn(σnir)Jn(σnir
′)
(σni − n2/σni)(Jn(σni))2 ×
cos(n(θ − θ′)) exp (− σni|z − z′| ).
In (4.18), the gauge qˆ0 does not affect the evaluation of gradients ∇qˆ.
There are no restrictions on the cycles of consecutive percolations. An interval,
[0, T ], is sub-divided into n equal parts. In each of these sub-intervals, we repeat our
calculations for the local percolations. Over the last interval [tn−1, tn], the Hagen-
Poiseuille profile (u¯, q¯) has companions
(
u¯+
n∑
k=1
α(k)uˆ(k), ∇q¯ +
n∑
k=1
∇qˆ(k)/β(k)
)
(x, y, z, t). (4.19)
The critical issue is that the complete Navier-Stokes equations admit non-linear
as well as elementary solutions, though the class of the present solutions is not re-
lated to the most interesting phenomenon: turbulence. Our analysis demonstrates
the fact that the companions decimate the parabolic Hagen-Poiseuille profile imme-
diately after the commencement of the motion, as the percolations are multivalued
at any time. Strictly, there does not exist one single identifiable characteristic veloc-
ity in the whole flow-field. Thus, the notion that turbulence in the pipe experiment
of Reynolds (1883) is triggered by some form of finite-amplitude perturbation must
be fundamentally flawed, as there are no well-defined Reynolds’ numbers. Likewise,
it is a truism to say that the laminar-turbulent transition in pipe flow spans a
complex, non-linear, spatiotemporal process involving an enormous range of space
and time scales, if such a rhetoric merely presumes the primitive particulars. In
conclusion, flow instability and pleonastic bi-stability have no precise meanings.
5. Couette motion between cylinders
The flow between two rotating cylinders about a common axis has been studied
extensively in fluid dynamics. In this section, we consider time-independent flows
in the annulus between two rotating co-axial cylinders,
Ωi : 0 < R1 ≤ r ≤ R2, 0 ≤ θ < 2π, −∞ < z < +∞,
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where R1 and R2 are the radii of the inner and outer cylinders. Denote their angular
velocities by Ω1 and Ω2. The simplicity of the geometry suggests that the flow is
characterised by the non-zero component u¯θ = u¯θ(r) such that the incompressibility
(4.2) is fulfilled. The governing equations (4.1) reduce to
u¯2θ/r = ∂r q¯/ρ, and ν(∂rr + ∂r/r − 1/r2)u¯θ = 0,
respectively. The boundary conditions for real fluids (ν > 0) are
u¯θ(R1, θ, z) = R1Ω1, u¯θ(R2, θ, z) = R2Ω2.
Algebra shows that the velocity is the sum of a rigid-body rotation and a viscous
shear layer:
u¯ =
(
0, Ar +B/r, 0
)
, (5.1)
or its angular velocity:
Ω¯ =
(
0, A+B/r2, 0
)
, (5.2)
where the integrating constants are expressed in symmetric forms
A = (Ω2R
2
2 − Ω1R21)/(R22 −R21), B = −(Ω2 − Ω1)R22R21/(R22 −R21).
The mean pressure or its gradient is also known. Because of the no-slip condition,
the cylinders’ walls drag the fluid into axi-symmetric rotational motion.
(a) Fallacy of Rayleigh’s instability criterion
By formally putting ν = 0 in (4.1), we get
D∗
D∗t
u˜r − u˜
2
θ
r
= −1
ρ
∂p˜
∂r
,
D∗
D∗t
(ru˜θ) = 0,
D∗
D∗t
u˜z = −1
ρ
∂p˜
∂z
, (5.3)
where D∗/D∗t is the total derivative with axi-symmetry. The continuity reads,
∂u˜r/∂r + u˜r/r + ∂u˜z/∂z = 0. (5.4)
The governing equations remain unchanged under z-translation. From the middle
momentum of (5.3), Rayleigh (1916) argued that the circulation, ru˜θ, or the angular
momentum, r2Ω˜, is time-invariant. In the specific case of purely azimuthal flow,
u˜θ = u˜θ(r, t) where u˜r = u˜z = 0 or u˜r = 0, u˜z = f(r, t), the θ-momentum reduces
to d(ru˜θ)/dt = 0. The kinetic energy per unit mass of the motion is Eθ = u˜
2
θ/(2r
2) =
(r2Ω˜)2/(2r2). The stability of the motion depends on the sign of the discriminant,
Φ(r) =
d
dr
(
r2Eθ
)
= r2Ω˜
d
dr
(
r2Ω˜
)
. (5.5)
By virtue of the conservation law, the constancy, r2Ω˜(r, t) = r20Ω˜(r0, 0), does not
necessarily imply stability or instability; we must restore to perturbation analyses
(see below).
Rayleigh contemplated that the invariance of ru˜θ still holds in three-dimensional
motions with non-trivial radial and axial velocities, u˜r 6= 0 and u˜z 6= 0, provided
the term u˜2θ/r in the first equation is balanced by a radial force. Then the whole
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motion would proceed as if u˜θ were absent. His invariance postulation is imprecise
without supplementary boundary conditions. Because of z homogeneity, we consider
only motions in planes normal to the axis, where u˜z is independent of z. From axi-
symmetry, it is plain to see that continuity (5.4) implies u˜r = α˜(t)/r with any finite
α˜, and α˜(0) 6= 0. Then a solution of (5.3) follows
u˜r =
α˜(t)
r
, ru˜θ = exp
(
− r
2
2
+
∫ t
0
α˜(s)ds
)
, u˜z = g(r, t), (5.6)
as long as there are no boundary conditions. The pressure gradients are determined
accordingly. Although the total derivative D∗(ru˜θ)/D∗t vanishes, it does not imply
the time invariance of ru˜θ, because the circulation depends on the choice of function
α˜(t) for fixed initial value u˜θ(r, 0) = exp(−r20/2)/r0. In an infinitely long hollow
circular tube, 0 ≤ r ≤ a, solution (5.6) is singular and inadmissible for flows of
finite energy. Similarly, it does not exist wherever there is a boundary, on which u˜r
vanishes. At least, the axi-symmetry and the condition u˜r|∂Ω=0 are incompatible
propositions, unless u˜r = 0.
If the restriction on the axial symmetry is relaxed, Rayleigh’s invariance on
ru˜θ is unavailable. Let us return to the inviscid flow in the hollow tube, with the
boundary condition, u˜(a, θ, z, t) = 0. We find an arbitrary solution to the governing
equations (4.1)-(4.2) (ν = 0),
u˜r = (r−a)α˜(t)h(θ), u˜θ = −(2r−a)α˜(t)
∫ θ
0
h(s)ds, u˜z = Z(r, h(θ))β˜(t). (5.7)
We assume Z(r, h(θ)) are finite, or Z = 0. Function h is periodic, h(θ) = h(2πm+θ),
where m = 0,±1,±2, · · · . The time functions, α˜(t) and β˜(t), are arbitrary, smooth,
and bounded, and α˜(0) 6= 0, and β˜(0) 6= 0, to avoid trivial initial data. In fact,
the inviscid momentum conservation is fully respected, once time-dependent u˜ is
specified, as each of ∇p˜ in (5.3) is fixed.
For the corresponding exterior flow (r ≥ a), a comparable solution is given by
u˜r =
1
r
(1− d0)α˜(t)h(θ), u˜θ = −(k+1)(r − a)kd0α˜(t)
∫ θ
0
h(s)ds, (5.8)
where the decay at large r is controlled by d0 = exp
( − (r−a)k+1), k ≥ 1. If we
consider the particular planar motion in real fluids, i.e., u˜z = 0 and ν > 0, the
wall no-slip is satisfied by both u˜r and u˜θ. In other words, for given viscosity ν,
all the velocity terms in the planar Navier-Stokes equations (4.1) are known so
that the momentum conservation is maintained by the pressure gradients. Note
that any suitable functions can be assigned to α˜(t) and h(θ) that, potentially, give
rise to a family of disparate flow-fields. The novelty of the present example is that
we do not have to rely on the use of the diffusive percolations to demonstrate the
incompleteness of the primitive dynamics.
Arbitrary perturbations
In the annulus domain Ωi, the inviscid equations (5.3) admit a steady mean
flow (u˜, p˜)(r),
u˜r = u˜z = 0, u˜θ = V˜ (r) = rΩ˜(r), p˜(r) =
∫ (
V˜ 2/r
)
dr, (5.9)
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where the azimuthal velocity is an arbitrary function of r. Following the practice
of perturbation theory, we consider the possibility that the mean flow is perturbed
as a superposition
u˜′r, V˜ (r) + u˜
′
θ, u˜
′
z, p˜(r) + p˜
′.
Now, the continuity is governed by
∂u˜′r/∂r + u˜
′
r/r + (∂u˜
′
θ/∂θ)/r + ∂u˜
′
z/∂z = 0. (5.10)
The perturbation equations are written as
∂p˜′/∂r = −ρ(∂tu˜′r + f ′r), ∂p˜′/∂θ = −ρr(∂tu˜′θ + f ′θ), ∂p˜′/∂z = −ρ(∂tu˜′z + f ′z),
(5.11)
where the full non-linearities are
f ′r = (u˜
′.∇)u˜′r + Ω˜ ∂u˜′r/∂θ − u˜′2θ/r − 2Ω˜u˜′θ,
f ′θ = (u˜
′.∇)u˜′θ + Ω˜ ∂u˜′θ/∂θ +
(
dV˜/dr + Ω˜
)
u˜′r + u˜
′
ru˜
′
θ/r,
f ′z = (u˜
′.∇)u˜′z + Ω˜ ∂u˜′z/∂θ.
System (5.10)-(5.11) must be solved subject to the wall condition,
u˜′r(R1, θ, z, t) = u˜
′
r(R2, θ, z, t) = 0.
By observation, one set of the velocities is
u˜′r = (r −R1)(R2 − r)α(t)h(θ),
u˜′θ =
(
3r2 + 2(R2 −R1)r +R1R2
)
α(t)
∫ θ
0
h(s)ds,
(5.12)
and u˜′z has the identical form of (5.7). Another flow-field reads
u˜′r =
( 1
R1
−1
r
)(1
r
− 1
R2
)
α(t)h(θ), u˜′θ = −
1
r
(1
r
− 1
R1R2
)
α(t)
∫ θ
0
h(s)ds. (5.13)
The sum of (5.12) and (5.13) constitutes additional solutions. Given an inviscid
Couette mean and the perturbations, equations (5.11) indicate that the gradients
are exactly known. Note that these solutions also satisfy the usual linearised equa-
tions, where the non-linear terms in the functions, f ′r, f
′
θ, and f
′
z, are neglected. It
becomes clear that the gradient ∇p˜′ needs to be updated to reflect the approxima-
tions due to linearisation. The point is that our finite-energy velocity fields can be
superimposed on any claimed solutions of (5.11) which establish unstable properties
of the mean. It follows that there is no instability as postulated by criterion (5.5).
(b) Circular shear between infinitely long cylinders
Couette motion (5.1) or its inviscid counterpart (5.9) of the unbounded cylin-
drical gap is translation-invariant in the z-direction. Hence the wave-trains of the
specific form (4.7) are not supported in these flows.
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To establish percolations (4.8), we solve equations (4.11) subject to initial data
similar to those in (4.12), and the non-slip condition on ∂Ωi. Instead of Green’s
function G0 in (4.14), we need
g0 =
π
4
∞∑
i=1
F0(λni)E0(λnir)E0(λnir
′) exp(−λ2niνt) +
π
2
∞∑
n,i=1
cos(n(θ − θ′))Fn(λni)En(λnir)En(λnir′) exp(−λ2niνt),
where Jn and Yn stand for the Bessel functions of order n, and Fn denotes the
normalisation factor,
Fn(λni) =
λ2ni(Jn(λniR2))
2
(Jn(λniR1))2 − (Jn(λniR2))2 , (5.14)
and En the expansion functions
En(λnir) = Jn(λniR1) Yn(λnir)− Yn(λniR1) Jn(λnir).
In every summation over n = 0, 1, 2, · · · , λni is the ith positive root of the equation
Jn(λR1) Yn(λR2)− Yn(λR1) Jn(λR2) = 0. (5.15)
Similarly, we obtain the analogous system to (4.16) in terms of a regular kernel K2,
where G2 is replaced by
g2 =
π
2
∞∑
n,i=1
n sin(n(θ − θ′)) Fn(λni) En(λnir) En(λnir′) exp(−λ2niνt).
Furthermore, the integral kernel to replace G1 is
g1 =
π
2
∞∑
n,i=1
cos(n(θ − θ′)) Fn(λni) En(λnir) En(λnir′) exp(−λ2niνt).
We obtain the gradients directly from the law of momentum conservation
∂qˆ
∂r
= −ραβ
(
α(uˆ.∇)uˆr − αuˆ
2
θ
r
+
(
A+
B
r2
)( ∂uˆr
∂θ
− 2uˆθ
))
− ρβbr,
∂qˆ
∂θ
= −ραβ
(
α r(uˆ.∇)uˆθ +
(
Ar+
B
r
)( uˆθ
∂θ
+ uˆr
)
+
(
A−B
r2
)
uˆr
)
− ρβbθ,
∂qˆ
∂z
= −ραβ
(
α(uˆ.∇)uˆz +
(
A+
B
r2
)∂uˆz
∂θ
)
− ρβbz.
In short, the companions have the form (4.19).
(c) Perturbations to Taylor’s linearised solution
If the disturbances are assumed to take a symmetric form about the axial direc-
tion, we drop all terms ∂/∂θ in the equations of motion. Taylor (1923) considered
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the superimposed flow of the Couette profile (5.1) and linear axi-symmetric distur-
bances, u¯+ uˆT , p¯+ qˆT . The perturbation flow is governed by
∂tuˆ
T
r − 2
(
A+B/r2
)
uˆTθ = ν∆
∗
1uˆ
T
r −
1
ρ
∂qˆT
∂r
,
∂tuˆ
T
θ + 2Auˆ
T
r = ν∆
∗
1uˆ
T
θ , ∂tuˆ
T
z = ν∆
∗
0uˆ
T
z −
1
ρ
∂qˆT
∂z
,
(5.16)
and by the continuity
∇∗.uˆT = ∂uˆ
T
r
∂r
+
uˆTr
r
+
∂uˆTz
∂z
= 0. (5.17)
The Laplacians ∆∗1 = ∆
∗
0−1/r2, and ∆∗0 = ∂2/∂r2+(∂/∂r)/r+∂2/∂z2. By making
use the expressions in (4.4) for axi-symmetric flow, we find
∆∗0 qˆ
T = 2ρ
( (
A+B/r2
)
∂uˆTθ /∂r +
(
A−B/r2 ) uˆTθ /r ). (5.18)
In the narrow-gap approximation, Taylor sought the solutions of (5.16) and (5.17)
by expanding the disturbances in terms of the eigen-functions,
uˆTr = u˜r(r) cos(kz), uˆ
T
θ = u˜θ(r) cos(kz), uˆ
T
z = u˜z(r) sin(kz), (5.19)
with boundary conditions uˆT = 0 at r = R1, R2. On the end-plates, z = 0, 2π/k, the
inviscid condition applies to uˆTz = 0; uˆ
T
r and uˆ
T
θ are periodic in the axial direction.
Let the annulus be unit height, Ωa : R1 ≤ r ≤ R2, 0 ≤ θ < 2π, 0 ≤ z ≤ 1.
Denote the corresponding Taylor’s steady solutions by
u¯+ uˆT = U = (U, V, W )(r, z), p¯+ qˆT = P¯ (r, z). (5.20)
Now we consider a set of perturbations
(U+ αv, P¯ + p˜/β)(r, z, t). (5.21)
On substituting (5.21) into governing equations (4.1), retaining the axi-symmetry
and linearising, we get the following dynamic equations:
∂tvr + (U.∇s)vr + (v.∇s)U − 2V vθ/r = ν∆∗1vr − (∂p˜/∂r)/(ραβ),
∂tvθ + (U.∇s)vθ + (v.∇s)V + Uvθ/r + V vr/r = ν∆∗1vθ,
∂tvz + (U.∇s)vz + (v.∇s)W = ν∆∗0vz − (∂p˜/∂z)/(ραβ),
(5.22)
where the gradient operator∇s = ∂/∂r+∂/∂z, and∇∗.v = 0. The no-slip condition
on ∂Ωa reads
v(R1, z, t) = v(R2, z, t) = 0; v(r, 0, t) = v(r, 1, t) = 0. (5.23)
We are interested in the initial-boundary value problem (5.22) subject to data
Us = (Us, Vs, Ws)(r, z, t = 0).
For any axi-symmetric buffer b = (br, bz)(z, t), the percolations are defined by
∂tvr − ν∆∗1vr = br, and ∂tvz − ν∆∗0vz = bz.
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The solution for the z-component is readily found to be
vz(z, t) =
∫
Ωa
Ka(z, z
′, t)r′Ws(z
′) dz′ +
∫ t
0
∫
Ωa
Ka(z, z
′, t−s)r′bz(z′, s) dz′ds, (5.24)
where Ka(z, z
′, t) = Hf (z, z
′, t)M0(r, r
′, t), and M0 is given by
π
4
∞∑
i=1
F0(λ0i) E0(λ0ir) E0(λ0ir
′) exp(−λ20iνt),
(see (5.14) to (5.15) at n = 0). Similarly,
vr(z, t) =
∫
Ωa
Ha(z, z
′, t)r′Us(z
′) dz′ +
∫ t
0
∫
Ωa
Ha(z, z
′, t−s)r′br(z′, s) dz′ds, (5.25)
where Ha(z, z
′, t) = Hf (z, z
′, t)M1(r, r
′, t), and
M1 =
π
4
∞∑
i=1
F1(λ1i) E1(λ1ir) E1(λ1ir
′) exp(−λ21iνt).
In comparison with (5.18), the forcing term on the pressure, −∆∗0p˜/(ραβ), has a
more complicated expression
( ∂
∂r
+
1
r
)(
(U.∇s)vr + (v.∇s)U − 2V vθ/r
)
+
∂
∂z
(
(U.∇s)vz + (v.∇s)W
)
.
We give this equation for the sake of completeness. The Neumann boundary values
are inhomogeneous because the derivatives of b do not vanish on the boundary
unless the condition, b|∂Ωa = 0, is imposed. In practice, we need only the gradients.
To balance the diffusive vr and vz, we equate the z-gradient to
−ραβ ( U∂rvz +W∂zvz + vr∂rW + vz∂zW )− ρβbz.
From (5.16), the kernel of operator ∂t−ν∆∗1 is simply M1. Then the integral for vθ
is
vθ(z, t) =
(∫
Ωa
M1Vs dz
′ +
∫ t
0
∫
Ωa
M1
(
(v.∇′)V + V vr/r
)
dz′dt′
)
+
∫ t
0
∫
Ωa
(M1U/r) vθ dz
′dt′ +
∫ t
0
∫
Ωa
M1(U∂r +W∂z) vθ dz
′dt′
= Fa(z, t) +
∫ t
0
∫
Ωa
M(z, z′, t−s) vθ(z′, s) dz′ds,
(5.26)
where the revised kernel, M = M1U/r − ∂(M1U)/∂r − ∂(M1W )/∂z, in view of
the bounded U and W on ∂Ωa, and the no-slip vθ. It follows that vθ is known,
as equation (5.26) is a linear Volterra integral equation of the second kind with a
bounded regular kernel. Since v has been found, the radial gradient satisfies
∂p˜/∂r = −ραβ ( U∂rvr +W∂zvr + vr∂rU + vz∂zU − 2V vθ/r )− ρβbr,
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for the compatibility of the first equation in (5.22). Instead of the linearisation and
the axi-symmetry, the analogous full non-linear system exists, and its solution can
be sought in the same way as we did for the case of infinitely long cylinders. The
multiplicity of percolations (5.21) implies that the perturbative proposition for the
annulus flow between co-axial rotating cylinders, as stipulated by the linearised
boundary-value problem (5.16)-(5.17), loses its potential for prediction.
6. Remark on flow similarity
If we write equation (1.1) in dimensionless form
∂tu
0 + (u0.∇)u0 = −∇p0/ρ+∆u0/Re, ∇.u0 = 0,
for Re = UL/ν, we can still exercise the flow partition as follows:
∂tu
0 −Re−1∆u0 = b0; ∇p0 = −ρ(u0.∇)u0 − ρb0.
Since the partition is driven by arbitrary dimension-free buffer b0, the Re-specified
primitive formulation does not admit unique solutions. As there can be no consensus
on well-defined velocity fields, the idea of flow similarity is self-contradictory.
The analysis of the Hagen-Poiseuille flow shows that there is not a single char-
acteristic velocity anywhere inside the pipe. The only sensible choice for a velocity
scale lies in its initial value. Yet, different motions can be generated in a pipe ap-
paratus (diameter d). In practice, there are no particular reasons that the following
profiles cannot be initiated by dedicated pressure-differentials:
1. A parabola, uz(r, t=0) = U0(1− r2);
2. An oscillation, uz(r, t=0) = U0
(
sin(5π(1/2− r)) + 1)/2;
3. A precipice, uz(r, t=0) = U0 tanh(π
2(1− r));
4. A slide, uz(r, t=0) = U0
(
1− exp(−π2(1− r)2)).
It is logical to select the maximum velocity U0 as a characteristic scale. It is plausi-
ble that the local flows over downstream distances ∼ O(5d−10d) must be distinct
in these four scenarios. The implication is that similarity descriptions of these mo-
tions by one dimensionless number, U0d/ν, are too simplistic to accommodate the
diversity of the initial data. Thus, the nature of flow similarities departs from its
original formalism. Possibly, a logical way forward is to investigate classifications
of starting flows in order for non-dimensional groups to be consequential.
Vorticity setting
In principle, fluid dynamics is governed by the conservation law of angular mo-
mentum. Then the vorticity, ω = ∇×u = (ξ, η, ζ), is of paramount importance
(Helmholtz 1858). Dynamically, the vorticity evolves according to
∂tω− ν∆ω = (ω.∇)u − (u.∇)ω, (6.1)
where the compatibility, u = (∆)−1(∇×ω), implies that u is driven by ω. The fact
is that only the vorticity is a priori bounded, and it has an invariant property under
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Galilean transform, ω = ∇×u = ∇×(u− c). Note that a partition of the equation
ceases to work, as the pressure is truly dependent, see (1.5). Briefly, the continuum
description of flow evolution, including turbulence, is tantamount to the interactions
of both non-linear terms. They are responsible for instigating multitudinous vortices.
If we take out the common dimension factor [s−2], equation (6.1) becomes
∂tω
0 + (u0.∇)ω0 − (ω0.∇)u0 = ν0∆ω0, (6.2)
where the viscosity ν0 is relative to unity. This normalised equation shows that
the denominator [s2] is a measure of enstrophy. Hence, a non-dimensional param-
eter may be found by reference the kinematic viscosity, µ/ρ, to a representative
circulation ωL2. Plausibly, dynamic similarities may be understood for individual
categories of initial data in similar geometries.
The rate of dissipation of kinetic energy per unit mass (denoted by εE) has
the dimension [(m/s)2/s]. As implied in (6.1), the instantaneous dissipation occurs
across the whole range of the vorticity eddies, which measure the local strains and
shears. On the contrary, the aggregate effects of all the vortices assemble the local
velocity. In the absence of a representative velocity, this rate of dissipation may be
understood as the energy induced by the local eddies, εE ∼ O
(
~u.~ω
)
, where ~u =
(u2, v2, w2), and ~ω = (
√
ξ2,
√
η2,
√
ζ2) are the energy and eddy vectors respectively.
This estimate is just one of the possible results by dimensional analysis. An analogy
to the familiarO
(|u|3/LTurb) is an approximate,O(L2Turb|ω|3), which is interpreted
as the circulation of local enstrophy. Given vorticity ω, the governing equations (1.1)
assert that the energy dissipates according to εE = −ν|ω|2, which defines a glocal
dynamic process, depending on the viscosity at all times.
7. Conclusion
The Cauchy problem of the primitive equations does not have any unique solution
beyond the local regularity time. We have shown that the primitive setting for
incompressible flow is over-specified in the sense that the dynamics can be split
into a solenoidal diffusion and a reactive non-linear convection. The exception is
the flows of zero pressure gradient. Our analysis clarifies the non-existence of strong
a priori bounds, that are crucial in verifying the theoretical consistency. In essence,
the Navier-Stokes equations are incompletely formulated. As asserted, the concept
of unstable flow stems from the approximations due to the ad hoc linearisation.
Above all, there exist no immediate instability counterparts in the exact vorticity
dynamics. One consolation is that we understand why we cannot satisfactorily
explain most of the well-established experimental observations about fluid flows,
should we squarely cling on to the primitive perspectives.†
Fortunately, the global regularity of the vorticity equation for incompressible
viscous flow can be proved beyond doubt, thanks to the invariance of total vorticity.
† The author recalled that, in an introductory undergraduate course on fluid mechanics, one
of his professors said the question whether the velocity is induced by the pressure or vice versa is
a chicken-and-egg argument.
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