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Ordinary Grothendieck groups
of a Frobenius P-category
Lluis Puig
Abstract: In [5] we have introduced the Frobenius categories F over a finite p-group P, and
we have associated to F— suitably endowed with some central k*-extensions — a “Grothendieck
group” as an inverse limit of Grothendieck groups of categories of modules in characteristic p
obtained from F, determining its rank. Our purpose here is to introduce an analogous inverse
limit of Grothendieck groups of categories of modules in characteristic zero obtained from F,
determining its rank and proving that its extension to a field is canonically isomorphic to the
direct sum of the corresponding extensions of the “Grothendieck groups” above associated with
the centralizers in F of a suitable set of representatives of the F-classes of elements of P.
1 Introduction
1.1 Let p be a prime number and O a complete discrete valuation ring
with a field of quotients K of characteristic zero and a residue field k of
characteristic p ; we assume that k is algebraically closed and that K contains
“enough” roots of unity for the finite family of finite groups we will consider.
Let G be a finite group, b a block of G — namely a primitive idempotent in
the center Z(OG) of the group O-algebra — and (P, e) a maximal Brauer
(b,G)-pair [5, 1.16]; recall that the Frobenius P -category F(b,G) associated
with b is the subcategory of the category of finite groups where the objects
are all the subgroups of P and, for any pair of subgroups Q and R of P , the
morphisms ϕ from R to Q are the group homomorphisms ϕ :R→ Q induced
by the conjugation of some element x ∈ G fulfilling
(R, g) ⊂ (Q, f)x 1.1.1
where (Q, f) and (R, g) are the corresponding Brauer (b,G)-pairs contained
in (P, e) [5, Ch. 3].
1.2 In [5, Ch. 14] we consider a suitable inverse limit of Grothendieck
groups of categories of modules in characteristic p obtained from F(b,G) ,
which, according to Alperin’s Conjecture, should be isomorphic to the Gro-
thendieck group of the category of finitely dimensional kGb-modules. As
announced in the title, our purpose here is to introduce an analogous in-
verse limit of Grothendieck groups of categories of modules in characteristic
zero obtained from F(b,G) , which again, according to Alperin’s Conjecture,
should be isomorphic to the Grothendieck group of the category of finitely
dimensional KGb-modules.
1.3 More explicitly, recall that a Brauer (b,G)-pair (Q, f) is called self-
centralizing if, for any x ∈ G such that (P, e)x contains (Q, f) , we have
CPx(Q) = Z(Q) or, equivalently, if the image f¯ of f in Z
(
kC¯G(Q)
)
, where
2C¯G(Q) = CG(Q)/Z(Q) , is a block of defect zero [5, Corollary 7.3]. As a mat-
ter of fact, we restrict ourselves to the full subcategory F
sc
(b,G) of F(b,G) over
the F(b,G)-objects Q such that the corresponding Brauer (b,G)-pair (Q, f)
contained in (P, e) is selfcentralizing; recall that, for such an F(b,G)-object Q ,
the action of the normalizer NG(Q, f) on the simple k-algebra kC¯G(Q)f¯ de-
termines a central k∗-extension Fˆ(b,G)(Q) of the quotient [5, 7.4]
F(b,G)(Q) = F(b,G)(Q,Q) ∼= NG(Q, f)/CG(Q) 1.3.1.
1.4 Then, considering the proper category of F
sc
(b,G)-chains ch
∗(F
sc
(b,G))
— namely, the category of functors q : ∆n → F
sc
(b,G) from any ordered simplex
∆n where the morphisms are defined by the order preserving maps between
simplexes and the natural isomorphisms between the corresponding functors
over the same simplex [5, A2.8] — we prove in [5, Ch. 11] that the canonical
functor
autFsc
(b,G)
: ch∗(F
sc
(b,G)) −→ Gr 1.4.1
mapping any F
sc
(b,G)-chain q : ∆n → F
sc
(b,G) on the group F
sc
(b,G)(q) of natural
automorphisms of q [5, Proposition A2.10] can lifted to a functor
âutFsc
(b,G)
: ch∗(F
sc
(b,G)) −→ k
∗-Gr 1.4.2
where Gr and k∗-Gr respectively denote the categories of finite groups and
of central k∗-exten-sions of finite groups, called finite k∗-groups .
1.5 At this point, denoting by gk : k
∗-Gr → O-mod the contravariant
functor sending any k∗-group Gˆ to the O-extension of the Grothendieck group
of the category of finitely dimensional k∗Gˆ-modules — noted Gk(Gˆ) — in
[5, Ch. 4] we introduce the inverse limit
Gk(F(b,G), âutFsc
(b,G)
) = lim
←−
(gk ◦ âutFsc
(b,G)
) 1.5.1
— called the (modular) Grothendieck group of F(b,G) — which, strictly speak-
ing, depends not only on the Frobenius P -category F(b,G) but on the lift-
ing âutFsc
(b,G)
. There, we also prove that
rankO
(
Gk(F(b,G), âutFsc
(b,G)
)
)
=
∑
(q,∆n)
(−1)n rankO
(
Gk
(
Fˆ
sc
(b,G)(q)
))
1.5.2,
where (q,∆n) runs over a set of representatives for the set of isomorphism
classes of regular ch∗(F
sc
(b,G))-objects [5, 14.31] which shows that Alperin’s
Conjecture actually states [5, I32]
Gk(F(b,G), âutFsc
(b,G)
) ∼= Gk(G, b) 1.5.3.
31.6 Since we have the well-known isomorphism [1]
KGK(G, b) ∼=
⊕
(u,g)∈U
KGk
(
CG(u), g
)
1.6.1
where U is a set of representatives for the set of G-conjugacy classes of
Brauer (b,G)-elements [5, 1.10], where GK(G, b) denotes the O-extension of
the Grothendieck group of the category of finitely dimensional KGb-modules
and where we set KGK(G, b) = K⊗O GK(G, b) for short, as we said in [5, I51
and I52] the direct sum⊕
(u,g)∈U
KGk
(
F(g,CG(u)), âutFsc
(g,CG(u))
)
1.6.2
already provides a reasonable definition for the ordinary Grothendieck group
of F(b,G) , at least extended to K . But, as we mention there, there is a more
reasonable definition as an inverse limit, analogous to definition 1.5.1.
1.7 Firstly notice that it does not suffice to replace gk by the contrava-
riant functor gK : k
∗-Gr→ O-mod sending any k∗-group Gˆ to the O-extension
of the Grothendieck group of the category of finitely dimensional K∗Gˆ-mo-
dules where, considering the canonical group homomorphisms k∗ → O∗ ⊂ K∗
and k∗ → Gˆ , we set
K∗Gˆ = K ⊗Kk∗ KGˆ 1.7.1;
indeed, it suffices to consider the case of the blocks of the p-solvable groups
— discussed in [6], for instance — to understand that the groups F
sc
(b,G)(q)
above have to be replaced by the corresponding localizers [5, 18.3] and, more
generally, that the functor autFsc
(b,G)
has to be replaced by the F
sc
(b,G)-localizing
functor introduced in [5, Ch. 18].
1.8 Precisely, recall that for any F
sc
(b,G)-object Q such that FP (Q) is a
Sylow p-subgroup of F(b,G)(Q) , the group NP (Q) — viewed as an extension
of FP (Q) by Z(Q) — determines an extension L(b,G)(Q) of F(b,G)(Q) by
Z(Q) , containingNP (Q) — called the localizer of Q [5, Theorem 18.6]. Then,
considering the category L˜oc where the objects are the pairs (L,Z) formed by
a finite group L and a normal p-subgroup Z of L , and where the morphisms
from (L,Z) to (L′, Z ′) are the Z ′-conjugacy classes of group monomorphisms
f :L → L′ fulfilling f(Z) ⊂ Z ′ [5, 18.12], in [5, Proposition 18.19] we prove
the existence, and the uniqueness up to isomorphisms, of a functor
locFsc
(b,G)
: ch∗(F
sc
(b,G)) −→ L˜oc 1.8.1
which lifts autFsc
(b,G)
above via the functor L˜oc → Gr sending (L,Z) to L/Z ,
and maps any F
sc
(b,G)-chain q : ∆n → F
sc
(b,G) such that FP
(
q(n)
)
is a Sylow
p-subgroup of F(b,G)
(
q(n)
)
, on the pair
(
L(b,G)(q), Z(q(n))
)
where L(b,G)(q)
is the converse image of F(b,G)(q) in L(b,G)
(
q(n)
)
.
41.9 Mutatis mutandis , we can consider the category k∗-L˜oc where the
objects are the pairs (Lˆ, Z) formed by a finite k∗-group Lˆ and a normal
p-subgroup Z of Lˆ , and then the lifting âutFsc
(b,G)
of autFsc
(b,G)
above determines,
via pull-backs , a functor
l̂ocFsc
(b,G)
: ch∗(F
sc
(b,G)) −→ k
∗-L˜oc 1.9.1
lifting locFsc
(b,G)
. At this point, still denoting by gK : k
∗-L˜oc → O-mod the
functor sending (Lˆ, Z) to GK(Lˆ) , we define the ordinary Grothendieck group
of F(b,G) as the following inverse limit
GK(F(b,G), âutFsc
(b,G)
) = lim
←−
(gK ◦ l̂ocFsc
(b,G)
) 1.9.2
which once again depends on the lifting âutFsc
(b,G)
. Note that, since we have
Gk(Lˆ) ∼= Gk(Lˆ/Z) , we also have
gk ◦ l̂ocFsc
(b,G)
∼= gk ◦ âutFsc
(b,G)
1.9.3.
1.10 Our purpose here is to prove that an equality analogous to equal-
ity 1.5.2 holds, namely that we have
rankO
(
GK(F(b,G), âutFsc
(b,G)
)
)
=
∑
(q,∆n)
(−1)n rankO
(
GK
(
Lˆ(b,G)(q)
))
1.10.1,
where (q,∆n) runs over a set of representatives for the set of isomorphism
classes of regular ch∗(F
sc
(b,G))-objects (cf. 8.3 below) and we set
Lˆ(b,G)(q) = Fˆ(b,G)(q)×F(b,G)(q) L(b,G)(q) 1.10.2,
and that the direct sum 1.6.2 coincides with the extension to K of the ordinary
Grothendieck group of F(b,G) , namely that we still have
KGK(F(b,G), âutFsc
(b,G)
) ∼=
⊕
(u,g)∈U
KGk
(
F(g,CG(u)), âutFsc
(g,CG(u))
)
1.10.3.
1.11 A remarkable fact is that neither these statements nor our argu-
ments for proving them need to assume that the Frobenius P -category F
we are dealing with comes from a block of a finite group, but only need the
choice of a lifting
âutFsc : ch
∗(F
sc
) −→ k∗-Gr 1.11.1
of the functor autFsc [5, Proposition A2.10]. Thus, as in [5] for the mod-
ular Grothendieck group, we will carry out our purpose over such a triple
(P,F , âutFsc ) that we call a folded Frobenius P -category. Actually, the
reader may ask himself why the present material has not been included in [5].
5The answer is quite simple: because when finishing [5] we had not at all it
and our question in [5, I52] was not yet answered! Naturally, this means that
some arguments here are definitely not contained in [5]. On the one hand,
our proof of isomorphism 1.10.3 needs the rather technical Lemma 9.4 below
which in some sense “explains” why the localizers of the F -selfcentralizing
subgroups of P are powerful enough to compute the complete Grothendieck
group. On the other hand, even our proof of equality 1.10.1 needs a more
sophisticated machinery than the proof in [5] of equality 1.5.2 above.
1.12 This paper is divided on nine sections; notation, terminology and
results in [5] are our main reference. In all the paper P is a finite p-group;
in section 2 we recall the main facts we need here on Frobenius P -categories
and give a sufficient condition to have a folded Frobenius P -category. In sec-
tion 3 we give equivalent definitions of the ordinary Grothendieck group of
a folded Frobenius P -category. Section 4 is devoted to the functoriality of
both, the ordinary and the modular Grothendieck groups of folded Frobenius
P -categories, a subject that in [5] has only been partially discussed in the
framework of blocks; on the converse, it is reasonable to hope that the analo-
gous reduction results in [5, Ch. 15] will admit a translation to the ordinary
Grothendieck group of the Frobenius P -categories of blocks, but this has not
been done here.
1.13 In section 8 we prove equality 1.10.1, and the previous sections 5, 6
and 7 play an auxiliary role in that proof. In section 5 we develop a canonical
decomposition of the ordinary Grothendieck group analogous to the decom-
position of the modular Grothendieck group in [5, Ch. 14], except on the
fact, pointed out in 1.7 above, that we have to replace the functor autFsc by
the F
sc
-localizing functor . Section 6 is devoted to some formal transforma-
tion of each term of our decomposition, which facilitates the application of
a vanishing cohomological result. In section 7 we prove this vanishing coho-
mological result which generalizes [5, Theorem 6.26]; the existence of such a
generalization is a critical point in our paper. Finally, in section 9 we prove
isomorphism 1.10.3; our proof needs Lemma 9.4 as metioned above, and a
sophisticated counting argument to show the equality of dimentions.
2 The folded Frobenius P -categories
2.1 Let P be a finite p-group and denote by iGr the category formed
by the finite groups and by the injective group homomorphisms, and by FP
the subcategory of iGr where the objects are all the subgroups of P and
the morphisms are the group homomorphisms induced by conjugation by
elements of P .
2.2 Recall that a Frobenius P -category F is a subcategory of iGr con-
taining FP where the objects are all the subgroups of P and the morphisms
fulfill the following three conditions [5, 2.8 and Proposition 2.11]
62.2.1 For any subgroup Q of P the inclusion functor (F)Q → (iGr)Q is full.
2.2.2 FP (P ) is a Sylow p-subgroup of F(P ) .
2.2.3 For any subgroup Q of P such that we have ξ
(
CP (Q)
)
= CP
(
ξ(Q)
)
for any F-morphism ξ :Q·CP (Q) → P , any F-morphism ϕ :Q → P and
any subgroup R of NP
(
ϕ(Q)
)
containing ϕ(Q) such that FP (Q) contains
the action of FR
(
ϕ(Q)
)
over Q via ϕ , there is an F-morphism ζ :R → P
fulfilling ζ
(
ϕ(u)
)
= u for any u ∈ Q .
As in [5, 1.2], for any pair of subgroups Q and R of P , we denote by F(Q,R)
the set of F -morphisms from Q to R and set F(Q) = F(Q,Q) ; moreover,
recall that, for any category C and any C-object C , CC (or (C)C to avoid
confusion) denotes the category of “C-morphisms to C” [5, 1.7].
2.3 Given a Frobenius P -category F , a subgroup Q of P and a sub-
group K of the group Aut(Q) of automorphisms of Q , we say that Q is fully
K-normalized in F if we have [5, 2.6]
ξ
(
NKP (Q)
)
= N
ξK
P
(
ξ(Q)
)
2.3.1
for any F -morphism ξ :Q·NKP (Q)→ P , where N
K
P (Q) is the converse image
of K in NP (Q) via the canonical group homomorphism NP (Q) → Aut(Q)
and ξK is the image of K in Aut
(
ξ(Q)
)
via ξ . Recall that if Q is fully
K-normalized in F then we have a new Frobenius NKP (Q)-category N
K
F (Q)
where, for any pair of subgroups R and T of NKP (Q) ,
(
NKF (Q)
)
(R, T ) is
the set of group homomorphisms from T to R induced by the F -morphisms
ψ :Q·T → Q·R which stabilzes Q and induces on it an element of K [5, 2.14
and Proposition 2.16].
2.4 We say that a subgroup Q of P is F-selfcentralizing if we have
CP
(
ϕ(Q)) ⊂ ϕ(Q) 2.4.1
for any ϕ ∈ F(P,Q) , and we denote by F
sc
the full subcategory of F over
the set of F -selfcentralizing subgroups of P . From the case of the Frobe-
nius P -categories associated with a block of a finite group, we know that
only makes sense to consider central k∗-extensions of F(Q) whenever Q is
F -selfcentralizing [5, 7.4]; but, if U is a subgroup of P fully K-normalized
in F for some subgroup K of Aut(U) , a NKF (U)-selfcentralizing subgroup of
NP (Q) needs not be F -selfcentralizing, which is a handicap when comparing
choices of central k∗-extensions in F and inNKF (U) . In order to overcome this
difficulty, we consider the F-radical subgroups of P ; we say that a subgroup
R of P is F-radical if it is F -selfcentralizing and we have
Op
(
F˜(R)
)
= {1} 2.4.2
where F˜(R) = F(R)/FR(R) [5, 1.3]; we denote by F
rd
the full subcategory
of F over the set of F -radical subgroups of P .
7Lemma 2.5 Let F be a Frobenius P -category, U a subgroup of P and K a
subgroup of Aut(U) containing Int(U) . If U is fully K-normalized in F then
any NKF (U)-radical subgroup R of N
K
P (U) contains U and, in particular, it
is F-selfcentralizing.
Proof: It is quite clear that the image of NU·R(R) in
(
NKF (U)
)
(R) is a
normal p-subgroup and therefore it is contained in Op
((
NKF (U)
)
(R)
)
, so
that NU·R(R) = R which forces U ·R = R . Moreover, for any F -morphism
ψ :R → P , it is clear that ψ(U) is a normal subgroup of ψ(R)·CP
(
ψ(R)
)
and therefore, since U is also fully centralized in F [5, Proposition 2.12], it
follows from 2.2.3 that there is an F -morphism
ζ : ψ(R)·CP
(
ψ(R)
)
−→ P 2.5.1
fulfilling ζ
(
ψ(u)
)
= u for any u ∈ U , so that the group homomorphism from
R to NKP (U) mapping v ∈ R on ζ
(
ψ(v)
)
is a NKF (U)-morphism; in particular,
ζ
(
ψ(R)
)
is also NKF (U)-selfcentralizing and therefore we get
ζ
(
CP
(
ψ(R)
))
⊂ ζ
(
ψ(R)
)
2.5.2
which forces CP
(
ψ(R)
)
⊂ ψ(R) . We are done.
2.6 As a matter of fact, the F -radical subgroups of P admit a descrip-
tion in terms of the dominant F -morphisms; let us say that an F -morphism
ϕ :Q→ R is dominant if it fulfills
ϕ ◦ F(Q) ⊂ F(R) ◦ ϕ 2.6.1;
it is quite clear that the F -isomorphisms are dominant and that the com-
position of dominant F -morphisms is a dominant F -morphism. Setting
Q′ = ϕ(Q) and denoting by F(R)Q′ the stabilizer of Q
′ in F(R) , this condi-
tion is equivalent to saying that ϕ determines a surjective group homomor-
phism
F(R)Q′ −→ F(Q) 2.6.2;
moreover, if Q is F -selfcentralizing then the kernel of this homomorphism
coincides with FZ(Q)(R) [5, Corollary 4.7]; in this case, the choice of a central
k∗-extension of F(R) clearly determines one of F(Q) . On the other hand,
since a Sylow p-subgroup of F(R)Q′ maps onto a Sylow p-subgroup of F(Q) ,
if Q is F -selfcentralizing and R is fully normalized in F then we may assume
that FP (R) contains a Sylow p-subgroup of F(R)Q′ ; in this case Q
′ is also
fully normalized in F [5, Proposition 2.12] and it is easily checked that ϕ can
be extended to an F -morphism
ϕˆ : NP (Q) −→ NP (Q
′) = NP (R)Q′ ⊂ NP (R) 2.6.3.
8Proposition 2.7 Let F be a Frobenius P -category, R a subgroup of P fully
centralized in F and Q the converse image of Op
(
F(R)
)
in NP (R) . Then,
the inclusion map ιQR :R → Q is dominant. In particular, R is F-radical if
and only if any dominant F-morphism from R is an isomorphism.
Proof: Recall that R is also fully Op
(
F(R)
)
-normalized [5, 2.10] and there-
fore NP (R) contains Op
(
F(R)
)
[5, Proposition 2.12]; in particular, for any
τ ∈ F(R) , the composition ιPR◦τ :R→ P can be extended to an F -morphism
ζ :Q → P [5, statement 2.10.1]; since ζ
(
CP (R)
)
= CP (R) , it is quite clear
that ζ(Q) = Q and denoting by σ :Q ∼= Q the automorphism determined
by ζ , we have ιQR ◦ τ = σ ◦ ι
Q
R and, according to condition 2.2.1, σ belongs
to F(Q) . This proves that ιQR :R→ Q is dominant.
In particular, if we assume that any dominant F -morphism from R is
an isomorphism, then we get R = Q which proves that R is F -radical.
Conversely, assume that R is F -radical and let ϕ :R → Q be a dominant
F -morphism; for any τ ∈ F(R) there is σ ∈ F(Q) fulfilling ϕ ◦ τ = σ ◦ϕ and
then, setting R′ = ϕ(R) , it is easily checked that
σ
(
NQ(R
′)
)
= NQ(R
′) 2.7.1;
in particular, the image τ ′ of τ in F(R′) via the F -isomorphism R ∼= R′ de-
termined by ϕ (cf. condition 2.2.1) normalizes the image FQ(R
′) of NQ(R
′)
in F(R′) ; consequently, FQ(R
′) is a normal p-subgroup of F(R′) and there-
fore it is contained in Op
(
F(R′)
)
; but, since R′ is also F -radical, Op
(
F(R′)
)
is just the image of R′ in F(R′) and therefore we have NQ(R
′) = R′ which
forces R′ = Q . We are done.
2.8 But, in our general setting, we have to deal with F
sc
-chains and
coherent choices of central k∗-extensions for their F
sc
-automorphisms group.
Recall that we call F
sc
-chain any functor q : ∆n → F
sc
where the n-simplex
∆n is considered as a category with the morphisms defined by the order
[5, A2.2]; then, we consider the category ch∗(F
sc
) where the objects are all
the F
sc
-chains (q,∆n) and the morphisms from q : ∆n → F
sc
to another
F
sc
-chain r : ∆m → F
sc
are the pairs (ν, δ) formed by an order preserving
map or, equivalently, a functor δ : ∆m → ∆n and by a natural isomorphism
ν : q◦δ ∼= r , the composition being defined by the composition of maps and of
natural isomorphisms [5, A2.8]; the point is that we have a canonical functor
autFsc : ch
∗(F
sc
) −→ Gr 2.8.1
mapping any F
sc
-chain q : ∆n → F
sc
to the group of natural automorphisms
of q , simply noted F(q) [5, Proposition A2.10]. We define a folded Frobenius
9P -category as the pair formed by a Frobenius P -category F and by the choice
of a functor
âutFsc : ch
∗(F
sc
) −→ k∗-Gr 2.8.2
lifting autFsc . Mutatis mutandis , we consider the category ch
∗(F
rd
) and the
canonical functor
autFrd : ch
∗(F
rd
) −→ Gr 2.8.3.
Theorem 2.9 Any functor âutFrd lifting autFrd to the category k
∗-Gr can
be extended to a unique functor lifting autFsc .
âutFsc : ch
∗(F
sc
) −→ k∗-Gr 2.9.1
Proof: Let X be a set of F -selfcentralizing subgroups of P which contains
all the F -radical subgroups of P and is stable by F -isomorphisms; denoting
by F
X
the full subcategory of F over X , assume that âutFrd can be extended
to a unique functor
âutFX : ch
∗(F
X
) −→ k∗-Gr 2.9.2;
assuming that X does not coincide with the set of all the F -selfcentralizing
subgroups of P , let V be a maximal F -selfcentralizing subgroup which is
not in X and ρ :V → W a dominant F -morphism such that ρ(V ) is a proper
normal subgroup ofW (cf. Proposition 2.7); according to 2.6, we may assume
that W and ρ(V ) are fully normalized in F . Then, denoting by Y the union
of X with all the subgroups of P F -isomorphic to V , it is clear that it suffices
to prove that âutFX admits a unique extension to ch
∗(F
Y
) .
For any chain q :∆n → F
Y
, denote by qˆ: ∆n+1 → F
Y
the chain extend-
ing q such that either q(n) ∼= V and we set qˆ(n+ 1) = W and qˆ(n • n+1) is
the composition of ρ with an isomorphism q(n) ∼= V , or q(n) 6∼= V and we set
qˆ(n+1) = q(n) and qˆ(n • n+1) = idq(n) ; in both cases, we have an obvious
ch∗(F
Y
)-morphism [5, A3.1]
(idq, δ
n
n+1) : (qˆ,∆n+1) −→ (q,∆n) 2.9.3
and the functor autFY maps (idq, δ
n
n+1) on a group homomorphism
F(qˆ) −→ F(q) 2.9.4
which is surjective since any σ ∈ F(q) ⊂ F
(
q(n)
)
can be extended to an
F -automorphism of qˆ(n + 1) (cf. 2.6.2); moreover, since V is F -selfcen-
tralizing, the kernel of this homomorphism is a p-group (cf. 2.6); then, the
functor âutFX and the structural inclusion F(qˆ) ⊂ F
(
qˆ(n+ 1)
)
determine a
k∗-group Fˆ(qˆ) and this k∗-group induces a unique central k∗-extension Fˆ(q)
of F(q) such that we have a k∗-group homomorphism
Fˆ(qˆ) −→ Fˆ(q) 2.9.5
lifting homomorphism 2.9.4.
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Now, for any ch∗(F
Y
)-morphism (ν, δ) : (r,∆m) → (q,∆n) , we have to
exhibit a k∗-group homomorphism Fˆ(r) → Fˆ(q) lifting autFY (ν, δ) . Firstly,
denoting by Q and R the respective images of r
(
δ(n)
)
and r(m) in rˆ(m+1)
by the group homomorphisms rˆ(δ(n)•m+1) and rˆ(m•m+1) , assume that Q
is normal in R ; in this case, either Q ∼= V and, since ρ(V ) is fully normalized
in F , according to 2.6.3 there is an F -morphism ρˆQ :NP (Q) → NP (W )
extending the composition with ρ of such an isomorphism, which allows us
to set U = ρˆQ(R)·W , or Q 6∼= V and we set U = R ; then, we consider the
chains
qˆR : ∆n+2 −→ F
Y
and rˆQ : ∆m+2 −→ F
Y
2.9.6
respectively extending qˆ and rˆ , fulfilling
qˆR(n+ 2) = U = rˆQ(m+ 2) 2.9.7
and respectively mapping (n+1 • n+2) and (m+1 • m+2) either on the
inclusion map W → ρˆQ(R)·W and, whenever Q 6= R , on the F -morphism
R → ρˆQ(R)·W induced by ρˆQ if Q ∼= V , or on the group homomorphism
q(n)→ R determined by (νn)
−1 and on idR whenever Q 6∼= V .
Then, we have evident ch∗(F
Y
)-morphisms
(qˆR,∆n+2) −→ (qˆ,∆n+1) and (ˆr
Q,∆m+2) −→ (ˆr,∆m+1) 2.9.8
and, considering the maps
∆n+2
σn←− ∆1
σm−→ ∆m+2 and ∆n+1
τn←− ∆0
τm−→ ∆m+1 2.9.9
induced by the sum with n+1 andm+1 respectively, the ch∗(F
Y
)-morphisms
above determine the following ch∗(F
X
)-morphisms
(qˆR◦ σn,∆1) −→ (qˆ ◦ τn,∆0) and (ˆr
Q◦ σm,∆1) −→ (ˆr ◦ τm,∆0) 2.9.10.
Thus, the functor âutFX maps these morphisms on k
∗-group homomorphisms
Fˆ(qˆR◦ σn) −→ Fˆ(qˆ ◦ τn) and Fˆ (ˆr
Q◦ σm) −→ Fˆ (ˆr ◦ τm) 2.9.11.
But note that F(qˆR) , F(qˆ) , F (ˆrQ) and F(rˆ) are respectively contained
in F(qˆR◦ σn) , F(qˆ ◦ τn) , F (ˆr
Q ◦ σm) and F (ˆr ◦ τm) , and that, considering
the corresponding k∗-subgroups, the homomorphisms 2.9.11 induce k∗-group
homomorphisms
Fˆ(qˆR) −→ Fˆ(qˆ) and Fˆ (ˆrQ) −→ Fˆ (ˆr) 2.9.12;
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moreover, the right-hand one is surjective and it is quite clear that
Fˆ (ˆrQ) ⊂ Fˆ(qˆR) ⊂ Fˆ(U) 2.9.13.
Consequently, we get a unique k∗-group homomorphism âutFY (ν, δ) from
Fˆ(r) to Fˆ(q) such that the following diagram is commutative
Fˆ (ˆr)← Fˆ (ˆrQ) ⊂ Fˆ(qˆR)
↓ ↓
Fˆ(r) Fˆ(qˆ)
ց ↓
Fˆ(q)
2.9.14.
Indeed, if Q 6∼= V or Q = R , these statements are clear; if Q ∼= V and
Q 6= R then, since F (ˆr) stabilizes Q , the action on Q of any σ ∈ F (ˆr) can
be extended to an F -automorphism σˆ of W (cf. 2.6.2); moreover, since W
is normal in ρˆQ(R)·W and W is fully normalized in F , ι
P
W ◦ σˆ can still be
extended to an F -morphism
ζˆ : ρˆQ(R)·W −→ P 2.9.15
which, via ρˆQ , induces an F -morphism ψ :R → P ; then, the restriction of
this homomorphism to Q coincides with the restriction of σ and therefore,
since Q is F -selfcentralizing, it follows from Proposition 4.6 in [5] that ψ and
ιPR ◦ σ are Z(Q)-conjugate. In particular, we get
ζˆ
(
ρˆQ(R)·W
)
= ρˆQ(R)·W 2.9.16
and thus, up to modifying our choices, we may assume that the corresponding
F -automorphism ˆˆσ of ρˆQ(R)·W extends σ and σˆ ; then, ˆˆσ belongs to F (ˆr
Q)
and to Fˆ(qˆR) , which proves the surjectivity of the right-hand homomorphism
in 2.9.12 and easily implies the left-hand inclusion in 2.9.13.
Consider another ch∗(F
Y
)-morphism (µ, ε) : (t,∆ℓ) → (r,∆m) , and re-
spectively denote by T , R and Q the images of t(ℓ) , t
(
ε(m)
)
and t
(
(ε◦δ)(n)
)
in tˆ(ℓ+1) ; assume that R and Q are both normal in T ; as above, we consider
the chains qˆR , qˆT , rˆQ , rˆT , tˆQ and tˆR , and moreover we need the chains
qˆR,T : ∆n+3 −→ F
Y
rˆT,Q : ∆m+3 −→ F
Y
tˆR,Q : ∆ℓ+3 −→ F
Y
2.9.17
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respectively extending qˆR , rˆT and tˆR , fulfilling
qˆR,T (n+ 3) = rˆT,Q(m+ 3) = tˆR,Q(ℓ + 3) = qˆT (n+ 2) 2.9.18,
and respectively mapping (n+2 •n+3) , (m+2 •m+3) and (ℓ+2 • ℓ+3) on the
inclusion qˆR(n+2) ⊂ qˆT (n+2) in both cases, either on the homomorphism
T → ρˆQ(T )·W induced by ρˆQ if Q ∼= V and Q 6= R , or on idqˆT (n+2) if Q 6∼= V
or Q = R , and once again, either on the homomorphism T → ρˆQ(T )·W
induced by ρˆQ if Q ∼= V and Q 6= R , or on idqˆT (n+2) if Q 6∼= V or Q = R .
As above, it is easily checked that applying the functor âutFX to the
evident ch∗(F
X
)-morphisms, we get k∗-group homomorphisms
âutFX : Fˆ(qˆ
R,T ) −→ Fˆ(qˆR)
âutFX : Fˆ (ˆr
T,Q) −→ Fˆ (ˆrQ)
âutFX : Fˆ (ˆt
R,Q) −→ Fˆ (ˆtR)
2.9.19
and moreover it is quite clear that Fˆ (ˆtR,Q) = Fˆ (ˆtQ) . Consequently, the
functoriality of âutFX guarantees the commutativity of the following diagram
Fˆ (ˆt) ← Fˆ (ˆtR,Q) = Fˆ (ˆtQ) ⊂ Fˆ(qˆT ) = Fˆ(qˆT )
‖ ↓ ∪
Fˆ (ˆt) ← Fˆ (ˆtR) ⊂ Fˆ (ˆrT ) ← Fˆ (ˆrT,Q) ⊂ Fˆ(qˆR,T )
↓ ↓ ↓ ↓ ↓
Fˆ(t) Fˆ (ˆr) ← Fˆ (ˆrQ) ⊂ Fˆ(qˆR)
ց ↓ ↓
Fˆ(r) Fˆ(qˆ) = Fˆ(qˆ)
ց ↓
Fˆ(q)
2.9.20;
thus, by uniqueness, in this case we obtain
âutFY (ν, δ) ◦ âutFY (µ, ε) = âutFY
(
(ν, δ) ◦ (µ, ε)
)
2.9.21.
Secondly, assume that the image of r
(
δ(n)
)
by r(δ(n)•m) is not normal
in r(m) ; let m′ be the maximal element in ∆m − ∆δ(n)−1 such that the
image of r
(
δ(n)
)
by r(δ(n)•m′) is normal in r(m′) and denote by R(ν,δ) the
normalizer of the image of r
(
δ(n)
)
in r(m′ + 1) , by r(ν,δ): ∆m+1 → F
Y
the
functor fulfilling
r(ν,δ) ◦ δ
m
m′+1 = r and r(ν,δ)(m
′ + 1) = R(ν,δ) 2.9.22
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and mapping (m′+1 • m′+2) on the inclusion map R(ν,δ) → r(m
′ + 1) ,
and by r′(ν,δ) the restriction of r(ν,δ) to ∆m′+1 ; then, it is quite clear that
F(r(ν,δ)) = F(r) and it is easily checked that Fˆ(r(ν,δ)) = Fˆ(r) ; moreover, we
have an evident ch∗(F
Y
)-morphism
(ν′, δ′) : (r′(ν,δ),∆m′+1) −→ (q,∆n) 2.9.23
such that
(ν′, δ′) ◦ (idr′
(ν,δ)
, ιmm′) = (ν, δ) ◦ (idr, δ
m
m′+1) 2.9.24
where ιmm′ : ∆m′+1 → ∆m+1 denotes the natural inclusion, and in 2.9.14 we
already have defined âut
FY
(idr, δ
m
m′+1) = idFˆ(r) and âutFY (ν
′, δ′) ; on the
other hand, arguing by induction on |r(m)|/|q(n)|, we may assume that
âutFY (idr′(ν,δ) , ι
m
m′) is already defined and then we set
âutFY (ν, δ) = âutFY (ν
′, δ′) ◦ âutFY (idr′(ν,δ) , ι
m
m′) 2.9.25.
For another ch∗(F
Y
)-morphism (µ, ε) : (t,∆ℓ)→ (r,∆m) , we claim that
âutFY (ν, δ) ◦ âutFY (µ, ε) = âutFY
(
(ν, δ) ◦ (µ, ε)
)
2.9.26;
we argue by induction firstly on |t(ℓ)|/|q(n)| and after on |t(ℓ)|/|r(m)| . First of
all, we assume that the image of r
(
δ(n)
)
in r(m) by r
(
δ(n)•m
)
is not normal;
with the notation above, denote by ℓ′ the maximal element in ∆ℓ−∆(ε◦δ)(n)−1
such that the image of t
(
(ε ◦ δ)(n)
)
by t
(
(ε ◦ δ)(n) • ℓ′
)
is normal in t(ℓ′) ;
then, it is clear that ε(m′) ≤ ℓ′ < ε(m) and easily checked that we have a
ch∗(F
Y
)-morphism
(µ(ν,δ), ε(ν,δ)) : (t(ν,δ)◦(µ,ε),∆ℓ+1) −→ (r(ν,δ),∆m+1) 2.9.27
such that
(idr, δ
m
m′+1) ◦ (µ(ν,δ), ε(ν,δ)) = (µ, ε) ◦ (idt, δ
ℓ
ℓ′+1) 2.9.28,
that ε(ν,δ)(m
′+1) = ℓ′+1 and that (µ(ν,δ))m′+1 is determined by µm′+1 and
t
(
ℓ′+1 • ε(m′+1)
)
; moreover, we consider the corresponding restriction
(µ′(ν,δ), ε
′
(ν,δ)) : (t
′
(ν,δ)◦(µ,ε),∆ℓ′+1) −→ (r
′
(ν,δ),∆m′+1) 2.9.29
which obviously fulfills
(idr′
(ν,δ)
, ιmm′) ◦ (µ(ν,δ), ε(ν,δ)) = (µ
′
(ν,δ), ε
′
(ν,δ)) ◦ (idt′(ν,δ)◦(µ,ε) , ι
ℓ
ℓ′) 2.9.30.
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Now, it is easily checked that the composition (ν′, δ′) ◦ (µ′(ν,δ), ε
′
(ν,δ))
coincides with the corresponding morphism 2.9.23 for the ch∗(F
Y
)-morphism
(ν, δ) ◦ (µ, ε) and therefore, by the very definition 2.9.25, we have
âutFY
(
(ν, δ) ◦ (µ, ε)
)
= âutFY
(
(ν′, δ′) ◦ (µ′(ν,δ), ε
′
(ν,δ))
)
◦ âutFY
(
idt′
(ν,δ)◦(µ,ε)
, ιℓℓ′
) 2.9.31;
but, since |R(ν,δ)|/|q(n)| < |t(ℓ)|/|q(n)| , it follows from the induction hypo-
thesis that
âutFnc
(
(ν′, δ′) ◦ (µ′(ν,δ), ε
′
(ν,δ))
)
= âut
FY
(ν′, δ′) ◦ âut
FY
(µ′(ν,δ), ε
′
(ν,δ)) 2.9.32;
similarly, since we have |t(ℓ)|/|R(ν,δ)| < |t(ℓ)|/|q(n)| and
âutFY (µ(ν,δ), ε(ν,δ)) = âutFY (µ, ε) 2.9.33,
we still get
âutFY
(
(ν, δ) ◦ (µ, ε)
)
= âutFY (ν
′, δ′) ◦ âutFY (µ
′
(ν,δ), ε
′
(ν,δ)) ◦ âutFY (idt′(ν,δ)◦(µ,ε) , ι
ℓ
ℓ′)
= âutFY (ν
′, δ′) ◦ âutFY
(
(idr′
(ν,δ)
, ιmm′) ◦ (µ(ν,δ), ε(ν,δ))
)
= âutFY (ν, δ) ◦ âutFY (µ, ε) .
2.9.34.
Finally, we may assume that the image of r
(
δ(n)
)
by r
(
δ(n) • m
)
is
normal in r(m) , so that the image of t
(
(ε ◦ δ)(n)
)
by t
(
(ε ◦ δ)(n)•ε(m)
)
is normal in t
(
ε(m)
)
; in particular, denoting by ℓ′ the maximal element
in ∆ℓ −∆(ε◦δ)(n)−1 such that the image of t
(
(ε ◦ δ)(n)
)
by t
(
(ε ◦ δ)(n) • ℓ′
)
is normal in t(ℓ′) , we have ε(m) ≤ ℓ′ . If ℓ′ = ℓ then we may assume that
the image of t
(
ε(m)
)
is not normal in t(ℓ) and, denoting by ℓ′′ ≥ ε(m) the
maximal element in ∆ℓ such that the image of t
(
ε(m)
)
by t(ε(m)• ℓ′′) is
normal in r(ℓ′′) , by our very definition (cf. 2.9.25) we have
âutFY (µ, ε) = âutFY (µ
′, ε′) ◦ âutFY (idt′(µ,ε) , ι
ℓ
ℓ′′) 2.9.35;
but, according to equality 2.9.21, we have
âut
FY
(ν, δ) ◦ âut
FY
(µ′, ε′) = âut
FY
(
(ν, δ) ◦ (µ′, ε′)
)
2.9.36;
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hence, since in the compositions of (ν, δ) with (µ, ε) and of
(
(ν, δ) ◦ (µ′, ε′)
)
with (idt′
(µ,ε)
, ιℓℓ′′) the first induction indices coincide with each other and the
second ones strictly decreasse, it follows from the induction hypothesis that
âutFY (ν, δ) ◦ âutFY (µ, ε)
= âutFY (ν, δ) ◦ âutFY (µ
′, ε′) ◦ âutFY (idt′(µ,ε) , ι
ℓ
ℓ′′)
= âutFY
(
(ν, δ) ◦ (µ′, ε′)
)
◦ âutFY (idt′(µ,ε) , ι
ℓ
ℓ′′)
= âutFY
(
(ν, δ) ◦ (µ, ε)
)
2.9.37.
Otherwise, we have a ch∗(F
Y
)-morphism
(µ′(ν,δ), ε
′
(ν,δ)) : (t
′
(ν,δ)◦(µ,ε),∆ℓ′+1) −→ (r,∆m) 2.9.38
fulfilling
(µ′(ν,δ), ε
′
(ν,δ)) ◦ (idt′(ν,δ)◦(µ,ε) , ι
ℓ
ℓ′) = (µ, ε) ◦ (idt, δ
ℓ
ℓ′+1) 2.9.39;
as above, it is easily checked that the composition (ν, δ) ◦ (µ′(ν,δ), ε
′
(ν,δ)) co-
incides with the corresponding morphism 2.9.23 for the ch∗(F
Y
)-morphism
(ν, δ) ◦ (µ, ε) and therefore, by the very definition 2.9.25, we have
âutFY
(
(ν, δ) ◦ (µ, ε)
)
= âutFY
(
(ν, δ) ◦ (µ′(ν,δ), ε
′
(ν,δ))
)
◦ âutFY
(
idt′
(ν,δ)◦(µ,ε)
, ιℓℓ′
) 2.9.40;
since ℓ′ 6= ℓ and âutFnc(idt, δ
ℓ
ℓ′+1) = idFˆ(t) , it follows from the induction
hypothesis applied to the composition of (ν, δ) with (µ′(ν,δ), ε
′
(ν,δ)) that
âutFY
(
(ν, δ) ◦ (µ′(ν,δ), ε
′
(ν,δ))
)
= âutFY (ν, δ) ◦ âutFY (µ
′
(ν,δ), ε
′
(ν,δ)) 2.9.41;
moreover, if |q(n)| < |r(m)| , we can apply the induction hypothesis to both
members of equality 2.9.39 and then we get
âutFY (µ
′
(ν,δ), ε
′
(ν,δ)) ◦ âutFY
(
idt′
(ν,δ)◦(µ,ε)
, ιℓℓ′
)
= âutFY (µ, ε) 2.9.42;
consequently, once again we have
âutFnc
(
(ν, δ) ◦ (µ, ε)
)
= âutFnc(ν, δ) ◦ âutFnc(µ, ε) 2.9.43.
If |q(n)| = |r(m)| then it follows from the definition of âutFY (µ, ε) and
âutFY
(
(ν, δ) ◦ (µ, ε)
)
(cf. 2.9.25) that ℓ′ coincides with both indices, that we
get t′(µ,ε) = t
′
(ν,δ)◦(µ,ε) and that the homomorphism 2.9.23
(t′(ν,δ)◦(µ,ε),∆ℓ′+1) −→ (q,∆n) 2.9.44
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corresponding to the composition (ν, δ) ◦ (µ, ε) coincides with (ν, δ) ◦ (µ′, ε′) ;
at this point, we can apply equality 2.9.21 to obtain
âutFY (ν, δ) ◦ âutFY (µ
′, ε′) = âutFY
(
(ν, δ) ◦ (µ′, ε′)
)
2.9.45;
then, composing this equality with âut
FY
(idt′
(µ,ε)
, ιℓℓ′) , from definition 2.9.25
we get
âutFY (ν, δ) ◦ âutFY (µ, ε) = âutFY
(
(ν, δ) ◦ (µ, ε)
)
2.9.46.
We are done.
3 Ordinary Grothendieck group of a folded Frobenius P -category
3.1 Our settting is a finite p-group P , a Frobenius P -category F and a
functor
âutFsc : ch
∗(F
sc
) −→ k∗-Gr 3.1.1
lifting the functor autFsc (cf. 2.8); if q : ∆n → F
sc
is an F
sc
-chain, we sim-
ply denote by Fˆ(q) the image of (q,∆n) via âutFsc . Note that, if P
′ is
a second finite p-group, F ′ a Frobenius P ′-category and α :P ′ → P an
(F ′,F)-functorial group homomorphism [5, 12.1] mapping any F ′-radical
subgroup of P ′ (cf. 2.4) on a F -selfcentralizing subgroup of P , the Frobenius
functor fα :F
′ → F [5, 12.1] and the lifting âutFsc determine a functor
âutF ′rd : ch
∗(F ′
rd
) −→ ch∗(F
sc
) −→ k∗-Gr 3.1.2.
lifting autF ′rd and then, according to Theorem 2.9, this lifting can be uniquely
extended to a functor âutF ′sc lifting autF ′sc ; in particular, for any subgroup U
of P fully K-normalized in F for some subgroupK of Aut(U) , it follows from
Lemma 2.5 and Theeorem 2.9 that our folded Frobenius P -category induces
a folded Frobenius NKP (U)-category formed by N
K
F (U) and by âutNK
F
(U)sc .
3.2 For any F -selfcentralizing subgroup Q of P fully normalized in F ,
in [5, Theorem 18.6] we prove the existence, and the uniqueness up to is-
morphisms, of a finite group L(Q) — the F-localizer of Q — such that
NP (Q) is a Sylow p-subgroup of L(Q) and Z(Q) a normal subgroup fulfilling
L(Q)/Z(Q) ∼= F(Q) . More generally, in [5, Proposition 18.19] we prove the
existence of the F-localizing functor
locFsc : ch
∗(F
sc
) −→ L˜oc 3.2.1
which lifts autFsc via the canonical functor L˜oc→ Gr sending any L˜oc-object
(L,Z) to L/Z , and maps any F -chain q : ∆n → F such that q(n) is fully
normalized in F , on the pair
(
L(q), Z(q(n))
)
where L(q) denotes the converse
image of F(q) in L
(
q(n)
)
; actually, for any F -chain q : ∆n → F we set
locFsc (q,∆n) =
(
L(q), Z(q(n))
)
and identify NP (q) with the converse image
of FP (q) in L(q) [5, Proposition 18.16].
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3.3 As in 1.9 above, we consider the category k∗-L˜oc where the objects
are the pairs (Lˆ, Z) formed by a finite k∗-group Lˆ and a normal p-subgroup
Z of Lˆ and where, coherently, the morphisms from (Lˆ, Z) to (Lˆ′, Z ′) are
the Z ′-conjugacy classes of k∗-group homomorphisms fˆ : Lˆ → Lˆ′ fulfilling
fˆ(Z) ⊂ Z ′ . Then, consider the functor
l̂ocFsc : ch
∗(F
sc
) −→ k∗-L˜oc 3.3.1
mapping any F
sc
-chain q : ∆n → F
sc
such that q(n) is fully normalized in F
on the pair formed by the k∗-group
Lˆ(q) = L(q)×F(q) Fˆ(q) 3.3.2
and by the p-subgroup lifting Z
(
q(n)
)
, and any ch∗(F
sc
)-morphism
(ν, δ) : (r,∆m) −→ (q,∆n) 3.3.3
where q(n) and r(m) are fully normalized in F , on the Z
(
q(n)
)
-conjugacy
class of
l̂oc(ν,δ) = locF (ν, δ)×aut
F
sc (ν,δ) âutFsc (ν, δ) 3.3.4.
3.4 For any central k∗-extension Gˆ of a finite group G , recall that we
respectively denote by GK(Gˆ) and Gk(Gˆ) the scalar extensions from Z to O
of the Grothendieck groups of the categories of finitely dimensional K∗Gˆ- and
k∗Gˆ-modules; it is well-known that we have contravariant functors
gK : k
∗-Gr −→ O-mod and gk : k
∗-Gr −→ O-mod 3.4.1
respectively mapping Gˆ on GK(Gˆ) and Gk(Gˆ) , and any k
∗-group homomor-
phism ϕˆ : Gˆ→ Gˆ′ on the corresponding restriction maps; it is clear that these
restriction maps only depend on the Gˆ′-conjugacy class of ϕ ; in particular,
these functors have an obvious extension to the category k∗-L˜oc respectively
mapping any k∗-L˜oc-object (Lˆ, Z) on GK(Lˆ) and Gk(Lˆ) .Moreover, recall that
the Brauer decomposition maps define a natural map
∂ : gK −→ gk 3.4.2
admitting a natural section.
3.5 Now, we consider the composed functor
ch∗(F
sc
)
l̂oc
F
sc
−−−−→ k∗-L˜oc
gK
−−→ O-mod 3.5.1
and we define the ordinary Grothendieck group of the folded Frobenius P -cate-
gory (F , âutFsc ) as the inverse limit
GK(F , âutFsc ) = lim
←−
(gK ◦ l̂ocFsc ) 3.5.2;
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it is a finitely generated free O-module. Since the natural map from l̂ocFsc to
âutFsc induces a natural isomorphism gk ◦ l̂ocFsc ∼= gk ◦ âutFsc , the natural
map 3.4.2 determines a decomposition map
∂
(F ,âut
F
sc )
: GK(F , âutFsc ) −→ Gk(F , âutFsc ) 3.5.3
admitting a section. Note that, if F admits an F -normal F -selfcentralizing
subgroup Q of P then we have evident isomorphisms [5, Proposition 19.5]
GK(F , âutFsc ) ∼= GK
(
Lˆ(Q)
)
and Gk(F , âutFsc ) ∼= Gk
(
Lˆ(Q)
)
3.5.4
and ∂
(F ,âut
F
sc )
is the corresponding Brauer decomposition map.
3.6 With the notation in 3.1 above, in order to relate the ordinary
Grothendieck groups GK(F , âutFsc ) and GK(F
′, âutF ′sc ) we prove below that,
denoting by i :F
rd
→ F
sc
the inclusion functor, the ordinary Grothendieck
group GK(F , âutFsc ) can also be defined from the functor
l̂ocFrd = l̂ocFsc ◦ ch
∗(i) 3.6.1,
as in the case of the modular Grothendieck group [5, Proposition 14.6]. Recall
that, for any category C and any contravariant functor m : ch∗(C)→ O-mod ,
the inverse limit lim
←−
m coincides with the 0-cohomology group of the dif-
ferential complex given by the differential maps [5, A3.11.2]
dn :
∏
q
m(q,∆n) −→
∏
r
m(r,∆n+1) 3.6.2,
where q and r respectively run over the sets of functors Fct(∆n,C) and
Fct(∆n+1,C) , sending any family a = (aq)q to the family dn(a) =
(
dn(a)r
)
r
defined by
dn(a)r =
n+1∑
i=0
(−1)im(idr◦δn
i
, δni )(ar◦δni ) 3.6.3.
Proposition 3.7 With the notation above, the functor ch∗(i) induces an
O-module isomorphism
GK(F , âutFsc ) ∼= lim
←−
(
gK ◦ ̂locFrd ) 3.7.1.
Proof: First of all, we prove that the homomorphism from lim
←−
(gK◦ ̂locFsc ) to
lim
←−
(
gK◦ ̂locFrd ) induced by ch∗(i) is injective; consider a family X = (XQ)Q ,
where Q runs over the set of all the F -selfcentralizing subgroups of P and
XQ belongs to GK
(
Lˆ(Q)
)
, and assume that d
sc
0 (X) = 0 where d
sc
0 denotes
the corresponding differential map (cf. 3.6.3).
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For such a Q , consider a dominant F -morphism ρ :Q → R such that
|R|/|Q| is maximal and the chain r : ∆1 → F
sc
mapping 0 on Q , 1 on R and
0•1 on ρ ; then, we get (cf. 3.6.3)
0 = res
l̂oc
F
sc (id
r◦δ0
0
,δ00)
(XR)− resl̂oc
F
sc (id
r◦δ0
1
,δ01)
(XQ) 3.7.2;
but, it follows from Proposition 2.7 that R is F -radical and we know that the
homomorphism F(R)ρ(Q) → F(Q) induced by ρ is surjective (cf. 2.6.2); in
particular, the functor l̂ocFsc provides a k
∗-group isomorphism Lˆ(r) ∼= Lˆ(Q) ,
so that we also get the isomorphism
res
l̂oc
F
sc (id
r◦δ0
1
,δ01)
: GK
(
Lˆ(Q)
)
∼= GK
(
Lˆ(r)
)
3.7.3;
thus, if X belongs to the kernel of the homomorphism induced by ch∗(i) , we
get XQ = 0 .
In order to prove the surjectivity, assume that a family Y = (YR)R ,
where R runs over all the F -radical subgroups of P and YR ∈ GK
(
Lˆ(R)
)
,
belongs to the kernel of the corresponding differential map d
rd
0 ; we have
to extend Y to a family X = (XQ)Q , where Q runs over the set of all the
F -selfcentralizing subgroups of P andXQ ∈ GK
(
Lˆ(Q)
)
, fulfilling d
sc
0 (X) = 0 .
For any F -selfcentralizing subgroup Q of P , with the notation above we can
define
XQ =
(
res
l̂oc
F
sc (id
r◦δ0
1
,δ01)
)−1(
res
l̂oc
F
sc (id
r◦δ0
0
,δ00)
(YR)
)
3.7.4;
then, we claim that d
sc
0 (X) = 0 .
Let q : ∆1 → F
sc
be a chain, set Q = q(0) , Q′ = q(1) and ϕ = q(0 • 1) ;
arguing by induction on |P :Q| and then on |Q′|/|Q| , we will prove that we
have d
sc
0 (X)q = 0 . If Q = P then ϕ is an F
rd
-morphism, so that q is an
F
rd
-chain, and therefore we have
d
sc
0 (X)q = d
sc
0 (Y )q = 0 3.7.5;
moreover, if we have Q 6= P and ϕ is an isomorphism, we may assume that
we have chosen ρ ◦ ϕ−1 :Q′ → R as a dominant homomorphism for Q′ and
considered the corresponding chain r′ : ∆1 → F
sc
, so that we have defined
XQ′ =
(
res
l̂oc
F
sc (id
r′◦δ0
1
,δ01)
)−1(
res ̂loc
F
sc (id
r′◦δ0
0
,δ00)
(YR)
)
3.7.6;
then, the functoriality of ̂locFsc forces XQ = resϕ(XQ′) and therefore we get
(cf. 3.6.3)
d
sc
0 (X)q = resl̂oc
F
sc (id
q◦δ0
0
,δ00)
(XQ′)− res ̂loc
F
sc (id
q◦δ0
1
,δ01)
(XQ) = 0 3.7.7.
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From now on, we assume that |P :Q| 6= 1 6= |Q′|/|Q| ; firstly note
that, for another F -selfcentralizing subgroup Q′′ of P and an F -morphism
ϕ′ :Q′ → Q′′ , considering the chains
q′ : ∆1 −→ F
sc
, q′′ : ∆1 −→ F
sc
and qQ
′′
: ∆2 −→ F
sc
3.7.8
respectively mapping 0 on Q′ , Q and Q , 1 on Q′′ , Q′′ and Q′ , 0•1 on ϕ′ ,
ϕ′ ◦ϕ and ϕ , 2 on Q′′ , and 1•2 on ϕ′ , the equality d
sc
1 ◦ d
sc
0 = 0 implies that
(cf. 3.6.3)
res ̂loc
F
sc (id
qQ
′′
◦δ1
1
,δ11)
(
d
sc
0 (X)q′′
)
= res
l̂oc
F
sc (id
qQ
′′
◦δ1
2
,δ12)
(
d
sc
0 (X)q
)
+ res
l̂oc
F
sc (id
qQ
′′
◦δ1
0
,δ10)
(
d
sc
0 (X)q′
) 3.7.9;
but, by our induction hypothesis, we already know that d
sc
0 (X)q′ = 0 .; hence,
we get
res
l̂oc
F
sc (id
qQ
′′
◦δ1
1
,δ11)
(
d
sc
0 (X)q′′
)
= res ̂loc
F
sc (id
qQ
′′
◦δ1
2
,δ12)
(
d
sc
0 (X)q
)
3.7.10.
On the one hand, set N = NR
(
ρ(Q)
)
and consider the chains
n : ∆1 −→ F
sc
, iRN : ∆1 −→ F
sc
and r : ∆1 −→ F
sc
3.7.11
where r is defined as above, iRN by the inclusionN ⊂ R and n by the restriction
of ρ from Q to N ; then, we have d
sc
0 (X)r = 0 by definition 3.7.4. If ρ is an
isomorphism then n = r and therefore d
sc
0 (X)n = 0 .Otherwise, it follows from
the induction hypothesis that we still have d
sc
0 (X)iR
N
= 0 ; but, since the image
in F(Q) of any element σ of F(N)ρ(Q) can be lifted to and element σˆ of F(R)
which stabilizes ρ(Q) and therefore it stabilizes N , the difference between
σ and the restriction of σˆ to N belongs to FZ(ρ(Q))(N) [5, Corollary 4.7];
consequently, any element of F(N)ρ(Q) can be lifted to and element of F(R) .
Thus, mutatis mutandis, considering the chain nR : ∆2 −→ F
sc
extending n
and mapping 2 on R and 1•2 on the inclusion map N → R , we have a
k∗-L˜oc-isomorphism
̂locFsc (idnR◦δ12 , δ12) : Lˆ(nR) ∼= Lˆ(n) 3.7.12;
hence, since nR ◦ δ11 = r , by equality 3.7.10 we also have d
sc
0 (X)n = 0 .
On the other hand, set N ′ = NQ′
(
ϕ(Q)
)
and consider the chains
n′ : ∆1 −→ F
sc
, iQ
′
N ′ : ∆1 −→ F
sc
and q : ∆1 −→ F
sc
3.7.13
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where n′ is defined by the restriction of ϕ from Q to N ′ and iQ
′
N ′ by the
inclusion N ′ ⊂ Q′ ; by our induction hypothesis we have d
sc
0 (X)iQ′
N′
= 0 , and
it is clear that any element of F(Q′)ϕ(Q) stabilizes N
′ . As above, considering
the chain n′Q
′
: ∆2 → F
sc
extending n′ , and mapping 2 on Q′ and 1 • 2 on
the inclusion map N ′ → Q′ , we still have a k∗-group exoisomorphism
̂locFsc (idn′Q′◦δ11 , δ11) : Lˆ(n′Q′) ∼= Lˆ(q) 3.7.14;
hence, according to equality 3.7.10, in order to prove that d
sc
0 (X)q = 0 , it
suffices to prove that we have d
sc
0 (X)n′ = 0 .
That is to say, we may assume that Q′ = N ′ normalizes ϕ(Q) ; in
this case, it follows from [5, Proposition 2.7] that there is an F -morphism
ζ′ :Q′ → P such that ζ′
(
ϕ(Q)
)
is fully normalized in F and then, from
[5, condition 2.8.2] that there are an F -morphism η :N → P and an element
σ ∈ F(Q) fulfilling η
(
ρ
(
σ(u)
))
= ζ′
(
ϕ(u)
)
for any u ∈ Q ; actually, up to
modifying our choice of ζ′ , we may assume that σ = idQ . Now, η(N) and
ζ′(Q′) normalize ζ′
(
ϕ(Q)
)
and we consider the group N ′′ = 〈η(N), ζ′(Q′)〉
and the chains
e : ∆1 −→ F
sc
and n′′ : ∆1 −→ F
sc
and nN
′′
: ∆2 −→ F
sc
3.7.15
where e and n′′ are respectively defined by the homomorphisms N → N ′′ and
Q → N ′′ determined by η and ζ′ ◦ ϕ , and nN
′′
extends n mapping 2 on N ′′
and 1• 2 on the homomorphism N → N ′′ determined by η .
We already know that d
sc
0 (X)n = 0 and it follows from our induction
hypothesis that d
sc
0 (X)e = 0 ; but, any element of F(Q) can be lifted via ρ to
an element of F(R)ρ(Q) (cf. 2.6.2) which stabilizes N . In particular, for any
element σ in
F(N ′′)ζ′(ϕ(Q)) = F(n
′′) 3.7.16 ,
we have an element σˆ in F(N) such that η ◦ σˆ coincides with σ ◦η over ρ(Q) ,
and therefore it follows from [5, Proposition 4.6] that it suffices to modify
our choice of σˆ by composing it with the conjugation by a suitable element
of Z
(
ρ(Q)
)
⊂ N to get the equality η ◦ σˆ = σ ◦ η . In conclusion, we get the
k∗-L˜oc-isomorphism
̂locFsc (idnN′′◦δ11 , δ11) : Lˆ(nN ′′) ∼= Lˆ(n′′) 3.7.17;
consequently, by equality 3.7.10, we still get d
sc
0 (X)n′′ = 0 .
Similarly, consider the chains
z′ : ∆1 −→ F
sc
, n′′ : ∆1 −→ F
sc
and qN
′′
: ∆2 −→ F
sc
3.7.18
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where z′ is defined by the homomorphism Q′ → N ′′ determined by ζ′ ,
and qN
′′
extends q = n′ mapping 2 on N ′′ and 1 • 2 on the homomorphism
Q′ → N ′′ determined by ζ′ ; it follows from our induction hypothesis that
d
sc
0 (X)z′ = 0 and we already know that d
sc
0 (X)n′′ = 0 . Since N
′′ contains
η
(
Z
(
ρ(Q)
))
= Z
(
ζ′
(
ϕ(Q)
))
3.7.19,
it follows from [5, statement 2.10.1] that the automorphism of ζ′
(
ϕ(Q)
)
deter-
mined by any σ′ ∈ F(Q′)ϕ(Q) via ζ
′ can be extended to an F
sc
-automorphism
σ′′ of N ′′ and then, arguing as above, it follows from [5, Proposition 4.6] that
we may choose σ′′ fulfilling
σ′′
(
ζ′(u′)
)
= ζ′
(
σ′(u′)
)
3.7.20
for any u′ ∈ Q′ . In conclusion, we get the k∗-L˜oc-isomomorphism
̂locFsc (idqN′′◦δ12 , δ12) : Lˆ(qN ′′) ∼= Lˆ(q) 3.7.21;
consequently, again by equality 3.7.10, we get d
sc
0 (X)q = 0 . We are done.
4 Functoriality of the Grothendieck groups of folded Frobenius
P -categories
4.1 With the notation in §3, let P ′ be a second finite p-group, F ′ a Frobe-
nius P ′-category and α :P ′ → P an (F ′,F)-functorial group homomorphism
[5, 12.1] mapping any F ′-radical subgroup of P ′ on a F -selfcentralizing sub-
group of P . More generally, let X′ be a set of subgroups Q′ of P ′ such that
α(Q′) is F -selfcentralizing, which contains the F ′-radical subgroups of P ′
and is stable by F ′-isomorphisms, and denote by F ′
X′
the full subcategory
of F ′ over X′ . Then the restriction f
X′
α :F
′X
′
→ F
sc
of the Frobenius functor
fα : F
′ −→ F induces a natural map
aut
f
X′
α
: aut
F ′X
′ −→ autFsc ◦ ch
∗(f
X′
α ) 4.1.1
and therefore the pull-back
aut
F ′X
′
aut
f
X′
α−−−−→ autFsc ◦ ch
∗(f
X′
α )x x
âut
F ′X
′
âut
f
X′
α−−−−→ âutFsc ◦ ch
∗(f
X′
α )
4.1.2
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lifts the functor aut
F ′X
′ to the category k∗-Gr (cf. 3.1). Moreover, we already
know from Theorem 2.9 that this lifting can be extended to a unique func-
tor âutF ′sc lifting autF ′sc and therefore we have an ordinary and a modular
Grothendieck groups
GK(F
′, âutF ′sc ) = lim
←−
(gK ◦ l̂ocF ′sc )
Gk(F
′, âutF ′sc ) = lim
←−
(gk ◦ l̂ocF ′sc )
4.1.3.
4.2 Now, according to Proposition 3.7, in order to define the restric-
tion O-module homomorphisms from the Grothendieck groups of the folded
Frobenius P -category (F , âutFsc ) to these ones, we have to exhibit a natural
map
loc
f
X′
α
: loc
F ′X
′ −→ locFsc ◦ ch
∗(f
X′
α ) 4.2.1
lifting the natural map aut
f
X′
α
; explicitly, setting L′(q′) = loc
F ′X
′ (q′,∆n) for
any F ′
X′
-chain q′ : ∆n → F
′X
′
, we have to exhibit a suitable group homo-
morphism
λq′ : L
′(q′) −→ L(f
X′
α ◦ q
′) 4.2.2
sending Z
(
q′(n)
)
to a subgroup of Z
(
α(q′(n))
)
and lifting the group homo-
morphism
(aut
f
X′
α
)(q′,∆n) : F
′(q′) −→ F(f
X′
α ◦ q
′) 4.2.3
which maps σ′ ∈ F ′(q′) on f
X′
α ∗ σ
′ .
Proposition 4.3 With the notation above, for any F ′
X′
-chain q′ : ∆n → F
′X
′
such that q′(n) is fully normalized in F ′ and that F ′P ′
(
q′(n)
)
contains a Sylow
p-subgroup of F ′(q′) , there exists a group homomorphism
λq′ : L
′(q′) −→ L(f
X′
α ◦ q
′) 4.3.1
lifting (aut
f
X′
α
)(q′,∆n) :F
′(q′)→ F(f
X′
α ◦q
′) and mapping u ∈ NP ′(q
′) on α(u) .
Moreover, the group Z
(
α(q′(n))
)α(NP ′ (q′)) acts transitively on the set of such
homomorphisms.
Proof: In order to apply [5, Lemma 18.8], let us consider the groups L′(q′)
and L(f
X′
α ◦ q
′) , and the group homomorphisms
(aut
f
X′
α
)(q′,∆n) ◦ πq′ : L
′(q′) −→ F(f
X′
α ◦ q
′)
αq′ : NP ′(q
′) −→ NP (f
X′
α ◦ q
′) ⊂ L(f
X′
α ◦ q
′)
4.3.2
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where πq′ :L
′(q′) → F ′(q′) denotes the structural homomorphism and αq′
the restriction of α from NP ′(q
′) to NP (f
X′
α ◦ q
′) ; let R′ be a subgroup
of P ′ and, setting Q′ = q′(n) , x′ an element of L′(q′) ⊂ L′(Q′) such that
R′x
′
⊂ P ′ ; then, f
X′
α ∗ πq′(x
′) belongs to F(f
X′
α ◦ q
′) which is contained in
F
(
α(Q′)
)
, and x′ actually determines an FL′(Q′),Q′ -morphism from R
′ to
NP ′(Q
′) [5, 17.2]; in particular, according to [5, Theorem 18.6], x′ also de-
termines an NF ′,Q′(Q
′)-morphism ξ′ from R′ to NP ′(Q
′) [5, 17.6].
Moreover, it follows from [5, Proposition 2.7] that there is an F -mor-
phism
ζ : NP
(
α(Q′)
)
−→ P 4.3.3
such that Q = ζ
(
α(Q′)
)
is fully normalized in F ; in particular, we can con-
sider the F-localizer L(Q) of Q , the Frobenius NP (Q)-category NF(Q) and
the NF (Q)-locality NF ,Q(Q) [5, 17.6]. Then, since α is (F
′,F)-functorial ,
denoting by αQ′ the restriction of α from NP ′(Q
′) to NP
(
α(Q′)
)
, it is quite
clear that the composition
ζ ◦ αQ′ : NP ′(Q
′) −→ NP (Q) 4.3.4
is an (NF ′(Q
′), NF(Q))-functorial group homomorphism [5, 12.1] which in-
duces a functor
lζ◦αR′ : NF ′,Q′(Q
′) −→ NF ,Q(Q) 4.3.5.
Thus, ξ′ determines an NF ,Q(Q)-morphism ξ from R = ζ
(
α(R′)
)
to NP (Q) .
But, according to [5, Theorem 18.6] again, the categories NF ,Q(Q) and
FL(Q),Q [5, 17.2] are equivalent to each other and therefore there is x ∈ L(Q)
such that ξ(u) = ux for any u ∈ R and that we have πQ(x) =
ζ◦αQ′
(
πQ′(x
′)
)
where πQ :L(Q) → F(Q) and πQ′ :L
′(Q′) → F ′(Q′) denote the structural
homomorphisms. Finally, considering the F -chain q : ∆n → F
sc
mapping
i ∈ ∆n−1 on α(q
′(i)) , n on Q , any ∆n−1-morphism j • i on (f
X′
α ◦ q
′)(j • i)
and n−1 • n on the composition of (f
X′
α ◦ q
′)(n−1 • n) with the isomorphism
α(Q′) ∼= Q determined by ζ , we have an obvious ch∗(F
sc
)-isomorphism
(νζ , id∆n) : (q,∆n) −→ (f
X′
α ◦ q
′,∆n) 4.3.6
which the functor locFsc sends to a group isomorphism
λζ : L(q) ∼= L(f
X′
α ◦ q
′) 4.3.7.
At this point, it is easily checked that α(u′x
′
) = α(u′)λζ(x) for any u′ ∈ R′
and that we have
πα(Q′)
(
λζ(x)
)
= αQ′
(
πQ′(x
′)
)
4.3.8 ;
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that is to say, in our setting of [5, Lemma 18.8], condition 18.8.1 holds and
therefore there is a group homomorphism
λq′ : L
′(q′) −→ L(f
X′
α ◦ q
′) 4.3.9
fulfilling the announced conditions. Moreover, always by the same lemma,
the Abelian group Z
(
(f
X′
α ◦ q
′)(n)
)α(NP ′(q′)) acts transitively over the set of
such group homomorphisms.
Theorem 4.4 With the notation and the hypothesis above, there is a unique
natural map
loc
f
X′
α
: loc
F ′X
′ −→ locFsc ◦ ch
∗(f
X′
α ) 4.4.1
sending any F ′
X′
-chain q′ : ∆n → F
′X
′
such that q′(n) is fully normalized
in F ′ and that F ′P ′
(
q′(n)
)
contains a Sylow p-subgroup of F ′(q′) , to the
Z
(
α(q′(n))
)
-conjugacy class of
λq′ : L
′(q′) −→ L(f
X′
α ◦ q
′) 4.4.2.
In particular, this natural map lifts aut
f
X′
α
and, if r′ : ∆m → F
′X
′
is a chain,
then we have λr′(u
′) = α(u′) for a suitable representative λr′ of (locfX′α
)(r′,∆m)
and any u′ ∈ NP ′(r
′) .
Proof: For any F ′
X′
-chain q′ : ∆n → F
′X
′
, it follows from [5, Proposition 2.7]
that there is an F ′-morphism ζ′ :NP ′
(
q′(n)
)
→ P ′ such that ζ′
(
q′(n)
)
is
fully normalized in F ′ and we may assume that F ′P ′
(
q′(n)
)
contains a Sylow
p-subgroup of F ′(q′) ; consider the F ′
X′
-chain qˆ′ : ∆n → F
′X
′
which coincides
with q′ over ∆n−1 and maps n on ζ
′
(
q′(n)
)
and (n−1•n) on the composition
of q′(n−1 • n) with the F ′-isomorphism ζ′∗ : q
′(n) ∼= ζ′
(
q′(n)
)
determined
by ζ′ ; we have an obvious ch∗(F ′
X′
)-isomorphism
(ν′ζ′ , id∆n) : (q
′,∆n) ∼= (qˆ
′,∆n) 4.4.3
which the functor loc
F ′X
′ sends to a class of group isomorphisms
λ′ζ′ : L
′(q′) ∼= L′(qˆ′) 4.4.4
and we may assume that λ′ζ′(u
′) = ζ′(u′) for any u′ ∈ NP ′(q
′) .
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On the other hand, we have the F -morphism
f
X′
α (ζ
′) : α
(
NP ′
(
q′(n)
))
−→ α(P ′) 4.4.5
which can be restricted to the F -isomorphism
f
X′
α (ζ
′
∗) : α
(
q′(n)
)
∼= α
(
ζ′
(
q′(n)
))
4.4.6;
then, considering the F
sc
-chains f
X′
α ◦ q
′ and f
X′
α ◦ qˆ
′ , this F -isomorphism
induces an obvious ch∗(F
sc
)-isomorphism
(ν
f
X′
α (ζ
′
∗
)
, id∆n) : (f
X′
α ◦ q
′,∆n) ∼= (f
X′
α ◦ qˆ
′,∆n) 4.4.7
which the functor locFsc sends to a class of group isomorphisms
λ
f
X′
α (ζ
′
∗
)
: L(f
X′
α ◦ q
′) ∼= L(f
X′
α ◦ qˆ
′) 4.4.8
and we may assume that λ
f
X′
α (ζ
′
∗
)
(u) =
(
f
X′
α (ζ
′)
)
(u) for any u ∈ NP (f
X′
α ◦ q
′) .
Moreover, Proposition 4.3 provides a group homomorphism
λqˆ′ : L
′(qˆ′) −→ L(f
X′
α ◦ qˆ
′) 4.4.9
fulfilling λqˆ′(u
′) = α(u′) for any u′ ∈ NP ′(qˆ
′) , and we define loc
f
X′
α
as the
map sending (q′,∆n) to the Z
(
α(q′(n))
)
-conjugacy class of
λq′ = (λfX′α (ζ′∗)
)−1 ◦ λqˆ′ ◦ λ
′
ζ′ 4.4.10;
first of all, note that for any u′ ∈ NP ′(q
′) we get
λq′(u
′) =
(
(λ
f
X′
α (ζ
′
∗
)
)−1 ◦ λqˆ′
)(
λ′ζ′(u
′)
)
= (λ
f
X′
α (ζ
′
∗
)
)−1
(
λqˆ′
(
ζ′(u′)
))
= (λ
f
X′
α (ζ
′
∗
)
)−1
(
(α ◦ ζ′)(u′)
)
= (λ
f
X′
α (ζ
′
∗
)
)−1
(
(f
X′
α (ζ
′) ◦ α)(u′)
)
= α(u′)
4.4.11.
In order to prove the naturality of this correspondence, let
(µ′, δ) : (r′,∆m) −→ (q
′,∆n) 4.4.12
be a ch∗(F ′
X′
)-morphism and consider an F ′-morphism ξ′ : r′(m)→ P ′ such
that ξ′
(
r′(m)
)
is fully normalized in F ′ and that F ′P ′
(
q′(n)
)
contains a Sylow
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p-subgroup of F ′(q′) , and the F ′
X′
-chain rˆ′ : ∆m → F
′X
′
which coincides with
r′ over ∆m−1 and maps m on ξ
′
(
r′(m)
)
and (m−1 •m) on the composition
of r′(m−1 •m) with the F ′-isomorphism ξ′∗ : r
′(m) ∼= ξ′
(
r′(m)
)
determined
by ξ′ . Then, the ch∗(F ′
X′
)-isomorphisms (ν′ζ′ , id∆n) and (ν
′
ξ′ , id∆m) induce
the commutative ch∗(F ′
X′
)-diagram
(r′,∆m)
(µ′,δ)
−−−−→ (q′,∆n)
≀‖ ≀‖
(ˆr′,∆m)
(µˆ′,δ)
−−−−→ (qˆ′,∆n)
4.4.13.
Moreover, f
X′
α maps this ch
∗(F ′
X′
)-diagram on the commutative ch∗(F
sc
)-dia-
gram
(f
X′
α ◦ r
′,∆m)
(f
X′
α ∗µ
′,δ)
−−−−−−→ (f
X′
α ◦ q
′,∆n)
≀‖ ≀‖
(f
X′
α ◦ rˆ
′,∆m)
(f
X′
α ∗µˆ
′,δ)
−−−−−−→ (f
X′
α ◦ qˆ
′,∆n)
4.4.14.
Now, it is quite clear that it suffices to prove the commutativity up to
Z
(
α(qˆ′(n))
)
-conjugation of the following diagram of group homomorphisms
L(f
X′
α ◦ rˆ
′)
λ
f
X′
α ∗µˆ
′
−−−−−−→ L(f
X′
α ◦ qˆ
′)
λrˆ′
x x λqˆ′
L′(ˆr′)
λ′
µˆ′
−−−−−−→ L′(qˆ′)
4.4.15
where λ
f
X′
α ∗µˆ
′
and λ′µˆ′ are respective representatives of locFsc (f
X′
α ∗ µˆ
′, δ) and
loc
F ′X
′ (µˆ′, δ) ; this commutativity up to Z
(
α(qˆ′(n))
)
-conjugation is a con-
sequence of the uniqueness part of [5, Lemma 18.8] and of [5, Remark 18.9]
applied to the groups L′(ˆr′) and L(f
X′
α ◦ qˆ
′) , and to the group homomorphisms
λ
f
X′
α ∗µˆ
′
◦ λrˆ′ and λqˆ′ ◦ λ
′
µˆ′ ; indeed, denoting by
π
f
X′
α ◦qˆ
′
: L(f
X′
α ◦ qˆ
′) −→ F(f
X′
α ◦ qˆ
′)
π
f
X′
α ◦rˆ
′
: L(f
X′
α ◦ rˆ
′) −→ F(f
X′
α ◦ rˆ
′)
4.4.16
the structural homomorphisms, it follows from [5, Proposition 18.16] and
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from Proposition 4.3 that we have (cf. 4.1.1)
π
f
X′
α ◦qˆ
′
◦ λ
f
X′
α ∗µˆ
′
◦ λrˆ′ = autFsc (f
X′
α ∗ µˆ
′, δ) ◦ π
f
X′
α ◦rˆ
′
◦ λrˆ′
= autFsc (f
X′
α ∗ µˆ
′, δ) ◦ (aut
f
X′
α
)r′ ◦ πrˆ′
= (aut
f
X′
α
)q′ ◦ autF ′sc (µˆ
′, δ) ◦ πrˆ′
= (aut
f
X′
α
)q′ ◦ πfX′α ◦rˆ′
◦ λ′µˆ′
= π
f
X′
α ◦qˆ
′
◦ λqˆ′ ◦ λ
′
µˆ′
4.4.17.
Finally, set Qˆ′ = qˆ′(n) and consider an F -morphism
ζ : NP
(
α(Qˆ′)
)
−→ P 4.4.18
such that Qˆ = ζ
(
α(Qˆ′)
)
is fully normalized in F [5, Proposition 2.7] and
that ζ
(
NP (f
X′
α ◦ qˆ
′)
)
is contained in NP (Qˆ) ; denote by ζ∗ :α(Qˆ
′) ∼= Qˆ the
F -isomorphism determined by ζ , and by λζ∗ a representative of locFsc (νζ∗ , ιn)
where
(νζ∗ , ιn) : (f
X′
α ◦ qˆ
′,∆n) −→ (Qˆ,∆0) 4.4.19
is the ch∗(F
sc
)-morphism formed by the map ιn : ∆0 → ∆n sending 0 to n and
by the natural map νζ∗ determined by ζ∗ ; moreover, according to [5, Propo-
sition 18.16], we may assume that λζ∗(u) = ζ(u) for any u ∈ NP (f
X′
α ◦ qˆ
′) .
On the other hand, denoting by Rˆ′ the image by rˆ′(δ(n) •m) of rˆ′(δ(n))
in rˆ′(m) , it follows from [5, statement 2.10.1] that there is an F ′-morphism
ξ′ :NP ′(Rˆ
′)→ NP ′(Qˆ
′) extending the composition ϕˆ′ : Rˆ′ ∼= Qˆ′ of the inverse
of the isomorphism rˆ′(δ(n)) ∼= Rˆ′ induced by rˆ′(δ(n) •m) with the isomor-
phism µˆ′n : rˆ
′(δ(n)) ∼= Qˆ′ ; then, always from [5, Proposition 18.16], we know
that, for some element x′ of L′(qˆ′) such that λ′µˆ′
(
NP ′ (ˆr
′)
)
⊂ NP ′(qˆ
′)x
′
and
any u′ ∈ NP ′ (ˆr
′) , we may assume that we have λ′µˆ′ (u
′) = ξ′(u′)x
′
. Moreover,
since we have (cf. 4.2.3)
(aut
f
X′
α
)(qˆ′,∆n)
(
F ′P ′(qˆ
′)
)
⊂ FP (f
X′
α ◦ qˆ
′) 4.4.20,
setting x = λζ∗
(
λqˆ′(x
′)
)
, we get (cf. Proposition 4.3)
(λζ∗ ◦ λqˆ′ ◦ λ
′
µˆ′)
(
NP ′(r
′)
)
⊂ λζ∗
(
λqˆ′
(
NP ′(qˆ
′)
))x
⊂ λζ∗
(
NP (f
X′
α ◦ qˆ
′)
)x
⊂ NP (Qˆ)
4.4.21.
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Similarly, setting Rˆ = α(Rˆ′) , it follows from [5, statement 2.10.1] that
there is an F -morphism ξ :NP (Rˆ) → NP (Qˆ) extending the composition
ϕˆ : Rˆ ∼= Qˆ of the inverse of the isomorphism α
(
rˆ′(δ(n))
)
∼= Rˆ determined
by f
X′
α
(
rˆ′(δ(n) •m)
)
with the isomorphism
ζ∗ ◦ (f
X′
α ∗ µˆ
′)n : α
(
rˆ′(δ(n))
)
∼= Qˆ 4.4.22;
by [5, Proposition 18.16], since λζ∗ ◦λfX′α ∗µˆ′
is a representative of the compo-
sition locFsc
(
(ζ∗, ιn)◦ (f
X′
α ∗ µˆ
′, δ)
)
, up to modifying our choice of ζ according
to [5, Remark 18.17], we may assume that
(λζ∗ ◦ λfX′α ∗µˆ′
)(u) = ξ(u)x 4.4.23
for any u ∈ NP (f
X′
α ◦ rˆ
′) .
Moreover, since we have ϕˆ = ζ∗ ◦ f
X′
α (ϕˆ
′) , it is easily checked that,
denoting by αQˆ′ and αRˆ′ the respective restrictions of α from NP ′(Qˆ
′) to
NP (Qˆ) , and from NP ′(Rˆ
′) to NP (Rˆ) , the compositions
ζ ◦ αQˆ′ ◦ ξ
′ and ξ ◦ αRˆ′ 4.4.24
restricted to Rˆ′ coincide with each other. But, ζ ◦αQˆ′ ◦ ξ
′ maps NP ′(Rˆ
′) on a
subgroup ofNP (Qˆ) ; hence, since Rˆ is F -selfcentralizing, ξ◦αRˆ′ mapsNP ′(Rˆ
′)
on the same subgroup of NP (Qˆ) and it follows from [5, Proposition 4.6] that
a suitable modification of our choice of ξ′ suffices to guarantee that we get
ζ ◦ αQˆ′ ◦ ξ
′ = ξ ◦ αRˆ′ 4.4.25.
At this point, for any u′ ∈ NP ′ (ˆr
′) we have (cf. 4.4.23 and 4.4.25)
(λζ∗ ◦ λqˆ′ ◦ λ
′
µˆ′)(u
′) = (λζ∗ ◦ λqˆ′)
(
ξ′(u′)x
′)
= λζ∗
(
α
(
ξ′(u′)
)λqˆ′ (x′)) = (ζ ◦ αQˆ′ ◦ ξ′)(u′)x
= (ξ ◦ αRˆ′)(u
′)x = (λζ∗ ◦ λfX′α ∗µˆ′
)
(
α(u′)
)
= (λζ∗ ◦ λfX′α ∗µˆ′
◦ λrˆ′)(u)
4.4.26;
in particular, the compositions
λqˆ′ ◦ λ
′
µˆ′ and λfX′α ∗µˆ′
◦ λrˆ′ 4.4.27
restricted to NP ′ (ˆr
′) coincide with each other. Now, as announced above,
according to this statement and to equality 4.4.17, it suffices to apply the
uniqueness part of [5, Lemma 18.8] and [5, Remark 18.9]. We are done.
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4.5 Now, it follows from 3.3 that the natural map in 4.1.2
âut
f
X′
α
: âut
F ′X
′ −→ âutFsc ◦ ch
∗(f
X′
α ) 4.5.1
and the natural map in theorem 4.4 above
loc
f
X′
α
: loc
F ′X
′ −→ locFsc ◦ ch
∗(f
X′
α ) 4.5.2
determine a new natural map
l̂oc
f
X′
α
: l̂oc
F ′X
′ −→ l̂ocFsc ◦ ch
∗(f
X′
α ) 4.5.3;
then, composing this natural map with the contravariant functors gK and gk
in 3.4 above, we get the O-mod-valued natural maps
gK ∗ l̂ocfX′α
: gK ◦ l̂ocFsc ◦ ch
∗(f
X′
α ) −→ gK ◦ l̂ocF ′X′
gk ∗ l̂ocfX′α
: gk ◦ l̂ocFsc ◦ ch
∗(f
X′
α ) −→ gk ◦ l̂ocF ′X′
4.5.4
which, together with the functor ch∗(f
X′
α ) , determine the O-module homo-
morphisms
GK(F , âutFsc )y
lim
←−
(
gK ◦ l̂ocFsc ◦ ch
∗(f
X′
α )
)
y
lim
←−
(
gK ◦ l̂ocF ′X′
)
and
Gk(F , âutFsc )y
lim
←−
(
gk ◦ l̂ocFsc ◦ ch
∗(f
X′
α )
)
y
lim
←−
(
gk ◦ l̂ocF ′X′
)
4.5.5.
4.6 But, from Proposition 3.7 above and from [5, Proposition 14.6] to-
gether with Proposition 2.7 above, we know that
lim
←−
(
gK ◦ l̂ocF ′X′
)
∼= GK(F
′, âutF ′sc )
lim
←−
(
gk ◦ l̂ocF ′X′
)
∼= Gk(F
′, âutF ′sc )
4.6.1.
Consequently, we get O-module homomorphisms
Resfα : GK(F , âutFsc ) −→ GK(F
′, âutF ′sc )
resfα : Gk(F , âutFsc ) −→ Gk(F
′, âutF ′sc )
4.6.2
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which are clearly independent of our choice of X′ ; moreover, the natural map
∂ :GK → Gk induces a commutative diagram
GK(F , âutFsc ) −→ GK(F
′, âutF ′sc )
∂
(F,âut
F
sc )
y y∂
(F′ ,âut
F′
sc )
Gk(F , âutFsc ) −→ Gk(F
′, âutF ′sc )
4.6.3.
4.7 Let P ′′ be a third finite p-group, F ′′ a Frobenius P ′′-category and
α′ :P ′′ → P ′ an (F ′′,F ′)-functorial group homorphism, so that α ◦ α′ is
an (F ′′,F)-functorial group homomorphism. Assume that fα′ and fα◦α′ map
any F ′′-radical subgroup of P ′′ on an F ′- and an F -selfcentralizing subgroups
of P ′ and P respectively, and let X′′ be a set of subgroups Q′′ of P ′′ such
that α′(Q′′) belongs to X′ , which contains the F ′′-radical subgroups of P ′′
and is stable by F ′′-isomorphisms. Then, it easily follows from Theorem 4.4
that we have natural maps
loc
f
X′′
α′
: loc
F ′′X
′′ −→ loc
F ′X
′ ◦ ch∗(f
X′′
α′ )
loc
f
X′′
α◦α′
: loc
F ′′X
′′ −→ locFsc ◦ ch
∗(f
X′′
α◦α′ )
4.7.1
and therefore from 4.5 we get the O-module homomorphisms
Resfα′ : GK(F
′, âutF ′sc ) −→ GK(F
′′, âutF ′′sc )
resfα′ : Gk(F
′, âutF ′sc ) −→ Gk(F
′′, âutF ′′sc )
Resfα◦α′ : GK(F , âutFsc ) −→ GK(F
′′, âutF ′′sc )
resfα◦α′ : Gk(F , âutFsc ) −→ Gk(F
′′, âutF ′′sc )
4.7.2.
Proposition 4.8 With the notation and the hypothesis above, we have
Resfα◦α′ = Resfα′ ◦ Resfα
resfα◦α′ = resfα′ ◦ resfα
4.8.1.
Proof: It is quite clear that
f
X′′
α◦α′ = f
X′
α ◦ f
X′′
α′ 4.8.2,
so that ch∗(f
X′′
α◦α′ ) = ch
∗(f
X′
α ) ◦ ch
∗(f
X′′
α′ ) ; in particular, from 4.4.1 we get a
natural map
loc
f
X′
α
∗ ch∗(f
X′′
α′ ) : locF ′X′ ◦ ch
∗(f
X′′
α′ ) −→ locFsc ◦ ch
∗(f
X′′
α◦α′) 4.8.3
and we claim that
loc
f
X′′
α◦α′
=
(
loc
f
X′
α
∗ ch∗(f
X′′
α′ )
)
◦ loc
f
X′′
α′
4.8.4.
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Indeed, by the uniqueness part of Theorem 4.4, it suffices to prove that,
for any F ′′
X′′
-chain q′′ : ∆n → F
′′X
′′
such that q′′(n) is fully normalized in F ′′
and that F ′′P ′′
(
q′′(n)
)
contains a Sylow p-subgroup of F ′′(q′′) , both members
of equality 4.8.4 map (q′′,∆n) on the same Z
(
(α◦α′)(q′′(n))
)
-conjugacy class
of group homomorphisms from L′′(q′′) = loc
F ′′X
′′ (q′′,∆n) to L(f
X′′
α◦α′ ◦ q
′′) ;
that is to say, it suffices to prove that
λq′′ : L
′′(q′′) −→ L(f
X′′
α◦α′ ◦ q
′′) 4.8.5
is Z
(
(α◦α′)(q′′(n))
)
-conjugate to the composition of a representative λ
f
X′′
α′
◦q′′
of (
loc
f
X′
α
∗ ch∗(f
X′′
α′ )
)
(q′′,∆n)
= (loc
f
X′
α
)
(f
X′′
α′
◦q′′,∆n)
4.8.6
with the corresponding group homomorphism (cf. Proposition 4.3)
λ′q′′ : L
′′(q′′) −→ L(f
X′′
α′ ◦ q
′′) 4.8.7.
But, we already know that λq′′ , λfX
′′
α′
◦q′′
and λ′q′′ respectively lift
(aut
f
X′′
α◦α′
)(q′′,∆n) , (autfX′α
)
(f
X′′
α′
◦q′′,∆n)
and (aut
f
X′′
α′
◦q′′
)(q′′,∆n) 4.8.8
and therefore the composition λ
f
X′′
α′
◦q′′
◦λ′q′′ also lifts (autfX
′′
α◦α′
)(q′′,∆n) ; more-
over it follows from Theorem 4.4 that, for any u′′ ∈ NP ′′(q
′′) , we have
λq′′(u
′′) = (α ◦ α′)(u′′) and λ′q′′(u
′′) = α′(u′′) 4.8.9,
and that we may assume that λ
f
X′′
α′
◦q′′
(
α′(u′′)
)
= α
(
α′(u′′)
)
. Now, our claim
follows from Proposition 4.3.
From the surjectivity of the Brauer decomposition natural map ∂ (cf. 3.4)
and from the commutativity of diagram 4.6.3, it follows that in 4.8.1 above
it suffices to prove the top equality; but, from our claim and from 4.5 we get
the commutative diagram of natural maps
gK ◦ l̂ocFsc ◦ ch
∗(f
X′′
α◦α′)
g∗ ̂loc
f
X′′
α◦α′−−−−−−→ gK ◦ l̂ocF ′′X′′
g∗ ̂loc
f
X′
α
∗ch∗(f
X′′
α′
)
y ր g∗ ̂loc
f
X′′
α′
gK ◦ l̂ocF ′X′ ◦ ch
∗(f
X′′
α′ )
4.8.10
which forces the commutative diagram of the corresponding inverse limits;
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moreover, we have the obvious commutative O-mod-diagram
lim
←−
(
gK ◦ l̂ocFsc ◦ ch
∗(f
X′
α )
)
−→ lim
←−
(
gK ◦ l̂ocFsc ◦ ch
∗(f
X′′
α◦α′)
)
y y
lim
←−
(gK ◦ l̂ocF ′X′ ) −→ lim←−
(
gK ◦ l̂ocF ′X′ ◦ ch
∗(f
X′′
α′ )
) 4.8.11
and the canonical O-module homomorphisms (cf. Proposition 3.7)
GK(F , âutFsc ) −→ lim
←−
(
gK ◦ l̂ocFsc ◦ ch
∗(f
X′
α )
)
GK(F
′, âutF ′sc ) ∼= lim
←−
(gK ◦ l̂ocF ′X′ )
GK(F
′′, âutF ′′sc ) ∼= lim
←−
(
gK ◦ l̂ocF ′′X′′
) 4.8.12.
Finally, by the very definition of the ordinary Grothendieck group in 4.6,
we get the commutative O-mod-diagram
GK(F , âutFsc )
Resf
α◦α′−−−−−−→ GK(F
′′, âutF ′′sc )
ց ր
lim
←−
(
gK ◦ l̂ocFsc ◦ ch
∗(f
X′′
α◦α′)
)
Resfα
y y ‖
lim
←−
(
gK ◦ l̂ocF ′X′ ◦ ch
∗(f
X′′
α′ )
)
ր ց
GK(F
′, âutF ′sc )
Resf
α′−−−−−−→ GK(F
′′, âutF ′′sc )
4.8.13.
We are done.
4.9 We apply these results to the normalizers and the centralizers of the
subgroups of P . Let Q be a subgroup of P and K a subgroup of Aut(Q)
containing Int(Q) , assume that Q is fully K-normalized in F and consider
the Frobenius NKP (Q)-category N
K
F (Q) ; it follows from Lemma 2.5 that any
NKF (Q)-radical subgroup R of N
K
P (Q) contains Q ; consequently, since the
inclusion ιKQ :N
K
P (Q)→ P is (N
K
F (Q),F)-functorial, we have O-module ho-
momorphisms
ResιK
Q
: GK(F , âutFsc ) −→ GK
(
NKF (Q), âutNK
F
(Q)sc
)
resιK
Q
: Gk(F , âutFsc ) −→ Gk
(
NKF (Q), âutNK
F
(Q)sc
) 4.9.1
and a commutative diagram
GK(F , âutFsc ) −→ GK
(
NKF (Q), âutNK
F
(Q)sc
)
∂
(F,âut
F
sc )
y y∂
(NK
F
(Q),âut
NK
F
(Q)
sc )
Gk(F , âutFsc ) −→ Gk
(
NKF (Q), âutNK
F
(Q)sc
) 4.9.2.
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4.10 Moreover, let R and J be respective subgroups of NKP (Q) and
Aut(R) , denote by I the subgroup of automorphisms of Q·R which stabilize
Q and R , and act on them via elements of K and J respectively, and assume
that R is fully J-normalized in NKF (Q) ; thus, Q·R is fullyI-normalized in F
[5, Lemma 2.17] and we have
N IP (Q·R) = N
J
NK
P
(Q)(R) and N
I
F(Q·R) = N
J
NK
F
(Q)(R) 4.10.1;
then, according to Proposition 4.8 above, we have the obvious commutative
diagram
GK(F , âutFsc ) −→ GK
(
N IF (Q·R), âutNI
F
(Q·R)sc
)
ց րy GK(NKF (Q), âutNK
F
(Q)sc
) yy
Gk(F , âutFsc ) −→ Gk
(
N IF (Q·R), âutNI
F
(Q·R)sc
)
ց ր
Gk
(
NKF (Q), âutNK
F
(Q)sc
)
4.10.2.
5 Character decomposition of the functor gK
5.1 In order to determine the O-rank of GK(F , âutFsc ) , we need a suit-
able decomposition of the functor gK — analogous to the decomposition of gk
in [5, 14.22] — that we develop below. First of all, for any h ∈ N− {0} , fix
a primitive h-th root of unity ξh in K and set Uh = 〈 ξh〉 and Uˆh = k
∗ × Uh ;
note that the kernel of the canonical group homomorphism
Autk∗(Uˆh) −→ Aut(Uh) 5.1.1
can be identified with Hom(Uh, k
∗) and that, denoting by U ′h the subgroup
of p′-elements of Uh , ξh determines a group isomorphism
Hom(Uh, k
∗) ∼= U ′h 5.1.2.
5.2 Let Gˆ be a k∗-group with finite k∗-quotient G ; for any injective
k∗-group homomorphism ηˆ : Uˆh → Gˆ , the so-called ordinary characters de-
termine an O-module homomorphism GK(Gˆ) → O mapping the class in
GK(Gˆ) of a K∗Gˆ-module M on the linear trace trM
(
ηˆ(1, ξh)
)
; actually, this
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O-module homomorphism only depends on the G-conjugacy class of ηˆ .More-
over, if we have σˆ(1, ξh) = (λ, ξh) for some k
∗-automorphism σˆ of Uˆh inducing
the identity on Uh then we still have
trM
(
(ηˆ ◦ σˆ)(1, ξh)
)
= λˆ·trM
(
ηˆ(1, ξh)
)
5.2.1
where λˆ denotes the corresponding lifting of λ ∈ k∗ to O∗ (cf. 1.7). That is to
say, denoting by Monk∗(Uˆh, Gˆ) the set of injective k
∗-homomorphisms from
Uˆh to Gˆ , G acts by conjugation on this set and U
′
h acts on it via isomor-
phism 5.1.2 centralizing the action of G , and on O via the inclusion U ′h ⊂ O
∗ ;
moreover, equality 5.2.1 shows that these actions are preserved by our cor-
respondence. In conclusion, denoting by FctU ′
h
(
Monk∗(Uˆh, Gˆ),O
)
the set of
O-valued functions which preserve the corresponding U ′h-actions, we have
obtained an O-module homomorphism
GK(Gˆ) −→ FctU ′
h
(
Monk∗(Uˆh, Gˆ),O
)G
5.2.2.
5.3 On the other hand, since we have Gˆ = k∗·G′ for a suitable finite
subgroup G′ of Gˆ and then, setting
Z ′ = k∗ ∩G′ and e′ =
1
|Z ′|
·
∑
z′∈Z′
z′ 5.3.1,
we have GK(Gˆ) ∼= GK(KG
′e′) [4, Proposition 5.15], it is not difficult to prove
that homomorphisms 5.2.2 when h runs over N− {0} determine a K-module
isomorphism
KGK(Gˆ) ∼=
∏
h∈N−{0}
FctU ′
h
(
Monk∗(Uˆh, Gˆ),K
)G
5.3.2
where FctU ′
h
(
Monk∗(Uˆh, Gˆ),K
)
is the set of K-valued U ′h-invariant functions.
Note that any function χ ∈ FctUh
(
Monk∗(Uˆh, Gˆ),K
)
vanish over the k∗-group
monomorphisms ηˆ : Uˆh → Gˆ mapping (1, ξh) on an element xˆ ∈ Gˆ such that,
setting x = k∗·xˆ , the image of CGˆ(xˆ) in G is a proper subgroup of CG(x) .
5.4 Pushing it further, denote by Mon(Uh, G) the set of injective group
homomorphisms from Uh to G and by
̟h,Gˆ : Monk∗(Uˆh, Gˆ) −→ Mon(Uh, G) 5.4.1
the canonical map, so that U ′h acts regularly on the fibers (cf. 5.1.2); thus,
we still have the obvious decomposition
FctU ′
h
(
Monk∗(Uˆh, Gˆ),O
)
∼=
∏
η∈Mon(Uh,G)
FctU ′
h
(
(̟h,Gˆ)
−1(η),O
)
5.4.2
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and therefore we get
KGK(Gˆ) ∼=
∏
h∈N−{0}
( ∏
η∈Mon(Uh,G)
FctU ′
h
(
(̟h,Gˆ)
−1(η),K
))G
5.4.3.
Note that, for any η ∈Mon(Uh, G) , the term FctU ′
h
(
(̟h,Gˆ)
−1(η),O
)
is a free
O-module of rank one.
5.5 As in [5, 14.16], isomorphisms 5.3.2 and 5.4.3 are actually natural
and, in order to show this naturality, we have to develop a suitable functorial
framework. Moreover, in our present situation, we have to extend our con-
struction to the respective subcategories k∗-iL˜oc and iL˜oc of k∗-L˜oc (cf. 3.3)
and L˜oc (cf. 1.8) formed by the same objects and by the classes of injective
homomorphisms. As in [5, 14.16], denote by U
′
hℵ the category of finite sets
endowed with a U ′h-action and by
res
U ′h
1 :
U ′hℵ −→ ℵ 5.5.1
the corresponding forgetful functor; then, we consider the evident functors
uˆh : k
∗-iL˜oc −→ U
′
hℵ and uh : iL˜oc −→ ℵ 5.5.2
mapping any k∗-iL˜oc-object (Lˆ, Z) on the U ′h-set Monk∗(Uˆh, Lˆ) of Z-conju-
gacy classes in Monk∗(Uˆh, Lˆ) , and any iL˜oc-object (L,Z) on the correspond-
ing set Mon(Uh, G) respectively; moreover, denoting by qt : k
∗-iL˜oc → iL˜oc
the obvious k∗-quotient functor, we clearly have a natural map
̟h : res
U ′h
1 ◦ uˆh −→ uh ◦ qt 5.5.3.
sending Gˆ to ̟h,Gˆ (cf. 5.4.1).
5.6 Furthermore, identifying the category of sets ℵ with the full subcate-
gory of the category of small categories CC [5, A1.6] over the small categories
which have no other morphisms than the corresponding identity morphisms,
we can consider the functor
uh ◦ qt : k
∗-iL˜oc −→ ℵ ⊂ CC 5.6.1
as a so-called representation of k∗-iL˜oc [5, A2.2] and then we can consider
the corresponding semidirect product [5, A2.7]
k∗-(uh⋊ iL˜oc) = (uh ◦ qt)⋊ (k
∗-iL˜oc) 5.6.2
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where the objects are the pairs (η¯, Lˆ) formed by a k∗-iL˜oc-object Lˆ = (Lˆ, Z)
and, setting (L,Z) = qt(Lˆ) , by the Z-conjugacy class of an injective group
homomorphism η :Uh → L , and the morphisms from (η¯, Lˆ) to a k
∗-iL˜oc-ob-
ject (η¯′, Lˆ′) are the k∗-iL˜oc-morphisms ˆ¯ϕ : Lˆ → Lˆ′ fulfilling η¯′ = qt( ˆ¯ϕ) ◦ η¯ .
5.7 Coherently, for any h′ dividing h , choosing the identification between
Hom(Uh′ , k
∗) and Uh′ determined by (ξh)
h/h′ (cf. 5.1), the inclusion Uh′ ⊂ Uh
induces a functor and two natural maps
res
U ′h
U ′
h′
: U
′
hℵ −→ U
′
h′ℵ
ρˆh′,h : res
U ′h
U ′
h′
◦ uˆh −→ uˆh′ and ρh′,h : uh −→ uh′
5.7.1,
and it is easily checked that [5, A1.5.1]
̟h′ ◦ (ρˆh′,h ∗ res
U ′h
U ′
h′
) = (ρh′,h ∗ qt) ◦̟h 5.7.2.
Moreover, the natural map ρh′,h above determines a functor [5, Proposi-
tion A2.17]
(ρh′,h ∗ qt)⋊ idk∗-iL˜oc : k
∗-(uh⋊ iL˜oc) −→ k
∗-(uh′⋊ iL˜oc) 5.7.3
mapping (η¯, Lˆ) on (η¯′, Lˆ) where η¯′ denotes the Z-conjugacy class of the re-
striction of η ∈ η¯ .
Proposition 5.8 With the notation above, we have a functor
wˆh : k
∗-(uh⋊ iL˜oc) −→
U ′hℵ 5.8.1
mapping any k∗-(uh⋊ iL˜oc)-object (η¯, Lˆ) on the regular U
′
h-set (̟h,Lˆ)
−1(η¯)
and mapping any k∗-(uh⋊iL˜oc)-morphism ˆ¯ϕ : (η¯, Lˆ)→ (η¯
′, Lˆ′) on the bijective
map
(̟h,Lˆ)
−1(η¯) ∼= (̟h,Lˆ′)
−1(η¯′) 5.8.2
determined by uˆh( ˆ¯ϕ) . Moreover, uˆh is the direct image of wˆh via the struc-
tural functor
pˆh : k
∗-(uh⋊ iL˜oc) −→ k
∗-iL˜oc 5.8.3.
Proof: As we mention above, the k∗-(uh⋊ iL˜oc)-objects are the pairs formed
by a k∗-iL˜oc-ob-ject Lˆ = (Lˆ, Z) and, setting (L,Z) = qt(Lˆ) , by an object of
the “category”Mon(Uh, L) , namely by the Z-conjugacy class η¯ of an injective
group homomorphism η :Uh → L ; then, in the map (cf. 5.4.1)
̟h,Lˆ : Monk∗(Uˆh, Lˆ) −→ Mon(Uh, L) 5.8.4,
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U ′h acts on the left end, stabilizing and acting regularly on the fibers, so that
(̟h,Lˆ)
−1(η¯) is indeed a U ′h-set . Analogously, the k
∗-(uh⋊ iL˜oc)-morphisms
between two objects (η¯, Lˆ) and (η¯′, Lˆ′) are the pairs formed by a k∗-iL˜oc-mor-
phism ˆ¯ϕ : Lˆ → Lˆ′ and by a “Mon(Uh, L
′)-morphism” from the image of η¯ by
the functor (uh◦qt)( ˆ¯ϕ) to η¯
′ , which actually forces the equality qt( ˆ¯ϕ)◦ η¯ = η¯′ .
Then, it is quite clear that the map
uˆ( ˆ¯ϕ) : Monk∗(Uˆh, Lˆ) −→ Monk∗(Uˆh, Lˆ
′) 5.8.5
sends (̟h,Lˆ)
−1(η¯) bijectively onto (̟h,Lˆ′)
−1(η¯′) , determining a U ′h-set map.
The proofs of the functoriality and of the last statement are straightforward.
Remark 5.9 Note that, for any ξ ∈ Uh , the inner k
∗-group automorphism
of Lˆ determined by an element of Lˆ lifting η(ξ) acts trivially on (̟h,Lˆ)
−1(η¯) .
Proposition 5.10 With the notation above, for any h′ dividing h we have
a natural map
τˆh′,h : res
U ′h
U ′
h′
◦ wˆh −→ wˆh′ ◦
(
(ρh′,h ∗ qt)⋊ idk∗-iL˜oc
)
5.10.1
which sends any k∗-(uh⋊ iL˜oc)-object (η¯, Lˆ) to the U
′
h′-morphism
res
U ′h
U ′
h′
(
(̟h,Lˆ)
−1(η¯)
)
−→ (̟h′,Lˆ)
−1
(
ResUhUh′ (η¯)
)
5.10.2
mapping any ˆ¯η ∈ (̟h,Lˆ)
−1(η¯) ⊂ Monk∗(Uˆh, Lˆ) on its restriction to Uˆh′ .
Proof: For any k∗-iL˜oc-morphism ˆ¯ϕ : Lˆ → Lˆ′ , setting ϕ¯ = qt( ˆ¯ϕ) , the functor
res
U ′h
U ′
h′
◦ wˆh maps the k
∗-(uh⋊ iL˜oc)-morphism (η¯, Lˆ) → (ϕ¯ ◦ η¯, Lˆ
′) on the
U ′h′-set map
res
U ′h
U ′
h′
(
(̟h,Lˆ)
−1(η¯)
)
−→ res
U ′h
U ′
h′
(
(̟h,Lˆ′)
−1(ϕ¯ ◦ η¯)
)
5.10.3
sending ˆ¯η ∈ (̟h,Lˆ)
−1(η¯) to ˆ¯ϕ◦ ˆ¯η ; whereas wˆh′ ◦
(
(ρh′,h ∗qt)⋊ idk∗-iL˜oc
)
maps
this morphism on the analogous U ′h′-set map
(̟h′,Lˆ)
−1(η¯′) −→ (̟h′,Lˆ′)
−1(ϕ¯ ◦ η¯′) 5.10.4
where we are setting η¯′ = ResUhUh′ (η¯) ; thus, the corresponding diagram is
indeed commutative since the restriction to Uh′ is compatible with the com-
position with ˆ¯ϕ on the left. We are done.
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5.11 We are ready to discuss the naturality of isomorphisms 5.3.2 and
5.4.3. As in [5, 14.21], consider the evident contravariant functor
FctU ′
h
: U
′
hℵ −→ O-mod 5.11.1
mapping any finite U ′h-set X on the O-module FctU ′h(X,O) of the O-valued
functions over X preserving the U ′h-actions; note that if ξ·x = x for some
x ∈ X and some ξ ∈ Uh−{1} then we have f(x) = 0 for any f ∈ FctU ′
h
(X,O) .
On the other hand, note that if we have a contravariant functor
m : k∗-iL˜oc −→ K-mod 5.11.2,
for any k∗-iL˜oc-object Lˆ = (Lˆ, Z) , setting (L,Z) = qt(Lˆ) , m(Lˆ) has an
obvious KL-module structure, so that it makes sense to consider
H0
(
L,m(Lˆ)
)
= m(Lˆ)L 5.11.3;
further, if ˆ¯ϕ : Lˆ → Lˆ′ = (Lˆ′, Z ′) is a k∗-iL˜oc-morphism, it is easily checked
that m( ˆ¯ϕ) maps m(Lˆ′)L
′
on an K-submodule of m(Lˆ)L ; that is to say, we
get a new contravariant functor from k∗-iL˜oc to K-mod — noted h0(m) —
mapping Lˆ on m(Lˆ)L and ˆ¯ϕ on the map from m(Lˆ′)L
′
to m(Lˆ)L induced
by m( ˆ¯ϕ) .
5.12 Finally, still denote by gK : k
∗-iL˜oc → O-mod the obvious functor
mapping any k∗-iL˜oc-object (Lˆ, Z) on GK(Lˆ) .With all this notation, it is now
quite clear that isomorphism 5.3.2 actually defines a natural isomorphism
KgK ∼=
∏
h∈N−{0}
h0(KFctU ′
h
◦ uˆh) 5.12.1
where KgK and
KFctU ′
h
denote the respective compositions of gK and FctU ′
h
with the scalar extension from O to K . Consequently, considering the com-
position KgK ◦ l̂ocFsc in 3.5.1 above, from definition 3.5.2 we have
KGK(F , âutFsc ) = lim
←−
( ∏
h∈N−{0}
h0(KFctU ′
h
◦ uˆh) ◦ l̂ocFsc
)
5.12.2;
that is to say, we still have
KGK(F , âutFsc ) =
∏
h∈N−{0}
KGK(F , âutFnc )h 5.12.3
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where, for any h ∈ N− {0} , we set
KGK(F , âutFsc )h = lim
←−
(
h0(KFctU ′
h
◦ uˆh) ◦ l̂ocF˜sc
)
∼= lim
←−
(KFctU ′
h
◦ uˆh ◦ l̂ocF˜sc )
5.12.4,
the last isomorphism being obvious.
5.13 But, according to Proposition 5.8 above, the functor
uˆh : k
∗-iL˜oc −→ U
′
hℵ 5.13.1
is the direct image of the functor
wˆh : k
∗-(uh⋊ iL˜oc) =−→
U ′hℵ 5.13.2
throughout the structural functor
pˆh : k
∗-(uh⋊ iL˜oc) = (uh ◦ qt)⋊ (k
∗-iL˜oc) −→ k∗-iL˜oc 5.13.3.
Moreover, considering the semidirect product
uh lch∗(F
sc
) = (uh ◦ locFsc )⋊ ch
∗(F
sc
) 5.13.4,
we have the evident commutative diagram of functors
k∗-(uh⋊ iL˜oc)
pˆh
−→ k∗-iL˜oc
iduh◦locFsc
⋊ ̂loc
F
sc
x x ̂loc
F
sc
uh lch∗(F
sc
) −→ ch∗(F
sc
)
5.13.5.
Then, it is not difficult to check that the composition uˆh ◦ l̂ocFsc is also the
direct image of the composition
wˆlh = wˆh ◦ (iduh◦locFsc⋊ l̂ocF
sc ) : uh lch∗(F
sc
) −→ U
′
hℵ 5.13.6
throughout the bottom functor in diagram 5.13.5; further, the direct image is
clearly compatible with the functor FctU ′
h
: U
′
hℵ −→ O-mod . Thus, we finally
get [5, 1.6]
lim
←−
(FctU ′
h
◦ uˆh ◦ l̂ocFsc ) ∼= lim
←−
(FctU ′
h
◦ wˆlh) 5.13.7.
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6 An equivalence of categories
6.1 With the notation above, the point is that the semidirect product
uh lch∗(F
sc
) = (uh ◦ locFsc )⋊ ch
∗(F
sc
) 6.1.1
admits another description in terms of the following category
h
(F
sc
) . The
h
(F
sc
)-objects are the pairs Qρ¯ formed by an F -selfcentralizing subgroup Q
of P and by a Z(Q)-conjugacy class of injective group homomorphisms
ρ¯ :Uh → L(Q) or, equivalently, an iL˜oc-morphism
ρ¯ : (Uh, 1) −→
(
L(Q), Z(Q)
)
6.1.2,
whereas the
h
(F
sc
)-morphisms from another
h
(F
sc
)-object Rσ¯ to Qρ¯ are the
F
sc
-morphisms ϕ :R → Q such that, denoting by L(ϕ) the localizer of the
F
sc
-chain ∆1 → F
sc
determined by ϕ , there is an iL˜oc-morphism
α¯ : (Uh, 1) −→
(
L(ϕ), Z(Q)
)
6.1.3
such that we have the following commutative iL˜oc-diagram
(
L(R), Z(R)
) σ¯
←− (Uh, 1)
ρ¯
−→
(
L(Q), Z(Q)
)
loc
F˜
sc (idQ,δ
0
0) տ α¯ ↓ ր locF˜sc (idR,δ
0
1)(
L(ϕ), Z(Q)
) 6.1.4;
note that such an iL˜oc-morphism α¯ is unique and that L(ϕ) determines well-
defined subgroups of L(Q) and L(R) .
6.2 The composition of the F -morphisms induces a composition in
h
(F
sc
)
since, for a third
h
(F
sc
)-object T τ¯ and an
h
(F
sc
)-morphism ψ :T τ¯ → Rσ¯ ,
denoting by L(ψ, ϕ) the localizer of the F
sc
-chain ∆2 → F
sc
determined by
ϕ and ψ , we have the iL˜oc-pull-back(
L(R), Z(R)
)
loc
F
sc (idT ,δ
0
1)ր տlocFsc (idQ,δ
0
0)(
L(ψ), Z(R)
) (
L(ϕ), Z(Q)
)
loc
F
sc (idψ,δ12)
տ ր
loc
F
sc (idϕ,δ10)(
L(ψ, ϕ), Z(Q)
)
6.2.1
and therefore, denoting by β¯ : (Uh, 1) →
(
L(ψ), Z(R)
)
the corresponding
iL˜oc-morphism, the equalities (cf. diagram 6.1.4)
locFsc (idQ, δ
0
0) ◦ α¯ = σ¯ = locFsc (idT , δ
0
1) ◦ β¯ 6.2.2
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force the existence of an iL˜oc-morphism ε¯ : (Uh, 1) →
(
L(ψ, ϕ), Z(Q)
)
ful-
filling
locFsc (idϕ, δ
1
0) ◦ ε¯ = α¯ and locFsc (idψ, δ
1
2) ◦ ε¯ = β¯ 6.2.3 ,
so that, setting γ¯ = locFsc (idϕ◦ψ, δ
1
1) , we finally get
locFsc (idT , δ
0
0) ◦ (γ¯ ◦ ε¯) = locFsc (idR, δ
0
1) ◦ locFsc (idϕ, δ
1
0) ◦ ε¯ = ρ¯
locFsc (idQ, δ
0
1) ◦ (γ¯ ◦ ε¯) = locFsc (idR, δ
0
0) ◦ locFsc (idψ, δ
1
2) ◦ ε¯ = τ¯
6.2.4.
6.3 Note that we have a faithfully forgetful functor
h
(F
sc
) → F
sc
; for
short, we denote by
vh = vh(Fsc) : ch
∗
(h
(F
sc
)
)
−→
h
(F
sc
) 6.3.1
the corresponding evaluation functor. Moreover, for any h′ dividing h ,
it is clear that the inclusion Uh′ ⊂ Uh induces a faithful functor
rh′,h :
h
(F
sc
) −→
h′
(F
sc
) 6.3.2.
On the other hand, since the category of chains ch(F
sc
) is already a semidirect
product [5, A2.8], the uh lch∗(F
sc
)-objects can be identified with the triples
(η¯, q,∆n) formed by an F
sc
-chain q : ∆n → F
sc
and by an iL˜oc-morphism
η¯ : (Uh, 1) −→
(
L(q),Ker(πq)
)
6.3.3;
for short, for any i ∈ ∆n , denote by
ι¯qi :
(
L(q),Ker(πq)
)
−→
(
L
(
q(i)
)
, Z
(
q(i)
))
6.3.4
the image by the functor locFsc of the ch
∗(F
sc
)-morphism from (q,∆n) to
(q(i),∆0) determined by the identity map of q(i) .
Proposition 6.4 For any h ∈ N−{0} , we have an equivalence of categories
jh :
uh lch∗(F
sc
) ∼= ch∗
( h
(F
sc
)
)
6.4.1
which maps any uh lch∗(F
sc
)-object (η¯, q,∆n) on the chain q
η¯ : ∆n →
h
(F
sc
)
sending any i ∈ ∆n to the
h
(F
sc
)-object q(i)ι¯
q
i
◦η¯ and any ∆n-morphism (j • i)
to q(j•i) . Moreover, for any h′ dividing h , we have the commutative diagram
uh′ lch∗(F
sc
)
jh′∼= ch∗
( h′
(F
sc
)
)
(ρh′,h∗locFsc )⋊idch∗(Fsc )
x xch∗(rh′,h)
uh lch∗(F
sc
)
jh∼= ch∗
( h
(F
sc
)
) 6.4.2.
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Proof: Considering the F -chain ∆1 ∼= {j, i} → F
sc
obtained from the re-
striction of q , and the ch∗(F
sc
)-morphism from (q,∆n) to the ch
∗(F
sc
)-object
determined by this F -chain, it is easily checked that q(j • i) is indeed an
h
(F
sc
)-morphism from q(j)ι¯
q
j
◦η¯ to q(i)ι¯
q
i
◦η¯ .Moreover, a uh lch∗(F
sc
)-morphism
to (η¯, q,∆n) from a
uh lch∗(F
sc
)-object (θ¯, r,∆m) is defined by a ch
∗(F
sc
)-mor-
phism
(µ, δ) : (r,∆m) −→ (q,∆n) 6.4.3
fulfilling locFsc (µ, δ) ◦ θ¯ = η¯ [5, condition A2.6.2], and therefore (µ, δ) is also
a ch∗
( h
(F
sc
)
)
-morphism from (rθ¯,∆m) to (q
η¯,∆n) . Thus, we have obtained
a functor
jh :
uh lch∗(F
sc
) −→ ch∗
(h
(F
sc
)
)
6.4.4.
On the other hand, any
h
(F
sc
)-chain qˆ : ∆n →
h
(F
sc
) clearly determines
a F
sc
-chain q : ∆n → F
sc
; consequently, by the very definition of
h
(F
sc
) , we
have qˆ(i) = q(i)η¯i where
η¯i : (Uh, 1) −→
(
L
(
q(i)
)
, Z
(
q(i)
))
6.4.5
is an iL˜oc-morphism for any i ∈ ∆n and, since qˆ(j •i) is a morphism from
q(j)η¯j to q(i)η¯i for any 0 ≤ j ≤ i ≤ n , arguing by induction on n it is not
difficult to prove that there is a unique iL˜oc-morphism
η¯ : (Uh, 1)→
(
L(q),Ker(πq)
)
6.4.6
fulfilling ι¯qi ◦ η¯ = η¯i for any i ∈ ∆n .
Similarly, if rˆ : ∆m →
h
(F
sc
) is a chain and, for any j ∈ ∆m , we have
rˆ(j) = r(j)ι¯
r
j◦θ¯ for a suitable iL˜oc-morphism
θ¯ : (Uh, 1) −→
(
L(r),Ker(πr)
)
6.4.7,
then any ch∗
(h
(F
sc
)
)
-morphism (µˆ, δ) : (ˆr,∆m)→ (qˆ,∆n) induces a ch
∗(F
sc
)-
morphism (µ, δ) : (r,∆m)→ (q,∆n) such that
locFsc (µi, id∆0) ◦ ι¯
r
δ(i) ◦ θ¯ = η¯i = ι¯
q
i ◦ η¯ 6.4.8
for any i ∈ ∆n , and therefore, since we have
locFsc (µi, id∆0) ◦ ι¯
r
δ(i) = ι¯
q
i ◦ locFsc (µ, δ) 6.4.9,
we get locFsc (µ, δ) ◦ θ¯ = η¯ by the uniqueness of η¯ . Hence, the functor jh is
an equivalence of categories. The commutativity of diagram 6.4.2 is easily
checked. We are done.
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Proposition 6.5 For any h ∈ N− {0} , we have a factorization of wˆlh
uh lch∗(F
sc
)
wˆlh−→ U
′
hℵ
jh ≀‖
xth
ch∗
( h
(F
sc
)
) vh−→ h(F sc) 6.5.1
throughout a functor th :
h
(F
sc
)→ U
′
hℵ mapping any
h
(F
sc
)-object Qρ¯ on the
regular U ′h-set (̟h,(Lˆ(Q),Z(Q)))
−1(ρ¯) and any
h
(F
sc
)-morphism ϕ :Rσ¯ → Qρ¯
on a U ′h-set bijection
(̟h,(Lˆ(R),Z(R)))
−1(σ¯) ∼= (̟h,(Lˆ(Q),Z(Q)))
−1(ρ¯) 6.5.2.
In particular, we have
KGK(F , âutFsc )h ∼= H
0
( h
(F
sc
),KFctU ′
h
◦ th
)
6.5.3.
Moreover, for any h′ dividing h we have a natural map
θh′,h : res
U ′h
U ′
h′
◦ th −→ th′ ◦ rh′,h 6.5.4
sending Qρ¯ to the U ′h′-set map
res
U ′h
U ′
h′
(
(̟h,(Lˆ(Q),Z(Q)))
−1(ρ¯)
)
−→ (̟h′,(Lˆ(Q),Z(Q)))
−1
(
ResUhUh′ (ρ¯)
)
6.5.5.
induced by the restriction throughout the inclusion Uh′ ⊂ Uh .
Proof: Let us denote by R and Q the obvious F
sc
-chains and by ϕ the
F
sc
-chain mapping 0 on R , 1 on Q and the ∆1-morphism (0 •1) on ϕ ; thus,
we have evident ch∗(F
sc
)-morphisms
(R,∆0)←− (ϕ,∆1) −→ (Q,∆0) 6.5.6
and then the natural map l̂ocFsc → locFsc (cf. 3.3) sends these ch
∗(F
sc
)-mor-
phisms to a commutative diagram(
L(R), Z(R)
)
←−
(
L(ϕ), Z(Q)
)
−→
(
L(Q), Z(Q)
)
↑ ↑ ↑(
Lˆ(R), Z(R)
)
←−
(
Lˆ(ϕ), Z(Q)
)
−→
(
Lˆ(Q), Z(Q)
) 6.5.7;
hence, the bottom k∗-iL˜oc-morphisms induce a U ′h-set bijection (cf. dia-
gram 6.1.4)
th(ϕ) : (̟h,(Lˆ(R),Z(R)))
−1(σ¯) ∼= (̟h,(Lˆ(Q),Z(Q)))
−1(ρ¯) 6.5.8.
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Now, we claim that the correspondence sending the
h
(F
sc
)-morphism ϕ
to the U ′h-set bijection th(ϕ) defines a functor; indeed, for a third
h
(F
sc
)-object
T τ¯ and a
h
(F
sc
)-morphism ψ :T τ¯ → Rσ¯ , we have the following evident com-
mutative ch∗(F
sc
)-diagram
(Q,∆0) = (Q,∆0)
↑
(ϕ,∆1) → (R,∆0)
↑ ↑ ↑
(c,∆2) → (ψ,∆1) → (T,∆0)
ւ ‖
(ϕ ◦ ψ,∆1) → (T,∆0)
6.5.9
where the F
sc
-chain c : ∆2 → F
sc
maps 0 on T , 1 on R , 2 on Q , (0 • 1) on ψ
and (1• 2) on ϕ ; once again, the functor locFsc maps this ch
∗(F
sc
)-diagram
on the commutative iL˜oc-diagram(
L(Q), Z(Q)
)
←
(
L(ϕ), Z(Q)
)
→
(
L(R), Z(R)
)
↑ ↑
↑
(
L(c), Z(Q)
)
→
(
L(ψ), Z(R)
)
ւ ↓(
L(ϕ ◦ ψ), Z(Q)
)
→
(
L(T ), Z(T )
)
6.5.10;
at this point, considering the corresponding commutative diagrams 6.5.7, it
is easily checked that
th(ϕ ◦ ψ) = th(ϕ) ◦ th(ψ) 6.5.11.
Moreover, it follows from Proposition 5.8 and from definition 5.13.6
above that the functor wˆlh maps the
uh lch∗(F
sc
)-object (η¯, q,∆n) on the
U ′h-set (̟h,(Lˆ(q),Ker(πq)))
−1(η¯) ; but, the image by l̂ocFsc of the ch
∗(F
sc
)-mor-
phism (q,∆n)→ (q(i),∆0) determines a lifting of ι¯
q
i
ˆ¯ι qi : Lˆ(q) −→ Lˆ
(
q(i)
)
6.5.12;
then, it is quite clear that
ˆ¯ι qi ◦ (̟h,(Lˆ(q),Ker(πq)))
−1(η¯) = (̟h,(Lˆ(q(i)),Z(q(i))))
−1(ι¯ qi ◦ η¯) 6.5.13,
where the left member denotes the set of compositions of ˆ¯ι qi with all the
elements of the U ′h-set (̟h,(Lˆ(q),Ker(πq)))
−1(η¯) . On the other hand, by the
very definition of th , we actually have
(̟h,(Lˆ(q(0)),Z(q(0))))
−1(ι¯q0 ◦ η¯) = (th ◦ vh ◦ jh)(η¯, q,∆n) 6.5.14.
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From these equalities it is esaily checked that we have a natural isomorphism
wˆlh ∼= th ◦ vh ◦ jh 6.5.15.
Finally, the K-module isomorphism 6.5.3 follows from the O-module
isomorphism 5.13.7, from Proposition 6.4 and from this natural isomorphism
[5, A3.9]. The proof of the last statement is straightforward.
Remark 6.6 By Remark 5.9, for any ξ ∈ Uh the functor th maps the
h
(F
sc
)-automorphism πQ
(
ρ(ξ)
)
of Qρ¯ , where ρ ∈ ρ¯ , on the identity map
of (̟h,(Lˆ(Q),Z(Q)))
−1(ρ¯) ; in particular, th factorizes via the exterior quotient
h˜(F
sc
) of
h
(F
sc
) determined by the correspondence mapping any
h
(F
sc
)-ob-
ject Qρ¯ on the group of
h
(F
sc
)-automorphism of Qρ¯ induced by ρ(Uh) [5, 6.3].
6.7 Note that the category h(F
sc
) also admits an interior structure
[5, 1.3] which maps any h(F
sc
)-object Qρ¯ on the group F
Q
ρ(U′
h
)(Q) of h(F
sc
)-
automorphisms of Qρ¯ where we are choosing ρ ∈ ρ¯ ; then, denoting by h˜(F sc)
the corresponding exterior quotient , it is easily checked that the functor th
admits a factorization
t˜h : h˜(F
sc) −→ U
′
hℵ 6.7.1
and, in particular, we still have (cf. 6.5.3)
KGK(F , âutFsc )h ∼= H
0
(
h˜(F sc),KFctU ′
h
◦ t˜h
)
6.7.2.
6.8 On the other hand, for any h′ ∈ N − pN , recall that in [5, 6.3
and 14.25] we have defined an analogous category h
′
(F˜
sc
) where the
h′
(F˜
sc
)-
objects are the pairs Qρ formed by an F -selfcentralizing subgroup Q of P
and by an injective group homomorphism ρ :Uh′ → F˜(Q) and, for a second
h′
(F˜
sc
)-object Rσ , the
h′
(F˜
sc
)-morphisms from Rσ to Qρ are the F˜
sc
-mor-
phisms ϕ˜ :R→ Q fulfilling
ρ(ξ) ◦ ϕ˜ = ϕ˜ ◦ ρ(ξ) 6.8.1
for any ξ ∈ Uh′ , and that in [5,. Proposition 14.28] we have obtained a
factorization analogous to 6.5.1, via a functor sh′ :
h′(F˜
sc
) → Uh′ℵ which
maps any h
′
(F˜
sc
)-object Qρ on the Uh′-set (̟h′, ˆ˜F(Q))
−1(ρ) [5, 14.18.4] and
any h
′
(F˜
sc
)-morphism Rσ → Qρ on a suitable Uh′ -set bijection
(̟
h′, ˆ˜F(R)
)−1(σ) ∼= (̟
h′, ˆ˜F(Q)
)−1(ρ) 6.8.2.
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6.9 Moreover, respectively denoting by hp
′
and hp the p′- and the p-part
of any h ∈ N− {0} , let us consider the functor
xh :
hp
′
(F˜
sc
) −→ ℵ 6.9.1
which maps any
hp
′
(F˜
sc
)- objectQρ on the set M˜on(Uhp , Q
̂ρ(U
hp
′ )) ofQ
̂ρ(U
hp
′ )-
conjugacy classes of injective group homomorphisms Uhp → Q
̂ρ(U
hp
′ ) , where
we choose a lifting ρ̂(Uhp′ ) of ρ(Uhp′ ) to F(Q) and denote by Q
̂ρ(U
hp
′ ) the
subgroup of ρ̂(Uhp′ )-fixed elements of Q , and sends any
h′
(F˜
sc
)-morphism
from Rσ to Qρ , determined by a F˜
sc
-morphism ϕ˜ :R→ Q , to the map
M˜on(Uhp , R
̂σ(U
hp
′ )) −→ M˜on(Uhp , Q
̂ρ(U
hp
′ )) 6.9.2
determined by the group homomorphism Rσ̂(Uhp′ ) → Qρ̂(Uhp′ ) induced by a
suitable representative of ϕ˜ . Finally, the map Uhp′ ℵ×ℵ → Uhp′ ℵ induced by
the direct product determines a new functor
shp′ × xh :
hp
′
(F˜
sc
) −→ Uhp′ ℵ 6.9.3.
Proposition 6.10 For any h ∈ N− {0} we have a functor
dhF :
h˜(F sc) −→ h
p′
(F˜
sc
) 6.10.1
mapping any h(F
sc
)-object Qρ¯ such that Q is fully normalized in F and that,
choosing ρ ∈ ρ¯ , ρ(Uhp) is contained in NP (Q) , on the
hp
′
(F˜
sc
)-object formed
by Qˆ = Q·ρ(Uhp) endowed with the Uhp′ -action ρˆ
′ :Uhp′ → F˜(Qˆ) induced
by ρ , and mapping the class of any h(F
sc
)-morphism ϕ :Rσ¯ → Qρ¯ on the
unique h
p′
(F˜
sc
)-morphism Rˆσˆ
′
→ Qˆρˆ
′
extending ϕ˜ :R → Q . Moreover, we
have
(dhF )∗(FctU
hp
′ ◦ t˜h) = FctU
hp
′ ◦ (shp′ × xh) 6.10.2
and, in particular, for any n ∈ N we get a group isomorphism
Hn
(
h˜(F sc),FctU
hp
′ ◦ t˜h
)
∼= Hn
(
hp
′
(F˜
sc
),FctU
hp
′ ◦ (shp′ × xh)
)
6.10.3.
Proof: First of all, consider the analogous functor
yh :
h˜p
′
(F sc) −→ ℵ 6.10.4
mapping any
hp
′
(F
sc
)-object Qρ¯
′
on the set M˜on(Uhp , Q
ρ′(U
hp
′ )) of Qρ
′(U
hp
′ )-
conjugacy classes of injective group homomorphisms Uhp → Q
ρ′(U
hp
′ ) , where
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ρ′ ∈ ρ¯′ and Qρ
′(U
hp
′ ) denotes the subgroup of fixed points of ρ′(Uhp′ ) ⊂ L(Q)
in Q ⊂ L(Q) , and mapping the class of any
hp
′
(F
sc
)-morphism ϕ :Rσ¯
′
→ Qρ¯
′
to the map
M˜on(Uhp , R
σ′(U
hp
′ )) −→ M˜on(Uhp , Q
ρ′(U
hp
′ )) 6.10.5
determined by the group homomorphismRσ
′(U
hp
′ ) → Qρ
′(U
hp
′ ) induced by ϕ ,
where σ′ ∈ σ¯′ . As above, the functor yh can be viewed as a representation of
the category h˜
p′
(F sc) [5, A2.2] and we consider the corresponding semidirect
product yh⋊
h˜p
′
(F sc) [5, A2.7]; then, we define an adjoint pair of functors
fh : yh⋊
h˜p
′
(F sc) −→ h˜(F sc) and gh :
h˜(F sc) −→ yh⋊
h˜p
′
(F sc) 6.10.6
as follows.
An yh⋊
h˜p
′
(F sc)-object is a pair formed by a
hp
′
(F
sc
)-object Qρ¯
′
and by
a Qρ
′(U
hp
′ )- conjugacy class ρ˜′′ of injective group homomorphisms
ρ′′ : Uhp −→ Q
ρ′(U
hp
′ ) 6.10.7;
it is quite clear that ρ′ and ρ′′ define an injective group homomorphism
ρ :Uh → L(Q) and therefore they determine a L˜oc-morphism
ρ¯ : (Uh, 1) −→
(
L(Q), Z(Q)
)
6.10.8;
hence, we get a
h
(F
sc
)-object Qρ¯ and then, we define fh(ρ˜
′′, Qρ¯
′
) = Qρ¯ for
a choice of ρ′′ ∈ ρ˜′′ . Similarly, a yh⋊
h˜p
′
(F sc)-morphism to (ρ˜′′, Qρ¯
′
) from
another yh⋊
h˜p
′
(F sc)-object (σ˜′′, Rσ¯
′
) is the class of an
hp
′
(F
sc
)-morphism
ϕ :Rσ¯
′
→ Qρ¯
′
such that, denoting by ϕ¯ the restriction of ϕ to Rσ
′(U
hp
′ ) for a
choice σ′ ∈ σ¯′ , we have ˜¯ϕ◦ σ˜′′ = ρ˜′′ and we may assume that ϕ¯◦σ′′ = ρ′′ ; it is
then clear that ϕ still determines an h˜(F sc)-morphism from Rσ¯ = fh(σ˜
′′, Rσ¯
′
)
to Qρ¯ and, coherently, we define fh mapping the class of ϕ in
h˜p
′
(F sc) on the
class of ϕ in h˜(F sc) . The functoriality of this correspondence is clear.
Conversely, note that any h˜(F sc)-object admits an h(F
sc
)-isomorphic
one Qρ¯ such that Q is fully normalized in F and, identifying NP (Q) with its
structural image in L(Q) , ρ(Uhp) is contained in NP (Q) for ρ ∈ ρ¯ ; thus, in
order to define the functor gh , we may replace h˜(F
sc) by its full subcategory
over those objects.
If Qρ¯ is such an
h
(F
sc
)-object, the product Qˆ = Q·ρ(Uhp) is a subgroup
of NP (Q) and it is not difficult to check that the localizer L(ι
Qˆ
Q) of the
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F -chain determined by the inclusion map from Q to Qˆ can be identified with
the normalizer NL(Q)(Qˆ) which clearly contains ρ(Uhp′ ) ; thus, choosing a
representative µ of the L˜oc-morphism
locFsc (idQˆ, δ
0
0) :
(
L(ιQˆQ), Z(Qˆ)
)
−→
(
L(Qˆ), Z(Qˆ)
)
6.10.9,
the composition of µ with the restriction ρ′ of ρ to Uhp′ determines a L˜oc-mor-
phism
ρ¯′ : (Uhp′ , 1) −→
(
L(Qˆ), Z(Qˆ)
)
6.10.10
and therefore we get an
hp
′
(F
sc
)-object Qˆρ¯
′
; now, since ρ(Uhp) is contained
in Qˆ , the restriction ρ′′ of ρ to Uhp determines an injective group homomor-
phism ρ′′ :Uhp → Qˆ
ρ(U
hp
′ ) ; then, we define
gh(Q
ρ¯) = (ρ˜′′, Qˆρ¯
′
) 6.10.11
where ρ˜′′ denotes the Qˆ ρ(Uhp′ )-conjugacy class of ρ′′ .
If Rσ¯ is also such an
h
(F
sc
)-object and ϕ :Rσ¯ → Qρ¯ is an
h
(F
sc
)-mor-
phism, we know that there is a L˜oc-morphism (cf. 6.1)
α¯ : (Uh, 1) −→
(
L(ϕ), Z(Q)
)
6.10.12
fulfilling (cf. 6.1.4)
locFsc (idR, δ
0
1) ◦ α¯ = σ¯ and locFsc (idQ, δ
0
0) ◦ α¯ = ρ¯ 6.10.13;
then, choosing representatives λ0 of locFsc (idQ, δ
0
0) and λ1 of locFsc (idR, δ
0
1)
such that, identifying R with its structural image in L(ϕ) , we have λ0(v) = v
and λ1(v) = ϕ(v) for any v ∈ R , there are representatives ρ ∈ ρ¯ , σ ∈ σ¯ and
α ∈ α¯ fulfilling
λ0 ◦ α = σ and λ1 ◦ α = ρ 6.10.14
and, in particular, inducing group isomorphisms
σ(Uhp) ∼= α(Uhp) ∼= ρ(Uhp) 6.10.15;
since clearly ϕ−1
(
Z(Q)
)
⊂ Z(R) , it is easily checked that ϕ and these iso-
morphisms determine an injective group homomorphism
ϕˆ : Rˆ = R·σ(Uhp) −→ Q·ρ(Uhp) = Qˆ 6.10.16
which agree with λ0 and λ1 ; then, it follows from [5, Proposition 18.16] that
ϕˆ is actually an F -morphism.
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Now, L(ϕ) contains Rˆ and it is clear that
σ(Uhp′ ) ⊂ λ1
(
NL(ϕ)(Rˆ)
)
⊂ NL(R)(Rˆ) ∼= L(ι
Rˆ
R) 6.10.17;
moreover, choosing a representative ν of the L˜oc-morphism
locFsc (idRˆ, δ
0
0) :
(
L(ιRˆR), Z(Rˆ)
)
−→
(
L(Rˆ), Z(Rˆ)
)
6.10.18,
it is easily checked that (ν ◦λ1)
(
NL(ϕ)(Rˆ)
)
is contained in the image of L(ϕˆ)
in L(Rˆ) via any representative λˆ1 of the L˜oc-morphism
locFsc (idRˆ, δ
0
1) :
(
L(ϕˆ), Z(Qˆ)
)
−→
(
L(Rˆ), Z(Rˆ)
)
6.10.19
and therefore the restriction of α to Uhp′ and the composition ν◦λ1 determine
a L˜oc-morphism
α¯′ : (Uhp′ , 1) −→
(
L(ϕˆ), Z(Qˆ)
)
6.10.20
fulfilling the corresponding equalities
locFsc (idRˆ, δ
0
1) ◦ α¯
′ = σ¯′ and locFsc (idQˆ, δ
0
0) ◦ α¯
′ = ρ¯′ 6.10.21,
so that ϕˆ is also an
hp
′
(F
sc
)-morphism from Rˆσ¯
′
to Qˆρ¯
′
; it is easy to check
that the h˜
p′
(F sc)-morphism determined by ϕˆ does not depend on our choice.
Finally, respectively denoting by
ρ′′ : Uhp −→ Qˆ
ρ(U
hp
′ ) and σ′′ : Uhp −→ Rˆ
σ(U
hp
′ ) 6.10.22
the restrictions to Uhp of ρ and σ , by the very definition of ϕˆ we obtain
ϕˆ
(
σ′′(ξ)
)
= ρ′′(ξ) for any ξ ∈ Uhp′ ; in conclusion, denoting by ρ˜
′′ and σ˜′′ the
respective Qˆ ρ(Uhp′ )- and Rˆ σ(Uhp′ )-conjugacy classes of ρ′′ and σ′′ , the class
of ϕˆ still defines a yh⋊
h˜p
′
(F sc)-morphism from (σ˜′′, Rˆσ¯
′
) to (ρ˜′′, Qˆρ¯
′
) and we
define gh mapping the class of ϕ in
h˜(F sc) on the class of ϕˆ in h˜
p′
(F sc) . Once
again, the proof of the functoriality of gh is straightforward.
At this point, it is quite clear that
gh ◦ fh ∼= id
yh⋊
˜
hp
′
(Fsc)
6.10.23;
moreover, it is not difficult to verify that the correspondence sending the
h˜(F sc)-object Qρ¯ above to the h˜(F sc)-morphism from Qρ¯ to Qˆ ρ¯
′
induced by
the inclusion Q ⊂ Qˆ defines a natural map
η : id
h˜(Fsc)
−→ fh ◦ gh 6.10.24
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which fulfills η ∗ fh = idfh and gh ∗ η = idgh ; this proves that fh and gh form
an adjoint pair and, in particular, we get [5, 1.6]
(gh)∗(FctU
hp
′ ◦ t˜h) = FctU
hp
′ ◦ t˜h ◦ fh 6.10.25.
On the other hand, for any h′ ∈ N− pN note that the categories h˜
′
(F sc)
and
h′
(F˜
sc
) are equivalent. Indeed, for any
h′
(F
sc
)-object Qρ¯
′
, it is quite clear
that the Q-conjugacy class of the group homomorphism ρ′ :Uh′ → L(Q) ,
where we choose ρ′ ∈ ρ¯′ , is determined by the composition
π˜Q ◦ ρ
′ : Uh′ −→ F˜(Q) ∼= L(Q)/Q 6.10.26,
namely by the
h′
(F˜
sc
)-object Qπ˜Q◦ρ
′
. Similarly, any h˜
′
(F sc)-morphism from
an
h′
(F
sc
)-object Rσ¯
′
to Qρ¯
′
is the Qρ
′(Uh′ )-conjugacy class of an F -morphism
ϕ :R→ Q which admits a group homomorphism α′ :Uh′ → L(ϕ) fulfilling
λ0 ◦ α
′ = σ′ and λ1 ◦ α
′ = ρ′ 6.10.27
for suitable representatives λ0 of locFsc (idQ, δ
0
0) and λ1 of locFsc (idR, δ
0
1) ;
hence, according to [5, Proposition A2.10], for any ξ′ ∈ Uh′ we have
πQ
(
ρ′(ξ′)
)
◦ ϕ = (πQ ◦ λ1)
(
α′(ξ′)
)
◦ ϕ
=
(
autFsc (idR, δ
0
1) ◦ πϕ
)(
α′(ξ′)
)
◦ ϕ
=
(
autFsc (idR, δ
0
1)
)(
(πϕ ◦ α
′)(ξ′)
)
◦ ϕ
= ϕ ◦
(
autFsc (idR, δ
0
0)
)(
(πϕ ◦ α
′)(ξ′)
)
= ϕ ◦
(
autFsc (idR, δ
0
0) ◦ πϕ
)(
α′(ξ′)
)
= ϕ ◦ (πR ◦ λ0)
(
α′(ξ′)
)
= ϕ ◦ πR
(
σ′(ξ′)
)
6.10.28
which proves that ϕ also induces an
h′
(F˜
sc
)-morphism fromRπ˜R◦σ
′
toQπ˜Q◦ρ
′
.
Conversely, any representative ψ of an
h′
(F˜
sc
)-morphism
ψ˜ : Rπ˜R◦σ
′
−→ Qπ˜Q◦ρ
′
6.10.29
determines a group homomorphism
Uh′ −→ F˜(ψ) ∼= L(ψ)/R 6.10.30
which clearly can by lifted to a group homomorphism β :Uh′ → L(ψ) , and it
is easily checked that this group homomorphism fulfills equalities 6.10.27 for
a suitable choice of the representatives λ0 and λ1 ; hence, the F -morphism
ψ :R→ Q also determines an h˜
′
(F sc)-morphism from Rσ¯
′
to Qρ¯
′
, completing
the proof of the equivalence
h˜′(F sc) ∼=
h′
(F˜
sc
) 6.10.31.
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Moreover, the functors yh and xh agree with this equivalence; consequently,
for any h ∈ N− {0} , we also get an equivalence of categories
eh : yh⋊
h˜p
′
(F sc) ∼= xh⋊
hp
′
(F˜
sc
) 6.10.32.
Finally, denoting by
phF : xh⋊
hp
′
(F˜
sc
) −→
hp
′
(F˜
sc
) 6.10.33
the structural functor, we set
dhF = p
h
F ◦ eh ◦ gh 6.10.34
and we claim that the direct image of FctU
hp
′ ◦ t˜h throughout this composition
coincides with FctU
hp
′ ◦ (shp′ × xh) ; indeed, according to equality 6.10.25, for
any
hp
′
(F˜
sc
)-object Qρ
′
, we have(
(phF ◦ eh)∗(FctU
hp
′ ◦ t˜h ◦ fh)
)
(Qρ
′
)
=
∏
ρ˜′′∈M˜on(Uhp ,Q
̂ρ′(U
hp
′ )
)
FctU
hp
′
(
shp′ (Q
ρ′)
)
= FctU
hp
′
( ⊔
ρ˜′′∈M˜on(Uhp ,Q
̂ρ′(U
hp
′ ))
)
shp′ (Q
ρ′)
)
= FctU
hp
′
(
(shp′ × xh)(Q
ρ′)
)
6.10.35.
Then, isomorphism 6.10.3 follows from this fact and from Lemma 6.11 below.
Lemma 6.11 Let C be a small category, m :C → CC a representation such
that, for any C-object C , the category mC only has the identity morphisms,
and a :m ⋊ C → Ab a contravariant functor. Denote by am :C → Ab the
contravariant functor mapping any C-object C on
∏
X a(X,C) , where X runs
over the set of mC-objects, and any C-morphism f :C → C′ on the group
homomorphism
am(C′) =
∏
X′
a(X ′, C′) −→
∏
X
a(X,C) = am(C) 6.11.1
sending
(
aX′
)
X′
∈ am(C′) to
((
a(idmf(X), f)
)
(amf(X))
)
X
∈ am(C) . Then,
for any n ∈ N the structural functor m⋊C→ C induces a group isomorphism
Hn(m ⋊ C, a) ∼= Hn(C, am) 6.11.2.
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Proof: By its very definition in [5, A3.8], we know that Hn(m⋊ C, a) is the
n-th homology group of the functor
(a ◦ vom⋊C)
Fct(st,m⋊C)o : ∆ −→ Ab 6.11.3
where∆ denotes the simplicial 2-category [5, A1.7], st :∆→ CC the standard
representation of ∆ [5, A2.2], Fct(st,m⋊C)o :∆◦ → CC the naive m⋊C-dual
representation of st mapping ∆n on Fct(∆n,m⋊ C)
o [5, A2.5], and
vom⋊C : Fct(st,m⋊ C)
o ⋊∆◦ = cho(m ⋊ C) −→ m⋊ C 6.11.4
the corresponding evaluation functor [5, A3.7].
But, any functor qˆ : ∆n → m ⋊ C determines a functor q : ∆n → C and
then qˆ is determined by q and by qˆ(0) =
(
X0, q(0)
)
since, according to our
hypothesis on m and setting Xi =
mq(0 • i)(X0) , for any i ∈ ∆n − {0} we
have
qˆ(i) =
(
Xi, q(i)
)
and qˆ(i−1 • i) =
(
idXi , q(i−1 • i)
)
6.11.5.
Consequently, it is quite clear that
(
(a ◦ vom⋊C)
Fct(st,m⋊C)o
)
(∆n) =
∏
qˆ∈Fct(∆n,m⋊C)
a
(
qˆ(0)
)
=
∏
q∈Fct(∆n,C)
am
(
q(0)
)
=
(
(am ◦ voC)
Fct(st,C)o
)
(∆n)
6.11.6
and it is easily checked the coincidence of the functors (a ◦ vom⋊C)
Fct(st,m⋊C)o
and (am ◦ voC)
Fct(st,C)o . We are done.
7 A vanishing cohomological result
7.1 As in [5, Corollary 14.32] for the determination of the O-rank of the
modular Grothendieck group Gk(F , âut) , the determination of the O-rank of
the ordinary Grothendieck group GK(F , âut) ultimately depends on a vanish-
ing cohomological result. However, the general result [5, Theorem 6.26] we
employ there it is not powerful enough, as it stands, to discuss our present
situation; but, as a matter of fact, essentially the same arguments prove a
sufficiently general result. Nevertheless, even if our proof below mainly re-
peats the proof of [5, Theorem 6.26], we write it completely in order to clarify
some arguments.
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7.2 In this section, our setting is just a finite p-group P and a Frobenius
P -category F . Let K be a finite p′-group and, as in [5, 6.3], consider the
category Kac(F˜
sc
) of theK-objects of ac(F˜
sc
) [5, 6.2]; recall that this category
admits direct products and pull-backs [5, Propositions 6.14 and 6.21]. As in
[5, 6.25], consider the object
⊕
x∈K P of the category ac(F˜
sc
) [5, 6.2] endowed
with the K-action π defined by the regular action of K on itself and by the
identity on P between the corresponding terms, so that
(⊕
x∈K P
)π
is an
indecomposable K-object of ac(F˜
sc
) [5, 6.3].
7.3 If F is a full subcategory of Kac(F˜
sc
) and m :F → O-mod is a con-
travariant functor, we say that a functor m◦ :F → O-mod is a right-hand
sectional functor of m if it coincides with m over the F-objects and, for any
F-morphism ϕ˜ :Rσ → Qρ , we have
m(ϕ˜) ◦m◦(ϕ˜) = idm(Rσ) 7.3.1.
Note that ac(F) still can be identified to a subcategory of Kac(F˜
sc
) .Moreover,
recall that the center Z(K) defines an exterior quotient K˜ac(F˜
sc
) of Kac(F˜
sc
)
[5, 6.3]; then, since |Z(K)| is invertible in O , if m factorizes via the image
F˜ of F in K˜ac(F˜
sc
) throughout a contravariant functor m˜ : F˜ → O-mod , it
follows from [5, Proposition A4.13] that, for any n ∈ N , we have
Hn(F˜, m˜) = Hn(F,m) 7.3.2
since, considering the subcategory Z of F formed by the same objects and
by the automorphisms of the F-objects induced by Z(K) , Hn(F˜, m˜) clearly
coincides with the Z-stable n-cohomology group of F over m [5, A3.18].
Theorem 7.4 With the notation above, let F be a full subcategory of Kac(F˜
sc
)
over indecomposable K-objects of ac(F˜
sc
) including
(⊕
x∈K P
)π
, such that
the subcategory ac(F) is closed by direct products and pull-backs. For any
contravariant functor m :F→ O-mod admitting a right-hand sectional functor
m◦ :F→ O-mod , we have Hn(F,m) = {0} for any n ≥ 1 .
Proof: First of all, we prove the statement assuming that p·m = 0 or, equi-
valently, that m is a contravariant functor from F to k-mod ; coherently, m◦ is
a functor from F to k-mod . Moreover, it follows from [5, Proposition A4.11]
that for any n ≥ 1 we have
Hn(F,m) ∼= Hn
(
ac(F), ac(m)
)
7.4.1,
so that it suffices to prove that Hn
(
ac(F), ac(m)
)
= {0} for any n ≥ 1 .
Set S =
⊕
x∈K P ; it follows from [5, Proposition 6.14] that the direct
product by Sπ , or the exterior intersection with Sπ [5, definition 6.13.3],
defines a functor
intSπ : ac(F) −→ ac(F) 7.4.2;
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then, the existence of the structural ac(F)-morphism Qρ ∩˜Sπ → Sπ for any
ac(F)-object Qρ shows that intSπ factorizes throughout the evident forgetful
functor [5, 1.7]
fgSπ : ac(F)Sπ −→ ac(F) 7.4.3;
explicitly, it suffices to consider the functor ac(F) → ac(F)Sπ mapping any
ac(F)-object Qρ on the structural ac(F)-morphism above and any ac(F)-mor-
phism α˜ :Rσ → Qρ on α˜ ∩˜ i˜dSπ [5, Proposition 6.14]. But, since the category
ac(F)Sπ has the final object i˜dSπ :S
π → Sπ , it follows from [5, Corollary A4.8]
that for any n ≥ 1 we have
Hn
(
ac(F)Sπ , ac(m) ◦ fgSπ
)
= {0} 7.4.4
and therefore, we still have [5, A3.10.4]
Hn
(
ac(F), ac(m) ◦ intSπ
)
= {0} 7.4.5.
Moreover, the existence of the structural morphism ω˜Qρ :Q
ρ ∩˜Sπ → Qρ
for any ac(F)-object Qρ shows the existence of a natural map
ω : intSπ −→ idac(F) 7.4.6
sending Qρ to ω˜Qρ ; thus, in order to prove that H
n
(
ac(F), ac(m)
)
= {0} , it
suffices to prove that the natural map ac(m) ∗ ω admits a natural section
θ : ac(m) ◦ intSπ −→ ac(m) 7.4.7,
so that ac(m) becomes a direct summand of ac(m) ◦ intSπ .
Explicitly, for any F-object Qρ = (
⊕
i∈I Qi)
ρ , we have [5, 6.13]
Qρ ∩˜Sπ =
( ⊕
(i,x)∈I×K
⊕
(τ˜ ,T,ι˜P
T
)∈TˇQi,P
Ti
)ρˆ
7.4.8
for a set of representatives TˇQi,P of T˜Qi,P in TQi,P [5, 6.9] and a suitable
action ρˆ of K on the ac(F˜
sc
)-object Q ∩˜S ; in particular, K acts freely on the
disjoint union
Iˆ =
⊔
(i,x)∈I×K
TˇQi,P 7.4.9
and let us denote by Iˆ/K the set of K-orbits on Iˆ and, for any O ∈ Iˆ/K ,
by (T
O
)ρˆO the corresponding indecomposable “direct summand” of Qρ ∩˜Sπ
and by τ˜
O
the composition
τ˜
O
: (T
O
)ρˆO −→ Qρ ∩˜Sπ −→ Qρ 7.4.10
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of the structural ac(F)-morphism with ω˜Qρ . Moreover, we denote by Iˆ
◦/K
the set of special orbits O ∈ Iˆ/K where the F˜
sc
-morphisms determining τ˜
O
are isomorphisms; note that, according to [5, Proposition 6.14], we have a
canonical bijection
Iˆ◦/K ∼=
⊔
i∈I
F˜(P,Qi) 7.4.11.
Then, we consider the homomorphism
θQρ :
(
ac(m)
)
(Qρ ∩˜Sπ) −→ m(Qρ)
‖∏
O∈Iˆ/K m
(
(T
O
)ρˆO
) 7.4.12
sending an element m = (m
O
)O∈Iˆ/K of this product to
θQρ(m) = |Iˆ
◦/K|−1·
∑
O∈Iˆ◦/K
m◦(τ˜
O
)(m
O
) 7.4.13;
since for any special orbit O the composition τ˜
O
above is an isomorphism and
since m(τ˜
O
) ◦ m◦(τ˜
O
) = id(T
O
)ρˆO , we actually have m
◦(τ˜
O
) = m(τ˜
O
)−1 and
therefore we clearly get
θQρ ◦ (ac(m) ∗ ω)Qρ = idm(Qρ) 7.4.14.
By the distributivity of the exterior intersection [5, 6.13], we easily can ex-
tend this correspondence to all the ac(F)-objects and then we claim that the
extended correspondence is a natural map from ac(m) ◦ intSπ to ac(m) ; ac-
tually, it suffices to consider an F-morphism α˜ :Rσ → Qρ and to prove the
commutativity of the following diagram(
ac(m)
)
(Qρ ∩˜Sπ)
θQρ
−→ m(Qρ)
(ac(m))(α˜ ∩˜ idSπ ) ↓ ↓ m(α˜)(
ac(m)
)
(Rσ ∩˜Sπ)
θRσ−→ m(Rσ)
7.4.15.
Explicitly, if R =
⊕
j∈J Rj is the structural decomposition of R , then α˜
is given by a K-compatible map f : J → I and by a K-compatible family of
F˜ -morphisms α˜j :Rj → Qf(j) where j runs over J , and as above we have
Rσ ∩˜Sπ =
( ⊕
(j,x)∈J×K
⊕
(υ˜,U,ι˜P
U
)∈TˇRj,P
U
)σˆ
7.4.16
for a set of representatives TˇRj ,P of T˜Rj ,P in TRj ,P [5, 6.9] and a suitable
action σˆ of K on the ac(F˜
sc
)-object R ∩˜S ; again, we set
Jˆ =
⊔
(j,x)∈J×K
TˇRj ,P 7.4.17
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and denote by Jˆ/K the set of K-orbits on Jˆ , by Jˆ◦/K the set of special
K-orbits on Jˆ and, for any O ∈ Jˆ/K , by (U
O
)σˆO the corresponding inde-
composable “direct summand” of Rσ ∩˜Sπ and by υ˜
O
: (U
O
)σˆO → Rσ the ana-
logous composition 7.4.10; moreover, it is clear that the map f and the family
{α˜j}j∈J determine a K-compatible map fˆ : Jˆ → Iˆ and, for any O ∈ Jˆ/K ,
an F-morphism
α˜
O
: (U
O
)σˆO −→ (T
fˆ(O)
)
ρˆ
fˆ(O) 7.4.18.
It is easily checked from [5, Propositions 6.14 and 6.21] that [5, 6.18.2]
Rσ α˜∩˜ω˜Qρ (Q
ρ ∩˜Sπ) ∼= Rσ ∩˜Sπ 7.4.19
and, by the distributivity property, we may assume that the exterior inter-
section Rσ ∩˜Sπ coincides with( ⊕
(j,x)∈J×K
⊕
(τ˜ ,T,ι˜P
T
)∈TˇQf(j),P
Rj α˜j ∩˜τ˜ T
)σˆ
7.4.20.
Then, for any (j, x) ∈ J × K and any t = (τ˜ , T, ι˜PT ) ∈ TˇQf(j),P , we choose
representatives τ ∈ τ˜ and αf(j) ∈ α˜f(j) , and a set of representatives W(j,x,t)
in Qf(j) for the set of double classes τ(T )
∖
Qf(j)
/
αj(Rj) ; we denote by
W
sc
(j,x,t) the set of w ∈W(j,x,t) such that the subgroup
Uw =
(
κ
Qf(j)
(w) ◦ αj
)−1(
τ(T )
)
7.4.21
remains F -selfcentralizing, and by β˜(j,x,t,w) :Uw → T the F˜
sc
-morphism de-
termined by the compositions κ
Qf(j)
(w) ◦ αj , where κQf(j) (w) denotes the
corresponding conjugation by w .
Now, with all this notation, it follows from [5, Proposition 6.19] that, for
any (j, x) ∈ J ×K and any triple t = (τ˜t, Tt, ι˜
P
Tt
) ∈ TˇQf(j) ,P , we have
Rj α˜j ∩˜τ˜ Tt =
⊕
w∈W
sc
(j,x,t)
Uw 7.4.22
and isomorphism 7.4.19 determines a “graded” bijection between the disjoint
union ⊔
(j,x)∈J×K
⊔
t∈TˇQf(j) ,P
W
sc
(j,x,t) 7.4.23
and Jˆ ; moreover, the ac(F˜
sc
)-morphism
α˜ ∩˜ idSπ : R
σ ∩˜Sπ −→ Qρ ∩˜Sπ 7.4.24
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is the “direct sum” over the set
⊔
(j,x)∈J×K TˇQf(j),P of the ac(F˜
sc
)-morphisms
β˜(j,x,t) :
⊕
w∈W
sc
(j,x,t)
Uw −→ Tt 7.4.25
defined by the F˜
sc
-morphisms β˜(j,x,t,w) :Uw → Tt above.
Furthermore, K acts on all this situation, and let us denote by O(j,x,t,w)
the K-orbit — which is actually regular — of the element of Jˆ determined by
(j, x, t, w) , by O(f(j),x,t) the image in Iˆ via fˆ of O(j,x,t,w) — which actually
does not depend on w — and by
τ˜
O(f(j),x,t)
: (T
O(f(j),x,t)
)
ρˆ
O(f(j),x,t) −→ Qρ
β˜
O(j,x,t,w)
: (U
O(j,x,t,w)
)
σˆ
O(j,x,t,w) −→ (T
O(f(j),x,t)
)
ρˆ
O(f(j),x,t)
υ˜
O(j,x,t,w)
: (U
O(j,x,t,w)
)
σˆ
O(j,x,t,w) −→ Rσ
7.4.26
the F-morphisms respectively determined by the K-orbits of τ˜t , β˜(j,x,t,w)
and ι˜
Rj
Uw
; then, the naturality of ac(m) ∗ ω forces
m(υ˜
O(j,x,t,w)
) ◦m(α˜) = m(β˜
O(j,x,t,w)
) ◦m(τ˜
O(f(j),x,t)
) 7.4.27,
so that we still have
m(υ˜
O(j,x,t,w)
) ◦m(α˜) ◦m◦(τ˜
O(f(j),x,t)
) = m(β˜
O(j,x,t),w)
) 7.4.28 .
Now, we are ready to prove the commutativity of the diagram 7.4.15;
according to our definition, the composition m(α˜) ◦ θQρ sends the element
m = (m
O
)O∈Iˆ/K where mO ∈ m
(
(T
O
)ρˆO
)
, to the sum
|Iˆ◦/K|−1·
∑
O∈Iˆ◦/K
(m(α˜))
(
m◦(τ˜
O
)(m
O
)
)
7.4.29;
on the other hand, we have
(
(ac(m))(α˜ ∩˜ idSπ)
)
(m)
=
∑
j∈J
∑
t∈TˇQf(j) ,P
∑
w∈W
sc
(j,1,t)
(
m(β˜
O(j,1,t,w)
)
)
(m
O(f(j),1,t)
) 7.4.30
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and therefore, denoting byW
Rj
(j,1,t) the set of w ∈ W
sc
(j,1,t) such that Uw = Rj ,
so that then we have m◦(υ˜
O(j,x,t,w)
) = m(υ˜
O(j,x,t,w)
)−1 , it follows from our
definition of θRσ and from equality 7.4.28 that
(
θRσ ◦ (ac(m))(α˜ ∩˜ idSπ)
)
(m)
=
∑
j∈J
∑
t∈TˇQf(j),P
|W
Rj
(j,1,t)|
|Jˆ◦/K|
·m(α˜)
(
m◦(τ˜
O(f(j),1,t)
)(m
O(f(j),1,t)
)
) 7.4.31.
But, note that if O(f(j),1,t) belongs to Iˆ
◦/K then we have |W
Rj
(j,1,t)| = 1 ;
moreover, it follows from [5, Corollary 4.9] that α˜j induces an injective map
from F˜(P,Qf(j)) to F˜(P,Rj) and it is clear that |f
−1(i)| = |J |/|I| for any
i ∈ I ; furthermore, according to [5, 6.7.2] and to bijection 7.4.11 above, we
have
|Iˆ◦/K| ≡ |I||F˜(P )| and |Jˆ◦/K| ≡ |J ||F˜(P )| (mod p) 7.4.32;
hence, the sum of all the corresponding terms in the second member of equal-
ity 7.4.31 coincides with the sum 7.4.29 above.
Consequently, in order to show the commutativity of diagram 7.4.15,
it suffices to prove that, for any j ∈ J and any t ∈ TˇQf(j),P such that
τ˜t :Tt → Qf(j) is not an isomorphism, p divides |W
Rj
(j,1,t)| ; but, it is clear that
W
Rj
(j,1,t) is a set of representatives for the quotient set
τt(Tt)
∖
TQf(j)
(
τt(Tt), αj(Rj)
)
7.4.33
and that the nontrivial p-group N¯Qf(j)
(
τt(Tt)
)
acts freely on this set. This
completes the proof of the naturality of θ and therefore the proof of the
theorem in the case where p·m = 0 .
In the general case, there is a subfunctor mtor :F→ O-mod mapping any
F-object Qρ on the torsion O-submodule of m(Qρ) and then we have the
quotient functor
m/mtor : F −→ O-mod 7.4.34
which maps any object on a free O-module; consequently, since we have an
exact sequence [5, A3.11.4]
Hn(F,mtor) −→ Hn(F,m) −→ Hn(F,m/mtor) 7.4.35,
for any n ∈ N , we already may assume that either m = mtor or mtor = 0 .
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In the first case we have pℓ·m = 0 for some ℓ ∈ N−{0} and, considering
the exact sequence [5, A3.11.4]
Hn(F, p·m) −→ Hn(F,m) −→ Hn(F,m/p·m) = {0} 7.4.36,
for any n ∈ N , it suffices to argue by induction on ℓ . In the second case, if
c0 is an n-cocycle for n ≥ 1 , we already have proved that
c0 ≡ dn−1(a0) (mod p) 7.4.37
for a suitable (n−1)-cochain a0 , so that we have c0 − dn−1(a0) = p·c1 for a
suitable n-cocycle c1 since we are dealing with free O-modules; thus, induc-
tively, we can define n-cocycles ci and (n−1)-cochains ai fulfilling
ci ≡ dn−1(ai) (mod p) and ci − dn−1(ai) = p·ci+1 7.4.38
and then, according to the completeness of O , it is quite clear that
c0 = dn−1
( ∑
i∈N−{0}
pi·ai
)
7.4.39.
We are done.
8 The O-rank of the Grothendieck groups of a folded Frobenius
P -category
8.1 As in §3, let P be a finite p-group, F a Frobenius P -category and
âutFsc : ch
∗(F
sc
) −→ k∗-Gr 8.1.1
a functor lifting autFsc (cf. 2.8); we are ready to determine the O-rank
of GK(F , âutFsc ). As in [5, Corollary 14.32] for the determination of the
O-rank of Gk(F , âutFsc ) , our argument is an easy consequence of the charac-
ter decomposition of the functor gK obtained in §5, and of the following
vanishing cohomological result which, setting h′ = hp
′
for any h ∈ N− {0} ,
involves the quotient category h˜(F sc) and the functor
t˜h : h˜(F
sc) −→ Uh′ℵ 8.1.1
introduced in 6.7 from the factorization in Proposition 6.5.
Theorem 8.2 For any h ∈ N− {0} and any n ≥ 1 we have
Hn
(
h˜(F sc),FctUh′ ◦ t˜h
)
= {0} 8.2.1.
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Proof: According to Proposition 6.10, for any n ≥ 1 it suffices to prove that
we have
Hn
(
h′(F˜
sc
),FctUh′ ◦ (sh′ × xh)
)
= {0} 8.2.2.
In order to apply Theorem 7.4, let us consider the full subcategory h
′
F of the
category Uh′ ac(F˜
sc
) of Uh′-objects of ac(F˜
sc
) [5, 6.2] over the set of faithful
indecomposable Uh′-objects, namely over the indecomposable Uh′-objects Q
ρ
of ac(F˜
sc
) (cf. 6.24) such that the group homomorphism ρ :Uh′ → F˜(Q) is
injective. Note that the indecomposable Uh′-object
(⊕
u∈Uh′
P
)π
, defined
by the regular action of Uh′ on itself, is faithful.
Moreover, if Qρ =
(⊕
i∈I Qi)
ρ and Rσ =
(⊕
j∈J Rj)
σ are faithful inde-
composable Uh′ ac(F˜
sc
)-objects then, according to 6.11 and 6.13, the exterior
intersection of Q =
⊕
i∈I Qi and R =
⊕
j∈J Rj in ac(F˜
sc
) yields
Q ∩˜R =
⊕
(i,j)∈I×J
⊕
(α˜,T,β˜)∈TˇQi,Rj
T 8.2.3
and, for any ξ ∈ Uh′ , ρ(ξ) and σ(ξ) induce an automorphism of this intersec-
tion. Thus, they induce a permutation of the disjoint union
⊔
(i,j)∈I×J TˇQi,Rj
and if ρ(ξ) and σ(ξ) respectively fix i and j , and (α˜, T, β˜) ∈ TˇQi,Rj is a fixed
element, then ρ(ξ) and σ(ξ) induce F˜ -automorphisms ρi(ξ) of Qi , σj(ξ) of Rj
and τ(ξ) of T fulfilling
ρi(ξ) ◦ α˜ = α˜ ◦ τ(ξ) and σj(ξ) ◦ β˜ = β˜ ◦ τ(ξ) 8.2.4.
In particular, if τ(ξ) is trivial then it follows from Corollary 4.9 that
ρi(ξ) and σj(ξ) are trivial too and therefore we get ξ = 1 ; thus, the exterior
intersection Qρ ∩˜Rσ in the category Uhac(F˜
sc
) is a direct sum of faithful
indecomposable Uh′-objects . Consequently, since an indecomposable direct
summand of a pull-back is also a direct summand of some exterior intersection
[5, 6.18], the subcategory ac(h
′
F) of Uh′ ac(F˜
sc
) is closed by direct products and
pull-backs.
On the other hand, it is clear that
h′
(F˜
sc
) is a full subcategory of h
′
F
and we claim that the contravariant functor (cf. 6.9)
nh = FctUh′ ◦ (sh′ × xh) :
h′
(F˜
sc
) −→ O-mod 8.2.5
can be extended to a contravariant functor mh :
h′F → O-mod admitting
a right-hand sectional functor m◦h . Indeed, for any faithful indecomposable
Uh′ ac(F˜
sc
)-object Qρ =
(⊕
i∈I Qi
)ρ
choose i ∈ I ; it is clear that ρ induces a
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group homomorphism ρi :Uhi → F˜(Qi) where Uhi denotes the stabilizer of i
in Uh′ , and then we define
mh(Q
ρ) = FctUhi
(
(̟
hi,
ˆ˜F(Qi)
)−1(ρi)× M˜on(Uhp , (Qi)
̂ρi(Uhi )),O
)
8.2.6
for the lifting ρ̂i(Uhi) ⊂ F(Qi) of ρi(Uhi) chosen in 6.9.
For any faithful indecomposable Uh′ ac(F˜
sc
)-object Rσ =
(⊕
j∈J Rj)
σ
and any h
′
F-morphism ϕ˜ :Rσ → Qρ , ϕ˜ determines a necessarily surjective
Uh′-set map f : J → I and an F˜
sc
-morphism ϕ˜j :Rj → Qi′ , where j ∈ J
is the chosen element and we set i′ = f(j) ; in particular, it is clear that
Uhj ⊂ Uhi′ or, equivalently, that hj divides hi′ and therefore, denoting by ρj
the restriction to Uhj of the group homomorphism
ρi′ : Uhi′ −→ F˜(Qi′) 8.2.7,
ϕ˜j becomes an
hj (F˜
sc
)-morphism from (Rj)
σj to (Qi′)
ρj , so that from [5, Pro-
position 14.28] we get a Uhj -set bijection
s˜hj (ϕ˜j) : (̟hj , ˆ˜F(Rj)
)−1(σj) ∼= (̟hj , ˆ˜F(Qi′ )
)−1(ρj) 8.2.8.
On the other hand, it is clear that the inclusion Uhj ⊂ Uhi′ determines the
commutative diagram [5, 14.16.3]
Monk∗
(
Uˆhj ,
ˆ˜F(Qi′)
) ̟hj, ˆ˜F(Qi′ )−−−−−−→ Mon(Uhj , F˜(Qi′))x x
Monk∗
(
Uˆhi′ ,
ˆ˜F(Qi′)
) ̟h
i′
,
ˆ˜
F(Q
i′
)
−−−−−−→ Mon
(
Uhi′ , F˜(Qi′)
) 8.2.9.
Similarly, for the chosen lifting σ̂j(Uhj ) ⊂ F(Rj) of σj(Uhj ) , since we
assume that ϕ˜ is an h
′
F-morphism, a suitable representative ϕj of ϕ˜j induces
a group homomorphism from (Rj)
̂σj(Uhj ) to (Qf(j))
̂ρi′ (Uhi′
) , which defines a
map
M˜on
(
Uhp , (Rj)
σ̂j(Uhj )
)
−→ M˜on
(
Uhp , (Qi′)
̂ρi′ (Uhi′
)) 8.2.10.
Then, applying the functor FctUhj and the inclusion FctUhi′
⊂ FctUhj ◦res
Uh
i′
Uhj
to diagram 8.2.9 and to its bottom map respectively, the bijection 8.2.8 and
the map 8.2.10 determine an O-module homomorphism
FctUhj
(
(̟
hj ,
ˆ˜F(Rj)
)−1(σj)× M˜on
(
Uhp , (Rj)
σ̂j(Uhj )
)
,O
)
resϕ˜j
x
FctUh
i′
(
(̟
hi′ ,
ˆ˜F(Qi′ )
)−1(ρi′)× M˜on
(
Uhp , (Qi′)
̂ρi′ (Uhi′
)),O)
8.2.11
which admits a section proϕ˜j extending the O-valued functions by zero.
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Moreover, there is ξ ∈ Uh′ such that ρ(ξ) maps i
′ = f(j) on the
chosen element i ∈ I and therefore we have hi′ = hi and ξ induces an
hi(F˜
sc
)-morphism
ρ(ξ)i
′
i : (Qi′)
ρi′ −→ (Qi)
ρi 8.2.12,
so that it follows again from [5, Proposition 14.28] that we get a Uhi-set
bijection
FctUhi
(
(̟
hi,
ˆ˜F(Qi)
)−1(ρi)× M˜on
(
Uhp , (Qi)
ρ̂i(Uhi )
)
,O
)
nhihp
(
ρ(ξ)i
′
i
)
≀‖
FctUh
i′
(
(̟
hi′ ,
ˆ˜F(Qi′ )
)−1(ρi′)× M˜on
(
Uhp , (Qi′)
̂ρi′ (Uhi′ )
)
,O
) 8.2.13
which clearly does not depend on the choice of ξ . Finally, we consider the
compositions
mh(ϕ˜) = resϕ˜j ◦ nhihp
(
ρ(ξ)i
′
i
)
: mh(Q
ρ) −→ mh(R
σ)
m◦h(ϕ˜) = nhihp
(
ρ(ξ)i
′
i
)−1
◦ proϕ˜j : mh(R
σ) −→ mh(Q
ρ)
8.2.14;
we claim that the correspondence mh is the announced contravariant functor
and that m◦h is a right-hand sectional functor of mh .
Indeed, it is clear that mh extends nh and that we have
mh(ϕ˜) ◦m
◦
h(ϕ˜) = idmh(Rσ) 8.2.15;
further, for any faithful indecomposable Uh′ ac(F˜
sc
)-object T τ =
(⊕
ℓ∈L Tℓ)
τ
and any h
′
F-morphism ψ˜ :T τ → Rσ , as above we have a surjective Uh′-set
map g :L→ J , a chosen element ℓ in L and, setting j′ = g(ℓ) and denoting by
σℓ the restriction of σj′ to Uhℓ , an
hℓ(F˜
sc
)-morphism ψ˜ℓ : (Tℓ)
τℓ → (Rj′ )
σℓ ,
together with a Uhℓ-set bijection and a map
s˜hℓ(ψ˜ℓ) : (̟hℓ, ˆ˜F(Tℓ)
)−1(τℓ) ∼= (̟hℓ, ˆ˜F(Rg(ℓ))
)−1(σℓ)
M˜on
(
Uhp , (Tℓ)
τ̂ℓ(Uhℓ )
)
−→ M˜on
(
Uhp , (Rj′ )
̂σj′ (Uhj′ )
) 8.2.16
for the chosen lifting ̂τℓ(Uhℓ) ⊂ F(Tℓ) of τℓ(Uhℓ) . Analogously, we have an
O-module isomorphism
FctUhℓ
(
(̟
hℓ,
ˆ˜F(Tℓ)
)−1(τℓ)× M˜on
(
Uhp , (Tℓ)
τ̂ℓ(Uhℓ )
)
,O
)
resψ˜ℓ
x
FctUh
j′
(
(̟
hj′ ,
ˆ˜F(Rj′ )
)−1(σj′ )× M˜on
(
Uhp , (Rj′ )
̂σj′ (Uhj′
))
,O
) 8.2.17 .
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Moreover, chosing ζ ∈ Uh′ such that σ(ζ) maps g(ℓ) on j , as above we
have hj′ = hj and ζ induces an
hj (F˜
sc
)-isomorphism
σ(ζ)j
′
j : (Rj′ )
σj′ ∼= (Rj)
σj 8.2.18,
and therefore we get a Uhj -set bijection (cf. Proposition 14’.27)
FctUhj
(
(̟
hj ,
ˆ˜F(Rj)
)−1(σj)× M˜on
(
Uhp , (Rj)
σ̂j(Uhj )
)
,O
)
nhjhp
(
σ(ζ)j
′
j
)
≀‖
FctUh
j′
(
(̟
hj′ ,
ˆ˜F(Rj′ )
)−1(σj′ )× M˜on
(
Uhp , (Rj′ )
̂σj′ (Uhj )
)
,O
) 8.2.19.
Finally, we also consider
mh(ψ˜) = resψ˜ℓ ◦ nhjhp
(
σ(ζ)j
′
j
)
: mh(R
σ) −→ mh(T
τ )
m◦h(ψ˜) = nhjhp
(
σ(ζ)j
′
j
)−1
◦ proψ˜ℓ : mh(T
τ ) −→ mh(R
σ)
8.2.20.
Consequently, we get
mh(ψ˜) ◦mh(ϕ˜) = resψ˜ℓ ◦ nhjhp
(
σ(ζ)j
′
j
)
◦ resϕ˜j ◦ nhihp
(
ρ(ξ)i
′
i
)
m◦h(ϕ˜) ◦m
◦
h(ψ˜) = nhihp
(
ρ(ξ)i
′
i
)−1
◦ proϕ˜j ◦ nhjhp
(
σ(ζ)j
′
j
)−1
◦ proψ˜ℓ
8.2.21
and in order to prove our claim it suffices to prove that
nhjhp
(
σ(ζ)j
′
j
)
◦ resϕ˜j = resϕ˜j′ ◦ nhi′hp
(
ρ(ζ)
f(j′)
i′
)
proϕ˜j ◦ nhjhp
(
σ(ζ)j
′
j
)−1
= nhjhp
(
ρ(ζ)
f(j′)
i′
)−1
◦ proϕ˜j′
8.2.22
since it is easily checked that
resψ˜ℓ ◦ resϕ˜j′ = res(ϕ˜◦ψ˜)ℓ and proϕ˜j′ ◦ proψ˜ℓ = pro(ϕ˜◦ψ˜)ℓ 8.2.23
In order to prove equalities 8.2.22 note that, since f is a Uh′-set map,
ρ(ζ) maps i′′ = f(j′) on f(j) = i′ and we have hi′′ = hi′ = hi ; thus, ζ
induces an hi′ (F˜
sc
)-isomorphism
ρ(ζ)i
′′
i′ : (Qi′′ )
ρi′′ ∼= (Qi′)
ρi′ 8.2.24
and denoting by ρj′ the restriction to Uhj′ of the group homomorphism ρi′′ ,
the h
′
F-morphism ϕ˜ :Rσ → Qρ forces the following commutative hjF-diagram
(Rj)
σj
ϕ˜j
−→ (Qi′)
ρj
≀‖ ≀‖
(Rj′ )
σj′
ϕ˜j′
−→ (Qi′′)
ρj′
8.2.25;
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hence, we get the commutative Uhj ℵ-diagram
(̟
hj ,
ˆ˜F(Rj)
)−1(σj) ∼= (̟hj , ˆ˜F(Qi′ )
)−1(ρj)
≀‖ ≀‖
(̟
hj′ ,
ˆ˜F(Rj′ )
)−1(σj′ ) ∼= (̟hj′ ,
ˆ˜F(Qi′′ )
)−1(ρj′)
8.2.26.
On the other hand, the natural map θhℓ,hj in [5, Proposition 14.28] applied
to the hj (F˜
sc
)-morphism ϕ˜j′ : (Rj′)
σj′ → (Qi′′)
ρj′ yields the following com-
mutative Uhj ℵ-diagram
(̟
hj ,
ˆ˜F(Rj′ )
)−1(σj′ ) ∼= (̟hj , ˆ˜F(Qi′′ )
)−1(ρj′)y y
res
Uhℓ
Uhj
(
(̟
hℓ,
ˆ˜F(Rj′ )
)−1(σℓ)
)
∼= res
Uhℓ
Uhj
(
(̟
hℓ,
ˆ˜F(Qi′′ )
)−1(ρℓ)
) 8.2.27
where ρℓ is the restriction of the group homomorphism ρi′′ to Uhℓ .
Similarly, from the commutative G˜r-diagram
(Rj)
σ̂j(Uhj ) −→ (Qi′)
̂ρi′ (Uhi′
)
≀‖ ≀‖
(Rj′ )
̂σj′ (Uhj′
)
−→ (Qi′′ )
̂ρi′′ (Uhi′′
)
8.2.28
we get the commutative diagram
M˜on
(
Uhp , (Rj)
σ̂j(Uhj )
)
−→ M˜on
(
Uhp , (Qi′)
̂ρi′ (Uhi′
))
≀‖ ≀‖
M˜on
(
Uhp , (Rj′)
̂σj′ (Uhj′
))
−→ M˜on
(
Uhp , (Qi′′)
̂ρi′′ (Uhi′′
))
8.2.29.
At this point, considering the direct product of this diagram with the square
diagram obtained by “composing” diagrams 8.2.26 and 8.2.27, and applying
the functor FctUhj , the equalities 8.2.22 follow easily, proving our claim.
Hence, it follows from Theorem 7.4 that, for any n ≥ 1 , we have
Hn(h
′
F,mh) = {0} 8.2.30.
If h′ = 1 then 1F = 1(F˜
sc
) = F˜
sc
and we are done. Otherwise, we
consider the full subcategory h
′
E of h
′
F over the faithful indecomposable
Uh′ ac(F˜
sc
)-objects Qρ =
(⊕
i∈I Qi
)ρ
such that |I| > 1 , namely over all the
h′F-objects which are not
h′
(F˜
sc
)-objects; note that there is no h
′
F-morphism
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from an
h′
(F˜
sc
)-object to an h
′
E-object. Denoting by lh :
h′E → O-mod the
restriction of mh to
h′E , it is quite clear that Theorem 7.4 applies again to
h′E and lh , so that for any n ≥ 1 we get
Hn(h
′
E, lh) = {0} 8.2.31.
Recall that, denoting by ∆ the simplicial 2-category [5, A1.7], the co-
homology groups Hn(h
′
F,mh) , H
n(h
′
E, lh) and H
n
(h′
(F˜
sc
), nh
)
are nothing
but the homology groups of the respective evident functors cmh , clh and cnh
from ∆ to O-mod , mapping ∆n on [5, A3.8]
Cn(h
′
F,mh) =
∏
q˜∈Fct(∆n,h
′
F)
mh
(
q˜(0)
)
Cn(h
′
E, lh) =
∏
q˜∈Fct(∆n,h
′
E)
mh
(
q˜(0)
)
Cn
(h′
(F˜
sc
), nh
)
=
∏
q˜∈Fct(∆n,
h′(F˜sc))
mh
(
q˜(0)
)
8.2.32;
then, the inclusion
h′
(F˜
sc
) ⊂ h
′
F clearly determines a surjective natural map
µh : cmh −→ cnh 8.2.33,
so that we obtain a fourth functor
Ker(µh) :∆ −→ O-mod 8.2.34
Moreover, since there is no h
′
F-morphism from an
h′
(F˜
sc
)-object to any
h′E-object, we have an O-module isomorphism
(
Ker(µh)
)
(∆n) ∼=
∏
q˜
mh
(
q˜(0)
)
8.2.35,
where q˜ runs over the set Eh
′
(∆n) of functors from ∆n to
h′F such that
q˜(0) is a h
′
E-object and therefore the inclusion h
′
E ⊂ h
′
F also determines a
surjective natural map
λh : Ker(µh) −→ clh 8.2.36.
But on the one hand, we already know that Hn(cmh) = {0} = Hn(clh) for
any n ≥ 1 (cf. equalities 8.2.30 and 8.2.31) and on the other hand, setting
H−n(cnh ) = H−n(cmh) = H−n
(
Ker(µh)
)
= {0} 8.2.37
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for any n > 0 , there is a 1-graded connecting homomorphism [5, A3.3.4]
δ :
⊕
n∈Z
Hn(cnh ) −→
⊕
n∈Z
Hn
(
Ker(µh)
)
8.2.38
such that we have the following exact triangle [5, A3.3.5]⊕
n∈ZHn(cnh )
δ
−→
⊕
n∈ZHn
(
Ker(µh)
)
⊕n∈ZHn(µh) տ ւ⊕
n∈ZHn(cmh)
8.2.39.
Consequently, in order to prove that Hn(cnh ) = {0} for any n ≥ 1 , it suf-
fices to show that Hn(λh) is injective. Actually, since the functors sh′ and xh
factorize throughout the exterior quotient h˜
′
(F˜
sc
) of
h′
(F˜
sc
) [5, Remark 14.29],
it is easily checked that the contravariant functors nh , mh and lh respectively
determine contravariant functors
n˜h :
h˜′(F˜
sc
) −→ O-mod
m˜h : h˜
′F −→ O-mod and l˜h : h˜
′E −→ O-mod
8.2.40,
where h˜′F and h˜′E denote the corresponding exterior quotients [5, 6.3]. Co-
herently, we get the corresponding functors cn˜h , cm˜h and c˜lh (cf. 8.2.32), and
the corresponding natural maps (cf. 8.2.33 and 8.2.36)
µ˜h : cm˜h −→ cn˜h and λ˜h : Ker(µ˜h) −→ c˜lh 8.2.41.
Then, it follows from equality 7.3.2 that, for any n ≥ 1 , it suffices to
prove that Hn(λ˜h) is injective. First of all note that, up to isomorphisms,
any h˜′F-object has the canonical form Qρ =
(⊕
ξ¯∈Uh′/U
Qξ¯
)ρ
for a suitable
subgroup U of Uh′ , and, denoting by i˜h′ : h˜
′
E → h˜′F the inclusion functor,
we claim that we have a functor and a natural map
e˜h′ : h˜
′
F −→ h˜′E and ε˜h′ : i˜h′ ◦ e˜h′ −→ idh˜′F 8.2.42
which respectively map Qρ on the Uh′ ac(F˜
sc
)-object Qˆρˆ formed by
Qˆ =
⊕
ξ∈Uh′
Qξ¯ 8.2.43
and by the group homomorphism ρˆ :Uh′ → h˜
′F(Qˆ) defined by the regular ac-
tion of Uh′ on itself, together with the F˜
sc
-isomorphisms from the ξ-summand
to the ξ′-summand induced by ρ(ξ′ξ−1) , and on the h˜′F-morphism
(ε˜h′)Qρ : Qˆ
ρˆ −→ Qρ 8.2.44
defined by the canonical map Uh′ → Uh′/U and by the identity automorphism
of Qξ¯ for any ξ ∈ Uh .
68
Indeed, ifRσ =
(⊕
ξ˜∈Uh′/V
Rξ˜
)σ
is another h˜′F-object, an h˜′F-morphism
from Rσ to Qρ forces the inclusion V ⊂ U and admits a canonical representa-
tive formed by the canonical map Uh′/V → Uh′/U and by an F˜
sc
-morphism
ϕ˜ξ˜ :Rξ˜ → Qξ¯ for any ξ˜ ∈ Uh′/V ; then, the functor e˜h′ above maps this
h˜′F-morphism on the h˜′E-morphism
Rˆσˆ =
(⊕
ξ∈Uh′
Rξ˜
)σˆ
−→ Qˆρˆ =
(⊕
ξ∈Uh′
Qξ¯
)ρˆ
8.2.45
admitting a representative formed by the identity map of Uh′ and by the
F˜
sc
-morphism ϕ˜ξ˜ :Rξ˜ → Qξ¯ for any ξ ∈ Uh′ ; it is quite clear that this cor-
respondence preserves the composition of h˜′F-morphisms and is compatible
with the h˜′F-morphisms 8.2.44.
Secondly, we consider the contravariant functor m˜h ◦ i˜h′ ◦ e˜h′ = l˜h ◦ e˜h′
which, as above, determines a functor
c˜lh◦e˜h′
:∆ −→ O-mod 8.2.46
mapping ∆n on
Cn(h˜
′
F, l˜h ◦ e˜h′) =
∏
q˜∈Fct(∆n,h˜
′
F)
m˜h
(
eˆh′
(
q˜(0)
))
8.2.47,
and then we get a natural map κe˜h′ : cm˜h → c˜lh◦e˜h′ sending ∆n to the O-mo-
dule homomorphism
(κe˜h′ )n :
∏
q˜∈Fct(∆n,h˜
′
F)
m˜h
(
q˜(0)
)
−→
∏
q˜∈Fct(∆n,h˜
′
F)
m˜h
(
eˆh′
(
q˜(0)
))
8.2.48
mapping m = (mq˜)
q˜∈Fct(∆n,h˜
′
F)
on (mi˜h′◦e˜h′◦q˜)q˜∈Fct(∆n,h˜′F)
. Note that if m
belongs to the kernel Ker
(
(λ˜h)∆n
)
(cf. 8.2.41) then, for any q˜ ∈ Fct(∆n, h˜
′
E) ,
we havemq˜ = 0 and therefore we get (κe˜h′ )n(m) = 0 .Moreover, according to
the very definition of m˜h (cf. 8.2.14 and 8.2.40), the natural map (cf. 8.2.42)
m˜h ∗ ε˜h′ : m˜h −→ l˜h ◦ e˜h′ 8.2.49
determines a natural isomorphism
κε˜h′ : cm˜h
∼= c˜lh◦e˜h′ 8.2.50
sending ∆n to the O-module isomorphism
(κε˜h′ )n :
∏
q˜∈Fct(∆n,h˜
′
F)
m˜h
(
q˜(0)
)
∼=
∏
q˜∈Fct(∆n,h˜
′
F)
m˜h
(
eˆh′
(
q˜(0)
))
8.2.51
mapping m = (mq˜)
q˜∈Fct(∆n,h˜
′
F)
on
((
m˜h
(
(ε˜h′)q˜(0)
))
(mq˜)
)
q˜∈Fct(∆n,h˜
′
F)
.
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At this point, for any n ≥ 1 , following the notation introduced in
[5, Lemma A4.2], we consider the O-module homomorphism
hn−1 : cm˜h(∆n) −→ c˜lh◦e˜h′ (∆n−1) 8.2.52
mapping m = (mq˜)
q˜∈Fct(∆n,h˜
′
F)
∈ cm˜h(∆n) on
hn−1(m) =
( n−1∑
i=0
(−1)imhn−1
i
(ε˜h′∗r˜)
)
r˜∈Fct(∆n,h˜
′
F)
8.2.53
Then, respectively denoting by dn and dˆn the differential maps for the
functors cm˜h and c˜lh◦e˜h′ [5, A3.2], we claim that
(κε˜h′ )n(m)− (κe˜h′ )n(m) = (dˆn−1 ◦ hn−1 + hn ◦ dn)(m) 8.2.54.
Indeed, setting θ = mh
(
e˜h′
(
q˜(0•1)
))
, for any q˜ ∈ Fct(∆n, h˜
′F) we have
dˆn−1
(
hn−1(m)
)
q˜
=
n−1∑
i=0
(−1)idˆn−1
(
(mhn−1
i
(ε˜h′∗r˜)
)r˜
)
q˜
=
n−1∑
i=0
(−1)i
(
θ(mhn−1
i
(ε˜h′∗(q˜◦δ
n−1
0 ))
) +
n∑
j=1
(−1)jmhn−1
i
(ε˜h′∗(q˜◦δ
n−1
j
))
) 8.2.55
where r runs over Fct(∆n−1, h˜
′F) ; analogously, we still have
hn
(
dn(m)
)
q˜
= hn
((
θ(mr˜◦δn0 )
)
r
)
q˜
+
n+1∑
j=1
(−1)jhn
(
(mr◦δn
j
)r
)
q˜
=
n∑
i=0
(−1)i
(
θ(mhn
i
(ε˜h′∗q˜)◦δ
n
0
) +
n+1∑
j=1
(−1)jmhn
i
(ε˜h′∗q˜)◦δ
n
j
) 8.2.56
where r runs over Fct(∆n+1, h˜
′
F) . But from [5, Lemma A4.2] we know that
hni+1(ε˜h′ ∗ q˜) ◦ δ
n
i+1 = h
n
i (ε˜h′ ∗ q˜) ◦ δ
n
i+1
hn−1i
(
ε˜h′ ∗ (q˜ ◦ δ
n−1
j )
)
=
{
hni+1(ε˜h′ ∗ q˜) ◦ δ
n
j if j ≤ i
hni (ε˜h′ ∗ q˜) ◦ δ
n
j+1 if i < j .
8.2.57.
Consequently, in equality 8.2.56 the terms where j = i and j = i + 1 cancel
with each other for any 1 ≤ j ≤ n ; moreover, the term (i, j) in equality 8.2.55
cancel either with the term (i + 1, j) if 1 ≤ j ≤ i ≤ n − 1 , or with the
term (i, j + 1) if 0 ≤ i < j ≤ n in equality 8.2.56. Finally, the term (i, 0)
in equality 8.2.52 cancel with the term (i + 1, 0) in equality 8.2.56 for any
0 ≤ i ≤ n − 1 , whereas the terms (0, 0) and (n, n + 1) respectively coincide
with (κε˜h′ )n(m) and −(κe˜h′ )n(m) , which proves the claim.
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In conclusion, if m ∈ Ker(dn) lifts an element of Hn(λ˜n) then we may
assume that m belongs to Ker
(
(λh)∆n
)
, so that we get (κe˜h′ )n(m) = 0 , and
therefore it follows from isomorphism 8.2.50 and from equality 8.2.54 that
(κε˜h′ )n(m) = dˆn−1
(
hn−1(m)
)
= dˆn−1
((
(κε˜h′ )n−1 ◦
(
(κε˜h′ )n−1
)−1
◦ hn−1
)
(m)
)
=
(
(κε˜h′ )n ◦ dn−1
)((
(κε˜h′ )n−1
)−1
◦ hn−1
)
(m)
) 8.2.58
which proves that m belongs to Im(dn−1) . We are done.
8.3 Let us say that a ch∗(F
sc
)-object (q,∆n) is regular if q(i − 1, i)
is not an isomorphism for any 1 ≤ i ≤ n [5, A5.2]; note that there is a
canonical bijection between a set of representatives for the set of isomorphism
classes of regular ch∗(F
sc
)-objects and a set of representatives for the set of
F -isomorphism classes of nonempty sets of F -selfcentralizing subgroups of P ,
which are totally ordered by the inclusion.
Corollary 8.4 With the notation above, we have
rankO
(
GK(F , âutFsc )
)
=
∑
(q,∆n)
(−1)n rankO
(
GK
(
Lˆ(q)
))
8.4.1
where (q,∆n) runs over a set of representatives for the set of isomorphism
classes of regular ch∗(F
sc
)-objects.
Proof: It follows from the decomposition 5.12.3 and from Proposition 6.5
that we have
KGK(F , âutFsc ) ∼=
∏
h∈N−{0}
H0
( h
(F
sc
),KFctUh′ ◦ th
)
8.4.2
where we set h′ = hp
′
. On the other hand, it is more or less well-known that
the cohomology groups over functors to K-mod coincide with the correspond-
ing cohomology groups computed from the regular chains ; more precisely, in
our situation let us denote by Knh the extension of nh = FctUh′ ◦ t˜h from O
to K for any h ∈ N−{0} ; then, it follows from Propositions A4.13 and A5.7
in [5] that, with the notation there, for any n ∈ N we have
Hn
(
h˜(F sc),Knh
)
∼= Hn∗
(
h˜(F sc),Knh
)
∼= Hnr
(
h˜(F sc),Knh
)
8.4.3.
In particular, it follows from Theorem 8.2 that for any n ≥ 1 we get
Hnr
(
h˜(F sc),Knh
)
= {0} 8.4.4
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which amounts to saying that we have an infinite exact sequence
0 −→ H0r
(
h˜(F sc),Knh
)
−→ . . . −→ Cn → Cn+1 −→ . . . 8.4.5
where Cn = Cnr
(
h˜(F sc),Knh
)
is the set of elements (cf. Proposition 6.4)
(χ
q˜η¯
)
q˜η¯∈Fctr(∆n,
h˜(Fsc))
∈
∏
q˜η¯∈Fctr(∆n,
h˜(Fsc))
Knh
(
q˜η¯(0)
)
8.4.6
such that, for any natural isomorphism ν˜ : q˜η¯ ∼= r˜θ¯ between regular
h˜(F sc)-va-
lued n-chains q˜η¯ and r˜θ¯ , Knh(ν˜0) maps χ
r˜θ¯
on χ
q˜η¯
. That is to say, since
we have a bijection between the sets of isomorphism classes of
h
(F
sc
)- and
h˜(F sc)-objects, we actually have
Cnr
(
h˜(F sc),Knh
)
∼=
∏
qη¯
KFctUh′
(
th
(
qη¯(0)
))F(q)η¯
8.4.7
where qη¯ runs over a set of representatives for the set of isomorphism classes
in Fctr
(
∆n,
h
(F
sc
)
)
[5, A5.3] and then F(q)η¯ denotes the stabilizer of η¯
in F(q).
On the other hand, it is clear that for n big enough there are no regular
h˜(F sc)-valued n-chains and therefore, in the exact sequence above only finitely
many terms are not zero; thus, we still get
dimK
(
H0
(
h˜(F sc),Knh
))
=
∑
(qη¯ ,∆n)
(−1)n dimK
(
KFctUh′
(
th
(
qη¯(0)
))F(q)η¯) 8.4.8
where (qη¯,∆n) runs over a set of representatives for the set of isomorphism
classes of regular ch∗
(h
(F
sc
)
)
-objects [5, A5.3]. Consequently, since the func-
tor wˆh in Proposition 5.8 maps the k
∗-iL˜oc-morphism
ˆ¯ι q0 :
(
Lˆ(q),Ker(πq)
)
−→
(
Lˆ
(
q(0)
)
, Z
(
q(0)
))
8.4.9,
which lifts the corresponding iL˜oc-morphism 6.3.4, on a Uh′-set bijection
(cf. 5.8.2)
(̟h,Lˆ(q˜(0)))
−1(ι¯q0 ◦ η¯)
∼= (̟h,Lˆ(q˜))
−1(η¯) 8.4.10,
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where, for short, we write Lˆ
(
q(0)
)
and Lˆ(q˜) instead of
(
Lˆ
(
q(0)
)
, Z
(
q(0)
))
and
(
Lˆ(q),Ker(πq)
)
, it follows from equality 8.4.2 and from Propositions 6.4
and 6.5 that we actually have
rankO
(
GK(F , âutFsc )
)
=
∑
h
∑
(η¯,q,∆n)
(−1)ndimK
(
KFctUh′
(
(̟h,Lˆ(q))
−1(η¯)
)F(q)η¯) 8.4.11
where h runs over N−{0} and (η¯, q,∆n) over a set of representatives for the
isomorphism classes of uh lch∗(F
sc
)-objects such that (q,∆n) is regular.
On the other hand, for any ch∗(F
sc
)-object (q,∆n) , it follows from iso-
morphism 5.4.3 that⊕
h∈N−{0}
⊕
η¯
KFctUh′
(
(̟h,Lˆ(q))
−1(η¯)
)F(q)η¯
∼=
⊕
h∈N−{0}
( ⊕
η∈Mon(Uh,L(q))
KFctUh′
(
(̟h,Lˆ(q))
−1(η)
))F(q)
∼= KGK
(
Lˆ(q)
)
8.4.12
where η¯ runs over a set of representatives for the orbits of L(q) on the set
Mon
(
Uh,L(q)
)
. We are done.
9 General decomposition maps in a folded Frobenius P -category
9.1 With the notation of §8, let us choose a set of representatives
P ⊂ P for the set of F -isomorphism classes of the elements of P in such
a way that, for any u ∈ P , the subgroup 〈u〉 is fully centralized in F
[5, Proposition 2.7]. For any u ∈ P , we have the Frobenius CP (u)-category
CF (u) [5, Proposition 2.16] and we know that the inclusion ιu :CP (u) → P
is (CF (u),F)-functorial [5, 12.1]; since a CF (u)-selfcentralizing subgroup
of CP (u) contains u , it is also an F -selfcentralizing subgroup of P ; co-
herently, we write CFsc (u) instead of CF (u)
sc
and, according to 4.9 above,
we have the O-module homomorphism
Resιu : GK(F , âutFsc ) −→ GK
(
CF (u), âutC
F
sc (u)
)
9.1.1.
9.2 Following Broue´ [2, Appendice], for any finite group G and any
central p-element z of G , we consider the z-twist
ωzG : GK(G)
∼= GK(G) 9.2.1
determined by the z-translation map in the O-valued functions Fct(G,O)
induced by the multiplication by z ; explicitly, if χ is an irreducible ordinary
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character of G , the z-translated function maps x ∈ G on χ(xz) and therefore
it coincides with χ(z)χ(1) ·χ which still belongs to the image of GK(G) ; actu-
ally,this definition can be easily extended to the finite k∗-groupes [4, Propo-
sition 5.15]. Thus, for any u ∈ P and any CFsc (u)-chain q : ∆n → CFsc (u)
we can consider the u-twist
ωuq : GK
(
l̂ocC
F
sc (u)(q)
)
∼= GK
(
l̂ocC
F
sc (u)(q)
)
9.2.2;
then, it is clear that we get a natural automorphism
ωu : gK ◦ l̂ocC
F
sc (u)
∼= gK ◦ l̂ocC
F
sc (u) 9.2.3
and therefore an O-module automorphism
Ωu : GK
(
CF (u), âutC
F
sc (u)
)
∼= GK
(
CF (u), âutC
F
sc (u)
)
9.2.4.
Finally, we can define the u-general decomposition map
∂u
(F ,âut
F
sc )
: GK(F , âutFsc ) −→ Gk
(
CF (u), âutC
F
sc (u)
)
9.2.5
as the composition ∂
(CF (u),âutC
F
sc (u))
◦ Ωu ◦ Resιu (cf. 3.4.2).
Theorem 9.3 The family of general decomposition maps {∂u
(F ,âut
F
sc )
}u∈P
determines a K-module isomorphism
KGK(F , âutFsc ) ∼=
⊕
u∈P
KGk
(
CF(u), âutC
F
sc (u)
)
9.3.1.
Proof: According to decomposition 5.12.3, to Proposition 6.5 and to iso-
morphism 6.10.3, setting h′ = hp
′
for any h ∈ N− {0} , we have an injective
O-module homomorphism
GK(F , âutFsc ) −→
∏
h∈N−{0}
∏
Qρ′
FctUh′
(
(sh′ × xh)(Q
ρ′),K
)
9.3.2
where Qρ
′
runs over a set of representatives for the set of h
′
(F˜
sc
)-isomorphism
classes of h
′
(F˜
sc
)-objects; thus, in order to prove the injectivity of the map
determined by the family of general decomposition maps , it suffices to prove
that, for any X ∈ GK(F , âutFsc ) in the kernel of this map, any h ∈ N− {0}
and any h
′
(F˜
sc
)-object Qρ
′
, for the chosen lifting ρ̂′(Uh′) to F(Q) of ρ
′(Uh′)
(cf. 6.9) the corresponding projection
χX,h,Qρ′ : (̟h′, ˆ˜F(Q))
−1(ρ′)× M˜on(Uhp , Q
̂ρ′(Uh′ )) −→ K 9.3.3
is the zero function, namely that χX,h,Qρ′ vanish over (̟h′, ˆ˜F(Q))
−1(ρ′)×{ρ˜′′}
for any injective group homomorphism ρ′′ :Uhp → Q
̂ρ′(Uh′ ) .
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Setting u = ρ′′(ξhp) , we may assume that u belongs to P and then
we are actually assuming that ∂u
(F ,âut
F
sc )
(X) = 0 ; consider the subgroup
CQ(u) which is clearly selfcentralizing in Q and, for a suitable n ∈ N and
any i ∈ ∆n−1 , set Rn = CQ(u) and Ri = NQ(Ri+1) in such a way that
R0 = Q ; it is clear that the lifting σ ∈ ρ̂′(Uh′) of ρ
′(ξh′) stabilizes the family
{Ri}i∈∆n and then it follows from Lemma 9.4 below that there are a family
{Qi}i∈∆n of F -selfcentralizing subgroups of P such that Q0 = Q , a family
of F -morphisms θi :Qi → P , where i runs over ∆n−1 , such that θi(Qi)
normalizes Qi+1 , and a family of p
′-elements
σi ∈ F
(
θi(Qi)·Qi+1
)
9.3.4,
where i runs over ∆n−1 , stabilizing θi(Qi) and Qi+1 , in such a way that
the action of σi over Qi defined via θi coincides with σ if i = 0 or with the
action of σi−1 otherwise, and that, setting Ti,0 = Ri for any i ∈ ∆n and then
Ti,j+1 = θj(Ti,j) for any j < i , we have Qi = Ti,i·CQi(Ti,i) for any i ∈ ∆n .
In particular, for any i ∈ ∆n−1 , respectively denoting by
F˜
(
θi(Qi)·Qi+1
)
θi(Qi)
and F˜
(
θi(Qi)·Qi+1
)
Qi+1
9.3.5,
the stabilizers of θi(Qi) and Qi+1 in F˜
(
θi(Qi)·Qi+1
)
, we already know that
the restriction via θi and the ordinary restriction respectively induce group
homomorphisms
αi : F˜
(
θi(Qi)·Qi+1
)
θi(Qi)
−→ F˜(Qi)
βi : F˜
(
θi(Qi)·Qi+1
)
Qi+1
−→ F˜(Qi+1)
9.3.6
such that their kernels are p-groups [5, Corollary 4.7]; hence, arguing by
induction, the order of σ coincides with the order of σi for any i ∈ ∆n−1 ,
and therefore we have an injective group homomorphism
ρ′i : Uh′ −→ F˜
(
θi(Qi)·Qi+1
)
9.3.7
mapping ξh′ on σ˜i , so that we get
αi ◦ ρ
′
i =
{
βi−1 ◦ ρ
′
i−1 if i 6= 0
ρ′ if i = 0
9.3.8.
That is to say, setting η′0 = ρ
′ and η′i+1 = βi ◦ ρ
′
i for any i ∈ ∆n−1 , and
considering the h
′
(F˜
sc
)-objects (Qi)
η′i and
(
θi(Qi)·Qi+1
)ρ′i , the homomor-
phism θi and the inclusion map Qi+1 → θi(Qi)·Qi+1 respectively determine
h′(F˜
sc
)-morphisms
(Qi)
η′i −→
(
θi(Qi)·Qi+1
)ρ′i ←− (Qi+1)η′i+1 9.3.9
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and therefore, for any i ∈ ∆n−1 , we get the Uh′-set bijections (cf. 6.8.2)
(̟
h′, ˆ˜F(Qi)
)−1(η′i)
≀‖
(̟
h′, ˆ˜F(θi(Qi)·Qi+1)
)−1(ρ′i)
≀‖
(̟
h′, ˆ˜F(Qi+1)
)−1(η′i+1)
9.3.10.
Analogously, we set u0 = u and inductively define ui+1 = θi(ui) for any
i ∈ ∆n−1 , which determines injective group homomorphisms
η′′i : Uhp −→ (Qi)
̂η′
i
(Uh′ )
ρ′′i : Uhp −→
(
θi(Qi)·Qi+1
)̂ρ′
i
(Uh′ )
9.3.11
for the corresponding chosen liftings η̂′i(Uh′) and ρ̂
′
i(Uh′) (cf. 6.9).
More precisely, the functor sh′ × xh maps the
h′(F˜
sc
)-morphisms 9.3.9
above on Uh′-set maps (cf. 6.8 and 6.9)
(̟
h′, ˆ˜F(Qi)
)−1(η′i)× M˜on
(
Uhp , (Qi)
̂η′
i
(Uh′ )
)
↓
(̟
h′, ˆ˜F(θi(Qi)·Qi+1)
)−1(ρ′i)× M˜on
(
Uhp ,
(
θi(Qi)·Qi+1
)̂ρ′
i
(Uh′ )
)
↑
(̟
h′, ˆ˜F(Qi+1)
)−1(η′i+1)× M˜on
(
Uhp , (Qi+1)
̂η′
i+1
(Uh′ )
)
9.3.12
which send the K-valued function χ
X,h,(θi(Qi)·Qi+1)
ρ′
i
to the K-valued func-
tions χ
X,h,(Qi)
η′
i
and χ
X,h,(Qi+1)
η′
i+1
, and the functor KFctUh′ actually deter-
mines the K-module isomorphisms
FctUh′
(
(̟
h′, ˆ˜F(Qi)
)−1(η′i)× {η˜
′′
i },K
)
≀‖
FctUh′
(
(̟
h′, ˆ˜F(θi(Qi)·Qi+1)
)−1(ρ′i)× {ρ˜
′′
i },K
)
≀‖
FctUh′
(
(̟
h′, ˆ˜F(Qi+1)
)−1(η′i+1)× {η˜
′′
i+1},K
)
9.3.13.
In conclusion, χX,h,Qρ′ vanish over (̟h′, ˆ˜F(Q))
−1(ρ′) × {ρ˜′′} if and only if
χ
X,h,(Qn)
η′n
vanish over (̟
h′, ˆ˜F(Qn)
)−1(η′n)× {η˜
′′
n} .
Finally, since Tn,0 = CQ(u) and Qn = Tn,n·CQn(Tn,n) , the element
un belongs to Z(Qn) ; but, since 〈u〉 is fully centralized in F , there is an
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F -morphism θn :CP (un)→ P fulfilling θn(un) = u [5, Proposition 2.7]; then,
it is easily checked that Qn+1 = θn(Qn) is a CF (u)-selfcentralizing subgroup
of CP (u) and therefore, denoting by
η′n+1 =
θnη′n : Uh′ −→ CF˜
(
θn(Qn)
)
9.3.14
the corresponding action of Uh′ on the group Qn+1 , we have the CF˜sc (u)-ob-
ject (Qn+1)
η′n+1 and, denoting by suh′ and x
u
h the functors defined in 6.8 and 6.9
for the Frobenius CP (u)-category CF(u) , the corresponding projection map
GK
(
CF(u), âutC
F
sc (u)
)
−→ KFctUh′
(
(suh′ × x
u
h)
(
(Qn+1)
η′n+1
))
9.3.15,
sends Resιu(X) to following the Uh′-set map χh = χResιu (X),h,(Qn+1)
η′
n+1
(̟h′,(C ˆ˜
F
(u))(Qn+1))
−1(η′n+1)× M˜on
(
Uhp , (Qn+1)
η′n+1(Uh′ )
) χ
h−→ K 9.3.16 .
Moreover, the element u = θn(un) determines an injective group homo-
morphism
η′′n+1 : Uhp −→ (Qn+1)
η′n+1(Uh′ ) 9.3.17
and the condition ∂u
(F ,âut
F
sc )
(X) = 0 clearly implies that the K-valued func-
tion χ
h
vanish over the Uh′-set
(̟h′,(C ˆ˜
F
(u))(Qn+1))
−1(η′n+1)× {η
′′
n+1} 9.3.18.
But, from the inclusion functor CF (u) → F and from the isomorphism
Qn+1 ∼= Qn determined by θn , we get an injective k
∗-group homomorphism
(
C ˆ˜F (u)
)
(Qn+1) −→
ˆ˜F(Qn) 9.3.19
inducing a Uh′-set bijection [5, Proposition 14.18]
(̟h′,(C ˆ˜
F
(u))(Qn+1))
−1(η′n+1)
∼= (̟
h′, ˆ˜F(Qn)
)−1(η′n) 9.3.20
and it is clear that the above isomorphism sends η′′n+1 to η
′′
n . At last, it is
easily checked that the corresponding Uh′-set bijection
(̟h′,(C ˆ˜
F
(u))(Qn+1))
−1(η′n+1)× {η
′′
n+1}
∼= (̟
h′, ˆ˜F(Qn)
)−1(η′n)× {η
′′
n} 9.3.21
sends the restriction of χ
X,h,(Qn)
η′n
to the restriction of χ
h
, so that χX,h,Qρ′
vanish over (̟
h′, ˆ˜F(Q)
)−1(ρ′)× {ρ˜′′} , proving the injectivity in 9.3.1.
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At this point, it suffices to prove that both members of isomorphism
9.3.1 have the same dimension, namely that the following equality holds
rankO
(
GK(F , âutFsc )
)
=
∑
u∈P
rankO
(
Gk
(
CF (u), âutC
F
sc (u)
))
9.3.22;
we already know that we have (cf. Corollary 8.4)
rankO
(
GK(F , âutFsc )
)
=
∑
(q,∆n)
(−1)n rankO
(
GK
(
Lˆ(q)
))
9.3.23
where (q,∆n) runs over a set of representatives for the set of F -isomorphism
classes of ch∗r (F
sc
)- objects [5, A5.3] which are fully normalized in F [5, 2.18].
But, denoting by Pq a set of representatives for the set of NF(q)-isomorphism
classes of elements of NP (q) in such a way that, for any u ∈ Pq , the subgroup
〈u〉 is fully centralized in NF(q) , and identifying NP (q) with its structural
image in Lˆ(q) , it easily follows from [5, Proposition 19.5] thatNF(q) coincides
with the Frobenius category associated with Lˆ(q) [5, 1.8] and then, it is well-
known that we have (cf. isomorphism 1.6.1)
rankO
(
GK
(
Lˆ(q)
))
=
∑
u∈Pq
rankO
(
Gk
(
CLˆ(q)(u)
))
9.3.24.
On the other hand, for any u ∈ P , we also have [5, Corollary 14.32]
rankO
(
Gk
(
CF (u), âutC
F
sc (u)
))
=
∑
(qu,∆n)
(−1)n rankO
(
Gk
((
CFˆ (u)
)
(qu)
))
9.3.25
where (qu,∆n) runs over a set of representatives for the set of CF (u)-isomor-
phism classes of ch∗r
(
CFsc (u)
)
-objects [5, A5.3] which are fully normalized
in CF (u) [5, 2.18] and
(
CFˆ (u)
)
(qu) is the converse image of
(
CF (u)
)
(qu)
in Fˆ(qu) .
Consequently, the left-hand member in 9.3.22 is equal to∑
(q,∆n)
∑
u∈Pq
(−1)n rankO
(
Gk
(
CLˆ(q)(u)
))
9.3.26
where (q,∆n) runs over a set of representatives for the set of F -isomorphism
classes of ch∗r (F
sc
)-objects which are fully normalized in F [5, 2.18], whereas
the right-hand member is equal to∑
u∈P
∑
(qu,∆n)
(−1)n rankO
(
Gk
((
CFˆ (u)
)
(qu)
))
9.3.27
where, for any u ∈ P , (qu,∆n) runs over a set of representatives for the set of
CF (u)-isomorphism classes of ch
∗
r
(
CFsc (u)
)
-objects which are fully normal-
ized in CF (u) [5, 2.18]. But, it is clear that the element u belongs to Z
(
qu(n)
)
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and then it is easily checked that
(
CFˆ (u)
)
(qu) coincides with the stabilizer
of u in Fˆ(qu) , so that we have
Gk
((
CFˆ (u)
)
(qu)
)
= Gk
(
CLˆ(qu)(u)
)
9.3.28 .
Moreover, if (q,∆n) is a ch
∗
r (F
sc
)-object fully normalized in F such that all
the group homomorphisms q(j • i) are inclusion maps then, for any element
u of Z
(
q(n)
)
such that 〈u〉 is fully centralized in F , it is quite clear that
(q,∆n) remains a ch
∗
r
(
CFsc (u)
)
-object which is fully normalized in CF (u) .
Hence, the sum 9.3.27 above coincides with∑
(q,∆n)
∑
u∈Zq
(−1)n rankO
(
Gk
(
CLˆ(q)(u)
))
9.3.29
where (q,∆n) runs over a set of representatives for the set of ch
∗
r (F
sc
)-isomor-
phism classes of ch∗r (F
sc
)-objects which are fully normalized in F and, for
such a ch∗r (F
sc
)-object (q,∆n) , Zq is a set of representatives for the set of
orbits of F(q) in Z
(
q(n)
)
. Finally, we may assume that Pq contains Zq and
then equality 9.3.22 above is equivalent to the following one
0 =
∑
(q,∆n)
∑
u∈Pq−Zq
(−1)n rankO
(
Gk
(
CLˆ(q)(u)
))
9.3.30
where (q,∆n) runs over a set of representatives for the set of ch
∗
r (F
sc
)-isomor-
phism classes of ch∗r (F
sc
)-objects which are fully normalized in F .
Since any ch∗r (F
sc
)-object is ch∗r (F
sc
)-isomorphic to one which is fully
normalized in F , actually we are considering a set of representatives C for
the set of isomorphism classes of pairs formed by a ch∗r (F
sc
)-object (q,∆n)
such that all the group homomorphisms q(j • i) are inclusions , and an ele-
ment u ∈ P which normalizes but does not centralize q . Thus, it suffices to
exhibit an involutive permutation t of C such that, setting
t
(
(q,∆n), u
)
=
(
(q′,∆n′), u
′
)
9.3.31
and assuming that (q,∆n) and (q
′,∆′n) are both fully normalized in F , we
have
Gk
(
CLˆ(q′)(u
′)
)
∼= Gk
(
CLˆ(q)(u)
)
and n′ 6≡ n (mod 2) 9.3.32.
First of all, we consider the set C′ of pairs
(
(q,∆n), u
)
∈ C such that u does
not belong to q(0) ; in this case, let i be the last element of ∆n such that u
does not belong to q(i) . If i = n or q(i)·〈u〉 6= q(i+1) then we set n′ = n+1
and consider the functor q′ : ∆n′ → F
sc
mapping any 0 ≤ ℓ ≤ i on q(ℓ) ,
i+ 1 on q(i)·〈u〉 , any i+ 2 ≤ ℓ ≤ n′ on q(ℓ− 1) , and all the ∆n′ -morphisms
on the corresponding inclusions.
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In this case, up to replacing the ch∗r (F
sc
)-object (q′,∆n′) by a ch
∗
r (F
sc
)-
isomorphic one fully normalized in F , we get the ch∗r (F
sc
)-morphism
(ν, δni+1) : (q
′,∆n′) −→ (q,∆n) 9.3.33
for a suitable natural isomorphism ν : q′ ◦ δni+1
∼= q , and thus we still get the
k∗-iL˜oc-morphism
l̂ocFsc (ν, δ
n
i+1) : Lˆ(q
′) −→ Lˆ(q) 9.3.34.
Moreover, since we have [5, 14.8]
(
autF˜sc (ν, δ
n
i+1)
)(
F˜(q′)
)
= F˜(q)q′(i+1) 9.3.35
where F˜(q)q′(i+1) denotes the set of σ˜ ∈ F˜(q) fulfilling
ι˜
q′(i+1)
q(0) ◦ σ˜0 ∈ F˜
(
q′(i+ 1)
)
◦ ι˜
q′(i+1)
q(0) 9.3.36,
which clearly contains the image of the stabilizer F(q)u of u in F(q) , a
suitable representative of the exomorphism l̂ocFsc (ν, δ
n
i+1) induces a k
∗-group
isomorphism
CLˆ(q′)(u
′) ∼= CLˆ(q)(u) 9.3.37
where we are setting u′ = (ν0)
−1(u) .
If i+1 ≤ n and q(i)·〈u〉 = q(i+1) , we set n′ = n−1 and consider a chain
q′ : ∆n′ → F
sc
mapping any 0 ≤ ℓ ≤ i on q(ℓ) , any i+1 ≤ ℓ ≤ n′ on q(ℓ+1)
and, as before, all the ∆n′ -morphisms on the corresponding inclusions. In this
case, up to replacing the ch∗r (F
sc
)-object (q′,∆n′) by a ch
∗
r (F
sc
)-isomorphic
one fully normalized in F , we get the ch∗r (F
sc
)-morphism
(ν′, δn
′
i+1) : (q,∆n) −→ (q
′,∆n′) 9.3.38
for a suitable natural isomorphism ν′ : q ◦ δn
′
i+1
∼= q′ , and thus we still get the
k∗-iL˜oc-morphism
l̂ocFsc (ν
′, δn
′
i+1) : Lˆ(q) −→ Lˆ(q
′) 9.3.39.
Moreover, since we have [5, 14.8]
(
autF˜sc (ν
′, δn
′
i+1)
)(
F˜(q)
)
= F˜(q′)q(i+1) 9.3.40
where as above F˜(q′)q(i+1) denotes the set of σ˜ ∈ F˜(q
′) fulfilling
ι˜
q(i+1)
q(0) ◦ σ˜0 ∈ F˜
(
q(i+ 1)
)
◦ ι˜
q(i+1)
q(0) 9.3.41,
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which clearly contains the image of the stabilizer F(q′)u of u in F(q
′) , a
suitable representative of the k∗-iL˜oc-morphism l̂ocFsc (ν
′, δn
′
i+1) induces a
k∗-group isomorphism
CLˆ(q)(u)
∼= CLˆ(q′)(u
′) 9.3.42
where we are setting u′ = ν′0(u) . Finally, since in both cases q
′(0) = q(0) ,
we may assume that the pair
(
(q′,∆n′), u
)
still belongs to C′ and, defining
t
(
(q,∆n), u
)
=
(
(q′,∆n′), u
)
, mutatis mutandis it is easily checked that
t
(
(q′,∆n′), u
)
=
(
(q,∆n), u
)
9.3.43.
From now on, we consider the set C′′ of pairs
(
(q,∆n), u
)
∈ C such that
u belongs to q(0) ; note that the product
R′ = Cq(0)(u)·
[
q(n), Cq(0)(u)
]
9.3.44
is a normal subgroup of q(n) and therefore it follows from [5, Proposition 2.7]
that, up to replacing the pair
(
(q,∆n), u
)
by its image throughout a suitable
F -morphism ϕ : q(n) → P , we may assume that R′ is fully normalized and
fully centralized in F ; then, Q′ = R′·CP (R
′) is F -selfcentralizing [5, 4.10].
Since we may assume that Q′ 6= {1} , setting q(−1) = {1} , let i be the last
element in ∆n ∪ {−1} such that Q
′ 6⊂ q(i) , so that we have q(i) 6= Q′·q(i) .
If i = n or Q′·q(i) 6= q(i + 1) then we set n′ = n + 1 and consider the
F
sc
-chain q′ : ∆n′ → F
sc
mapping any 0 ≤ ℓ ≤ i on q(ℓ) , i + 1 on Q′·q(i) ,
any i+2 ≤ ℓ ≤ n′ on q(ℓ−1) and all the ∆n′-morphisms on the corresponding
inclusions.
As above, up to replacing the ch∗r (F
sc
)-object (q′,∆n′) by a ch
∗
r (F
sc
)-iso-
morphic one fully normalized in F , we get the ch∗r (F
sc
)-morphism
(ν, δni+1) : (q
′,∆n′) −→ (q,∆n) 9.3.45
for a suitable natural isomorphism ν : q′ ◦ δni+1
∼= q , and thus we still get the
k∗-iL˜oc-morphism
l̂ocFsc (ν, δ
n
i+1) : Lˆ(q
′) −→ Lˆ(q) 9.3.46.
Moreover, as above we have [5, 14.8](
autFsc (ν, δ
n
i+1)
)(
F(q′)
)
= F(q)Q′·q(i) 9.3.47
where F(q)Q′·q(i) denotes the set of σ ∈ F(q) fulfilling
ι˜
Q′·q(i)
q(0) ◦ σ˜0 ∈ F˜
(
Q′·q(i)
)
◦ ι˜
Q′·q(i)
q(0) 9.3.48;
actually, we may assume that FP (q) contains a Sylow p-subgroup of F(q)u
and then, denoting by CF(q)u(R
′) the kernel of the action of F(q)u on R
′ ,
FQ′(q) is a Sylow p-subgroup of the product FQ′(q)·CF(q)u(R
′) ; thus, by the
Frattini argument we get
F(q)u ⊂ CF(q)u(R
′)·F(q)Q′·q(i) 9.3.49.
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On the other hand, since we have Cq(0)(R
′) ⊂ R′ , a p′-subgroup of F(q)u
which acts trivially on R′ is necessarily trivial [3, Ch. 5, Theorem 3.4], so
that CF(q)u(R
′) is a p-group. Consequently, setting u′ = (ν0)
−1(u) , the
k∗-iL˜oc-morphism l̂ocFsc (ν, δ
n
i+1) induces a group isomorphism
Gk
(
CLˆ(q′)(u
′)
)
∼= Gk
(
CLˆ(q)(u)
)
9.3.50.
Finally, if i + 1 ≤ n and Q′·q(i) = q(i + 1) , we set n′ = n − 1 and
consider the F
sc
-chain q′ : ∆n′ → F
sc
mapping any 0 ≤ ℓ ≤ i on q(ℓ) , any
i + 1 ≤ ℓ ≤ n′ on q(ℓ + 1) and, as before, all the ∆n′ -morphisms on the
corresponding inclusions. Once again, up to replacing the ch∗r (F
sc
)-object
(q′,∆n′) by a ch
∗
r (F
sc
)-isomorphic one fully normalized in F , we get the
ch∗r (F
sc
)-morphism
(ν′, δn
′
i+1) : (q,∆n) −→ (q
′,∆n′) 9.3.51
for a suitable natural isomorphism ν′ : q ◦ δn
′
i+1
∼= q′ , and thus we still get the
k∗-iL˜oc-morphism
l̂ocFsc (ν
′, δn
′
i+1) : Lˆ(q) −→ Lˆ(q
′) 9.3.52;
as above, we have [5, 14.8](
autFsc (ν
′, δn
′
i+1)
)(
F(q)
)
= F(q′)Q′·q(i) 9.3.53
where F(q′)Q′·q(i) denotes the set of σ ∈ F(q
′) fulfilling
ι˜
Q′·q(i)
q(0) ◦ (ν0)
−1 ◦ σ˜0 ∈ F˜
(
Q′·q(i)
)
◦ ι˜
Q′·q(i)
q(0) ◦ (ν0)
−1 9.3.54.
Moreover, setting u′ = ν0(u) , we may assume that FP (q
′) contains a
Sylow p-subgroup of F(q′)u′ and then, denoting by CF(q′)u′ (R
′) the kernel
of the action of F(q′)u′ on R
′ via the group isomorphism ν′n′ : q(n)
∼= q′(n′) ,
Fν′
n′
(Q′)(q
′) is a Sylow p-subgroup of the product Fν′
n′
(Q′)(q
′)·CF(q′)u′ (R
′) ;
once again, by the Frattini argument we get
F(q′)u′ ⊂ CF(q′)u′ (R
′)·F(q′)Q′·q(i) 9.3.55.
On the other hand, since we have Cq(0)(R
′) ⊂ R′ , a p′-subgroup of F(q′)u′
which acts trivially on R′ is necessarily trivial [3, Ch. 5, Theorem 3.4], so that
CF(q′)u′ (R
′) is a p-group. Consequently, the k∗-iL˜oc-morphism l̂ocFsc (ν, δ
n
i+1)
induces a group isomorphism
Gk
(
CLˆ(q′)(u
′)
)
∼= Gk
(
CLˆ(q)(u)
)
9.3.56.
Since u belongs to R′ , in both cases u belongs to q′(0) and we may
assume that the pair
(
(q′,∆n′), u
)
still belongs to C′′ ; in this situation, we
define t
(
(q,∆n), u
)
=
(
(q′,∆n′), u
)
and claim that
t
(
(q′,∆n′), u
)
=
(
(q,∆n), u
)
9.3.57.
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Indeed, set t
(
(q′,∆n′), u
)
=
(
(q′′,∆n′′), u
)
; if q′(n′) = q(n) then mutatis
mutandis we consider
R′′ = Cq′(0)(u)·
[
q′(n′), Cq′(0)(u)
]
9.3.58;
since Cq(0)(u) ⊂ R
′ ⊂ Q′ , we also have Cq′(0)(u) = Cq(0)(u) and therefore
we get
R′′ = R′ and Q′′ = R′′·CP (R
′′) = Q′ 9.3.59;
moreover, once again setting q′(−1) = {1} , i is also the last element in
∆n′ ∪ {−1} such that Q
′ is not contained in q′(i) = q(i) ; in this situation,
the product Q′·q′(i) is different from q′(n′) = q(n) and equality 9.3.57 is
easily checked.
If q′(n′) 6= q(n) then we have either q′(n′) = Q′·q(n) or
q(n) = Q′·q(n− 1) and q′(n′) = q(n− 1) 9.3.60;
note that in both cases we have q′(0) = q(0) ; in the first case, we have
q′(n′) = CP (R
′)·q(n) and, since R′ contains Cq(0)(u) = Cq′(0)(u) , we get
[q′(n), Cq′(0)(u)] = [q(n), Cq(0)(u)] 9.3.61;
consequently, equalities 9.3.59 still hold and therefore equality 9.3.57 is easily
checked; in the second case, since [q(n), Cq(0)(u)] is contained in the Frattini
subgroup of q(n) , we similarly obtain
q(n) = CP (R
′)·Cq(0)(u)·q(n− 1) = CP (R
′)·q′(n′) 9.3.62;
once again, we get
[q(n), Cq(0)(u)] = [q
′(n), Cq′(0)(u)] 9.3.63,
equalities 9.3.59 still hold and equality 9.3.57 is easily checked. We are done.
Lemma 9.4 Let Q be an F-selfcentralizing subgroup of P and {Ri}i∈∆n
a family of selfcentralizing subgroups of Q such that R0 = Q and Ri+1 ⊳ Ri
for any i ∈ ∆n−1 . Then, for any p
′-element σ in F(Q) stabilizing this family,
there are a family {Qi}i∈∆n of F-selfcentralizing subgroups of P such that
Q0 = Q , a family of F-morphisms θi :Qi → P where i runs over ∆n−1 , such
that θi(Qi) normalizes Qi+1 , and a family of p
′-elements
σi ∈ F
(
θi(Qi)·Qi+1
)
9.4.1
where i runs over ∆n−1 , stabilizing θi(Qi) and Qi+1 , in such a way that
the action of σi over Qi defined via θi coincides with σ if i = 0 or with the
action of σi−1 otherwise, and that, setting Ti,0 = Ri for any i ∈ ∆n and then
Ti,j+1 = θj(Ti,j) for any j < i , we have Qi = Ti,i·CQi(Ti,i) for any i ∈ ∆n .
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Proof: We argue by induction on n and may assume that n 6= 0 ; thus, we
assume the existence of a family {Qi}i∈∆n−1 of F -selfcentralizing subgroups
of P such that Q0 = Q , a family of F -morphisms θi :Qi → P , where i runs
over ∆n−2 , such that θi(Qi) normalizes Qi+1 , and a family of p
′-elements
σi ∈ F
(
θi(Qi)·Qi+1
)
where i runs over ∆n−2 , stabilizing θi(Qi) and Qi+1 ,
which fulfill the corresponding conditions above; thus, setting Ti,0 = Ri for
any i ∈ ∆n−1 and then Ti,j+1 = θj(Ti,j) for any j < i , the following diagram
summarizes our situation
Q
θ0−→ θ0Q·Q1
σր σ0ր ▽
Q
θ0−→ θ0Q·Q1 Q1
θ1−→ . . .
▽ ր
▽ Q1
θ1−→ . . . . . .
▽ ▽
R1 ∼= T1,1 . . . Qn−2
θn−2
−→ θn−2Qn−2·Qn−1
. . . . . . ▽ ր σn−2ր ▽
Qn−2
θn−2
−→ θn−2Qn−2·Qn−1 Qn−1
▽ ▽ ▽ ▽ ր
Rn−2 ∼= Tn−2,1 ∼= . . . Tn−2,n−2 Qn−1
▽ ▽ ▽ ▽
Rn−1 ∼= Tn−1,1 ∼= . . . Tn−1,n−2 ∼= Tn−1,n−1
9.4.2
where we set θiQi = θi(Qi) and we haveQi = Ti,i·CQi(Ti,i) for any i ∈ ∆n−1 .
Setting Tn,0 = Rn , inductively define Tn,j+1 = θj(Tn,j) for any j < n−1 ,
which makes sense since inductively we get Tn,j ⊂ Tj,j ⊂ Qj ; moreover, since
we have
Qn−1 = Tn−1,n−1·CQn−1(Tn−1,n−1) and Tn,n−1 ⊳ Tn−1,n−1 9.4.3,
the group Qn−1,0 = Qn−1 contains and normalizes
Qn,0 = Tn,n−1·CQn−1,0(Tn,n−1) 9.4.4,
and, in particular, Qn,0 is selfcentralizing in Qn−1,0 ; then, according to
[5, Corollary 2.21], there is an F -morphism θn−1,0 :Qn−1,0 → P such that
θn−1,0(Qn−1,0) and θn−1,0(Qn,0) are both fully centralized in F , and we set
Qn,1 = θn−1,0(Qn,0)·NCP (θn−1,0(Qn,0))
(
θn−1,0(Qn−1,0)
)
Qn−1,1 = θn−1,0(Qn−1,0)·NCP (θn−1,0(Qn,0))
(
θn−1,0(Qn−1,0)
) 9.4.5;
once again, Qn,1 is selfcentralizing in Qn−1,1 .
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On the other hand, we denote by τi,0 the image of σ in F(Ri) and, for
any i ∈ ∆n−1 and any j < i , we inductively denote by τi,j+1 the image of
τi,j in F(Ti,j+1) via θj ; from our conditions, it is easily checked that the
action σ¯n−2 of σn−2 over Qn−1 stabilizes Tn−1,n−1 and induces τn−1,n−1 over
this group, so that it stabilizes Tn,n−1 and then it stabilizes Qn,0 ; thus, the
action of σn−2 over θn−1,0(Qn−1,0) defined via θn−1,0 stabilizes θn−1,0(Qn,0)
and it follows from [5, statement 2.10] that this action can be extended to an
F -morphism Qn−1,1 → P ; but, the image of the group
NCP (θn−1,0(Qn,0))
(
θn−1,0(Qn−1,0)
)
9.4.6
clearly normalizes θn−1,0(Qn−1,0) and centralizes θn−1,0(Qn,0) ; hence, this
F -morphism determines an F -automorphism σn−1,0 of Qn−1,1 which stabi-
lizes θn−1,0(Qn−1,0) andQn,1 , and, since σn−2 is a p
′-element, we may assume
that σn−1,0 is also a p
′-element.
Now, arguing by induction on j ∈ N , assume that we have two families
{Qn−1,j′}j′≤j and {Qn,j′}j′≤j of subgroups of P such that Qn,j′ is a normal
and a selfcentralizing subgroup of Qn−1,j′ , a family of F -morphisms
θn−1,j′ : Qn−1,j′ −→ P 9.4.7
where j′ runs over ∆j−1 , such that
θn−1,j′ (Qn−1,j′) ⊳ Qn−1,j′+1
Qn−1,j′+1 = θn−1,j′ (Qn−1,j′)·CQn−1,j′+1
(
θn,j′(Qn,j′)
)
Qn,j′+1 = θn,j′ (Qn,j′)·CQn,j′+1
(
θn,j′(Qn,j′)
) 9.4.8,
and a family of p′-elements σn−1,j′ ∈ F(Qn−1,j′+1) , where j
′ runs over ∆j−1 ,
stabilizing θn−1,j′ (Qn−1,j′) and Qn,j′ , and, if j
′ 6= 0 , inducing σn−1,j′−1
on Qn−1,j′ via θn−1,j′ ; once again, the following diagram summarizes our
situation
Qn¯
θn¯,0Qn¯,0·Nn,0
θn¯,¯Qn¯,¯·Nn,¯
‖ ‖ ‖
Qn¯,0
θn¯,0
−→ Qn¯,1 −→ . . . Qn¯,j
σ¯n−2ր ▽ σn¯,1ր ▽ σn¯,jր ▽
Qn¯,0
θn¯,0
−→ Qn¯,1 −→ . . . Qn¯,j
Qn,0 −→ Qn,1 −→ . . . Qn,j
▽ ր ▽ ր ▽ ր
Qn,0 −→ Qn,1 −→ . . . Qn,j
‖ ‖ ‖
Tn,n¯·CQn¯(Tn,n¯)
θn¯,0Qn,0·Nn,0
θn¯,¯Qn,¯·Nn,¯
9.4.9
where we are setting n¯ = n− 1 , ¯ = j − 1 and
Nn,j′ = NCP (
θ
n−1,j′−1Qn,j′−1)
(θn−1,0Qn−1,j′−1) 9.4.10.
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As above, by [5, Corollary 2.21], there is an F -morphism
θn−1,j : Qn−1,j −→ P 9.4.11
such that θn−1,j(Qn−1,j) and θn−1,j(Qn,j) are both fully centralized in F ;
then, we set
Qn,j+1 = θn−1,j(Qn,j)·NCP (θn−1,j(Qn,j))
(
θn−1,j(Qn−1,j)
)
Qn−1,j+1 = θn−1,j(Qn−1,j)·NCP (θn−1,j(Qn,j))
(
θn−1,j(Qn−1,j)
) 9.4.12
and it is clear that Qn,j+1 is again a normal and a selfcentralizing subgroup
ofQn−1,j+1 ; similarly, if j 6= 0 , the action of σn−1,j−1 over θn−1,j(Qn−1,j) de-
fined via θn−1,j stabilizes θn−1,j(Qn,j) and, again from [5, statement 2.10.1],
this action can be extended to an F -mor-phism Qn−1,j+1 → P ; but, the
image of the group
NCP (θn−1,j(Qn,j))
(
θn−1,j(Qn−1,j)
)
9.4.13
clearly normalizes θn−1,j(Qn−1,j) and centralizes θn−1,j(Qn,j) ; hence, this
F -morphism determines an F -automorphism σn−1,j of Qn−1,j+1 which sta-
bilizes θn−1,j(Qn−1,j) and Qn,j+1 , and, since σn−1,j−1 is a p
′-element, we
may assume that σn−1,j is also a p
′-element.
Finally, if we have Qn,j+1 = θn−1,j(Qn,j) then we still have
Qn−1,j+1 = θn−1,j(Qn−1,j)
= Nθn−1,j(Qn−1,j)·CP (θn−1,j(Qn,j))
(
θn−1,j(Qn−1,j)
) 9.4.14
and therefore θn−1,j(Qn−1,j) contains CP
(
θn−1,j(Qn,j)
)
; but, since Qn,j is
selfcentralizing in Qn−1,j , θn−1,j(Qn,j) is selfcentralizing in θn−1,j(Qn−1,j)
and thus θn−1,j(Qn,j) contains CP
(
θn−1,j(Qn,j)
)
, so that Qn,j+1 is F -self-
centralizing; in this situation, it suffices to consider Qn = Qn,j+1 , to define
θn−1 : Qn−1 −→ P 9.4.15
mapping u = un−1,0 ∈ Qn−1 on un−1,j+1 where we inductively set
un−1,j′+1 = θn−1,0(un−1,j′) 9.4.16
for any j′ ∈ ∆j , and to denote by σn the restriction of σn−1,j+1 to the
product θn−1(Qn−1)·Qn .
Indeed, since θn−1(Qn−1) is contained in Qn−1,j+1 , this group normal-
izes Qn ; moreover, arguing by induction on j
′ ∈ ∆j , it is easily checked
that σn−1,j+1 stabilizes θn−1(Qn−1) and that the action over Qn−1 defined
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via θn−1 coincides with the action of σn−1 ; similarly, it is clear that for any
j′ ∈ ∆j we have
Qn,j′+1 = θn−1,j′(Qn,j′)·CQn,j′+1
(
θn−1,j′(Qn,j′)
)
9.4.17
and by induction we get Qn = θn−1(Qn,0)·CQn
(
θn−1(Qn,0
)
; thus, setting
Tn,n = θn−1(Tn,n−1) , it follows from equality 9.4.4 that
Qn = Tn,n·CQn(Tn,n) 9.4.18.
We are done.
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