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We study the following mean value of the shifted convolution
problem:
∑
f∼F
∑
n∼N
∣∣∣∣∑
l∼L
t(n+ l)t(n+ l + f )
∣∣∣∣
2
,
over the Hecke eigenvalues of a ﬁxed non-holomorphic cusp
form with quantities N  1, 1  L  N1−ε and 1  F  N2/5.
We attain a result also for a weighted case. Furthermore, we
point out that the proof yields analogous upper bounds for the
shifted convolution problem over the Fourier coeﬃcients of a ﬁxed
holomorphic cusp form in mean.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The additive divisor problem and its analogs for the Fourier coeﬃcients of cusp forms, together
called the shifted convolution problem, have been under thorough study since the early 20th century.
A brief survey of the history is given in our previous paper [24], leaning heavily on works by Blomer
and Harcos [1] and Motohashi [21].
In [24] we studied this problem in a mean value sense, the motivation arising from Jutila’s pa-
per [11], where he examined the shifted convolution problem over the Fourier coeﬃcients of a holo-
morphic cusp form of weight k for the full modular group. He required an estimate for the mean value
∑
0 fF
∣∣∣∣ ∑
1nN
a(n)a(n + f )
∣∣∣∣
2
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for a triple sum:
∑
0 fF
∑
1nN
∣∣∣∣ ∑
1lL
a(n + l)a(n + f + l)
∣∣∣∣
2
 (N + F )kNkL (1)
for all N, F  1 and 1 L  N . Instantaneously the proof gives also an upper bound for the analogous
sum over the Hecke eigenvalues of a non-holomorphic cusp form in mean, as stated in Lemma 6
of [12]: For N, F  1 and 1 L  N
∑
0 fF
∑
1nN
∣∣∣∣ ∑
1lL
t(n+ l)t(n+ f + l)
∣∣∣∣
2
 (N + F )1+εNL. (2)
The novelty of the estimation of the triple sum lies in its sensitiveness for the length of the innermost
sum over l. A similar result, sensitive for the size of the shift, is needed in the doctoral thesis of the
author ([23, Lemma 3.4]). Also, an analogous result in a more general setting appears on p. 81 in
the paper [2] by Blomer, Harcos and Michel, leading to the same bounds (1), (2). In the three papers
[2,11,12] the motivation underlying the study of the mean values, including either double or triple
sums, has been to obtain information about the upper bounds of the original shifted convolution
sums, while on the other hand the author needed her estimate in [23] to estimate a certain spectral
sum over inner products involving a holomorphic cusp form and Maass forms.
However, applying the methods of the earlier proofs seemed problematic when it came to extend-
ing the results to the analogous case of the additive divisor problem. In our paper [24] we were able
to prove the following result: Let N  1, 1 L  N and 1 F  N1−ε . Then
∑
f∼F
∑
n∼N
∣∣∣∣∣
∑
l∼L
d(n + l)d(n + l + f ) − 6
π2
(2L+n)/ f∫
(L+n)/ f
m(x; f )dx
∣∣∣∣∣
2
 N2+ε + N1+εLF . (3)
Here m(x; f ) is as in (1.12) in [21], and the notation m ∼ M stands for M < m  2M . The proof
was based on a spectral decomposition of the shifted convolution sum over the divisor function (see
[21, Theorem 3]). Following the analogous argument for the case of a holomorphic cusp form we also
immediately attained
∑
f∼F
∑
n∼N
∣∣∣∣∑
l∼L
a(n + l)a(n + l + f )
∣∣∣∣
2
 N2k+ε + N2k−1+εLF (4)
for N  1, 1  L  N and 1  F  N1−ε . In the case of a non-holomorphic cusp form we faced the
problem of lacking a proper analogy for the spectral decomposition of the shifted convolution sum in
question, crucial for our proof. In this case a spectral decomposition exists, but there appears also an
arithmetic correction term, which leads to additional problems. Therefore we just stated the following
conjecture:
Conjecture 1.1. Let N  1, 1 L  N and 1 F  N1−ε . Then
∑
f∼F
∑
n∼N
∣∣∣∣∑
l∼L
t(n+ l)t(n+ l + f )
∣∣∣∣
2
 N2+ε + N1+εLF .
In this paper we attack this conjecture through Jutila’s version of the classical circle method, aim-
ing at a uniﬁed bound for all three cases of triple sums.
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The following notation will be adopted: Vinogradov’s relation f (z)  g(z) is another notation for
f (z) =O(g(z)). Let ε stand generally for a small positive number, not necessarily the same at each
occurrence.
Jutila’s version of the circle method was originally introduced in [11], based on a well-distribution
property for rational numbers examined in [9]. It was further generalized in [14–16], the last two
standing out as our primary guides in the course of our proof. As in [15] we interpret our sum inside
the square as a Fourier coeﬃcient of a suitable continuous function ψ of period 1;
b f =
1∫
0
ψ(x)e(− f x)dx, e(α) = exp(2π iα), (5)
that we estimate through an approximation constructed as follows. Let Q > 0 be a large parameter
and w(q) stand for a function such that 0 w(q) 1 for all natural numbers q. Moreover let w(q) = 0
for q /∈ [Q ,2Q ] and choose w so that
Λ =
∞∑
q=1
w(q)φ(q)  Q 2
with φ standing for Euler’s totient function. Let  ∈ (0,1/3) be another parameter, and let 0 
ν(x)  1 stand for a piecewise monotonic continuous function supported in the interval [−,−/2],
satisfying
1
2
∞∫
−∞
ν(x)dx = 1.
Note that the asymmetric choice of the support will be convenient later. We denote 2Λ by λ. Then
we deﬁne an approximation for the characteristic function χ(x) of the interval [0,1];
χ∗(x) = 1
λ
∞∑
q=1
w(q)
q∑
a=1
(a,q)=1
ν∗
(
a
q
− x
)
,
where ν∗(x) is the extension of the function ν(x) to a periodic function with period 1. Now
χ∗(x) = 1+ 1
λ
∞∑
d=1
d
∑
m =0
adme(−dmx)
∞∑
r=1
w(dr)μ(r), (6)
where the Fourier coeﬃcients of ν∗ are denoted by aβ and μ(r) stands for the Möbius function. If
the function ν(x) is chosen suﬃciently smooth, we have
aβ 
(
β A+1A + −1)−1 (7)
for any large constant A > 0. Now an approximation to b f is
b∗f =
1∫
χ∗(x)ψ(x)e(− f x)dx, (8)0
E. Suvitie / Journal of Number Theory 132 (2012) 2046–2064 2049whence we get
b∗f =
1
λ
∞∑
q=1
w(q)
q∑
a=1
(a,q)=1
∞∫
−∞
ν
(
a
q
− x
)
ψ(x)e(− f x)dx. (9)
From Theorem 1 in [14] we have the estimate
V =
1∫
0
(
χ∗(x) − χ(x))2 dx λ−1 log3(−1); (10)
note that our conditions on ν(x) above suﬃce, although differing from those in [14].
In [15] Jutila utilized the bound (Theorem 1, [15])
F∑
f=0
β f b f  ‖ψ‖∞Q −A + max|ξ |Q 1+ε
∣∣∣∣∣
F∑
f=0
β f b
∗
ξ+ f
∣∣∣∣∣
for the study of the shifted convolution problem over the Fourier coeﬃcients of a non-holomorphic
cusp form. Here A, ε > 0 are any ﬁxed constants, 0 F  Q c for some constant c > 0,  
 Q −1 and
the β f are arbitrary complex numbers such that |β f | 1. In our case, however, the presence of the
double sum and the square produces new problems and we need again a reﬁned estimate for the
difference b f − b∗f , presented in Lemma 2.1 below.
We follow an unpublished preprint by Jutila [16], where the following deduction is made: We
write (6) as
χ∗(x) = 1− E(x),
where
E(x) =
∑
ξ =0
cξ e(−ξx)
with
cξ = −aξ
λ
∑
d|ξ
d
∞∑
r=1
w(dr)μ(r)  λ−1Q |aξ |d(ξ). (11)
We note that for any non-negative integer k and 0 x 1
χ(x) = 1= χ∗(x)(1+ E(x) + · · · + Ek(x))+ Ek+1(x). (12)
Now if we choose  = Q −1+δ2 for a small constant δ2 > 0 (unlike in [15]), then by (7), (11) and
straightforward estimates
E(x) = 1−χ∗(x)  Q −ε. (13)
2050 E. Suvitie / Journal of Number Theory 132 (2012) 2046–2064Therefore, by (5) and (12), when we choose k large enough,
b f = b∗f +
∞∑
ξ=−∞
dξb
∗
f+ξ +O
(‖ψ‖∞Q −A),
where
dξ =
∑
ξ1,ξ2 =0
ξ1+ξ2=ξ
cξ1cξ2 + · · · +
∑
ξ1,...,ξk =0
ξ1+···+ξk=ξ
cξ1 · · · cξk +
{
0, ξ = 0,
cξ , ξ = 0.
On the other hand, the ξ th Fourier coeﬃcient of Ek(x), k 2, is by (13)
1∫
0
Ek(x)e(−ξx)dx 
1∫
0
∣∣E2(x)∣∣dx = V ,
and hence by (10) and (11) always dξ  Q −1d(ξ). For large values of ξ even more can be achieved,
and we may truncate the ξ -sum above by using (7), (8) and the upper bound (11) for cξ , attaining
Lemma 2.1 (Jutila). For all f ∈ Z
b f = b∗f +
∑
|ξ |Q
dξb
∗
f+ξ +O
(‖ψ‖∞Q −A),
with dξ  Q −1d(ξ).
In our study we shall ﬁrst consider a weighted sum: We always let N  1, L  N1−ε . Furthermore
let L−1+ε  δ  1/4 and 0Wn(x) 1 be a real-valued smooth weight function supported on some
interval [BL +n,CL +n], where B,C are independent of the variable n, 1 B  C  2 and C − B  δ.
We suppose W (ν)n (x) ν (δL)−ν for each ν  0 and x ∈ R. Moreover let 0  W 0n (x)  1 be a real-
valued smooth weight function supported on some interval [B ′L + n,C ′L + n], where also B ′,C ′ are
independent of the variable n, 1/2  B ′  C ′  1, C ′ − B ′  δ, and (W 0n )(ν)(x) ν (δL)−ν for each
ν  0 and x ∈R. We choose Q = δLN−δ1 for some ﬁxed small δ1 > 0, and assume at ﬁrst that L  Nε
so that always Q  Nε . Moreover, let  = Q −1+δ1/2, that is, we specify δ2 = δ1/2 above. Finally, let
ψn(x) stand for the periodic function S(W 0n , x)S(Wn,−x) with
S(W , x) =
∞∑
m=1
W (m)t(m)e(mx).
Now ψn(x) depends on the variable n, so we indicate this dependence also in its f th Fourier coeﬃ-
cient
b f (n) =
∞∑
m=1
t(m)t(m+ f )Wn(m)W 0n (m + f ).
Now we proceed to present our results; the proofs are given in Section 4. First, for the estimation
of the weighted sum we have
E. Suvitie / Journal of Number Theory 132 (2012) 2046–2064 2051Lemma 2.2. Let 1 F  δL. Then
∑
| f |∼F
∑
n∼N
∣∣b∗f (n)∣∣2  N3+ε(δL)−2 + N2+ε + N1+εδLF .
In case f = 0 we get
Lemma 2.3.
∑
n∼N
∣∣b∗0(n)∣∣2  N1+ε(δL)2.
Combining the above lemmas, we get the following auxiliary result:
Lemma 2.4.We have
∑
n∼N
∣∣b f (n)∣∣2  ∑
n∼N
∣∣b∗f (n)∣∣2 + N3+ε(δL)−3 + N2+ε(δL)−1 + N1+εδL
uniformly for 1 f  δL.
Finally we have an upper bound for the weighted sum:
Theorem 2.5. Let N  1, 1  L  N1−ε and 1  F  δL, L−1+ε  δ  1/4. Let 0  Wn(x)  1 be a real-
valued smooth weight function supported on some interval [BL + n,CL + n], where B and C are independent
of n, 1 B  C  2 and C − B  δ. Suppose that W (ν)n (x) ν (δL)−ν for each ν  0 and x ∈R. Then
∑
f∼F
∑
n∼N
∣∣∣∣∑
l∼L
t(n+ l)t(n+ l + f )Wn(n + l)
∣∣∣∣
2
 N3+ε(δL)−2 + N2+ε + N1+εδLF .
For the non-weighted sum we immediately conclude
Theorem 2.6. Let N  1, 1 L  N1−ε and 1 F  N2/5 . Then
∑
f∼F
∑
n∼N
∣∣∣∣∑
l∼L
t(n+ l)t(n + l + f )
∣∣∣∣
2
 N2+ε F 1/2 + N1+εLF .
Thus in case L  N1−ε , F  min(N2/5, L2) and N2  L4F our result is better than what (2) or the
trivial estimate N1+εL2F yield.
We reach Conjecture 1.1 and equivalently the bound (4) from [24] by new methods (see Theo-
rem 2.8 below), with some additional restrictions on the parameters:
Corollary 2.7.When L  N1−ε , Conjecture 1.1 holds if 1  F  N2/5 and N2  L2F , or if F 
 1.
The result is not as strong as in [24], which is a consequence of some abrupt estimates necessary
in the course of our proof.
An analogous argument gives the following result for the case of a holomorphic cusp form:
2052 E. Suvitie / Journal of Number Theory 132 (2012) 2046–2064Theorem 2.8. Let N  1, 1 L  N1−ε and 1 F  δL, L−1+ε  δ  1/4. Let the weight function Wn be as
in Theorem 2.5. Then
∑
f∼F
∑
n∼N
∣∣∣∣∑
l∼L
a(n+ l)a(n + l + f )Wn(n + l)
∣∣∣∣
2
 N2k+1+ε(δL)−2 + N2k+ε + N2k−1+εδLF .
If N  1, 1 L  N1−ε and 1 F  N2/5 , then
∑
f∼F
∑
n∼N
∣∣∣∣∑
l∼L
a(n + l)a(n+ l + f )
∣∣∣∣
2
 N2k+ε F 1/2 + N2k−1+εLF .
Remark 2.9. In case F  δL we may repeat essentially the same deduction as above, but we run into
troubles with the oscillating factor eixa(m/p,n) (see (24) below). For example, if m1 < m2, using the
same notation as in the proof of Lemma 2.2, and having P 
 F Q δ1 , the term a(m/p,n) may be small
although its derivative with respect to p is large. It appears that these diﬃculties may be overcome
by multiplying the exponential factor by some suitable power of F/δL, and we might still be able to
attain an upper bound better than what (2) yields in certain extremal cases, at least when F  N1−ε .
However, as applying the method in this way is not very elegant or eﬃcient, we omit the case F  δL
altogether in this paper, leaving the search for a smoother way of treating it for further study.
Remark 2.10. In proving our results above we shall use the earlier estimates (1) and (2). However, an
iterative deduction where our new upper bound would be fed back to the proof would not work, as
the estimates (1) and (2) are needed especially in the case F = N , which is outside our range for F .
Also it seems probable that in this case the old bounds are the best that we can hope to achieve.
Remark 2.11. This time our proof cannot be easily extended to the case of the divisor function d(n),
because of the problematic main term appearing in (3), so the quest for a uniﬁed method for attacking
all three analogous cases still remains.
3. Needed notation and auxiliary lemmas
3.1. Cusp forms
We recall the notation and some results on the cusp forms appearing in our paper. For proofs and
general reference the reader is referred to Motohashi’s monograph [22].
We conﬁne ourselves to cusp forms for the full modular group Γ = SL2(Z) operating through
Möbius transformations on the upper half-plane H. A holomorphic cusp form F (z) : H → C of weight
k ∈ Z with respect to Γ can be represented by its Fourier series
F (z) =
∞∑
n=1
a(n)e(nz).
We may assume that k is even and k 12, otherwise F (z) is trivial. Let{
ψ j,k
∣∣ 1 j  ϑ(k)}
be an orthonormal basis of the unitary space of holomorphic cusp forms of weight k, and write
ψ j,k(z) =
∞∑
ρ j,k(n)n
k−1
2 e(nz).n=1
E. Suvitie / Journal of Number Theory 132 (2012) 2046–2064 2053We may suppose that the basis vectors are eigenfunctions of the Hecke operators Tk(n) for all positive
integers n. Thus, in particular, Tk(n)ψ j,k = t j,k(n)ψ j,k for certain real numbers t j,k(n), which we call
Hecke eigenvalues. Comparing the Fourier coeﬃcients on both sides, one may verify that ρ j,k(n) =
ρ j,k(1)t j,k(n) for all n 1, 1 j  ϑ(k). We put
ak = 22−2kπ−k−1(k − 1)!,
whence by Eq. (2.2.10) in [22]
ak
ϑ(k)∑
j=1
∣∣ρ j,k(m)∣∣2  km1/2+ε (14)
for any integers k,m 1. Furthermore we recall the bound
∣∣t j,k(n)∣∣ d(n)  nε (15)
by Deligne [3].
A non-holomorphic cusp form u(z) = u(x + iy) : H → C is a non-constant real-analytic Γ -invariant
function in the upper half-plane, square-integrable with respect to the hyperbolic measure dμ(z) =
dxdy
y2
over a fundamental domain of Γ . Also u(z) is an eigenfunction of the non-euclidean Laplacian
 = −y2( ∂2
∂x2
+ ∂2
∂ y2
), and the corresponding eigenvalue can be written as 1/4 + κ2 with κ > 0. The
Fourier series expansion for u(z) is then of the form
u(z) = y1/2
∑
n =0
ρ(n)Kiκ
(
2π |n|y)e(nx)
with Kν a Bessel function of imaginary argument. We may suppose that our cusp forms are eigen-
functions of the Hecke operators T (n) for all positive integers n and that u(x+ iy) is even or odd as a
function of x. Thus T (n)u = t(n)u for certain real numbers t(n), which are again called Hecke eigenval-
ues, and u(−z) = ±u(z). Comparing the Fourier coeﬃcients on both sides, one may verify that for all
n 1, ρ(n) = ρ(1)t(n) and ρ(−n) = ερ(n), with ε = ±1 the parity sign of the cusp form in question.
The Maass (wave) forms u j constitute an orthonormal set of non-holomorphic cusp forms arranged so
that the corresponding parameters κ j determined by the eigenvalues 1/4 + κ2j lie in an increasing
order. We write ρ j(n) and t j(n) for the corresponding Fourier coeﬃcients and Hecke eigenvalues. Let
α j =
∣∣ρ j(1)∣∣2/ cosh(πκ j).
As counterparts for (15) we have the following two estimates for all ε > 0 and N  1: First the
classical one due to Iwaniec [6, Lemma 1];
∑
nN
t2(n)  κεN.
Further it is known that ∑
nN
t4(n)  κεN1+ε (16)
by [4, Lemma 2.1].
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In this section we shall gather some auxiliary results.
For the Riemann zeta function ζ it is known that
1
ζ(1+ it)  log |t|,
as |t| 1. For a proof, see e.g. [25, p. 132].
We have an important tool arising from spectral theory:
Lemma 3.1 (The spectral large sieve). For K  1, 1 K , M  1 and any complex numbers am we have
∑
Kκ jK+
α j
∣∣∣∣ ∑
mM
amt j(m)
∣∣∣∣
2
 (K + M)(KM)ε
∑
mM
|am|2.
For a proof, see Theorem 1.1 in [13] or Theorem 3.3 in [22]. The continuous analogue is the fol-
lowing:
Lemma 3.2. For K real,  0, M  1 and any complex numbers am we have
K+∫
K
∣∣∣∣ ∑
mM
amσ2ir(m)m
−ir
∣∣∣∣
2
dr  (2 + M)Mε ∑
mM
|am|2
uniformly in K , as σ2ir(m) =∑d|m d2ir .
A proof can be found in [23, Lemma 1.12].
Next we introduce a Voronoı˘ type summation formula:
Lemma 3.3. Let W be a smooth function with compact support in (0,∞), and a, q integers such that q > 0
and (a,q) = 1. Then
∞∑
m=1
t(m)e
(
ma
q
)
W (m) = π i
q sinh(πκ)
∞∑
m=1
t(m)e
(
−ma
q
)
×
∞∫
0
(
J2iκ
(
4π
√
mx
q
)
− J−2iκ
(
4π
√
mx
q
))
W (x)dx+ 4ε cosh(πκ)
q
×
∞∑
m=1
t(m)e
(
ma
q
) ∞∫
0
K2iκ
(
4π
√
mx
q
)
W (x)dx,
where aa ≡ 1 (mod q), ε is the parity sign of the non-holomorphic cusp form in question and κ is the related
spectral parameter. Jν and Kν are the Bessel functions of the ﬁrst kind and of imaginary argument, respectively.
For a proof, see [19, Theorem 2].
E. Suvitie / Journal of Number Theory 132 (2012) 2046–2064 2055Another crucial lemma is the following identity due to Kuznetsov involving the Kloosterman sums
S(m,n;q) =
q∑
a=1
(a,q)=1
e
(
ma+ na
q
)
:
Lemma 3.4. Let ψ(x) be a smooth function with compact support in (0,∞) and m,n be positive integers.
Then
∞∑
q=1
q−1S(m,n;q)ψ
(
4π
√
mn
q
)
=
∞∑
j=1
α jt j(m)t j(n)ψˆ(κ j) + 1
π
∞∫
−∞
σ2ir(m)σ2ir(n)
(mn)ir |ζ(1+ 2ir)|2 ψˆ(r)dr
+
∞∑
k=1
ak
ϑ(k)∑
j=1
ρ j,k(m)ρ j,k(n)ψˆ
(
(1− k)i/2), (17)
where
ψˆ(r) = π i
2 sinh(πr)
∞∫
0
(
J2ir(x) − J−2ir(x)
)
ψ(x)x−1 dx.
For a proof, see [22, Theorem 2.3]. Note that the conditions for ψ can be relaxed. However, the
formulation of Lemma 3.4 suﬃces for our purposes.
In case m and n are of the opposite sign in the previous lemma, we have the following variation:
Lemma 3.5. Let ψ(x) be a smooth function with compact support in (0,∞) and m,n be positive integers.
Then
∞∑
q=1
q−1S(m,−n;q)ψ
(
4π
√
mn
q
)
=
∞∑
j=1
α jε jt j(m)t j(n)ψˆ
−(κ j)
+ 1
π
∞∫
−∞
σ2ir(m)σ2ir(n)
(mn)ir |ζ(1+ 2ir)|2 ψˆ
−(r)dr,
where
ψˆ−(r) = 2cosh(πr)
∞∫
0
K2ir(x)ψ(x)x
−1 dx,
and ε j is the parity sign of the jth Maass form.
A proof can be found in [22, Theorem 2.5].
The following lemma gives an estimate for triple sums of Kloosterman sums (see [5, Theorem 4]):
Lemma 3.6. Let M,N, Q  1 and g(m,n,q) ∈ C2 be a weight function with the properties
supp g ⊆ [M,2M] × [N,2N] × [Q ,2Q ]
2056 E. Suvitie / Journal of Number Theory 132 (2012) 2046–2064and, for 0 ν1, ν2, ν3  2, ∣∣∣∣ ∂ν1+ν2+ν3∂mν1∂nν2∂qν3 g(m,n,q)
∣∣∣∣ M−ν1N−ν2 Q −ν3 .
Then for am,bn ∈C we have
∑
m∼M
∑
n∼N
∑
q∼Q
ambng(m,n,q)S(m,±n;q)
 Q 1+ε(MN)1/2
( ∑
m∼M
|am|2
)1/2(∑
n∼N
|bn|2
)1/2
.
Next we recall a basic inequality in the proof of the classical large sieve:
Lemma 3.7 (Sobolev). Let a  u  a +  for some a ∈ R,  ∈ R+ , and let the function f be continuously
differentiable on this interval. Then
∣∣ f (u)∣∣2  −1
a+∫
a
∣∣ f (x)∣∣2 dx+ 2
( a+∫
a
∣∣ f (x)∣∣2 dx
)1/2( a+∫
a
∣∣ f ′(x)∣∣2 dx
)1/2
 −1
a+∫
a
(∣∣ f (x)∣∣2 + 2∣∣ f ′(x)∣∣2)dx (18)
uniformly.
For a proof, see Montgomery [20, Lemma 1.1] applied to f 2.
Finally we have by [7, pp. 169–170],
Lemma 3.8 (Duality Principle). Let Λ,Θ  1. For any complex numbers b(λ) and φ(λ, θ), 1  λ  Λ, 1 
θ Θ ,
Θ∑
θ=1
∣∣∣∣∣
Λ∑
λ=1
b(λ)φ(λ, θ)
∣∣∣∣∣
2
 sup
c(θ)
Λ∑
λ=1
∣∣∣∣∣
Θ∑
θ=1
c(θ)φ(λ, θ)
∣∣∣∣∣
2 Λ∑
λ=1
∣∣b(λ)∣∣2,
where the supremum over c(θ) is taken over all complex numbers such that
∑Θ
θ=1 |c(θ)|2 = 1.
Note that the inequality in Lemma 3.8 holds also when the λ-sum above is replaced by an integral,
if b(λ) and φ(λ, θ) are continuous as functions of λ. Also different combinations of several sums and
integrals give analogous results.
4. Proofs of our results
4.1. Proof of Lemma 2.2
We shall follow closely the ideas of Jutila’s paper [15], built on another article by Jutila [12].
However, we shall write down the details in order to make this paper as independent as possible and
to be reader-friendly when explaining the needed modiﬁcations.
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weight function, where 0  wK (x)  1 for all x ∈ R, supp w ⊆ [BK ,CK ] for suitable constants B,C ,
wK (x) = 1 when x 
 K and w(ν)K (x) ν K−ν for each ν  0.
Now by (9), with the substitution η = x− a/q,
∑
| f |∼F
∑
n∼N
∣∣b∗f (n)∣∣2 = ∑
| f |∼F
∑
n∼N
∣∣∣∣∣1λ
∞∑
q=1
w(q)
q∑
a=1
(a,q)=1
∞∫
−∞
ν(−η)
∞∑
m1=1
W 0n (m1)t(m1)e
(
m1
(
a
q
+ η
))
×
∞∑
m2=1
Wn(m2)t(m2)e
(
−m2
(
a
q
+ η
))
e
(
− f
(
a
q
+ η
))
dη
∣∣∣∣∣
2
. (19)
Let us ﬁrst treat the case f > 0, the case of the opposite sign being analogous.
We shall rewrite the exponential sums S1 = S(W 0n ,a/q + η) and S2 = S(Wn,−a/q − η) by
Lemma 3.3, ending up with integrals of the form
I j =
∞∫
0
B±2iκ
(
4π
√
mj(z j L + n)
q
)
W j(z j L + n)e
(
(−1) j−1(z j L + n)η
)
L dz j, (20)
where Bν stands for either a J- or a K-Bessel function, j = 1,2 and W j equals W 0n , when j = 1, and
Wn , when j = 2.
For the J-Bessel function we use the asymptotic expansion
J2iκ (x) ∼
(
2
πx
)1/2
cos
(
x− iκπ − π
4
)
(21)
in case x  Nε; see [18, Eq. (5.11.6)]. Note that here and later we use the notation ∼ also for this
purpose, the meaning being clear from the context. Notice that it suﬃces to study only the leading
term of the expansion, for the others are similar, and the contribution of the rest after suﬃciently
many terms is negligible. (See also Convention 2 in [17].)
In case x < Nε we apply the formula
Jν(x) = (x/2)
ν
Γ (1/2)Γ (ν + 1/2)
π∫
0
cos(x cos θ)(sin θ)2ν dθ (22)
from [18, Eq. (5.10.4)]. Lastly, for the K-Bessel function we always use
Kν(x) =
∞∫
0
e−x coshu cosh(νu)du (23)
from [18, Eq. (5.10.23)].
By integrating repeatedly by parts we ﬁrst notice that the contribution of the integral involving
the K-Bessel function (23) is negligibly small. In the terms involving the J-Bessel function we divide
the new mj-sums ( j = 1,2) into two parts mj < Q 2N−1+δ1 and mj  Q 2N−1+δ1 , and use (22) or (21)
from above accordingly. By repeated partial integration we notice that now mj can be truncated to be

 NQ δ1 , as essentially was the case in Jutila’s paper [15] also. Note that we have used the asymmetric
choice of our ν-function here.
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∞∫
−∞
ν(−η)e(η(z1L − z2L − f ))dη,
where z1 and z2 are the variables of integration from (20). By integrating by parts we notice that we
may assume z1 − z2  δ. Hence it is enough to prove that the upper bound of Lemma 2.2 holds for
N−1 sup
z1,z2
1,
z1−z2δ
∑
f∼F
∑
n∼N
∣∣∣∣∣
∞∑
q=1
q−1w(q)
∑
m1
NQ δ1
∑
m2
NQ δ1
t(m1)t(m2)
× (m1m2)−1/4wNQ δ1 (m1)wNQ δ1 (m2)S( f ,m1 −m2;q)
× exp
(
4π i
q
(√
m1(z1L + n) −
√
m2(z2L + n)
))∣∣∣∣∣
2
.
Next we separate the cases m1 >m2, m1 <m2 and m1 =m2. In the last case we write the emerging
Ramanujan sum with its arithmetic formula [25, Eq. (1.5.2)]
S( f ,0;q) = cq( f ) =
∑
d|(q, f )
dμ
(
q
d
)
,
whence
∞∑
q=1
w(q)q−1cq( f )exp
(
4π i
q
(√
m(z1L + n) −
√
m(z2L + n)
))
=
∑
d| f
∞∑
r=1
w(rd)r−1μ(r)exp
(
4π i
rd
(√
m(z1L + n) −
√
m(z2L + n)
))
.
Hence by trivial estimates the contribution of this case to our sum is  N1+ε F .
We then assume m1 > m2, and comment the opposite case at the end of the proof. We make a
change of variables m1 =m2 + p, p > 0, and use the notation m2 =m for simplicity. Furthermore we
decompose the range of p into intervals p 
 P with 1  P  NQ δ1 , the number of these intervals
being  Nε , and equip the subsums with suitable weight functions wP (p). As in Jutila’s paper [12]
we write
4π i
q
(√
(m+ p)(z1L + n) −
√
m(z2L + n)
)= ixa(m
p
,n
)
, (24)
where
x = 4π
√
pf
q


√
P F
Q
= X
and
a(y,n) = z1L + n+ yL(z1 − z2)√
f (
√
(y + 1)(z L + n) + √y(z L + n)) .1 2
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leave it implicit for the simplicity of the notation.
Following further the ideas of [15] we next introduce a new variable u and write the m-sum as
∞∑
m=−∞
G(m) = 1
U
∑
u
U
∞∑
m=−∞
G(m+ u).
In case P  Q N2δ1 , we choose U 
 N1−2δ1 , whence by Taylor’s approximation
wNQ δ1 (m + u)wNQ δ1 (m + p + u)
(
(m + u)(m+ p + u))−1/4eixa((m+u)/p,n)
∼ wNQ δ1 (m)wNQ δ1 (m+ p)
(
m(m + p))−1/4eixa(m/p,n).
We add a suitable weight function wF ( f ) and use Lemma 3.8, where now our m- and f -sums corre-
spond to the λ and θ -sums, respectively. We end up to estimate
N−1+εU−2Q −2 sup
c( f )
sup
z1,z2
1,
z1−z2δ
∑
n∼N
∑
m
NQ δ1
∣∣∣∣∑
f∼F
c( f )
∑
q
Q
∑
p
P
∑
u
U
t(m+ u)
× t(m+ p + u)H( f , p,q)S( f , p;q)
∣∣∣∣
2
,
where the supremum over c( f ) is taken over all complex numbers depending on f such that∑
f∼F |c( f )|2 = 1. Moreover H is a suitable weight function such that for any 0 ν1, ν2, ν3  2
∣∣∣∣ ∂ν1+ν2+ν3∂ f ν1∂pν2∂qν3 H( f , p,q)
∣∣∣∣ F−ν1 P−ν2 Q −ν3 .
Then by Lemma 3.6 and the earlier estimate (2) we end up with the bound N1+εδLF .
We may therefore assume P  Q N2δ1 . Choosing now
U 
 N
1−εQ
P
we notice again by Taylor’s approximation that
wNQ δ1 (m + u)wNQ δ1 (m + p + u)
(
(m + u)(m+ p + u))−1/4eixa((m+u)/p,n)
∼ wNQ δ1 (m)wNQ δ1 (m+ p)
(
m(m + p))−1/4eixa(m/p,n).
Furthermore we insert a new weight function wX (4π
√
pf /q) to our sum, chosen to equal 1 whenever
w(q)wP (p) = 0 and f ∼ F . Now we may write w(q) = w(4π
√
pf /x) by its Mellin inversion
1
2π
∞∫
q−c−it w∗(c + it)dt,−∞
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w∗(c + it) =
∞∫
0
θ c−1+it w(θ)dθ,
and we may choose c = 0. By integrating w∗(c + it) repeatedly by parts we notice that we may
truncate |t|  Nε . We move the t-integral and w∗(it) out of the square, whence essentially we have
replaced w(q) by wX (4π
√
pf /q). This formulation proves to be convenient in the sequel.
Finally we are ready to utilize Kuznetsov’s trace formula, Lemma 3.4. We shall ﬁrst treat the ﬁrst
term on the right hand side of (17) commenting the other two in the end brieﬂy. We write
J2ir(x) − J−2ir(x)
sinh(πr)
= 4
π i
∞∫
0
cos(x cosh ξ) cos(2rξ)dξ, r = 0, x> 0
(see [18, p. 139]), and make a change of variables eξ = ω, whence
ψˆ(r,m/p) =
∞∫
0
∞∫
0
cos
(
x
2
(
ω + ω−1)) cos(2r lnω)wX (x)xit(4π√pf )−iteixa(m/p,n)x−1ω−1 dxdω.
(25)
By repeated integration by parts we notice that we may assume κ j 
 P/Q 1+δ1/2 and ω 
√
P/(
√
F Q δ1/2) with a negligibly small error.
Next we prepare ourselves to use the duality principle again. As in [15], we need to separate the
variable y =m/p from ψˆ(κ j, y). We therefore write the double sum over m and p as follows:
∑
m
NQ δ1
∑
p
P
=
V∑
v=0
∑
m
NQ δ1 , p
P ,
m
p ∈I v
,
where
I v =
[
BNQ δ1
P
+ v, BNQ
δ1
P
+ (v + 1)
)
,
B > 0 is a suitable constant,  = N1−εQ /P2 and V  NQ δ1/(P). The last interval IV may be
incomplete. We write yv = BNQ δ1/P + v and express ψˆ again as a Taylor polynomial around yv
on each interval I v , getting an asymptotic expression ψˆ(κ j, y) ∼ ψˆ(κ j, yv), when y ∈ I v . Now we use
Lemma 3.8, where the double sum over v and κ j corresponds to the λ-sum, and the double sum over
f and n corresponds to the θ -sum. Hence it is enough to prove the bound of Lemma 2.2 for
N−1U−2 sup
c( f ,n)
sup
z1,z2
1,
z1−z2δ
sup
|t|Nε
V∑
v=0
∑
κ j
P Q −1−δ1/2
α j
∣∣∣∣∣
∑
f∼F
∑
n∼N
c( f ,n)t j( f )ψˆ(κ j, yv)
∣∣∣∣∣
2
×
V∑
v=0
∑
κ j
P Q −1−δ1/2
α j
∣∣∣∣ ∑
m
NQ δ1 , p
P ,
m
p ∈I v
∑
u
U
t(m+ u)t(m+ u + p)
× t j(p)wP (p)p−it/2wNQ δ1 (m)wNQ δ1 (m + p)
(
m(m + p))−1/4∣∣∣∣
2
,
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f∼F
∑
n∼N |c( f ,n)|2 = 1.
We next apply the spectral large sieve to the latter κ j-sum, take the m-sum out of the square by
Cauchy’s inequality and use again (2). With the ﬁrst κ j-sum we face the problem of ψˆ(κ j, yv) de-
pending on κ j , which we overcome by use of Sobolev’s Lemma 3.7 using Jutila’s paper [10, p. 454], as
a model: The range κ j 
 P/Q 1+δ1/2 is split up into segments of length 1, whence ψˆ(κ j, yv) remains
essentially stationary as κ j runs over a segment. In this way, the second term on the right hand side
of (18) will be comparable to the ﬁrst. Hence we divide the κ j-sum into subsums of length 1, and
apply Lemma 3.7 to each subsum. Next we apply the spectral large sieve to each subsum over κ j , and
ﬁnally add the results together. This leads us to the bound
Nε P Q −1
((
P
Q
)2
+ P
)(
P
Q
+ F
)
sup
0vV
sup
c( f ,n),t,
z1,z2
∫ ∑
f
(∣∣∣∣∑
n
c( f ,n)ψˆ(r, yv)
∣∣∣∣
2
+
∣∣∣∣∑
n
c( f ,n)
∂
∂r
ψˆ(r, yv)
∣∣∣∣
2)
wP/Q 1+δ1/2(r)dr.
We proceed to utilize the averaging over n. By repeated integration by parts over x in (25) we
notice that we may assume ω − 2a(yv ,n)  N2δ1 X−1, otherwise the x-integral is negligibly small.
Lastly, we open the squares, whence the ω-integral from (25) produces two integrals, say, over vari-
ables ω1 and ω2. By integrating repeatedly by parts with respect to r we notice that we may further
truncate ω1 − ω2  N2δ1 X−1. Therefore also a(yv ,n1) − a(yv ,n2)  N2δ1 X−1, whence by the mean
value theorem n1 − n2  N1+3δ1 Q /P .
Hence we ﬁnally end up with the upper bound
Nε
((
P
Q
)2
+ P
)(
P
Q
+ F
)
sup
c( f ,n)
∑
f∼F
∑
n∼N
∣∣c( f ,n)∣∣2 ∑
|n−n′|N1+εQ P−1
1,
and conclude with the desired result.
Now the treatment of the second term in Lemma 3.4 is completely analogous, as we have
Lemma 3.2 to mimic the spectral large sieve.
The third term produces only a negligible contribution, as can be seen directly for example by the
equation
π i
2 sinh((1− k)π i2 )
(
Jk−1(x) − J−(k−1)(x)
)
= (−1)1+k/2
π∫
0
sin(x sin θ) sin
(
(1− k)θ)dθ, x> 0, k ≡ 0 (mod 2)
(see [18, Eq. (5.10.8)]), and by the repeated partial integration, using (14).
In case m1 <m2 we use the notation m1 =m2+ p, whence again p > 0. The deduction is analogous
to that above, except that instead of Lemma 3.4 we use Lemma 3.5 with
cosh(πr)K2ir(x) =
∞∫
0
cos(x sinh ξ) cos(2rξ)dξ, x> 0,
from [26, Eq. (13), p. 183].
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By (8) and Cauchy’s inequality
∑
n∼N
∣∣b∗0(n)∣∣2 ∑
n
1∫
0
∣∣χ∗(x)∣∣2∣∣S(W 0n , x)∣∣2 dx
1∫
0
∣∣S(Wn,−x)∣∣2 dx.
Now we use the fact that χ∗(x)  1, open the rest of the squares, integrate and end our proof with
the help of (16).
4.3. Proof of Lemma 2.4
We shall follow precisely the steps of the proof of Theorem 2 in [15]. Hence, by [15, Eq. (1.7)] (as
a direct consequence of (6))
∑
n∼N
∣∣b f (n)∣∣2  ∑
n∼N
∣∣b∗f (n)∣∣2 + ∑
n∼N
∣∣∣∣∣1λ
∞∑
d=1
d
∑
m =0
admb f+dm(n)
∞∑
r=1
w(dr)μ(r)
∣∣∣∣∣
2
.
By (7) the summation over d and m such that |dm| > δL yields only negligibly small contribution.
Therefore
∑
n∼N
∣∣∣∣∣1λ
∞∑
d=1
d
∑
m =0
admb f+dm(n)
∞∑
r=1
w(dr)μ(r)
∣∣∣∣∣
2
 Q −2Nε
∑
n∼N
∣∣∣∣ ∑
1|ξ |δL
∣∣b f+ξ (n)∣∣
∣∣∣∣
2
 (δL)−1Nε
∑
n∼N
∑
−δL fδL
∣∣b f (n)∣∣2.
Now by Lemma 2.1 and Cauchy’s inequality
∑
−δL fδL
∑
n∼N
∣∣b f (n)∣∣2  N−A + Q ε max|ξ |Q
∑
−δL fδL
∑
n∼N
∣∣b∗f+ξ (n)∣∣2
 N−A + Q ε
∑
−δL fδL
∑
n∼N
∣∣b∗f (n)∣∣2,
which is by Lemmas 2.2 and 2.3
 N3+ε(δL)−2 + N2+ε + N1+ε(δL)2.
Therefore ﬁnally
∑
n∼N
∣∣b f (n)∣∣2  ∑
n∼N
∣∣b∗f (n)∣∣2 + N3+ε(δL)−3 + N2+ε(δL)−1 + N1+εδL.
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Let us insert another weight function W 0n (n + l + f ) to the l-sum, where we let 0  W 0n (x)  1
stand for a real-valued smooth weight function supported on the interval [(B − δ)L + n, (C +
(D + 1)δ)L + n], with D a suitable large constant, W 0n (x) = 1 on [BL + n, (C + Dδ)L + n] and
(W 0n )
(ν)(x) ν (δL)−ν for each ν  0 and x ∈ R. Note that now W 0n (n + l + f ) = 1 whenever
Wn(n + l) = 0.
Then the theorem is a direct consequence of Lemmas 2.2 and 2.4. Note that we may add the
interval 1 L  Nε by trivial estimations.
4.5. Proof of Theorem 2.6
First we notice that if N2  F L4, then the trivial estimates are enough. Hence we may assume
that N2  F L4.
Let L−1+ε  U1  1/4 be a quantity to be ﬁxed later, and suppose that F  U1L. We insert a set
of 
 log(1/U1) real-valued smooth weight functions gδ( lL ) to the l-sum so that their sum produces
an approximation of the characteristic function of the interval [1,2] with an error of size  U1 and
their supports widen step by step by factors 2 when we move away from the end points 1 and 2.
To be precise, let the ﬁrst weight function gU1 (x) to be supported on the interval [1,1 + 4U1], and
gU1 (x) = 1 when x ∈ [1+U1,1+ 2U1]. Then g2U1 (x) is supported on the interval [1+ 2U1,1+ 10U1],
and g2U1 (x) = 1 when x ∈ [1+4U1,1+6U1] and so on, and the slopes of the weight functions cancel
out each other. Hence for U1  δ  1/4 the function gδ(x) is a compactly supported function on some
interval [B,C] of length 
 δ contained in [1,2]. Moreover, gδ(x) = 1 on an interval of length 
 δ and
g(ν)δ (x) ν δ−ν for each ν  0 and x ∈R.
Therefore by (16)
∑
f∼F
∑
n∼N
∣∣∣∣∑
l∼L
t(n+ l)t(n+ l + f )
∣∣∣∣
2
 Lε sup
U1δ 14
∑
f∼F
∑
n∼N
∣∣∣∣∑
l∼L
t(n+ l)t(n+ l + f )gδ
(
l
L
)∣∣∣∣
2
+ N1+ε FU21L2.
Denoting gδ(x) by Wn(xL + n) we conclude the desired result by Theorem 2.5, choosing
U1 
 N
1/2
F 1/4L
.
Note that L−1+ε  U1  1/4 is satisﬁed by our assumption N2  F L4. Furthermore, the condition
F  U1L yields the requirement F  N2/5.
4.6. Proof of Theorem 2.8
The deduction is analogous to that above. The Voronoı˘ type formula can be found in [8, Theo-
rem 1.7], and instead of (2) we now use (1).
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