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Abstract
In this paper a local approximation method on the sphere is presented.
As interpolation scheme we consider a partition of unity method, such
as the modified spherical Shepard’s method, which uses zonal basis func-
tions (ZBFs) plus spherical harmonics as local approximants. Moreover,
a spherical zone algorithm is efficiently implemented, which works well
also when the amount of data is very large, since it is based on an opti-
mized searching procedure. Numerical results show good accuracy of the
method, also on real geomagnetic data.
Keywords: Spherical harmonics, Zonal functions, Local methods, Partition of
unity, Geomagnetic data
1. Introduction
Over the last decades approximation of functions on the sphere has attracted
the interest of many researchers. In particular, the use of zonal basis func-
tions (ZBFs) and spherical harmonics appears in a wide field of applications
in numerical mathematics and computer science. Applications can be found in
approximation of scattered data, for example in geophysical and meteorologi-
cal problems. These functions are of special interest, since they show several
features which make them well suited for a wide range of problems and, at the
same time, computationally attractive (see, e.g., [4, 9] and references therein).
In this paper, following the idea in [8], there analyzed in a global setting, we
analyze a local interpolation scheme on the sphere, combining ZBFs with spher-
ical harmonics of low degree. The aim of our paper is to verify if the addition of
a polynomial part in a local approach, which is based on a classical partition of
unity method as the well-known modified spherical Shepard’s formula, allows us
to improve accuracy of the considered interpolation technique. The basis of the
spherical algorithm employed in the numerical experiments is the one presented
and tested in [2] (see also [3]). It has been modified and efficiently updated for
our purposes.
The paper is organized as follows. In Section 2 we consider some basic
mathematical tools, referring to spherical harmonics and ZBFs. Section 3 is
devoted to present the local Shepard’s method which uses ZBFs phus spherical
harmonics as local approximants. Section 4 refers to the spherical interpolation
algorithm, while in Section 5 numerical results are presented.
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2. Functions on the sphere
2.1. Spherical harmonics
We start this section by recalling the analogue of classical polynomials on the
sphere, called spherical harmonics [4]. Thus, denoting by Pd = Pd(R
3) the space
of trivariate polynomials of degree at most d and Hd = Hd(S
2) its restriction
on the unit sphere, i.e. Hd := Pd|S2 , we know that a trivariate polynomial p is
called homogeneous of degree d provided p(tx) = tdp(x) for any t > 0 and any
x ∈ R3. It is called harmonic if ∆p(x) ≡ 0, where ∆ is the Laplace operator.
Then, we can define the linear space of spherical harmonics of exact degree d as
follows:
Hd := {p|S2 : p ∈ Pd, p homogeneous of degree d and harmonic} .
Given the Laplace-Beltrami operator ∆2 on the unit sphere, the eigenvalues
of the eigenvalue problem (∆2+λ)f = 0 are λd = d(d+1), d ≥ 0, and the space
Hd is precisely the eigenspace of ∆2 correponding to λd. The dimension of Hd
is given by the multiplicity of λd, i.e. Nd,3 = dim(Hd) = 2d+ 1 (see [6]).
It is known that Hd is the orthogonal complement of Hd−1 in the space Hd
with respect to the L2-inner product on S
2
(f, g)L2(S2) =
∫
S2
f(x)g(x)dµ(x),
where dµ(x) is the standard measure on the sphere. Using this fact repeatedly,
we have that
Hd = ⊕
d
j=0Hj .
Since the spherical harmonics form an orthonormal basis for L2(S
2), every
function f ∈ L2(S
2) has a Fourier expansion. Thus, given an orthonormal
basis Bd = {Yd,k : k = 1, 2, . . . , Nd,3} for Hd, the orthonormal system {Bd}
∞
d=0 is
complete in L2(S
2), and every f ∈ L2(S
2) has a spherical Fourier representation
of the form
f =
∞∑
d=0
Nd,3∑
k=1
fˆd,kYd,k,
where fˆd,k = (f, Yd,k)L2(S2) are the spherical Fourier coefficients of f . See e.g.
[9] for further details.
2.2. Zonal basis functions
Let χn = {(xi, fi), i = 1, 2, . . . , n} ⊂ S
2 ×R be the set of pairs such that xi is a
node and fi is the corresponding data value of an unknown function f : S
2 → R.
So the interpolation problem consists in finding a function s : S2 → R, which
satisfies the interpolation conditions
s(xi) = fi, i = 1, 2, . . . , n. (1)
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The interpolating function s might also be expressed as a linear combination of
a zonal basis function ψ : [0, pi]→ R, i.e.
s(x) =
n∑
j=1
ajψ(g(x,xj)), x ∈ S
2, (2)
where g(x,xj) = arccos(x
Txj) denotes the geodesic distance, and s satisfies
the interpolation conditions (1). Thus, we have uniqueness of the interpolation
process if and only if the interpolation matrix A ∈ Rn×n, which is given by
Ai,j = ψ(g(xi,xj)), 1 ≤ i, j ≤ n, (3)
turns out to be non-singular. In fact, even though there is no complete charac-
terization for those functions satisfying the non-singularity condition, we know
that a sufficient condition is that the matrix A is positive definite (see [1]).
Moreover, the continuous function ψ : [0, pi] → R is called positive definite of
order n on S2, if, for any set of nodes,
n∑
i=1
n∑
j=1
aiajψ(g(xi,xj)) ≥ 0, (4)
for any a = [a1, a2, . . . , an]
T ∈ Rn. The function ψ is called strictly positive
definite of order n if the quadratic form (4) is zero only for a ≡ 0. If ψ is
strictly positive definite for any order n, then it is called strictly positive definite.
Therefore, if ψ is strictly positive definite, the interpolant (2) is unique, the
matrix (3) being positive definite and so non-singular.
Now, if we add a spherical harmonic of degree d to a linear combination of
the form (2), the interpolant takes the form
s(x) =
n∑
j=1
ajψ(g(x,xj)) +
U∑
k=1
bkYk(x), x ∈ S
2, (5)
where U = dimHd(S
2), and {Y1, Y2, . . . , YU} is a basis for Hd(S
2).
The solution of the interpolation problem in the form given in (5) is obtained
by requiring that s satisfies the interpolation conditions (1), and the additional
conditions (see [4])
n∑
i=1
aiYk(xi) = 0, for k = 1, 2, . . . , U. (6)
This problem consists in solving a system of n linear equations in n + U un-
knowns. Thus, assuming that n ≥ U , we have the linear system[
A Y
Y T O
] [
a
b
]
=
[
f
0
]
, (7)
where A = {ψ(g(xi,xj))} is an n × n matrix (as in (3)), Y = {Yk(xi)} is an
n× U matrix, and f denotes the column vector of the function values fi.
3
3. Local Shepard’s method
In this section we consider a modified version of spherical Shepard’s method,
which uses ZBFs plus spherical harmonics as local approximants. This approach
exploits accuracy of ZBFs, overcoming some drawbacks such as instability and
inefficiency of the global ZBF method.
Now, the modified spherical Shepard’s interpolant F : S2 → R is given by
F (x) =
n∑
j=1
Zj(x)W¯j(x), (8)
where
Zj(x) ≡ s|Dj (x), x ∈ Dj ⊂ Sn,
is a local interpolant to f in a vicinity of xj , constructed on the restricted
subset Dj containing the nZ nodes closest to xj and satisfying the interpolation
conditions
Zj(xi) = fi, i = 1, 2, . . . , nZ . (9)
The weight functions W¯j(x), j = 1, 2, . . . , n, are
W¯j(x) =
Wj(x)∑n
k=1Wk(x)
, j = 1, 2, . . . , n,
with
Wj(x) = τ(x,xj)/g(x,xj).
The localizing function τ(x,xj) is
τ(x,xj) =
{
1, if x ∈ C(xj ; s),
0, otherwise,
where C(xj ; r) is a spherical cap of centre at xj and spherical radius r. Note
that the weights W¯j constitute a partition of unity.
As regard to the choice of nodal functions we have a wide class of ZBFs,
which are usually considered in the scattered data interpolation on the sphere.
The nodal functions have the form
Zj(x) =
nZ∑
i=1
aiψ(arccos(x
Txi)) +
U∑
k=1
bkYk(x), j = 1, 2, . . . , n, (10)
where the zonal basis functions ψ(arccos(xTxi)) depend on the nZ nodes of the
considered neighbourhood of xj , and the space Hv spanned by the spherical
harmonics Yk(x) of degree v has a dimension U ≤ nZ . Thus, we require that
Zj satisfies the interpolation conditions (9) and the additional conditions
nZ∑
i=1
aiYk(xi) = 0, for k = 1, 2, . . . , U.
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We remark that, considering a strictly positive definite function ψ, we can
generate ZBFs as the specialization on the sphere of the more general radial
basis functions (RBFs). In fact, given any Euclidean RBF, we may associate
with it a ZBF [2]. An example of strictly positive definite ZBF on S2 is the
spherical inverse multiquadric (IMQ) [4]
ψ(t) =
(
1 + γ2 − 2γc
)−1/2
, (11)
where γ ∈ (0, 1), c = cos t and t measures geodesic distance on the sphere.
4. Spherical interpolation algorithm
In this section we refer to the spherical algorithm, which is based on the parti-
tion of the sphere in spherical zones, that are portions of the spherical surface
included between two parallel planes. The basis of this spherical interpolation
algorithm has been proposed and widely tested in [2]. Here, it has been modi-
fied adding spherical harmonics of low degree to the local ZBF interpolants. We
remark that some details about the algorithm have been omitted, the interested
readers can refer to [2].
For simplicity, we subdivide the description of the spherical algorithm in
three parts, namely distribution, localization and evaluation phases.
4.1. Distribution stage
Let us consider the sets: Sn = {(xi, yi, zi), i = 1, 2, . . . , n}, set of nodes, Fn =
{fi, i = 1, 2, . . . , n} the set of the corresponding data values, and the set Es =
{(xi, yi, zi), i = 1, 2, . . . , s} of evaluation points. Then, we denote by nZ and
nW the localization parameters.
Initially, the elements of the sets Sn and Es are ordered with respect to the
z-axis direction, applying a quicksort procedure. Then, for each node (xi, yi, zi),
i = 1, 2, . . . , n, a local circular neighbourhood (a spherical cap) is constructed,
whose spherical radius depends on the node number n, the considered value nZ ,
and the positive integer k1 (which determines the radius of the spherical cap).
More precisely, we define
δZ = arccos
(
1− 2
√
k1
nZ
n
)
, k1 = 1, 2, . . . (12)
After the number of spherical zones to be considered is found taking q = ⌈pi/δZ⌉,
the spherical zones are numbered from 1 to q.
Now, we consider the following two steps:
• a suitable family of q spherical zones of equal width (that is, the width of
the strip of the spherical zone) δs1 ≡ δZ (possibly except for one of them)
on the sphere and parallel to the xy-plane is constructed;
• the set Sn of nodes is partitioned by applying the spherical zone structure
into q subsets Sknk , whose elements are (xk1, yk1, zk1), (xk2, yk2, zk2), . . .,
(xknk , yknk , zknk), k = 1, 2, . . . , q.
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4.2. Localization stage
In the searching procedure we consider three zones fo each node to be exam-
ined.(for details see [2]). Then, for each zone k, k = 1, 2, . . . , q, a spherical zone
searching routine is considered, examining the nodes from zone k − i∗ to zone
k + i∗. (Note that if k − i∗ < 1 or k + i∗ > q it will assign k − i∗ = 1 and
k + i∗ = q, respectively.)
After defining the spherical zones to be examined for each node of Sknk ,
k = 1, 2, . . . , q, a spherical zone searching procedure is applied to determine all
nodes belonging to a local neighbourhood. Here, we check whether the number
of nodes in each neighbourhood is greater or equal to nZ ; if the condition is not
satisfied, we repeat the process increasing the value of k1 in (12).
In the following, all the nodes belonging to a circular neighbourhood centred
at (xi, yi, zi), i = 1, 2, . . . , n, are first ordered by applying a quicksort procedure
on the distance, and then reduced to nZ . Thus, taking only the nZ nodes closest
to the centre (xi, yi, zi), i = 1, 2, . . . , n, of the neighbourhood, a local interpolant
Zj, j = 1, 2, . . . , n, of the form given by (10), is constructed for each node.
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Figure 1: Example of circular neighbourhoods.
4.3. Evaluation stage
For each evaluation point (x, y, z) ∈ Es, a circular neighbourhood is constructed,
whose spherical radius depends on the node number n, the parameter value nW ,
and the (positive integer) number k2, that is,
δW = arccos
(
1− 2
√
k2
nW
n
)
, k2 = 1, 2, . . . (13)
6
After the number of spherical zones is determined by r = ⌈pi/δW ⌉, the spherical
zones are numbered from 1 to r.
Then, a second family of r spherical zones of equal width δs2 ≡ δW (possibly
except for one of them) on the sphere and parallel to the xy-plane is constructed.
The sets Sn and Es are partitioned into r subsets Spk and Eqk , k = 1, 2, . . . , r,
respectively, so that the nodes of Spk and the evaluation points of Eqk belong to
the k-th zone.
A spherical zone searching procedure on the sphere is applied for each eval-
uation points of Epk , k = 1, 2, . . . , r, in order to find all nodes belonging to a
(local) neighbourhood of centre (xi, yi, zi) and geodesic radius δW . In this phase
the basic idea is similar to that presented above, substituting δs1 by δs2 , and δZ
by δW .
The nodes of each neighbourhood are first ordered by applying a quicksort
procedure, and then reduced to nW . Thus, considering only the nW nodes
closest to the evaluation point (x, y, z), a local weight function W¯j(x, y, z),
j = 1, 2, . . . , n, is found. Finally, applying the formula (8), the surface can
be approximated at evaluation points (x, y, z) ∈ Es.
5. Numerical experiments
In this section we test accuracy of the local Shepard’s method, which makes use
of ZBFs plus spherical harmonics. In doing so, we take three scattered data sets
(n = 1000, 4000, 16000) obtained by using a MATLAB code (see [5, 3]), which
generates uniformly random node distributions on the sphere. The interpolant
is evaluated on a set of s = 600 spiral points generated by the algoritm of Saff
and Kuijlaars (see [2]), which gives us a fairly good point distribution over S2,
tracing out an imaginary spiral from the South pole to the North pole.
Data values are taken from the restriction of the following trivariate test
functions on S2, that is,
f1(x, y, z) = e
x + 2ey+z/10, f2(x, y, z) = sinx sin y sin z. (14)
Before analyzing numerical experiments obtained using the local interpo-
lation scheme, we remark that the choice of the localization parameters nZ
and nW is of great importance, because it determines the level of accuracy of
the method and the efficiency of the corresponding algorithm. Anyway, in our
tests we consider a good trade-off beetween these two remarkable items, taking
nZ = 15 and nW = 10. Similarly, we act to choose the value of ZBF shape
parameter; indeed, we pick the mean value of the interval (0, 1), i.e. assuming
γ = 0.5. Specifically, this fact leads to a good comprimise between accuracy
and stability.
Moreover, since the space Hd of the spherical harmonics of degree d has
dimension Nd,3 = 2d + 1 on S
2, and fixing L ≥ 0 as the desired degree of
the spherical harmonic component of the approximation, we have that U =
dimHL = (L + 1)
2. It follows that the necessary condition nZ ≥ (L + 1)
2
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imposes an upper limit of L = 2. Thus, in the numerical experiments we take
L = −1, 0, 1, 2, where L = −1 denotes no spherical harmonic component.
Then, we compute the relative root mean square errors (RRMSEs) on the
evaluation points, reporting in Tables 1 – 2 the achieved results.
Even though interpolation errors are rather low also when there is no spheri-
cal harmonic component (i.e., L = −1), these results point out that the addition
of a spherical harmonics may produce an improvement of accuracy, mainly when
the value of L increases. This effect is noted for each of the considered node
sets. In Figure 2 we show the behaviour of the RRMSEs by varying the IMQ
shape parameter γ in the interval (0, 1) for f1.
L \ n 1000 4000 16000
−1 3.4759e− 4 2.8568e− 5 1.7244e− 6
0 2.5466e− 4 1.8057e− 5 1.2770e− 6
1 1.0109e− 4 8.2052e− 6 8.1097e− 7
2 2.3277e− 5 1.3413e− 6 4.3374e− 8
Table 1: RRMSEs obtained by IMQ with γ = 0.5 for f1.
L \ n 1000 4000 16000
−1 2.6059e− 2 5.5551e− 3 4.2012e− 5
0 2.5769e− 2 5.6371e− 3 4.2514e− 5
1 3.9581e− 2 6.1304e− 3 6.1078e− 5
2 6.9575e− 3 3.4626e− 4 1.0221e− 5
Table 2: RRMSEs obtained by IMQ with γ = 0.5 for f2.
Finally, we also apply our local interpolation scheme to geomagnetic data,
known as MAGSAT (MAGnetic field SATellite) [7]. In particular, here we
consider two subsets of nodes (n = 2084, 4088) obtained after manipulating
and refining the original MAGSAT data, so that the distribution of each set is
reasonably uniform on S2. Specifically, we randomly select from the original data
sets n geomagnetic nodes for the interpolation process, taking s = 200 points
for the cross-validation. As an example, the representation of the n = 2084
nodes is shown in Figure 3. Then, in Table 3 we report RRMSEs obtained by
using MAGSAT data, taking γ = 0.96, nZ = 12 and nW = 10 as parameters,
for L = −1, 0.
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Figure 2: RRMSEs with n = 1000 (left) and n = 4000 (right) by varying γ for
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Figure 3: Example of MAGSAT data.
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