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Introduction
Let K be a complete non-archimedean field. We consider the d-th classical
Weyl algebra Ad over K (see section 1.1 for a definition) and, for some ε ∈ R
2d
>0,
endow it with the non-archimedean K-vector space norm
|f |ε = max |aαβ|ε
(α,β)
if f ∈ Ad is written in the form f =
∑
aαβX
αY β. If we require ε to be an
element of R2d>0 such that |γ!|ε
(−γ,−γ) is bounded by some constant for all γ ∈ Nd
then the norm is in fact an algebra norm on Ad (cf. lemma 1.2.1). The norm
is multiplicative if and only if ε satisfies εiεd+i ≥ 1 for all 1 ≤ i ≤ d (cf. lemma
1.2.4). We denote the completion of Ad with respect to this norm by Ad,ε.
The elements of Ad,ε can be written as formal power series in non-commuting
variables such that the coefficients satisfy a certain convergence condition:
Ad,ε = {
∑
aαβX
αY β : |aαβ |ε
(α,β) → 0 for |α|+ |β| → ∞}.
We call the elements of Ad,ε restricted power series. Different versions of com-
pleted Weyl algebras appear in the literature. One can construct the algebra
which is the union of all Ad,ε with ε1 = . . . = εd = 1 and εi > 1 for all
d + 1 ≤ i ≤ 2d and the algebra which is the union of all Ad,ε with εi > 1 for
all i. These algebras are considered in [Ber] and [MN]. The latter version is
denoted by A†d and is called the Dwork-Monsky-Washnitzer-Weyl algebra. The
algebra Ad,(1,...,1) appears in [Nar2]. We call it the Tate-Weyl algebra.
The fact that we can define a whole family of algebra norms on the classical
Weyl algebra defined over a non-archimedean field is in sharp contrast to the
fact that the classical Weyl algebra defined over the field of complex numbers
has no algebra norm at all (see for example [Cun]).
The classical Weyl algebra Ad defined over an arbitrary field has been exten-
sively studied during the last 50 years. The classical Weyl algebra Ad is a
left and right Noetherian integral domain. The classical Weyl algebra Ad is
simple if defined over a field of characteristic zero. In this case the Krull and
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the global dimension of Ad are d; the Krull dimension of Ad was first deter-
mined by Gabriel and Rentschler in [GR]. That the global dimension of Ad
is d was proved by Rinehart [Rin] for d = 1 and in the general case by Roos
[Roo]. The Krull and the global dimension of Ad are 2d if Ad is defined over
a field of characteristic p > 0. The classical Weyl algebra Ad is an Auslander
regular ring. Stafford proved that any left ideal of Ad has a set of 2 generators
if Ad is defined over a field of characteristic zero [Sta]. The simple modules
over the classical Weyl algebra A1 were classified by Block [Blo]. For a long
list of known and conjectured properties of the classical Weyl algebra see the
introduction of [Bav].
In our thesis we are going to consider the question of which properties of the
classical Weyl algebra over a complete non-archimedean field carry over to its
various completions.
For almost all results we will assume that the components of ε lie in the value
group |K×|. We take this as a general assumption for this introduction and
consider only the case where the norm on Ad,ε is multiplicative.
In [Nar2] Narváez Macarro proves division theorems for the Tate- and Dwork-
Monsky-Washnitzer-Weyl algebra under the assumption that the field K is
discretely valued. We prove a division theorem for all Weyl algebras Ad,ε
defined over an arbitrary complete non-archimedean field (cf. theorem 1.3.14).
It was suggested to me by L. Narváez Macarro how to prove the division
theorem for A†d in the case of an arbitrary complete non-archimedean field K
(cf. theorem 1.3.16). We use a technique similar to one used in [HM], [HN]
and [NR]. In [Nar1] this technique is applied to the Dwork-Monsky-Washnitzer
completion of the polynomial ring – a situation very similar to A†d.
The division theorems enable us to prove some of the basic properties of Ad,ε
and A†d. The Weyl algebras Ad,ε and A
†
d are Noetherian (cf. proposition 1.4.1).
An element of Ad,ε or A
†
d is a unit if and only if its exponent is zero (cf.
proposition 1.4.3). We consider formal partial differentiation on elements of
Ad,ε and A
†
d and show that it respects two-sided ideals. As a consequence of
this result, together with the characterization of units, we get that Ad,ε and
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A†d are simple rings if we assume the characteristic of K to be zero.
We prove that the Krull dimension and the global dimension of the completed
Weyl algebra Ad,ε are bounded below by d (cf. propositions 3.1.2 and 3.1.3).
The lower bound is given by 2d if we assume that the field K has characteristic
zero (cf. propositions 3.1.5 and 3.1.6).
In the study of the classical Weyl algebra Ad it turns out to be very useful to
consider the localizations of Ad with respect to the Ore sets K[Xi]\{0} resp.
K[Yi]\{0}. One might expect that the multiplicative subsets K〈Xi〉εi\{0} and
K〈Yi〉εi\{0} of Ad,ε, i.e. the sets of all non-zero restricted power series in Xi
resp. Yi, are Ore sets in Ad,ε. However, this is not the case (cf. lemma 2.0.1)
which is equivalent to the fact that the localizations of Ad,ε with respect to
these sets do not exist.
Section 2 provides us with a construction of restricted skew power series rings.
We use this construction to define ring extensions BXid,ε and B
Yi
d,ε of Ad,ε (cf.
section 3.2). These rings will to some extent play the role of the localizations
in the case of the classical Weyl algebra. In fact, the rings BXid,ε resp. B
Yi
d,ε
are the microlocalizations of Ad,ε with respect to the sets K〈Xi〉εi\{0} resp.
K〈Yi〉εi\{0} (for the notion of microlocalizations see [LvO] or [Nag]). We set
Bd,ε :=
d⊕
i=1
BXid,ε ⊕
d⊕
i=1
BYid,ε.
With the assumption that the characteristic of K is zero we prove the following
lemma. For any maximal left ideal I ⊂ Ad,ε the left ideal Bd,εI generated
by I is not the unit ideal Bd,ε (cf. lemma 3.2.1). The proof involves both
the division theorem for the Weyl algebra Ad,ε (cf. theorem 1.3.14) and the
division theorems for BXid,ε and B
Yi
d,ε (cf. theorem 2.2.4). This lemma will be an
important ingredient to obtain upper bounds for the Krull dimension and the
global dimension of Ad,ε in section 4.
In analogy to the fact that the localizations of the classical Weyl algebra A1
mentioned above are simple principal left and right ideal domains, the rings
BX1,ε and B
X
1,ε are simple principal left and right ideal domains, too (cf. propo-
sitions 3.2.4 and 2.2.8).
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Under the additional assumption that the field K is discretely valued it is
possible to define a complete and separated filtration on Ad,ε coming from
the algebra norm. This allows us to apply the theory of filtered rings (for an
introduction to the theory of filtered rings see [LvO]). We obtain the follow-
ing. The completed Weyl algebra Ad,ε is Auslander regular (cf. proposition
4.3.3). We show that the Krull dimension and the global dimension of Ad,ε are
bounded above by 2d (cf. proposition 4.3.6) which, when combined with the
lower bounds computed in section 3, implies that the Krull dimension and the
global dimension of Ad,ε are 2d if the characteristic of K is p > 0. We prove
that the Krull dimension and the global dimension of Ad,ε are bounded above
by 2d−1 if the characteristic of K is zero (cf corollary 4.3.8). Hence the Krull
dimension and the global dimension of A1,ε are 1. For some special cases we
also prove our conjecture that the Krull dimension and the global dimension
of Ad,ε are d. For example, this is true for the Tate-Weyl algebra if the residue
field k of K has characteristic zero (cf. remark 4.3.10). We prove an analog of
Staffords theorem for A1,ε, i.e. any left ideal of A1,ε has a set of 2 generators
if the characteristic of K is zero (cf. corollary 4.3.9).
In section 5 we show that the so called saturation Ssat of the subsetK〈X〉ε1\{0}
of A1,ε is an Ore set in A1,d (cf. proposition 5.1). The simple Ssat-torsionfree
A1,d-modules are in bijection with the simple (Ssat)
−1A1,d-modules (cf. corol-
lary 5.3).
Acknowledgments. I would like to thank my thesis advisor Peter Schneider
for his guidance. I am also grateful to Luis Narváez Macarro for discussions
about division theorems, to Jan Kohlhaase for reading preliminary versions of
this thesis and for his encouragement, to my friend Stefan Wiech for the idea
to go to Münster, and to my friend Ralf Diepholz for his support.
1 Weyl algebras
Let K denote a field.
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1.1 The classical Weyl algebra
The d-th Weyl algebra over K, here always called classical Weyl algebra
and denoted by Ad, is the algebra with 2d generators X1, . . . , Xd, Y1, . . . , Yd
and relations
YiXj −XjYi = δij
and
XiXj −XjXi = YiYj − YjYi = 0,
where δij denotes the Kronecker delta (see [McCR] section 1.3). Note that if
objects or properties have left and right versions we restrict to the left version as
[McCR] always use right versions. The elements of Ad have a unique expression
as finite sums ∑
α,β∈Nd
aαβX
αY β
with coefficients aαβ ∈ K and the notation X
α = Xα11 · · ·X
αd
d and Y
α =
Y α11 · · ·Y
αd
d . We always write elements in this form and get the following rules
of multiplication.
Lemma 1.1.1. We have
Y βXα =
∑
γ∈Nd
γi≤αi,βi
γ!
(
β
γ
)(
α
γ
)
Xα−γY β−γ.
If f =
∑
aαβX
αY β, g =
∑
bαβX
αY β and fg =
∑
cαβX
αY β then
cαβ =
∑
α′, β′, α′′, β′′, γ ∈ Nd
α′ + α′′ − γ = α
β′ + β′′ − γ = β
aα′β′bα′′β′′γ!
(
β ′
γ
)(
α′′
γ
)
.
Proof. The first statement follows from [Dix] lemma 2.1. The second statement
follows from the first.
Here we used the notation γ! := γ1! · · ·γd! and
(
α
γ
)
:=
(
α1
γ1
)
· · ·
(
αd
γd
)
. We write
|α| := α1 + . . . + αd for elements in N
d. For 0 6= f =
∑
aαβX
αY β ∈ Ad the
degree is
deg(f) := max{|α|+ |β| ∈ N : aαβ 6= 0}
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or −∞ if f = 0 in agreement with the usual definition of degree of polynomials
in several variables. As K-vector spaces the classical Weyl algebra Ad and
the polynomial ring in 2d variables are isomorphic. To distinguish the two
different algebra structures we write · for polynomial multiplication and ∗ for
Weyl algebra multiplication if we want to emphasize in which ring we multiply.
Lemma 1.1.2. Let f, g ∈ Ad. Then
deg(f ∗ g) = deg(f) + deg(g)
and
deg(f · g − f ∗ g) < deg(f) + deg(g).
Proof. The first statement follows from [Dix] lemma 2.4.(ii). The second state-
ment follows from [Dix] lemma 2.4.(i).
The classical Weyl algebra has the following basic algebraic properties.
Theorem 1.1.3. The classical Weyl algebra Ad is a Noetherian integral do-
main. If the field K has characteristic zero then Ad is simple, i.e. has no
two-sided ideals other than 0 and Ad.
Proof. [McCR] theorem 1.3.5 and theorem 1.3.8.(i).
1.2 Completions
Let (K, | |) denote a complete non-archimedean field. On the d-th classical
Weyl algebra Ad we have for any ε ∈ R
2d
>0 the non-archimedean K-vector space
norm | |ε defined by
|f |ε := max |aαβ|ε
(α,β)
for f =
∑
aαβX
αY β ∈ Ad, where ε
(α,β) = εα11 · · · ε
αd
d ε
β1
d+1 · · · ε
βd
2d , i.e. we have
(i) |f |ε = 0 iff f = 0,
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(ii) |af |ε = |a||f |ε,
(iii) |f + g|ε ≤ max{|f |ε, |g|ε},
for all f, g ∈ Ad and a ∈ K.
Lemma 1.2.1. Let ε be an element of R2d>0 such that |γ!|ε
(−γ,−γ) is bounded by
some constant C > 0 for all γ ∈ Nd. Then
|fg|ε ≤ C|f |ε|g|ε.
If εiεd+i ≥ 1 for all i, we have |fg|ε ≤ |f |ε|g|ε.
Proof.
|fg|ε = max
α,β
|
∑
α′, β′, α′′, β′′, γ ∈ Nd
α′ + α′′ − γ = α
β′ + β′′ − γ = β
aα′β′bα′′β′′γ!
(
β ′
γ
)(
α′′
γ
)
|ε(α,β)
≤ max
α′,β′,α′′,β′′,γ∈Nd
|aα′β′ ||bα′′β′′ ||γ!
(
β ′
γ
)(
α′′
γ
)
|ε(α
′+α′′−γ,β′+β′′−γ)
≤ sup
γ∈Nd
|γ!|ε(−γ,−γ) max
α′,β′∈Nd
|aα′β′ |ε
(α′,β′) max
α′′,β′′∈Nd
|bα′′β′′ |ε
(α′′,β′′)
= C|f |ε|g|ε.
If ε satisfies εiεd+i ≥ 1 for all 1 ≤ i ≤ d we have |γ!|ε
(−γ,−γ) ≤ 1 for all γ,
which gives the second part.
Remark 1.2.2. If for example K = Qp, we know that |γ!| converges exponen-
tially to zero as |γ| goes to infinity. Hence we easily find an ε ∈ R2d>0 with all
εi < 1 such that |γ!|ε
(−γ,−γ) is bounded by some constant C.
Remark 1.2.3. If εiεd+i < 1 for some i, then | |ε is not submultiplicative,
for example
1 = |XiYi + 1|ε = |YiXi|ε 6≤ |Yi|ε|Xi|ε = εd+iεi.
However instead of | |ε we can take the equivalent norm | |
′
ε defined by
|f |′ε := sup{|fg|ε|g|
−1
ε ; 0 6= g ∈ Ad}.
This norm is submultiplicative (see [BGR] §1.2.1., prop. 2, and note that the
proof is the same in the non-commutative case).
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Lemma 1.2.4. The norm | |ε on Ad is multiplicative if and only if εiεd+i ≥ 1
for all 1 ≤ i ≤ d.
Proof. The “only if” is remark 1.2.3. Let ≺ be a total order on N2d compatible
with addition (see section 1.3). For 0 6= f =
∑
aαβX
αY β ∈ Ad we define the
ε-exponent to be
ε-exp(f) := max
≺
{(α, β) ∈ N2d; |aαβ|ε
(α,β) = |f |ε}.
We will define this exponent again in a slightly more general situation in section
1.3. For non-zero elements f =
∑
aαβX
αY β and g =
∑
bαβX
αY β in Ad put
(α1, β1) = ε-exp(f) and (α2, β2) = ε-exp(g). We have
|fg|ε ≤ |f |ε|g|ε = |aα1β1bα2β2 |ε
(α1+α2,β1+β2),
hence the desired equality follows if we show that the (α1 + α2, β1 + β2)-th
coefficient of fg has absolute value equal to |aα1β1bα2β2|. Recall by lemma
1.1.1 the (α1 + α2, β1 + β2)-th coefficient of fg is given by the sum∑
α′, β′, α′′, β′′, γ ∈ Nd
α′ + α′′ − γ = α1 + α2
β′ + β′′ − γ = β1 + β2
aα′β′bα′′β′′γ!
(
β ′
γ
)(
α′′
γ
)
.
We prove now the strict inequality
|aα′β′bα′′β′′γ!
(
β ′
γ
)(
α′′
γ
)
| < |aα1β1bα2β2|
for all α′, β ′, α′′, β ′′, γ ∈ Nd with (α′, β ′)+ (α′′, β ′′)− (γ, γ) = (α1, β1)+ (α2, β2)
and (α′, β ′, α′′, β ′′) 6= (α1, β1, α2, β2). Consider the following cases:
(α′, β′) ≻ (α1, β1) implies |aα′β′ |ε
(α′,β′) < |aα1β1|ε
(α1,β1) ((α1, β1) = ε-exp(f)).
Further we have |bα′′β′′ |ε
(α′′−γ,β′′−γ) ≤ |bα′′β′′ |ε
(α′′,β′′) ≤ |bα2β2 |ε
(α2,β2). This gives
|aα′β′ ||bα′′β′′|ε
(α′,β′)+(α′′−γ,β′′−γ) < |aα1β1||bα2β2|ε
(α1,β1)+(α2,β2)
hence |aα′β′bα′′β′′γ!
(
β′
γ
)(
α′′
γ
)
| ≤ |aα′β′bα′′β′′ | < |aα1β1bα2β2|.
(α′, β′) ≺ (α1, β1) implies (α
′′, β ′′)  (α′′, β ′′) − (γ, γ) ≻ (α2, β2) and we
proceed as in the first case.
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(α′, β′) = (α1, β1) leads to the case (α
′′, β′′) ≻ (α2, β2) which is treated
above.
Definition of completed Weyl algebras
We define the completion of Ad w.r.t. | |ε (for ε > 0) to be the K-Banach
space of restricted non-commutative power series
Ad,ε := {
∑
aαβX
αY β; |aαβ|ε
(α,β) → 0 for |α+ β| → ∞}
(for the commutative setting see e.g. [BGR] §6.1.5.). If we assume in addition
that |γ!|ε(−γ,−γ) is bounded for varying γ ∈ Nd, then this is a non-commutative
K-Banach algebra, and whenever we write in future Ad,ε we mean this K-
algebra, i.e. we always assume the above condition on ε. If furthermore εiεd+i ≥
1 for all i, then the norm is multiplicative. For ε = (1, . . . , 1) we write Ad =
Ad,(1,...,1) and | | = | |(1,...,1) and call this the Tate-Weyl algebra. Further
we let A† =
⋃
ε>1Ad,ε be endowed with the locally convex inductive limit
topology, the Dwork-Monsky-Washnitzer-Weyl algebra (short: DMW-
Weyl algebra) or weak completion of the Weyl algebra.
The multiplication formula of lemma 1.1.1 extends to any of the completions
of Ad.
Lemma 1.2.5. Let f =
∑
aαβX
αY β and g =
∑
bαβX
αY β be elements of
Ad,ε. If fg =
∑
cαβX
αY β, then
cαβ =
∑
α′, β′, α′′, β′′, γ ∈ Nd
α′ + α′′ − γ = α
β′ + β′′ − γ = β
aα′β′bα′′β′′γ!
(
β ′
γ
)(
α′′
γ
)
.
Proof. Define fn =
∑
|α|+|β|≤n
aαβX
αY β and equally gn. Since lim fn = f and
lim gn = g we have lim fngn = fg. However the coefficients of fngn are given
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by
cαβ =
∑
α′, β′, α′′, β′′, γ ∈ Nd
α′ + α′′ − γ = α
β′ + β′′ − γ = β
|α′| + |α′′| ≤ n
|β′| + |β′′| ≤ n
aα′β′bα′′β′′γ!
(
β ′
γ
)(
α′′
γ
)
.
Hence taking the limit gives the above formula.
1.3 Division theorems
We say a total order ≺ on N × . . . × N is compatible with addition, if for
α, β, γ ∈ N× . . .× N we have
• if α 6= 0, then β ≺ β + α for all β and
• if α ≺ β, then α + γ ≺ β + γ for all γ,
where by addition on N× . . .× N we mean component-wise addition.
Lemma 1.3.1. For all subsets of E ⊆ Nd with E + Nd = E there exists a
finite subset F ⊆ E such that E = F + Nd.
Proof. We reproduce the proof of [Gal] lemma 1.1.8. Induction on d. For d = 1
this is clear. Suppose the assumption is true for all numbers < d.
Let e = (e1, . . . , ed) ∈ E. For all i = 1, . . . , d and j = 0, 1, 2, . . . , ei denote
Eij = E ∩ (N
i−1 × {j} × Nd−i).
Hence we have e + Nd +
⋃
ij Eij = E. If we write N
d−1 = Ni−1 × {0} × Nd−i
we see that Eij +N
d−1 = Eij . By induction there is a finite set Fij generating
Eij . The union of these sets F =
⋃
ij Fij ∪ {e} is a generating set for E.
Lemma 1.3.2. A total order ≺ on Nd which is compatible with addition is a
well-ordering.
Proof. Assume {αn}n∈N is a strictly decreasing sequence in N
d, i.e.
αn ≻ αn+1 for all n.
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By the compatibility with addition on Nd we know that αn + γ 6= αm for all
γ ∈ Nd and all n < m. The set E =
⋃
n αn + N
d satisfies E + Nd = E. Hence
by lemma 1.3.1 we find finitely many βm ∈ E say βm = αnm + γm such that⋃
n βn + N
d = E. Now choose an n0 such that n0 > nm for the finitely many
m. Then
αn0 = βm + γ = αnm + γm + γ,
a contradiction.
We consider now a total order on N1+d which is compatible with addition
and denote its restriction to {1, . . . , m} × Nd again by ≺. Such an order is
called a monomial order on {1, . . . , m} × Nd. Since (i, α) ≺ (i, β) implies
(j, α) ≺ (j, β) for all 1 ≤ j ≤ m, the order ≺ restricts to Nd if we define α ≺ β
if (i, α) ≺ (i, β) for some 1 ≤ i ≤ m.
Examples of monomial orders are the lexicographical order, the inverse lexico-
graphical order, the diagonal order, and the Λ-order, where Λ : R×. . .×R→ R
is a certain linear form (see e.g. [Nar2]).
A further example is the following order on {1, . . . , m} × Nd: An element
(i, α1, . . . , αd) is said to be less than (i
′, α′1, . . . , α
′
d) if∑
αj <
∑
α′j ,
or
∑
αj =
∑
α′j , ∃ 1 ≤ k ≤ d : αk < α
′
k, αk+1 = α
′
k+1 , . . . , αd = α
′
d,
or α1 = α
′
1 , . . . , αd = α
′
d, i < i
′.
This order has the additional property that if an element (i, α1, . . . , αd) is less
than (i′, α′1, . . . , α
′
d) then
∑
αj ≤
∑
α′j . If a monomial order has this property
we say it is compatible with the notion of degree.
Division in the polynomial algebra
Let ≺ be a monomial order on {1, . . . , m} ×Nd. Let K[X] be the polynomial
ring in d variables over K. Let F = (f1, . . . , fm) be an element of the free
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K[X]-module K[X]m and write fi =
∑
aiαX
α. Then
supp(F ) := {(i, α) ∈ {1, . . . , m} × Nd; aiα 6= 0}
is called the support of F , and if there is at least one non-zero polynomial fi
then
expK[X]m(F ) := max
≺
{(i, α) ∈ supp(F )}
is the exponent of F . For F = 0 we put exp(F ) = −∞ with the convention
that −∞ < (i, α) for all (i, α) ∈ {1, . . . , m} ×Nd. If the notion of exponent is
applied not to a vector but to an element f =
∑
aαX
α ∈ K[X], we mean the
analogue definition taking as total order the restriction of ≺ to Nd as explained
above. For α ∈ Nd and (i, β) ∈ {1, . . . , m}×Nd we define α+(i, β) := (i, α+β).
Lemma 1.3.3. If f ∈ K[X] and F,G ∈ K[X]m then
• exp(fF ) = exp(f) + exp(F ) and
• if exp(F ) 6= exp(G), then exp(F +G) = max
≺
{exp(F ), exp(G)},
with the usual conventions if f = 0 or F = 0.
Proof. This follows from lemma 1.3.7 if we view K[X] as a subring of Ad.
For elements F1, . . . , Fn ∈ K[X]
m with Fj 6= 0 for 1 ≤ j ≤ n we introduce the
following notation
∆j := (N
d + exp(Fj))\
⋃j−1
k=1 ∆k ⊆ {1, . . . , m} × N
d (1 ≤ j ≤ n),
∆ := {1, . . . , m} × Nd\
⋃n
j=1∆j ,
where by the sum Nd + exp(Fj) we mean the set (ij, αj + N
d) if exp(Fj) =
(ij , αj). It is important to note that {1, . . . , m} × N
d is the disjoint union of
the sets ∆j . 1 ≤ j ≤ n, and ∆.
Theorem 1.3.4. Let F1, . . . , Fn ∈ K[X]
m with Fj 6= 0 (1 ≤ j ≤ n). For all
G ∈ K[X]m there exist unique polynomials q1, . . . , qn ∈ K[X] and a unique
element R ∈ K[X]m such that
(i) G =
∑
j qjFj +R,
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(ii) supp(qj) + exp(Fj) ⊆ ∆j for 1 ≤ j ≤ n,
(iii) supp(R) ⊆ ∆.
Proof. We briefly recall the arguments of [Bay] prop. 2.2. Since ≺ is a well-
ordering (cf. lemma 1.3.2) we proceed by induction. For G = 0 the result holds
trivially. Let us assume the result holds for all F ∈ K[X]m with exp(F ) ≺
exp(G). We use the notation G = (g1, . . . , gm) with gi =
∑
biαX
α and Fj =
(f
(j)
1 , . . . , f
(j)
m ) with f
(j)
i =
∑
a
(j)
iαX
α and write exp(G) = (i0, α0) and exp(Fj) =
(ij , αj). Now consider the two cases:
exp(G) ∈ ∆. Let
G− (0, . . . , bi0α0X
α0 , . . . , 0) = q1F1 + . . .+ qnFn +R
be the expression forG−(0, . . . , gi0α0X
α, . . . , 0) by induction. Then we trivially
have the following expression for G:
G = q1F1 + . . .+ qnFn +R+ (0, . . . , gi0α0X
α, . . . , 0).
exp(G) ∈ ∆j for some j. Let
G−
bi0α0
a
(j)
ijαj
Xα0−αjFj = q1F1 + . . .+ qnFn +R
be the unique expression of G−
bi0α0
a
(j)
ijαj
Xα0−αjFj by induction. Then
G = q1F1 + . . .+ (qj +
bi0α0
a
(j)
ijαj
Xα0−αj)Fj + . . .+ qnFn +R
is the desired decomposition of G. In both cases the uniqueness follows by
induction, or by lemma 1.3.3 as in the proof of theorem 1.3.9.
For an element F = (f1, . . . , fm) ∈ K[X]
m with fi =
∑
aiαX
α we call
deg(F ) := max{deg(f1), . . . , deg(fm)}
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the degree of F and
σ(F ) := (
∑
|α|=deg(F )
a1αX
α, . . . ,
∑
|α|=deg(F )
amαX
α).
the symbol of F . From now on assume that the monomial order ≺ is com-
patible with the notion of degree.
Remark 1.3.5. We have exp(F ) = exp(σ(F )). Indeed, the support of σ(F )
is a subset of the support of F , whence exp(F )  exp(σ(F )). On the other
hand exp(F ) = (i, α) implies aiα 6= 0 and |α| = deg(F ), since the order is
compatible with the notion of degree; hence exp(f)  exp(σ(F )).
Corollary 1.3.6. Let G ∈ K[X]m and Fj ∈ K[X], Fj 6= 0 for 1 ≤ j ≤ m. If
G =
∑
qjFj + R is the unique decomposition for some G in the sense of the
division theorem 1.3.4 we have
deg(G) = max{deg(qjFj), deg(R)}.
Proof. By the division theorem we have
exp(qjFj) 6= exp(qkFk) j 6= k and exp(qjFj) 6= exp(R).
Obviously deg(G) ≤ max{deg(qjFj), deg(R)}. Suppose now
deg(G) < max{deg(qjFj), deg(R)},
hence there is a k with deg(G) < deg(qkFk). Since we have G =
∑
qjFj + R
we get σ(qkFk) = σ(qkFk − G) = σ(−(
∑
j 6=k qjFj + R)). Using remark 1.3.5
and the second part of lemma 1.3.3 we get the following contradiction
exp(qkFk) = exp(
∑
j 6=k
qjFj +R) ∈ {exp(qjFj)(j 6= k), exp(R)}.
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Division in the classical Weyl algebra
Denote by Ad the d-th classical Weyl algebra over K. For an element F ∈ A
m
d
we have the same notion of exponent as in the case of the polynomial algebra.
Note that now we work with 2d variables, i.e. we consider a monomial order
≺ on {1, . . . , m} × N2d which is compatible with the notion of degree
Lemma 1.3.7. For f ∈ Ad and F,G ∈ A
m
d we have
• exp(fF ) = exp(f) + exp(F ), and
• if exp(F ) 6= exp(G) then exp(F + G) = max
≺
{exp(F ), exp(G)},
with the usual conventions if f = 0 or F = 0.
Proof. Let f =
∑
aαβX
αY β , exp(f) = (α1, β1), F = (f1, . . . , fm) where fi =∑
biαβX
αY β, exp(F ) = (i2, α2, β2), and ffi =
∑
ciαβX
αY β. Let us first prove
that
ciαβ =
∑
α′,β′,α′′,β′′,γ
(α′,β′)+(α′′,β′′)−(γ,γ)=(α,β)
aα′β′biα′′β′′γ!
(
β ′
γ
)(
α′′
γ
)
= 0
for all (i, α, β) ≻ (α1, β1) + (i2, α2, β2). This certainly implies exp(fF ) 
exp(f) + exp(F ). We consider the following cases:
(α′, β′) ≻ (α1, β1) implies aα′β′ = 0.
(α′, β′)  (α1, β1) together with
(α′, β ′) + (i, α′′, β ′′)− (γ, γ) = (i, α, β) ≻ (α1, β1) + (i2, α2, β2)
implies (i, α′′, β ′′) ≻ (i2, α2, β2), hence biα′′β′′ = 0.
Now we show ci2,α1+α2,β1+β2 = aα1β1bi2α2β2 , hence exp(fF )  exp(f) + exp(F ).
(α′, β′) ≻ (α1, β1) implies aα′β′ = 0.
(α′, β′) ≺ (α1, β1) together with
(α′, β ′) + (i2, α
′′, β ′′)− (γ, γ) = (α1, β1) + (i2, α2, β2)
implies (i2, α
′′, β ′′) ≻ (i2, α2, β2), hence bi2α′′β′′ = 0.
(α′, β′) = (α1, β1) implies (i2, α
′′, β ′′)−(γ, γ) = (i2, α2, β2). If γ 6= 0 we have
|α′′|+ |β ′′| > |α2|+ |β2|. Hence bi2,α′′,β′′ = 0 and ci2,α1+α2,β1+β2 = aα1β1bi2α2β2 .
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The second statement is obvious.
Corollary 1.3.8. Let F1, . . . , Fn ∈ A
m
d such that exp(Fj) 6= exp(Fk) for all
1 ≤ j < k ≤ n, then F1 + . . . + Fn 6= 0, unless n = 1 and F1 = 0; since
exp(F1 + . . .+ Fn) = max{exp(F1), . . . , exp(Fn)}.
As in the case of a polynomial ring we set
∆j := (N
2d + exp(Fj))\
⋃j−1
k=1 ∆k ⊆ {1, . . . , m} × N
2d (1 ≤ j ≤ n),
∆ := {1, . . . , m} × N2d\
⋃n
j=1∆j .
Theorem 1.3.9. Let F1, . . . , Fn ∈ A
m
d such that Fj 6= 0 (1 ≤ j ≤ n). For
all G ∈ Amd there exist unique elements q1, . . . , qn ∈ Ad and a unique element
R ∈ Amd such that
(i) G =
∑
j qjFj +R,
(ii) supp(qj) + exp(Fj) ⊆ ∆j for 1 ≤ j ≤ n,
(iii) supp(R) ⊆ ∆.
Remark 1.3.10. All division theorems we consider also exist in a right ver-
sion, i.e. with G =
∑
j qjFj +R replaced by G =
∑
j Fjqj +R.
Proof. We recall the arguments of [Cas] theorem 2.1. Uniqueness. Suppose
that
G =
∑
qjFj +R =
∑
q′jFj +R
′
are different expressions. We consider now all non-zero differences qj − q
′
j ,
R − R′. For those differences we get from condition (ii) and (iii) exp((qj −
q′j)Fj) = exp(qj − q
′
j) + exp(Fj) ∈ ∆j , since exp(qj − q
′
j) ∈ supp(qj)∪ supp(q
′
j)
and trivially exp(R− R′) ∈ ∆. Hence
exp((qj − q
′
j)Fj) 6= exp((qk − q
′
k)Fk) for j 6= k
and
exp((qj − q
′
j)Fj) 6= exp(R−R
′).
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This implies, using corollary 1.3.8, that
∑
(qj − q
′
j)Fj +R− R
′ 6= 0, a contra-
diction.
Existence. We proceed by induction on the degree of G (the degree is defined
as in the polynomial case). The case G = 0 is trivial.
Suppose the assertion holds for all elements of degree strictly less than deg(G).
Using theorem 1.3.4 one can write G =
∑
j qjσ(Fj) +R with multiplication in
K[X, Y ]. Since exp(σ(Fj)) = exp(Fj) by remark 1.3.6 we have
supp(qj) + exp(Fj) ∈ ∆j for all 1 ≤ j ≤ n,
supp(R) ⊆ ∆.
Set
G′ = G−
∑
j
qjFj +R,
where here we multiply in Ad. Using for the moment the notation · for poly-
nomial multiplication and ∗ for Weyl algebra multiplication we get
deg(G′) = deg(G− (
∑
qj ∗ Fj +R))
= deg(
∑
qj · σ(Fj) +R− (
∑
qj ∗ Fj +R))
= deg(
∑
qj · σ(Fj)−
∑
qj ∗ (σ(Fj) + σ˜(Fj)))
= deg(
∑
(qj · σ(Fj)− qj ∗ σ(Fj))−
∑
qj ∗ σ˜(Fj))
≤ max{deg(qj · σ(Fj)− qj ∗ σ(Fj)), deg(qj ∗ σ˜(Fj))} < deg(G)
if σ˜(Fj) := Fj − σ(Fj). In the computation we used lemma 1.1.2 and the fact
that deg(G) = max{deg(qjσ(Fj)), deg(R)} by corollary 1.3.6. Now since G
′
has degree strictly less than deg(G) we can decompose G′ by induction. This
gives us a decomposition for G which clearly satisfies the properties (ii) and
(iii).
Division in the completed Weyl algebra Ad,ε
On the free Ad,ε-module A
m
d,ε we have the maximum norm, which will also
be denoted by | |ε. Let F = (f1, . . . , fm) ∈ A
m
d,ε be an element where fi =
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∑
aiαβX
αY β. The ε-initial form of F is defined to be
ε-inform(F ) := (
∑
|a1αβ |ε
3 Dimensions of Weyl algebras
The Krull dimension as well as the global dimension of the d-th classical Weyl
algebra are equal to d if charK = 0 and are equal to 2d if charK = p > 0.
We conjecture the same to be true for the d-th completed Weyl algebra Ad,ε.
We will prove that d serves as a lower bound for both the Krull and the global
dimension. If charK = p > 0 we show that 2d is a lower bound for both
dimensions. That d is also the upper bound if charK = 0 will only be proved
for d = 1 under the additional assumption that K is discretely valued.
3.1 Lower bounds
Lemma 3.1.1. Let f ∈ Ad,ε and let k < d. If fYk+1 is an element of the left
ideal
∑k
i=1Ad,εYi, then f ∈
∑k
i=1Ad,εYi.
Proof. We use the convention that a coefficient is zero if it has negative in-
dices. Let f =
∑
aαβX
αY β and let fYk+1 ∈
∑k
i=1Ad,εYi. There exist
fi =
∑
a
(i)
αβX
αY β ∈ Ad,ε with
fYk+1 =
k∑
i=1
fiYi
=
k∑
i=1
∑
αβ
a
(i)
αβX
αY βYi
=
∑
αβ
(
k∑
i=1
a
(i)
α,β1,...,βi−1,...,βd
)XαY β.
On the other hand we have
fYk+1 =
∑
αβ
aαβX
αY βYk+1 =
∑
αβ
aα,β1,...,βk+1−1,...,βdX
αY β.
Together this gives
∑k
i=1 a
(i)
α,β1,...,βi−1,...,βd
= aα,β1,...,βk+1−1,...,βd and hence
k∑
i=1
a
(i)
α,β1,...,βi−1,...,βd
= 0 if βk+1 = 0,
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which will be important later.
Set b
(i)
αβ := a
(i)
α,β1,...,βk+1+1,...,βd
and gi :=
∑
b
(i)
αβX
αY β. We have gi ∈ Ad,ε, since
|b(i)αβ |ε
(α,β) → 0 for |α|+ |β| → ∞. Finally,
k∑
i=1
giYiYk+1 =
k∑
i=1
∑
αβ
b
(i)
αβX
αY βYiYk+1
=
k∑
i=1
∑
αβ
b
(i)
α,β1,...,βi−1,...,βk+1−1,...,βd
XαY β
=
∑
αβ
βk+1>0
(
k∑
i=1
a
(i)
α,β1,...,βi−1,...,βd
)XαY β
=
∑
αβ
βk+1>0
(
k∑
i=1
a
(i)
α,β1,...,βi−1,...,βd
)XαY β
+
∑
αβ
βk+1=0
(
k∑
i=1
a
(i)
α,β1,...,βi−1,...,βd
)XαY β
=
∑
αβ
(
k∑
i=1
a
(i)
α,β1,...,βi−1,...,βd
)XαY β = fYk+1
Hence f =
∑k
i=1 giYi, proving the lemma.
Proposition 3.1.2. The Krull dimension of Ad,ε is bounded below by d.
Proof. Apply [McCR] proposition 6.5.9 to the left ideal generated by the ele-
ments Y1, . . . , Yd. This is a proper ideal and the Yi commute pairwise. Together
with the property in lemma 3.1.1 the proposition follows.
Proposition 3.1.3. The global dimension of Ad,ε is bounded below by d.
Proof. We consider the same ideal as in the proof of proposition 3.1.2. To
apply [McCR] theorem 7.3.16 we need the additional property that
∑
YiAd,ε
is a proper ideal, which is the case. The assertion follows.
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Remark 3.1.4. To establish these lower bounds we did not need to assume
K to be discretely valued nor ε to lie in |K×|2d. Both these properties will be
main ingredients to obtain upper bounds.
If we assume charK = p > 0 we immediately get as in the classical case the
following strong result for the Krull dimension. Let Kalg denote an algebraic
closure of K.
Proposition 3.1.5. Assume charK = p > 0, then the Krull dimension of
Ad,ε is bounded below by 2d. The Krull dimension of Ad,ε is 2d if ε ∈ |K
×
alg|
2d.
Proof. We proceed as in the proof in the classical case as it can be found in
[McCR] 7.5.8. The elements Xpi and Y
p
i in Ad,ε are central. Indeed, using the
formula fXpi =
∑p
j=0
(
p
j
)
Xp−ji ∂
j
Yi
(cf. lemma 1.4.4) we see that fXpi = X
p
i f ,
since
(
p
j
)
is divisible by p for all 1 < j < p and all coefficients of ∂pYi(f) are
multiples of p. Hence the Tate algebra T2d,εp = K〈X
p
1 , . . . , X
p
d , Y
p
1 , . . . , Y
p
d 〉εp
in 2d variables is a subalgebra of Ad,ε. In fact, Ad,ε is a free T2d,εp-module of
finite rank with basis {XαY β}α,β∈{0,...,p−1}d. Finally, using [McCR] corollary
6.5.3 we get
K(Ad,ε) = K(T2d,εp) ≥ 2d
(cf. [BGR] remark 6.1.2 for the inequality). The final statement follows since
we know K(T2d,εp) = 2d if ε ∈ |K
×
alg| (combine [BGR] remark 6.1.2 and the
proof of [BGR] theorem 6.1.5/4).
Proposition 3.1.6. Assume charK = p > 0, then the global dimension of
Ad,ε is bounded below by 2d.
Proof. From the proof of proposition 3.1.5 above we know that Ad,ε is a free
T2d,εp-module of finite rank. Hence using [McCR] theorem 7.2.6 we get
gld(Ad,ε) ≥ gld(T2d,εp) ≥ 2d.
The fact that gld(T2d,εp) ≥ 2d follows with [McCR] theorem 7.3.16.
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3.2 Upper bounds (d = 1)
Recall that by the alternative definition of Weyl algebras (remark 2.2.1) we
have
Ad,ε ≃ (Ad−1,εˆi(K〈Xi〉εi))〈Yi, ∂Xi〉εd+i
≃ (Ad−1,εˆi(K〈Yi〉εd+i))〈Xi,−∂Yi〉εi
with the notation εˆi = (ε1, . . . , εi−1, εi+1, . . . , εd+i−1, εd+i+1, . . . , ε2d) and where
Ad−1,εˆi is the Weyl algebra in the 2(d−1) variables X1, . . . , Xi−1, Xi+1, . . . , Xd
and Y1, . . . , Yi−1, Yi+1, . . . , Yd.
The derivation ∂Xi (resp. ∂Yi) extends to a derivation on the Weyl algebra
over the completion of the quotient field of K〈Xi〉εi (resp. K〈Yi〉εd+i) which is
norm decreasing with constant εd+i (resp. εi). Hence we can form the ring of
restricted skew power series
BXid,ε := (Ad−1,εˆi(
̂Quot(K〈Xi〉εi)))〈Yi, ∂Xi〉εd+i
resp. BYid,ε := (Ad−1,εˆi(
̂Quot(K〈Yi〉εd+i)))〈Xi,−∂Yi〉εi.
We denote the norms of these K-Banach algebras by | |ε. In the following
we want to consider the canonical ring extension
Ad,ε −→
d⊕
i=1
BXid,ε ⊕
d⊕
i=1
BYid,ε =: Bd,ε.
The maximum norm on Bd,ε is again denoted by | |ε.
Lemma 3.2.1. Assume charK = 0 and ε ∈ |K×|2d. Let I ⊂ Ad,ε be a
maximal left ideal. Then Bd,εI ( Bd,ε.
Proof. Assume the lemma to be false. Let I ⊂ Ad,ε be a maximal left ideal
with Bd,εI = Bd,ε. Then 1 ∈ B
Xi
d,εI and 1 ∈ B
Yi
d,εI for 1 ≤ i ≤ d.
Since 1 ∈ BXid,εI, there is an element f =
∑
aαβX
αY β ∈ I, which is a unit
in BXid,ε, or equivalently, which is distinguished with εd+i- expBXi
d,ε
(f) = 0 (cf.
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proposition 2.2.5). By definition εd+i- expBXi
d,ε
(f) = 0 implies
max
α,β1,...,βi−1,βi+1,...,βd
|aα,β1,...,βi−1,0,βi+1,...,βd|ε
(α,β1,...,βi−1,0,βi+1,...,βd)
> max
α,β1,...,βi−1,βi+1,...,βd
|aαβ|ε
(α,β)
for all bi > 0. This together with the fact that f is distinguished combined
with the fact that an element in Ad−1,εˆi( ̂Quot(K〈Xi〉εi)) is a unit if and only
if its εˆi-exponent is zero (cf. proposition 1.4.3) gives
max
αi
|a0,...,αi,...,0|ε
(0,...,αi,...,0)
> max
αi
|aα,β1,...,βi−1,0,βi+1,...,βd|ε
(α,β1,...,βi−1,0,βi+1,...,βd)
for all (α1, . . . , αi−1, αi+1, . . . , αd, β1, . . . , βi−1, βi+1, . . . , βd) 6= 0. Therefore, we
can find an αfi ∈ N with ε-expAd,ε(f) = (0, . . . , αfi, . . . , 0) where αfi appears
at the i-th place. Similarly, working in BYid,ε, we find an element g ∈ I and an
βgi ∈ N such that ε-expAd,ε(g) = (0, . . . , βgi, . . . , 0) where βgi appears at the
d+ i-th place.
Let h1, . . . , hn be elements in I such that ε-exp(I) =
⋃
j ε-exp(hi) + N
2d (cf.
lemma 1.3.1). Hence h1, . . . , hn generate I (cf. proof of proposition 1.4.1).
Applying theorem 1.3.14 we get an isomorphism of K-vector spaces
Ad,ε/I −−−→ {f ∈ Ad,ε : supp(f) ⊆ ∆}.∑
qihi + r 7→ r
We know that
∆ :=
⋃d
i=1(0, . . . , αfi, . . . , 0) + N
2d ∪
⋃d
i=1(0, . . . , αgi, . . . , 0) + N
2d
⊆ ε-exp(I) =
⋃
j ∆j .
Hence ∆ ⊆ N2d\∆ = {(α, β) ∈ N2d : αi < αfi, βi < βgi}, so that ∆ is finite
and hence {f ∈ Ad,ε : supp(f) ⊆ ∆} is finite dimensional over K. This is
a contradiction to the fact that there are no simple finite dimensional Ad,ε-
modules which we are going to prove now.
The fact that there are no non-zero finite dimensional left Ad,ε-modules is true
for any simple infinite dimensional K-algebra, where K is any field. Indeed, let
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M be a non-zero left Ad,ε-module which is finite dimensional over K. Consider
the ring S := EndAd,ε(M). M is a right S-module via mϕ := ϕ(m) for ϕ ∈ S,
m ∈ M . Hence EndS(M) is finite dimensional over K, since EndS(M) ⊆
EndK(M) is a K-subspace. Since Ad,ε is simple if charK = 0 (cf. proposition
1.4.6) Ad,ε → EndS(M) with f 7→ (m 7→ fm) is a ring extension, hence Ad,ε
is finite dimensional over K, a contradiction.
Now we restrict to the case d = 1. In this case we omit the subscript d, i.e.
we write Aε and Bε = B
X
ε ⊕ B
Y
ε . To obtain the next results we assume the
extension Aε ⊆ Bε to be flat. We will show in section 4 proposition 4.3.4 that
this is true at least if we further assume that K is discretely valued and that
all components of ε lie in |K×|.
Proposition 3.2.2. Assume Aε ⊆ Bε to be a flat extension of rings and let
ε ∈ |K×|2d. If charK = 0, then the Krull dimension of Aε is 1.
Proof. We already know that K(Aε) ≥ 1 (cf. lemma 3.1.2). The fact that Aε ⊆
Bε is flat combined with lemma 3.2.1 implies that the extension is faithfully flat
(cf. [McCR] proposition 7.2.3). Hence the map sending left ideals I ⊆ Aε to
the left ideals BεI ⊆ Bε preserves proper containments (cf. [Bou1] proposition
I.3.5.9).
From proposition 2.2.9 we know that K(BXε ) = K(B
Y
ε ) = 1. Hence K(Bε) = 1.
Indeed, the left ideals of Bε are the direct sums of the left ideals of B
X
ε and
BYε . Hence with lemma 6.1.14 of [McCR] we have
K(Bε) = sup{K(B
X
ε ),K(B
Y
ε )}.
Applying [McCR] 6.5.3.(i) we get K(Aε) ≤ K(Bε) = 1.
If the Weyl algebra is defined over a discretely valued field and the components
of ε lie in |K×| we will show in section 4 that the global dimension of Ad,ε is
finite (cf. 4.3.6). To some extent this justifies the first assumption in the next
proposition.
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Proposition 3.2.3. Assume the global dimension of Aε to be finite and the
extension Aε ⊆ Bε to be flat. Let ε ∈ |K
×|2d. If charK = 0, then the global
dimension of Aε equals 1.
Proof. We know that 1 is a lower bound (cf. proposition 3.1.2). The extension
Aε ⊆ Bε is faithfully flat (cf. proof of proposition 3.2.2). Hence by [McCR]
theorem 7.2.6 the global dimension of Aε is bounded above by the global
dimension of Bε. However, the global dimension of Bε is 1 by proposition
2.2.10.
These results indicate that the ring extensions BXε and B
Y
ε , i.e. the microlo-
calizations, are the appropriate objects to consider. The localization of the
classical Weyl algebra A in two variables X and Y with respect to the multi-
plicative subset K[X]\{0} is a principal left and right ideal domain with Krull
and global dimension equal to 1. As we saw above the microlocalization BXε
of the completed Weyl algebra Aε shares these properties. The analogy goes
even further. Just as the localization in the classical case is a simple ring so is
the microlocalization.
Proposition 3.2.4. Assume ε ∈ |K×|2d. The rings BXε and B
Y
ε are simple,
i.e. have no proper two-sided ideals different from zero.
Proof. As in the case of the Weyl algebra we show first that formal differenti-
ation of elements f ∈ BXε with respect to Y is given by the formula
∂Y (f) = fX −Xf.
Let f =
∑
aβY
β and X =
∑
bβY
β , i.e. b0 = X and bβ = 0 for all β > 0.
Applying the multiplication formula (1) we get
fX =
∑
k
(
k∑
j=0
∞∑
i=k−j
(
i
k − j
)
ai∂
i−k+j
X (bj))Y
k
=
∑
k
(
∞∑
i=k
(
i
k
)
ai∂
i−k
X (X))Y
k
=
∑
k
(akX + (k + 1)ak+1)Y
k
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and
Xf =
∑
k
(
k∑
j=0
∞∑
i=k−j
(
i
k − j
)
bi∂
i−k+j
X (aj))Y
k
=
∑
k
(akX)Y
k,
proving the assertion. Let f =
∑
aβY
β be a non-zero element of a two-sided
ideal of BXε . Set β0 := ε2-exp(f). By the above assertion the element
∂β0Y (f) =
∑
β
(β+β0)!
β!
aβ+β0Y
β
is an element of the two-sided ideal. On the other hand we have
|β0!aβ0 |ε1 > |
(β+β0)!
β!
aβ+β0 |ε1ε
β
2 for all β > 0
by the definition of the exponent and because |β0!| ≥ |
(β+β0)!
β!
| for all β. Hence
∂β0Y (f) is a unit (cf. proposition 2.2.5).
4 Filtration
In this section we endow the completed Weyl algebra Ad,ε, the microlocal-
izations BXid,ε and B
Yi
d,ε, and Bd,ε, the sum of these microlocalizations, with a
filtration. The associated graded rings turn out to be well known classical
objects.
There is an extensive theory on how a filtered ring inherits properties from the
associated graded ring (see for example [LvO]), however, for this process to
work in our situation we have to assume that the complete non-archimedean
field K is discretely valued.
4.1 Filtered rings
We briefly recall the definitions as they are used in [LvO]. Let R be an associa-
tive unital ring. We call R filtered if it is equipped with a family {F nR}n∈Z
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of additive subgroups F nR ⊆ R such that, for any m,n ∈ Z,
(i) FmR ⊆ F nR if m ≤ n,
(ii) FmR · F nR ⊆ Fm+nR,
(iii)
⋃
n∈Z
F nR = R and 1 ∈ F 0R.
The associated graded ring is the ring
grR :=
⊕
n∈Z
grnR
with the standard multiplication and where grnR = F nR/F n−1R. A filtration
is said to be complete if it is Hausdorff (
⋂
n∈Z F
nR = 0) and the natural map
R −→ lim
←−
n
R/F nR
is bijective (i.e. every Cauchy sequence converges).
Let K be a complete discretely valued field with uniformizing element pi ∈ K
and residue field k. Let A be a K-Banach algebra (associative unital) with a
non-archimedean norm | |A satisfying |1|A = 1, |ab|A = |a|A|b|A and |K| =
|A|A. We can view A as a filtered ring if we define
F nA := {a ∈ A : |a|A ≤ |pi|
−n} for all n ∈ Z.
This filtration is complete. Note that grA is a graded k-algebra and that we
have an isomorphism of graded k-algebras
grA ≃ k[p¯i, p¯i−1]⊗k gr
0A,
where the graduation on the right hand side is given by the negative degree
graduation of k[p¯i, p¯i−1]. The subring F 0A of A is a filtered ring using the
filtration of A and we have an isomorphism of graded k-algebras
grF 0A ≃ k[p¯i]⊗k gr
0A.
Lemma 4.1.1. Assume that the Krull dimension of F 0A is bounded above
by d resp. the global dimension of F 0A is bounded above by d and that F 0A
is Noetherian. Then the Krull dimension resp. the global dimension of A is
bounded above by d− 1.
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Proof. We reproduce an argument of the proof of [ST] theorem 8.9. Let OK
be the valuation ring of K. As the elements of K commute with all elements
of A the set OK\{0} is an Ore set in F
0A. We have the ring isomorphisms
(OK\{0})
−1F 0A ≃ K ⊗OK F
0A ≃ A.
For all f ∈ F 0+A the element 1−f has the inverse 1+f+f 2+. . . in F 0A, hence
F 0+A lies in the Jacobson radical of F 0A. This implies that any simple left
F 0A-module isOK-torsion (all a ∈ OK\{0} with |a| < 1 annihilate all elements
of the module). The lemma follows if we apply [McCR] proposition 6.5.3 in
the case of the Krull dimension and [McCR] corollary 7.4.3 and theorem 7.4.4
in the case of the global dimension.
4.2 Associated graded rings
From now on let K be a complete discretely valued non-archimedean field with
uniformizing element pi ∈ K and residue field k. We consider the completed
Weyl algebra Ad,ε defined over K. We endow Ad,ε with the filtration
F nAd,ε := {f ∈ Ad,ε : |f |ε ≤ |pi|
−n} for n ∈ Z.
This filtration is complete. For ε ∈ R2d>0 we will use the notation
d(ε) := #{j : εjεd+j = 1}.
Lemma 4.2.1. Let ε ∈ |K×|2d with εjεd+j ≥ 1 for all 1 ≤ j ≤ d. Then we
have an isomorphism of graded k-algebras
grAd,ε ≃ k[p¯i, p¯i
−1]⊗k Ad(ε)(k)⊗k Pol2(d−d(ε))(k),
where Pol2(d−d(ε))(k) denotes the polynomial ring in 2(d− d(ε)) variables over
k.
Proof. We may assume that εjεd+j = 1 for all j = 1, . . . , d(ε) and that εjεd+j >
1 for all j = d(ε) + 1, . . . , d. This is easily achieved if we consider for example
the isomorphism
Ad,ε ≃ A1,ε1,εd+1⊗̂ · · · ⊗̂A1,εd,ε2d
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of proposition 1.4.7. We choose cj ∈ K such that |cj|
−1 = εj for 1 ≤ j ≤ 2d
and such that cd+j = c
−1
j if εjεd+j = 1. We define a k-algebra homomorphism
Ad(ε)(k)⊗k Pol2(d−d(ε))(k) −−−→ gr
0Ad,ε,
Xj 7→ cjXj
Yj 7→ cd+jYj
where the 2d(ε) variables of the classical Weyl algebra Ad(ε)(k) are denoted by
X1, . . . , Xd(ε), Y1, . . . , Yd(ε) and the 2(d− d(ε)) variables of the polynomial ring
Pol2(d−d(ε))(k) are denoted by Xd(ε)+1, . . . , Xd, Yd(ε)+1, . . . , Yd. This homomor-
phism is well defined since c−1j YjcjXj = cjXjc
−1
j Yj + 1 for all j = 1, . . . , d(ε)
and cd+jYjcjXj = cjXjcd+jYj for all j = d(ε) + 1, . . . , d.
The homomorphism is bijective. Indeed, suppose
∑
a¯αβX
αY β ∈ Ad(ε)(k) ⊗k
Pol2(d−d(ε))(k) is send to zero. Then we have
∑
aαβc(α,β)XαY β = 0 ⇐⇒
|
∑
aαβc
(α,β)XαY β |ε < 1 ⇐⇒ max |aαβ | < 1 ⇐⇒
∑
a¯αβX
αY β = 0, where
c = (c1, . . . , c2d) and c
(α,β) = cα11 · · · c
βd
2d . Hence the map is injective.
Let f¯ =
∑
aαβXαY β ∈ gr
0Ad,ε be any element. Then
∑
aαβc−(α,β)X
αY β is a
preimage of f¯ . Hence the map is surjective.
Combining this with the isomorphism grAd,ε ≃ k[p¯i, p¯i
−1]⊗k gr
0Ad,ε completes
the proof.
We endow BXid,ε (resp. B
Yi
d,ε) (cf. section 3.2) defined over K with the complete
filtration
F nBXid,ε := {f ∈ B
Xi
d,ε : |f |ε ≤ |pi|
−n} for n ∈ Z.
Lemma 4.2.2. Let ε ∈ |K×|2d with εjεd+j ≥ 1 for all 1 ≤ j ≤ d. Then we
have isomorphisms of graded k-algebras
grBXid,ε ≃ (k[Xi]\{0})
−1(k[p¯i, p¯i−1]⊗k Ad(ε)(k)⊗k Pol2(d−d(ε))(k))
and grBYid,ε ≃ (k[Yi]\{0})
−1(k[p¯i, p¯i−1]⊗k Ad(ε)(k)⊗k Pol2(d−d(ε))(k)),
where Pol2(d−d(ε))(k) is the polynomial ring in 2(d− d(ε)) variables over k.
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Proof. We choose cj ∈ K such that |cj|
−1 = εj for 1 ≤ j ≤ 2d and such that
cd+j = c
−1
j if εjεd+j = 1. We have the following isomorphisms of k-algebras
k(Xi) −−−→ gr
0Quot(K〈Xi〉εi) −−−→ gr
0 ̂Quot(K〈Xi〉εi)∑
a¯αX
α
i∑
b¯αX
α
i
7→
∑
aαc
α
i X
α
i∑
bαc
α
i X
α
i
7→
∑
aαc
α
i X
α
i∑
bαc
α
i X
α
i
using the chosen ci ∈ K. The second isomorphism is clear since the residue
field of any non-archimedean valued filed is isomorphic to the residue field of
its completion.
The first homomorphism is well defined by sending Xi to ciXi (ciXi being
a transcendental element of the k-algebra gr0Quot(K〈Xi〉εi)). The homo-
morphism is injective since
∑
aαc
α
i X
α
i∑
bαc
α
i X
α
i
= 0 ⇐⇒ |
∑
aαc
α
i X
α
i∑
bαc
α
i X
α
i
|ε1 < 1 ⇐⇒
max |aα| < 1 ⇐⇒
∑
a¯αX
α
i∑
b¯αX
α
i
= 0. It is surjective since any element
∑
aαX
α
i∑
bαX
α
i
∈
gr0Quot(K〈Xi〉εi) has the preimage
∑
aαc
−α
i X
α
i∑
bαc
−α
i
Xα
i
.
We use the notation εˆi = (ε1, . . . , εi−1, εi+1, . . . , εd+i−1, εd+i+1, . . . , ε2d) as in
section 3.2. Note that d(εˆi) = #{j : εjεd+j = 1, j 6= i}. By lemma 4.2.1 we
have an isomorphism
ϕ : Ad(εˆi)(k(Xi))⊗k(Xi) Pol2(d−1−d(εˆi))(k(Xi)) → gr
0Ad−1,εˆi( ̂Quot(K〈Xi〉εi)).∑
α,β∈Nd−1
∑
a¯αiαβX
αi
i∑
b¯αiαβX
αi
i
XαY β 7→
∑
α,β
∑
aαiαβc
αi
i X
αi
i∑
bαiαβc
αi
i X
αi
i
cˆi(α,β)XαY β
if we write α = (α1, . . . , αi−1, αi+1, . . . , αd) andX = X1 · · ·Xi−1Xi+1 · · ·Xd and
with the similar convention for β and Y . We use the notation cˆi(α,β) as in the
proof of lemma 4.2.1 with cˆi = (c1, . . . , ci−1, ci+1, . . . , cd+i−1, cd+i+1, . . . , c2d).
The k-algebra gr0BXid,ε contains the k-algebra gr
0Ad−1,εˆi( ̂Quot(K〈Xi〉εi)) since
isometrically
Ad−1,εˆi( ̂Quot(K〈Xi〉εi)) ⊆ Ad−1,εˆi(
̂Quot(K〈Xi〉εi))〈Yi, ∂Xi〉εd+i = B
Xi
d,ε.
The composition of ϕ with this inclusion is a homomorphism
Ad(εˆi)(k(Xi))⊗k(Xi) Pol2(d−1−d(εˆi))(k(Xi)) −−−→ gr
0BXid,ε.
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We have cd+i(Yif) = cd+i(fYi + ∂Xi(f)) for all f ∈ Ad−1,εˆi(
̂Quot(K〈Xi〉εi)).
Hence if we assume |f |εˆi ≤ 1 we have the following equality in gr
0BXid,ε
cd+iYif¯ = f¯ cd+iYi + cd+i∂Xi(f). (2)
It is easy to verify that
ϕ(∂Xi(
∑
α,β∈Nd−1
∑
a¯αiαβX
αi
i∑
b¯αiαβX
αi
i
XαY β)) = c−1i ∂Xi(
∑
α,β∈Nd−1
∑
aαiαβc
αi
i X
αi
i∑
bαiαβc
αi
i X
αi
i
cˆi(α,β)XαY β)
for all
∑
α,β∈Nd−1
∑
a¯αiαβX
αi
i∑
b¯αiαβX
αi
i
XαY β ∈ Ad(εˆi)(k(Xi))⊗k(Xi) Pol2(d−1−d(εˆi))(k(Xi)). If
we combine this in the case εiεd+i = 1 (recall that in this case cd+i = c
−1
i ) with
equation (2) we get
cd+iYiϕ(f) = ϕ(f)cd+iYi + ϕ(∂Xi(f))
for all f ∈ Ad(εˆi)(k(Xi)) ⊗k(Xi) Pol2(d−1−d(εˆi))(k(Xi)). Hence by the universal
property of skew polynomial rings we get a k-algebra homomorphism
(Ad(εˆi)(k(Xi))⊗k(Xi) Pol2(d−1−d(εˆi))(k(Xi)))[Yi, ∂Xi ] −−−→ gr
0BXid,ε.∑
fβY
β
i 7→
∑
ϕ(fβ)cd+iYi
β
One can show that
|∂Xi(f)|εˆiε
−1
d+i ≤ |f |εˆi(εiεd+i)
−1
for all f ∈ Ad−1,εˆi( ̂Quot(K〈Xi〉εi)). If we combine this in the case εiεd+i > 1
with equation (2) we get
cd+iYiϕ(f) = ϕ(f)cd+iYi
for all f ∈ Ad(εˆi)(k(Xi))⊗k(Xi) Pol2(d−1−d(εˆi))(k(Xi)). Hence as above we get a
well defined homomorphism of k-algebras
(Ad(εˆi)(k(Xi))⊗k(Xi) Pol2(d−1−d(εˆi))(k(Xi)))[Yi] −−−→ gr
0BXid,ε.∑
fβY
β
i 7→
∑
ϕ(fβ)cd+iYi
β
We show now simultaneously that the two homomorphisms defined above are
isomorphism. We suppose that
∑
(
∑ ∑ a¯αiβiαβXαii∑
b¯αiβiαβX
αi
i
XαY β)Y βii is an element of
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(Ad(εˆi)(k(Xi)) ⊗k(Xi) Pol2(d−1−d(εˆi))(k(Xi)))[Yi, ∂Xi] resp. (Ad(εˆi)(k(Xi)) ⊗k(Xi)
Pol2(d−1−d(εˆi))(k(Xi)))[Yi] which is zero under the corresponding homomor-
phism. Then
∑
(
∑∑ aαiβiαβcαii Xαii∑
bαiβiαβc
αi
i X
αi
i
cˆi(α,β)XαY β)cβid+iY
βi
i = 0
⇐⇒ |
∑
(
∑∑ aαiβiαβcαii Xαii∑
bαiβiαβc
αi
i X
αi
i
cˆi(α,β)XαY β)cβid+iY
βi
i |ε < 1
⇐⇒ max
αiβiαβ
|aαiβiαβ | < 1.
Hence the map is injective.
Let f¯ =
∑
fβY
β
i ∈ gr
0BXid,ε be any element. Then
∑
ϕ−1(fβc
−β
d+i)Y
β
i is a
preimage of f¯ . Hence the map is surjective.
Finally we endow Bd,ε =
⊕d
i=1 B
Xi
d,ε ⊕
⊕d
i=1 B
Yi
d,ε (cf. section 3.2) with the com-
plete filtration
F nBd,ε := {f ∈ Bd,ε : |f |ε ≤ |pi|
−n} for n ∈ Z.
Corollary 4.2.3. Let ε ∈ |K×|2d with εjεd+j ≥ 1 for all 1 ≤ j ≤ d. Let Agr
denote the k-algebra k[p¯i, p¯i−1]⊗k Ad(ε)(k)⊗k Pol2(d−d(ε))(k). Then we have an
isomorphism of graded k-algebras
grBd,ε ≃
d⊕
i=1
(K[Xi]\{0})
−1Agr ⊕
d⊕
i=1
(K[Yi]\{0})
−1Agr.
Proof. The functor gr commutes with filtered direct sums, hence the corollary
follows from lemma 4.2.2.
4.3 Permanence properties
Proposition 4.3.1. Let ε ∈ |K×|2d with εjεd+j ≥ 1 for all 1 ≤ j ≤ d. Then
Ad,ε, B
Xi
d,ε, B
Yi
d,ε, and Bd,ε are Noetherian rings.
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Proof. With lemma 4.2.1 we have
grAd,ε ≃ k[p¯i, p¯i
−1]⊗k Ad(ε)(k)⊗k Pol2(d−d(ε))(k) ≃ Pol2(d−d(ε))(Ad(ε)(k)[p¯i, p¯i
−1]).
Ad(ε)(k) is Noetherian (cf. [McCR] 1.3.8), hence Ad(ε)(k)[p¯i, p¯i
−1] is Noetherian
(cf. [McCR] 1.4.5), hence finally Pol2(d−d(ε))(Ad(ε)(k)[p¯i, p¯i
−1]) is Noetherian (cf.
[McCR] 1.2.9). As the localization resp. the sum of localizations of a Noethe-
rian ring the rings grBXid,ε and grBd,ε are Noetherian. Applying [LvO] proposi-
tion I.7.1.2 completes the proof.
Remark 4.3.2. We already know that Ad,ε defined over an arbitrary non-
archimedean field K is Noetherian (cf. proposition 1.4.1). We also know that
BXid,ε (resp. B
Yi
d,ε), and Bd,ε defined over any non-archimedean fieldK are Noethe-
rian if d = 1 (cf. proposition 2.2.8).
Now we show that the filtered rings considered above are Auslander regular
rings. See [LvO] chapter III for an introduction to Auslander regular rings.
Proposition 4.3.3. Let ε ∈ |K×|2d with εjεd+j ≥ 1 for all 1 ≤ j ≤ d. Then
Ad,ε, B
Xi
d,ε, B
Yi
d,ε, and Bd,ε are Auslander regular rings.
Proof. Since Ad,ε, B
Xi
d,ε, B
Yi
d,ε, and Bd,ε are complete filtered rings with Noethe-
rian associated graded rings they are Zariski rings by [LvO] II.2.2.1. Hence by
[LvO] proposition III.2.2.5 it suffices to show that the associated graded rings
are Auslander regular.
The classical Weyl algebra over a field is Auslander regular (cf. [LvO] example
III.2.4.4.(b)). Combining the proof of this result with corollary [LvO] III.2.3.6
implies that this is also true for the classical Weyl algebra defined over any
Auslander regular ring.
By lemma 4.2.1 grAd,ε is isomorphic to the classical Weyl algebra over
k[p¯i, p¯i−1, Xd(ε)+1, . . . , X2d, Yd(ε)+1, . . . , Y2d].
This ring is Noetherian and of finite global dimension (cf. [McCR] theorem
5.3), hence by [LvO] example III.2.4.3 Auslander regular.
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To show that grBXid,ε is Auslander regular is suffices by lemma 4.2.2 combined
with the above results to check that k(X)[Y, ∂X ] is Auslander regular. However,
endowed with the degree filtration this ring has a commutative polynomial ring
over a field as associated graded ring, hence k(X)[Y, ∂X ] is Auslander regular.
Finally, grBd,ε is Auslander regular, since by lemma 4.2.3 it is the sum of
Auslander regular rings.
Proposition 4.3.4. Let ε ∈ |K×|2d with εjεd+j ≥ 1 for all 1 ≤ j ≤ d. Then
the ring extension
Ad,ε ⊆ Bd,ε
is flat. If charK = 0, then the extension is faithfully flat.
Proof. By corollary 4.2.3 grBd,ε is the sum of localizations of grAd,ε. Local-
izations are flat extensions, hence the extension grAd,ε ⊆ grBd,ε is flat. This
together with the fact that grBd,ε and grAd,ε are Noetherian (cf. proof of
proposition 4.3.1) enables us to apply proposition 1.2 of [ST] which proves the
flatness of the extension Ad,ε ⊆ Bd,ε.
If charK = 0 we combine this with lemma 3.2.1 and deduce that the extension
is faithfully flat (cf. [McCR] proposition 7.2.3).
Lemma 4.3.5. Let ε ∈ |K×|2d with εjεd+j ≥ 1 for all 1 ≤ j ≤ d. Then
the Krull dimension and the global dimension of the graded ring grAd,ε are
2d− d(ε) + 1 if char k = 0 and they are 2d+ 1 if char k = p > 0.
Proof. We have an isomorphism grAd,ε ≃ Pol2(d−d(ε))(Ad(ε)(k)[p¯i, p¯i
−1]). The
Krull dimension and the global dimension of Ad(ε)(k) are d(ε) if char k = 0
and 2d(ε) if char k = p > 0 (cf. [McCR] theorem 6.6.15 and proposition 6.6.14
resp. theorem 7.5.8 (iii) and (ii)). Forming the ring of Laurent polynomials
over the Weyl algebra Ad(ε)(k) increases the Krull dimension and the global
dimension by one (cf. [McCR] proposition 6.5.4.(ii) resp. theorem 7.5.3.(iv)).
Finally the polynomial ring in 2(d−d(ε)) variables increases the Krull and the
global dimension by 2(d−d(ε)) (cf. [McCR] proposition 6.5.4.(i) resp. theorem
7.5.3.(iii)) which proves the lemma.
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We can apply results of filtered ring theory which say that the Krull dimension
resp. the global dimension of the graded ring serve as an upper bound for the
Krull dimension resp. global dimension of the ground ring. Hence the lemma
implies that the Krull dimension and the global dimension of Ad,ε are bounded
above by 2d− d(ε) + 1 if char k = 0 and by 2d+ 1 if char k = p > 0. However,
we have a slightly stronger result.
Proposition 4.3.6. Let ε ∈ |K×|2d with εjεd+j ≥ 1 for all 1 ≤ j ≤ d. Then
the Krull dimension and the global dimension of Ad,ε are bounded above by
2d− d(ε) if char k = 0 and they are bounded above by 2d if char k = p > 0.
Proof. Note first hat grF 0Ad,ε ≃ k[p¯i]⊗k gr
0Ad,ε. It follows from the proof of
lemma 4.2.1 that
grF 0Ad,ε ≃ k[p¯i]⊗k Ad(ε)(k)⊗k Pol2(d−d(ε))(k) ≃ Pol2(d−d(ε))(Ad(ε)(k)[p¯i]).
This ring has Krull and global dimension equal to 2d − d(ε) + 1 if char k = 0
and 2d+1 if char k = p > 0, which we show as in lemma 4.3.5. Applying [LvO]
proposition I.7.1.2 and corollary I.7.2.2 we obtain that the Krull and the global
dimension of F 0Ad,ε are bounded above by 2d−d(ε)+1 resp. 2d+1 depending
on the characteristic of k. Applying lemma 4.1.1 completes the proof.
Proposition 4.3.7. Let ε ∈ |K×|2d with εjεd+j ≥ 1 for all 1 ≤ j ≤ d. Then
the Krull and the global dimension of BXid,ε, B
Yi
d,ε and Bd,ε are bounded above
by 2d − d(ε) if char k = 0. If εiεd+i > 1 we have the stronger upper bound
2d − d(ε) − 1 for BXid,ε and B
Yi
d,ε, and if εjεd+j > 1 for all 1 ≤ j ≤ d this is
also an upper bound for Bd,ε. If char k = p > 0, then the Krull and the global
dimension of BXid,ε, B
Yi
d,ε and Bd,ε are bounded above by 2d− 1.
Proof. As in the proof of proposition 4.3.6, the Krull dimension resp. the global
dimension of BXid,ε is bounded above by the Krull dimension resp. the global
dimension of gr0BXid,ε. In the proof of lemma 4.2.2 we showed that
gr0BXid,ε ≃ (Ad(εˆi)(k(Xi))⊗k(Xi) Pol2(d−1−d(εˆi))(k(Xi)))[Yi, ∂Xi ]
if εiεd+i = 1 and that
gr0BXid,ε ≃ (Ad(εˆi)(k(Xi))⊗k(Xi) Pol2(d−1−d(εˆi))(k(Xi)))[Yi]
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if εiεd+i > 1. From the proof of lemma 4.3.5 we know that the Krull dimension
and the global dimension of Ad(εˆi)(k(Xi))⊗k(Xi)Pol2(d−1−d(εˆi))(k(Xi)) are equal
to
2(d− 1)− d(εˆi)
if char k = 0. Hence if εiεd+i = 1, i.e. if d(εˆ
i) = d(ε) − 1 we know that the
Krull dimension and the global dimension of gr0Bd,ε are bounded above by
2(d− 1)− d(εˆi) + 1 = 2d− d(ε)
(cf. [McCR] proposition 6.5.4.(i) and theorem 7.5.3.(i)). If εjεd+j > 1, i.e. if
d(εˆi) = d(ε) we know that the Krull dimension and the global dimension of
gr0Bd,ε are equal to
2(d− 1)− d(εˆi) + 1 = 2d− d(ε)− 1
(cf. [McCR] proposition 6.5.4.(i) and theorem 7.5.3.(iii)). Using the fact that
K(Bd,ε) = sup
i
{K(BXid,ε),K(B
Yi
d,ε)}
(cf. proof of proposition 3.2.2) completes the proof of the first part of the
theorem. If char k = p > 0 the Krull dimension and the global dimension
of Ad(εˆi)(k(Xi)) ⊗k(Xi) Pol2(d−1−d(εˆi))(k(Xi)) are 2(d − 1) (cf. proof of lemma
4.3.5). Hence the Krull dimension and the global dimension of gr0BXid,ε are at
most 2(d− 1) + 1 = 2d− 1.
As a consequence of this proposition we get an improvement of results of
proposition 4.3.6.
Corollary 4.3.8. Let ε ∈ |K×|2d with εjεd+j ≥ 1 for all 1 ≤ j ≤ d and
assume that the characteristic of K is zero. Then the Krull dimension and
the global dimension of Ad,ε are bounded above by 2d − 1, independent of the
characteristic of the residue field k.
Proof. We know that if charK = 0 the map sending left ideals I ⊆ Ad,ε to
left ideals Bd,εI ⊆ Bd,ε preserves proper containments (cf. proof of proposi-
tion 3.2.2). Hence K(Ad,ε) ≤ K(Bd,ε) ≤ 2d − 1 where the first inequality
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follows with [McCR] lemma 6.5.3.(i) and the second inequality follows from
proposition 4.3.7. The extension Ad,ε ⊆ Bd,ε is faithfully flat (cf. proposi-
tion 4.3.4) and Ad,ε is Noetherian (cf. proposition 1.4.1) with finite global di-
mension (cf. proposition 4.3.6), hence applying [McCR] theorem 7.2.6 implies
gld(Ad,ε) ≤ gld(Bd,ε) ≤ 2d− 1.
Corollary 4.3.9. Let ε ∈ |K×|2d with εjεd+j ≥ 1 for all 1 ≤ j ≤ d and assume
that the characteristic of K is zero. Then every left ideal of Ad,ε has a set of
2d generators.
Proof. Ad,ε is a left Noetherian simple ring (cf. proposition 1.4.1 and propo-
sition 1.4.6). The Krull dimension is bounded above by 2d − 1 by corollary
4.3.8, hence the assertion follows with [McCR] corollary 6.7.8.(ii).
Remark 4.3.10. We believe that the Krull dimension and the global dimension
of Ad,ε are equal to d if charK = 0. We proved this for d = 1 in section 3 (cf.
propositions 3.2.2 and 3.2.3). For d = 1 this is obviously also a consequence
of corollary 4.3.8 combined with propositions 3.1.2 and 3.1.3 which establish
the lower bounds. The conjectured statement follows from proposition 4.3.6 for
arbitrary d in the special case where char k = 0 and d = d(ε).
5 A note on simple modules
The simple left modules over the classical Weyl algebra A1 in the two vari-
ables X and Y were classified by R. Block in [Blo]. The simple K[X]-torsion
A1-modules and the simple K[X]-torsionfree A1-modules are considered sepa-
rately. The simple K[X]-torsion A1-modules are given by the maximal ideals
ofK[X] (cf. [Blo] proposition 4.1) and the simple K[X]-torsionfree A1-modules
are in one-to-one correspondence with the simple modules over the localiza-
tion of A1 with respect to the Ore set K[X]\{0} (cf. [Blo] lemma 2.2.1 and
corollary 2.2). Since the localization (K[X]\{0})−1A1 is a principal left ideal
domain the latter are given by similarity classes of irreducible elements (cf.
introduction of [Blo]).
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Recall that if we consider the completed Weyl algebra Aε with ε = (ε1, ε2) ∈
|K×|2 the subset K〈X〉ε1\{0} is not an Ore set (cf. lemma 2.0.1). Hence
it is not possible to imitate the above described strategy in the case of the
completed Weyl algebra with respect to the multiplicative set K〈X〉ε1\{0}.
However, if we replace K〈X〉ε1\{0} by its saturation we obtain some initial
results.
We briefly recall the notations as they are used in [LvO] chapter IV. Let R be a
separated filtered ring and let S be a multiplicatively closed subset containing
1 but not 0. For x ∈ F nR\F n−1R we denote by σ(x) the image of x in grnR.
We put σ(S) = {σ(s) : s ∈ S} and define the saturation of S in R to be the
set
Ssat := {r ∈ R : σ(r) ∈ σ(S)}.
If we assume σ(S) to be a multiplicatively closed subset of grR not containing
0 then Ssat is a multiplicatively closed subset of R.
As in section 4 we assume that K is a discretely valued non-archimedean
field with residue field k. Let Aε be the completed Weyl algebra in the two
variables X and Y and let S be the multiplicatively closed subset K〈X〉ε1\{0}.
We consider Aε as a filtered ring with the filtration defined in section 4. The
subset σ(S) of grAε is the multiplicatively closed set (k[p¯i, p¯i
−1]⊗k k[X])\{0}.
Recall that depending on ε the graded ring grAε is either k[p¯i, p¯i
−1] ⊗k A1(k)
or k[p¯i, p¯i−1] ⊗k k[X, Y ] (cf. lemma 4.2.1). It is clear that σ(S) is an Ore set
in grAε, since k[X]\{0} is an Ore set in both A1(k) and k[X, Y ]. It is also a
consequence of lemma 4.2.1 that the saturation of S is the set
Ssat = {f ∈ Aε\{0} : ε-inform(f) ∈ K[X]},
where ε-inform(f) denotes the ε-initial form as defined on page 21.
Proposition 5.1. The set Ssat is an Ore set in Aε.
Proof. Note that we use the conventions of [McCR] where an Ore set is a
multiplicatively closed set satisfying the Ore condition (cf. [McCR] 2.1.6) this
is called “second Ore condition” in [LvO]. By the proof of proposition 4.3.3 we
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know that Aε a Zariski ring. Thus by definition its Rees ring is Noetherian.
Hence the assertion follows with [LvO] proposition IV.1.19, since σ(Ssat) =
σ(S) is an Ore set in grAε, as was shown above.
Let A be a unital ring which has a localization B = S−1A and assume that B
is not a field. Section 2.2 in [Blo] establishes a general relation between simple
S-torsionfree A-modules and simple B-modules.
Proposition 5.2. The map
S−1 :


isom. classes of
simple S-torsionfree
left A-modules

 −−−→


isom. classes
of simple
left B-modules


defined by M 7→ B ⊗A M =: S
−1M is injective. If we assume in addition that
A has Krull dimension one, then the map S−1 is a bijection.
Proof. For the first assertion see [Blo] lemma 2.2.1. To prove the second asser-
tion suppose N is a simple B-module. Choose 0 6= n ∈ N then annB(n) 6= 0
(left annihilator) and hence the left ideal I := annA(n) is non-zero. We have
an isomorphism An ≃ A/I of A-modules. Now choose 0 6= a ∈ I. We have the
following inequalities of Krull dimensions K(A/I) ≤ K(A/Aa)) < K(A) = 1.
The first inequality follows from [McCR] Lemma 6.2.4 and the second from
[McCR] Lemma 6.3.9. Hence A/I is Artinian and the A-module N has a
simple submodule.
This applies to our situation.
Corollary 5.3. Let ε = (ε1, ε2) ∈ |K
×|2 and assume that Aε is defined over
a discretely valued non-archimedean field K with charK = 0. Further, let
Ssat = {f ∈ Aε : ε-inform(f) ∈ K[X]} be as above. Then we have a bijection
S−1sat :


isom. classes of
simple Ssat-torsionfree
left Aε-modules

 −−−→


isom. classes of
simple left
S−1satAε-modules

 .
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Proof. By proposition 5.1 Ssat is an Ore set and by corollary 4.3.8 the Krull
dimension of Aε is 1.
Remark 5.4. Note that S−1satAε is a subring of the ring B
X
ε defined on page 51.
Indeed, we have the inclusion Aε ⊂ B
X
ε and any element of Ssat is invertible
in BXε (cf. proposition 2.2.5), hence the assertion follows from the universal
property of localizations.
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