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Abstract
We consider a gas of N particles with a general two–body interaction and confined
by an external potential in the mean field or high temperature regime, that is when
the inverse temperature β > 0 satisfies βN → γ ≥ 0 as N → +∞. We show that
under general conditions on the interaction and the potential, the local fluctuations
are described by a Poisson point process in the large N limit. We present applications
to Coulomb and Riesz gases on Rn for any n ≥ 1, as well as to the edge behavior of
β–ensembles on R.
1 Introduction
The present article is inspired by the works of [6] and [20] which establish that the local statistics
of a β–ensembles on R are Poisson in the regime as βN → γ for a fixed γ > 0. Recall that a
β–ensembles is a collection of particles with random positions in RN having a joint distribution
PN =
e−HN (x)
Z
(V )
N
dx, HN (x) = β
∑
1≤i<j≤N
log |xi − xj |−1 +
∑
1≤j≤N
V (xj), (1.1)
where dx = dx1 · · · dxN and Z(V )N > 0 is a normalization constant. HN (x) corresponds to
the energy of a configuration x ∈ RN and it is made of a two–body interaction with kernel
g(x, z) = log |x − z|−1 and a one–body potential V (x). The specificity of this interaction lies in
the singularity of its kernel on the diagonal which forces the particles to repel each other. The
parameter β > 0 can be thought of both as a coupling constant which represents the strength
of the interaction and as an inverse temperature if one views PN has a Gibbs measure (as β in-
creases, the measure PN concentrates on the low energy configurations). In the Gaussian case,
V (x) = αx2, PN describes the joint law of the eigenvalues of a symmetric tri–diagonal random
matrix known as the Dumitriu–Edelman ensemble [11]. In [6], Benaych-Georges and Pe´che´ used
the Dumitriu–Edelman representation to show that the local fluctuations inside of the bulk of the
eigenvalues’ process are described by a homogeneous Poisson point process on R as N → +∞ with
βN → γ ≥ 0. This result has been recently generalized by Nakano and Trinh [20] to any potential
V ∈ C(R) with sufficient growth, hence showing universality. In this article, we tackle an analo-
gous problem for a general (singular) interaction g on a n–dimensional manifold X. In particular,
our results apply to any Riesz gas on Rn for any n ≥ 1 with a general potential (Corollary 1.5)
and to Coulomb gases on compact manifolds of dimension n ≥ 2. We also discuss the emergence
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of Poisson statistics at the boundary of the gas. This allows us to show that the largest eigenvalue
of the Dumitriu–Edelman ensemble properly rescaled converges to a Gumbel random variable in
the high temperature regime (see Corollary 1.9).
1.1 Model
Let X be a connected differentiable manifold of (real) dimension n equipped with a Riemannian
metric g. Then X is a metric measured space equipped with its geodesic distance dist(·) and with
its Borel σ–algebra and volume density ω. In local coordinates, this density can be expressed as
dω =
√
det g dx1 · · · dxn. We denote by M (X) the set of probability measures on X equipped with
the weak topology. Then, M (X) is a Polish space. If X is compact, by scaling, we also assume
that ω(X) = 1.
We consider a gas of N particles interacting via a two–body kernel g : X × X → (−∞,+∞]
and confined by a potential V : X→ (−∞,+∞] at inverse temperature β > 0. That is for a given
N ∈ N, if x = (x1, . . . , xN ) ∈ XN is a configuration, we define its energy:
HN (x) := β
∑
1≤i<j≤N
g(xi, xj) +
∑
1≤j≤N
V (xj). (1.2)
Then, we consider the Gibbs measure on XN :
PN [dx] :=
e−HN(x)
Z
(V )
N
N∏
j=1
ω(dxj), (1.3)
where the partition function
Z
(V )
N :=
∫
e−HN (x)
∏N
j=1ω(dxj) < +∞. (1.4)
In this article, we are interested in describing the local fluctuations of a random configuration
sampled from PN in the so–called mean field regime where the coupling constant β = O(N−1) in
the large N limit. This is also known as the high temperature regime, in contrast with the case
where β > 0 is fixed. Our main results show that for a large class of interactions and confining
potentials, as βN → γ with γ > 0, the local statistics are Poisson in the bulk as well as near the
boundary of the configuration of particles. The thermodynamical limit in the regime where β is
fixed and the potential V = NV is harder to analyze because of the strong correlations between
the particles. Nevertheless, it has been established that the local fluctuations of the Gaussian β–
ensembles on R are described by the Sineβ point process in the bulk [16, 26] and by the Airyβ point
process at the edges [23]. The question of universality of these limits for different potentials has
also been tackled in [7, 8]. Recently, there have also been several considerable advances to describe
the thermodynamical limit for Coulomb and Riesz gases on Rd with d ≥ 2. In particular, Leble´
and Serfaty showed that the local statistics are described by point processes which minimize of a
certain free energy functional introduced in [17]. A local law, as well as precise estimates for the
fluctuations have also been obtained by Amstrong and Serfaty in [4]. We refer to the review article
[25] for a comprehensive overview of these developments and the appropriate references. On the
other hand, if β = 0, the particles are independent and all the large N properties of the gas can be
inferred from the classical theory of independent random variables. The high temperature regime
is of particular interest since it interpolates between the two aforementioned cases and because of
the competition between the energy and the entropy of the gas, see [1, 14].
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In order guarantee that the condition (1.4) holds and that the Gibbs measure satisfies a large
deviation principle as N → +∞, one needs to impose certain regularity and growth conditions
on the two–body kernel g and the potential V of the model. We will work under the following
general assumptions which allow for singular interactions in order to model the repulsion between
the particles.
Assumptions 1.1. We suppose that the kernel g : X × X → [0,+∞] and the potential V : X →
[0,+∞] satisfy the following properties:
1) V is continuous1 on SV = {V < +∞} and
∫
e−V (x)ω(dx) < +∞.
2) g is symmetric and lower semicontinuous. For any ǫ > 0, there exists δ > 0 such that for all
u, x ∈ X, |g(u, x)| ≤ ǫ dist(x, u)−n if dist(u, x) ≤ δ.
3) For any k ∈ N, we can decompose g = gk + gk where gk ≤ k is continuous, gk ≥ 0 and there
exists p > 1 and a sequence ck → 0 as n→ +∞ such that
∫
gk(u, x)p ω(dx) ≤ ck for all u ∈ X.
The main example of interaction which satisfies the Assumptions 1.1.2)3) are the Riesz kernels:
for any n ≥ 1 and s ∈ (0, n),
gs(u, x) = |x− u|−s, x, u ∈ Rn. (1.5)
If n ≥ 3 and s = n − 2, up to a constant, this corresponds to the Coulomb kernel. Then, the
energy (1.2) is that of a gaz of N electric charges at inverse temperature β > 0 confined by the
background potential V .
Observe that since we assume that g ≥ 0, the condition 1) implies that the partition function
(1.4) is finite for all N ∈ N,
Z
(V )
N ≤
∫
e−
∑N
j=1 V (xj)
∏N
j=1ω(dxj) ≤ CN0 where C0 :=
∫
e−V (x)ω(dx). (1.6)
Let us also record that the condition 3) implies that the kernel g is locally integrable in the sense
that for any compact set K ⊂ X and for all u ∈ X,
∫
K
g(u, x)ω(du) < +∞.
If g is not bounded from below, as it the case for the two–dimensional Coulomb kernel,
g(u, x) = log |x− u|−1, (1.7)
then we need to modify slightly our assumptions. Let us observe that for any continuous function
ϑ ≥ 0, we can always rewrite the energy (1.2) as
HN (x) = β
∑
1≤i<j≤N
g˜(xi, xj) +
∑
1≤j≤N
V˜ (xj) (1.8)
where V˜ (x) = V (x)− β(N − 1)ϑ(x) and g˜(u, x) = g(u, x) + ϑ(u) + ϑ(x). The idea is to choose the
function ϑ in such a way that for all u, x ∈ X,
− g(u, x) ≤ ϑ(u) + ϑ(x), (1.9)
Moreover, if V grows sufficiently quickly, then we can also always assume that V˜ ≥ 0 for all N ∈ N
(since βN = O(1) and after possibly adding a constant to V which does not change the Gibbs
measure (1.3)). In this setting, let us state our assumptions.
1The set SV is open and we assume it is not empty. Moreover, we set e−V (x) ≡ 0 for all x ∈ {V = +∞}.
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Assumptions 1.2. We suppose that the kernel g : X × X → (−∞,+∞] satisfies the properties
2) and 3) from Assumptions 1.1 and that there exists a continuous function ϑ ≥ 0 so that (1.9)
holds. Then, we suppose that the potential V˜κ = V − κϑ is bounded from below and satisfies the
properties 1) for all κ ≥ 0.
Notation. In the following, we use the notation A ≪ B if there exists a constant C > 0
independent of N such that |A| ≤ CB. We also use the notation A ≍ B when A≪ B and B ≪ A.
For any n ∈ N, we denote by | · | the Euclidean norm on Rn. For any probability measure µ on X,
if it exists, we denote by µ(x) its density function.
1.2 Law of large numbers
Let us review some of the basic properties of the particle system defined in the previous section.
A convenient way to encode a configuration x ∈ XN of particle is through its empirical measure:
µ̂
(x)
N := N
−1∑N
j=1δxj .
We usually ignore the superscript (x) and view µ̂N as a random measure under PN . Let us now
recall how to describe the equilibrium properties of the gas. We define the energy functional :
E (µ) :=
∫∫
g(x, z)µ(dz)µ(dx), µ ∈ M (X). (1.10)
The interpretation is that µ represents a cloud of particles and E (µ) is the self–energy of this cloud.
Moreover, the potential generated by µ ∈ M (Rd) will be denoted by
U µ(x) :=
∫
g(x, z)µ(dz), x ∈ X.
If the kernel g ≥ 0, then E (µ) and U µ(x) are well–defined for all µ ∈ M (Rd). On the
other–hand, when g is not bounded from below, we can consider instead the weighted energy:
E˜ (µ) :=
∫∫
g˜(x, z)µ(dz)µ(dx), µ ∈ M (X), (1.11)
where g˜(u, x) = g(u, x) + ϑ(u) + ϑ(x) as in (1.9).
Recall that for any ν ∈ M (X), the relative entropy (or Kullback–Leibler divergence) with
respect to ν is defined by
H(µ|ν) =


∫
log(ρ) dµ if dµ = ρ dν
+∞ else
, µ ∈ M (X). (1.12)
The function µ 7→ H(µ|ν) can be though of as a distance from µ to ν as can be seen from
Lemma A.1. The reference measure that we consider are
νγ(dx) = C
−1
γ e
−V˜γ(x)ω(dx) where V˜γ = V − γϑ for γ ≥ 0. (1.13)
Under the Assumptions 1.2, we can choose Cγ > 0 (increasing) such that νγ is a probability
measure. The relevant functional to describe the equilibrium configuration of our particle system
as βN → γ and N → +∞ is the free energy:
Fγ(µ) =
γ
2
E˜ (µ) + H(µ|νγ), µ ∈ M (X) and γ ≥ 0. (1.14)
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This might seem like a slightly unusual way to define the free energy, but observe that it has the
following properties: Fγ ≥ 0 and it is lower–semicontinuous, so that it attains its minimum and
all minimizers are absolutely continuous with respect to νγ (and a fortiori ν0). Moreover, it follows
from formula (A.1) below that there exists a constant cγ > 0 such that for any µ ∈ M (Rn) with
a density µ≪ ν0,
Fγ(µ) =
γ
2
E (µ) + H(µ|ν0) + cγ < +∞. (1.15)
The following Law of large numbers for the empirical measure can be extracted from the
literature (it basically follows from the large deviation principle in [12]).
Proposition 1.3. Let us suppose that the Assumptions 1.2 hold and that the free energy (1.14)
has a unique minimizer denoted by µγ ∈ M (X). Then under PN , the empirical measure µ̂N
converges in probability to µγ as βN → γ and N → +∞. Moreover, the equilibrium measure
µγ satisfies
µγ(dx) = L
−1
γ e
−γU µγ (x)−V (x)ω(dx), Lγ > 0. (1.16)
For completeness, we review the important steps of the proof of Proposition 1.3 in Section A.1
of the Appendix. In particular, we carefully derive the self–consistent equation (1.16) which char-
acterizes the minimizer(s) of Fγ (see Proposition A.2). It turns out that under the assumptions
of Proposition 1.3, the equilibrium potential U µγ is continuous on X so that the equation (1.16)
is satisfied by the equilibrium density for all x ∈ X. Proposition 1.3 implies that for any function
f ∈ C(X) which is uniformly bounded and for any ǫ > 0,
lim
N→+∞
PN
[∣∣∣∣
∫
fdµ̂N −
∫
fdµγ
∣∣∣∣ ≥ ǫ
]
= 0. (1.17)
If the limiting temperature γ = 0, the equilibrium density is µ0(x) = L
−1
0 e
−V (x) and it is the
(unique) minimizer of the relative entropy H(·|µ0), so our notation are consistent. Note that if
the kernel g ≥ 0, then ϑ = 0 and νγ = µ0. Then, we inferred from the equation (1.16) that
0 ≤ U µγ ≪ 1, so that the equilibrium density satisfies µγ(x) ≍ e−V (x) for all x ∈ X and for any
γ ≥ 0. In fact, under the Assumptions 1.2, we easily obtain he estimate for all x ∈ X,
e−V (x) ≪ µγ(x)≪ e−V˜γ(x), (1.18)
see (A.7) below. Finally, the issue about the uniqueness of the minimizer of the free energy in the
case of the Riesz (1.5) and log (1.7) gases is addressed at the end of Section A.1.
1.3 Local fluctuations
In this section, we present our main result concerning the local fluctuations of the system of
particles defined in Section 1.1. Let us fix a point E ∈ SV and let U be a normal neighborhood
of E in SV and ϕ : U → Rn denotes a normal coordinates chart. Then, we define the local point
process around E as
ΞN :=
∑
xj∈U
δN1/nϕ(xj). (1.19)
Our main result states that ΞN converges in distribution to a (homogeneous
2) Poisson point process
on Rn as the number of particles N → +∞ and Nβ → γ.
2 The reference measure on Rn is the Lebesgue measure and we refer to Definition A.6 in the appendix for the
definition of a Poisson point process. In fact, one could use any C1 chart to define the local point process (1.19),
then the limiting Poisson process would also be homogeneous but its intensity need not be given by the equilibrium
density µγ(E) at E ∈ SV .
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Theorem 1.4. Fix γ ≥ 0 and suppose that the Assumptions 1.2 hold and that the free energy
(1.14) has a unique minimizer µγ ∈ M (X). Then, under PN , ΞN converges in distribution as
N → +∞ and Nβ → γ to a homogeneous Poisson process on Rn with intensity µγ(E) > 0.
Theorem 1.4 confirms that as expected, Poisson statistics describe the local fluctuations of a
Coulomb gas in the mean field regime. However, by analogy with the 1-dimensional case studied
in [14], we still expect some correlations between the particles in the sense that the global fluc-
tuations of the equilibrium remain non–trivial3 as Nβ → γ > 0. Moreover, in view of the result
from [3], one expects that Poisson statistics describes the microscopic behavior of β–ensembles
regardless of the confining potential as long as the inverse temperature β → 0 as N → +∞.
Observe that it follows from the estimate (1.18) that µγ(E) > 0 if and only if E ∈ SV , so that
the limiting process is non trivial. The proof of Theorem 1.4 is given in Section 2 and it relies only
on the Assumptions 1.2 for our particle system and the Law of large numbers from Proposition 1.3.
For completeness, we review briefly the concept of convergence for point processes in Section A.2.
Coulomb gas in the Euclidean case. Our main applications of Theorem 1.4 is to deduce
universality of local fluctuations for Coulomb and Riesz gases on Rn for any n ≥ 1. Let us recall
that the Riesz kernels on Rn are given by gs(u, x) = |x−u|−s for an exponent s ∈ (0, n). Then, we
consider the Gibbs measure (1.2)–(1.3) on (Rn)N with interaction kernel gs and a general potential
V : Rn → [0,+∞] such that e−V ∈ L1(dx) where dx denotes the Lebesgue measure. In this case,
we obtain the following result which describes the local fluctuation of the system of particles in
the bulk as Nβ → γ.
Corollary 1.5 (Riesz gases – bulk fluctuations). If V is continuous on SV = {V < +∞}, then
for any fixed E ∈ SV , the point process ΞN =
∑N
j=1 δN1/n(xj−E) converges in distribution as
N → +∞ and Nβ → γ with γ ≥ 0 to a homogeneous Poisson point process on Rn.
The proof of Corollary 1.5 consists in verifying that the free energy (1.14) has a unique minimizer
and that the Riesz kernels gs satisfy the Assumptions 1.1.2)3) if we set gs,k = gs ∧ k for k ∈ N.
Since gs ≥ 0 is a positive–definite translation–invariant kernel, the free energy Fγ = γ2E +H(·|µ0)
is strictly convex, so that it has a unique minimizer – see Lemma A.4 in the Appendix for a precise
claim. Moreover, the Assumptions 1.1.2) clearly holds and the function gs,k are continuous and it
holds for all k ∈ N, p < n/s and u ∈ Rn,∫
gks (u, x)
pdx =
∫
|x|≤k−1/s
|x|−psdx = Ωnk−(n/s−p), (1.20)
where Ωn denotes the volume of the unit ball in R
n.
We also obtain the analogous result for log gases in dimensions n = 1, 2. Let us denote for
x, u ∈ Rn,
g(x, u) = log |x− u|−1 and ϑ(x) = log(1 + |x|), (1.21)
so that the condition (1.9) holds. Like (1.20), we easily verify that the log kernel g satisfies the
Assumptions 1.1.2)3) if we set gk = g ∧ k for k ∈ N. Moreover, by Lemma A.5 in the Appendix,
in dimensions 1 and 2, the free energy (1.14) has a unique minimizer µγ ∈ M (X) for any γ ≥ 0.
Thus, we obtain the following result directly from Theorem 1.4.
3We mean that these global fluctuations are not described by a white noise as it is the case when β = 0.
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Corollary 1.6 (Log gases – bulk fluctuations). Suppose that V is continuous on the set SV =
{V < +∞} and that for all κ ≥ 0,
inf
x∈SV
{
V (x)− κϑ(x)} > −∞ and ∫ |x|κe−V (x)dx < +∞. (1.22)
Then, for any E ∈ SV , the point process ΞN =
∑N
j=1 δN1/n(xj−E) converges weakly as N → +∞
and Nβ → γ with γ ≥ 0 to a homogeneous Poisson point process on Rn.
Coulomb gas on compact Riemannian manifolds. This particle system has been introduced
in [12] and further studied in [13]. It consists of a Gibbs measure (1.2)–(1.3) where the interaction
kernel g is the Green function of the Laplace–Beltrami operator on a compact manifold X of
dimension n ≥ 3. This means that in distributional sense, ∆g(·, x) = −δx + 1 for every x ∈ X.
The Green function g is symmetric, lower semicontinuous and it satisfies
∫
g(x, u)ω(du) = 0 for
all u ∈ X. Important other properties (which relies on the compactness of X – see [5, Chapter 4])
include that g ≥ −cX for a constant cX and that
g(x, u)≪ dist(x, u)2−n. (1.23)
Moreover, it holds for any function f ∈ L2(X),
0 ≤ E (f) =
∫∫
g(x, z)f(x)f(z)ω(dz)ω(dx)≪ ‖f‖2L2(X),
This follows from the fact that the kernel g defines a positive compact operator on the Hilbert
space L2(X). In fact E (f) = 0 if and only if f is constant. By (A.8), this implies that the energy
functional E is strictly convex on M (X) and that its unique minimizer is the volume density ω.
Then, by Lemma A.1, the free energy Fγ(µ) =
γ
2E (µ) + H(µ|µ0) is also strictly convex, so that
it has a unique minimizer µγ ∈ M (X). Since g is bounded from below and X is compact, we can
consider the case where V = 0 in which case the equilibrium measure µγ = ω for all γ ≥ 0. Using
the estimate (1.23), it is immediate to verify that g satisfies the Assumptions 1.1.2)3). Hence, by
Theorem 1.4, for any E ∈ X, the point process (1.19) converges as N → +∞ and Nβ → γ to
homogeneous Poisson process on Rn with intensity 1.
1.4 Boundary fluctuations
In this section, we focus on the Euclidean case X = Rn for n ≥ 1 and for simplicity we consider
the potential V (x) = |x|α for a α > 0. In this case, since the equilibrium measure µγ is radial and
decays at ∞, the particles fill in a ball with a large radius and we can study the local fluctuations
in the vicinity of the boundary of this ball for large N . Then, we typically expect to observe
an inhomogeneous Poisson point process. By adapting the proof of Theorem 1.4, we obtain the
following result for Riesz gases.
Theorem 1.7 (Riesz gases – boundary fluctuations). Suppose that V (x) = |x|α for x ∈ Rn and
α > 0. For any υ ∈ Sn−1, let ψ ∈ SO(n) such that ψ(e1) = v and set ϕN (x) = ηN
(
υ+α−1η−αN ψ(x)
)
where
ηN = (logN)
1/α
(
1− n(α− 1)
α2
log logN
logN
− log(α
nLγ)
α logN
)
(1.24)
and Lγ is as in (1.16). Then, the point process ΞN =
∑N
j=1 δϕ−1N (xj)
obtained by zooming around
the point ηNυ converges in distribution as Nβ → γ and N → +∞ to a Poisson point process with
intensity θ(x) = e−e1·x on Rn.
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Theorem 1.7 follows from a result, Theorem 3.2, given in Section 3 which can be applied to
any non–negative interaction kernel which decays at ∞ and to a general potential V . However,
since the assumptions of Theorem 3.2 are technical and depend strongly on the growth of V at
∞, we have decided to focus on a concrete example in this section. It is should be noted that
the difference with the case of independent particles (γ = 0) come only from the last term in
the definition of the radius (1.24) where the constant Lγ from the self–consistent equation for the
equilibrium density appear instead of L0. This is a consequence of the fact that the Riesz kernel
(1.5) decays to zero at ∞. For the log kernel (1.7) in dimension n = 1, 2, we obtain an analogous
result but the radius ηN of the ball where the particles are confined for large N depends on the
temperature β.
Theorem 1.8 (Log gases – boundary fluctuations). Suppose that V (x) = |x|α for x ∈ Rn and
α > 0. For any υ ∈ Sn−1, let ψ ∈ SO(n) such that ψ(e1) = v and set ϕN (x) = ηN
(
υ+α−1η−αN ψ(x)
)
where
ηN = (logN)
1/α
(
1 +
βN − n(α− 1)
α2
log logN
logN
− log(α
nLγ)
α logN
)
(1.25)
and Lγ is as in (1.16). Then, the point process ΞN =
∑N
j=1 δϕ−1N (xj)
obtained by zooming around
the point ηNυ converges in distribution as Nβ → γ and N → +∞ to a Poisson point process with
intensity θ(x) = e−e1·x on Rn.
The proof of Theorem 1.8 is also given in Section 3 (see Theorem 3.4). Let us observe that
since ϕN (x) = ηNυ+α
−1(logN)1/α−1ψ(x)
(
1+O( log logNlogN )
)
, it is not possible to replace βN by γ
on the RHS of (1.25) without information on the rate of convergence as Nβ → γ.
Theorem 1.8 with n = 1 and α = 2 describes the fluctuations for Gaussian β–ensemble (1.1)
near the edges in the regime βN → γ with γ ≥ 0 as N → +∞. In particular observe that for any
t ∈ R,
PN
[
ΞN (t,+∞) = 0
]
= PN
[
no particle > ηN +
t
2ηN
]
= PN
[
max
j=1,...,N
xj ≤ ηN + t2ηN
]
.
Since the random variable ΞN (t,+∞) converges to a Poisson random variable with mean λ(t) =∫ +∞
t e
−xdx, this implies that for any t ∈ R,
lim
N→+∞
PN
[
max
j=1,...,N
xj ≤ ηN + t2ηN
]
= exp
(− λ(t)) = exp(−e−t).
This shows that in the high temperature regime, the largest eigenvalue of the Gaussian β–ensemble
suitably normalized converges to a Gumbel random variable.
Corollary 1.9 (Edge fluctuations for Gaussian β–ensemble). Consider the ensemble (1.1) with
V (x) = x2 in the regime where βN → γ with γ ≥ 0 as N → +∞ and let
ξN := 2
(√
logN max
j=1,...,N
xj − logN
)
− βN−12 log logN + log(2Lγ)
where Lγ > 0 is as in formula (1.16). Then the random variable ξN converges in distribution to a
standard Gumbel random variable (with distribution function exp(−e−t) on R).
The question of the fluctuations at the edge of the Gaussian β–ensemble in the high temperature
regime has been raised in [2]. Then, it was proved in [21, Theorem 1.1] that if βN ≪ 1logN , then
ξN converges to a Gumbel random variable. Corollary 1.9 gives an extension of this result in the
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regime where βN ∼ γ. Finally, let us mention that in the regime where β → 0 and βN → +∞,
using the tridiagonal random matrix representation of the Gaussian β–ensemble, Pakzad obtained
in [22, Theorem 1.1] a large deviations principle at speed βN for the largest eigenvalue. This
implies that in this regime, the largest eigenvalue to
√
2 in probability. However, we still expect
to observe that the largest eigenvalues has Gumbel fluctuations around
√
2 – see the discussions
in [2]. This is in contrast with the regime where β > 0 is fixed and the fluctuations are described
in terms of the stochastic Airy operator [23].
Acknowledgments. G.L. is supported by the SNSF Ambizione grant S-71114-05-01. G.L.
thanks Trinh Khanh Duy for interesting discussions about the problem studied in this article.
2 Proof of Theorem 1.4
Throughout this section, we assume that βN → γ as N → +∞ for γ ≥ 0 and that the interaction
kernel g and the potential V satisfy the Assumptions 1.2. Without loss of generality, we also
assume that βN ≤ κ for all N ∈ N for a fixed κ > 0 and that the potential V˜κ ≥ 0. Moreover, we
rely only on the fact that the empirical measure µ̂N converges in probability to µγ ∈ M (X).
The first step of the proof of Theorem 1.4 consists in obtaining a (uniform) bound for the
density of state ρN . As, we see in Section 2.1, this is a rather straightforward consequence of
the Assumptions 1.2. Then, in Section 2.2, we use this bound to deduce the convergence of the
correlation functions of the local point process (1.19) and complete the proof of Theorem 1.4. The
argument to obtain this convergence is inspired from [6, 20].
2.1 Estimates for the density of state
We define the density of states (or first marginal of PN) by
ρN (u) :=
∫
e−HN (u,x2,...,xN )
Z
(V )
N
ω(dx2) · · ·ω(dxN ), u ∈ X.
For any N ∈ N, ρN is a probability density function on X.
First, let us observe that by Jensen’s inequality, we immediately have a lower bound for the
partition function (1.4). Indeed, by (1.15), the reference measure dµ0 = L
−1
0 e
−V dω satisfies
Fκ(µ0) ≥ κ2E (µ0) and this implies that
Z
(V )
N = L
N
0
∫
e−β
∑
i<j g(xi−xj)
N∏
i=1
µ0(dxi)
≥ LN0 exp
(
− β
∫ ∑
i<j
g(xi − xj)
N∏
i=1
µ0(dxi)
)
= LN0 exp
(−N β(N−1)2 E (µ0))
Since Fκ(µ0) ≥ 0, this shows that if β(N − 1) ≤ κ,
Z
(V )
N ≥ LN0 e−NFκ(µ0). (2.1)
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Moreover, if f ∈ L1(νκ) is a non–negative function, then by (1.9) and (1.13), we obtain the
trivial estimate
EN
[ ∫
fdµ̂N
]
≤ C(N, β)
(∫
fdνκ
)N
. (2.2)
Proposition 2.1 (Wegner estimate). Let V˜ (x) = V (x)−β(N −1)ϑ(x) for x ∈ X. For any N ∈ N
and for all u ∈ X,
ρN (u)≪ e−V˜ (u)
where the implied constant depends only on κ > 0.
Proof. We can suppose that N ≥ 2, otherwise the estimate is trivial. By definitions, we can rewrite
Z
(V )
N = Z
(V )
N−1L0
∫
EN−1
[
e−β(N−1)
∫
g(u,·)dµ̂N−1
]
µ0(du) (2.3)
and for all u ∈ X,
ρN (u) =
Z
(V )
N−1
Z
(V )
N
EN−1
[
e−β
∑N−1
i=1 g(u,xi)
]
e−V (u). (2.4)
Let us check that the random variable
∫
g(u, ·)dµ̂N−1 is integrable with respect to the probability
measure PN−1 × µ0. On the one–hand, it follows from the Assumptions 1.1.3) that∫
EN−1
[∫
g+(u, ·)dµ̂N−1
]
µ0(du) ≤ 1 +
∫∫
g1(u, x)µ0(du)ρN (dx)
≤ 1 + C−10
(∫
g1(u, x)pω(dx)
)1/p(∫
e−V (x)ω(dx)
)1/q
≪ 1 (2.5)
by Ho¨lder’s inequality and using that V ≥ 0. On the other hand by (1.9) and (2.2), we have∫
EN−1
[ ∫
g−(u, ·)dµ̂N−1
]
µ0(du) ≤
∫
ϑ(u)µ0(du) + EN
[ ∫
ϑdµ̂N
]
< +∞
where we used that
∫
ϑ(u)(du) < +∞ since V˜κ satisfies the Assumptions 1.1.1) for any κ ≥ 0.
Hence, by applying Jensen’s inequality, it follows from (2.3) that
Z
(V )
N
Z
(V )
N−1
≥ L0 exp
(
− β(N − 1)EN−1
[ ∫
U µ0dµ̂N−1
])
.
Note that we used the symmetry of the kernel g. Moreover, it follows from the estimate (2.5) that
EN−1
[ ∫
U µ0dµ̂N−1
]
≤ C for a universal constant C > 0. This implies that if β(N − 1) ≤ κ, then
ZβN−1
ZβN
≪ 1. By (2.4) and (1.9), this shows that the density of states satisfies
ρN (u)≪ EN−1
[
e−β
∑N−1
j=1 g(u,xj)
]
e−V (u)
≤ EN−1
[
eβ
∑N−1
j=1 ϑ(xj)
]
e−V˜ (u),
(2.6)
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where V˜ (u) = V (u) − β(N − 1)ϑ(u). Finally, by Jensen’s inequality again, it holds for any
N ≥ r ≥ 1,
EN
[
eβr
∑N
j=1 ϑ(xj)
] ≤ (EN [eκ∑Nj=1 ϑ(xj)]) rN = (Z(V−κϑ)N
Z
(V )
N
) r
N
,
where we used that the function ϑ ≥ 0 and βN ≤ κ. Using the upper–bound (1.6) (applied to the
potential V˜κ = V − κϑ which satisfies the Assumptions 1.1.1)) as well as the lower–bound (2.1),
this shows that for any N ≥ r ≥ 1,
EN
[
eβr
∑N
i=1 ϑ(xi)
] ≤ C(κ)r . (2.7)
By combining the estimates (2.6) and (2.7) with r = 1, this completes the proof.
Remark 2.1. If the empirical measure µ̂N ⇒ µγ in probability as βN → γ and N → +∞, then
ρN ⇒ µγ in the same regime. Thus, if µγ is absolutely continuous, it can be inferred from the
uniform bound of Proposition 2.1 and Lebesgue differentiation theorem that its density µγ ≪ νκ.
Let us also record the following consequence of the Law of large numbers and Proposition 2.1.
Proposition 2.2. If f : X 7→ (−∞,+∞] is a lower semicontinuous function which is bounded
from below, then as βN → γ,
lim inf
N→+∞
EN
[ ∫
fdµ̂N
]
≥
∫
fdµγ .
Moreover, for any lower semicontinuous function f ∈ L1(νκ), we have as βN → γ,
lim
N→+∞
EN
[∣∣∣∣
∫
fdµ̂N −
∫
fdµγ
∣∣∣∣
]
= 0.
Proof. Without loss of generality, we can assume that f ≥ 0. By Skorokhod’s representation
Theorem and Proposition 1.3, there exists a sequence of random measures νN taking values in
M (Rd) with the same law as µ̂N such that νN ⇒ µγ almost surely as N → +∞ (for the topology
of weak convergence). By Portmanteau’s theorem, since the function f is lower–semicontinuous,
almost surely as N → +∞,
lim inf
N→+∞
∫
fdνN ≥
∫
fdµγ (2.8)
Then, by by Fatou’s Lemma, this implies that
lim inf
N→+∞
E
[ ∫
fdνN
]
≥
∫
fdµγ .
This proves the first claim (the RHS is allowed to be +∞). For the second claim, we can still
assume that f ≥ 0 and observe that by Remark 2.1, f ∈ L1(νκ). Then, for a given small ǫ > 0,
observe that (2.8) implies that if N is sufficiently large (depending only on ǫ > 0), then
E
[∣∣∣∣
∫
fdνN −
∫
fdµγ
∣∣∣∣
]
≤ ǫ+ E
[ ∫
fdνN
]
−
∫
fdµγ . (2.9)
Moreover, since f is lower semicontinuous, there exists a sequence of continuous functions 0 ≤
fk ≤ k such that fk ր f pointwise. By (1.17), it holds for any k ∈ N,
lim
N→+∞
E
[ ∫
fkdνN
]
=
∫
fkdµγ (2.10)
11
and by Proposition 2.1 as βN ≤ κ,
E
[ ∫
(f − fk)dνN
]
=
∫
(f(x)− fk(x))ρN (x)ω(dx)≪
∫
(f(x)− fk(x))νκ(dx). (2.11)
Since f ∈ L1(νκ), the RHS of (2.11) converges to 0 as k → +∞ and, by (2.10), this implies that
lim sup
N→+∞
E
[ ∫
fdνN
]
≤
∫
fdµγ
By (2.9) and since ǫ > 0 is arbitrary, this proves the second claim.
2.2 Convergence of the correlation functions
Let us define the random function
XN (u) :=
∫
g(u, ·)dµ̂N = 1
N
∑N
j=1g(u, xj), u ∈ X. (2.12)
This function is the potential generated by the empirical measure µ̂N and it is lower semicontinuous.
Let us denote the marginals of the probability measure PN by
(
ρ
(k)
N
)N
k=1
. That is for any integer
k < N and u = (u1, . . . , uk) ∈ Xk,
ρ
(k)
N (u) =
∫
e−HN (u1,...,uk,xk+1,...,xN )
Z
(V )
N
ω(dxk+1) · · ·ω(dxN ). (2.13)
Then ρ
(1)
N corresponds to the density of states and let us observe that according to (2.12), we can
rewrite for any k = 1, . . . , N ,
ρ
(k)
N (u) =
Z
(V )
N−k
Z
(V )
N
e−Hk(u)EN−k
[
e−β(N−k)
∑k
i=1 XN−k(ui)
]
, u ∈ Xk. (2.14)
Fix E ∈ SV and a normal neighborhood U of E. It follows from formula (A.14) in the
Appendix A.2 that the correlation functions of the local point process (1.19) satisfies for any fixed
k ∈ N as N → +∞
R
(k)
N (x) = ρ
(k)
N
∣∣∣
U
(
ϕ−1(x1N
−1/n), · · · , ϕ−1(xkN−1/n)
)(
1 + O(1)
)
, (2.15)
uniformly for all x = (x1, . . . , xn) in compact subsets of (R
n)k . Our goal in this section is to
establish that for any k ≥ 1, R(k)N → µγ(E)k as N → +∞ and βN → γ for almost all x ∈ (Rn)k
and to deduce Theorem 1.4. Our first and main Lemma deals with the asymptotics of the random
potential XN .
Lemma 2.3. Fix u ∈ X and let uN ∈ X be any sequence such that uN → u as N → +∞. We
have as βN → γ,
lim
N→+∞
EN
[∣∣XN (uN)−U µγ (u)∣∣] = 0,
where U µγ (u) =
∫
g(u, x)µγ(dx) is the equilibrium potential.
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Proof. We claim that for any fixed u ∈ X, the function x 7→ g(u, x) lies in L1(νκ). Indeed, under
the Assumptions 1.1.3), by Ho¨lder’s inequality, it holds for any k ∈ N,∫
gk(u, x)νκ(dx)≪
∫
gk(u, x)e−V˜κ(x)ω(dx)
≤
(∫
gk(u, x)p ω(dx)
)1/p(∫
e−V˜κ(x)ω(dx)
)1/q
≪ ck
(2.16)
where we also used that V˜γ ≥ 0 and that V˜κ satisfies the Assumptions 1.1.1). In addition, since
|gk(u, x)| ≤ k + ϑ(u) + ϑ(x) by (1.9), it holds that for all k ∈ N,∫ ∣∣gk(u, x)∣∣νκ(dx)≪ k + ∫ ϑ(x)e−V˜κ(x)ω(dx)
≪ k
∫
e−V̂κ+1/k(x)ω(dx) < +∞ (2.17)
where we used that k + ϑ ≤ keϑ/k at the second step. Hence, since g is lower continuous, by
Proposition 2.2, we obtain that for any fixed u ∈ X, as βN → γ,
lim
N→+∞
EN
[∣∣XN (u)−U µγ (u)∣∣] = 0.
So it remains to show that if uN → u in X , then
lim
N→+∞
EN
[∣∣XN (uN )−XN (u)∣∣] = 0. (2.18)
By the triangle inequality, we have
EN
[∣∣XN (uN)−XN (u)∣∣] ≤ EN[ ∫ ∣∣g(uN , ·)− g(u, ·)∣∣dµ̂N] = ∫ ∣∣g(uN , x)− g(u, x)∣∣ρN (x)ω(dx).
By Proposition 2.1, as βN ≤ κ, this implies that
EN
[∣∣XN (uN )−XN (u)∣∣]≪ ∫ ∣∣g(uN , x)− g(u, x)∣∣νκ(dx). (2.19)
Observe that since ϑ is continuous, the implied constant in the estimate (2.17) are uniform for
all u in a compact set of X. Hence, since gk is continuous, by the dominated convergence Theorem,
it holds for all k ∈ N,
lim
N→+∞
∫ ∣∣gk(uN , x)− gk(u, x)∣∣νκ(dx) = 0.
Moreover, by (2.16), it holds uniformly for all u ∈ X and for all k ∈ N,∫
gk(u, x)νκ(dx)≪ ck.
By combining these estimates with (2.19), we obtain that for all k ∈ N,
lim sup
N→+∞
EN
[∣∣XN (uN )−XN (u)∣∣]≪ ck.
By assumptions, since ck → 0 as k → +∞ this proves (2.18).
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From Lemma 2.3, we can deduce the asymptotics of ratios of partition functions.
Corollary 2.4. Fix k ∈ N and u ∈ Xk. For any i ∈ {1, . . . , k}, let uN,i be a sequence such that
uN,i → ui in X as N → +∞. We have as βN → γ,
lim
N→+∞
EN
[
e−βN
∑k
i=1 XN (uN,i)
]
= e−γ
∑k
i=1 U
µγ (ui).
Moreover, it holds for any fixed k ∈ N,
lim
N→+∞
Z
(V )
N−k
Z
(V )
N
= L−kγ ,
where the constant Lγ > 0 is as in (1.16).
Proof. It follows immediately from Lemma 2.3 that under our assumptions, as N → +∞,
βN
∑k
i=1XN (uN,i)→ γ
∑k
i=1U
µγ (ui) (2.20)
in probability (with respect to PN ). Moreover, by (1.9) and using the estimate (2.7), it holds for
any r ≥ 1,
EN
[
e−rβN
∑k
i=1 XN (uN,i)
] ≤ erκ∑ki=1 ϑ(uN,i)EN [erkβ∑Nj=1 ϑ(xj)]
≪ Crkerκ
∑k
i=1 ϑ(uN,i),
(2.21)
where the constant C > 0 does not depend on k ∈ N and r ≥ 1. Since ϑ is continuous on X,
this shows that the random variables e−βN
∑k
i=1 XN (uN,i) lie in Lr(PN ) for any r ≥ 1, N ≥ rk and
u ∈ Xk. Consequently, we deduce from (2.20) that for any fixed k ∈ N and u ∈ Xk,
lim
N→+∞
EN
[
e−βN
∑k
i=1 XN (uN,i)
]
= e−γ
∑k
i=1 U
µγ (ui). (2.22)
For the second claim, let us observe that by integrating formula (2.14), we obtain for any k ∈
{1, . . .N − 1},
Z
(V )
N
Z
(V )
N−k
=
∫
EN−k
[
e−β(N−k)
∑k
i=1 XN−k(ui)
]
e−Hk(u)ω(du1) · · ·ω(duk).
From (1.8), we have Hk(u) ≥
∑k
i=1V˜κ(ui) and using (2.21) with r = 1 and uN,i = ui, it holds for
any u ∈ Xn,
EN−k
[
e−β(N−k)
∑k
i=1 XN−k(uk)
]
e−Hk(u) ≪ Cke−
∑k
i=1 V˜κ(ui). (2.23)
By Assumptions 1.2, the RHS of (2.23) is an integrable function on Xk. Since for almost every
u ∈ Xk, e−Hk(u) → e−
∑k
i=1 V (ui) as β → 0, it follows from (2.22) and the dominated convergence
theorem that for any fixed k ∈ N, as βN → γ,
lim
N→+∞
Z
(V )
N
Z
(V )
N−k
=
∫
e−
∑k
i=1
(
γU µγ (ui)+V (ui)
)
ω(du1) · · ·ω(duk).
By (1.16), since µγ is a probability measure, this completes the proof.
Remark 2.2. It follows from formula (2.4) and Corollary 2.4 with k = 1, that the density of states
satisfies for all u ∈ X, as βN → γ,
lim
N→+∞
ρN (u) = L
−1
γ e
−γU µγ (u)−V (u).
Since we also know that ρN ⇒ µγ in the same regime, this gives an alternative proof of the
self–consistent equation (1.16) which is satisfied by the equilibrium density µγ .
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We are now ready to complete the proof of our main result, Theorem 1.4.
Proof of Theorem 1.4. Recall that U is a normal neighborhood of E ∈ SV and that ϕ is the
normal coordinate chart in U . In particular ϕ(U) = {x ∈ Rn : |x| ≤ δ} for a δ > 0. Let us fix
a large ball K ⊂ Rn. According to (2.14) and (2.15), if N is sufficiently large (depending on K),
the correlation functions of the local process ΞN satisfy for any fixed k ∈ N and uniformly for all
x ∈ Kk,
R
(k)
N (x) =
Z
(V )
N−k
Z
(V )
N
EN−k
[
e−β(N−k)
∑k
i=1 XN−k(uN,i)
]
e−Hk(uN,1,...,uN,k)
(
1 + O(1)
)
, (2.24)
where uN,i = ϕ
−1(xi/N
1/n) for i ∈ {1, . . . , k}. Notice that uN,i → E for all i ∈ {1, . . . , k} as
N → +∞, so that by Corollary 2.4, as βN → γ,
lim
N→+∞
EN
[
e−β(N−k)
∑n
i=1 XN−k(uN,i)
]
= e−γkU
µγ (E). (2.25)
Moreover, it follows from the Assumptions 1.1.2) that for any x ∈ Kk with x1 6= · · · 6= xk,
lim
N→+∞
Hk(uN,1, . . . , uN,k) = kV (E), (2.26)
where we used that by definition of the normal coordinates, dist(uN,i, uN,j) = |xi − xj |N−1/n, so
that
β |g(uN,i, uN,j)| ≤ κdist(uN,i, uN,j)
n|g(uN,i, uN,j)|
|xi − xj |n (2.27)
and the RHS of (2.27) converges to 0 as N → +∞. Note that we also used the continuity of
the potential V to obtain (2.26). By combining (2.25), (2.26) with (2.24) and using the second
asymptotics from Corollary 2.4, we conclude that for any fixed k ∈ N and for almost all x ∈ Kk,
lim
N→+∞
R
(k)
N (x) = L
−k
γ e
−k
(
γU µγ (E)+V (E)
)
= µγ(E)
k.
(2.28)
The second step follows from the equation (1.16) for the equilibrium density.
Finally, from (2.24) and using the estimate (2.23) as well as the fact that V˜κ ≥ 0, we obtain
that for all x ∈ Kk,
R
(k)
N (x1, . . . , xk) ≤ Ck
ZβN−k
ZβN
,
where the constant C > 0 does not depend only on k ∈ N. By Corollary 2.4, this shows that
uniformly for all x ∈ Kk,
R
(k)
N (x1, . . . , xk) ≤ C2k. (2.29)
According to Lemma A.8, if we combine the limits (2.28) with the estimates (2.29), we have proved
that the local process ΞN converges in distribution as N → +∞ to a homogeneous Poisson point
process on Rn with intensity µγ(E).
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3 Local fluctuations near a boundary point
The goal of this section is to prove Theorem 1.7 and Theorem 1.8. Like in Section 2, we assume
that βN → γ as N → +∞ and that βN ≤ κ for all N ∈ N for a fixed κ > 0. We work under the
following general conditions.
Assumptions 3.1. Let X = Rn and γ ≥ 0. Let us suppose that the interaction kernel g ≥ 0
satisfies the Assumptions 1.1.2)3) and that gk(x, u) → 0 as x → +∞ for all u ∈ Rn and k ∈ N.
In addition, suppose that V : Rn → [0,+∞) is continuous, C2 outside of a compact set, that
e−V ∈ L1(Rn) and let EN ∈ Rn be a diverging sequence which satisfies the following conditions:
∇V (EN ) = αNυN with αN > 0, ‖υN‖ = 1 and it holds as N → +∞,
Ne−V (EN )
LγαnN
→ 1, υN → υ, and αN |EN | → +∞. (3.1)
Finally, let ϕN (x) = EN + α
−1
N ψ(x) where ψ : R
n → Rn be a diffeomorphism with Jacobian
J (ψ) = 1 and suppose that for any compact set K ⊂ Rn, as N → +∞,
α−2N sup
x∈K
∥∥∇2V (ϕN (x))∥∥→ 0. (3.2)
Let us point out that we assume that the interaction kernel g decays at ∞ and that these
assumptions are very similar to those of Lemma A.9 which deals with the case of i.i.d. parti-
cles. They are slightly technical but they apply to a large class of potentials V ∈ C2(Rn), even
though constructing the sequence EN could be difficult. By adapting the method of the proof of
Theorem 1.4 presented in Section 2, we obtain the following result.
Theorem 3.2. Suppose that the interaction kernel and the potential V : Rn → [0,+∞) satisfies
the Assumptions 3.1. Then, the point process ΞN =
∑N
j=1 δϕ−1N (xj)
obtained by zooming around
the point EN converges in distribution as βN → γ and N → +∞ to a Poisson point process with
intensity θ(x) = e−υ·ψ(x) on Rn.
In order to prove Theorem 3.2, we relie on the following Lemma.
Lemma 3.3. Under the Assumptions 3.1, for any x ∈ Rn, XN (ϕN (x))→ 0 in L1(PN ).
Proof. By (2.12), the random function XN ≥ 0 on Rn, so it suffices to show that EN
[
XN (ϕN )
]→ 0
as N → +∞ where ϕN = ϕN (x) (x ∈ Rn is fixed). By Proposition 2.1, we have
EN
[
XN (ϕN )
]
=
∫
g(ϕN , u)ρN (du)
≪
∫
g(ϕN , u)e
−V (u)du.
Fix a k ∈ N. Since 0 ≤ gk ≤ k, and gk(ϕN , u) → 0 as N → +∞ for all u ∈ Rn (in particular,
the last condition in (3.1) implies that |ϕN | ∼ |EN | which diverges as N → +∞), we deduce from
Lebesgue’s dominated convergence theorem that
lim
N→+∞
∫
gk(ϕN , u)e
−V (u)du = 0.
Hence, it follows from the Assumptions 1.1.3) and Ho¨lder’s inequality that
lim sup
N→+∞
EN
[
XN (ϕN )
]≪ ck.
Since ck → 0 as k → +∞, this completes the proof.
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Proof of Theorem 3.2. According to formulae (2.14), (A.10) and using the change of variables
(A.12), the correlation functions of the point process ΞN =
∑N
j=1 δϕ−1N (xj)
are given by for all fixed
k ∈ N and x ∈ (Rn)k,
R
(k)
N (x) =
Z
(V )
N−k
Z
(V )
N
EN−k
[
e−β(N−k)
∑k
i=1 XN−k(ϕN (xi))
]
e−Hk(ϕN (x1),...,ϕN (xk))
N !α−knN
(N−k)! (3.3)
where we used that the Jacobian of the map ϕN equals to α
−n
N on R
n. Let us fix k ∈ N and a
compact set K ⊂ Rn.
First, according to Lemma 3.3 and since the random function XN−k ≥ 0, we obtain that as
βN → γ,
EN−k
[
e−β(N−k)
∑k
i=1 XN−k(ϕN (xi))
]→ 1. (3.4)
Second, note that the first condition in (3.1) implies that αnN ≪ N . So, using the Assump-
tions 1.1.2), we have for xi 6= xj , i, j ∈ {1, . . . , k}, as βN ≤ κ,
β g(ϕN (xi), ϕN (xj)) ≤ κǫN−1|ϕN (xi)− ϕN (xj)|−n
= κǫαnNN
−1|ψ(xi)− ψ(xj)|
≪ ǫ|ψ(xi)− ψ(xj)|.
Since this holds for arbitrary small ǫ > 0, we obtain that as N → +∞,
β g(ϕN (xi), ϕN (xj))→ 0.
Moreover, we verify by a Taylor expansion that the conditions (3.1)–(3.2) from the Assumptions 3.1
imply that as N →∞,
Ne−V (ϕN (x))
LγαnN
→ θ(x) = e−υ·ψ(x), (3.5)
where the convergence is uniform for x ∈ K. Then, it follows that for almost all x ∈ Kk,
lim
N→+∞
e−Hk(uN,1,...,uN,k)
N !α−knN
(N−k)! = limN→+∞
k∏
i=1
Ne−V (uN,i)
αnN
= Lkγ
∏k
i=1θ(xi). (3.6)
By combining (3.4), (3.6) with Corollary 2.4 in formula (3.3), we obtain that for almost every
x ∈ Kk, as βN → γ and N → +∞,
R
(k)
N (x)→
∏k
i=1θ(xi). (3.7)
Finally, since the convergence (3.5) is uniform, XN−k ≥ 0 and g ≥ 0, we deduce from (3.3) that
there exists a constant C(κ) > 0 (which depends only on the parameter κ) such that for all x ∈ Kk,
R
(k)
N (x) ≤ C(κ)k
Z
(V )
N−k
Z
(V )
N
≤ C(κ)2k.
According to Lemma A.8, the previous estimate and (3.7) show that the point process ΞN =∑N
j=1 δϕ−1N (xj)
converges in distribution asN → +∞ to a (non–homogeneous) Poisson point process
on Rn with intensity θ.
We can apply Theorem 3.2 to the Riesz kernels (1.5) to deduce the asymptotics from Theo-
rem 1.7.
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Proof of Theorem 1.7. It suffices to verify that the potential V (x) = |x|α and the sequence EN =
ηNυ satisfy the Assumptions 3.1. We have αN = αη
α−1
N ) and by a Taylor expansion, we verify
that Ne
−ηαN
LγαnN
→ 1 as N → +∞, so that the conditions (3.1) holds. Moreover, the Hilbert–Schmidt
norm of the matrix ∇2V satisfies as ηN → +∞,∥∥∇2V (ϕN (x))∥∥ = α√(α − 1)2 + n− 1∣∣ϕN (x)∣∣α−2, x ∈ Rn
= α
√
(α − 1)2 + n− 1ηα−2N
(
1 +O(η−αN )
)
, x ∈ K ,
where the last error term is uniform. This implies that
α−2N sup
x∈K
∥∥∇2V (ϕN (x))∥∥≪ η−αN .
Upon observing that by construction, υ ·ψ(x) = e1 ·x for all x ∈ Rn, this completes the proof.
Theorem 3.2 can only be applied to an interaction kernel g ≥ 0 which decays away from the
diagonal. Our next result applies specifically to the log kernel (1.21). Let n = 1 or 2 and for
u, x ∈ Rn,
g(x, u) = log |x− u|−1 , ϑ(u) = log(1 + |u|).
We also let V : Rn → R be a C2 potential which satisfies the conditions (1.22).
Theorem 3.4. Let EN ∈ Rn be a diverging sequence which satisfies the following conditions:
∇V (EN ) = αNυN with αN > 0, ‖υN‖ = 1 and it holds as N → +∞,
Ne−V (EN )+βN log |EN |
LγαnN
→ 1, υN → υ, N−1 log(αN )→ 0 and αN |EN | → +∞. (3.8)
Let ϕN (x) = EN + α
−1
N ψ(x) where ψ : R
n → Rn is a a diffeomorphism with Jacobian J (ψ) = 1
and suppose that the condition (3.2) holds. Then, the point process ΞN =
∑N
j=1 δϕ−1N (xj)
converges
in distribution as βN → γ to a Poisson point process with intensity θ(x) = e−υ·ψ(x) on Rn.
The only substantial difference in the proof of Theorem 3.4 compared with that of Theorem 3.2
lies in the following Lemma.
Lemma 3.5. Under the assumptions of Theorem 3.4, for any x ∈ Rn, the random variable
XN (ϕN (x)) + log |EN | converges in L1(PN ) to 0 as N → +∞.
Proof. For simplicity, we denote ϕN = ϕN (x) and ηN = |EN |. In particular, the last condition in
(3.8) implies that |ϕN | ∼ ηN and ηN → +∞ as N → +∞. First observe that according to (2.12),
we have ∣∣XN (ϕN ) + log ηN ∣∣ ≤ ∫
∣∣∣∣ log
∣∣∣∣ϕN − uηN
∣∣∣∣
∣∣∣∣µ̂N (du)
so that by Proposition 2.1,
EN
[∣∣XN (ϕN ) + log ηN ∣∣]≪ ∫
∣∣∣∣ log
∣∣∣∣ϕN − uηN
∣∣∣∣
∣∣∣∣νκ(du) (3.9)
where νκ is the probability measure (1.13). Since ηN → +∞, using the last last condition in (3.1),
we have for any fixed u ∈ Rn,
log
∣∣∣∣ϕN − uηN
∣∣∣∣→ log |υ| = 0.
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Since log+
∣∣ϕN−u
ηN
∣∣ ≤ log (2 + |u|ηN ) ≤ log(2 + |u|) where we used that ηN ≥ 1 and |ϕN | ≤ 2ηN if N
is sufficiently large, by Lebesgue’s dominated convergence theorem, this implies that as N → +∞,∫
log+
∣∣∣∣ϕN − uηN
∣∣∣∣νκ(du)→ 0.
In fact, by the same argument, we obtain that for any k ∈ N,∫ ∣∣∣∣k ∧ log
∣∣∣∣ϕN − uηN
∣∣∣∣−1
∣∣∣∣ νκ(du)→ 0. (3.10)
On the other–hand, by a change of variables,∫
log
∣∣∣∣ϕN − uηN
∣∣∣∣−11|ϕN−u|≤e−kηN νκ(du) = C−1κ
∫
|z|≤e−k
log |z|−1ηnNe−V˜κ(ϕN+zηN )dz.
From the conditions (1.22), there exists a constant cκ ∈ R such that infu∈Rn
{
V˜κ(u)−n log |u|
} ≥
−cκ so that
ηnNe
−V˜κ(ϕN+zηN ) ≤ ecκ∣∣ϕN/ηN + z∣∣−n.
Observe the RHS converges to |v + z|−1 ≤ (1 − e−1)−1 as N → +∞ uniformly for all |z| ≤ e−1.
This shows that for any k ∈ N,
lim sup
N→+∞
∫
log
∣∣∣∣ϕN − uηN
∣∣∣∣−11|ϕN−u|≤e−kηN νκ(du)≪
∫
|z|≤e−k
log |z|−1dz (3.11)
where the implied constant depends only on the parameter κ. Hence, since the RHS of (3.11)
converges 0 as k → +∞, by combining this estimate with (3.10), we conclude that as N → +∞∫ ∣∣∣∣ log
∣∣∣∣ϕN − uηN
∣∣∣∣
∣∣∣∣ν(du)→ 0.
From the estimate (3.9), this completes the proof.
Proof of Theorem 3.4. We proceed exactly as in the proof of Theorem 3.2, except that we need to
be slightly careful with uniformity of the limits as the interaction kernel g is not positive. Let us
fix k ∈ N and a compact set K ⊂ Rn. First, by Lemma 3.5, we obtain that for any fixed x ∈ Kk,
as βN → γ,
EN−k
[
e−β(N−k)
∑k
i=1 XN−k(ϕN (xi))−kβ(N−k) log |EN |
]→ 1. (3.12)
Indeed if we let ξN := β(N − k)
∑k
i=1
(
XN−k(ϕN (xi))+ log |EN |
)
, then ξN → 0 in probability and
we claim that e−ξN ∈ Lr(PN−k) for any r ≥ 1. This last claim follows from (1.9) and the estimate
(2.7). Namely, we have for any r ≥ 1,
EN−k
[
e−rξN
] ≤ erβ(N−k)∑ki=1 (ϑ(ϕN (xi))−log |EN |)EN−k[erkβ(N−k) ∫ ϑdµ̂N−k]
≤ C(κ)rkerκ
∑k
i=1
(
ϑ(ϕN (xi))−log |EN |
)
+ .
Now, using the last last condition in (3.1), we see that ϑ(ϕN (xi))− log |EN | → 0 uniformly for all
x ∈ Kk since ϕN (xi) ∼ |EN | as N → +∞. This implies that for any k ∈ N and r ≥ 1,
EN−k
[
e−rβ(N−k)
∑k
i=1
(
XN−k(ϕN (xi))+log |EN |
)] ≤ C(κ)2rk (3.13)
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Formula (3.3) for the kth correlation function still holds, so that using the asymptotics (3.12) and
Corollary 2.4, we obtain for all x ∈ Kk, as N → +∞,
R
(k)
N (x) = e
βN log |EN |e−Hk(ϕN (x1),...,ϕN (xk))
N !α−knN
Lkγ(N−k)!
(
1 + O(1)
)
.
Note that we used that N−1 log |EN | → 0 as N → +∞ for otherwise the first condition in (3.8)
cannot be satisfied since the potential V (u) grows faster than κ log |u| for any κ ≥ 0 (see the first
condition (1.22)). Since β logαN → 0 (see the third condition in (3.8)), we have for xi 6= xj ,
i, j ∈ {1, . . . , k}, as βN → γ,
β g(ϕN (xi), ϕN (xj)) = β
(
g(ψ(xi), ψ(xj)) + logαN
)→ 0.
Moreover, we verify by a Taylor expansion that the conditions (3.8) and (3.2) imply that asN →∞,
Ne−V (ϕN (x))+βN log |EN |
LγαnN
→ θ(x) = e−υ·ψ(x), (3.14)
where the convergence is uniform for x ∈ K. Then, this implies that for almost all x ∈ Kk,
lim
N→+∞
R
(k)
N (x) = lim
N→+∞
k∏
i=1
Ne−V (ϕN (x))+βN log |EN |
LγαnN
=
k∏
i=1
θ(xi).
Finally, since the convergence (3.14) is uniform and using the estimate (3.13) with r = 1, by
formula (3.3), we also obtain the uniform bound R
(k)
N (x) ≤ C(κ)3k for all x ∈ Kk. By Lemma A.8,
this show that the point process ΞN =
∑N
j=1 δϕ−1N (xj)
converges in distribution as βN → γ and
N → +∞ to a (non–homogeneous) Poisson point process on Rn with intensity θ.
We easily deduce Theorem 1.8 from Theorem 3.4.
Proof of Theorem 1.8. It just suffices to verify that the potential V (x) = |x|α satisfies the condi-
tions (1.22), (3.8) and (3.2). The sequence ηN is constructed in such a way that
Ne−V (ηNυ)+βN log ηN
LγαnN
→
1 with αN = αη
α−1
N . The other conditions are easily verified as in the proof of Theorem 1.7.
A Appendix
Before discussing the properties of the equilibrium measure and the law of large numbers, let us
recall the following basic properties of the relative entropy (1.12).
Lemma A.1. For any ν ∈ M (X), the function H(·|ν) ≥ 0 is lower semicontinuous and strictly
convex. The level sets {H(·|ν) ≤ t} are compact for all t ≥ 0 and H(µ|ν) = 0 if and only if µ = ν.
Moreover, since µ0 ≪ νγ according to (1.13) and (1.16), we have
H(µ|µ0) = H(µ|νγ) + γ
∫
ϑdµ− log(Cγ/L0),
where both sides could be +∞. This implies that for any µ ∈ M (X) with
∫
ϑdµ < +∞,
Fγ(µ) =
γ
2
E (µ) + H(µ|µ0) + log(Cγ/L0), γ ≥ 0. (A.1)
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A.1 Large deviation principle and properties of the equilibrium measure
The goal of this section is to go over the proof of Proposition 1.3. The methods that we use are
classical (see e.g. [12] and reference therein), but since our model is slightly more general than
those previously studied in the literature, we go over the main steps of the proof. Let us recall
that under our assumptions, the free energy (1.14) is non–negative and it attains its minimum. At
first, we verify that all minimizers have nice regularity properties and satisfy the self–consistent
equation (1.16). Then, we show that under PN , the empirical measure µ̂N satisfies a large deviation
principle whose rate function is (up to a constant) the free energy Fγ . This is much stronger than
the statement of Proposition 1.3. Finally, we review that for the Riesz and log gases on Rn, the
free energy has a unique minimizer.
Proposition A.2. Suppose that the Assumptions 1.2 hold and let µγ ∈ M (X) be a minimizer of
the the free energy Fγ . Then the potential U µγ is continuous on X and µγ has a density with
respect to ω which satisfies for all x ∈ X,
µγ(x) = C
−1
γ e
−γU µγ (x)−V (x). (A.2)
Proof. Since γ ≥ 0 is fixed, we denote V˜ = V˜γ and ν = νγ to simplify notation. Without loss of
generality, we can also assume that V˜ ≥ 0. Then, observe that if µ is absolutely continuous with
respect to ω, by (1.12) and (1.13), we have
H(µ|ν) =
∫
µ logµ dω +
∫
V˜ dµ+ logCγ , (A.3)
where both sides could be +∞. Moreover, under the Assumptions 1.2, we have E˜ (ν) < +∞ so
that
Fγ(µγ) ≤ Fγ(ν) = γ2 E˜ (ν) < +∞.
Consequently, µγ is absolutely continuous with respect to ν and we denote by µγ its density with
respect to the reference measure ω.
Step 1. Let us verify that ω(x ∈ SV : µγ(x) = 0) = 0. Otherwise, we can choose a bounded
measurable set A ⊂ {x ∈ SV : µγ(x) = 0} such that ω(A) > 0. Then, µ = (1 − ǫ)µγ + ǫ′1A is
a probability density for every 0 < ǫ < 1 where ǫ′ = ǫ/ω(A) and we verify from (1.14) and (A.3)
that
Fγ(µ) =
γ
2
E˜ (µ) + (1− ǫ)
∫
Ac
(
V˜ + logµ
)
dµγ + ǫ log(ǫ
′) + ǫ′
∫
A
V˜ dω + logCγ
= Fγ(µγ) + ǫ log ǫ +O(ǫ),
where we used that E˜ (µ) = E˜ (µγ) + O(ǫ) and
∫
Ac
(
V˜ + log µ
)
dµγ =
∫ (
V˜ + logµγ
)
dµγ +
log(1 − ǫ)µγ(Ac). If ǫ > 0 is sufficiently small, this leads to Fγ(µ) < Fγ(µγ), which is clearly a
contradiction. This shows that any minimizer µγ is equivalent to the reference measure µ0.
Step 2. Let us derive the so–called Euler–Lagrange equation. Fix a function φ : X→ [−1, 1] such
that
∫
φdµγ = 0 and µ = (1 + ǫφ)µγ is a probability density for any ǫ ∈ (−1, 1). Then, we verify
that
d
dǫ
Fγ(µ)
∣∣∣
ǫ=0
=
∫ (
γU˜ + V˜ + logµγ
)
φdµγ (A.4)
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where U˜ (u) =
∫
g˜(u, x)µγ(dx) and we used that
∫∫
g˜(u, v)|φ(u)||φ(v)|µγ (du)µγ(dv) ≤ E˜ (µγ) < +∞.
It easily follows from (A.4) and the fact that µγ is a minimizer of the free energy Fγ that there
exists a constant Υγ ∈ R such that
µγ
(
x ∈ X : γU˜ (x) + V˜ (x) + log µγ(x) = Υγ
)
= 0. (A.5)
Step 3. Let us show that the equation (A.5) holds for all x ∈ X. Since U˜ ≥ 0, (A.5) implies
that µγ(x) ≪ ν(x) for ω almost every x ∈ X, by Step 1. Since
∫
ϑ(x)ν(dx) < +∞, this implies
that for all u ∈ X,
U˜ (u) = U µγ (u) + ϑ(u) +
∫
ϑ(x)µγ(dx) (A.6)
where both sides could (a priori) be +∞. However, we can easily infer from the Assump-
tions 1.1.1)3) that the equilibrium potential U µγ is continuous. Indeed, if uℓ is any sequence
which converges to u in X as ℓ→ +∞, then for any k, ℓ ∈ N,
∣∣U µγ (uℓ)−U µγ (u)∣∣≪ ∫ ∣∣gk(uℓ, x)− gk(u, x)∣∣µγ(dx) + sup
u∈X
{∫
gk(u, x)e−V˜ (x)ω(dx)
}
≪
∫ ∣∣gk(uℓ, x)− gk(u, x)∣∣ν(dx) + ck(∫ e−V˜ (x)ω(dx))1/q
where q = pp−1 > 1 and we used Ho¨lder’s inequality. Since the functions gk are continuous and
|gk(x, u)| ≤ k + ϑ(x) + ϑ(u), by the dominated convergence theorem, this implies that for any
k ∈ N,
lim sup
ℓ→+∞
∣∣U µγ (uℓ)−U µγ (u)∣∣≪ ck.
As ck → 0 as k → +∞, this proves the continuity of U µγ and by (A.6), the function U˜ is
also continuous on X. From (A.5) and since V˜ is continuous, this shows that log µγ equals to a
continuous function almost everywhere. This establishes that the equilibrium density µγ satisfies
the following equation for all x ∈ X,
µγ(x) = e
Υγ−γU˜ (x)−V˜ (x).
By (A.6) and since V˜ (x) = V (x) − γϑ(x), we obtain that the density µγ satisfies the equation
(1.16). This completes the proof. Let us observe that the Assumptions 1.2, the equilibrium
potential satisfies for all u ∈ X,
U µγ (u) ≤ 1 + c1
−U µγ (u) ≤ ϑ(u) + cγ
∫
ϑ(x)νγ(dx)
(A.7)
where we have used (1.9). This justifies the estimate (1.18).
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Large deviations. We now turn to the proof of the large deviation principle for the empirical
measure. Under the Assumptions 1.1 (ϑ = 0), the energy HN (x) ≥ 0 for any configuration x ∈ XN
and the function (1.10) is lower semicontinuous. Then, the large deviation principle follows readily
from [12, Corollary 1.3 and Section 2]. If the interaction kernel g is not bounded below, the
situation is slightly more complicated and we give a few details for the convenience of the readers.
Proposition A.3. Suppose that γ > 0 and that the Assumptions 1.2 hold. Under PN , the sequence
of empirical measures µ̂N satisfies a large deviation principle with speed βN
2 and rate function
γ−1Fγ (up to a constant).
Proof. Let us observe that by (1.3) and (1.13), we can rewrite
PN [dx] :=
e−βN
2
WN (x)
Z′N
N∏
j=1
νγ(dxj),
where 0 < Z′N < +∞ and
WN (x) = N
−2
∑
1≤i<j≤N
ĝ(xi, xj) +
γ − β(N − 1)
βN2
∑
1≤j≤N
ϑ(xj).
Then, according to [12, Theorem 1.2], we just need to verify that Ŵγ is the positive temperature
macroscopic limit of WN . Fix a small ǫ > 0. We can assume that N is large enough so that
(1− ǫ)γ ≤ β(N − 1) ≤ (1 + ǫ)γ. Then, an immediate computation shows that for any µ ∈ M (X),∫
WN (x)
∏N
j=1µ(dxj) =
N − 1
2N
∫∫
ĝ(u, v)µ(du)µ(dv) +
γ − β(N − 1)
βN
∫
ϑ(u)µ(du)
≤ 1
2
∫∫
ĝ(u, v)µ(du)µ(dv) +
ǫ
1− ǫ
∫
ϑ(u)µ(du).
This implies that WN satisfies the upper limit assumption from [13, (A.2)]: for any µ ∈ M (X),
lim sup
N→+∞
∫
WN (x)
∏N
j=1µ(dxj) ≤ γ−1E˜ (µ).
Similarly, we verify that
WN (x) ≥ N−2
∑
1≤i<j≤N
ĝ(xi, xj) ∧ ǫ−1 − ǫ
(1− ǫ)N
∑
1≤j≤N
ϑ(xj)
=
1
2
∫∫
ĝ(u, v) ∧ ǫ−1 µ̂(x)N (du)µ̂(x)N (dv)−
ǫ
1− ǫ
∫
ϑ(u)µ̂
(x)
N (du)−
ǫ−1
2N
,
where the last term comes from the diagonal. Then, for any given µ ∈ M (X), if x(N) is a sequence
of configurations such that the empirical measure µ̂
(x)
N → µ as N → +∞, since ĝ and ϑ are lower
semicontinuous functions, by the Portmanteau Theorem, the previous bound implies that
lim inf
N→+∞
WN (x) ≥ 1
2
∫∫
ĝ(u, v) ∧ ǫ−1µ(du)µ(dv)− ǫ
1− ǫ
∫
ϑ(u)µ(du).
As ǫ > 0 is arbitrary, we obtain that WN satisfies the lower limit assumption from [13, (A.1)]:
under the above conditions,
lim inf
N→+∞
WN (x) ≥ Ê (µ).
Since βN → γ ∈ (0,+∞), by [13, Corollary 1.3], this completes the proof.
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From the previous large deviation principle, it follows that if the free energy Fγ has a unique
minimizer µγ ∈ M (X), then µ̂N → µγ in probability as N → +∞. Together with Proposition A.2,
this completes the proof of Proposition 1.3.
Convexity of the free energy. Finally, let us quickly discuss the issue of uniqueness of the
minimizer of the free energy (1.14) in the case of the Riesz and log gases. Once more, the following
Lemmas are classical.
Lemma A.4. Let gs be as in (1.5), Q :=
{
f ∈ L1(Rn) : E (c|f |) < +∞ where c =
∫
|f(x)|dx}
and
E (f) =
∫∫
gs(x, z)f(z)f(x)dzdx, f ∈ Q.
Then E is non–negative and strictly convex on Q. Moroever, for any γ ≥ 0, the free energy
Fγ(µ) =
γ
2E (µ) + H(µ|µ0) for µ ∈ M (Rn) has a unique minimizer µγ ∈ M (Rn).
Proof. The first claims regarding the positivity and convexity of the energy E follow from [18,
Theorem 9.8] – This Theorem is stated and proved only in the Coulomb case s = n− 2 for n ≥ 3,
but these properties are true for any n ∈ N and s ∈ (0, n) with the same proof. We already noticed
that the function Fγ is lower–semicontinuous and positive on M (Rn), so it attains its minimum
and any minimizer µ is absolutely continuous with respect to µ0 (otherwise Fγ(µ) = +∞). In
particular, µ ∈ Q, so that by strictly convexity of both E and H(·|µ0) (see Lemma A.1) on Q, we
conclude that the minimizer of the free energy Fγ is unique.
In the following Lemma, we assume that n = 1 or 2, g and ϑ are as in (1.21).
Lemma A.5. Let Q =
{
f ∈ L1(ϑ) :
∫∫ ∣∣ log |x− z|−1f(z)f(x)∣∣dzdx < +∞} and
E (f) =
∫∫
log |x− z|−1f(z)f(x)dzdx, f ∈ Q.
Then E (f) ≥ 0 for all f ∈ Q ∩ { ∫ fdx = 0} and E is strictly convex on Q ∩M (Rn). Moreover,
under the Assumptions 1.2, the free energy (1.14) has a unique minimizer µγ ∈ M (Rn).
Proof. It is well–known that if f ∈ Q, f has compact support and ∫ fdx = 0, then E (f) ≥ 0
and E (f) = 0 if and only if f = 0. For a proof of this claim, we refer to [9, Lemma 6.41] when
n = 1 and [24, Lemma 1.8] when n = 2. By a standard approximation argument, we can show
that this property holds true for all f ∈ Q with ∫ fdx = 0. Moreover, by straightforward algebraic
manipulations, we have for any probability density functions f0, f1 ∈ Q and t ∈ [0, 1],
E
(
(1− t)f0 + tf1
)− (1 − t)E (f0)− tE (f1) = −t(1− t)E (f1 − f0). (A.8)
This shows that the energy functional E is strictly convex on Q ∩ M (Rn). Consequently, by
(1.11), the weighted energy functional E˜ is also strictly convex on Q ∩M (Rn). Recall that the
free energy Fγ(µ) =
γ
2 E˜ (µ) + H(µ|νγ) attains its minimum and that all minimizer(s) satisfy the
equation (A.2). In particular, for all minimizer(s), the density µγ ≪ νγ – see the estimates (A.7)
at the end of the proof of Proposition A.2 – so that by assumptions, µγ ∈ Q. From the strict
convexity of E˜ and H(·|νγ) (see Lemma A.1), we conclude that the free energy Fγ has a unique
minimizer.
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A.2 Point processes on manifolds
Definition and correlation functions A (simple) point process is a random measure of the
form Ξ =
∑
λ∈Λ δλ where Λ is a countable subset of X with no accumulation points. We refer to
[15] for the construction of such random processes. The law of a point process is characterized by
its Laplace functional
ψ(f) = E
[
e−Ξ(f)
]
for all Borel function f : X→ [0,+∞).
We can define the correlation functions
(
R(k)
)+∞
k=1
of the point process Ξ through its Laplace
functional:
ψ(f) = 1 +
+∞∑
k=1
1
k!
∫
Xk
k∏
i=1
(
e−f(xi) − 1)R(k)(dx1, · · · , dxk). (A.9)
A priori, the kth correlation function R(k) is a measure on the product space Xk. It turns into a den-
sity function if it is absolutely continuous: R(k)(dx1, · · · , dxk) = R(k)(x1, · · · , xk)ω(dx1) · · ·ω(dxk).
For instance, if ΞN =
∑N
j=1 δλj and (λ1, . . . , λN ) has a (symmetric) joint distribution PN , then
we verify that
ψN (f) = EN
[
e−ΞN (f)
]
= 1 +
N∑
k=1
(
N
k
)∫
XN
k∏
i=1
(
e−f(xi) − 1)PN [dx1, . . . , dxN ],
so that the correlation functions of the process ΞN are given by for k ∈ N,
R
(k)
N (dx1, · · · , dxk) = 1k≤N
N !
(N − k)!
∫
XN−k
PN [dx1, . . . , dxN ]. (A.10)
Another important example is a Poisson point process. We will rely on the following definition.
Definition A.6. If θ is a Radon measure X, we say that Ξ is a Poisson point process with intensity
θ is its Laplace functional satisfies
ψ(f) = exp
(∫
X
(e−f(x) − 1)θ(dx)
)
.
This immediately implies that the correlation functions of X are given by R(k)(dx1, · · · , dxk) =∏k
i=1 θ(dxi) for all k ∈ N. Moreover, we say that Ξ is a homogeneous Poisson point process with
intensity θ > 0 if its intensity θ is constant.
Weak convergence. Let us also review the notion of convergence in distribution for point
processes.
Definition A.7. We say that a sequence ΞN of point processes (with Laplace functional ψN ) on
X converges in distribution to a point process Ξ (with Laplace functional ψ) if for any function
f : X→ [0,+∞) continuous with compact support, ψN (f)→ ψ(f) as N → +∞.
It is also easy to give a necessary condition for the convergence of point processes in terms of
its correlation functions.
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Lemma A.8. For any N ∈ N ∪ {∞}, let ΞN be a point process on X with correlation functions
R
(k)
N (x1, . . . , xk). Then, ΞN convergence in distribution to Ξ∞ if for any k ∈ N, R(k)N (x)→ R(k)∞ (x)
for almost all x ∈ Xk and for any compact set K ⊂ X,
sup
N∈N
+∞∑
k=1
1
k!
∫
Kk
R
(k)
N (x1, . . . , xk)ω(dx1) · · ·ω(dxk) < +∞. (A.11)
Proof. The conditions of Lemma A.8 imply that for any continuous function f : X → [0,+∞)
with support in K, ψN (f)→ ψ(f) as N → +∞ by the dominated convergence theorem and since
|e−f − 1| ≤ 1K.
Let us also observe that if R
(k)
N (x)→ R(k)∞ (x) uniformly for all x in compact sets of Xk and the
correlation functions R
(k)
∞ are locally integrable, then the condition (A.11) is satisfied.
Change of variables. Let us record that if U ⊆ X is an open set and ϕ : U → Rn is a 1-1
map, then we can define a new point process Ξ̂ =
∑
λ∈Λ∩U δϕ(λ) on R
n. Almost surely, this point
process is supported on the set V = ϕ(U) and its correlation functions are given by the push–
forward ϕ♯R
(k)
∣∣
U
=: R̂(k) for all k ≥ 1 (since R(k) is a measure on Xk, this notation means that
R(k) is first restricted to U×k and the push–forward is defined through the product map ϕ×k). In
particular, if (X, g) is a Riemannian manifold and R(k) have densities with respect to the volume
form ω, this implies that for almost all x ∈ (Rn)k,
R̂(k)(x) = R(k)
∣∣
U
(
ϕ−1(x1), · · · , ϕ−1(xk)
)∏k
i=1J (xi)
√
det g(x) (A.12)
where J is the Jacobian of ϕ−1 and the density R̂(k) is defined with respect to the Lebesgue
measure on (Rn)k. Observe also that since R(k)
∣∣
U
(u1, . . . , uk) = R
(k)(u1, . . . , uk)1u1,...,uk∈U , the
RHS of (A.12) does not depend on how we extend the map ϕ−1 outside of V . Formula (A.12)
can be checked directly from (A.9) and the change of variables formula and the fact that for all
Borel function f : Rn → [0,+∞),
ψ̂(f) = E
[
e−Ξ̂(f)
]
= E
[
e−Ξ(f |V ◦ϕ)
]
= ψ(f |V ◦ ϕ).
Correlation of the local process. Using the notation (2.13) and formula (A.10), under PN ,
the correlation functions between the particles are given by 1k≤N
N !
(N−k)!ρ
(k)
N (u) for u ∈ Xk. Hence,
by (1.19) and formula (A.12), the correlation functions (with respect to the Lebesgue measure) of
the local point process ΞN =
∑
xj∈U
δN1/nϕ(xj) which is obtained by zooming at a microscopic
scale around the point E are given by for any k = 1, . . . , N ,
R
(k)
N (x) =
N !
(N−k)!ρ
(k)
N
∣∣
U
(u1, · · · , uk)
∏k
i=1J (xi)
√
det g(x) , x ∈ (Rn)k. (A.13)
where ui = ϕ
−1(xi/N
1/n) for i = 1, . . . , k and J denotes the Jacobian of the corresponding map.
Observe that because ϕ is a normal coordinate chart, ui = ExpE(xi/N
1/n) and g(0) = In, so that
it holds as N → +∞,
NJ (xi)→ 1 and det g(x)→ 1
uniformly for all x1, . . . , xk in compact sets of R
n. According to (A.13), this shows that the
correlation functions of the local process satisfies for any fixed k ∈ N as N → +∞,
R
(k)
N (x) = ρ
(k)
N
∣∣∣
U
(
ϕ−1(x1/N
1/n), · · · , ϕ−1(xk/N1/n)
)(
1 + O(1)
)
(A.14)
uniformly for all x in a compact set of (Rn)k.
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Edge scaling limit. First, as a toy example, let us consider the case of N i.i.d. particles dis-
tributed according to a probability density function φ(u) = ζ−1e−V (u) where V ∈ C2(Rn →
[0,+∞]) and ζ > 0 is a normalizing constant. Then, the law of the particles is the Gibbs measure
(1.3) with β = 0 and the equilibrium density and φ. This implies that for large N , the density of
particles decay away from 0 and we are interested in describing the local limit near the boundary
of the droplet. Let us record the following simple Lemma.
Lemma A.9. Choose a sequence (EN )N∈N in R
n such that ∇V (EN ) = αNυN where αN > 0,
‖υN‖ = 1 and as N → +∞,
Ne−V (EN )
ζαnN
→ 1 and υN → υ. (A.15)
Let ϕN (x) = EN + α
−1
N ψ(x) where ψ : R
n → Rn is a continuous map with Jacobian J (ψ) = 1
and suppose that for any compact set K ⊂ Rn, as N → +∞,
α−2N sup
x∈K
∥∥∇2V (ϕN (x))∥∥→ 0. (A.16)
Then, the point process ΞN =
∑N
j=1 δϕ−1N (xj)
obtained by zooming around the point EN converges
in distribution to a Poisson point process with intensity θ(x) = e−υ·ψ(x) with respect to the Lebesgue
measure on Rn.
The proof of Lemma A.9 is an immediate consequence of Lemma A.8 and the change of variables
formula (A.12). Indeed, since we are in the Euclidean case and detϕN = α
−n
N , by (A.10), the
correlation functions of the process ΞN are given exatcly by for all k = 1, . . . , N ,
R
(k)
N (x) =
N !
(N−k)!ζ
−kα−knN
∏k
i=1φ
(
ϕN (xi)
)
, x ∈ (Rn)k.
Moreover, since V is C2 at EN , by a Taylor expansion and using the conditions (A.15)–(A.16), we
obtain the asymptotics as N → +∞,
ζ−1α−nN Nφ
(
ϕN (x)
)→ e−υ·ψ(x)
which holds uniformly for all x in compact sets of Rn. This shows that R
(k)
N (x)→
∏k
i=1e
−υ·ψ(xi)
uniformly on compact subsets of for (Rn)k, so that the claim follows from Lemma A.8.
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