Direct numerical simulation ͑DNS͒ results are presented for the joint statistics of two inhomogeneous scalar fields, one due to a mixing layer source and the other due to a contiguous top-hat source. These two sources form the basis for all scalar mixing across three streams. The results are used to assess the performance of a Lagrangian stochastic modeling system incorporating the interaction with the conditional mean mixing model at two different times: A near-field time when there is little spatial overlap between the two scalar fields, and a far-field time when there is strong overlap. In the near field we find that for both the model and the DNS, the joint probability density function is essentially confined to two lines in concentration phase space; the diagonal 1 + 2 = 1 and the axis 1 = 0, where 1 and 2 are the phase space concentrations for the mixing layer and top-hat scalars, respectively. The model and DNS results along these sections are in excellent quantitative agreement for a range of statistics. In the far field the DNS results show significant levels of probability density throughout the concentration domain 1 + 2 ഛ 1, but the model results have a much more limited range in the top-hat scalar, with less unmixed fluid reflecting excessive mixing. This inevitably results in quantitative differences in other statistics, but the conditional mean diffusion for the model shows semiquantitative agreement with the DNS. The most striking difference between model and DNS results in the far field is shown in the conditional mean velocity for which the model shows oscillations in sign not present in the DNS.
I. INTRODUCTION
The mixing of materials across different streams in turbulent flow is of interest in a wide range of applications in environmental and engineering flows. Most previous work has focused on the mixing between two streams, for example, between a plume of polluted air and the cleaner ambient in the atmosphere, or between fuel and air streams in a simple turbulent flame. Many problems, however, involve mixing between more than two streams. For example, the atmosphere consists of multiple layers. Close to the surface, there may be a canopy layer in which turbulence and scalar concentration are influenced by the canopy elements. Higher up, the boundary layer is strongly influenced by heating and cooling of the surface and by the larger scale meteorology. Above the boundary layer, the free troposphere carries scalar materials more representative of the background global atmosphere. Similarly, in combustion, many flames have a pilot stream consisting of a partial mixture of fuel and air streams. The interfaces between these various layers are not always sharp, and the turbulence is in general inhomogeneous; but many important aspects of the mixing processes are captured by the simpler case where the layers are initially sharp and the turbulence is homogeneous. In the two-stream case, this simplification has lead to the study of mixing in a scalar mixing layer. [1] [2] [3] [4] Ternary mixing, mixing across three layers, is the simplest extension to the two-stream problem. In its most general case, each stream initially carries an arbitrary concentration of two or more scalar materials. The special case in which the middle stream is a mixture of the two outer streams is known as a double scalar mixing layer ͑DSML͒ and has been studied recently using both direct numerical simulation ͑DNS͒, 5, 6 and stochastic modeling. 7 In this special case the concentration statistics for each scalar can be represented in terms of those of a single reference scalar. In the more general case, two reference scalars are necessary 8 ͑see Sec. II for details͒ and this leads us to the study of the joint statistics of these two reference scalars. We believe that the DNS data we obtain represent the first study of such joint statistics for inhomogeneous scalar fields and will provide a valuable data set for model testing and verification. As an example of such model testing, we also calculate a range of joint scalar statistics using a Lagrangian stochastic modeling system based on the interaction by exchange with the conditional mean ͑IECM͒ mixing model. 9, 10 Previous work on the joint statistics of two scalars in homogeneous scalar fields 11, 12 does not include the effects of the production of scalar variance from the action of the turbulence against the mean scalar gradient. Both the DNS and model results presented here represent an important reference case for the more general study of the mixing of multiple streams with n conserved scalars.
The plan of the paper is as follows. In Sec. II we describe briefly the conserved scalar theory leading to the iden-tification of the two reference scalars for ternary mixing. In Sec. II we also analyze the closures for the conditional mean scalar diffusion and dissipation implied by the IECM model for the multiscalar case. We give details of the flow, initial conditions for the two reference scalars, and of the numerical procedures for both the DNS and stochastic model and present specific equations for the stochastic model under these conditions in Sec. III. Results for a wide range of joint scalar statistics, including the correlation between the concentrations of the two scalars, the joint probability density function ͑PDF͒, and important joint conditional statistics for both the DNS and the model, are described and analyzed in Sec. IV. We summarize our findings in Sec. V.
II. THEORY

A. Conserved scalar theory
The left-hand section of Fig. 1 illustrates the initial concentration conditions for the three-stream mixing of two scalar quantities. In this example, the outer two streams are unbounded on one side, while the middle stream is bounded on both sides. The layers are distributed in the y-direction and are initially uniform in the x-and z-directions so that the initial conditions for species A ͑say͒ are
which we write in the shorthand notation A ͑y ,0͒ = ͑ A,1 , A,2 , A,3 ͒. The case illustrated is very general since the initial concentrations for each scalar in each layer are arbitrary. We are interested in the joint mixing of the two scalars across the interfaces at y = Ϯ L 0 as a function of time.
For this system we can define two reference scalars, a mixing layer scalar with initial concentrations 1 ͑y ,0͒ = ͑1,0,0͒ in the three layers and a top-hat scalar with initial concentrations 1 ͑y ,0͒ = ͑0,1,0͒ as illustrated in the middle and right-hand sections, respectively, of Fig. 1 . In general, the initial conditions of any scalar quantity in three-stream mixing can be represented in terms of these two reference scalars. For example, in Fig. 1 , the initial condition for scalar A can be written as
Similarly, the initial conditions for scalar B ͑or any other three-stream scalar͒ can be written as a linear combination of the two reference scalars. Because of their role in chemistry, these reference scalars are often referred to as conserved scalars. From the linearity of the scalar transport equations, it follows immediately from Eq. ͑2͒ that the concentration of species A ͑or indeed any other three-stream scalar͒ at some later time can also be written as a corresponding linear combination of the two reference scalar concentrations at that time. Hence the joint statistics of scalars A and B ͑or indeed any number of three-stream scalars͒ can be written in terms of the joint statistics of the two reference scalars. The purpose of the present paper is to explore these joint statistics using both DNS and a Lagrangian stochastic modeling system. The special case where the middle stream is a mixture of the two outer streams, in proportions x for stream 1 and ͑1−x͒ for stream 3, say, can be treated in terms of a single reference scalar = 1 + x 2 with initial conditions ͑1,x ,0͒. This case is known as a DSML and has been studied previously through DNS calculations 5, 6 and Lagrangian modeling. 
B. Lagrangian modeling closures
The Lagrangian stochastic modeling system we use here has been applied to a number of scalar mixing problems. 4, 7, [13] [14] [15] [16] [17] [18] [19] It consists of a set of coupled stochastic differential equations ͑SDEs͒ for the velocity, displacement, and scalar concentration along the fluid particle trajectories. In the case of a single scalar, Sawford 19 showed how the model for the scalar concentration represents explicit closures for the conditional mean scalar diffusion and conditional mean scalar dissipation, in both cases conditioned on the scalar concentration. The extension here is to carry evolution equations for two ͑or more͒ scalars. The equations in generic forms,
are used to generate particle trajectories, where X͑t , x 0 ͒ is the position of a particle at time t and which was at x 0 at time t = 0, and U͑t , x 0 ͒ is the velocity of the particle. The drift term a is yet to be specified but depends on the Eulerian flow statistics, d is the vector incremental Wiener process, 20 C 0 is the Lagrangian velocity structure function constant, and is the rate of dissipation of turbulence kinetic energy. The form of the diffusion term ͱ C 0 is determined by matching to Kolmogorov similarity theory for the Lagrangian velocity structure function. 21, 22 The mixing of the scalars is treated using the generic model d⌶ ␣ = ␣ ͑⌶,U,X,t͒dt ͑␣ = 1, ... ,n͒,
͑4͒
where ⌶͑t , x 0 ͒ is the scalar concentration of the particle and the function depends on the specific mixing model to be used. It is given explicitly for the IECM mixing model in Sec. III B. Note for brevity we have written the scalars in vector form ⌶ = ͑⌶ 1 , ⌶ 2 , ... ,⌶ n ͒. The initial positions are distributed uniformly throughout the flow domain, initial velocities are assigned according to the Eulerian velocity PDF for the flow, and initial concentrations are assigned according to the scalar source distributions. In general, we use upper case symbols ͑⌶ , U , X ...͒ to denote Lagrangian quantities and lower case ͑ , u , x ...͒ to denote the corresponding Eulerian quantities.
The stochastic process represented by the set of SDEs ͑3͒ and ͑4͒ can also be represented by the Fokker-Planck equation
where we use the Einstein summation convention for repeated indices. P͑v , ͉ x , t͒ is the probability density that particles at the position x at time t have velocity U = v and concentrations ⌶ = , where v and are sample space velocity and concentration variables, which we distinguish from the corresponding Eulerian quantities u, using different lower-case symbols.
Integrating over the velocity, we obtain an equation for the scalar concentration PDF P͑ ͉ x , t͒,
where ͗u i ͉ , x , t͘ = ͐v i P͑v ͉ , x , t͒dv is the mean velocity at x and t given that the scalar concentrations at x and t are 1 , ... , n , and ␣ ͑ , x , t͒ = ͐ ␣ ͑ , v , x , t͒P͑v ͉ , x , t͒dv. Since the particle trajectories are unbiased ͑they are initially uniformly distributed with velocities assigned according to the Eulerian velocity PDF͒, both the PDFs P͑v , ͉ x , t͒ and P͑ ͉ x , t͒ are equivalent to the corresponding Eulerian PDFs at the fixed point and time ͑x , t͒. Note that we rely on the arguments and the context to identify the different PDFs. Now the exact evolution equation for the scalar concentration PDF P͑ ͉ x , t͒ is
where is the molecular diffusivity and the term ‫ץ͗‬ 2 ␣ / x i 2 ͉ , x , t͒͘ is known as the conditional diffusion. Equation ͑7͒ can be written in an equivalent form, 24 
‫ץ‬P ‫ץ‬t
+ ‫͗ץ‬u i ͉,x,t͘P ‫ץ‬x i + ‫ץ‬ 2 ‫ץ͑͗‬ ␣ /‫ץ‬x i ‫ץ͑͒‬ ␤ /‫ץ‬x i ͉͒,x,t͘P ‫ץ‬ ␣ ‫ץ‬ ␤ = ‫ץ‬ 2 P ‫ץ‬x i 2 ,
͑8͒
which involves the conditional dissipation tensor
Comparing Eq. ͑6͒ with Eq. ͑7͒ and with Eq. ͑8͒ we see that the mixing model represents a closure for the terms involving the conditional diffusion and the conditional dissipation. In particular,
͑10͒
In the case of a single scalar, these equations can be integrated explicitly to give closed form solutions for the conditional diffusion and conditional dissipation, 19 which, ignoring the direct molecular terms, are
In the present multicomponent case the conditional diffusion and dissipation are tensor quantities and because of the summation over repeated indices it is not possible to integrate Eqs. ͑9͒ and ͑10͒ to obtain explicit closures for the individual components ‫ץ͗‬ 2 ␣ / ‫ץ‬x i 2 ͉ ͘ and ‫ץ͑͗‬ ␣ / ‫ץ‬x i ‫ץ͑͒‬ ␤ / ‫ץ‬x i ͉͒͘, respectively, at least without additional assumptions. For the conditional diffusion, we can make some progress since the solution to Eq. ͑9͒ can be written as
where is an unknown rotational vector in -space. Having no further information about we test below the hypothesis that it is zero. However, the same analysis applied to Eq. ͑10͒ still leaves a tensor summation over the index ␤ and the resulting equation cannot simply be integrated. Therefore we do not have an explicit closure for the components of the conditional scalar dissipation. Sometimes 24,25 the conditional scalar dissipation is calculated from a modeled scalar PDF by integrating the PDF evolution equation directly. Again this is possible only for a single scalar component because of the tensor summation in Eq. ͑8͒ in the multicomponent case. We emphasize that we have not used that approach here, and that Eqs. ͑9͒ and ͑10͒ result from a direct comparison of the modeled and exact PDF evolution equations.
III. NUMERICAL CALCULATIONS
A. DNS
The DNS were conducted by superimposing the initial scalar fields on the simulation of grid turbulence reported by de Bruyn Kops and Riley. 26 The numerical domain size is about 20 times the initial turbulence integral length scale, which is ϷL 0 , and is discretized with 512 grid points in each Direct numerical simulation and Lagrangian modeling Phys. Fluids 20, 095106 ͑2008͒ direction. These large and small scale resolutions, combined with the initialization technique discussed in de Bruyn Kops and Riley, 26 result in simulated velocity fields that evolve in a manner very similar to those in the laboratory experiment of Comte-Bellot and Corrsin 27 and can, therefore, be assumed to be representative of true grid turbulence. Note that the flow reported by Cha et al. 5 is very similar, but in that case, the boundary condition in the direction of the mean scalar gradient is free slip whereas in the current simulations periodic boundaries are used in all directions.
Scalar fields representing the mixing layer scalar 1 and the top-hat scalar 2 are superimposed on the velocity fields at the start of the simulation and evolve with the velocity field as the simulation advances in time. To satisfy the periodic boundary condition in the cross-stream direction, each scalar field is initialized with two layers separated by half the width of the numerical domain and having opposite orientations, as illustrated in Fig. 2 . As a result, each pair of scalar fields yields two realizations of the mixing layer. Fourteen more realizations are computed by offsetting the initial scalar fields by multiples of 1 / 8 of the numerical domain, which is greater than the initial integral length scale of the velocity field. Since the fields are statistically homogeneous in the x-z plane, a total of 16ϫ 512 2 points is used for the ensemble statistics. Note that for numerical reasons, instead of a sharp step the scalar fields are actually initialized with error function profiles. For example, for the left hand source in Fig. 2 1 ͑y ,0͒ =
, where ␦ =2⌬y corresponds to two grid lengths and y is measured relative to the center of the top-hat source at 128⌬y. For the right hand source, y is measured relative to the position 384⌬y and these functions are replaced with the corresponding reflected functions by changing the sign of the error function terms. Since these are deterministic initial conditions the initial ensemble variances are zero. The initial fields for the different realizations are generated simply by shifting the field in the y-direction by 64 grid points.
With the 16 scalar fields superimposed on the turbulent velocity fields, the simulation is computed using the pseudospectral technique discussed by de Bruyn Kops and Riley. 26 Spatial derivatives and addition are computed in Fourier space, while multiplication is computed in real space. The simulation is advanced in time and continuity is enforced by using a third-order Adams-Bashforth algorithm with projection. The nonlinear term in the momentum equation is computed in vorticity form to minimize aliasing, while the corresponding term in the scalar transport equation is cast in conservation and convective form on alternating time steps for the same reason. The most damaging of the remaining aliasing errors are removed by applying a truncation filter to remove all energy in wave numbers greater than 15/ 16 of the maximum wave number. The Schmidt number for the scalars is 0.7, which results in approximately equal small scale spatial resolution for the scalar and velocity fields.
B. Lagrangian model
Since the flow is isotropic and the scalar field is homogeneous in the x-and z-directions, we need to model only the y-component of the particle trajectories ͑i.e., the v-component of the velocity͒. Then the specific form for Eq. ͑3͒ for decaying isotropic turbulence becomes
The constant C 0 determines the magnitude of the Lagrangian integral time scale, and following the DSML calculation of Sawford, 7 here we take a value of C 0 = 1.4. v 2 ͑t͒ is the variance of the v-component of the velocity. As discussed by Sawford, 7 the value for C 0 is controlled mainly by the mean concentration in the far field t / T 0 Ͼ 1, where
We represent the DNS results for the root-mean-square velocity fluctuations v and the energy dissipation rate using the power law forms
where the decay exponent m = 1.26, v ͑0͒ = 0.222 m s −1 , and t 0 = 0.168 s. Note that the time origin t = 0 is taken as the time at which the sources are switched on, and the origin of the turbulence field is thus at time t =−t 0 . Although t 0 is the natural time scale for the flow field, we use the time scale T 0 = 0.64t 0 , which is based on the length scale L 0 = 0.024 cm, to characterize the scalar field. We see from Eqs. ͑15͒ and ͑16͒ that the Lagrangian time scale in Eq. ͑14͒, 
The mixing time scale t m controls the rate of dissipation of scalar fluctuations and its formulation is discussed below in Sec. IV. The quantity ͗ ␣ ͉ v , y , t͒͘ is the mean concentration at the position y and time t given that the velocity at y and t is v. This is an Eulerian quantity which in Eq. ͑17͒ is evaluated for the Lagrangian values of the velocity and position. The scalar source distributions can be represented analytically by the following expressions:
where H͑x͒ is the Heaviside function. The joint PDF for the particle velocity and displacement is Gaussian and so the mean concentration and the conditional mean concentration for the two scalars are readily evaluated analytically. 7, 13, 19 The results are
and
is the mean square particle displacement with r = t 0 / T L ͑0͒ − m / 2+1 and s = t 0 / T L ͑0͒ + m / 2−1. 28 The quantity vy = ‫ץ͑‬ y 2 / ‫ץ‬t͒ / ͑2 v y ͒ is the correlation between the velocity and position along a trajectory. These analytical results greatly facilitate the numerical implementation of the model. Equations ͑14͒ and ͑17͒ were solved numerically using a first-order difference scheme with 10 8 particles initially distributed uniformly across the solution domain −9.17ഛ y / L 0 ഛ 9.17, which was chosen sufficiently large such that scalar gradients at the boundaries are negligible. The initial velocities were drawn randomly from a Gaussian distribution with variance v 2 ͑0͒ and the initial concentrations were calculated according to the source distributions, Eq. ͑18͒. Trajectories were reflected at the limits of the solution domain. At various later times, particles were allocated to bins according to their position, velocity, and concentration. The space bins were of width 0.0625L 0 for t / T 0 ഛ 1 and of width 0.125L 0 for t / T 0 ജ 1, the velocity bins were 0.2 v ͑0͒ and the concentration bins were 0.0125. Conditional and unconditional statistics were then calculated from the samples in the appropriate bins.
The mixing layers generated at the steps in the initial conditions at y = Ϯ L 0 are initially distinct but overlap increasingly with time. The time scale T 0 is a measure of the rate at which the two mixing layers overlap. By the time t = T 0 , the mixing layer mean concentration profile overlaps only 30% of the top-hat mean profile and by the time t =4T 0 , the overlap is 67%. We refer to times up to t = T 0 as near field and times beyond t =4T 0 as far field.
IV. RESULTS
A. The mixing time scale
Previous work on scalar mixing layers 4,7 used a mixing time scale t m = 0.5t. The linear dependence on time reflects the influence of increasingly large eddies on mixing as the mixing layers across the interfaces between the different streams grow with time. Here we use a larger mixing time scale t m = 0.8t in order to ensure that the model reproduces the DNS results for the variance of both the mixing layer and top-hat scalars optimally. Figure 3 shows that with this choice the model is in very good agreement with the DNS results over the full range of times from the near field to the far field.
B. Correlation between the reference scalars 1 and 2
The covariance between the fluctuations in concentration of the two scalars is the simplest and most direct measure of the interaction and mixing of the two sources. Although we consider only conserved scalars here, we note that in the reactive case the covariance makes an important contribution 
C. Joint statistics in the near field
1. PDF Figure 5 shows contour plots of the logarithm of the joint scalar PDF in the near field t / T 0 = 1 for both DNS and the IECM model. It is clear that joint scalar space is populated mostly along the diagonal 1 + 2 = 1 and along the line 1 = 0. Indeed, the only reason these plots show any structure off these lines is that we have plotted the logarithm rather than the PDF itself. The differences between the DNS and the model have been accentuated in these plots.
We show a more quantitative comparison of the DNS and model results in Fig. 6 , where we have plotted the joint PDF along the diagonal 1 + 2 = 1 and along the line 1 =0 in concentration phase space for three different spatial locations. Clearly, the agreement between the model and the DNS along these sections in phase space is excellent. For diagonal samples those particles that remain in the region y Ͻ L 0 where the two scalar source distributions are complementary. At the measurement location y =−L 0 , particles with 2 close to 0 and 1 are in roughly equal proportions and predominate, indicating that relatively little mixing has occurred. As the measurement location moves higher toward y = L 0 , the PDF with 2 close to zero decreases because those particles originating below y =−L 0 need to travel further and are less frequently sampled. On the other hand the line 1 = 0 samples those particles which remain in the region y Ͼ −L 0 and now particles with concentration 2 close to 0 and 1 are in roughly equal proportions at y = L 0 and particles with concentration 2 close to zero need to travel further to reach the lower sampling locations. The sections of the joint PDF shown in Figs. 6͑a͒ and 6͑b͒ are almost equal at complementary locations ͑i.e., the section along the diagonal at y =−L 0 is essentially the same as that along the line 1 =0 at y = L 0 ͒ because the source function for the top-hat scalar has complementary steps at these locations.
Conditional mean diffusion
In Fig. 7 we show the conditional mean diffusion along the same sections in concentration phase space. For the model results in the absence of further knowledge, we have assumed that the unknown term ␣ in Eq. ͑13͒ vanishes. We see that with this assumption we obtain good agreement between the model and DNS results. Along the diagonal 1 + 2 = 1, the conditional diffusion for the top-hat scalar ‫ץ͗‬ 2 2 / ‫ץ‬x i 2 ͉ ͘ at y =−L 0 has a shape similar to that for a simple mixing layer at that location. 3, 19 It is positive for 2 Ͻ 0.5 and negative for 2 Ͼ 0.5. As we move toward the more positive values of y the profiles become increasing asymmetric, again in the same way as do those for a simple mixing layer. The conditional diffusion for the mixing layer scalar ‫ץ͗‬ 2 1 / ‫ץ‬x i 2 ͉ ͘ is almost exactly ͑probably to within numerical computation errors͒ a mirror image of that for the mixing layer scalar. This is because, as we have already noted, the diagonal samples trajectories from the lower sections of the spatial domain where the sources of the two scalars are complementary and so the spatial derivatives of the two scalar fields conditioned on these trajectories are of the opposite sign. The profiles have similar shapes to those for a simple mixing layer because the initial concentrations for these trajectories are determined by the complementary steps at y =−L 0 for the source distributions of the two scalars.
Along the line 1 = 0 the conditional diffusion for the mixing layer scalar is very small but finite and increases systematically with distance downward ͑detail not shown here͒, while the conditional diffusion for the top-hat scalar is similar to that for a mixing layer located at y = L 0 . Furthermore the conditional diffusion for the top-hat scalar is essentially equal to that along the diagonal at the complementary location; i.e., ‫ץ͗‬ 2 2 / ‫ץ‬x i 2 ͉ 1 =0, 2 ͘ at y / L 0 = −1 is equal to ‫ץ͗‬ 2 2 / ‫ץ‬x i 2 ͉ 1 =1− 2 , 2 ͘ at y / L 0 = 1 and vice versa. The line 1 = 0 samples trajectories from the top of the domain, and for these trajectories the initial conditions for the top-hat scalar are determined by the step at y / L 0 = 1, which explains the complementary correspondence with the conditional diffusion along the diagonal. Up until this time, these trajectories with 1 = 0 must by definition have remained in an environment where 1 ͑y , t͒ also is zero ͑otherwise mixing would have caused the concentration to change from zero͒ and this explains why the conditional diffusion for the mixing layer scalar is very small.
Conditional dissipation
We do not have an explicit model closure for the components of the conditional scalar dissipation and so present DNS results only. 
095106-7
Direct numerical simulation and Lagrangian modeling Phys. Fluids 20, 095106 ͑2008͒ 1 + 2 = 1. Conversely, the component for the top-hat scalar ‫ץ͑͗‬ 2 / ‫ץ‬x i ͒ 2 ͉ ͘t m shown in the lower panel is largest along the lines 1 = 0 and 1 + 2 = 1 and is close to zero in between. Note that these plots are noisy because the regions of nonzero dissipation are regions of low probability density, as can be seen by comparing Fig. 8 with Fig. 5 . Figure 9 shows the two conditional dissipation components along the diagonal and along the axis 1 = 0 for a range of spatial locations. The relationships between the different components reflect those for the conditional diffusion components shown in Fig. 7 for the same reasons as set out above. Along the diagonal the two components are equal and to a close approximation equal to the conditional dissipation for the top-hat scalar along the line 1 = 0. The conditional dissipation for the mixing layer scalar is nearly zero along the line 1 = 0, as already noted. The dependence on the spatial location is relatively weak as has been noted for other scalar source configurations. Figure 10 shows sections of the conditional mean velocity. Again there is excellent agreement between the model and the DNS results and again the profiles are similar to those for a simple mixing layer. The reason for this correspondence, and for the complementary nature of the two sections is the same as that advanced above in connection with the conditional diffusion; i.e., the diagonal samples particles in the vicinity of the backward step at y =−L 0 of the top-hat source, while the line 1 = 0 samples particles in the vicinity of the forward step at y = L 0 . 1. PDF Figure 11 shows the contour plots for the logarithm of the joint scalar PDF for both the DNS and model results on the centerline y / L 0 =0 at t / T 0 = 4. Now we see that there are significant differences between the DNS and model results. In particular, in the model the range of values of 2 for which the probability density is nonzero is greatly reduced compared with the DNS. We note that the fall-off in probability density is very sharp at all boundaries of the populated domain in Fig. 11 , so that this picture will not be affected significantly by improved sampling. On the other hand, for both the model and DNS results almost the full range of 1 is populated.
19,29
Conditional mean velocity
We can understand this deficiency in the model performance by looking more closely at the mixing of the top-hat scalar. According to Eq. ͑17͒ the top-hat scalar mixes toward the conditional mean concentration given by ͗ 2 ͉ ͑v , y , t͒͘ in Eq. ͑20͒, which we have plotted in Fig. 12 as a function of position for two values of the velocity and for the near-field and far-field times t / T 0 = 1 and 4. In the near-field the peak value of the conditional mean concentration is close to unity, the peak concentration value at the source. Mixing toward this conditional mean thus produces concentration values over almost the full range from zero to unity, as is apparent from Figs. 5 and 6. However, in the far-field the peak value of the conditional mean concentration is about 0.5, so now mixing tends to remove concentration values greater than this value. Because mixing is not instantaneous, concentrations slightly larger than the peak value of the conditional mean remain, but as can be seen from Fig. 11 , the maximum observed concentration is much less than unity. Mixing to the conditional mean does not eliminate zero values for the concentration, but it is clear from Fig. 11 that these are associated strongly with concentrations of zero or unity for the mixing layer scalar. This is because in the far field the tails of the conditional mean concentration for the top-hat scalar overlap the extremes of the distribution for the mixing layer scalar. Although we do not show it here, the simpler interaction by exchange with the mean ͑IEM͒ model behaves in the same way.
This excessive mixing by the IEM and IECM models occurs for all discrete sources, but apparently has not been quantified previously because of the difficulty in unambiguously defining the source conditions in experimental data. The lack of a good correspondence in the far field between the extent of populated phase space in the DNS and the model ensures that there must be some discrepancies in other statistics.
Conditional mean diffusion
The conditional mean diffusion component for the mixing layer scalar on the centerline is shown in Fig. 13 for both the DNS and the IECM models. For the DNS results shown in the top panel, the conditional diffusion is significant only in the bottom half of the populated domain and is positive in the left hand corner ͑ 1 , 2 Ͻ 0.5͒ and negative in the right hand corner ͑ 1 Ͼ 0.5; 2 Ͻ 1− 1 ͒. The model shows the same structure but because of its more limited populated domain, there is a significant range of low values of 2 where the conditional diffusion is undefined. The magnitude of the DNS results is larger than that of the model results. FIG. 11. ͑Color online͒ Contour plots for the logarithm of the joint scalar PDF ͓i.e., log 10 P͑ ͉ y , t͔͒ on the centerline y =0 at t / T 0 =4 ͑a͒ for DNS and ͑b͒ for IECM model. The distribution of the conditional diffusion component for the top-hat scalar, as shown in Fig. 14 , is very different from that for the mixing layer scalar. In this case, according to the DNS results the conditional diffusion is significantly nonzero over the whole of the populated domain with negative values in the top corner and positive values in the bottom two corners. Again within its more constrained populated domain, the IECM model reflects this structure with comparable magnitudes.
Conditional dissipation
We show DNS results for the diagonal components of the conditional dissipation on the centerline in Fig. 15 . The distributions of the two components are broadly complementary, with the largest values of the mixed-layer scalar dissipation confined to a region near the base of the populated domain, and those for the top-hat scalar located adjacent to the diagonal 1 + 2 = 1 and the axis 1 = 0. The magnitude of the top-hat scalar dissipation is an order of magnitude smaller than that for the mixing layer. This is in contrast to the near-field results where the two components are almost equal along the diagonal.
Conditional mean velocity
The conditional mean velocity on the centerline y =0 in the far field t / T 0 = 4 is plotted in Fig. 16 and shows perhaps the most striking discrepancy between the model and the DNS results. In the top panel, the conditional mean velocity is negative along the line 1 = 0 and changes smoothly to positive values along the diagonal 1 + 2 = 1. This is what we would anticipate since particles with 1 = 0 originate from the upper side of the layer and so on average have a negative velocity on reaching the centerline and vice versa for particles along the diagonal. As we increase 1 , particles are increasingly likely to have originated lower in the layer, so the mean velocity changes smoothly. However, in addition to the restricted domain common to all model joint statistics in the far field, the conditional velocity for the model does not vary smoothly from negative to positive with increasing 1 . Instead, for values of 2 Ϸ 0.3, the conditional mean velocity oscillates negative-positive-negative-positive with increasing 1 . We do not have a clear mechanism for this behavior, but speculate that it is related to the excess mixing and that, for example, the negative velocities around 1 Ϸ 0.3 and 2 Ϸ 0.5 occur because excess mixing "moves" particles from parts of the domain where negative velocities predominate. As a check on the model results, we calculated the velocity conditioned on each of the scalars separately as
͑22͒
and found complete agreement with these quantities calculated directly for isolated top-hat and mixing layer scalars using different codes.
V. CONCLUSIONS
In this paper we have studied the joint statistics of two inhomogeneous scalar fields; one due to a mixing layer and the other due to a contiguous top-hat source. These two sources form the basis for all scalar mixing across three streams. We have presented the first DNS data on these joint statistics and have used these data to assess the performance of a Lagrangian stochastic modeling system. For multicomponent scalar systems such as the system we have studied, we showed that the mixing model used in the Lagrangian system implies a closure for the conditional mean diffusion and the conditional mean dissipation, but that unlike the onecomponent system, in general, these closures cannot be integrated to provide explicit results for the individual components of the conditional mean quantities. However, with an additional assumption, namely, that the rotational function in Eq. ͑13͒ vanishes, the closure for the conditional mean diffusion can be integrated explicitly.
The most fundamental measure of the interaction between the two scalars is the covariance, or correlation, be- For the majority of the statistics, we have focused on results at two different times: A near field time when there is little spatial overlap between the two scalar fields, and a far-field time when there is strong overlap. In the near field we find that for both the model and the DNS, the joint PDF is essentially confined to two lines in concentration phase space, the diagonal 1 + 2 = 1 and the axis 1 = 0 and the model and DNS results along these sections are in excellent quantitative agreement. Along the diagonal, the mixing layer and top-hat scalars are the same magnitude but of opposite signs. The structure they show as a function of concentration is very similar to that for a simple mixing layer. Along the zero axis, the conditional diffusion for the mixing layer scalar vanishes, while that for the top-hat scalar is almost identical with that along the diagonal. There is good agreement between model and DNS results for the conditional mean diffusion along these sections, indicating that the additional closure assumption = 0 in Eq. ͑13͒ is reasonable.
We have no model results for the conditional mean dissipation because of the lack of an explicit model closure. For the mixing layer scalar, the DNS results show that the conditional dissipation vanishes along the axis 1 = 0, while the conditional dissipation for the top-hat scalar along the axis 1 = 0 and both components along the diagonal, are essentially equal. Again the profiles are similar to those for a simple mixing layer and are only weakly dependent on the spatial location. Model and DNS results for the conditional mean velocity are also in good agreement and again profiles show a similar structure to that of a simple mixing layer. All of these profiles are readily interpreted in terms of trajectories of particles moving either upward or downward through the spatial domain.
Things are very different in the far field. There the DNS results show significant levels of probability density throughout the concentration domain 1 + 2 ഛ 1. The model results also show the effects of mixing away from the diagonal 1 + 2 = 1 and the axis 1 = 0, but have a much more limited range in 2 , the top-hat scalar. This is readily explained in terms of the decrease in the maximum value of the conditional mean concentration with time so that mixing produces top-hat concentrations significantly lower than 1. The DNS, on the other hand, still retains significant amounts of unmixed fluid even at this late time.
The different coverage of the spatial domain by the model and the DNS at these later times inevitably results in quantitative differences in other statistics. Nevertheless, for most conditional statistics of interest the model shows semiquantitative agreement with the DNS. For the mixing-layer scalar, the conditional mean diffusion is positive in the bottom left corner of the scalar main and negative in the bottom right corner. For the top-hat scalar the conditional mean diffusion is negative in the top corner and positive in the bottom two corners. Again we only have results for the conditional mean dissipation from the DNS. The dissipation for the mixing layer scalar is concentrated near the axis 2 = 0, while that for the top-hat scalar is concentrated near the diagonal and the axis 1 = 0, but the dissipation for the mixing layer scalar is an order of magnitude greater than that for the tophat scalar.
The most striking difference between model and DNS results in the far field is shown in the conditional mean velocity for which the model shows oscillations in sign not present in the DNS. We believe this anomaly to be a result of the excess mixing of the model, but as yet have no clear mechanism for it.
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