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UNIQUENESS OF THE GROUP MEASURE SPACE
DECOMPOSITION FOR POPA’S HT FACTORS
ADRIAN IOANA1
Abstract. We prove that if Γ y (X,µ) is a free ergodic rigid (in the sense of [Po01])
probability measure preserving action of a group Γ with positive first ℓ2–Betti number,
then the II1 factor L∞(X) ⋊ Γ has a unique group measure space Cartan subalgebra,
up to unitary conjugacy. We deduce that many HT factors, including the II1 factors
associated with the usual actions Γ y T2 and Γ y SL2(R)/SL2(Z), where Γ is a non–
amenable subgroup of SL2(Z), have a unique group measure space decomposition.
§0. Introduction and statement of the main results.
The group measure space construction associates to every probability measure pre-
serving (p.m.p.) action Γ y (X, µ) of a countable group Γ, a finite von Neumann
algebra M = L∞(X)⋊ Γ ([MvN36]). If the action is free and ergodic, then M is a II1
factor and A = L∞(X) is a Cartan subalgebra, i.e. a maximal abelian von Neumann
subalgebra whose normalizer, NM (A) = {u ∈ U(M)|uAu∗ = A}, generates M .
During the last decade, S. Popa’s deformation/rigidity theory has led to spectacular
progress in the study of II1 factors (see the surveys [Po07],[Va10a]). In particular,
several large families of group measure space II1 factors L
∞(X)⋊ Γ have been shown
to have a unique Cartan subalgebra ([OP07],[OP08],[CS11]) or group measure space
Cartan subalgebra ([Pe09],[PV09],[Io10],[FV10],[IPV10],[CP10],[HPV10],[Va10b]), up
to unitary conjugacy. Such “unique Cartan subalgebra” results play a crucial role in the
classification of group measure space factors. More precisely, they allow one to reduce
the classification of the factors L∞(X)⋊ Γ, up to isomorphism, to the classification of
the corresponding actions Γy X , up to orbit equivalence. Indeed, by [Si55],[FM77], an
isomorphism of group measure space factors L∞(X)⋊Γ ∼= L∞(Y )⋊Λ which identifies
the Cartan subalgebras L∞(X), L∞(Y ), must come from an orbit equivalence between
the actions, i.e. a measure space isomorphism θ : X → Y taking Γ–orbits to Λ–orbits.
For recent developments in orbit equivalence, see the surveys [Fu09],[Ga10].
In the breakthrough article [Po01], Popa studied II1 factorsM which admit a Cartan
subalgebra satisfying both a deformation property (in the spirit of Haagerup’s property)
and a rigidity property (in the spirit of the relative property (T) of Kazhdan–Margulis).
He denoted by HT the class of such II1 factors. The main example of an HT factor is
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the II1 factor M = L
∞(T2)⋊ SL2(Z) associated with the usual action of SL2(Z) on the
2–torus T2. More generally, if Γ is a group with Haagerup’s property and Γy (X, µ) is
a rigid free ergodic p.m.p. action, then M = L∞(X)⋊ Γ is an HT factor. Recall that
the action Γ y (X, µ) is rigid if the inclusion L∞(X) ⊂ M has the relative property
(T), i.e. if any sequence of unital tracial completely positive maps Φn : M → M
converging to the identity pointwise in ||.||2, must converge uniformly on the unit ball
of L∞(X) ([Po01]). Here, ||.||2 denotes the Hilbert norm given by the trace of M .
The main result of [Po01] asserts that, up to unitary conjugacy, an HT factor M
has a unique Cartan subalgebra A with the relative property (T). The uniqueness of
A implies that any invariant of the inclusion A ⊂ M is an invariant of M . Using
this fact, Popa gave the first example of a II1 factor with trivial fundamental group:
M = L∞(T2)⋊ SL2(Z). Indeed, it follows that the fundamental group of M is equal
to the fundamental group of the orbit equivalence relation of the action SL2(Z)y T
2,
which is trivial by Gaboriau’s work [Ga01].
In view of [Po01] it is natural to wonder whether HT factors have unique Cartan
subalgebras. This was shown to be false in general by Ozawa and Popa in [OP08].
Moreover, as noticed in [PV09] (see Section 5), their construction produces examples
of HT factors that have two group measure space Cartan subalgebras.
Nevertheless, we managed to show that a large class of HT factors, which verify
some rather mild assumptions (ruling out the examples from [OP08]), have a unique
group measure space Cartan subalgebra.
Theorem 1. Let Γy (X, µ) be a free ergodic rigid p.m.p. action. Assume that Γ has
positive first ℓ2–Betti number, β
(2)
1 (Γ) > 0. Denote M = L
∞(X)⋊ Γ.
Then M has a unique group measure space Cartan subalgebra, up to unitary conjugacy.
That is, if Λ y (Y, ν) is any free ergodic p.m.p. action such that M = L∞(Y ) ⋊ Λ,
then we can find a unitary u ∈M such that uL∞(X)u∗ = L∞(Y ).
Thus, if Γ additionally has Haagerup’s property, then M is an HT factor with a
unique group measure space Cartan subalgebra. In particular, the HT factor M =
L∞(T2)⋊ SL2(Z) has a unique group measure space decomposition. For several con-
crete families of HT factors with this property, see the examples below.
In their recent work [OP07], Ozawa and Popa showed that any II1 factor L
∞(X)⋊Fn
arising from a free ergodic profinite action of a free group Fn (2 6 n 6∞) has a unique
Cartan subalgebra. Subsequently, Popa conjectured that this property should hold
for any free ergodic action of Fn ([Po09]). Theorem 1 implies that any II1 factor
L∞(X)⋊Fn arising from a free ergodic rigid action of Fn has a unique group measure
space Cartan subalgebra. Our result provides, thus far, the only class of actions other
than [OP07] for which progress on the above conjecture has been made.
In fact, our result offers some evidence for a general conjecture which predicts that
all II1 factors L
∞(X) ⋊ Γ coming from free ergodic p.m.p. actions of groups Γ with
β
(2)
1 (Γ) > 0 have a unique Cartan subalgebra (see [Po09]). Related to this conjecture,
it has been recently shown in [CP10] (see also [Va10b]) that if Γ additionally has a
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non–amenable subgroup with the relative property (T), then L∞(X)⋊Γ has a unique
group measure space Cartan subalgebra.
We continue with several remarks on the statement of Theorem 1.
Remarks. (i) We do not know whether Theorem 1 holds if instead of assuming that the
action Γy (X, µ) is rigid we only require the existence of a von Neumann subalgebra
A0 ⊂ L∞(X) such that A′0 ∩M = L∞(X) and the inclusion A0 ⊂ M has the relative
property (T). When Γ has Haagerup’s property, this amounts to assuming that A is an
HT Cartan subalgebra rather than an HTs Cartan subalgebra ([Po01]). If this were the
case, then [Io07, Theorem 4.3] would imply that any group Γ with β
(2)
1 (Γ) > 0 admits
an action whose II1 factor has a unique group measure space Cartan subalgebra.
(ii) Theorem 1 implies that the actions Γy (X, µ) and Λy (Y, ν) are orbit equivalent.
This conclusion cannot be improved to show that the groups are isomorphic and the
actions are conjugate. Indeed, if Γ = Fn, then any p.m.p. action of Γ is orbit equivalent
to actions of uncountably many non–isomorphic groups ([MS06, Theorem 2.27]).
(iii) Note that by [CP10, Theorem A.1] the conclusion of Theorem 1 also holds if we
suppose that the action Λy (Y, ν) rather than the action Γy (X, µ) is rigid.
Before providing several concrete families of actions to which Theorem 1 applies
let us discuss its hypothesis. The study of rigid actions was initiated in [Po01] where
the problem of characterizing the groups Γ admitting a rigid action was posed. But,
while this problem remains open (see [Ga08] for a partial result), several classes of rigid
actions ([Po01],[Ga08],[IS10]) and an ergodic theoretic formulation of rigidity ([Io09])
have been found. Recall that if π : Γ → O(HR) is an orthogonal representation on
a real Hilbert space HR, then a map b : Γ → HR is a cocycle into π if it verifies
the identity b(gh) = b(g) + π(g)b(h), for all g, h ∈ Γ. The condition β(2)1 (Γ) > 0 is
equivalent to Γ being non–amenable and having an unbounded cocycle into its left
regular representation λ : Γ → O(ℓ2
R
Γ) ([BV97],[PT07]) and is satisfied by any free
product group Γ = Γ1 ∗ Γ2 with |Γ1| > 2 and |Γ2| > 3. For more examples of groups
with positive first ℓ2–Betti number, see Section 3 of [PT07].
Examples. The following actions satisfy the hypothesis of Theorem 1:
(i) The action Γy (T2, λ2), where Γ < SL2(Z) is a non–amenable subgroup and λ
2 is
the Haar measure of T2.
(ii) The action Γy (SL2(R)/SL2(Z), m), where Γ is either a non–amenable subgroup
of SL2(Z) or a lattice of SL2(R), and m is the unique SL2(R)–invariant probability
measure on SL2(R)/SL2(Z). More generally, Γ can be any Zariski dense countable
subgroup of SL2(R) with β
(2)
1 (Γ) > 0.
(iii) Any action of the form Γy (G/Λ, m), where G is simple Lie group, Γ < G is any
Zariski dense countable subgroup with β
(2)
1 (Γ) > 0, Λ < G is a lattice and m is the
unique G–invariant probability measure on G/Λ. Note that by [Ku51] every semisimple
Lie group G contains a copy of Γ = F2 which is strongly dense and hence Zariski dense.
(iv) Let Γ = Γ1 ∗ Γ2 be a free product group with |Γ1| > 2 and |Γ2| > 3. By Theorem
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1.3 in [Ga08], there exists a continuum of free ergodic rigid p.m.p. actions Γy (Xi, µi),
i ∈ I, such that the II1 factors L∞(Xi)⋊ Γ are mutually non–isomorphic.
The groups Γ in the examples (i)–(iv) clearly satisfy β
(2)
1 (Γ) > 0. The actions from
(i) are rigid by [Bu91] and [Po01], while the rigidity of the actions from (ii) and (iii) is
a consequence of Theorem D in [IS10]. Note that the actions from (i)–(iii) give rise to
HT factors; the same is true in the case of (iv) when Γ has Haagerup’s property.
The proof of Theorem 1 is based on two results that are of independent interest.
The first is a structural result concerning the group measure space decompositions of
II1 factors L
∞(X)⋊ Γ arising from rigid actions of groups Γ that have an unbounded
cocycle into a mixing orthogonal representation π : Γ → O(HR). Recall that π is
mixing if for all ξ, η ∈ HR we have that 〈π(g)ξ, η〉 → 0, as g → ∞. Below we use the
notation A ≺M B whenever “a corner of a subalgebra A ⊂ M can be embedded into
a subalgebra B ⊂ M inside M”, in the sense of Popa ([Po03], see Section 1.1). This
roughly means that there exists a unitary element u ∈M such that uAu∗ ⊂ B.
Theorem 2. Let Γ y (X, µ) be a free ergodic rigid p.m.p. action. Assume that Γ
admits an unbounded cocycle into a mixing orthogonal representation π : Γ→ O(HR).
Denote M = L∞(X) ⋊ Γ and let Λ y (Y, ν) be any free ergodic p.m.p. action such
that M = L∞(Y )⋊ Λ. For S ⊂ Λ, we denote by C(S) = {g ∈ Λ|gh = hg, ∀h ∈ S} the
centralizer of S in Λ.
Then we have that either
(1) L∞(X) ≺M L∞(Y )⋊ Λ0, for an amenable subgroup Λ0 of Λ, or
(2) L∞(X) ≺M L∞(Y ) ⋊ (∪n>1C(Λn)), for a decreasing sequence {Λn}n>1 of non–
amenable subgroups of Λ.
The assumption that Γ has an unbounded cocycle into a mixing representation is
satisfied in particular when either β
(2)
1 (Γ) > 0 or Γ has Haagerup’s property. For an
outline of the proof of Theorem 2, see the beginning of Section 3. For now, let us men-
tion that it uses [CP10] and, in novel fashion, ultraproduct algebras MU constructed
from an ultrafilter U over an uncountable set.
Let us elaborate on conditions (1) and (2). The conclusion from (1) is optimal, in
the sense that it cannot be improved to deduce that L∞(X) and L∞(Y ) are conjugate
(equivalently, by [Po03], Λ0 cannot be taken to be finite). Indeed, [OP08] provides
examples of rigid actions Γy (X, µ) of Haagerup groups Γ whose II1 factors L
∞(X)⋊Γ
have two non–conjugate group measure space Cartan subalgebras. Condition (2) is
somewhat imprecise in general due to our a priori lack of understanding of the subgroup
structure of Λ and so it might seem hard to use for applications. However, in the
case when β
(2)
1 (Γ) > 0, by using results of Chifan and Peterson [CP10] on malleable
deformations arising from cocycles into ℓ2
R
Γ, we show that (2) implies (1).
We thereby conclude that if M = L∞(X) ⋊ Γ is as in Theorem 1 then given any
group measure space decompositionM = L∞(Y )⋊Λ we can find an amenable subgroup
Λ0 < Λ such that L
∞(X) ≺M L∞(Y ) ⋊ Λ0. It follows that there is an amenable von
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Neumann subalgebra N of M such that L∞(X) ≺M N and L∞(Y ) ⊂ N .
The second tool needed in the proof of Theorem 1 is a general conjugacy criterion
for Cartan subalgebras which deals precisely with the last situation.
Theorem 3. Let Γy (X, µ) be a free ergodic p.m.p. action. Assume that β
(2)
1 (Γ) > 0
and denote A = L∞(X), M = A⋊ Γ. Let B ⊂M be a Cartan subalgebra.
If there exists an amenable von Neumann subalgebra N of M such that A ≺M N and
B ⊂ N , then we can find a unitary element u ∈M such that uAu∗ = B.
In particular, if A and B generate an amenable von Neumann subalgebra ofM , then
they are unitarily conjugate.
To outline the main steps of the proof of Theorem 3 assume that A and B are
not unitarily conjugate. We first use the hypothesis to construct an amenable von
Neumann subalgebra P of M such that A ⊂ P and B ≺M P . Secondly, we consider
the equivalence relations R and S on X associated with the inclusions A ⊂ M and
A ⊂ P ([FM77]). Since B is regular in M and has a corner which embeds into P but
not into A, we deduce that S is normal in R, in a weak sense. Lastly, since by results
of Gaboriau an equivalence relation R satisfying β(2)1 (R) > 0 cannot have a “weakly
normal” hyperfinite subequivalence relation ([Ga99],[Ga01]), we get a contradiction.
As a byproduct of the techniques developed in this paper, we also prove a rigidity
result regarding the group measure space decompositions of factors M = L∞(X) ⋊
Γ coming from actions of groups Γ that have positive first ℓ2–Betti number but do
not have Haagerup’s property (see Theorem 6.1). We present here two interesting
consequences of this result.
Corollary 4. Let Γ be a countable group such that β
(2)
1 (Γ) ∈ (0,+∞) and Γ does not
have Haagerup’s property. Let Γy (X, µ) be any free ergodic p.m.p. action.
Then the II1 factor M = L
∞(X)⋊ Γ has trivial fundamental group, F(M) = {1}.
Corollary 5. Let Γ be a countable group such that β
(2)
1 (Γ) > 0 and Γ does not have
Haagerup’s property. Let Γy (X, µ) be a Bernoulli action. Denote M = L∞(X)⋊ Γ.
Then M has a unique group measure space Cartan subalgebra, up to unitary conjugacy.
Organization of the paper. Besides the introduction, this paper has six other sections.
In Section 1, we record Popa’s intertwining technique and establish several related
results. In Section 2, we review results from [CP10] on malleable deformations arising
from group cocycles. Sections 3 and 4 are devoted the proofs of Theorems 2 and 3,
respectively. In Section 5 we deduce Theorem 1, while in our last section we establish
Corollaries 4 and 5.
Acknowledgment. In the initial version of this paper, Theorems 1 and 2 were stated
under the additional assumption that Γ has Haagerup’s property. I am extremely
grateful to Stefaan Vaes for kindly pointing out to me that the proof of Theorem 2 can
be modified to show that Theorem 2 and, consequently, Theorem 1 hold in the present
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generality. I would also like to thank Stefaan for allowing me to include in the text his
simplified proof of Theorem 3.1.
Added in the proof. Very recently, Popa and Vaes proved that any II1 factor arising
from a free ergodic pmp action of a free group Γ = Fn (2 6 n 6 ∞) has a unique
Cartan subalgebra, up to unitary conjugacy [PV11]. More generally, they showed that
the same holds for any weakly amenable group Γ with β
(2)
1 (Γ) > 0 [PV11] and for any
hyperbolic group Γ [PV12].
§1. Preliminaries.
In this paper, we work with tracial von Neumann algebras (M, τ), i.e. von Neumann
algebras M endowed with a faithful normal tracial state τ : M → C. We denote
by L2(M) the completion of M under the Hilbert norm ||x||2 = τ(x∗x) 12 , by U(M)
the unitary group of M and by (M)1 the unit ball of M , i.e. the set of x ∈ M with
||x|| 6 1. Given a von Neumann subalgebra A ⊂ M , EA : M → A denotes the
conditional expectation onto A.
Let us also recall the construction of the amplifications of an inclusion A ⊂ M of
a Cartan subalgebra into a II1 factor. Let t > 0. Let n > t be an integer and p ∈
Dn(C)⊗A be a projection of normalized trace tn , where Dn(C) ⊂Mn(C) denotes the
subalgebra of diagonal matrices. Set At := (Dn(C)⊗A)p and M t := p(Mn(C)⊗M)p.
Then the inclusion At ⊂ M t, called the t–amplification of the inclusion A ⊂ M , is
uniquely defined, up to unitary conjugacy.
1.1 Popa’s intertwining–by–bimodules technique. We continue by recalling
Popa’s powerful technique for conjugating subalgebras of a tracial von Neumann alge-
bra. Throughout this section we assume that all von Neumann algebras are separable.
Theorem 1.1 [Po03, Theorem 2.1 and Corollary 2.3]. Let (M, τ) be a tracial
von Neumann algebra and A,N ⊂M (possibly non–unital) von Neumann subalgebras.
Then the following are equivalent:
(1) There exist non–zero projections p ∈ A, q ∈ N , a ∗–homomorphism ψ : pAp→ qNq
and a non–zero partial isometry v ∈ qMp such that ψ(x)v = vx, for all x ∈ pAp.
(2) There is no sequence un ∈ U(A) satisfying ||EN(aunb)||2 → 0, for every a, b ∈M .
If these equivalent conditions hold true, we say that a corner of A embeds into N inside
M and write A ≺M N .
Remark 1.2. Assume that N1, .., Nk ⊂ M are von Neumann subalgebras such that
A ⊀M Ni, for all i ∈ {1, .., k}. Then we can find a sequence un ∈ U(A) such that
||ENi(aunb)||2 → 0, for all a, b ∈M and every i ∈ {1, .., k}.
To see this, identify A with the diagonal subalgebra {(x ⊕ .. ⊕ x)|x ∈ A} of M˜ =⊕k
i=1M and letN =
⊕k
i=1Ni ⊂ M˜ . Since A ⊀M Ni, for all i, the first part of Theorem
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1.1 implies that A ⊀M˜ N . Thus, by part (2) of Theorem 1.1 we can find un ∈ U(A)
such that ||EN (aunb)||2 → 0, for all a, b ∈ M˜ . This sequence clearly satisfies our claim.
Next, we record several useful related results. The first, due to Popa, asserts that
for Cartan subalgebras, “embedability of a corner” is equivalent to unitary conjugacy.
Lemma 1.3 [Po01, Theorem A.1.]. Let M be a II1 factor and A,B ⊂ M two
Cartan subalgebras. If A ≺M B, then we can find u ∈ U(M) such that uAu∗ = B.
Lemma 1.4 [PP86]. Let (M, τ) be a tracial von Neumann algebra and A,N ⊂M two
von Neumann subalgebras. If A ⊀M N , then for every ε > 0 we can find a projection
e ∈ A such that ||EN(e)||2 < ε||e||2.
Proof. It is easy to see that A and N can be assumed unital. Let 〈M, eN 〉 be Jones’
basic construction of the inclusion N ⊂ M endowed with its natural semi–finite trace
Tr. If A ⊀M N , by Theorem 2.1 in [Po03], A
′∩〈M, eN 〉 contains no projections of finite
trace. Let ε > 0. By applying Lemma 2.3. in [PP86], we can find projections e1, .., en ∈
M such that
∑n
i=1 ei = 1 and ||
∑n
i=1 eieNei||2,T r < ε. Since ||
∑n
i=1 eieNei||22,T r =∑n
i=1 ||EN(ei)||22, we can find i such that e = ei satisfies the conclusion. 
Lemma 1.5. Let (M, τ) be a tracial von Neumann algebra and A,N ⊂ M two von
Neumann subalgebras. Assume that A is maximal abelian in M and A ≺M N .
Then there exist projections p ∈ A, q ∈ N , a ∗–homomorphism ψ : Ap → qNq and a
non–zero partial isometry v ∈ qMp such that ψ(x)v = vx, for all x ∈ Ap, and ψ(Ap)
is maximal abelian in qNq.
Proof. By the hypothesis we can find projections p ∈ A, q ∈ N , a ∗–homomorphism
ψ : Ap→ qNq and a non–zero partial isometry v ∈ qMp such that ψ(x)v = vx, for all
x ∈ Ap, v∗v = p and q′ := vv∗ ∈ ψ(Ap)′∩qMq. After replacing q with a subprojection,
we may assume that q is the support projection of EN (q
′) and that cq 6 EN (q′) 6 Cq,
for some c, C > 0. Denote A = ψ(Ap)′ ∩ qNq.
Claim. ψ(Ap)q0 is maximal abelian in q0Nq0, for some non–zero projection q0 ∈ A.
Assuming the claim, define ψ0 : Ap → q0Nq0 by ψ0(x) = ψ(x)q0 and let v0 = q0v.
Since ψ0(x)v0 = v0x for all x ∈ Ap the claim implies the lemma.
Now, the claim follows from Step 2 in the proof of [Po01, Theorem A.2.]. For
completeness, we provide a proof.
Proof of the claim. Since ψ(Ap)q′ = vApv∗ and A is maximal abelian inM , we get that
q′(ψ(Ap)′ ∩ qMq)q′ = ψ(Ap)q′. Fix a projection e ∈ A and let f ∈ ψ(Ap), 0 6 f 6 q,
such that q′eq′ = fq′. Since fq = f ∈ ψ(Ap) ⊂ N and EN (q′) > cq, we have that
||e||2 > ||fq′||2 = τ(f2q′) 12 = τ(f2EN (q′)) 12 > c 12 τ(f2) 12 = c 12 ||f ||2.
Further, since e, f ∈ N and f ∈ ψ(Ap), we have that
(1.a) ||eq′e||22 = τ(efq′) = τ(efEN(q′)) 6 Cτ(ef) 6 C||Eψ(Ap)(e)||2||f ||2 6
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Cc−
1
2 ||Eψ(Ap)(e)||2||e||2.
On the other hand, since e ∈ N and EN (q′) > cq, we get that
(1.b) ||eq′e||2 > ||EN (eq′e)||2 = ||eEN (q′)e||2 > c||e||2
Combining (1.a) and (1.b) yields that ||Eψ(Ap)(e)||2 > C−1c 32 ||e||2, for any projection
e ∈ A. Since ψ(Ap) is abelian, Lemma 1.4 and Theorem 1.1 imply that A is of type
Ifin. Hence, if we denote by Z the center of A, then we can find a non–zero projection
q1 ∈ A such that q1Aq1 = Zq1. The last inequality and Lemma 1.4 also imply that
Zq1 ≺A ψ(Ap). Thus, ψ(Ap)q0 = Zq0 = q0Aq0, for non–zero projection q0 ∈ Zq1.
This finishes the proof of the claim and of the lemma. 
Lemma 1.6. Let (M, τ) be a tracial von Neumann algebra, N ⊂ M a von Neumann
subalgebra and q ∈M a projection. Let q0 be the support projection of EN (q).
(1) If we denote by P ⊂ q0Nq0 the von Neumann algebra generated by EN (qMq), then
pNp ≺N Pp, for every non–zero projection p ∈ P ′ ∩ q0Nq0.
(2) If we denote by Q ⊂ qMq the von Neumann algebra generated by qNq, then
pNp ≺M Q, for every non–zero projection p ∈ q0Nq0.
Proof. Using functional calculus for the positive operator EN (q), we define qt =
1[t,1](EN (q)), for every t ∈ [0, 1]. Then qt ∈ P and ||qt − q0||2 → 0, as t→ 0.
(1) Let p ∈ P ′ ∩ q0Nq0. Then pt = pqt is a projection and ||pt − p||2 → 0, as t→ 0. In
order to get the conclusion, it suffices to prove that ptNpt ≺N Pp, for all t > 0. Let
e ∈ ptNpt be a projection. Since e = ep ∈ N and pEN (qeq) ∈ Pp we have that
(1.c) ||eqe||22 = τ(epqeq) = τ(epEN (qeq)) = τ(EPp(e)pEN (qeq)) 6 ||EPp(e)||2||e||2
On the other hand, since e = pte and EN (q)pt > tpt > 0, we get
(1.d) ||eqe||22 > ||EN (eqe)||22 = ||eEN (q)e||22 = ||eEN(q)pte||22 > t2||e||22
Combining (1.c) and (1.d) yields that ||EPp(e)||2 > t2||e||2, for all projections e ∈
ptNpt. Then Lemma 1.4 implies that ptNpt ≺N Pp, as claimed.
(2). Since ||qt − q0||2 → 0, we may assume that p 6 qt, for some t > 0. Let e ∈ pNp
be a projection. Then qeq ∈ Q, hence τ(eqeq) = τ(EQ(e)qeq) 6 ||EQ(e)||2||e||2. On
the other hand, since EN (eqe) = eEN (q)e = eEN (q)qte > te, as in (1.d) we get that
τ(eqeq) = ||eqe||22 > t2||e||22.
The last two inequalities together imply that ||EQ(e)||2 > t2||e||2, for any projection
e ∈ pNp. By applying Lemma 1.4 we obtain that pNp ≺M Q. 
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1.2 Equivalence relations from Cartan subalgebras. Consider a standard prob-
ability space (X, µ). A Borel equivalence relation R ⊂ X2 is called countable, measure
preserving if it is induced by a measure preserving action of a countable group on (X, µ)
([FM77]). We denote by [R] (the full group of R) the group of Borel automorphisms
θ of X such that θ(x)Rx, for almost all x ∈ X . Also, we denote by [[R]] (the full
pseudogroup of R) the set of Borel isomorphisms θ : Y → Z satisfying θ(x)Rx, for
almost all x ∈ Y , where Y, Z ⊂ X are Borel sets.
Next, we recall the construction of equivalence relations coming from Cartan subal-
gebra inclusions. Let (M, τ) be a separable tracial von Neumann algebra with a Cartan
subalgebra A. Identify A with L∞(X), where (X, µ) is a standard probability space.
Every u ∈ NM (A) defines an automorphism θu of (X, µ) by a ◦ θu = u∗au, for a ∈ A.
Let Γ < NM (A) be a countable, ||.||2–dense subgroup. The equivalence relation of the
inclusion (A ⊂M), denoted R(A⊂M), is given by x ∼ y iff x = θu(y), for some u ∈ Γ.
Note that R(A⊂M) is countable, measure preserving and does not depend on the
choice of Γ. The latter is a consequence of the following fact: if u ∈ NM (A) and
un ∈ Γ are such that ||un−u||2 → 0, then µ({θun = θu})→ 0 and thus θu ∈ [R(A⊂M)].
For later reference, we fix the following notation. If θ : Y → Z belongs to [[R(A⊂M)]],
then we can find a partial isometry uθ ∈ M which “implements” θ: uθu∗θ = 1Z ,
u∗θuθ = 1Y and u
∗
θauθ = (a ◦ θ)1Y , for all a ∈ A.
The next lemma is the analogue of Popa’s intertwining technique (Theorem 1.1) for
equivalence relations. Note that it generalizes part of Theorem 2.5. in [IKT08].
Lemma 1.7. Let R be a countable, measure preserving equivalence relation on a prob-
ability space (X, µ). Let S, T be two subequivalence relations.
Define ϕS : [R] → [0, 1] by ϕS(θ) = µ({x ∈ X |θ(x)Sx}). Assume that there is no
sequence {θn}n>1 ⊂ [T ] such that ϕS(ψθnψ′)→ 0, for all ψ, ψ′ ∈ [R].
Then we can find θ ∈ [[R]], with θ : Y → Z, and k > 1 such that every (θ×θ)(T|Y )–class
is contained in the union of at most k S|Z–classes.
Proof. We first claim that there are ψ1, .., ψk, ψ
′
1, .., ψ
′
k ∈ [R] and c > 0 such that
(1.e)
k∑
i,j=1
ϕS(ψiθψ′j) > c, ∀θ ∈ [T ]
Assume by contradiction that this is false. Fix two sequences {ψi}i>1, {ψ′j}j>1 ⊂ [R]
which are dense with respect to the metric d(θ1, θ2) = µ({θ1 6= θ2}). Then by our
assumption, we can find a sequence {θn}n>1 ⊂ [T ] such that ϕS(ψiθnψ′j) → 0, for all
i, j > 1. Using the density of {ψi}i>1 and {ψ′j}j>1, it follows that ϕS(ψθnψ′)→ 0, for
all ψ, ψ′ ∈ [R], contradicting the hypothesis.
In the rest of the proof we follow closely Section 2 of [IKT08]. First, we may assume
that every R–class contains infinitely many S–classes. Thus, we can find a sequence
of Borel functions Cn : X → X such that C0 = id and for a.e. x ∈ X , {Cn(x)}n>0 is a
transversal for the S–classes contained in the R–class of x.
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Denote by S(N) be the symmetric group of N and by ρ the counting measure on N.
As in Section 2 of [IKT08], define the cocycle w : R → S(N) by w(x, y)(m) = n ⇐⇒
(Cm(x), Cn(y)) ∈ S. Further, define the group morphism π : [R]→ Aut(X ×N, µ× ρ)
by the formula π(θ)(x,m) = (θ(x), w(θ(x), x)(m)), for all θ ∈ [R] and (x,m) ∈ X ×N.
Denote also by π the associated unitary representation of [R] on H = L2(X × N).
Set ξ0 = 1X×{0} ∈ H. Then ϕS(θ) = 〈π(θ)(ξ0), ξ0〉, for all θ ∈ [R]. Thus (1.e)
rewrites as
∑k
i,j=1〈π(θ)(π(ψ′j)(ξ0)), π(ψ−1i )(ξ0)〉 > c, for all θ ∈ [T ]. This implies that
the restriction of π to [T ] is not weakly mixing. Let ξ ∈ H⊗H ∼= L2((X × N, µ× ρ)2)
be a non–zero (π ⊗ π)([T ])–invariant vector.
Claim. We have that (π(θ)⊗ 1)(ξ) = ξ, for all θ ∈ [T ].
Proof of the claim. Let θ ∈ [T ]. Then we can find a sequence θn ∈ [T ] such that for
almost every (x, y) ∈ X2 we may find n > 1 satisfying θ(x) = θn(x) and y = θn(y).
Since (π(θn)⊗ π(θn))(ξ) = ξ it follows easily that (π(θ)⊗ 1)(ξ) = ξ.
To construct a sequence as above, let n > 1 and consider a partition A1, .., An of X
with µ(Ai) =
1
n
. For 1 6 i 6 n, let θi,n ∈ [T ] such that θi,n(x) = θ(x), for x ∈ Ai,n
and θi,n(y) = y, for y ∈ X \ (Ai,n ∪ θ(Ai,n)). Let Yn be the set of (x, y) ∈ X2 for
which we may find i ∈ {1, .., n} with θ(x) = θi,n(x) and y = θi,n(y). Since Yn contains
Ai,n×(X\(Ai,n∪θ(Ai,n)), for all i, we get that (µ×µ)(Yn) > 1− 2n . Thus ∪n>1Yn = X2,
implying that the sequence {θi,n}16i6n<∞ verifies the desired conditions. 
The claim implies that we can find a non–zero π([T ])–invariant vector η ∈ H. For
x ∈ X , let Nx = {n ∈ N| |η(x, n)| is maximal among all |η(x, i)|, i ∈ N}. Since η
is π([T ])–invariant it follows that w(y, x)Nx = Ny, for almost all (x, y) ∈ T . Since
η ∈ L2(X × N), we can find κ > 1 and a set X0 ⊂ X of positive measure such that
|Nx| = κ, for every x ∈ X0. Enumerate Nx = {n1,x, .., nκ,x} and let nx = n1,x.
Define the equivalence relation T0 onX0 as the set of (x, y) ∈ T ∩(X0×X0) such that
w(y, x)ni,x = ni,y, for all 1 6 i 6 κ. Since for all (x, y) ∈ T we can find a permutation
π of {1, .., κ} such that ni,y = w(y, x)npi(i),x, it follows that every T|X0–class contains
at most k := κ! T0–classes.
Now, for almost all (x, y) ∈ T0 we have w(y, x)nx = ny, thus (Cnx(x), Cny(y)) ∈ S.
Let Y ⊂ X0 be a set of positive measure such that the map Y ∋ x→ θ(x) = Cnx(x) is
1–1. It follows that θ : Y → Z = θ(Y ) belongs to [[R]] and (θ × θ)(T0|Y ) ⊂ S|Z . Since
every T|Y –class is contained in the union of at most k T0|Y –classes, we are done. 
Lemma 1.8. Let (M, τ) be a separable tracial von Neumann algebra, A ⊂ M a
Cartan subalgebra and N,P ⊂ M von Neumann subalgebras containing A. Identify
A = L∞(X), where (X, µ) is a probability space. Let R = R(A⊂M), S = R(A⊂N) and
T = R(A⊂P ).
Then P ≺M N if and only if we can find θ ∈ [[R]], with θ : Y → Z, and k > 1 such
that every (θ × θ)(T|Y )–class is contained in the union of at most k S|Z–classes.
Proof. The “if” part follows easily and we leave its proof to the reader. For the “only
if” part assume that we cannot find θ ∈ [[R]] and k > 1 as above. Lemma 1.7 then
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provides a sequence θn ∈ [T ] such that ϕS(ψθnψ′) → 0, for all ψ, ψ′ ∈ [R]. We claim
that ||EN(xuθny)||2 → 0, for all x, y ∈M . Since uθn ∈ U(P ), it follows that P ⊀M N .
Thus, the claim finishes the proof of the “only if” part.
Since EP is A–bimodular, by Kaplansky’s theorem it suffices to prove the claim
for x = uψ and y = uψ′ , where ψ, ψ
′ ∈ [R]. In this case, ||EN (uψuθnuψ′)||2 =√
ϕS(ψθnψ′)→ 0, as claimed. 
§2. Deformations from group cocycles.
Let (A, τ) be a tracial von Neumann algebra, Γ y A be a trace preserving action
and set M = A ⋊ Γ. Let π : Γ → O(HR) be an orthogonal representation, where HR
is a separable real Hilbert space. Given a cocycle b : Γ → HR, Sinclair constructed a
malleable deformation in the sense of Popa, i.e. a tracial von Neumann algebra M˜ ⊃M
and a 1–parameter group of automorphisms {αt}t∈R of M˜ such that ||αt(x)−x||2 → 0
for all x ∈ M˜ (see [Si10, Section 3] and [Va10b, Section 3.1]).
To recall this construction, fix an orthonormal basis B ⊂ HR and let (X, µ) =∏
v∈B(R, µ0)v, where dµ0 =
1√
2pi
exp(−x22 )dx is the Gaussian measure on R.
Next, for every ξ =
∑
v∈B cvv ∈ HR (with cv ∈ R) we define a unitary ω(ξ) ∈ L∞(X)
by letting ω(ξ)(x) = exp(
√
2i
∑
v∈B cvxv), for all x = (xv)v ∈ X. Then ω(ξ + η) =
ω(ξ)ω(η), ω(ξ)∗ = ω(−ξ) and τ(ω(ξ)) = exp(−||ξ||2), for all ξ, η ∈ HR.
Define D ⊂ L∞(X) to be the von Neumann algebra generated by {ω(ξ)|ξ ∈ HR} and
let τ be the trace on D given by integration against µ. Consider the Gaussian action
Γ yσ D which on the generating functions ω(ξ) is given by σg(ω(ξ)) = ω(π(g)(ξ)).
Finally, let Γy D⊗A be the diagonal action and define M˜ = (D⊗A)⋊ Γ.
It follows that the formula
αt(ug) = (ω(tb(g))⊗ 1)ug for all g ∈ Γ and αt(x) = x for all x ∈ D⊗A
gives a 1–parameter group of automorphisms {αt}t∈R of M˜ . Note that αt → id in the
pointwise ||.||2–topology: ||αt(x)− x||2 → 0, for all x ∈ M˜ . Given S ⊂ M˜ we say that
αt → id uniformly on S if supx∈S ||αt(x)− x||2 → 0, as t→ 0.
Next, we recall several results concerning the deformations {αt}t∈R that we will
subsequently need.
Lemma 2.1. If αt → id uniformly on (pMp)1, for some non–zero projection p ∈ M ,
then b is a bounded cocycle.
Proof. If αt → id uniformly on (pMp)1, then αt → id uniformly on (Mz)1, where
z is the central support of p in M . Therefore τ(αt(ug)u
∗
gz) → τ(z), uniformly in
g ∈ Γ. Since EM (αt(ug)) = exp(−t2||b(g)||2)ug, we deduce that exp(−t2||b(g)||2)→ 1,
uniformly in g ∈ Γ. This implies that b is bounded. 
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Lemma 2.2 [Po06b]. Let p ∈ M be a projection and B ⊂ pMp be a von Neumann
algebra. If π is weakly contained in the left regular representation of Γ and B has no
amenable direct summand, then αt → id uniformly on (B′ ∩ pMp)1.
Proof. This is a direct consequence of Popa’s spectral gap argument. For the reader’s
convenience let us sketch a proof. Since π is weakly contained in the left regular
representation of Γ, the M–M bimodule L2(M˜) ⊖ L2(M) is weakly contained in the
M–M bimodule (L2(M)⊗L2(M))⊕∞ (see e.g. [Va10b, Lemma 3.5]).
Fix ε > 0. Since B has no amenable direct summand, the proof of [Po06b, Lemma
2.2] shows that we can find b1, .., bn ∈ B and δ > 0 such that if x ∈ pM˜p satisfies
||x|| 6 1 and ||[x, bi]||2 6 δ, for all i ∈ {1, .., n}, then ||x− EM (x)||2 6 ε.
Next, we use Popa’s spectral gap argument (see the proof of [Po06b, Theorem 1.1]).
Choose t0 such that for all |t| 6 t0 we have that ||α−t(bi)−bi||2 6 δ4 and ||α−t(p)−p||2 6
min { δ8 , ε}. Fix x ∈ (B′ ∩ pMp)1 and t with |t| 6 t0. Since [bi, pxp] = 0, we get that
||[bi, pαt(x)p]||2 = ||[α−t(bi), α−t(p)xα−t(p)]||2 6
2||α−t(bi)− bi||2 + 4||α−t(p)− p||2 6 δ, ∀i ∈ {1, .., n}.
It follows that ||pαt(x)p−EM (pαt(x)p)||2 6 ε. Since ||αt(x)−pαt(x)p||2 6 2||αt(p)−
p||2 6 2ε, we get that ||αt(x)− E(αt(x))||2 6 3ε. Finally, [Va10b, Lemma 3.1] implies
that ||αt(x) − x||2 6 3
√
2ε. Since this happens for all t ∈ R with |t| 6 t0 and every
x ∈ (B′ ∩ pMp)1, we are done. 
Let B ⊂ M be a von Neumann subalgebra. Peterson [Pe06, Theorem 4.5] and
Chifan and Peterson [CP10, Theorem 2.5] proved that if αt → id uniformly on (B)1
and B ⊀M A then αt → id uniformly on NM (B).
Theorem 2.3 [Pe06] and [CP10]. Assume that π is mixing. Let p ∈ M be a
projection and B ⊂ pMp be a von Neumann subalgebra. Denote by P the von Neumann
algebra generated by the normalizer of B inside pMp.
If αt → id uniformly on (B)1 and B ⊀M A, then αt → id uniformly on (P )1.
Conversely, Chifan and Peterson proved in [CP10, Theorem 3.2] that if B is abelian
and αt → id uniformly on a sequence {uk}k>1 ⊂ NM (B) which “converges weakly to
0 relative to A”, then αt → id on (B)1. More generally, we have
Theorem 2.4 [CP10]. Assume that π is mixing. Let p ∈ M be a projection and
B ⊂ pMp be an abelian von Neumann subalgebra. Assume that we can find a net
(uj)j∈J of unitary elements in pMp which normalize B such that
• αt → id uniformly on the tail of (uj)j∈J and
• limj ||EA(xujy)||2 = 0, for all x, y ∈M .
Then αt → id uniformly on (B)1.
Here, following [Va10b], we say that αt → id uniformly on the tail of (uj)j∈J if for
all ε > 0 we can find j0 ∈ J and t0 > 0 such that ||αt(uj) − uj ||2 6 ε, for all j > j0
and every |t| 6 t0.
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Theorems 2.3 and 2.4 were proved in [Pe06] and [CP10] using Peterson’s technique
of unbounded derivations [Pe06]. For proofs using the 1–parameter group of automor-
phisms {αt}t∈R, see Vaes’s paper [Va10b, Theorems 3.9 and 4.1].
We end this section with two facts about cocycles (see e.g. [Pe06, Section 4]), which
can be viewed as group–theoretic counterparts of 2.2 and 2.3:
Lemma 2.5. Let π : Γ → O(HR) be an orthogonal representation and b : Γ → HR be
a cocycle for π. Let Γ0 < Γ be a subgroup.
(1) If π is weakly contained in the left regular representation of Γ and Γ0 is non–
amenable, then the restriction of b to the centralizer of Γ0 is bounded.
(2) Assume that π is mixing and that b(g) = λ(g)ξ−ξ, for all g ∈ Γ0, for some ξ ∈ ℓ2Γ.
Let h ∈ Γ. If hΓ0h−1 ∩ Γ0 is infinite, then b(h) = λ(h)ξ − ξ.
Proof. (1) Since Γ0 is non–amenable, the restriction of π to Γ0 does not have almost
invariant vectors. Hence we can find g1, .., gn ∈ Γ0 such that ||ξ|| 6
∑n
i=1 ||π(gi)ξ− ξ||,
for all ξ ∈ ℓ2Γ. It follows that if g ∈ Γ is in the centralizer of Γ0, then ||b(g)|| 6∑n
i=1 ||π(gi)b(g)− b(g)|| =
∑n
i=1 ||π(g)b(gi)− b(gi)|| 6 2
∑n
i=1 ||b(gi)||.
(2) Define a new cocycle b˜ by letting b˜(g) = b(g) − (π(g)ξ − ξ), for g ∈ Γ. Then
b˜(g) = 0, for all g ∈ Γ0. Let h ∈ Γ with hΓ0h−1 ∩ Γ0 infinite and fix g ∈ hΓ0h−1 ∩ Γ0.
Let k ∈ Γ0 such that gh = hk. Since b˜(g) = b˜(k) = 0, we get that π(g)b˜(h) = b˜(h), for
all g ∈ hΓ0h−1 ∩ Γ0. Since π is a mixing representation it follows that b˜(h) = 0. 
§3. A structural result for group measure space decompositions.
In this section we prove the following generalization of Theorem 2:
Theorem 3.1. Let Γy (X, µ) be a free ergodic p.m.p. action and denote A = L∞(X)
and M = A⋊Γ. Assume that Γ admits an unbounded cocycle b : Γ→ HR into a mixing
orthogonal representation π : Γ→ O(HR).
Assume that M t = L∞(Y )⋊Λ, for a free ergodic p.m.p. action Λy (Y, ν) and t > 0.
Denote B = L∞(Y ) and given S ⊂ Λ, denote by C(S) its centralizer in Λ.
Suppose that A0 ⊂M t is a von Neumann subalgebra such that
• the inclusion A0 ⊂M t has the relative property (T)
• A0 ⊀Mt B ⋊ Λ0, for every Λ0 belonging to a family of subgroups G of Λ.
Then we can find a decreasing sequence of subgroups {Λn}n>1 of Λ with Λn /∈ G, for
all n > 1, such that At ≺Mt B ⋊ (∪n>1C(Λn)).
Theorem 2 clearly follows by applying this result to the family G of all amenable
subgroups of Λ in the case t = 1 and A0 = A.
Assumptions. (1) In order to prove Theorem 3.1 we can easily reduce to the case t 6 1
(see e.g. the proof of Theorem 5.1). Thus, from now on, we assume that pMp = B⋊Λ,
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for some projection p ∈ A. We denote by N := pMp = B ⋊ Λ and by {vg}g∈Λ ⊂ N
the canonical unitaries.
(2) We will also assume that B ⊀M A. Indeed, otherwise by Lemma 1.3, the Cartan
subalgebras Ap and B of pMp are conjugate. Thus, the conclusion of Theorem 3.1
automatically holds in this case.
Before proceeding to the proof of Theorem 3.1, let us outline it briefly in the case
p = 1. Recall from [BO08, Definition 15.1.1] that a set S ⊂ Λ is said to be small
relative to G if S ⊂ ∪mi=1giΛihi, for some gi, hi ∈ Λ and Λi ∈ G. We denote by I the set
of subsets of Λ that are small relative to G. We order I by inclusion: S 6 T iff S ⊂ T .
Since I is closed under finite unions, it is a directed set. Also, we consider M˜ ⊃ M
and the automorphisms {αt}t∈R of M˜ constructed from the cocycle b as in Section 2.
Outline of the proof. The proof of Theorem 3.1 consists of two main parts:
Part 1. By analyzing “relative property (T) subsets” of M we find a finite set F ⊂M
and elements gS ∈ Λ\S, for every S ∈ I, such that the projection of vgS onto
∑
x∈F Ax
is uniformly bounded away from 0 in ||.||2.
Firstly, since A0 ⊀M B ⋊ Λ0, for every Λ0 ∈ G, Popa’s criterion provides unitaries
aS ∈ A0 whose support is “almost” contained in Λ \ S, for every S ∈ I. Secondly, we
use the fact that {aS}S∈I ⊂ (A0)1 is a relative property (T) subset of M to conclude
that for “most” elements gS in the support of aS we have that αt → id uniformly on
{vgS}S∈I . Finally, since b is unbounded and B ⊀M A, Chifan and Peterson’s results
imply that {vgS}S∈I satisfy the claim.
Part 2. Let ω be a cofinal ultrafilter on I. We derive the conclusion by computing
certain relative commutants in the ultraproduct algebra Mω.
Consider the element g = (gS)S in the ultraproduct group Λ
ω and denote vg =
(vgS )S ∈Mω. Part 1 entails that the projection of vg onto
∑
x∈F A
ωx is non–zero. Let
us assume for simplicity that vg in fact belongs to A
ω. Since A is abelian, we get that
vg commutes with A and thus A ⊂ B ⋊ Σ, where Σ = Λ ∩ gΛg−1. For a set T ⊂ I,
denote by ΛT the group generated by {gSg−1S′ |S, S′ ∈ T}. To reach the conclusion we
combine the following two facts: (1) an element h ∈ Λ belongs to Σ if and only if it
commutes with ΛT , for some T ∈ ω, and (2) ΛT /∈ G, for every T ∈ ω.
We are now ready to establish the first part of the proof of Theorem 3.1.
Lemma 3.2. In the setting of Theorem 3.1, we can find a finite set F ⊂ M and
δ > 0 such that the following holds: whenever S ∈ I, there exists gS ∈ Λ \ S such that∑
x∈F ||EA(vgSx)||2 > δ.
Remark. In the first version of this paper, we proved Theorem 3.1 and Lemma 3.2 under
the assumption that Γ has Haagerup’s property. Stefaan Vaes pointed out to me that
one can use results of [CP10] to show that Lemma 3.2 and consequently, Theorem 3.1,
hold, more generally, when Γ has an unbounded cocycle into a mixing representation.
Proof of Lemma 3.2. Let b : Γ→ HR be an unbounded cocycle. Consider M˜ ⊃M and
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the automorphisms {αt}t∈R of M˜ defined in Section 2.
Then the formula φt(g) = τ(p)
−1τ(αt(vg)v∗g) gives positive definite functions φt :
Λ→ C. Since ||αt(vg)− vg||2 → 0, we have that φt(g)→ 1, for all g ∈ Λ.
Let Φt : N → N be the completely positive map defined as Φt(bvg) = φt(g)bvg.
Then Φt is unital and tracial, and ||Φt(x)−x||2 → 0, for all x ∈ N . Since the inclusion
A0 ⊂ N has the relative property (T), for every n > 1 we can find tn > 0 such that
(3.a) ||Φtn(a)− a||2 6
||p||2
2n
, for all a ∈ U(A0)
We continue with the following:
Claim. For any S ∈ I and all k > 1, we can find gS ∈ Λ \ S such that
||αtn(vgS )− vgS ||2 6 εn :=
√
τ(p) 2−
n
4
+2, ∀n ∈ {1, .., k}.
Proof of the claim. Fix S ∈ I and k > 1. Then we have that S ⊂ ∪mi=1giΛihi, for some
Λi ∈ G and gi, hi ∈ Λ. Denote by eS the orthogonal projection from L2(N) onto the
closed linear span of {Bvg|g ∈ S}. Since A0 ⊀M B ⋊ Λi, for all i, by Remark 1.2 we
can find aS ∈ U(A0) with
(3.b) ||eS(aS)||2 6
m∑
i=1
||EB⋊Λi(v∗giaSv∗hi)||2 6
||p||2
2k
Let a˜S = aS − eS(aS). Since ||aS||2 = ||p||2, we get that ||a˜S||2 > ||p||22 . On other
hand, by combining (3.a), (3.b) and the triangle inequality we derive that ||Φtn(a˜S)−
a˜S||2 6 ||Φtn(aS) − aS||2 + 2||eS(aS)||2 6 3 · 2−n||p||2, for all n 6 k. We altogether
deduce that ||Φtn(a˜S)− a˜S||2 < 3 · 2−n+1||a˜S||2.
Now, since
∑k
n=1 2
n−6 · (3 · 2−n+1)2 = 9 ·∑kn=1 2−n−3 < 916 < 1, we get that
k∑
n=1
2n−6||Φtn(a˜S)− a˜S ||22 < ||a˜S||22.
Write a˜S =
∑
g∈Λ\S bgvg, where bg ∈ B. Then the last inequality rewrites as
∑
g∈Λ\S
(
k∑
n=1
2n−6|φtn(g)− 1|2) · ||bg||22 <
∑
g∈Λ\S
||bg||22.
Thus, we can find gS ∈ Λ \ S satisfying
∑k
n=1 2
n−6|φtn(g) − 1|2 < 1. Therefore,
|Φtn(g) − 1| < 2−
n−6
2 , for all n ∈ {1, .., k}. Finally, since ||αt(vg) − vg||22 = 2τ(p)(1 −
φt(g)), for all g ∈ Λ and t ∈ R, the claim is proven. 
16 GROUP MEASURE SPACE DECOMPOSITIONS OF HT FACTORS
Now, assume by contradiction that the conclusion of the lemma is false. Then we
can find a sequence {Sk}k>1 ⊂ I with the following property: if gk ∈ Λ \ Sk, for all
k > 1, then ||EA(vgkx)||2 → 0, as k →∞, for every x ∈M .
Let k > 1. By applying the above Claim to S = Sk and k, we can find gk ∈ Λ \ Sk
such that ||αtn(vgk)−vgk ||2 6 εn, for all n ∈ {1, .., k}. Since the map t→ ||αt(x)−x||2
is a decreasing function of |t|, it follows that αt → id uniformly on the tail of (vgk)k∈N.
On the other hand, as gk ∈ Λ \ Sk, we have that ||EA(vgkx)||2 → 0, for all x ∈ M .
Since vgk normalizes B, B is abelian and αt → id uniformly on the tail of (vgk)k∈N, we
are in position to apply Theorem 2.4 and conclude that αt → id uniformly on (B)1.
Since B ⊀M A by assumption, Theorem 2.3 gives that αt → id uniformly on (pMp)1.
Lemma 2.1 implies that b is bounded, which provides the desired contradiction. 
Remark. Assume that Γ has Haagerup’s property, i.e. we can take the cocycle b : Γ→
HR to be proper. Then Lemma 3.2 holds without assuming that B ⊀M A or that B
is abelian. Indeed, the Claim provides n > 1 and gS ∈ Λ \ S, for every S ∈ I, such
that infS∈I ||EM ◦ αtn(vgS )||2 > 0. Since b is proper, EM ◦ αtn : M → M is “compact
relative to A”. Combining these two facts readily gives the conclusion of Lemma 3.2.
As a consequence, when Γ has Haagerup’s property, Theorem 3.1 stays true if we
assume that M t = B ⋊ Λ, for an arbitrary tracial von Neumann algebra B.
3.3 Ultraproduct algebras. For the second part of the proof of Theorem 3.1 we
need to introduce some ultraproduct machinery (see e.g. [BO08, Appendix A]). Recall
that I denotes the directed set of subsets S ⊂ Λ that are small relative to G.
An ultrafilter ω on I is a collection of subsets of I which is closed under finite unions,
does not contain the empty set and contains either T or I \ T , for every subset T of I.
Given (xS)S ∈ ℓ∞(I), its limit along ω, denoted limS→ω xS, is the unique x ∈ C such
that the set {S ∈ I| |xS − x| 6 ε} belongs to ω, for every ε > 0. An ultrafilter ω is
called cofinal if it contains all the sets of the form {S ∈ I|S > S0}, for some S0 ∈ I.
From now on, we fix a cofinal ultrafilter ω on I. Note that ℓ∞(I,M) endowed with
the norm ||(xS)S || = supS∈I ||xS|| is a C∗–algebra and that the ideal J of x = (xS)S ∈
ℓ∞(I,M) satisfying limS→ω ||xS||2 = 0 is norm–closed. We define the ultraproduct
algebra Mω as the quotient ℓ∞(I,M)/J . Then Mω is a C∗–algebra and τω :Mω → C
given by τω((xS)S) = limS→ω τ(xS) is a faithful tracial state.
Moreover,Mω is a von Neumann algebra. Indeed, the proof of [Ta03, XIV, Theorem
4.6], which deals with the particular case I = N, applies verbatim for a general set I.
Note that the trace τω induces a ||.||2 on Mω given by ||(xS)S ||2 = limS→ω ||xS||2. We
view M as a von Neumann subalgebra of Mω via the embedding x → (xS)S, where
xS = x, for all S ∈ I. Also, for a von Neumann subalgebra Q of M , we view Qω as a
subalgebra of Mω, in the natural way.
Now, recall that N = B⋊Λ. We denote by Λω the ultraproduct group (
∏
S∈I Λ)/K,
where K = {(gS)S| limS→ω gS = e}. If g = (gS)S ∈ Λω, we let vg := (vgS )S ∈ U(Nω).
Notice that this notation is consistent with the inclusion Λ < Λω.
Finally, note that Λω = {vg}g∈Λω ⊂ U(Nω) normalizes Bω. Moreover, if g =
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(gS)S ∈ Λω, then EBω (vg) = (EB(vgS ))S = (τ(vgS ))S = τω(vg). Therefore, Bω and Λω
are in a crossed product position inside Nω.
Remark. The proof that we give below is a simplified version of our initial proof that
was provided to us by Stefaan Vaes.
Proof of Theorem 3.1. Let g = (gS)S ∈ Λω, where {gS}S∈I are given by Lemma 3.2.
We define Σ = Λ ∩ gΛg−1 and claim that A ≺M B ⋊ Σ.
Assuming by contradiction that this is false, we can find a sequence an ∈ U(A) such
that ||EB⋊Σ(y∗anx)||2 → 0, for any x, y ∈ M . Denote by K ⊂ L2(Mω) the closed
linear span of MvgM and by P the orthogonal projection from L
2(Mω) onto K.
Let us show that 〈anξa∗n, η〉 → 0, as n→∞, for all ξ, η ∈ K. To see this, it suffices
to prove that 〈anxvgx′a∗n, yvgy′〉 → 0, for all x, x′, y, y′ ∈M . Note that for every z ∈M
we have that EM (v
∗
gzvg) = EM (v
∗
gEB⋊Σ(z)vg). Hence, we deduce that
〈anxvgx′a∗n, yvgy′〉 = τ(v∗gy∗anxvgx′a∗ny′∗) = τ(EM (v∗gy∗anxvg)x′a∗ny′∗) =
τ(EM(v
∗
gEB⋊Σ(y
∗anx)vg)x′a∗ny
′∗).
Since ||EB⋊Σ(y∗anx)||2 → 0, we conclude that 〈anxvgx′a∗n, yvgy′〉 → 0, as claimed.
Next, Lemma 3.2 provides a finite set F ⊂ M such that ∑x∈F ||EAω(vgx)||2 > δ.
In particular, there is x ∈ F such that EAω (vgx) 6= 0. We define ξ = P (EAω(vgx))
and claim that ξ 6= 0. Since EAω (vgx) 6= 0, we get that ||vgx− EAω(vgx)||2 < ||vgx||2.
Since vgx ∈ K, it follows that ||vgx− ξ||2 = ||P (vgx− EAω (vgx))||2 < ||vgx||2. Hence
ξ 6= 0.
Since K is an M -M bimodule and A is abelian, we have that aξ = ξa, for all a ∈ A.
In particular, we have 〈anξa∗n, ξ〉 = ||ξ||22, for all n. This contradicts the fact that
〈anξa∗n, ξ〉 → 0 and proves that A ≺M B ⋊ Σ.
To finish the proof it suffices to produce a decreasing sequence {Λn}n>1 of subgroups
of Λ such that Λn /∈ G, for all n > 1, and Σ = ∪n>1C(Λn).
Next, for T ⊂ I, we let ΛT be the subgroup of Λ generated by {gSg−1S′ |S, S′ ∈ T}. It
is clear that an element h ∈ Λ belongs to Σ if and only if there exists T ∈ ω such that
h ∈ C(ΛT ). Thus, if we enumerate Σ = {hn}n>1, then for every n > 1 there exists
Tn ∈ ω such that hn ∈ C(ΛTn). Put Wn = ∩ni=1Ti. Then Wn ∈ ω and Wn ⊃Wn+1 for
all n > 1, and we have that Σ = ∪n>1C(ΛWn).
Finally, let us argue that ΛW /∈ G, for every W ∈ ω. Assume by contradiction that
ΛW ∈ G and fix S′ ∈ W . Then the set S′′ = ΛW gS′ is small relative to G, i.e. S′′ ∈ I.
Since ω is a cofinal ultrafilter on I and W ∈ ω, we can find S ∈ W such that S ⊃ S′′.
Since gS ∈ ΛW gS′ = S′′ this contradicts the fact that gS ∈ Λ \ S. 
Next, we notice that the proof of Theorem 3.1 also yields the following:
Lemma 3.4. Let (B, τ) be a tracial von Neumann algebra and Λ y B be a trace
preserving action. Let N = B ⋊Λ and A ⊂ N be an abelian von Neumann subalgebra.
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Assume that we can find two sequences {an}n>1 ⊂ (A)1 and {gn}n>1 ⊂ Λ such that
gn →∞ and infn ||EB(anv∗gn)||2 > 0.
Then we can find a decreasing sequence {Λn}n>1 of infinite subgroups of Λ such that
A ≺N B ⋊ (∪n>1C(Λn)).
Proof. Let ω be a free ultrafilter on N and consider the notations from 3.3 for I = N .
Put g = (gn)n ∈ Λω. The hypothesis guarantees that b := EBω (av∗g) 6= 0. This implies
that EAω(bvg) 6= 0.
Let Σ = Λ ∩ gΛg−1. We claim that A ≺M B ⋊ Σ. The claim follows by adjusting
the proof of Theorem 3.1. Assuming by contradiction that the claim is false we can
find an ∈ U(M) such that ||EB⋊Σ(y∗anx)||2 → 0, for all x, y ∈M . Let x, x′, y, y′ ∈M .
Since EM (v
∗
gb
∗zbvg) = EM (v∗gb
∗EB⋊Σ(z)bvg), for every z ∈M , we deduce that
|〈an(xbvgx′)a∗n, ybvgy′〉| = |τ(v∗gb∗y∗anxbvgx′a∗ny′∗)| =
|τ(EM(v∗gb∗y∗anxbvg)x′a∗ny′∗)| = |τ(EM(v∗gb∗EB⋊Σ(y∗anx)bvg)x′a∗ny′∗)| → 0.
Denote by K ⊂ L2(Mω) the closed linear span of MbvgM . The above calculation
shows that 〈anξa∗n, η〉 → 0, for all ξ, η ∈ K. By the proof of Theorem 3.1, this is enough
to imply that A ≺M B ⋊ Σ.
The proof of Theorem 3.1 also gives that Σ = ∪n>1C(ΛWn), for some decreasing
sequence {Wn}n>1 of sets Wn ∈ ω. Since every set in ω is infinite, it follows that ΛWn
is infinite, for all n. 
We end this section with a consequence of Theorem 3.1 and a result of Ozawa [Oz08].
We say that a group Λ has Haagerup’s property relative to a subgroup Σ if we can find
a sequence φn : Λ→ C of positive definite functions such that
• for all g ∈ Λ, we have that φn(g)→ 1, and
• for all n > 1 and ε > 0, we can find g1, .., gk, h1, .., hk ∈ Λ such that |φn(g)| < ε,
for all g ∈ Λ \ (∪ki=1giΣhi).
Corollary 3.5. Let Γ < SL2(Z) be a non–amenable subgroup. Denote M = L(Z
2⋊Γ).
Let Λ be a countable group such that M = LΛ.
Then Λ has Haagerup’s property relative to some infinite amenable subgroup Σ.
Proof. Since the inclusion L(Z2) ⊂M has the relative property (T) ([Bu91],[Po01]) and
Γ has Haagerup’s property, by the remark just before subsection 3.3 we are in position
to apply Theorem 3.1. By applying Theorem 3.1 in the case B = C1 and G is the
family of finite subgroups of Λ we get that L(Z2) ≺M L(Σ), where Σ = ∪n>1C(Λn),
for some decreasing sequence {Λn}n>1 of infinite subgroups of Λ. On the other hand,
by [Oz08] we have that M is solid, i.e. the commutant of any diffuse subalgebra is
amenable. It follows that C(Λn) is amenable, for all n > 1, and thus Σ is amenable.
Now, since L(Z2) ⊂ M is a Cartan subalgebra and L(Z2) ≺M L(Σ), we can
find x1, .., xn, y1, .., yn ∈ M such that (L(Z2))1 is contained in the linear span of
GROUP MEASURE SPACE DECOMPOSITIONS OF HT FACTORS 19
{xi(L(Σ))1yi| i ∈ {1, .., n}}. By using again that Γ has Haagerup’s property, the con-
clusion follows easily. 
§4. A conjugacy criterion for Cartan subalgebras.
In this section we prove a general criterion for unitary conjugacy of Cartan subal-
gebras and derive Theorem 3 as a corollary.
Before stating our criterion, let us recall from [Ga02, Definition I.5] the notion of
cost of an equivalence relation. Let R be a countable, measure preserving equivalence
relation on a standard probability space (X, µ). A countable family Θ = {θi : Yi →
Zi}i∈I ⊂ [[R]] is a graphing of R, if R is the smallest equivalence relation S satisfying
θi ∈ [[S]], for all i ∈ I. The cost of a graphing Θ is defined as C(Θ) =
∑
i∈I µ(Yi).
Finally, the cost of R is defined by C(R) = inf{C(Θ)|Θ is a graphing of R}.
Theorem 4.1. Let A be a Cartan subalgebra of a separable II1 factor M . Assume that
the equivalence relation R associated with the inclusion (A ⊂M) satisfies C(R) > 1.
Let B ⊂ M be a Cartan subalgebra. Suppose that there is an amenable von Neumann
subalgebra N ⊂M such that either
(1) A ⊂ N and B ≺M N , or
(2) A ≺M N and B ⊂ N .
Then we can find a unitary element u ∈M such that uAu∗ = B.
Before proceeding to the proof of Theorem 4.1 let us derive Theorem 3 from it. We
moreover prove a generalization of Theorem 3 which involves amplifications.
Theorem 4.2. Let Γ y (X, µ) be a free ergodic p.m.p. action and assume that
β
(2)
1 (Γ) > 0. Denote A = L
∞(X) and M = L∞(X) ⋊ Γ. Let B ⊂ M t be a Car-
tan subalgebra, for some t > 0.
If there exists an amenable von Neumann subalgebra N of M t such that At ≺Mt N
and B ⊂ N , then we can find a unitary element u ∈M t such that uAtu∗ = B.
Proof. Let R be the equivalence relation induced by the action Γ y X . Then [Ga01,
Corollaire 3.23 and Corollaire 3.16] give that C(R) > β(2)1 (R)+1 = β(2)1 (Γ)+1 and thus
C(R) > 1. This inequality and [Ga99, Proposition II.6] imply that C(Rt) > 1, for every
t > 0. Since Rt is precisely the equivalence relation of the inclusion (L∞(X)t ⊂ M t),
the conclusion follows by applying Theorem 4.1. 
As a first step towards Theorem 4.1 we show that conditions (1) and (2) are equivalent.
Proposition 4.3. If A and B are Cartan subalgebras of a separable II1 factor M , then
the following are equivalent:
(1) there is an amenable subalgebra N ⊂M such that A ⊂ N and B ≺M N .
(2) there is an amenable subalgebra N ⊂M such that A ≺M N and B ⊂ N .
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(3) there is an amenable subalgebra N ⊂ rMr, for some non–zero projection r ∈ M ,
such that A ≺M Ns and B ≺M Ns, for every non–zero projection s ∈ N ′ ∩ rMr.
Proof. By symmetry, it suffices to show that (1) implies (3) and that (3) implies (1).
(1) =⇒ (3). Let N ⊂ M amenable such that A ⊂ N and B ≺M N . By a maximality
argument, we can find a non–zero projection r ∈ N ′ ∩M such that B ≺M Ns, for any
non–zero projection s ∈ N ′∩M with s 6 r. Since A ⊂ N , we also have that A ≺M Ns,
for every non–zero projection s ∈ N ′ ∩M . It follows that (3) holds for Nr ⊂ rMr.
(3) =⇒ (1). Let N ⊂ rMr satisfying (3). Since A ≺M N , we can find projections
p ∈ A, q ∈ N , a ∗–homomorphism ψ : Ap → qNq and a non–zero partial isometry
v ∈ qMp such that ψ(x)v = vx, for all x ∈ Ap, v∗v = p and q′ := vv∗ ∈ ψ(Ap)′ ∩ qMq.
Moreover, by Lemma 1.5 we may assume that ψ(Ap) is maximal abelian in qNq.
Let P be the von Neumann algebra generated by the normalizer of ψ(Ap) in qNq.
Also, let Q ⊂ pMp be the von Neumann algebra generated by v∗Pv. We have that
Claim 1. B ≺M Q.
Claim 2. Q is amenable.
Before proving these claims let us indicate how they imply the conclusion. Firstly,
since v∗ψ(Ap)v = Ap, we have that Ap ⊂ Q. Since Q is amenable and Ap ⊂ Q, we
can construct an amenable subalgebra R ⊂ M such that A ⊂ R, p ∈ R and pRp = Q.
Since B ≺M Q, it follows that B ≺M R and therefore (1) holds.
Proof of Claim 1. By Lemma 1.6 (2) we deduce that P ≺M Q. By a maximality
argument we can find a non–zero projection e ∈ P ′∩ qNq such that Pf ≺M Q, for any
non–zero projection f ∈ P ′ ∩ qNq satisfying f 6 e.
Next, for u ∈ NpMp(Ap), define θu ∈ Aut(Ap) by θu(x) = uxu∗. Then for any
y ∈ ψ(Ap) we have that vuv∗y = (ψ ◦ θu ◦ ψ−1)(y)vuv∗. Since ψ(Ap) is maximal
abelian in qNq, it follows that EN (vuv
∗) ∈ P . Since Ap is regular in pMp, we get that
EN (q
′Mq′) ⊂ P . Since e ∈ P ′ ∩ qNq, Lemma 1.6 (1) gives that N ≺N Pe. By [Va07,
Lemma 3.7], the combination of the last two paragraphs implies that N ≺M Q.
Thus, we can find a non–zero projection s ∈ N ′∩rMr such that Nt ≺M Q, for every
non–zero projection t ∈ N ′ ∩ rMr with t 6 s. Since B ≺M Ns, by our assumption,
applying [Va07, Lemma 3.7] again yields that B ≺M Q. 
Proof of Claim 2. We start by identifying Ap = L∞(T ) and ψ(Ap) = L∞(W ), where
T,W are probability spaces. Let θ : W → T be a probability space isomorphism such
that ψ(x) = x ◦ θ, for all x ∈ Ap = L∞(T ). Let R be the equivalence relation on W
associated with the Cartan subalgebra inclusion (ψ(Ap) ⊂ P ) ([FM77]). Since N and
hence P is amenable, we get that R is hyperfinite ([CFW81]).
Now, let S be the equivalence relation on T associated with the inclusion Ap ⊂ pMp.
Set S0 = S ∩ (θ × θ)(R). Then S0 is a hyperfinite subequivalence relation of S. By
[FM77, Theorem 1], we can find an amenable von Neumann subalgebra Q0 ⊂ pMp such
that Ap ⊂ Q0 and S0 is the equivalence relation associated to the inclusion Ap ⊂ Q0.
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We claim that Q ⊂ Q0, which implies that Q is amenable. Let u ∈ NqNq(ψ(Ap))
and define φ ∈ [R] by y ◦ φ = uyu∗, for all y ∈ ψ(Ap). Denote α = θφθ−1 ∈ Aut(T )
and w = v∗uv. Then we have wx = (x ◦ α)w, for every x ∈ Ap.
Since Ap ⊂ pMp is maximal abelian, the left and right supports of w lie in Ap.
Thus, ww∗ = 1T1 , w
∗w = 1T2 , where T1, T2 ⊂ T are Borel. Then α(T1) = T2 and
β := α|T1 belongs to [[S]]. Moreover, w ∈ Au∗β , where uβ ∈ pMp is the partial
isometry implementing β. Finally, since β belongs to θ[[R]]θ−1 ∩ [[S]] = [[S0]], we get
that uβ ∈ Q0. Thus, w = v∗uv ∈ Q0, for all u ∈ NqNq(ψ(Ap)) and hence Q ⊂ Q0. 
Next, we introduce a notion of quasi–normality for subequivalence relations which
is inspired by Popa’s notion of wq–normal subgroups ([Po04, Definition 2.3]) and by
Peterson and Thom’s notion of s–normal subgroupoids ([PT07, Definition 6.3]).
Definition 4.4 Let S ⊂ R be countable measure preserving equivalence relations on a
probability space (X, µ). We say that S is q–normal in R if we can find θn ∈ [[R]],
with θn : Yn → Zn, for all n > 1, such that
(1) {θn}n>1 generate R as an equivalence relation and
(2) the equivalence relation {(x, y) ∈ Yn × Yn| (x, y) ∈ S and (θn(x), θn(y)) ∈ S}
has infinite orbits, for all n > 1.
We continue with a result which will be essential in the proof of Theorem 4.1.
Proposition 4.5. Let M be a separable II1 factor together with two Cartan subalgebras
A and B. Suppose that there is no unitary u ∈ M such that uAu∗ = B. Assume that
there is an amenable von Neumann subalgebra N ⊂M such that A ⊂ N and B ≺M N .
Identify A = L∞(X), where (X, µ) is a probability space. Denote by R and S the
equivalence relations on X associated with the inclusions A ⊂M and A ⊂ N .
Then we can find a set X0 ⊂ X of positive measure, an equivalence relation T on X0
with S|X0 ⊂ T ⊂ R|X0 and a partition {Xk}k>1 of X0 into Borel subsets such that
(1) S|X0 is hyperfinite and its restriction to any Borel set of positive measure has
infinite orbits,
(2) S|X0 is q–normal in T , and
(3) almost every R|Xk–class contains only finitely many T|Xk–classes, for all k > 1.
Proof. Let N ⊂ M amenable such that A ⊂ N and B ≺M N . Since A and B are
not conjugate by a unitary, by Lemma 1.3 we have that B ⊀M A. Then we can find
projections p ∈ B, q ∈ N , a ∗–homomorphism ψ : Bp → qNq and a non–zero partial
isometry v ∈ qMp such that v∗v = p and ψ(b)v = vb, for all b ∈ Bp. Since B ⊀M A,
we may also assume that ψ(Bp) ⊀M A ([Va07, Remark 3.8.]). Let q
′ = vv∗ 6 q.
Before continuing we need to introduce some notations:
• Denote by P the von Neumann algebra generated by A and q′Mq′.
• Denote by R0 the equivalence relations on X associated with the inclusion A ⊂ P .
• For φ ∈ [[R]], let uφ ∈M be a partial isometry which implements φ.
• Fix a sequence {φm}m>1 ⊂ [[R0]] such that R0 = ⊔m>1{(φm(x), x)|x ∈ X}.
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• Fix a sequence {un}n>1 ⊂ NpMp(Bp) which generates pMp as a von Neumann
algebra (such a sequence exists because Bp is regular in pMp).
The choice of {φm}m>1 guarantees that {uφm}m>1 is an orthonormal basis for P over
A (see e.g. [PP86]). Since vunv
∗ ∈ q′Mq′ ⊂ P , we have that vunv∗ =
∑
m>1 am,nuφm ,
where am,n = EA(vunv
∗u∗φm) and the sum converges in ||.||2. Let Xm,n ⊂ X be the
essential support of am,n and φm,n be the restriction of φm to φ
−1
m (Xm,n). Hence, there
is a partial isometry vm,n ∈ A with support Xm,n such that 1Xm,nuφm = vm,nuφm,n .
Altogether, we get that vunv
∗ =
∑
m>1 am,nvm,nuφm,n , for all n > 1.
Since q′Mq′ = v(pMp)v∗, we have that P is generated by A and {vunv∗}n>1. The
last identity in the previous paragraph implies that P is generated by A and uφm,n .
We deduce that R0 is generated, as an equivalence relation, by {φm,n}m,n>1 and idX .
The proof is divided between three claims. The first and most important claim
asserts that each φm,n “quasi–normalizes” S.
Claim 1. Fix m,n > 1. Let Y be the domain of φm,n. Then the equivalence relation
{(x, y) ∈ Y × Y | (x, y) ∈ S and (φm,n(x), φm,n(y)) ∈ S} has infinite orbits.
Proof of claim 1. Assume by contradiction that the claim is false. Then we can find a
Borel set Z ⊂ Y with µ(Z) > 0 such that φ = φm,n|Z satisfies (φ(x), φ(y)) /∈ S, for all
(x, y) ∈ S ∩ (Z × Z) with x 6= y.
Let us show that there is a ∈ A such that δ = 〈auφ, vunv∗〉 > 0. Since φ = φm|Z we
can find a partial isometry c ∈ A with support φm(Z) such that uφ = cuφm . As the
projection of vunv
∗ onto the closure of Auφm is equal to am,nuφm , the projection of
vunv
∗ onto the closure of Auφm|Z is equal to 1φm(Z)am,nuφm = c
∗am,nuφ. Since φm(Z)
is contained in the support of am,n, the latter is non–zero. Thus, a = c
∗am,n ∈ A works.
Now, fix b ∈ U(ψ(Bp)) and set ρ = ψ ◦ Ad(un) ◦ψ−1 ∈ Aut(ψ(Bp)). Then we have
that ρ(b)(vunv
∗) = (vunv∗)b. Since b ∈ U(qMq) and vunv∗ ∈ qMq, we have that
(4.a) ℜ〈auφb, ρ(b)vunv∗〉 = ℜ〈auφb, vunv∗b〉 = ℜ〈auφ, vunv∗〉 = δ > 0
On the other hand, since a, ρ(b) ∈ N and we have that
(4.b) ℜ〈auφb, ρ(b)vunv∗〉 = ℜ τ(ρ(b)∗auφbvu∗nv∗) 6 ||a||2 ||EN(uφbvu∗nv∗)||2
By combining (4.a) and (4.b) we get that
(4.c) ||EN(uφbvu∗nv∗)||2 >
δ
||a||2 , ∀b ∈ U(ψ(Bp))
Since ψ(Bp) ⊀M A, by Theorem 1.1 we can find a sequence bk ∈ U(ψ(Bp)) such that
||EA(bkw)||2 → 0, for every w ∈M . Let us show that
(4.d) ||EN(uφbkz)||2 → 0, ∀z ∈M
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It is clear that (4.d) contradicts (4.c) and therefore proves the claim. By Kaplansky’s
density theorem it is enough to prove (4.d) when z = uφ′ , for some φ
′ ∈ [R].
Let {αl}l>1 ⊂ [[S]] be a sequence such that {uαl}l>1 is an orthonormal basis for N
over A. Let Xl be the set of x ∈ X for which φαlφ′(x) is defined and (φαlφ′(x), x) ∈ S.
We have that the sets {Xl}l>1 are mutually disjoint. Indeed, if x ∈ Xl ∩ Xl′ , then
(φ(αlφ
′(x)), φ(αl′φ′(x)) ∈ S. Since αl, α′l ∈ [[S]] we also have that (αlφ′(x), αl′φ′(x)) ∈
S. Thus, we deduce that αlφ′(x) = αl′φ′(x), hence l = l′.
Let ε > 0 and L > 1 such that
∑
l>L µ(Xl) 6 ε. Since bk ∈ ψ(Bp) ⊂ N , we can write
bk =
∑
l>1 EA(bku
∗
αl
)uαl and thus EN (uφbkuφ′) =
∑
l>1 φ(EA(bku
∗
αl
))EN(uφαlφ′).
Further, since ||EA(bku∗αl)|| 6 1 and EN (uφαlφ′) = 1Xluφαlφ′ , it follows that for all
k > 1 we have that
||EN(uφbkuφ′)||22 =
∑
l>1
||1Xlφ(EA(bku∗αl))||22 6
∑
l>L
||1Xl ||22 +
∑
l<L
||EA(bku∗αl)||22 6 ε+
∑
l<L
||EA(bku∗αl)||22.
As ||EA(bku∗αl)||2 → 0, for all l > 1, we get that lim supk→∞ ||EN (uφbkuφ′)||2 6
√
ε.
Since ε > 0 is arbitrary, we conclude that ||EN (uφbkuφ′)||2 → 0. 
Next, let q0 be the support projection of EA(q
′). Write q0 = 1X0 , for X0 ⊂ X Borel.
Claim 2. We can find a partition {Xk}k>1 of X0 into Borel sets such that almost
every R|Xk–class contains only finitely many R0|Xk–classes, for all k > 1.
Proof of Claim 2. By using a maximality argument, it suffices to prove that whenever
X1 ⊂ X0 is a set of positive measure, we can find a set X2 ⊂ X1 of positive measure
such that every R|X2–class contains only finitely many R0|X2–classes.
To see this, put q1 = 1X1 . Since P contains q
′Mq′, we get that q1Pq1 con-
tains q1q
′Mq′q1. Thus, if q2 denotes the left support of q′q1, then q1Pq1 contains
w(q2Mq2)w
∗, for some unitary element w ∈M . Since q′q1 6= 0, we have q2 6= 0, and it
follows thatM ≺M q1Pq1. Thus, M ≺M P˜ = q1Pq1⊕A(1− q1). Now, the equivalence
relation of the inclusion A ⊂ P˜ is equal to R0|X1∪ idX\X1 . By applying Lemma 1.8
(to the case N =M) our claim follows. 
Claim 3. S|X0 is hyperfinite and its restriction to any Borel set of positive measure
has infinite orbits.
Proof of Claim 3. Since S|X0 is the equivalence relation of the inclusion (Aq0 ⊂ q0Nq0)
and N is amenable, by [CFW81] we deduce that S|X0 is hyperfinite.
Now, let Y ⊂ X0 be a set of positive measure and set r = 1Y . In order to show that
S|Y has infinite orbits it suffices to argue that rNr ⊀N A.
Since ψ(Bp) ⊀N A, we get that qNq ⊀N A. It follows that Nq1 ⊀N A, where q1 is
the central support of q in N . If Z denotes the center of N , then q1 is precisely the
support of EZ(q). Let q2 be the support of EA(q). Since Z ⊂ A, we have that q2 6 q1.
24 GROUP MEASURE SPACE DECOMPOSITIONS OF HT FACTORS
Also, since q′ 6 q and q0 is the support of EA(q′), we get that q0 6 q2. Altogether, we
derive that q0 6 q1. Thus, q0Nq0 ⊀N A and since r 6 q0, we get that rNr ⊀N A. 
We are now ready to combine all the claims and finish the proof of Proposition
4.5. Let T be the equivalence relation on X0 generated by S|X0 and R0|X0 . Since
the domain and image of each φm,n is contained in X0, we get that T is generated
by S|X0 and {φm,n}m,n>1. Since S|X0 has infinite orbits, Claim 1 implies that the
inclusion S|X0 ⊂ T is q–normal, hence condition (2) of the conclusion is verified. Since
conditions (1) and (3) also hold by claims 3 and 2, we are done. 
The last ingredient in the proof of Theorem 4.1. is a lemma due to D. Gaboriau
which asserts that cost does not increase by passing to q–normal extensions.
Lemma 4.6 [Ga99, Lemma V.3.]. Let R be a countable, measure preserving equiv-
alence relation on a probability space (X, µ). If S ⊂ R is a q–normal subequivalence
relation, then C(R) 6 C(S).
Proof. For the reader’s convenience let us recall from [Ga99] the proof of this lemma.
Let ε > 0 and Θ be a graphing of S such that C(Θ) 6 C(S) + ε2 . Since S is q–normal
in R, we can find a sequence {θn : Yn → Zn}n>1 ⊂ [[R]] which generates R as an
equivalence relation such that Sn = {(x, y) ∈ (Yn × Yn) ∩ S| (θn(x), θn(y)) ∈ S} has
infinite orbits, for all n > 1. Let Y 0n ⊂ Yn be a Borel set of measure at most ε2n+1 that
intersects almost every Sn–class.
We claim that Θ˜ = Θ ∪ {θn|Y 0n }n>1 is a graphing for R. Let R0 ⊂ R be the
equivalence relation generated by Θ˜. For n > 1 and almost every x ∈ Yn we can find
y ∈ Y 0n such that (x, y) ∈ Sn. Since S ⊂ R0, we get that (x, y), (θn(x), θn(y)) ∈ R0.
Also, since θn|Y 0n ∈ [[R0]], we have that (y, θn(y)) ∈ R0. Altogether, it follows that
(x, θn(x)) ∈ R0. Since {θn}n>1 generates R, we deduce that R0 = R, as claimed.
Now, C(Θ˜) = C(Θ)+∑n>1 µ(Y 0n ) 6 C(Θ)+ ε2 6 C(S) + ε. Since Θ˜ is a graphing for
R, we get that C(R) 6 C(Θ˜) 6 C(S) + ε. As ε > 0 is arbitrary, we are done. 
Proof of Theorem 4.1. Identify A = L∞(X) and assume by contradiction that A and
B are not unitarily conjugate. By Proposition 4.5 we can find X0 ⊂ X of positive
measure, equivalence relations S ⊂ T ⊂ R|X0 and a measurable partition {Xk}k>1 of
X0 such that (1) S is hyperfinite and has infinite orbits, (2) S is q–normal in T , and
(3) almost every R|Xk–class contains only finitely many T|Xk–classes, for all k > 1.
It is easy to see that (3) implies that T is q–normal in R|X0 . Since S is q–normal in
T , by applying Lemma 4.6 twice we get that C(R|X0) 6 C(S). This is a contradiction
because the induction formula [Ga99, Proposition II.6.] gives that C(R|X0) = 1 +
µ(X0)
−1(C(R)− 1) > 1, while the fact that S is hyperfinite implies that C(S) 6 1 (see
[Ga99, Proposition III.3.]). 
Remark. Consider the usual action SL2(Z)y (T
2, λ2) and let M = L∞(T2)⋊ SL2(Z).
Then by using the results of the last two sections and [Oz08] we can already show
that M has a unique group measure space Cartan subalgebra. Indeed, assume that
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M = L∞(Y )⋊Λ, for some free ergodic p.m.p. action Λy (Y, ν). Firstly, by Theorem
3.1 we get that L∞(X) ≺M L∞(Y )⋊Σ, for a subgroup Σ < Λ which is either amenable
or of the form Σ = ∪n>1C(Λn), for a decreasing family {Λn}n>1 of infinite subgroups of
Λ. Secondly, sinceM is solid [Oz08], we deduce that Σ must be amenable in either case.
Finally, by Theorem 4.2 we conclude that L∞(X) and L∞(Y ) are unitarily conjugate.
§5. Proof of Theorem 1.
In this section we combine the results of the previous section to prove Theorem 1
and more generally:
Theorem 5.1. Let Γ be an infinite countable group with β
(2)
1 (Γ) > 0. Let Γy (X, µ)
be a free ergodic rigid p.m.p. action. Let s > 0 and denote M = L∞(X)⋊ Γ.
If Λ y (Y, ν) is any free ergodic p.m.p. action such that M s = L∞(Y ) ⋊ Λ, then we
can find a unitary u ∈M s such that uL∞(X)su∗ = L∞(Y ).
Proof. Consider a group measure space decomposition M s = B ⋊ Λ, for s > 0. Let
n > s be an integer and p ∈ Dn(C)⊗L∞(X) be a projection of trace sn . Identify M s =
p(Mn(C)⊗M)p and L∞(X)s = p(Dn(C)⊗L∞(X))p. Let ZnZ act on itself by addition
and endow X˜ = X × Z
nZ
with the diagonal action of Γ˜ = Γ× Z
nZ
. Then β
(2)
1 (Γ˜) > 0, the
action Γ˜y X˜ is free ergodic rigid p.m.p. and we have that Mn(C)⊗M = L∞(X˜)⋊ Γ˜
and Dn(C)⊗L∞(X) = L∞(X˜). Thus, after replacing Γ, X with Γ˜, X˜, we may assume
that s 6 1, i.e. pMp = B ⋊ Λ, for a projection p ∈ L∞(X).
Since the action Γ y X is rigid, the inclusion L∞(X)p ⊂ pMp has the relative
property (T) ([Po01, Proposition 4.7]). Also, since Γ has positive first ℓ2–Betti number,
it admits an unbounded cocycle b : Γ → ℓ2
R
Γ ([PT07, Corollary 2.4]). Altogether, by
applying Theorem 3.1 we are in one of the following two situations:
Case 1. L∞(X)p ≺pMp B ⋊ Λ0, for an amenable subgroup Λ0 of Λ.
Case 2. L∞(X)p ≺pMp B ⋊ (∪n>1C(Λn)), for a decreasing sequence {Λn}n>1 of
non–amenable subgroups of Λ.
In the first case, Theorem 4.2 gives the conclusion. Thus, we may assume that we
are in the second case. If the group ∪n>1C(Λn) is amenable, then we are again in
the first case. So, we may additionally assume that ∪n>1C(Λn) is non–amenable. It
follows that C(Λn) is non–amenable, for some n > 1.
Let M˜ ⊃M and the automorphisms {αt}t∈R of M˜ be as defined in Section 2. Since
C(Λn) is non–amenable, L(C(Λn)) has no amenable direct summand and Lemma 2.2
implies that αt → id uniformly on (LΛn)1. Since Λn is non–amenable, [Po03, Theorem
2.1 and Corollary 2.3] provides a sequence gk ∈ Λn such that ||EL∞(X)(xvgky)||2 → 0,
for all x, y ∈M (here {vg}g∈Λ ∈ B ⋊ Λ denote the canonical unitaries).
Further, applying Theorem 2.4 to {vgk}k>1 gives that αt → id uniformly on (B)1.
Finally, Theorem 2.3 implies that either B ≺M L∞(X) or αt → id uniformly on
26 GROUP MEASURE SPACE DECOMPOSITIONS OF HT FACTORS
(pMp)1. In the first case Lemma 1.3 yields that B and L
∞(X)p are unitarily conjugate
while in the second case, Lemma 2.1 implies that b is bounded, a contradiction. 
Remark. Let us recall Ozawa and Popa’s examples of HT factors with two non–
conjugate Cartan subalgebras ([OP08]) and explain why Theorem 5.1 does not apply
to them. Let p1, p2, ... be prime numbers and define G = ∪n>1{z ∈ T|zp1p2···pn = 1}.
Then G2 < T2 is an SL2(Z)–invariant subgroup and Γ = G
2⋊ SL2(Z) has Haagerup’s
property. Also, the action Γy (T2, λ2) (where G2 and SL2(Z) act on T
2 by translations
and automorphisms, respectively) is free ergodic and rigid. Thus, M = L∞(T2) ⋊ Γ
is an HT factor. Moreover, as shown in [OP08] and [PV09, Section 5.5], L(G2) is a
group measure space Cartan subalgebra of M which is not conjugate to L∞(T2).
Since Γ has an infinite normal abelian subgroup, [CG86] gives that β
(2)
1 (Γ) = 0,
showing why Theorem 5.1 does not apply to M .
§6. A strong rigidity result and applications.
Let Γ be a countable group with positive first ℓ2–Betti number. Then a far–reaching
conjecture of Chifan, Peterson, Popa and the author predicts that any II1 factor
L∞(X)⋊Γ, arising from a free ergodic p.m.p. action Γy (X, µ), has a unique Cartan
subalgebra (see [Po09]). Chifan and Peterson proved that if Γ admits a non–amenable
subgroup with the relative property (T), then L∞(X)⋊Γ has a unique group measure
space Cartan subalgebra ([CP10, Theorem 7.4]).
In this section, we weaken the rigidity assumption on Γ by requiring that Γ does not
have Haagerup’s property and show that a lot can still be said about the group measure
space decompositions of L∞(X) ⋊ Γ. Although, in general, we cannot conclude that
L∞(X)⋊Γ has a unique group measure Cartan subalgebra, we deduce that this is the
case if Γy (X, µ) is a solid action (see Corollary 6.4).
Theorem 6.1. Let Γ y (X, µ) be a free ergodic p.m.p. action and denote M =
L∞(X) ⋊ Γ. Assume that β(2)1 (Γ) > 0 and Γ does not have Haagerup’s property. Let
Λy (Y, ν) be a free ergodic p.m.p. action such that M s = L∞(Y )⋊Λ, for some s > 0.
Suppose that L∞(X)s and L∞(Y ) are not unitarily conjugate. Then we have that
(1) Λ does not have Haagerup’s property.
(2) We can find an infinite abelian subgroup ∆0 < Λ such that L∆0 ≺Ms L∞(X)s and
the centralizer of ∆0 in Λ is non–amenable.
(3) For every h ∈ Λ, we can find a finite index subgroup ∆1 < ∆0 such that the groups
h∆1h
−1 and ∆1 commute.
(4) β
(2)
1 (Λ) = 0.
Remark. If L∞(X)s and L∞(Y ) are unitarily conjugate, then the involved actions
are stably orbit equivalent. Since Haagerup’s property is invariant under stable orbit
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equivalence (see e.g. [Po01, Corollary 2.5 and Proposition 3.1]), we also get that Λ
does not have Haagerup’s property.
In the proof of Theorem 6.1 we will need the following lemma due to Houdayer,
Popa and Vaes.
Lemma 6.2 [HPV10]. Let (A, τ) be a tracial von Neumann algebra and Γy (A, τ)
be a trace preserving action. Denote M = A ⋊ Γ and let B ⊂ pMp be a regular von
Neumann subalgebra. Assume that B ≺M A⋊ Σ, for some subgroup Σ of Γ.
Denote by ∆ the subgroup of Γ generated by all g ∈ Γ such that gΣg−1 ∩ Σ is infinite.
If B ⊀M A, then ∆ has finite index in Γ.
Proof. By Section 4 in [HPV10], given a subgroup Σ < Γ, we can find a projection
z(Σ) ∈M such that z(Σ) 6= 0 iff B ≺M A⋊Σ and z(gΣg−1) = ugz(Σ)u∗g, for all g ∈ Γ.
Moreover, by [HPV10, Proposition 6], z(Σ∩Σ′) = z(Σ)z(Σ′), for any subgroup Σ′ < Γ.
Assume by contradiction that ∆ has infinite index in Γ. Then we can find {gi}i>1 ⊂
Γ such that giΣg
−1
i ∩ gjΣg−1j is finite, for every i, j > 1. Since B ⊀M A, it follows that
z(giΣg
−1
i ∩gjΣg−1j ) = 0, for every i, j > 1. By using the above formulas we derive that
the projections {ugiz(Σ)u∗gi}i>1 are mutually orthogonal. Since z(Σ) 6= 0, this leads to
a contradiction. 
Proof of Theorem 6.1. By reasoning as in the beginning of Section 5, we can reduce to
the case s 6 1. Therefore, we may assume that pMp = B ⋊ Λ, where p ∈ A = L∞(X)
is a projection and B = L∞(Y ). Denote by {ug}g∈Γ ⊂ M and {vh}h∈Λ ⊂ pMp the
canonical unitaries. Since Ap and B are not unitarily conjugate and β
(2)
1 (Γ) > 0,
Theorem 4.2 implies the following fact that we will use repeatedly:
Fact. If A ≺M B ⋊ Σ, for a subgroup Σ < Λ, then Σ is non–amenable.
Similarly, if B ≺M A⋊ Σ, for a subgroup Σ < Γ, then Σ is non–amenable.
The proof of Theorem 6.1 is split between five claims, all of which, with the exception
of Claim 2, prove one of the conditions (1)–(4) from the conclusion.
Claim 1. Λ does not have Haagerup’s property.
Proof of Claim 1. Assuming by contradiction that Λ has Haagerup’s property, we can
find a sequence φn : Λ → C of positive definite functions such that φn(h) → 1, for all
h ∈ Λ, and φn ∈ c0(Λ), for all n > 1. As M is a factor there are partial isometries
w1, .., wk ∈M such that wiw∗i 6 p, for all i, and
∑k
i=1w
∗
iwi = 1. For n > 1, we define
• Φn : pMp→ pMp by Φn(x) =
∑
h∈Λ φn(h)bhvh, for all x =
∑
h∈Λ bhvh ∈ pMp,
• Ψn :M →M by letting Ψn(x) =
∑k
i,j=1w
∗
iΦn(wixw
∗
j )wj , for all x ∈M , and
• ψn : Γ→ C by letting ψn(g) = τ(Ψn(ug)u∗g), for all g ∈ Γ.
Then ψn are positive definite functions and ψn(g)→ 1, for al g ∈ Γ. Since Γ does not
have Haagerup’s property, [Pe09, Lemma 2.6] provides n0 > 1 and an infinite sequence
{gm}m>1 ⊂ Γ such that infm |ψn0(gm)| > 12 . Thus, we have infm ||Ψn0(ugm)||2 > 12 .
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On the other hand, it is easy to see that Ψn0 is “compact over B”: if a sequence
xm ∈ (M)1 satisfies ||EB(yxmz)|| → 0, for all y, z ∈M , then ||Ψn0(xm)||2 → 0.
The last two facts imply that, after replacing {gm}m>1 with a subsequence, we can
find y, z ∈M such that infm ||EB(yugmz)||2 > 0. Moreover, we may clearly assume that
y, z ∈ (A)1. For m > 1, let bm = EB(yugmz). Since bm ∈ B and am := (ugmz∗u∗gm)y ∈
(A)1, we get that ||bm||22 = τ(bmz∗u∗gmy∗) = τ(bmu∗gmam) 6 ||EA(bmu∗gm)||2. Since
infm ||bm||2 > 0, it follows that infm ||EA(bmu∗gm)||2 > 0.
By applying Lemma 3.4 we get that B ≺M A⋊Σ, where Σ = ∪m>1C(Γm), for some
decreasing sequence {Γm}m>1 of infinite subgroups of Γ.
To reach a contradiction it suffices to show that any cocycle c : Γ → ℓ2Γ for the
regular representation π : Γ → ℓ2Γ is inner. Since Σ is non–amenable (by the above
Fact), C(Γm0) is non–amenable for some m0 > 1. By Lemma 2.5 (1) we can find
ξ ∈ ℓ2Γ such that c(g) = π(g)ξ − ξ, for all g ∈ Γm0 . Let Γ0 ⊂ Γ be the subgroup of
all g ∈ Γ such that c(g) = π(g)ξ − ξ. If m > m0, then Γm ⊂ Γm0 ⊂ Γ0. Since Γm is
infinite by Lemma 2.5 (2) it follows that C(Γm) ⊂ Γ0 and thus Σ ⊂ Γ0.
Now, denote by ∆ the subgroup Γ generated by all g ∈ Γ for which gΣg−1 ∩ Σ is
infinite. Note that if gΣg−1 ∩ Σ is infinite, then gΓ0g−1 ∩ Γ0 is infinite and therefore
g ∈ Γ0 (by Lemma 2.5 (2)). This shows that ∆ ⊂ Γ0. On the other hand, since
B ≺M A⋊ Σ but B ⊀M A, Lemma 6.2 implies that ∆ has finite index in Γ. Thus, Γ0
has finite index in Γ and by applying Lemma 2.5 (2) again we conclude that Γ0 = Γ.
In other words, c is inner, as claimed. 
Next, let b : Γ → ℓ2
R
Γ be an unbounded cocycle for the left regular representation.
Let M˜ ⊂M and {αt}t∈R be defined as in Section 2. By using Claim 1 we deduce:
Claim 2. There exist an infinite sequence {hn}n>1 ⊂ Λ and x ∈ M such that
infn ||EA(xvhn)||2 > 0.
Proof of Claim 2. For t ∈ R, define a positive definite function φt : Λ → C through
the formula φt(h) = τ(αt(vh)v
∗
h), for h ∈ Λ. Then φt(h) ր τ(p), as t → 0, for all
h ∈ Λ. Since Λ does not have Haagerup’s property, by [Pe09, Lemma 2.6] we can find
an infinite sequence {hn}n>1 ⊂ Λ such that supn>1 |τ(p) − φt(hn)| → 0, as t → 0. It
follows that αt → id uniformly on {vhn}n>1.
If the claim is false, then ||EA(xvhn)||2 → 0, for all x ∈M . Thus, ||EA(xvhny)||2 →
0, for all x, y ∈ M . Since {vhn}n>1 normalize B, Theorem 2.4 implies that αt → id
uniformly on (B)1. Since B ⊀M A, Theorem 2.3 gives that αt → id uniformly on
(pMp)1. But then Lemma 2.1 would imply that b is bounded, a contradiction. 
Let {hn}n>1 and x ∈ M as given by Claim 2. Since EA(xvhn) = EA(pxpvhn), we
may assume that x ∈ pMp = B ⋊ Λ. By replacing hn with a subsequence we can
assume that x = bvh, for some b ∈ (B)1 and h ∈ Λ. Finally, by replacing hn with hhn,
we can assume that infn ||EA(bvhn)||2 > 0, for some b ∈ (B)1.
Claim 3. There exists an infinite abelian subgroup ∆0 < Λ with non–amenable
centralizer such that (L∆0)q ≺M A, for every non–zero projection q ∈ L∆′0 ∩B.
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Proof of Claim 3. For every n > 1, denote an = EA(bvhn). Then an ∈ (Ap)1 and
infn ||an||2 > 0. Also, since an ∈ A and b ∈ (B)1, we get that
||an||22 = τ(anv∗hnb∗) 6 ||EB(anv∗hn)||2.
By combining the last two inequalities we derive that infn ||EB(anv∗hn)||2 > 0. Since
an ∈ (Ap)1 and hn → ∞, Lemma 3.4 implies that Ap ≺M B ⋊ Σ, where Σ =
∪m>1C(Λm), for some decreasing sequence {Λm}m>1 of infinite subgroups of Λ.
Next, by the above Fact, Σ is non–amenable. Thus, C(Λm0) is non–amenable for
some m0 > 1. Put ∆ = Λm0 . Lemma 2.2 then gives that αt → id uniformly on (L∆)1.
We claim that (L∆)q ≺M A, for every non–zero projection q ∈ (L∆)′ ∩B.
Otherwise, by [Po03, Theorem 2.1 and Corollary 2.3] we can find a sequence λi ∈ ∆
such that ||EA(xvλiqy)|| → 0, for all x, y ∈ M . Note that vλiq ∈ U(qMq) normalizes
Bq, for all i > 1, and that αt → id uniformly on {vλiq}i>1. But then Theorem 2.4
would give that Bq ≺M A, a contradiction.
Since L∆ ≺M A, we get that ∆ is virtually abelian. Let ∆0 < ∆ be a finite index
abelian subgroup. Since αt → id uniformly on (L∆0)1, arguing as in the previous
paragraph shows that (L∆0)q ≺M A, for every non–zero projection q ∈ (L∆0)′ ∩B.
Claim 4. For every h ∈ Λ, we can find a finite index subgroup ∆1 < ∆0 such that the
groups h∆1h
−1 and ∆1 commute.
Proof of Claim 4. Let Ω0 be the group of k ∈ Λ for which the set {λkλ−1|λ ∈ ∆0} is
finite, i.e. such that k commutes with a finite index subgroup of ∆0. Then ∆0 ⊂ Ω0
and (L∆0)
′ ∩B ⋊ Λ ⊂ B ⋊ Ω0.
Now, let r ∈ (B ⋊ Ω0)′ ∩ pMp be a non–zero projection. Since ∆0 ⊂ Ω0 and
B ⊂ pMp is maximal abelian, it follows that r ∈ (L∆0)′ ∩B. By Claim 3 we get that
(L∆0)r ≺M A. Since A ⊂M is a Cartan subalgebra, it follows that (L∆0)r ≺pMp Ap.
By taking relative commutants we get that Ap ≺pMp (B ⋊ Ω0)r ([Va07, Lemma 3.5]).
Since Ap ⊂ pMp = B ⋊ Λ is regular, [HPV10, Corollary 7] implies that Ap ≺pMp
B ⋊ (hΩ0h
−1 ∩ Ω0), for every h ∈ Λ. Fix h ∈ Λ. Then the Fact from the beginning of
the proof gives that hΩ0h
−1 ∩Ω0 is non–amenable. Let Ω < Ω0 be a finitely generated
subgroup such that Σ := hΩh−1 ∩ Ω is also non–amenable. Since every element of Ω0
commutes with a finite index subgroup of ∆0 and Ω is finitely generated, we can find
a finite index subgroup ∆ < ∆0 which commutes with Ω.
Let Υ be the subgroup of Λ generated by h∆h−1 and ∆. Then Σ and Υ commute.
Since Σ is non–amenable, arguing as in the proof of Claim 3 gives that Υ is virtually
abelian. The claim now follows easily. 
Claim 5. β
(2)
1 (Λ) = 0.
Proof of Claim 5. Let c : Λ → ℓ2Λ be a cocycle for the regular representation. Since
by Claim 3, ∆0 has non–amenable centralizer in Λ, Lemma 2.5 (1) provides a vector
ξ ∈ ℓ2Λ such that c(g) = π(g)ξ − ξ, for all g ∈ ∆0.
Let Λ0 < Λ the subgroup of g ∈ Λ such that c(g) = π(g)ξ − ξ. Let h ∈ Λ. By
Claim 4 there is finite index subgroup ∆1 < ∆0 such that h
−1∆1h and ∆1 commute.
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Since ∆1 is infinite and ∆1 < Λ0, Lemma 2.5 (2) gives that h
−1∆1h < Λ0. Thus
∆1 < hΛ0h
−1 ∩ Λ0 and Lemma 2.5 (2) yields that h ∈ Λ0. This shows that Λ0 = Λ,
i.e. c is inner. This finishes the proofs of the claim and of the theorem. 
We can now deduce corollaries 4 and 5 stated in the introduction.
Corollary 6.3. Let Γ be a countable group such that β
(2)
1 (Γ) ∈ (0,+∞) and Γ does
not have Haagerup’s property. Let Γy (X, µ) be any free ergodic p.m.p. action.
Then the II1 factor M = L
∞(X)⋊ Γ has trivial fundamental group, F(M) = {1}.
Note that under the stronger assumption that Γ has a non–amenable subgroup with
the relative property (T) this result also follows from [Va10b, Theorem 1.3].
Proof. For t ∈ F(M), let θ :M t →M be an isomorphism. Then we can find a unitary
u ∈ M such that uθ(L∞(X)t)u∗ = L∞(X). Indeed, otherwise by Theorem 6.1 we
would get that β
(2)
1 (Γ) = 0, a contradiction. Thus, if R denotes the equivalence relation
induced by the action Γy (X, µ), then Rt ∼= R. This shows that F(M) = F(R).
On the other hand, [Ga01, Corollaire 3.17] gives that β
(2)
1 (R) = β(2)1 (Γ) ∈ (0,+∞).
By applying [Ga01, Corollaire 5.7] we deduce that F(R) = {1}, thus F(M) = {1}. 
Corollary 6.4. Let Γ be a countable group such that β
(2)
1 (Γ) > 0 and Γ does not have
Haagerup’s property. Assume that one of the following two conditions holds true:
(1) Γ y (X, µ) = (XI0 , µ
I
0) is a free, generalized Bernoulli action, where (X0, µ0) is a
non–trivial probability space and Γy I is an action with amenable stabilizers.
(2) Γ y (X, µ) is a free ergodic p.m.p solid action, i.e. the relative commutant Q′ ∩
L∞(X)⋊ Γ is amenable, for any diffuse von Neumann subalgebra Q ⊂ L∞(X).
If Λ y (Y, ν) is any free ergodic p.m.p. action such that M t = L∞(Y ) ⋊ Λ, for some
t > 0, then we can find a unitary element u ∈M t such that uL∞(X)tu∗ = L∞(Y ).
Proof. Firstly, [CI08, Theorem 7] gives that (1) =⇒ (2), so we can assume that (2) is
satisfied. Now, suppose by contradiction that the conclusion is false. Then by Theorem
6.1 we can find an infinite subgroup ∆0 < Λ such that its centralizer is non–amenable
and L∆0 ≺Mt L∞(X)t. It follows that we can find a diffuse von Neumann subalgebra
D ⊂ L∞(X)t such that D′ ∩ M t is non–amenable. This however contradicts the
assumption that Γy (X, µ) is solid. 
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