For a square matrix A over a field F , it is known that rank(A) + rank(I − A) = rank(I) + rank(A − A 2 ). The main goal of this article is to start a program to characterize and generalize such rank identities by constructing the appropriate 'universal' objects. We construct a functor L from the category of rings to the category of commutative monoids and initiate the study of so-called ranked rings. For a commutative monoid G, in a broad sense, a (G, ρ)-ranked ring R is a ring endowed with a system ρ of compatible G-valued 'rank' functions on M n (R) (for n ∈ N). A field F may be viewed as a ranked ring with a Z + -valued rank system consisting of the usual rank functions on M n (F ) (for n ∈ N) and serves as the canonical example. We show that a finite von Neumann algebra R with center Z may be endowed with a Z + -valued rank system. We study the structure of the L-monoid of Bézout domains and obtain a complete picture of the L-monoid in terms of divisor multichains for principal ideal domains (PIDs) and O(C), the ring of entire functions. In the context of the polynomial ring F [t] (or O(C)), this yields an algorithm to generate rank identities in ranked F -algebras (or complex Banach algebras) via the polynomial functional calculus (or holomorphic functional calculus). As an application of these abstract rank identities, we show that the sum of finitely many idempotents E 1 , · · · , E m in a finite von Neumann algebra is an idempotent if and only if they are mutually orthogonal i.e.
Introduction
The rank of a linear transformation is the dimension of its range and may be viewed as a measure of its non-degeneracy. Similarly the nullity of a linear transformation is the dimension of its kernel and is a measure of degeneracy. The term rank appears to have been first coined by Frobenius ([5] ) in the context of determinants and defined in its present form of usage by Sylvester ( [9, pg. 136] ). In a sense, the rank and nullity are the only invariants of a linear transformation under any change of basis in the domain or the target vector space. Interpreted in the context of linear systems of equations, these invariants contain information about the redundancy and solvability of the system as well as the size of the solution space. It is no wonder that these concepts have played a fundamental role in the applications of linear algebra to various areas of mathematics and other sciences such as ordinary differential equations, statistics, information theory, etc. Below we discuss a fundamental application to multivariate statistical theory which serves as an inspiration for this article.
Quadratic forms of normal random variables are ubiquitous in statistics and its numerous applications via analysis of variance (ANOVA) methods, regression analysis, least squares methods, etc. A general idea is to split the sum of squares of observations into several quadratic forms each of which represents a different source of variation or error. With the assumption that the observations come from i.i.d. (independent, identically distributed) normal random variables, Cochran's theorem ( [4] ) is a key step in proving the independence of these quadratic forms and finding the degrees of freedom of the associated χ 2 distributions. It forms the foundation of many statistical hypothesis testing procedures such as F -tests. Let X 1 , · · · , X n be i.i.d. standard normal random variables and let X := (X 1 , · · · , X n ) be a multivariate normal random variable. Theorem 1.1. Suppose that n i=1 X 2 i = Q 1 + Q 2 where Q 1 , Q 2 are positive semi-definite quadratic forms in the random variables X 1 , · · · , X n , that is,
where A 1 , A 2 are positive semi-definite matrices.
(i) (Fisher's theorem) If Q 1 is distributed as χ 2 with k degrees of freedom, then Q 2 is distributed as χ 2 with n − k degrees of freedom and is independent of Q 1 . (ii) (Cochran's theorem) Let r i := rank(A i ), 1 ≤ i ≤ 2. If r 1 + r 2 = n, then Q 1 , Q 2 are independent, and Q i is distributed as χ 2 with r i degrees of freedom, for 1 ≤ i ≤ 2.
The above theorem is a consequence of the algebraic result that for a square matrix A with entries from a field F , rank(A) + rank(I − A) = rank(I) if and only if A is an idempotent (Here I stands for the identity matrix with same dimensions as A.) This in turn follows from the rank identity rank(A) + rank(I − A) = rank(I) + rank(A − A 2 ). Note that for the identity we do not need any assumptions on A such as it being positive semi-definite or even symmetric. Using the sub-additivity of the rank together with the above discussion, we have the following more general theorem which may be used to prove Cochran's theorem for the decomposition of XX ⊤ into more than two positive semi-definite quadratic forms. Theorem 1.2. For a field F , let A 1 , · · · , A n be matrices in M n (F ) such that n i=1 A i = I. If n i=1 rank(A i ) = n, then the A i 's are mutually orthogonal idempotents i.e. A i A j = δ ij A j , 1 ≤ i, j ≤ n.
In this paper, we strive to create a natural home for rank identities by constructing the appropriate 'universal' objects. This opens up the possibility for a systematic study and the development of a classification theory. In §6, we define the notion of a ranked ring which is a ring R equipped with a compatible system ρ of rank functions on M n (R) (for every n ∈ N) that take values in a commutative monoid G. This is reminiscent of von Neumann's rank rings ([13, pg. 231] ) which are equipped with a real-valued rank function. The purpose of our study is somewhat more universal in flavor. The main property of our abstract system of rank functions is based on the invariance of the rank under change of basis which is codified by invariance of ρ under multiplication on the left and right by invertible elements. We also require ρ to distribute over direct sums of matrices over R. A few words of explanation are in order regarding this level of generality. The techniques that are often used in the literature ( [11] , [12] ) to obtain rank equalities use little beyond the additive structure of Z + := N ∪ {0} and thus may be gainfully transferred to cases where the values taken by the rank system are in a commutative monoid. This generality comes in especially handy after we show the existence of a center-valued rank system for finite von Neumann algebras.
We define a functor L from the category of rings to the category of commutative monoids. The equivalence classes (denoted [·]) of associates in GCD domains naturally form a lattice called the divisibility lattice with the join (∨) given by the LCM and the meet (∧) given by the GCD. We study the L-monoid of Bézout domains and completely characterize the L-monoid of PIDs and the ring of entire functions in terms of multichains in the divisor partial order associated with the lattice structure. From this characterization, we have the following theorem on ranked F -algebras for a field F . Theorem 6.6 Let R be a (G, ρ)-ranked ring and F be a subfield of the center of R. For non-zero polynomials p 1 , · · · , p n , q 1 , · · · , q n in F [t], if
then for x in R, we have n i=1 ρ(p i (x)) = n i=1 ρ(q i (x)).
Given the context of the discussion and the source and target categories of the L functor, one may wonder whether it is indeed distinct from the K 0 functor. To allay this feeling, we show in Remark 5.12 that L(F [t]) is not singly generated as a monoid and hence not isomorphic to Z + ∼ = K 0 (F [t]) + . Using Theorem 6.6 and the fact that F [t] is a unique factorization domain, we give an explicit algorithm (6.2.1) for generating rank identities involving the polynomial functional calculus of an element in a ranked F -algebra. In particular, we have these identities for all square matrices over F . As seen in our discussion of Cochran's theorem, rank identities can be a great source of rank inequalities by removing some terms from one side of the equality. For example, based on the rank identity in Example 6.8, for a real matrix A we have the following rank inequality,
Further as the only matrix with zero rank is the zero matrix, we have the necessary and sufficient conditions for equality to hold in these inequalities. In [8, pg. 104 ], a question is posed regarding a theory of rank inequalities "... are they all consequences of a finite set of inequalities?" Since there are infinitely many fundamentally distinct rank identities by Algorithm 6.2.1, we may conclude that the answer to the above question is negative. An answer to Question 8.1.1 posed in §8 would hopefully lead to a more complete and satisfying answer.
In a similar vein to the above discussion, we prove the theorem below characterizing rank identities in ranked complex Banach algebras involving the holomorphic functional calculus. Theorem 6.11 Let R be a (G, ρ)-ranked complex Banach algebra. For entire functions
Let R be a finite von Neumann algebra with identity I and center Z . Using the unique Z -valued trace on R, we define the rank (denoted by r) of an operator as the trace of its range projection. Note that this definition may also be found in [6] by the name of tr-rank. We prove that the rank functions on the finite von Neumann algebras M n (R) define a rank system on R. Thus the results proved for ranked complex Banach algebras are applicable to this setting. For instance, for an operator A in R, we have r(cos A)+r(sin A) = I +r(sin 2A). This begets the rank inequality I ≤ r(cos A)+r(sin A) with equality if and only if r(sin 2A) = 0. Thus if r(cos A) + r(sin A) = I, then A has finite spectrum contained in { nπ 2 : n ∈ Z}. In §6, we prove several rank identities for idempotents in abstract ranked rings that turn out to be useful in establishing the basic properties of r such as sub-additivity. As an application, we show a generalized version of Cochran's theorem in the setting of finite von Neumann algebras.
Theorem 7.13 Let A 1 , · · · , A n be operators in R and E be an idempotent in R such that n i=1 A i = E and n i=1 r(A i ) = r(E). Then the A i 's are mutually orthogonal idempotents i.e.
Corollary 7.14 follows from the fact that the rank of an idempotent in R is equal to the trace of the idempotent (proved in Lemma 7.12) . Note that, viewed in isolation, the statement of the corollary does not involve the rank r.
The above result is not true in general for von Neumann algebras that are not finite. In [1, Example 3.1], an example is shown of five idempotents acting on an infinite-dimensional separable complex Hilbert space that are not mutually orthogonal but whose sum is equal to 0, which is an idempotent. If we replace 'idempotents' with 'projections', which are selfadjoint idempotents, the result is well-known to hold in all von Neumann algebras. Based on this, we are inclined to believe that rank identities may help improve understanding of the algebraic structure of finite von Neumann algebras.
The article is organized as follows. In §2, we briefly review basic concepts and results from multiset theory, ring theory and the theory of von Neumann algebras that are relevant to our dicussion. In §3, we discuss basic concepts in lattice theory as preparation for our applications in the context of the divisibility lattice of Bézout domains. We define the notion of a modular map from a lattice to an abelian semigroup and prove some technical lemmas to be used in §5. In §4, we define the L functor from the category of rings to the category of commutative monoids. In §5, we completely characterize the L-monoid of PIDs and the ring of entire functions. In §6, we define and study the notion of ranked rings and prove several abstract rank identities. In §7, we prove that a finite von Neumann algebra may be endowed with a center-valued rank and apply the various rank identities obtained in §6 to study properties of the center-valued rank. Finally in §8, we discuss future directions which are not only of mathematical interest but also of interest to researchers in mathematical statistics who investigate rank equalities and inequalities.
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Preliminaries
In this section, we set up the basic notation to be used throughout the article and briefly review the relevant concepts and results from multiset theory, ring theory and the theory of von Neumann algebras. Notation 2.1. We use the following notation. N := set of natural numbers, Z := set of integers, R := set of real numbers, C := set of complex numbers, Z + := N ∪ {0}, For n ∈ N, n := {1, 2, · · · , n}.
Multiset Theory.
A multiset is a collection of objects in which elements may occur more than once but finitely many times. In [3, §3] , multisets are modeled by N-valued functions on sets counting the multiplicity of each element. We use the language of multisets because of the convenience it affords. For instance, by the fundamental theorem of algebra, the zeroes of a polynomial of degree d over C form a multiset of cardinality d. The primes in the prime factorization of a natural number (n = p α 1 1 · · · p α k k ) form a multiset of cardinality
The underlying set of a multiset A is called the support of A and denoted by S (A). Let A, B be multisets with multiplicity functions m A , m B .
The sum of multisets may be viewed as the multiset version of the notion of disjoint union for sets.
2.2.
Rings. We are interested in the category Rings (as opposed to Rngs) where we require the existence of a multiplicative identity, often denoted by 1. Let R be a ring.
Similarly if there is a v in R such that uv = 1, then u is said to be right-invertible. An element of R which is both left-invertible and right-invertible is said to be invertible.
An invertible element in a ring has a unique left-inverse and a unique right-inverse which are identical. In summary, an invertible element has a unique inverse.
Proof. The results follow from straightforward matrix multiplication computations.
In this article, our discussion involves various kinds of rings and we note their definitions below for quick reference.
Definition 2.5.
(i) An integral domain is a commutative ring in which the product of two non-zero elements is non-zero. (ii) A GCD domain is an integral domain in which any two elements have a greatest common divisor. In other words, for x, y in a GCD domain R, there is a z in R such that for w ∈ R if w | x, w | y, then w | z. (iii) A Bézout domain is an integral domain in which the sum of two principal ideals is a principal ideal. (iv) A unique factorization domain (UFD) is an integral domain in which every non-zero element can be uniquely written as a product of irreducible elements upto order and associates. (v) A principal ideal domain (PID) is an integral domain in which every ideal is a principal ideal.
We have the following class inclusions : PIDs ⊂ Bézout domains ⊂ GCD domainss ⊂ integral domains ⊂ commutative rings.
2.3.
Operator Algebras. For the discussion on operator algebras below, we primarily follow [7] . Let H be a complex Hilbert space and B(H ) denote the set of bounded operators on H . An operator algebra is a * -subalgebra of B(H ). An operator algebra which is closed in the weak-operator topology is said to be a von Neumann algebra. We say that a von Neumann algebra R is finite if every isometry in R is a unitary i.e. V * V = I implies that V V * = I for V ∈ R. The classification theory of von Neumann algebras was initiated by Murray and von Neumann in [10] via the comparison theory of projections ([7, Chapter 6]) which is based on the Murray-von Neumann equivalence relation (denoted ∼) for projections. In the lemma below, we note some results relating the range projection and null projection of various operators in R which is useful for our discussion in §7. 
The set of projections in a von Neumann algebra has a natural order structure based on the cone of positive operators. This ordering induces a complete lattice structure on the set of projections. 
Remark 2.10. As we defined range projections of operators in a represented von Neumann algebra, an important point to clarify is whether this notion is intrinsic to the von Neumann algebra or dependent on its representation. For a self-adjoint element in a von Neumann algebra R, the range projection of A may be defined as the smallest projection E such that EA = A. This definition is based only on the order and algebraic structure of R and is compatible with the definition in the context of its represented form. For an arbitrary operator A in R, the range projection of A may be defined as the range projection of AA * . In §7, we discuss center-valued ranks on finite von Neumann algebras and we emphasize here that the results do not depend on any particular representation of the von Neumann algebra.
Lattice Theoretic Considerations
In this section, we review the basic concepts of lattice theory that are necessary for our discussion. For a detailed account, the reader may consult [2] . We define and study modular maps from a lattice to an abelian semigroup. This serves to provide an economical and insightful language to express our results in §5 in the context of the divisibility lattice associated with a Bézout domain.
Basic Concepts.
A set A with a partial ordering ≤ is said to be a poset. If all elements of A are comparable, then A is said to be a chain. A multiset with support contained in a poset has an obvious partial order inherited from the poset and is called a multiposet. A multiposet all of whose elements are comparable i.e. whose support is contained in a chain, is said to be a multichain.
For a subset H ⊆ A, we say that a is an upper bound of H if h ≤ a for all h ∈ H. An upper bound a of H is said to be the supremum of H (denoted sup H) if for any upper bound b of H, we have a ≤ b. Note that by the antisymmetry of ≤ there can at most be one supremum of H.
A poset (L; ≤) is said to be a lattice if sup{x, y}, inf{x, y} exist for all x, y in L. There are two fundamental binary operations on a lattice L called the join, which is defined as x ∨ y := sup{x, y}, and the meet, which is defined as x ∧ y := inf{x, y}, for x, y in L. The join and the meet are commutative, associative and idempotent. For x, y in L, we say that x covers y if y ≤ x and if y ≤ a ≤ x, then a = y or a = x.
Remark 3.3. For a multisubset X of cardinality n of a lattice L, we have X (1) ≤ X (2) ≤ · · · ≤ X (n) . If X is a multichain, then X (k) is the k-th smallest element in X. It is straighforward from the definitions that for a lattice homomorphism Φ :
Modular Maps.
In this subsection, (L; ∨, ∧) is a lattice with join ∨ and meet ∧. Let (S; +) be an abelian semigroup with the binary operation +.
for all x, y in L.
A modular map from L to R is commonly known as a valuation on L in the lattice theory literature ([2, pg. 74]). In Proposition 3.5 and Theorem 3.6, φ denotes a modular map from L to S. Proposition 3.5. Let x 1 ≤ · · · ≤ x n be a multichain with support contained in L and y be an element of L. Let y 1 := y ∧ x 1 , y i := (y ∨ x i−1 ) ∧ x i for 2 ≤ i ≤ n, and y n+1 := y ∨ x n . Then we have
Proof. With notation as in the statement of the theorem, we inductively prove the following assertions for m ∈ n ,
Clearly y i ≤ x i for 1 ≤ i ≤ n. The statement P (1) follows from the modularity of φ after observing that φ(y)
Let us assume the truth of P (k) for some positive integer k ≤ n − 1. By the induction hypothesis and the modularity of φ, we have
Further by the induction hypothesis, note that
This finishes the proof of the assertion P (k + 1) and by induction, we have that P (m) is true for 1 ≤ m ≤ n. The assertion P (n) is precisely the statement of the theorem.
We proceed inductively. The base case of n = 1 is trivially true. For n ∈ N, let us assume the truth of the assertion for any multisubset of cardinality n with support contained in L. Consider a multisubset Y := {x 1 , x 2 , · · · , x n+1 } with support contained in L and let X := {x 1 , · · · , x n }. Recall that
As L is distributive, for 2 ≤ k ≤ n, we have
It is straighforward to see that
By the induction hypothesis, note that
). Using Proposition 3.5(ii) for the multichain X (1) ≤ · · · ≤ X (n) and x n+1 , we see that
. Thus by the principle of mathematical induction, the assertion of the theorem is true for all n in N.
Divisibility Lattice of GCD Domains.
Let R be an integral domain. Consider the following equivalence relation on R : for r, s in R, r ∼ s if r = us for an invertible element u in R i.e r and s are associates. We denote the equivalence class of r by [r] . The set of equivalence classes of ∼ is denoted by L 1 (R). There is a natural partial order on L 1 (R) based on divisibility. For r 1 , r 2 in R, we say that [r 1 ] ≤ [r 2 ] if r 1 | r 2 . Further, the multiplicative structure on R induces a monoidal structure on L 1 (R) defined by [r 1 ] · [r 2 ] := [r 1 r 2 ] with identity [1] . Note that (L 1 (R); ·) is commutative.
Remark 3.7. For integral domains R, S, let Φ : R → S be a ring homomorphism. As Φ takes invertible elements in R to invertible elements in S, it induces an order preserving map from (L 1 (R); ≤) to (L 1 (S); ≤). Definition 3.8. A totally ordered multiset with support in (L 1 (R); ≤) is said to be a divisor multichain.
The assertions in the following proposition are well-known (or straightforward) and we mention them without proof.
In other words, the identity map ι : (L 1 (R); ∨, ∧) → (L 1 (R); ·) is a modular map and (L 1 (R); ∨, ∧) is a bounded, distributive lattice.
The L Functor
Before embarking on our study of ranked rings in §6, we first set up an algebraic framework for the discussion. In this section, we define a functor L from the category of rings to the category of commutative monoids. This not only serves to provide cleaner notation but also helps us formulate an algorithmic approach towards generating rank identities. In §5, we study the structure of the L-monoid of Bézout domains and obtain a complete picture for principal ideal domains and the ring of entire functions.
Let n ∈ N. For a ring R, we define R n := ⊕ n i=1 R. For a tuple X = (x 1 , x 2 , · · · , x n ) ∈ R n , the support of X (denoted supp(X)) is defined as {i ∈ n : x i = 0}. We use diag(X) to denote the diagonal matrix in M n (R) with the tuple of diagonal entries given by X. For tuples X := (x 1 , · · · , x n ), Y := (y 1 , · · · , y n ) in R n , we define a relation X ∼ n Y if there are invertible matrices A, B ∈ GL n (R) such that diag(X) = A diag(Y )B. We show below that ∼ n is an equivalence relation on R n .
(i) (Reflexivity) X ∼ n X, as diag(X) = I n diag(X) I n for the identity matrix I n in GL n (R).
As a result, diag(X) = (AC) diag(Z) (DB) which implies that X ∼ n Z.
Definition 4.1. A bijection σ : n → n induces a ring automorphism on R n that takes X := (x 1 , · · · , x n ) in R n to (x σ(1) , · · · , x σ(n) ) which by abuse of notation we again denote by σ : R n → R n .
On the set of finite tuples over R, we define a binary operation ⊙ : , it is to be understood that for some positive integer m, the tuples X, Y are in R m and X ∼ m Y . By proposition 4.3(iv), the map ⊙ :
, we have for some integers m 1 , n 1 , m 2 , n 2 ≥ 0 that
Without loss of generality, we may assume n 1 ≤ n 2 and thus [X]
. Hence the relation ∼ is also transitive. In summary, the relation ∼ is an equivalence relation on L ′ (R).
The equivalence class of
We reuse notation and define a binary operation ⊙ : . For rings R, S, let Φ : R → S be a ring homomorphism. By entrywise application of Φ on tuples, we obtain ring homomorphisms from R n to S n for all n ∈ N, which by abuse of notation, we again denote by Φ. Then the map
] is well-defined and has the following properties :
In other words, L(Φ) is a homomorphism between the commutative monoids L(R) and L(S)
Proof. For n ∈ N, note that Φ induces a ring homomorphism from M n (R) to M n (S) by applying it entrywise. Thus it takes diagonal matrices, invertible matrices in M n (R) to diagonal matrices, invertible matrices in M n (S), respectively. As a consequence, for all i ∈ N, the maps L i (Φ) : L i (R) → L i (S) given by L i (Φ)([X]) = [Φ(X)] are well-defined. As Φ(0) = 0, we further conclude that the map L(Φ) :
The L-monoid of Bézout domains
In this section, we study the structure of L(R) for a Bézout domain R. As a warmup exercise, we first determine the L-monoid of fields. Let F be a field and n be a positive integer. For a set E ⊆ n , denote by 1 E the tuple in F n with 1's at the indices in E and 0's elsewhere. If E = ∅, then 1 E = (0, n · · ·, 0). For X in F n , as the non-zero entries in X are invertible in Y ) ). Note that the support of 1 E ⊙ 1 F has cardinality #(E) + #(F ). The above discussion leads us to the following theorem.
Theorem 5.1. The map π : L(F ) → Z + given by π([[X]]) = #(supp(X)) is well-defined and is an isomorphism between (L(F ), ⊙) and (Z + , +).
Lemma 5.2. The natural injection of the lattice (L 1 (R); ∨, ∧) into the abelian semigroup (⊔ i∈N L i (R); ⊙) is a modular map. In other words, for
Proof. Let a, b in R be coprime and c be a non-zero element of R. As R is a Bézout domain, there are elements r, s in R be such that ra + sb = 1. Using Lemma 2.3, we note that the
From the matrix computation below, 
Theorem 5.3. Let x 1 ≤ · · · ≤ x n be a divisor multichain in L 1 (R) and y be an element of
Follows from Lemma 5.2 and Proposition 3.5.
Theorem 5.4. For n ∈ N and a multisubset X := {x 1 , x 2 , · · · , x n } with support contained in L 1 (R), we have ⊙ n i=1 x i = ⊙ n i=1 X (i) . Proof. Follows from Lemma 5.2 and Theorem 3.6.
Proposition 5.5. Let Q be a UFD. For n ∈ N and divisor multichains x 1 ≤ · · · ≤ x n , y 1 ≤ · · · ≤ y n in L 1 (Q), we have ⊙ n i=1 x i = ⊙ n i=1 y i if and only if x i = y i for 1 ≤ i ≤ n. Proof. Consider z 1 , · · · , z n , w 1 , · · · , w n be elements of Q such that
y i and if possible, let x m = y m for some positive integer m ∈ n . Define S := {m, m + 1, · · · , n}. Without loss of generality, we may assume that there is a prime element p in R and α ∈ N such that p α | w m but p α ∤ z m . As x 1 ≤ · · · ≤ x n , y 1 ≤ · · · ≤ y n , note that p α | w i for i ∈ S and p α ∤ z j for j ∈ m . There are
For a permutation σ of n , as #(σ(S)) = n − m + 1 and #( m ) = m, by the inclusion-exclusion principle we have σ(S)∩ m = ∅. Thus there is an index k ∈ S such that σ(k) ∈ m and we have p | a kσ(k) . As a result, for any permutation σ ∈ S n , we have p | n j=1 a jσ(j) . From the formula for the determinant of A
we conclude that p | det(A) and hence A is not invertible contradicting our original assumption that A, B −1 are invertible matrices implementing the equality ⊙ n i=1 x i = ⊙ n i=1 y i . Thus the hypothesis x m = y m for some m ∈ n must be incorrect. In conclusion,
The other direction is straightforward.
Corollary 5.6. For n ∈ N and divisor multichains x 1 ≤ · · · ≤ x n , y 1 ≤ · · · ≤ y n in
Proof. Let f 1 , · · · , f n , g 1 , · · · , g n be entire functions such that
As this is true for all choices of complex numbers z 0 , the set of zeroes (counted with multiplicity) is the same for f i and g i (for each i ∈ n ). Hence, by the Weierstrass product theorem, we conclude that
Corollary 5.7. Let R be a PID or R = O(C). For n ∈ N and multisubsets X := {x 1 , · · · , x n }, Y := {y 1 , · · · , y n } with their respective supports contained in For n ∈ N and x 1 , · · · , x n , y 1 , · · · , y n in L 1 (R), we have Proof. (i) By Theorem 5.4, we may assume without loss of generality that x 1 ≤ · · · ≤ x n , y 1 ≤ · · · ≤ y n . Considering the divisor multichains x 1 ≤ · · · ≤ x n ≤ [0], y 1 ≤ · · · ≤ y n ≤ [0] in L 1 (R), using Proposition 5.5 if R is a PID or Corollary 5.6 if R = O(C), we have that
Using part (i) successively, without loss of generality, we may assume that [0] does not belong to the multiset {x i : i ∈ n } and thus X (n) = [0]. By Theorem 5.4 and Proposition 5.5, we have X (n) = Y (n) . Hence Y (n) = [0] and we conclude that [0] does not belong to the multiset {y i : i ∈ n }. This finishes the proof.
Remark 5.9. We summarize the significance of the results proved above in giving a picture of the structure of L(R). Let k ∈ N. 
]) which proves that S is a monoid homomorphism. The surjectivity of S follows from the fact that S([[⊙ n i=1 [1] ]]) = n for all n ∈ N.
Next we turn our attention to ∆. By Proposition 3.9 and Theorem 3.6, we see that
]) which proves that ∆ is a monoid homomorphism. The surjectivity of ∆ follows from the fact that ∆([[r]]) = [r] for r in R.
Remark 5.12. Note that (L 1 (F [t] ), ·) is not singly generated as a monoid. This is because there is no non-trivial polynomial that divides every polynomial in F [t]. By Proposition 5.11, we conclude that (L(F [t]), ⊙) is not singly generated as a monoid and hence L(F [t]) ≇ Z + ∼ = K 0 (F [t]) + . This shows that the L functor is distinct from the K 0 functor. Definition 5.13. Let Q be a UFD and P be the set of elements of the lattice (L 1 (Q); ∨, ∧) that cover [1] . Note that p ∈ P if and only if there is an irreducible element r in Q such that p = [r]. An element x of (L 1 (Q); ·) may be uniquely written as the product of elements of P upto permutation. For p ∈ P, we define maps π p : L 1 (Q) → Z + ∪ {∞} by π p (x) = sup{α ∈ Z + : p α ≤ x} for x = [0] and π p ([0]) = ∞. In essence, π p spits out the multiplicity of p in the factorization of x = [0]. Note that π p is a lattice homomorphism.
Lemma 5.14. Let Q be a UFD and P be the set of elements of L 1 (Q) that cover [1] . For x, y in L 1 (Q), we have x = y if and only if π p (x) = π p (y) for all p in P.
Proof. This is a rephrasing of the fact that every element of the monoid (L 1 (Q); ·) has a unique factorization into elements of P upto permutation.
Theorem 5.15. Let Q be a UFD and P be the set of elements of L 1 (Q) that cover [1] . Let X := {x 1 , · · · , x n }, Y := {y 1 , · · · , y n } be finite multisubsets of equal cardinality with their respective supports contained in L 1 (Q). Then ⊙ n i=1 x i = ⊙ n i=1 y i if and only if π p (X) = π p (Y ) for all p ∈ P.
Proof. By Theorem 5.4, we have ⊙ n i=1 x i = ⊙ n i=1 y i if and only if X (k) = Y (k) for all k ∈ n . By Lemma 5.14 and Remark 3.3, for 1 ≤ k ≤ n, we see that
As Z + is totally ordered, any multisubset with support contained in Z + is a multichain and we conclude that π p (X) (k) = π p (Y ) (k) for all p ∈ P and all k ∈ n if and only if π p (X) = π p (Y ) for all p ∈ P.
In §6, we use Theorem 5.15 to generate rank identities.
Ranked Rings and Rank Identities
Throughout this section, we use R to denote a ring and G to denote a commutative monoid. Appropriate subscripts are introduced when multiple rings or commutative monoids are being discussed. The additive identities are all denoted by 0, multiplicative identities by 1 and their usage will be clear from the context. 6.1. Ranked Rings. Definition 6.1. A G-rank system or simply rank system for R is a sequence of maps ρ = (ρ n ) n∈N , ρ n : M n (R) → G satisfying the following properties : When the domain is clear from context, we denote the maps ρ n simply by ρ. With the G-rank system ρ, R is said to be (G, ρ)-ranked. Remark 6.2. Let R be a (G, ρ)-ranked ring. For n ∈ N and elements a 1 , a 2 , · · · , a n in R, we have n i=1 ρ(a i ) = 0 if and only if a 1 = a 2 = · · · = a n = 0. This follows from property 6.1(a), 6.1(c) as n i=1 ρ(a i ) = ρ(diag(a 1 , a 2 , · · · , a n )). Remark 6.3. Let {ρ n } n∈N be a G-rank system for R and m ∈ N. For n ∈ N, define ψ n := ρ mn . Clearly ψ = {ψ n } n∈N is a G-rank system for M m (R). As ψ ⊆ ρ, by abuse of notation, we may say that M m (R) is (G, ρ)-ranked. It is useful to note that the rank identities we prove over R in this section also hold for matrices over R.
Consider a ring embedding Φ : S ֒→ R. The maps from M n (R) to M n (S) induced by entrywise application of Φ preserve invertibility and take diagonal matrices to diagonal matrices. Thus ρ • Φ := {ρ n • Φ} n∈N defines a G-rank system for S. The injectivity of Φ ensures that ρ • Φ satisfies property 6.1(c). Example 6.4.
(i) A field F has a Z + -valued rank system with ρ n (A) = rank(A) for A ∈ M n (F ).
(ii) Let R be a finite von Neumann algebra with center Z and let τ n : M n (R) → Z (n ∈ N) denote the unique center-valued trace. In §7, we show that R has a Z +valued rank system with ρ n (A) = nτ n (R[A]) for an operator A in M n (R).
Rank Identities.
In this subsection, R denotes a (G, ρ)-ranked ring. Whenever we make assumptions on the structure of R, it is to be understood that these hypotheses are in addition to the above umbrella hypothesis. As the assertions in the results involve the rank system ρ, it is unlikely to be a source of confusion. In the major theorems, we state all the hypotheses for the sake of completion.
Proof. This is straightforward from the definition of L(R) and the properties 6.1(a), (b), (c) for ρ. Theorem 6.6. Let R be a (G, ρ)-ranked ring and F be a subfield of the center of R. For non-zero polynomials p 1 , · · · , p n , q 1 , · · · , q n in F [t], if
Proof. Note that if (6.1) holds, then by Corollary 5.7, we have
. As F is in the center of R, the element x commutes with F . By the universal property of the univariate polynomial ring over F , the evaluation map E : 
ρ(E(q i )).
Remark 6.7. Note that by Corollary 5.8(ii), for non-zero polynomials p 1 , · · · , p m , q 1 , · · · , q n in
, then m = n. This illustrates that choosing the same number of polynomials for both sides of the rank identity in Theorem 6.6 is not restrictive in this framework.
6.2.1. An Algorithm to Generate Rank Identities . Let F be a field.
1. Start with distinct irreducible polynomials p 1 , · · · , p n in F [t].
2. Construct an m × n matrix Λ = (λ ij ), (i, j) ∈ m × n with entries from Z + . Define
Shuffle the entries in each column of Λ to obtain an m × n matrix µ = (µ ij ), (i, j) ∈ m × n with entries from Z + . Define r i := n j=1 p
We say that µ is an intra-column shuffle of Λ and vice versa. We say that the tuple of polynomials (q 1 , · · · , q n ) is affiliated with the matrix Λ, and (r 1 , · · · , r n ) is affiliated with µ (with respect to {p 1 , · · · , p m }). Note that F [t] is a PID and hence a UFD. By Theorem 5.15 and Theorem 6.6, for an element x of a ranked F -algebra, we have the following rank identity : are intra-column shuffles of each other. As (1, p 1 p 2 ) is affiliated with Λ, and (p 1 , p 2 ) is affiliated with µ, the conclusion follows from (6.2). Proof. From Corollary 6.9 and using the cancellation property of G, we have ρ(x)+ρ(1−x) = ρ(1) if and only if ρ(x − x 2 ) = 0. Using property 6.1(c), we conclude that x − x 2 = 0. Theorem 6.11. Let R be a (G, ρ)-ranked complex Banach algebra. For entire functions f 1 , · · · , f n , g 1 , · · · , g n in O(C) if
Proof. The proof is almost identical to that of Theorem 6.6 with the polynomial functional calculus replaced by the holomorphic functional calculus. If (6.3) holds, then by Corollary
in L(O(C)). By the holomorphic functional calculus for complex Banach algebras, there is a ring homomorphism E :
ρ(E(g i )). Example 6.12. As cos 2 (θ) + sin 2 (θ) = 1 for all θ ∈ C, the entire functions cos(z), sin(z) are coprime in O(C). Let f 1 = cos(z), f 2 = sin(z) and g 1 = 1, g 2 = sin(2z) be elements of O(C).
We have
Thus for T in a complex Banach algebra with a rank system ρ, we have the following rank identity : ρ(cos(T )) + ρ(sin(T )) = ρ(1) + ρ(sin(2T )).
In particular, this identity holds in finite von Neumann algebras for the center-valued rank which is defined in §7.
In the rest of the subsection, we prove several rank identities involving idempotents in R. For some of these results, we require the additional assumption that G have the cancellation property. In Theorem 6.21, we require that 2 be invertible in R. As the structure of the proofs is quite similar, we outline the basic strategy to streamline the process.
Step 1. We consider matrices A, B in M n (R) and prove that they are invertible by explicitly finding matrices
Step 2. For matrices X, Y in M n (R), we show that AXB = Y .
Then we use property 6.1(b) for ρ to conclude that ρ(X) = ρ(Y ). Steps 1, 2 in the proofs involve direct verification via matrix multiplication for the appropriate choices of A, B, A ′ , B ′ . The process of discovery of these matrices in M n (R) is not explicitly worked out for the sake of brevity and hence their choice may look mysterious. It may help to recognize that the key constitutive steps involve elementary row or column operations on X to arrive at Y . These elementary operations are neatly packaged by combining the successive row operations in A and the successive column operations in B. Lemma 6.13. For elements x, y, e in R with e being idempotent, we have :
Proof.
Step 1.
(for (i)-(iv) ) 1 0
Step 2. Step 1.
(for (i), (ii) ) 1 0 0 1 = 0 1 1 0 2
Step 2.
(for (i)) e f 0 0
Thus ρ e f 0 0 = ρ f e 0 0 , ρ e 0 f 0 = ρ f 0 e 0 . As a result, (i), (ii) follow from Lemma 6.13(iii), (iv), respectively. Lemma 6.15. If G is cancellative, then for idempotents e, f in R, we have
we first prove that [X] = [Y ] in L 1 (M 4 (R)).
Step 1. Proposition 6.20. For idempotents e, f in R, the following rank identity holds.
and ρ(f 2 ) = ρ(f ). By Remark 6.3 and Lemma 6.13, we have ρ f 2 e 2
Theorem 6.21. Let the central element 2 in R be invertible and let G be cancellative. Then for idempotents e, f in R,
Proof. For X, Y in M 3 (R) as below,
Step 1. Step 2. Using the cancellation property of G, we observe that ρ(e + f ) = ρ((1 − f )e(1 − f )) + ρ(f ). By symmetry, we also have ρ(e + f ) = ρ(e) + ρ((1 − e)f (1 − e)). Proof. Note that (e−f )(e+f −1) = ef −f e. We prove that diag(ef −f e, 1), diag(e−f, e+f −1)
Step 1. Use Lemma 2.4 with the appropriate choices of x, y for Step 2 below.
For idempotents e, f in R, we have the following rank identities :
Proof. (i) Follows from Proposition 6.22 and Theorem 6.5.
(ii) As ef + f e = (e + f ) 2 − (e + f ), the result follows from Corollary 6.9.
The Center-Valued Rank
Throughout this section, we use R to denote a finite von Neumann algebra acting on a complex Hilbert space H , and Z to denote its center. Keeping in mind Remark 2.10, we clarify that the results are independent of any particular representation of R. The unique center-valued trace from R to Z is denoted by τ : R → Z . For n ∈ N, the set of n × n matrices over R is denoted by M n (R) ∼ = R ⊗ M n (C), which is a finite von Neumann algebra acting on ⊕ n i=1 H . There is a natural isomorphism between the center of M n (R) and Z . Let τ n be the unique faithful and normal center-valued trace for M n (R) taking values in Z via the isomorphism. For an operator A = (A ij ) 1≤i,j≤n in M n (R), it is not hard to see that τ n (A) = 1 n (τ (A 11 ) + · · · + τ (A nn )). Note that τ 1 = τ . In this section, we prove that finite von Neumann algebras can be endowed with a center-valued rank system. In the proposition below, we prove fundamentally useful results on the center-valued rank some of which may be found in [6] . (v) Follows from part (i) and Lemma 2.8 (iii).
(vi) Note that as Z is a commutative C * -algebra, it makes sense to talk about the minimum of two self-adjoint operators in Z . By Proof. As M n (R) is a finite von Neumann algebra and ρ n is a scalar multiple of the centervalued rank on M n (R), the assertions follow from Proposition 7.2.
Theorem 7.5. The finite von Neumann algebra R has a Z + -valued rank system given by
Proof. Note that Corollary 7.4 has the ingredients to verify property 6.1(b), 6.1(c) for the rank system {ρ n } n∈N . We prove property 6. Proof. By the polar decomposition theorem for finite von Neumann algebras, there is a unitary U and a positive operator X in R such that E = UX. As E is an idempotent, we have UXUX = UX which implies that XUX = X. Note that for n ≥ 1, τ (UX n+1 ) = τ (XUX n ) = τ (X n ) and thus τ (UXp(X)) = τ (p(X)) for every polynomial p(t) over the complex numbers divisible by t. As the continuous functions t r , 0 < r ≤ 1 on [0, 1] can be uniformly approximated by polynomials divisible by t, we have τ (UX · X r ) = τ (X r ) for 0 < r ≤ 1. Taking the limit in the strong operator topology as r → 0 and using the normality of τ , we see that τ (UXR[X]) = τ (R[X]). Clearly R[X]X = X and by taking adjoints, note that XR[X] = X. Thus τ (E) = τ (UX) = r(X) = r(UX) = r(E).
Theorem 7.13 (Generalized Cochran's Theorem). Let A 1 , · · · , A n be operators in R and E be an idempotent in R such that n i=1 A i = E and n i=1 r(A i ) = r(E). Then the A i 's are mutually orthogonal idempotents i.e.
Proof. We proceed inductively. Consider the first non-trivial base case of n = 2. Let A 1 , A 2 be operators in R such that E := A 1 + A 2 is an idempotent. Let r(A 1 ) + r(A 2 ) = r(A 1 + A 2 ). With F := I − E, by Proposition 7.10, observe that r(A 1 ) + r(A 2 ) + r(F ) = r(E) + r(F ) = I. From the sub-additivity of the rank, we see that I ≤ r(A 1 )+r(I −A 1 ) ≤ r(A 1 )+r(A 2 )+r(F ) = I which implies r(A 1 ) + r(I − A 1 ) = I. Thus by Proposition 7.10, A 2 1 = A 1 and by a similar argument, A 2 2 = A 2 . As r(E − A 1 ) + r(A 1 ) = r(E), by Corollary 7.8, we have
We conclude that A 1 , A 2 are mutually orthogonal idempotents.
For k ≥ 3, let us assume that the assertion is true for any collection of k − 1 operators satisfying the given conditions. For A 1 , · · · , A k in R, let E := k i=1 A i be an idempotent and r(E) = k i=1 r(A i ). Define A := A 1 + · · · + A k−1 and B := A k . Note that A + B = E and from the sub-additivity of the rank, r(E) ≤ r(A) + r(B) ≤ n i=1 r(A i ) = r(E). Thus r(A) + r(B) = r(E). From the base case of n = 2, we have A, B are idempotents and AB = BA = 0. Further r(A) = n−1 i=1 r(A i ). By the induction hypothesis, we have A i A j = δ ij A i , 1 ≤ i, j ≤ n − 1. Note that we can choose B to be any of the A i 's. Thus we conclude that
Corollary 7.14. For idempotents E 1 , E 2 , · · · , E n in R, the operator E 1 + E 2 + · · · + E n is idempotent if and only if the E i 's are mutually orthogonal i.e.
Proof. Let E := E 1 + · · · + E n be an idempotent. As τ (E) = τ (E 1 ) + · · · + τ (E n ), by Lemma 7.12 we have r(E) = r(E 1 ) + · · · + r(E n ). By Theorem 7.13, we conclude that the E i 's are mutually orthogonal. To prove the converse, we just need note that ( Proof. Let Ψ : R → R be a unital rank-preserving bounded linear map. Thus Ψ(I) = I and r(Ψ(A)) = r(A) for all A in R. By Proposition 7.10, if E is an idempotent in R, then r(Ψ(E)) + r(I − Ψ(E)) = r(Ψ(E)) + r(Ψ(I − E)) = r(E) + r(I − E) = r(I) and thus Ψ(E) is an idempotent. In other words, Ψ takes idempotents to idempotents. By Proposition 7.7(iv)-(v), note that r(Ψ(E)Ψ(F ) + Ψ(F )Ψ(E)) = r(EF + F E) and r(Ψ(E)Ψ(F ) − Ψ(F )Ψ(E)) = r(EF − F E). Thus if EF = F E = 0, then Ψ(E)Ψ(F ) = Ψ(F )Ψ(E) = 0. In other words, Ψ takes mutually orthogonal idempotents to mutually orthogonal idempotents.
By the spectral theorem, a self-adjoint element A in R with finite spectrum {λ 1 , · · · , λ n } ⊂ R may be written as n
As the set of self-adjoint operators with finite spectrum is dense in the set of self-adjoint operators and Ψ is bounded, we have Ψ(A 2 ) = Ψ(A) 2 for all self-adjoint operators A. Thus for self-adjoint A 1 , A 2 , we see that Ψ(A 1 A 2 +A 2 A 1 ) = Ψ((A 1 +A 2 ) 2 −A 2 1 − A 2 2 ) = (Ψ(A 1 ) + Ψ(A 2 )) 2 − Ψ(A 1 ) 2 − Ψ(A 2 ) 2 = Ψ(A 1 )Ψ(A 2 ) + Ψ(A 2 )Ψ(A 1 ). An operator T in R may be written as H + ιK for self-adjoint operators H, K. Thus Ψ(T 2 ) = Ψ(H 2 − K 2 ) + iΨ(HK +KH) = Ψ(H) 2 −Ψ(K) 2 +ι(Ψ(H)Ψ(K)+Ψ(K)Ψ(H)) = (Ψ(H)+ιΨ(K)) 2 = Ψ(T ) 2 .
Thus for all T ∈ R, Ψ(T 2 ) = Ψ(T ) 2 and Ψ is a Jordan homomorphism. By Lemma 7.12, for an idempotent E in R, we have r(E) = τ (E) and r(Ψ(E)) = τ (Ψ(E)). Thus τ (E) = τ (Ψ(E)) and using the spectral theorem and the continuity of Ψ, we conclude that Ψ preserves the center-valued trace.
Concluding Remarks
In this section, we discuss potential future directions. We pose some open questions which we hope will serve as a guide to facilitate a more comprehensive understanding of rank identities. 8.1. Free Associative Algebras. In this article, we have identified the importance of a natural language to help develop a classification theory for rank identities. To this end, we computed the L-monoid of PIDs and O(C). For a field F , let F t 1 , · · · , t n denote the free associative algebra over F in the indeterminates t 1 , · · · , t n . We consider the problem of determining the structure of the L-monoid of F t 1 , · · · , t n to be the natural next step in keeping with the spirit of the program. Proof. By Lemma 2.4, for r ∈ F t 1 , t 2 the following matrices r 1 1 0 , 1 r 0 1 , 1 0 r 1 , 0 1 1 r are invertible in M 2 (F t 1 , t 2 ). It is straightforward to check the two matrix computations below.
(8.1) 1 + t 2 t 1 0 0 1 = t 2 1 1 0 1 t 1 0 1 1 + t 1 t 2 0 0 1 1 0 −t 2 1 −t 1 1 1 0 ,
(i) By (8.1), we conclude that [1 + t 1 t 2 ] ⊙ [1] = [1 + t 2 t 1 ] ⊙ [1] in L 2 (F t 1 , t 2 ).
(ii) By (8.2), we conclude that [t 1 (1 + t 2 t 1 )] ⊙ [1] = [t 1 ] ⊙ [1 + t 2 t 1 ] in L 2 (F t 1 , t 2 ).
Theorem 8.2. Let R be a (G, ρ)-ranked ring and F be a subfield of the center of R. For non-commutative polynomials p 1 , · · · , p k , q 1 , · · · , q ℓ in F t 1 , · · · , t n , if
in L(F t 1 , · · · , t n ) then for x 1 , · · · , x n in R, we have k i=1 ρ(p i (x 1 , · · · , x n )) = ℓ i=1 ρ(q i (x 1 , · · · , x n )).
Proof. Note that the elements x 1 , · · · , x n commute with F as F is in the center of R. The proof is similar to that of Theorem 6.6 using the universal property of the free associative algebra over F in n indeterminates. The above corollary gives us a glimpse of rank identities involving any two elements of a ranked F -algebra. An answer to Question 8.1.1 would give a more complete picture. 8.1.1. Question 1. What is the structure of the L-monoid of F t 1 , t 2 ? What is L(F t 1 , · · · , t n )?
In §6, we proved several rank identities involving two idempotents in a ranked ring which were crucial for our applications to finite von Neumann algebras. A systematic classification of such rank identities would involve an answer to the following question. 8.1.2. Question 2. Let (t 1 − t 2 1 , t 2 − t 2 2 ) denote the two-sided ideal of F t 1 , t 2 generated by the noncommutative polynomials t 1 − t 2 1 , t 2 − t 2 2 . What is the structure of the L-monoid of F t 1 , t 2 /(t 1 − t 2 1 , t 2 − t 2 2 )? 8.1.3. Question 3. What is the structure of the L-monoid of the polynomial ring F [t 1 , · · · , t n ]? What does the L-monoid of UFDs look like ?
8.2. The L Functor. Before attempting to answer the questions raised in §8.1, it may be worthwhile to undertake a thorough study of the L functor. For instance, one could extend the range of the functor to the category of ordered abelian groups via the Grothendieck group construction. One could further extend L to rngs (rings which do not necessarily have a multiplicative identity) via the standard unitization procedure and then using the corresponding exact sequence. Exploring various properties of the functor would certainly be of mathematical interest with direct applications to the theory of rank identities.
8.2.1. Question 4. Is the L functor exact? half-exact? Does it preserve limits?
In view of the Banach-Stone theorem, a ring invariant leads to a topological invariant of compact Hausdorff spaces. But such invariants are not always useful as their computation may be an uphill task and not readily interpretable. A description of the germ of continuous functions at a point in, say [0, 1], seems to be quite intractable. This suggests that determining the structure of L(C([0, 1]; C)) would be even more so. 
