R ecent papers in Animal Behaviour concerning statistical power analysis have generated an interesting discussion concerning how the results of a significance test should be interpreted (Greenwood 1993; Thompson & Neill 1993; Johnsson 1996; Thomas & Juanes 1996) . These discussions are welcome and overdue, and have surely improved the quality of manuscripts submitted to Animal Behaviour. I believe, however, that there is still room for improvement, and that this improvement should be relatively painless to authors. This improvement depends upon a basic understanding of the relationship between statistical power, the strength of the biological association or effect present, and P values, and what this means for the way in which the results of a significance test are interpreted.
Power is defined as the probability of rejecting a false null hypothesis and depends upon three related variables: the sample size (N), the magnitude of the effect or association in the population (i.e. the size of the differences between group means, and the variance associated with these differences, or the strength of the correlation), often referred to as the effect size, and the 'significance criterion' (Cohen 1992) . The significance criterion here refers to the preset type I error rate (alpha), or what Animal Behaviour's 'Instructions to Authors' refer to as a significance threshold. The relationship between power, sample size, effect size and significance threshold implies several things. Because power increases with sample size, for a given effect, larger sample sizes will generally result in lower P values. Thus, if sample sizes for similar experiments are different, P values will differ even if both experiments have detected the same effect. Similarly, identical P values will rarely mean identical effect sizes. Additionally, power increases as measurement error decreases (something often not mentioned in discussions of power) so that two experiments that both result in a mean difference between experimental and control groups of (say) 10 g may result in very different P values if one study was conducted in the field on wild animals and another conducted under semicontrolled conditions with captive animals (Hurlbert 1994) . What this means is that stating that the results of one study are statistically significant while another's are nonsignificant, 'moderately significant', or 'highly significant' says very little about the biological conclusions one should draw from these experiments. Understanding the relationship between power and sample size, and thus P values, is important. However, power is always defined as the probability of getting a significant result at a prespecified significance threshold, traditionally set at 0.05. Animal Behaviour's 'Instructions to Authors' state that 'departure from a significance threshold of 0.05 should be stated and justified . . .'. I would like to argue that in the field of animal behaviour, preset significance thresholds and the accept/reject decisions that accompany them are not logical, and should perhaps be abandoned. This does not mean that I advocate eliminating significance tests, as I will explain, but rather that perhaps there are more reasonable ways to use them in the study of animal behaviour. My primary purpose in writing this commentary is not to suggest that what we are currently doing in the field is bad science, but simply that there is room for improvement.
The Origin of Preset Significance Thresholds
The practice of conducting a significance test with a preset minimum acceptable significance threshold and then making a binary decision to reject or fail to reject a null hypothesis may be referred to as the 'NeymanPearson School of Statistical Inference', named after Jerzy Neyman and Egon Pearson (Gigerenzer et al. 1989; Oakes 1990) . This is the method that most resembles what
