We first demonstrate that neural correlation statistics between frequency organized 1 1 1 (tonotopic) neural ensembles in the auditory midbrain are highly structured containing both time 1 1 2 and frequency dependent information that can be used to recognize sounds. Using a neurally-1 1 3
inspired sound representation, we then characterize the modulation correlation statistics of 1 1 4
various sound categories and demonstrate how such statistics could be read out by the auditory 1 1 5 system for sound category identification. 1 1 6 1 1 7
Decoding Neural Ensemble Correlation Statistics to Recognize Sounds
We used multi-channel, multi-unit neural recordings in the auditory midbrain (inferior 1 1 9 colliculus, IC) of unanesthetized rabbits to characterize and determine whether neural 1 2 0 correlations between recording sites in the IC are affected by the correlation structure of natural 1 2 1 sounds and whether such neural ensemble statistics could potentially contribute to sound 1 2 2 recognition. 1 2 3
The spatio-temporal correlation statistics from an example penetration site demonstrate 1 2 4
the diversity of neural ensemble correlation statistics observed in a frequency organized 1 2 5 recording site. As expected for the principal nucleus of the IC, frequency responses areas are 1 2 6 tonotopically organized varying from low to high frequency with recording depth (Fig. 1A ; ~2-1 2 7 12 kHz; low frequencies more dorsal, high frequencies more ventral) and, for this reason, spatial 1 2 8
correlations are referred to as spectral correlations in what follows. After cross-correlating the 1 2 9 outputs of each recording site (see Materials and Methods) we find that neural ensemble 1 3 0 correlation statistics to natural sound textures are highly diverse (Fig. 1H , I). The spectral 1 3 1 correlation matrix (at zero-time lag) reflects the instantaneous correlation of the neural activity 1 3 2 between different frequency organized recordings sites ( Fig. 1C for fire; 1F for water) and is 1 3 3
analogous to the frequency coincidence detection previously proposed for pitch perception 22 . In 1 3 4 contrast, the autocorrelograms for each recording site reflect the temporal correlation structure of 1 3 5
the neural activity at different recording locations ( Fig. 1D for Fire; 1G for water). The neural 1 3 6
response correlation structure of the same penetration site for five natural sounds (crackling fire, 1 3 7 bird chorus, speech babble, running water, rattling snake) are shown both along the spectral ( Fig.  1  3  8 1H; i.e., different recording sites with different best frequencies) and temporal dimensions. We 1 3 9
find distinct patterns for both spatial/spectral ( Fig. 1H ) and temporal (Fig. 1I ) correlations. For 1 4 0 instance, in this penetration site, the water and crowd have a similar spatial correlation matrices 1 4 1
with the highest correlations localized to neighboring low frequency channels (<4 kHz, along the 1 4 2 diagonal). Correlations are much more extensive and widespread for the fire and bird chorus, 1 4 3 extending across the entire array. Nearby channels are still highly correlated (along the 1 4 4 diagonal), but distant recording channels also have high correlations. The rattling snake sound, 1 4 5 by comparison has its own distinct correlation patterns where channels with best frequencies 1 4 6 above ~2 kHz are strongly correlated with one another. 1 4 7
In the time-domain, the temporal correlations of the neural activity likewise have unique 1 4 8
patterns and time-scales for each sound (Fig. 1I) . The temporal correlations for the crowd and 1 4 9
water sounds are relatively fast ( Fig. S3C; 3 .0 ms, width at 50% of the maximum; 4.9 and 5.9 ms 1 5 0 width at 10% of the maximum). By comparison, although the bird chorus sounds have a similar 1 5 1 sharp temporal correlation (4.9 ms half width), there is also a broader and substantially slower 1 5 2 component (112 ms, 10% width). The crackling fire produces similarly fast neural correlations typically consist of mixtures of randomly arriving sound elements (e.g., water droplets, air 3 1 4 bubbles, etc.) and have been shown to be perceptually well described by average statistics 2,7 . By 3 1 5
comparison, vocalized sounds have a somewhat lower nonstationary index (SI=0.28 േ 0 . 0 4 ; 3 1 6 meanേSEM) at the analysis time-scales employed. This is expected given that vocalizations 3 1 7
transition from periods of silence and vocalizations at time-scales of just a few Hz 26 and even 3 1 8
within vocalization segments the correlation structure can vary dynamically from moment-to-3 1 9
moment (e.g., Fig. 5 ). In the classification analysis that follows, we aim to describe this 3 2 0 nonstationary structure and determine to what extent ignoring nonstationary impairs sound 3 2 1 categorization. 3 2 2 3 2 3
Decoding Correlation Statistics to Categorize Sounds
Given that the neural ensemble correlation statistics are strongly modulated by the 3 2 5
correlation structure in sounds and that natural sound ensembles have highly varied spectro-3 2 6
temporal correlation statistics, we next tested whether these high-order correlation statistics 3 2 7
could directly contribute to sound category identification. Here we aim to quantify the specific 3 2 8
contributions of spectral and temporal correlations as well as the overall accuracy of 3 2 9
classification when both features are used. While both spectral and temporal envelope cues can 3 3 0
contribute to a variety of perceptual phenomena they often do so differentially. For instance, 3 3 1 speech recognition can be performed with low spectral resolution so long as detailed temporal 3 3 2 information is preserved in each frequency channel 28 . By comparison, music perception requires 3 3 3 much finer spectral envelope resolution 29 . Thus, it is plausible that one of the two dimensions 3 3 4
(temporal or spectral) could be more informative for specific sound categories or for the sound 3 3 5 category identification task as a whole. 3 3 6
Rather than using a minimum distance classifier on the time-averaged correlations (i.e., 3 3 7 Fig. 3 and 4) , such as the one we used for classifying neural correlations, here we develop a 3 3 8
probabilistic model of the short-term correlation statistics. After computing the time-varying 3 3 9
correlations for purely spectral, temporal, or spectro-temporal correlations (Fig. 5 ), we reduce the 3 4 0 dimensionality of the features using principal component analysis (Fig. S4 ). We then fit the low-3 4 1 dimensional representation of the correlations using an axis-aligned Gaussian mixture model for 3 4 2 each sound category (see Materials and Methods). After training, we classify test sounds by 3 4 3
comparing the posterior probability of the sounds under the mixture models of each category. By 3 4 4
limiting the short-term correlations to spectral ( Fig. 5C and G), temporal ( Fig. 5D and H), or 3 4 5 spectro-temporal ( Fig. 5B and F) we can measure how each of these acoustic dimensions 3 4 6
contributes to categorizing sounds (see Materials and Methods). Ignoring the nonstationary 3 4 7 structure by averaging the statistics over time impaired the sound category performance, 3 4 8
particularly for short duration sounds where the nonstationary classifiers had ~25% higher 3 4 9 accuracy compared to the classifier based on averages (Fig. S5) . The time-varying statistical 3 5 0 structure of the sounds can, thus, contribute to more accurate sound categorization.
We optimized the model and classifier for each task separately using multiple temporal 3 5 2 resolutions (߬ ௐ ൌ 25-566 ms; Fig. 6A ) while using the maximum sound duration (10 s). The 3 5 3 optimal resolution for both the temporal and spectral correlation classifiers is 141 ms, while the 3 5 4
optimal resolution for the joint spectro-temporal correlation classifier is slightly faster (100 ms). 3 5 5
For both spectral, temporal and spectro-temporal correlations, the classifier performance is above 3 Here we have demonstrated that natural sounds can have highly structured spectro-3 9 7
temporal correlations and that this acoustic structure induces highly structured correlations 3 9 8
between neural ensembles in the auditory midbrain. Stimulus-driven correlation structure, in 3 9 9
both time and frequency (or space), is highly informative and conveys information about the 4 0 0 sound identity, with evidence accumulation times on the order of a few seconds. Spectral and 4 0 1 temporal correlations both contain information about sound categories and, nonstationary 4 0 2 correlation structure conveys information beyond the corresponding time-average sound 4 0 3
correlations. Altogether, these results demonstrate how time-varying correlations between 4 0 4 modulations of sounds and the resulting correlations in frequency organized neural ensembles 4 0 5
have the capacity to contribute to sound recognition. 4 0 6 4 0 7
Using Sound Driven Correlation Statistics for Recognition 4 0 8
Previous work on how populations of neurons encode stimuli has emphasized the distinct 4 0 9
roles of noise-driven and stimulus-driven correlations between neurons in limiting the 4 1 0 information capacity of neural ensembles. Noise correlations, which are the result of coordinated 4 1 1
firing not directly related to the stimulus structure, are thought to limit the encoding of sensory 4 1 2
information 19, 20 . At the same time, theories of efficient coding suggest that neural ensembles 4 1 3
should minimize the amount of stimulus-driven correlated firing to limit redundancies in the 4 1 4 neural code 10, 11, 18 . Here we find that stimulus-driven correlations between neural ensembles in 4 1 5
the IC are highly structured. In contrast, the noise correlations in our neural data are largely 4 1 6
unstructured. They are localized primarily to nearby recording channels as well as to brief time-4 1 7 epochs, and they do not vary systematically with the sound (Fig S2.1 Indeed, recent studies on sound textures confirm that correlation structure is a critical cue 4 2 4 required to create realistic impressions of sounds 2 . And there is growing evidence from neural 4 2 5
recordings that neural correlations can convey information about stimuli or behavior during 4 2 6 decision making [30] [31] [32] . Our findings extend these views, by demonstrating that neural ensembles 4 2 7
in a mid-level auditory structure can directly signal sound correlation structure and that sound 4 2 8
categories have unique correlation statistics that may promote sound categorization. 4 2 9 4 3 0
Biological Plausibility 4 3 1
While our results demonstrate that neural ensemble correlations in the auditory midbrain 4 3 2 are highly structured in both the spectral and temporal domains, how and if such information is 4 3 3 used by higher brain regions needs further exploration. One possible mechanism for representing 4 3 4
correlations between neurons has been previously considered for pitch detection: the frequency 4 3 5 coincidence detection network 22, 23 . The key proposal of this network is that neurons encoding 4 3 6 different frequencies project onto the same downstream neurons that then detect coincident 4 3 7 frequencies. Given that anatomical connections within and beyond the IC can span a broad range 4 3 8 of frequencies, the central auditory system anatomy allows for such a possibility. Many 4 3 9
projection neurons in the IC have collaterals that extend across multiple frequency-band lamina 4 4 0 and send their outputs to auditory thalamus 33 A key question brought up the model and neural data is the extent to which spectral and 4 4 9
temporal correlations individually contribute to sound recognition. The auditory model suggests 4 5 0 that both can contribute roughly equally for the sound categories tested, and performance is only 4 5 1 marginally better when the two dimensions are combined. On the other hand, although the neural 4 5 2 classification performance favors spectral (i.e. spatial) correlations over temporal, both sets of 4 5 3
features have discriminative power. However, when the tonotpic organization is removed so that 4 5 4
purely temporal correlations are used for the neural data, the temporal classifier performance is 4 5 5 substantially reduced. This reduced performance is not observed in the model, since the temporal 4 5 6
classifier used is specifically designed to isolate strictly temporal cues (see Materials and 4 5 7
Methods). The observed difference between model and neural data may partly reflect differences 4 5 8
in the sound paradigm and classifier used (single sound identification versus category 4 5 9 identification). It is also possible that such differences are partly attributed to neural mechanisms 4 6 0
not captured by the model, including spectro-temporal nonlinearities 1 or adaptation 36 at the 4 6 1 level of the IC. As such, more extensive studies are necessary to parse out differences between 4 6 2 the two domains. 4 6 3
Insofar as neural mechanisms for computing the sound correlation statistics, spectral 4 6 4 models have broader biological support. Spectral correlations could be computed using simple 4 6 5
coincidence detection, where two sound modulated inputs tuned to distinct frequencies converge, 4 6 6 multiplicatively on downstream neurons. This type of spectral convergence is widespread in 4 6 7
auditory system anatomy and the required multiplicative interactions have been previously 4 6 8
described 37, 38 . On the other hand, computing temporal correlations requires coincidence 4 6 9 detection of activity occurring at different times. Delay lines, differences in integration times, or 4 7 0 feedback loops could all subserve these computations (with increasing temporal differences), but 4 7 1 these phenomena are more speculative and lack strong anatomical or physiologic evidence. 4 7 2 4 7 3
Resolution and Integration Time-Scales for Feature Analysis and Inference 4 7 4
Sound categorization performance for both the neural data and cochleogram model 4 7 5
correlations improve over the course of 1-2s and depended strongly on sound duration, similar to 4 7 6
human listeners 39 . This brings up the question of whether the previously observed perceptual 4 7 7
integration times in human observers should be attributed to a central neural integrator which 4 7 8
averages sound statistics with this relatively long time-constant of a few seconds. Rather than 4 7 9
computing average statistics about a sound over long time-scales, its plausible that sound 4 8 0 statistics themselves are integrated and estimated at relatively short time scales analogous to the 4 8 1 optimal integration resolution of our model (~150 ms). The long time-scales of a few seconds 4 8 2 required to make perceptual decisions, may instead reflect a statistical evidence accumulation 4 8 3 process, as previously proposed for cortical areas involved in decision making 40 . 4 8 4
In modeling correlations in natural sounds, we find that the times required to accumulate 4 8 5 statistical information about sound categories are roughly an order of magnitude larger than the 4 8 6
optimal temporal resolution for calculating the correlations (~100-150 ms). This is consistent 4 8 7
with a temporal resolution-integration paradox previously observed for neural discrimination of 4 8 8 sounds 41 . However, these time-scales are substantially longer than those previously reported for 4 8 9
neural discrimination of sounds in auditory cortex. Previous studies identified an optimal 4 9 0 temporal resolution of ~10 ms and an integration times of ~500 ms for discriminating pairs of 4 9 1 sounds in auditory cortex 41, 42 . It is likely that such differences in temporal resolution and 4 9 2
integration times largely reflect differences in the encoded features for our categorization 4 9 3 paradigm and differences in how statistical evidence for the task is accumulated. The timescales 4 9 4
for auditory cortex in these previous studies were optimized for the discrimination of pairs of 4 9 5 sounds based on spike train distance measures at a single neuron level. By comparison, here we 4 9 6 use high-order correlation statistics of either frequency-tuned cochlear channels or neuron 4 9 7 ensembles as the primary feature for categorizing many more sounds. 4 9 8 4 9 9
Conclusion 5 0 0
We have shown how the spectro-temporal correlation structure of natural sounds shows 5 0 1 reliable differences between categories. For nonstationary sounds, this structure fluctuates on 5 0 2 relatively fast (~150 ms) timescales even within a single sound. Surprisingly, this acoustic 5 0 3
structure is reflected in the correlation structure of neural ensembles and can be used for accurate 5 0 4
categorization with evidence accumulation time-scales of a few seconds. Together, our results 5 0 5
from neural data and sound statistics suggest that spectro-temporal correlations in the auditory 5 0 6
system may play an important role, not just in pitch perception or localization, but in sound 5 0 7 recognition more generally. 5 0 8 5 0 9 Neural recording probe and the corresponding frequency response areas at 8 staggered recording 5 1 1 sites show tonotopic organization (red indicates high activity, blue indicates low activity). aMUA 5 1 2 activity for the 16-recording channels for a (B) fire and (E) water sound segment (red indicates 5 1 3 strong response, blue indicates weak response). The spectral (C=fire; F=water) and temporal 5 1 4 (D=fire; G=water) neural ensemble correlation for the penetration site. (H) Spectral and (I) 5 1 5
temporal correlations of the recording ensemble show distinct differences and unique patters 5 1 6
across the five sounds tested. results for the penetration site shown in Fig. 1 . The average classifier performance (red curve) 5 2 0 and the performance for each individual sound (gray lines) are shown as a function of the sound 5 2 1 duration for four classifiers. In all cases, classifier performance improves with sound duration. 5 2 2
The combined spectro-temporal classifier has the highest performance, followed by the spectral 5 2 3
and temporal classifier. Removing the tonotopic ordering of recording sites for the temporal 5 2 4
classifier (far right) substantially reduces its performance. (B) Average performance across all of 5 2 5
the IC penetration sites shown as a function of sound duration. Gray bands represent SD. (C) 5 2 6
Average confusion matrices obtained across all penetration sites for the corresponding conditions 5 2 7
shown in (B) for a sound duration of 1 second. 5 2 8 5 2 9
Figure 3: Measuring the average correlation structure of natural sounds. Illustrated for a speech 5 3 0
and a flowing water sound. The spectro-temporal correlations are obtained by cross-correlating 5 3 1 the frequency organized outputs of a cochlear model representation (A, E). The resulting spectro-5 3 2 temporal correlation matrices (B, F) characterize the correlations between frequency channels at 5 3 3 different time-lags. The spectro-temporal correlations are then decomposed into purely spectral 5 3 4 (C, G) or temporal (D, H) correlations. Speech is substantially more correlated across frequency 5 3 5 channels and its temporal correlation structure is substantially slower than for the water sound. quantifies the variability of the correlation statistics for each category. A CDI of 1 indicates that 5 4 1 the sound category is diverse (the correlation statistics are highly variable between sounds) while 5 4 2 0 indicates that the category is homogenous (all sounds have identical correlation statistics). 5 4 3 5 4 4 Figure 5 . Short-term correlation statistics and stationarity. The short-term correlation statistics 5 4 5
are estimated by computing the spectro-temporal correlation matrix using a moving sliding 5 4 6
window. The procedure is shown for an excerpt of (A) speech and (B) water (additional 5 4 7 examples in supplementary movies, M1-M4). The sliding window (400 ms for these example) is 5 4 8
varied continuously over all time points but is shown for three select time points for this 5 4 9
example. The short-term statistics are also shown for the spectral and temporal correlation 5 5 0
decompositions. Note that for speech, the correlations change dynamically from moment-to-5 5 1 moment and differ from the time-average correlations (gray panel) indicating nonstationary 5 5 2 structure. By comparison, the time-varying correlations for water resemble the time-average 5 5 3
correlations (gray panel) indicating more stationarity. (C) Stationarity indices for the thirteen 5 5 4 categories and white noise. Speech has lowest stationarity values while white noise is the most 5 5 5 stationary sound. 5 5 6 5 5 7 Figure 6 : Using short-term correlation statistics to categorize sounds in a 13-category 5 5 8
identification task. A cross-validated Bayesian classifier is applied to the short-term correlation 5 5 9
statistics (spectral, temporal and spectro-temporal) to identify the category of each of the test 5 6 0
sounds (see Materials and Methods). (A) Both the spectral and temporal classifiers had an 5 6 1 optimal temporal resolution of 144 ms (i.e., short-term analysis window size). The optimal 5 6 2 resolution of the spectro-temporal classifier, by comparison is slightly higher (100 ms). (B) For 5 6 3
all three classifiers, the performance improves with the sound duration. The spectro-temporal 5 6 4
classifier performance improved with sound duration at the fastest rate, while temporal 5 6 5
correlations had the slowest rate of improvement. (C) Confusion matrices for the three classifiers 5 6 6
for 10 s sound durations. (D) Performance for the three classifiers shown as a function of sound 5 6 7 category (measured at the optimal resolution and at 10 s sound duration). 5 6 8 5 6 9
Figure 7: Classification performance in a two-category identification task distinguishing 5 7 0
vocalization from background sound categories. For all three classifiers, the overall performance 5 7 1
is consistently high and improved with increasing sound duration. Vocalization classification 5 7 2 performance is highest for the (C) spectro-temporal classifier and shows a nearly identical trend 5 7 3
for the (A) spectral classifier. The performance of the temporal classifier, however, is 20 % 5 7 4
lower. For background sounds, classification performance did not improve over time and is 5 7 5
consistently high (~90%) for all three classifiers. 5 7 6 5 7 7 5 7 8 5 7 9 5 8 0 5 8 1 5 8 2 5 8 3 5 8 4 5 8 5
MATERIALS AND METHODS

8 6
Animal Experimental Procedures 5 8 7
Animals are handled according to approved procedures by the University of Connecticut 5 8 8
Animal Care and Use Committee and in accordance with National Institutes of Health and the 5 8 9
American Veterinary Medical Association guidelines. Multi-channel neural recordings are 5 9 0 performed in the auditory midbrain (inferior colliculus) of unanesthetized female Dutch-Belted 5 9 1 rabbits (N = 2; 1.5-2.5 kg). Rabbits are chosen for these experiments since their hearing range is 5 9 2 comparable to that of humans, and they sit still for extended periods of time which enables us to 5 9 3 record from different brain locations daily over a period of several months. 5 9 4 5 9 5
Surgery 5 9 6
All surgical procedures are performed using aseptic techniques. Surgical procedures are 5 9 7
carried out in two phases with a recovery and acclimation period between procedures. For both 5 9 8
procedures, rabbits are initially sedated with acepromazine and a surgical state of anesthesia 5 9 9
achieved via delivery of isoflurane (1-3%) and oxygen (~2 liters/min). In the first procedure, the 6 0 0 skin and muscle overlying the dorsal surface of the skull are retracted exposing the sagittal suture 6 0 1 between bregma and posterior to lambda. Stainless steel screws (0-80) and dental acrylic are 6 0 2 used to affixed a brass restraint bar oriented rostro-caudally and to the left of the sagittal suture. 6 0 3
Dental acrylic is then used to form a dam on the exposed skull on the right hemisphere between 6 0 4 lambda and the interparietal bone. Next, custom fitted earmolds are fabricated for each ear. A 6 0 5
small cotton ball is inserted to block the external auditory meatus, and a medical grade 6 0 6
polyelastomeric impression compound poured into the ear canal. After ~5 minutes, the hardened 6 0 7
impression compound is removed. The ear impression mold is subsequently used to build a cast 6 0 8
from which custom ear molds are fabricated. 6 0 9
Following the first surgery and a five-day recovery period, the animal is acclimated over 6 1 0 a period of 1-2 weeks to sit still with the head restrained. During this period, the animal is also 6 1 1 gradually exposed to sounds through the custom fitter ear molds. Once the animal is capable of 6 1 2 sitting still during sound delivery, the second surgical procedure is performed. The animal is 6 1 3 again anesthetized as described above, and an opening (~4 x 4 mm) is made on the right 6 1 4
hemisphere within the dental acrylic dam and centered approximately 12-13 mm posterior to 6 1 5 lambda. At this point, the exposed brain area is sterilized and medical grade polyelastomeric 6 1 6
compound is poured into the acrylic dam to seal the exposed region. 6 1 7 6 1 8
Sound Delivery and Calibration 6 1 9
Sounds are delivered to both ears via dynamic speakers (Beyer Dynamic DT 770 drivers) 6 2 0 in a custom housing and custom fitted ear molds obtained as described above. The molds are 6 2 1
fitted with a sound delivery tube (2.75 mm inner diameter) that is connected to the dynamic 6 2 2 speaker housing forming a closed audio system. Calibration consisted of delivering a 10-sec long 6 2 3 chirp signal at 98kHz sampling rate via TDT RX6 and measuring the audio signal with a B&K 6 2 4
calibration microphone and probe tube placed ~5 mm from the tympanum. The measured signal
where N is the number of trials in each recording channel (k and l).
cross-correlation between the m-th and n-th response trials in the two channels respectively,
amplitude square window centered about ߛ =0 of duration T sec (range = 62.5 -1000 ms) which 7 0 7 is used to localize the measured signal correlations around the vicinity of the designated time-7 0 8 point (t). Note that in this formulation, correlations between recording channels (k and l) are 7 0 9
computed for different response trials (m and n). The above is implemented using a fast-shuffled 7 1 0 correlation algorithm according to 46 :
is the windowed cross-correlation function for the post-stimulus time 7 1 4 histograms (PSTHs) between channel k and l:
where the PSTH for the k-th and l-th channels are
As previously shown 46 , this fast-shuffled correlation algorithm resulted in a marked reduction in 7 2 2 the computational time (ܰ 1 correlations compared with
channels. This speedup in the computational time is necessary to bootstrap the data during the 7 2 4 model generation and validation applied subsequently (See Neural Ensemble Classifier). 7 2 5
To remove the influence of the response power on the correlation measurements, the 7 2 6
short-term correlation is normalized as a correlation coefficient. This requires that we measured 7 2 7
the localized short-term signal variance at each time and delay sample according to
The channel-covariance is then obtained as
Like a correlation coefficient, this population ensemble correlation function is bounded between 7 3 5 -1 and 1. 7 3 6 7 3 7
Neural Ensemble Classifier 7 3 8
We use a cross-validated neural ensemble classifier to assess whether spatial, temporal, 7 3 9
and/or spatio-temporal correlations of the neural ensemble in IC could be used to recognize 7 4 0 sounds. Although technically, the correlations are measured between the neural activity across 7 4 1 spatially separated electrode channels (k vs. l), the electrode channels with our recording 7 4 2 paradigm are frequency ordered (Fig. 1A) . The neural ensemble activity thus reflects spectral 7 4 3 correlations between frequency channels, and, in what follows, we describe spatial correlations 7 4 4
between recording channels as spectral correlations. 7 4 5
The neural classifier is implemented using a cross validation approach in which half of 7 4 6
the data is used for model generation and the second half for model validation. For each 7 4 7
recording site, we chose the first half of the aMUA raster for a given sound (1.5 s) as the model 7 4 8 and the second half as the validation data. The first and second half of the data are then swapped 7 4 9 and the procedure repeated using the first half of the data for validation and the second half for 7 5 0 model generation. obtained from the spectro-temporal correlation function for a particular time segment of the 7 5 9
validation data (at time t) and c ௦ is a vector containing the average correlation feature vector for 7 6 0
sound s from the model generation data. The center location of each correlation measurement, t, 7 6 1 is randomly varied by randomly sampling 100 distinct time points (t). The analysis is repeated 7 6 2 for window sizes ranging between 62.5 and 1000 ms in ½ octave steps. The overall classifier 7 6 3 performance is the average across all five sounds and across the 100 randomly selected 7 6 4 validation segments. 7 6 5
To evaluate the contribution of temporal and spectral correlations for neural classification 7 6 6 performance, we implement the neural classifier either using purely temporal, purely spectral, or 7 6 7 joint spectro-temporal correlations. The purely spectral classifier only considers correlations at 7 6 8 zero lag, and temporal correlations to implemented the joint spectro-temporal classifier as follows:
are the number of elements contained in the spectral and temporal 7 7 7 feature vectors. By normalizing the spectral and temporal distance measures by the number of 7 7 8 elements in each vector we ensure that neither the spectral and temporal correlations dominate 7 7 9 the categorization. 7 8 0
Finally, we implement a purely temporal correlation classifier that lacks frequency 7 8 1 organization. Note that for the temporal correlation classifier, the features consist of the envelope 7 8 2 autocorrelations taken across all possible frequency channels (c ሺ ‫ݐ‬ , ߬ ሻ ), an can convey 7 8 3 tonotopic information through the identity of the recording channel k. In order to isolate purely 7 8 4
temporal correlation cues, we remove the tonotopic information from the temporal correlation 7 8 5 signal by randomly reordering the frequency channels during the classification step. Sounds representing 13 acoustic categories are obtained from a variety of digital sound 7 8 9
sources. 195 sounds from 13 different acoustic categories are used to build distributions of 7 9 0 dynamic, spectro-temporal correlation statistics of natural/man-made sounds. Sound segments 7 9 1 are chosen so that they have minimal background noise and are drawn from 3 broad classes: 7 9 2 vocalizations, environmental sounds, and man-made noises. Vocalizations include 1) Single bird 7 9 3 songs (various species), 2) Cat meowing (single or multiple cats), 3) Dog barking (single or 7 9 4 multiple dogs) and 4) Human speech (male speaker). Environmental sounds include 5) Bird 7 9 5 chorus (various species), 6) Speech babble (in various environments e.g. bars, super markets, 7 9 6 squares), 7) Fire, 8) Thunder rain, 9) Flowing water (rivers and streams), 10) Wave (ocean/lake 7 9 7 waves), 11) Wind. Finally, man-made noises consist of 12) Bell (church or tower bells) and 13) 7 9 8
Automobile engines (different vehicles). Each category contains 15 sounds, each 10 s long, 7 9 9
sampled at ‫ܨ‬ ௦ ൌ 44.1kHz (see Table S1 for sources and full list of tracks used). Sounds are analyzed through a cochlear filter bank model of the auditory periphery that 8 0 3
decomposes the sound using frequency organized cochlear filters. The cochlear filter banks 8 0 4
consists of tonotopically arranged gamma-tone filters (Irino & Patterson, 1996) . These filters 8 0 5
have a sharp high frequency cutoff and shallow low frequency tails that resemble the tuning 8 0 6
functions of auditory nerve fibers. The ݇ -th gamma-tone filter has an impulse response function:
where k is the filter channel, through a nonlinear envelope extraction stage, which models the characteristics of the hair cell. 8 2 0
We first compute the magnitude of the analytic signal (Cohen,1995): Since natural sounds are often nonstationary, we measure not just the long-term 8 3 7
correlation, but the time-varying or "short-term" correlation statistics between the frequency 8 3 8
organized channels in the cochlear model representation. This nonstationary representation is 8 3 9
then used to quantify the contribution of the sound correlation statistics to sound categorization. 8 4 0
The short-term correlation statistics that we use are similar to those for the neural data analysis 8 4 1
except that we use the frequency channels from the cochlear spectrogram rather than the neural 8 ) where the overall window resolution (corresponding to two standard 8 4 9
deviations of the Kaiser window width; varied between 25 to 566 ms in 1 / 2 octave steps) is 8 5 0
varied to quantify the effects of the correlation temporal resolution on categorization 8 5 1
performance. The range of permissible cross correlation delays (െ߬ ௐ to +߬ ௐ ) correspond to half 8 5 2
the window size and is thus varied between -12.5 to +12.5 for the highest resolution to -283 to 8 5 3
+283 ms for the coarsest resolution. Conceptually, at each time point, the short-term correlation 8 5 4
performs a correlation between the locally windowed envelope signals To remove the influence of spectral power on the correlation measurements, the short-8 5 7
term correlations are normalized 8 5 8
are the time-varying and delay varying (for channel l) power k-th and l-th spectrogram channels. 8 6 5
Again, as with a Pearson correlation coefficient, this short-term spectro-temporal correlation is 8 6 6
bounded between -1 and 1. 8 6 7
To assess the contribution of temporal and spectral correlations on the sound 8 6 8
categorization performance, we perform a secondary analysis where the spectro-temporal 8 6 9
correlation function is decomposed into its purely spectral or temporal components, following a 8 7 0 similar framework as for the neural data analysis. To evaluate the spectral correlations, we 8 7 1
consider only the correlations at ߬ ൌ 0 (no time lag between different frequency channels). For 8 7 2
temporal correlations, ߬ ranges from 0 up to half of the Kaiser window length. Only auto-8 7 3
correlation functions or correlation functions of a channel vs. itself are considered in temporal 8 7 4
correlation analysis although all possible frequency channels are involved in spectral correlation 8 7 5
analysis. Correlations between different frequency channels computed at zero time-lags are 8 7 6
referred to as purely spectral correlation components whereas the auto-correlations computed at 8 7 7
different time lags for each frequency channel are referred to as temporal correlation throughout. 8 7 8 8 7 9
Stationarity and Ensemble Diversity Indices
Given that sounds in our database are quite varied, ranging from isolated vocalizations to 8 8 1 environmental sounds consisting of superposition of many individual acoustic events, we seek to 8 8 2
characterize the overall degree of stationarity in the short-term correlation statistics for each of 8 8 3
the ensemble. Furthermore, since sound recordings are obtained from different sources and 8 8 4
animal species (e.g., for vocalizations) all of which could influence the overall category statistics 8 8 5
we also seek to quantify the overall diversity of the short-term correlation statistics of each 8 8 6
ensemble. When considering sound categorization, we might expect that stationary sounds with 8 8 7
minimal diversity across an ensemble would be most easily recognized. 8 8 8
For each sound, the sampled short-term spectro-temporal correlation time-average variance of the short-term correlation normalized by the total power of the time-8 9 7
averaged short-term correlation. As such, it measures the average normalized variability across 8 9 8
time and is bounded between 0 and 1, where 1 indicates that the moment-to-moment variance of 8 9 9
the short-term correlation is 0 thus indicating a high degree of stationarity. By comparison, when 9 0 0
the moment-to-moment variance is high the index approaches 0 indicating a highly nonstationary 9 0 1 short-term correlation function. 9 0 2
We next define and measure the category diversity index (CDI), which is designed to 9 0 3 measure the degree of homogeneity or heterogeneity in the short-term spectro-temporal 9 0 4
correlation functions for each of the 13 sound categories studied. To do so, we first compute the 9 0 5 time-average correlation function for each sound in a given ensemble,
n=1…15 is an index representing the sounds for each sound category. The CDI is defined and 9 0 7
computed as 9 0 8 9 0
is the expectation operator taken across the sound ensemble (equivalent to an average 9 1 1 across sounds, n). Conceptually, the CDI corresponds to the variance of the time-average short-9 1 2 term correlation taken across the ensemble of sounds normalized by the power (norm) of the 9 1 3 time and ensemble average short-term correlation. 9 1 4
For a particular sound category, a CDI near zero is indicative of low diversity 9 1 5
(homogeneity) such that the short-term spectro-temporal correlation functions of that ensemble 9 1 6 are quite similar from sound-to-sound and thus closely resemble the average ensemble 9 1 7
correlations. By comparison, an CDI of 1 indicates a high degree of heterogeneity (high 9 1 8 diversity) so that the short-term spectro-temporal correlations are quite different from sound-to-9 1 9
sound. 9 2 0 9 2 1
Dimensionality Reduction and Distribution Model
To reduce the dimensionality of the categorization problem, we use principal component are treated as observations so that temporal information is not specific to any particular 9 2 8 frequency channel. For further analysis we use only the highest ranked principal components that 9 2 9
explain 90% of the variability in the data (26 PCs for spectral; 8 for temporal; 87 for spectro-9 3 0 temporal). 9 3 1
Using the low-dimensional representations of the spectral, temporal, or spectro-temporal 9 3 2 correlations, we model the distributions of principal components for each sound category with a 9 3 3
Gaussian mixture model (GMM Given the mixture model for each sound, we then use a Bayesian classifier for sound 9 4 9
identification. The features fed to the classifier consist of the principal component scores from 9 5 0 either the sound's short-term spectral, temporal or spectro-temporal correlation. Since we are 9 5 1 interested in how categorization performance change with the sound duration, we consider 9 5 2 feature vectors adjacent sound segments do not overlap. We then evaluate the posterior probability of each 9 5 5
sound segment under the different mixture models. The most probable case is chosen according 9 5 6
to the maximum a posteriori (MAP) decision rule: 9 5 7 9 5 8
In practice, we find the MAP category by using Bayes rule and maximizing the log-likelihood. 9 6 0
We assume that the categories are equi-probable a priori and that the features at each time 9 6 1 sample are conditionally independent. Thus, the MAP category is obtained by maximizing:
Cross Validation 9 6 6
To avoid over-fitting, we use a leave-one-out cross-validation, where all sounds are used 9 6 7 to build the model distributions except for one sound which is used for testing (Larose & Larose, 9 6 8 2015) . Because there is only one sound validated, each validation iteration produces a 0 % or 100 9 6 9
% correct classification rate. The procedure is repeated iteratively over all sounds and the 9 7 0 average performance is obtained as the average classification rate across all iterations. The total 9 7 1 sound duration used for the validation is varied by selecting N consecutive time window 9 7 2 segments as described above from each sound under the test to be categorized; the selected N-9 7 3 segments start from the very beginning of the sound up to the end of the sound. Values of N are 9 7 4 varied in 1/2 octave steps starting with N=1 up to the maximum value allowed by the sound 9 7 5 duration. 9 7 6 9 7 7
Optimal Temporal Resolution and Integration Time for Categorizing Sounds
As previously demonstrated for auditory neurons an optimal temporal resolution can be 9 7 9
identified for neural discrimination of natural sounds, and neural discrimination performance 9 8 0 improves with the increasing sound duration 41, 42 . For this reason, we seek to identify both the 9 8 1 optimal temporal resolution that maximizes categorization performance as well as the integration 9 8 2 time of the sound classifier. The temporal resolution of the correlation signals is varied by 9 8 3 changing the sliding window temporal resolution, ߬ ௐ , between 25-566 ms in 1 / 2 octave steps. 9 8 4
Classification performance curves vary with ߬ ௐ , exhibiting concave behavior with a clear 9 8 5 maximum that is used to identify the optimal window time-constant. The classifier performance 9 8 6 also increased in an approximately exponential fashion with the overall sound duration. The 9 8 7
classifier performance also increases with the overall sound duration. The classifier integration 9 8 8 rise-time, ߬ , is defined as the amount of time required to achieve 90% of the asymptotic 9 8 9
performance measured at 10 sec duration. 9 9 0 9 9 1 9 9 2 9 9 3 1  6  d  e  C  h  a  r  m  s  ,  R  .  C  .  I  n  f  o  r  m  a  t  i  o  n  c  o  d  i  n  g  i  n  t  h  e  c  o  r  t  e  x  b  y  i  n  d  e  p  e  n  d  e  n  t  o  r  c  o  o  r  d  i  n  a  t  e  d  1  0  3  8  p  o  p  u  l  a  t  i  o  n  s  .   P  r  o  c  N  a  t  l  A  c  a  d  S  c  i  U  S  A   9  5  ,  1  5  1  6  6  -1  5  1  6  8  (  1  9  9  8  )  .  1  0  3  9  1  7  D  o  w  n  e  r  ,  J  .  D  .  ,  N  i  w  a  ,  M  .  &  S  u  t  t  e  r  ,  M  .  L  .  T  a  s  k  e  n  g  a  g  e  m  e  n  t  s  e  l  e  c  t  i  v  e  l  y  m  o  d  u  l  a  t  e  s  n  e  u  r  a  l  1  0  4  0  c  o  r  r  e  l  a  t  i  o  n  s  i  n  p  r  i  m  a  r  y  a  u  d  i  t  o  r  y  c  o  r  t  e x . 
