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Abstract
In this paper we prove two relatively compact criterions in some Lp-spaces(p> 1) for the
set of functionals on abstract Wiener space in terms of the compact embedding theorems in
ﬁnite dimensional Sobolev spaces. Then, as applications we study several relatively compact
families of random ﬁelds for the solutions to SDEs (and SPDEs) with coefﬁcients satisfying
some bounded assumptions, some stochastic integrals, and local times of diffusion processes.
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1. Introduction
In the theory of ﬁnite dimensional Sobolev spaces, one of the core contents is to
study the compact embedding among different spaces (cf. [1]), which are very useful
tools for constructing solutions of some partial differential equations. In this aspect,
the Rellich–Kondrachov compactness theorem is one of the most important results.
However, in inﬁnite dimensional Wiener–Sobolev spaces, one could not expect that the
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same things completely hold without any further assumptions. For instance, there are no
continuous, but only exist quasicontinuous modiﬁcations for the smooth functionals on
abstract Wiener space (cf. [11]), say nothing of the compact embedding in continuous
functional space.
Nevertheless, an interesting problem is to ﬁnd some criterions for compact fam-
ilies of Wiener functionals in Lp-spaces. In this direction, a ﬁrst result of relative
compactness criterion on Wiener space was given by Da Prato et al. [7]. Therein,
the functionals are considered from Wiener space to ﬁnite dimensional spaces, i.e., real
random variables. Following that, by applying the ﬁnite dimensional approximation and
Rellich–Kondrachov compactness theorem, we proved in [22] some other criterions for
the relative compactness of Wiener functional families. Recently, Bally–Saussereau [5]
applied the Wiener chaos decomposition to prove a relative compactness criterion in
Wiener–Sobolev space, and then employed their criterion to construct the solutions
for some semilinear stochastic partial differential equations with distribution as ﬁnal
condition.
In this paper, we shall extend our previous results [22] to some more wide spaces.
That is to say, the functionals may take values in inﬁnite dimensional spaces, i.e., some
continuous spaces or Lp-spaces. This extension is mostly motivated by the works of
Bally–Saussereau [5]. The criterions given in present paper are different from Bally–
Saussereau’s, which therein strongly depend upon the Hilbert structure of L2. The main
features are that we may discuss the relative compactness in Lp-spaces, and allow the
functionals being in fractional Wiener–Sobolev spaces. The main results of this paper
are Theorems 3.2 and 3.3 below.
Let us brieﬂy sketch the ideas of proof. Let (X,H, ) be an abstract Wiener space,
{(Zn, n), n ∈ N} an increasing ﬁnite dimensional Gaussian probability spaces of H
satisfying ∪nZn = H . The conditional expectation operator E[·|B(Zn)] deﬁnes an pro-
jection from Lp(X, ) to Lp(Zn, n). Moreover, by Lemma 2.3.2 in Malliavin [10],
the Wiener–Sobolev spaces Dpk (X) are projected to ﬁnite dimensional Sobolev spaces
W
p
k (Zn, n) by E[·|B(Zn)]. Thus, we may use the compact embedding result in ﬁnite
dimensional Sobolev space to derive our results.
This paper is arranged as follows: in Section 2, two ﬁnite dimensional compact
criterions are proved. Here, we believe that these results are well known to experts.
But we cannot ﬁnd them in the range of our knowledge, and so give a detailed proof.
In Section 3, our main results are proved by the above introduced ideas, where the
Ornstein–Uhlenbeck semigroup on abstract Wiener space will play a crucial role. In
Section 4, we study the relatively compact family of the solutions to stochastic differ-
ential equations (SDEs). Here, we consider the solutions as functionals from Wiener
space to the continuous function space with respect to the time and spatial variables.
With this section, applying local times technical, we investigate in Section 5 the rela-
tively compact families of some stochastic integrals and also local times of the solutions
to SDEs. Lastly, in Section 6, the example of parabolic stochastic partial differential
equation (PSPDE) is also provided to show our result. In these applications, a difﬁcult
and key step is to prove the uniform convergence of functionals in different spaces with
respect to the conditional expectation operators. Essentially, this problem is related to
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some limit or approximation theorems for SDEs or SPDEs, which may be found in
many references [11,9,3,14,21,23], etc.
Application to semilinear stochastic partial differential equation in [5] and some other
potential applications will be discussed in a forthcoming paper.
2. Compactness criterions in ﬁnite dimensional Sobolev spaces
In this section, we prepare two useful results about the compact embedding in ﬁnite
dimensional Sobolev spaces, which are probably known to experts. Since there are no
references to our knowledge, the proofs are included here.
Let (E, ‖ · ‖E) be a Banach space and U an open subset (domain) of Rd . For
p > 1, k ∈ N, let Lp(U ;E) be the usual Banach space with respect to the Lebesgue
measure du, Wpk (U) the usual Sobolev space with norms (cf. [1])
‖f ‖Wpk (U) :=
∑
0 |l|k
‖lf ‖Lp(U ;R),
where l is the usual derivative operator in Rd .
For 0 <  < 1 and p > 1, one deﬁnes the following fractional Sobolev space:
F
p
 (U ;E) :=
{
f ∈ Lp(U ;E) :
∫
U
∫
U
‖f (u) − f (v)‖pE
|u − v|d+p du dv < +∞
}
,
where the norm is given by
‖f ‖Fp (U ;E) := ‖f ‖Lp(U ;E) +
(∫
U
∫
U
‖f (u) − f (v)‖pE
|u − v|d+p du dv
)1/p
.
Let us ﬁrst prove the following simple embedding result.
Theorem 2.1. Let U be a bounded domain of Rd with strong local Lipschitz property,
(E, ‖ · ‖E) a reﬂexive and separable Banach space. If p > d , then for any f ∈
F
p
 (U ;E), there is a strongly continuous version f˜ of f such that for all u, v ∈ U
‖f˜ (u) − f˜ (v)‖EC‖f ‖Fp (U ;E)|u − v|
− d
p , (1)
where C only depends on the domain U and p, d, .
Proof. Let E∗ be the dual space of E. For any e ∈ E∗, let ge(u) := (f (u), e)(E,E∗),
then clearly ge ∈ Fp (U ;R). By classical Sobolev’s embedding theorem (cf. [1,16]),
there is a continuous modiﬁcation g˜e such that for all u, v ∈ U
|g˜e(u) − g˜e(v)|C‖ge‖Fp (U ;R)|u − v|
− d
p C‖e‖E∗‖f ‖Fp (U ;E)|u − v|
− d
p .
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By the separability and reﬂexivity of E, there exists a countable dense subset {e1, e2, . . .}
of E∗. So, there is a zero Lebesgue measure set A such that for all u, v ∈ U − A
‖f (u) − f (v)‖E = sup
ei
|(f (u) − f (v), ei)(E,E∗)|/‖ei‖E∗
= sup
ei
|gei (u) − gei (v)|/‖ei‖E∗
 C‖f ‖Fp (U ;E)|u − v|
− d
p ,
which produces the desired result. 
In the following we shall always use this continuous version denoted still by the
same letter for any f ∈ Fp (U ;E) with p > d . We have the following result.
Theorem 2.2. Let U (resp. V) be a bounded domain of Rd (resp. Rn) with strong
local Lipschitz property. Let K be a bounded subset of Banach space Fp (U ;Wq1 (V )).
Suppose p > d and q > n, then it holds
sup
f∈K
|f (u, z) − f (u′, z′)|C(|u − u′|− dp + |z − z′|1− nq )
for all u, u′ ∈ U and z, z′ ∈ V . In particular, K is a relatively compact subset of
C(U × V ).
Proof. First of all, by (1), we have
‖f (u, ·) − f (u′, ·)‖Wq1 (V )C‖f ‖Fp (U ;Wq1 (V ))|u − u
′|− dp .
Hence,
‖f (u, ·)‖Wq1 (V )C‖f ‖Fp (U ;Wq1 (V ))|u − u
′|− dp + ‖f (u′, ·)‖Wq1 (V ).
Integrating the above two sides in u′, we obtain
|U | · ‖f (u, ·)‖Wq1 (V )  C‖f ‖Fp (U ;Wq1 (V ))
∫
U
|u − u′|− dp du′+
∫
U
‖f (u′, ·)‖Wq1 (V ) du
′
 C‖f ‖Fp (U ;Wq1 (V )).
On the other hand, by Sobolev’s embedding theorem (cf. [1]), we have for any u, u′ ∈ U
and z, z′ ∈ V
|f (u, z) − f (u, z′)|C‖f (u, ·)‖Wq1 (V )|z − z
′|1− nq
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and
sup
z∈V
|f (u, z) − f (u′, z)|C‖f (u, ·) − f (u′, ·)‖Wq1 (V ).
Combining the above inequalities yields the desired estimate.
Ascoli–Arzela’s criterion gives the relative compactness of K in C(U × V ). 
The following theorem is an extension of classical Fréchet-Kolmogorov’s theorem
(cf. [20, p. 275]).
Theorem 2.3. Let U be an open subset of Rd , V a bounded domain of Rn with strong
local Lipschitz property. Given a subset K of Lp(U ;Wq1 (V )) for some p > 1 and
q > n, and assume that for some increasing compact subsets {Uk, k ∈ N} of U with
∪k Uk = U
(i) supf∈K ‖f ‖Lp(U ;Wq1 (V )) < +∞;
(ii) for any k ∈ N and h ∈ Bd0 (dis(Uk, U)),
∫
Uk
‖f (u+ h, ·)− f (u, ·)‖p
W
q
1 (V )
du → 0
uniformly in f ∈ K as |h| → 0;
(iii) ∫
U−Uk ‖f (u)‖
p
W
q
1 (V )
du → 0 uniformly in f ∈ K as k → ∞.
Then K is relatively compact in Lp(U ;C(V )).
Proof. By (iii) and Sobolev’s embedding theorem, we only need to prove the relative
compactness of K in Lp(Uk;C(V )) for any k. So we ﬁx a Uk and let 0 <  <
dis(Uk, U)/4. For h ∈ Bd0 (), deﬁne
Shf (u, z) := f (u + h, z), u ∈ Uk,
Mf (u, z) := 1|Bd0 ()|
∫
Bd0 ()
Shf (u, z) dh.
Then by Minkowski’s inequality, Hölder’s inequality and Fubini’s theorem, we have
‖Mf − f ‖pLp(Uk;Wq1 (V ))

∫
Uk
∣∣∣∣∣ 1|Bd0 ()|
∫
Bd0 ()
‖Shf (u) − f (u)‖Wq1 (V ) dh
∣∣∣∣∣
p
du
 1|Bd0 ()|
∫
Uk
∫
Bd0 ()
‖Shf (u) − f (u)‖p
W
q
1 (V )
dh du
= 1|Bd0 ()|
∫
Bd0 ()
‖Shf − f ‖p
Lp(Uk;Wq1 (V ))
dh
 sup
|h|
‖Shf − f ‖p
Lp(Uk;Wq1 (V ))
. (2)
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Since  < dis(Uk, U)/4, there exists a Um such that for any u ∈ Uk and h ∈ Bd0 (),
h+u ∈ Um. Thus, by Sobolev’s embedding theorem we have for any u1, u2 ∈ Uk with
|u1 − u2| < dis(Um, U)/4
sup
z∈V
|Mf (u1, z) − Mf (u2, z)|
C‖Mf (u1) − Mf (u2)‖Wq1 (V )
 C|Bd0 ()|
∫
Bd0 ()
‖Shf (u1) − Shf (u2)‖Wq1 (V ) dh
 C
|Bd0 ()|
1
p
(∫
Bd0 ()
‖Shf (u1) − Shf (u2)‖p
W
q
1 (V )
dh
) 1
p
= C
|Bd0 ()|
1
p
(∫
Bdu2 ()
‖f (u1 − u2 + u) − f (u)‖p
W
q
1 (V )
du
) 1
p
 C
|Bd0 ()|
1
p
(∫
Um
‖f (u1 − u2 + u) − f (u)‖p
W
q
1 (V )
du
) 1
p
,
and
sup
u∈Uk
|Mf (u, z1) − Mf (u, z2)|
C sup
u∈Uk
‖Mf (u)‖Wq1 (V )|z1 − z2|
1− n
q
C|z1 − z2|1−
n
q sup
u∈Uk
(
1
|Bd0 ()|
∫
Bd0 ()
‖Shf (u)‖p
W
q
1 (V )
dh
) 1
p
C|z1 − z2|1−
n
q
(
1
|Bd0 ()|
∫
U
‖f (u)‖p
W
q
1 (V )
du
) 1
p
.
Thus, by (i) and (ii) we know that {Mf, f ∈ K} is equi-continuous and equi-bounded
on Uk × V . Then by Ascoli–Arzela’s criterion, for any ε > 0 there are ﬁnite {fi ∈
K, i = 1, . . . , N} such that for any f ∈ K it holds
sup
u∈Uk
sup
z∈V
|Mf (u, z) − Mfj (u, z)|ε
for some j.
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Hence, by Sobolev’s embedding theorem and (2) we have
‖f − fj‖Lp(Uk;C(V ))
‖Mf − Mfj‖Lp(Uk;C(V )) + ‖Mf − f ‖Lp(Uk;C(V )) + ‖Mfj − fj‖Lp(Uk;C(V ))
 |Uk|1/pε + C‖Mf − f ‖Lp(Uk;Wq1 (V )) + C‖Mfj − fj‖Lp(Uk;Wq1 (V ))
 |Uk|1/pε + C sup
|h|
‖Shf − f ‖Lp(Uk;Wq1 (V )) + C sup|h|
‖Shfj − fj‖Lp(Uk;Wq1 (V )).
By (ii), the last two terms are small for sufﬁciently small . Thus, we obtain the relative
compactness of K in Lp(Uk;C(V )), and therefore complete the proof. 
3. Compactness criterions in Wiener–Sobolev spaces
In this section we prove our main results about the compact criterions on abstract
Wiener space.
Let (X,H, ) be an abstract Wiener space. Namely, H is a real and separable Hilbert
space, and it is continuously and densely embedded into Banach space X. Therefore,
by transposition, the dual space X∗ of X could be injected in H and we have the triplet
X∗ ↪→ H ↪→ X. The measure  is the Gaussian measure on B(X).
In Malliavin calculus, the primary notions are the gradient operator D, the diver-
gence operator  which is the dual operator of D and the Ornstein–Uhlenbeck oper-
ator L = −D. We shall use {Tt }t0 to denote the Ornstein–Uhlenbeck semigroup
associated with L. For any p > 1 and  > 0, Sobolev space Dp is deﬁned by
(I − L)−/2(Lp(X, )) and equipped with the norm ‖f ‖Dp := ‖(I − L)/2f ‖Lp(X,).
Thanks to Meyer’s inequality, for any  ∈ N an equivalent norm on Dp is given by∑
k=0 ‖Dkf ‖Lp(X,) (cf. [11,8]).
Following the notions and notations in Malliavin [10], we shall denote by  the
family of ﬁnite dimensional subspace of X∗. Given Z ∈ , let BZ be the Borel -ﬁeld
on Z, and B˜Z = −1Z (BZ) its inverse image on X, where Z is the projection from X to
Z. The corresponding conditional expectation E[·|B˜Z] is in short written as EZ . Denote
by Lp,loc (Z) the functions on Z which are locally in the Sobolev space of exponent p
and order . Deﬁne for  ∈ N
W
p
 (Z, Z) := {f ∈ Lp,loc (Z) : (lf ) ∈ Lp(Z, Z), |l| < },
where Z denotes the canonical Gaussian measure on Z. The following result is taken
from Malliavin’s Lemma 3.2.3 in [10].
Lemma 3.1. Let f ∈ Dpk , k ∈ N, then
(i) EZ(f ) ∈ Wpk (Z, Z);
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(ii) Dh(EZ(f )) = [EZ(Dhf )] ◦ Z for h ∈ Z;
(iii) ‖EZ(f )‖Wpk (Z,Z)‖f ‖Dpk .
We now prove the versions of Theorems 2.2 and 2.3 in abstract Wiener space. In
the following, an increasing sequence {Zn, n ∈ N} ⊂  such that ∪nZn = H is ﬁxed.
Theorem 3.2. Let U be a bounded domain of Rd with strong local Lipschitz property.
Let K be a bounded subset of Lp(X, ;C(U)). Assume that for some 0 <  < 1,  > 0
and pq > 1 with q > d:
(i) supf∈K ‖f ‖Fq (U ;Dp ) < +∞;
(ii) ‖EZnf − f ‖Lp(X,;C(U)) → 0 uniformly in f ∈ K as n → ∞.
Then K is relatively compact in Lp(X, ;C(U)).
Proof. In the proof below, the constant C is independent of ε and f. We observe that
(cf. [13, Theorem 6.13(d)]) for any g ∈ Dp
‖g − Ttg‖Lp(X,)Ct/2‖g‖Dp . (3)
Since q > d and p
q
1, by Sobolev’s embedding theorem, Minkowski’s inequality
and (3) we have
sup
f∈K
‖f − Ttf ‖Lp(X,;C(U))
= sup
f∈K
∥∥∥∥∥sup
u∈U
|f (u, ·) − Ttf (u, ·)|
∥∥∥∥∥
Lp(X,)
C sup
f∈K
‖‖f (u, ·) − Ttf (u, ·)‖Fq (U ;R)‖Lp(X,)
C sup
f∈K
‖f − Ttf ‖Fq (U ;Lp(X,))
Ct/2 sup
f∈K
‖f ‖Fq (U ;Dp ).
Given an arbitrary ε > 0, by the condition (i) one can take t > 0 sufﬁciently small
such that
sup
f∈K
‖f − Ttf ‖Lp(X,;C(U))Cε. (4)
Secondly, by (ii) letting n be sufﬁciently large, we have
sup
f∈K
‖EZnf − f ‖Lp(X,;C(U))ε. (5)
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On the other hand, since Ornstein–Uhlenbeck semigroup Tt plays the role of “mol-
liﬁers” in Malliavin calculus, we have Ttf (u) ∈ ∩>0 Dp for every u ∈ U . Thus, by
Lemma 3.1, we get for every u ∈ U and n ∈ N
EZn(Ttf (u)) ∈ ∩>0 Wp (Zn, n),
and for k ∈ N
‖EZn(Tt (f (u) − f (v)))‖Wpk (Zn,n)
‖Tt (f (u) − f (v))‖Dpk
Ct,k‖f (u) − f (v)‖Lp(X,). (6)
Let Bda (r) denote the open ball in Rd with center a ∈ Rd and radius r > 0. Set
pt := e2t (p − 1)+ 1. Choose rε sufﬁciently large such that n((Bn0 (rε))c) < ε
ppt
pt−p
. By
Sobolev’s embedding theorem, we have
EZn(Ttf (u))|Bn0 (rε) ∈ ∩>0 W
p
 (B
n
0 (rε), n)
= ∩>0 Wp (Bn0 (rε), dzn)
⊂ ∩r>1 Wr1 (Bn0 (rε), dzn),
where dzn denotes the Lebesgue measure on Zn.
Moreover, we also have by (6)
sup
f∈K
‖EZnTtf ‖Fq (U ;Wr1 (Bn0 (rε),dzn))Ct,n,r,rε < +∞
for every r > 1.
Therefore, by Theorem 2.2 we obtain
{EZn(Ttf )}f∈K
is relatively compact in C(U × Bn0 (rε)). Thus, there exist ﬁnite {fi}i=1,...,N ⊂ K such
that for any f ∈ K , existing an fi satisﬁes
sup
u∈U
sup
zn∈Bn0 (rε)
|EZn(Tt (f (u) − fi(u)))(zn)|ε. (7)
Note that by the hyper-contractivity of Ornstein–Uhlenbeck semigroup Tt (cf. [11,8])
and Minkowski’s inequality
‖Ttf ‖p
Lpt (X,;C(U)) =
∥∥∥∥∥sup
u∈U
|Ttf (u, ·)|
∥∥∥∥∥
p
Lpt (X,)
 C
∥∥∥‖Ttf (u, ·)‖Fq (U ;R)∥∥∥pLpt (X,)
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 C‖Ttf ‖p
F
q
 (U ;Lpt (X,))
(
as
pt
q
> 1
)
 C‖f ‖p
F
q
 (U ;Lp(X,))
< C. (8)
Then, by Hölder’s inequality, (7) and (8) we have
‖EZnTt (f − fi)‖p
Lp(X,;C(U))
= ‖1(Bn0 (rε))cEZnTt (f − fi)‖
p
Lp(X,;C(U)) + ‖1Bn0 (rε)EZnTt (f − fi)‖
p
Lp(X,;C(U))
[n(Bn0 (rε)c)]
pt−p
pt ‖EZnTt (f − fi)‖p
Lpt (X,;C(U)) + εp
εp + εp‖Tt (f − fi)‖p
Lpt (X,;C(U))
Cεp. (9)
Thus, by (4), (5) and (9), we have
‖f − fi‖Lp(X,;C(U))
‖f − EZnf ‖Lp(X,;C(U))+‖EZnf−EZnfi‖Lp(X,;C(U))+‖fi − EZnfi‖Lp(X,;C(U))
2ε + ‖EZnf − EZnTtf ‖Lp(X,;C(U)) + ‖EZnTtf − EZnTtfi‖Lp(X,;C(U))
+‖EZnTtfi − EZnfi‖Lp(X,;C(U))
Cε + ‖Ttf − f ‖Lp(X,;C(U)) + ‖Ttfi − fi‖Lp(X,;C(U))
Cε.
The arbitrariness of ε produces the relative compactness of K in Lp(X, ;C(U)). 
Applying Theorem 2.3, one makes minor modiﬁcations for the previous proof, and
may prove the following criterion. The details are omitted.
Theorem 3.3. Let U be an open subset of Rd . Given a subset K of Lq(U ;Dp (V ))
for some p, q > 1 and  > 0, and assume that for some increasing compact subsets
{Uk, k ∈ N} of U with ∪k Uk = U
(i) supf∈K ‖f ‖Lq(U ;Dp ) < +∞;
(ii) for any k ∈ N and h ∈ Bd0 (dis(Uk, U)),
∫
Uk
‖f (u + h, ·) − f (u, ·)‖q
D
p

du → 0
uniformly in f ∈ K as |h| → 0;
(iii) ∫
U−Uk ‖f (u)‖
q
D
p

du → 0 uniformly in f ∈ K as k → ∞.
(iv) ‖EZnf − f ‖Lq(U,du;Lp(X,)) → 0 uniformly in f ∈ K as n → ∞.
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Then K is relatively compact in Lq(U, du;Lp(X, )).
Remark 3.4. Lp(U, du;Lp(X, )) = Lp(X, ;Lp(U, du)) = Lp(U × X, du × ).
Remark 3.5. The condition (iv) in this theorem is also necessary. In fact, let K be
relatively compact in Lq(U, du;Lp(X, )). Then for any ε > 0, there are ﬁnite {fi, i =
1, . . . , N} ⊂ K such that for any f ∈ K , existing an fi satisﬁes
‖f − fi‖Lq(U,du;Lp(X,))ε. (10)
Note that by the dominated convergence theorem
lim
n→∞ ‖E
Znfi − fi‖qLq(U,du;Lp(X,))
=
∫
U
lim
n→∞ ‖E
Znfi(u) − fi(u)‖qLp(X,)du = 0.
Hence, for n sufﬁciently large, we have for all i = 1, . . . , N
‖EZnfi − fi‖qLq(U,du;Lp(X,))ε. (11)
Thus (iv) follows from (10) and (11).
4. Applications to SDEs
In this and next sections, we will work on the classical Wiener space (X,H, ),
where X is the continuous function space from [0, 1] to R with initial value 0, H ⊂ X
the set of absolutely continuous functions with square integrable derivatives,  the
Wiener measure.
For c0, c1, c2 > 0 and 01, let C1,c0,c1,c2 denote the family of all functions  :
R → R such that |(0)|c0, the ﬁrst order derivative of  is bounded by c1, and
|′(x) − ′(y)|c2|x − y| for all x, y ∈ R. When  = 0, we simply write C1c0,c1 for
C1,c0,c1,c2 .
Consider the following It Ô stochastic differential equation:
dXt = (Xt ) dwt + b(Xt ) dt, X0 = x ∈ R, (12)
where {wt, t ∈ [0, 1]} is the standard Brownian motion on Wiener space (X, ), and
, b ∈ C1c0,c1 .
The solution is denoted by Xt(x; , b) or simply Xt(x). Then we have
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Proposition 4.1. Let  > 0. For any R > 0, let CR denote all the continuous functions
on [0, 1] × [−R,R]. We deﬁne the following set:
KR :=
{
Xt(x; , b), t ∈ [0, 1], x ∈ [−R,R] : , b ∈ C1,c0,c1,c2
}
,
then KR is a relatively compact subset of Lp(X, ;CR) for p2.
In order to prove this proposition, we need to verify (i) and (ii) in Theorem 3.2.
Let Xnt (x; , b) be the approximation of Xt(x; , b) deﬁned by
Xnt = x +
∫ t
0
[(Xnsn)w˙ns + b(Xnsn)] ds
= x +
∫ tn
0
(Xnsn) dws + (Xntn)(t − tn)w˙nt +
∫ t
0
b(Xnsn) ds, (13)
where
w˙nt := 2n(w(t+n ) − w(tn)),
and
tn := [2
nt]
2n
, t+n :=
[2nt] + 1
2n
.
We ﬁrst prove the following uniform convergence.
Lemma 4.2. For any p4, we have
lim
n→∞ sup,b∈C1c0,c1
E
(
sup
t∈[0,1],x∈[−R,R]
|Xnt (x; , b) − Xt(x; , b)|
)p
= 0.
Proof. By a standard argument (cf. [14]), we only need to prove that for some constant
C = C(p, c0, c1, R)
E|Xnt (x) − Xns (x)|p  C|t − s|p/2, (14)
E|Xnt (x) − Xnt (y)|p  C|x − y|p, (15)
E|Xnt (x) − Xt(x)|p  C2−np/2. (16)
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The ﬁrst one is trivial from (13). Let us estimate the second one
E|Xnt (x) − Xnt (y)|p
3p−1|x − y|p + E
∣∣∣∣∫ tn
0
[(Xnsn(x)) − (Xnsn(y))] dws
∣∣∣∣p
+3p−1E|[(Xntn(x)) − (Xntn(y))](t − tn)w˙nt |p
+3p−1E
∣∣∣∣∫ t
0
[b(Xnsn(x)) − b(Xnsn(y))] ds
∣∣∣∣p
C
(
|x − y|p +
∫ tn
0
E|Xnsn(x) − Xnsn(y)|p ds
+(t − tn)p/2E|Xntn(x) − Xntn(y)|p
+
∫ t
0
E|Xnsn(x) − Xnsn(y)|p ds
)
C
(
|x − y|p +
∫ t
0
E|Xnsn(x) − Xnsn(y)|p ds
)
.
Put
g(t) := sup
s∈[0,t]
E|Xns (x) − Xns (y)|p.
Then
g(t)C
(
|x − y|p +
∫ t
0
g(s) ds
)
.
Gronwall’s inequality gives (15).
Similar calculations will yield (16). 
For any w ∈ X, we denote by m(w) the polygonal line linking the points {wk2−m,
k = 0, 1, . . . , 2m}. More precisely, for t ∈ [k2−m, (k + 1)2−m],
m(w)(t) = wk2−m + (2mt − k)(w(k+1)2−m − wk2−m).
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Deﬁne Zm := m(X), and m := m(), then (Zm, m) is a ﬁnite dimensional Gaussian
probability space. Moreover, clearly ∪∞m=1 Zm = H , and for m > n we have EZm(Xnt ) =
Xnt . Hence, Lemma 4.2 leads to
lim
m→∞ sup,b∈C1c0,c1
‖EZm(X(, b)) − X(, b)‖Lp(X,;CR) = 0. (17)
Let us now check the condition (i) in Theorem 3.2.
Lemma 4.3. Let , b ∈ C1,c0,c1,c2 . For any p > 4/, there is a constant C = C(p, c0, c1,
c2, R) such that for all s, t ∈ [0, 1] and x, y ∈ [−R,R]
E|Xt(x; , b) − Xs(y; , b)|p  C(|s − t |p/2 + |x − y|p) (18)
E‖DXt(x; , b) − DXs(y; , b)‖pH  C(|s − t |p/2 + |x − y|p). (19)
In particular, for any 0 <  < (1/2) ∧ (− 2/p)
sup
,b∈C1,c0,c1,c2
‖X(, b)‖Fp ([0,1]×[−R,R];Dp1 ) < +∞. (20)
Proof. The estimate (18) is standard. We observe that DXt satisﬁes the following
equation:
DXt =
∫ ·
0
(Xs) ds +
∫ t
0
′(Xs)DXs dws +
∫ t
0
b′(Xs)DXs ds.
For estimating (19), we just prove
E‖DXt(x; , b) − DXt(y; , b)‖pH C|x − y|p. (21)
The following fact is easy:
E‖DXt(x; , b)‖pH C, t ∈ [0, 1], x ∈ [−R,R].
We have
DXt(x) − DXt(y)
=
∫ ·
0
[(Xs(x)) − (Xs(y))] ds
+
∫ t
0
[′(Xs(x))DXs(x) − ′(Xs(y))DXs(y)] dws
+
∫ t
0
[b′(Xs(x))DXs(x) − b′(Xs(y))DXs(y)] ds.
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By Burkhölder’s inequality, Hölder’s inequality and (18), we get
E‖DXt(x) − DXt(y)‖pH
C|x − y|p + E
(∫ t
0
‖′(Xs(x))DXs(x) − ′(Xs(y))DXs(y)‖2H ds
)p/2
+E
(∫ t
0
‖b′(Xs(x))DXs(x) − b′(Xs(y))DXs(y)‖H ds
)p
C|x − y|p + C|x − y|p +
∫ t
0
E‖DXs(x) − DXs(y)‖pH ds.
Gronwall’s inequality yields (21). 
Now Proposition 4.1 follows from (17), (20) and Theorem 3.2.
5. Applications to some stochastic integrals and local times
Continuing to the previous section, in this section we consider the compact families
of some stochastic integrals and local times of the solutions of SDEs.
For  ∈ (0, 1) and p > 1, let Wp (R) be the fractional Sobolev space on R deﬁned
by
W
p
 (R) := (Lp(R),Wp1 (R)),p, (22)
where for two Banach spaces B1 and B2, (B1, B2),p stands for the real interpolation
space between B1 and B2 (cf. [16]).
Let b,  ∈ C1c0,c1 , Xt the solution to Eq.(12). Assume that || is bounded from below
by c2 > 0. Given q2 and  ∈ (0, 1), for any 	 ∈ Wq (R) we deﬁne

t (	, , b) :=
∫ t
0
	(Xs) dXs, t ∈ [0, 1].
In this section we mainly prove the following relatively compact result.
Proposition 5.1. Let q2 and 1
q
<  < 1. For any R > 0, deﬁne
KR :=
{

t (	), t ∈ [0, 1] : ‖	‖Wq (R)R, , b ∈ C1c0,c1 , ||c2
}
.
Then, KR is relatively compact in Lp(X, ;C([0, 1])) for any p > 1.
In the following we focus on verifying the conditions (i) and (ii) in Theorem 3.2.
For the sake of simplicity, we may assume that b = 0.
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We ﬁrst prove a useful lemma.
Lemma 5.2. For every p > 1 and q2 there exists a constant C = C(c0, c1, c2, p, q)
such that for all s < t
E
(∫ t
s
|	(Xr)|2 dr
)p
C‖	‖2p
Lq(R)|t − s|
p−2
q
+1
. (23)
Proof. By Hölder’s inequality, we have
E
(∫ t
s
|	(Xr)|2 dr
)p
E
⎡⎣(∫ t
s
|	(Xr)|q dr
) 2p
q
|t − s|1− 2q
⎤⎦
= |t − s|1− 2q E
[∫ t
s
|	(Xr)|q−2(Xr) d〈X〉r
] 2p
q
 1
c
4p/q
2
|t − s|1− 2q
(
E
[∫ t
s
|	(Xr)|q d〈X〉r
]2p) 1q
which by the occupation time density formula (cf. [15]) the expectation in the above
bracket is exactly
E
[∫ +∞
−∞
|	(x)|q(Lxt − Lxs ) dx
]2p
,
where Lxt is the local time of X at level x up to time t. By Minkowski’s inequality,
this is less than (∫ +∞
−∞
|	(x)|q
(
E|Lxt − Lxs |2p
) 1
2p dx
)2p
.
By Tanaka’s formula (cf. [15])
2Lxt = (Xt − x)+ − (X0 − x)+ −
∫ t
0
1(x,∞)(Xs) dXs, (24)
it is trivial to deduce that
sup
x
E|Lxt − Lxs |2p < C|t − s|p,
hence (23) follows. 
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The following lemma gives the condition (i) in Theorem 3.2.
Lemma 5.3. Let q2, p > 1 and  ∈ (0, 1). For any 0 < ε <  and 0 <  <
p−2
2pq + 12p , we have
sup
‖	‖
W
q
 (R)R
sup
,b∈C1c0,c1 ,|c2|
‖
·(	)‖Fp ([0,1],Dp−ε) < +∞. (25)
Proof. First, we trivially have from Eq. (12)
sup
r∈[0,1]
|(Xr)| ∈ L∞− := ∩p>1 Lp(X, ).
By Burkhölder’s inequality and Lemma 5.2 we have
E|
t (	) − 
s(	)|p
CE
(∫ t
s
|	(Xr)(Xr)|2 dr
)p/2
C
(
E
[
sup
r∈[0,1]
|(Xr)|2p
])1/2 (
E
[∫ t
s
|	(Xr)|2 dr
]p)1/2
C‖	‖p
Lq(R)|t − s|
p−2
2q + 12 . (26)
Secondly, let 	 ∈ Wq1 (R), we have
D
t (	) − D
s(	)
=
∫ ·∧t
·∧s
	(Xr)(Xr) dr +
∫ t
s
	′(Xr)DXr(Xr) dwr +
∫ t
s
	(Xr)D(Xr) dwr.
We easily have
sup
0 r1
‖DXr(Xr)‖H , sup
0 r1
‖D(Xr)‖H ∈ L∞−.
Similar to the above calculations, by Lemma 5.2 we obtain
E‖D
t (	) − D
s(	)‖pH C‖	‖pWq1 (R)|t − s|
p−2
2q + 12 .
So
‖
t (	) − 
s(	)‖Dp1 C‖	‖Wq1 (R)|t − s|
p−2
2pq + 12p . (27)
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Let Ep be the real interpolation space between Lp(X, ) and D
p
 , i.e.,
E
p
 := (Lp(X, ),Dp1 ),p.
By (26), (27) and interpolation theorem (cf. [16]), we have
‖
t (	) − 
s(	)‖Ep C‖	‖Wq (R)|t − s|
p−2
2pq + 12p .
Since Dp can be obtained by the complex interpolation method between Lp and D
p
1
with exponent , the relation of real interpolation and complex interpolation (cf. [16])
gives the desired result. 
Remark 5.4. The fractional smoothness of stochastic integral has been studied in
[18,2,19].
Let

nt (	) :=
∫ t
0
	(Xnsn) dX
n
s =
∫ t
0
	(Xnsn)(X
n
sn
)w˙ns ds.
Lemma 5.5. For p6, q2 and 1
q
<  < 1, we have
lim
n→∞ sup‖	‖
W
q
 (R)R
sup
,b∈C1c0,c1
E
(
sup
t∈[0,1]
|
nt (	) − 
t (	)|
)p
= 0.
Proof. First of all, by Sobolev’s embedding theorem (cf. [16]) we have
|	(x) − 	(y)|C|x − y|− 1q ∀x, y ∈ R.
We only need to prove the following estimates for some constant C = C(p, c0, c1, R):
E|
nt (	) − 
ns (	)|p  C|t − s|
p
2 , (28)
E|
nt (	) − 
t (	)|p  C2−np(−
1
q
)/2
. (29)
Observe that

nt (	) − 
ns (	) =
(∫ t
tn
+
∫ tn
s+n
+
∫ s+n
s
)
	(Xnrn)(X
n
rn
)w˙nr dr
=: I1 + I2 + I3.
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Let us look at I2. By Burkhölder’s inequality and (14), we have
E|I2|p  CE
(∫ tn
s+n
|	(Xnrn)(Xnrn)|2 dr
)p/2
 CE
(∫ tn
s+n
(
1 + |Xnrn |2(1+−
1
q
)
)
dr
) p
2
 C|tn − s+n |
p
2 . (30)
Similarly we may derive
E|I1|p  C|t − tn| p2 , (31)
E|I3|p  C|s+n − s|
p
2 . (32)
Estimate (28) now follows from (30), (31), (32).
For (29), we only do the following estimation:
E
∣∣∣∣∫ tn
0
	(Xnsn)(X
n
sn
)w˙ns ds −
∫ tn
0
	(Xs)(Xs) dws
∣∣∣∣p
= E
∣∣∣∣∫ tn
0
[	(Xnsn)(Xnsn) − 	(Xs)(Xs)] dws
∣∣∣∣p
CE
∣∣∣∣∫ tn
0
|	(Xnsn)(Xnsn) − 	(Xs)(Xs)|2 ds
∣∣∣∣p/2
CE
∣∣∣∣∫ tn
0
|	(Xs)|2|(Xnsn) − (Xs)|2 ds
∣∣∣∣p/2
+CE
∣∣∣∣∫ tn
0
|	(Xnsn) − 	(Xs)|2|(Xnsn)|2 ds
∣∣∣∣p/2
CE
∣∣∣∣∫ tn
0
(
1 + |Xs |2(−
1
q
)
)
|Xnsn − Xs |2 ds
∣∣∣∣p/2
+CE
∣∣∣∣∫ tn
0
|Xnsn − Xs |2(−
1
q
)
(1 + |Xnsn |2) ds
∣∣∣∣p/2
C2−np(−
1
q
)/2
.
The last step is due to (14) and (16). 
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As the same reason in previous section, this theorem implies that
lim
m→∞ sup‖	‖
W
q
 (R)R
sup
,b∈C1c0,c1
‖EZm(
·(	)) − 
·(	)‖Lp(X,;C([0,1])) = 0. (33)
Thus, Proposition 5.1 follows from (25), (33) and Theorem 3.2.
Let Lxt (, b) be the local time of X(, b) at level x up to time t. We also have
Proposition 5.6. For any R > 0, let CR denote all the continuous functions on [0, 1]×
[−R,R], and deﬁne
KR := {Lxt (, b), t ∈ [0, 1], x ∈ [−R,R] : , b ∈ C1c0,c1 , ||c2},
then KR is relatively compact in Lp(X, ;CR).
Proof. Let Ln,xt be the approximation of Lxt deﬁned by
2Ln,xt := (Xnt − x)+ − (X0 − x) −
∫ t
0
1(x,+∞)(Xnsn) dX
n
s .
Since the indicator function 1(x,+∞)(·) /∈ Wp (R) when p > 1, the proof of (29) in
Lemma 5.5 is invalid. Checking the proof above, in order to prove this proposition,
we only need to give a different proof for (29) by a delicate technical. Others are
analogous.
We notice that∫ t
0
1(x,+∞)(Xnsn) dX
n
s −
∫ t
0
1(x,+∞)(Xs) dXs
=
∫ tn
0
[1(x,+∞)(Xnsn)(Xnsn) − 1(x,+∞)(Xs)(Xs)] dws
+1(x,+∞)(Xntn)(Xntn)(t − tn)w˙nt −
∫ t
tn
1(x,+∞)(Xs)(Xs) dws
=: I1 + I2 + I3.
Obviously,
E|I2|p + E|I3|pC2−np/2.
Moreover, deﬁne A∗n := supt∈[0,1] |Xntn −Xt |, then by Burkhölder’s inequality and (14),(16), we have
E|A∗n|p  3p−1
{
E
[
sup
t∈[0,1]
∣∣∣∣∫ t
0
[(Xnsn) − (Xs)] dws
∣∣∣∣p
]
+E
[
sup
t∈[0,1]
∣∣(Xntn)[(t − tn)w˙nt + (wt − wtn)]∣∣p
]
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+E
[∫ 1
0
|b(Xnsn) − b(Xs)| ds
]p }
 C
{∫ 1
0
E|Xnsn − Xs |p ds +
(
E
[
sup
t∈[0,1]
(|wt+n − wtn | + |wt − wtn |)2p
])1/2 }
 C
{
2−np/2 +
⎛⎝2n−1∑
k=0
E
[
sup
k2−n t<(k+1)2−n
(|wt+n − wtn | + |wt − wtn |)2p
]⎞⎠1/2 }
 C2−n(p−1)/2.
Therefore, by occupation time density formula (cf. [15])
E|I1|p  CE
(∫ tn
0
|1(x,+∞)(Xnsn)(Xnsn) − 1(x,+∞)(Xs)(Xs)|2 ds
)p/2
 CE
(∫ tn
0
|1(x,+∞)(Xnsn) − 1(x,+∞)(Xs)|2|(Xs)|2 ds
)p/2
+CE
(∫ tn
0
|(Xnsn) − (Xs)|2 ds
)p/2
 CE
(∫ tn
0
1(x−A∗n,x+A∗n)(Xs) d〈X〉s
)p/2
+ C2−np/2
= CE
(∫ x+A∗n
x−A∗n
L
y
tn
dy
)p/2
+ C2−np/2
 C
(
E
[
sup
y
|Lytn |p
])1/2 (
E|A∗n|p
)1/2 + C2−np/2
 C2−n(p−1)/4,
the last step is due to a deep result of Barlow–Yor (cf. [6])
E
[
sup
y
|Lytn |p
]
C
{
E
[
sup
t∈[0,1]
∣∣∣∣∫ t
0
(Xs) dws
∣∣∣∣p
]
+ E
∣∣∣∣∫ t
0
b(Xs) ds
∣∣∣∣p
}
.
The proof is then completed by Lemma 5.3 and Theorem 3.2. 
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6. Applications to SPDEs
In this section we work on the canonical probability space (,F, P ;H), where 
is the space of continuous functions on [0, T ] × [0, 1] which are zero on the axes, and
endowed with the topology of the uniform convergence, P the Brownian sheet measure,
F the completion of the Borel -ﬁeld of  with respect to P, H the Cameron–Martin
subspace, i.e., it consists of functions h : [0, T ] × [0, 1] → R which are absolutely
continuous and whose derivative h˙ belongs to L2([0, T ] × [0, 1]); H is then a Hilbert
space with the inner product
〈h1, h2〉H =
∫ T
0
∫ 1
0
h˙1(t, x)h˙2(t, x) dx dt.
Let {W(B), B ∈ B([0, T ] × [0, 1])} be a zero mean Gaussian random ﬁeld on
(,F, P ), with covariance given by
E[W(B)W(C)] =
∫
B∩C
dx dt.
The -ﬁltration {Ft ; t ∈ [0, 1]} is given by

{
W(B), B ∈ B([0, t] × [0, 1])
}
.
Write W(t, x) = W([0, t] × [0, x]).
Let b,  ∈ C1c0,c1 . Consider the following stochastic partial differential equation:
u(t, x)
t
= 
2
u(t, x)
x2
+ b(u(t, x)) + (u(t, x))
2
W
tx
, (34)
(t, x) ∈ [0, T ] × [0, 1], with Dirichlet boundary conditions
u(t, 0) = u(t, 1) = 0 (35)
and initial condition u(0, x) = u0(x) ∈ Cc3 for some  ∈ (0, 1/2), where Cc3 denotes
the -Hölder continuous function space with Hölder constant c3.
Because of the lack of 
2
W
tx , Eq. (34) is formed. A rigorous meaning of this equation
is given by means of the integral equation (cf. [17])
u(t, x)=
∫ 1
0
Gt(x, y)u0(y) dy +
∫ t
0
∫ 1
0
Gt−s(x, y)b(u(s, y)) dy ds
+
∫ t
0
∫ 1
0
Gt−s(x, y)(u(s, y))W(dy, ds), (36)
X. Zhang / Journal of Functional Analysis 232 (2006) 195–221 217
where Gt(x, y) is the fundamental solution of the heat equation with Dirichlet boundary
conditions (35). The kernel Gt(x, y) has the following formula:
Gt(x, y) = 1√
4t
+∞∑
n=−∞
{
exp
(
− (y − x − 2n)
2
4t
)
− exp
(
− (y + x − 2n)
2
4t
)}
. (37)
The unique solution to (36) is denoted by u(t, x; , b, u0) or simply u(t, x) (cf. [17]).
This section is devoted to prove that
Proposition 6.1. Let
KR := {u(t, x; , b, u0), (t, x) ∈ [0, T ] × [0, 1] : , b ∈ C1c0,c1 , u0 ∈ Cc3},
then KR is a relatively compact subset of Lp(, P ;C([0, T ] × [0, 1])) for p2.
The following lemma about the Green kernel is needed (cf. [3,12,21]).
Lemma 6.2. Let u0 ∈ Cc3 for some  ∈ (0, 1/2). We have∣∣∣∣∣
∫ 1
0
[Gt(x, y)u0(y) − Gs(x, y)u0(y)] dy
∣∣∣∣∣  C|t − s|/2, (38)∣∣∣∣∣
∫ 1
0
[Gt(x, z)u0(z) − Gt(y, z)u0(z)] dz
∣∣∣∣∣  C|x − y|. (39)
Here the constant C only depends on c3. Moreover,∫ t
0
∫ 1
0
|Gs(x, z) − Gs(y, z)| dz ds  C|x − y|3−, (40)∫ t
0
∫ 1
0
|Gr+s(x, y) − Gr(x, y)| dy dr  C · s(3−)/2, (41)∫ t
0
∫ 1
0
|Gs(x, y)| dy ds  C · t (3−)/2, (42)
where  ∈ (1, 3), C is a universal constant.
For the sake of simplicity, we restrict ourself to the parameter set [0, 1]2, and con-
struct the following approximation sequence:
un(t, x)=
∫ 1
0
Gt(x, y)u0(y) dy +
∫ t
0
∫ 1
0
Gt−s(x, y)b(un(sn, y)) dy ds
+
∫ t
0
∫ 1
0
Gt−s(x, y)(un(sn, y))W˙n(s, y) dy ds, (43)
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where
W˙n(s, y) = 8n · 4n[W(s+n , y+n ) − W(s+n , yn) − W(sn, y+n ) + W(sn, yn)]
and
s+n =
[8ns] + 1
8n
, sn = [8
ns]
8n
, y+n =
[4ny] + 1
4n
, yn = [4
ny]
4n
.
As in the proof of Theorem 3.1 in [21], using Lemma 6.2 we have
Lemma 6.3. For any p4, there is a constant C = C(p, c0, c1, R) such that
lim
n→∞ sup,b∈C1c0,c1 ,u0∈Cc3
E
(
sup
(t,x)∈[0,1]2
|un(t, x; , b, u0) − u(t, x; , b, u0)|
)p
= 0.
For any  ∈  and m ∈ N, let
˙m()(sn, yn) := 8n · 4n[(s+n , y+n ) − (s+n , yn) − (sn, y+n ) + (sn, yn)].
Deﬁne Zm := m() and m = m(P ), then (Zm, m) is a ﬁnite dimensional Gaussian
space. Moreover, clearly ∪∞m=1Zm = H , and for m > n we have EZm(un(t, x)) =
un(t, x). Hence, Lemma 6.3 gives
lim
m→∞ sup,b∈C1c0,c1 ,u0∈Cc3
‖EZm(u(, b, u0)) − u(, b, u0)‖Lp(,P ;C([0,1]2)) = 0. (44)
In order to prove Proposition 6.1, by Theorem 3.2, the rest thing is to prove the
following estimate.
Lemma 6.4. For any p > 6, there is a constant C = C(p, c0, c1, c3) such that for all
(t, x), (s, z) ∈ [0, 1]2
E|u(t, x) − u(s, z)|p  C(|s − t |p + |x − z|2p) (45)
E‖Du(t, x) − Du(s, z)‖pH  C(|s − t |p/2−3 + |x − z|p−6). (46)
In particular, for any 0 <  <  ∧ ( 12 − 3p )
sup
,b∈C1c0,c1 ,u0∈Cc3
‖u(, b, u0)‖Fp ([0,1]2;Dp1 ) < +∞. (47)
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Proof. Applying Lemma 6.2, the proof of estimate (45) may be found in [3,21]. Let
us prove (46). Observe that (cf. [12,4])
Du(t, x)=
∫ ·∧t
0
∫ ·
0
Gt−s(x, y)(u(s, y)) dy ds
+
∫ t
0
∫ 1
0
Gt−s(x, y)b′(u(s, y))Du(s, y) dy ds
+
∫ t
0
∫ 1
0
Gt−s(x, y)′(u(s, y))Du(s, y)W(dy, ds).
By a standard argument we ﬁrstly have
sup
(t,x)∈[0,1]2
E‖Du(t, x)‖pH C.
Secondly, for t > s we have
Du(t, x) − Du(s, x)
=
∫ ·∧t
0
∫ ·
0
Gt−r (x, y)(u(r, y)) dy dr −
∫ ·∧s
0
∫ ·
0
Gs−r (x, y)(u(r, y)) dy dr
+
∫ 1
0
∫ 1
0
[Gt−r (x, y)1r<t − Gs−r (x, y)1r<s]b′(u(r, y))Du(r, y) dy dr
+
∫ 1
0
∫ 1
0
[Gt−r (x, y)1r<t − Gs−r (x, y)1r<s]′(u(r, y))Du(r, y)W(dy, dr)
=: I1 + I2 + I3.
Let us look at I3. By Burkhölder’s inequality, Hölder’s inequality and (41), (42), we
get
E‖I3‖pH  CE
(∫ 1
0
∫ 1
0
|Gt−r (x, y)1r<t − Gs−r (x, y)1r<s |2‖Du(r, y)‖2H dy dr
)p/2
 C
(∫ 1
0
∫ 1
0
|Gt−r (x, y)1r<t − Gs−r (x, y)1r<s |
2p
p−2 dy dr
)p−2
×
(∫ 1
0
∫ 1
0
E‖Du(r, y)‖pH dy dr
)
 C
(∫ s
0
∫ 1
0
|Gt−r (x, y) − Gs−r (x, y)|
2p
p−2 dy dr
)p−2
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+C
(∫ t
s
∫ 1
0
|Gt−r (x, y)|
2p
p−2 dy dr
)p−2
 C|t − s| p2 −3.
Similarly, we have
E‖I1‖pH + E‖I2‖pH C|t − s|
p
2 −3.
By (40), similar calculation gives
E‖Du(t, x) − Du(t, z)‖pH C|x − z|p−6.
Combining the above estimates yields (46). 
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