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Die vorliegende Arbeit entstand während meiner Tätigkeit als studentishe
Hilfskraft bei der Bundesanstalt für Arbeitshutz und Arbeitsmedizin,
in der Gruppe 3.2 Experimentelle Wirkungsforshung.
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1 Einleitung
Im täglihen Leben, ob auf der Arbeit oder in der Freizeit, sind die Menshen häug
Vibrationen ausgesetzt, z.B. bei einer Busfahrt, einer Autofahrt oder dem Halten
einer Bohrmashine. Es ist bekannt, dass Vibrationen ab einer gewissen Expositi-
onsdauer bzw. Stärke zu Shäden führen können. Die Grenzwerte für die Dauer und
Stärke von Ganzkörpervibrationen sind unter anderem in der ISO 2631-1 [1℄ und
in der Lärm-und Vibrations-Arbeitshutzverodnung [2℄ festgelegt. Besonders wihtig
sind diese Grenzwerte für Personen, die beruih Vibrationen ausgesetzt sind, da sie
vor möglihen Shäden der Exposition geshützt werden sollen.
Die den Grenzwerten zugrunde liegenden Frequenzbewertungsurven werden mo-
mentan von der Arbeitsgruppe 3.2 der Bundesanstalt für Arbeitshutz und Arbeits-
medizin untersuht. Dazu wurde ein Experiment durhgeführt bei dem Probanden
im Labor untershiedlihen Vibrationen ausgesetzt waren. Vibrationen sind durh
untershiedlihe Amplituden, Frequenzen und Rihtungen haraktisiert. In dem Ex-
periment wurde die Wirkungsrihtung der Vibrationen konstant gehalten und die
Amplituden und Frequenzen verändert. Zur Bewertung der Vibrationen wurden die
Probanden gefragt, wie intensiv sie die Vibrationswirkung beurteilen. Im Weiteren
wird diese Frage mit dem Begri Intensitätsfrage bezeihnet. Die Antworten der
Probanden stellen die Datengrundlage dieser Arbeit dar.
Diese Arbeit beshäftigt sih mit der Auswertung der Daten aus der Intensitäts-
frage und dem Vergleih der im Labor der Bundesanstalt für Arbeitsshutz und
Arbeitsmedizin gewonnenen Frequenzbewertungskurven mit denen der ISO 2631-1
dahingehend, ob beide den selben Verlauf haben und sih damit die selbe frequenz-
bewertete Expositionsstärke ergibt.
Im weiteren dieses Kapitels wird genauer auf den Begri der Vibration, insbesonde-
re der Ganzkörpervibration, eingegangen. Ebenfalls wird die Versuhsdurhführung
beshrieben und die Datenstruktur der auszuwertenden Experimentdaten erklärt.
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1.1 Ganzkörpervibrationen unter dem Aspekt des
Arbeitsshutzes
Ganzkörpervibrationen, auh Ganzkörpershwingungen genannt, werden durh me-
hanishe Shwingungen verursaht. Die mehanishen Shwingungen werden von
Mashinen auf den Menshen übertragen und wirken auf den ganzen Körper. Sie
entstehen z.B. bei der Benutzung von Baustellenfahrzeugen. Aber auh in normalen
PKWs, in Flugzeugen oder Shien ist der menshlihe Körper Ganzkörpervibratio-
nen ausgesetzt.
Ganzkörpershwingungen können sih auf das Wohlbenden des Einzelnen aus-
wirken und so die Leistungsfähigkeit verringern. Vibrationen können auh zu ge-
sundheitlihen Shäden führen, beispielsweise zu Shäden an der Lendenwirbelsäule
(Berufskrankheit 2110). [3℄
Um den Arbeitnehmer vor den shädigenden Auswirkungen von Vibrationen zu
shützen wurden Rihlinien entwikelt, die die zulässigen Shwingungsbelastungen,
denen ein Mensh ausgesetzt werden darf, regeln. Es gibt beispielsweise die Rihtlinie
der Vereinigung Deutsher Ingenieure VDI 2057-1 [4℄ oder die international gültige
Norm ISO 2631-1 [1℄. Die Belastung, die durh die Shwingung verursaht wird,
ist abhängig von der Frequenz, der Amplitude und der Vibrationsrihtung. In den
Rihtlinien sind Höhstwerte für die Tagesvibrationswerte angegeben, die niht über-
shritten werden dürfen. Bei Übershreitungen der maximalen Vibrationsbelastung
müssen Maÿnahmen zur Verringerung der Exposition getroen werden. [5℄
Die ISO 2631 enthält Kurven, die das Komfortempnden, das subjektive Emp-
nden, wie angenehm bzw. unangenehm Shwingungen empfunden werden, in Ab-
hängigkeit von der Frequenz darstellen. Diese Kurven, die das Komfortempnden
in Abhängigkeit von der Frequenz darstellen, werden Wihtungskurven genannt. Sie
dienen auh der Beurteilung von Gesundheitsgefährdungen durh Vibrationen. Die
Rihtigkeit der Verlauf dieser Kurven soll überprüft werden. Dazu führte die Bun-
desanstalt für Arbeitshutz und Arbeitsmedizin ein Vibrationsexperiment mit 13
Probanden durh.
1.2 Durhführung des Experimentes
Das Experiment zur Beurteilung des Vibrations-Komfortempndens wurde in dem
Vibrationslabor der Bundesanstalt für Arbeitsshutz und Arbeitsmedizin durhge-
führt.
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In dem Experiment wurden 13 Versuhpersonen untershiedlihen Shwingungen
ausgesetzt. Während des Versuhes saÿen die Personen aufreht auf dem Simulator.
Es wurden insgesamt 15 untershiedlihe sinusförmige Shwingungen erzeugt. Dabei
wurde zwishen 3 Amplituden (0.4, 0.8 und 1.6 ms
−2
) und 5 (0.8, 1.6, 3.2, 6.3 und
12.5 Hz) Frequenzen variiert.
Die Bewertung des Shwingungskomforts durh die Probanden erfolgte mittels ei-
ner Linie, die auf die Wand projiziert wurde, die immer kleiner wurde. Die Probanden
stoppten die Verkleinerung der Linie durh einen Mausklik. Anshlieÿend wurden
sie zu der selben Shwingung nohmals befragt. Diesmal jedoh wurde die Linie grö-
ÿer. Die Probanden stoppten die Bewegung der Linie wieder per Mausklik, wenn
die Linie die Gröÿe erreiht hatte, mit der sie die Shwingung bewerten wollten. [6℄
Abbildung 1.1: Frage zum Intensitätsempnden mit wahsendem Balken
1.3 Datengrundlage
Die auszuwertenden Daten bestehen aus den von Probanden gegebenen Antworten.
Zu den Antworten gehören die Linienlängen bei denen die Probanden die Verklei-
nerung bzw. die Vergröÿerung der Linie stoppten. Die Linienlänge wurde als nu-
merisher Wert in der jeweiligen Pixellänge gespeihert. Sie kann theoretish Werte
zwishen 0 und 820 annehmen. In dem Experiment traten Werte von 30 bis 820 auf.
Zur Auswertung wird der Mittelwert aus dem Wert, der beim Vergröÿern der Linie,
und dem Wert, der beim Verkleinern der Linie abgegeben wurde, gebildet.
Zu jeder Linienlänge wurde die jeweilige Probandennummer (von 51 bis 63) ge-
4
speihert. Auÿerdem wurde die Frequenz und die Amplitude abgespeihert, die das
jeweilige Intensitätsemnden hervor gerufen haben. Die Frequenzen sind mit Werten
von 2001 bis 2005 gekennzeihnet und die Codierung der Amplitude geht von 1001
bis 1003.
Zu jedem Probanden gibt es 15 Messwerte. Insgesamt gibt es also 195 Werte. In
Tabelle 1.1 ist ein Auszug der ausgewerteten Daten dargestellt.
Tabelle 1.1: Datenauszug der Intensitätsdaten
Versuhperson Frequenz Amplitude Linienlänge
51 2001 1001 50
51 2002 1001 340
51 2003 1001 180
51 2004 1001 124
.
.
.
.
.
.
.
.
.
.
.
.
63 2005 1003 400
Um einen ersten Eindruk über die Daten und ihre Verteilung zu bekommen, sind
diese grash dargestellt. Dazu wurde die gemessene Linienlänge über die Frequenz,
über die Amplitude und über die Probandennummer aufgetragen. An den Abbildun-
gen aus 1.3 lässt sih erkennen, dass die Varianz der Daten hoh ist.
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Abbildung 1.2: Darstellung der Ergebnisse der Intensitätsfrage aufgetragen über
links oben Frequenz, rehts oben Amplitude, links unten
Probandennummer
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Abbildung 1.3 zeigt die gemessenen Werte für jede Amplitude in einem einzelnen
Diagramm, dabei wurden über die 5 Frequenzen die dazugehörigen Antworten der 13
Probanden aufgetragen. Die Linie verbindet die einzelnen Mittelwerte, die zu jeder
Frequenz berehnet wurden. Es wird deutlih, dass der Verlauf der Mittelwerte für
jede Amplitude ähnlih ist.
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Abbildung 1.3: Grashe Darstellung der Intensitätsdaten getrennt nah den unter-
shiedlihen Amplitudenstufen. Die Roten Sterne stellen die Rohda-
ten dar, die blauen Linien sind die Mittelwerte über die jeweiligen
Frequenzen.
1.4 Problemstellung
Diese Arbeit soll die Daten auswerten hinsihtlih der Fragestellung, ob die Ände-
rung der Frequenz bzw. der Amplitude einen Einuss auf das Intensitätsempnden
der Probanden haben. Dazu sollen die erfragten Werte mit zwei statistishen Analy-
semethoden, der Varianzanalyse und dem linearen gemishten Modell, ausgewertet
werden und anshlieÿend die beiden Verfahren verglihen werden.
Desweiteren sollen die im Experiment ermittelten Werte mit denen der ISO-Wihtungs-
Kurve verglihen werden um festzustellen, ob die ISO-Kurve einen signikant anderen
Verlauf hat als die Kurve aus den Experimentdaten.
In den folgenden Kapiteln sollen also die Punkte
• Auswertung der Daten mit der Varianzanalyse,
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• Auswertung der Daten mit dem linearen gemishten Modell,
• Vergleih der beiden Verfahren und
• Test auf Gleihheit der Kurvenverläufe
behandelt werden.
Das zweite Kapitel beshreibt das Vorgehen bei der Auswertung von Daten mit
der Varianzanalyse. Dabei wird sowohl auf die Varianzanalyse als auh auf die Va-
rianzanalyse mit Messwiederholungen eingegangen. Die beiden Methoden werden
vorgestellt, die Ergebnisse berehnet und dann verglihen.
Das dritte Kapitel beshäftigt sih mit dem linearen gemishten Modell. Zuerst
wird diese Methode beshrieben, dann auf die Modellbildung sowie untershiedlihe
Berehnungs- und Testmöglihkeiten eingegangen.
Das vierte Kapitel fasst die Ergebnisse aus den vorherigen Kapiteln zusammen und
vergleiht die beiden Methoden miteinander, wobei auf die Vorteile des jeweiligen
Verfahrens eingegangen wird. Anshlieÿend wird die ISO-Kurve mit den berehneten
Werten aus dem Experiment verglihen.
Das fünfte Kapitel stellt eine kurze Zusammenfassung der Ergebnisse dar und gibt
einen kurzen Ausblik auf weitere Problemstellungen, die beim Bearbeiten der oben
genannten Punkte auftraten.
In der Abeit sind wihtige Begrie hervorgehoben. Alle Ergebnisse dieser Arbeit
wurden mit Matlab 7.6.0 berehnet und die Abbildungen unter Zuhilfenahme dieses
Programmes erstellt.
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2 Varianzanalyse
Ziel der Varianzanalyse, auh als ANOVA bezeihnet (Analysis of Variane), ist es,
den Einuss der unabhängigen Variablen Xi [iǫN] auf die abhängige Variable Y zu
klären und so Untershiede zwishen den einzelnen unabhängigen Variablen bzw.
den untershiedlihen Ausprägungen der unabhängigen Variablen aufzudeken. Die
unabhängigen Variablen nennt man auh Faktoren. Ein Faktor kann in untershied-
lihen Ausprägungen vorliegen (z.B. kein Medikament, Plaebo, Medikament). Diese
Ausprägungen werden Faktorstufen genannt.
Die Varianzanalyse untersuht also die Abhängigkeit einer abhängigen Variablen
von mehreren unabhängigen Variablen. Der Grundgedanke bei der ANOVA ist es,
dass sih die gesamte Varianz, die aus allen Daten berehnet werden kann, in zwei Va-
rianzarten unterteilen lässt. Das wäre zum einen die erklärte Varianz. Dabei handelt
es sih um die Varianz zwishen den Gruppen. Diese Varianz entsteht dadurh, dass
Probanden untershiedlihen Bedingungen ausgesetzt sind. Es ist zu erwarten, dass
zwei Probanden, die der gleihen Gruppe angehören (z.B. gleih behandelt wurden),
sih niht so stark hinsihtlih des Mittelwertes untersheiden wie zwei Probanden
aus untershiedlihen Gruppen. Zum anderen wäre es die niht erklärte Abweihung.
Jene Varianz wird dadurh verursaht, dass zwishen den Probanden indiviuelle Un-
tershiede bestehen und auÿerdem durh niht beahtete Faktoren sowie durh zu-
fällige Abweihungen. Diese Varianz wird auh Fehlervarianz genannt. Die Faktoren
beeinussen die abhängige Variable signikant, wenn durh die Varianz zwishen den
Gruppen die Gesamtvarianz besser erklärt wird, als durh die Varianz innerhalb der
Gruppen, d.h. wenn die erklärte Varianz höher ist, als die niht erklärte. Berehnen
lässt sih dies über die Prüfgröÿe. Eine Prüfgröÿe, auh Testgröÿe genannt, ist eine
Funktion, die unter Annahme der Nullhypothese einer bestimmten Verteilung folgt.
Die zu überprüfende Nullhypothese lautet:
µ1 = µ2 = ... = µi. (2.1)
Die Mittelwerte µi aller Faktoren sind gleih und es liegt kein signikanter Unter-
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shied zwishen den einzelnen Faktorstufen vor. Es kann also getestet werden, ob von
den Untershieden der Mittelwerte der Gruppen geshlossen werden kann, dass Un-
tershiede zwishen den Gruppen in der Grundgesamtheit vorliegen. Die Testgröÿe
besteht aus dem Quotienten von erklärter Abweihung und niht erklärter Abwei-
hung. Sie testet so, ob die Varianz in den Faktorstufen gröÿer ist als zwishen den
Faktorstufen. Daher auh der Name des Verfahrens.
Varianzanalysen werden nah Anzahl der unabhängigen Variablen klassiziert.
So wird beispielsweise eine Varianzanalyse mit zwei unabhängigen Variablen zwei-
faktorielle ANOVA genannt. Wird die Wirkung von mehreren unabhängigen Va-
riablen auf mehrere abhängige Variablen untersuht, so nennt man das MANOVA
(Multiple Analysis of Variane). Wie die Varianzanalysen zu bezeihnen sind, ist aus
Tabelle 2.1 zu entnehmen.
Tabelle 2.1: Klassizierung der Varianzanalyse
Anzahl abhängiger
Variablen
Zahl unabhängiger
Variablen
Verfahrensbezeihnung
1
1 Einfaktorielle
Varianzanalyse
1 ≥ 2 Mehrfaktorielle
Varianzanalyse
≥ 2 ≥ 1 Mehrdimensionale
Varianzanalyse
Zur Überprüfung der Nullhypothese können auh mehrere t-Tests durhgeführt
werden, wobei dann alle Vergleihe zwishen den untershiedlihen Faktorstufen ein-
zeln vorgenommen werden würden. Der Nahteil dieser Vorgehensweise liegt darin,
dass es bei der Durhführung mehrerer Tests zu Problemen des multiplen Testens
kommen kann. Eines dieser Probleme ist die Ination des α-Fehlers. Bei diesem
Problem werden einige Testergebnisse nur zufällig als signikant angenommen. Wer-
den diese mehreren t-Tests z.B. zum Signikanzniveau α = 0.05 durhgeführt, so
werden 5% der Tests zufällig signikant sein.
1
Die Varianzanalyse stellt eine Erwei-
terung des t-Testes dar und ist diesem bei mehreren Vergleihen derselben Daten
vorzuziehen, um das Problem der α-Ination und weitere Probleme des multiplen
Testens zu vermeiden. Bei der Untersuhung zweier Gruppen auf Gleihheit sind die
Ergebnisse des t-Testes und der Varianzanalyse identish.
Es existieren untershiedlihe Designs der Varianzanalyse, within-design, between-
1
Dies entspriht der Denition des α-Fehlers: H0wird abgelehnt, obwohl H0wahr ist.
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design und mixed-design. Beim between-design wird jeder Proband genau einer Grup-
pe zugeordnet. Beim within-design wird jeder Proband in jeder Faktorstufe bzw. jeder
Faktorstufenkombination (bei mehrfaktoriellen ANOVAs) getestet. Das mixed-design
stellt eine Mishung aus den beiden eben genannten dar und ist nur für mehrfaktori-
elle Varianzanalysen anwendbar. In diesem ANOVA-Design werden einige Faktoren
als within getestet, andere als between. Bei den Daten der Komfortfrage wurden die
Probanden mehrfah zu untershiedlihen Faktorkombinationen befragt. So, dass für
die Daten der Komfortfrage sowohl ein within-design als auh ein between-design
anwendbar ist.
Die Formeln von Kapitel 2.1 stammen aus [7℄ und die Gleihungen aus Kapitel 2.2
aus [8℄.
2.1 Zweifaktorielle Varianzanalyse
Die vorliegenden gewonnenen Daten aus der Intensitätsfrage beinhalten zwei Fak-
toren (Frequenz und Amplitude), so dass die einfaktorielle ANOVA niht genutzt
werden kann. Da eine abhängige metrish skalierte Zielvariable und zwei unabhän-
gige nominalskalierte Faktoren vorliegen, muss eine zweifaktorielle Varianzanalyse
durhgeführt werden. Bei der Zielvariablen handelt es sih um die Linienlänge, die
von den beiden Faktoren Frequenz und Amplitude abhängt. Der Faktor Frequenz
liegt in 5 Ausprägungen vor, die Amplitude in 3 Faktorstufen. Man spriht auh von
einem 5x3 faktoriellen Design.
In der zweifaktoriellen Varianzanalyse werden zwei Arten von Eekten untershie-
den, sogenannte Haupteekte und Interaktionseekte. DerHaupteekt des Faktors
X beshreibt den Einuss des Faktors X auf die abhängigen Variable Y . Neben der
Analyse, ob sih einer der beiden Faktoren auf die Zielvariable auswirkt, lässt sih
in der zweifaktoriellen ANOVA auh testen, ob sie sih zusammen auf die Zielvaria-
ble auswirken. Es lässt sih also herausnden, ob eine Wehselwirkung zwishen den
Einussgröÿen besteht. Ein Interaktionseekt zwishen zwei Faktoren äuÿert sih
darin, dass sih der eine Faktor je nah Ausprägung des anderen Faktors vershieden
auf die unabhängige Zielvariable auswirkt.
Vor der eigentlihen Analyse können die Daten in einem Interaktionsdiagramm
grash dargestellt werden. In einem Interaktionsdiagramm werden die Faktorstu-
fenmittelwerte geplottet. Dazu wird auf der Abzisse der Faktor Frequenz aufgetragen
und auf der Ordinate die Linienlänge. Anshlieÿend werden die berehneteten Mittel-
werte für jede Faktorstufenkombination eingezeihnet. 2.1 Für jede Stufe des Faktors
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Amplitude ergibt sih so eine eigene Linie. Diese Linien können miteinander vergli-
hen werden und geben Aufshluss über möglihe Wehselwirkungen zwishen den
Faktoren. Verlaufen diese drei Linien (da es drei untershiedlihe Amplituden gibt)
parallel, heiÿt das, dass keine Interaktionen zwishen den beiden Faktoren Amplitude
und Frequenz auftreten.
Wie in Bild 2.1 ersihtlih, verlaufen die drei Linien fast parallel, d.h. es liegen Ef-
fekte der Faktoren Frequenz und Amplitude vor. Die Vorrausetzung dafür, dass keine
Wehselwirkungen vorliegen, dass die Linien also parallel zueinander verlaufen sind
approximativ erfüllt. Deswegen können die Wehselwirkungseekte näherungsweise
als vernahlässigbar angesehen werden.
Abbildung 2.1: Interaktionsdiagramm für Intensitätsfrage
Bei der gewählten Darstellung von Interaktionen kann es zu Verfälshungen kom-
men, da gleihzeitig zu den Wehselwirkungsbeziehungen auh die Haupteekte be-
rüksihtigt werden. Um eine daraus resultierende falshe Interpretation zu vermei-
den, wird die Interaktion anhand der residualen Mittelwerte interpretiert. Die resi-
dualen Mittelwerte ergeben sih als Dierenz aus den erwarteten Mittelwerten der
Interaktionsaktioneekte und den empirishen Mittelwerten der Interaktionseekte.
Im Weiteren wird der Faktor der Frequenz mit Faktor A bezeihnet und die Ein-
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ussgröÿe Amplitude mit Faktor B. Faktor A hat ni = 5 Stufen und Faktor B nj = 3
Stufen. Die einzelnen Stufen des Faktors A werden mit i bezeihnet, die von Fak-
tor B mit j. Eine dritte Laufvariable k kennzeihnet die Versuhperson, so dass
k = 1, ..., 13. Die Variable y237 enthält die Antwort, die der siebente Proband auf
die Intensitätsfrage zu den Einstellungen zweite Frequenz und dritte Amplitude ab-
gegeben hat. Die Daten lassen sih übersihtlih in einer Tabelle, wie in Tabelle 2.1,
darstellen, wo die Spalten die Ausprägungen des einen Faktors enthalten und die Zei-
len die Faktorstufen des anderen Faktors. Jede möglihe Spalten-Zeilen-Kombination
wird Zelle genannt, d.h. alle Werte die bei Frequenz 1 und Amplitude 1 gemessen
wurden, stehen in einer Zelle.
Tabelle 2.2: Datenanordnung in einer Tabelle für zweifaktorielle Varianzanalyse
Frequenz 1 Frequenz 2 ... Frequenz 5
Amplitude
1
x111, x112,
...., x11k
x211, x212,
...., x21k
... x511, x512,
...., x51k
xβ1
Amplitude
2
x121, x122,
...., x12k
x211, x222,
...., x22k
... x521, x522,
...., x52k
xβ2
Amplitude
3
x131, x132,
...., x13k
x231, x232,
...., x23k
... x531, x532,
...., x53k
xβ3
x¯α1 x¯α2 ... x¯α5 x
Das Modell für die zweifaktorielle Varianzanalyse lautet:
Yijk = µ+ αi + βj + (αβ)ij + ǫijk. (2.2)
Yijk : Unabha¨ngige V ariable
µ : GlobalerMittelwert
αi : Haupteffekt des FaktorsA
βi : Haupteffekt des FaktorsB
(αβ)ij : Wechselwirkung der Faktoren
ǫ : Residuen
In dem Modell bezeihnet Yijk die Zielvariable, also die Antworten der Probanden
auf die Intensitätsfrage. µ bezeihnet den globalen Mittelwert, auh als grand mean
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bezeihnet, und berehnet sih als Mittelwert aus allen gegebenen Antworten.
µ =
1
ninj
ni∑
i=1
nj∑
j=1
µij (2.3)
αi und βi stellen die Haupteekte dar. αi beshreibt den Eekt der i-ten Faktorstufe
des Faktors A.
αi = µi − µ (2.4)
µi ist der Erwartungswert in der i-ten Stufe des Faktors A.
µi =
1
nj
nj∑
j=1
µij (2.5)
βi beshreibt analog zu αi die Wirkung der j-ten Faktorstufe des Faktors B. Die
Berehnung erfolgt entsprehend zur Berehnung des Eektes αi. (αβ)ij beshreibt
die Wehselwirkung zwishen den beiden Faktoren.
(αβ)ij = µij − (µ + αi + βi) (2.6)
Zuerst müssen die Shätzer für die Modellparameter berehnet werden. Der Shät-
zer für den globalen Mittelwert ergibt sih als Mittelwert aus allen Betrahtungen.
Die Anzahl der Antworten ist i · j · k, da die 13 Probanden eine Frage für jede
Frequenz- und jede Amplitudeneinstellung beantwortet haben.
µ̂ =
1
ninjnk
ni∑
i=1
nj∑
j=1
nk∑
k=1
Yijk = y (2.7)
Die Eekte der Faktoren A und B werden über die Abweihungen der Mittelwerte
der Faktorstufen vom globalen Mittelwert bestimmt.
αi = yi − µ̂ (2.8)
ŷi =
1
njnk
nj∑
j=1
nk∑
k=1
yijk (2.9)
βj = yj − µ̂ (2.10)
ŷj =
1
nink
ni∑
i=1
nk∑
k=1
yijk (2.11)
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Der Parameter der Wehselwirkungen zwishen den beiden Faktoren lässt sih als
die Dierenz zwishen dem Gesamtmittelwert und den Mittelwerten für die Faktoren
A und B sowie die Mittelwerte je Zelle berehnen.
(̂αβ)ij = µ− yij − yi − yj (2.12)
yij =
1
nk
nk∑
k=1
yijk (2.13)
Die Residuen ergeben sih aus:
ǫijk = yijk − (µ̂+ αi + βj + (αβ)ij . (2.14)
Zur Überprüfung der Einüsse der einzelnen Eekte muss eine geeignete Prüfgröÿe
gebildet werden. Diese leitet sih aus der Streuungszerlegung, die die Gesamtstreuung
in die durh die jeweiligen Eekte erklärte Streuung zerlegt, ab. Die Gesamtstreuung
lässt sih in die Streuung der Faktoren A und B, die Streuung der Interaktion und
die Reststreuung, zerlegen.
SQtotal = QSA +QSB +QSAxB +QSr
Die Gesamtstreuung berehnet sih wie folgt:
SQtotal =
ni∑
i=1
nj∑
j=1
nk∑
k=1
(yijk − y)
2. (2.15)
Die Streuung der Haupteekte wird ermittelt, indem das Produkt aus den drei Fak-
toren Haupteekt der Stufe i bzw. j, Anzahl der Individuen je Zelle und Anzahl der
Stufen des anderen Faktors gebildet wird. Es ergibt sih also ein gewihtetes Produkt
der Individuen unter allen Faktorstufenkombinationen, da die Abweihungen der je-
weiligen Faktorstufe so multipliziert werden, als ob jeder Messwert dieser Faktorstufe
genau die Abweihung des Haupteektes hervorbringt.
SQA = nj · nk ·
ni∑
i=1
(yi − y)
2
(2.16)
SQB = ni · nk ·
nj∑
j=1
(yj − y)
2, (2.17)
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die Streuung der Interaktionseekte:
SQA×B = nk ·
ni∑
i=1
nj∑
j=1
(yij − yi − yj − y) = nk
ni∑
i=1
nj∑
j=1
(α̂β)2ij . (2.18)
und die Reststreuung:
SQr =
ni∑
i=1
nj∑
j=1
nk∑
k=1
(yijk − yij)
2. (2.19)
In der zweifaktoriellen Varianzanalyse gibt es drei Arten von Eekten, so dass drei
Hypothesen überprüft werden. Die erste und zweite Hypothese besagen, dass die
Faktorstufen der Faktoren A bzw. B sih niht signikant untersheiden, also keine
Untershiede zwishen den vershiedenen Faktorstufen des Faktors vorliegen.
HA0 : αi = 0 (2.20)
HB0 : βi = 0 (2.21)
Die dritte Hypothese maht Aussagen zu den Wehselwirkungen, dabei besagt H0,
dass keine Wehselwirkungen vorliegen.
HAxBo : (αβ)ij = 0 (2.22)
Die Teststatistiken werden so gebildet, dass die Streuung, die durh die Faktoren
bzw. die Wehselwirkungen der Faktoren auftreten in Beziehung zur Reststreuung
gesetzt wird. Die Prüfgröÿen unterliegen einer F -Verteilung mit den entsprehenden
Freiheitsgraden. Die Prüfgröÿen, die aus den genannten Streuungen bestehen, die
jeweils noh durh die Freiheitsgrade dividiert werden, lauten:
FA =
SQA/(ni − 1)
SQr/ninj(nk − 1)
(2.23)
FB =
SQB/(nj − 1)
SQr/ninj(nk − 1)
(2.24)
FAxB =
SQAxB/(ni − 1)(nj − 1)
SQr/ninj(nk − 1)
. (2.25)
Zur besseren Übersihtlikeit lassen sih die jeweiligen Quotienten (Streuung/Freiheitsgrade)
noh zu einem mittleren quadratishen Term zusammenfassen, die mitMQA,MQB ,
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MQAxB undMQr bezeihnet werden. So ergibt sih z.B.MQA alsMQA = SQA/(ni−
1). Die Hypothesen in 2.20 und 2.21 werden abgelehnt, wenn:
FA > F1−α[ni − 1, ninj(nk − 1)] (2.26)
bzw., wenn
FB > F1−α[n− 1, ninj(nk − 1)]. (2.27)
Der Untershied zwishen den empirishen und theoretishen F-Werten bezüglih der
Interaktionen 2.22 ist signikant, wenn:
FAxB > F1−α[(ni − 1)(nj − 1), ninj(nk − 1)]. (2.28)
Die Varianzanalyse maht Aussagen darüber, ob zwishen mindestens zwei Faktor-
stufen ein signikanter Untershied besteht. Wenn von Interesse ist, zwishen welhen
Faktorstufen signikante Untershiede bestehen, müssen weitere Tests für Einzelver-
gleihe durhgeführt werden, z.B. Sheé-Test. [8, S. 280℄
Dem varianzanalytishen Modell liegen mehrere Modellannahmen zu Grunde, die
überprüft werden müssen, wenn die Varianzanalyse eingesetzt werden soll.
• Varianzhomogenität: Die Varianzen der Residuen sollen gleih sein. Überprüf-
bar ist dies z.B. mit dem Levene-Test.
• Normalverteilung: Die Fehlerkomponenten sind in der Grundgesamtheit nor-
malverteilt. Bei Verletzung dieser Annahme kann statt der Varianzanalyse ein
verteilungsfreier Test durhgeführt werden.
• Unabhängigkeit: Die Werte der Stihprobe sind in allen Faktorstufenkombina-
tionen voneinander unabhängig.
Die letzte Vorrausetzung, die erfüllt sein muss, um die ANOVA anzuwenden, ist
niht erfüllt, da jede Versuhsperson mehrfah, insgesamt 15-mal, gemessen wurde.
Die Werte einer Person sind niht unabhängig, sondern werden von den persönlihen
Vorraussetzungen des Menshen bestimmt. Deswegen ist für diese Daten von einer
zweifaktoriellen Varianzanalyse Abstand zu nehmen und zur Auswertung der Daten
auf die mehrfaktorielle Varianzanalyse für wiederholte Messungen zurükzugreifen.
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2.2 Varianzanalyse mit Messwiederholung
Die Varianzanalyse mit Messwiederholung ist eine statistishe Auswertemethode für
Daten, die untereinander niht als unabhängig angesehen werden können. Solhe ab-
hängigen Daten entstehen z.B. bei Medikamentenstudien, wenn bei dem Teilnehmer
vor und nah Medikamentengabe Daten erhoben werden oder wenn in einem Experi-
ment ein Proband mehrmals unter untershiedlihen Bedingungen befragt wird. Diese
Daten können niht als unabhängig angesehen werden, da die Probanden mehrfah
befragt wurden. Auh wenn ein Proband zu jeder Frequenz-Amplituden-Kombination
nur einmal befragt wurde, so ist doh zu erwarten, dass jeder Proband dieselbe Kom-
bination untershiedlih bewerten wird. So wie die Varianzanalyse eine Erweiterung
für den t-Test darstellt, so ist die Varianzanalyse mit Messwiederholungen eine Er-
weiterung für den t-Test für abhängige Stihproben.
Es gibt untershiedlihe Arten von Varianzanalysen mit Messwiederholungen. Wie
bereits in Kapitel 2.1 dargestellt werden sie nah Anzahl der unabhängigen Fak-
toren benannt, d.h. einfaktorielle Varianzanalyse mit Messwiederholung, zweifakto-
rielle Varianzanalyse mit Messwiederholung usw. Dabei ist zu beahten, dass ein
Faktor für die Messwiederholung hinzu kommt. Das bedeutet, dass die einfaktoriel-
le Varianzanalyse nur einen Faktor hat, der die Messwiederholung beinhaltet. Das
könnten beispielsweise untershiedlihe Tageszeitpunkte sein (z.B. morgens, mittags,
abends). Statt der einfaktoriellen Varianzanalyse mit Messwiederholung lässt sih
auh die einfaktorielle Varianzanzanalyse ohne Messwiederholung durhführen, wenn
die Daten des Einzelnen in ipsative Daten umgewandelt werden. Zur Erlangung der
ipsativen Daten werden die Daten einer Person am Gesamtmittelwert dieser Person
ausgerihtet.
Für die vorliegenden Daten der Intensitätsfrage wäre eine dreifaktorielle Varian-
zanalyse mit Messwiederholung denkbar. Dabei würden zwei Faktoren, Amplitude
und Frequenz, dieselben Faktorstufen haben, wie in Kapitel 2.1 beshrieben, und der
dritte Faktor würde die Versuhspersonennummer enthalten, hätte also 13 Faktorstu-
fen. Die beiden Faktoren Frequenz und Amplitude werden als Gruppierungsfaktoren
bezeihnet und der Eekt, der durh die Probanden entsteht, als Messwiederho-
lungsfaktor. Es ist zu beahten, dass zwei Gruppierungsfaktoren vorliegen und nur
ein Messwiederholungsfaktor, da es ebenfalls eine dreifaktorielle Varianzanalyse mit
Messwiederholung auh die Möglihkeit gibt, dass zwei Messwiederholungsfaktoren
und ein Gruppierungsfaktor vorliegen. Die Berehnung beider läuft vershieden ab.
Jedoh gehen alle diese Varianzanalysen mit Messwiederholungen davon aus, dass
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zu jeder Faktorstufenkombination bzw. zu jedem Faktor eine Stihprobe vorliegt.
Dies ist bei den gegebenen Daten niht der Fall. Es handelt sih um Daten, die
eine einmal gezogene Stihprobe darstellen, die dann unter untershiedlihen Bedin-
gungen getestet wurde. Für einen solhen Fall, wo nur eine Stihprobe unter allen
Faktorstufenkombinationen getestet wurde, ist die Varianzanalyse mit kompletter
Messwiederholung anzuwenden.
Die Bezeihnung der Faktoren ist in dieser Analyse analog zu Kapitel 2.1. Auh für
diesen Fall der Varianzanalyse lassen sih die Daten zur besseren Übersihtlihkeit
in einer Tabelle, abgebildet in Tabelle 2.2, darstellen.
Tabelle 2.3: Datenshema komplette Messwiederholung (Auszug)
Frequenz 1 Frequenz 2 ...
Versuhsperson Amplitude 1 ... Amplitude 3 Amplitude 1 ... Amplitude 3 ...
1 x111 ... x131 x211 ... x231 ...
2 x112 ... x132 x212 ... x232 ...
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
In dieser Analyse wird die Gesamtstreuung ebenfalls zerlegt. Die Gesamtstreuung
ist die Summe aus der Streuung zwishen den Versuhspersonen und der Streu-
ung innerhalb der Versuhspersonen. Im weiteren werden die Gesamtstreuung mit
SQgesamt, die Streuung zwishen den Versuhspersonen als SQzwV P und die Streu-
ung innerhalb der Versuhspersonen mit SQinV P bezeihnet.
SQgesamt = SQzwV P + SQinV P (2.29)
Hierbei ist die Streuung innerhalb der Versuhspersonen gegeben als
SQinV P = SQA + SQB + SQAxB + SQAxV P + SQBxV P + SQAxBxV P . (2.30)
Die Streuungen aus Gleihung 2.30 berehnen sih wie folgt, wobei aus Platzgründen
nur die Ergebnisse angegeben sind:
SQA =
ni∑
i=1
y2i
ni · nk
−
ni∑
i=1
nj∑
j=1
nk∑
k=1
yijk
ni · nj · nk
= 2.87 (2.31)
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SQB =
nj∑
j=1
y2j
ni · nk
−
ni∑
i=1
nj∑
j=1
nk∑
k=1
yijk
ni · nj · nk
= 2.86 (2.32)
SQ2AxB =
ni∑
i=1
nj∑
j=1
y2ij
nk
−
nj∑
j=1
y2j
ni · nk
−
ni∑
i=1
y2i
nj · nk
ni∑
i=1
nj∑
j=1
nk∑
k=1
yijk
ni · nj · nk
= −5.68 (2.33)
SQ2AxV p =
ni∑
i=1
nj∑
k=1
y2ik
nj
−
ni∑
i=1
y2i
nj · nk
−
nk∑
k=1
y2k
nj · ni
+
ni∑
i=1
nj∑
j=1
nj∑
k=1
yijk
ni · nj · nk
= −5.35 (2.34)
SQBxV p =
nj∑
j=1
nk∑
k=1
y2jk
ni
−
nj∑
j=1
y2j
ni · nk
−
nk∑
k=1
y2k
ni · nj
+
ni∑
i=1
nj∑
j=1
nk∑
k=1
yijk
ni · nj · nk
= −5.48 (2.35)
SQAxBxV P =
ni∑
i=1
nj∑
j=1
nk∑
k=1
y2ijk −
ni∑
i=1
nj∑
j=1
y2ij
nk
−
ni∑
i=1
nk∑
k=1
y2ik
nj
−
nj∑
j=1
nk∑
k=1
y2jk
ni
+
ni∑
i=1
y2i
nj · nj
+
ni∑
i=1
nj∑
j=1
y2ij
nk
−
ni∑
i=1
nk∑
k=1
y2ik
nj
−
nj∑
j=1
nk∑
k=1
y2jk
ni
+
ni∑
i=1
y2i
nj · nj
+
nj∑
j=1
y2j
ni · nk
+
nk∑
k=1
y2k
ni · nj
−
ni∑
i=1
nj∑
j=1
nk∑
k=1
yijk
nj · nj · nk
= 8.35 (2.36)
SQinV P =
ni∑
i=1
nj∑
j=1
nk∑
k=1
x2ijk −
nk∑
k=1
y2k
ni · nj
(2.37)
SQzwV P =
nk∑
k=1
y2k
ni · nj
−
ni∑
i=1
nj∑
j=1
nk∑
k=1
yijk
nj · ni · nk
(2.38)
SQtotal =
ni∑
i=1
nj∑
j=1
nk∑
k=1
x2ijk −
ni∑
i=1
nj∑
j=1
nk∑
k=1
yijk
nj · ni · nk
(2.39)
Wie bereits im vorherigen Kapitel werden die eben berehneten Streuungen noh
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durh die Anzahl der Freiheitsgrade df dividiert, bevor aus ihnen die Teststatistiken
gebildet werden.
σA =
SQA
dfA
, σB =
SQB
dfB
, σAxB =
SQAxB
dfA · dfB
σAxV P =
SQAxV P
dfA · dfV P
, σBxV P =
SQBxV P
dB · dfV P
, σAxBxV P =
SQAxBxV P
dfA · dfB·dfV P
(2.40)
Die Teststatistiken lauten:
FA =
σA
σAxV P
(2.41)
FB =
σB
σBxV P
(2.42)
FAxB =
σAxB
σAxBxV P
. (2.43)
Ebenfalls wie im vorherigen Kapitel werden 3 Hypothesen überprüft, nämlih ob
Faktor A und Faktor B einzeln bzw. die Interaktion der beiden sih signikant auf
die abhängige Variable auswirken. Dazu werden die berehneten empirishen Werte,
die nah den Formeln 2.41 bis 2.43 berehnet wurden, mit den theoretishen F-
Werten verglihen [9, S.268-272℄. Die theoretishen Werte der Fisher-Verteilung sind
aus Tabellen ablesbar . Man kann sie sih aber auh mittels der Funktion nv(1-α,
Freiheitsgrade Zähler, Freiheitsgrade Nenner) in Matlab ausgeben lassen. Sind die
empirishen Werte gröÿer als die theoretishen, wird die Nullhypothese verworfen.
Tabelle 2.4: Übersiht empirishe und theoretishe F-Werte für Intensitätsfrage-
Daten
empirisher F-Wert theoretisher F-Wert
Faktor A 6.899 2.5652
Faktor B 80.082 3.4028
Interaktion 1.255 2.0363
An dieser Tabelle lässt sih sehr gut erkennen, dass die empirishen Werte der
Faktoren A und B gröÿer sind, als die theoretishen, d.h., die Nullhypothese wird
abgelehnt und die beiden Faktoren haben einzeln Einuss auf die Linienlänge. Der
Eekt der durh die Interaktion von Faktor A (Frequenz) und Faktor B (Amplitude)
ausgeübt wird, ist niht signikant.
Die Voraussetzungen für die Varianzanalyse mit Messwiederholungen sind, bis
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auf die Voraussetzung der Unabhängigkeit, dieselben wie die für die Varianzanalyse
ohne Messwiederholungen (Vgl. Kapitel 2.1). Die Modellannahme der Unabhängig-
keit wird durh eine andere Modellannahme ersetzt, die der Sphärizität. Diese wird
auh Zirkularitätsannahme genannt. Wenn Sphärizität vorliegt, dann sollen alle Va-
rianzen der Dierenzen aller möglihen Gruppen-Paare gleih sein. Getestet werden
kann diese Annahme mit dem Mauhly-Test. Dabei besagt die Nullhypothese des
Testes, dass Sphärizität angenommen wird. Ist die Annahme verletzt, kann die Vari-
anzanalyse für messwiederholte Daten trotzdem durhgeführt werden. Jedoh muss
eine Berihtigung der F-Werte erfolgen, da sonst bei Verletzung dieser Annahme die
Varianzanalyse falsh signikante Ergebnisse liefern könnte. Die Berihtigung erfolgt,
indem eine Korrektur der Freiheitsgrade bei der Berehnung der Teststatistiken bei
der Varianzanalyse mit wiederholten Messungen vorgenommen wird. Dabei werden
die Freiheitsgrade des Zählers und Nenners mit einem Wert ǫ multipliziert. Dieses
Vorgehen ist legitim, da der empirishe F-Wert auh dann einer F-Verteilung folgt,
wenn Sphärizität niht angenommen werden kann. Ist die Voraussetzung jeodh ver-
letzt, folgt der empirishe F-Wert der F-Verteilung mit anderen Freiheitsgraden.
Darum müssen diese nah der beshriebenen Methode angepasst werden.
Es gibt vershiedene Varianten, den Wert ǫ, mit dem der Zähler und Nenner des
F-Bruhes multipliziert werden, zu bestimmen. Eine der häufgstigen angewandten
Korrekturen wird Greenhouse-Geiser-Korrektur genannt. Bei dieser Methode zur
Bestimmung des ǫ-Wertes wird ǫ nur in Abhängigkeit von der Anzahl der mess-
wiederholten Stufen p ermittelt. ǫ ergibt sih dann als ǫ = 1 · (p− 1)−1[10℄. Der Wert
ǫ ist umso geringer, umso stärker die Sphärizitäsannahme verletzt ist. [8℄
Bei der Anwendung des Mauhly-Testes ist zu beahten, dass es sih bei dem
Test um einen statistishen Test mit geringer Teststärke handelt. Insbesondere bei
kleinen Stihproben kommt es häug zu der Testaussage, dass Sphärizität vorliegt,
obwohl dies niht gegeben ist. Auÿerdem ist dieser Test anfällig für Verletzungen der
Normalverteilungsannahme. Liegen begründete Zweifel für die Sphärizitätsannahme
vor, sollten auh dann die Korrekturen angewendet werden, wenn der Test ergeben
hat, dass Sphärizität angenommen werden kann. [10℄
2.3 Vergleih beider Analysemethoden
Bei der Durhführung der Varianzanalyse ohne Messwiederholung (Kapitel 2.1) er-
geben sih für die Daten aus der Intensitätsfrage die folgenden empirishen und
theoretishen F-Werte:
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Tabelle 2.5: F-Werte im Vergleih für Intensitätdaten für die Varianzanalyse ohne
Messwiederholung und die Varianzanalyse mit Messwiederholung
Varianzanalyse ohne
Messwiederholung
Varianzanalyse mit
Messwiederholung
empirisher
F-Wert
theoretisher
F-Wert
Signikanz empirisher
F-Wert
theoretisher
F-Wert
Signikanz
Frequenz 5 2.441 signikant 6.899 2.5652 signikant
Amplitude 0.64 1.8723 niht
signikant
80.082 3.4028 signikant
Interaktion 0.72 1.478 niht
signikant
1.255 2.0363 niht
signikant
Wie im vorherigen Kapitel ist der Einuss eines Faktors signikant, wenn der
empirishe F-Wert gröÿer ist als der theoretishe. Es ist ersihtlih, dass bei der
zweifaktoriellen Varianzanalyse die Frequenz einen signikanten Einuss auf das
Intensitätsempnden der Versuhspersonen hat. Das Ergebnis der Varianzanalyse
mit kompletter Messwiederholung zeigte, dass die beiden Faktoren einzeln einen
signikanten Einuss haben, die Wehselwirkung jedoh niht zu einer signikanten
Wehselwirkung der Linienlänge führt. Die beiden Analysen liefern also untershied-
lihe Ergebnisse.
Die Ergebnisse der zweifaktoriellen Varianzanalyse ohne Messwiederholung wurden
an dieser Stelle dargestellt, um zu zeigen, dass untershiedlihe Ergebnisse möglih
sind und deshalb immer die Voraussetzungen der Varianzanalyse überprüft werden
sollten, bevor die Auswahl eines Modells getroen wird. Da eben diese Voraus-
setzungen für die vorliegenden Daten im Hinblik auf die Unabhängigkeit niht
gegeben waren, wurde die Varianzanalyse für komplette Messwiederholungen als
Auswertemethode gewählt. Dabei wurde ersihtlih, dass sowohl die Frequenz als
auh die Amplitude Einuss auf das Intensitätsempnden der Versuhsteilnehmer
hatten. Für die Interaktion der beiden Faktoren ergab sih jedoh kein signikantes
Testresultat.
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3 Lineares gemishtes Modell
Lineare Modelle stellen eine Variante von Regressionsmodellen dar. Varianzanalytishe
Verfahren wiederum sind Spezialfälle des linearen Modells.
Das lineare gemishte Modell ist eine Erweiterung des linearen Modells Y = Xβ,
wobei Y die abhängige Variable, X die unabhängige Variable und β ein Vektor
mit Regressionsparametern ist. Im linearen Modell werden nur feste Eekte be-
trahtet, d.h., es werden nur solhe Eekte untersuht, deren einzelne Stufen vor-
her bereits bekannt sind. Eine solhe Untersuhung ist sinnvoll bei Faktoren deren
Stufen alle bekannt sind bzw. deren interessierende Stufen bekannt sind. Bei einer
Medikamentenstudie, wo der Einuss eines Medikaments untersuht werden soll, ist
es sinnvoll, den Faktor Medikament als fest anzusehen, da alle Ausprägungen des
Faktors bekannt sind, also z.B. Plaebo, Medikament A und Medikament B. Anders
sähe es jedoh aus, wenn der Probandeneekt als fester Faktor betrahtet wird. Die
Probanden stellen eine zufällig ausgewählte Menge aus einer Grundgesamtheit dar.
Würde der Einuss der Probanden als festen Eekt betrahtet werden, wären die
Ergebnisse dieser Studie niht auf die Grundgesamtheit übertragbar. Deswegen wur-
de das lineare Modell mit festen Eekten um zufällige Eekte erweitert. Gemishte
Modelle ermöglihen es, auh Korrelationen, die durh wiederholte Messungen am
selben Subjekt entstehen, einzushlieÿen.
Es existieren also drei Arten von linearen Modellen. Lineare Modelle, die nur feste
Eekte, die nur zufällige Eekte und die gemishte Eekte, d.h. feste und zufällige
Eekte werden in einem Modell betrahtet, beinhalten.
Im folgenden soll nur das lineare gemishte Modell betrahtet werden. [11, 12, 13,
14℄
3.1 Bildung des linearen gemishten Modells
Feste Eekte sind Faktoren, deren Stufen von Faktoren den interessierenden Va-
riationsbereih der unabhängigen Variable vollständig ausshöpfen.
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Zufällige Eekte sind Eekte deren Stufen der Eekte nur eine zufällige Aus-
wahl, also eine Zufallsstihprobe, des interessierenden Bereihes darstellen. [15℄
Die abhängigen Faktoren Frequenz und Amplitude werden als feste Faktoren be-
trahtet, da sie den interessierenden Variationsbereih vollständig ausshöpfen. Der
interessierende Bereih ist der, der durh den Versuhsleiter festgelegt wurde. Der
messwiederholte Faktor Proband wird als zufälliger Eekt betrahtet, da die ausge-
wählten Probanden nur eine Zufallsstihprobe aus allen möglihen Probanden dar-
stellen. Die Linienlänge stellt auh hier wieder die abhängige Variable dar. Es wird
angenommen, dass die Beziehung zwishen der abhängigen Variable (Linienlänge)
und den unabhängigen Variablen (Frequenz, Amplitude und Proband) linear ist.
Das Modell des linearen gemishten Modells lautet allgemein:
Y = Xβ + Zb+ ǫ (3.1)
Y : V ektor der dieWerte der abha¨ngigen V ariable entha¨lt
X : Designmatrix fu¨r die festenEffekte
β : V ektor der den globalenMittelwert und alle Paramter der festenEffekte entha¨lt
Z : Designmatrix fu¨r die zuf a¨lligenEffekte
b : V ektor der alle zuf a¨lligenEffektvariablen entha¨lt
ǫ : V ektor der alle zuf a¨lligenFehler entha¨lt.
Der Erwartungswert des Vektors der Eektvariablen sei 0, E(b) = 0, ebenso wie der
Erwartungswert des Vektors der zufälligen Fehler E(ǫ) = 0, d.h., das gebildetet Mo-
dell soll die abhängige Variable, möglihst vollständig, erklären. Der Erwartungswert
der beobahteten Werte ist das Produkt aus dem Vektor β und der Designmatrix X.
Auÿerdem sind die Varianzen von b und ǫ deniert als
var
[
Z
ǫ
]
=
[
G 0
0 R
]
und die Varianz von Y ist deniert als var(y) = ZGZ ′ + R. Es gelten die Vertei-
lungsannahmen bi ∼ N(0,D) [iǫN] und ǫi ∼ N(0,Σi) [iǫN]. Bei D handelt es sih
um eine q × q Kovarianzmatrix. Σi ist eine ni× ni Kovarianzmatrix. Die Vektoren b
und ǫ seien voneinander unabhängig. [12, 13℄
Designmatrizen sind Matrizen, die alle Werte der unabhängigen Variablen speihern.
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Es gibt untershiedlihe Verfahren um Designmatrizen zu erhalten, wie z.B. die Dum-
myodierung. Eine dummyodierte Designmatrix besteht nur aus Nullen und
Einsen, wobei die Einsen bedeuten, dass die betrahtete Ausprägung vorliegt (weitere
Möglihkeiten zur Codierung siehe [8℄).
Bei einem linearen Modell wird von einer
1. Varianzanalyse gesprohen, wenn die Designmatrix der festen Eekte nur aus
Nullen und Einsen besteht.
2. Kovarianzanalyse gesprohen, wenn mindestens eine Spalte der Designmatrix
X aus Nullen und Einsen besteht und 1. niht zutrit.
3. Regressionanalyse gesprohen, wenn weder 1. noh 2. gilt. [16℄
Die Designmatrizen für die Vibrationsdaten bestehen nur aus Nullen und Einsen und
odieren so die Zugehörigkeit zu der jeweiligen Amplitude bzw. Frequenz.
X =

1 1 0 0 · · ·
1 0 1 0 · · ·
1 0 0 1 · · ·
1 0 0 0 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

Das heiÿt, in dem vorliegenden Fall wird das lineare Modell für die Varianzanalyse
angewendet.
Zur Auswertung der Vibrationsdaten wird ein Modell benötigt, dass zufällige und
feste Eekte enthält. Zur Einbeziehung der zufälligen Fehler wird ein Vektor benö-
tigt, der die geshätzten festen Parameter enthält und eine Designmatrix, die die
jeweiligen abhängigen Werte den passenden Frequenz und Amplitudekombinationen
zuordnet. Die durh zufälligen Eekte aufretetenden Eekte werde in einem Pa-
rametervektor gespeihert. Die Formel (3.1) zeigt das lineare gemishte Modell in
allgemeiner Form. Für die Vibrationsdaten lautet das Modell:
Yij = a+ αi +
4∑
k=1
bFrequ,k · IndFrequ,k +
2∑
k=1
bAmp,k · IndAmp,k + ǫij (3.2)
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Yij : abha¨ngige V ariable
i : indizierte V ersuchspersonen
j : indizierteBeobachtungen innerhalb der V ersuchsperson
αi : zuf a¨lligeAbweichung vomfestenMittelwert a
ǫij : Messfehler
bFrequ,k : vier Parameter zurModellierung der 5Frequenzstufen
IndFrequ,k : zugeho¨rige Indikatorvariablen
bAmp,k : zwei Parameter zurModellierung der 2Amplituden
IndAmp,k : zugeho¨rige Indikatorvariablen.
3.2 Berehnung der Varianzen im gemishten Modell
Es gibt untershiedlihe Methoden mittels eines gemishten linearen Modells die
Varianzkomponenten, die anshlieÿend getestet werden können, zu bestimmen. Eine
Variante ist, bereits fertig Formeln, die aus dem Modell für die Varianzanalyse ab-
geleitet wurden, zur Berehnung zu benutzen [17, 8℄. Bevor geeignete Formeln für
die Analyse ausgewählt werden können, ist es notwendig, sih über das zu Grunde
liegende Modell Klarheit zu vershaen. Das bedeutet insbesondere, dass vorher fest-
gelegt werden muss, wie viele Faktoren betrahtet werden und welhe dieser Faktoren
als zufällig bzw. als fest betrahtet werden sollen. Denn durh die Anwendung des
linearen gemishten Modells ändert sih zwar niht die Berehnung der Quadrat-
summen, aber die Berehnung derTestgröÿen. Die Testgröÿen werden je nah Art
des Faktors, zufällig oder fest, untershiedlih berehnet, d.h., soll der Einuss des
festen Faktors Frequenz getestet werden, so berehnet sih die Testgröÿe, um den
Einuss zu testen, anders als würde man den Einuss der Probanden testen.
Wie bereits in Kapitel 2.2 erwähnt, werden 3 Faktoren betrahtet. Dabei werden
die Faktoren Frequenz und Amplitude als feste Eekte betrahtet und der Faktor
Versuhsperson als zufälliger Faktor.
Jeder der Faktoren Frequenz, Amplitude und Versuhsperson stellt einen Haupt-
eekt dar. Es gibt drei Haupteektshypothesen. Von denen beziehen sih zwei auf
feste Eekte und eine auf den zufälligen Eekt Versuhsperson. Die Hypothesen der
beiden festen Haupteekte lauten, wie aus Kapitel 2 bekannt, dass zwishen den
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einzelnen Faktorstufen der jeweiligen Faktoren keine Untershiede bestehen
H
(1)
0 = µ¯Frequenz1 = ... = µ¯Frequenz5 (3.3)
H
(2)
0 = µ¯Amplitude1 = ... = µ¯Amplitude3. (3.4)
Die Hypothese für den zufälligen Eekt lautet, dass sih die Varianz, die durh die
Versuhspersonen verursaht wird, im Mittel Null ist
H
(3)
0 : σ
2
V ersuchsperson = 0. (3.5)
Es können vier untershiedlihe Interaktionen auftreten. Interaktionen werden nah
Anzahl der beteiligten Faktoren untershieden z.B. beziehen Interaktionen erster
Ordnung zwei Faktoren ein, Interaktionen zweiter Ordnung beziehen drei Faktoren
ein usw. Bei drei der betrahteten Interaktionen handelt es sih um Interaktio-
nen erster Ordnung. Es sind die Interaktionen zwishen Frequenz und Amplitude,
Frequenz und Versuhsperson sowie die Wehselbeziehung zwishen Amplitude und
Versuhsperson. Die vierte Interaktion beshreibt die wehselseitige Wirkung zwi-
shen Amplitude, Frequenz und Versuhsperson. Alle Interaktionen, die die Wehsel-
beziehung zu einem zufälligen Faktor darstellen, werden ebenfalls als zufällige Eekte
betrahtet, so dass nur solhe Interaktionen als feste Eekte behandelt werden, deren
Faktoren alle fest sind. Die vier zu überprüfenden Hypothesen für die Interaktionen
lauten
H
(4)
0 : µAmplitude×Frequenz − µAmplitude − µFrequenz + µ = 0
H
(5)
0 : σ
2
AC = 0
H
(6)
0 : σ
2
BC = 0
H
(7)
0 : σ
2
ABC = 0.
Zur Berehnung der Quadratsummen und F-Summen sollen nun bereits abgeleitete
Formeln verwendet werden [17, 8℄, wobei in dem Werk von [17℄ der Begri der Kreuz-
klassikation auftritt. Kreuzklassikation ist eine Klassizierungsmöglihkeit, bei
der die betrahtete Menge nah untershiedlihen Kriterien unterteilt wird. Werden
die untershiedlihen Kriterien zu einer Klassikation kombiniert, so ergibt sih eine
vollständige Kreuzklassikation [18℄. Aus [17℄ wären demzufolge die Formeln für die
dreifahe Kreuzklassikation zu wählen (S. 535 .).
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In [8℄ sind die Formeln unter dem Kapitel der dreifaktoriellen Varianzanalyse im
Abshnitt Gemishtes Modell zu nden (S. 269 .).
Die Quadratsummen, die für jeden Eekt, für jede der vier möglihen Interaktionen
und für den Fehleranteil berehnet werden müssen, berehnen sih wie für eine drei-
faktorielle Varianzanalyse (Kapitel 2.2 Formel 2.31-2.39). Dabei wird im folgenden
dem Faktor A (Frequenz) der Index Frequ zugeordnet, dem Faktor B (Amplitude)
der Index Ampl und dem zufälligen Faktor Versuhperson der Index V P . Ansons-
ten werden die Bezeihnungen A, B, C für die Faktoren Frequenz, Amplitude und
Versuhsperson beibehalten, um die Formeln übersihtlih zu halten. Die Variablen
p, q, r geben die Anzahl der Faktorstufen für die Faktoren Frequenz, Amplitude und
Versuhsperson an, so dass p = 5, q = 3 und r = 13 sind. Die Anzahl aller Beobah-
tungen wird mit n = p · q · r = 3 ·5 ·13 = 195 angegeben. Die Summe aller gegebenen
Antworten, also die Summe aller Werte für die abhängige Variable wird mit G be-
zeihnet. Die Formeln und die berehneten Quadratsummen sind anshlieÿend in
Tabelle 3.1 dargestellt.
Tabelle 3.1: Berehnung der Quadratsummen im linearen gemishten Modell
Faktor Formel zur Berehnung der Quadratsummen berehnete
Quadratsummen
SQFrequ
p∑
i=1
Ai
n·q·r
− G
2
n·p·q·r
8.7006e+005
SQAmpl
q∑
j=1
Bj
n·p·r
− G
2
n·p·q·r
3.5315e+006
SQV P
r∑
k=1
Ck
n·q·r
− G
2
n·p·q·r
3.3390e+005
SQFrequ×Ampl
p∑
i=1
q∑
j
AB2ij
n·r
−
p∑
i=1
Ak
n·q·r
−
q∑
j=1
Bj
n·p·r
− G
2
n·p·q·r
1.5122e+005
SQFrequ×V P
p∑
i=1
r∑
k=1
AC2ik
n·q
−
p∑
i=1
Ai
n·q·r
−
r∑
k=1
Cj
n·p·r
− G
2
n·p·q·r
1.5134e+006
SQAmpl×V P
q∑
j=1
r∑
k=1
BC2jk
n·p
−
q∑
j=1
Bj
n·p·r
−
r∑
k=1
Cj
n·p·r
− G
2
n·p·q·r
5.2918e+005
SQFrequ×Ampl×V P
p∑
i=1
q∑
j=1
r∑
k=1
ABC2ijk
n
−
p∑
i=1
q∑
j
AB2ij
n·r
−
p∑
i=1
r∑
k=1
AC2ik
n·q
−
q∑
j=1
r∑
k=1
BC2jk
n·p
+
p∑
i=1
Ai
n·q·r
+
q∑
j=1
Bj
n·p·r
+
r∑
k=1
Ck
n·q·r
− G
2
n·p·q·r
1.4463e+006
SQFehler
p∑
i=1
q∑
j=1
r∑
k=1
n∑
m=1
y2ijkm −
p∑
i=1
q∑
j=1
r∑
k=1
ABC2ijk
n
0
SQTotal
p∑
i=1
q∑
j=1
r∑
k=1
n∑
m=1
y2ijkm −
G2
n·p·q·r
8.3755e+006
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Um zu prüfen, ob die jeweiligen Abweihungen signikant sind, müssen jetzt, wie
shon im Fall der Varianzanalyse, die mittleren Quadrate gebildet werden. Diese er-
geben sih als Quotient aus den Quadratsummen und der Anzahl der entsprehenden
Freiheitsgrade. Die Ergebnisse für die Intensitätsfrage können Tabelle 3.2 entnommen
werden.
Tabelle 3.2: Berehnung der mittleren Quadrate im linearen gemishten Modell
Faktor Anzahl der Freiheitsgrade Ergebnisse mittlere
Quadrate
MQFrequ p− 1 2.1751e+005
MQ q − 1 1.7658e+006
MQV P r − 1 2.7825e+004
MQFrequ×Ampl (p− 1)(q − 1) 1.8902e+004
MQFrequ×V P (p− 1)(r − 1) 3.1528e+004
MQAmpl×V P (q − 1)(r − 1) 2.2049e+004
MQFrequ×Ampl×V P (p− 1)(q − 1)(r − 1) 1.5065e+004
MQFehler pqr(n− 1) niht deniert
MQTotal pqrn− 1 4.3173e+004
Der Wert für das mittlere Quadrat von MQFehler kann niht berehnet werden,
da die Anzahl der Freiheitsgrade n−1 = 1−1 = 0 wird. Um das mittlere Quadrat zu
erhalten, wird die Quadratsumme durh die Anzahl der Freiheitsgrade dividiert. Da
die Division durh 0 jedoh niht deniert ist, kann das mittlere Quadrat für diese
Varianzkomponente niht berehnet werden.
Anshlieÿend können die Hypothesen überprüft werden, wozu F-Brühe aus den
empirishen Daten gebildet werden und mit den entsprehenden Quantilen der F-
Verteilung verglihen werden können. Sind die empirishen F-Werte kleiner als die
theoretishen F-Werte, so wird die Nullhypothese angenommen.
Die Berehnung der empirishen F-Werte der festen Eekte erfolgt dabei über
folgenden Formeln:
FA = MQA/MQAC = 6.90 (3.6)
FB = MQB/MQBC = 80.08 (3.7)
FAB = MQAB/MQABC = 1.25. (3.8)
Die entsprehenden theoretishen Werte können aus einer geeigneten Tabelle, die
die Werte der F-Verteilung enthält, abgelesen werden oder sind in MATLAB mit
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der Funktion nv(1-alpha, Anzahl der Freiheitsgrade Zähler, Anzahl der Freiheits-
grade Nenner) abrufbar. Zur besseren Untersheidbarkeit werden die theoretishen
F-Werte niht mit F, sondern mit tF bezeihnet. Die F-Werte für die eben bereh-
neten empirishen F-Werte lauten:
tFA(0.95, 4, 48) = 2.5652
tFB(0.95, 2, 24) = 3.4028
tFAB(0.95, 96, 195) = 2.0363.
Beim Vergleih dieser theoretishen Werte mit den Ergebnissen der Formeln 3.6 bis
3.8, ist ersihtlih, dass die theoretishen Werte der Faktoren A und B unter denen der
empirishen für diese Faktoren liegen. D.h., dass für diese beiden Faktoren Frequenz
und Amplitude die Hypothese, dass sih die einzelnen Faktorstufen der Faktoren
niht signikant untersheiden, abgelehnt werden muss.
Die Wehselwirkungsbeziehung zwishen den beiden festen Faktoren Frequenz
und Amplitude ist jedoh niht signikant. Dieses Ergebniss entspriht dem der
Abbildung 2.1, wonah keine Wehselwirkungen zwishen den Faktoren Amplitude
und Frequenz vorliegen.
Anshlieÿend werden die Hypothesen der zufälligen Eekte geprüft. Die Vorgehens-
weise ist analog der Vorgehensweise bei den festen Eekten, d.h. es werden wieder
die F-Werte aus den shon ermittelten mittleren Quadraten gebildet und diese an-
shlieÿend mit den theoretishen F-Werten verglihen. Die Berehnung der F-Werte
aus den mittleren Quadraten erfolgt nah den Formeln [8, S. 270℄
FAC = MQAC/MQABC = 2.0927 (3.9)
FBC = MQBC/MQABC = 1.4636 (3.10)
FABC = MQABC/MQFehler = NaN (3.11)
Der letzte empirishe F-Wert aus Formel 3.11 kann niht berehnet werden, da kein
Wert für den Ausdruk MQFehler existiert. Die empirishen Werte können wieder
aus entsprehenden Tabellen ermittelt werden. Die von Matlab für tFAC und tFBC
ausgegebenen Werte lauten
tFAC(0.95, 48, 96) = 1.4889
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tFBC(0.95, 24, 96) = 1.6542.
Der zufällige Eekt FAC ist signikant, da der berehnete Wert gröÿer ist als der
abgelesene. Die Überprüfung des Eektes FBC liefert ein niht signikantes Ergeb-
nis. Über den Faktor FABC kann keine Aussage getroen. Da der Faktor jedoh
eine Wehselwirkung beshreibt und bereits in Kapitel 2 grash gezeigt wurde
[Abbildung 2.1 auf Seite 11℄, dass die auftretenden Wehselwirkungen als vernah-
lässigbar anzusehen sind, wäre ein niht signikantes Ergebnis zu erwarten.
Zu Beginn dieses Kapitels wurden alle zu überprüfenden Hypothesen genannt.
Von den sieben zu testenden Hypothesen wurden sehs bereits mit der Variante,
die shon von der Varianzanalyse bekannt ist, überprüft. Die siebente Hypothese
H0 : σ
2
c = 0 muss anders überprüft werden, da keines der bisher berehneten mittle-
ren Quadrate dem Erwartungswert, der im Nenner des F-Bruhes zur Überprüfung
der Hypothese stehen müsste, entspriht. D.h., es kann niht direkt ein empirisher
F-Wert zur Überprüfung der letzten Hypothese gebildet werden. Die Lösung besteht
darin, ein mittleres Quadrat zu bilden, das dem eigentlihen Quadrat entspriht.
Wird eine Hypothese niht anhand des eigentlihen Erwartungswertes geprüft, son-
dern durh eine Kombination vershiedener mittlerer Quadrate, die als Summe den
erwarteten Wert ergeben, so wird von einem Quasi-F-Bruh gesprohen. Quasi-F-
Brühe stellen eine Möglihkeit dar, die Hypothesen zumindest approximativ zu
überprüfen. Approximativ deshalb, weil die Quasi-F-Brühe, nahdem die Freiheits-
grade korrigiert wurden, approximativ F-verteilt sind. Quasi-F-Brühe sind also
Teststatistiken, die im Nenner oder Zähler statt des direkten Erwartungswertes des
zu überprüfenden Erwartungswertes einen Ausdruk enthalten, der den Wert des
zu überprüfenden F-Wertes entspriht. Der Quasi-F-Bruh für die zu überprüfende
Hypothese lautet
FC =
MQC
MQAC −MQBC −MQABC
= 0.7225. (3.12)
Wie erwähnt müssen die Freiheitsgrade noh korrigiert werden, anshlieÿend kann
der theoretishe Wert der Student-Verteilung mit dem in Formel 3.12 verglihen
werden. Von der Korrektur ist nur der Nennerfreiheitsgrad betroen, da nur für diesen
kein geeignetes mittleres Quadrat zur Verfügung stand und er so ersetzt werden
musste, um die Hypothese dennoh überprüfen zu können. Die Korrektur, die für
den Nennerfreiheitsgrad notwendig ist, berehnet sih aus der abgerundeten Zahl
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aus dem Quotienten von
dfNenner =
(MQAC +MQBC −MQABC)
2
MQ2AC
dfAC
+
MQ2BC
dfBC
+
MQ2ABC
dfABC
= 22.94 ≈ 22. (3.13)
Die so berehnetet Freiheitsgrade werden abgerundet, um die Einhaltung des Signi-
kanzniveaus α zu gewährleisten. Würde statt abgerundet aufgerundet werden, so
könnte das Signikanzniveau übershritten werden. Der aus den gegebenen Daten be-
rehnete F-Wert FC = 0.7225 kann jetzt mit dem theoretishen F0.95,12,22 = 2.2258
verglihen werden. Der theoretishe Wert ist gröÿer als der empirishe, demzufolge
kann die Nullhypothese H0 : σ
2
C = 0 niht abgelehnt werden.
Von den betrahtetenden sieben Hypothesen sind sehs nah dem Shema der
Varianzanalyse überprüfbar. Für eine Hypothese wurde eine neue Möglihkeit zur
Überprüfung von Hypothesen eingeführt, die der Quasi-F-Brühe.
Von den drei Hypothesen zu den festen Eekten waren die Hypothesen zu den
Haupteekten von Amplitude und Frequenz signikant, so dass niht bewiesen werden
konnte, dass sie keinen Einuss haben. Der feste Wehselwirkungseekt FAB war
niht signikant. Dieses Ergebnis war nah Darstellung 2.1 zu erwarten.
Die vier Hypothesen, die die zufälligen Eekte betreen, konnten niht vollstän-
dig überprüft werden, da es bei der Bildung des F-Wertes von Eekt ABC zu ei-
ner Division durh 0 gekommen wäre. Diese ist aber niht deniert. Die Hypothe-
se, die die Wehselwirkung zwishen Amplitude und Versuhsperson betrit, lie-
fert ein signikantes Ergebnis, wohingegen die Hypothese zur Wehselwirkung von
Frequenz und Versuhsperson ein niht signikantes Ergebnis liefert. Der zufällige
Haupteekt FC hat keinen signikanten Einuss, d.h., die Versuhspersonen haben
keinen signikanten Einuss auf die gegebene Bewertung der Expositionen.
3.3 Weitere Berehnungsmöglihkeiten für Parameter im
linearen gemishten Modell
Neben der eben vorgestellten Vorgehensweise existieren weitere Möglihkeiten um die
Parameter im Modell 3.2 zu shätzen [19, 20℄. Die drei häugsten Varianten werden
kurz vorgestellt.
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Beste lineare erwartungstreue Shätzung und beste lineare unverzerrte
Vorhersage
Der beste lineare erwartungstreue Shätzer wird im Englishen als Best Linear Un-
biased Estimater (BLUE) bezeihnet. BLUE shätzt die Parameter für die festen
Eekte. Er ist derjenige Shätzer, der unter allen Shätzfunktionen die kleinste
Varianz aufweist.
Der beste lineare erwartungstreue Shätzer θ̂ von einem Parameter θ ist derjenige,
1. einen linearen Shätzer darstellt, d.h. die Form θ̂ = a1X1 + ...+ anXn hat,
2. der erwartungstreu ist, d.h. es soll gelten (E(θ̂) = θ) oder Bias(θ̂, θ) = 0
3. und der die kleinste Varianz unter allen linearen erwartungstreuen Shätzern
hat, d.h., er ist ezenter und es für jeden beliebigen anderen Shätzer θ̂bel gilt
θ̂ < θ̂bel . [21, 22℄
Die beste lineare unverzerrte Vorhersage wird in der englishen Literatur Best Linear
Unbiased Predition (BLUP) genannt. Während BLUE diejenige Shätzfunktion mit
der kleinsten Varianz ist, ist BLUP der im Durhshnitt minimierte Shätzfehler.
Der beste lineare unverzerrte Shätzer ist derjenige, der
1. linear ist, d.h., er ist in dem Sinne linear, als dass er eine lineare Funktion der
y-Werte ist ,
2. erwartungstreu ist, d.h., es soll gelten (E(θ̂) = θ) oder Bias(θ̂, θ) = 0
3. der beste Shätzer ist, d.h., er soll den kleinsten quadratishen Fehler von
allen linearen unverzerrten Shätzern haben. [23℄
Methode der kleinsten Quadrate
Der Vektor der Parameter der festen Eekte lässt sih ebenfalls durh die Methode
der kleinsten Quadrate shätzen. Der Ansatz ist hierbei derselbe wie bei allgemei-
nen Regressionsmodellen. D.h., die Summe der quadrierten Residuen werden mini-
miert, um den Parametervektor β zu shätzen. Die Methode sei hier am Beispiel der
Shätzers für feste Eekte dargestellt.
RSS :
n∑
i=1
(yi − x
′
iβj)
2 → min
β1,...,βk
!
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Zur Minimierung der Funktion müssen die partiellen Ableitungen nah β gebildet
werden. Dabei wird für die erste Ableitung die Nullstelle errehnet und für den Wert
der Nullstelle mittels der zweiten Ableitung überprüft, ob der Funktionswert gröÿer
0 ist.
f ′(β) = −2X ′y + 2X ′Xβ
0 = −2X ′y + 2X ′Xβ
2X ′y = 2X ′Xβ
f ′′(β) = 2X ′X
Die eindeutige Lösung dieser Gleihungen erhält man mit
β̂ = (X ′X)−1X ′y. (3.14)
Der Shätzer aus 3.14 erfüllt die Bedingungen 1 bis 3 des besten linearen erwar-
tungstreuen Shätzers.
Sei jetzt die Varianz von y bekannt und mit V bezeihnet und niht-singulär, dann
muss die Funktion (y −Xβ)′V −1(y −Xβ) minimiert werden und es ergibt sih der
Shätzer
β̂ = (X ′V −1X)−1XTV −1y.
[13℄
Maximum-Likelihood-Shätzung
Während die ersten beiden vorgestellten Methoden keine Angaben über eine Vertei-
lung der Beobahtung benötigen, sondern nur Vorrausetzungen über die Beobah-
tungsfehler,muss bei der Maximum-Likelihood-Shätzung die Dihte der Beobah-
tungen in Abhängigkeit von den unbekannten zu shätzenden Parametern gegeben
sein. [12℄
Die gemeinsame Dihte für die gegeben Antworten auf die Intensitätsfrage y1, ..., yn
ist gegeben als
f(y1, ..., yn|θ).
Sie hängt von dem unbekannten Parameter θ ab. Dieser soll mit der Maximum-
Likelihood-Methode geshätzt werden. Die Likelihoodfunktion, die die Wahrshein-
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lihkeit des unbekannten Parameters θ beshreibt, lautet
L(θ) = f(y1, ..., yn|θ).
Der Shätzer θ̂ für θ soll jetzt so gewählt werden, dass er die Likelihoodfunktion
maximiert. Wenn die Likelihoodfunktion dierenzierbar nah dem zu shätzenden
Parameter θ ist, dann kann das Maximum bestimmt werden, indem die Likelihood-
funktion dierenziert und Null gesetzt wird und aus dem sih ergebenden Glei-
hungssystem durh Auösen die Lösung für θ bestimmt wird. Jedoh wird übliher-
weise niht die Likelihoodfunktion zum dierenzieren, Nullsetzten und berehnen
genutzt, sondern die log-Likelihoodfunktion. Diese ergibt sih durh Logarithmie-
ren der Likelihoodfunktion. Diese Verfahrensweise ist legitim, da es sih bei dem
Logarithmus um eine streng monotone Funktion handelt und so die Lage der Ex-
tremwerte unverändert bleibt.
Die Shätzer ergeben sih als
β = (X ′V̂ −1X)−1X ′V̂ −1y
und
u = GÛ ′V̂ −1(y −Xβ).
Hendersons Mixed Model Equations
Es ist möglih, die Shätzer BLUE und BLUP gleihzeitig zu bestimmen. Unter der
Annahme, dass die Varianzparameter fest sind, lassen sih die beiden Shätzer als
Lösung eines System von linearen Gleihungen bestimmen. Diese Vorgehensweise
wurde 1959 von Charles Roy Henderson beshrieben und das Ergebnis wurde als
Mixed Model Equations bekannt. [24℄
X ′R−1Xβ̂ +X ′R−1Zû = X ′R−1y
Z ′R−1Xβ + (Z ′R−1Z +D−1)u = Z ′R−1y
Oder kompakter in Matrixshreibweise[
X ′R−1X X ′R−1Z
Z ′R−1X R−1Z +D−1
][
β̂
û
]
=
[
X ′R−1y
Z ′R−1y
]
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3.4 Weitere Tests im linearen gemishten Modell
Die eben berehneten Parameter können genutzt werden, um zu testen, ob einzelne
Faktorstufen bzw. ein Faktor sih mit all seinen Faktorstufen auf das Intensitäts-
empnden der Probanden auswirkt.
Test auf Einuss einzelner Faktorstufen
Die geshätzten Parameter sind im Vektor β zusammengefasst. Um zu testen, ob eine
Komponente des Vektors Einuss ausübt, wird die j − te Komponente des Vektors
β getestet. Dieser Test stellt eine Variante des t-Testes dar.
Die Nullhypothese lautet H0 : βj = dj . dj ist ein beliebiger Wert gegen den
getestet wird, djǫR. Wird dj = 0 gewählt, so kann getestet werden, ob das j − te
Element des Parametervektors Einuss auf die abhängige Variable hat.
Die Teststatistik lautet
tj =
β̂j − dj
σ̂j
A
∼ N(1− 0.5α) (3.15)
β̂j ist der Vektor mit den geshätzten Parametern. Die Shätzung der Parameter
kann mit einer der Methoden aus Kapitel 3.3 erfolgen. σ̂j ist das [j, j]-te Element
der Kovarianzmatrix von β̂.
Die Teststatistik ist nur in Spezialfällen unter Annahme der Nullhypothese t−verteilt.
Im Allgemeinen wird davon ausgegangen, dass die Teststatistik bei Annahme der
Normalverteilung für groÿe Stihproben approximativ normalverteilt ist. Die Null-
hypothese wird abgelehnt, wenn der berehnete Wert gröÿer ist als der theoretishe.
[12, S. 267℄
Test auf Einuss eines Faktors
Häug ist ein globaler Test, also ein Test der untersuht, ob ein Faktor mit all seinen
Faktorstufen einen Einuss auf die abhängige Variable hat, von Interesse. Um das
zu testen, kann die Methode nah Sheé genutzt oder ein Wald-Test durhgeführt
werden.
Mit der Sheé-Methode, auh Sheé-Test geannt, kann der Einuss eines
festen Faktors in einem Regressionsmodell getestet werden. Beim Test nah Sheé
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werden alle Mittelwerte aller Faktorstufen eines Faktors miteinander paarweise ver-
glihen um festzustellen, ob signikante Untershiede zwishen den Faktorstufen eines
Faktors vorliegen.
Dazu werden Kondenzintervalle zu der Nullhypothese ϕ = 0, d.h. es liegt kein
Untershied zwishen den einzelnen Faktorstufen vor, gebildet. Um die Nullhypo-
these zu testen, müssen lineare Kontraste gebildet werden. Lineare Kontraste sind
Funktionen von den Mittelwerten der einzelnen Faktorstufen i = 1, ..., k kǫN und
den zugehörigen Koezienten
ϕ =
k∑
i=1
ciµi,
wobei für die Koezienten gelten soll, dass die Summe der Koezienten gleih Null
ist
0 =
k∑
i=1
ci.
Als Shätzer für µi wird der Mittelwert der jeweiligen Faktorstufe y¯i angenommen
µ̂i = yi
ni ist die Anzahl der betrahteten Werte. In dem Experiment für die Intensitätsdaten
würde i von 1 bis 5 reihen, wenn der Faktor Frequenz mit all seinen Faktorstufen be-
trahtet wird. Die Mittelwerte yi sind die Mittelwerte der jeweiligen Faktorstufe, also
z.B. der Mittelwert der Faktorstufe Frequenz 1. Anshlieÿend können die Kondenz-
intervalle gebildet werden
ϕ− S · s(ϕ) ≤ ϕ ≤ ϕ+ S · (ϕ)
Dabei ist s(ϕ) =
√
σ̂2e
∑k
i=1
c2i
ni
und S =
√
(k − 1)Fk−1,n−k,1−α. Die Nullhypothese
wird verworfen, wenn der Wert ϕ = 0, gegen den getestet wird, auÿerhalb des
Intervalls
[ϕ− S · s(ϕ), ϕ + S · s(ϕ)]
liegt. [25, S. 63-64℄
Eine Fehlerquelle bei der Methode nah Sheé ist das Festlegen der Kontraste, da
dadurh eine Beziehung zwishen den Faktorstufen unterstellt wird. So bedeutet z.B.
der Kontrast [0,−1, 2,−1]′, dass der Einuss der dritten Stufe doppelt so hoh ist wie
der der zweiten und vierten Stufe. Deshalb sollte sih die Festlegung an Beziehungen
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orientieren, die aus der Praxis bekannt sind. Um eine möglihe Kombination für die
Kontraste der Daten der Intensitätsfrage festzulegen, können Graken genutzt wer-
den, die die Daten wiedergeben. Um die Kontraste für einen Vergleih, ob der Faktor
Frequenz insgesamt einen Einuss auf das Intensitätsempnden der Probanden hat,
zu ermitteln, kann z.B. die Abbildung 1.3 auf Seite 6 genutzt werden. Es ist ersiht-
lih, dass die Probanden sih bei niedrigsten und höhsten Frequenzen am wohlsten
fühlten. D.h. diesen Faktoren wäre ein geringer Wert im Kontrast zuzuordnen. Eine
möglihe Kombination um die Kontraste festzulegen wäre c = [−2, 3, 2, 1,−4]′ .
Eine andere Methode um den Einuss eines Faktors zu testen, ist derWald-Test.
Die Nullhypothese des Testes lautet H0 : Cβ = d. Bei Ablehnung der Nullhypo-
these wird die Dierenz Cβ − d klein. Testen lässt sih diese Hypothese mit der
Prüfgröÿe
W = (Cβ̂ − d)′(C ′A11C)
−1(Cβ̂ − d). (3.16)
(C ′A11C)
−1
sei niht niht-singulär. C ist eine [m, r] Matrix. Die Matrix enhält die
zu untersuhenden Linearkombinationen. Der Vektor d hat die Gröÿe [r, 1]. A11 ist
die Varianz der geshätzten Paramter V ar(β̂).
Unter Annahme der Nullhypothese ist die Testgröÿe χ2−verteilt mit fc = rg(C).
Die Nullhypothese wird angenommen, wenn der theoretishe Wert gröÿer ist als der
berehnete.
Es lässt sih zeigen, dass der in Kapitel 3.4 aufgeführte Test auf einen Parameter als
Spezialfall des Wald-Testes betrahtet werden kann. Um einen einzelnen Parameter
auf Signikanz zu überprüfen, wird d = 0 und C = [0, ..., 1..., 0] gewählt. Wird
das in die Teststatistik (3.16) eingesetzt, ergibt sih W = (β̂r
1
σj
β̂r). Das wird zur
Teststatistik 3.2 und ist unter Annahme der Nullhypothese normalverteilt. [12, S.
267℄
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4 Ergebnisse
In diesem Kapitel sind die Ergebnisse aus den bisherigen Kapitel dargestellt. An-
shlieÿend werden die beiden Methode, Varianzanalyse und lineares gemishtes Mo-
dell, miteinander verglihen. Eine der in der Einleitung beshriebenen Aufgaben ist
der Vergleih zwishen der ISO-Linie und den aus den Experimentdaten gewonne-
nen Kurve. Die Frequenzbewertungskurven aus der ISO und Experiment werden in
Kapitel 4.3 miteinander verglihen.
4.1 Darstellung der Ergebnisse
Die Ergebnisse der Kapitel 2 und 3 sind in der folgenden Tabelle zusammenfassend
dargestellt.
Tabelle 4.1: Ergebnisse der Varianzanalyse und Ergebnisse des linearen gemishten
Modells
Varianzanalyse mit
Messwiederholung
Lineares gemishtes Modell
empirisher
F-Wert
theoretisher
F-Wert
Signikanz empirisher
F-Wert
theoretisher
F-Wert
Signikanz
Frequenz 6.899 2.5652 signikant 6.9 2.5652 signikant
Amplitude 80.082 3.4028 signikant 80.08 3.4028 signikant
Interaktion
Frequ,
Ampl
1.255 2.0363 niht
signikant
1.25 2.0363 niht
signikant
Interaktion
Frequ,
Prob
- - - 2.0927 1.4889 signikant
Interaktion
Ampl,
Prob
- - - 1.4636 1.6542 niht
signikant
Proband - - - 0.7225 2.2258 niht
signikant
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Es ist erkennbar, dass die Varianzanalyse nur Ergebnisse für feste Eekte liefert,
wohingegen das lineare gemishte Modell sowohl Ergebnisse für feste als auh für
zufällige Eekte liefert.
Die Ergebnisse für die festen Eekte der beiden Methoden können miteinander
verglihen werden. Es ist ersihtlih, dass die Berehnungen der beiden Methoden
dieselben Ergebnisse liefern und so die Ergebnisse übereinstimmen. Beide liefern als
Ergebnis, dass die Faktoren Amplitude und Frequenz das Intensitätsempnden der
Probanden signikant beeinussen.
Der Einuss der zufälligen Eekte kann nur mit dem linearen gemishten Modell
betrahtet werden. Die Nullhypothese H0 : σ
2
c = 0 muss abgelehnt werden, da der
berehnete Wert gröÿer ist als der theoretishe F-Wert. Die Interaktionen zwishen
Amplitude und Proband bzw. zwishen Frequenz und Proband sind niht signikant.
Es ist also festzustellen, dass das Intensitätsempnden der Probanden signikant
von der Gröÿe der Amplitude und der Höhe der Frequenz beeinusst wird.
4.2 Vergleih von Mixed Model und Varianzanalyse für
wiederholte Messungen
In Kapitel 2 und Kapitel 3 wurden die beiden Methoden vorgestellt. Bei der An-
wendung von untershiedlihen Verfahren zur Auswertung stellen sih die Fragen,
ob beide dieselben Ergebnisse liefern, ob sie beide dieselben Vorraussetzungen haben
und worin die Vorteile der einzelnen Verfahren liegen. Diese Fragen sollen in diesem
Unterkapitel beantwortet werden.
Aus Tabelle 4.1 ist ersihtlih, dass beide Methoden dieselben Ergebnisse für die
Signikanztests auf feste Eekte liefern. Dies war bei genauerer Betrahtung der For-
meln aus Kapitel 3.2 zu erwarten , da die Formeln sih zu denen der Varianzanalyse
für wiederholte Messungen vereinfahen, wenn n = 1 gewählt wird. Mit dem linearen
gemishten Modell war es jedoh möglih, Aussagen über den Einuss der zufälligen
Eekte, die Probanden, zu treen. Dies ist bei der Anwendung der Varianzanalyse
für wiederholte Messungen niht möglih.
Die Vorrausetzungen für die Varianzanalyse mit wiederholten Messungen sind Nor-
malverteilung, Sphärizität und Varianzhomogenität. Insbesondere die Voraussetzung
der Sphärizität führte dabei zu Problemen, da von dem Mauhly-Test auf Sphärizität
bekannt ist, dass er zu falshen Ergebnissen führen kann und deshalb bei Zweifeln
am Vorliegen der Sphärizität immer die korrigierte Testgröÿe benutzt werden sollte.
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Die Voraussetzungen des linearen gemishten Modells verlangen im wesentlihen nur,
dass das gefundene bzw. benutzte Modell den Verlauf der Daten erklären sollen. Das
Modell soll also die wirklihe Verteilung der Daten darstellen.
Ein weitere Vorteil des linearen Modells ist, dass es auh mit Daten umgehen kann,
die niht in allen Zellen gleihbesetzt sind, es also fehlende Werte in der Messreihe
gibt. Es existieren zwar Ansätze, wie auh mit solhen Daten eine Varianzanalyse
durhführbar ist, allerdings liefern diese untershiedlihe Ergebnisse [8, S. 249℄. Bei
dem linearen gemishten Modell können zur Auswertung von unbalanierten Ver-
suhsplänen die Henderson Methoden I-III genutzt werden [24, S. 168-231℄.
Das lineare gemishte Modell kann für Varianzanalyse, Kovarianzanalyse und Re-
gressionen genutzt werden und ist so vielseitiger einsetzbar, als die Varianzanaly-
se. Daher sind die vorliegenden Variablen in ihrer Struktur auh niht festgelegt,
so müssen die unabhängigen Variablen niht nur kategorial, sondern können auh
metrish sein (dann würde eine Kovarianzanaylse vorliegen).
Die beiden Verfahren untersheiden sih auh hinsihtlih ihres Haupteinsatzgebie-
tes. Lineare gemishte Modell werden insbesondere genutzt, wenn hierahishe oder
longitudinale, bzw. messwiederholte, Daten auszuwerten sind. Um mit einer Varian-
zanalyse messwiederholte Daten auszuwerten ist ein besonderes ANOVA-Design er-
forderlih. Varianzanalyse werden gröÿtenteils eingesetzt, wenn der Einuss mehrerer
kategorialer Variablen auf eine oder mehrere abhängige metrishe Variablen unter-
suht werden soll.
Allerdings ist der Test auf die Signikanz eines Faktors komplizierter als in der
Varianzanalyse, z.B. mussten bei der Methode nah Sheè zusätzlihe Annahmen
getroen werden, um die Kontraste formulieren zu können. Andererseits können im
linearen gemishten Modell über die geshätzten Parameter und die Datenmatrix
sowohl Tests auf einzelne Faktorstufen als auh auf den Einuss eines Faktors, mit
all seinen Faktorstufen, durhgeführt werden.
4.3 Vergleih von Eihtungs-Kurven aus dem Experiment
mit Wihtungs-Kurve aus ISO 2631-1
Um die ISO-Kurve mit den Daten des Experimentes vergleihen zu können, müssen
die Daten zuerst aufbereitet werden. Nahdem die gemessenen Werte normalisiert,
logarithmisiert und mit −1 multipliziert wurden, sind sie mit den ISO-Kurven ver-
gleihbar. Die Kurven der ISO-Wihtungskurven zu dem Komfortempnden, wie
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komfortabel sih ein Proband bei einer gewissen Amplitude-Frequenz-Einstellung
fühlt, und die Kurven aus den Experimentdaten sind vergleihbar, da die Kurven
zur Intensivitätsfrage an der x-Ahse gespiegelt den selben Verlauf haben, wie die
Kurven zum Komfortempnden. In Bild 4.1 sind die errehneten Kurven (die oberen)
und die ISO-Kurve (die untere) eingezeihnet.
Abbildung 4.1: Darstellung der aus den Experimentdaten ermittelten Wihtungskur-
ve und der ISO-Wihtungskurve
Quelle: [6℄
Es soll der Verlauf der Grafen hinsihtlih der Fragestellung verglihen werden, ob
sie einen signikat anderen Kurvenverlauf haben. Es handelt sih um zwei unverbun-
dene Stihproben, da die zu testenden Daten in untershiedlihen Experimenten mit
untershiedlihen Probanden ermittelt wurden. Da niht davon ausgegangen wer-
den kann, dass die Daten einer Normalverteilung folgen, wird zur Auswertung ein
nihtparametrisher Test benutzt.
Es wird der U-Test, auh Wiloxon-Mann-Whitney-Test genannt, genutzt [9℄. Die
Vorausetzungen des Testes sind
• die Unabhängigkeit der zu vergleihenden Stihproben,
• eine näherungsweise gleihe Verteilungsform der Stihproben,d.h. insbesondere
Varianzhomgenität σBAuA = σISO,
• eine stetige Verteilung der Stihproben
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• und dass die Anzahl der Messungen pro Stihprobe gröÿer gleih 4 sein soll.
Die Unabhängigkeit ist erfüllt so lange eine Kurve aus dem Experiment mit der
ISO-Kurve verglihen wird, da die Werte in untershiedlihen Experimenten, die an
vershiedenen Probanden durhgeführt wurden, gewonnen wurden. Die Verteilung
ist kontinuierlih. Es existieren keine Unstetigkeitsstellen. Pro Stihprobe sollen 5
Werte verglihen werden, so dass nBAuA, nISO ≥ 4 gilt. Mit dem Test wird geprüft
ob jeweils die ISO-Kurve und eine der Kurven aus den Experimentdaten der selben
Verteilung folgen. Unter Annahme der Nullhypothese ist die Verteilung gleih. Es
ist zu beahten, dass bei stark abweihenden Verteilungen die Ezienz des Testes
sinkt. Aus der Abbildung 4.1 ist eher zu erwarten, dass die Gleihheit der Varianzen
niht angenommen werden kann. Die ISO-Kurve zeigt einen viel gröÿeren Abfall der
Werte als die Werte des BAuA-Experiments.
Bei dem U-Test handelt es sih um einen Rangsummentest. Es werden also zuerst
alle Werte der Stihproben ihrer Gröÿe nah sortiert und anshlieÿend die Ränge ver-
geben, so dass der kleinste Wert den Rang 1 bekommt. Existieren mehrere gleihgroÿe
Werte, so bekommen die gleihgroÿen Werte als Rang den arithmetishen Mittelwert
der als nähstes zu vergebenden Ränge. Das Vorgehen sei kurz an folgendem Beispiel
in Tabelle 4.3 demonstriert.
Tabelle 4.2: Beispiel zur Rangvergabe
Stihprobe 1 Rang Stihprobe 2 Rang
-0.0700 8.5 -0.0700 8.5
0.9793 10 -0.2800 6
-0.1603 7 -3.8500 5
-4.0813 4 -9.8100 2
-7.3161 3 -15.6000 1
Anshlieÿend werden die Summen ri [iǫN] der gebildeten Ränge für jede Stihprobe
einzeln gebildet. So würde sih für das Beispiel aus Tabelle 4.3 für die erste Stihprobe
die Summe 32.5 und für die Zweite 22.5 ergeben. Mit dem Test wird überprüft, ob
die Wahrsheinlihkeit das ein beliebig ausgewähltes Element zu einer der beiden
Stihproben gehört
1
2 ist.
Der Test wird zweiseitig durhgeführt, d.h. es ist nur von Interesse, ob die beiden
Verteilungen sih untersheiden. Die Nullhypothese lautet
H0 : F1 = F2
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und die Alternativhypothese
H0 : F1 6= F2.
Die Prüfgröÿe ist
U = min{U1,U2},
dabei sind
U1 = r
∗
1 −
n1(n1 + 1)
2
U2 = r
∗
2 −
n2(n2 + 1)
2
Der sih so ergebene empirishe Wert für die Testgröÿe wird mit dem theoretishen
Wert Un1,n2,α/2 verglihen. Die Nullhypothese ist anzunehmen, wenn der berehnete
Wert kleiner ist als der theoretishe Wert.
H0annehmen : U ≥ Un1,n2,α/2
H0ablehnen : U < Un1,n2,α/2
Die Werte für die theoretishen U-Werte können entsprehenden Tabellen entnom-
men werden, z.B. [9, S. 275-279℄.
Es wurden die ISO-Wihtungskurve mit denen aus den Experiment gewonnenen
Kurven verglihen.
Tabelle 4.3: Vergleih der ISO-Wihtungskurve mit den Wihtungskurven, die sih
aus dem Experiment ergaben
Vergleih ISO Kurve und
Wihtungskurve bei
Linnienlänge 100
Vergleih ISO Kurve und
Wihtungskurve bei
Linienlänge 450
Un1,n2,α/2 2.0 2.0
U 3.5 4.5
Testentsheid Nullhypothese
annehmen
Nullhypothese
annehmen
Beim Vergleih der Daten wurde die Nullhypothese, dass die jeweilige Kurve und
die ISO-Kurve denselben Verlauf haben, angenommen.
Dieses Ergebnis ist bei Betrahtung von Grak 4.1 überrashend. Eine möglihe
Ursahe für die Annahme der Nullhypothese könnte die geringe Stihprobengröÿe
sein.
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Eine Alternative, um zwei Stihproben miteinander zu vergleihen, ist der Cramér-
von-Mises-Test. Der Zweistihprobenfall des Testes vergleiht die Verteilung der bei-
den betrahteten Stihproben. [26, 27℄
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5 Zusammenfassung und Ausblik
Diese Arbeit sollte die Daten der Intensitätsfrage dahingehend auswerten, ob der Fak-
tor Frequenz bzw. der Faktor Amplitude sih signikant auf das Intensitätsempnden
der Probanden auswirkt. Um diese Frage zu beantworten, wurden die Daten so-
wohl mit der Varianzanalyse für wiederholte Messungen als auh mit dem linearen
gemishten Modell ausgewertet. Beide Verfahren lieferten dieselben Ergebnisse. Es
zeigte sih, dass sowohl die Frequenz als auh die Amplitude einen signikanten Ein-
uss auf das Wohlbenden der Probanden hatten. Um zu testen, welhe Faktorstufen
sih signikant auf die abhängige Variable auswirken kann der Bonferroni-Test oder
der Tukey-Test genutzt werden. Um die einzelnen Faktorstufen auf Signikanz zu
testen, kann der Test in Kapitel 3.4 genutzt werden.
Anshlieÿend wurde aus dem im Experiment gewonnenen Daten Wihtungskurven
gebildet und der Verlauf dieser Kurven mit dem Verlauf der Kurve aus der ISO
2631 verglihen. Der Vergleih wurde durh einen U-Test realisiert. Der Test lieferte
das Ergebnis, dass sih die ISO-Kurve niht signikant von denen aus den Daten
gebildeten Kurven untersheidet.
Bei der Auswertung der Daten mit den untershiedlihen Analysemethoden zeig-
ten sih die Vor- und Nahteile dieser Verfahren. Das lineare gemishte Modell ist
anpassbarer als die Varianzanalyse. Es ist möglih, mit dieser Methode auh die
zufälligen Eekte zu testen. Die Varianzanalyse erfordert zwar ebenfalls, dass vor
Beginn der Analyse die zu untersuhenden Faktoren festgelegt werden und eine Ver-
einbarung darüber getroen wird, wie sie zu behandeln sind, z.B. als messwiederholte
Faktoren oder als Gruppierungsfaktoren, jedoh ist es niht notwendig, ein Modell
aufzustellen, da ein solhes bereits durh die Benutzung der Varianzanalyse gegeben
ist. Nahteilig an der Varianzanaylse ist jedoh, dass die Vorrausetzungen, wann die
Methode anwendbar ist, strenger sind als bei dem linearen gemishten Modell.
Bei dem Experiment wurden zwar die Frequenzen und die Amplituden vorgege-
ben, jedoh konnten diese von dem Simulator niht immer in einem noh tolerierbaren
Rahmen umgesetzt werden. Deshalb wäre es denkbar, die Analyse zu wiederholen und
die Daten, von denen bekannt ist, dass der Simulator die zu erzeugenden Frequenzen
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niht erzeugt hat, wegzulassen und so eine Analyse für unbalanierte Daten durhzu-
führen. Ebenfalls wäre es möglih, statt der kategorialen Variablen für die Faktoren
Frequenz und Amplitude metrishe Variablen einzuführen. Diese würden dann statt
der Werte 2001, ..., 2005 und 1001, ..., 1003 die tatsählih gemessenen Frequenzen
und Amplituden enthalten. Wird bei nur einem der beiden Faktoren die kategoriale
Variable durh eine metrishe ersetzt, kann eine Kovarianzanalyse durhgeführt wer-
den. Werden beide Faktoren ersetzt, so kann eine Regressionsanalyse durhgeführt
werden.
Desweiteren könnte noh getestet werden, ob die Probanden mit fortshreitender
Zeit des Experimentes die Shwingungen intensiver fühlen. Um eine solhe Frage-
stellung beantworten zu können, wurde am Anfang und am Ende jedes Experimen-
tes der Proband zur selben Frequenz und Amplitude befragt, wie intensiv er die
Shwingung empndet. Durh eine solhe Fragestellung könnte geklärt werden, ob
die Probanden mit der Zeit Shwingungen intensiver fühlen.
Das Ziel des Experimentes war es zu klären, ob die Wihtungskurven der ISO-
Kurven das tatsählihe Komfortempnden der Exponierten wiedergeben oder ob
die ISO-Kurven angepasst werden müssen. Dazu wurden aus den Daten des Experi-
mentes eigene Wihtungskurven erstellt und diese mit denen der ISO verglihen. Es
ist wihtig, dass die Wihtungskurven der ISO das tatsählihe Komfortempnden
anzeigen, da diese Kurven als Grundlage für die Ermittlung von Grenzwerten, wie
lange ein Arbeiter einer Vibration mit einer gewissen Stärke ausgesetzt sein darf, um
niht zu Gesundheitsshäden beim Arbeiter zu führen. Der durhgeführte Test zeigte
zwar, dass sih die ISO-Wihtungskurve und die Kurven aus dem Experiment sih
niht signikant untersheiden, allerdings kann dies auh auf die geringe Stihpro-
bengröÿe zurükzuführen sein. Bei einem erneuten Experiment sollten die Probanden
zu mehr Frequenzen als in diesem Experiment befragt werden, so dass mehr Werte
zur Auswertung vorhanden sind.
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Anhang
Die benutzten Programme benden sih auf der beiliegenden CD.
• Plots_Einleitung.m
enthält die Programme um die Graken der Einleitung zu erstellen.
• VA_mwh.m
berehnet die Varianzanalyse für wiederholte Messungen aus Kapitel 2.2.
• GeMo.m
berehnet die Ergebnisse des linearen gemishten Modells nah Kapitel 3.2.
• U_Test.m
enthält den U-Test aus Kapitel 4.3 zum Vergleih zweier Stihproben.
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