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Résumé
Nous étudions la fonction de répartition G de ϕ(n)/n. L’ensemble noté E , des valeurs prises par ϕ(n)/n
lorsque n décrit N∗, joue un rôle particulier en ce qui concerne le module de continuité de G. Nous obtenons
en effet dans [V. Toulmonde, Module de continuité de la fonction de répartition de ϕ(n)/n, 2004, 42 pages]
une estimation du module de continuité de G en tout point de E , le reliant au module de continuité en 1.
Nous obtenons ici une minoration du terme d’erreur impliqué dans cette évaluation. Erdös se demande dans
[P. Erdös, On the distribution of numbers of the form σ(n)/n and on some related questions, Pacific J.
Math. 52 (1974) 59–65] si la dérivée G′(t) peut prendre d’autres valeurs que 0 ou l’infini. Nous mettons
ici en évidence une limite théorique au problème de la majoration du taux d’accroissement de G. En effet,
nous minorons la quantité G(t + εt)−G(t), uniformément pour 0 < t < 1, par une puissance de ε.
© 2005 Published by Elsevier Inc.
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1. Introduction
L’objet de notre étude est la fonction de répartition de ϕ(n)/n, que l’on note ici G de sorte
que
G(t) := lim
N→+∞
1
N
card
{
1 nN : ϕ(n)
n
 t
}
.
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2 V. Toulmonde / Journal of Number Theory 120 (2006) 1–12L’étude des fonctions de répartition de fonctions arithmétiques possède un intérêt propre. Ainsi
que le souligne Tenenbaum dans [8, Section III.1.4], « l’une des spécificités de ces fonctions
réside en effet dans la nature intrinsèquement irrégulière et erratique de leurs variations [. . . ].
La théorie probabiliste des nombres répond au désir, naturel en une telle circonstance, d’entre-
prendre une étude statistique ».
Schoenberg a prouvé dans [6] que la densité G(t) existe pour tout réel t et que celle-ci est une
fonction continue sur R, puis dans [7] que G est strictement croissante sur [0,1]. De plus, Erdös
a établi dans [3] que G est purement singulière, c’est-à-dire de dérivée nulle presque partout
(G non dérivable) et telle que
∫
Ω
dG(t) = 1
pour un certain ensemble Ω de mesure de Lebesgue nulle.
On note E l’ensemble des valeurs prises par ϕ(n)/n lorsque n décrit N∗, soit
E :=
{
ϕ(n)
n
: n 1
}
. (1)
L’ensemble de ces points joue un rôle particulier en ce qui concerne le module de continuité. Le
théorème suivant, établi dans [10], fournit en effet une estimation du module de continuité de G
en tout point de E , le reliant au module de continuité en 1. On définit l’ensemble A=A(ε) par
A :=
{
ϕ(n)
n
: 1 n
(
1
ε
)1/8}
,
ainsi que, lorsque 0 x  1, la quantité
K(x) :=
∑
ϕ(n)/n=x
1
n
, (2)
dont nous donnons une expression explicite à la Section 5 infra. Nous définissons la fonction L
par
L(t) := exp√log t log log t (t  3). (3)
Théorème A. On a, uniformément pour 0 < ε < 1/3 et t ∈A(ε),
G(t)−G(t − εt) = K(t)(G(1)−G(1 − ε))+O(L(1/ε)−1/5),
G(t + εt)−G(t) = O(L(1/ε)−1/5).
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Nous nous intéressons ici à un problème soulevé par Erdös dans [5]. Nous savons [3] que la
mesure dG est purement singulière et donc que, presque partout, G′ existe et est nulle. De plus,
le Théorème A indique via l’évaluation, uniforme pour 0 < ε < 1,
G(1)−G(1 − ε) = e
−γ
log(1/ε)
+O
(
1
(log 1/ε)2
)
,
où γ désigne la constante d’Euler, établie dans [4], que celle-ci est infinie à gauche de tout point
de E . Erdös se demande dans [5] si la dérivée peut prendre d’autres valeurs que 0 ou l’infini et
nous conjecturons que celle-ci, nulle presque partout, est a fortiori nulle à droite de tout point
de E . Cette différence de comportement à droite et à gauche d’un élément de E apparaît au
Théorème A, et notre conjecture s’écrit
G(t + εt)−G(t) = ot (ε) (t ∈ E). (4)
Sans résoudre ce problème, nous mettons en évidence une limite théorique au problème de la ma-
joration du taux d’accroissement de G. En effet, nous minorons, uniformément pour 0 < t < 1, le
membre de gauche de (4) par une puissance de ε. Notons que cette puissance est nécessairement
strictement supérieure à 1 puisque la dérivée G′ est presque partout nulle.
Soit ϑ un réel tel que l’intervalle [x, x+xϑ ] contienne au moins un nombre premier pour tout
x > x0(ϑ) suffisamment grand. Améliorant un résultat de [1], Baker, Harman et Pintz ont montré
dans [2] que l’on peut choisir ϑ = 0,525. Plus précisément, les auteurs montrent que l’on a
π
(
x + xϑ)− π(x)  xϑ
logx
(
x > x0(ϑ)
)
. (5)
Nous définissons alors la fonction
F(ε) := ε
(2−ϑ)/(1−ϑ)
log(1/ε)
, (6)
de sorte que F(ε)  ε3,1053.
Remarque. La validité de l’Hypothèse de Riemann impliquerait que toute valeur de ϑ > 1/2
soit admissible, mais il est conjecturé que toute valeur de ϑ > 0 l’est en réalité. Pour tout κ > 0,
on a donc F(ε)  ε3+κ sous l’Hypothèse de Riemann, et F(ε)  ε2+κ sous la conjecture émise
concernant ϑ .
Nous établissons au théorème suivant une minoration du module de continuité.
Théorème 1. On a, uniformément pour 0 < δ < 1, δ  t  (1 + ε)−1 et 0 < ε < 1,
G(t + εt)−G(t)  H(δ)F (ε),
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log log
1
H(δ)
∼ e
−γ
δ
(δ → 0). (7)
Cela complète le résultat suivant établi dans [3], selon lequel
log log
1
G(ε)
∼ e
−γ
ε
(ε → 0). (8)
Ce résultat décrit en effet le comportement de G en 0, mais ne permet pas l’estimation des
accroissements de G au voisinage de 0. Dans cette direction, nous déduisons du Théorème 1
utilisé avec δ = t , et de l’évaluation (8) le corollaire suivant, démontré à la Section 4.
Corollaire 1. Soit 0 < C < e−γ une constante. Lorsque ε tend vers 0, on a uniformément pour
0 < t < C/ log log(1/ε),
G(t + εt)−G(t) = exp
(
− exp
(
e−γ + o(1)
t
))
.
Le théorème suivant fournit une minoration du terme d’erreur intervenant au Théorème A.
Théorème 2. Soit t ∈ E fixé, et t 	= 1. On a, uniformément pour 0 < ε < 1,
G(t)−G(t − εt)−K(t)(G(1)−G(1 − ε))t F (ε),
où K(t) est définie en (2) et F(ε) en (6).
2. Résultats préliminaires
La méthode utilisée pour la démonstration des Théorèmes 1 et 2 consiste en une démonstra-
tion effective de la densité de l’ensemble E défini par (1) dans [0,1]. En utilisant l’algorithme
« glouton », nous construisons à cet effet un entier n via la construction de ses facteurs premiers,
tel que
α <
ϕ(n)
n
 α
√
1 + ε, (9)
où α est élément de ]0,1[. Nous relions le problème de la minoration du module de continuité de
G à celui de la majoration de n, et utilisons à cet effet le résultat de [2] concernant π(x + xϑ)−
π(x). L’entier n ainsi construit satisfait à la majoration, uniforme pour 0 < δ  α < 1,
n  (αε)
−(2−ϑ)/(1−ϑ)
H˜ (δ)
,
où la fonction H˜ (δ) > 0 satisfait à une évaluation du même type (7) que H(δ).
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Soit 0 < α < 1. Définissons les suites (αk)k1 ∈ E et (qk)k0 par α1 = 1, la donnée de q0  0
fixé, et
αk+1 = αk
(
1 − 1
qk
)
,
où les qk sont les nombres premiers définis lorsque k  1
qk := min
{
q > qk−1: αk(1 − 1/q) > α
}
. (10)
Nous utiliserons ces suites avec q0 = 0 pour démontrer le Théorème 1, et avec q0 fixé dépendant
de t pour démontrer le Théorème 2. La suite (αk)k1 est décroissante positive, donc convergente.
Il découle du fait que qk tend vers l’infini, et de (13) et (14) établies infra, que sa limite est α.
Posant
k1 := max
{
k  1: αk > α
√
1 + ε }, (11)
nous définissons l’entier n satisfaisant (9) par
n :=
k1∏
k=1
qk. (12)
Ainsi, à chaque étape k, le nombre premier qk est choisi de manière à maximiser localement la
vitesse de convergence de la suite (αk)k1 vers α, en minimisant localement la taille de l’en-
tier n. En effet, cette définition minimise localement à la fois la taille et le nombre des facteurs
premiers qk de n. Cette construction repose donc sur la mise en place d’un algorithme de type
« glouton ».
2.2. Vitesse de croissance des facteurs premiers qk de n
Afin de majorer l’entier n, nous décrivons au lemme suivant la vitesse de croissance de ses
facteurs premiers qk . Nous définissons la suite xk par
αk
(
1 − 1
xk
)
= α (k  1). (13)
Lemme 1. Soit 0 < δ < 1. Il existe un entier k0 = k0(δ) tel que l’on ait, lorsque 0 < δ  α  1 et
k  k0,
xk  qk−1, (14)
xk+1  xk2−ϑ , (15)
xk  qk  xk + xkϑ . (16)
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qk0(δ) < e
C/δ
. Si q0 = 0, on peut choisir k0(δ) satisfaisant à
k0(δ) qk0(δ)  exp
(
e−γ + o(1)
δ
)
(δ → 0). (17)
Démonstration. Soit pk le k-ième nombre premier. Nous notons tout d’abord que l’on a
qk  pk (k  1).
Il existe donc un entier k′0(α), tel que l’on ait qk > max(3, x0(ϑ)) si, et seulement si k > k′0(α),
où x0(ϑ) est un réel satisfaisant (5). De plus, k′0(α) peut être choisi uniformément borné par un
entier absolu k′0. L’implication logique
{xk < qk−1} ⇒
{
qk = min{q: q > qk−1}
}
montre que si l’on avait, pour un certain entier (α), xk < qk−1 pour tout k′0(α) k  (α), il en
résulterait
α(α) 
∏
kk′0(α)
(
1 − 1
qk
) ∏
qk′0(α)
<pq(α)
(
1 − 1
p
)
=
∏
pq(α)
(
1 − 1
p
) k′0(α)∏
k=1
1 − 1/qk
1 − 1/pk . (18)
Puisque la suite (αk)k1 demeure par construction supérieure à α, nous en déduisons que l’en-
tier  vérifie nécessairement
∏
pq(α)
(
1 − 1
p
)
> α
k′0(α)∏
k=1
(
1 − 1
pk
)
 α.
La formule de Mertens montre alors l’existence d’un entier k0(α) > k′0 satisfaisant à qk0(α) 
exp(C/α), où C > 0 est une constante absolue dépendant de q0, tel que l’on ait xk0  qk0−1.
De plus, lorsque α est suffisamment petit et q0 = 0, on a qk = pk pour tout 1  k  k′0(α).
Nous déduisons alors de (18), via la formule de Mertens, que l’on a, lorsque q0 = 0,
qk0(α)  exp
(
e−γ + o(1)
α
)
(α → 0). (19)
Soit k  k0(α), et supposons que xk  qk−1, i.e., (14) est vrai pour cet entier k. La minoration
xk > x0(ϑ) permet alors d’affirmer que l’encadrement (16) est vrai pour l’entier k. Il en résulte
αk+1 − α  αk xk
ϑ−1
xk + xkϑ ,
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αk+1
xk+1
 αk
xk
ϑ−1
xk + xkϑ .
Il suit
xk+1 
αk+1
αk
(
1 + xk−ϑ
)
xk
2−ϑ .
En notant que
αk+1
αk
= 1 − 1/xk
1 − 1/xk+1 > 1 −
1
xk
,
le fait que xk  3 montre que la minoration (15) est vraie pour k. Ainsi, nous avons prouvé que, si
xk  qk−1 est vraie pour un entier k  k0, il en va de même pour (15) et (16). Or, lorsque k  k0,
on a x2−ϑk > xk + xkϑ . Cela prouve que si (15) et (16) sont vraies pour k  k0, alors xk+1  qk et
établit finalement, par récurrence, le Lemme 1. En effet, les majorations (19) et δ  α établissent
la validité de (17). 
2.3. Majoration de l’entier n
Afin de majorer n, nous exploitons la vitesse de croissance de ses facteurs premiers qk , décrite
au Lemme 1. En rappelant la définition (10) des qk , nous obtenons le lemme suivant.
Lemme 2. L’entier n défini par (11) et (12) vérifie la majoration uniforme pour 0 < ε < 1,
0 < δ < 1 et 0 < δ  α < 1,
n  (αε)
−(2−ϑ)/(1−ϑ)
H˜ (δ)
.
La fonction H˜ (δ) > 0 satisfait à la même évaluation (7) que H(δ) lorsque q0 = 0 et, pour une
constante absolue C > 0, à H˜ (δ) > exp(−eC/δ) si q0 	= 0.
Démonstration. Nous pouvons supposer ε suffisamment petit, puisque le résultat est trivial dans
le cas contraire. La définition (11) de l’entier k1 permet d’écrire, lorsque ε est suffisamment petit,
αk1 − α =
αk1
xk1
>
αε
3
. (20)
Il en résulte xk1 < 3/(αε). Posons n = n0n1, avec
n0 :=
k0∏
k=1
qk,
où k0 = k0(δ) est l’entier intervenant au Lemme 1. La majoration de qk0(δ) du Lemme 1 fournit,
via le théorème des nombres premiers,
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∏
pqk0(δ)
p  1
H˜ (δ)
. (21)
De plus, nous déduisons de (16), en notant que n1  1 si k1  k0, que
n1 
k1∏
k=k0
xk
k1∏
k=k0
(
1 + xkϑ−1
) k1∏
k=k0
xk, (22)
où l’on a utilisé la croissance de xk décrite par (15) et le fait que xk0  3 pour montrer la majo-
ration uniforme
k1∏
k=k0
(
1 + xkϑ−1
) 1.
Maintenant, l’inégalité (15) fournit, en notant que xk1  3/(αε),
logxk1−k 
1
(2 − ϑ)k log
3
αε
(0 k  k1 − k0).
Il suit
k1−k0∑
k=0
logxk1−k 
+∞∑
k=0
1
(2 − ϑ)k log
3
αε
= 2 − ϑ
1 − ϑ log
3
αε
.
En reportant dans (22), la majoration (21) établit le Lemme 2. 
3. Démonstration du Théorème 1
Nous utilisons les Lemmes 1 et 2 avec α = t√1 + ε, q0 = 0, et exploitons la représentation
probabiliste
G(t) = P
(∏
p
(
1 − 1
p
)Zp
 t
)
, (23)
où les Zp sont des variables aléatoires indépendantes et obéissant à la loi de probabilité
P(Zp = 1) = 1 − P(Zp = 0) = 1
p
. (24)
Cette représentation peut être établie grâce au théorème de Delange [8, Théorème III.4.2.3] : la
fonction g(n) = ϕ(n)/n vérifie g(pν) = 1 − 1/p lorsque ν  1, et donc
∑ 1 − e(g(p)iτ )
p
τ 1.
p
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Mτ(g) = lim
x→+∞
1
x
∑
nx
g(n)iτ =
∏
p
(
1 − 1
p
)+∞∑
ν=0
g(pν)iτ
pν
=
∏
p
(
1 − 1
p
+ 1
p
(
1 − 1
p
)iτ)
.
Cette fonction de τ est continue à l’origine. Au vu du Théorème III.2.4 de [8], la représentation
annoncée découle alors de l’égalité des fonctions caractéristiques
Mτ(g) = E
(∏
p
(
1 − 1
p
)iτZp)
,
que l’on obtient grâce à (24), en utilisant l’indépendance des Zp . On pourra aussi se reporter à
[9, Exercice III.2.2] qui établit la validité de la représentation (23) via l’écriture de G sous la
forme d’un produit de convolution.
Par indépendance des Zp , nous avons, pour chaque y  2,
G(t + εt)−G(t)
> P
(
t
√
1 + ε <
∏
py
(
1 − 1
p
)Zp
 t (1 + ε)
)
P
(∏
p>y
(
1 − 1
p
)Zp
> (1 + ε)−1/2
)
. (25)
La dernière probabilité vaut
1 − P
(∑
p>y
−Zp log
(
1 − 1
p
)
>
1
2
log(1 + ε)
)
. (26)
L’inégalité de Markov, exprimant que P(X > t) E(X)/t pour toute variable aléatoire X  0,
et la majoration
∑
p>y
1
p2
 1
y logy
issue du théorème des nombres premiers montrent, via l’identité EZp = 1/p, que la probabilité
(26) vaut
1 +O
(
1
εy logy
)
. (27)
Il en résulte, lorsque y  1/ε,
G(t + εt)−G(t)  P
(
t
√
1 + ε <
∏
py
(
1 − 1
p
)Zp
 t (1 + ε)
)
. (28)
Posons
y0 := max
(
1/ε,P+(n)
)
, (29)
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majoration (28) utilisée avec y = y0 fournit
G(t + εt)−G(t)  P(∀p  y0, Zp = 1(p | n), Zp = 0(p  n)) 1
n
∏
py0
(
1 − 1
p
)
.
Il suit, grâce à la formule de Mertens,
G(t + εt)−G(t)  1
n logy0
. (30)
La majoration générale P+(n) n fournit
y0 max(1/ε,n). (31)
Le Lemme 2 montre que, sous la condition t > δ, le minorant de (30) est bien  H(δ)F (ε)
où H(δ) satisfait (7). Cela établit le Théorème 1. 
4. Démonstration du Corollaire 1
Nous avons tout d’abord grâce à (8), lorsque ε tend vers 0,
G(t + εt)−G(t)G(t + εt) = exp
(
− exp
(
e−γ + o(1)
t
))
. (32)
De plus, le Théorème 1 utilisé avec δ = t fournit
G(t + εt)−G(t)  F(ε) exp
(
− exp
(
e−γ + o(1)
t
))
. (33)
De plus, dans le domaine des valeurs de t et ε annoncé, il existe une constante C′ < e−γ telle
que l’on ait
F(ε)  exp
(
− exp C
′
t
)
.
Le facteur F(ε) et la constante implicite de (33) sont donc absorbés par le terme o(1) apparaissant
au membre de droite de (33). Cela établit finalement le Corollaire 1. 
5. Démonstration du Théorème 2
Soit t ∈ E . Nous désignons par A l’unique ensemble fini de nombres premiers tels que
t =
∏(
1 − 1
p
)
.p∈A
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le montrons dans [10, Lemme 2] le calcul explicite
K(t) =
∏
p∈A
1
p − 1 . (34)
Soit E = E(t, ε) l’évènement
E :=
{
t (1 − ε) <
∏
p
(
1 − 1
p
)Zp
 t
}
.
Nous avons
G(t)−G(t − εt) = P(∀p ∈ A, Zp = 1, E)+ P(∃p ∈ A, Zp = 0, E).
Nous évaluons la première probabilité. Celle-ci vaut
∏
p∈A
1
p
P
(∏
p/∈A
(
1 − 1
p
)Zp
> 1 − ε
)
=
∏
p∈A
1
p
∏
p/∈A
p1/ε
(
1 − 1
p
)
P
( ∏
p>1/ε
(
1 − 1
p
)Zp
> 1 − ε
)
,
(35)
où l’on a noté que l’on a nécessairement Zp = 0 lorsque p  1/ε dans la probabilité de (35).
Choisissant ε suffisamment petit pour que l’on ait A ⊂ [2,1/ε], l’identité
G(1)−G(1 − ε) =
∏
p1/ε
(
1 − 1
p
)
P
( ∏
p>1/ε
(
1 − 1
p
)Zp
> 1 − ε
)
,
montre, via (34), que l’on a
P(∀p ∈ A, Zp = 1, E) = K(t)
(
G(1)−G(1 − ε)).
Pour établir le Théorème 2, il nous suffit ainsi de montrer que
P(∃p ∈ A, Zp = 0, E) t F (ε). (36)
Soit q un nombre premier de l’ensemble A. La probabilité (36) est supérieure à
P
(
Zq = 0, t√1 + ε <
∏
py
(
1 − 1
p
)Zp
 t
)
P
(∏
p>y
(
1 − 1
p
)Zp
>
1√
1 + ε
)
.
Lorsque y  1/ε, un argument utilisant l’inégalité de Markov, similaire à celui utilisé pour
évaluer (26) montre que ce minorant est
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(
Zq = 0, t√1 + ε <
∏
py
(
1 − 1
p
)Zp
 t
)
.
Nous choisissons alors y = y0, défini par (29), et satisfaisant bien à y0  1/ε. Avec les défini-
tions (10)–(12) de l’entier n utilisées avec q0 = q et α = t/
√
1 + ε, le minorant de l’expression
précédente est
 1
n
∏
py0
(
1 − 1
p
)
 1
n logy0
.
En exploitant la majoration (31), nous déduisons enfin du Lemme 2, avec q0 = q , et δ = t/2 fixé,
la validité du Théorème 2. 
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