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1. Introduction
1.1. The weights for a finite group G with respect to a prime number p
where introduced by Jon Alperin in [1] in order to formulate his celebrated
conjecture. Explicitly, a weight of G is a pair (R, Y ) formed by a p-subgroup
R of G and by an isomorphism class Y of simple kNG(R)-modules with
vertex R ; then, Alperin’s Conjecture affirms that the number of G-conjugacy
classes of weights of G coincides with the number of isomorphism classes of
simple kG-modules, where k is an algebraically closed field of characteristic p .
More precisely, Alperin’s Conjecture involves the blocks of G as we explain
below.
1.2. In the case that G is p-solvable, thirty years ago Tetsuro Okuyama
[8] already proved that, for any p-subgroup R of G , the number of isomor-
phism classes Y of simple kNG(R)-modules with vertex R coincides with the
number of isomorphism classes of simple kG-modules of vertex R , which
clearly shows Alperin’s Conjecture restricted to p-solvable groups. Once
again, Okuyama’s result actually involves the blocks of G . Note that, set-
ting N¯G(R) = NG(R)/R , a simple kNG(R)-module of vertex R is just the
restriction of a simple projective kN¯G(R)-module.
1.3. On the other hand, in [11, 6.4] we introduce amultiplicity module for
any indecomposable kG-moduleM , and in [11, Lemma 9.9] we prove thatM
is determined by the triple formed by a vertex R , an R-source E and a mul-
tiplicity module V of M — an indecomposable projective k∗
ˆ¯NG(R)E-module
where N¯G(R)E is the stabilizer of the isomorphism class of E in N¯G(R) ,
ˆ¯NG(R)E is the central k
∗-extension of N¯G(R)E determined by the action on
Endk(E) , and k∗
ˆ¯NG(R)E is the corresponding twisted group algebra (cf. 2.5
below) — and that this correspondence actually defines a bijection between
the set of isomorphism classes of indecomposable kG-modules and the set of
G-conjugacy classes of triples (R,E, V ) formed by a p-subgroup R of G , an
indecomposable kR-module E of vertex R and an indecomposable projective
k∗
ˆ¯NG(R)E-module V .
1.4. Moreover, ifM is a simple kG-module then it follows from [9, Propo-
sition 1.6] that V is actually a simple projective k∗
ˆ¯NG(R)E-module. But,
2in the case that G is p-solvable and M is primitive — namely, not in-
duced from any proper subgroup — it is well-known [17, Lemma 30.4] that
there is a G-stable finite p′-subgroup K of Endk(M)
∗ generating the k-al-
gebra Endk(M) . Consequently, in this case Endk(M) is actually a Dade
R-algebra [13, 1.3]; in particular, N¯G(R)-stabilizes the isomorphism class of E
[13, 1.8] and it follows from [15, Theorem 9.21] that the central k∗-extension
k∗
ˆ¯NG(R) above is split — we are more explicit from 2.13 to 2.17 below.
1.5. That is to say, if G is p-solvable and M a primitive simple kG-mo-
dule, then the pair formed by a vertex R and by the isomorphism class
of the restriction to NG(R) of a multiplicity kN¯G(R)-module V — after a
choice of a splitting for the corresponding central k∗-extension — is actually
a weight of G . More generally, since any simple kG-module is certainly in-
duced from a primitive simple kH-module for some subgroup H of G , if G is
p-solvable then Endk(E) is always a Dade R-algebra for any vertex R and any
R-source E of M ; hence, in this case, the central k∗-extension k∗
ˆ¯NG(R)E is
always split and the corresponding multiplicity module V becomes a simple
projective kN¯G(R)E-module.
1.6. In this paper, for a systematic choice of those splittings via a polari-
zation [15, 9.5], on the one hand we exhibit a natural bijection — namely
compatible with the action of the group of outer automorphisms of G —
between the sets of isomorphism classes of simple kG-modules M and of
G-conjugacy classes of weights (R, Y ) of G . On the other hand, we determine
the relationship between a multiplicity k∗
ˆ¯NG(R)E -module V and a simple
kNG(R)-module U with vertex R in the class Y of the corresponding weight
of G ; explicitly, there is a subgroup N of NG(R)E containing R , a simple
kN -module W of vertex R and, setting N¯ = N/R , a group homomorphism
θ : N¯ → k∗ in such a way that, denoting by W¯ the corresponding kN¯ -module
and setting W¯θ = kθ ⊗k W¯ , we have
U ∼= Ind
NG(R)
N (W ) and V
∼= Ind
N¯G(R)E
N¯
(W¯θ) 1.6.1.
The tools to carry out our purpose are mainly the Fong reduction theorems
developed in [16]; as in that paper, it is handy — but not more general! —
to work systematically with k∗-groups with finite k∗-quotient G [11, §5] —
namely, with central k∗-extensions of G .
1.7. In 1994, when talking about this work at Beijing University, Zhang
Jiping pointed out to us that Gabriel Navarro [7] already had given a bijection
between the above sets of isomorphism classes of simple kG-modules and of
G-conjugacy classes of weights for finite groups of odd order, and therefore
solvable. In our Appendix we show that Navarro’s bijection corresponds
indeed to the bijection obtained for a particular choice of the splittings above,
a choice which is only possible for groups of odd order.
32. Notations and quoted results
2.1. We fix a prime number p and an algebraically closed field k of
characteristic p .We call k∗-group a groupX endowed with an injective group
homomorphism θ : k∗ → Z(X) [11, §5], and call k∗-quotient of (X, θ) the
group X/θ(k∗) ; we denote by X◦ the k∗-group formed by X and by the
composition of θ with the automorphism k∗ ∼= k∗ mapping λ ∈ k∗ on λ−1 ;
we say that a k∗-group is finite whenever its k∗-quotient is finite. Usually,
we denote by Gˆ a k∗-group and by G its k∗-quotient, and we write λ·xˆ for
the product of xˆ ∈ Gˆ and the image of λ ∈ k∗ in Gˆ .
2.2. If Gˆ′ is a second k∗-group, we denote by Gˆ ×ˆ Gˆ′ the quotient of
the direct product Gˆ × Gˆ′ by the image in Gˆ × Gˆ′ of the inverse diagonal
of k∗ × k∗ , which has an obvious structure of k∗-group with k∗-quotient
G×G′ ; moreover, if G = G′ then we denote by Gˆ ⋆ Gˆ′ the k∗-group obtained
from the inverse image of ∆(G) ⊂ G × G in Gˆ ×ˆ Gˆ′ , which is nothing but
the so-called sum of both central k∗-extensions of G ; in particular, we have
a canonical k∗-group isomorphism
Gˆ ⋆ Gˆ◦ ∼= k∗ ×G 2.2.1.
A k∗-group homomorphism ϕ : Gˆ → Gˆ′ is a group homomorphism which
preserves the k∗-multiplication; moreover, if Gˆ and Gˆ′ are isomorphic then the
group Hom(G, k∗) acts regularly over the set of isomorphisms ψ : Gˆ ∼= Gˆ′ and
we denote by ψθ the k∗-group isomorphism determined by θ ∈ Hom(G, k∗)
and ψ . We denote by k∗-Gr the category of k∗-groups.
2.3. Note that for any k-algebra A of finite dimension — just called
k-algebra in the sequel — the group A∗ of invertible elements has a canonical
k∗-group structure; we call point of A any A∗-conjugacy class α of primitive
idempotents of A and denote by A(α) the simple quotient of A determined
by α , and by P(A) the set of points of A . If S is a simple algebra then
Autk(S) coincides with the k
∗-quotient of S∗ ; in particular, any finite group
G acting on S determines — by pull-back — a k∗-group Gˆ of k∗-quotient G ,
together with a k∗-group homomorphism [11, 5.7]
ρ : Gˆ −→ S∗ 2.3.1.
2.4. If Gˆ is a finite k∗-group, we call Gˆ-interior algebra any k-algebra A
endowed with a k∗-group homomorphism
ρ : Gˆ −→ A∗ 2.4.1
and, as usual, we write xˆ·a and a·xˆ instead of ρ(xˆ)a and aρ(xˆ) for any xˆ ∈ Gˆ
and any a ∈ A ; we say that A is primitive whenever the unity element is
primitive in AG . A Gˆ-interior algebra homomorphism from A to another
Gˆ-interior algebra A′ is a not necessarily unitary algebra homomorphism
4f :A→ A′ fulfilling f(xˆ·a) = xˆ·f(a) and f(a·xˆ) = f(a)·xˆ ; we say that f is an
embedding whenever Ker(f) = {0} and Im(f) = f(1)A′f(1) . Occasionally, it
is handy to consider the (A′Gˆ)∗-conjugacy class of f that we denote by f˜ and
call exterior homomorphism from A to A′ ; note that the exterior homomor-
phisms can be composed [9, Definition 3.1]. For a k∗-group homomorphism
ϕ : Gˆ′ → Gˆ , we denote by Resϕ(A) the Gˆ
′-interior algebra defined by ρ ◦ ϕ .
Note that the conjgation induces an action of the k∗-quotient G of Gˆ on A , so
that A becomes an ordinary G-algebra; thus, all the pointed group language
developed in [9] applies to Gˆ-interior algebras .
2.5. Namely, for any k∗-subgroup Hˆ of Gˆ , a point α of Hˆ on A is just a
point of the k-algebra AH , and the pair Hˆα is a pointed k
∗-group on A ; we
denote by A(Hˆα) the simple quotient A
H(α) and, setting
N¯G(Hˆα) = NG(Hˆα)/H and A(Hˆα) = Endk(Vα) 2.5.1,
by ˆ¯NG(Hˆα) the k
∗-group determined by the action of N¯G(Hˆα) on A(Hˆα) , so
that Vα becomes a
ˆ¯NG(Hˆα)-module called the multiplicity
ˆ¯NG(Hˆα)-module
of Hˆα [11, 6.4]. For any i ∈ α , iAi has an evident structure of Hˆ-interior
algebra mapping xˆ ∈ Hˆ on xˆ·i = i·xˆ and we denote by Aα one of these
mutually (AH)∗-conjugate Hˆ-interior algebras. If A′ is another Gˆ-interior
algebra and f :A → A′ a Gˆ-interior algebra embedding, f(α) is contained
in a unique point α′ of Hˆ on A′ , usually identified with α , and f induces
a k-algebra embedding, a k∗-group isomorphism and an Hˆ-interior algebra
isomorphism
A(Hˆα) −→ A
′(Hˆα′) ,
ˆ¯NG(Hˆα) ∼=
ˆ¯NG(Hˆα′) and Aα
fα
′
α∼= A′α′ 2.5.2.
2.6. A second pointed k∗-group Kˆβ on A is contained in Hˆα if Kˆ is a
k∗-subgroup of Hˆ and, for any i ∈ α , there is j ∈ β such that ij = j = ji ;
then, it is quite clear that the (AK)∗-conjugation induces a Kˆ-interior algebra
embedding
fαβ : Aβ −→ Res
Hˆ
Kˆ
(Aα) 2.6.1.
More generally, we say that an injective k∗-group homomorphism ϕ : Kˆ → Hˆ
is an A-fusion from Kˆβ to Hˆα whenever there is a Kˆ-interior algebra embed-
ding
fϕ : Aβ −→ Resϕ(Aα) 2.6.2
such that the inclusion Aβ ⊂ A and the composition of fϕ with the inclusion
Aα ⊂ A are A
∗-conjugate; then, the exterior embedding f˜ϕ is uniquely deter-
mined [10, 2.8]. We denote by FA(Kˆβ , Hˆα) the set of Hˆ-conjugacy classes of
5A-fusions from Kˆβ to Hˆα [12, Definition 2.5] and we simply set
FA(Hˆα) = FA(Hˆα, Hˆα) 2.6.3;
note that the conjugation in Gˆ induces a canonical group homomorphism
N¯G(Hˆα) −→ FA(Hˆα) 2.6.4.
If A′ is another Gˆ-interior algebra and f :A → A′ a Gˆ-interior algebra em-
bedding, it follows from [10, Proposition 2.14] that we have
FA(Kˆβ , Hˆα) = FA′(Kˆβ , Hˆα) 2.6.5.
2.7. Note that any p-subgroup P of Gˆ can be identified with its image
in G and determines the k∗-subgroup k∗·P ∼= k∗ × P of Gˆ ; as usual, we
consider the Brauer quotient and the Brauer algebra homomorphism
BrP : A
P −→ A(P ) = AP
/∑
Q
APQ 2.7.1,
where Q runs over the set of proper subgroups of P , and call local any point
γ of P on A not contained in Ker(BrP ) ; recall that all the maximal local
pointed groups Pγ on A contained in Hˆα — called defect pointe groups of Hˆα
— are mutually H-conjugate [9, Theorem 1.2], and that the k-algebras Aα
and Aγ are Morita equivalent [9, Corollary 3.5]. If Aγ = iAi for i ∈ γ , it
follows from [10, Corollary 2.13] that we have a group homomorphism
FA(Pγ) −→ NA∗γ (P ·i)
/
P ·(APγ )
∗ 2.7.2
and we consider the k∗-group FˆA(Pγ) defined by the pull-back
FA(Pγ) −→ NA∗γ (P ·i)/P ·(A
P
γ )
∗
↑ ↑
FˆA(Pγ) −→ NA∗γ (P ·i)
/
P ·
(
i+ J(APγ )
) 2.7.3.
2.8. Then, from [11, Proposition 6.12] suitably extended to k∗-groups,
it follows that the group homomorphism 2.6.4 can be lifted to a canonical
k∗-group homomorphism
ˆ¯NG(Pγ) ∗ N¯Gˆ(Pγ)
◦ −→ FˆA(Pγ)
◦ 2.8.1
which, for any xˆ ∈ N¯Gˆ(Pγ) = NGˆ(Pγ)/P and any a ∈ (A
P )∗ having the
same action on A(Pγ) , maps the element (x, a¯) ∗ xˆ
−1 of ˆ¯NG(Pγ) ∗ N¯Gˆ(Pγ)
◦
on the pair [11, Proposition 6.10](
x˜−1, i(xˆ−1·a)i
)
∈ FˆA(Pγ) 2.8.2,
where x denotes the image of xˆ in N¯G(Pγ) , a¯ the image of a in A(Pγ) , x˜
the image of x in FA(Pγ) via homomorphism 2.6.4 and i(xˆ−1·a)i the image
of i(xˆ−1·a)i in the right-hand bottom of diagram 2.7.3.
62.9. If A′ is another Gˆ-interior algebra and f :A→ A′ a Gˆ-interior alge-
bra embedding, it follows from [11, Proposition 6.8] that, denoting by γ′ the
point of P on A′ containing f(γ) , we have a canonical k∗-group isomorphism
Fˆf˜ (Pγ) : FˆA(Pγ)
∼= FˆA′(Pγ′) 2.9.1
which, according to [11, Proposition 6.21], is compatible with the correspond-
ing k∗-group homomorphisms 2.8.1 and 2.5.2. More precisely, let Qδ be
another local pointed group on A and denote by δ′ the point of Q on A′ con-
taining f(δ) ; if there is a group isomorphism ϕ :Q ∼= P which is an A-fusion
from Qδ to Pγ then, according to equality 2.6.5 above, ϕ is also an A
′-fusion
from Qδ′ to Pγ′ , so that we have two Q-interior algebra isomorphisms
fϕ : Aδ ∼= Resϕ(Aγ) and f
′
ϕ : A
′
δ′
∼= Resϕ(A
′
γ′) 2.9.2
and the uniqueness of the exterior isomorphisms f˜ϕ and f˜
′
ϕ forces the equality
f˜ ′ϕ ◦ f˜
δ′
δ = Resϕ(f˜
γ′
γ ) ◦ f˜ϕ 2.9.3 .
In particular, since by the very definition we have
FˆResϕ(Aγ)(Qδ) = FˆA(Pγ) and FˆResϕ(A′
γ′
)(Qδ′) = FˆA′(Pγ′) 2.9.4,
we get the following commutative diagram of k∗-group isomorphisms
FˆA(Qδ)
Fˆf˜ϕ (Qδ)
∼= FˆA(Pγ)
Fˆf˜ (Qδ) ≀‖ ≀‖ Fˆf˜ (Pγ)
FˆA′(Qδ′)
Fˆf˜′ϕ
(Qδ′ )
∼= FˆA′(Pγ′)
2.9.5.
2.10. Il is clear that the inclusion k∗ ⊂ k determines a k-algebra ho-
momorphism to k from the group algebra kk∗ of the group k∗ , so that k
becomes a kk∗-algebra; for any finite k∗-group Gˆ , it is clear that the group
algebra kGˆ of the group Gˆ is also a kk∗-algebra and then, we call k∗-group
algebra of Gˆ the algebra
k∗Gˆ = k ⊗kk∗ kGˆ 2.10.1;
note that the dimension of k∗Gˆ is equal to |G| . Coherently, a block of Gˆ is
a primitive idempotent b of the center Z(k∗Gˆ) , so that α = {b} is a point
of Gˆ on k∗Gˆ ; as usual, we denote by Irrk(Gˆ, b) the set of Brauer characters
of all the simple k∗Gˆ b-modules, which corresponds bijectively with the set of
points P(k∗Gˆ b) .
2.11. Recall that for any p-subgroup P of Gˆ we have [11, 2.10.2 and Pro-
position 5.15]
(k∗Gˆ)(P ) ∼= k∗CGˆ(P ) 2.11.1;
7in particular, if P is normal in G , since the kernel of the obvious k-algebra
homomorphism k∗Gˆ → k∗(Gˆ/P ) is contained in the radical J(k∗Gˆ) and
contains Ker(BrP ) , this isomorphism implies that any point of P on k∗Gˆ is
local . Moreover, it follows from [10, Theorem 3.1] that we have
2.11.2 For any pair of local pointed groups Pγ and Qδ on k∗Gˆ , a k∗Gˆ-fusion
from Qδ to Pγ coincides with the conjugation by an element x ∈ G such
that Qδ ⊂ (Pγ)
x .
2.12. If Gˆ is a finite k∗-group, A a Gˆ-interior algebra and Hˆ a k∗-sub-
group of Gˆ , as usual we denote by ResGˆ
Hˆ
(A) the corresponding Hˆ-interior
algebra. Conversely, for any Hˆ-interior algebra B , we consider the induced
G-interior algebra
IndGˆ
Hˆ
(B) = k∗Gˆ⊗k∗Hˆ B ⊗k∗Hˆ k∗Gˆ 2.12.1,
where the distributive product is defined by the formula
(xˆ⊗ b ⊗ yˆ)(xˆ′ ⊗ b′ ⊗ yˆ′) =


xˆ⊗ b.yˆxˆ′.b′ ⊗ yˆ′ if yˆxˆ′ ∈ Hˆ
0 otherwise
2.12.2
for any xˆ, yˆ, xˆ′, yˆ′ ∈ Gˆ and any b, b′ ∈ B , and where we map xˆ ∈ Gˆ on the
element ∑
yˆ
xˆyˆ ⊗ 1B ⊗ yˆ
−1 =
∑
yˆ
yˆ ⊗ 1B ⊗ yˆ
−1xˆ 2.12.3,
yˆ ∈ Gˆ running over a set of representatives for Gˆ/Hˆ .
2.13. For a finite p-group P , we call Dade P -algebra [13, 1.3] a simple
algebra S endowed with an action of P which stibilizes a basis of S containing
the unity element; actually, the action of P on S can be lifted to a unique
group homomorphism P → S∗ and usually we consider S as a P -interior alge-
bra; moreover, the Brauer quotient S(P ) is also a simple k-algebra [13, 1.8]
which implies that P has a unique local point ρ on S that very often we
omit, respectively writing FS(P ) and FˆS(P ) instead of FS(Pρ) and FˆS(Pρ) .
Recall that two Dade P -algebras S and S′ are similar if S can be embedded
(cf. 2.4) in the tensor product End(N)⊗kS
′ for a suitable kP -module N with
a P -stable basis [13, 1.5 and 2.5.1]; we denote by Dk(P ) the set of similarity
classes and the tensor product induces a group structure on Dk(P ) — called
the Dade group of P — where the opposite P -algebra S◦ determines the
inverse of the similarity class of S .
2.14. As in [15, 9.3], it is handy to consider the category Dk where the
objects are the pairs (P, S) formed by a finite p-group P and by a Dade
P -algebra S , and where a morphism from (P, S) to a second Dk-object
8(P ′, S′) are the pairs (π, f) formed by a surjective group homomorphism
π :P → P ′ such that Ker(π) is FS(P )-stable, and by a P -interior algebra
embedding
f : Resπ(S
′) −→ S 2.14.1.
Then, we have functors f and fˆ mapping (P, S) on FS(P ) and FˆS(P ) [15, 9.5],
together a natural map fˆ → f mapping (P, S) on the structural homomor-
phism
FˆS(P ) −→ FS(P ) 2.14.2.
2.15. As in [15, 9.5], we call polarization any natural map ω from the
functor fˆ :Dk −→ k
∗-Gr above to the trivial one — namely, to the functor
mapping (P, S) on k∗ and (π, f) on idk∗ — such that if T is a P -algebra with
trivial P -action then ω maps (P, T ) on the first projection in the isomorphism
FˆT (P ) ∼= k
∗ × FT (P ) 2.15.1
obtained from the corresponding pull-back 2.7.3. The point is that, according
to [15, Theorem 9.21], there exists such a natural map, and we will construct
a bijection as announced above from any choice of a polarization ω , namely
from any choice, in a coherent way, of a k∗-group homomorphism
ω(P,S) : FˆS(P ) −→ k
∗ 2.15.2
for any Dk-object (P, S) . A first application of this existence concerns the
multiplicity modules of the indecomposable k∗Gˆ-modules M having a ver-
tex P and a P -source N such that Endk(N) is a Dade P -algebra.
Lemma 2.16. Let Gˆ be a finite k∗-group, M an indecomposable k∗Gˆ-module,
P a vertex and N a P -source of M ; let us denote by PN the local pointed
group on the Gˆ-interior algebra Endk(M) determined by the pair (P,N) .
If Endk(N) is a Dade P -algebra then the action of N¯G(PN ) on the simple
quotient
(
Endk(M)
)
(PN ) can be lifted to a k
∗-group homomorphism
N¯Gˆ(PN ) −→
(
Endk(M)
)
(PN )
∗ 2.16.1.
Proof: In any case, this action determines a k∗-group ˆ¯NG(PN ) and we have
a canonical k∗-group homomorphism (cf. 2.8.1)
ˆ¯NG(PN ) ∗ N¯Gˆ(PN )
◦ −→ FˆEndk(N)(PN )
◦ 2.16.2;
but, if Endk(N) is a Dade P -algebra, the existence of a polarization implies
that, in particular, we have
FˆEndk(N)(P )
∼= k∗ × FEndk(N)(P ) 2.16.3;
consequently, we get ˆ¯NG(PN ) ∼= N¯Gˆ(PN ) . We are done.
92.17. More generally, if S is a Dade P -algebra and A a P -interior algebra,
it follows from [12, Theorem 5.3] that, for any subgroup Q of P , we have a
canonical bijection between the sets of local points of Q on A and on S⊗kA ;
moreover, if A admits a P × P -stable basis by the multiplication on both
sides, where P × {1} and {1}× P act freely, it follows from [6, Lemma 1.17]
that, for any pair of local pointed groups Qδ and Rε on A , we have
FS⊗kA(RS×ε, QS×δ) = FS(R,Q) ∩ FA(Rε, Qδ) 2.17.1
where S × ε and S × δ denote the corresponding local points of R and Q
on S ⊗k A ; in this case, since the choice of a polarization ω determines a
k∗-group homomorphism
ω(Q,ResP
Q
(S)) : FˆS(Q) −→ k
∗ 2.17.2,
it follows from [12, Proposition 5.11] that the inclusion of FS⊗kA(QS×δ) in
FA(Qδ) can be lifted to a k
∗-group homomorphism determined by ω
ΦωS(Qδ) : FˆS⊗kA(QS×δ) −→ FˆA(Qδ) 2.17.3.
More precisely, as in 2.9 above, if A′ is a P -interior algebra and f :A→ A′ a
P -interior algebra embedding, denoting by δ′ the point of Q on A′ contain-
ing f(δ) , from [12, Proposition 5.11] we still get the following commutative
diagram of k∗-group homomorphism
FˆS⊗kA(QS×δ)
ΦωS(Qδ)−−−−→ FˆA(Qδ)
Fˆi˜dS⊗f˜
(QQ×δ) ≀‖ ≀‖ Fˆf˜ (Qδ)
FˆS⊗kA′(QS×δ′)
ΦωS(Qδ′ )−−−−→ FˆA′(Qδ′)
2.17.4.
3. The weights revisited
3.1. Let Gˆ be a finite k∗-group; we say that a local pointed group Qδ
on k∗Gˆ is selfcentralizing if CP (Q) = Z(Q) for any local pointed group Pγ
on k∗Gˆ containing Qδ , and that it is a radical whenever it is selfcentralizing
and we have
Op
(
Fk∗Gˆ(Qδ)
)
= {1} 3.1.1.
Recall that, according to [15, 4.8 and Corollary 7.3], Qδ is selfcentralizing if,
denoting by f the block of CGˆ(Q) determined by δ , the image f¯ of f in the
k∗-group algebra of C¯Gˆ(Q) = CGˆ(Q)/Z(Q) is a block of defect zero; note
that, in this case, δ is the unique local point of Q on k∗Gˆ determining the
block f .
3.2. As mentioned in 1.2 above, a weight (R, Y ) of Gˆ is formed by a
p-subgroupR of Gˆ and by the isomorphism class Y of the restriction toNGˆ(R)
of a simple projective k∗N¯Gˆ(R)-module V , where we set N¯Gˆ(R) = NGˆ(R)/R ;
10
let us denote by Wgtk(Gˆ) the set of G-conjugacy classes of weights of Gˆ .
Then, the restriction of V to C¯Gˆ(R) ⊳ N¯Gˆ(R) is a semisimple projective
k∗C¯Gˆ(R)-module and thus any simple direct summand W of Res
N¯Gˆ(R)
C¯Gˆ(R)
(V )
is also projective, so that it determines the unique local point ε of R on k∗Gˆ
(cf. 2.11.1) in a block g¯ of defect zero of C¯Gˆ(R) ; that is to say, W deter-
mines a selfcentralizing pointed group Rε on k∗Gˆ and the stabilizer of the
isomorphism class of W in NGˆ(R) coincides with NGˆ(Rε) .
3.3. Moreover, it follows from isomorphism 2.11.1 that we have
(k∗Gˆ)(Rε) ∼= k∗C¯Gˆ(R) g¯
∼= Endk(W ) 3.3.1
and from 2.5 we know that W becomes an ˆ¯NG(Rε)-module; then, since the
N¯Gˆ(R)-interior algebra Endk(V ) is isomorphic to a suitable block algebra
of N¯Gˆ(R) , and since we have (cf. 2.10)
NGˆ(Rε)/CGˆ(R)
∼= Fk∗Gˆ(Rε) 3.3.2,
if follows from [16, Theorem 3.7] and from 2.8 above that, for a suitable
simple projective k∗Fˆk∗Gˆ(Rε)-module U restricted to
ˆ¯NG(Rε)
◦ ∗ N¯Gˆ(Rε) via
homomorphism 2.8.1, we obtain
V ∼= Ind
N¯Gˆ(R)
N¯Gˆ(Rε)
(W ⊗k U) 3.3.3;
in particular, we get
Op
(
Fk∗Gˆ(Rε)
)
= {1} 3.3.4,
so that Rε is a radical pointed group.
3.4. Conversely, if Rε is a radical pointed group on k∗Gˆ and U a simple
projective k∗Fˆk∗Gˆ(Rε)-module, it is easily checked that the restriction of U to
ˆ¯NG(Rε)
◦ ∗ N¯Gˆ(Rε) throughout homomorphism 2.8.1, together with a multi-
plicity ˆ¯NG(Rε)-module W of Rε define a simple projective k∗N¯Gˆ(R)-module
via the tensor product and the induction as in 3.3.3. In conclusion, we have
proved that
3.4.1. The above correspondence between the sets of G-conjugacy classes of
weights (R, Y ) of Gˆ and of pairs (Rε, X) formed by a radical pointed group Rε
on k∗Gˆ and by an isomorphism class X of simple projective k∗Fˆk∗Gˆ(Rε)-mo-
dules is bijective.
Let us call b-weight of Gˆ any pair (Rε, X) formed by a radical pointed
group Rε on k∗Gˆ b and by an isomorphism class X of simple projective
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k∗Fˆk∗Gˆ(Rε)-modules, and let us denote by Wgtk(Gˆ, b) the set of G-conjugacy
classes of b-weights of Gˆ ; thus, statement 3.4.1 affirms that we have a ca-
nonical bijection
Wgtk(Gˆ)
∼=
⊔
b
Wgtk(Gˆ, b) 3.4.2
where b runs over the set of blocks of Gˆ ; in particular, any weight of Gˆ
determines a block.
4. Fitting pointed groups
4.1. Let us say that a finite k∗-group Gˆ is p-solvable if the k∗-quotient G
of Gˆ is so; it is in this case that the following definition is actually useful. We
call Fitting pointed group of Gˆ any radical pointed group Qδ on k∗Gˆ fulfilling
the following condition
4.1.1. For any local pointed groups Pγ and Rε on k∗Gˆ such that Pγ contains
Qδ and Rε , any k∗Gˆ-fusion from Rε to Pγ coincides with the conjugation by
an element x ∈ NG(Qδ) fulfilling Rε ⊂ (Pγ)
x .
Note that this condition implies that a Fitting pointed group Qδ of Gˆ is
normal in any local pointed group Pγ containing Qδ .
Proposition 4.2. Let Gˆ be a finite k∗-group and Qδ a Fitting pointed group
of Gˆ . If a local pointed group Pγ on k∗Gˆ contains both Qδ and a radical
pointed group Rε on k∗Gˆ , then Rε contains Qδ . In particular, Qδ is the
unique Fitting pointed group of Gˆ contained in Pγ .
Proof: We already know that Qδ is normal in Pγ and therefore the product
Q·R is a subgroup of P ; but, any element y ∈ NG(Rε) induces by conjugation
a k∗Gˆ-fusion from Rε to Pγ and therefore, according to condition 4.1.1, this
k∗Gˆ-fusion is also induced by an element x ∈ NG(Qδ) ; in particular, the
image of NQ(Rε) in Fk∗Gˆ(Rε) is a normal p-subgroup and therefore it is
trivial.
On the other hand, it follows from [2, Theorem 1.8] and from 3.1 above
that ε is the unique local point of R on k∗Gˆ such that Rε ⊂ Pγ , and thus
we have NQ(Rε) = NQ(R) ; moreover, since Rε is selfcentralizing, we still
have CP (R) = Z(R) and therefore N¯Q·R(R) maps injectively into the group
of outer automorphisms of R .
Consequently, we get N¯Q·R(R) = {1} which implies that Q·R = R , so
that Q ⊂ R ; finally, once again it follows from [2, Theorem 1.8] and from 3.1
above that Qδ ⊂ Rε . Since any Fitting pointed group is a radical, the last
statement is now clear. We are done.
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Corollary 4.3. Let Gˆ be a finite k∗-group and Pγ a maximal local pointed
group on k∗Gˆ . A radical pointed group Qδ on k∗Gˆ contained in Pγ is a Fitting
pointed group of Gˆ if and only if it is contained in each radical pointed group
on k∗Gˆ contained in Pγ .
Proof: It follows from Proposition 4.2 that this condition is necessary. Con-
versely, if Qδ is contained in any radical pointed group on k∗Gˆ contained
in Pγ , it follows from [14, Theorem A.9] that, in particular, Qδ is contained
in each essential pointed group Rε contained in Pγ ; moreover, for any x ∈ G
normalizing either Rε or Pγ , (Qδ)
x is a Fitting pointed group on k∗Gˆ con-
tained in Pγ and therefore it coincides with Qδ ; hence, NGˆ(Qδ) contains
NGˆ(Pγ) and NGˆ(Rε) for each essential pointed group Rε contained in Pγ .
At this point, condition 4.1.1 follows from [14, Corollary A.12].
4.4. From now on, we assume that Gˆ is a p-solvable finite k∗-group
and let b be a block of Gˆ and Pγ a maximal local pointed group on k∗Gˆ b ;
it follows from [16, Theorem 4.6] that there exists a P -source pair (S, Lˆ) ,
unique up to isomorphisms, formed by a primitive Dade P -algebra S and by
a p-solvable finite k∗-group Lˆ containing P , which fulfills the following two
conditions
4.4.1. CL
(
Op(L)
)
= Z
(
Op(L)
)
where L denotes the k∗-quotient of Lˆ .
4.4.2. There is a P -interior algebra embedding eγ : (k∗Gˆ)γ −→ S ⊗k k∗Lˆ .
Note that, according to isomorphism 2.11.1, any p-subgroup of L containing
Op(L) has a unique local point on k∗Lˆ — actually, it coincides with {1}
(cf. 2.10). In particular, P has a unique local point γ˙ = {1} on k∗Lˆ and
therefore it follows from [12, Theorem 5.3] that it has also a unique local
point S × γ˙ on S ⊗k k∗Lˆ ; then, the embedding above is equivalent to the
existence of a P -interior algebra isomorphism
(k∗Gˆ)γ ∼= (S ⊗k k∗Lˆ)S×γ˙ 4.4.3.
4.5. In particular, from isomorphism 4.4.3 and from [12, Theorem 5.3],
any local pointed groupQδ on k∗Gˆ contained in Pγ determines a local pointed
group Qδ on k∗Lˆ and this correspondence is bijective. Moreover, since we
have P -interior algebra embeddings
k∗Lˆ −→ S
◦ ⊗k S ⊗k k∗Lˆ←− S
◦ ⊗k (k∗Gˆ)γ 4.5.1
and (S◦ ⊗k S)× γ˙ is the unique local point of P on S
◦ ⊗k S ⊗k k∗Lˆ , we still
have a P -interior algebra embedding
e◦γ : k∗Lˆ −→ S
◦ ⊗k (k∗Gˆ)γ 4.5.2
inducing the same bijection between the sets of local pointed groups on
(k∗Gˆ)γ and on k∗Lˆ ; then, since (k∗Gˆ)γ and k∗Lˆ admit P × P -stable bases
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by the multiplication on both sides, where P ×{1} and {1}×P act freely, it
follows from 2.17 above applied twice that we have
Fk∗Gˆ(Rε, Qδ) = Fk∗Lˆ(Rε˙, Qδ˙) ⊂ FS(R,Q) 4.5.3
for any pair of local pointed groups Qδ and Rε on k∗Gˆ contained in Pγ ,
and that the choice of a polarization ω and of the embedding eγ determine
k∗-isomorphisms (cf. 2.8.3 and 2.17.3)
Fˆk∗Gˆ(Qδ)
Fˆe˜γ (Qδ)
∼= FˆS⊗kk∗Lˆ(QS×δ˙)
ΦωS(Qδ˙)∼= Fˆk∗Lˆ(Qδ˙) 4.5.4.
4.6. Set O = Op(L) and denote by η˙ and by η the respective unique
local points of O on k∗Lˆ and on (k∗Gˆ)γ ; since Oη˙ is clearly a Fitting pointed
group of Lˆ , it follows from 4.5 above that Oη is a Fitting pointed group
of Gˆ . Moreover, from the k∗-group homomorphism 2.8.1 and from the last
statement in 2.10, we get the k∗-group isomorphism
Lˆ/O ∼= Fˆk∗Lˆ(Oη˙) 4.6.1
and therefore the choice of a polarization ω determines a k∗-isomorphism
Lˆ/O ∼= Fˆk∗Gˆ(Oη) 4.6.2.
Remark 4.7. It follows from [16, 4.7] that the Dade P -algebra S above
always come from a suitable nilpotent block admitting P as a defect group
and therefore, according to [15, Theorem 7.8], the similarity class of S in
the Dade group Dk(P ) is a torsion element (cf. 2.13). In particular, we can
restrict our polarizations to the full subalgebra Dtork of Dk over the objects
(P, S) fulfilling this condition.
5. The key parameterizations
5.1. Let Gˆ be a p-solvable finite k∗-group, b a block of Gˆ and Pγ a
maximal local pointed group on k∗Gˆ b , and denote by (S, Lˆ) a P -source pair
of this block and by Oη the Fitting pointed group of Gˆ contained in Pγ ; in this
section, our purpose is to show that the choice of a polarization ω determines
two bijections
Γω
(Gˆ,b)
: Irrk(Gˆ, b) ∼= Irrk
(
Fˆk∗Gˆ(Oη)
)
∆ω
(Gˆ,b)
: Wgtk(Gˆ, b)
∼= Wgtk
(
Fˆk∗Gˆ(Oη)
) 5.1.1
which are natural with respect to the isomorphisms between blocks. We first
need to know the group of exterior automorphisms OutP
(
(k∗Gˆ)γ
)
(cf. 2.4) of
the P -interior algebra (k∗Gˆ)γ ; recall that, according to [11, Proposition 14.9],
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we have an injective group homomorphism
OutP
(
(k∗Gˆ)γ
)
−→ Hom
(
Fk∗Gˆ(Pγ), k
∗
)
5.1.2
and therefore OutP
(
(k∗Gˆ)γ
)
is Abelian.
Proposition 5.2. With the notation above, there are group isomorphisms
OutP
(
(k∗Gˆ)γ
)
∼= OutP (k∗Lˆ) ∼= Hom(L, k
∗) 5.2.1
mapping σ˜ ∈ OutP
(
(k∗Gˆ)γ
)
on an element ˙˜σ ∈ OutP (k∗Lˆ) such that, for
any P -interior algebra embedding eγ : (k∗Gˆ)γ → S ⊗k k∗Lˆ we have
e˜γ ◦ σ˜ = (i˜dS ⊗ ˙˜σ) ◦ e˜γ 5.2.2,
and mapping ζ ∈ Hom(L, k∗) on the exterior class of the P -interior algebra
automorphism of k∗Lˆ sending yˆ ∈ Lˆ to ζ(y)·yˆ where y is the image of yˆ in L .
Moreover, OutP
(
(k∗Gˆ)γ
)
acts regularly over the set of exterior embeddings
from (k∗Gˆ)γ to S ⊗k k∗Lˆ .
Proof: Since S◦× γ is the unique local point of P on S◦⊗k (k∗Gˆ)γ , embed-
ding 4.5.2 induces a P -interior algebra isomorphism
k∗Lˆ ∼=
(
S◦ ⊗k (k∗Gˆ)γ
)
S◦×γ
5.2.3
and therefore, for a representative σ of σ˜ , the automorphism idS ⊗ σ of
S◦ ⊗k (k∗Gˆ)γ , composed with a suitable inner automorphism, induces an
automorphism σ˙ of k∗Lˆ and it is quite clear that the exterior class ˙˜σ of σ˙
does not depend on our choices, and fulfills
e˜◦γ ◦ ˙˜σ = (i˜dS ⊗ σ˜) ◦ e˜
◦
γ 5.2.4.
Tensoring embedding 4.5.2 by S and arguing as in 4.5 above, it is not
difficult to prove that equality 5.2.2 also holds. Similarly, since this correspon-
dence comes from “conjugation” via the exterior class of isomorphisms 4.4.3
and 5.2.3, it is clear that it is a group isomorphism; actually, this argument
also proves the last statement.
On the other hand, for any ζ ∈ Hom(L, k∗) , it is clear that the map
sending yˆ ∈ Lˆ to ζ(y)·yˆ defines an automorphism of the k∗-group Lˆ inducing
the identity on P and thus, it determines a P -interior algebra automorphism
of k∗Lˆ ; moreover, since y is also the image of ζ(y)·yˆ in L , we clearly get a
group homomorphism
Hom(L, k∗) −→ AutP (k∗Lˆ) 5.2.5.
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Conversely, any P -interior algebra automorphism σ˙ of k∗Lˆ stabilizes the Fit-
ting pointed group Oη˙ , acting trivially on O ; hence, it acts on the k
∗-group
Fˆk∗Lˆ(Oη˙) acting trivially on its k
∗-quotient Fk∗Lˆ(Oη˙) ⊂ Out(O) and there-
fore, according to isomorphism 4.6.1 above, it determines an element of
Hom(L/O, k∗) = Hom(L, k∗) 5.2.6;
clearly, any inner P -interior algebra automorphism of k∗Lˆ determines the
trivial element of Hom(L, k∗) and thus, we easily get the second isomorphism
in 5.2.1.
5.3. We are ready to define the first bijection in 5.1.1. Since the
restriction determines a Morita equivalence between the k-algebras k∗Gˆ b
and (k∗Gˆ)γ (cf. 2.7), we certainly have a natural bijection (cf. 2.10)
Irrk(Gˆ, b) ∼= P
(
(k∗Gˆ)γ
)
5.3.1
and any embedding eγ : (k∗Gˆ)γ → S ⊗k k∗Lˆ induces an injective map and a
k∗-group isomorphism (cf. 2.5 and 2.8.3)
P(e˜γ) : P
(
(k∗Gˆ)γ
)
−→ P(S ⊗k k∗Lˆ)
Fˆe˜γ (Oη) : Fˆk∗Gˆ(Oη)
∼= FˆS⊗kk∗Lˆ(OS×η˙)
5.3.2;
then, the existence of embedding 4.5.2 proves that the map P(eγ) is actually
bijective. On the other hand, the choice of a polarization ω determines a
k∗-group isomorphism
ΦωS(Oη˙) : FˆS⊗kk∗Lˆ(OS×η˙)
∼= Fˆk∗Lˆ(Oη˙) 5.3.3.
Finally, isomorphism 4.6.1 determines a canonical bijection
ΓLˆ : Irrk(Lˆ)
∼= Irrk
(
Fˆk∗Lˆ(Oη˙)
)
5.3.4.
Corollary 5.4. With the notation and the choice above, there is a bijection
Γω
(Gˆ,b)
: Irrk(Gˆ, b) ∼= Irrk
(
Fˆk∗Gˆ(Oη)
)
5.4.1
such that, for any embedding eγ : (k∗Gˆ)γ → S ⊗k k∗Lˆ , we have the commu-
tative diagram
Irrk(Gˆ, b) ∼= P(S ⊗k k∗Lˆ) ∼= Irrk(Lˆ)
Γω
(Gˆ,b)
≀‖ ΓLˆ ≀‖
Irrk
(
Fˆk∗Gˆ(Oη)
)
∼= Irrk
(
FˆS⊗kk∗Lˆ(OS×η˙)
)
∼= Irrk
(
Fˆk∗Lˆ(Oη˙)
) 5.4.2.
Proof: It is clear that, for a choice of an embedding
eγ : (k∗Gˆ)γ −→ S ⊗k k∗Lˆ 5.4.3,
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the bijections 5.3.1 and P(e˜γ) , and the k
∗-group isomorphism Fˆe˜γ (Oη) above
determine the horizontal left-hand bijections in diagram 5.4.2; the top hori-
zontal right-hand bijection follow from 2.10 and 2.17, and the bottom hori-
zontal right-hand bijection from isomorphism 5.3.3 up to the choice of ω ;
then, the bijection ΓLˆ and the commutativity of the diagram define the bi-
jection Γω
(Gˆ,b)
.
We claim that this bijection does not depend on the choice of eγ ; indeed,
for another choice e′γ of this embedding, it follows from Proposition 5.2 that
there is σ˜ ∈ OutP
(
(k∗Gˆ)γ
)
fulfilling
e˜′γ = e˜γ ◦ σ˜ = (i˜dS ⊗ ˙˜σ) ◦ e˜γ 5.4.4
and therefore, with obvious notation, we get the following commutative dia-
grams
Irrk(Gˆ, b) ∼= P
(
(k∗Gˆ)γ
) P(e˜′γ)
∼= P(S ⊗k k∗Lˆ)
‖ ‖ ≀‖ P(i˜dS⊗ ˙˜σ)
Irrk(Gˆ, b) ∼= P
(
(k∗Gˆ)γ
) P(e˜γ)
∼= P(S ⊗k k∗Lˆ)
5.4.5
Irrk
(
Fˆk∗Gˆ(Oη)
) Irrk(Fˆe˜′γ (Oη))
∼= Irrk
(
FˆS⊗kk∗Lˆ(OS×η˙)
)
‖ ≀‖ Irrk(Fˆi˜dS⊗ ˙˜σ(OS×η˙))
Irrk
(
Fˆk∗Gˆ(Oη)
) Irrk(Fˆe˜γ (Oη))
∼= Irrk
(
FˆS⊗kk∗Lˆ(OS×η˙)
)
5.4.6.
Moreover, we have the evident commutative diagram
P(S ⊗k k∗Lˆ) ∼= Irrk(Lˆ)
P(i˜dS⊗ ˙˜σ) ≀‖ ≀‖ Irrk( ˙˜σ)
P(S ⊗k k∗Lˆ) ∼= Irrk(Lˆ)
5.4.7;
on the other hand, since the groups of k∗-group automorphisms of Fˆk∗Lˆ(Oη˙)
and FˆS⊗kk∗Lˆ(OS×η˙) which induce the identity over (cf. 2.17 applied twice)
Fk∗Lˆ(Oη˙) = FS⊗kk∗Lˆ(OS×η˙) 5.4.8
are both canonically isomorphic to the Abelian group Hom
(
Fk∗Lˆ(Oη˙), k
∗
)
,
we still have the commutative diagram
Irrk
(
FˆS⊗kk∗Lˆ(OS×η˙)
)
∼= Irrk
(
Fˆk∗Lˆ(Oη˙)
)
Irrk(Fˆi˜dS⊗ ˙˜σ
(OS×η˙)) ≀‖ ≀‖ Irrk(Fˆ ˙˜σ(Oη˙))
Irrk
(
FˆS⊗kk∗Lˆ(OS×η˙)
)
∼= Irrk
(
Fˆk∗Lˆ(Oη˙)
) 5.4.9.
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Finally, from isomorphism 4.6.2 we obviously get the following commu-
tative diagram
Irrk(Lˆ)
Irrk( ˙˜σ)
∼= Irrk(Lˆ)
ΓLˆ ≀‖ ≀‖ ΓLˆ
Irrk
(
Fˆk∗Lˆ(Oη˙)
) Irrk(Fˆ ˙˜σ(Oη))∼= Irrk(Fˆk∗Lˆ(Oη˙))
5.4.10;
now, our claim follows from putting together all these commutative diagrams.
5.5. In order to define the second bijection in 5.1.1, let (Rε, X) be a
b-weight of Gˆ ; for our purposes, we may assume that Pγ contains Rε ; then,
Rε and Rε˙ respectively contain Oη and Oη˙ ; recall that, with the notation
and the choice in 4.5 above, we have k∗-group isomorphisms
Fˆk∗Gˆ(Rε)
Fˆe˜γ (Rε)
∼= FˆS⊗kk∗Lˆ(RS×ε˙)
ΦωS(Rε˙)∼= Fˆk∗Lˆ(Rε˙) 5.5.1
and, in this case, X determines an isomorphism class X˙ of simple projec-
tive k∗Fˆk∗Lˆ(Rε˙)-modules; moreover, we clearly have NLˆ(Rε˙) = NLˆ(R) and
from 2.11.2 it is easily checked that the k∗-group homomorphism 2.8.3 in-
duces a k∗-group isomorphism
N¯Lˆ(Rε˙)
∼= Fˆk∗Lˆ(Rε˙) 5.5.2;
consequently, the pair (R, X˙) is a weight of Lˆ .
Proposition 5.6. With the notation and the choice above, let (Rε, X) and
(R′ε′ , X
′) be b-weights of Gˆ such that Pγ contains Rε and R
′
ε′ . If (Rε, X) and
(R′ε′ , X
′) are G-conjugate then the corresponding weights (R, X˙) and (R′, X˙ ′)
of Lˆ are L-conjugate. In particular, this correspondence induces a bijection
Wgtωk (eγ) : Wgtk(Gˆ, b)
∼= Wgtk(Lˆ) 5.6.1.
Proof: Assume that (R′ε′ , X
′)x = (Rε, X) for some x ∈ G ; then, the conju-
gation by x determines a (k∗Gˆ)γ-fusion ϕ from Rε to R
′
ε′ (cf. 2.6), and the
corresponding R-interior algebra isomorphism
fϕ : (k∗Gˆ)ε ∼= Resϕ
(
(k∗Gˆ)ε′
)
5.6.2
induces a k∗-group isomorphism (cf 2.8.3)
Fˆf˜ϕ (Rε) : Fˆ(k∗Gˆ)ε(Rε)
∼= Fˆ(k∗Gˆ)ε′
(R′ε′) 5.6.3;
actually, we have X = ResFˆf˜ϕ (Rε)
(X ′) .
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But, according to equality 4.5.3, the group homomorphism ϕ is also
a k∗Lˆ-fusion from Rε˙ to R
′
ε˙′ , so that ϕ :R
∼= R′ is also induced by some
element x˙ ∈ L (cf. statement 2.11.2); moreover, we have the corresponding
R-interior algebra isomorphism
f˙ϕ : (k∗Lˆ)ε˙ ∼= Resϕ
(
(k∗Lˆ)ε˙′
)
5.6.4
inducing a k∗-group isomorphism (cf 2.8.3)
Fˆ ˙˜
fϕ
(Rε˙) : Fˆ(k∗Lˆ)ε˙(Rε˙)
∼= Fˆ(k∗Lˆ)ε˙′
(R′ε˙′) 5.6.5.
Then, the commutativity of diagrams 2.9.5 and 2.17.4 applied here yields
the following commutative diagrams of k∗-group isomorphisms
Fˆ(k∗Gˆ)γ (Rε)
Fˆe˜γ (Rε)
∼= FˆS⊗kk∗Lˆ(RS×ε˙)
ΦωS(Rε˙)∼= Fˆk∗Lˆ(Rε˙)
Fˆf˜ϕ (Rε) ≀‖ ≀‖ ≀‖ Fˆ ˙˜fϕ
(Rε˙)
Fˆ(k∗Gˆ)γ (R
′
ε′)
Fˆe˜γ (R
′
ε′
)
∼= FˆS⊗kk∗Lˆ(R
′
S×ε˙′)
ΦωS(R
′
ε˙′
)
∼= Fˆk∗Lˆ(R
′
ε˙′)
5.6.6.
Consequently, we also have X˙ = ResFˆ ˙˜
fϕ
(Rε˙)
(X˙ ′) and therefore we get
(R′ε˙′ , X˙
′)x˙ = (Rε˙, X˙) 5.6.7;
that is to say, the correspondence above induces a map
Wgtωk (eγ) : Wgtk(Gˆ, b) −→Wgtk(Lˆ) 5.6.8.
which is quite clear that it is a bijection. We are done.
Proposition 5.7. With the the notation above, the canonical k∗-group iso-
morphism Lˆ/O ∼= Fˆk∗Lˆ(Oη˙) induces a bijection
∆Lˆ : Wgtk(Lˆ)
∼= Wgtk
(
Fˆk∗Lˆ(Oη˙)
)
5.7.1.
Proof: Let (R, Y ) be a weight of Lˆ ; since the unity element in k∗Lˆ is a
block of Lˆ and condition 4.4.1 holds, R has a unique local point ε˙ on k∗Lˆ and
Rε˙ is a radical pointed group which contains Oη˙ (cf. Corollary 4.3); more-
over, since we have the k∗-group isomorphism Lˆ/O ∼= Fˆk∗Lˆ(Oη˙) (cf. 4.6.2),
setting R¯ = R/O and identifying R¯ with its image in Fˆk∗Lˆ(Oη˙) , the normal-
izer NLˆ(Rε˙) = NLˆ(R) is just the converse image in Lˆ of NFˆk∗Lˆ(Oη˙)
(R¯) and
therefore we have the canonical k∗-group isomorphism
N¯Lˆ(R)
∼= N¯Fˆk∗Lˆ(Oη˙)
(R¯) 5.7.2 ;
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in particular, Y determines an isomorphism class Y¯ of simple NFˆk∗Lˆ(Oη˙)
(R¯)-
modules of vertex R¯ , so that the pair (R¯, Y¯ ) is a weight of Fˆk∗Lˆ(Oη˙) .
Conversely, if we start with a weight (R¯, Y¯ ) of Fˆk∗Lˆ(Oη˙) , it is clear
that, for the converse image R of R¯ in Lˆ , isomorphism 5.6.2 still holds and
therefore Y¯ determines an isomorphism class Y of simple k∗Lˆ-modules of
vertex R , so that the pair (R, Y ) is a weight of Lˆ . Since this correspondence
is compatible with the L-conjugation, we get the announced bijection 5.6.1.
Corollary 5.8. With the notation and the choice above, there is a bijection
∆ω
(Gˆ,b)
: Wgtk(Gˆ, b)
∼= Wgtk
(
Fˆk∗Gˆ(Oη)
)
5.8.1
such that, for any embedding eγ : (k∗Gˆ)γ → S ⊗k k∗Lˆ , we have the commu-
tative diagram
Wgtk(Gˆ, b)
Wgtωk (eγ )∼= Wgtk(Lˆ)
∆ω
(Gˆ,b)
≀‖ ∆Lˆ ≀‖
Wgtk
(
Fˆk∗Gˆ(Oη)
)
∼= Wgtk
(
Fˆk∗Lˆ(Oη˙)
) 5.8.2.
where the bottom bijection is induced by the k∗-group isomorphisms
Fˆk∗Gˆ(Oη)
Fˆe˜γ (Oη)
∼= FˆS⊗kk∗Lˆ(OS×η˙)
ΦωS(Oη˙)∼= Fˆk∗Lˆ(Oη˙) 5.8.3.
Proof: It is clear that, for a choice of eγ , Propositions 5.6 and 5.7, and the
commutativity of the diagram define the bijection ∆ω
(Gˆ,b)
. We claim that this
bijection does not depend on this choice; indeed, for another choice e′γ of this
embedding, it follows from Proposition 5.2 that there is σ˜ ∈ OutP
(
(k∗Gˆ)γ
)
fulfilling
e˜′γ = e˜γ ◦ σ˜ = (i˜dS ⊗ ˙˜σ) ◦ e˜γ 5.8.4;
in particular, if (Rε, X) is a b-weight of Gˆ and (Rε˙, X˙) the corresponding
weight of Lˆ in 5.5 above — X˙ is the isomorphism class of a simple projec-
tive k∗Fˆk∗Lˆ(Rε˙)-module V restricted to NLˆ(R) — then Wgt
ω
k (e
′
γ) sends the
G-conjugacy class of (Rε, X) to the L-conjugacy class of (Rε˙, X˙
′) where X˙ ′ is
the isomorphism class of corresponding the simple projective k∗Fˆk∗Lˆ(Rε˙)-mo-
dule ResFˆ ˙˜σ−1 (Rε˙)
(V ) , since Hom(L, k∗) clearly acts trivially on the set of local
pointed groups on k∗Lˆ and we have the commutative diagram (cf. 2.17.4)
FˆS⊗kk∗Lˆ(RS×ε˙)
ΦωS(Rε˙)∼= Fˆk∗Lˆ(Rε˙)
Fˆi˜dS⊗ ˙˜σ
(RS×ε˙) ≀‖ ≀‖ Fˆ ˙˜σ(Rε˙)
FˆS⊗kk∗Lˆ(RS×ε˙)
ΦωS(Rε˙)∼= Fˆk∗Lˆ(Rε˙)
5.8.5.
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Now, setting R¯ = R/O , since we have (cf. isomorphisms 4.6.1 and 5.5.2)
Fˆk∗Lˆ(Rε˙)
∼= N¯Lˆ(Rε˙) = N¯Lˆ(R)
∼= N¯Fˆk∗Lˆ(Oη˙)
(R¯) 5.8.6,
V determines a simple projective N¯Fˆk∗Lˆ(Oη˙)
(R¯)-module V¯ ; moreover, since
Hom(L, k∗) clearly stabilizes Lˆ and it acts trivially on P , the correspond-
ing representative σ˙ of ˙˜σ induces a k∗-group automorphism ˙¯σ of Fˆk∗Lˆ(Oη˙)
(cf. isomorphism 4.6.1) which stabilizes N¯Fˆk∗Lˆ(Oη˙)
(R¯) , and it is quite clear
that, with obvious notation, we get the following commutative diagram
Fˆk∗Lˆ(Rε˙)
∼= N¯Fˆk∗Lˆ(Oη˙)
(R¯)
Fˆ ˙˜σ(Rε˙) ≀‖ ≀‖ N¯ ˙¯σ(R¯)
Fˆk∗Lˆ(Rε˙)
∼= N¯Fˆk∗Lˆ(Oη˙)
(R¯)
5.8.7;
hence, via isomorphisms 5.6.7, ResFˆ ˙˜σ−1 (Rε˙)
(V ) determines the simple projec-
tive N¯Fˆk∗Lˆ(Oη˙)
(R¯)-module ResN¯ ˙¯σ−1(R¯)(V¯ ) .
At this point, denoting by ˙¯X and ˙¯X ′ the respective isomorphism classes
of the N¯Fˆk∗Lˆ(Oη˙)
(R¯)-modules V¯ and ResN¯ ˙¯σ−1 (R¯)(V¯ ) , it follows from Propo-
sition 5.7 that ∆Lˆ maps (Rε˙, X˙) on (R¯,
˙¯X) , and (Rε˙, X˙
′) on (R¯, ˙¯X ′) . But,
we also have the following commutative diagram (cf. 2.17.4)
FˆS⊗kk∗Lˆ(OS×η˙)
ΦωS(Oη˙)∼= Fˆk∗Lˆ(Oη˙)
Fˆi˜dS⊗ ˙˜σ
(OS×η˙) ≀‖ ≀‖ Fˆ ˙˜σ(Oη˙)
FˆS⊗kk∗Lˆ(OS×η˙)
ΦωS(Oη˙)∼= Fˆk∗Lˆ(Oη˙)
5.8.8
and we consider its restriction to all the normalizers of R¯ . Consequently,
since we have (cf. 5.8.4)
Fˆe˜′γ (Oη) = Fˆi˜dS⊗ ˙˜σ(OS×η˙) ◦ Fˆe˜γ (Oη) 5.8.9,
the corresponding bottom bijections in diagram 5.8.2 maps the weights (R¯, ˙¯X)
and (R¯, ˙¯X ′) of Fˆk∗Lˆ(Oη˙) on the same weight of Fˆk∗Lˆ(Oη˙) . We are done.
6. The Fitting block sequences
6.1. In order to exhibit bijections between the sets of isomorphism classes
of simple k∗Gˆ-modules and of G-conjugacy classes of weights of Gˆ , we need
a third set, namely the set of G-conjugacy classes of Fitting block sequences
of Gˆ . We call Fitting block sequence of Gˆ any sequence B = {(Gˆn, bn)}n∈N of
pairs formed by a k∗-group Gˆn and by a block bn of Gˆn , such that Gˆ0 = Gˆ and
that, for any n ∈ N , we have Gˆn+1 = Fˆk∗Gˆn(O
n
ηn
) for some Fitting pointed
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group Onηn of Gˆn . Note that, since clearly |Gn+1| ≤ |Gn| , such a sequence
stabilizes, and actually we have |Gn+1| = |Gn| if and only if bn is a block
of defect zero of Gˆn (cf. statement 4.4.1). Moreover, for any h ∈ N , the
sequence Bh = {(Gˆh+n, bh+n)}n∈N is clearly a Fitting block sequence of Gˆh .
6.2. If Gˆ′ is a k∗-group isomorphic to Gˆ and θ : Gˆ ∼= Gˆ′ a k∗-group
isomorphism of Gˆ , it is quite clear that, from any Fitting block sequence
B = {(Gˆn, bn)}n∈N of Gˆ , we are able to construct a Fitting block sequence
B′ = {(Gˆ′n, b
′
n)}n∈N of Gˆ
′ inductively defining a sequence of k∗-group isomor-
phisms θn : Gˆn ∼= Gˆ
′
n by θ0 = θ and, for any n ∈ N , by (cf. 2.9)
θn+1 = Fˆθ˜n(O
n
ηn
) : Fˆk∗Gˆn(O
n
ηn
) ∼= Fˆk∗Gˆ′n
(
θn(O
n) θn(ηn)
)
6.2.1,
where we sill denote by θn : k∗Gˆn ∼= k∗Gˆ
′
n the corresponding k-algebra iso-
morphism, and setting
b′n = θn(bn) and Gˆn+1 = Fˆk∗Gˆ′n
(
θn(O
n) θn(ηn)
)
6.2.2
for any n ∈ N . In particular, the group of inner automorphisms of G acts
on the set of Fitting block sequences of Gˆ and then we denote by Fbsk(Gˆ)
the set of “G-conjugacy classes” of the Fitting block sequences of Gˆ , and by
NG(B) the stabilizer of B in G .
6.3. In this section, our purpose is to show that the choice of a polariza-
tion ω determines two bijections
Fbsk(Gˆ) ∼= Irrk(Gˆ) and Fbsk(Gˆ) ∼= Wgtk(Gˆ) 6.3.1
which are natural with respect to the k∗-group isomorphisms, the composition
of the inverse of the first one with the second one being our announced
parameterization.
6.4. Let B = {(Gˆn, bn)}n∈N be a Fitting block sequence of Gˆ , so that we
have Gˆn+1 = Fˆk∗Gˆn(O
n
ηn
) for some Fitting pointed group Onηn of Gˆn and,
choosing a polarization ω , we denote by
Γω
(Gˆn,bn)
: Irrk(Gˆn, bn) ∼= Irrk(Gˆn+1)
∆ω
(Gˆn,bn)
: Wgtk(Gˆn, bn)
∼= Wgtk(Gˆn+1)
6.4.1
the bijections coming from Corollaries 5.4 and 5.8. Let us call charac-
ter sequence ω-associated to B any sequence {ϕn}n∈N where ϕn belongs to
Irrk(Gˆn, bn) in such a way that we have
Γω
(Gˆn,bn)
(ϕn) = ϕn+1 6.4.2
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for any n ∈ N . Similarly, let us call weight sequence ω-associated to B any
sequence {(Rn, Y n)}n∈N where (Rn, Y n) is the Gn-conjugacy class of a weight
(Rn, Y n) of Gˆn , determining a Gn-conjugacy class (Rnεn , X
n) of bn-weights
of Gˆn (cf. statement 3.4.1) in such a way that we have
∆ω
(Gˆn,bn)
(
(Rnεn , X
n)
)
= (Rn+1, Y n+1) 6.4.3
for any n ∈ N .
Theorem 6.5. With the notation and the choice above, any Fitting block se-
quence B = {(Gˆn, bn)}n∈N of Gˆ admits a unique character sequence {ϕn}n∈N
and a unique weight sequence {(Rn, Y n)}n∈N ω-associated to B . Moreover,
the correspondences mapping B to ϕ0 and to (R0, Y 0) induce two natural
bijections
Fbsk(Gˆ) ∼= Irrk(Gˆ) and Fbsk(Gˆ) ∼= Wgtk(Gˆ) 6.5.1.
Proof: Since the sequence B stabilizes, we can argue by induction on the
“length to stabilization”. If this length is zero then the block b0 is already of
defect zero and therefore Irrk(Gˆ0, b0) has a unique element ϕ0 and, setting
ϕn = ϕ0 for any n ∈ N , we get a character sequence ω-associated to B ;
similarly, Wgtk(Gˆ0, b0) has a unique element and the corresponding constant
sequence defines a weight sequence ω-associated to B .
If the “length to stabilization” is not zero then the Fitting block se-
quence B1 = {(Gˆ1+n, b1+n)}n∈N of Gˆ1 already admits a character sequence
{ϕ1+n}n∈N and a weight sequence {(R1+n, Y 1+n)}n∈N ω-associated to B1 ;
then, in order to get a character sequence and a weight sequence ω-associated
to B , it suffices to define (cf. 6.4.1)
ϕ0 = (Γ
ω
(Gˆ0,b0)
)−1(ϕ1)
(R0ε0 , X
0) = (∆ω
(Gˆ0,b0)
)−1
(
(R1, Y 1)
) 6.5.2
and to consider the G-conjugacy class (R0, Y 0) of weights of Gˆ determined
by (R0ε0 , X
0) (cf. statement 3.4.1).
On the other hand, since the maps Γω
(Gˆn,bn)
and ∆ω
(Gˆn,bn)
are bijective,
equalities 6.4.2 and 6.4.3 show that a character sequence {ϕn}n∈N and a
weight sequence {(Rn, Y n)}n∈N ω-associated to B are uniquely determined
by one of their terms; but, for n big enough, we know that bn is a block
of defect zero of Gˆn and then ϕn and (Rn, Y n) are uniquely determined;
consequently, {ϕn}n∈N and {(Rn, Y n)}n∈N are uniquely determined and it is
quite clear that they only depend on the G-conjugacy class of B ; thus, since
Γω
(Gˆn,bn)
and ∆ω
(Gˆn,bn)
are natural , we have obtained two natural maps
Fbsk(Gˆ) −→ Irrk(Gˆ) and Fbsk(Gˆ) −→Wgtk(Gˆ) 6.5.3 .
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We claim that they are both bijective; actually, we will define the inverse
maps. For any ϕ ∈ Irrk(Gˆ) , we inductively define two sequences {ϕn}n∈N
and {(Gˆn, bn)}n∈N by setting ϕ0 = ϕ , Gˆ0 = Gˆ and by denoting by b0 the
block of ϕ , and further, for any n ∈ N , by setting
ϕn+1 = Γ
ω
(Gˆn,bn)
(ϕn) , Gˆn+1 = Fˆk∗Gˆn(O
n
ηn
) 6.5.4
for some Fitting pointed group Onηn on k∗Gˆnbn , and by denoting by bn+1
the block of ϕn+1 ; then, it is clear that B = {(Gˆn, bn)}n∈N is a Fitting block
sequence of Gˆ and that {ϕn}n∈N becomes the character sequence ω-associated
to B ; note that, our construction only depends on the choice of the Fitting
pointed group Onηn on k∗Gˆnbn for a finite set of values of n . Moreover,
since all the Fitting pointed group on k∗Gˆnbn are mutually Gn-conjugate
(cf. Proposition 4.2), ϕ determines a unique G-conjugacy class of Fitting
block sequence of Gˆ . That is to say, we have obtained a map
Irrk(Gˆ) −→ Fbsk(Gˆ) 6.5.5
and it is easily checked that it is the inverse of the left-hand map in 6.5.3.
Analogously, for any (R, Y ) ∈ Wgtk(Gˆ) , we inductively define two se-
quences {(Rn, Y n)}n∈N and {(Gˆn, bn)}n∈N by setting (R0, Y 0) = (R, Y ),
Gˆ0 = Gˆ and by denoting by b0 the block of Gˆ0 determined by (R, Y ) (cf. bi-
jection 3.4.2), and further, for any n ∈ N , by setting
(Rn+1, Y n+1) = ∆ω
(Gˆn,bn)
(
(Rnεn , X
n)
)
, Gˆn+1 = Fˆk∗Gˆn(O
n
ηn
) 6.5.6
where (Rnεn , X
n) is the bn-weight of Gˆn determined by (Rn, Y n) and O
n
ηn
a
Fitting pointed group on k∗Gˆnbn , and by denoting by bn+1 the block of deter-
mined by the weight (Rn+1, Y n+1) (cf. bijection 3.4.2); then, it is clear that
B = {(Gˆn, bn)}n∈N is a Fitting block sequence of Gˆ and that {(Rn, Y n)}n∈N
becomes the weight sequence ω-associated to B . As above, our construction
only depends on the choice of the Fitting pointed group Onηn on k∗Gˆnbn for
a finite set of values of n and therefore we have obtained a map
Wgtk(Gˆ) −→ Fbsk(Gˆ) 6.5.7
which is the inverse of the right-hand map in 6.5.3.
7. Vertex, sources and multiplicity modules
7.1. Let Gˆ be again a p-solvable finite k∗-group and choose a polariza-
tion ω ; then, it follows from Theorem 6.5 above that any simple k∗Gˆ-mo-
dule M determines a G-conjugacy class (R, Y ) of weights of Gˆ and in this
section we discuss the relationship between this G-conjugacy class (R, Y ) and
the G-conjugacy class of the triples formed by a vertex Q , a Q-source E and
a multiplicity ˆ¯NG(Q)E-module V of M (cf. 2.5).
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7.2. Actually, M also determines a G-conjugacy class of Fitting block
sequences B = {(Gˆn, bn)}n∈N ; let us denote by {O
n
ηn
}n∈N the corresponding
sequence of Fitting pointed groups Onηn on k∗Gˆnbn , so that for any n ∈ N
we have
Gˆn+1 = Fˆk∗Gˆ(O
n
ηn
) 7.2.1;
let Pnγn be a maximal local pointed group on k∗Gˆn containing O
n
ηn
and
(Sn, Lˆn) a P
n-source pair for k∗Gˆnbn (cf. 4.4); note that, according to state-
ment 2.11.2 above and to [12, Lemma 3.10], up to a suitable identification,
P¯n = Pn/On is a Sylow p-subgroup of Gn+1 and therefore there is x¯ ∈ Gn+1
such that (P¯n)x¯ contains Pn+1 ; thus, since the sequence B “stabilizes”, up to
finite number of choices we may assume that P¯n contains Pn+1 for any n ∈ N .
7.3. Moreover, from Theorem 6.5 we still obtain a weight sequence
{(Rn, Y n)}n∈N ω-associated to B starting on (R, Y ) = (R0, Y 0) , and from
Corollary 5.4 we get a simple sequence {Mn}n∈N ω-associated to M of sim-
ple k∗Gˆn-modules Mn inductively defined by M0 = M and, denoting by ϕn
the Brauer character of Mn , by ϕn+1 = Γ
ω
(Gˆn,bn)
(ϕn) for any n ∈ N ; ex-
plicitly, the Morita equivalence between k∗Gˆnbn and (k∗Gˆn)γn determines a
simple (k∗Gˆn)γn -module (Mn)γn and let us set
Endk(Mn)γn = Endk
(
(Mn)γn
)
7.3.1;
then, choosing an embedding (cf. statement 4.4.2)
eγn : (k∗Gˆn)γn −→ Sn ⊗k k∗Lˆn 7.3.2,
the restriction via the embedding 4.5.2 determines a simple k∗Lˆn-module M˙n
which becomes a simple k∗Fˆk∗Lˆ(O
n
η˙n
)-module (cf. isomorphism 4.6.1); finally,
we may assume that we have (cf. isomorphism 4.5.4)
Mn+1 = ResΦω
Sn
(On
η˙n
)◦Fˆe˜γn (O
n
ηn
)(M˙n) 7.3.3.
7.4. For any n ∈ N , let Qn be a vertex and En a Qn-source of Mn ;
denoting by QnEn the corresponding local pointed group on Endk(Mn) , it is
clear that there is a local point δn of Q
n on k∗Gˆnbn which has a nonzero
image in
(
Endk(Mn)
)
(QnEn) ; thus, we may assume that P
n
γn
contains Qnδn
and it follows easily from [9 Proposition 1.6] applied to Endk(M) that Q
n
δn
is a radical pointed group on k∗Gˆnbn , so that Q
n
δn
contains Onηn (cf. Propo-
sition 4.2).
Lemma 7.5. With the notation above and up to a suitable identification, the
quotient Q¯n = Qn/On is a vertex of Mn+1 . In particular, there is x¯ ∈ Gn+1
such that (Q¯n)x¯ = Qn+1 .
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Proof: Since Qn is a vertex of Mn and P
n
γn
contains Qnδn , we have
Endk(Mn)γn(Q
n) 6= {0} 7.5.1
and therefore we still have(
Endk(Mn+1)
)
(Q¯n) ∼=
(
Endk(M˙n)
)
(Q¯n) 6= {0} 7.5.2,
so that there is x¯ ∈ Gn+1 such that (Q¯
n)x¯ ⊂ Qn+1 .
Conversely, denoting by Qˇn+1 the converse image of Qn+1 in Pn and
by x a lifting of x¯ to NGn(O
n
ηn
) , we have (Qn)x ⊂ Qˇn+1 ; moreover, since
Qn+1 ⊂ Pn , it is clear that Sn(Qˇ
n+1) 6= {0} and therefore we get(
Sn ⊗k Endk(M˙n)
)
(Qˇn+1)
∼= Sn(Qˇ
n+1)⊗k
(
Endk(Mn+1)
)
(Qn+1) 6= {0}
7.5.3
which implies that Endk(Mn)γn(Qˇ
n+1) 6= {0} and a frotiori that(
Endk(Mn)
)
(Qˇn+1) 6= {0} 7.5.4;
thus, Qˇn+1 is contained in a vertex of Mn and thus we have (Q¯
n)x¯ = Qn+1 .
7.6. Once again, since the sequence B “stabilizes”, up to finite number
of choices we may assume that Q¯n = Qn+1 for any n ∈ N ; at this point,
setting Q = Q0 , these equalities determine group homomorphisms
ρn : Q −→ Q
n ⊂ Pn 7.6.1
and therefore we have a Dade Q-algebra Resρn(Sn) for any n ∈ N ; then,
since all but a finite number of these Dade Q-algebras are isomorphic to k ,
it makes sense to define the Dade Q-algebra
T =
⊗
n∈N
Resρn(Sn) 7.6.2;
more generally, we denote by Th the Dade Q
h-algebra obtained from the
tensor product
⊗
n∈NResρh+n(Sh+n) for any h ∈ N . We are ready to de-
scribe a vertex Q and a Q-source E = E0 of M ; as it could be expected,
our parameterizations agree with the correspondence exhibited by Okuyama
in [8].
Proposition 7.7. With the notation and the choice above, R is a vertex
of M and, assuming that Q = R , an R-source E of M is determined by an
R-interior algebra embedding Endk(E)→ T .
Proof: We argue by induction on the “length to stabilization” of B ; if this
length is zero then we have Q = {1} = R and T ∼= k , so that everything is
clear. Otherwise, considering the k∗-group Gˆ1 , the simple k∗Gˆ1-moduleM1 ,
the Fitting block sequence B1 = {(Gˆ1+n, b1+n)}n∈N and the G1-conjugacy
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class (R1, Y 1) of weights of Gˆ1 determined by M1 , it follows from the induc-
tion hypothesis that we may assume that Q1 = R1 and that an R1-source E1
of M1 is determined by an R
1-interior algebra embedding Endk(E1)→ T1 .
But, it follows from Lemma 7.5 that we may assume that Q is the con-
verse image of Q1 in P , and from Corollary 5.7 that R is G-conjugate to
the converse image of R1 ; consequently, R is also a vertex of M and we
may assume that R = Q . Moreover, we clearly have a P 0-interior algebra
embedding (cf. 7.3)
Endk(M0)γ0 −→ S0 ⊗k Endk(M˙0) 7.7.2
and therefore, since we have Q0δ0 ⊂ P
0
γ0
(cf. 7.4), we can choose an R-source
E of M0 = M such that embedding 7.7.2 determines an R-interior algebra
embedding
Endk(E) −→ Resρ0(S0)⊗k Endk(E1) −→ Resρ0(S0)⊗k T1 = T 7.7.3.
We are done.
7.8. From now on, we assume that Qn = Rn for any n ∈ N and, as
in Lemma 2.16 above, we denote by RnEn the corresponding local pointed
group on Endk(Mn) ; let us consider a multiplicity k∗
ˆ¯NGn(R
n
En
)-module Vn
of Mn ; since by Proposition 7.7 we already know that Endk(En) is a Dade
Rn-algebra, it follows from Lemma 2.16 that there exists a k∗-group isomor-
phism
ˆ¯NGn(R
n
En
) ∼= N¯Gˆn(R
n
En
) 7.8.1
which, according to the k∗-group homomorphism 2.8.1, depends on the choice
of a splitting for the k∗-group (cf. 2.9 and Proposition 7.7)
FˆEndk(Mn)(R
n
En
) ∼= FˆEndk(En)(R
n
En
) ∼= FˆTn(R
n) 7.8.2
and indeed, from our choice of the polarization ω , we have the splitting
ω(Rn,Tn) : FˆTn(R
n) −→ k∗ 7.8.3.
7.9. On the other hand, for any n ∈ N , let Wn be the restriction to the
stabilizer ˆ¯NGn(R
n
δn
)En in
ˆ¯NGn(R
n
δn
) of the isomorphism class of En , of a
multiplicity k∗
ˆ¯NGn(R
n
δn
)-module of Rnδn (cf. 2.5); more explicitly, denoting
by b¯(δn) the block of C¯Gˆn(R
n) determined by δn , since R
n
δn
is a radical
pointed group on k∗Gˆn , we have (cf. 2.11.1 and 3.1)
k∗C¯Gˆn(R
n)b¯(δn) ∼= Endk(Wn) 7.9.1.
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Consequently, since
(
Endk(Mn)
)
(RnEn)
∼= Endk(Vn) has a C¯Gˆ(R
n)-interior
algebra structure, it makes sense to consider b¯(δn)·
(
Endk(Mn)
)
(RnEn)·b¯(δn)
as a ˆ¯NGn(R
n
En
)δn -interior algebra and, from the structural homomorphism
above, we get an injective k-algebra homomorphism
(k∗Gˆ)(R
n
δn
) −→ b¯(δn)·
(
Endk(Mn)
)
(RnEn)·b¯(δn) 7.9.2;
then, denoting by ˆ¯NGn(R
n
En
)δn the stabilizer of δn in
ˆ¯NGn(R
n
En
) and setting
̂¯NEnn = ˆ¯NGn(RnEn)δn ∗ ( ˆ¯NGn(Rnδn)En)◦ 7.9.3,
it follows from [9, Proposition 2.1] that, for a suitable primitive ̂¯NEnn -interior
algebra Bn , we have a
ˆ¯NGn(R
n
En
)-interior algebra isomorphism
Endk(Vn) ∼= Ind
ˆ¯NGn (R
n
En
)
ˆ¯NGn (R
n
En
)δn
(
k∗C¯Gˆn(R
n)b¯(δn)⊗k Bn
)
7.9.4;
actually, it is easily checked that the subgroup
C¯G(R
n) ∼= C¯Gˆ(R
n) ∗ C¯Gˆ(R
n)◦ ⊂ ̂¯NEnn 7.9.5
has a trivial image in Bn so that, up to an obvious identification, Bn becomes
an ̂¯NEnn /C¯G(Rn)-interior algebra.
7.10. Similarly, denoting by Un a simple projective k∗N¯Gˆn(R
n)-module
which restricted to NGˆn(R
n) belongs to the isomorphism class Y n , it follows
from [16, Proposition 3.2] applied to the primitive NGˆn(R
n)-interior algebra
Endk(Un) that, setting
ˆ¯Nn = N¯Gˆn(R
n
δn
) ∗ ˆ¯NGn(R
n
δn
)◦ 7.10.1,
for a suitable primitive ˆ¯Nn-interior algebra Dn we have
Endk(Un) ∼= Ind
NGˆn (R
n)
N¯Gˆn (R
n
δn
)
(
k∗C¯Gˆn(R
n)b¯(δn)⊗k Dn
)
7.10.2;
actually, it is clear from its very definition that Dn becomes a
ˆ¯Nn/C¯Gn(R
n)-
interior algebra and note that, according to homomorphism 2.8.1, we have a
canonical k∗-group isomorphism
ˆ¯Nn/C¯Gn(R
n) ∼= Fˆk∗Gˆn(R
n
δn
) 7.10.3.
In order to relate Dn with Un+1 , we have to consider the following k
∗-group
isomorphism.
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Proposition 7.11. With the notation and the choice above, there is a
k∗-group isomorphism
ωφn : Fˆk∗Gˆn(R
n
δn
) ∼= N¯Gˆn+1(R
n+1) 7.11.1
such that, for any Pn-interior algebra embedding
eγn : (k∗Gˆn)γn −→ Sn ⊗k k∗Lˆn 7.11.2 ,
we have the commutative diagram
Fˆk∗Gˆn(R
n
δn
) ∼= FˆSn⊗kk∗Lˆn(R
n
Sn×δ˙n
) ∼= Fˆk∗Lˆn(R
n
δ˙n
)
≀‖
ωφn ≀‖ N¯Lˆn(R
n)
≀‖
N¯Gˆn+1(R
n+1) ∼= N¯FˆSn⊗kk∗Lˆn(O
n
Sn×η˙n
)(R¯
n) ∼= N¯Fˆk∗Lˆn(O
n
η˙n
)(R¯
n)
7.11.3.
Proof: Choosing a Pn-interior algebra embedding eγ : (k∗Gˆ)γ → S ⊗k k∗Lˆ ,
we have k∗-group isomorphisms (cf. 5.5.1)
Fˆk∗Gˆn(R
n
δn
)
Fˆe˜γn (R
n
δn
)
∼= FˆSn⊗kk∗Lˆn(R
n
Sn×δ˙n
)
ΦωSn (R
n
δ˙n
)
∼= Fˆk∗Lˆn(R
n
δ˙n
) 7.11.4;
similarly, the k∗-group isomorphisms 4.5.4 applied to Onηn yield
Fˆk∗Gˆn(O
n
ηn
)
Fˆe˜γn (O
n
ηn
)
∼= FˆSn⊗kk∗Lˆn(O
n
Sn×η˙n
)
ΦωSn(O
n
η˙n
)
∼= Fˆk∗Lˆn(O
n
η˙n
) 7.11.5;
furthermore, setting R¯n = Rn/On , we have canonical k∗-group isomorphisms
(cf. isomorphisms 4.6.2 and 5.5.2)
Fˆk∗Lˆn(R
n
δ˙n
) ∼= N¯Lˆn(R
n) ∼= N¯Fˆk∗Lˆn (O
n
η˙n
)(R¯
n) 7.11.6.
Now, it is clear that the commutativity of the corresponding diagram above
defines a k∗-group isomorphism ωφn .
We claim that this k∗-group isomorphism does not depend on the choice
of eγn ; indeed, for another choice e
′
γn
of this embedding, it follows from
Proposition 5.2 that there is σ˜n ∈ OutPn
(
(k∗Gˆn)γn
)
fulfilling
e˜′γn = e˜γn ◦ σ˜n = (i˜dSn ⊗
˙˜σn) ◦ e˜γn 7.11.7
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and therefore, with obvious notation, we get the following commutative dia-
grams
Fˆk∗Gˆn(R
n
δn
)
Fˆe˜′γn
(Rnδn )
∼= FˆSn⊗kk∗Lˆn(R
n
Sn×δ˙n
)
ΦωSn (R
n
δ˙n
)
∼= Fˆk∗Lˆn(R
n
δ˙n
)
‖ Fˆi˜dS⊗ ˙˜σ(R
n
Sn×δ˙n
) ≀‖ Fˆ ˙˜σ(R
n
δ˙n
) ≀‖
Fˆk∗Gˆn(R
n
δn
)
Fˆe˜γn (R
n
δn
)
∼= FˆSn⊗kk∗Lˆn(R
n
Sn×δ˙n
)
ΦωSn (R
n
δ˙n
)
∼= Fˆk∗Lˆn(R
n
δ˙n
)
7.11.8
Fˆk∗Gˆn(O
n
ηn
)
Fˆe˜′γn
(Onηn )
∼= FˆSn⊗kk∗Lˆn(O
n
Sn×η˙n
)
ΦωSn (O
n
η˙n
)
∼= Fˆk∗Lˆn(O
n
η˙n
)
‖ Fˆi˜dS⊗ ˙˜σ(O
n
Sn×η˙n
) ≀‖ Fˆ ˙˜σ(O
n
η˙n
) ≀‖
Fˆk∗Gˆn(O
n
ηn
)
Fˆe˜γn (O
n
ηn
)
∼= FˆSn⊗kk∗Lˆn(O
n
Sn×η˙n
)
ΦωSn (O
n
η˙n
)
∼= Fˆk∗Lˆn(O
n
η˙n
)
7.11.9.
Now, the commutativity of the corresponding diagram above follows
from these commutative diagrams and from the naturality of the right-hand
vertical isomorphisms in the diagram. We are done.
Corollary 7.12. With the notation and the choice above, we have an
Fˆk∗Gˆn(R
n
δn
)-interior algebra isomorphism
Dn ∼= Res ωφn
(
Endk(Un+1)
)
7.12.1.
Proof: Since Endk(Un) is actually isomorphic to a block of defect zero of
the k∗-group N¯Gˆn(R
n) (cf. 7.10), it follows from [16, Theorem 3.7] and from
isomorphism 7.10.2 above that Dn is isomorphic to a block of defect zero of
the k∗-group Fˆk∗Gˆn(R
n
δn
) and then isomorphism 7.12.1 easily follows from
the commutativity of diagram 7.11.3 above.
7.13. On the other hand, according to Proposition 7.7, we have Rn- and
Rn+1-interior algebra embeddings
Endk(En) −→ Tn and Endk(En+1) −→ Tn+1 7.13.2;
but, denoting by tn , tn+1 and sn the respective similarity classes in the Dade
group Dk(R
n) of Tn , of the restriction to R
n of Tn+1 , and of Sn (cf. 2.13), we
clearly have tn = sn + tn+1 (cf. 7.6) and therefore any automorphism of R
n
stabilizing sn stabilizes tn if and only if it stabilizes tn+1 ; moreover, it follows
from the inclusion in 4.5.3 that Fk∗Gˆn(R
n
δn
) stabilizes sn . Consequently, since
tn and tn+1 respectively determine the isomorphism classes of En and of the
restriction to Rn of En+1 , the stabilizers in Fk∗Gˆn(R
n
δn
) of these isomorphism
classes coincide with each other, and therefore we have a canonical surjective
homomorphism
νn : N¯Gn(R
n
δn
)En = N¯Gn(R
n
En
)δn −→ N¯Gn+1(R
n+1
En+1
) 7.13.3.
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Proposition 7.14. With the notation and the choice above, there are a
k∗-group homomorphism and a ̂¯NEnn -interior algebra isomorphism
νˆn :
̂¯NEnn −→ ˆ¯NGn+1(Rn+1En+1)
fn : Bn ∼= Resνn
((
Endk(Mn+1)
)
(Rn+1En+1)
) 7.14.1
such that, for any Pn-interior algebra embedding
eγn : (k∗Gˆn)γn −→ Sn ⊗k k∗Lˆn 7.14.2,
we have the commutative diagram
Bn ∼=
(
Endk(M˙n)
)
(Rn
E˙n
)
fn ≀‖ ≀‖(
Endk(Mn+1)
)
(Rn+1En+1)
∼=
(
Endk(
˙¯Mn)
)
(R¯n˙¯En
)
7.14.3.
Proof: We have a structural injective k-algebra homomorphism (cf. 7.3.1)
(k∗Gˆ)γn(R
n
δn
) −→
(
Endk(Mn)
)
(RnEn)γn 7.14.4
and, as in 7.9 above, denoting by Cn the centralizer in Endk(Mn)γn(R
n
En
)
of the image of (k∗Gˆn)γn(R
n
δn
) , it follows from [9, Proposition 2.1] that we
have a k-algebra isomorphism
Endk(Mn)γn(R
n
En
) ∼= (k∗Gˆ)γn(R
n)⊗k Cn 7.14.5.
Moreover, always according to [9, Proposition 2.1], the obvious commutative
diagram
(k∗Gˆ)γn(R
n
δn
) −→ (k∗Gˆ)(R
n
δn
)y y
Endk(Mn)γn(R
n
En
) −→ b¯(δn)·
(
Endk(Mn)
)
(RnEn)·b¯(δn)
7.14.6
induce a canonical k-algebra isomorphism Cn ∼= Bn which allows us to iden-
tify both centralizers.
Choosing a Pn-interior algebra embedding (cf. statement 4.4.2)
eγn : (k∗Gˆn)γn −→ Sn ⊗k k∗Lˆn 7.14.7,
note that (k∗Lˆn)(R
n
δ˙n
) ∼= k since Rnδn and R
n
δ˙n
are radical and therefore they
are selfcentralizing; then, the corresponding commutative diagram
(k∗Gˆn)γn(R
n
δn
) −→ Sn(R
n)y y(
Endk(Mn)
)
γn
(RnEn) −→ Sn(R
n)⊗k
(
Endk(M˙n)
)
(Rn
E˙n
)
7.14.8
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and the argument above yield the top k-algebra isomorphism
Bn ∼=
(
Endk(M˙n)
)
(Rn
E˙n
) 7.14.9
in the diagram 7.14.3 above, and the k∗-group isomorphism
̂¯NEnn /CG(Rn) ∼= ˆ¯NLn(RnE˙n) 7.14.10.
Moreover, according to 7.3, we get
Endk(M˙n) ∼= Endk(
˙¯Mn) ∼= Endk(Mn+1) 7.14.11
with the interior structures coming from the k∗-group isomorphisms (cf. 4.5.4
and 4.6.1)
Lˆn/O
n ∼= Fˆk∗Lˆn(O
n
η˙n
) ∼= Gˆn+1 7.14.12;
consequently, we still get
(
Endk(M˙n)
)
(Rn
E˙n
) ∼=
(
Endk(
˙¯Mn)
)
(Rn˙¯En
)
∼=
(
Endk(Mn+1)
)
(Rn+1En+1)
7.14.13
with the interior structures coming from the k-group isomorphisms
ˆ¯NLn(R
n
E˙n
) ∼= ˆ¯NFk∗Lˆn (O
n
η˙n
)(R¯
n
˙¯En
) ∼= ˆ¯NGn+1(R
n+1
En+1
) 7.14.14.
Finally, for a particular choice of eγn , the commutativity of diagram
7.14.3 induce the isomorphism fn , and the k
∗-group isomorphisms 7.14.10
and 7.14.14 determine the k∗-group homomorphism νˆn .Once again fn and νˆn
do not depend on the choice of eγn ; indeed, for another choice e
′
γn
of this em-
bedding, it follows from Proposition 5.2 that there is σ˜n ∈ OutPn
(
(k∗Gˆn)γn
)
fulfilling
e˜′γn = e˜γn ◦ σ˜n = (i˜dSn ⊗
˙˜σn) ◦ e˜γn 7.14.15
and we get commutative diagrams as above.
7.15. We are ready to describe the multiplicity ˆ¯NG(RE)-module of M ;
first of all, from the very definition of NG(B) (cf. 6.2), we get a sequence of
k∗-groups N̂
n
G(B) , with the same k
∗-quotient NG(B) , and of k
∗-group ho-
momorphisms µˆn : N̂
n
G(B)→ Gˆn inductively defined as follows; the k
∗-group
N̂
0
G(B) is just the converse image of NG(B) in Gˆ and µˆ0 the inclusion map;
then, for any n ≥ 1 , arguing by induction on n it is easily checked that the
image of µˆn−1 normalizes the pointed group O
n−1
ηn−1
on k∗Gˆn−1 and therefore
µˆn−1 induces a group homomorphism µn−1 from NG(B) to NGn−1(O
n−1
ηn−1
) ;
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since we have (cf. statement 2.11.2)
NGn−1(O
n−1
ηn−1
)/On−1·CGn−1(O
n−1) ∼= Fk∗Gˆn−1(O
n−1
ηn−1
) 7.15.1,
we define N̂
n
G(B) and µˆn by the following pull-back
NG(B) −→ Fk∗Gˆn−1(O
n−1
ηn−1
)x x
N̂
n
G(B)
µˆn
−→ Gˆn
7.15.2.
7.16. Now, consider the pointed vertex sequence R = {Rnδn}n∈N of M
associated to ω (cf. 7.4 and 7.8), and denote by NG(R) the stabilizer of R
in G ; clearly, NG(B) contains NG(R) and we denote by N̂
n
G(R) the corre-
sponding k∗-subgroup of N̂
n
G(B) . Moreover, arguing by induction on n , it is
easily checked that the subgroup µn
(
NG(R)
)
⊂ Gn normalizes the pointed
group Rnδn on k∗Gˆn ; thus, setting N¯G(R) = NG(R)/R , we get a k
∗-group
̂¯N δnG (R) from the following pull-back
N¯G(R)
µ¯n
−→ N¯Gn(R
n
δn
)x x
̂¯N δnG (R) ˆ¯µδnn−→ ˆ¯NGn(Rnδn)
7.16.1
and then we have the k∗
̂¯N δnG (R)-module Res ˆ¯µδnn (Wn) for any n ∈ N (cf. 7.9.1).
7.17. On the other hand, from the k∗-group homomorphism 2.8.1 and
from Proposition 7.11, for any n ∈ N we get the k∗-group homomorphisms
N¯Gˆn(R
n
δn
) ⋆ ˆ¯NGn(R
n
δn
)◦ −→ Fˆk∗Gˆn(R
n
δn
)
ωφn
∼= N¯Gˆn+1(R
n+1)
ˆ¯µn⋆ ˆ¯µ
δn
n
x ˆ¯µn+1 x
̂¯NnG(R) ⋆ ̂¯N δnG (R)◦ ̂¯Nn+1G (R)
7.17.1
and therefore, since all the bottom k∗-groups admit the same k∗-quotient,
we still get a k∗-group isomorphism
ωΨn :
̂¯N δnG (R) ∼= ̂¯NnG(R) ⋆ ̂¯Nn+1G (R)◦ 7.17.2.
But, for n big enough we have
Wn ∼= k and N̂
n
G(B)
∼= k∗ ×NG(B) 7.17.3;
moreover, note that N̂
0
G(B) coincides with the converse image NGˆ(B) of
NG(B) in Gˆ and similarly we set NGˆ(R) = N̂
0
G(R) and N¯Gˆ(R) = NGˆ(R)/R ;
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in particular, the following tensor product
ωW =
⊗
n∈N
Res ˆ¯µδnn ◦(ωΨn)−1(Wn) 7.17.4
makes sense and it is clearly a k∗N¯Gˆ(R)-module.
7.18. Finally, it follows from 4.5.3 that Fk∗Gˆn(R
n
δn
) stabilizes the iso-
morphism class of ResP
n
Rn(Sn) and therefore N¯G(R) stabilizes the similarity
class of Tn and, in particular, the isomorphism class of En for any n ∈ N
(cf. 7.6 and Proposition 7.7); hence, we get again a k∗-group ̂¯NEnG (R) from
the following pull-back
N¯G(R)
µ¯n
−→ N¯Gn(R
n
δn
)Enx x
̂¯NEnG (R) ˆ¯µ
En
n−→ ˆ¯NGn(R
n
En
)δn
7.18.1.
Similarly, from Proposition 7.14, for any n ∈ N we get the k∗-group homo-
morphisms
ˆ¯NGn(R
n
En
)δn ⋆
( ˆ¯NGn(Rnδn)En)◦ νˆn−→ ˆ¯NGn+1(Rn+1En+1)
ˆ¯µ
En
n ⋆ ˆ¯µ
δn
n
x ˆ¯µEn+1n+1 x
̂¯NEnG (R) ⋆ ̂¯N δnG (R)◦ ̂¯NEn+1G (R)
7.18.2
and therefore, since all the bottom k∗-groups admit the same k∗-quotient,
we still get a k∗-group isomorphism
Ψn :
̂¯N δnG (R) ∼= ̂¯NEnG (R) ⋆ ̂¯NEn+1G (R)◦ 7.18.3;
thus, the following tensor product
W =
⊗
n∈N
Res ˆ¯µδnn ◦(Ψn)−1(Wn) 7.18.4
makes sense and it is clearly a k∗
̂¯NE0G (R)-module. As above, we set R = R0 ,
E = E0 , V = V0 and U = U0 .
Theorem 7.19. With the notation and the choice above, we have natural
k∗N¯Gˆ(R)- and k∗
ˆ¯NG(RE)-module isomorphisms
U ∼= Ind
N¯Gˆ(R)
N¯Gˆ(R)
(ωW ) and V ∼= Ind
ˆ¯NG(RE)̂¯NE
G
(R)
(W ) 7.19.1.
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Proof: Once again, we can argue by induction on the “length to stabiliza-
tion” of B . If this length is zero then the block b0 is already of defect zero and
therefore everything is trivial so that isomorphisms 7.19.1 above are trivially
true.
If the “length to stabilization” is not zero then we consider the Fitting
block sequence B1 = {(Gˆ1+n, b1+n)}n∈N of Gˆ1 and the corresponding weight
sequence {(R1+n, Y 1+n)}n∈N and simple sequence {M1+n}n∈N ω-associated
to B1 ; mutatis mutandis , we consider the corresponding pointed vertex se-
quence R1 = {R
n+1
δn+1
}n∈N of M1 associated to ω , and denote by NG1(R1)
and NGˆ1(R1) the respective stabilizers of R1 in G1 and in Gˆ1 .
Moreover, from the corresponding pull-back 7.16.1, for any n ≥ 1 we get
a k∗-group ̂¯N δnG1(R1) of k∗-quotient N¯G1(R1) and a k∗-group homomorphism
̂¯N δnG1(R1) ˆ¯µ
δn
1,n
−→ ˆ¯NGn(R
n
δn
) 7.19.2,
so that we still get the k∗
̂¯N δnG1(R1)-module Res ˆ¯µδn1,n(Wn) . Analogously, for any
n ≥ 1 we still get the corresponding k∗-group isomorphisms 7.17.2 and 7.18.3
ωΨ1,n :
̂¯N δnG1(R1) ∼= ̂¯NnG1(R1) ⋆ ̂¯Nn+1G1 (R1)◦
Ψ1,n :
̂¯N δnG1(R1) ∼= ̂¯NEnG1 (R1) ⋆ ̂¯NEn+1G1 (R1)◦
7.19.3,
and, once again, the following tensor products
ωW 1 =
⊗
n≥1
Res ˆ¯µδn
1,n◦(
ωΨ1,n)−1
(Wn)
W 1 =
⊗
n≥1
Res ˆ¯µδn1,n◦(Ψ1,n)−1
(Wn)
7.19.4
make sense and respectively become k∗N¯Gˆ1(R1)- and k∗
̂¯NE1G1(R1)-modules.
At this point, it follows from the induction hypothesis that we have
natural k∗N¯Gˆ1(R
1)- and k∗N¯Gˆ1(R
1
E1
)-module isomorphisms
U1 ∼= Ind
N¯Gˆ1
(R1)
N¯Gˆ1
(R1)
(ωW 1) and V1 ∼= Ind
ˆ¯NG1 (R
1
E1
)̂¯NE1
G1
(R1)
(W 1) 7.19.5.
But, it follows from isomorphisms 7.9.4 and 7.10.2, and from Corollary 7.12
and Proposition 7.14 that, considering the surjective k∗-group homomor-
phism (cf. 2.8.1 and Propositions 7.11 and 7.14)
ˆ¯N0 = N¯Gˆ(Rδ) ⋆
ˆ¯NG(Rδ)
◦ −→ Fˆk∗Gˆ(Rδ)
ωφ0
∼= N¯Gˆ1(R
1)
̂¯NE0 = ˆ¯NG(RE)δ ⋆ ( ˆ¯NG(R δ)E)◦ −→ ˆ¯NG1(R1E1)
7.19.6
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and denoting by Uˇ1 and Vˇ1 the corresponding restricitions of U1 to
ˆ¯N0 and
of V1 to
̂¯NE0 , we have
U ∼= Ind
NGˆ(R)
N¯Gˆ(R δ)
(W0 ⊗k Uˇ1) and V ∼= Ind
ˆ¯NG(RE)
ˆ¯NG(RE)δ
(W0 ⊗k Vˇ1) 7.19.7.
Furthermore, it is easily checked that the image of N¯G(R) ⊂ N¯G(Rδ)
in N¯Gˆ1(R
1) throughout the k∗-quotient of homomorphism 7.19.2 is contained
in N¯G1(R1) and then that this k
∗-group homomorphism induces k∗-group
homomorphisms (cf. 7.17.1 and 7.18.2)
N¯Gˆ(R) ⋆
̂¯N δG(R)◦ ∼= ̂¯N 1G(R) −→ N¯Gˆ1(R1)̂¯NEG(R) ⋆ ̂¯N δG(R)◦ ∼= ̂¯NE1G (R) −→ ̂¯NE1G1(R1)
7.19.8;
thus, denoting by ωWˇ 1 and by Wˇ 1 the corresponding restrictions of ωW 1
to ̂¯N 1G(R) and of W 1 to ̂¯NE1G (R) we have (cf. 7.19.5)
Uˇ1 = Ind
ˆ¯N0̂¯N1
G
(R)
(ωWˇ 1) and Vˇ1 = Ind
̂¯NE0̂¯NE1
G
(R)
(Wˇ 1) 7.19.9.
More explicitly, for any n ≥ 1 the following diagrams of k∗-group homo-
morphisms
̂¯NnG1(R1) ⋆ ̂¯Nn+1G1 (R1)◦
(ωΨ1,n)
−1
∼= ̂¯N δnG1(R1)
ˆ¯µδn1,n
−→ ˆ¯NGn(R
n
δn
)x x ‖
̂¯NnG(R) ⋆ ̂¯Nn+1G (R)◦ (
ωΨn)
−1
∼= ̂¯N δnG (R) ˆ¯µδnn−→ ˆ¯NGn(Rnδn)
7.19.10
̂¯NEnG1 (R1) ⋆ ̂¯NEn+1G1 (R1)◦
(Ψ1,n)
−1
∼= ̂¯N δnG1(R1) ˆ¯µ
δn
1,n
−→ ˆ¯NGn(R
n
δn
)x x ‖
̂¯NEnG (R) ⋆ ̂¯NEn+1G (R)◦ (Ψn)
−1
∼= ̂¯N δnG (R) ˆ¯µδnn−→ ˆ¯NGn(Rnδn)
7.19.11
are commutative since all the vertical arrows are defined by pull-back via the
group homomorphism NG(R)→ NG1(R1) determined by the k
∗-quotient of
homomorphism 7.19.2; hence, we actually get a k∗
̂¯N1G(R)- and a k∗ ̂¯NE1G (R)-
module isomorphisms
ωWˇ 1 ∼=
⊗
n≥1
Res ˆ¯µδnn ◦(ωΨn)−1(Wn)
Wˇ 1 ∼=
⊗
n≥1
Res ˆ¯µδnn ◦(Ψn)−1(Wn)
7.19.12
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Consequently, from the Frobenius property, we get a k∗N¯Gˆ(R δ)-module
isomorphism
W0 ⊗k Uˇ1 ∼= Ind
N¯Gˆ(R δ)
N¯Gˆ(R)
(
Res ˆ¯µδ0◦(ωΨ0)−1(W0)⊗k
ωWˇ 1
)
∼= Ind
N¯Gˆ(R δ)
N¯Gˆ(R)
(W )
7.19.13
and therefore from the left-hand isomorphism in 7.19.7 we obtain the left-
hand isomorphism in 7.19.1. Similarly, we get a k∗N¯Gˆ(R δ)E -module isomor-
phism
W0 ⊗k Vˇ1 ∼= Ind
ˆ¯NG(RE)δ̂¯NE
G
(R)
(
Res ˆ¯µδ0◦(Ψ0)−1(W0)⊗k Wˇ
1
)
∼= Ind
N¯Gˆ(R δ)Ê¯NE
G
(R)
(W )
7.19.14
and therefore from the right-hand isomorphism in 7.19.7 we obtain the right-
hand isomorphism in 7.19.1. We are done.
7.20. In order to compare both isomorphisms in 7.19.1, note that from
homomorphism 2.8.2 and from our choice of a polarization ω we have a
k∗-group homomorphism
ˆ¯NG(RE)
◦ ⋆ N¯Gˆ(RE) −→ FˆT (R)
ω(R,T)
−−−→ k∗ 7.20.1
which determines a k∗-group isomorphism N¯Gˆ(RE)
∼= ˆ¯NG(RE) ; let us denote
by ωV the restriction of V throughout this isomorphism. Similarly, for any
n ∈ N , the k∗
( ̂¯NEnG (R) ⋆ ̂¯NEn+1G (R)◦)-module Res ˆ¯µδnn ◦(Ψn)−1(Wn) restricted
throughout the composed k∗-group isomorphism
̂¯NnG(R) ⋆ ̂¯Nn+1G (R)◦ (
ωΨn)
−1
∼= ̂¯N δnG (R) Ψn∼= ̂¯NEnG (R) ⋆ ̂¯NEn+1G (R)◦ 7.20.2
coincides with ωWn .
7.21. But, according to the right-hand k∗-group isomorphism in 4.5.4,
the corresponding splitting
( ̂¯NnG(R) ⋆ ̂¯Nn+1G (R)◦) ⋆ ( ̂¯NEnG (R) ⋆ ̂¯NEn+1G (R)◦)◦ −→ k∗ 7.21.1
comes from ω(Rn,ResPn
Rn
(Sn)) : FˆSn(R
n) → k∗ and needs not coincide with the
splitting
( ̂¯NnG(R) ⋆ ̂¯NEnG (R)◦) ⋆ ( ̂¯Nn+1G (R) ⋆ ̂¯NEn+1G (R)◦)◦ −→ k∗ 7.21.2
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coming from (cf. 2.8.1)
ω(Rn,Tn) : FˆTn(R
n)→ k∗ and ω(Rn+1,Tn+1) : FˆTn+1(R
n+1)→ k∗ 7.21.3;
that is to say, this splitting determines a new k∗-group isomorphism between̂¯NnG(R) ⋆ ̂¯Nn+1G (R)◦ and ̂¯NEnG (R) ⋆ ̂¯NEn+1G (R)◦ ; thus, this isomorphism and
ψn ◦ (
ωψn)
−1 determine an automorphism ωθn of
̂¯NnG(R) ⋆ ̂¯Nn+1G (R)◦ . Then,
it is clear that the product of all these automorphisms defines an automor-
phism ωθ of ̂¯N 0G(R) = N¯Gˆ(R) and that the right-hand isomorphism in 7.19.1
implies the following result.
Corollary 7.22. With the notation and the choice above, we have a natural
k∗N¯Gˆ(RE)-module isomorphism
ωV ∼= Ind
N¯Gˆ(RE)
N¯Gˆ(R)
(
Res ωθ(
ωW )
)
7.22.1.
Appendix: The odd order case
A.1. Assume that p 6= 2 and let Gˆ be a k∗-group with finite k∗-quotient
G of odd order. In this case, by the fundamental Feit-Thompson Theorem [3],
G is solvable and therefore, for any choice of a polarization ω , Theorem 6.5
above supplies a natural bijection
Irrk(Gˆ) ∼= Wgtk(Gˆ) A.1.1;
actually, it suffices to consider ω over the torsion subcategory Dtork (cf. Re-
mark 4.7); further, the oddness of our groups only demands the choice of a
splitting for the k∗-subgroupO2
(
FˆS(P )
)
of FˆS(P ) for any D
tor
k -object (P, S) .
A.2. That is to say, in the present situation we can replace Dk , fˆ and ω
(cf. 2.5) by the full subcategory Dtork of Dk , by the subfunctor of fˆ
2fˆ : Dtork −→ k
∗-Gr A.1.2
mapping any Dtork -object (P, S) on the k
∗-group O2
(
FˆS(P )
)
, and finally
by a natural map 2ω : 2fˆ −→ k∗ fulfilling the condition in 2.15.1 — called
a odd-polarization. Although any odd-polarization can be easily extended
to a polarization, the point is that there is a unique odd-polarization com-
patible with the tensor product of Dade P -algebras. We borrow the notation
from [15, Chap. 9] and denote by Dtork (P ) the subgroup of torsion elements
of Dk(P ) ; actually, it is known that all the nontrivial torsion elements of
Dk(P ) have order 2 [15, 8.16 and Corollary 8.22] or, equivalently, that S ∼= S
◦
for any Dtork -object (P, S) .
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Theorem A.3. There is a unique odd-polarization 2ω such that the following
diagram is commutative
O2
(
FˆS(P )
)
∩ˆ O2
(
FˆS′(P )
) νˆP,S,S′
−−−−→ O2
(
FˆS⊗kS′(P )
)
2ω(P,S) ×ˆ
2ω(P,S′) ց ւ 2ω(P,S⊗kS′)
k∗
A.3.1.
for any pair of Dtork -objects (P, S) and (P, S
′) . Moreover, for any normal sub-
group Q of P , setting T = ResPQ(S) and P¯ = P/Q , and denoting by FˆS(P )Q
the stabilizer of Q in FˆS(P ) , the following diagram is also commutative
O2
(
FˆS(P )Q
) ∆P,S,Q
−−−−→ O2
(
FˆT (Q)
)
×ˆO2
(
FˆS(Q)(P¯ )
)
2ω(P,S) ց ւ 2ω(Q,T ) ×ˆ 2ω(P¯ ,S(Q))
k∗
A.3.2
Proof: Let ω be a polarization [15, Theorem 9.21]; for anyDtork -object (P, S) ,
it is clear that there is a group homomorphism β(P,S) :O
2
(
FS(P )
)
→ k∗
fulfilling
(ω(P,S) ×ˆω(P,S))(ϕˆ·ϕˆ) = β(P,S)(ϕ)ω(P,S⊗kS)
(
νˆP,S,S′(ϕˆ·ϕˆ)
)
A.3.3
for any ϕˆ ∈ O2
(
FˆS(P )
)
, where ϕˆ·ϕˆ denotes the image of (ϕˆ, ϕˆ) in the
k∗-group (cf. 2.2)
FˆS(P ) ∩ˆ FˆS(P ) = FˆS(P ) ⋆ FˆS(P ) A.3.4
and ϕ is the image of ϕˆ in O2
(
FS(P )
)
; then, there is a unique group homo-
morphism α(P,S) :O
2
(
FS(P )
)
→ k∗ fulfilling (α(P,S))
2 = β(P,S) and we claim
that it suffices to define
2ω(P,S)(ϕˆ) = α(P,S)(ϕ)
−1ω(P,S)(ϕˆ) A.3.5
for any ϕˆ ∈ O2
(
FˆS(P )
)
.
In any case, note that the uniqueness of 2ω(P,S) follows from the unique-
ness of α(P,S) . The commutativity of diagram A.3.1 for S
′ = S follows from
our very definition; otherwise, the diagrams corresponding to the pairs of
Dade P -algebras (S⊗k S
′, S⊗k S
′) , (S, S) and (S′, S′) are certainly commu-
tative and then the commutativity of diagram A.3.1 follows.
Moreover, once again it is clear that there is a group homomorphism
γ(P,S,Q) : O
2
(
FS(P )Q
)
−→ k∗ A.3.6
such that, for any ϕˆ ∈ O2
(
FˆS(P )Q
)
, we have
2ω(P,S)(ϕˆ) = γ(P,S,Q)(ϕ)(
2ω(Q,T ) ×ˆ
2ω(P¯ ,S(Q)))
(
∆P,S,Q(ϕˆ)
)
A.3.7.
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But, it follows from [15, Proposition 9.16] that the diagram
FˆS(P )Q ⋆ FˆS(P )Q −→
(
FˆT (Q) ⋆ FˆT (Q)
)
×ˆ
(
FˆS(Q)(P¯ ) ⋆ FˆS(Q)(P¯ )
)
νˆP,S,S ↓ ↓ νˆQ,T,T ×ˆ νˆP¯ ,S(Q),S(Q)
FˆS⊗kS(P )Q −→ FˆT⊗kT (Q) ×ˆ Fˆ(S⊗kS)(Q)(P¯ )
A.3.8
is commutative; moreover, since the Dade P -algebra
S ⊗k S ∼= S ⊗k S
◦ ∼= Endk(S) A.3.9
is similar to k , the corresponding diagram A.3.2 is clearly commutative.
Consequently, for any ϕˆ ∈ O2
(
FˆS(P )Q
)
, the element (2ω(P,S) ×ˆ
2ω(P,S))(ϕˆ·ϕˆ)
coincides with the image of ∆P,S,Q(ϕˆ)·∆P,S,Q(ϕˆ) throughout the map
(2ω(Q,T ) ×ˆ
2ω(Q,T )) ×ˆ (
2ω(P¯ ,S(Q)) ×ˆ
2ω(P¯ ,S(Q))) A.3.10
and therefore we get γ(P,S,Q)(ϕ)
2 = 1 which forces γ(P,S,Q)(ϕ) = 1 . We are
done.
A.4. Since the unique odd-polarization 2ω in Theorem 4.3 can be easily
extended to a polarization, if follows from Theorem 6.5 above that it supplies
a natural bijection
Irrk(Gˆ) ∼= Wgtk(Gˆ) A.4.1
and we claim that this bijection coincides with the bijection defined by
Gabriel Navarro in [7, Theorem 4.3] for π = {p} . First of all, borrowing all
the notation in §7, suitably translated to our present situation, and choosing
this odd-polarization 2ω , we claim that the corresponding automorphism
2ωθ
of N¯G(R) in 7.21 above is the identity map and therefore, according to The-
orem 7.19 and Corollary 7.22, in tis case we have
U ∼= Ind
N¯Gˆ(R)
N¯Gˆ(RE)
(
2ωV ) A.4.2.
That is to say, in the bijection A.4.1 determined by 2ω the image of any
simple k∗Gˆ-module M can be directly computed from the triple formed by a
vertex R , an R-source E and a multiplicity ˆ¯NG(RE)-module V of M .
A.5. More precisely, for any n ∈ N , we claim that the automorphism
2ωθn of
̂¯NnG(R) ⋆ ̂¯Nn+1G (R)◦ is the identity map; indeed, since (cf. 7.13)
Resρn(Tn)
∼= Resρn(Sn)⊗k Resρn+1(Tn+1) A.5.1,
up to a suitable identification, from Theorem A.3 above we get the following
commutative diagram
O2
(
FˆSn(R
n)
)
∩ˆ O2
(
FˆTn+1(R
n)
)
−→ O2
(
FˆTn(R
n)
)
2ω(Rn,Sn) ×ˆ
2ω(Rn,Tn+1) ց ւ
2ω(Rn,Tn)
k∗
A.5.2
which, according to the very definition of
2ωθn , proves our claim.
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A.6. In particular, if Gˆ′ is a k∗-subgroup of Gˆ and M ′ a k∗Gˆ
′-module
such that M ∼= IndGˆGˆ′(M
′) , then M ′ is clearly a simple k∗Gˆ
′-module and
it is easily checked that a vertex R′ and an R′-source E′ of M ′ are also a
vertex and an R′-source ofM ; moreover, we claim that if V ′ is a multiplicity
ˆ¯NG′(R
′
E′)-module of M
′ then the k∗
ˆ¯NG(R
′
E′)-module
V = Ind
ˆ¯NG(R
′
E′
)
ˆ¯NG′ (R
′
E′
)
(V ′) A.6.1
is a multiplicity ˆ¯NG(R
′
E′)-module of M . Indeed, recall that we have (cf. 2.12)
IndGˆ
Gˆ′
(
Endk(M
′)
)
∼= Endk(M) A.6.2
and that idM is the image of Tr
Gˆ
Gˆ′
(1 ⊗ idM ′ ⊗ 1) , and denote by G
′
M ′ the
pointed group on Endk(M) determined by the group G
′ and the idempotent
1⊗ idM ′ ⊗ 1 . Since R
′
E′ is a local pointed group on Endk(M) , the unity ele-
ment in
(
Endk(M)
)
(R′E′) coincides with the sum
∑
x x⊗ idM ′ ⊗ x
−1 where
x runs over the elements fulfilling (R′E′)
x ⊂ G′M ′ in a set of representatives
for Gˆ/Gˆ′ in Gˆ and, for such an element x , x⊗ idM ′ ⊗ x−1 denotes the image
of x ⊗ idM ′ ⊗ x
−1in
(
Endk(M)
)
(R′E′) [9, Proposition 1.3]. But, it is clear
that (R′E′)
x is also a maximal local pointed group on Endk(M
′) and therefore
there is x′ ∈ Gˆ′ such that (R′E′)
x = (R′E′)
x′ . Consequently, it follows from
[6, statement 2.13.2] that we get an ˆ¯NG(R
′
E′)-interior algebra isomorphism
Ind
ˆ¯NG(R
′
E′
)
ˆ¯NG′ (R
′
E′
)
((
Endk(M
′)
)
(R′E′)
)
∼=
(
Endk(M)
)
(R′E′) A.6.3
which proves our claim.
A.7. Moreover, by the very definitions of
2ωV and
2ωV ′ in 7.20 above,
then we still have
2ωV = Ind
N¯Gˆ(R
′
E′
)
N¯Gˆ′ (R
′
E′
)
(
2ωV ′) A.7.1
and therefore it follows from isomorphism A.4.2 that we have a k∗N¯Gˆ(R
′)-mo-
dule isomorphism
U ∼= Ind
N¯Gˆ(R
′)
N¯Gˆ′ (R
′)
(U ′) A.7.2
where U ′ is a simple projective N¯Gˆ′(R
′)-module which, together with R′,
determines the G′-conjugacy class of weights of Gˆ′ determined by M ′ via the
corresponding bijection A.4.1.
A.8. In conclusion, in order to prove that Navarro’s correspondence in
[7, Theorem 4.3] also maps M on the G-conjugacy class of the weight of Gˆ
determined by R and U , we may assume that M is primitive — namely,
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that it is not induced from any proper k∗-subgroup of Gˆ . In this case, as we
mention in 1.4 above, it follows from [17, Lemma 30.4] that there is a G-stable
finite p′-subgroup K of Endk(M)
∗ which generates the k-algebra Endk(M) ;
in particular, Endk(M) is actually a Dade R-algebra [13, 1.3], R is a Sylow
p-subgroup of G and N¯G(R)-stabilizes the isomorphism class of E [13, 1.8],
so that U ∼=
2ωV (cf. A.4.2). At this point, a careful inspection of the origin
of Navarro’s correspondence in [7, Theorem 3.1] shows that it maps M on
the G-conjugacy class of the weight of Gˆ determined by R and U if, for a
suitable Brauer character ψ over NGˆ(R) , we have
ResGˆNGˆ(R)(ϕM ) = ϕU + 2·ψ A.8.1
where ϕM and ϕU respectively denote the Brauer characters of M and of
the k∗NGˆ(R)-module U
∼=
2ωV . Then, the fact that in our situation such an
equality holds is more or less a consequence of [5, Theorem 5.3] but here we
give a direct proof.
Proposition A.9. Let M be a simple primitive k∗Gˆ-module, R a vertex,
E an R-source and V a multiplicity k∗
ˆ¯NG(RE)-module of M . Consider the
unique odd-polarization 2ω such that diagram 4.3.1 is commutative and denote
by
2ωV the restriction of V throughout the isomorphism N¯Gˆ(R)
∼= ˆ¯NG(RE)
determined by 2ω , and by ϕM and ϕ 2ωV the respective Brauer characters
of M and of
2ωV considered as a k∗NGˆ(R)-module. Then, for a suitable
Brauer character ψ over NGˆ(R) , we have
ResGˆNGˆ(R)(ϕM ) = ϕ
2ωV + 2·ψ A.9.1.
Proof: Arguing by induction on |G| , we may assume that M is a faithful
k∗Gˆ-module, then identifying Gˆ with its image in Endk(M) ; moreover, the
case where dimk(M) = 1 being clear, we assume that dimk(M) 6= 1 . Then,
a minimal normal nontrivial subgroup K of G is an Abelian ℓ-elementary
group for a prime number ℓ 6= p and the primitivity of M forces the converse
image Kˆ of K in Gˆ to be the central product of k∗ by an extra-special normal
ℓ-subgroup of Gˆ [4, Ch. 5, §5].
Let S be the k-subalgebra of Endk(M) generated by Kˆ ; once again, the
primitivity of M forces S to be a simple k-algebra and then the k∗-quotient
G of Gˆ acts on S determining a k∗-group ˆG together with a k∗-group homo-
morphism ˆG→ S∗ (cf. 2.3), and we set
Gˆ= Gˆ ⋆ (ˆG)◦ A.9.2;
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then, it follows from [16, Proposition 3.2] that there exists a k∗G
ˆ-module M¯
such that we have a Gˆ-interior algebra isomorphism
Endk(M) ∼= S ⊗k Endk(M¯) A.9.3;
actually, Kˆ is canonically isomorphic to the converse image of K in ˆG and
therefore K lifts to a normal subgroup of Gˆ acting trivially on M¯ ; thus, up
to suitable identifications, setting ˆ¯G = Gˆ/K and S = Endk(N) , M¯ becomes
a k∗
ˆ¯G-module, we have a k∗Gˆ-module isomorphism
M ∼= N ⊗k M¯ A.9.4
and, denoting by ϕN the Brauer character of N and by πˆ :G
ˆ → ˆ¯G the
canonical k∗-group homomorphism, we have
ϕM = ϕN ·Resπˆ(ϕM¯ ) A.9.5.
Now, it is clear that M¯ is a simple primitive k∗
ˆ¯G-module, that the image
R¯ of R in G¯ = G/K is a vertex of M¯ (actually, it is a Sylow p-subgroup of G¯),
that we have a canonical R-interior algebra embedding (cf. 2.4)
Endk(E) −→ S ⊗k Endk(E¯) A.9.6
where E¯ denotes an R¯-source of M¯ , and that we still have a ˆ¯NG(RE)-interior
algebra isomorphism [12, Proposition 5.6]
(
Endk(M)
)
(RE) ∼= S(R)⊗k
(
Endk(M¯)
)
(R¯E¯) A.9.7,
together with a k∗-group isomorphism [12, Proposition 5.11]
ˆ¯NG(RE) ∼=
̂¯NSG(R) ⋆ Resπ( ˆ¯N G¯(R¯E¯)) A.9.8
where ̂¯NSG(R) and Resπ( ˆ¯N G¯(R¯E¯)) respectively denote the k∗-groups coming
from the action of N¯G(R) on the simple k-algebra S(R) [13, 1.8], and obtained
by pull-back from the canonical group homomorphism π : N¯G(R)→ N¯G¯(R¯) .
On the one hand, denoting by V¯ a multiplicity ˆ¯N G¯(R¯E¯)-module of M¯ ,
so that we have
Endk(V¯ ) ∼=
(
Endk(M¯)
)
(R¯E¯) A.9.9,
it follows from the induction hypothesis that, for a suitable Brauer charac-
ter ψ¯ over N ˆ¯G(R¯) , we have
Res
ˆ¯G
N ˆ¯G(R¯)
(ϕM¯ ) = ϕ 2ωV¯ + 2·ψ¯ A.9.10.
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On the other hand, denoting by W a multiplicity ̂¯NSG(R)-module of N , it
follows from isomorphisms A.9.7 and A.9.8 that we have a k∗
ˆ¯NG(RE)-module
isomorphism
V ∼=W ⊗k Resπ(V¯ ) A.9.11;
moreover, it follows from the commutativity of diagram A.3.1 that we still
have a k∗N¯Gˆ(R)-module isomorphism
2ωV ∼=
2ωW ⊗k ResπˆR(
2ωV¯ ) A.9.12
where πˆR denotes the restriction to N¯Gˆ(RE) of πˆ ; consequently, with evident
notation, we get
ϕ 2ωV = ϕ 2ωW ·ResπˆR(ϕ 2ω V¯ ) A.9.13.
But, according to Theorem A.10 below, we also have
Res
ˆG
N
Gˆ
(R)(ϕN ) = ϕ 2ωW + 2·η A.9.14
for a suitable Brauer character η over NGˆ(R) . In conclusion, from equali-
ties A.9.5, A.9.10 and A.9.14 we get
ResGˆNGˆ(R)(ϕM ) = Res
ˆG
N
Gˆ
(R)(ϕN )·ResπˆR
(
Res
ˆ¯G
N ˆ¯G(R¯)
(ϕM¯ )
)
= (ϕ 2ωW + 2·η)·ResπˆR(ϕ 2ω V¯ + 2·ψ¯)
= ϕ 2ωV + 2·ψ
A.9.15
where ψ = η·ResπˆR(ϕ 2ω V¯ + 2·ψ¯) + ϕ 2ωW ·ResπˆR(ψ¯) . We are done.
Theorem A.10. Let M be a k∗Gˆ-module such that Endk(M) is genera-
ted by a G-stable k∗-subgroup Kˆ of Endk(M)
∗ which is the central pro-
duct of k∗ by an extra-special ℓ-subgroup for an odd prime number ℓ 6= p .
For any local pointed group RE on Endk(M) , denoting by V a multiplicity
ˆ¯NG(RE)-module of RE and by
2ωV the restriction of V via the isomorphism
N¯Gˆ(R)
∼= ˆ¯NG(RE) determined by the unique odd-polarization
2ω such that
diagram 4.3.1 is commutative, we have
ResGˆNGˆ(R)(ϕM ) = ϕ
2ωV + 2·ψ A.10.1
where ϕM and ϕ 2ωV denote the respective Brauer characters ofM and of
2ωV
considered as a k∗NGˆ(R)-module, and ψ is a Brauer character over NGˆ(R) .
Proof: We actually may assume that M is faithful and that Gˆ = N¯Gˆ(R) ;
then, G stabilizes the decomposition [4, Ch. 5, Theorem 2.3]
K = CK(R)× [K,R] A.10.2
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of the k∗-quotient of Kˆ ; thus, setting S = Endk(M) and denoting by S
′ and
S′′ the k-subalgebras of S generated by the respective converse images Kˆ ′
of CK(R) and Kˆ
′′ of [K,R] , we have S = S′ ⊗k S
′′ , Kˆ ′ and Kˆ ′′ are also
central products of k∗ by extra-special ℓ-subgroups (here we also consider
Z/ℓZ as an extra-special ℓ-group) and G still stabilizes
S′ = Endk(M
′) and S′′ = Endk(M
′′) A.10.3.
Consequently, as in the proof above, it follows from the commutativity
of diagram A.3.1 that it suffices to prove the theorem for M ′ and for M ′′ .
That is to say, we may assume that either K = CK(R) or K = [K,R] ;
in the first case, R centralizes Kˆ [4, Ch. 5, Theorem 1.4], so that it cen-
tralizes S which forces R = {1} ; then, we have M = V , E = k and
FˆS(R) = k
∗ , and by the very definition of ˆ¯NG(RE) (cf. 2.5) we get an iso-
morphism ˆ¯NG(RE) ∼= N¯Gˆ(R) = Gˆ compatible with the canonical k
∗-group
homomorphism 2.8.1, so that equality A.10.1 is trivially true with ψ = 0 .
Following the notation in A.11 and according to isomorphism A.12.2 be-
low, let us denote by H the image of Sp(K,κ) in NS∗(Kˆ) ; in particular, the
nontrivial element in Z(H) is an involution s ∈ S which stabilizes Kˆ and
induces −idK over K ; note that, if s
′ ∈ S is such an involution then s′s
stabilizes Kˆ acting trivially on K and therefore, according again to isomor-
phism A.12.2 below, s′ belongs to Kˆ·〈s〉 , so that we have s′ ∈ {sx,−sx} for
a suitable x ∈ Kˆ .
In the second case above, we have CK(R) = {1} and therefore R fixes a
unique pair of such involutions {s,−s} which by oddness forces
Gˆ = NGˆ(R) ⊂ CS∗(s) A.10.4;
consequently, Gˆ is contained in the intersection
NS∗(Kˆ) ∩CS∗(s) = k
∗ ×H A.10.5 .
Moreover, since K indexes an R-stable basis of S = k∗Kˆ (cf. A.11 below),
we have S(R) ∼= k which forces V ∼= k ; hence, by the very definition of the
k∗-group ˆ¯NG(RE) , in this case we get a k
∗-group isomorphism (cf. 2.5)
ˆ¯NG(RE) ∼= k
∗ × N¯G(R) A.10.6 .
At this point, it follows from Lemma A.14 below that the decomposition
Gˆ = NGˆ(R)
∼= NˆG(RE) ∼= k
∗ ×G A.10.7
determined by the k∗-group homomorphism 2ω(R,S) : FˆS(R) → k
∗ coincides
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with the decomposition
Gˆ = k∗ × (Gˆ ∩H) A.10.8
obtained from the inclusion Gˆ ⊂ NS∗(Kˆ)∩CS∗(s) . In particular, the restric-
tion of ϕ 2ωV to Gˆ ∩H is just the trivial character.
On the other hand, for any y ∈ Gˆ ∩ H , acting over K the product sy
only fix the trivial element 1 ; indeed, if syx(sy)−1 = x for some x ∈ K then
yx−1y−1 = x and therefore {x, x−1} is an orbit of 〈y〉 which forces x = x−1 ,
so that x = 1 ; in particular, we get
trM (sy)·trM∗(sy) = trS(sy) = 1 A.10.9.
But, we clearly have
k〈s〉 = k·idM + k·s = k·i+ k·i
′ A.10.10
for suitable mutually orthogonal idempotents i and i′ of S , and we choose
the notation in such a way that dim
(
i(M)
)
≥ dim
(
i′(M)
)
.
Then, denoting by ϕM , ϕi(M) and ϕi(M ′) the respective Brauer charac-
ters of M , i(M) and i′(M) , let us consider the ordinary characters χM ,
χi(M) and χi′(M) over Gˆ∩H which respectively lift the restrictions to Gˆ∩H
of ϕM , ϕi(M) and ϕi′(M) to the set of characters χ fulfilling χ(y) = χ(yp′)
for any y ∈ Gˆ ∩H ; consequently, we clearly have χM = χi(M) + χi(M ′) and
moreover
1 =
(
χi(M)(y)− χi′(M)(y)
)(
χ¯i(M)(y)− χ¯i′(M)(y)
)
A.10.11
for any y ∈ Gˆ ∩H (cf. A.10.9); in particular, the norm of χi(M) − χi′(M) is
equal to 1 and, according to our choice of notation, we still have
1 = χi(M)(1)− χi′(M)(1) A.10.12
hence, for a suitable linear character λ of Gˆ ∩H , we get χi(M) = λ+ χi′(M)
or, equivalently,
χM = λ+ 2·χi′(M) A.10.13.
Now, it suffices to prove that λ is the trivial character. Note that,
denoting by k′ the subfield of k generated by the ℓ-th roots of unity, we
still can define a k′∗-group Kˆ ′ = k′∗ × K as in A.11.1 below and, setting
S′ = k′∗Kˆ
′ , we have S = k ⊗k′ S
′ and H is contained in 1 ⊗ S′ , so that i
and i′ also belong to 1⊗S′ ; hence, the values of the ordinary characters χM ,
χi(M) and χi(M ′) are contained in the extension of Q by the ℓ-th roots of
unity. Consequently, it suffices to prove that the restriction of λ to a Sylow
ℓ-subgroup L of Gˆ ∩H is trivial.
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But, it is well-known that for a maximal Abelian k∗-subgroup Aˆ of Kˆ
and a k∗-group homomorphism ζ : Aˆ→ k∗ , denoting by kζ the corresponding
k∗Aˆ-module, we have
M ∼= IndKˆAˆ (kζ) A.10.14;
moreover, since H acts over Kˆ ∼= k∗×K stabilizing 1×K , it is easily checked
that L stabilizes a suitable choice of Ker(ζ) ⊂ 1×K and therefore, choosing
a complement X of Ker(ζ) in K , it stabilizes the basis {(1, x)⊗1}x∈X ofM ;
then, L fixes (1, 1) × 1 and, for any L-orbit O in X − {1} , {(1, x) ⊗ 1}x∈O
and {(1, x−1)⊗ 1}x∈O are different orbits of L in this basis, since |O| is odd;
that is to say, the number of orbits of L in this basis is odd.
In conclusion, since L is an ℓ-group and ℓ 6= p , the multiplicity of k
in M considered as a kL-module is an odd number; then, the restriction of
equality A.10.13 to L proves that the restriction of λ to L is trivial. We are
done.
A.11. Let ℓ be an odd prime number different from p and Kˆ a k∗-group
which is the central product of k∗ by an extra-special ℓ-group and, for our
purposes, we also consider Z/ℓZ as an extra-special ℓ-group. Denote by κ the
non-singular skew symmetric scalar product over the k∗-quotient K induced
by the commutator in Kˆ ; thus, we have |K| = ℓ2n and note that the case
n = 0 is not excluded. Then, it is easily checked that Kˆ is isomorphic to
k∗ ×K endowed with the product defined by
(λ, x)·(λ′, x′) = (λλ′κ(x, x′)
1
2 , xx′) A.11.1,
for any λ, λ′ ∈ k∗ and any x, x′ ∈ K , and with the group homomorphism
k∗ → k∗×K mapping λ ∈ k∗ on (λ, 1) . It is quite clear that the corresponding
symplectic group Sp(K,κ) acts over this k∗-group and we actually have
Autk∗(Kˆ) ∼= K ⋊ Sp(K,κ) A.11.2.
A.12. Moreover, it is well-known that S = k∗Kˆ is a simple k-algebra
and Sp(K,κ) clearly acts over this k-algebra stabilizing Kˆ ; thus, since any
central k∗-extension of Sp(K,κ) is trivial, this action can be lifted to a group
homomorphism
Sp(K,κ) −→ NS∗(Kˆ) A.12.1;
then, since CS∗(Kˆ) = k
∗·idS , from isomorphism A.11.2 we easily get
NS∗(Kˆ) ∼= Kˆ ⋊ Sp(K,κ) A.12.2;
let us identify Sp(K,κ) with its image inNS∗(Kˆ) (for the choice of a k
∗-group
isomorphism Kˆ ∼= k∗ ×K !).
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A.13. Identifying Kˆ with k∗ × K , it is clear that a p-subgroup R of
Sp(K,κ) stabilizes the basis {(1, x)}x∈K of S and therefore S becomes a
Dade R-algebra; moreover, it is easily checked that the restriction κR of κ to
CK(R) remains a non-singular skew symmetric scalar product and therefore
CKˆ(R)
∼= k∗ × CK(R) is also the central product of k
∗ by an extra-special
ℓ-group. Then, it is clear that the Brauer homomorphism induces a k-algebra
isomorphism [11, statement 2.8.4]
k∗CKˆ(R)
∼= S(R) A.13.1
and it is easily checked that the action of NSp(K,κ)(R) over CKˆ(R) is con-
tained in the corresponding symplectic group Sp
(
CK(R), κR
)
; that is to say,
the Brauer homomorphism can be extended to a group homomorphism
Br∗R : NSp(K,κ)(R) −→ Sp
(
CK(R), κR
)
⊂ S(R)∗ A.13.2
such that the action of x ∈ NSp(K,κ)(R) coincides with the conjugation
by Br∗R(x) on S(R) ; thus, choosing an element a ∈ S
R lifting Br∗R(x) and an
idempotent i in the unique local point of R on S , and denoting by x˜R the
image of x in FS(R) and by ixa−1i
S
the image of the product ixa−1i in the
quotient
N(iSi)∗(Ri)
/(
i+ J
(
(iSi)R
))
A.13.3,
the pair (x˜R, ixa−1i
S
) is an element of FˆS(R) [11, Proposition 6.10].
Lemma A.14. With the notation above, denote by 2ω the unique odd-
polarization such that diagram 4.3.1 is commutative and let R be a p-subgroup
of Sp(K,κ) . For any x ∈ NSp(K,κ)(R) of odd order, choosing an element
a ∈ SR lifting Br∗R(x) and an idempotent i in the unique local point of R
on S , and denoting by x˜R the image of x in FS(R) and by ixa−1i
S
the image
of the product ixa−1i in the quotient
N(iSi)∗(Ri)
/(
i+ J
(
(iSi)R
))
A.14.1,
we have
2ω(R,S)(x˜
R, ixa−1i
S
) = 1 A.14.2.
Proof: Arguing by induction on |R| , set Z = Ω1
(
Z(R)
)
, R¯ = R/Z and
T = ResRZ(S) ; it follows from Theorem A.3 above that we have the commu-
tative diagram
O2
(
FˆS(R)Z
) ∆R,S,Z
−−−−−→ O2
(
FˆT (Z)
)
×ˆO2
(
FˆS(Z)(R¯)
)
2ω(R,S) ց ւ 2ω(Z,T ) ×ˆ 2ω(R¯,S(Z))
k∗
A.14.3.
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But, choosing an element c ∈ SZ lifting x¯ = Br∗Z(x) and an idempotent j in
the unique local point of Z on S fulfilling ji = j = ij , and setting a¯ = BrZ(a)
and ı¯ = BrZ(i) , it is easily checked from [15, Proposition 9.11] that we have
∆R,S,Z(x˜
R, ixa−1i
S
) = (x˜Z , jxc−1j
T
)·( ˜¯xR¯, ı¯x¯a¯−1ı¯S(Z)) A.14.4;
hence, since we clearly have
Br∗R¯
(
Br∗Z(x)
)
= Br∗R(x) A.14.5,
if Z 6= R then from the induction hypothesis we get
2ω(Z,T )(x˜
Z , jxc−1j
T
) = 1 = 2ω(R¯,S(Z))( ˜¯xR¯, ı¯x¯a¯−1ı¯S(Z)) A.14.6.
Now, equality A.14.2 follows from the commutativity of diagram A.14.3.
From now on, we assume that R is p-elementary Abelian. Arguing
by induction on |K| , if K decomposes on a direct orthogonal sum of two
R·〈x〉-stable nontrivial subspaces
K = K ′⊥K ′′ A.14.7
then Kˆ is the central product of the converse images Kˆ ′ of K ′ and Kˆ ′′ of K ′′ ,
and, setting
S′ = k∗Kˆ
′ and S′′ = k∗Kˆ
′′ A.14.8,
S′ and S′′ are also Dade R-algebras and we have S ∼= S′⊗k S
′′ ; in particular,
it follows from Theorem A.3 above that we have the commutative diagram
O2
(
FˆS′(R)
)
∩ˆ O2
(
FˆS′′(R)
) νˆR,S′,S′′
−−−−→ O2
(
FˆS(R)
)
2ω(R,S′) ×ˆ
2ω(R,S′′) ց ւ 2ω(R,S)
k∗
A.14.9.
But, denoting by κ′ and κ′′ the respective restrictons of κ to K ′ and K ′′ ,
it is clear that x is the image of x′ ⊗ x′′ for suitable elements x′ ∈ Sp(K ′, κ′)
and x′′ ∈ Sp(K ′′, κ′′) normalizing the respective images R′ ⊂ Sp(K ′, κ′)
and R′′ ⊂ Sp(K ′′, κ′′) of R . Moreover, choosing elements a′ ∈ S′R
′
and
a′′ ∈ S′′R
′′
respectively lifting Br∗R′(x
′) and Br∗R′′(x
′′) , and idempotents i′
and i′′ in the respective unique local points of R on S′ and on S′′ , we clearly
may choose the element a equal to the image of a′ ⊗ a′′ and the idempotent
i in an orthogonal decomposition of the image of i′ ⊗ i′′ , so that BrR(x) is
equal to the corresponding image of BrR′(x
′)⊗BrR′′(x
′′) via the isomorphism
S′(R′)⊗k S
′′(R′′) ∼= S(R) A.14.10.
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Then, it easily follows from [15, 9.15] that we have
νˆR,S′,S′′
(
(x˜′R
′
, i′x′a′−1i′
S′
)·(x˜′′R
′′
, i′′x′′a′′−1i′′
S′′
)
)
= (x˜R, ixa−1i
S
)
A.14.11.
Now, since the induction hypothesis implies that
2ω(R′,S′)(x˜′
R′ , i′x′a′−1i′
S′
) = 1 = 2ω(R′′,S′′)(x˜′′
R′′ , i′′x′′a′′−1i′′
S′′
) A.14.12,
equality A.14.2 follows from the commutativity of diagram A.14.9.
Thus, we may assume thatK does not admit a decomposition on a direct
orthogonal sum of two R·〈x〉-stable nontrivial subspaces. Denoting by F the
field of cardinal ℓ , if L is a simple FR-submodule of K then the restriction
of κ to L is either non-singular or, denoting by L⊥ the orthogonal space
of L , L⊥ contains L and we have a canonical isomorphism K/L⊥ ∼= L∗ , so
that, if L′ is an FR-complement of L⊥ in K , the restriction of κ to L⊕L′ is
non-singular . Consequently, the dimensions of all the simple FR-submodules
of K have the same parity.
Firstly assume that the dimensions of all the simple FR-submodules L
of K are odd ; in this case, L∗ is also a FR-submodule of K not isomorphic
to L . Thus, since |〈x〉| is odd, the group 〈x〉 has exactly two orbits in the set of
isotypic components of the FR-module K and then, denoting by A and B the
sums of isotypic components in each 〈x〉-orbit, A and B are maximal totally
singular subspaces fulfilling K = A⊕B . Hence, the converse images Aˆ of A
and Bˆ of B in Kˆ are maximal Abelian subgroups and it is well-known that,
for a k∗-group homomorphism ζ : Aˆ → k∗ that we may choose R·〈x〉-stable
(cf. A.11.1), we have
M ∼= IndKˆAˆ (kζ) A.14.13
where kζ denotes the corresponding k∗Aˆ-module.
In this situation, the group R·〈x〉 stabilizes the basis {(1, y) ⊗ 1}y∈B
of M , so that the Dade R-algebra S is similar to k ; in particular, identify-
ing S with the induced Kˆ-interior algebra IndKˆ
Aˆ
(kζ) (cf. 2.12) where kζ still
denotes the corresponding Aˆ-interior algebra, the primitive idempotent
i = (1, 1)⊗ 1⊗ (1, 1) A.14.14
actually belongs to the unique local point of R on S ; now, x and Br∗R(x)
respectively centralize i and BrR(i) , and, with the notation above, it is easily
checked that ixa−1i
S
= i
S
which proves equality A.14.2 in this case.
Finally assume that the dimensions of all the simple FR-submodules L
of K are even; in this case, the image of FR in EndF(L) is an extension FL of
F of even degree and therefore it contains a primitive fourth root τL of unity;
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moreover, since |〈x〉| is odd, the stabilizer in 〈x〉 of the isotypic component
containing L acts on FL fixing τL . Consequently, considering all the orbits
of 〈x〉 , we get a self-adjoin endomorphism τ of K which centralizes R·〈x〉
and fulfills τ2 = −idK .
At this point, we consider the central product Kˆ ×ˆ Kˆ , and in the k∗-quo-
tient K ×K we set
A = {(y, τ(y))}y∈K and B = {(−y, τ(y))}y∈K A.14.15;
as above, we have K = A⊕B , A is totally singular since
(κ× κ)
(
(y, τ(y)), (y′, τ(y′))
)
= κ(y, y′)κ
(
τ(y), τ(y′)
)
= κ(y, y′)κ
(
τ2(y), y′
)
= κ(y, y′)κ(y, y′)−1 = 1
A.14.16
for any y ∈ K and, similarly, B is totally singular too. Once again, the
converse images Aˆ of A and Bˆ of B in Kˆ ×ˆ Kˆ are maximal Abelian subgroups;
hence, the argument above applied to the p-subgroup ∆(R) = {u ⊗ u}u∈R
and to the element x⊗ x of Sp(K ×K,κ× κ) proves that
2ω(∆(R),S⊗kS)
(
x˜⊗ x
∆(R)
, j(x ⊗ x)(a⊗ a)−1j
S⊗kS)
= 1 A.14.17
for the choice of an idempotent j in the unique local point of ∆(R) on S⊗kS .
Consequently, since it follows again from Theorem A.3 that we have the
commutative diagram
O2
(
FˆS(R)
)
⋆O2
(
FˆS(R)
) νˆR,S,S
−−−−→ O2
(
FˆS⊗kS(R)
)
2ω(R,S) ×ˆ
2ω(R,S) ց ւ 2ω(R,S⊗kS)
k∗
A.14.18
and since we clearly have
νˆR,S,S
(
(x˜R, ixa−1i
S
)·(x˜R, ixa−1i
S
)
)
=
(
x˜⊗ x
∆(R)
, j(x⊗ x)(a⊗ a)−1j
S⊗kS) A.14.19,
from equality A.14.17 we actually get
(
2ω(R,S)(x˜
R, ixa−1i
S
)
)2
= 1 A.14.20
which forces 2ω(R,S)(x˜
R, ixa−1i
S
) = 1 since x has odd order. We are done.
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