Abstract. We propose a new method for learning the parameters of a Bayesian network with qualitative influences. The proposed method aims to remove unwanted (context-specific) independencies that are created by the order-constrained maximum likelihood (OCML) estimator. This is achieved by averaging the OCML estimator with the fitted probabilities of a first-order logistic regression model. We show experimentally that the new learning algorithm does not perform worse than OCML, and resolves a large part of the independencies.
Introduction
In recent work, Wittig and Jameson [8] , Altendorf et al. [1] and Feelders and van der Gaag [4] have shown that the use of qualitative influences can improve the probability estimates in Bayesian networks, in case relatively few observations are available. Apart from improvement of the parameter estimates, in [8] and [4] it was argued that networks with probability estimates that reflect the qualitative knowledge specified by the domain experts are less likely to exhibit counterintuitive reasoning behaviour and are therefore more likely to be accepted.
Feelders and van der Gaag [4] provide a simple algorithm, based on the isotonic regression, to compute the order-constrained maximum likelihood (OCML) estimates for networks of binary variables. A disadvantage of the OCML estimates is that in case order reversals are present in the unconstrained estimates, these are resolved by setting blocks of violating estimates equal to their weighted average. This results in unwanted (context-specific) independencies in the network.
We present a new estimator that aims at enforcing strict inequalities between parameters, thereby avoiding the creation of unwanted independencies in the network. This is achieved by combining the OCML with a first-order logistic regression model. The paper is organized as follows. In section 2 we introduce the necessary notation, and introduce some important concepts that are used throughout the paper. In section 3 we discuss parameter learning with qualitative influences, and explain the shortcoming of the order-constrained maximum likelihood estimator.Subsequently, in section 4, we discuss our compound estimator that aims to remove this shortcoming. This new parameter learning method is evaluated experimentally in section 5. We end with conclusions.
Preliminaries
A Bayesian network is a concise representation of a joint probability distribution over a collection of stochastic variables V = (V 1 , . . . , V m ); in the sequel, we assume all variables to be binary, taking the value 0 or 1. The network consists of an acyclic directed graph in which each node corresponds to a variable and the arcs capture the dependence structure of the distribution; the network further includes a number of conditional probabilities, or parameters, P (V i | V pa(i) ) for each variable V i given its parents V pa(i) in the graph. The graphical structure and associated probabilities together represent a unique joint probability distribution over the variables involved, which is factorised according to
In estimating the parameters from data, we only have to consider one node and its parents at a time. To simplify notation, we will do so in the sequel. Let X = (X 1 , . . . , X k ) be the parents of a variable Y , and let
k consist of vectors x = (x 1 , x 2 , . . . , x k ) of values for the k variables in X, that is, X is the set of all parent configurations of Y . Slightly abusing terminology, we sometimes say that X i occurs or is present if it has the value one. We write X a for the sub-vector of X containing the variables X j for j ∈ a, where a is a subset of K = {1, . . . , k}. We further write X −a for X K\a , and X −i for X K\{i} , where i ∈ K. Furthermore, we write for example n(y, x) to denote the number of observations in the data with Y = y and X = x.
A qualitative influence [7] between two variables expresses how observing a value for the one variable affects the probability distribution for the other variable. A positive influence of X i on Y along an arc X i → Y means that the occurrence of X i does not decrease the probability that Y occurs, regardless of any other direct influences on Y , that is
where x −i is any configuration of the parents of Y other than X i . Since the inequality in (1) is not strict, the technically correct, if somewhat awkward, verbal description is does not decrease rather than increases. In this paper, the distinction between the two is crucial however. Similarly, there is a negative influence of X i on Y along an arc X i → Y if the occurrence of X i does not increase the probability that Y occurs. From now on we assume, without loss of generality, that all qualitative influences are positive. Finally, we say a positive qualitative influence is strict if the occurrence of X i increases the probability that Y occurs, regardless of any other direct influences on Y , that is
As we saw in the previous section, qualitative influences correspond to certain constraints between the parameters in the Conditional Probability Table ( CPT) of Y . In earlier work, several methods have been proposed to exploit these constraints in estimating the parameters from data. In [4] it was shown how the order-constrained maximum likelihood (OCML) estimates, using the non-strict inequalities in (1), can be computed using the isotonic regression. The problem with these estimates is that they create unwanted (context-specific) independencies. This is illustrated by the following example. Consider a node Y with two parents, X 1 and X 2 , both with a positive influence on Y . Suppose we observe the data given in the left part of Table 1 . Table 1 . Data for example. In the left table, each cell gives n(y = 1, x)/n(x). The middle table gives the unconstrained ML estimates of P (Y = 1|X1, X2). The table on the right gives the order-constrained ML estimates. The first row of the unconstrained estimates contains an order reversal, since it is decreasing rather than increasing. The OCML estimator resolves this order violation by taking the weighted average of the two violating cells, and assigning this value to the both of them. Hence the value 4 + 1 10 + 3 = 5 13 ≈ 0.38 in the first row of the rightmost table in Table 1 . The result is a context-specific independence: according to the OCML estimates, Y is independent of X 2 for X 1 = 0. This is probably not what the expert intended when she specified a positive influence of X 2 on Y . This raises the question if it wouldn't be better to enforce the strict inequalities given in equation (2) rather than the non-strict inequalities given in (1). The problem is that for the strict inequalities, the OCML estimates do not exist in case one of the order constraints is violated. This can be intuitively appreciated by looking at the solution obtained in the example above. In the strict version the likelihood would keep increasing as we make the difference between the violating estimatesP (Y = 1|0, 0) andP (Y = 1|0, 1) smaller and smaller. In order to enforce strict inequalities, Altendorf et al. [1] specified a minimum margin between two "contiguous" parameters, that is, (1) was replaced by
where ε x−i is the minimum difference required, which in general may depend on the values at which the remaining parents are held constant. The problem with this approach is the selection of appropriate values for the ε x−i . One could try to elicit these margins from domain experts. Experience shows however that experts have a hard time in reliably providing such numerical information. If they had been very good at it, we might just as well have asked them for the CPTs straight away. Another possibility is to specify some fixed value for the margin, that is applied to every pair of contiguous parameters. This option is chosen in [1] . The problem is, however, that the choice of value for ε becomes arbitrary. Therefore, we propose a different, data-driven, approach to obtain strict inequalities between contiguous parameters. This approach is presented in the next section.
Learning with strict qualitative influences
The basic idea of our approach is to try to remove unwanted independencies by combining the OCML estimates with estimates produced by a logistic regression model. A similar idea in the different setting of numeric isotonic regression with just one predictor variable was proposed by Wright [9] . For the logistic regression model, we assume the log-odds is linear in the parent variables, that is log
The important property of this model is that β i > 0 corresponds to a strictly positive influence of X i on Y . The proposed compound estimatorP * is given bŷ
where 0 < γ < 1, andP LR (Y |X) are the fitted probabilities of a first-order logistic regression model. By taking the weighted average with the fitted logistic regression probabilities, we enforce strict inequalities as long as the signs of the logistic regression coefficients are positive. There are still two loose ends in this proposal 1. What if one or more of the logistic regression coefficient estimates are negative instead of positive? 2. How do we choose the value of γ, the weight of the logistic regression model?
The first issue is addressed as follows. We start by estimating the full model, i.e. including all parents of Y as predictors. Then we check if there are any parents having a negative coefficient. If so, these parents are removed from the model, and the model is re-estimated with the remaining parents. If necessary, this procedure is repeated until only parents with positive coefficients remain. Note that the removal of X i from the model (i.e. setting β i = 0) results in
for every configuration x −i . Hence, if the OCML estimates satisfŷ
for one or more configurations x −i , these equalities will not be resolved by the compound estimator. With respect to the second issue, we should keep in mind that the primary reason to combine the OCML estimates with the logistic regression model is to obtain data-driven margins between contiguous parameters. We do not want its weight to become too big, unless the LR model actually gives a good fit of the data. Therefore, we chose to let γ depend on the p-value of the observed deviance of the fitted logistic regression model, under the null hypothesis that the logistic regression model is the correct model specification.
To illustrate the basic idea of our compound estimator, we continue the example of section 3. Recall that the OCML estimates created an independence between X 2 and Y for X 1 = 0. To remove this independence, we combine the OCML estimates with those obtained by fitting a logistic regression model with Y as the response, and X 1 and X 2 as the predictors. This results in positive coefficients for both X 1 (β 1 = 1.47) and X 2 (β 2 = 1.09). Note that X 2 still has a positive coefficient, because the order reversal in the first row of the observed relative frequencies is more than compensated by the increasing second row. If the second row were also decreasing, X 2 would have had a negative coefficient, and consequently the problem could not be fixed by the compound estimator. The fitted probabilities of the logistic regression model are given in Table 2 . Table 2 . Fitted probabilities of the logistic regression model estimated on the data in Table 1 on the left. On the right, the fitted probabilities of the compound estimator. To compute the compound estimator, we still have to determine the weight of the LR model. Here we take γ equal to the p-value; in the experimental section, we also consider two other possibilities. We compute the p-value by using the fact that the deviance has approximately a χ 2 n−k −1 distribution under the null hypothesis, where k is the number of remaining variables in the logistic regression model. Hence, we look up the area of the tail of this distribution to the right of the observed deviance, and find a p-value of approximately 0.26. Hence the compound estimator becomeŝ
The compound estimates are given in Table 2 on the right.We have achieved our goal: the unwanted equality in the first row has been resolved, and the margin between the two contiguous probabilities has been determined by the data.
To evaluate the proposed parameter learning method, we performed experiments on both artificial data and real data. We are interested in two aspects of performance:
1. How good are the estimates produced by our compound estimator? 2. How many of the unwanted independencies in the OCML estimates are fixed, in the sense that our compound estimator turns them into strict inequalities?
Our objective is to remove as many unwanted independencies as possible, while retaining high quality estimates.
Artificial data
In order to test our approach under various circumstances, we set up several environments to measure the performance of the proposed compound estimator. Parameters in these test environments are To elaborate on the third point: we suspect that with small margins, reversed signs of the coefficients in the LR model will occur more often, leading to a lower fraction of resolved independencies. An example of small and large margins for the case of two parents is given in Figure 1 . We considered three definitions of the LR weight γ in the experiments:
1. γ 1 = p-value: Just the p-value as discussed in section 4. 2. γ 2 = min(1,
3. γ 3 = min(0.1, 10 · p-value): The p-value is multiplied by 10, to avoid γ being too small. Also it has an upper threshold of 0.1 to avoid too large values. Here an extra factor is included, which decreases as the sample size n (relative to the number of parameters) increases. It has a maximum of 1 and goes to 0 as n goes to infinity. This definition is inspired by the view that with more data, the ML (and OCML) estimates become more reliable, requiring a smaller weight for the LR model.
It is clear that none of these three weighting methods has any deep theoretical justification, so the experiments will have to make clear which one works best.
In our experiments we fitted five different models:P M L (the unconstrained maximum likelihood estimates),P OCM L (the order-constrained maximum likelihood estimates), andP * i , i = 1, 2, 3 (the compound estimates, using γ i ). To determine the quality of the estimates, we computed the Kullback-Leibler (KL) divergence between the true and the fitted distributions. We applied the Laplace correction to avoid possible infinity values. We performed a 1000 replications of the experiment, and averaged the Kullback-Leibler divergence over these 1000 replications. The results are given in Tables 3, 4 , and 5, for 2,3, and 4 parents respectively. There are several general observations clearly shown in the tables. First of all, the ML model has the worst performance. Second, the compound estimator using γ 1 does not perform well: the LR model becomes too dominant and spoils the estimates. Third, the OCML model and the models using γ 2 and γ 3 are close, but rather consistently the compound estimator using γ 3 performs the best by a small margin. Finally, as the sample size increases, the differences in performance become smaller. Summarizing, we can say that with the right weight (γ 3 ) for the LR model, the compound estimator works well under all circumstances we have studied in the experiments.
The next question is, what fraction of the unwanted independencies created by OCML are resolved by the compound estimator. This fraction is referred to in the following as the fixratio. As we expected, the fixratio is higher for large margins, and it also increases with the sample size. Table 6 shows the average fixratios. 
Real data
We also performed experiments on five real datasets, four of which have been taken from the UCI repository [2] . All non-binary variables were made binary by making approximately equal-frequency bins of 0 and 1-values. We used the dependent variable and a selection from the attributes to construct a small Bayesian network fragment. To determine the sign of the influences, we used the information attached to the datasets, previous articles [1] and [3] , and commonsense. We did not look at the data itself to determine the signs. The data sets used are:
-Windsor housing data: used as an example by Koop [5] . It has 546 examples of sale prices of houses dependent on different variables. We take the sale price as the child variable, and lot size and presence or absence of a basement and air conditioning as parent nodes with positive influences. Like with the artificial data, we performed a thousand replications of the experiment. Table 7 shows the results. For all estimators, we computed the average log-loss and its standard error on the data not used for training as follows:
where ntest is the number of observations in the test set. The results are fairly in line with those obtained on the artificial data. Model C3 (the compound model using γ 3 ) seems to perform slightly better than the other estimators again. Table 8 shows the average fixratios per dataset. Table 9 shows the average fixratios per sample size. The overall fixratio of the compound estimator is about 68%, and increases with the sample size.
Conclusions
We have proposed a new method for learning the parameters of a Bayesian network with qualitative influences. This method aims at avoiding unwanted independencies created by the order-constrained maximum likelihood (OCML) estimator. To obtain data-driven margins between contiguous parameters, the OCML estimates are combined with the fitted probabilities of a first-order logistic regression model. We have shown that the new compound estimator performs well, and is able to remove a large fraction of the independencies created by the OCML estimator.
