Abstract A fully peer-to-peer (P2P) virtual environment (VE) represents a unique challenge in the realm of extreme distributed systems. Resource scalability and system resiliency, hallmark requirements of the P2P principle, are further complicated with the need for secure and responsive game-play amongst the millions of players in a P2P-VE. Inter-peer communications need to be almost real-time in nature, to facilitate a smooth, immersive experience and provide consistency within the virtual world. Players will not tolerate slow connections and players who cheat by modifying or delaying inter-peer updates. 3D Voronoi diagrams are a natural extension to traditional 2D varieties and they serve as the foundation for our proposed approach. We augment our 3D-VD platform with a novel concept: the usual spatial coordinates for the 3rd dimension is substituted with a non-spatial metric. Instead of taking the Z -axis to literally mean above or below someone within the virtual map, we use it to signify a player's current resource capabilities. This effectuates more fluid self-organisation amongst the millions of peers within the VE. Work-loads, consisting of resource intensive arbitration tasks, are handled dynamically at localised clusters. Thus, we have a strictly decentralised mechanism that addresses responsiveness and security concerns from the bottom up. Simulation results verify the feasibility and performance of our technique, with arbitration failure situations reduced significantly.
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Introduction
Humanity has an almost inescapable need to be fully immersed in their environments. With a world increasingly lived online, virtual realities and virtual environments (VE) are our first tentative steps towards fulfilling that need.
The idea is of a persistent virtual world which everyone connects to and participates in. Distributed or Networked Virtual Environments (DVE/NVE) [1] [2] [3] are the official academic terms, encompassing varied concepts such as virtual conferencing and tele-presence. However, to the general public, this field of study is exemplified by its most famous application: online games.
Indeed, popular games such as World of Warcraft and other massively multiplayer online games (MMOG) are concrete examples of extreme distributed systems. They combine the challenge of reliably connecting large numbers of concurrent players (typically 100,000 and above) with the need to ensure secure and responsive game-play. In general, players within the VE require:
-assurances that the integrity of the game is not compromised by cheaters -timely mechanisms allowing smooth, accurate and immersive game-play Game developers and publishers have focused more on centralised mechanisms [2, 4, 5] , preferring that their customers connect to centrally managed infrastructure for access to their games. This is in line with industry needs to control, manage and monetize their products. Our approach here walks an alternate path, striving towards a complete decentralisation of the underlying network to create a fully peer-to-peer virtual environment (P2P-VE).
Consequently, the task at hand becomes considerably more difficult. How do we connect such large numbers of players in a scalable manner? How do we address the aforementioned security and game-play issues? How do we manage and control a VE which has little to no centralised tools? Thus, the contributions of the work contained herein are as follows:
-A proposal to use 3D Voronoi diagrams (3D-VD), a fundamental geometric construct, to dynamically cluster and manage peers at a localised level. -A discussion into our novel augmentation to 3D-VD, where the standard spatial third dimension is replaced instead with pertinent network metrics. -A technique that uses 3D-VD as a way to appoint dynamic game-play arbitrators in a timely fashion, aiding in VE consistency and responsiveness. -Extensive analysis and discussion of obtained simulation results and feasibility studies and comparisons with prior related works.
The above issues and our contributions become more pronounced when we consider the sub-genre of on-line games that we target: the First-Person Shooter (FPS). This popular form of game-play demands quick reflexes and timing on the part of the player, thereby placing a premium on inter-peer timely communications and further complicating any proposed techniques [2] . Thus, the next section focuses on these requirements and other core concepts to enable P2P-VEs. Sections 3 and 4 explain the general 3D-VD technique, with Sect. 5 focusing on arbitrator selection policies. Section 6 analyses our obtained results, Sect. 7 compares our work with prior art and finally, we conclude with Sect. 8.
Peer-to-peer virtual environments
While general applications such as email and video streaming remain essential Internet uses, computer games and virtual environments represent a growing facet of our online lives. In pure economic terms, the interactive entertainment industry generates $65 billion in global yearly sales [6, 7] , with predictions of even further growth. Simply put, more people are spending more time playing games and, most importanly, they are increasingly doing it online [2, 8] .
Online games [5, 9] , have their roots in distributed virtual environments (DVE) [10] , itself an extension of the earlier Networked VE (NVE) [11] . Derivatives are present in a myriad of other fields, such as the military [12, 13] , social networking [14, 15] and collaborative tools [16, 17] . The core idea is of a shared virtual world in which players interact with remote peers over the network. Figure 1 illustrates this concept. We see how a player is able to see and interact with his fellow players via his PC and a network connection. The architecture seen here, which is industry standard, follows a strict client-server (CS) paradigm. The player's actions and movement (and those of all others) are relayed to central servers, which act as the communications middlemen. These servers, in turn, process all interactions and arbitrate over any conflicts before finally updating players on the changed state of the virtual world. This centralized connection model, with minimal use of direct inter-peer links, is the main point of contention. Key criticisms include the obvious networking and processing scalability issues on the side of the server, as well as its exposure as a single point of failure. Furthermore, players become trapped in distinct game instances and are cannot interact with players on other servers. Indeed, players are effectively partitioned into separate, independent "bubbles" of the virtual world, even if they are all playing the exact same game.
The concept of a fully P2P-VE is an attempt to overcome these constraints and is driven in part by prior work in [1, 18, 19] . It strongly defines an underlying network [2, [22] [23] [24] architecture that is fully decentralised with regards to bandwidth, processing, management and storage requirements. The aim is to acquire the resource scalability and resiliency features of a P2P system and are to also seamlessly inter-connect each and every player within the virtual world.
First-person shooters
Presenting an additional layer of complexity is the type of online game that we target: first-person shooters (FPS). Games can be broadly categorized according to their game-play mechanics, which is the prime factor influencing their communications latency requirements. A typical FPS game emphasizes fast reaction times and accuracy on the part of the player. Consequently, this class of online games are the most demanding in terms of latency tolerances. Table 1 lists the three most popular types of commercially available online games and their inherent differences. Massively multiplayer online role-playing games (MMORPG) may scale to hundreds of thousands of concurrent players, due to more relaxed game-play and lenient aiming requisites. Subsequently, players have higher tolerances with regards to network latencies [21] .
Real time strategy (RTS) and sports games are unique in that players typically engage a limited number of opponents (for one-off online play). Like MMO-RPGs, game-play is not generally affected by speed and aiming accuracy, resulting in more relaxed latency demands (excepting racing games [2] ).
In contrast, higher latencies and any resultant aiming inaccuracies would greatly affect FPS gamers. Simply, a player needs to know where his opponent is and he needs to know in a timely manner. Thus, if updates containing his opponent's location are delayed, he will be greatly disadvantaged. Conversely, the sheer amount of bandwidth needed for high frequency updates forces developers to artificially limit the number of concurrent players per game server.
Of course, if we were to ask any gaming enthusiast for their preferred connection latency, the typical response would be "as low as possible". However, the nature of FPS gaming places far more stringent requirements on the system. Thus, we can Fig. 2 Illustrates the inherent conflict of interest when deciding game outcomes and the role of arbitrators in securing game-play fidelity surmise that if we were to adequately serve the needs of the FPS class of games, we could potentially address issues in all others.
Lastly, our efforts here strive towards a seemingly impossible task: an FPS-type game that is persistent and able to scale to extremely large numbers of concurrent players in a single instance. To the best of our knowledge, this concept (an MMO-FPS, if you will) has not been accomplished in either industry and academia and would be an exciting advancement in VE research.
Dynamic game-play arbitrators
Our focus on latency and responsiveness should not be construed as a direct effort to overcome the laws of physics and somehow enable speedier inter-peer links. Update messages will inevitably be delayed, either due to temporary lag spikes or persistently slow connections. This variability in the underlying network negatively impacts gameplay, which can only be addressed with lag-mitigation techniques [25, 26] and the use of dynamically appointed arbitrators.
Responsiveness in the interaction amongst peers is influenced by the speed of their individual connections. If we were to slow down the frenetic activity in games, we can generalise interactions to tick-by-tick events. Players move or perform an action and this is propagated to the server. In turn, servers process all actions, decide on the outcomes and subsequently updates all the peers.
Thus, a peer with a slow link will impact on the responsiveness of all other peers, simply by making an arbitrator wait for its updates. This is where lag-mitigation techniques come into play. They aid arbitrators in extrapolating the actions of slower peers, so as to not penalise peers with faster connections.
As seen in Fig. 2 , game-play arbitrators also maintain fairness by being the adjudicators in any disputes. On the left, we see players X and Y with conflicting versions of events (and thus, conflicting data in their update packets). We cannot assume 100 % fidelity as (i) either player may be cheating by way of packet modification; (ii) one or both are suffering slow connections. Thus, an independent fellow peer is brought in to intervene and decide on the outcome.
In current games, arbitration duties are performed by the static per-instance central servers (as seen in Fig. 1 ). They are the final authority on any in-game interaction. Effectively, peers commit all game-play actions (movement, shooting, commerce, etc.) to the server, which resolves game-play in accordance with established game rules.
The burden of processing and state dissemination lies solely with that server, for all its attached peers.
In effect, peers replicate the banal tasks of simple input terminals, simply relaying commands from human players. Servers, being authoritative, are able to descry any anomalous, possibly malicious behaviour. For example, by detecting that a player has moved an impossible distance between consecutive turns or detecting corrupt or tampered update packets from participants.
Of course, with the move to large-scale fully P2P-VEs, the rigid centrally-managed structures used in current FPS games are wholly unsuitable. Yet, the vital function performed by these highly-resourced static servers must be replicated. Pursuant to this goal, the work here attempts to address the core issue of the timely selection of these needed arbitrators. Thus, -In an architecture where all peers are deemed equal, how do we select suitable candidates from amongst the peer population? -More crucially, to minimize any negative impact on the responsiveness of interactions, how do we perform this selection in a timely manner? Moreover, the selection process needs to be done in a completely decentralised manner, in keeping with the concept of a fully P2P-VE. It has to curtail any latencies introduced during the process and minimize any impediments to the flow of a game. In essence, the work contained herein strives to choose the right candidate first, as we can ill-afford failed arbitration attempts.
The importance of timely selection lies in the need to avoid multiple arbitration requests. Should an initial request fail for any reason, peers would need to re-negotiate for services. This is detrimental for two reasons: -The obvious processing and communication overheads incurred as peers seek new candidates to fulfil their arbitration needs. -The inevitable delay in the actual start of interaction.
Elaborating on the second point above, this is akin to asking a player in a typical FPS game to not fire at an encroaching enemy. He must wait until we have arranged for someone to see his shot and resolve the resultant hit or miss. Clearly, this would be an unworkable mechanic in any fast-paced game.
Group voting and result validation techniques such as those proposed in [27] [28] [29] [30] incur greater overheads and are best avoided in light of our real-time constraints. We literally cannot afford to wait for each and every one of a small group of arbitrators to respond with its decision and to then tally the results.
Furthermore, these techniques are of greater complexity and rely on the assumed safety of group consensus. While more robust, the decisions of committees may not necessarily be more secure or trustworthy. Besides, how do we address deadlocked situations with equal number of votes for two outcomes?
Thus, the arbitration process can be further refined to the selection of a singular arbitrator in the shortest amount of time. Consequently, there is great emphasis on the criteria used during the selection process, such as: -How do we filter suitable candidates from a large population of peers? -Should we choose the nearest peers (for speedier set-up)? Or the furthest? -What about peers with more available resources? How can they be selected?
Clearly, there are a myriad of considerations that can influence the appointment of arbitrators. Any proposed method would need to take into account (i) the large numbers of peers; (ii) the lack of any centrally managed architecture; (iii) the constraints of (almost) real-time FPS gaming; and (iv) the fairness and load-balancing requirements attached to arbitration duties.
The 3D-VD technique
Our use of 3D Voronoi diagrams follows a simple premise: take the standard 2D versions used in prior art [1] and introduce a third dimension. Thereafter, we innovate further by using a non-spatial metric for the Z -axis. The end result is a dynamic technique that can seamlessly connect an extreme number of peers, provides a flexible way to cluster them, minimizes wider system scalability issues and fluidly allows us to employ aforementioned CS arbitration tools.
Voronoi diagrams, as seen in Fig. 3 , are fundamental geometric constructs [31, 32] . Their main utility is the resultant and natural spatial partitioning when they are applied to the virtual world. Simply put, given a list of coordinates (i.e., of the peers), VDs clearly divide any given space into zones of control for each coordinate. From this, meaningful peer relationships can be derived, allowing us to discriminate between peers based on the Voronoi zones.
For example, in a 2D map as seen to the left in Fig. 3 , we can easily see when two peers may be of little interest to each other. Not because they are deemed too far by some measure; but because 2D-VD tells us there are intermediary zones (and by extension, peers that are of more interest). Thus, we need not depend on rigid and arbitrary distance benchmarks. The goal is to use the natural clustering tendencies of 2D and 3D-VDs, as noted in [1, 33] .
From a reciprocal standpoint, we see that a peer may be forced to maintain links with a distant fellow peer in 3D-VD, simply because of their adjacent zones. This is the key feature of that we utilize: the fact that even if two peers are separated by a great distance and/or many intermediary nodes, they could still theoretically be neighbours (NB) due to their Z -axis positions.
The idea is to cluster the peers in a dynamic and efficient way. The reasoning behind this is the fact that we cannot possibly provide a direct link from each peer to every other peer. The bandwidth demands would be prohibitive in a P2P-VE with hundreds, thousands and perhaps, millions of players. There are works that do attempt this, most notably in [34] , with interest management and rate-limiting techniques used to mitigate bandwidth issues. However, we argue that there is little benefit to continuously update hundreds of possibly disinterested players situated on the far side of the virtual map.
Accordingly, the reader may wonder: How exactly does 3D-VD help us? How is it more beneficial over 2D ones? Referring back to Fig. 3 , the third dimension elegantly exposes, for the computing peer C, a number of previously occluded NBs. With 2D-VD (left), potential high-capacity NBs (H 1 , H 2 ) are blocked from view by intermediary enclosing (E) and boundary (B) nodes.
On the right, we observe how instituting the Z -axis allows C a flexible way to "see" beyond its immediate NBs. We thus bypass the restrictive proximity constraints of a 2D map, allowing each peer to have natural and direct links to potentially more desirable NBs. We are in effect expanding each peer's connectivity horizon but doing so in an elegant and controlled manner.
The terms "enclosing" and "boundary" were first defined in VON [1] as a means to categorize the world around a particular peer. If that central peer creates a Voronoi representation of its surrounding NBs, the most immediate ones would form an enveloping set of cells (polyhedral areas in 3D-VD as opposed to polygonal spaces in 2D-VD). These NBs are deemed as enclosing.
Subsequently, boundary NBs form yet another, larger envelope of Voronoi cells that completely encapsulates both the central peer and the cells of its enclosing NBs. All other peers that fall beyond these two types are ignored.
It is important to note that the VD computations are performed at each peer. That is, a peer calculates a Voronoi representation of the world around it and prunes its connections accordingly. There is no central entity that takes in the locations of all peers, derives a 3D-VD for the entire VE and then assigns the neighbours for each peer. Doing so would defeat the purpose of having a fully P2P-VE, as we would need that central authority. Additionally, the time-cost of deriving a 3D-VD for millions of nodes would alone be prohibitive. Figure 4 exemplifies this process with a zoomed-in view of a central peer and and its initial surroundings. At each tick, the peer receives knowledge of the others around it via mutual update packets. Armed with the X, Y, Z coordinates of its candidate neighbours, a 3D-VD is derived and then used to prune candidates down to a select few (as seen on the right of Fig. 4 ). This is repeated by every peer in the simulation, at every tick. This is the same methodology as employed in VON, except with the added Z -axis .
A more robust examination of the general technique, albeit for 2D-VDs, is found in [1] . Suffice it to say that our own extensions generally follows the 2D methodology. The main motivation here is to build upon the features of 2D-VD, augmenting it with a Z -axis to aid in the task of selecting arbitrators.
Candidate metrics for the Z-axis
Using in-game coordinates provides a natural clustering mechanism, yet there are vital limitations. In the case of 2D-VDs, spatial relationships constrains the process by allowing only peers in close proximities to maintain direct links.
This approach is inadequate when considering that there may be two peers, P A and P B , who are spatially separated by a large distance but still retain an interest in one another. The third dimension allows us another angle of approach to this problem. For example, the 3D-VD may easily be used to appoint a third peer as an arbitrator, P Arb , that maintains a link between the two.
The question then becomes: What may be used as the independent measure for the third dimension? This freedom to select a suitable metric endows added flexibility to the 3D-VD technique, enabling our mechanism to achieve varying goals dependent on the metric chosen. Some of the possibilities include:
1. Individual peer reliabilities-A measure of a user's expected lifetime within the VE, enabling selection of more stable arbitrators. 2. Player's cumulative reputation-May be used to judge the trustworthiness of an arbitrator, thus remaking 3D-VD into a security mechanism. 3. Resource capacity-To better manage the use of resources and hardware limitations at each peer, effectively making 3D-VD a load-balancing tool. 4. In-game activity level-Gauges the potential connections between peers and thus predict expected demand in areas of the virtual map.
A natural instinct would be to simply use a peer's in-game Z coordinates and directly translate it to the Voronoi space. For example, we could track the vertical location of player's avatars and use their elevation within the game-world as a means to discriminate along the Z -axis in our 3D-VD computations.
Under more scrutiny however, we see the pitfalls of this approach. Firstly, most games (and especially FPS) are played on fairly flat virtual terrains. Even recent games set in urban environments and featuring aerial vehicles, combat is usually consigned close to the ground. Thus, the resultant 3D-VD derivations would not confer any real benefits over 2D-VD varieties.
Furthermore, a crippling flaw is found when we consider that a peer may, due to game-play reasons, rise to the top of the 3D-VD. Such would be the case if a player decides to climb a tower to better target an enemy. Consequently, there is then a fatal disconnect between (i) his suitability as an arbitrator and (ii) his Z -axis position: Is he more reputable just because he is vertically higher? Does he have more bandwidth to justify his high 3D-VD position?
To further our discussion, we chose peer resource capacity to augment the X and Y in-game coordinates. More specifically, we aim to use the ever-changing current resource capacities of peers to position them along the Z -axis. This is a simple but nevertheless important metric with which to differentiate peers, especially in a fully decentralised network environment.
Each peer has its own limitations and providing a way for the system to adjust to those constraints is a useful load-balancing feature. It also caters to the dynamism in P2P network topologies as a peer's changing situation can be quickly factored into the VD computations. The term resource could be taken to mean either bandwidth, processing, storage resources or even an aggregation of all three. We are inclined to use bandwidth capacity as our measure, as it is usually the most constrained with regards to DVEs and MMOGs [35] .
Significantly, using resource capacity as our metric allows the Z -axis to be entirely independent of the other axes and also independent of other peers. To explain, the X and Y coordinates of a player within the game-world has no bearing on his PC's resource capacity. This ensures a clean separation between the metrics and avoids potential peer-clumping effects. In other words, a player's position has no influence on the Z -axis when we compute the 3D-VD.
This independence also extends to the computing peer's relationships with other peers. Simply put, there is a complete disconnect between players in the 3rd dimension. A particular peer's bandwidth capacity is not measured against or in relation to other peers (with the sole exception of the predetermined theoretical maximum). For example, if we were to use the ping time from one peer to another, the metric would be a relative one. It would not be suitable as the obtained values would be too disparate and cause unnecessary clumping of peers. Using independent metrics assuages this issue.
The other candidates, individual peer reliabilities and in-game activity level, were deemed too susceptible to player behaviour and thus highly-volatile. Peer reliability aims to predict a peer's lifetime within the DVE and seemed, initially, to be a good metric. However, as noted in [21] , there are various external (to the system) factors which affect a player's projected involvement. As an example, even with a high current reliability score, a peer may just disconnect due to network conditions or a player simply logging off.
Using a peer's in-game activity level is also dependent on player behaviour and, to a certain extent, on other peers. This also makes it less usable in our approach. It must be said however, that these two metrics would make interesting studies and could indeed be introduced in future work.
Peer reputation is an important metric, but one that shifts the focus of our approach to address the security aspects of game-play. Using peers with high reputations as arbitrators would be a desired logical feature in any P2P-VE.
However, peer reputation constitutes a vast area of research, requiring a significant undertaking to correctly implement. Our own approach mirrors that of the games industry, where game-play responsiveness is (rightly) targeted first, with security a secondary aim. After all, a highly secure FPS game would be hard-pressed to attract players if it is also slow and unresponsive.
That said, it is certainly a promising metric and, at this time, remains part of future work. The intention is to substitute one of the in-game coordinates (X or Y ) for peer reputation. This will further augment our base 3D-VD system and introduce an additional security feature by partially obfuscating player positions within the game-world. This approach is an effective compromise between the VON system in [1] and the LockStep protocol as defined in [27] .
There are slight complexities when translating the fluctuating resource capacities of peers onto the Z -axis . Crucially, the scale of Z -axis can alter the final 3D-VD representation. A 3D-VD derived when the Z -axis is within the range of 0 to 100 is quite different to one with Z values from 0 to 1,000. The resultant polyhedral Voronoi cells are squeezed or stretched accordingly and thus, would lead to very different 3D-VDs and any derived inter-peer linkages. This is addressed by fixing the minimum and maximum values of the Z -axis and having peers calculate their positions as a percentage of the maximum. As an example, we can define that a server has the ability to simultaneously maintain 256 communication channels and this is made the global maximum Z value. Accordingly, super-nodes can only reach half of this value, at 128; Normal peers may reach 25 % (64); and weaknodes can only go up to 32 (12.5 %). Within the context of the 3D-VD, a fully unloaded server (i.e., with absolutely no arbitration duties) would float at the very top.
Selection policies
With our emphasis on responsiveness, we reiterate that the goal is not to select quick arbitrators. Rather, we want to quickly select arbitrators. Improving actual connection speed between arbitrators and peers is beyond the scope of this paper. However, this issue is indirectly addressed by using upload capacities (currently the most limiting resource [34, 35] ) as the metric for the Z -axis.
The selection mechanism is the cardinal concern here, with the whole process ideally taking the least amount of time possible. Time, within our context, is defined as discrete and uniform simulation ticks, rather than actual milliseconds. We can then distil more meaningful data and analysis from the simulation engine and preclude the variability of real-world connections.
Our goal is that, once a peer requests for arbitration in one tick, it ideally should receive it at the very next tick. For example, a peer moves around freely from ticks 10 to 20 (t 10−20 ). At t 21 , he spots an adversary (another peer) whom he then decides to attack. This is when the selection process is triggered (i.e., at t 21 ) and ideally, an arbitrator is selected from his known neighbours at t 22 .
Ill-informed choices when selecting arbitrators causes failures and subsequent renegotiation which ultimately delays the start of interaction. Supposing a peer selects an already constrained node which then rejects the request, an entire tick is lost and extra costs are incurred in repeating the process.
For our simulations, only singular arbitrators are used, due to previously mentioned concerns with the complexities of group/voting consensus, inter-arbitrator latencies and additional overheads. Nonetheless, if so desired, 3D-VD can be easily modified for multiple selections. Furthermore, at this stage of our work, choosing safe and reputable peers is not yet a primary concern, although some of our selection policies do factor in security aspects. 5 Illustration of how a peer derives its own 3D-VD representation of the others around it, decides on its neighbours (NB) and subsequently ranks them in terms of suitability Our use of the term "timely" is an abstract interpretation decoupled from the standard concept of time. Rather, we utilize the notion of "tries", effectively measuring the number of attempts to obtain arbitration services. A peer may only make one attempt per simulation tick, making it imperative to minimize retries. Failed attempts delays the start of arbitration and thus impacts game responsiveness, with bandwidth wasted due to repeated requests.
Flooding mechanisms are to be avoided, due to overheads and the fact that three ticks are required: one to flood; one to receive replies; and the last to confirm and begin. In contrast, our approach only incurs costs when there are failures, with the onus being to "get it right the first time". When coupled with a strong selection policy, we can circumvent the first two phases in flooding.
Fittest (FIT):
A simplified policy whereby we utilize only knowledge derived from the Z -axis, where peers with more available resources are progressively placed higher. Figure 5 aptly demonstrates this policy within the context of the overall 3D-VD mechanism. Effectively, the candidates (all of a peer's NBs) are ranked according to the third dimension and the top-most is chosen.
Coincidentally, it is seen that FIT also facilitates the selection of the most suitable arbitrator, simply by appointing one with the most available upload bandwidth. It is a safe decision to constantly select the topmost Z -axis candidate, as it would likely be well-resourced and thus, not reject the request.
Random arbitrator selection (RAN):
This is the baseline policy, where we select arbitrators randomly from the requester's pool of NBs. Doing so allows a uniform spread of arbitration loads, as each candidate NB has an equal chance of selection. Further, RAN is arguably a security mechanism as well. As arbitrators are effectively appointed by chance, malicious peers cannot predict future arbitration selections and thus unfairly influence game-play.
Nearest (N2D/N3D): Here, responsiveness takes precedence over security. We choose the closest NBs as they are likely to already have localised player information (e.g., current health). Thus, we limit any pre-processing and data-exchange to the arbitrator, ultimately lowering the total set-up time.
This approach also builds on the idea that, players crowding an area in the virtual-world also tend be in same real-world geographical region [36] . Using euclidean distances on a 2D plane (ignoring the Z -axis), the closest NB is always chosen. Pursuant to this, we may infer that the network distance between peers and the candidate (and thus, their latencies) are minimised.
With 3D distances, the Z -axis component is also considered, which favours nearest NBs that have approximately the same current load as the requester. So, if a peer is currently experiencing medium traffic (e.g., mid-height in the cube in Fig. 4) , it is likely to choose NBs from the same layer. The idea is to choose candidates will be of similar capability (peer-type) to the requester. A use case for this is if a system designer would want peers to maximise the use of their fellow (same capacity) peers, before seeking help from those above it in the 3D-VD.
Out-most (O2D/O3D): These form the counter argument to N2D/N3D, emphasizing fairness instead. When requesting arbitration, there is a need to select peers further away, as they are, ostensibly, uninterested in local events. The inference is that such NBs are less motivated to unfairly interfere with outcomes involving a far-away requester and his intended opponent.
A nearby candidate, on the other hand, may have a vested interest and can affect outcomes negatively, to potentially benefit his own game. For example, a player, P X , guards a valuable resource that a nearby arbitrator, P A , desires. As P X battles with an opponent P O , P A can maliciously resolve game-play outcomes in favour of P O and thus easily access the valuables thereafter.
Central (C2D/C3D): This policy simply aims to strike a balance between prior distance-based policies, juggling fairness and responsiveness. Initially, all the NBs of the requesting peer are sorted according to their distances from it. From this sorted list, the median NB (i.e., the middle-most) is chosen, ensuring that a relative (as opposed to absolute) measure guides the process.
Mass effect (MST/MDY):
Here, inspiration was taken from the fundamental Newtonian laws on the gravitational pull of masses, and its roots in the widely used inverse square law. Within the context of our 3D domain, Newton's model is ideally suited to exemplify peer relationships in the VE. Thus, calculating the force of attraction, F, between two peers, is given by:
where G is the gravitational constant; M C represents mass of the computing peer; M N is the mass of a NB of M C ; and D is the distance between them. Our use of the term mass is an euphemism for capacity, specifically meaning a peer's resource levels. Thus, the more resources it has, the more "massive" it is and the greater the strength of its gravitational pull. We further classify two unique variations: Mass-effect Static (MST) and Dynamic (MDY). MST uses unchanging resource values, effectively locking a peer's capacity. Thus, a dedicated server is consistently massive while a weak-node stays minute. In contrast, MDY embraces the fluidity of peer capacities. Both schemes seek to balance mass attraction principles (biasing towards large capacity NBs) with a strong distance decay factor that prefers nearer NBs.
To conclude, the above policies augment the 3D-VD mechanism and whilst some may seem simplified, the dynamics in the selection process are adequately modelled and are sufficient to test the validity of the proposed method.
Simulations and results
For our experimentation, a specialized simulation engine was implemented. This was essentially due to the need for CGAL [37] , an open-sourced, academic-driven C++ software library for advanced computational geometry. CGAL was chosen due to its performance and flexibility when deriving 3D-VDs.
The need to test with large enough numbers of peers precluded any inter-client experimentation with actual network communications. Thus, simulations are in order, with most tests conducted with a chosen peer population of 1,000. This may seem small but we are presently bound, by the available hardware, to the computational and time constraints of deriving the 3D-VDs. At each tick, a 3D-VD of all peers within the VE is constructed, which is a computationally intensive task that is then repeated for the entire run.
Accordingly, we cannot realistically compute 3D-VDs for millions of nodes, as it is presently beyond the computational power afforded to us. However, it is stressed that the results here can be reasonably extrapolated to larger numbers, as the tests speak to the validity of our approach on smaller subsets.
Peers are contained within a single simulation instance, with results collected per simulation "tick". Each tick represents a discrete time-step where peers execute moves and resolve interactions, for a period of 100 ticks per simulation run. We assume no peers become disconnected, as this is not our primary focus here. Moreover, there is no need to duplicate prior experimentation in [1, 19] where effects of peer losses/delays are already well documented.
For simplicity and to speed up our simulations, our engine derives an all-encompassing 3D-VD per tick, which each peer subsequently uses to find its neighbours. In actual fact, each peer must compute its own 3D-VD representation of the virtual world, and use it for NB discovery. As there are no peer losses, subsets of larger 3D-VDs are equivalent to self-derived ones. The number of Tries represents the total interactions (and thus arbitration requests) generated by peers throughout the simulation F1
Fail-1 indicates the subset of Tries which subsequently failed. That is, at the first attempt seeking arbitration services, the request was rejected F2
Fail-2/3 are further, consecutive failures as peers repeat their request for arbitration services during successive ticks (i.e., after the first fail event) F3
FG
After three continuous failures, peers give up, denoted by FG (Fail-G)
Lst
Lost means a loss of contact between two neighbouring peers. E.g., two peers wish to engage each other in combat and, due to a failed requests, they give up and move apart. This is another form of Fail-G, signifying peers who become disinterested after failing to secure arbitration services Peer movement within the virtual map is randomised, in accordance with the simulation methodology of [1] . While it arguably represents the basic behaviour of players, we are currently implementing movement algorithms that better mimic the flocking/crowding characteristics seen in most games.
The population distributions of the four distinct peer types are summarised in Table 2 . Configurations are meant to approximate peer distribution in any wouldbe MMO-FPS. "Sv1" and "Sv4" scenarios were conceived to measure the stresses placed on dedicated servers, if any are installed into the P2P-VE. Table 3 summarises the event types recorded in the simulations. Failures denote rejection of any arbitration requests by the candidate peer. For example, the candidate receives some number of requests during a tick and decides that it is unable to accept any more arbitration duties, based on its present load. It then rejects the incoming requests with a simple reply back to the requesters.
Turning to the actual results, we begin by examining the failures recorded for 2D distance -based policies as seen in Fig. 6 . It is surmised from the plots that distance-based schemes exhibit average to low performance, with Outmost (O2D) especially poor (as evidenced by the elevated failure counts). Choosing centrally distant NBs (C2D-middle) limits failures to the low thousands and constitutes the best failure avoidance of the three "blinded" policies, where dynamic upload capacity is effectively disregarded as a selection criteria. The results for 3D-based euclidean distance measures generally follow that of 2D. They represent our attempts to include current nodal capacities (embodied by the Z -axis) into the selection decision. Again, central-themed policies offered the best results, generally keeping failure rates below 1,000.
Analysis of the mass-effect policies seen in Fig. 7 shows close tracking with the Nearest (N2D) policy. This is due to the inverse-square laws favouring nearer NBs even if they are less fit. Note the improvements when using dynamic over static policies, reflecting the importance of utilizing the fluidity of peer upload capacities in any selection mechanism.
In all the plots shown here, we also note the "snow-balling" effect of first-failures and the subsequent substantial rise in the number of Tries. This is most obvious in the O2D plots of Fig. 6 . Increased failures cause peers to retry with new interactions, driving up the arbitration request count. This is a mechanic of the simulation and is not an attempt on our part to artificially increase the number of tries. Nodes simply initiate more combat as prior attempts are rejected, reflecting a need to participate more intensely.
In Fig. 8 , we see that Randomized selection (RAN) outperforms most of the prior schemes, with its plots very closely tracking that of C2D. This is perhaps due to its uniform nature, as there is a greater probability of selecting fit arbitrators from an indiscriminate pool of NBs. It is interesting to note how the simpler RAN scheme yields very similar results to the best-performing distance-based scheme (C2D), with much less computational complexity.
Again in Fig. 8 , we immediately notice the very minimal failures incurred for the the Fittest (FIT) policy. The overall reductions are very pronounced, with later fail-events (Fail-2 to Lost) at or approaching zero instances and significantly reduced Fail-1 event counts. This reflects the ideal situation where NBs with the most available resources (i.e., topmost along the Z -axis ) were habitually chosen at the first attempt and thus, minimizing overall rejections. Nonetheless, failures were recorded due to specific instances where a multitude of peers requested arbitration from a particular peer, all within the same tick. Ergo, the unfortunate candidate at the top of the Z -axis is flooded with requests and is forced to reject some. This does represent a weakness in the FIT policy, as they will be times when high-capacity peers are suddenly overwhelmed. By always choosing the highest node on the Z -axis, we unwittingly enable this phenomena. However, on the whole, FIT is the best performing policy with the lowest failure rates. FIT minimizes retries and thus, any delays to the start of arbitration, thereby enhances overall VE responsiveness.
To understand the effects of inefficient policies, we refer to Fig. 9 , where we see the difference in requests against actual fulfilment. Across all configurations, we see that FIT deals with requests easily. This culminates in lower total Tries, as peers have running interactions and do not initiate newer ones. This is vindication of our earlier argument for the desirability of servicing arbitration demands quickly and avoid the detrimental effects of repeated requests.
For clarity, only three marker policies were shown in Fig. 9 , to highlight differences across the spectrum. For each simulation configuration, the order of performance is as follows: FIT (shown), RAN, C2D (shown), MDY, N2D, MST and O2D (shown). Generally, each design has its merits relating to responsiveness and/or security but high failure rates preclude the use of some.
C2D/3D seeked the middle ground between responsiveness and security, balancing faster set-up times with the need for peers uninterested with local game-play. For the most part, they do present better results, minimizing failures of type Fail-2/3/G. Interestingly, blindly incorporating Z -axis values into distance-based schemes (N3D, C3D, O2D) proved inconsequential at best.
The mass-effect policies incorporated the dynamic capacity metric and were an ideal fit for our 3D domain. However, the strong denominator in the inverse square law (D 2 ) meant capable peers were continuously rejected. The simulated "gravitational" pulls were not enough to overcome great distances. This can be seen with the close tracking of results for MST with N2D/3D.
FIT proved the best performer but its success is tinged with the aforementioned issues with sudden request volumes. Additionally, the crucial need to intelligently select nearer or further arbitrators is left to pure chance.
Related work
The almost real-time responsiveness needed to maintain interactivity in online-games is what separates P2P-VEs from other P2P research fields. While a file-sharing system can be tolerant of high latencies, online game-play is highly dependent on the timely delivery of updates [3] . It is eminently frustrating for players to press a button and only see their action registered a few seconds later. In such situations, all interactivity and immersion is destroyed. FPS games are particularly vulnerable in this regard, with [22, 23] noting that latencies beyond 150-180 ms are detrimental to in-game performance.
Elaborating further, [2, 21] state that different genres of games have varying tolerances to network latency. The RPG class of games are noted to have players more tolerant of such high latencies. This is due to inherent game mechanics, where accuracy and timeliness are not defining factors in interactions. In contrast, FPS players are noted for their acute sensitivity to latencies. Thus, it is postulated that if we can satisfy FPS players, then we can satisfy all others. This is the reason for our enduring focus on FPS-styled games.
As with current commercial games, the prevailing industry practice elevates responsiveness over game-play security, with basic client-server (CS) architectures the most widely employed amongst them. As articulated in [25, 26, 38] , CS techniques simplify the issues of responsiveness and to a limited extent, security. This however, is at the expense of scalability and flexibility. Hybridised CS and P2P [38] [39] [40] solutions exists but are often less fluid and fraught with handover issues as peers live in semi-enclosed subsets of the virtual world.
Actual game-play security is not a primary concern of this paper. However, the specific issue of game-state fidelity (i.e., consistency and cheat-resistance) forms a fundamental requirement [35] . The reason we advocate strongly for singular arbitrators is given by examining past approaches: -The basic Lockstep protocol of [27] may be used but it is susceptible to high-latencies in its participants. Within a turn, a peer may (for whatever reason) be slow in committing its decision. Thus, the resolution process is delayed and responsiveness for other peers is negatively impacted. -Various distributed and group-voting mechanisms have been mooted [28] [29] [30] 41] .
However, maximising responsiveness in the P2P-VE are often secondary objectives, if at all. Further, group mechanisms incur extra processing and communication overheads when using multiple arbitrators. -Most prior art striving for fully P2P NVEs have focused more on addressing network scalability issues; with map-partitioning, interest management and load-balancing the primary concerns [1, 18, 34, 40, 42, 43] .
A summary of related work is presented in Table 4 , where it is seen that there is a disconnect in research areas. Most work in the P2P-VE area targets network scalability issues, whereas efforts on the issue of game-play arbitration generally consider focus on hybridised architectures. [27, 28] do have a focus on pure P2P environments but favour the multiple arbitrator approach. The proposed approach here is an attempt to bridge the two research sectors.
The idea of multiple arbitrators, is to self-audit peers and thus, diffuse the effects of cheating. Conceptually, this is aggregated consensus where more trust is placed in group decisions than on singular authority. The concern here lies with increased overheads and latency issues amongst referees. If one is delayed, the arbitration process, and thus game flow, would be impacted. Alternative approaches include peer auditing schemes proposed for hybrid CS-P2P systems [30, 41] . Again here, the localised structures are intransigent and monitoring overheads are incurred. [29] uses inter-peer round-trip times as the main criteria for selecting "referees". Crucially, they rely on a global authenticator (making it only partially P2P) and also use multiple arbitrators.
With most recent work enabling P2P principles on NVEs, the focus has been to assuage exponential bandwidth growth as potentially thousands of peers become interconnected. This is arguably the cardinal concern, evidenced by the large volume of prior art and a very active research community.
A common thread that runs through most recent work is the concept of interest management, all in an effort to reduce the amount of bandwidth/resources used. The idea is to limit the scope of individual peers, to an extent where information dissemination and control becomes a more scalable proposition.
Earlier work in [18] (MOPAR) merges unstructured network overlays with Distributed Hash-Table (DHT) principles. VoroGame [40] proposes a similar strategy, with the exception that map partitioning is done with 2D-VD. Both introduce the idea of a "controller" peer that is in charge of specific areas in the map, which may be construed as arbitrators in a sense. However, with their focus on scalability issues, little mention is made of the myriad of issues affecting the selection of these controllers and their suitability as arbitrators.
Donnybrook [34] , is another well-known treatise in the area of P2P games. However, the focus there is again on interest management and the attempt to reduce bandwidth usage as the number of peers scale higher. While they successfully support the constant updating of a multitude of peers, little is said regarding the verifiability of the updates and the role of arbitrators.
Fundamentally, the work presented here is an augmentation of VON [1] by Hu et al. Besides the ability to incorporate the 3rd dimension, the fluidity of their network overlay is a key feature, as we prefer the more flexible clustering it affords. It does away with the rigid/semi-rigid map partitioning seen in previous works and its inherent dynamism belies its simplicity. [43] represents a progression of their work to tackle load-balancing issues in P2P systems.
Conclusions and future work
This paper has expanded on our original concept of a 3D Voronoi enabled, fully P2P-VE. The question we posed was that of timely arbitrator selection. That is, in an egalitarian network of peers, (i) who do we select as temporary game-play adjudicators; (ii) how do we select this peer; and (iii) can we select him fast enough to avoid delaying game-play.
Pursuant to this, we have detailed the 3D-VD technique, its strengths and the various selection policies we have developed. The 3D-VD method shows great flexibility, where the Z -axis can be adapted to suit various requirements. Our work has concentrated on using the most limiting peer resource, that of upload bandwidth as the main metric. Consequently, the Z -axis reflects a peer's dynamic upload capability.
As for the selection policies, 3D-VD enabled us to discern the spatial relationships and allowed the application of rudimentary physical laws onto a 3D virtual space. The simple FIT policy was shown to be exceptional but contains conceptual flaws that may hinder its use. The mass-effect policies exhibited inadequate results but remain an interesting avenue for further research. Further augments may satisfy the need to balance nearness (for timeliness), farness (for security) and resource availability (to minimise retries).
