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Abstract
Silicon-based optical phase modulators were studied. Two and three terminal devices 
integrated into rib waveguides were interrogated using device physics and optical 
modelling software packages. The device performance benchmarks are the drive current 
required to achieve a given phase shift and the device transient rise and fall times. The 
slower of the two provides the device operating bandwidth.
Among the n-p-n devices with a silicon overlayer thickness of 0.98pm studied, the most 
efficient device is one with constant doping profiles at a concentration of lO^^atoms/cm  ^
in each contact, the side dopant profiles extended right up to the buried oxide and are 
located close to the rib edge. This device was predicted to require a ;r-phase shift ciuTent 
of 0.5mA with rise and fall times of 0.3ns and 0.12ns respectively, which gives an 
operating bandwidth of approximately 1.7GHz. Optimised side dopants for the n-p-n and 
p-n-p variants were developed. An alternative theoretical voltage waveform was 
developed which is predicted to increase nominal operating bandwidth tremendously. A 
n-p-p device excited by this waveform obtained operating bandwidth in excess of 40GHz. 
At the time this work was carried out, this was the fastest prediction for a silicon-based 
optical phase modulator. It is concluded that silicon-based modulators studied in this 
work is capable of achieving MHz and GHz modulation.
Numerous variants of the two most promising device designs were fabricated. They are 
the n-p-n and p-n-p variants. Critical fabrication aspects such as rib spacer thickness, 
doping, and annealing temperatures were studied. Modelling and experimental results are 
in agreement. This suggests that the additional theoretical results for devices not 
fabricated are reliable. A lar'ge number of the devices failed optically and a 
methodological failure analysis method was established. Failure analysis observations 
were consistent with experimental results.
Key words: carrier injection, optical phase modulator, plasma dispersion effect, rib 
waveguides, silicon-on-insulator (SOI), silicon photonics.
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Chapter 1 Introduction
Chapter 1
1 Introduction
The advancement of silicon based electronic components has progressed tremendously 
since the production of the first solid state electronics devices to the stage that silicon is 
by far' the most widely understood and used material in the semiconductor electronics 
industry today. However, the development of silicon photonics -  tlie optical analog to 
silicon microelectronics -  has been relatively slow. Nonetheless, this trend is set to 
change as tlie growing demand for instant and reliable communication means that 
photonic circuits ai*e increasingly finding applications in optical communications systems.
One of the main candidates to provide satisfactory performance at low cost in the 
photonics circuit is silicon due to the high yield, performance, and cost effectiveness. 
Silicon photonics is a field that is gaining momentum in tlie search for an effective optical 
material system as it possesses significant advantages over many other semiconducting 
materials. Some of the more prominent advantages are tliat it is a well-understood 
material system, with well-characterised processing, relatively low-cost substrates, and 
the fact tliat it is transparent at the important wavelengths of 1.3 and 1.55 |Xm, and it is 
also a highly confining optical technology implying that smaller silicon real estate will be 
required for devices as compared to other technologies. However, silicon also has some 
disadvantages when compared to compound materials like gallium arsenide (GaAs). 
Silicon is an indirect bandgap material which means that it has a much longer minority 
carrier lifetime, and also lacks an efficient light emission mechanism. Furthermore, 
silicon has a much bigger effective electron mass than GaAs resulting in lower electron 
mobilities, i.e. slower devices. Witli slower devices, silicon is hugely disadvantaged 
especially in devices where modulation of an optical signal is required which may be a 
key component in a photonic circuit.
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A silicon modulator usually operates via the carrier injection effect and is usually made 
up of an active device integrated in a waveguide str ucture in a p-i-n configuration. Upon 
forward biasing of this active device, free carriers are injected into tlie intrinsic 
waveguide region where the majority of the propagating optical mode is concentrated. 
This subjects the propagating electromagnetic mode in the waveguide to phase and 
amplitude modulation by the earlier injection effect. There is an intensive effort by 
researchers worldwide to develop such active devices based on silicon. Two key aspects 
are always associated with the silicon phase modulator to be used as benchmarks -  the 
speed of the device and the amount of drive current required. This work was initiated to 
study these two key issues.
The remainder of this thesis is str uctured in the following fashion.
In chapter 2, theory related to die optical phase modulator is introduced. This includes 
discussion of optical modulation in silicon, single mode operation of a rib waveguide in 
which the silicon optical phase modulator is fabricated, modulation depth, bandwidth 
calculation, insertion loss, and a treatment of ray theory. The free carrier injection effect 
will be shown to offer the best optical modulation mechanism in silicon.
Chapter 3 reviews research performance to date of silicon-based optical waveguide 
devices, in particular' modulators, switches, and variable optical attenuators. Chapter 4 
introduces the device physics and the optical simulators used in this work to perform 
designs and simulations. Chapter 5 presents the devices modelled including the 
parametric variations and discusses the modulator design and simulation results.
Chapter 6 gives a summary of the fabrication steps employed to fabricate the most 
promising devices studied in chapter 5. An optimum modulator design that outperforms 
most of the devices studied in chapter 5 is presented. A major technical difficulty which 
could prevent the optical phase modulators from functioning is discussed along witli 
possible remedies. Chapter 7 deals witli tlie experimental techniques employed in this
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work such as the experimental setups prepared for various measurements, as well as the 
sample preparation techniques.
Chapter 8 provides a discussion of the experimental results obtained in this work. Based 
on these, a circuit model representing the measured optical phase modulator is also 
developed to enable a better understanding of the experimental results. A methodological 
approach is also presented to perform failme analysis on faulty optical modulators and 
various corrective actions are suggested.
Finally, the research covered in this tliesis is concluded in chapter 9. In this work, 
comprehensive device designs were studied which will enable researchers to extend their 
knowledge about the device electrical and optical performance. The trends from the 
results obtained in this work are sufficiently general to aid in tlie design of many 
modulator geometries. A summary of achievements is given and ideas for future research 
work areas are suggested.
The first objective of this work is to design and model silicon-based optical phase 
modulators in silicon-on-insulator (SOI). The second objective is to fabricate these 
devices based on a silicon overlayer tliickness of 0.98 p,m.
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2 Background
2.1 Introduction
This chapter begins witli a brief introduction of the properties o f silicon critical to the 
project. Next, methods of optical modulation in silicon are discussed. Possible modulation 
mechanisms such as the electro-optic effect, the thermo-optic effect, and the free carrier 
effect are discussed in turn. The free carrier effect will be shown to be the most viable 
method of modulating an optical signal in silicon. Then the focus will shift to the design 
of the waveguides to operate as single-mode devices and to demonstrate that laige multi­
micron rib waveguides can still operate in a single-mode fashion. Basic operating 
chaiacteristics of a modulator along with paiameters such as modulation depth and device 
bandwidth will also be defined. Finally, a treatment of ray theory and propagation loss 
measurement will be given before ending with a summary.
2.2 Properties of Silicon
Among semiconductors, silicon (Si) is one of the most well studied materials and detailed 
information of Si can be found in, for example, Sze [2.1]. However, for the purposes of 
this work, the following points are important. Si possesses a bandgap energy of 1.12 eV, 
and is transparent at À > 1.1 |im. Therefore Si is suitable at the infrared 
telecommunication wavelengtlis of 1.3 |xm and 1.55 |im as a potentially low loss 
waveguiding material. The transition between absorption and transparency is not abrupt 
and therefore care must be taken when selecting a wavelength for a given technology. 
This will not pose a problem for the Si optical modulators discussed in this work as they 
are designed to work at the wavelengths of 1.3 |im and 1.55 p.m.
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2.3 Methods of Optical Modulation in Silicon
A key requii*ement for an integrated optical technology, especially for communication 
applications, is the ability to perform optical modulation. This relates to a change in the 
optical field as a result of an applied signal, typically but not exclusively, an electric 
signal. The change in die optical field is often derived from a change in the refractive 
index of the material involved, with the applied signal, although other paiametiic changes 
aie possible. Optical modulation in silicon is discussed in this section. The primaiy 
candidates for achieving electrically derived modulation are electric field effects and the 
plasma dispersion effect.
The main electric field effects that are potentially useful in optical materials, to cause a 
change in the refractive index, are the Pockels effect, the Kerr effect, and the Franz- 
Keldysh effect. Through applying an electric field to a material, a change in the refractive 
index may take place. Refractive index comprises two parts: real and imaginary indices. 
A change in the real refractive index. An, with an electric field is known as 
electrorefraction, and a change in the imaginary part of tlie refractive index, Aa, with an 
electric field is termed electroabsorption.
The electric field effects will be shown in section 2.3.1 to be unsuitable to significantly 
change the refractive index of Si and in section 2.3.3, it will be demonstrated that the free 
earlier injection method provides tlie most viable means of changing tlie refractive index 
in Si by more than an order of magnitude compared to otlier mechanisms. In tliis work, 
the free carrier injection method is used to generate changes in refractive index.
2,3.1 Electro-Optic Effects
Electro-Optical (EG) effects are changes in the refractive index of a material caused by an 
applied electric field. If the index change varies linearly with the amplitude of the applied 
field, the effect is known as the linear EG or Pockel’s effect. The change in refractive 
index is that of electrorefraction (i.e. real refractive index, An is proportional to the 
applied field, E). However, the Pockels effect only exists in materials whose crystal 
structure is noncentrosymmetric [2.2]. The Pockels effect is attractive due to the linear
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variation of n with an applied field (low power and high efficiency). Unfortunately, the 
unstrained silicon crystal is centrosymmetric in geometry and hence there is no first-order 
electro-optic effect. This effect is useful in materials such as Gallium Arsenide (GaAs) or 
Lithium Niobate (LiNbO.O which exhibit a strong linear electro-optic effect (e.g. [2.3]-
[2.4]).
A second order electric field effect which changes the real refractive index. An, in 
proportion to the square of the applied electric field is known as the Kerr effect. Soref and 
Bennett theoretically quantified the refractive index change in silicon at a wavelength of
1.3 pm as a function of the applied electric field using a numerical Kramers-Kronig 
analysis [2.2]. In that analysis, the authors concentrated on devices that modify the phase 
of a guided optical wave without modifying the wave amplitude. They were, in effect, 
investigating low-loss phase-shifting mechanisms based upon a controlled refractive 
index change of the waveguide medium. Their result shown graphically in Figure 2.1, is a 
plot of refractive index change. An versus applied field, E. The predicted An reaches 10^ 
at an applied field of 10^  Volts/cm (or 100 V/pm). This value is above the breakdown 
field of lightly doped silicon [2.5].
<  10* *I
10 10 10'
APPLIED E LE C TR IC  FIELD ( V / c m )
Figure 2.1: The Kerr effect in silicon as a function of applied electric field [2.2]
Chapter 2 Background
As the real and imaginary parts of the refractive index are coupled, it can be said that the 
index perturbation desired for optical modulation (An) arises physically from a change in 
the optical absorption spectrum (Acir).
The Franz-Keldysh effect in crystalline silicon is another electric field effect. The Franz- 
Keldysh effect gives rise to both electrorefraction and electroabsorption, with the latter 
being the dominant contiibutor. The mechanism can be described stiaightforwardly with 
reference to a semiconductor energy band diagram shown in Figure 2.2 [2.6]. In the 
presence of a stiong electiic field, the band edges bend. In effect, this shifts the bandgap 
energy, resulting in a change in the absorption properties of the crystal, pai’ticulaiiy at 
wavelengths close to tlie bandgap, and therefore a change in the complex refractive index. 
The parameter x represents tlie distance from the surface of tlie semiconductor, and E is 
the election energy. Ec and Ev are the conduction and valence bandedges respectively. On 
the right hand side of Figure 2.2, the bands aie flat. In this region, a photon can be 
absorbed only if it has enough energy to lift an election across the bandgap, as in 
tiansition (a). Closer to the surface where the bands have been bent by the field, a 
tiansition (b) can occur in which photon energy is sufficient only to lift tlie electron 
partway across tlie gap.
E
À
 ► %
Figure 2.2: Energy band diagram illustrating the Franz-Keldysh effect in the presence of a strong
electric field [2.6]
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The changes in refractive index due to the Franz-Keldysh effect were also quantified by 
Soref and Bennett [2.2]. They plotted the change in refractive index as a function of the 
applied electric field at a wavelength of 1.07 pm, for which they calculated the strongest 
Franz-Keldysh effect (reproduced in Figure 2.3). For comparison purposes, a wavelength 
of 1.09 pm is also included in the plot. Unfortunately, the effect diminishes significantly 
at the telecommunications wavelengths of 1.31 pm and 1.55 pm. From Figure 2.3, it is 
observed that the refractive index change reaches 10^ at an applied field of 200 kV/cm 
(20 V/pm). This figure is better than that of the Kerr effect (100 V/pm) discussed above, 
but it must be noted that this is not the figure evaluated at the communications 
wavelength where the effect is even weaker, hence needing a higher field to obtain a 
useful refractive index change.
10 " ^
An
1 0 “ 5
10 -6
----T”...T  1 ------ / ---- 7-“
_ aiLic 
300*K
■ MW-
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/ [ /r §/
*///
/ /  .JJL__
40  60  80  100  20 0  4 0 0
E ( k V / c m )
Figure 2.3: The Franz-Keldysh effect in silicon showing field dependence of electrorefraction at X
1.07 and 1.09 pm [2.6]
2.3.2 The Thermo-Optic Effect
A material’s refractive index change may be varied by applying temperature changes. The 
thermo-optic effect in Si is large. It has a coefficient of [2.7]:
8
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—  = 1.86xl0""//ir (2.1)dT
This is approximately twice the value of the thermal-optic coefficient of LiNbOs and 10 
times that of silica. The tliermal-optic effect (TOE) is used to impai t valuations in the real 
pai't of the refractive index with modest increases in material temperature. When such a
change occurs uniformly over a finite length, L, then the change in optical phase, A^,
relative to unperturbed propagation is given approximately by [2.8]:
=  (2.2)
where dn/dT is the thermo-optic coefficient, L is the length of the heated region, AT is the 
temperature rise over this length, and X is the operating wavelength.
As this work is based on SOI stiuctuies, it would be instinctive to make some brief 
comments about the thermal aspect of silicon (Si) and silica (SiOi) in the SOI waveguide. 
The thermal conductivity of SiOi is two orders of magnitude lower than that of Si (Ksi02  = 
0.013 W/cm K, Ksi= 1.49 W/cm K) [2.9]. The SiOz layer represents a bottleneck to the 
heat dissipation toward the heat sink at the wafer bottom. Consequently, it is expected 
that the presence of a thick SiOz slab could cause a reduction of power consumption 
because of a good thermal ‘storage’ effect in the upper Si region. However, as a 
drawback, the removal of the ‘stored’ heat could be slow, meaning longer switching 
times.
The TOE effect has the advantage of not attenuating the optical power as it alters the 
phase of a propagating wave, which is evident in the free canier effect (section 2,3.3). 
However, in comparison with devices that utilise the free carrier effect, TOE devices have 
much lai'ger switching times of the order of microseconds rather than nanoseconds. 
Importantly, the TOE introduces a positive variation in the refractive index of silicon due 
to an increase in temperature. There are also issues about controlling the temperature rise 
to the locality of tlie waveguide, and of the efficiency of the mechanism adopted to 
deliver the thermal energy.
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2.3.3 Free Carrier Injection or the Plasma Dispersion Effect
The transmission of Si at telecommunications wavelengths of 1.3 |xm and 1.55 |im is 
dependent on the residual absorption and scattering loss ([2.10]-[2.11]). If Si is doped 
with impurities, free carriers will result and these change both the real and imaginary 
parts of the dielectric constant according to dispersion theory [2.12]. Changes in 
absorption and refractive index ar e denoted as Aar and An respectively, as given by [2.11]:
A a  = 47U c^^£gn (2.3)
(2.4)
where e is the electronic charge; c is tlie velocity of light in a vacuum; jUe is the election 
mobility; //* is the hole mobility; nice* is the effective mass o f elections; m.ch is the 
effective mass of holes; Ne is the free election concentration; Nh is the free hole 
concentration; £q is the peimittivity of free space; and Xo is the free space wavelength. 
Equations (2.3) and (2.4) are known as tlie Drude-Lorenz equations.
In 1986, calculations of the free earlier absorption of p-type Si with a doping of 10^  ^
impurities/cm'’ over tlie wavelength range of 1.2 jim to 1.6 fim were performed by Soref 
et al. [2.11] and are depicted in Figure 2.4 using equation (2.3). Figure 2.4 distinctly 
demonstr ates that the free carrier absorption loss, a  is approximately 5 x 10“  ^cm '\ which 
coiTesponds to a loss of less than 0.1 dB/cm, at wavelengths of 1.3 pm and 1.55 pm for Si 
doped with 10^  ^ atoms/cm^. Through these calculations, an insight into Si for lightwave 
applications at the low loss windows of telecommunications wavelengths can be obtained. 
As such, Si is a very good material for developing low loss optical waveguides at infrared 
wavelengths. In equation (2.3), some of the par ameters ar e interdependent and hence care 
must be exercised when evaluating the free carrier absorption effect. However, in order to 
demonstrate the significance of free carrier absorption, consider the additional absorption 
introduced by free carriers. Soref and Bennett [2.11] evaluated equation (2.3) for values 
of N  in the range 10^  ^ - 10 °^ cm“ ,^ and presented the data graphically as shown in Figure 
2.5. From Figme 2.5, it can be seen that an injected hole and electron concentration of
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cm“^  introduces a total additional loss of approximately 2.5 cm"*. This corresponds to 
a loss of 10.86 dB/cm, indicating the huge impact effect doping of the semiconductor can 
have on the loss of a waveguide.
SILICON
T«300*K
10
-  -  /  
FREE-CARRtER 
TERM
WAVELENGTH (AJfTI)
Figure 2.4: Free-carrier absorption of high-resistivity single-crystal silicon (10*® impurities/cm^) over 
the infrared wavelength range of 1.2 to 1.6 pm [2.11]
A o C (cn rf')
Z  SILICON ”  1.3)um
electrons
/ electrons
N c ( c m ' )
Figure 2.5: Added optical absorption in Si due to the presence of Nc free carriers per cm  ^[2.11]
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Soref and Bennett [2.2] also studied results in the scientific literature to evaluate the 
change in refractive index, An, to experimentally produce absorption curves for a wide 
range of electron and hole densities, over a range of wavelengths. They focussed, in 
particular', on the communications wavelengths of 1.3 and 1.55 pm and interestingly their 
results for electrons only were in good agreement with the classical Drxide-Lorenz model. 
For holes, a dependence of (AAO^ '^  was noted. Subsequently, they quantified the changes 
that they had identified from the published literature, for both refractive index and 
absorption. They produced the following extremely useful expressions which are now 
used almost universally to evaluate changes due to injection or depletion of carders in Si:
At Ào= 1.55 pm:
An = Ane + Ann = -[8 .8  x  10"^ (^AA^ e) + 8.5 x (2.5)
A a =  AOe + Aan = 8.5 x  10“^ (^AA,) + 6.0 x lO~^\ANn) (2.6)
At Ao =1.3 pm:
An = Afie + Ann = -[6 .2  x  lO'^^AlVg) + 6.0 x lO"^\ANnf^] (2.7)
A a =  Acxe + Aon = 6.0 x 10"^ (^AAg) + 4.0 x lO~^\ANn) (2.8)
where: Ang is tire change in refractive index resulting from change in free electron
concentrations; Ann is the change in refractive index resulting from change in free hole
concentrations; is the change in absorption resulting from change in free electron 
concentrations; and Aan is the change in absorption resulting from change in fi*ee hole 
concentrations.
In section 4.3.3 on page 108, it will be illustrated that a carrier injection level of 5 x  10^  ^
cm“^  is readily achieved for both holes and electrons. Using equation (2.5), the change in 
refractive index. An is estimated to be -1 .67  x 10~^  at a wavelength of 1.55 pm. This 
amount of change in An is more than the changes due to the electric field effects (section
2.3.1 page 5) by more than an order of magnitude. The distinct difference between TOE 
and free canier injection is that the former increases silicon’s real refractive index
12
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whereas the latter decreases the material’s real refractive index. Therefore, caution must 
be exercised when designing devices so that these two effects do not compete against 
each other.
2,4 Large Single Mode Rib Waveguides
In order to achieve a good coupling efficiency of an optical waveguide from a single­
mode fibre by an end-fire coupling metliod (section 3.5.2 on page 76), the cross-sectional 
dimensions of the waveguide, must be of similar dimensions to those of the fibre core. 
Larger core planar’ waveguides have a poor rejection of higher order modes and hence are 
multimodal in natme. In order to have single mode operation at the wavelength of 1.55 
pm the Si film thickness of an Silicon-On-hisulator (SOI) planar’ waveguide must be 
reduced to approximately 0.24 pm [2.13]. This small thickness can be difficult for 
coupling light into the waveguide from a single-mode fibre which has a core thickness of 
4 to 10 pm.
Therefore it is perplexing that silicon rib waveguides with multi-micron overlayer 
thickness are regularly reported in the literature as single-mode in operation (e.g. [2,14]). 
This contradicts the contents presented in the paragraph above. The solution to this 
appar ent inconsistency is that, if the geometry of the rib waveguide is conectly designed, 
higher order modes leak out of the waveguide over a very short distance, leaving only the 
fundamental mode propagating (single-mode). This was demonstrated theoretically by 
Soref et al. [2.15], in an excellent research paper in 1991 based on the single-mode rib 
theory derived by Petermann [2.13]. In that paper, Soref et al. overcame the general 
misassumption that the cross-section dimensions of a 3-dimensional (3D) rib waveguide 
must be similar to the thickness of a single-mode slab waveguide to fulfil tire monomode 
slab criteria. For the sake of brevity, a brief account of then approach is given.
Firstly, the authors defined a rib waveguide in terms of some normalising parameters 
(Figure 2.6) and the analysis is intended for large rib waveguides that satisfy the 
condition;
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(2.9)
The waveguide modes were denoted using the convention and EHp  ^for p = 0, 1, 2, 
... and  ^= 0, 1,2, ... Then, the authors limited their analysis to waveguides where 0.5 < r 
< 1. This restriction was imposed because for r > 0.5, the effective index of ‘vertical 
modes’ in the planar region either side of the rib becomes higher than the effective index 
of all vertical modes in the rib, other than the fundamental. Thus all modes other than the 
fundamental vertical mode are leaky. This seems reasonable as the second vertical mode 
in the rib will have an intensity profile with two peaks, the latter overlapping well with 
the fundamental mode of the planar region adjacent to it, and hence coupling to it.
2wX,
Figure 2.6: Rib waveguide structure definitions [2.15]
Next, the authors used an effective index approach to define a parameter related to the 
aspect ratio of the rib waveguide, w/h, and found the limiting condition such that the EHoi 
and HEoi modes (and hence higher order modes as well) just failed to be guided. This 
resulted in a condition for the aspect ratio:
- < 0 . 3 +  
b V l - r ? (2 .10)
Therefore restrictions on the geometry of a rib waveguide make the guide behave as a 
single mode waveguide. The rib waveguide can be several microns thick, and can even
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have a large index step between the core and the cladding, as in the SOI structure in 
Figure 2.6. In order to demonstrate their hypothesis the authors simulated the progression 
of a high order mode. Their results are shown in Figure 2.7 and the waveguide simulated 
represented a SOI structure, with an upper air cladding. The first figure represents the 
launch conditions, deliberately off-centre, in order to excite higher order modes. The 
second diagram shows waveguide modes after travelling 250 pm, which clearly exhibit 
more than a single mode. After 2000 pm the mode profile is essentially that of only the 
fundamental mode. Although this is not proof of the concept, it is a clear demonstration 
that in this case the hypothesis is reasonable, and that particularly, the higher order modes 
present have leaked away after travelling 2 mm.
Since the publication of this work, many authors have demonstrated single mode 
waveguides, notably ([2.14], [2.16]), and the notion of large dimension single mode ribs 
is widely accepted.
n« a 1.00
n, ■ 3.50
m, "  1.45
2 =  0
z = 250 Atm
z = 500 tim
z = 1000
1 z = 2000 f i m
Figure 2.7: Beam propagation simulation of a rib waveguide 12.15]
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Recently, Pogossian et al. [2.17] used the effective index method (EIM) to consider the 
single mode condition with the SIMOX rib waveguide results produced by Rickman et al. 
[2.18]. Thek analysis pointed out that a direct effective index approach to the single mode 
condition yielded an equation slightly different to that of equation (2.10) above, given as:
V l - / (2 .11)
Clearly this is equation (2.10) with tire constant 0.3 replaced by a variable c. The work of 
Pogossian et al. [2.17] produced a value of -0.05, i.e. approximately zero. Thus the 
conclusion of this work was that the value of c in equation (2.11) should be taken as zero 
to ensure single mode behaviour. This is clearly a slightly more restrictive condition than 
that of equation (2.10).
In 1991, Schmidtchen et al. [2.16] achieved low loss of -0 .5  dB/cm for the single-mode 
SIMOX rib waveguides which has a cross section of 7 by 7.5 pm, rib width and height 
respectively, at the wavelengths of 1.3 and 1.55 pm. These Si rib waveguides were large 
enough for good coupling with the single-mode glass fibres.
In 1992, Rickman et al. [2.18] bettered the results achieved by Schmidtchen et al. [2.16] 
by reporting a lower loss of 0.14 dB/cm for the optical attenuation of SIMOX planar 
waveguides which had a guiding layer thickness of about 6 pm at TE polarisation at 1.523 
pm. This loss, which is similar- to that of pure Si, was the lowest SOI waveguide loss 
reported until five years later when Fischer et al. achieved 0.1 dB/cm loss for the single 
mode SOI rib waveguides at tire wavelength of 1.3 pm for both polarisations [2.19].
In 1999, Ang et al. [2.20] measured and reported tire optical loss of Unibond SOI 
rectangular* couplers. At a wavelength of 1.3 pm, a loss of 0.15 ± 0.05 dB/cm was 
obtained for TE polarisation. This result is among the lowest loss for SOI reported. This
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result acts as testimony to demonstr ate that Unibond material exhibits good quality silicon 
guiding layers, comparable to pure silicon.
2.5 Propagation Constant, P
The basic solution of the wave equation is a sinusoidal wave given by [2,21]:
^0 exp[j(/cd;<2^)] (2.12)
where ^  may represent a component of the electric E  or the magnetic H  field, O) is the 
angular* frequency of the field, t is the time, k is the propagation vector which gives the 
dkection of propagation and the rate of change of phase witli distance, z  is the direction of 
propagation. This implies tliat the phase of the wave is:
^ —kz^cot (2.13)
From the equation (2,13) above, it can be seen that phase varies with time (0 and distance 
(z). The propagating wave can be seen as moving in tire z-direction, and also varying with 
time. Therefore from equation (2.13), it implies that the wave varies with distance at a 
rate determined by tire constant k, and varies with time at a rate determined by the 
constant m. When Xq, is the optical wavelength in a vacuum, the vacuum propagation 
constant ko is given by:
. 2kK - - ^  (2.14)
Note that ?to and ko are also referred to as free space wavelength and free space 
propagation wave number respectively.
In order to visualize the waves propagating in a planar* waveguide, consider Figure 2.8. 
Figure 2.8(a) shows a wave propagating in a waveguide with the propagating wave
dkection indicated by an arrow. This arrow shows the direction in which tlie propagation
constant k acts. The upper cladding (%) and the lower cladding (%) have a lower* 
refractive index than the core guiding layer (n\) in order to confine the lightwave 
propagating in the waveguide. The propagation constant is related to the refractive index 
of the medium in which the wave is propagating. In free space, the wavelength of light is 
referred to as the free space wavelength, Ao and in a medium of refractive index n, the
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propagation velocity is reduced by a factor of n, and thus the wavelength is also reduced, 
given by:
n
At the same time, the propagation constant is increased to:
I k  I k  
X Aqk — —— — —— n — kç^ tî
(2.15)
(2.16)
Wavevector
k { = n ^ k ^ j
► z
n,'2 (a) Propagation In a planar waveguide
Wavevector
k{=
(b) Relationship between propagation constants In the y, z, and wavenormal directions
Figure 2.8: (a) Propagation in a planar waveguide with different refractive indices, (upper 
cladding), n^  (core), and % (lower cladding), (b) The wave vector is resolved into components in they-
and ^-directions
Figure 2.8(b) represents the direction of the wavenormals as waves propagate through the 
waveguide, with wavevector k (= ni^o), and can be decomposed into y- and z-direction 
components using trigonometric functions. The component of the phase propagation 
constant in the y-dhection, ky is given by:
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ky -  n\ko cos 6[ (2.17)
where <9i is the propagating angle between the wavevector k (= /conO and the phase 
propagation constant in the y-dbection, ky.
The component of the phase propagation constant in the z-direction, kz is:
= ni ^0 sin (2.18)
kz is also referred to as propagation constant p  due to the fact that it defines the phase 
change of the wave in the direction of the waveguide. Similarly, as the propagation
constant, k is used to determine the phase shift in the dhection of propagation, is used to
evaluate the phase shift in the dir ection of the waveguide, given as:
^ = (2.19)
where L is the waveguide length (in the z-dhection). The phase change in the y-direction 
(across the waveguide) can be defined in tire same way, given by:
^=kyLy (2.20)
where Ly is the distance across the waveguide in the y-direction.
P  (i.e. &z) indicates the rate at which the wave propagates along the waveguide, and can be 
related to a parameter iV, which is termed as the effective index of the mode, given in a 
planar waveguide as:
A = nisin^i (2.21)
Substituting (2.21) into (2.18), p  (i.e. k^ becomes
(2.22)
Equation (2,22) is similar* to (2.16) and equates to the mode propagating straight down the
waveguide with refractive index N  instead of 'zig-zagging' back and forth. If the
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waveguide is that of a rib waveguide, N  is replaced with the effective index of the rib 
waveguide. For completeness, N^g is discussed in Appendix A. Note that rib waveguides 
also confine light in the same fashion, but in 2 dimensions. Hence P  in the rib waveguides 
is determined by lateral confinement as well.
It should be noted that in certain photonic circuit applications where interferometry is 
involved for example, there is a need to measure the phase of one wave with respect to 
another. In such instances, the time variation of both waves will be similar and hence is 
usually neglected. Therefore, the relative phase difference between propagating waves is 
a function of the propagation constant k and the propagation distance z only.
2.6 Operating Characteristics of a Modulator
Modulation of signals in a communications system is a critical function. In the network, 
the light may be modulated by means of an optical modulator. However, in some cases, 
the device can also function as a switch depending on tire strength of the interaction 
between the optical waves and the controlling electrical signal, as well as on the input and 
output port arrangements. Modulators and switches are two of the most important active 
components that operate on optical signals passing through fibre optic systems. They are 
active in two senses - they require external input power and they alter the signals in a 
variable way. hr this section, the operation of a modulator in a Mach-Zehnder 
Interferometer (MZI) is discussed along with pertinent characteristics such as modulation 
depth and bandwidth.
2.6.1 The Mach-Zehnder Interferometer (MZI)
Typically, a modulator is deployed in applications which makes use of interferometry 
such as in a Mach-Zehnder Interferometer (MZI). Consider a generic MZI which consist 
of two Y-junctions, the first of which gives equal division of the input optical power, and 
the second which recombines the power in each arm [2.22]. The modulator will be 
deployed on one of tire arms and the optical signal is altered in a variable way by 
application of a bias via an electrode. With no potential applied to the electrodes, the
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input optical power is split into the two aims at the first Y-junction and arrives at the 
second Y-junction in phase giving rise to a constructive interference at the waveguide 
output (assuming equal path lengths). There are two ways to achieve destr'uctive 
interference at the waveguide output. The passive option would be to introduce an 
asymmetrical path length such that the optical phase difference between the two arms 
differs by ;T“radians, hence producing destructive interference. The active option is to 
employ a modulator in one of the equal path lengths. If the modulator changes the phase 
of the optical signal in its arm by ;r-radians, no output would result from the MZI. The 
asymmetric option will produce a bigger device but provides easier fabrication. The latter 
option of introducing a modulator in one of the equal path lengths allows for dynamic 
changing of the phase, and hence dynamic control of output intensity.
Clearly a driving function is requhed to operate tire modulator and this depends on the 
material being used. Some materials such as LiNbOs have a str'ong electro-optic effect 
and hence use an electric field to manipulate the optical signal (e.g. [2.4]). Silicon-based 
devices have been shown to exhibit weak electro-optic effects (section 2 .3 .1 ) and the most 
efficient way of manipulating tire optical signal is to utilise the free carrier effect (section 
2.3.3) and hence devices based on this mechanism are current driven. The primary 
advantage of using silicon over a compound material is low cost. Although the latter 
offers faster devices, it is not always necessarily the main criteria for adoption in optical 
applications. This factor is critical especially in unfavourable economic climates where 
low cost and device functionality meeting the application requirements are the primary 
factors [2.23]. A silicon-based p-i-n  diode incorporated in one of the arms of a MZI is 
shown in Figure 2.9.
Witli no current applied to the electrodes, the input optical power is split into the two 
a r m s  at the ffrst Y-junction and arrives at the second Y-junction in phase giving 
constructive interference at the waveguide output (assuming equal path lengths) as shown 
in Figure 2.9(a). Alternatively, when a current is applied via the electrodes, a different 
phase is created between the signals in the two arms. The subsequent recombination of 
the signals gives rise to destructive interference in the output waveguide, shown in Figure 
2.9(b) where the optical power leaks into radiation modes. Hence the MZI has the effect
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of converting the phase modulation into intensity modulation. Thus, a phase shift of n: 
radians between the two arms gives no signal output. Therefore a radian and zero (or 
2m.7t) radian phase difference of the optical waves at the modulator arm will cause a zero 
and a full intensity at the output respectively, after the unmodulated input signal from the 
signal arm is recombined with the phase-changed signal.
Current = 0 Modulated guide Waves in phase; Constructive interference, signal output
Input Light
Input Coupler 
(50-50 split)
Output
Combiner
Umnodulated guide
(a) Constructive interference
Current = Modulated guide 180° out of phase: Destructive interference, no signal output
Input Light
Input Coupler 
(50-50 split)
Output
Combiner
Unmodulated guide
(b) Destructive interference
Figure 2.9: Mach-Zehnder interferometers based on the free-carrier dispersion effect.
(a) Constructive interference, (b) Destructive interference [2.22]
Upon application of a current via electiodes of the Si-based modulator, electiical caiiiers 
aie injected into the intrinsic region of the modulator which in turn changes its refractive 
index. The relationship between the injected caiiiers and refractive index change can be
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determined using equations (2.5) or (2.7), depending on the wavelength used. In turn the 
change in refractive index results in a phase shift, of the optical mode propagating 
along the waveguide given approximately by:
= (2,23)
where is the change of phase, Kn is the change of refractive index of the dielectric 
waveguide, X is the free space wavelength and L is the interaction length of the 
modulator. Equation (2.23) is an approximation and is only applicable to well confined 
waveguides. Strictly this equation should calculate phase change via multiplication of the 
change in propagation constant, by the device interaction length, L as presented in 
section 2.5 on page 17.
Mach-Zehnder Interferometer (MZI) Transfer Function
To review the operation of the interferometer, consider Figure 2.10. The input Y-junction 
in Figure 2.10 is assumed to split the input power equally. This results in similar 
intensities in aim 1 and aim 2 of the inteiferometer. The electric fields of the propagating 
modes in arm 1 and arm 2 of the interferometer can be represented as [2.24]:,
El =Eo sinimt ~Piz) (2.24)
E2 =Eo sin(fy/ - p 2z) (2.25)
where Eg is the amplitude of the electiic field intensity, Pi and Pi are the propagation 
constants in the z-direction for aims 1 and 2  respectively, t is the time and A? is the angulai’
frequency. Equations (2.24) and (2.25) consider two fields which have identical
amplitude but different propagation constants. Although the input Y-junction distributes 
the input wave evenly and the two fields formed in aim 1 and aim 2  will be in phase, this 
two fields may not be in phase when they recombine. This may either be due to different 
propagation constants in the aims or unequal optical path lengths in the two arms. The 
output waveguide intensity, St is given as [2.24]:
St ~(E i+E2)'x(Hi+H2)=So(E 1+E2Ÿ (2.26)
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Figure 2.10: Schematic of the Mach-Zehnder Interferometer (MZI) where arms 1 and 2 are L/ jxm
and Lz (iin long respectively
Upon evaluating the expression {E1+E2Ÿ, and assuming different path lengths for the two 
waves of L/ and L2 and expanding and substituting for Ei and E2, S t is given as:
Sj — Sq
Eq SIX)}{cot -  
+ jBq^  sin ^ {<xt — P2E1 )
+ 2Eq s i n { c t X ~ sin(<af- (2.27)
Equation (2.27) can be rewritten using trigonometric identities as:
S'T — Sq- Er
1—cos{2cot — ) + Ef: l —cos{2cot— 2^ 2^ ^
+  E q ^ [co s{^ 2 E i - PiL{) — cos{2(O t — P2E1 -  A^i)] (2.28)
Only the time average of these waves can be observed as the optical frequencies are very 
high. Therefore, all terms in equation (2.28) must be replaced with their time average 
equivalent, yielding:
■Sr='So]-  ^+ ^ +Eo'[cos(Ai^-Aii)] ='S'ofe"[l + cos(Ai^-Ai,)]} I  ^  J (2.29)
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Equation (2.29) is the transfer function of the MZI, and is depicted graphically in Figure 
2.11 [2.24]. In this figure, a plot of the MZI tiansfer function with normalised maximum 
amplitude versus change in phase difference is shown. If aims 1 and 2 have identical 
waveguides (hence similar- propagation constants), the transfer function will have a 
maxima when the patli length difference | L2 ~  Li | results in a phase difference of a 
multiple of I tu radians. The tiansfer function will have a minima when the phase 
difference is a multiple of k  radians. The term | ^)Li -  P\L\ | expresses the phase 
difference between the waves from aims 1 and 2 of the MZI.
1.0-1
1  '
~  0 .6 -
%
(0ioz 0 .4 -
0 .2 -
0 .0-1
0 5 10 15 20
Phase difference  ^(radians)
Figure 2.11: Normalised Mach-Zehnder Interferometer (MZI) transfer function with varying phase
difference [2.24]
Therefore by varying the relative phase of aims 1 and 2 of the MZI, the output intensity 
of the MZI can be vaiied to a maximum or minimum. The variation could be realised by 
incorporating a silicon-based optical phase modulator into either or both of the aims of 
the MZI. The unwanted additional absorption due to free carriers (section 2.3.3) results in 
intensity imbalance in aims 1 and 2 , and hence in imperfect inteiference in the output 
waveguide, especially in an imperfect ‘null’ in the tiansfer function. In the event where 
such an intensity modulator is to be operated not more than I ti radians, one aim can be 
used to compensate by being biased in teims of loss.
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2.6.2 Modulation Depth
One important chaiacteristic of modulators and switches is tlie modulation depth, or 
modulation index, rj [2.25]. For an intensity modulator, where the applied electrical signal 
acts to decrease the intensity I  of the tr ansmitted light, rj is given as:
^ J \ h  (2.30)
where /„,/« is the minimum transmitted intensity and h  is the value of intensity /  with no 
electiical signal applied. If the applied electiical signal acts to increase tlie tiansmitted 
light intensity, 7] is given as:
1 /  - / I71 = ^ -^  o\ (2.31)
max
where l,nax is tr ansmitted intensity when maximum signal is applied.
2.6.3 Bandwidth
The modulation bandwidtli is the range of modulation frequencies over which the device 
can be operated. The bandwidth of the optical modulator is derived from its transient 
response time. Cutolo et al. [2.26] quantified tlie switching rise and fall times for three 
terminal electro-optic modulators. In brevity, the device is initially zero biased and then 
forward step biased to a voltage that conesponds to a ;r-phase shift before finally 
returning to zero bias. The rise time, t,- and tlie fall time, tf are defined as the time required 
for the induced phase shift to change from 10% to 90% of the maximum value and time 
required for the induced phase shift to change from 90% to 10% of the maximum value 
respectively. For the family of devices designed and considered in this work, the rise time 
is usually considered, as it is the slower than the fall time and hence the limiting 
ti'ansition. The rise time is approximately related to the bandwidth by the expression:
Bandwidth = (2.32)
h-
Equation (2.32) defines tlie bandwidth approximation with a numerator factor of 0.5 
instead of 0.35 used in conventional electronic bandwidth determination. The assumption
here is that the optical signal switching bandwidth coixesponds to half of the inverse of
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the slower rising edge, tr in this case. Minimizing switching time is most important when 
large-scale arrays of switches are used to route optical waves over desired paths. 
Similarly, modulation bandwidth is a critical factor when many information channels are 
to be multiplexed onto the same optical chaimel. Thus, the unusually fast switching 
bandwidtli of silicon waveguide switches and modulators in this work, which will be 
discussed further in Chapter 3, has the potential to make them useful in 
telecommunication systems.
2.6.4 Comparing Devices
Devices discussed in the literature are of different length. A useful way of quantifying the 
effectiveness of these various devices is through a normalisation exercise via a figure of 
merit, Silicon devices operating via the plasma dispersion effect are curvent driven 
devices, and hence a useful figure of merit is;
X  = (2.33)
where is the current required for a ;r-phase shift and is tlie active length of the device 
in millimetres for a ;r-phase shift. Equation (2.33) pertains to devices that operate by 
carrier injection, i.e. current controlled devices.
The current density 7;^  is another commonly used figure of merit and is expressed as:
where I^is tlie current required for a ;^-phase shift and L^is the active length of the device 
in millimetres for a ;^-phase shift and W is the width of the rib waveguide. is expressed 
in A/cm^. This allows comparison of devices with different cross-sectional dimensions.
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2.7 Ray Theory and Waveguide Facet Reflection 
Basic Ray Optics in planar waveguides
The principle of total internal reflection of light from the waveguide walls can be used to 
describe the guidance in planar waveguides. Suppose a light wave is propagating in a 
medium with refractive index ri\, and is incident on the interface between two media at an 
angle 6\ as depicted in Figure 2.12(a). At the interface, one part of the light will be 
reflected back {Er) into the guide and one part will be transmitted (E,). In Figure 2.12(a), 
the angle is greater than B\ due to the higher refractive index of medium 2  {112) 
compared to that of medium 1 (n\).
(a)
(b)
Figure 2.12(a): Light ray incident on the boundary between two media with refractive indices /i; and 
where », > tt2. (b) Total internal reflection [2.27]
Using Snells Law, the relationship between the refractive indices ri\ and «2, and the 
incident (0i) and refracted (Oz) angles is given as:
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m  sin Oi -  H2 sin O2 . (2.35)
In Figure 2.12(a), as û\ is increased, O2 will approach 90 °. At a certain angle of 0u ^  will 
reach 90 °. This reduces equation (2.35) to:
«1 sin 01 = ti2 (2.36)
At this instance, the angle 0\ can be defined as the critical angle 6c, and is expressed as:
/  \
6^  -  sin ^ f_h (2.37)
Total internal reflection occiu's with no light tiansmitted, for incidence angles that are 
greater than The concept of a waveguide is demonstrated by incorporating a second 
interface with refractive index «2  below medium 1 which as refractive index n\, as shown 
in Figure 2.12(b), at which the wave experiences total internal reflection.
Reflection coefficients
The reflected and transmitted waves can be described by using the Fresnel formulae
[2.27]. The reflected wave in Figure 2.12(a) has complex amplitude E, at the interface and 
is related to the complex amplitude E/ of the incident wave by:
Er — rEj (2.38)
where r is the complex reflection coefficient, which is a function of both the incidence 
angle and the light polarisation.
A propagation light wave is a propagating electromagnetic wave where the electric and 
magnetic fields are always orthogonal to one another, and botli are orthogonal to the 
propagation dhection. In most instances, either the case of the electric field or the 
magnetic field being perpendicular’ to the incidence plane (i.e. the plane which contains 
the wave normal and the normal to the interface) is considered. These are termed
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transverse electric (TE) and transverse magnetic (TM) respectively. In TE polarisation, 
the electric field always remains perpendicular' to tire incidence plane, whilst TM 
polarisation implies that tire magnetic field always remains perpendicular’ to the incidence 
place. The Fresnel formulae relates the reflection coefficients i'te and i'tm as:
For TE polarisation:
n, cos 6^ 1 —ÎU cos^o %  =  -T (2.39)
«1 cos + « 2  cos ^ 2
For TM polarisation:
lu cos 6*1 -  m cos 6^
' ; i ,c o s ^ ;  + n,‘ cos^, (2.40)
The reflection coefficients relate the relative amounts of the fields reflected and not the 
power. It is difficult to measure tire field directly, hence the reflected or tr ansmitted power 
(or intensity) is of interest. The Pointing vector is used to describe the propagation of
power in an electr omagnetic wave, and is given as [2.27];
1 7 /7 “  o W
^ =  (2.41)
where E is the electric field, £,n is the medium permittivity, //,„ is medium permeability, 
and Z is the medium impedance. The Pointing vector, S can be seen as the vector product 
of the electric and magnetic vectors. This indicates both the magnitude and dhection of 
power flow. The reflection coefficients can be related to reflectance, R, which relates the 
incident and reflected powers in tlie wave by [2.27]:
R = - f  = - ^  = r  (2.42)>->/ E.
Using equation (2.35), equation (2.39) is simplified to:
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— sin(^j “  ^ 2 ) (2.43)
Therefore, reflectivity in TE polarisation is given by:
« 7^ - %  (2.44)
Reflectivity in TM polarisation can also be obtained similarly and is given as:
Reed and Knights [2.27] plotted both the TE and TM polarisation for an air/silicon 
interface and is shown in Figure 2.13. At normal incidence (6i = 0), both TE and TM 
polarisations have similar reflection. By using end-fire coupling (section 3.5.2), light is 
introduced to a waveguide near’ normal incidence. As a consequence, it is generally 
assumed that the Fresnel reflection at the waveguide facets is that due to normal incidence
[2.27], In such an instance, equations (2.44) and (2.45) reduces to:
/? = /% -  «2
Ml + ^ 2
(2.46)
The reflection from the ah’/silicon surface is approximately 31%. This corresponds to an 
additional loss of approximately 1.6 dB for each waveguide endface, and is considerable 
considering that a 3 dB loss is equivalent to halving of the optical power. This additional 
loss can be reduced by employing antireflection coatings such as silicon nitride (Si3N4) 
where the refractive index is approximately 2.05, or silicon oxynitride (SiOxNy) where the 
relative oxygen and nitrogen concenhations are manipulated to form layers with a variety 
of refractive indices ranging from 1.46 (SiOz) to 2.05 (Si3N4).
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0 .6 -
TE
TM0 .4 -
0 .2 -
0 .0 -
0.40.0 0.2 0.8 1.2 1.40.6 1.0
Incident angle 0^  (radians)
Figure 2.13; Reflectance for TE and TM polarisations for an air/silicon interface [2.27]
2.8 Propagation and Insertion Loss
In the reseai’ch and development of an optical waveguide, the waveguide optical loss is a 
key aspect that needs to be investigated. There are vaiious metliods of quantifying the loss 
of optical waveguides and these methods are dependent on the information required. For 
instance, in the case of loss associated with particular' modes of a waveguide, a coupling 
mechanism (section 3.5.2) such as prism coupling or grating coupling, which enables 
mode selection, is needed. In instances where the total waveguide loss is of interest, end- 
fire or butt coupling (section 3.5.2) is used owing to ease of implementation of either 
technique.
Insertion loss takes account of the total loss associated with introducing a waveguide into 
a system and hence covers both the inherent waveguide loss and the associated coupling 
losses. Propagation loss is the loss associated with propagation in the device under test 
(DUT) and excludes coupling losses. In this work, propagation loss is of interest as it
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details the total waveguide loss and does not take the coupling loss into consideration. 
Losses in Silicon-on-Insulator (SOI) waveguides are discussed in section 3.3.
Propagation losses of a waveguide can be in terms of loss coefficient by, for example 
([2.28], [2.29]):
(2.47)
where Pom and Pm are the output and input powers of the optical wave, respectively, z is 
the waveguide propagation distance in cm, and oris the loss coefficient with units of cm"\ 
a  is strongly dependent on the wavelength of the light and the semiconductor material 
involved. Taking z ~ 1cm, power loss in dB/cm can be expressed as:
Loss(dB / cm) = lOlogjo ^  = lOlogjo (2.48)
The main experimental techniques used to quantify waveguide measurement aie the cut­
back method, the scattered light method, and the Fabry-Perot (FP) resonance method. The 
FP resonance method is used in this work and is detailed here. Further information 
regai'ding tlie other measurement techniques can be obtained from [2.30].
Fabrv-Perot (FP) Resonance M ethod
When the device under test (DUT) has polished endfaces, it is akin to a laser cavity 
structure. Light may be reflected at either facet which is determined by tlie refractive 
index of the waveguide material and the external media described by equations (2.44) to 
(2.46) in section 2.7 as it propagates down the waveguide and back. This reflectivity can 
be reduced using antiieflection coatings [2.27]. With tlie waves experiencing multiple 
reflections as they propagate down the waveguide and back, the waveguide structure is 
regained as a resonant FP cavity. The relationship between the tiansmitted optical 
intensity (/,) and the incident light intensity (lo) thiough such a cavity is given as [2.30]:
/ , _ -----------------------------   (2.49)
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where R, L, a, and (f> aie the facet reflectivity, the waveguide length, the loss coefficient, 
and the phase difference between successive waves in the cavity respectively. Equation 
(2.49) is periodic when tlie phase 0  passes thiough multiples of In. Ç can be determined 
by experimentally sweeping the FP cavity through a number of cycles of 2;r[2.30]. This 
sweeping could be achieved by either varying the waveguide temperatme and hence the 
length, or by varying the light source wavelengtli.
Equation (2.49) has a minimum value when 0 -  n, yielding:
{ \ - R e ' ^ f  \Re~ ^  (1 + )-OL ~aL\2 (2.50)
and equation (2.49) has a maximum value when 0 = 0 ,  giving:
(2.51)
By dividing equation (2.51) by equation (2.50), the ratio of the maximum intensity to 
minimum intensity can be investigated and is given as:
(2.52)
Equation (2.52) can be manipulated to yield:
a  — —  In L
i V f - i (2.53)
In such an instance, the loss coefficient a  can be evaluated if the reflectivity R, the 
waveguide length L, and die ratio of the maximum and minimum intensity Ç are known. 
From equation (2.53), it can be noted that coupling efficiency does not affect the 
determination of loss coefficient a, although it is assumed that die coupling efficiency
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remains constant. Tims using variation of temperature to obtain a  can be problematic if it 
introduces any variation in coupling to the waveguide. Therefore sweeping the light 
source wavelength is preferable and is used in tliis work.
Reed and Knights [2.30] plotted tlie FP transfer function in equation (2.49) for 3 different 
reflectivities and is shown in Figure 2.14. The reflectivity values plotted were 0.1, 0.31, 
and 0.5, and oL = 0.023 which corresponds to an approximate loss of 0.1 dB/cm. With 
reference to Figiue 2.14, the transfer function has a near* sinusoidal response for a 
reflectivity R = 0.1. As the reflectivity increases, tlie transfer function response exhibits 
sharper peaks (e.g. R = 0.31). When R talces on the value of 0.31, it corresponds to an 
airVsilicon interface.
? =  0.
0.8
0.6
0.4
= 0.5
0.2
min
0.0
100 5 15 20 25
(j) (radians)
Figure 2.14: Fabry-Perot transfer function for 3 different reflectivities [2.30]
A further advantage of the FP method is that it allows the determination of whether the 
waveguide is single-mode or multi-mode in nature. If it is a single-mode waveguide, the 
FP cavity with approximately 31% reflectivity (for an air/silicon interface) will result in a
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solid curve as shown in Figure 2.14. If the waveguide is multi-mode, then additional 
interference gives rise to distortion of the FP tr ansfer function.
Insertion Loss
Insertion Loss, Lj is defined as:
Lj = 1 0  log 10yP 2 j
(dB) (2.54)
where Pi is the output optical intensity with no device present, and P2 is the output optical 
intensity with the DUT present.
Propagation Loss Calculation
The waveguide propagation loss, Lp is defined as;
Lp =  (dB/cm) (2.55)
where L/ is the insertion loss in dB, F  is the fresnel reflection loss in dB, K  is the modal 
mismatch loss in dB, and I is the sample length in centimetres (cm).
2.9 Summary
In this chapter the various methods of modulation in silicon have been discussed. These 
include the weak electro-optical effects, thermo-optic effect and the free-carrier injection 
effect. From section 2.3.3, it can be seen that the free-carrier injection effect is the most 
effective in modulating the refractive index in silicon. Hence phase modulation in silicon 
is performed through exploitation of the plasma-dispersion effect. Associated with this 
phase modulation, the injection of free carriers into the waveguide causes optical power 
attenuation. The thermo optic effect (TOE) results in a positive refractive index change 
whereas injection of free carriers produces a decrease in refractive index. Also, when 
designing devices in silicon, the TOE will potentially compete with the free carrier effect 
in terms of the change in refractive index. Therefore, care must be exercised when
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designing such waveguides. Single-mode operation has been shown to be viable in lai'ge 
multi-micro dimension silicon rib waveguides and the important propagation constant 
parameter was introduced. A treatment of the basic operating characteristics of an optical 
modulator along with crucial parameters such as modulation depth and bandwidth have 
been reviewed. Finally, ray theory along with propagation loss measurements was 
presented.
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Chapter 3
3 Literature Review
3.1 Introduction
Chapter 3 consists of tliree main sections of the literature review. The first is a review of 
silicon-based optical waveguides, along with a treatment of the UNIBOND Silicon-On- 
Insulator (SOI) material system which is utilised in this project. Then, work done on 
modulators and switches and variable optical attenuators using the silicon material as an 
optical waveguiding medium is presented. These are separated into modulation 
mechanisms for clarity. Prior to the chapter summary, a brief account of grating couplers 
is also introduced as well.
3.2 Silicon-based Waveguides
Prior to reviewing Si waveguide modulators and switches, a brief discussion of optical 
waveguides is needed since they are responsible for guiding the optical mode into and out 
of the active region of the modulator. Their losses should be low to keep the optical mode 
attenuation to a minimum.
Planar* waveguides are an important building block in integrated optics as they provide a 
fundamental base for the photonic integrated circuits (PICs) to be built on, where light 
can travel from one point to another within the devices. The planar optical waveguide is 
the simplest form of optical waveguide consisting of a layer of refractive index n\. Below 
and above are the substrate and superstrate media having refractive indices of % and «3  
respectively. Light can be total internally reflected and propagated inside the waveguide 
provided « 2  < «1  > «3- These planar* waveguides only confine the optical field vertically 
(i.e. one dimension).
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In order to obtain two dimensional optical field confinement, channel waveguides such as 
rib waveguides are often used instead for optical interconnections in optical integrated 
circuits (OICs). In Figure 3.1, sihcon-based rib waveguides such as (a) silicon nitride 
(Si3N4) on silica (SiOi) [3.1], (b) S ii.Æ  on silicon ([3.2], [3.3], [3.4]), (c) silicon 
oxynitride, SiO;cNy [3.1], (d) silicon-on-insulator (SOI) ([3.5]-[3.18]), (e) lightly doped on 
heavily doped silicon ([3.1], [3.19]); and (f) silicon-on-sapphire [3.6], can be used as 
infrared waveguides.
The rib structures can be formed either by dry reactive ion etching (RIE) or wet chemical 
etching [3.20]. In Figure 3.1(a), the etched structure forms a suitable nitride waveguide 
because SisN4 (silicon nitride) has a higher refractive index than Si0 2  (2.05 vs 1.45 at 
/ip=1.3 pm) [3.1]. hr common with SOI waveguides, the lower buried SiOz cladding must 
be at least 0.4 pm thick for a 3 pm thick waveguide to prevent a high leakage loss of the 
guided wave towards the Si substrate ([3.1], [3.21]). In Figure 3.1(b), vertical 
confinement can also be achieved through variation of the Germanium (Ge) composition 
in SiGe waveguides ([3.2]-[3.4]). The refractive index of Ge at tlie wavelength of 1.3 pm 
is -4 .4  [3.2] and hence doping witli Ge increases the refractive index of silicon (Si) which 
has the value of approximately 3.5. In Figure 3.1(c), changes in relative oxygen and 
nitrogen concentration in silicon oxynitride, SiO^Ny, give rise to changes in refractive 
index. This can be used to fabricate the oxynitride-based waveguide where the refractive 
index can be in the range from 1.46 to 2.05 [3.1]. Si3N4 films typically have high residual 
stress, however, by appropriately choosing Hie relative concentrations of oxygen and 
nitrogen in SiOxNy, virtually stress-free films can be deposited [3.1]. SOI waveguiding 
layers as shown in Figure 3.1(d) ([3.5], [3.13]-[3.17], [3.21]), can be fabricated by 
implantation of oxygen, a process called SIMOX (Separation by Implantation of 
Oxygen). A buried oxide layer with a crystalline silicon (c-Si) overlayer is prepared by 
post-annealing a Si wafer after oxygen implantation [3.21]. The Si overlayer can be 
increased in thickness by epitaxial growth to several microns. SOI waveguiding layers 
can also be fabricated through etching a bonded oxidised Si wafer (BESOI - Bond and 
Etchback SOI) ([3.7], [3.12], [3.21]), and a relatively recently developed technique called 
the smart-cut process to produce Unibond SOI ([3.21], [3.22]). Unibond SOI is used to 
fabricate the modulators in this work and hence is discussed further in section 3.2.1. In 
Figure 3.1(e), the free-cariier plasma effect is utilised in which tire refractive index of Si
42
Chapter 3 Literature Review
can be decreased with doping. Therefore, the more lightly doped surface layer has a 
greater index which can act as a waveguide core. In Figure 3.1(f), one of the proven 
growth techniques for SOI is silicon-on-sapphire (SOS) [3.6].
SiO SiGe
Si Si
(a)  S i l i c o n  N i t r i d e  R i d g e (b)  S i l i c o n - G e r m  a n i u m  on S i l i c o n
SiO^ N^  1 Si
SiO,N  ^ 2
SiO
Si
SiO
Si
(c) O x y n i t r i d e  R i b (d)  S i l i c o n  - O n - I n s u l a t o r  ( S O I )  R i b
Lightly D oped Si 
(i.e. higher refractive index)
H eavily D oped Si 
(i.e. low er refractive index)
Si
A1 0
(e)  S i l i c o n  D o p i n g  R i b (f) S i l i c o n - O n -  S a p p h i r e
Figure 3.1: Silicon- and dielectric-based waveguides ([3.1], [3.2])
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3.2.1 Unibond SOI
In 1995, Bruel proposed a novel Smai't-Cut process which was used in the fabrication of 
Unibond Silicon-On-Insulator (SOI) that has a surface silicon (Si) layer of comparable 
quality to that of crystalline Si [3.23]. In addition, large quantities of this material can be 
mass produced at low cost using this technology [3.22]. Since then. Unibond SOI has 
received much attention for it opens up tire potential of low voltage/power ULSI (Ultra 
Large Scale Integrated) applications, using CMOS technology [3.24]. More importantly, 
the flexibility of Unibond SOI allows the optimum Si guiding layer and the buried SiOi 
tliickness for waveguiding applications to be selected. Unibond SOI wafers were used for 
fabricating the modulator designs in this work. The smart-cut process combines the 
fabrication of ion implantation and BESOI (wafer bonding) methods [3.22]. This new 
bonding technology achieves large-volume availability of SOI wafers having Si quality 
comparable to pure silicon wafers and tire buried oxide quality equivalent to thermal 
oxide. Figure 3.2 below shows the smart-cut process which can be summarised in 4 main 
steps [3.22]: (1) Oxidation, (2) Hydrogen implantation, (3) Cleaning and Bonding, and (4) 
Annealing and Polishing.
The process starts witlr a thermal oxidation of tire seed wafer (wafer A) to grow the future 
buried oxide layer of the SOI structure, hr this step, the buried oxide layer (Si0 2 ) is 
carefully defined for thickness and uniformity. Secondly, wafer A is implanted with 
hydrogen ions to define the depth in which the Si wafer will be split in step 3(b) of the 
smart-cut process. The implantation of hydrogen ions is to defirre the defect and 
microcavity zone. One of the advantages of using implantation is the accurate control of 
the process parameters (energy, uniformity, dose, etc.) where good uniformity of ~ 5  nm 
can be achieved for both Si and Si0 2  layers. Next, wafers A and B are cleaned to ensure 
an OH-terminated clean oxide surface on both wafers so that no particle >0.3 pm is 
trapped at tire bonding interface. Subsequently, die SOI wafer is formed by bonding the 
implanted oxidised wafer A to the handle wafer B, using hydrophilic conditions (bonding 
via hydrogen bonds of OH-groups through die interactions between the water and 
surfaces of the two wafers). This results in OH-terminated clean oxide surfaces of the two 
wafers. Finally, in the fourth step, wafer A is split to form the SOI structure and the 
bonded wafer is annealed at 1100 °C for 2 hours to stabilise die bonding interface. The
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surface is then polished to a roughness of <0.15 nm and wafer A can be recycled to be 
used as a new handle wafer.
Steps:
( 1 ) Si Wafer A
Si Wafer B
H+ H+ H+ H+ H+ H+ H+ H+U  I U  I w
(2) Si Wafer A
(3)
Hydrogen atoms 
(Defect and —  
microcavity zone)
Bonding 
Interface
Si Wafer A
Si Wafer B
Si Wafer A
SOI wafer
'  Surface 
-Roughness
3(a) 3(b)
(4a) Si Wafer ASOI wafer
(4b) Unibond SOI Si Wafer A
Figure 3.2: The Unibond SOI fabrication process [3.22]
UNIBOND SOI wafers were chosen in this work for a number of reasons. Firstly, the 
buried oxide (BOX) thickness, which is dependent on the oxidation thickness of the seed 
wafer A (Step 1 in Figure 3.2), is flexible enough to provide up to a thickness of 3 pm, 
whereas compared to SIMOX, the BOX thickness is typically of the order of 200 nm 
(determined by the oxygen implantation). In certain integrated optical applications where 
a robust coupler and an active device (e.g. modulator) are to be integrated, the BOX 
thickness flexibility might make the UNIBOND SOI wafer more suitable compared to
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other SOI wafers (e.g. SIMOX). Also, using ions (UNIBOND) as opposed to O  ^ions 
(SIMOX) reduces the risk of introducing residual defects in the SOI stiucture [3.25]. 
Secondly, four inch UNIBOND wafers has been demonstiated to be excellent in optical 
waveguides. Losses as low as 0.15 dB/cm have been reported for these waveguides
[3.26]. This loss value is compaiable to the 0.1 dB/cm in BESOI reported by Fischer et a t
[3.7], but the former is for much thinner waveguides.
3.3 SOI Waveguide Losses
This section discusses the losses introduced by using silicon-based photonic circuits or 
waveguides and focuses mainly on the propagation loss instead of coupling loss. The 
distinction between propagation loss and insertion loss has been dealt with in section 2 .8 . 
Only propagation loss will be discussed here as the primarily interest is in the 
understanding of a particular device, the optical modulator. A widely acceptable 
propagation loss benchmark in the industry is of the order of 1 dB/cm and in SOI 
waveguides, losses are in the range of 0.1 -  0.5 dB/cm (e.g. [3.27]-[3.28]). This makes 
SOI waveguides attractive for commercial development of optical devices. In the 
following, possible contributors to the propagation loss in an optical waveguide are 
discussed. They are namely: (a) absorption, (b) radiation, and (c) scattering.
3.3.1 Types Of Waveguide Losses I: Absorption
Absorption can be classified into two main sources, interband and free carrier absorption. 
Interband absorption, which is also known as band-edge absorption occurs when photons 
witlr energy greater than tire bandgap energy are absorbed in the semiconductor material 
by giving up tlreir energy to promote electrons from the valence to tire conduction band. 
This is how the detection process works in a photodiode ([3.27], [3.29]). Hence interband 
absorption provides a fundamental lower transmission wavelengtlr limit for any 
semiconductor, as wavelengths shorter than the wavelength corresponding to the 
absorption edge will be strongly absorbed. For Si, wavelengths at room temperature 
shorter than 1.1 pm are absorbed. Hence for the SOI waveguides used in this work, the 
losses due to tire interband absorption are insignificant, at wavelengths of 1.3 and 1.55 
pm where Si is highly transparent, because these wavelengths are far* from tire absorption 
edge.
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Free carrier absorption (Intraband absorption) is the absorption of photons by elections or 
holes which remain in the same band. This is a significant loss component in many 
semiconductor waveguides, and is the main contributor to the absorption losses in Si, 
since interband transitions of electrons by photons are insignificant at the infrared 
wavelength of 1.3 pm. From Figme 2.4 [3.19] in section 2.3.3, the absorption loss of Si 
doped with an acceptor concentration of 10*® cm"  ^ at À = 1.3 pm, is 4 x  10”^  cm"* |
I
which is equivalent to 0.017 dB/cm using equation (3.2). This shows tliat Si is highly 
transparent at tliis wavelength and hence Si is a good waveguiding material at infrared 
wavelengths. The effect of free carrier absorption was also highlighted in Figure 2.5 in 
section 2.3.3 where an injected hole and electron concentration of 10*^  cm~  ^ was 
demonstrated to introduce a loss of 10.86 dB/cm, tlius highlighting the dramatic impact 
free carrier absorption can have on the waveguide loss.
3.3.2 Types Of Waveguide Losses II: Radiation
Radiation loss of a planar waveguide occurs when the wave is no longer well guided and 
light is lost through tire sunoundings of the guided medium, such as the upper cladding or 
the substrate, into tire planar* region adjacent to the guide for* a rib waveguide, or* in a 
waveguide curve due to tire change of the incidence angle, at the waveguide wall in a 
curve.
Radiation losses are mainly caused by: (a) poor confinement of tire waveguide, i.e. small 
refractive index difference between the core and cladding ([3.1], [3.30]); (b) waveguide 
film being very thin (typically at the order of 0.1 pm or* less) [3.30]; (c) propagation of 
higher order modes which are close to cutoff that lead to substrate radiation [3.1]; and (d) 
leakage of the guided beam towards tire substrate due to tirin buried cladding layer (e.g. a 
thin buried oxide in SOI waveguides [3.5]).
In this work, (a) -  (c) can be avoided by waveguide design. However (d) requties more 
consideration. In a multilayer waveguide such as the SOI rib waveguide, the buried oxide 
is a cladding layer which has a lower refractive index than tire Si film, to allow light to 
propagate in the Si region. This lower Si02 cladding must be tlrick enough to prevent the
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radiation (leakage) of optical mode into tlie lower Si substrate. It was found that for 
waveguides with a tliickness of 6 pm, the SiOi layer must typically be at least 0.4 pm 
thick in order to prevent significant loss of light into the substrate for operating 
wavelengths ranging from 1.3 to 1.6 pm ([3.5], [3.30]). As the waveguide dimension is 
reduced to ~1 pm, a buried oxide ~1 pm is required to achieve < 0.001 dB/cm loss for the 
fundamental mode at a wavelength of 1.55 pm [3.31]. Therefore, if the quality of the 
waveguide is good and well designed, the radiation loss of SOI waveguide can be 
negligible.
3.3.3 Types Of Waveguide Losses III: Scattering
Scattering losses of a optical waveguide can be attributed to two factors; volume 
scattering and interface scattering [3.1]. The former are mainly due to the voids and 
crystalline defects within tire guiding media of the waveguide, while tire latter are caused 
by the unevenness or roughness on the waveguide surfaces.
Volume scattering may occur as a result of tire SOI wafer fabrication techniques. For 
example, the UNIBOND SOI wafer (section 3.2.1 page 44) involves implantiirg hydrogen 
ions to define the splitting depth of the UNIBOND SOI wafer. Such implantations 
introduce crystalline defects. However, these defects can be reduced with annealing. 
Optical waveguides using UNIBOND SOI wafers were demonstiated to be an excellent 
choice where losses as low as 0.15 dB/cm for passive grating devices were reported (e.g.
[3.26]). Nonetheless, volume scattering can be further exacerbated in active optical 
devices that utilises the plasma dispersion effect (section 2.3.3). Hence, care must be 
exercised to ensure that the corresponding defects introduced during ion implantation of 
dopants are activated as much as possible and hence minimizing the volume scattering 
loss.
The type of silicon material also contiibutes to tlie scattering loss. For example, the 
surfaces of UNIBOND SOI, which has a single crystalline Si, aie smoother than 
polysilicon due to the absence of grain boundaiies as reported by Lim et a l [3.32], where 
2000 mm long waveguides using SOI and polysilicon waveguides were measured for
48
Chapter 3 Literature Review
their transmission losses. They reported Fabry-Perot loss of 10 dB/cm and 27 dB/cm for 
the SOI and polysilicon waveguides respectively.
Surface roughness of an optical waveguide may introduce high interface scattering loss. 
Reed and Knights [3.33] predicted the scattering loss due to a range of surface roughness 
for a 1 pm planar waveguide. The rms (roughness variance) interface roughness which 
ranged from 0.1 to 50 nm, were predicted to introduce interface scattering loss at the 
fundamental TE mode ranging from 0.0011 to 270 dB/cm respectively. This demonstrates 
the tremendous impact interface scattering loss can have due to the interface roughness. 
For the fundamental TM mode, the authors [3.33] predicted the interface scattering loss 
ranged from 0.00063 to 157 dB/cm for rms interface roughness ranging from 0.1 to 50 nm 
respectively. The interface scattering loss for fundamental TM mode is smaller compared 
to the fundamental TE mode because the TM mode is more tightly confined. Reed and 
Knights [3.33] also predicted that bigger waveguides introduce less loss as the optical 
mode confinement in larger waveguides increases. These interface scattering loss reported 
are summarised in Table 3.1.
It must be noted that these results were predicted for planar waveguides and are expected 
to increase for three dimensional waveguides (i.e. rib waveguides), as the additional 
etching of the silicon surfaces needed to produce the rib waveguide can potentially 
introduce more interface roughness.
0.1 0.0011 0.00063
0.5 0.027 0.016
1 0.108 0.063
10 10.81 6.3
50 270 157
Table 3.1: Interface scattering loss for a 1 pm planar waveguide (fundamental mode) [3.33]
Furthermore, operating in multimodal situations introduces a higher interface scattering 
loss. Reed and Knights [3.34] showed that for a 1 pm thick planar SOI waveguide 
operating at 1.3 pm with rms interface roughness of 1 nm, the loss increases from 0.2
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dB/cm to 5.8 dB/cm when the operating optical mode is changed from fundamental TE 
mode to second order TE mode. The reason for the higher order mode having a much 
higher loss than tlie fundamental mode is due to optical confinement differences plus the 
fact that there are more reflections per unit length in the propagation direction for higher 
order modes.
3.4 Active Silicon-based Devices
In this section, active silicon-based devices that were reported in the literature are 
presented. Needless to say, to offer a review on all the types of silicon-based optical 
devices (such as Light Emitting Diodes, Detectors, Photonic Bandgap Ciystals) would 
requhe an exhaustive interrogation fai' beyond the scope of this work as these ai’eas are 
exciting and a subject matter in theh own right. Hence, for the purposes of this work, only 
modulators, switches and variable optical attenuators (VOAs) aie presented. In silicon 
(Si), tliere aie mainly two mechanisms used for manipulating the phase of the optical 
signal. They aie the slower Thermo-Optic Effect (section 2.3.2) and the faster and hence 
more efficient Free Carrier Injection (section 2.3.3). For claiity, devices reviewed here aie 
segregated according to their modulation mechanism. Then, a suimnaiy will be presented. 
Also, a brief outlook of active silicon-based modulators/switches/VOAs in terms of 
industiial exploitation and commercialisation will also be given.
3.4.1 Introduction
Silicon-based guided wave optics has demanded attention for the last 20 years because of 
the expansion of broadband networks delivered to the business/home ([3.35], [3.36], 
[3.37]). Excellent literature reviews on silicon-based optoelecti’onic devices, such as 
optical switches, modulators, dhectional couplers and waveguides were produced by 
Soref et a l  ([3.2], [3.38]) and Jalali et al. ([3.39]-[3.40]). hi the 1960s to 1970s, httle 
interest was shown in silicon (Si) as the material for building photonics devices or 
optoelectronic integrated chcuits (OEICs) as crystalline-Si is an indhect bandgap 
semiconductor and it lacks a Pockels effect and has a low caiiier mobility [3.41]. It was 
not until Soref et al. ([3.19], [3.42], [3.43]) showed not only Üiat Si has a low absoiption 
loss at the telecommunication wavelengths of 1.3 and 1.55 jam, but also the possibility of
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modulation in Si by the plasma dispersion effect (section 2.3.3), that work in Si for 
infrared-guided photonics and OEICs began.
3.4.2 Silicon Modulators and Switches using Free Carrier Injection Effect
In 1986, the first modulation device in silicon (Si) by carrier-injection was proposed by 
Soref et al. [3.42]. This p' -^n-rC modulator, shown in Figure 3.3, was based on a single­
mode Si rib waveguide. It was found that the interaction length of the modulator required 
for a ;r-radian phase shift was less than 1 mm. The corresponding loss was <1 dB at X, =
1.3 p.m for both polarisations. The authors noted that the modulator in Figure 3.3 is 
polarisation independent since TF and TM modes are affected equally by the plasma 
dispersion effect (section 2.3.3). However, this is a first approximation. In actual fact, the 
device is affected by differential mode confinement in each polarisation case.
P h a$ # -M o d u la te d  
O u tp u t  Light 
///
Control
V oltage
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in p u t  l i g h t  
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Figure 3,3: Proposed SOI p*-n-n* channel-waveguide electro-optical phase modulator [3.42]
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111 1987, Lorenzo et al. [3.44] reported the first 2 x 2  electio optical switch in silicon 
operating at a wavelength of 1.3 p,m, shown in Figure 3.4. The Si optical switch was 
fabricated on a p^-n~n^ diode and the lateral optical confinement was provided by the 
SiOi/Si rib walls. The authors changed the refractive index inducing minority-caiiier 
(hole) injection from the forward biased junction into the intersection of two crossing 
waveguides (Figure 3.4) which gives selective mode perturbation (phase shift) in the 
intersection, thereby producing 2 x 2  switching via mode interference. When there was no 
input of current, the device remained in an ‘off’ state where the optical power was divided 
equally at the 2 output ports. However, with an input current density of 7 = 1.26 kA/cm^ 
applied at the p'^n junction, the device experienced an ‘on’ state which switched 50% of 
the optical power fiom the output stiaight-thiough channel port 3 to the output cross 
channel port 4. Essentially all of the power in the straight-tlirough channel is coupled into 
tlie cross channel. Although this device was not optimised, it reaffirmed the feasibility of 
the plasma dispersion effect in Si.
In 1988, Friedman et al. [3.45] proposed and theoretically analysed phase modulators 
consisting of an elongated transistor structure integrated into a rib waveguide, as shown in 
Figure 3.5. The devices were called dual injection field effect tiansistors (DIFET). 
Forward biasing the device resulted in an injection of free caiiiers into die waveguiding 
region. The injected charge in the DIFET was to be controlled by the junction field effect 
in which a voltage variable depletion widtli controlled the effective cross-sectional ar ea of 
the conducting channel. The thickness of the channel in which refractive index changes 
were to occur, affected the propagation constant of the optical wave through the overlap 
of the index change profile with the optical field. They predicted that for a 0.32 V 
cathode-anode voltage, an effective refractive index change of 1 x  10“^  would occur for 
an applied gate voltage change of 12 V. However, many simplifications were made 
including the use of a 1-D model and a simple treatment of carrier recombination. They 
also proposed two gate devices which they claim offered better overlap of tlie modal field 
with dual injected FET plasma than a single gate device, although two gates, one above 
and one below complicates the fabrication process, and in practice, this process is 
impractical for potential SOI structures.
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Figure 3.4: 2 x 2  guided-wave Si optical switch by injection of free carriers [3.44]
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Figure 3.5: Cross-section views of the proposed dual injection field effect transistors (DIFET) [3,45]
Treyz et al. reported silicon optical waveguide modulators operating in the range of 1.3 to 
1.55 |Lim based on free caiiier absorption to change intensity [3.46]. The schematic 
diagram is shown in Figure 3.6. The intrinsic region was grown to a thickness of 7.7 fXm 
and had a p-type doping concentration of less than 5 x 10^  ^ cm~ .^ The p^ layer had a 
doping concentration greater than 5x10^^ cm"  ^ and a thickness of 0.5 jxm. By applying a 
forward bias to the device, free carriers were injected into the p-type silicon (guiding) 
region of the device. The maximum modulation deptli achieved was -6 .2  dB (76%) for a 
high current density of 3.4 x  10  ^ A/cm^. The authors measured the 90% - 10% response 
time to be less tlian 50 ns from an input rectangular pulse of 250 ns. The devices were 
multimode in both the vertical and horizontal directions. This device is further developed 
in another paper where the same authors demonstrated a similar device based on the 
plasma dispersion effect to change tlie phase [3.47]. The device was incorporated into one 
aim of a Mach-Zehnder Interferometer (MZI). The MZI converted phase modulation into 
amplitude modulation. The devices had response times of 50 ns with active region losses 
estimated to be 0.75 -  2.0 dB, compared to 0.4 -  1.0 dB [3.46] above. Also, this 
modulator had the same problem as that of Lorenzo et al. [3.44], being a multimode rib 
waveguide which experienced a high waveguide loss as higher order modes exist in the 
waveguide. In addition, the latter has a slower switching time.
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Figure 3.6: Schematic diagram of the active region. Rib height was 4.6 pm with widths of 13 and 24 
pm. Diode lengths were 500 and 1000 pm. [3.46]
In 1993, Fischer et al. [3.4] partially rectified this problem (device being multimode, i.e. 
high waveguide loss) for the MZI modulator with a p-i-n device by using a single-mode 
SiGe rib waveguide. At the same operating wavelength of 1.3 pm, the measured 
modulation depth was increased to -10  dB with a current of 150 mA which was the 
lowest value reported at that time. However, the switching time of their device was not 
reported. With this concept of single-mode rib waveguides, Fischer et al. [3.8] also 
achieved a better thermal-optical MZI switch (section 3.4.3) than the multimode device 
by Treyz et al. [3.47]. The modulation depth of the former, fabricated on SOI, was 
measured at 13 dB and the switching time obtained was 5 ps (10 times faster than Treyz's
[3.47]) at the wavelength of 1.3 pm. These thermal optical switches used the high thermal 
coefficient in Si (1.86 x 10““^ /K, see equation (2.1) on page 9). Nonetheless, the change of 
index through this heating effect can be a problem to the Si modulator which was 
designed to operate solely by plasma dispersion.
Work carried out at the University of Surrey by Tang et al. in 1994, in support of an 
earlier simulation paper in 1993 where the authors simulated an highly efficient, low loss 
single-mode optical phase modulator (p-i-n diode) in SOI at the wavelength of 1.55 pm
[3.48], showed that it was possible to obtain a 30% increase in the concentration of 
injected carriers into the waveguiding region of an SOI rib waveguide phase modulator 
([3.13], [3.49]). In order to achieve this, the authors changed the sidewalls of the rib from 
vertical to ones angled at 54.7 degrees, as shown in Figure 3.7.
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Figure 3.7: Three terminal phase modulator with angled rib walls [3.49]
The separation distance of the injecting regions remained constant for both die vertical 
and tilted rib waveguides. The device was first designed at die University of Surrey [3.13] 
and fabricated in a University of Surrey/University of Southampton collaboration [3.49]. 
The device was modelled using the 2-dimensional (2D) semiconductor device package 
MEDICI. Table 3.2 shows die comparison between the predicted dieoretical and 
experimental performance [3.21]. From Table 3.2, it can be seen diat despite the 
differences between the two modulator dimensions, the figure of merit is in reasonable 
agreement, and is a direct consequence of optimisation via the modelling exercise. At the 
time when these devices were fabricated, the typical current densities were of the order of 
kA/cm^ (e.g. [3.44]). Therefore, this device represented an improvement in the state of the 
ar t of approximately an order of magnitude.
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Current density, J (A/cm"^ ) 1 0 8 1 7 5
Active optical loss (dB) 1 . 3 1 . 3
Current required for a Æ-radian phase 
shift. In (mA) 4 7
Refractive index change, Aai - 8 . 3  X  1 0 “ ^ - 1 . 5 5  X  1 0 " ^
Peak carrier concentration, N  (cm~ )^ 2 . 2  X  1 0 * ^ 4 . 6  X  1 0 ' ^
Figure of merit, % (° cm/A) 1 7 . 8 2 0 . 6
Table 3.2: A comparison of theoretical and experimental performance ([3.13], [3.21], [3.49])
Huang et al. [3.50] proposed a Si guided-wave modulator which utilises impact ionization 
in a reverse biased setup basing its operation on avalanche generation. The authors argued 
that as the modulation speed of the injection-type of device is limited by the minority- 
carrier lifetime, which is of the order of |is, and the depletion-type device can only 
provide a modulation region of sub-micrometer or shorter for a doping level beyond 10‘* 
cm“ ,^ are limitations in their own right to prevent faster device operation. Instead, they 
based their design on avalanche generation. Their device utilised 2 avalanche regions. 
The first was a small and high-field avalanche region where impact ionization occurs and 
carriers were generated. The second was a long and low-field avalanche region where 
carriers generated in the high field avalanche region drift through and the refractive index 
in that region is modulated. Modulation speed of this type of modulators, it is claimed by 
the authors, is improved as the drifting carriers are majority carriers. The proposed 
modulator structure of rC-p^-p~-p^ based on SOI is reproduced as Figure 3.8 below. The 
simulated doping concentrations for the rC and p  ^ cladding were 1.5 x lO'  ^cm”^  and lO'*^  
cm”  ^respectively; while the avalanche region was 3 x lO'* cm“ .^ The authors found the 
switching time of their proposed device to be less than 1 ns, which implies a modulation 
bandwidth in the gigahertz regime. However, the drawbacks are that this device would 
require a current density that is two orders of magnitude higher than an injection-type 
modulator which they also simulated for comparison purposes (c.f. 110 kA/cm^ to 1200 
A/cm‘ respectively), and such a device is also lossy as confinement was achieved via 
doped regions.
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Figure 3.8: Schematic diagram and doping profile of the SOI n*-p*-p -p* modulator [3.50]
A Si switch based on total internal reflection (TIR) and the free-carrier effect was 
proposed by Liu et al. [3.51], as shown in Figure 3.9. These switches had a response time 
of approximately 100 ns (5 MHz) and >90% modulation depth (i.e. high extinction ratio) 
with the input current ranging from 60 mA to 85 mA at the wavelength of 1.3 pm.
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Figure 3.9: Schematic diagram of the Si switch based on TIR [3.51]
Cutolo et al. [3.52] proposed a silicon modulator based on a three terminal device 
integrated in a low-loss single-mode SOI waveguide. The device was analysed
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theoretically and according to the authors, the three terminal electronic structure has some 
definite advantages compared with that of the more common two terminal p-i-n diode 
based modulators. The proposed device, shown in Figure 3.10 utilises the free carrier 
dispersion effect to produce the desired refractive index and absorption coefficient 
variations. The results were obtained using the MEDICI 2D semiconductor device 
simulator. An amplitude modulation of 20%, with an injection power of about 126 mW, 
and a switching time of 5.6 ns were reported. Furthermore, when the device was operated 
as a phase modulator, it exhibited a very high figure of merit. The predicted induced 
phase shift per volt per millimetre was approximately 215°, for a driving power of 43 mW 
and a switching time less than 3.5 ns (143 MHz). The autliors attributed the switching 
performance to the more complex electrical structure, in comparison with classical two 
terminal p-i-n diode modulators. The proposed modulator has dimensions of 6 pm, 6 pm, 
1.5 pm for the rib width, Si layer thickness, and etch depth respectively. The plasma is 
injected into the optical channel by applying a forward voltage to the source and drain. 
The free carriers in tlie active region ar e then contr olled by means of an applied voltage to 
tlie control terminal. Hence the carriers can be displaced away from the optical mode 
rather than be depleted from the active region. In this way, the total charge present in the 
channel is fixed so achieving shorter switching time as free carrier drift is faster than the 
injection. The active region of tlie waveguide exhibits larger propagation losses than an 
SOI passive waveguide, hi the modulator structure the lateral and vertical confinement is 
ensured by the doping difference. This method of optical confinement produces a small 
refractive index difference between the guiding region and the cladding regions. 
Therefore, the optical confinement is weak and the optical mode penetrates into the lateral 
claddings and into the substrate causing more absorption. This may result in an increase 
in radiative loss of the optical mode to the cladding. For the TEq mode at A, = 1.55 pm, 
overall active attenuation is 11.8 dB/cm (TMo mode at A, = 1.55 pm, overall active 
attenuation is 12.2 dB/cm). This fast bandwidth Si modulator has the potential for a low 
cost local area network (LAN) or fibre to the home (FTTH), where a frequency 
bandwidth of a few hundred MHz may be sufficient.
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Figure 3.10: Three terminal modulator proposed by Cutolo et al. [3.52]
Cutolo et al. ([3.53], [3.54], [3.55]) also proposed and analysed a lateral p-i-n diode 
combined with a Bragg reflector (Figure 3.11). Numerical simulations were made using 
MEDICI and showed a 50% modulation depth achieved with a power of 4 mW. The 
response time was 12 ns (42 MHz) and the device exhibited an insertion loss of 1 dB. The 
device worked by varying the refractive index of the guiding layer by means of carrier 
injection, which in turn modulates the transmittivity of the Bragg mirror and hence 
modulates the intensity of light passing through the device. From Figure 3.11, the Bragg 
grating has a period of A = 227 nm, a depth a = 45 nm and a width W = 3 pm. The 
modulator has an interaction length of 3200 pm with n^  and p^  dopant depths of 0.85 pm. 
However, the Bragg reflector with its sub-micron sized grating is likely to lead to an 
increase in the fabrication difficulties and hence an increase in the cost as well. The 
device was compared to a similar Mach-Zehnder interferometer (MZI) device. 
Performance characteristics were similar in terms of driving voltage and response times, 
but the MZI required about 3 times more power to achieve the same modulation depth.
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Figure 3.11: (a) Longitudinal and (b) Transverse sections of proposed modulator [3.53]
Breglio et a l  [3.56] measured a 20% modulation depth with a power of 500 mW for the 
device proposed by Cutolo et a l  [3.52] in Figure 3.10. This is nearly four times higher 
than predicted (126 mW) and is attributed by the authors to possible contact resistance in 
the fabricated devices. Scuito et a l  [3.57] also reported findings for a similar device, 
albeit with larger dimensions of 10 jiim, 10 |L i m ,  9.25 |im for the rib width, Si layer 
tliickness, and etch depth respectively. They demonstrated a modulation depth of 75% 
using a gate ciuTent of 10 mA (160 mW) at a wavelength of 1.48 [im. The ‘o f f  and ‘on’ 
drain voltages were 0 V and 16 V respectively. However, neither Breglio et a l  [3.56] nor 
Scuito et a l  [3.57] reported on the transient analysis.
In 1999, Hewitt et a l  [3.58] also proposed tluough simulation, a multi-micron three 
terminal optical p-i-n modulator based on SOI which is also similar to the one proposed 
by Cutolo et a l  [3.52]. The modulators were based upon transverse p-i-n structures and 
utilised the plasma dispersion effect to produce tlie desired refractive index change in an 
optical rib waveguide. The authors reported a three terminal device based on a doping
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contact topology of rCp^p  ^ requiring a drive current of 2.8 mA and a corresponding 
current density of 112 A/cm^ to achieve a ;r-radian phase shift, the lowest reported at that 
time. The rise time is reported to be 29 ns (17 MHz). Fabricating such a device is 
envisaged to be tedious, as multiple masks and fabrication steps (e.g. implantation) will 
be required to achieve the rCp^p  ^contact topology.
Recently, Hewitt et al. [3.59] used computer simulation to optimise a two terminal p-i-n 
modulator based on SOI, shown in Figure 3.12. It was predicted that an increase in the 
doping concentrations and the contact dopant of the p^ and regions, an improvement in 
the dc and transient performance were noticed (e.g. when the doping concentration was 
increased from lO'^cm'^ to lO^^cnf^, the drive current decreased from 63 to 8 mA while 
the transient rise time also decreased from 110 ns to 105 ns).
Silicon
Figure 3.12: Varying the placement of the contact windows [3.59]
At the same time, the placement of the doping widths (Figure 3.12) was also found to 
improve/degrade device transient characteristics. Rise time was reduced from 184 ns to 
39 ns when a = b = 7 pm was reduced to a = b = 3 pm [3.59]. Although the study was 
conducted on a certain device geometry, it was argued by the authors that through the 
trends observed in the results, other modulator geometries could also employ the findings 
to optimise their device.
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From Hewitt’s work on two and three multi-micron terminal devices ([3.58], [3.59]), it 
can be concluded tliat tlii'ee terminal devices requires lesser drive cuiTent (2.8 mA vs 8 
mA) and are faster (29 ns vs 39 ns). This is because, three terminal devices would offer an 
additional contact area for the injection of cariiers into tire rib region and hence providing 
more cariiers and needing less drive power. The drawback of these devices (3 terminal) is 
that extra optical attenuation occurs due to tire doping contact at the rib top.
For a silicon p-i-n phase modulator utilising free carrier injection (section 2.3.3), carrier 
confinement in the active region of a silicon is important. Deep tr-ench isolation was 
proposed as a means of achieving carrier confinement. Hewitt et a l  [3.60] predicted that 
employing lateral trench isolations on either side of tire modulator after the side doping 
contacts improves both the dc and transieirt devices performances by up to 74% and 18% 
respectively. This is because the lateral earlier diffusion, which does not contribute to 
altering the refractive index in the central active region of the modulator, is reduced or 
‘blocked’ by the oxide trenches. Another benefit brought by implementing isolation 
trenches is that the carrier confinement permits high-scale integration due to electrical 
isolation between neighbouring devices .
Modulators/switches utilises tlie change in refractive index (equations (2.5) and (2.7) on 
page 12) which results from the injection of carriers to vary tlie Si waveguide refractive 
index. Thus the intention is to minimise the absorption loss (attenuation). However, the 
Variable Optical Attenuator (VOA) functions by relying on tlie absorption loss associated 
with carrier injection (equations (2.6) and (2.8) on page 12). VO As are used for power 
equalisation between channels in add/drop nodes of Wavelength Division Multiplexing, 
(WDM) systems or gain flattening filters [3.61].
Another metliod of carrier confinement was demonstrated by Day et a l  [3.62, 3.63] from 
Bookham Technology pic, on their Si-based VOA. The authors argued that in order to 
achieve highly efficient operation, it is necessary to ensure tliat all injected carriers in the 
silicon remain in the region between tlie contact dopants. Rather than locating the doped 
regions in the surface of tlie slab region on eitlier side of tlie waveguide, shown in Figure 
3.13, the doped regions are instead placed at the base of the etched regions. This enabled
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the doped regions to extend to the buried oxide trapping injected carriers in the region of 
the waveguide, hence greatly increasing device efficiency. They reported that the power 
needed to obtain an optical attenuation of 25 dB was reduced from 240 to 85 mW, and a 
switching time of <300ns (1.7 MHz). The waveguide height is approximately 4 pm.
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Figure 3.13: Improvement in VOA efficiency with introduction of deep diode etch over standard 
remote doped structure. Right inset shows 40 dB attenuation achieved with 200 mW of power ([3.62],
[3.63])
Recently, Whiteman et al. [3.64] demonstrated a structure similar to the Day et al. [3.63] 
in Figure 3.13 except that the waveguide height is reduced by 50% to 2 pm. Whiteman et 
al. argued that by reducing the waveguide height, the physical extent of the optical mode 
is reduced, hence allowing the doping contact regions to be closer before an overlap with 
the optical mode occurs. In other words, with a smaller device, the carriers takes a shorter 
time to be injected and depleted from the optical region as well as having to travel a 
shorter distance. These devices exhibited 25 dB attenuation with less than 50 mW with a 
bandwidth of 10 MHz.
64
Chapter 3 Literature Review
The work of Ang et al. [3.65] proved to be a breakthrough when in 1999, p-i-n modulator 
devices were proposed and predicted to operate above 500 MHz. The modulators with 
interaction lengths of 500 pm were based upon tr ansverse p-i-n structures and utilised the 
plasma dispersion effect to produce the desired refractive index change in an optical rib 
waveguide with a Si thickness of 0.98 pm. In that paper, the authors reported a theoretical 
npp device, with doping concentrations of 10^ ® cm~ ,^ which required a drive current of 
0.29 mA to achieve a ; -^radian phase shift, the lowest reported to date. The corresponding 
current density was 112 A/cm^. The switching time, which is limited by the slower rise 
time, was modelled to be 0.81 ns (600 MHz). Those findings represented an order of 
magnitude improvement from those reported in the existing literatrue.
Indeed, there is a marked improvement in terms of the critical device operating 
characteristics such as device drive current and operating bandwidth when the Si 
overlayer thickness is reduced to approximately 1.5 pm or lower. Following the work of 
Ang et al. [3.65], more and more researchers recognized the benefits (of reducing the Si 
overlayer diickness) and are beginning to concentrate then research work in smaller 
active devices.
Recently, hace et al. [3.66] predicted a 1.4 GHz operating bandwidtli for a two terminal 
Bragg reflector rib waveguide. This is essentially a follow up work of Cutolo et al. [3.53]. 
The device is shown in Figure 3.14. The device has waveguide height and rib width of 1 
pm, etch depth of 100 nm and an interaction length of 3000 pm. These dimensions are a 
reduction from the original waveguide height and rib width of 3 pm, etch depth of 45 nm, 
interaction length remains comparable (3200 pm). Thus it can be seen that by reducing 
the Si overlayer tliickness and rib width from 3 pm to 1 pm, the device bandwidth 
increased from MHz operation to the GHz regime, hace et al. [3.66] attributed this 
massive improvement in bandwidth to two factors: decreasing and optimising the device 
dimensions, and applying a certain driving signal. The latter consisted of pre-biasing the 
modulator to an ‘o f f  level (0.6 V) near' to the ‘on’ level (0.8V) and overbiasing on the 
‘on’ and ‘o ff  sections. This allows a faster movement of the injected carriers. Device 
drive current was not reported by the authors, but it is envisaged that the power required 
would be high due to its long interaction length, 3 mm as opposed to < 1 mm typically
65
Chapter 3 Literature Review
(e.g. [3.58]-[3.65]). At the same time, the drive circuitry required to performed short 
switching pulses with high bias points are non trivial in nature.
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Figure 3.14: Schematic of the proposed 1 GHz Bragg modulator [3.66]
From the above, it can be noticed that although numerous predictions (e.g. [3.65]-[3.66]) 
have been made in achieving high bandwidth modulators using the plasma dispersion 
effect (section 2.3.3), few have been realised.
Daninesi et al. [3.67] realised a SOI Mach-Zehnder Interferometer (MZI) operating in the 
10 MHz range using the free-carrier dispersion effect (section 2.3.3). The MZI device 
along with side view of the phase modulator is shown in Figure 3.15. The unique feature 
about this modulator is that the contact regions are arranged in a longitudinal fashion in 
the z-direction, as opposed to the commonly adopted lateral approach (e.g. [3.65], [3.66]). 
The authors believed that having the diodes, doped regions and contact on the same plane, 
allows full compatibility with CMOS technology and reaps the benefit of having more 
uniform charge injection due to the longitudinal layout of the doped regions. The 
drawback of such a configuration is that parallel diode pairs are created instead of a single 
lateral diode all along the waveguide structure, hence giving rise to a bigger drive current. 
The overall device required is 136 mA.
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(b)Figure 3.15: (a) Schematic top view of the integrated MZI (b) Cut view along the phase modulator 
waveguide section, with the integrated doped regions and current flow indicated [3.67]
Longer devices hinder high integration ievels and hence increase cost. Consequently, 
Barrios et al. [3.68] proposed a Si modulator based on a Fabry-Perot microcavity with 
Bragg reflectors as shown in Figure 3.16. The microcavity facilitates confinement of the 
optical field in a small region, and the transmission of the device near its resonant is 
highly sensitive to small index changes in the cavity. This would require less injected 
carriers to achieve the required refractive index change, and hence phase shift. The rib 
width and Si thickness are 1.5 pm, and the etch depth is 0.45 pm. The 20 pm long device 
is predicted to require a dc power of the order of 25 pW (1.74 pA/pm, V = 0.87 volts) at 
an operating wavelength of 1.55 pm, to achieve 31 MFIz operating bandwidth with 
transmittance of 86% and a modulation depth of 80%. The authors also noted the merits 
of using trench isolation reported by Hewitt et al. [3.60] and implemented this feature in 
their proposed modulator device [3.68] although they did not report the device 
performance without trench isolation.
Barrios et al. [3.69] proposed another Si-based modulator that is only 250 nm thick. The 
device, shown in Figure 3.17 consisted of two uniformly doped contacts, p^ and n'^  at a 
level of lO'  ^ cm“  ^ and a distance of 200 nm from the rib edge. The device slab thickness 
is 50 nm. The authors predicted that in order to induce a refractive index change of -1 0 “ ,^ 
a dc power of 1.53 pW/pm is required. The switching time for this device is estimated to 
be 1.29 ns. The dc power is the lowest predicted to date.
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Figure 3.16: Fabry-Perot microcavity with high-reflectivity Bragg reflectors in SOI waveguide [3.68]
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Figure 3.17: Proposed rib waveguide with an integrated lateral p-i-n diode [3.69]
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Recently, researchers from the Intel Corporation experimentally demonstrated a silicon- 
based optical modulator with a bandwidth that exceeds 1 GHz [3.70]. This is a major 
milestone in silicon photonics and has attracted huge media attention.
Figure 3.18 shows a schematic of the reported device. This device operates by the free 
carrier effect (section 2.3.3) and bears close resemblance to a complimentary metal-oxide- 
semiconductor (CMOS) transistor. In fact, the device was fabricated using standard 
CMOS processing. The device structure consists of «-type crystalline silicon with an 
upper ‘rib’ of p-type poly silicon. The /(-type and p-type regions are separated by a thin 
insulating oxide layer. Upon application of a positive voltage to the p-type poly silicon, 
charge carriers accumulate at the oxide interface, changing the refractive index 
distribution in the device. This in turn induces a phase shift in the optical wave 
propagating through the device.
Metal contact
p-Poly-Si
Oxide
0.9 pm
5 pm Gate oxide 1.4 pm
n-SI
Buried
oxide
Silicon substrate> x
z
Figure 3.18: Schematic diagram of the silicon-based optical modulator demonstrated experimentally 
to exceed 1 GHz bandwidth fabricated using standard CMOS processing techniques [3.70]
The bandwidth of the device (a single 2.5 mm phase shifter) was characterised in two 
ways in an integrated asymmetric Mach-Zehnder Interferometer (MZI). The first was 
using a 0.18 Vrms sinusoidal source at 1.558 pm using lensed fibres for coupling into and
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out of the device. Figure 3.19(a) shows the normalised optical response of the MZI 
(photoreceiver output voltage divided by on-chip drive voltage) as a function of 
frequency. Clearly the device’s 3 dB bandwidth exceeds 1 GHz. As this device is 
capacitive, high frequency roll-off effects are seen on the on-chip voltage as shown in 
Figure 3.19(b). The second test was the application of a 3.5 V digital pulse pattern with a 
dc bias of 3 V. A 1 Gbit/s pseudorandom bit sequence was applied to the device and a 
high-bandwidth photoreceiver was used for detecting the transmitted optical signal. 
Figure 3.20 shows the optical signal faithfully reproducing the 1 Gbit/s electrical data 
stream. The on-chip loss for this device is -6 .7  dB. The drawback of this device is that it 
is polarisation dependent due to the horizontal gate oxide loss. Phase modulation 
efficiency for TE polarisation is larger than TM polarisation by a factor of 7. All 
measurements reported were made using TE polarisation.
m
I
1d
O  _4 -
-5
0.1 1
Frequency (GHz)
(a)
1!H
sI
- 1(^ 1
IlH 1(H0.1 AgqwenqflGHz)
(b)
1}
Figure 3.19: (a) Optical response of the MZI modulator (Figure 3.18) as a function of frequency, (b) 
Measured photoreceiver output and on-chip r.m s. voltage as a function of frequency [3.70]
The authors also suggested several methods that may improve the device performance 
even further. The first is replacing the p-type polysilicon with single crystal silicon, where 
the latter is expected to reduce on-chip loss by -5  dB. Another suggestion is the reduction 
of the device dimensions as the capacitance is reduced through such a shrinkage. Liu et 
al. [3.70] also suggested using a graded doping profile in the vertical direction of the 
device in Figure 3.18 such that higher doping densities exist in the areas close to the gate 
oxide and lower doping concentrations in the rest of the waveguide.
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Figure 3.20: Pseudorandom bit sequence of a silicon MZI containing a single 2.5 mm long MOS 
capacitor device (Figure 3.18) in one arm at a data bit rate of 1 Gbit/s [3.70]
This demonstration by Liu et al. [3.70] heralds in an exciting era of silicon-based 
optoelectronics, especially modulators, in being able to provide low cost and fast optical 
communications. According to Reed [3.71], this development could well signal the 
graduation of silicon photonics from purely academic research to a viable photonic 
material with commercial applications. Furthermore, silicon photonic circuits which are 
hundreds of nanometres (nm) in device dimensions could easily be fabricated compared 
to the current state-of-the-art in microelectronics processing of 65 nm.
The notion that silicon-based optoelectronics are meant for low bandwidth (MHz) 
applications are clearly demolished.
3.4.3 Silicon Modulators and Switches using the Thermo-Optic Effect
In section 2.3.2 the thermo-optic effect (TOE) in silicon (Si) was discussed. Silicon-based 
modulators based on this phenomenon were also studied. The first TOE based Si Mach- 
Zehnder interferometer modulator was demonstrated by Treyz [3.72] where a modulation 
depth of 40% was obtained for a switching power of a ;r-phase shift, P;^  = 30 mW and 
switching times of 50 ps for a device length of 500 pm and a waveguide width of 3 pm. 
Heating was achieved by means of electrical power dissipated in a resistive layer covering
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one of the two arais of the inteiferoinetiic structure, and tlie thin film heaters were 0.25 
pm thick coevaporated nickel and clii'omium (80% Ni : 20% Cr). The reported devices 
were multi-mode.
Fischer et aL [3.73] followed up on the reported device by Treyz [3.72] and optimised, 
mainly thi'ough the waveguiding chaiacteristics. They reported switching times and power 
of 5 ps and 150 mW respectively in a lai'ge cross-section silicon-on-insulator (SOI) rib 
guided-wave single-mode structure. However, tliis improvement of an order of magnitude 
in speed is at the expense of three times more power.
In 1994, Cocorullo et al. [3.74] reported an electiically driven Fabry-Perot modulator 
based on the TOE using standai'd silicon diode microelectionic teclinology. A maximum 
modulation deptli of 55% conesponding to a Æ-phase shift was observed wiüi a 5 ms 
pulse using -14  mJ of energy. A shorter recovery time of 200 ps was obtained when the 
modulation depth was lower than 15%. These results were used to optimise the reported 
device and resulted in a subsequent paper in 1995 [3.75] in which a thermooptic based 
silicon micromodulator with a 700 kHz, -3  dB bandwidtli was reported. In the latter 
paper, a maximum modulation depth of 60% corresponding to a ti/2 phase shift was 
observed for gate energies of 0.22 pJ.
Clark et al. [3.76], published experimental results that suggests a 500 pm device length 
can deliver a ;r-phase shift with an applied power, = 10 mW, if the waveguide is 
thermally isolated from tlie substrate. This corresponds to a thermal change of 
approximately 7 °C and hence a refractive index change of approximately 1.3 x 10“^  over 
the device lengtli. This reported value of P;r represents an improvement of 200% over that 
published by Treyz [3.72] whose devices required -  30 mW. This improvement was 
achieved through tliermal isolation of the waveguiding region within the heated region 
from the substrate by suspending the heat-sinking in the active region over a V-groove. 
However, this is at the expense of a reduction in bandwidtli from 36 kHz to 1.1 kHz.
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Recently, Espinola et al. [3.77] demonstrated the first thermally active optical stripe 
waveguide on the Unibond SOI material platform. The fabricated device, shown in Figure 
3.21, consisted of 3 pm input-output multimode waveguides that were in-tapered and out- 
tapered respectively over a distance of 10 pm, to a 0.6 pm single-mode strip waveguide.
Heat In
Cr/Au heater 0.1 pm
1 urn
0.26 pm
0.6 pm  Z X
Figure 3.21: Schematic of the first MZI thermooptic switch and cross section on Unibond SOI [3.77]
The Cr-Au heaters were 700 pm and 14 pm wide with a resistance of 60 Q. The tapers 
were included to improve the input and output coupling and hence reduce the coupling 
loss. The input lens fibre, which has a spot size of approximately 3 pm, is directly mated 
to the input taper. The output was collected with a 60 times high numerical aperture lens 
(N.A. = 0.8) and collimated before being focussed to an infrared camera and an InGaAs 
photodiode. The switching power required to achieve a ;z^phase shift was measured to be 
50 mW and showed good agreement with the predicted value of 46 mW. However, the 
measured device operating bandwidth is twice as large as the predicted operating 
bandwidth, being 100 kHz and 49 kHz respectively. The difference in bandwidth was 
speculated to be caused by the usage of a higher thermally grown silicon dioxide density
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in the prediction, as compared to a lower sputtered silicon dioxide density for the actual 
fabricated device. Also, the device exhibited slight polaiisation dependence on the input 
and output power, which may be caused by an asymmetiical stress effect of the heater. 
The authors suggested tliat to overcome tliese two factors (bandwidth and polaiisation 
dependence), an optimisation of the heater geometry and placement be caiiied out, i.e. 
reduction of the heated cross-sectional area. The propagation was determined to be 11 
dB/mm and the insertion loss was reported to be 32 dB. The dominant loss mechanism 
was reported to be the scattering from the lai’ge sidewall roughness of the waveguide as a 
result of tlie mask liftoff and reactive ion etching processes.
Other material systems that utilises the TOE include silica waveguides. Silica is popular 
due to the refractive index match between tlie waveguide and tlie silica fibre. However, 
the TOE coefficient in silica is an order of magnitude smaller than silicon, dn/dTsmca =  
10'^ vs dn/dTsiiicon = 10'"^  (section 2.3.2) and hence is not as fast in manipulating optical 
signals in active devices. Silica-based waveguides have a low refractive index conti'ast 
between the core and tlie cladding (Ucore ~ 1.6 vs ndadding ~ 1.5), and hence need to be large 
to be able to confine light, hence Silica-based devices aie typically of the order of 
centimetres in length. On the other hand. Si-based waveguides can be much smaller due 
to the high refractive index contrast between the core and the cladding (ncoie ~ 3.5 vs 
Hciadding = 1.5), with devices of the order of millinieti*es in lengtli. With this information to 
hand, Silica-based waveguides aie not as attiactive and efficient as silicon-based 
waveguides in achieving economies of scale, and hence lower cost.
3.4.4 Summary
In this section, vaiious types of active Si-based waveguides based on the free caiiier 
injection effect (section 2.3.3) and the tlieimo-optic effect (section 2,3.2) have been 
reviewed. The former has been shown to be faster than tlie latter with modulation 
bandwidths ranging from MHz to GHz compaied to die latter’s kHz operating regime.
Si-based modulators, switches, and variable optical attenuators aie also actively pmsued 
commercially worldwide, and in certain cases, made a primary line of product offering.
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For example, the Intel Corporation has demonsh'ated recently at the 2003 Intel Developer 
Forum in San Francisco, a Si optical modulator that may replace some of the electronic 
processing in the cenü'al processing unit of a personal computer [3.78]; in a recent 
publication in Nature, a 1 GHz silicon-modulator was demonstiated experimentally [3.70] 
in further testament to tlie Intel Corporation’s interest in silicon photonics; and Kotura, a 
startup company in Los Angeles, has the Si variable optical attenuator as its core product 
[3.79]. All these examples ai'e devices that aie valiants of the Si-based optical phase 
modulator and liighlight the amount of interest and importance that international 
companies aie placing on such a device. Israel’s GalayOr [3.80], and Massachusetts- 
based LNL (spin-off company from MIT) [3.81] also have Si-based optical devices as 
then core product.
There is also an undoubted trend towai’ds smaller waveguides due to benefits of greater 
packing density, higher efficiency, and faster modulation. However, it should also be 
noted that active Si-based devices cannot currently compete with higher bandwidth 
compound materials, such as LiNbOg, GaAs, and InP where device bandwidths operate in 
multiple-gigahertz region. In applications like fibre-to-the-home (FTTH) which require 
lower frequency bandwidths (megahertz to approximately 1 gigahertz), there aie two 
main contenders: silicon- and silica-based modulators/switches. The author predicts that 
silicon-based modulators/switches to be more favourable of tlie two for the obvious 
reason and ever-important consideration - lower cost. Furthermore, tlie ability to reach 
GHz modulation bandwidtli regime allows Si-based modulators based on tlie free caiiier 
effect (section 2.3.3) to compete with tlie costly compound materials.
3.5 Passive Silicon-based Devices (Waveguide Couplers)
3.5.1 Introduction
Numerous types of passive silicon devices, such as grating couplers, ring resonators, 
aiTayed waveguide gratings (AWGs) aie being actively reseaiehed. To provide a 
tieatment for each of these devices will be beyond the scope of this work. For reasons 
stated in the next par agraph, only grating couplers are presented here.
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In section 3.4.2, it can be seen that as active Si-based devices have tiieir waveguide 
dimensions reduced 1 pm), faster devices which also needs lower diive power may be 
realised. However, the issue of coupling efficiently into such modulators/switches/VOAs 
is a challenge in itself due to the huge dimensional disparity between tlie optical fibre 
(core ~ 9 pm) and such waveguides. Here, novel grating coupler solutions that may be 
capable of solving this problem aie presented.
3.5.2 Coupling To The Optical Circuit
Coupling of light to an integrated optical ciieuit is a non-tiivial problem due to the cross 
sectional dimension of tlie small waveguides which are usually a few micrometers 
([3.34], [3.82]). Figure 3.22 depicts possible techniques for performing the coupling task.
End-fke coupling uses a lens to focus the input beam directly onto the end of the 
waveguide, shown in Figure 3.22(a). This method is the simplest way of coupling light 
into a waveguide, but, it usually requires the waveguide to be end polished and it becomes 
inefficient when the waveguide has a tliin guiding layer (of the order of 1 pm). Bnd-fire 
coupling is rather similai' to butt coupling, depicted in Figure 3.22(d). The difference 
between them is tliat the latter involves ‘butting’ two devices or waveguides up to one 
another, such that the mode field of the ‘transmitting’ device falls onto the endface of the 
‘receiving’ device.
Figure 3.22(b) shows the next technique, which is termed prism coupling. As tlie name 
suggests, a prism is used to couple light into tlie waveguide. This method has the 
advantages of being mode selective, and of coupling light into a waveguide which is 
buried within the integrated optical circuits, where the end face of the waveguide is not 
exposed. However, it is necessary to use a prism that has a higher refractive index tlian 
the guiding film of the waveguide, which can be difficult for silicon-on-insulator (SOI) 
waveguide which has the refractive index of silicon (Si) of 3.5. Moreover this coupling 
method is cumbersome for integrated optics applications and it is essential for the prism 
to be held tightly onto the waveguide surface and this increases the possibility of the
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waveguide surface being damaged. This technique is only suitable for planar waveguides 
and not so for devices that uses rib waveguides such as the Si-based devices.
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Figure 3.22: Various methods of coupling light into waveguides ([3.34], [3.82])
Another way of coupling light into a waveguide is to use a grating coupler, which has a 
periodic structure and is fabricated on the surface of the waveguide, as illustrated in 
Figure 3.22(c). The grating coupler can be efficient for coupling light into a thin film 
waveguide (even < 1 jim). It is compact for integrated optical applications and has the 
advantages of prism coupling. Botli the grating coupling and the prism coupling are based 
on the phase-matching condition where components of the phase velocities and the 
propagation direction must be similar [3.34]. Due to fabrication difficulties, Si-based 
grating couplers have not received much attention. The highest coupling efficiency from 
surface rectangular* gratings in silicon reported to date has been reported by Ang et al.
[3.65], who reported an output coupling efficiency of approximately 70%, shown in 
Figme 3.23. The gratings were fabricated on a Si overlayer tliickness of 0.98 |xm and have 
a period of 400 nm. The same autlior reported an even higher efficiency of 84% for 
blazed gratmg couplers with a non-symmetrical profile in UNIBOND [3.83].
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Figure 3.23: Rectangular grating coupler realised in SOI waveguide [3.65]
3.5.3 Types Of Waveguide Couplers For Small Dimensional Waveguides
As waveguide dimensions are reduced, coupling becomes an arduous task. This is by no 
means a trivial research area. As active devices pursue a trend towards smaller waveguide 
dimensions for the obvious gain of having faster, more efficient devices, and hence 
greater packing density optical circuits, there is a corresponding need for solutions for 
robust forms of efficient coupling which is not evident in the rectangular surface gratings 
presented in section 3.5.2 [3.34].
Various researchers favour using multi dimensional tapered waveguide transitions due to 
the possibility of offering monolithically integrated means of achieving efficient coupling.
Day et at. [3.63] reported a 2-dimensional (laterally tapered) multi-micron taper structure 
formed by selective epitaxial silicon overgrowth followed by etching to leave an adiabatic 
tapered waveguide structure which has a uniform height but varying width, as shown in
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Figure 3.24. A coupling loss of <0.5 dB was reported, although the waveguide height and 
rib width were not reported.
1mm
1.2um
Figure 3.24: Adiabatic tapered Si waveguide structure used to match the optical modes in the rih
waveguide and the optical fibre [3.63]
Fijol et al. [3.84] and Frish et al. [3.85], from Confluent Photonics in the U.S. have 
recently presented 3-dimensional tapered (vertically and horizontally etched) and is 
shown in Figure 3.25. Fijol et al. [3.84] measured the insertion losses which ranged from 
0.5 to 0.7 dB for facet widths of 3 pm or larger. For facet widths less than 3 pm, insertion 
loss starts to increase rapidly, e.g. more than 2 dB when facet width is 2 pm. The facet 
height was kept constant at 3 pm.
Butler et al. [3.86] proposed a grating assisted directional coupler (Figure 3.26). Referring 
to Figure 3.26, the aim was for a fibre to ‘butt’ couple into the large surface P-Doped 
SiO] waveguide and the gratings would in turn be used to couple light to the thin 
Semiconductor waveguide. This proposed device is only capable of a maximum coupling 
efficiency of 40% in TE polarisation and has a harsh fabrication tolerance -  the coupling 
efficiency drops by approximately 50% if the grating period is changed by 3Â (0.3 nm). 
Due to its tight fabrication restriction, this solution is clearly unsuitable for commercial 
adoptions.
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Figure 3.25: Scanning Electron Microscope Image of a 3 dimensional tapered waveguide acting as
couplers to small waveguides [3.85]
Another possible solution to achieve efficient coupling into small waveguides is to use a 
grating coupler.
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Figure 3.26: Grating assisted directional coupler [3.86]
Recently, Masanovic et al. [3.87] proposed a coupler based on dual gratings. The author 
termed it the Dual Grating-Assisted Directional Coupler (DGADC). The operating idea is 
similar to Butler et al. [3.86] except for an additional set of gratings. The DGADC is
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shown in Figure 3.27, According to the authors, with tlie inti'oduction of an additional 
grating and an intermediate layer, tlie DGADC provides more flexibility in the coupler 
paiameter optimisations. The authors predicted a maximum coupling efficiency of 96% 
(0.18 dB) in TE polarisation to a waveguide thickness of only 250 nm. This proposed 
device could hold the key to solving the issue of coupling to small optical waveguides, 
but tlie device structure might have some fabrication difficulties.
SiON
SiON
SiON
SIQ.
Si substrate
Figure 3.27: Schematic of the proposed Dual Grating-Assisted Directional Coupler [3.87]
3.5.4 Summary
In tliis section, a tieatment of the various types of coupling to an optical waveguide has 
been made. This included, End-fire, Butt, Prism, and Grating coupling. Their advantages 
and disadvantages were also highlighted. End-fiie and Butt coupling are simple to 
implement but could not be used for small waveguides. Prism coupling is limited by its 
flexibility -  it can only be used for coupling to devices witli a higher refractive index 
medium. Gratings provided coupling ease (not having to polish tlie optical waveguide 
endface) and some highly efficient Si-based surface gratings were presented. Vaiious 
types of robust waveguides suitable for commercial deployment were discussed as well.
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3.6 Conclusion
Si-based waveguides tliat were actively reseaiehed upon in the scientific community have 
been reviewed. The atti'activeness of integrated optics in Si is due to, though not limited, 
to the following factors: (a) well understood characteristics; (b) ‘matured’ fabrication 
technology and low cost compared to compound materials; (c) low optical waveguide loss 
( -  0.1 dB/cm); (d) robust interface with external devices such as single mode fibres using 
large area single mode rib waveguides (section 2.4) and etched V-groove on waveguide 
produced by the micromachining technology [3.20]; and (e) optical modulation by 
injection of carriers. However, the disadvantages of Si are that it lacks a Pockels effect 
and it is an indirect bandgap semiconductor.
A number of designs of SOI modulators and switches that work by the free carrier effect 
have been investigated. The simplest of these devices integrate a p^-i-rC diode into a 
str aight through SOI waveguide. Tliis type of device, depending on its structural design 
and operating wavelength can operate as eitlier as a phase modulator or an intensity 
modulator. Although simple in design, these devices offer good performance. For 
example, a simple phase modulator of this type fabricated by Tang et a l  [3.49] required a 
driving current density of only 175 A/cm^ to achieve a ;r-phase shift. To date, this 
experimental result remains tlie most efficient in terms of-the drive current (7 mA). 
Numerous researchers have predicted devices having better drive currents (e.g. [3.58] 
(112 A/cm^ versus 175 A/cm^)) but no one has yet managed to report better experimental 
results. Until recently, experimental results on the device bandwidth are limited to tlie 
relatively low range of 10-20 MHz (e.g. [3.46]). However, it has been reported 
theoretically that using a thin Si film (~1 pm) in SOI, faster modulation bandwidtlis 
breaking the 1 GHz bariier are predicted [3.66]. Recently researchers from Intel 
Corporation breached tlie 1 GHz experimentally [3.70].
Therefore it can be concluded tliat whilst significant steps have been taken to improve the 
performance of silicon optical modulators, certain aspects still require improvement. In 
particular, the bandwidth and efficiency require attention. This project was initiated to 
address some of these issues. The details are described in the remainder of this thesis.
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Chapter 4
4 Device Physics and Beam Propagation
4.1 Introduction
This chapter introduces two commercial simulators used in designing the silicon-based 
optical modulator for this work. For studying of device physics, the SILVACO [4.1] 
software package is used and BeamProp [4.2] is used to investigate tlie optical behaviour 
of the modulator. This chapter commences by inti’oducing device physics modelling in 
SILVACO and the associated software tools contained therein. The comprehension of 
how device modelling in SILVACO can be better appreciated with an example. As such, 
a silicon-based modulator device which is termed as tlie reference model (RM) is used for 
this purpose. Issues such as meshing, solution files, and extraction algorithms are 
introduced as well. Then the focus will switch to introducing the Beam Propagation 
Metliod (BPM) employed in BeamProp, and aspects such as convergence study, utilising 
the RM as an illustration, will be discussed. The designing aspect with regards to physical 
device variations such as dopant positions, dopant concentrations, device dimensions etc 
will be dealt with in detail in Chapter 5.
4.2 SILVACO and Device Physics
4.2.1 Introduction
The semiconductor package utilised to perform tlie device physics simulations is from 
Silvaco International [4.1]. Silvaco is a multi purpose semiconductor modelling software 
suite. The software suite consists of a number of different packages that are used in 
conjunction to analyse device/process physics. For this work, tlie packages employed for
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the device physics designing phase include ATLAS, ATHENA, DevEdit and Tonyplot. 
ATLAS was used for device simulation, ATHENA for process simulation, DevEdit for 
structure and mesh implementation, Tonyplot along with Origin and Excel for data 
analysis. Silvaco provides extensive modelling capabilities and tlie range of ideas and 
designs that can be tested are large. In this section, a documentation of the various aspects 
of tlie ATLAS and ATHENA simulators as well as the supporting packages of Devedit 
and Tonyplot used in this work will be presented.
4.2.2 Device Simulation Using ATLAS
Central to Silvaco device modelling is the ATLAS device simulation package. It is used 
to predict the device physics behaviour of the device under investigation. The simulator 
also provides insight into internal physical mechanisms associated with device operation, 
such as diffusion and drift of electrons and holes and electron-hole recombination rates. 
Mechanisms such as these are often difficult, if not impossible to determine 
experimentally.
ATLAS simulates device characteristics by providing the solution of Poisson's equations 
and the continuity equation for elections and holes, supported by a series of secondary 
equations that are used to specify particular physical models. ATLAS can operate as 
eitlier a 2-dimensional (2D) or as a 3-dimensional (3D) device simulator. For the device 
physics simulations discussed here, ATLAS was implemented as a 2D device, hence all 
structures/devices modelled are assumed to be homogeneous in the third dimension. This 
is due to the uniform distribution of injected carr iers in the centro of the rib, which allows 
such a simplification. A further advantage of simulating in 2D is the reduction in 
computational resource requirements. This uniformity will be demonstrated in section
4.3.3.
Sem iconductor Equations
ATLAS solves Poisson's equation and the continuity equation for electrons and holes. 
Poisson's equation relates changes in electrostatic potential to local charge densities. The
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continuity equation describes tlie way election and hole densities evolve as a result of 
tr ansport and recombination processes.
Poisson's Equation can be expressed as [4.3]:
div (gV (4.1)
where s i s  the local permittivity, {^is the electrostatic potential, and p  is the local charge 
density. ATLAS defines ^ as the intrinsic Fermi potential. The local net charge density is
the sum of the contributions from all mobile and fixed charges, including electrons, holes
and ionised impmities.
The electric field E is the gradient of the electr ostatic potential.
E=-V(^ (4.2)
Carrier Continuitv Equations
The continuity equations for electrons and holes are:
^  -  &  (4.3)
(4.4)
where Ue and ph are the electron and hole concentrations, and J are the electron and 
hole current densities, and are tlie generation rates for elections and holes, 
and are the recombination rates for electr ons and holes and q is the magnitude of the 
charge on an electr on.
Secondary Equations
The basic framework for the modelling is provided by equations (4.1), (4.3) and (4.4). 
Secondary equations are used to specify particular* physical models for ,
, and . Charge transport models ar e usually obtained by applying
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approximations and simplifications to the Boltzmann transport equation. The choice of 
transport mode influences tlie choice of generation and recombination model.
Carrier Statistics M odels
Fermi-Dkac and Boltzmann Statistics
The ATLAS default model for carrier statistics is the Boltzmann model. The Boltzmann 
model is an approximation of the Fermi-Dirac model. Elections in a semiconductor lattice 
in thermal equilibrium at a temperature T obey Fermi-Dirac statistics. That is the 
probability that an election occupies an available energy state with energy fis:
f { s )  =  -I r  (4.5)
1 + exp e - £ f\  k T  /
where ^ is  the fermi level and k is the Boltzmann constant.
When (s-£f) »  kT, equation (4.5) can be approximated to
/ ( f )  = e x p ( ^ )  (4.6)
Equation (4.6) is the Boltzmann approximation. The use of Boltzmann statistics rather 
tlian Fermi-Dirac statistics simplifies subsequent calculations. For heavily doped 
materials, Boltzmann statistics approximations become less accurate and Fermi-Dirac 
statistics are necessary to model the carrier statistics of the device [4.4]. In this work, 
devices with concentiations as high as 10 °^ cm“  ^ in the doped regions were modelled, 
hence the carrier statistics modelling were performed using the Fermi-Dirac model.
Drift-D iffusion M odel
The simplest useful form of charge transport is tlie ‘drift-diffusion’ model. This model 
has the added advantage of not introducing any independent variables in addition to y/, n 
and p. The ‘drift-diffusion’ model has been used extensively for modelling of charge 
transport. However the approximations provided by the model become less accurate for
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small feature sizes (below 90 nm) and hence caie must be exercised especially when 
designing sub-micrometer devices. The ‘drift-diffusion’ model is the default transport 
model used by ATLAS and for conduction elections and holes are respectively given as:
Jn. =  E + 9 4 ,. (4.7)
Ph ~ (4.8)
M obility M odels
Electrons and holes are accelerated by electric fields, but lose momentum as a result of 
various scattering processes. The scattering mechanisms include lattice vibrations 
(phonons), impurities, otlier carriers, surfaces, and other material imperfections. Mobility 
modelling is normally divided into two sections. The first is based on electric fields and 
the second is in terms of mobility modelling in bulk semiconductor regions.
The field effect mobility is expressed in terms of low and high field behaviour. For low 
fields, carriers are almost in equilibrium witli the lattice and the mobility has a low field 
value, commonly denoted by tlie symbol //. The value of ju changes with phonon 
scattering and impurity scattering. Phonon scattering increases with lattice temperature 
hence ju decreases and impurity scattering increases with doping concentration hence ju 
decreases. For higher electric fields the carrier mobility reduces. This is because carriers 
that gain energy can take part in a wider range of scattering processes. The mean drift 
velocity at low fields increases linearly with increasing electric field. At higher fields this 
relationship ceases to exist as tlie drift velocity approaches the saturation velocity and the 
mean drift velocity rises much more slowly with increasing electric field, and eventually 
the velocity saturates. The constant velocity is commonly denoted by the symbol Vsah 
Impurity scattering is relatively insignificant for energetic carriers, and so Vsat is primarily 
a function of lattice temperature.
Modelling mobility in bulk material involves:
(1) Char acterising //  as a function of doping and lattice temperatiue;
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(2) Chaiacterising Vsat as a function of lattice temperature; and
(3) Describing tlie transition between the low field mobility and saturated velocity
regrons.
There is a choice of several mobility models. One or more mobility models should always 
be specified explicitly to sufficiently satisfy the modelling. It is possible and often 
required to specify a number of non-conflicting mobility models simultaneously although 
it is necessar y to have knowledge of the priority of the mobility models.
The simplest mobility model used in SILVACO is the concentration dependent model 
CONMOB [4.5]. This model provides mobility statistics based on a lookup table at 300K 
for either silicon or GaAs. The lookup table uses a simple power law to evaluate the 
mobility of electrons and holes at various electron and hole doping concentrations. A 
doping and temperature dependent low-field mobility model may be specified when 
modelling variations in lattice temperature on device performance. Klaassen recently 
proposed another mobility model ([4.6], [4.7]). Klaassen’s model applies different 
mobilities to majority and minority carriers. The model includes the effects of lattice 
scattering, impmity scattering, carrier-carrier scattering, and impurity clustering effects at 
high concentration. The model [4.6] shows excellent agreement between the modelled 
and empirical data for:
(1) Majority electron mobility as a function of donor concentration over the range from 
10^ "^  cm“^  to 10^  ^cm“^ ;
(2) Minority electron mobility as a function of acceptor concentration over the range from 
10^  ^cm“^  to 10 °^ cm“^ ;
(3) Minority hole mobility as a function of donor concentr ation ranging from 10^  ^cm"  ^ to 
10 °^ cm" .^; and
(4) Temperature dependence over tlie range from 70K to 500K [4.7].
The Klaassen model accounts for a broader set of effects and has been calibrated over a 
wider ranger of conditions than any other of the low field bulk mobility models offered by
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Silvaco. Consequently, it is the mobility model used in modelling of the devices in this 
work.
ATLAS also provides a parallel electric field dependence model FLDMOB. This model is 
used to provide a smooth transition between low-field and high-field behaviour. 
FLDMOB is an essential model and is recommended to always be specified during device 
modelling.
Traps and Defects
Traps or defect centres in a semiconductor substrate may significantly influence the 
device physics. These flaws can be caused by dangling bonds at interfaces or by the 
presence of impurities in the substrate. Trap centres, whose associated energy lies in a 
forbidden gap, exchange charge with tlie conduction and valence bands through the 
emission and recombination of electrons. The trap centres change the density of space 
charge in semiconductor bulk and influence tlie recombination statistics.
According to [4.8], two basic types of trap exist; donor-like (electron traps) and acceptor­
like traps (hole traps). The charge contained within each type of trap will depend upon 
whether or not an electron or hole fills tlie trap. A donor-like trap is positively charged 
and therefore only captures an electron. This means that donor-like traps are positive 
when empty of an electron but are neutr al when filled. An acceptor-like tr ap is negatively 
charged so therefore they may only emit an electron. Therefore acceptor-like ti'aps are 
negative when filled but are neutral when empty. In a semiconductor there is a position of 
the Fermi level corresponding to neutrality. At this condition, tliose traps above the Fermi 
level are defined as acceptor-like and those below the Fermi-level are donor-like.
Recom bination M odels
There are three recombination models used in tlie device modelling. The first is the 
concentration dependent Shockley-Reed-Hall (CONSRH) model. The standard Shockley- 
Reed-Hall (SRH) model uses fixed minority carrier lifetimes. The CONSRH model is an
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adapted version of the SRH model and uses concentration dependent lifetimes. The 
CONSRH model is the recommended standard model for silicon recombination statistics 
in ATLAS. SRH recombination is modelled as given by:
n  ___________m - V ___________
srh e - £ j  g,-£f ( 4 . 9 )
where is the trap energy level, £/ is the Fermi level for intrinsic doped silicon, me is the 
intrinsic carrier concentration, T,i and Tp are the electron and hole lifetimes respectively. 
For CONSRH, % and Tp are modelled as concentration dependent, as shown in equations
(4.10) and (4.11) below:
T  = -
1 + J L .  (4.10)
N.srhn
" x + JL - (4 .11)
^  srhp
where N  is the local impurity concentration and Nsrhn^  Nsrhp^  % and 15,0 are constants.
The second recombination model is the Auger recombination model. Auger
recombination is important at carrier concentrations above 10^  ^ cm“^  ([4.9], [4.10]), in
which the energy released by a recombining electron is absorbed by another carrier, 
which emits this energy nomadiatively by collisions with the lattice, generating phonons. 
High levels of injected carriers in the intrinsic region of the p-i-n diode results in 
increased levels of Auger recombination. Auger recombination is modelled using the 
following equation:
R anger ~Cn (ptt~ nUje  ^ Cp (p U pUjg ) (4.12)
where c«, and Cp are the Auger recombination coefficients.
The third recombination model accounts for recombination at semiconductor to insulator 
interfaces. ATLAS accounts for the recombination by considering a surface 
recombination velocity given as:
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Jsn — q Vsnips (4.13)
Jsp — Q Vgpips ~ Peq) (4.14)
where Vsn and Vgp is the surface recombination velocity due to elections and holes 
respectively.
SILVACO solves a set of fundamental equations which link together the electrostatic 
potential and the carrier densities, within a certain simulation domain [4.3]. These
equations are solved inside any general purpose device simulator and have been derived
from Maxwell’s laws and consist of Poisson’s equation, the continuity equations and the 
transport equations. Poisson’s equations relate variations in electrostatic potential to local 
charge densities. The continuity equations describe the way electron and hole densities 
evolve as a result of transport, generation, and recombination processes. It must be noted 
that a discretization of the equations is performed so that they may be applied to the finite 
element grid used to represent the simulation domain.
4.2.3 Designing Devices Using DevEdit
The first stage of the modelling process involves designing the device. This can be 
achieved by two methods. The first could be done by writing code in the main Silvaco 
simulation ‘deck’ called DeckBuild to describe characteristics of the device such as the 
device dimensions, device composition, doping concentrations/profiles, composition/size 
of contact materials, and meshing details. This method involves visualising the device 
details and interpreting these into computer code recognisable by DeckBuild. This 
method is tedious and prone to inaccuracies. Also it assumes that a ‘perfect’ device free 
from the inaccuracies associated with process fabrication (to achieve fabrication process 
simulation, tlie ATHENA package in Silvaco is used). The second method involves 
drawing the device and its physical attributes such as doping concentration and meshing 
details in a Silvaco package known as DevEdit. Clearly, tlie second method is easier to 
realise the physical device. DevEdit is used for designing tlie device in this work.
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Structure
In DevEdit, the proposed device design is drawn onto tlie DevEdit grid, and information 
such as material definition, doping regions and elechode positions aie supplied in 
DevEdit, which in turn translates tliis information into syntax that is accepted for device 
modelling in ATLAS. DevEdit contains a large list of materials and dopants that the 
designer can select from for describing the device design, and if tlie material and dopants 
requked are not available, DevEdit allows the user to define these properties. At the same 
time, the user can also specify which doping profiles are to be used, such as constant or 
gaussian. The user can even import profiles tliat were modelled in process simulations, 
such as annealed dopant profiles after ion implantation. The device electrodes are defined 
after the device structure has been specified.
Mesh Designing
After the str*uctiu*e has been defined, a mesh build is requned. In DevEdit, a mesh is a grid 
that covers all or part of the device structrne, and consists of a number of gridlines 
positioned on top of the device structure. Gridlines can be at any angle, although the 
majority are horizontal or vertical. A mesh grid point is a point on the grid where two grid 
lines cross. The data obtained at the mesh points is used by ATLAS to numerically solve 
the equations described in section 4.2.2. Designing a good mesh is of critical importance 
in the modelling exercise. Having too coarse a mesh results in a shorter modelling time 
requir ed but at the expense of accurate results. On the other hand, having too detailed a 
mesh increases the computation resources (i.e. longer processing time with increased 
output file size) with more accurate results. Clearly there exist a tradeoff situation 
between the choice of meshing. Consequently, the ideal situation will be to achieve a 
meshing strategy where the designer develops a ‘feel’ for the changes in resulting 
accuracy due to variations in the number of grid points. Furthermore, a well designed 
mesh with fewer strategically placed grid points could provide a solution comparable to a 
mesh witli many more grid points with the added advantage of smaller output files and 
faster solution time. The increased solution time may be acceptable for a small number of 
modelling runs, but is intolerable for a large number of runs. One method of improving 
the situation is to utilise an asymmetrical mesh which has regional variation in 
gridline/grid point concentration. It will be advantageous to have a relatively large
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number of grid points at regions where there is likely to be relatively large parameter 
variations, such as regions where abrupt changes in electrostatic potential or election and 
hole concentrations are expected (e.g. at a boundary or an interface). As a result, it is 
advantageous to normally deploy a relatively dense grid point concenhation at, for 
example, a pn  junction, compared witli a relatively low grid point concentration in the 
bulk device material.
Mesh designing can be defined using either code syntax in DeckBuild or using mesh 
specification in DevEdit (which in turn translates the syntax into code recognisable for 
device modelling). The latter is preferred as it allows the user to visualise the meshing 
result and details such as number of grid points generated, which the former method of 
code syntax definition is incapable of. Moreover, mesh designing also allows the user to 
employ relatively large grid points at regions where abrupt changes are expected by 
simply highlighting tlie desired area. Furthermore, DevEdit includes a number of 
functions to refine the mesh. These functions include refining the mesh at interfaces, 
boundaries, and specific regions of interest. Consequently, this metliod of mesh designing 
using DevEdit is favoured and is tlie technique used in this work to design structure 
meshes.
4.2.4 Modelling Devices Using Deckbuild
Once the structure and mesh definitions have been completed using DevEdit, the 
modelling exercise returns to die DeckBuild environment where an input file (Deck) that 
can be understood and executed by ATLAS is generated. This deck is considered the 
‘centre’ of the simulation for it contains information about die simulation models to be 
used, biasing applied to the device, and output data. The Deckbuild environment is a text 
editor and contains die functions required to execute the completed deck. At the start of 
tills editing process, the str ucture along witii its mesh file generated by DevEdit (section 
4.2.3) is read into DeckBuild. Next, the simulation models used, metiiod of solution, type 
of solution, and type of output data are specified. Table 4.1 shows a typical, though by no 
means exhaustive, sample of the simulation deck.
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Material Contacts, electron-hole mobilities, recombination coefficients, and lifetimes
Models Carrier statistics, mobility and recombination
Methods Gummel, Newton
Solution Type Direct current, alternating current, transient analysis
Results Data analysis (accurate extraction of modelling results)
Table 4.1: Sample of the various types of Deck-cards used in the Deckbuild (ATLAS) environment
4.2.5 Data Analysis Using Tonyplot
Tonyplot is a graphical post processing tool to study the output from Silvaco’s device and 
process simulators, ATLAS and ATHENA respectively, and can operate as a stand-alone 
tool or along with Deckbuild. Functions that Tonyplot provides include, but are not 
limited to, multiple file loading, plot comparison and overlay, ‘movie’ function (which 
allows for example, overlapping of structures -  this tool is useful when comparing the 
carrier movements at various bias points), and curve tracing function. A useful function in 
Tonyplot is the facilitation of examining several data files all at once, each in its own plot 
window. These plot windows can be combined (or overlayed) so that direct comparisons 
can be made. It is also possible to execute cut-line slices through 2 dimensional structures 
to obtain useful information such as the electron and hole carrier concentrations at a 
particular location for a given driving potential. Information such as current density, 
electric field, potential and recombination rates are also available. If further calculations 
are required, a facility exists to export the data to an output file.
4.2.6 Summary
SILVACO is a versatile and powerful electronic design automation (EDA) tool that 
allows the characterising of semiconductor devices. This suite consists of a number of 
applications that can be used to design, model and finally analyse the predicted results. 
For the purpose of this work, SILVACO was used to model the device physics of a 
variety of silicon optical modulators.
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Figure 4.1: Device physics simulation flowchart using the SILVACO software suite
Figure 4.1 summaiises the various techniques to achieve a device structure starting from 
its conception. The device structure can be achieved tlii'ough syntax (DeckBuild or 
ATHENA) or graphical interface (DevEdit). The former option of realizing a device 
structure is recommended when tlie device structiue is fah’ly simple (e.g. planar* device) or
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for process simulation situations. The DevEdit option provides a faster way of realising 
the device structure compared to the former approach. It is critical to ensure that the mesh 
description is sufficient and hence a mesh refinement loop to ensure that this is not 
overlooked has been implemented. Mesh refinement will be discussed in detail in section
4.3.3. After the device structure is generated either via process simulation or drawn 
dhectly using DevEdit, the device simulator ATLAS is invoked to perform the device 
physics simulation. The data obtained falls into three categories: runtime output (gives a 
record of the runtime information and is helpful in debugging errors); log files (cuixent 
and voltage data for each electiode in dhect current (DC) conditions, in transient 
simulations the time is stored); and solution files (or structure files provide a ‘snap shot’ 
of the device at a particular* bias point either in DC or transient solution points). These 
data aie then studied using tools such as the plotting package from SILVACO called 
Tonyplot, Origin or Microsoft Excel.
4.3 Devices Physics Modelling
4.3.1 Introduction
In order to demonstrate how the SILVACO package has been used to study the device 
physical characteristics, an example will be provided. This example utilizes a general 
device structure of a silicon-based p-i-n optical modulator and investigates its direct 
current (DC) and transient characteristics. The importance of the meshing optimisation 
will also be presented. The effects of injected free carriers in tlie intrinsic region will then 
be illustrated as well. In order* to ensure accurate extraction of simulated results, specially 
written extraction codes will also be discussed. The carrier* injection efficiency is defined 
via the induced refractive index change (equations (2.5) and (2.7) in section 2.3.3 on page 
12) for a given current density and the transient injection efficiency is defined via the 
device rise and fall times.
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4.3.2 General Device Structure
Figure 4.2 shows the generic device structure to be considered in this work. It is a lateral 
optical phase modulator integrated into a low loss SOI rib waveguide. The device shown 
in Figure 4.2 will be referred to as the reference model (RM) and represents the geometry 
used in all simulations unless otherwise stated. The RM is designed to operate at the 
infra-red telecommunications wavelength of 1.55 [xm. The device has a symmetrical p-i-n 
structrue where two n'^  regions are joined as a common caüiode, and is hence referred to 
as the n-p-îi device. In the reference device, both n and p  regions were modelled as highly 
doped regions with doping concentrations of 10^  ^cm~ .^ This device is based around an 
overall silicon thickness of 0.98 jxm, etched rib waveguides 0.5 |xm wide with an etch 
depth of 0.48 |im in order to satisfy the single-rnode condition [4.11]. The oxide thickness 
was modelled to be 0.4 |xm. This ensures sufficiently good optical confinement and has 
been demonstrated by a number of autliors that a minimum buried oxide (BOX) thickness 
of about 0.4 jxm provides good confinement of tlie propagating optical mode [4.12].
The RM was assumed to have ohmic contacts with no additional contact resistance or 
capacitance. The Shockley-Reed-Hall recombination canier lifetime in the intrinsic 
region are = 700 ns, = 300 ns, where and are the electron and hole lifetimes
respectively. The values of and Tp corresponds to a realistic intrinsic epilayer doping
layer 10^  ^ cm“ ;^ under forward bias, SILVACO adjusts tiie lifetimes according to carrier 
concentrations [4.10]. The values of T„ and Tp used in the modelling pertain to bulk
silicon data. This provides the worst case scenario, and has become custom and practice 
for modelling this type of device (see for example [4.10] and [4.13]). If the lifetime of the 
carriers is reduced due to the smaller nature of the RM, the bandwidth will only improve. 
Furthermore, the lifetime would have to change dramatically to have any significant 
effect, though it is unlikely. It is expected that a device witlr shorter intrinsic carrier 
lifetimes than that stated above will have superior switching capabilities but this is at the 
expense of greater electrical current. Conversely, a device with longer intrinsic carrier 
lifetimes will have lower power consumption but slower switching capabilities. One 
method of reducing tlie carrier lifetime of the intrinsic region is to include a lifetime killer- 
such as gold but this is at the risk of CMOS incompatibility.
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Figure 4.2: Geometry of the reference model (RM) p-i-n phase modulator. Rib dopant depth is 0.3 pm
and side dopant depth is 0.4 pm
DC Results
The optical phase modulator shown in Figure 4.2 is a diode, and the DC characteristics 
can be obtained by introducing a forward voltage to the modulator. The voltage range 
used was from 0 V to 1.05 V. Figme 4.3 shows the DC change in refractive index against 
drive current for the reference device in Figure 4.2, with a ; -^radian drive current, 1.4 
mA (the corresponding drive voltage is -0 .95 V) and a corresponding current density of 
560 A/cm^. /;ris a typical measure of the quality of such devices. From Figure 4.3 it can 
be seen that the change in refractive index varies nonlineariy with applied current. One 
factor which contributes to the nonlinearity of the change in refractive index versus 
current density relation, is the sublinear dependence of the change in free holes, àNh with 
the change in refractive index, as shown in equations (2.5) and (2.7). Also, as the 
modulator is driven harder, more free carriers are injected into the intrinsic region of the 
device. This increase in the concentr ation of the previously intrinsic region results in an 
increase in the Auger recombination rate (at injected carrier concentrations much greater
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than 10^  ^ cm”^  the Auger recombination becomes the dominant recombination process, 
e.g. [4.9]). This results in a reduced lifetime in this region and hence the modulator needs 
to be driven harder to achieve an equivalent refractive index change than at lower drive 
powers. Of course an increase in the recombination of the intiinsic device will result in a 
faster switching device, i.e. reduction in the rise and fall times of tlie modulator.
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Figure 4.3: Change in refractive index against drive current in the reference model p-i-n optical
phase modulator
Transient Results
For the switching characteristics of the device, a transient solution is employed. The 
anode and cathode were first zero biased for 10 ns, followed by a step increase to V r^for 
200 ns, and a subsequent step decrease to 0 V. V^is tlie voltage corresponding to 180° 
phase shift. The rise time tr is defined as the time required for the induced phase shift to 
change from 10% to 90% of the maximum value. Likewise, the fall time tf is defined as 
the time requned for the induced phase shift to change from 90% to 10% of the maximum 
value. For every voltage/time step, information including the canier concentration and 
cmient density are saved in the output structure, or saved into a text file. The advantages 
and disadvantages with saving the simulation solution files in either structure form or text 
form are explained in section 4.3.3.
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The device rise and fall times are shown in Figure 4.4. The reference model (RM) has 
predicted rise and fall times of f, = 0.46 ns and f/=  0.15 ns respectively. Considering the 
rise time as it is the slower of the two, the RM is predicted to have a device bandwidth of
1.09 GHz. Figure 4.4 contains the rise and fall times and clearly the rise time is the slower 
of the two and hence the limiting tr ansition. In order to illustrate clearly both the rise and 
fall times, a ‘break’ in the horizontal time axis was made so that the rising and falling 
edge of the tr ansient waveform could be highlighted.
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Figure 4.4: Predicted transient performance for the reference model (Figure 4.2)
4.3.3 Meshes, Solution Files, and Extraction Algorithm 
Meshes
The concept of meshing was introduced in section 4.2.3 on page 99. However, the 
importance of meshing cannot be stressed enough. Having unoptimised meshes result in 
inaccurate results. On tlie other hand, having too detailed a mesh will give accurate results 
but at the expense of greatly increased computational resources. The solution is to design 
a variable mesh with spatial areas of more detail where it is critical to provide more 
insight into the device behaviour. Figme 4.5 illustiates the reference model in Figure 4.2
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with different meshes that were used to study the effects of vaiious types of meshes, and 
in turn allows us to detemiine the optimum mesh for the optical phase modulator. A 
number of critical paiameters can help provide the reader with an appreciation of the 
importance of the meshes. When a mesh is created in DevEdit (section 4.2.3), tlie number 
of meshes created will be made known. Assuming that the optical phase modulators with 
various meshes in Figure 4.5 aie subjected to a DC test, Deckbuild will output the 
computational time involved to perform such a simulation with respect to its structure. A 
pai’ticulaiiy useful paiameter to quantify the optical phase modulator is tlie drive current 
required to achieve a :^ r-radian phase shift,
Mesh #1 was dehberately made to be exti’emely coarse and has only 110 meshes in its 
sti'ucture, which expectedly, resulted in a small file size of 25 kilobytes and the 
processing time took only 16 seconds and resulted in a I^of 2.33 mA. Mesh #2 is a dense 
mesh with 3149 meshes and has a file size of 149 kilobytes. The computational time 
taken to reach a solution was 105 seconds and gave a Ijt value of 1.75 mA. Mesh #3 is 
over 3 times denser tlian Mesh #2 and hence its file size also more than tiipled. The 
computational time increased to 554 seconds and resulted in a Ij^of 1.4 mA. Mesh #4 is a 
variable mesh with spatial areas of more detail aiound the rib region where injected 
caiiiers aie expected to have the most movement. Its number of meshes and file size is 
more than half of Mesh #3 (4650 vs 10633, and 295 kilobytes vs 636 kilobytes), and its 
computational time also reduced by more than 50% (218 seconds vs 554 seconds). 
However, the 7;r solution of Mesh #4 is identical to that of Mesh #3 (1.4 mA). Thus 
through such a mesh optimisation exercise, the accuracy of the results can be ascertained 
and at the same time the computational resources may also be reduced. In this work, 
current and voltage chaiacteristics will be referred to as IV characteristics. Figure 4.6 
illustiates the IV chaiacteristics for each mesh. The procedure used to create Mesh #4 is 
adopted for all the devices modelled in this work. This optimisation can also be cairied 
out using the transient solution. The results discussed in relation to the different meshes 
are summarised in Table 4.2, which provides the vaiious paiameters needed to appreciate 
the accuracy and computational resources with the different meshes in Figure 4.5.
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Figure 4.5: Various meshes used for optimisation testing using the reference model (RM) structure
#1 110 25 16 2.3
#2 3149 149 105 1.8
#3 10633 636 554 1.4
#4 4650 295 218 1.4
Table 4.2: Various mesh types (in Figure 4.5) with their corresponding computational time and 
accuracy in results to enable mesh optimisation
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Figure 4.6: Device current density vs anode voltage from mesh optimisation
Solution Files
At each voltage step (or time step in the case of transient modelling), a solution is 
produced and can be saved. Solution files come in two types: text based information such 
as the caixier concentiation at a particular location; or a structure file which contains 
much more detailed information (e.g. carrier concentiation throughout the device).
Saving the device sti'ucture solution files at each voltage/time stage provides a more 
detailed picture, although such simulation structure data files aie computationally 
intensive -  they require approximately 600 kilobytes of disk space for each voltage/time 
step. In a DC simulation run which typically consists of approximately 10 biasing steps, 
the str ucture files would easily consume more tlian 6 megabytes of disk space. This is 
huge compared to 3 kilobytes utilised by a text solution file output for a similar DC 
simulation. In the case of transient analysis, the number of biasing steps can easily reach 
50 structure files. This will require approximately over 30 megabytes of disk space (9 
kilobytes for a text solution file output for a similar transient analysis). Therefore, in order 
to perform a DC and transient simulation for a single device using tlie structuie solution 
method, a disk space of at least 40 megabytes is required. Naturally, the time taken to
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process 40 megabytes of sti'ucture solution data would be increased tremendously when 
compared to the time taken to process 12 kilobytes (3 kilobytes DC simulation plus 9 
kilobytes transient simulation) of text solution data. Obviously in situations where a lot of 
attention is required, such as at the initial modelling phase of a new device or when a 
device’s detailed carrier injection profile needs to be interrogated, the structure solution 
method is required. The text solution method can be used in situations where only the 
carrier concentr ation at a specific location at a particular' voltage/time step is requir ed.
To illustrate the need for a structure based solution file, consider the injected electron and 
hole concentr ations along a vertical section tlirough the centre of the waveguiding region 
for the reference model (RM) in Figure 4.2. Structure files are saved at various applied 
voltage points (1.00 V, 0.92 V, and 0.84 V). Cutlines are then subjected to these structure 
files along the vertical section of the centre of the rib. Figure 4.7 shows predictions of the 
injected electron and hole concentrations along a vertical section from the centre of the 
rib through the optical channel for the reference model. The applied voltage is at 1.00 V, 
0.92 V and 0.84 V for the upper, middle and lower plots respectively. The injected plasma 
shows good uniformity in the intrinsic region for the applied forward biases of interest. 
The maximum variation in the concentration of the injected carriers through the centre of 
the waveguiding region is seen to be less than 1%. Figure 4.8 illustrates the outline 
applied in the horizontal axis, which also predicts good uniformity. Therefore, it is 
justifiable to make the assumption of a constant profile of injected cariiers in the intrinsic 
region for the range of voltage biases of interest. Tliis assumption simplifies the resulting 
calculations of change in refractive index and change in absorption in the devices 
presented. With respect to Figme 4.7 and Figure 4.8, it can be deduced that injection 
levels (electrons and holes) of 5 x  10^  ^ cm“  ^ can be achieved at a voltage level greater 
than 0.92 V. In turn, the length L needed to achieve a :^-phase shift can be calculated. 
Using equation (2.23), the length of the designed reference modulator needed to produce 
a ;r-phase shift at this level of injection is approximated to be 465 p.m. Obviously, if the 
injection level is higher, L can be reduced.
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Extraction Algorithm s
In order to obtain simulation data accurately, two extiaction routines in Deckbuild were 
developed. The first one is developed for DC and the other for transient extraction. These 
two algorithms are meant to complement each other. For the DC case, the extraction 
algorithm works by reading off a point on tire x-axis of a graph and ‘extracts’ the 
corresponding y-axis value. For example, with reference to Figure 4.3, the DC extraction 
algorithm will look at the current on tire x-axis of Figure 4.3 and pinpoint the 
corresponding change in refractive index on the y-axis. Also, tire voltage that corresponds 
to the current density required to produce a ;?r-phase shift, e.g. in Figure 4.6, can be 
extracted. This voltage is then passed to the transient simulation in order to obtain a step- 
up phase that corresponds to 180° phase shift. Using the extraction algorithm is preferred 
to just reading data off the graph as it allows a higher precision to be obtained. For 
example, using the extr action subroutine, the accuracy of the extr acted phase shift, is kept 
to 180° ± 1 ° . Using manual plotting and reading off the scale, may be interpreted as 
0.93 volts, whereas with the extraction subroutine, 0.934196 volts will be obtained, even 
though in practice only 3 decimal places may be required.
4.3.4 Summary
In this section, an illustration was made of how the SILVACO software package is used 
to model the device physics in a silicon-based optical modulator. Various issues regarding 
tlie software package were discussed. These included the critical aspect of mesh 
optimisation. Witli mesh optimisation, variable meshes (e.g. Mesh #4) can obtain a 
similar* solution compared to a much denser mesh (e.g. Mesh #3) whilst at the same time, 
reducing the computational needs by more than 50%. For example. Mesh #4 has a 
computational time of 218 seconds compared to 554 seconds for Mesh #3. Their solutions 
for 7;^  are identical (1.4 mA). As mentioned in section 4.3.3 page 108, there are two types 
of solution files: text or structure based solutions, fri initial modelling studies where a lot 
of interrogation is required on information such as the device carrier injection/depletion 
profiles, the structure based solution must be adopted. Structure based solution files come 
at tire expense of bigger solution files and hence require more computational resources. If 
the carrier injection profile at a specific location at a particular* biasing/timing step is
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needed, the text solution is recommended as it will be less taxing on the computational 
requirements. Finally, extraction algorithms were created to achieve a high degree of 
accuracy (99%) for data extr action.
4.4 Optical Modelling
4.4.1 Introduction
The optical behaviour of the reference model (RM) in Figure 4.2 was investigated using 
BeamProp, a commercially available optical simulation software package that employs 
the beam propagation method (BPM). In this section, a brief introduction of BPM will be 
given [4.2]. In common with tire device physics section (section 4.3), an illustration of 
BeamProp on the RM is given and a convergence study in BeamProp will also be 
presented.
4.4.2 Beam Propagation Method
In this section the general concept of the beam propagation method (BPM) is reviewed. 
The BPM is the most widely used propagation technique for modelling integrated and 
fibre optic photonic devices, and most commercial software for such modelling is based 
on it. There ar e a number of reasons for tire popularity of BPM; with the most significant 
perhaps being that it is conceptually straightforward, allowing rapid implementation of 
the basic technique. This conceptual simplicity benefits the user of a BPM-based 
modelling tool as well as the implementer, as an understanding of the results and proper 
usage of the tool can be readily grasped by a non-expert in numerical methods, hr 
addition, the BPM is generally an efficient method, tire computational effort is directly 
proportional to tire number of grid points used in the numerical simulation. Another 
characteristic of BPM is that the approach is readily applied to complex geometries 
without having to develop specialized adaptations of the method. On top of this, the 
approach automatically includes the effects of both guided and radiating fields as well as
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mode coupling and conversion. In the following paragraphs, the basic ideas involved in 
the BPM are explained.
The BPM is essentially a particular* approach for* approximating the exact wave equation 
for* monochromatic waves, and solving the resulting equations numerically. Following the 
approach of [4.14], the basic approach is illustrated by formulating the problem under* the 
restrictions of a scalar* field (i.e. neglecting polarisation effects) and paraxiality (i.e. 
propagation restricted to a narrow range of angles). The scalar* field assumption allows the 
wave equation to be written in the form of the well-known Helmholtz equation for* 
monochromatic waves;
Here the scalar* electric field has been written as E(x,y,z,t) = 0(x,y,z)e~'^ \^ and the notation 
k(x,y,z) = ko n(x,y,z) where ko is tlie wavenumber* in free space as given in equation (2.14) 
on page 17. The geometry of the problem is defined entirely by the refractive index 
distribution n(x,y,z). Aside from the scalar* assumption, the above equation is exact. In 
typical guided-wave problems the most rapid variation in the field (f> is the phase var*iation 
due to propagation along the guiding axis, and assuming that axis is predominantly along 
the z-dh*ection, BeamProp factors this rapid variation out of tlie problem by introducing a 
‘slow-varying’ field u as given by:
(p ix ,y ,z ) -u ix ,y ,z )e '’'^  (4.16)
where k is a constant number* to be chosen to represent the average phase variation of the 
field and is referred to as the reference wavenumber*. The reference wavenumber* is 
frequently expressed in terms of a reference refractive index, n , via k — k^n. Inti'oducing
the above expression into tlie Helmholtz equation yields the following expression for* the 
slowly varying field:
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dz^ dz dx dy
Equation (4.17) is completely equivalent to the exact Helmholtz equation, except that it is 
expressed in terms of u. It is now assumed that the variation of u witli z is sufficiently 
slow so that the first term above can be neglected with respect to the second; this is the 
familiar slowly var ying envelope approximation and in this context it is also referred to as 
the paraxial or parabolic approximation. Witlr this assumption and after slight 
rearrangement, the above equation reduces to:
du _  i 
dz 2k (4.18)
Equation (4.18) is the basic BPM equation in three dimensions (3D) [4.14]. Simplification 
to two dimensions (2D) is obtained by omitting any dependence on y  (i.e. no depth is 
included, only x and z directions are considered). Given an input field, u(x,y,z), the above 
equation determines tlie evolution of the field in the space z > 0.
It is imperative to recognize the pros and cons of the above approach. Firstly, according to
[4.14], the factoring of the rapid phase variation allows tlie slowly varying field to be 
represented numerically along the z-direction (i.e. longitudinal grid) that can be much 
coar ser than the wavelength, hence contributing in part to the efficiency of the technique. 
Secondly, by eliminating the second derivative term in z, the problem from a second order 
boundary value problem requiring iteration or eigenvalue analysis, to a first order initial 
value problem that can be solved by simple integration of equation (4.18) along the 
propagation dkection z. This reduces the time taken to solve equation (4.18) by a factor of 
at least of the order of Nz (the number of longitudinal grid points) compared to a full 
numerical solution of the Helmholtz equation. The draw back of the above approach is 
that the slowly varying envelope approximation limits consideration to fields that 
propagate primarily along the z axis (i.e. paraxiability), and also places restrictions on the 
rate of change of index with z, which is a combination of index contr ast and propagation 
angle. Fiuthermore, the elimination of the second derivative also eliminates the possibility
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for backward travelling wave solutions. Fortunately, the above issues can be eliminated or 
significantly relaxed through the use of ‘wide-angle and bi-directional’ extensions to 
BPM. A detailed discussion can be found in [4.14].
Num erical Solution and Boundary Conditions
Equation (4.18) is a par abolic partial differential equation that can be ‘integrated’ forward 
in tlie z-direction using the finite-difference approach. In the finite-difference approach, 
the field in the transverse (xy) plane is represented only at discrete points on a grid, and at 
discrete planes along the propagation direction (z). Given the discretized field at one z 
plane, BeamProp derives numerical equations that determine the field at the next z plane. 
This elementary propagation step is tlien repeated to determine the field tluoughout the 
structure. Also, a transparent boundary condition algorithm is employed in BeamProp 
which allows radiation to freely escape the computational domain. This feature provides 
greater computational efficiency as it allows the usage of a small computational area.
Including Polarisation
Polarisation effects can be included in the BPM by recognizing that the electric field E  is 
a vector, and starting the derivation from the vector wave equation rather than the scalar 
Helmholtz equation (4.17). The equations are formulated in terms of the tr*ansverse 
components of the field {Ex and £ 3,), and result in tlie following set of coupled equations 
for the corresponding slowly varying fields (iix and Wj,):
du, (4.19)dz
dUy
dz
where Ajj are complex differential operators given by:
= Ay^ u^  4- Ay^ My (4.20)
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2k W  ’ d y y S y
— 2—  — (/I Uy) +{ k —k )Uy
. _  / j  3  ^ 1 3 , 2  ;
3y3;c
(3xy% 3y y 3x3y
3
(4.21)
The operators and Ayy account for polarisation dependence due to different boundary 
conditions at interfaces, and describe such effects as different propagation constant, field 
shapes, bend loss, etc for TE and TM fields. The off-diagonal terms involving Axy< and Ayx 
account for polarisation coupling and hybrid modes due to geometric effects such as the 
influence of corners or sloping walls in the cross-sectional structure. Equations (4.19) -
(4.21) are referred to as a full-vectorial BPM. The simplification Axy -  Ayx = 0 gives the 
important semi-vectorial approximation. In this case, the transverse field components are 
decoupled, simplifying the problem considerably while retaining the most significant 
polarisation effects. As the modulator in Figure 4.2 is not specifically designed to induce 
coupling, the effect of the off-diagonal terms is extremely weak and hence the semi- 
vectorial approximation is used.
So far* in this section, the general concept of BPM has been reviewed. The physical 
propagation problem requhes two key pieces of information. The first is the refractive 
index distribution, n(x,y,z). The second is the input wave field, u(x,y,z=0). From these, the 
physics dictate the wave field throughout the rest of the domain, u(x,y,z>0). The solution 
algorithm requires additional input in the form of numerical simulation par ameters such 
as: a finite computational domain (the minimum and maximum calculation windows in 
the x,y,z directions), the transverse grid sizes. Ax and Ay, and the longitudinal step size, 
Az.
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4.4.3 Fundamental Mode Calculation
The simulated fundamental mode of the device shown in Figure 4.2 is shown in Figure 
4.9. The operating wavelength was chosen to be 1.55 jim. Figure 4.9 shows the computed 
fundamental mode profile after a propagation distance of 200 p.m with intensity contours 
increasing in 10% increments. The optical power is well confined in the rib region. The 
reduction in the real refractive index and the change to the imaginary refractive index due 
to the three doped regions rib dopant, and two side dopants) are incorporated in the 
modelling using equations (2.5) and (2.6) page 12 respectively. The rib dopant, at a 
concentration level of 10 °^ cm“^ , has a real refractive index change of -0.085 giving a net 
real refractive index of 3.393. The absorption coefficient change, A a  caused by the 
imaginar y part of the p^ rib dopant is 600 c n f  ^ and this translates into a corresponding 
change in imaginary index of 0.007401 {AaÀJAit, where X is the operating optical 
wavelength in cm). Thus the overall refractive index in the p^ region is 3.393 + 
j0.007401. The overall refractive index in the n  ^ region is 3.39 + jO.010484. The intrinsic 
region in the centre of the rib waveguide was assumed to be «-type at a concentration 
level of 10^  ^ cm“ .^ This gives an overall refractive index of 3.477999 + y1.048433x10"^ in 
the intrinsic region. The computed effective index of the rib waveguide is 3.28271 + 
;0.002043.
The high doping concentration of the n  ^ and p~^  regions will result in an increase in the 
refractive index difference between the intrinsic region and the and p^ resulting in a 
stronger confinement of the propagating optical mode in the intrinsic region, therefore a 
smaller portion of the optical mode will propagate in the highly doped ii" andp^ regions. 
However, the high doping concentration close to the rib will also result in an increase in 
absorption loss. This passive optical attenuation will be studied in section 5.3.3.
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Figure 4.9: Optical Power confinement simulation of the reference model in Figure 4.2. The 
computed fundamental mode uses scalar calculation, i.e. without polarisation effects. The effective
index is 3.28271 + /0.002043
4.4.4 Convergence Study in BeamProp
Before a detailed optical modelling study can commence, a study to ensure that the grid 
and step sizes used are ‘acceptable’ must be done. This is termed as a convergence study 
and a brief account is given here. A convergence study means that the grid and step size is 
continually reduced until the accuracy of tlie answer converges to the desired decimal 
place. The grid size is reduced first. Then the step size is continually reduced. Once the 
answer has converged to tlie desired accuracy, the grid size is again reduced (and then the 
step size again). The solution obtained is compared to the answer obtained previously. If 
they aie the same to the desned accuiacy, then the lai'ger grid/step size will be used. In 
order to reduce the complexity of the convergence study, both tlie grid and step size aie 
reduced/increased simultaneously. Otherwise, convergence study is continually 
performed.
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The convergence study in BeamProp has the same principle as meshing in Silvaco 
(section 4.3.3 page 108.). However, BeamProp does not permit a variable mesh with 
spatial areas of more detail to be designed. The grid sizes in BeamProp are spaced out 
proportionally in all tlnee directions (x,y,z), and hence only the change in grid size may be 
manipulated. A detailed convergence study using different grid sizes was carried out. The 
default grid size recommended by BeamProp is Grid #2. Grid #2 has grid sizes of 0.05 
jam, 0.01 jam, and 0.1 jam for the x, y, and z directions respectively. The computation time 
required to achieve a solution is 36 minutes and a file size of 413 kilobytes is required for 
tlie solution file.
A range of grid and step sizes have been studied. Of these, a number of those selected are 
quoted as examples. In these examples, both the grid and step sizes are kept similar, and 
both take on a new value when the grid/step is varied. Henceforth, grid and step sizes will 
be known simply as grid sizes. The grid sizes are refined by 50% in each progressive grid 
type. For example. Grid Type #3 has an increase in its x, y, and z grids by 50% compared 
to Grid Type #2. Grid Type #3 has x, y, and z grids of 0.025 pm, 0.005 pm, and 0.05 pm 
respectively compar ed to x, y, and z grids of 0.05 pm, 0.01 pm, and 0.1 pm for Grid Type 
#2. Naturally, the computational resources become expensive when more detailed grid 
sizes are used, such as Grid Type #5 where 26 megabytes of diskspace is used.
The purpose of reducing the grid sizes is to continually reduce until the accuracy of the 
answer, tlie computed fundamental mode in this case, converges to the desired decimal 
place. In this work, the convergence tar get is set at the fourtli decimal place as any further 
decimal place will likely be incompatible with fabrication restrictions. Here, a total of five 
grid types were investigated. Grid Type #1 being the ‘coarsest’, and Grid Type #5 being 
the ‘tightest’. Naturally, the solution provided by the latter will be the most accurate. But 
the price for this high computational accuracy is the expensive drain on computing 
resources. This is similar- in natine to the meshing of the device physics simulations in 
section 4.3.3 page 108.
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As the grid sizes are relaxed from Grid Type #5 to Grid Type #4, the required aim of 
achieving similar solutions down to the fourth decimal place is achieved. For example, 
the computed real refractive index under TE polarisation for Grid Type #5 (the most 
taxing computationally) is 3.258714 whereas that achieved by Grid Type #4 is 3.258679. 
This result achieved by Grid Type #4 meets the aim stated above. Then this set of grid 
sizes were subjected to a similar waveguide (Figure 4.2), but under TM polarisation. The 
results obtained by Grid Type #4 shows good agreement with the TE case. Hence, the 
grid sizes in Grid Type #4 is adopted and is used for all subsequent modelling studies 
using BeamProp in this chapter. The fundamental mode simulation above, which did not 
include polarisation effects, has similar grid settings as Grid Type #4. An example of the 
computed fundamental TE mode of the RM using Grid Type #4 is shown in Figure 4.10.
#1 0.1 0.02 0.2 8 105
#2 0.05 0.01 0.1 36 413
#3 0.025 0.005 0.05 360 1638
#4 0.0125 0.0025 0.025 2876 6531
#5 0.00625 0.00125 0.0125 22119 26081
(a)
#1 3.267365 0.002394 3.142611 0.001532
#2 3.261872 0.002561 3.107758 0.001572
#3 3.259275 0.002623 3.109000 0.001572
#4 3.258679 0.002638 3.114739 0.001575
#5 3.258714 0.002644 3.114746 0.001577
(b)
Table 4.3: (a) Various grid/step sizes and their respective computing time to reach a solution and its 
corresponding file size, (b) Computed fundamental mode effective indices for TE and TM 
polarisation cases and the corresponding grid types. The grid resolution is depicted in (a). The 
grid/step sizes used in Grid Type #4 is adopted for all subsequent simulations
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Figure 4.10: The computed fundamental mode of the reference modulator in Figure 4.2 with TE 
polarisation. The effective index is itcjf = 3,258679 + j0.002638
4.4.5 Summary
In this section, the Beam Propagation Method (BPM) was intiodnced and an illustration 
of BeamProp was given by using it to study tlie fundamental mode of the reference model 
(RM). This illustration included effects such as the reduction of material refractive index 
caused by tlie electrical dopant windows, as well as botli TE and TM polarisation states. 
Similai* to the device physics modelling, an optimisation exercise was caiiied out. 
Thi'ough this convergence study. Grid Type #4 was chosen as it meets the criteria of 
approximating closely the results achieved by an even finer mesh (Grid Type #5) whilst 
achieving a reduction in tlie computational time from 22119 minutes to 2876 minutes. 
The solution data size also decreased from approximately 26 megabytes to approximately
6.5 megabytes respectively. The taigeted accuracy was up to the fourth decimal place and 
the TE and TM waveguide effective indices were used as the benchmark for compaiison. 
Using Grid Type #4. the real refractive index of the RM waveguide under TE polaiisation 
was 3.258679 and is accurate within the result obtained by the finest mesh studied, Grid
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Type #5, which solved the effective index as 3.258714. The imaginary index as well as 
that of the device under TM polaiisation also showed similai’ results. Consequently, Grid 
Type #4 was adopted for all subsequent optical simulations in BeamProp.
4.5 Conclusion
In this chapter, two software packages used for investigating device physics (SILVACO) 
and optical behaviour (BeamProp) have been presented. This is of paramount importance 
to designing the silicon-based optical modulator. In order to aid comprehension, a generic 
stiTicture of such a device, which is termed the reference model (RM) was intioduced. 
Examples were provided on the application of these two softwaie packages to the RM. 
The meshing optimisation is extiemely critical and it has been highlighted that the 
meshing optimisation is different for both softwaie packages in the convergence study. 
The optimised meshings in both device physics and optical behaviour aie adopted for 
subsequent modelling. These will be presented in detail in Chapter 5.
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Chapter 5
5 Modulator Design and Slmnlation Results
5.1 Introduction
Prior to fabricating and characterizing an optical device, detailed computer simulation 
predicting its performance is required. The main advantage of performing computer 
simulation is tliat it allows a better appreciation of the device characteristics, hence 
leading to the ability to fabricate a device with the desired performance. This in turn 
reduces the time and wastage in fabrication. In this chapter, computer simulations of the 
optical phase modulators are discussed. These simulations are classified under two 
categories: device physics and optical, and were performed using 2 commercial 
simulators. The first is SILVACO [5.1] and the second is BeamProp [5.2]. The former 
allows the prediction of the device physical characteristics of the designed device and 
BeamProp facilitates optical simulation studies. A description of these 2 software 
packages was given in Chapter 4.
This chapter is organised in the following fashion: it starts by considering tlie device 
physics modelling where the various types of devices modelled will be discussed as well 
as pertinent characteristics such as dopant concentration, effects of varying device 
physical dimensions, different device topologies, isolation trenches etc, all of which can 
affect tlie modulator’s device performance tremendously. Together witli a conventional 
square wave drive, an alternative switching waveform will also be introduced, which is 
capable of operating the silicon-based optical modulator in tlie multiple gigahertz regime. 
The thermo-optic effect which can compete with the free carrier effect, will also be 
investigated. In terms of the optical modelling, critical aspects such as single mode 
operation, zero birefringence, and passive optical loss will be described.
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5.2 Device Physics Modelling
5.2.1 Introduction
In section 4.3.2 on page 105, a general silicon-based optical modulator used in this work 
was described. This device is referred to as tlie reference model (RM). In this section, 
detail investigation into device physics is cairied out with respect to various physical 
parameter changes. These parametrrc changes include doping concentration, depths of 
doping windows from the surface and changes to the rib geometry etc. These parametric 
changes are implicitly to be compared to tlie RM in order to demonstrate an improvement 
or a degradation in a device performance. These results can be extrapolated to devices of 
otJier dimensions. The RM in Figure 4.2 on page 106 represents tlie geometry used in all 
simulations unless otherwise stated, and the operating wavelength is assumed to be at the 
infra-red telecommunications wavelength of 1.55 pm unless otherwise stated. The device 
characteristics are quantified in terms of direct current (DC) and transient performance, 
and the biasing and modelling conditions are similar to that mentioned in section 4.3.2, 
unless otlierwise stated.
5.2.2 Different Doping Profiles at the Side Contact Windows
In Figure 4.2 tlie RM was shown to have constant doping profile at the two n  ^ side dopant 
windows. The constant n  ^ doping concentration was 10 °^ crn~^ . This is difficult to 
fabricate. A more realistic profile would be some sort of graded profile, such as a 
gaussian doping profile. Therefore, to make quantitative comparison, a similar’ device 
with a gaussian doping profile in the regions is investigated. Also included is a third 
profile in the iC regions which is capable of outperforming most of die device variants 
with constant and gaussian doping profiles in diis work (except section 5.2.4), which is 
referred to as the ‘optimum profile’, a term that requires some explanation, because die 
term ‘optimum profile’ could be interpreted to mean diat this profile should provide the 
best performance. However, it will be shown in section 5.2.4 in page 133 that a particular 
constant profile can outperform the optimum profile in terms of both device current and 
bandwidth. However, the optimum profile provides die best compromise between device 
performance and a realistic profile diat is manufacturable widiout prohibitively difficult
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or unrealistic fabrication requirements. This optimum doping profile will be described in 
detail in Chapter 6.
DC Results
The RM shown in Figure 4.2 is a diode, and the DC characteristics could be obtained by 
introducing a forward voltage to tlie modulator. The voltage range used was from 0 V to
1.05 V. Figure 5.1 shows the DC change in refractive index against drive current for tlie 
RM with 2 other doping profiles at side n  ^ doping contacts. The RM has a ;r-radian drive 
current {h )  of 1.4 mA.
From Figure 5.1 it can be seen diat the change in refractive index varies nonlineariy with 
applied current. As mentioned in section 4.3.2 on page 105, the sublinear dependence of 
the change in free holes, AA/i with the change in refractive index, as shown in equations
(2.5) and (2.7) on page 12, is a factor which contributes to die nonlinearity of the change 
in refractive index versus curxent density relation. Furdiermore, as the modulator is driven 
harder, more free carriers are injected into die intrinsic region of die device. This increase 
in die concentration of the previously intrinsic region results in an increase in the Auger 
recombination rate (at injected carrier concentrations much greater than 10^  ^ cm~  ^ the 
Auger recombination becomes die dominant recombination process, e.g., [5.3]). This 
results in a reduced lifetime in this region and hence the modulator needs to be driven 
harder to achieve an equivalent refractive index change dian at lower drive powers. Of 
course an increase in the recombination of the intrinsic device will result in a faster 
switching device, i.e. reduction in die rise and fall times of the modulator. Figure 5.1 also 
contains plots of die refractive index against current for the reference device widi 
gaussian and optimised doping profiles. values of 3.72 mA and 0.7 mA are predicted 
for die device with gaussian and optimum doping profiles respectively.
Transient Results
For the switching characteristics of the devices, a transient solution similar* to that 
employed in section 4.3.2 is used. The device rise and fall times are shown in Figure 5.2. 
For the RM with constant doping profiles at the side doping contact, die rise and fall
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times were predicted to be tr = 0.46 ns and tf=  0.15 ns respectively. Figure 5.2 contains 
the rise and fall times and clearly the rise time is the slower of the two and hence the 
limiting transition. In order to illustrate clearly both the rise and fall times, a ‘break’ in the 
horizontal time axis was made so that the rising and falling edge of the transient 
waveform could be highlighted. Also illustrated in Figure 5.2 are the transient solutions 
for the RM with gaussian and optimum doping profiles at the side dopant windows. 
Clearly the gaussian profile produces a device with slower rise and fall times of tr = 1 08 
ns and //=  0.14 ns and the optimized doping profile offers the best performance with tr = 
0.38 ns and t/= 0.13 ns respectively. Table 5.1 summarises the results predicted thus far.
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Figure 5.1: Change in refractive index against drive current in the reference model p-i-n optical
phase modulator in Figure 4.2
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Table 5.1: Predicted device characteristics for the reference model with various doping profiles
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Figure 5.2; Predicted transient performance for tlie reference modulator in Figure 4.2 using various
doping profiles
5.2.3 Rounded Rib Edges
This section considers the effect of rounded edges at the base of the rib. During the 
fabrication process, it is difficult to achieve a right angle at the rib base. Often, rounding 
occurs at the base of the rib. The right angle at the rib base in Figure 4.2 is replaced with 
radius of curvature, R, as depicted in Figure 5.3. Values of R used are 25 nm and 50 nm as 
it corresponds to realistic fabrication values.
The DC and transient results for modulators witli various curved rib base dimensions, are 
listed in Table 5.2 and illustrate a slight improvement in device performance which 
appears to be greatest for a radius of curvature R = 25 nm. For example, the reference 
modulator (RM) in Figme 4.2 requires a current of 1.4 mA to achieve a Æ-phase shift, 
whereas for the rounded wall modulator with R = 25 nm, a forward cunent of 1.36 mA is 
required to achieve a ;r-phase shift, a slight improvement of approximately 2.9%. 
Intuitively less crowding of carriers would be expected at a curved corner than at an 
abrupt corner. This suggests tliat perhaps more carriers will occupy areas of the
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waveguide in which the optical mode propagates, although this is likely to be a small 
effect. Table 5.2 also compares the rise and fall times for the reference model and two 
modulators with rounded edges. The switching conditions are similar to those in section 
5.2.2. There is an improvement of approximately 6.5% in the rise time for the rounded 
wall modulator with R = 25 nm when compared to the reference modulator. Fall time 
does not exhibit significant change. Overall, the results indicate that both static and 
dynamic performances of the modulator can be influenced by the small change from a 
straight rib wall to one which has a small radius of curvature, at the rib base.
y  (tim ) 
1 . 3 8  ■
1 . 0 8  • 
0 .  9 •
0 .  5 
0 . 4
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0.5 pm
—  12 pm —
Cathode
y
R
—  12 pm —
Cathode
n+
0.05pm —►0.05pm
Si n+
SiOg
-►  X ( p m )
12 12  . 0 5 1 2 . 5 5  1 2 . 6  2 4 . 6
Figure 5.3: Geometry of the reference model (RM) p-i-n phase modulator with curvature points at 
the base of the rib edges. The curvature radius, R were simulated to be 25 nm and 50 nm
RM (/? = 0 nm) 0.46 0.15 1.40
R = 25 nm 0.43 0.15 1.36
/? = 50 nm 0.45 0.16 1.37
Table 5.2: Characteristics for the reference model with various values of rounded wall, R
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5.2.4 Dopant Depth Effects I: Side Dopant Depth
As the optical phase modulators reported here utilise the free carrier plasma dispersion 
effect, the doping effects have a tremendous influence on critical device performance, 
such as drive current and operating bandwidth. The first study that will be made with 
regard to the doping effects will be the side dopant depth. Three different depths are used 
in this part of the study. These are a shallow doping depth of 0.2 pm, 0.4 pm (the RM in 
Figure 4.2), and 0.5 pm.
The RM has a side contact depth of 0.4 pm heavily doped with donors at 10^ " cm” .^ The 
RM required a forward drive current of approximately 1.4 mA to achieve a Æ-phase shift 
(/;r)» whereas for the modulator with the shallower doping depth of 0.2 pm required /;r =
2.4 mA. Hence, there is an increase in the current consumption of over 70% when the side 
contact depth is shallower. Conversely, is reduced by approximately 64% when the 
contact depth is deeper (0.5 pm), as shown in Figure 5.4. The transient response also 
yielded improvements in the rise and fall times for the modulators with deeper doping. 
The rise and fall times were 1.5 ns and 0.34 ns respectively, for the modulator with 
shallower doping depth (0.2pm), whereas the rise and fall times for the modulator with 
the deep dopant depth (0.5 pm) decreased to 0.3 ns and 0.12 ns respectively. Figure 5.5 
shows the rising edge of the device transient response. Table 5.3 summarises these 
results.
0.2 1.5 0.34 2.4
0.4 (RM) 0.5 0.15 1.4
0.5 0.3 0.12 0.5
Table 5.3: Device characteristics for the reference model when the side contact depth is varied
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Figure 5.4: Phase modulation versus drive current for varions side doping contact depths
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Figure 5.5: Phase modulation versus transient time for various side doping contact depths
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The increase in both the dc and tiansient performance witli increasing doping depth is 
pai'tly due to tlie increase in the number of free electrons and holes, which aie available 
for injection in to the guiding region. Additionally, increasing the dopant depth increases 
tlie aiea of the injection contact adjacent to die waveguiding region. A shallow doping 
depth tends to result in a larger proportion of the injected cairiers residing in the region 
directly below tlie doping regions, where a small proportion of the optical mode exists. 
However, an increase in tlie doping deptli of the tC doped regions where tlie majority of 
the optical mode propagates, will also cause additional attenuation.
As pointed out earlier in section 5.2.2, the above calculations were made for constant 
concentiation profiles. Cleaidy, in a real doping region the concentiation profiles will 
vai’y, but die conclusion reached regarding die dopant depth will still be applicable. The 
disadvantages of a deep doping region is an increase in the complexity of the fabrication 
process, and the additional optical loss mentioned above.
5.2.5 Dopant Depth Effects II: Rib Dopant Depth
The rib dopant depth of the reference model (RM) in Figure 4.2 is 0.3 }Xm. Rib dopant 
depths of 0.1 |xm, 0.15 jim, and 0.2 jxm have been studied. It is not instinctive to 
investigate a rib dopant depth beyond 0.3 pm as the optical attenuation will be too great.
Variation of the rib doping depth whilst keeping die remainder of the paiameters 
unchanged showed diat the rib doping depdi has a very significant impact on the 
modulation bandwidth. For example, when die doping depth is decreased from 0.3 pm to 
0.1 pm, the rise time increased from 0.5 ns to 1.0 ns. This in turn implies that the 
modulation bandwidth decreased from 1090 MHz to 500 MHz. The fall time also 
increased from 0.15 ns to 0.36 ns with a reduction in top rib dopant depth. The drive 
current 7;^  remains at approximately 1.5 mA for both doping depths. However, die optical 
attenuation increases if  the doping depth extends too deeply into die rib as discussed in 
section 5.3.5 on page 167.
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0.1 1.0 0.36 500 1.5
0.15 0.8 0.28 625 1.5
0.2 0.7 0.24 714 1.4
0.3 (RM) 0.5 0.15 1090 1.4
Table 5.4: Device characteristics for the reference model when the rih dopant depth is varied
5.2.6 Displacement of the Side Doping Contacts from the Rib Edges
An evaluation of the modulator performance was made in terms of the displacement of 
the doping contact windows from the base of the rib. This is represented by the variable 
‘A’ in the reference model (RM) in Figure 4.2, which was investigated in terms of the 
device performance. In the RM, the value of ‘A’ is shown as 50 nm. Here the effects 
when ‘A’ is increased to 200 nm, 300 nm and 750 nm are investigated. Naturally, if the 
value of ‘A’ were to be less than 50 nm, the device bandwidth will increase as the free 
electrons are nearer to the intrinsic centre, however this is at the expense of increased 
optical attenuation and difficult fabrication. Consequently, values of ‘A’ less than 50 nm 
were not investigated.
The DC results are shown in Figure 5.6 and predict that there is an increased performance 
in terms of induced phase modulation against current if the doping windows are placed 
close to the centre of the waveguide. This is a consequence of the reduction in the 
distance between the rC and regions. However, with decreasing separation of the rC 
and p^ regions, the doping in the region where the majority of the optical mode 
propagates is increased, which will result in an increase in the absorption of the device. If 
the rC and p^ regions are heavily doped, the optical mode confinement will be slightly 
enhanced laterally and hence absorption due to the tail of the optical mode extending into 
the rC regions will be slightly reduced, although conversely the tail of the mode extending 
into the doped region will suffer increased absorption. The drive current required to 
produce a ;r-phase shift for the modulator is predicted to increase by approximately 4% 
when ‘A’ is varied from 50 nm (Reference Model) to 750 nm. For applications where low 
optical attenuation takes precedence over device operating bandwidth, ‘A’ can be
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increased as the drive current would not increase significantly whilst reducing optical 
absorption. However, the device operating bandwidth would reduce with the increase in 
‘A’, as discussed in the next paragraph.
Figure 5.7 shows the phase modulation against time for the modulator with vaiying 
values of ‘A’. The applied square wave input is similar' to that described in section 4.3.2. 
The results indicate that the spacing distance between the doped regions and the rib edge 
affect the switching characteristics of the modulator more than any other parameter 
studied here. For example, tlie device operating bandwidtli decreases by over 75% when 
‘A’ is increased from 50 nni to 750 nm. Figure 5.7 has a ‘break’ in tire horizontal axis in 
order to display more clearly tire rise and fall times. The switching times are summarized 
in Table 5.5. Clearly there is an associated improvement in the lateral confinement of the 
optical mode when tire regions are tr anslated toward tire centre of the rib (i.e. smaller 
‘A’). Hence, this results in reduced switching times due to the reduction in the time taken 
to fill or deplete the area where the optical mode now propagates.
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Figure 5.6; Phase modulation vs drive current for various dimensions of the parameter ‘A’ -  the 
distance between the side contact doping and the rib edge
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Table 5.5: Device characteristics when the parameter ‘A’ is varied
5.2.7 Device Scaling
In this section, the effects of either reducing or increasing the overlayer thickness along 
with a corresponding linear change of the device rib width are explored. The smallest 
device has a rib width dimension of 0.25 pm and a silicon overlayer height of 0.49 pm. 
This is a 50% reduction of device dimension compared with the RM (rib width of 0.5 pm 
and a silicon overlayer height of 0.98 pm). The next device is scaled with an increase of 
approximately 50% in its physical dimensions (1 pm rib width and a silicon overlayer of 
2 pm). The next two devices are also increased by a factor of 2.
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Figure 5.8 shows the DC characteristics of the 5 different physical dimensions 
investigated. Cleaiiy the smaller devices are more power efficient compared to the larger 
ones. For example, as the rib width increases, tlie amount of current needed to achieve a 
;7r-radian phase shift increases from 1.4 mA for tlie device with 0.98 |Xm of sUicon 
overlayer thiclaiess (RM) to 31.7 mA. Hence, tlie operating characteristics of big 
waveguides (8 pm silicon overlayer, 4 pm rib width) are not as attractive as compared to 
smaller devices which offer much superior characteristics. The only advantage of working 
with these big waveguides is that it offers higher coupling efficiency than the rest of the 
devices studied.
Figure 5.9 depicts the corresponding transient analysis for these devices witli different rib 
widtlis and waveguide heights. As expected, tlie biggest device with 8 pm and 4 pm of rib 
height and width respectively, provides the slowest rise and fall times. This is due to the 
longer times for injected carriers to reach the intrinsic section of the waveguide. The 
predicted results are summarized in Table 5.6.
Clearly, the benefits associated wiüi the reduction of device dimensions are huge. It 
reduces the device power consumption and increases the device bandwidth. However, 
coupling efficiently into such waveguides (e.g. 0.25 pm silicon overiayer) becomes an 
issue. A possible solution to overcome this problem is to use a dual grating-assisted 
directional coupler (section 3.5.3 page 78).
0.25 0.49 0.13 0.04 1.10
0.5 (RM) 0.98 (RM) 0.46 0.15 1.40
1 2 2.14 1.03 1.94
2 4 9.71 4.75 18.31
4 8 36.6 28.7 31.7
Table 5.6: Device characteristics when the physical device dimensions are varied by 50%
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Figure 5.8 Phase modulation vs drive current for various device physical dimensions. RW: rib width
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5.2.8 Different Device Topology
The dopant topology of the optical phase modulator considered thus far is a three terminal 
n-p-n device. The effects of different dopant topology are investigated here. The dopant 
concentrations are kept similar to that of the n-p-n device, i.e. 10^  ^ cm"  ^ and the dopant 
distribution has a constant solid profile. Three terminal devices studied consist of the n-p- 
n device (RM), p-n-p, n-p-p, n-n-p, and a two terminal p-n device as well. The devices are 
named after the configuration of their doped regions. All other physical dimensions 
remain unchanged.
Figure 5.10 shows the DC characteristics of the various devices studied. From Figure
5.10, the n-p-n device (RM) required the highest drive current of 1.48 mA, while the p-n- 
p  device required the lowest drive current of 0.56 mA. It must be highlighted that change 
in terms of DC performance between the worst and best performing devices is small 
compared with the DC performance of, for example, device physical dimension scaling 
(section 5.2.7 page 138).
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Figure 5.10: DC characteristics of the modulator in Figure 4.2 with different doping topology
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Figure 5 11: Transient characteristics of the modulator in Figure 4.2 with different doping topology
n-p-n 0.46 0.15 1.40
p-n-p 0.34 0.06 0.56
n-p-p 0.37 0.04 0.98
n-n-p 0.43 0.09 1.02
p-n 0.84 0.13 0.97
Table 5.7: Device characteristics for devices with different doping topologies. The physical 
dimensions remain similar to Figure 4.2
Figure 5 .11 shows the corresponding transient analysis for these devices. In terms of the 
operating bandwidth, three terminal devices are faster than the two terminal devices. For 
example, the RM has a rise time of 0.46 ns compared to the p-n device which has a rise 
time of 0.84 ns. This is due to the fact that the three terminal devices have an extra doping 
region at the top of the rib and hence more carriers can readily be injected into the 
intrinsic region compared to a two terminal device, i.e. the additional doped region in the 
rib provides extra control over the injection/depletion of carriers into the rib during 
switching. Also three terminal devices offer more carriers for injection/depletion 
compared to two terminal devices. Among the three terminal devices, the p-n-p device 
has the shortest rise time of 0.34 ns, and hence it is the fastest. This rise time is a
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reduction of more than 26% of the rise time of the RM (0.46 ns). The DC and tiansient 
characteristics are summarized in Table 5.7.
5.2.9 Intrinsic Region Lifetime
Device physics modelling of the reference modulator (RM) in Figure 4.2 as a result of 
variations in electron and hole recombination lifetimes will be studied in tliis section. The 
lifetimes varied in this test are tliose of the intrinsic region starting material. The value of 
these lifetimes is typically dependent on tlie starting material quality. The less impurities 
and defects present in the starting material, the longer the recombination lifetime. The 
intrinsic lifetimes investigated here are 30000 ns, 3000 ns, 300 ns, and 30 ns. This is a 
typical recombination lifetime range for silicon and is dependent on parameters such as 
the amount of residual doping, material defects and impurities. The electron and hole 
lifetimes of the device in Figure 4.2 (RM) are 700 ns and 300 ns respectively, which 
con-esponds to a realistic intrinsic epilayer doping layer 10^  ^ cm”^  [5.4]. Figure 5.12 
depicts tlie predicted DC performance for various intrinsic lifetimes. There is a significant 
improvement in the device DC characteristics as the recombination lifetime of the 
intrinsic region increase. For example, tlie device witli intrinsic lifetimes of 30000 ns 
requhed a drive current of 1.09 mA, a reduction of more than 150% compared to the 
device with intrinsic lifetimes of 30 ns which required a drive current of 2.83 mA. This is 
due to tlie fact that tlie diffusion length of the carriers injected into the intrinsic region 
increases as tlie recombination lifetime increase.
Figure 5.13 illustrates the results of tlie transient study. The rise time of the device with 
intrinsic lifetimes of 30000 ns is 0.46 ns and is only 20 ps slower than the device with 
intrinsic lifetimes of 30 ns (0.44 ns). Of tlie two device characteristics studied, the 
difference in DC (maximum deviation of approximately 61.5%) are larger compared to 
the difference in transient performance (maximum deviation of approximately 4%). Table 
5.8 summarises the results reported here.
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Figure 5.12: DC characteristics of the RM due to variations in the intrinsic region lifetimes of the
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tn=tp=30000 0.460 0.155 1.09
tn-tp=3000 0.459 0.155 1.13
tn=tp=300 0.455 0.150 1.43
tn=tp=30 0.440 0.145 2.83
tn=700, tp-300  
(RM) 0.455 0.151 1.40
Table 5.8: Device characteristics when the intrinsic lifetimes are varied. t„ and tp represents the 
electron intrinsic lifetime and hole intrinsic lifetime respectively
5.2.10 Interface Recombination
The interface between the air and silicon at the top part of the modulator shown in Figure
4.2 (RM) was illustrated as not having any surface passivation. However, in the 
fabrication of an actual device surface passivation layers are added in order to protect the 
physical integrity of the optical waveguide, acting as insulation between metal contacts 
for different contact regions, as well as reducing the surface recombination at the Si 
interface. A likely candidate for surface passivation could be thermally grown silicon 
dioxide SiO] ([5.5], [5.6]). Due to the abrupt discontinuity of the lattice structure at the 
surface, a large number of localized energy states or generation-recombination centres 
may be introduced at the surface region [5.7]. The rate of surface recombination velocity 
is in cm/s. In this section, three surface recombination velocities ranging from 0 cm/s to 
10^  cm/s are considered. The first assumes that there is no interface recombination, the 
second considers a recombination speed of 100 cm/s which corresponds to thermally 
grown SiO], and the third case assumes a recombination speed of 10^  cm/s which 
corresponds to no surface passivation.
Figure 5.14 shows the DC characteristics for the three different cases of surface velocity. 
The device with a surface velocity of 100 cm/s has a drive current of 1.5 mA and is 
approximately the same as the device with no recombination speed considered which has 
1.4 mA. These results differ greatly to the third device, which has a surface velocity of 
10^  cm/s. The drive current of the third device is 21.8 mA -  nearly 15 times greater than 
the other two devices. Figure 5.15 illustrates the transient performance of these 3 devices.
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The rise time of the device with no surface velocity considered is 0.448 ns and closely 
matches the 0.454 ns for the device with a surface velocity of 100 cm/s. The device with 
no passivation at the Si surface (i.e. surface velocity of 10^  cm/s) is 0.279 ns. Table 5.9 
summarises these results.
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Figure 5.14: DC characteristics for various surface velocities
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Figure 5.15: Transient characteristics for various surface velocities
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0 0.448 0.152 1.4
100 0.454 0.151 1.5
10" 0.279 0.098 21.8
Table 5.9; Device characteristics for various surface velocities
5.2.11 Isolation Trenches
Carrier confinement in the active region of the modulator is important in order to optimise 
the device performance. For example, the use of lateral trench isolation in a silicon p-i-n 
phase modulator has been predicted by Hewitt et al. [5.8] to improve device dc and 
transient performances. This approach is also followed by Barrios et at. [5.5].
The improvement is attributed to a reduction in the lateral carrier diffusion that does not 
contribute to altering the refractive index in the central active region of the modulator, 
allowing better usage of the injected carriers. In addition, carrier confinement permits 
high-scale integration due to electrical isolation between neighbouring devices. The 
reference model (RM) in Figure 4.2 is shown in Figure 5.16 with isolation trenches 
added. In common with the approach of Hewitt et at. [5.8] two isolation trenches down to 
the BOX (buried oxide) layer are implemented on both sides of the rib with an isolation 
width of 1 pm and this cavity is filled with 8 % . Various lateral spacing dimensions are 
studied varying from 0 pm to 20 pm. The spacing dimensions are 0 pm, 1 pm, 10 pm. 
and 20 pm. All other parameters follow the RM.
Figure 5.17 shows the predicted phase modulation angle against drive current required. 
The results indicate that the DC performance is optimized when the isolation trench is 
positioned adjacent to the lateral side dopants (i.e. zero spacing). This device requires a 
drive current of 1.15 mA to achieve a ;r-phase shift. When the spacing between the 
isolation trench and the side dopants is increased to 1 pm, the drive current is increased 
by approximately 10% to 1.28 mA. This degradation is due to the presence of free carriers 
in the region to the left and right of the lateral doped /C regions as injected carriers can
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move to either side of the intrinsic space between the side dopants and the isolation 
trenches. The drive current required increases, albeit a small change (0.01 mA) when the 
spacing increases from 10 pm to 20 pm (1.28 mA to 1.29 mA respectively). This is a 
degradation of approximately 0.7% and suggests that the improvement in DC 
performance falls off rapidly (10% versus 0.7%) as the spacing increases. Therefore, by 
reducing the spacing distance, tlie drive current required can be reduced.
A node
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Î Spacing
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I 1pm C athode 0.98pm
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1pmIkdtt
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Figure 5.16: The phase modulator in Figure 4.2 (RM) with isolation trenches.
Figure 5.18 illustrates the corresponding switching characteristics of the devices with the 
various spacing dimensions discussed above. As can be seen from Figure 5.18, the rise 
and tlie fall times are neaiiy identical, altliough there is a slight improvement of 
approximately 0.8% when the spacing between the isolation trenches and tlie side dopants 
are reduced from 1 pm to 0 pm. The fall times are unaffected. The DC and transient 
performances are summarised in Table 5.10.
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Figure 5.17: DC characteristics when the spacing between isolation trench and side dopant is varied
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Figure 5.18: Transient characteristics when the spacing between isolation trench and side dopant is
varied from 0 |Lim to 20 n^ m
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0 0.490 0.15 1.15
1 0.494 0.15 1.28
10 0.494 0.15 1.28
20 0.494 0.15 1.29
Table 5.10: Transient and DC characteristics when the spacing between isolation trench and side
dopant is varied from 0 pjn to 20 pm
5.2.12 Intrinsic Region Type
Thus far the ‘intrinsic region’ in the centre of the phase modulator illustrated in Figure 4.2 
(RM) was modelled to be «-type and having a concentration of lO'  ^ cm“ .^ This creates a 
junction in the rib section of the waveguide, with the concentration. If the intrinsic 
material were to be p-type, two junctions are created at each side of the lateral rC dopant 
windows. The effects that different intrinsic layer types have on the device performance 
are studied here.
Figure 5.19 depicts the DC performance of the phase modulator in Figure 4.2. The 
intrinsic region could either be «-type or p-type and its concentration level is typically of 
the order of lO’  ^ cm“ .^ All other parameters such as doping concentration, operating 
wavelength, and device physical dimensions remain the same. From Figure 5.19, it can be 
seen that there is a close similarity in DC characteristics between the two different 
devices. The drive current required to achieve a 180° phase shift for the device with «- 
type intrinsic layer and the device with p-type intrinsic layer are 1.39994 mA and 1.39934 
mA respectively. This is a difference of approximately 0.043% -  the smallest change in 
the all the device physics characteristics studied thus far in this work. This may be 
attributed to their intrinsic concentration of 10*^  cm“^  which is 5 orders of magnitude 
lower than the «  ^ and p^ contacts which were of the order of 10 °^ cm“ ,^ thus the injection 
characteristics are heavily dominated by the rC and p^ contacts. Figure 5.20 illustrates the 
corresponding transient characteristics of these two devices. The rise times of the device 
with «-type intrinsic layer and the device with p-type intrinsic layer are 0.4555 ns and
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0.4385 ns respectively. This is a difference of approximately 4%, which is much smaller 
an effect compared to other studies such as, for example, the study on different device 
topology (section 5.2.8 page 141). The DC and transient results are summarized in Table
5.11.
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Figure 5.19: DC characteristics for the RM in Figure 4.2 with different intrinsic region
200-,
180-
160-
140-
O) 1 2 0 -  T3% 100- O)c  8 0 -
6 0 - — n-type intrinsic 
—•  p-type intrinsic40 -
20-
0- m
-20
10 12 14 200 220 240 260
Transient time (ns)
Figure 5.20: Transient characteristics for the RM in Figure 4.2 with different intrinsic region
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F a l l  ' r i m e ,
ti ( I I S )
D r i v e  ( ' i i r r e i i l ,
/ f ( i i i \ )
\  o l t a j » e  
I , ( \ n l t s )
K i s e  1 i i i K  
t, ( l i s )I n t r m s i e  I v p t
0.4555 0 . 1 5 1 1.39994 0.934196
0.4385 0.144 1.39934 0.934152
Table 5.11: Device characteristics for the RM in Figure 4.2 with different intrinsic region
5.2.13 Alternative Voltage Drive Function
In all the previous transient analysis a rectangular pulse is applied to the device. The 
response of the optical phase modulator to this square pulse is described in section 4.3.2 
in terms of its rise and fall times and associated operating bandwidth, with the rise time, tr 
being the limiting switching parameter. This square pulse is illustrated in Figure 5.21.
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Transient time (ns)
Figure 5.21: Typical square pulse applied to analyse device transient characteristics. The timing
details are given in section 4.3.2
The response time of the modulator can be improved using an alternative driving 
waveform. The device used in this study will be the phase modulator shown in Figure 4.2 
(RM). The rise and the fall times are used to determine the device operating bandwidth. 
The slower of the two will be used as it will be the bottleneck. From all the previous 
studies, it is noticed that the bandwidth limiting factor is the rise time. Therefore, in order
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to improve the device rise time (i.e. reduce tlie rise time), a higher voltage pulse must be 
applied so that injected charges will be able to move faster into the intiinsic region. This 
study commenced with 2 volts, which is almost twice die typical amount applied (see for 
example, section 5.2.12 page 150), and noticed that tlie rise time is reduced. Then this 
voltage is increased further to 5 volts where any further increase in applied voltage ceases 
to have any impact on the rise time, which registered 0.0105 ns. At this stage, the limiting 
factor is no longer the rise thne but the fall time (c.f. rise time of 0.0105 ns versus fall 
time of 0.151 ns). In order to reduce the fall time, the similar principle was used, and a 
higher negative voltage to the device during tlie falling edge of tlie pulse was applied. The 
fall time could be shortened to 0.071 ns at an applied voltage of -1 0  volts. Any gieater 
negative voltage ceased to further reduce tlie fall time. Therefore, using tliis alternative 
waveform which is illustrated in Figure 5.22, die rise and fall times of the device in 
Figure 4.2 are 0.0105 ns and 0.071 ns respectively. Using die fall time as it is slower, this 
translates to an operating bandwiddi of 7 GHz. This operating bandwidth is 
approximately 7 times faster than the 1 GHz device modelled by hace et al. [5.9] 
recently, whom also utilised an alternative switching waveform.
The switching result generated by this alternative waveform is extremely promising as it 
offers die possibility of active silicon optical phase modulators starting to compete with 
costly compound materials used traditionally in high bandwiddi modulation devices. 
However, there are a number of points that must be noted in connection with this 
proposed switching.
The first is the amount of chaige switched within the device during the rise and fall 
sections of the waveform. The peak current corresponding to die rise time for a 
conventional squai'e wave drive is approximately 24 mA/jj,m compared to approximately 
500 mA/p,m for the fast switching waveform. Such high levels of current are clearly 
problematic. The second point concerns the drive circuitry. In order to achieve rise times 
of the order of tens of picoseconds and at such high voltage levels, the design of the drive 
chcuitry is complex and must be capable of switching such high currents in very short 
times.
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The alternative waveform in Figure 5.22 was also applied to the devices with different 
topology as studied in section 5.2.8 page 141. The results are summarized in and suggest 
that the three terminal n-p-p device has the fastest switching bandwidth at approximately
41.7 GHz. Table 5.12 summarises the transient characteristics of devices with different 
dopant topologies when this alternative switching waveform is applied.
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Figure 5.22: Alternative sw'itching waveform applied to the RM. The magnitude levels of the 
waveform at the rise and fall times were derived after determining the optimum voltage to be applied 
across the terminals which gives approximately the lowest switching times
n-p-n 0.0105 47.6 0.071 7.0
p-n-p 0.0117 42.7 0.017 29.4
n-p-p 0.0116 43.1 0.012 41.7
n-n-p 0.0123 40.7 0.023 21.7
p-n 0.0200 25.0 0.021 23.8
Table 5.12: Alternative switching waveform applied to the device with various topologies
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5.2.14 The Thermo-Optic Effect (TOE)
The thermo-optic effect (TOE) causes an increase in the silicon refractive index, whereas 
free carrier injection (PCI) decreases the refractive index (section 2.3.2 and section 2.3.3 
respectively). Therefore an evaluation of the TOE is pertinent as it may compete with the 
PCI, hence making the device less efficient. In common witli tlie approach of Reed and 
Knights [5.10], a 1-dimensional (ID) heat tiansfer model is employed to analyse the 
worst case contiibution of the thermo-optic effect. All power used to operate tlie optical 
modulator aie assumed to contiibute to heating. This implies tliat there is no heat loss 
from conduction, convection or radiation. Altliough this is unlikely, such an assumption 
will enable the worst case calculation due to tlie TOE. The heat transfer equation to the 
reference model (RM) in Figure 4.2 on page 106 is given as [5.10]:
/STwL
where P  is the applied power, AT is the temperature rise, w is device width, L is device 
length, tsi is the device thickness (silicon layer), and ksi is the thermal conductivity of 
silicon.
Equation (5.1) can be reairanged as:
(5.2)wL
Using the RM as the calculation model, w is 0.5 p,m, L is 500 p,m, and tsi is 0.98 |im. The 
thermal conductivity of silicon ksi at room temperature is 1.56 W/cm/k [5.11]. The drive 
current and corresponding voltage for tlie device to reach ;r-radian phase aie 1.4 mA and 
0.934196 volts. The applied power P  is thus 1.31 mW. Substituting these paiameters into 
equation (5.2), a AT value of 0.03286 K is obtained.
Prom equation (2.1) on page 9, the thermo-optic coefficient is given as:
—  = 1.86x10-"/Æ (5.3)dT
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Therefore, the change in refractive index due to tlie TOE is given by:
M to e  = 1.86 X 10"* (0.03286) = 6.123 x  10"*^  (5.4)
From Figui'e 4.7 and Figure 4.8 in section 4.3.3 on page 113, the change in canier 
concentration coiTesponding to a Æ-phase voltage of 0.934196 volts is approximately 5 x  
10“^^ cm“^  for both elections and holes. Using equation (2.5) on page 12, the change in 
refractive index due to free cairier injection level of 5 x  10“^^ cm”  ^ can be approximated 
by:
Anpci = -[8 .8  X 10"^  ^ (5 x  10“^^ ) + 8.5 x  10“^^ -(5 x  10“^^ )°'^ ] = -1.667 x 10"^  (5.5)
From the above, the change in refractive index caused free cairier injection (Ahfci) is 
greater than that caused by the TOE ( A i it o e )  by a factor of over 270. In reality the factor 
is likely to be laiger than 270 as some of the heat will be lost through conduction, 
convention, and radiation.
The phase modulator operates via the canier injection/depletion effect (section 2.3.3) 
which decreases the real refractive index of silicon and caie must be exercised so that this 
effect will not compete against the thermo-optic effect (TOE, in section 2.3.2). The 
calculation above shows that the TOE is negligible in the RM when compaied to the 
canier injection/depletion effect.
5.2.15 Comparison between published and simulator results
In order to investigate whether the models used in tlie device physics modelling section is 
in agreement with those tliat were reported, a compaiison exercise was canied out. The 
published results of Hewitt et al. [5.12] were used. In pai'ticulai', one of the modulators 
reported in [5.12] was used. Both the DC and ti'ansient chaiacteristics were simulated 
under similai* conditions. The reported DC result has a drive cunent of 18 mA. The 
simulated DC performance obtained here is 17.8 mA. These are depicted in Figure 5.23. 
For the transient chaiacteristics, the reported rise and fall times were 118.8 ns and 19 ns 
respectively. The simulated rise and fall times predicted were 121.7 ns and 18.3 ns
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respectively. These are shown in Figure 5.24. Therefore both the DC and transient results 
obtained here are in close agreement with published results, hence providing confidence 
in the authenticity of the models used in this work. Table 5.13 summarises these results.
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Figure 5.23: Predicted device DC results against the published result of Hewitt et al. [5.12]
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Figure 5.24: Predicted device transient results against the published result of Hewitt et al. [5.12]
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D rive ( u r n  IIIRise I line,
tr (us)
I all I line.
t, (ns)
Hewitt et al. [5.12] 118.8
Author’s work
Table 5.13: Comparison between predicted device characteristics obtained in this work against the
published result of Hewitt et al. [5.12]
5.2.16 Summary
In this section, a range of silicon-based optical modulators for use in the infrared region 
of the electromagnetic spectrum were modelled. All of the designs studied are based 
around an active region consisting of a p-i-n optical modulator, incorporated into an SOI 
rib waveguide. The objective of the device physics modelling exercise is to determine 
how the DC and transient performances of the optical modulator is affected by various 
physical parametric changes such as dopant depth, dopant concentration, device dopant 
topology etc. As mentioned in section 5.2.2 page 128, the modulator DC performance is 
measured in terms of change in refractive index against drive current and the transient 
performance in terms of rise and fall times for a given refractive index change, and hence 
phase change. In all the modelling studies, a device interaction length of 500 pm and an 
operating wavelength of 1.55 pm are assumed unless otherwise mentioned.
The first study was on the impact of side dopant profiles. Doping profiles on the side 
contact window of the modulator have a tremendous impact on both DC and transient 
performance. Using an optimised side dopant profile which was developed at Surrey 
University, the drive current required to achieve a ;r-radian phase shift, is reduced by 
more than 5-fold compared to that of a device with typical gaussian doping profile. The 
operating bandwidth is also faster for the optimised device when compared to the device 
with the gaussian doping profile. Their operating bandwidth is 1.3 GHz and 460 MHz 
respectively. Also the characteristics offered by the optimised devices surpasses that of 
the reference model (RM) device which has constant doping profile in the side contacts.
It was shown that both static and dynamic performances of the modulator can be affected 
by a small change from a straight rib wall to one which has a small radius of curvature, at 
the rib base. For example, the rise time (and hence operating bandwidth) can be improved
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by 7% for a modulator with radius curvatme of 25 nm compared to a stiaight rib wall 
waveguide (0.43 ns compared to 0.46 ns respectively). The drive current is decreased 
slightly by approximately 2.9% when the device has a radius curvature of 25 nm. The 
drive current is reduced from 1.4 mA for the device with straight rib wall waveguide to 
1.36 mA for the device with a radius curvature at the rib base.
The side dopant depth has a huge impact on both DC and tiunsient performance. When 
the depth is reduced to 0.2 p.m from 0.4 p,m, the drive current increases by approximately 
60% (2.4 mA vs 1.4 mA respectively). When tlie side dopant depth is increased to 0.5 
p,m, the device drive cuiTent is decreased to 0.5 mA, an improvement of over 60% 
compared to a device with side dopant depüi of 0.4 p,m. A rise time of 0.3 ns for the 
device with a side dopant depth of 0.5 p,m is also the shortest for the depth variations 
studied. The reason that devices with deep side dopant depth to perform better in DC and 
transient characteristics is due to the increased length of the injecting boundary between 
the region where the majority of the optical mode propagates and the tC side dopant 
regions.
One method of improving the transient performance is to increase the rib dopant depth of 
the modulator. For example, when the doping depth is increased from 0.1 | L i m  to 0.3 p,m, 
the rise time is reduced from 1 ns to 0.46 ns respectively. This is an improvement of over 
54%. The drive current requirement is also reduced by approximately 7%. Although 
having a deep rib doping depth gives superior device physics characteristics, this 
superiority is at the expense of increased optical attenuation as discussed in section 5.3.5.
The position of the side dopant contacts from the rib edges can improve device operating 
bandwidth. When the doping windows ar e placed close to the centre of the waveguide, for 
example, when the displacement is reduced from 750 nm to 50 nm, the operating 
bandwidth increased from 263 MHz to 1.09 GHz respectively, an improvement of neariy 
760%. This improvement in bandwidth is due to the reduction in length in the intrinsic 
region between the and p^ regions. The drive cunent needed to produce a ;r-radian
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phase shift when the displacement is reduced from 750 nm to 50 nm is 1.542 mA and 1.4 
mA respectively, a reduction in current needs of over 10%.
Scaling the device physical sizes has a tremendous influence on the device characteristics. 
Both DC and tr*ansient performance are bettered with the reduction in the overall 
modulator physical size. For example, reducing the scaling so that the silicon overiayer 
thickness is reduced from 8 p,m to 0.49 p.m produces a significant improvement in device 
DC performance. The drive current is reduced from 31.7 mA to 1.1 mA : an improvement 
by a factor of approximately 28. At the same time, the device bandwidth is improved 
from approximately 14 MHz (8 |im device) to approximately 3.8 GHz (0.49 \im  device). 
Therefore the advantages obtained by using smaller devices are very attractive from a 
device physics standpoint. However, in order to enable efficient optical coupling to such 
small devices, a robust coupling mechanism is essential. As pointed out earlier in section
5.2.7 page 138, a dual grating-assisted directional coupler could be a potential solution. 
At the same time, it must be noted that tire fabrication difficulty will inevitably increase, 
firstly, by the small device overiayer thickness and secondly, integration of the coupler 
and the modulator is not a trivial process.
Different doping topologies for the RM were investigated. These consisted of three 
terminal devices, as well as a two terminal device. Among these, the p-n-p device has the 
best performance in both DC and transient performances, hr general, three terminal 
devices fan better tlian their two terminal counterpart. This may be attributed to the fact 
that the additional doped region in the rib of the former offers extra control of 
injection/depletion of carriers into the rib during switching compared to the latter, plus 
more cariiers are available for injection.
It was shown that earlier lifetime in the intrinsic region has a more profound impact on 
DC performance. In all the previous discussions, the electron intrinsic lifetime (Tii) and 
hole intrinsic lifetime (tp) used were 700 ns and 300 ns respectively, and are commonly 
used by other authors (e.g. [5.4]-[5.5]) to correspond to an intrinsic epilayer doping of 
10^  ^cm“ .^ The results from the various intrinsic lifetimes showed that when tii = t„=  300
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ns, tlie DC and transient results closely resembles that used in the RM where = 700 ns 
and = 300 ns. Longer canier lifetime in the intrinsic region yielded devices with better 
DC results. For example, when the intrinsic region lifetime is 30 ns, the drive cun*ent 
required is 2.83 mA. The drive cun’ent is reduced to 1.09 mA when an intrinsic region 
lifetime of 30000 ns is used. This conesponds to an improvement of approximately 
61.5% when the intrinsic region has a longer lifetime. The disadvantage of having a 
longer canier lifetime in tlie intrinsic region is that it has a longer rise time and hence 
results in a slower device. For example, a rise time of 0.44 ns is obtained when the carrier 
lifetime in the intrinsic region is 30 ns. The rise time is increased to 0.46 ns when the 
canier hfetime in the intrinsic region is 30000 ns, which is a degradation of 
approximately 4%.
Next, the effects on device physics performance due to different surface recombination 
velocities were studied. The difference in DC and transient performance between a device 
with no surface recombination and a device with a smface recombination rate of 100 
cm/s, which corresponds to thermally grown Si0 2 , is small compared to a device with a 
surface recombination rate of 10^  cm/s (i.e. no passivation at the silicon smface). For 
example, the drive cunent difference between a device with no smface recombination 
considered and a device with a smface recombination rate of 100 cm/s is approximately 
7%. This is in huge contrast when compared to tlie device witli a surface recombination 
rate of 10^  cm/s. The difference in drive current between a device with no surface 
recombination considered and a device with a smface recombination rate of 10^  cm/s is 
almost a factor of 15. Altliough the device without passivation at the silicon surface has 
better transient char acteristics, it is unlikely that such a device will be adopted in an actual 
fabrication process. From the device physics point of view, the drive current is much 
higher compared to a device with a passivation layer, but more importantly, having a 
passivation layer serves to protect tlie integrity of the optical rib waveguide, a difference 
between a working and a non-working device.
The effect of employing lateral trenches in either side of the side doping windows of the 
device shown in Figure 4.2 was also studied. The drive cunent could be reduced by 
approximately 10% when a lateral trench isolation is placed adjacent to the side dopants
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compared to a device which has a spacing of 10 |Lim between the isolation trench and the 
side dopant window. The improvement in transient chaiacteristics is only approximately 
0.8% for the device with a lateral bench isolation placed adjacent to the side dopants 
compaied to a device which has a spacing of 10 pm between the isolation trench and the 
side dopant window. The improvement in DC performance is not as profound when 
compaied to bigger devices of the order of 5.5 pm silicon overlayer thickness where an 
improvement of 74% was noted [5.13].
The device DC and transient characteristics were shown to be almost identical when the 
device intrinsic region is changed from n-type to p-type. The difference in DC 
characteristics is approximately 0.043% while the difference in transient performance is 
4%. These results suggest device physics performance will not be adversely affected 
when the intrinsic region type is changed.
Tlu'ough application of an alternative theoretical voltage waveform that was developed in 
this work at the University of Surrey, device operating bandwidth can be increased to 
multiple gigahertz regime: a feat previously not possible for silicon-based modulators. 
For example, when the device in Figure 4.2 is subjected to this waveform, the switching 
bandwidth increased from approximately 1 GHz (using a typical square waveform) to 7 
GHz. When this alternative switching waveform is applied to devices witli various doping 
topologies, the results are even more encouraging. For example, the n-p-p device is 
predicted to operate in excess of 40 GHz. Previously tliis operating bandwidth was only 
possible for costly compound materials that exhibit a strong electr o-optic (Pockels) effect. 
In order to seriously pursue and realise this alternative switching waveform, issues like 
the amount of charge switched within the device during rise and fall times at high current 
levels as well as the drive circuitr y design must be addressed.
The final device physics investigation seeked to determine whether the tliermo-optic 
effect (TOE) will compete with the free carrier injection/depletion effect as the TOE 
increases the silicon material refractive index whereas the latter decreases the refractive 
index. The device in Figure 4.2 is designed to operate using the latter effect. The worst
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TOE case was assumed in this investigation and it was concluded that the effect due to 
the free caiiier injection/depletion is greater than the TOE by a factor of over 270. 
Therefore the TOE will not cause adverse degradation to the optical modulator operation.
5.3 Optical Modelling
5.3.1 Introduction
In this section, detailed investigation into the optical behaviour is carried out using 
BeamProp [5.2]. This section starts by demonstrating that tlie reference model (RM) in 
Figure 4.2 on page 106 operates in a monomode manner. Next the passive optical 
attenuation caused by the three dopant windows in the RM will be presented. The effects 
of the displacement of the side dopant spacer to the rib edge with respect to the 
transmitted optical power will be discussed as well. The relationship between the rib 
dopant depth and the transmitted optical power will also be inteiTogated. A birefringence 
study will also be conducted using the RM before ending this section with a summaiy 
section. All modelling conditions aie based on an operating wavelength of 1.55 |im and a 
device length of 500 unless otherwise stated.
5.3.2 Single Mode Operation
Optical waveguides based on SOI have a refractive index difference An ~ 2 and it is often 
believed that very small waveguide stiuctuies are required for single mode waveguiding. 
However if the waveguide is made as a rib waveguide and the geometry is correctly 
designed, higher order modes will leak out of over a very short distance and only one 
mode will propagate along the waveguide. The reference model (RM) p-i-n phase 
modulator in Figure 4.2 is designed to allow single mode propagation (section 2.4 page 
13). In this section, it will be demonstrated that tire reference model (RM) operates in a 
single mode fashion. The RM which has a rib width of 0.5[im, rib height of 0.48p.m and 
SOI tliickness of 0.98p,m operating at the wavelength of 1.55p.m.
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Following the approach by Soref et a l  [5.14], a gaussian beam is deliberately launched 
with both beam width and height of 1 pm, off-axis in order to generate higher order 
modes in the rib waveguide. The mode profile along various propagating distances in the 
z-dnection was monitored. In Figure 5.25(a), the beam propagation simulation’s contour 
plots of optical intensity (10%-100% of maximum intensity) are shown at various 
propagation distances z. It is clear- from Figure 5.25(b) that multiple modes are excited 
from the off-axis launch, and tire high order modes are leaking out laterally. In Figure 
5.25(d), after a propagation distance of about 50 pm the mode profile is essentially tlrat of 
the fundamental mode. Such waveguides may be considered to be only single-mode for 
propagation lengths of hundreds of microns or more. Therefore, if a waveguide geometry 
is correctly designed, the waveguide behaves as a single mode device.
5.3.3 Passive Optical Attenuation
By vir tue of the fact that the reference model (RM) p-i-n modulator introduced in section
4.3.2 has three dopant regions implies that passive optical attenuation occurs. This is in 
addition to the doping level in the intrinsic region of the centre of tire rib waveguide. It is 
imperative to investigate tire effects on the transmitted optical power that such dopants 
have on the device. The relationship between absorption and electron and hole carrier 
concentration is given in equations (2.6) and (2.8) on page 12. In order to eliminate any 
unknowns, such as the coupling loss in this study, a 500 pm long intrinsic waveguide 
which has similar physical structure to the reference model (RM) shown in Figure 4.2 was 
incorporated. This is continued with the RM which also has a length of 500 pm. The 
computed fundamental mode is launched into the waveguide and the tr ansmitted power is 
monitored. Figure 5.26 shows the passive optical attenuation of this modelling exercise. 
Clearly, the transmitted optical power is heavily attenuated to almost zero. This is mainly 
caused by the close proximity of the two side dopants plus the rib dopant (p' )^ to the 
centre of the propagating optical mode. The high concentration of these dopants (constant 
block doping at 10 °^ cm“^ ) is also another culprit.
In section 5.4, a device that has minimized optical attenuation will be presented as a result 
of the study of factors such as displacement of the side dopant contacts from the rib edges 
(section 5.3.4 page 166) and rib dopant deptli (section 5.3.5 page 167).
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Figure 5.25: Beam propagation simulation of the reference model (RM)
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Figure 5.26: Transmitted power for the reference model (RM) in Figure 4.2. The first 500 jim consist 
of an intrinsic waveguide and the subsequent 500 {xm consist of the active waveguides
5.3.4 Displacement of the Side Dopant Contacts from the Rib Edges
In section 5.2.6 page 136, the spacing pai'ameter ‘A' between the side dopant window and 
the rib edge was shown to have a ti'emendous effect on tlie modulator operating 
bandwidth. When 'A" has a value of 50 nm (that of tlie reference model), the optical 
modulator has superior switching chaiacteristics when compared to devices having a 
lai'ger value of ‘A*. Here the relationship between the vaiiations of the spacing paiameter 
‘A’ and tlie tiansmitted optical power is investigated.
Figure 5.27 shows the relationship between the optical power and the side dopant spacing 
for the optical modulator (RM). As can be seen from Figure 5.27, the reference model 
inti'oduces a high attenuation to the optical signal because the contact spacing is small. It 
is observed that when ‘A’ is approximately 1.5 p.m, the optical attenuation intioduced to 
the modulator reaches a plateau. This implies that at values of ‘A’ > 1.5 |im, the 
modulator experiences minimal optical attenuation, due to the contacts. Hence, by 
choosing ‘A’ to be 1.5 jitm, the optical attenuation due to tlie side dopants is minimised.
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Figure 5.27: Monitored optical output power with varying the parameter ‘A’ in the RM. ‘A’ is the 
distance between the side dopants and the rib edge
5.3.5 Rib Dopant Depth
In section 5.2.5 page 135, the effects of various rib dopant depths in terms of device 
physics performance were studied. In this section, the impact that different rib dopant 
depths have on the optical output power was studied.
Figure 5.28 depicts the relationship between the optical output power and the rib doping 
depth. As expected, the deeper the rib dopant depth, the lower the output optical power. 
This is due to attenuation of the optical mode by the donor caixiers in the p'*' contact. In 
section 5.2.5 page 135, it can be seen that by decreasing the dopant depth of the RM 
from 0.3 p,m to 0.1 |im, the device physical characteristics in terms of rise time reduction 
could be degraded by more than 54%. Therefore, a tiade-off situation exists between 
having a device having acceptable electrical characteristics whilst minimising optical 
attenuation. Consequently, in order to minimise tlie optical attenuation and having 
satisfactory device physics characteristics, a rib doping depth of 0.1 p,m is proposed.
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Figure 5.28: Monitored optical output power with varying values of rib doping depth for the RM
5.3.6 Zero-Birefringence Operation
According to Reed and Knights [5.15], bhefringence means the inherent ‘double 
refraction’ of light due to the crystal structure of a given material. Double refraction 
implies that when unpolarised light is incident upon a biréfringent crystal, two refracted 
beams instead of one will emerge.
Considering the incidence and refraction angles, only one of the refracted beams will 
obey Snells Law. The refracted beam that obeys Snells Law is known as the ‘ordinary’ 
ray, tlie second ray is termed as the ‘extiaordinary’ ray. The degree of refraction of the 
extiaordinary ray is determined by the amount of birefringence of the material crystal 
sti'ucture. Therefore, crystals that exhibit double refraction are anisotiopic, and all crystals 
excluding those belonging to tlie cubic system exhibit a certain amount of anisotiopy
[5.15].
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A material like silicon has a cubic crystal and hence is isotiopic. Due to this, silicon is not 
inherently biréfringent. Consequently, the refractive index of silicon is constant regardless 
of the direction of propagation within the crystal.
For active Si-based devices utilizing the free-caixier dispersion effect, polarisation is 
expected to have minimal effects if the rib waveguide is designed to be bhefringence- 
free. In applications where interferometiy is involved, such as a Mach-Zehnder 
Interferometer (MZI), it is crucial that different polarisations have negligible effects on 
the device so as to maintain a pre-determined phase relationship between the two arms of 
the MZI. In this section, how a zero bhefringence rib waveguide can be determined by 
varying its etch deptli is explored. The reference model (RM) will be used as a reference.
A bhefringence free rib waveguide can be achieved by monitoring the effective index of 
the RM for TE and TM polarisation whilst varying the waveguide etch deptli. The 
difference of the effective index of the fundamental mode for these two polarisations with 
respect to the etch depth will define a point where the difference is zero and this is the 
etch depth of the device which give bhefringence free optical operation. Figure 5.29 
shows the relationship between the effective index difference and the etch depth. The zero 
bhefringence point occurs at an etch depth of approximately 0.825 jxm.
Having determined the zero birefringence waveguide depth, an optical simulation was 
performed by having an undoped rib waveguide shucture with the same cross sectional 
dimensions as the RM, with a length of 500 |Lim and followed by the active device of a 
similar’ length, except that the etch depth is now 0.825 p.m. The simulation was performed 
using a semi-vectorial calculation to determine the effects of TE and TM polarisations on 
the waveguide. The computed fundamental mode of the waveguide was launched into the 
optical chcuit and its output power was monitored. Figure 5.30 shows the TE and TM 
polarisation results with relative output powers of -1 .9  dB and -2 .2  dB respectively. This 
is because, even though both polarisations have the same effective index, the mode 
confinement is different in each case.
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Figure 5.29: Difference of effective index between different polarisations as the etch depth of the RM 
is varied. The zero birefringence point occurs at approximately 0.825 |xni
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Figure 5.30: Effect on output optical power with different polarisations when the etch depth of the
RM is increased to approximately 0.825 p,m
Cleai'ly, the degree of waveguide birefringence for a given rib waveguide height depends 
largely on two variables: the etch depth and the rib width. The case for designing
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birefringence free rib waveguides by varying tlie etch depth was demonstrated. The same 
could also be performed for the rib width. However, the success of these designs will still 
be dependent on the fabrication tolerances.
As a point of note, zero birefringerence gives the same effective index and is crucial in 
applications where inteiferometi'y is involved, such as a Mach-Zehnder Interferometer 
(MZI). In order to have a low loss device, a similar study could be performed on the 
imaginaiy pait of the effective index. This is particularly useful in applications where the 
power loss from TE or TM polaiisation modes must be low.
5,3.7 Summary
In this section, vaiious optical characteristics related to the reference device (RM) in 
Figure 4.2 on page 106 were studied. These optical studies were conducted using 
BeamProp. The RM was demonstrated to operate in a single mode fashion. A gaussian 
beam was intentionally launched into the waveguide so as to excite higher order modes. 
After propagating approximately 50 p.m, the higher order modes have leaked out laterally, 
leaving the mode profile to be essentially that of a monomode profile in the waveguide.
The passive optical attenuation caused by the RM was inteiTogated. This is a factor that 
has tremendous ramifications with respect to the optical performance of tlie waveguide. 
As the RM operates by cairier injection/depletion, attenuation causing dopants are 
introduced to specific parts of the device. It is predicted that the passive attenuation 
introduced by tlie RM is ti'emendous (transmitted optical power is almost at a null level), 
which is caused by the close proximity of the side dopant windows (50 nm) and the depth 
of the rib dopant (0.3 p.m). Therefore, a tiade-off situation clearly exists between 
acceptable device physics and optical performance. This point will be highlighted in the 
next paiagraph.
With respect to the attenuation caused by the introduced electiical dopants, the 
relationship between the side dopant contacts from the rib edges and the rib dopant depth
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was studied. It was concluded that in order to reduce the optical attenuation levels and 
increase the transmitted power to above 40%, the spacing between the side dopant and the 
rib edge must be >1.5 ]im. In tandem to this study, it was determined that in order to 
achieve more than 90% of tiansmitted optical power, tlie rib dopant depth should be 
approximately 0.1 |xm. As a result of these studies, a device that has a displacement 
distance between the side dopants and the rib edge of 1.5 |xm and a rib dopant depth of 
0.1 p,m was proposed. The device physics and optical attenuation of the 'tiade-off device 
will be detailed in section 5.4.
By varying the RM etch deptli, it was demonstiated that in order to have bhefringence 
free operation, the etch depth should be approximately 0.825 p,m. This analysis was 
further pursued by analysing the RM with such an etch depth optically and concluded that 
the optical output under TE and TM modes differed by approximately 0.3 dB. This is due 
to the different mode confinement (TE and TM) even though the waveguide has similar' 
effective index for both polarisation case.
5.4 Trade-off between Bandwidth and Optical Loss
In sections 5.3.4 and 5.3.5, in order to minimise optical attenuation caused by dopants in 
the n'^  side dopants and p~^  rib dopant regions of the reference model (RM) in Figure 4.2, a 
value of ‘A’ equalling 1.5 |Lim and a rib dopant depth of 0.1 p,m are selected respectively. 
This device is termed as ‘Device (a)’. The doping concentration is similar to the RM. The 
optical and device physics performance of this proposed device are presented below.
The first 500 |Lim consist of an intrinsic waveguide and is followed by the active device. 
This allows a clear' distinction of the passive loss introduced by the active waveguide. For 
comparison purposes, the passive loss of the RM is included as well. Device (a) is 
predicted to have a passive loss of approximately 0.43 dB of passive loss, as shown in 
Figure 5.31.
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Figure 5.31: Transmitted power for Device (a) and the reference model (RM). The first 500 pm 
consist of an intrinsic waveguide and the subsequent 500 pm consist of the active waveguides
Device (a) was subjected to similar DC and transient conditions specified in section 4.3.2. 
Device (a) is expected to operate in the region of approximately 95 MHz with a drive 
current requirement of the order of approximately 15 mA. Its DC and transients 
performances are shown in Figure 5.32 and Figure 5.33 respectively. This is a clear' 
demonstration of a trade-off between the power consumption and the device operating 
bandwidth with respect to the spacing between the side dopant window and the rib edge. 
One way of improving the bandwidth of this device may be to use the alternative voltage 
waveform (section 5.2.13 page 152).
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5.5 Conclusion
In this chapter, two main aieas that aie of paiamount importance to designing the silicon- 
based optical modulator: the device physics and optical performances of the device.
Various aspects that aie predicted to either improve or degrade device performance were 
investigated. Tlnough these investigations, tremendous amounts of insight were achieved. 
The result of most significance among the device physics study is the design of an 
alternative switching waveform that may be able to increase device operating bandwidth 
into multiple gigahertz regime -  a feat tliat is capable of attaining massive cost savings as 
optical devices operating in the giga-hertz range aie typically compound based and hence 
command a higher cost.
In the optical domain, it was concluded by using BeamProp tliat the reference model 
(RM) in Figure 4.2 operates in a single mode fashion. As the device operates via carrier 
injection/depletion, n-type and p-type dopants were intioduced. This has an impact on 
optical attenuation. Consequently, a study into the passive optical attenuation associated 
with tlie introduction of such dopants was performed. Factors such as the dopant 
placements with respect to the rib edge and rib dopant depths were also aieas that were 
given attention. In the final section of the optical studies, a study was performed to create 
a device that exhibits zero birefringence.
Thi'ough the optical studies, a device that may be capable of introducing acceptable 
attenuation compaied to the RM was proposed. It was concluded that the performance of 
this device is a trade-off between acceptable passive optical attenuation and drive power 
requirement.
The insight obtained from these device physics and optical studies of the silicon-based 
optical modulator is expected to paint a rich and detailed picture in device performance 
and aid fabrication of such devices.
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6.1 Introduction
In the previous chapter, detailed discussions pertaining to tlie reference model (RM) 
optical modulator shown in Figure 4.2 on page 106 have been presented. Of these a 
number of promising designs were fabricated. Fabrication is performed at the 
Microelectronics Division at tlie University of Southampton. This chapter contains details 
about tlie fabrication and begins by introducing some of the most critical fabrication 
processes specific to tliis work. Then the fabrication process steps used in fabricating the 
RM and its valiants will be presented. Attention will also be made on critical aieas that 
could affect the success of the fabrication process, which include the dopant implantation 
recipes for the rib (p^) and the sides (n^), implantation spacer limitations, and annealing 
temperature. The entiie fabrication process, especially tlie critical areas listed above, was 
simulated using tlie ATHENA process modelling package Rom SILVACO [6.1].
6.2 General Fabrication Processes
This section describes the various types of fabrication process involved with fabricating 
the RM. The intention is not to attempt to a offer a comprehensive review of silicon (Si) 
processing but to intioduce the most important fabrication processes involved in 
fabricating the Si-based modulator shown in Figure 4.2. The following fabrication 
processes will be briefly discussed so as to provide tlie reader with an appreciation: 
thermal oxidation, etching, ion implantation, annealing, photolithography, epitaxy, and 
metallisation. This provides a better insight when section 6.3, which describes the general 
fabrication outline, is presented.
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Therm al Oxidation
Oxidation involves growing a thin film of silicon dioxide (SiOz) on the silicon (Si) wafer 
surface [6.2]. At times during tlie fabrication process, it is necessaiy to protect certain 
regions of the surface so that dopant atoms, e.g. by ion implantation, may be dhected into 
tlie other selected aieas. Oxidation is performed by placing the Si wafer vertically into a 
quai'tz boat in a quaitz furnace tube, which is resistance heated in the presence of oxygen 
at a temperature of -1000 degree centigrades (°C) [6.2]. Flow is dhected as shown by the 
arrow in Figure 6.1(a). The flow rate is typically -1  cm/s. The oxidizing agent may be dry 
(using dry oxygen) or wet (using a combination of water vapour and oxygen). The 
oxidation system uses microprocessors to monitor and regulate the gas flow sequence and 
the furnace temperature. The gas flow sequence is to control tlie insertion/removal o f Si 
wafers. The temperature monitoring is to ensure that the furnace temperature rises lineaiiy 
from a low temperature to the oxidation temperature and to ramp down the temperature 
once the oxidation process is completed.
For diy oxidation where the process is oxygen, thermal SiOz growth is governed by the 
following chemical process [6.3]:
Si + Oz—> SiOz (6.1)
and for wet oxidation where the process gas is steam:
Si +  2HzO —> SiOz +  Hz (6.2)
As shown in Figuie 6.1(b), the Si-SiOz interface moves into the Si during the oxidation 
process and creates a fresh interface region, with surface contamination on the original Si 
ending up on the oxide surface. This smootlies the Si surface roughness. Once the SiOz 
layer has been formed on die wafer surface, it is selectively removed (etched). Dopants 
can then be intioduced to diese aieas without die SiOz layer. The aieas which still contain 
the SiOz layer will be shielded as shown in Figure 6.1(c). SiOz is also used for electiical 
isolation and forming symmetiical waveguides. According to Sze [6.4], an oxide film of 
thickness xo consumes OA4xo of the Si. Thus to grow 1000 Â  (100 nm) of SiOz, a layer of 
440 Â (44 nm) of Si is consumed.
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Figure 6.1: (a) Basic thermal oxidation system; (b) growth of SiOz; and (c) phosphorus introduction
into areas not covered by the SiO: [6.2]
Etching
This is a process where selective regions of a Si, metal, or SiOz are removed. There are 
two types of etching: wet and dry.
Wet (chemical) etching involves immersing the wafer in a chemical solution at a 
predetermined temperature. The material to be etched is removed equally in all directions 
(i.e. isotropically). Wet etching is also used extensively to lap and polish semiconductor 
wafers for an optically flat, damage-free surface. For devices of relatively large 
dimensions (> 3 pm), chemical etching is used to open windows in insulating materials
[6.5].
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Dry (plasma) etching involves immersing the wafer in a gaseous plasma created by a 
radio-frequency electrical field applied to a gas such as ai'gon. The gas molecules breaks 
down and becomes ionized. The freed electrons collide with other gas molecules from die 
field and die process continues, forming a plasma. The wafer to be etched is placed on an 
electi'ode and is subjected to the bombardment of its surface by gas ions. Through the 
momentum tiansfer, atoms neai' the surface become volatile and are removed (etched). A 
more detailed discussion can be found in [6.5].
According to [6.6] dry etching dominates in reproducing submicron dimension optical 
waveguides as it provides flexible process capability, tight tolerances and reproducible 
reproduction.
Ion Im plantation
Ion implantation is die introduction of energetic, chaiged paiticles into selected aieas of 
die surface of the wafer. The practical use of ion implantation in semiconductor 
technology has been mainly to change the electiical properties of die wafer, silicon (Si) in 
this case.
To change the electrical properties of silicon and hence reduce its resistivity. Group III 
atoms (e.g. boron for /?-type dopants) and Group V atoms (e.g. arsenic or phosphoms for 
M-type dopants) aie introduced to die Si.
According to [6.7], to generate ions such as diose of phosphoms («-type), an aic 
dischai'ge is made to occur in gas, such as phosphine (PH3), that contains the dopant. The 
dose is expressed as die number of ions implanted into 1 cm  ^of the Si surface aiea and is 
measured in units of ions/cm^. Typical ion energies are between 20 to 300 keV although 
in cases where a dopant depth of 1 pm is requtied, energies ^ 1 MeV aie required. For 
shallower depths (of the order of nm), the ion energies aie less than 15 keV. Typical ion 
doses vaiy from 10^  ^ to 10^  ^ ions/cm^. The generated ions are accelerated in an electiic
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field so that they acquire an energy of about 20 keV and are passed through a strong 
magnetic field. The magnetic field serves to separate unwanted impurities that may be 
generated during the arc discharge from the dopant ions. After the magnetic field is 
applied, the ions are further accelerated so that their energy reaches several hundred keV, 
whereupon they are focused on and strike the Si wafer surface. Upon impact with the Si 
surface, the ions collide with electrons and with the nuclei of Si atoms, and lose their 
energy. The depth of penetration depends on the mass of the dopant and the energy used, 
but typically in the range of 0.1 to 1 pm. The higher the energy of the ions and the smaller 
their mass, the greater the penetration depth.
In many applications, profiles created by single implantations are insufficient to achieve 
the required dopant distribution profile due to the depth and concentration profile 
required. One such example is the rC regions of the reference model (RM) device in 
Figure 4.2. For this device, the rC dopant profile required is that of a constant doping of 
10^  ^cm"  ^ to a depth of 0.4 pm. This can be achieved by selectively growing the structure 
but requires a huge investment in development resources. Multiple implantation is 
another alternative to form a flat doping profile as shown in Figure 6.2 [6.8]. This flat 
doping profile can be obtained by using various combinations of impurity dosage and 
implantation energy.
PREDICTED COMPOSITE
/ /  ;  /  //  /  /  /  120 kev4kev  /59 kev 220 kev
0 0.2 0.4 0 6 0 8 10
DISTANCE ( p m )
Figure 6.2: Predicted composite doping profile using multiple implantation to achieve deep doping
windows [6.8]
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Ion implantation offers the following advantages:
•  Precise contr ol of doping levels because the incident ion beam can be accurately 
measured as an electric current;
•  Reproducibility of impurity doping;
•  A lower processing temperature compared to diffusion where dopant atoms are 
intr oduced at the Si surface by a vapour that contains the dopant at -1000 °C;
•  Dopant depth can be easily controlled by regulating the incident ion velocity, tlius 
it is capable of very shallow penetrations (< 50 nm);
•  High dopant purity can be achieved;
•  As the ions enter the solid as a directed beam, there is very little spreading of the 
beam. Therefore the doping area can be clearly defined; and
•  As ion implantation is a low temperature process compared to diffusion, impurity 
movement is minimised.
A major disadvantage is that considerable crystal damaged may be created due to 
collisions of tlie high energy ions with the Si. Two types of damage due to collision exist
[6.7]. The first is ionisation damage where electrons are removed by the implanted ions. 
The second is nuclear* collisions which involves collision between the implanted ions and 
the silicon atoms. This damage causes inferior device performance as a result of ion 
implantation. Another disadvantage is tlie capital cost in equipment investment.
A nnealing
The damage introduced by the ion implantation process can be repaired using an 
annealing process where tlie Si lattice is substantially restored to its crystalline condition 
and simultaneously position the dopant ions onto lattice sites. This is known as electrical 
activation. There are two common types of annealing process. The first is known as 
furnace annealing where the wafer is treated in an inert ambient atmosphere at a 
temperature between 600 and 1100 °C for approximately 30 minutes or longer.
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The second is known as rapid tliermal annealing (RTA). In RTA, optical radiant energy is 
generated by a tungsten-halogen lamp at a wavelength of 0.3 to 4 pm in a quai'tz 
enclosure and delivered to the wafer surface. As the quai'tz walls do not acquhe the light 
energy that is dhected at tlie wafer, tlie wafer is not in thermal equilibrium with the walls 
of the system. Of the two annealing process, the RTA has a much lower annealing time 
(of the order of seconds). This shorter processing time reduces cost and hence is favoured 
over furnace annealing.
Annealing also causes the dopant atoms to diffuse and this may be detrimental as it might 
cause broadening of the dopant disti'ibution [6.9]. For example the n'^  side dopant contacts 
of the reference model (RM) device in Figure 4.2 on page 106 may be broadened too 
much after the annealing process that in turn causes attenuation of tlie optical mode in the 
rib centie. hi addition, the p'^  region in the top of the rib might diffuse too deeply should a 
long amieal time be used. As such, in the fabrication of the RM, RTA is used.
Photomask Generation
In fabricating a device such as the reference model (RM) in Figure 4.2, a series of 
different processes are required such as oxidation, etching etc. A mask is required for 
each operation. This mask exposes the selected regions and protects tlie others. Similar 
steps are performed at the same time for each process, such as ion implantation of the 
regions of the RM, to be repeated over the entire wafer. Each different process usually 
requir es a separate mask.
A mask is produced ushig a computer-aided graphics system that drives a pattern 
generator which uses an electron-beam (e-beam) to write the particular' pattern on a glass 
plate covered with a thin chromium film. The L-Edit software package is used to generate 
the mask pattern [6.10]. When the glass plate is prepared for one or several dice on the 
wafer, it is known as a reticle.
The reticle pattern is projected onto the wafer and a step-and-repeat projection printer, 
also know as a wafer stepper, is used to reduce the reticle pattern onto the photoresist-
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covered (see next section) wafer. This printer steps over the entire wafer surface, 
exposing only a small portion of the pattern at a time. More detailed discussions can be 
obtained from [6.11].
Photoresist
Photoresists are radiation-sensitive compounds and aie classified as either positive or 
negative. For positive resists, the exposed regions aie more soluble as the photosensitive 
compound absorbs radiation in the exposed pattern aieas which changes its chemical 
sti'ucture and are thus easily removed. Patterns formed using such a resist aie identical to 
that of the mask. In the photolithography section, an example will be presented using 
positive resist.
For negative resists, tlie exposed regions aie less soluble due to the higher moleculai* 
weight arising from crosslinking of polymer molecules caused by the absorption of the 
optical energy by tlie photosensitive compound. Patterns formed using a negative resist 
ar e the reverse of the mask pattern. A selection of both positive and negative resists based 
on theii* lithographic group can be obtained from [6.12].
Photolithography
This process tr ansfers the reticle image (photomask generation) to the wafer surface, so as 
to ‘open’ identical windows for other processes. Following tlie approach of [6.13], an 
illusti ation of an example of photolithography using positive resist is given.
To transfer the pattern, the wafer is coated witli photoresist. The wafer is held on a 
vacuum spindle and typically approximately 1 cm  ^ of liquid resist is applied to the centre 
of the wafer. The wafer is rapidly accelerated to a spinning speed to achieve a uniform 
film thickness of about 1 jam thick over tlie oxidised wafer surface. The spinning speed is 
between 1000 and 10 000 ipm. Next, the wafer is baked at approximately 80 to 100 °C to 
remove tlie solvent from tlie photoresist film and to improve resist adhesion to the wafer.
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Then the reticle is aligned witli respect to the mask by computer control in an optical 
lithographic system and the resist is exposed to ultraviolet light (Figure 6.3).
Note that the following illustration applies to a positive resist. The transparent parts of the 
reticle allow light to pass through onto the wafer. The photoresist under the opaque 
regions of the reticle is unaffected. The exposed resist is dissolved in an organic solvent, 
exposing par ts of tlie silicon dioxide (S1O2) where light was shone. This exposed 8 %  is 
tlien etched in an ambient which does not attack the resist (e.g. buffered hydrofluoric acid 
which etch only SiOz and not silicon (Si). The regions under the opaque part of the reticle 
ar'e still covered by the SiOz and the resist. Finally the resist is stripped using solvent, 
exposing an insulator image (or pattern) of the mask. After the above photolitliographic 
process, all areas covered by the exposed SiOz will be protected from the next process 
step, e.g. ion implantation. The exposed Si areas will be tlie areas that will be subjected to 
this next process. In a negative resist, windows are opened under the opaque parts of the 
mask. The disadvantage of this process is the liriewidth is limited to about 1-2 pm. In 
order to print smaller features, very short wavelength radiation such as electron-beam (e- 
bearn), x-ray, or ion beam lithogr aphy must be used.
As e-beam lithography is used in tliis work, a brief discussion is given here. This method 
of lithography is primarily used to produce photomasks; relatively few are used for direct 
exposure of resist by focused e-beam with a mask. The e-beam lithography system consist 
primarily of an electron gun which generates a beam of electrons and focusing optics to 
dhect this beam to a spot size of 10 to 100 nm in diameter [6.14]. According to [6.14], e- 
beam lithography is attractive as it is able to generate submicron resist dimensions, allows 
precise operation and can be highly automated, allows greater focus deptli Üian optical 
lithography, and probably the most important of all, direct patterning onto the wafer 
without a mask. However, such systems have a slow throughput - typically 5 wafers per 
hour' at below 1 pm resolution. This is acceptable in photomask production or in cases 
where small numbers of customised devices are requhed or for design verification, but 
unsuitable for mass production needs.
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Figure 6.3: Procedures in oxidation and window opening using a positive resist [6.13]
Before ending the discussion on photolithography, it should be noted that earlier the 
reticle/mask is placed in direct contact with the wafer. It may be possible that dust 
particles are located at the crystal surface. These particles could stick to the mask and 
cause defects in the surface. A possible solution is to use proximity printing where the 
mask is separated from the wafer by a distance of approximately 10-50 pm. A more 
detailed discussion can be obtained in [6.11].
Epitaxy
Epitaxy is the process of the controlled growth of a crystalline doped layer of silicon (Si) 
on a single crystal substrate. One of the commonly used epitaxial process is the Vapour 
Phase Epitaxy (VPE) process. Figure 6.4 shows a horizontal susceptor which is made 
from graphite blocks. An adaptation of a description given by Kano [6.15] is used to 
describe the basic epitaxy process steps:
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• Place Si wafers in a horizontal susceptor and heat to -1200 °C;
• Introduce H2 to reduce the SiOi on the wafer surface;
• Introduce hydrochloric acid (HC/) to vapour-etch wafer surface. This cleans the 
silicon wafer prior to epitaxial growth;
• Turn off HC/;
• Reduce temperature to -1100 °C;
• Introduce silicon tetrachloride (SiC/4). Care must be taken not to introduce too high a
SiCU concentration as etching rather than Si growth will take place [6.16]; and
• Introduce dopant. Gaseous diborane (8 2 %) is typically used as the p-type dopant and
phosphine (PH3) or arsine (AsHg) are used as «-type dopants.
The high temperature (-1200 °C) is necessary to allow dopant atoms to obtain sufficient 
energy to move into the crystal to form covalent bonds and become an extension of the 
single crystal lattice. An explanation of the gas transport and reaction kinetics is given in
[6.16], where the processes and the equipment available are discussed.
gas valve and ^  
flow gauge
RF heating coil
n
( ;)(» )(;)(» )(» )(;)  
i l l l l S
0  I I  Z" X  £
\silicon wafers
temperature bath
vent
SiCU'
Figure 6.4: System for growing an epitaxial layer [6.15]
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Metallisation and ohmic contacts
Upon completion of all die previous fabrication steps, the metallisation stage follows. 
Metallisation provides connections for the device such as the RM to the ‘outside world’. 
The basic requirement for the metallisation is tliat it has low resistance to reduce voltage 
drops on tlie lines, and minimal capacitances between the lines so as to reduce delay 
times. This is especially critical for high-speed devices. Aluminium (AZ) is a favoured 
metal as it is highly conductive (2.5 pfl.cm), easy to evaporate, easily etched, 
inexpensive, and adheres well to silicon dioxide. There are thiee common methods of 
depositing AZ on silicon substrates. They are resistance heating, e-beam heating, and 
sputtering. As sputtering is used in this work, it is discussed below.
In tlie sputtering process, AZ is placed in a container at low pressure in the vicinity of the 
wafer. The AZ is labelled the catliode or target, while tlie anode is the wafer. Then a DC or 
radio frequency high voltage is applied between the anode and cathode which ionizes the 
inert gas in tlie chamber. The ions are accelerated to the cathode (tlie anode is grounded) 
where, by impact with the AZ target, atoms of AZ ar e vapourised. The AZ gas atoms form a 
gas which is deposited on the wafer surface. A photolithographic masking and etching 
method, using a phosphoric acid (H3PO4) solution or a dry etching technique, removes 
metal from unwanted regions [6.17]. Finally, the Si wafers are placed in a furnace for 
about 30 mins at -350 °C  to solidify the connections so that low resistance metallic 
contacts are created. The interconnecting lines terminate at AZ pads from which 
connections to tlie outside are made. These AZ pads are known as bond pads. In this work, 
the bond pad area for each terminal is approximately 120 \im  x 120 jam and tlie bonding 
wires ar e made of gold witli a diameter of approximately 25 jim.
Metal contact with undoped regions of tlie wafer surface is undesirable -  electrically, it 
will result in current leakage and parasitic effects [6.18], and optically, especially at areas 
where the optical mode is concentrated, will cause attenuation of the optical signal. The 
connections from the metallisation stage must make ohmic contacts (i.e. non-rectifying) 
to tlie doped regions of the device in Figure 4.2 (RM). An ideal ohmic contact exhibits 
very low resistance and allows current to flow easily in both directions through the 
contact, i.e. a linear curxent and voltage relationship. The deposited AZ on a doped
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semiconductor cannot be assumed to form very good ohmic contact. In cases where the 
doped regions aie lightly doped and have concentration levels <10^^ cm“^ , a rectifying 
contact instead of a ohmic one is formed. However, tlie RM has a peak doping 
concentration of the order of 10^  ^cm~  ^ (for all three terminals), and hence the contacts are 
ohmic.
6.3 Fabrication Process Outline and Issues
This section outlines the total fabrication process necessary to fabricate the reference 
model (RM) device in Figure 4.2 and its variants using the various process steps 
described in the previous section. Variants of tlie RM include different rib widths, 
different side dopant contact widths, and various device interaction lengtlis. These 
variants were implemented in straight waveguides and in Mach-Zehnder Interferometers 
(MZI). Two types of devices were fabricated. These are the n-p-n and p-ti-p devices 
considered in section 5.2.8. The other device topologies were not considered as 
fabrication development is too time consuming and expensive. The fabrication process is 
similar to both n-p-n and p-n-p devices except at the initial epitaxial plus implantation 
process for the rib, and tlie side contact window implantation process.
Witli reference to Figure 6.7(a), the fabrication process starts with the growtli of 250 nm 
of highly doped Si by epitaxy at l e i 9 cm“^  (Boron) and an implantation step of Boron at 
a dosage of le l6  cm~  ^ at 15 keV (not shown). This will form the top contact of the p-Fn 
device. For the p-n-p device, 250 nm of highly doped Si by epitaxy at le l9  cm“  ^
(Phosphorus) and followed by implanting Phosphorus at a dosage of l e i 5 cm“  ^at 20 keV 
(not shown). Then, two hundred angstroms (20 nm) of thermal oxide is grown on the Si 
wafer followed by a deposition of 500 nm oxide by oxidation as shown in Figure 6.7(b). 
Oxide deposition was performed using the PECVD Dep 90 System. Isolation grooves 
around the rib are patterned using photolithography, and then tlie deposited SiOz is dry- 
etched using tlie Oxford RIE80+ Dry Etcher followed by partial Si etching (0.52 jam) 
using the oxide layer as a mask, as shown in Figure 6.7(d)-(e). A rib of width 0.5 p,rn (or 
its variants) is then patterned using direct E-beam litliography (Leica-Cambridge 10.5 e-
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beam direct write lithographer), as shown in Figure 6.7(e). The patterned oxide is dry- 
etched and used as a mask for etching 0.48 pm of Si. Simultaneously the rest of the 
silicon device layer is etched in the isolation groove, as shown in Figure 6.7(f). A 
Scanning Electron Microscopy (SEM) micrograph of a cross section of the rib is shown in 
Figure 6.5. Once the rib etch is completed and before implanting the sides of the rib, the 
sidewalls of the rib are covered with oxide to produce a side wall spacer, which can both 
protect the rib sides from further implantation and leave a gap of about 0.75 pm between 
the rib and the implanted regions on both sides, as shown in Figure 6.6. The sidewall 
spacers are formed by depositing 1.2 pm of oxide, then isotropically etching the oxide 
until all the oxide on the wafer is etched except on the top and sidewalls of the rib, as 
shown in Figure 6.7(g)-(h). This process is followed by a multiple implantation process of 
either boron or phosphorus depending on the device type in order to obtain a specific 
doping profile in the p^ or n  ^ layer (to be discussed in the next section). During 
implantation the wafers are covered with a photoresist except at selected areas at the sides 
of the rib. The rib itself is protected by the oxide mask on the top and the sidewalls, as 
shown in Figure 6.7(i)-(j). Implantation was performed using a 200 kV high current 
implanter from Danfysik A/S.
200nm Signal A = SE1
1----------- 1 EHT = 15.00kV W D= 10 mm Photo No. = 330 Tima 11:17:38
Figure 6.5: Scanning electron micrograph (SEM) of the rib cross sectional area
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Figure 6.6: SEM micrograph of the rib cross-section with oxide side wall spacer
Following ion implantation, rapid thermal annealing (RTA) was performed on the wafers 
using the AG RTA 210 annealer. The annealing time was 1 minute at 950 °C for n-p-n 
devices and at 1000 °C for the p-n-p devices in order to obtain a more optimal dopant 
distribution (see section 6.3.1). A thick layer (1 pm) of oxide was deposited over the 
wafer and then planarised using chemical mechanical polishing (CMP) using the 6EC 
from Strasbaugh, leaving sufficient oxide (-500 nm) above the silicon ribs to further 
isolate the metal contacts from the doped rib, as shown in Figure 6.7(k)-(l). CMP requires 
the surface of the wafer to be both weakened and subsequently removed during a single 
processing step. The Si surface to be polished is brought into contact with a rotating pad 
and the introduction of a chemically reactive slurry containing an abrasive component 
such as alumina and glycerine to weaken and remove the surface layers. Several windows 
through the oxide are then ‘opened’ on top of the rib using photolithography and dry 
etching, to an etching depth of about 0.5 pm, as shown in Figure 6.7(m). It can be seen 
that this method nullifies the problems with the mask alignment errors, since the windows 
above the rib can be made wide, thereby relaxing the alignment tolerance. In addition, 
even if the window is slightly off centre, the subsequent metallisation stage will not cause 
a short between the rib and sidewall regions, provided that the implant energy is 
optimised to ensure that the dopant does not go beyond the exposed part of the rib. 
Following etching of the rib windows, wider contact windows were opened in the side
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regions using photolithography and wet etching with a deeper etch, this time around 1 
pm, as shown in Figure 6.7(n). This has not posed any significant problem since both the 
side regions and the contact windows are relatively large. The process was finalised by 
metal deposition (using the Trikon PVD Sputterer) defined by contact lithography and dry 
etching, as shown in Figure 6.7(o), followed by an alloy and anneal at 350 °C for 30 
mins.
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Figure 6.7: Outline of the fabrication process
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Table 6.1 shows the various devices tliat were fabricated. Referring to Table 6.1, tlie 
column denotes the widtli of the side dopants of the device shown in Figure 4.2. 
The second column (p^) indicates the rib width dimension. The active length column 
implies tlie interaction length of the phase modulator in the z-direction. In the fourth 
column, M in the M/MZ column denotes tlie phase modulator being implemented into 
straight waveguides. MZ signifies that tlie phase modulator is implemented into one of 
the arms of the Mach-Zehnder Interferometer (MZI). The last column is used to identify 
tlie waveguides. Some of tlie waveguides (no.s 2, 8, and 14) were implemented as y- 
jiinctions so that the y-junction losses can be characterised. The reticle for tlie fabricated 
devices was drawn using L-Edit [6.10] and is shown in Figure 6.8.
nVn^ (im ) (fon) Active Length(m) Type (M/MZ) Commentsin 0.5 500 MZ 1
7/7 0.5 500 MZ 2 Characterise
7/7 0.75 500 MZ 3
7/7 0.5 1000 MZ 4
7/7 0.75 900 MZ 5
11.8/11.8 0.5 500 MZ 6
11.8/11.8 0.75 500 MZ 7
12/12 1.00 500 MZ 8 Chai'acterise
12/12 1.00 500 MZ 9
15/50 0.5 500 MZ 10
15/50 0.75 500 MZ 11
50/50 0.5 500 MZ 12
50/50 0.75 500 MZ 13
50/50 0.75 500 MZ 14Chaiacterise
50/50 1.00 500 MZ 15
50/50 1.25 500 MZ 16
7/7 0.5 500 M 17
7/7 0.75 500 M 18
7/7 0.5 750 M 19
7/7 0.75 750 M 20
11.8/11.8 0.5 500 M 21
11.8/11.8 0.75 500 M 22
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12/12 0.5 500 M 23
12/12 1.00 500 M 24
15/50 0.5 500 M 25
15/50 0.75 500 M 26
50/50 0.5 500 M 27
50/50 0.75 500 M 28
50/50 1.00 500 M 29
50/50 1.25 500 M 30
50/50 0.5 750 M 31
50/50 0.75 750 M 32
Table 6.1: List of device variants that were fabricated. The reticle is shown in Figure 6.8
Q -
Figure 6.8: Reticle for the fabricated devices listed in Table 6.1. The reticle size is -14 mm  ^and is
drawn using L-Edit [6.10]
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6.3.1 Optimum Dopant Profile
In section 4.3.2, the reference optical modulator shown in Figure 4.2 was quantified in 
terms of both dc and transient chaiacteristics. These characteristics aie termed as 
electrical performance (or device physics performance). The optimum profile was 
predicted to have electiical performance that surpasses two other devices considered. The 
predicted electrical performance for the device with the optimum doping profile 
outperforms most of the devices with constant doping profile (except in section 5.2.4). As 
explained in section 5.2.2, the term ‘optimum profile’ could be interpreted to mean that 
this profile should provide the best performance. However, it has been shown in section 
5.2.4 that a particular constant profile can outperform tlie optimum profile in terms of 
both device cmxent and bandwidth. However, the optimum profile provides the best 
compromise between device performance and a realistic profile that is manufacturable 
without being prohibitively difficult or having umealistic fabrication requnements.
The optimum profile study was split into two paits: the rib doping and the side doping 
contacts. The optimum profile was achieved using conventional fabrication processes to 
optimise tlie doping profile witliin fabrication constraints at Southampton University 
where the devices were made. These optimum side dopant profiles were implemented so 
as to achieve the requhed dopant disti’ibution profiles due to tlie deptli and concentmtion 
profile needs.
For the ti-p-n device, tlie side dopant recipe is given as :
Implantation of Phosphorus with a dosage of 5e l4  atoms/cm^ at 20 keV;
Implantation of Phosphorus with a dosage of l e i 5 atoms/cm^ at 70 keV; and 
Implantation of Phosphorus with a dosage of 3el5  atoms/cm^ at 130 keV.
The fhst step is to account for tlie net doping at the surface of the «-contacts (or p- 
contacts in the case of p-n~p device). The higher the implantation energy, the deeper the 
dopant penehation. The net doping result in Figure 6.9 page 199 almost constant profile 
at le20 cm“ .^ The aims of the rib and side doping techniques aie different. For the rib
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profile, the aim is to achieve the tai'get concenti'ation (p-type at 1 e20 cm“^  for the n-p-n 
device) while not peneti'ating too deep into the rib region as the propagating optical signal 
would suffer from very high attenuation. The puipose of the side doping is also to achieve 
a tai'get net doping of «-type dopants at le20 cm“ ,^ but tlie profile has to be ‘deep’ enough 
to reach the target dopant deptli. This explains the reason for having three implantation 
steps for tlie side contact window. Of the two profiles, tlie rib doping profile has a stiicter 
constiaint as the implanted p-type dopants (or «-type dopants in the case of p-n-p device) 
must not encroach too much into the rib to cause extensive optical attenuation. The side 
«-type dopants (or p-type dopants in tlie case of p-n-p device) ai e more flexible as there is 
an oxide spacer which prevents it from penetrating too fai' in the lateral direction.
Next, the device was subjected to a Rapid Thermal Annealing (RTA) process. This 
process is used to remove tlie damage and tlie disorder clusters that result from ion 
implantation, and degrade semiconductor parameters such as mobility and lifetime [6.19]. 
In addition, most of the ions as implanted aie not initially located in substitutional sites 
and must be ‘activated’. To activate tlie implanted ions and to restore mobility and other 
material paiameters, the semiconductor must be annealed at an appropriate combination 
of time and temperature.
The RTA process is equipment dependent. Therefore, the RTA process studied here must 
relate to the actual chaiacteristics of tlie equipment. The ramp up and ramp down times 
used here pertain to the annealing equipment at Southampton University. The RTA 
process staits with a ramp up of temperature from 700 °C to 950 °C in 6 seconds, 
followed by a constant temperature of 950° C for 1 minute and finally a ramp down from 
950 °C to 700 °C in 9 seconds. Annealing temperature and time are of paramount 
importance. If tlie temperature is too high, excessive dopant spreading might occur and 
will introduce undesiied optical attenuation. If the temperature is too low, the implanted 
ions might not be activated.
For the n-p-n device, tlie tai'get temperature of 950 °C was chosen after an analysis on the 
effects of annealing temperature. A range of (1000±50) °C was used. Two points
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emerged. Fii-stly, for tlie ribs, tlie optimum temperature is approximately from 950 °C to 
1000 °C. If die tai'get temperature is above 1000 °C, tlie net doping profiles start to extend 
into the rib where the propagating optical signal is located and thus would cause very high 
attenuation. Secondly, net doping profiles for tlie side is ‘most’ constant when the 
temperature is above 1000 °C. Intuitively, one would limit the tai'get temperature range to 
be 900 °C to 950 °C. However, the annealing machine at the University of Southampton 
has an uncertainty of only ±7 °C [6.20]. The former of tlie noted two points is more 
important, and coupled witli the temperature uncertainty, tlie value of 950 °C was 
selected. These results were confiimed using two different semiconductor simulation 
packages. Figure 6.9 illustrates the side dopant profile at various annealing temperatures 
using a maximum of 130 keV energy, which is die limit of the ion implanter at 
Southampton University. The depth of implantation also takes into account of the 
thickness of die oxide on top of die implanted area so as to accurately achieve the 
required distribution. The dopant recipes and annealing temperature were studied using 
the ATHENA process simulator from SILVACO [6.1].
The rib dopant for the n-p-n device was modelled to have a concentr ation of le20 cm~  ^
in Figure 4.2. Ideally, this would be grown epitaxially. However, due to limitations of the 
epitaxy system at Southampton University, a maximum boron dopant concentration of 
- l e l 9  cm“  ^ for the n-p-n device could be reached. Thus in order to increase this net 
doping level to le20cm“ ,^ an implantation step of must be added. The boron dosage used 
was le l6  cm“^  at 15 keV. A Phosphorus dosage of le l5  cm“^  at 20 keV was used for the 
p-n-p device. Figure 6.10 shows tlie p-type net dopant profile of the n-p-n device after 
annealing with the above RTA temperature (950 °C) with similar' timing cycle. The 
predicted device physics results due to tliese doping profiles were listed in section 4.3.2. 
The optimum dopant analysis discussed here were also subjected to the p-n-p devices.
For the p-n-p device, the p^ side dopant recipe is given as :
Implantation of Boron with a dosage of 5el5  atoms/cm^ at 30 keV;
Implantation of Boron with a dosage of 5el5  atoms/cm^ at 80 keV; and 
Implantation of Boron wiüi a dosage of l e i 5 atoms/cm^ at 100 keV.
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Figure 6.9: Plot of net doping concentration vs depth along the side doping contact window after the 
RTA process at various target temperatures. Note that this depth is not as deep as the reference 
model (0.4 |xm) as the maximum energy that could be achieved is 130 keV for the n-p-n device
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Figure 6.10: Rib dopant profile after Rapid Thermal Annealing (RTA) at 950 ®C. The dopant profile 
was achieved using Boron epitaxial growth to le l9  cm“^  and followed by implanting le l6  cm“^  of
Boron at 15 keV for the n-p-n device
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6.3.2 Fabrication Limitation: Shorting of Different Dopants
In order to maintain focus, tlie following discussions pertain to the n-p-n device. The 
analysis used in tlie following discussions was also applied to the p-n-p device.
As the implantation energy of tlie iF side dopants is high, the implanted dopants may 
impinge onto tlie p^ rib dopants. This will cause a short circuit electiically and render the 
device useless. This is depicted in Figure 6.11. Figure 6.11 shows tlie implanted «-type 
dopants in grey contours increasing from l e i 5 cm“  ^ to le20 cm“^  as indicated by the 
dotted aiTows. In Figure 6.11, it is clearly evident that the implanted «-type dopant has 
penetrated the oxide spacer which was meant to protect the rib which has tlie opposite 
dopant (not shown). This clearly will cause tlie device to fail electrically. Furtliermore, 
with the high concentiation of carriers in the rib centie, high optical absorption will also 
render the device useless optically.
There aie a number of possible solutions to this problem. The first option is to reduce the 
implantation energy for the side «-type dopants so tliat the carriers will not be able to 
penetrate too deeply. However, this will degrade the device physics performance and 
hence reduce its efficiency. The next possible solution will be to utilize a method 
pioneered by Bookham Technology pic (e.g. [6.21]) which etches a trench on the sides of 
tlie rib before performing implantation at a lower energy. Whilst this method will reduce 
dopants spreading into tlie rib (due to the reduced energy and tiencli), die development 
time involve will be too constiaining in successfully fabricating the device. Furthermore, 
the optical mode profile will be affected due to the etched tiench. Another possible 
solution is to offset the implantation by shifting the implantation position by a distance 
diat it is impinging on the rib. Whilst this mediod is a possible solution, the implanted 
ions must be located very accurately and is heavily dependent on die mask alignment 
tolerance (0.5 |xm at Soudiampton University). As the minimum rib width being 
fabricated is -0 .5  pm, this is clearly impossible in diis case. The next option will be to 
etch the silicon down to die slab where the rib region is masked and then followed by 
implantation. The rib can then be grown epitaxially. This prevents the different dopants 
from shorting each other. The drawback of this solution is that huge development time 
and hence cost are required. The last possible solution is to restudy the fabrication process
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and change the oxide rib spacer tliickness. This is by far the least taxing on development 
resources compared to tlie previous options. Instead of depositing just 0.8 |im of oxide 
before dry etching to create tlie oxide spacer previously (Figure 6.11), 1.2 pm of oxide is 
now deposited. The resultant oxide spacer is much bigger (Figure 6.12). In Figure 6.12, 
the dotted aiTows indicate the /i-type dopant concentiations increasing from le  15 cm“  ^ to 
le20 cm“  ^ while the solid black line illustrates tlie p-type dopant concentrations from 
le20 cm“^  to l e i 5 cm" .^ Clearly, witli the increase in oxide spacer, the side dopants aie 
prevented from impinging onto the rib dopants. The simulations on the oxide spacer were 
calibrated against fabricated oxide spacers used in this work.
The draw back of the last approach is that due to the bigger oxide spacer, the side dopants 
aie now located approximately 0.75 pm from the rib edge, as mentioned in section 6.3 
page 190. As a result of this, the device physics performance aie expected to degrade. 
This will be discussed in section 6.3.3 page 202.
n-type dopants 
penetrated into rib
1 e20 cm-
I SiO,coo(U
1e15 cm
0,4
x-dlrection (|im)
Figure 6.11:1 pni of oxide deposited before dry etching. Grey contour lines indicate the phosphorus 
dopant concentration. The dotted arrows indicates the increase in concentration from le lS  cm"^  to
le20 cm~^
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n-type implant
1 e20 cm ^n-type implant1 e20 cnr®
1e15 cm^1e15 cm'
p-type 
1e20 cmSiO,
11 x-direction (^im)
Figure 6.12; 1.2 nm of oxide deposited before dry etching. Grey contour lines indicate the dopant 
concentrations. The dotted arrows indicate the direction of increase in concentration from le lS  cm"^  
to le20 cm“^  for «-type dopants. The solid line shows the j?-type dopants from le20 cin"^  to le l5  cm"^
6.3,3 Process Modelling
As a result of the fabrication limitations (section 6.3.1 page 196) and (section 6.3.2 page 
200), it is evident that the fabricated device will have degraded device physics 
performance and hence must be investigated. Consequently, a full process simulation in 
accordance to the description given in section 6.3 page 190 was performed using the 
process simulation package ATHENA [6.1] before performing a device simulation using 
ATLAS [6.22].
Using similai' biasing conditions described in section 4.3.2, the simulated n-p-n device is 
predicted to have a drive current of 7;^  = 2.27 mA. This is a degradation of almost 70% 
compaied to the reference model (RM) with optimum doping profile {I„ = 0.7 mA in 
section 4.3.2). The predicted Dhect CuiTent (DC) performance of the fabricated device 
after process simulation is shown in Figure 6.13. Similarly, the transient response is also 
inferior. The rise and fall times were predicted to be 3.46 ns and 0.61 ns respectively.
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This implies an operating bandwidth of 144.5 MHz. Compai*ed to the RM with optimum 
doping profile, this is a decrease in bandwidth by neaiiy an order of magnitude. Figure 
6.14 shows the modelled tiansient characteristics of the fabricated device.
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150100 200500
Drive current (mA)
Figure 6.13: Predicted modulation angle versus drive current of the fabricated device. The device 
simulation is performed after a complete fabrication process simulation
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Figure 6.14: Predicted transient response of the fabricated device. The device simulation is performed
after a complete fabrication process simulation
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Altliough such device physics degradation is higlily undeskable, it is limited by the 
fabricated resources. This clearly demonstrates the importance of fabrication technology 
in being capable of realizing fully functional devices (device physics and optically).
6.4 Summary
In this chapter, the basic fabrication processes to provide an introduction to the steps 
involved in fabricating an optical modulator have been described. Imperative aspects of 
the fabrication, namely the implantation recipes, annealing temperature, and a potentially 
critical fabrication aspect in terms of the oxide spacer were also considered. As a result of 
fabrication restrictions, it is predicted, through process and device simulations, that the 
device physics performance will degrade tremendously, especially the device operating 
bandwidth, which was decreased by approximately an order of magnitude. However, this 
is a trade-off between a working and non-working device and highlights the importance 
of fabrication capabilities to realise functioning optical devices.
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7 Experimental Techniques
7.1 Introduction
In this chapter, attention is focused on the techniques used for measuring tlie fabricated 
devices which serves to validate the theoretical data. In an ideal situation, all or the most 
encouraging designs reported in this work should be fabricated and tested experimentally. 
However, due to fabrication constiaints, it was not to be. Table 6.1 in the previous chapter 
illustmted the devices tliat were fabricated in this work. These devices were chosen 
because of their interesting theoretical results. A number of tests have been applied to the 
fabricated devices in order to evaluate them experimentally. These tests were designed to 
help understand the device electiical and optical characteristics. The following sections 
describe the experimental techniques utilised for tliis par t of die project.
7.2 Sample Preparation for Data Gathering
7.2.1 Waveguide End Face Quality and Preparation Technique
The quality of the waveguide endface is heavily dependent upon the preparation 
technique. There aie three main preparation techniques to prepare the endface of the 
waveguides: cleaving, etching, and polishing [7.1]. Polishing is the waveguide endface 
prepar ation mediod used in diis work and is detailed here.
Polishing is probably the most common method of preparing a waveguide facet. The 
sample endface is polished by lapping with abrasive materials widi sequentially 
decreasing grit sizes. Usually a prescribed ‘recipe’ is followed which can result in an 
excellent surface finish. The objective of any surface preparation technique is to produce
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a sufficiently smootli facet such that optical scattering is reduced as much as possible. The 
end facets of tlie waveguide must have high optical quality so that the amount of light 
received at the output when coupling light into a waveguide is maximised. This means 
that features approaching the dimensions of the optical wavelength should not be present. 
For attenuation measurement puiposes, the assumption is usually made tliat the polishing 
technique has produced ‘smooth’ endfaces tliat renders scattering loss negligible. 
Consequently, no allowance is made for endface scattering loss.
A good polishing recipe is one that results in optically flat facets. These optically flat 
facets must be suitable for waveguiding with good reproducibility, which in this context 
is defined as the ability to produce good quality facets regularly, when the same recipe is 
applied to a number of different samples. Numerous polishing attempts were carried out 
using scrap silicon and Silicon-on-Insulator samples. Tluough these attempts, a polishing 
recipe was formulated to polish tlie fabricated devices to obtain good quality facets. This 
technique is presented as a series of general steps:
(a) Before embarking on the polishing exercise, the diced chip which measures 
approximately 14 min ,^ must be attached onto an in-house machined sample 
holder (SH) using wax (Figure 7.1). The SH comprises two parts, an upper section 
to which samples are adhered, and a base. This enables the samples to be reversed 
without multiple waxing stages, to polish botli facets. A thermostatic hotplate is 
used for heating up the wax. Wax is used as it can be easily removed with 
Acetone. Once tlie SH is heated (-125 °C), wax is applied to the sides of the SH. 
The SH will hold tlie device in a vertical fashion with the edges to be polished on 
either side of tlie chip, protruding by -1 0  mm as shown in Figure 7.1. The sample 
and tlie SH are pressed tightly using cotton buds to ensure that the samples are 
held securely and parallel to the SH. Then the samples are removed from the 
hotplate and left to cool down to room temperature so as to allow the wax to 
harden. At this stage, care must be exercised to not apply excessive amounts of 
wax onto the sides of the SH as doing so will cause the wax to interact with the 
polisher when polishing is taking place and smear* the sample endface. This may 
result in an uneven surface;
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Sam ples
Sampler
holder
B ase
10mm
Figure 7.1: Three dimensional view of the sample holder which will hold and support the samples 
during polishing. At this mounting stage, the base is used to support the samples and the sample
holder till the wax solidifies [7.2]
(b) Once the waxing has cooled down, the samples are ready to be polished. Polishing 
is performed via a 95-2809 METASERV® 2000 Grinder/Polisher (Figure 7.2). 
The operation allows automatic polishing and is simple to use. It consist of a 
clamper to hold the samples and tlie SH onto the polishing plate. This frees the 
user and does not require manual holding of the sample during polishing; and
(c) The sample endface polishing begins with the coarsest grit pad, which is a Silicon 
Carbide (SiC) 2400 pad. The sample along witli the SH is placed and clamped on 
tlie polishing area. Excessive clamping pressure is not desired as this may damage 
the samples due to dislocation during polishing. Filtered water is tlien directed 
within the polishing wheel. This is to lubricate the chip surface during polishing. 
The filtered water is always directed in tlie patli of tlie sample so that all removed 
material will be quickly flushed away as removed material will act as a grit and 
scratch the sample. Next, the plate is switched on to rotate at 50 rpm. To improve 
the quality of the polished surfaces, finer and finer resolution grid pads are 
required sequentially. As mentioned above, the grid pad resolution must be much 
smaller than the waveguide itself. The polishing duration for each grit pad was 
determined after frequent progress checks observing the sample edge under a high 
power optical microscope (up to 200x magnification). At the same time, the
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sample surface roughness was also checked to ensure that the surfaces have met 
the roughness resolution of that particular grit pad again using the high power 
magnification microscope. Once the surface of one side of the sample is deemed 
to have a surface quality that conforms to the resolution of the particular grit paper 
used, a similar polishing procedure is applied to the opposite surface. Only after 
the endface quality of this opposite surface meets the desired quality, will the 
polishing be allowed to proceed to the next stage with a finer grit pad. The sample 
is always cleaned between steps to prevent contamination. Through numerous 
polishing experiments, a polishing recipe was formulated for use in this work and 
is described in Table 7.1. In this table, the corresponding polishing duration for 
each type of grit pad along with its resolution and clamp pressure applied are 
listed. There are a number of points that need to be noted during operation to 
prevent possible problems. These include ensuring the wheel guard is in place at 
all times during usage (to prevent the grit pad from slipping off the polishing 
wheel) and the polishing area and guard must be cleaned regularly to remove 
debris. The drain hose must be free of obstruction and the liquid is draining freely 
away from the polishing bowl as congestion will lead to flooding of the polishing 
wheel. Once the polishing is complete, the samples and SH are mounted onto the 
base and heated to -125 °C to dislodge the samples from the SH. The samples are 
then gently cleaned with Acetone using cotton buds to remove any unwanted wax;
rolish ing
duration
(mins)
ro iis lnng  
( lamp liar  
Pressure
Poiisiiing kesolntinn1 ype o f  grit padStage No. nm
Silicon Carbide (SiC) 2400
Silicon Carbide (SiC) 4000
Diamond
Aluminium oxide (AIO2)
Aluminium oxide (AIO2) 20-30
Table 7.1: Formulated recipe at various stages with different grit pads and its corresponding
polishing characteristics
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slots whee
Platen whee
H o se
Switch for water
Switch for platen rotation Speed control 60-500 rpm
Figure 7.2: 95-2809 METASERV® 2000 Grinder/Polisher [6.2]
7.2.2 Bonding, Electrical I/V Test, and Sample Preparation
After the fabricated wafer is sawn into chips, an electiical current/voltage (W ) test is 
performed to ensure that tlie device is working electiically. Referring to the device shown 
in Figure 4.2 on page 106, tlie rib (p^) is forwaid biased with respect to one side of the 
side contact Then die I/V test is performed again with the other side contact. The 
voltage sweep, produced using a HP4145 curve tiacer, ranged between -2  and 2 V with a 
cuiTent limit of up to 10 mA. Caie must be taken not to damage the bond pads, which 
measures -120  |in f , dming probing as bonding will be affected should the pads be 
damaged. It is absolutely critical to probe botli sides of the ti  ^ dopants with respect to the 
rib as it cannot be inferred that if one side is working, the other will also work.
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Once the devices that exhibit good diode characteristics are identified, polishing which 
was discussed in section 7.2.1 page 207, takes place. After polishing, tlie waveguides are 
checked to ensure that the polished endface quality is appropriate for end-fire coupling. 
Next, these devices are bonded to a printed circuit board (PCB) using 25 jim thick gold 
whes. Then the bonded devices are put tluough the above mentioned electiical test again 
as shorting due to bonding is a possibility. Devices tliat failed the second I/V test were 
discai'ded whilst the ones that passed through the three previous stages were evaluated 
experimentally. Figure 7.3 illustrates the process via a flowchart.
F a b r ic a te d  w a fe r  s a w e d  In to  
c h ip  s iz e  - ( 1 4  m m  x  1 4  m m )
E lec tric a lly  n o n ­
fu n c tio n in g  d e v ic e s'E ie c tr ic a i T e s t :  iAT 
c u rv e  t r a c e r  fo r 
.b o th  s id e  d o p a n t s ,  
w rt rib  /
E lec tric  ally 
fu n c tio n in g  
d e v ic e s
O p tic a lly  n o n ­
fu n c tio n in g  d e v ic e sP o lish  c ltip  a n d  
c o u p le  iiglit
O p tic a lly
fu n c tio n in g
d e v ic e s
B o n d  a n d  c o n n e c t  
to  d r iv e  c ircu itry
E lec trica lly  n o n ­
fu n c tio n in g  d e v ic e sElectrical T e s t :  l / v \  
c u rv e  t r a c e r  fo r y  
lo th  s id e  d o p a n t s /  
\  w rt rib /
E lec trica lly
fu n c tio n in g
d e v ic e s
E v a lu a te  d e v ic e  
e x p e rim e n ta lly D ev ice  d is c a rd e d
Figure 7.3: Process flowchart from fabricated wafer to device ready to evaluate experimentally
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7.3 Experimental Setup for Measurement of Phase Modulation
The modulation bandwidth measurement of the silicon-based modulator can be 
determined using the experimental arrangement as illustrated in Figure 7.4. The details of 
the equipment used for measuring the output power of the Device Under Test (DUT) are 
presented and discussed in the following sections.
Lightwave 
Measurement System 
(LMS) for Tuneable 
laser and detector 
interface
C o m p u te r for 
Im age C ap tu re  a n d  
In te rface with LMSC am era
P iezo-con tro lled  s ta g e s P olarisa tion  | 
M aintaining (PM)} 
fibre iD evice U nder T e st 
(OUT) P olarising-cube 
B eam  Splitter
40x 63x 40xD etecto r
Flipper Mirror
X/2
p l a t e
iâ^
O scillo scope Drive Circuitry
S ignal Input
Lock-ln-
Ampllfier
(LIA)
R efe ren ce Signal
GeneratorInput
Figure 7.4: Schematic diagram of the experimental setup used to measure modulation bandwidth of 
the optical device in straight waveguide or integrated Mach-Zehnder Interferometer form
Tuneable Laser Source (TLS)
The laser source used in Figure 7.4 is an Agilent tuneable laser source (Model No. 
81640A). This Fabry-Perot (FP) tuneable laser source is made from InGaAsP and has an 
operating wavelength between 1520 and 1620 nm. At a wavelength of 1550 nm, the 
maximum output power is approximately 2.4 mW at room temperature of 25 °C. Light 
output from the TLS is TE polarised and the beam waist diameter is 9 pm. This tuneable 
laser source is connected to the Agilent Lightwave Measurement System (LMS) (Model
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No. 8164A). The LMS is a mainframe which contains and controls the tuneable laser 
source.
Detectors (Low and H igh Frequency)
Also contained within the LMS is an optical power detector interface module (Model No. 
81618A) which in turn is connected to an Agilent InGaAs detector head (Model No. 
81624B). This detector head has an operating range of 800 nm < X <  2400 nm, where A is 
tlie operating wavelengtli, up to a fi'equency of ~5 kHz. Modules in the LMS can be used 
manually or controlled by a General Purpose Interface Bus (GPIB) that is attached to a 
computer. A program in Labview that interfaces between a computer and the LMS was 
written by a former student, Miss I. Huille. This program facilitates laser tuning whilst 
simultaneously reading measured power by tlie Agilent detector at dc. For higher 
frequency measurement, this detector is replaced with a InGaAs 1 GHz detector from 
New Focus (Model No. 161IFC). This detector has an operating range of 900 nm < X <  
1700 nm, where X is the operating wavelength. The operating bandwidth of this detector 
is between 30 kHz and I GHz.
Optical Com ponents
The light output from tlie tuneable light source (TLS) is TE polarised and is fibre coupled 
to a 40x objective lens via a polarisation maintaining (PM) fibre. Use of a PM fibre is 
critical as it will maintain the polarisation state coming out of tlie TLS. The 40x objective 
lens shown in Figure 7.4 has a 0.65 numerical aperture (NA), 4.6 mm focal length from 
Melles Griot (Model No. 040AS016). This lens was incorporated witli tlie lens holder 
which was mounted on a Melles Griot x-y-z micrometer translation stage (Model No. 
17AMB003/D). Using this stage, the position of the input beam onto the rib waveguide 
can be adjusted. Furthermore, this lens collimates tlie output beam from the TLS to the 
sample. The collimated beam is then passed tluough a Newport Corp. polarisation-cube 
beamsplitter (Model No. 10FC16PB.9). This filters tlie laser output beam so as to obtain a 
well defined polarisation state before entering the waveguide Device Under Test (DUT). 
A CVl Corp. halfwave plate (Model No. QWP0-1550-10-2-R/5) is situated after the 
polarising-cube beamsplitter, so as to permit conversion of the input beam polarisation 
from TE to TM. Then, the input beam is focused using a 63x objective lens, such that as
214
Chapter 7 Experimental Techniques
much of the input light is inserted into tlie DUT as possible. The 63x objective lens 
shown in Figure 7.4 has a 0.85 numerical aperture (NA), 3.1 mm focal lengtli and is a 
Melles Griot lens (Model No. 040AS018). Light leaving the DUT is tlien collected and 
collimated via a 40x objective lens, similar' to the one described above. The choice of the 
4Qx objective lens at the output of tlie DUT is tliat it allows a better imaging of the 
waveguide output facet for diagnostic purposes, which in turn is used to optimise the 
coupled light before directing it into the detector. The light leaving the DUT is TE 
polarised. The output beam is then sent to either an infrared camera or to the detector for 
measurement. By means of a New Focus Flipper Mirror (Model No. 9891M), tlie output 
beam can also be directed to an Electrophysics MicronViewer infrared camera (Model 
No. 7290A). This enables diagnostic activities such as ensuring that the light coming out 
of the DUT is actually passing through the desired waveguide by means of imaging the 
output facet of the waveguide. The camera can also be used to qualitatively determine the 
light that has leaked out of tlie waveguide into the slab regions and to observe the mode 
shape. On either side of the DUT, there are two Melles Griot NanoMax-HS (Model No. 
17MAX301) x-y-z micropositioning stages. The maximum travel in each of the %, y, and z 
directions of these two stages is 4 mm witli a resolution of 50 nm each. These two stages 
are connected to piezo-controllers with feedback (Melles Griot Model No. 17 PCZ 
003/013). The use of piezo-controllers allows adjustments of ultra-precision range (5 nm 
resolution).
Drive Circuitry. Signal G enerator, and Lock-In-Am plifier
Drive circuitry was developed to drive the optical device under test (DUT). The drive 
circuitry provides a dc offset which allows tlie device to be biased at its linear* operating 
range before a small ac signal is superimposed upon it. The ac signal is supplied by an 
Agilent Signal Generator (Model No. 70841B/70311A). The operating frequency range of 
this signal generator is between 16.1 MHz and 3.3 GHz. The output of the signal 
generator is fed into Hie reference input of an Ortec Brookdeal Lock-ln-Aniplifier (LIA) 
(Model No. 9503-SC), and tlie New Focus detector output is fed into the signal input of 
the LIA. Use of the LIA allows signal recovery in the presence of an overwhelming noise 
background. This is useful as the output from the DUT maybe weak and hence 
susceptible to background light. At tlie same time outputs from the detector, the LIA, and
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the signal generator are monitored on an Agilent 1 GHz Infiniiiim oscilloscope (Model 
No. 84835A).
7.3.1 Loss Measurements
At infrared wavelengths, SOI has been proven by many authors to be a low loss 
waveguiding material (<0.15 dB/cm). In this work, waveguide propagation loss 
measurements will be caiiied out for the fabricated devices. The following section 
discusses the techniques that will be used. iFollowing [7.3], the prefened method to 
determine the device propagation loss is to initially measure the device insertion loss and 
then apply the necessary corrections to obtain tlie propagation loss. When optical 
alignment is achieved, die waveguide insertion loss can be determined as follows:
(1) The maximum output power from the Agilent InGaAs detector (Model No. 81624B) 
is recorded with no device present (P;);
(2) The maximum output power recorded with the device under test (DUT) present {P2). 
The device is accurately positioned in die beam axis by adjusting the 
micropositioners. During this, a beam splitter will be positioned between the output 
lens and the Agilent InGaAs detector (Model No. 81624B). One half of the beam 
from the beam splitter is directed towards the detector and die other half towards an 
Electi'ophysics MicronViewer infrared camera (Model No. 7290A) with its output fed 
to die computer to display the detected image. Fine adjustments of the 
micropositioners will be performed until maximum output power is observed on the 
detector. The infrared camera and computer display will be used as visual aids during 
adjustment of the micropositioners. When optimum waveguiding is achieved, the 
beam splitter is removed and the true output power of the system recorded. The same 
measurement will be repeated without the waveguide. To improve accuracy, at least 
10 repeated measmemerits need to be made both widi and witliout the waveguide 
present, and average results noted. The equations to calculate the device insertion loss, 
Fresnel reflection loss, and propagation loss are described in sections 2.7 and 2.8.
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7.3.2 Absorption Loss Measurements
Upon forwaid biasing either the n-p-n or p-n-p devices, free carriers aie injected into the 
inti'insic region of these devices. As a result, a propagating optical mode tluough this 
region will experience phase modulation and an increase in optical absorption. The 
change in optical absorption against current can be measured for stiaight waveguide 
versions of the two device types. The following steps need to be taken to perform such a 
measurement using the setup shown in Figure 7.4;
(1) After the device under test (DUT) is fiimly secured in the centre micropositioning 
stage, optical alignment using the micropositioning stages is performed. The DUT 
needs to be bonded to a Printed Circuit Board (PCB) and mounted on the centre 
micropositioning stage;
(2) The flipper mirror directs the light beam emerging from the waveguide output to the 
Electi'ophysics MicronViewer infiaied camera (Model No. 7290A) for imaging 
purposes. Through use of the piezo-controlled stages, optimal optical alignment is 
achieved;
(3) The DUT is then connected to a Direct Current (DC) power supply, voltmeter in 
parallel to this DUT, and ammeter in series to the DUT as shown in Figure 7.5. On 
forwai'd biasing of the device, current flows and the optical absorption of the 
propagating electromagnetic mode increases. Measurements of tlie output optical 
power with forward current can tlien be obtained.
Anode
Current limited 
DC supply
D U T
Cathode
Figure 7.5: Schematic for Direct Current (DC) measurement of the device under test (DUT)
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From these measurements, it is possible to plot a relationship between the change in 
absorption in dB against the device current in mA. The absorption measurements would 
typically be performed at a wavelength of 1550 nm.
7.3.3 Modulation Depth Measurements
Modulation depth measurements can be performed on the integrated Mach-Zehnder 
Interferometers (MZI). A schematic diagram of an integrated MZI is shown in Figure 7.6, 
and begins as a single waveguide, which divides into two separate waveguide arms at 
junction A. These two arms travel independently for a short distance before recombining 
to form a single waveguide at junction B. An optical wave propagating through the MZI 
would split into arms 1 and 2 at junction A, before recombining to form a single optical 
wave at junction B.
J u n c t io n  B
Figure 7.6: Mach-Zehnder Interferometer with two equal arms. The modulator could be 
implemented in either of the arms or both arms. In this case. Arm 2 contains the modulator device
under test (DUT)
A n-p-n or p-n-p device can be implemented in the active arm (arm 2) of the MZI. 
Assuming that there is sufficient separation between arms 1 and 2 in the MZI such that no 
significant optical coupling between the two occurs, the optical waves in these 
waveguides will propagate independently of each other. By altering the refractive index 
of the active arm with respect to the other, a relative phase shift between the arms can be 
achieved. The resulting phase modulation is converted into amplitude modulation when 
the two arms recombine at junction B.
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In this work, tlie maximum modulation depth is of interest and was defined in equation 
(2.31) in section 2.6.2 on page 26. The values of I,nax and /<, in equation (2.31) can be 
obtained using the experimental setup shown in Figure 7.4. The following steps are 
required to perform the measurement:
(1) After the MZI device under test (DUT) is firmly secured in the centre 
micropositioning stage, optical alignment using the two Melles Griot NanoMax-HS 
(Model No. 17MAX301) x-y-z micropositioning stages is required. The DUT must be 
bonded to a Printed Circuit Boai'd (PCB) and mounted on a Newport x-y-z 
micropositioning stage (Model No. M-562);
(2) The flipper miiTor directs the light beam emerging from tlie waveguide output to the 
Electrophysics MicronViewer infrared camera (Model No. 7290A) for imaging 
purposes. Through use of the piezo-controlled stages, optimal optical alignment is 
achieved;
(3) By forward biasing the DUT, carriers are injected from the and regions into the 
intrinsic region. The injected carriers result in a decrease in refractive index of the 
previously intrinsic region. If tlie carriers are in tlie path of the optical mode, 
modulation of the optical signal occurs. Amplitude measurements can be made by 
recording the change in output optical power for different direct current (DC) driving 
conditions. The recorded optical output power will exhibit a sinusoidal type behaviour 
as described in section 2.6.1 witli driving current. The difference in current between 
the peak output power and tlie minimum output power corresponds to the current that 
is required to achieve a ;r-phase shift of the propagating optical mode. The output 
power is detected using the Agilent InGaAs detector (Model No. 81624B) for DC 
conditions. In the case of alternating current (AC) condition, the above detector is 
replaced with a New Focus InGaAs 1 GHz detector (Model No. 161 IFC) which has 
rise and fall times of <400 ps. This is connected to an Agilent 1 GHz Infiniium 
oscilloscope (Model No. 84835A) as well as an Ortec Brookdeal Lock-In-Aniplifier 
(LIA) (Model No. 9503-SC) which allows signal recovery in the presence of an 
overwhelming noise background. This is useful as the output from the DUT may be 
weak and hence susceptible to background light. For AC measurements, the DC 
power source is replaced with an Agilent Signal Generator (Model No.
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70841B/70311A). Measm'emeiits can be made for increased frequencies at various 
DC offsets until the 3 dB bandwidtli of tlie DUT is obtained. The DUT is essentially a 
diode and hence conducting AC measurements at various DC offsets will allow 
determination of the diode 3 dB bandwidtli at the linear region of the diode 
characteristic.
The above experiment needs to be repeated at least 10 times and an average value of the 
maximum modulation depth recorded.
7.3.4 Free Space Mach-Zehnder Interferometer (MZI)
The experimental setup shown in Figure 7.4 is used to quantify electiical and optical 
characteristics of modulators integrated into Mach-Zehnder Interferometers (MZIs) as 
illustrated in Figure 7.6, or for making absorption measurements in straight waveguides. 
A slightly different setup needs to be made when making phase measurements in the 
straight modulator waveguides in the form of a free-space MZI. This will allow the 
determination of the modulation deptli chaiacteristics.
The light beam from the tuneable laser source (TLS) is split into two equal halves by the 
first Newport Corp beam splitter (Newport Corp. polaiisation-cube beamsplitter (Model 
No. 10FC16PB.9). The beam tliat passes dhectly through the beam splitter is focused 
onto the input facet of the straight rib modulator waveguide device under test (DUT) via a 
63x objective lens. This lens has a 0.85 numerical aperture (NA), 3.1 mm focal length 
from Melles Griot (Model No. 040AS018). The second half of the beam tliat emerges 
from the first beam splitter is directed towards a New Focus Flipper Minor (Model No. 
9891M). This beam is then reflected by this flipper minor to a similar’ second mirror. The 
light reflected from the second minor recombines via the second beam splitter with the 
beam emerging from tlie DUT output facet. The output from tlie MZI is an interference 
pattern consisting of a series of dark and light fringes. By means of a third beam splitter, 
the resulting interference pattern can be focused onto an Electrophysics MicronViewer 
infrared camera (Model No. 7290A) which is connected to a computer monitor for 
displaying the captured image.
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Figure 7.7: Schematic diagram of the experimental setup used to measure modulation bandwidth of 
the straight waveguide implemented in a free space Mach-Zehnder Interferometer
The following steps need to be taken to perform the measurement:
(1) The optical alignment begins with the placing of the two microscopic lens. These two 
microscopic lenses are brought close together and the beam from the TLS is 
positioned so that it is incident onto the principle axis of the first lens. The IR camera 
is positioned in the direction of the output beam from the two lenses. Through careful 
adjustment of the position of the lenses, it is possible to optically align the setup such 
that a sharp intense optical beam spot is captured on the computer display. The optical 
alignment of the lenses is again achieved by two Melles Griot NanoMax-HS (Model 
No. 17MAX301) x-y-z stages;
(2) Upon completion of optical alignment, the above alignment step is repeated with the 
DUT present. Beam output from the TLS is switched off and the two lenses are 
displaced laterally until a large enough gap exists to fit the DUT. The DUT is bonded 
to a PCB which in turn provides the electrical connections. This PCB is secured to a 
Newport x-y-z micropositioning stage (Model No. M-562). The left and right Melles 
Griot NanoMax-HS (Model No. 17MAX301) x-y-z stages micropositioners that hold 
the lenses and the Newport centre stage are adjusted until a bright spot resulting from
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the DUT waveguiding can be seen on tlie computer display. Coupling is then 
optimised;
(3) This step creates the free space MZI. It involves the two beam splitters on either side 
of the objective lenses. These beam splitters aie placed in position as illustiated in 
Figure 7.7 and the flipper miiTors aie adjusted until the spot from this half of the beam 
can also be imaged on the computer display. A final fine adjustment may be required 
so tliat the spot is now coincident witli the one from the DUT. At this moment, an 
interference pattern of bright and dai'k fringes is displayed on the computer display.
(4) The DUT is driven electiically by a power source for direct current (DC) 
measurement. Here AC measurements could not be performed as tlie camera response 
is too slow. Therefore, only DC measurement is performed. Although AC 
measurements could be performed by use of a carefully placed detector. Phase 
modulation resulting from die modulator will produce a lateral shift of the 
interference fringes which occurs when a forward bias is applied to the DUT. The 
voltage required for a given phase shift can be determined by observing the shift in 
the fringes on the computer display. This shift can be measured and the amount of 
current requned for a ;r-phase shift determined;
(5) By forward biasing the DUT, caiiiers are injected from the and n  ^ regions into the 
intrinsic region. The injected carriers result in a decrease in refractive index of the 
previously intrinsic region. If die intrinsic region is placed in the path of the optical 
mode, modulation of the optical signal occurs. Amplitude measurements can be made 
by recording the change in output optical power for different direct current (DC) 
driving conditions. The recorded optical output power will exhibit a sinusoidal type 
behaviom* witii driving current. The difference in current between die peak output 
power and die minimum output power corresponds to die cruTent diat is required to 
achieve a ;r-phase shift of the propagating optical mode. The output power is detected 
using the Agilent InGaAs detector (Model No. 81624B) for DC conditions. In the case 
of Alternating Current (AC) condition, die above detector is replaced with a New 
Focus InGaAs 1 GHz detector (Model No. 161 IFC) has rise and fall times of <400 ps. 
This is connected to an Agilent 1 GHz Infiniium oscilloscope (Model No. 84835A) as 
well as an Ortec Brookdeal Lock-In-Amplifier (LIA) (Model No. 9503-SC) which 
allows signal recovery in die presence of an overwhelming noise background. The DC
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power source is replaced with the Agilent Signal Generator (Model No. 
70841B/70311A). Measurements can be made for increased frequencies at various 
DC offsets until the 3 dB bandwidtli of tlie DUT is obtained.
The above experiment needs to be repeated at least 10 times and an average value of the 
maximum modulation deptli recorded.
7.4 Experimental Accuracy
When assessing the level of uncertainty in an experiment, one approach is to combine all 
the uncertainties to produce a ‘worst case’ estimate ([7.4], [7.5]). This assessment is best 
understood with an example. Assume that a measurement is made to determine optical 
waveguide loss, similar' to tliose discussed in section 7.3.1, using TE polarised light. 
Uncertainties associated with the measurement must be taken into account and summed. 
These include the optical power meter uncertainty, waveguide length uncertainty, mode 
overlap integral uncertainty, and Fresnel reflection uncertainty. Each of tliese factors are 
discussed in turn, with an example given in section 7.4.3. The waveguide propagation loss 
was detailed in equation (2.55) in section 2.8 on page 36. By including tlie above 
parametric uncertainties, the maximum propagation loss (Lp max) and minimum 
propagation loss (Lp_„ûn) are given as [7.4]:
= (7.1)
(7.2)I + Æ
where L/ is the insertion loss in dB, ALi is the insertion loss uncertainty in dB, F is the 
Fresnel reflection loss in dB, À F  is the Fresnel reflection loss uncertainty in dB, X is the 
modal mismatch loss in dB, ÀK  is modal mismatch loss uncertainty in dB, / is the sample 
length in cm, and J / is tlie sample length uncertainty in cm.
7.4.1 Fresnel Reflection
The Fresnel reflection loss for an uncoated silicon waveguide is approximately 3.2 dB for 
2 facets as discussed in equation (2.46) in section 2.7 on page 31. However, small errors
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can result during the optical measurement due to angular' misalignment or end face 
polishing. From [7.5], it is estimated that tliese two factors will not exceed ±3° at either 
end of the sample as any larger error would be unacceptable. From Figure 2.13, a change 
of 3° {tiI60 rad) produces a change of +0.24%. Therefore the uncertainty resulting from 
Fresnel reflection is +0.48% for the 2 facets of the sample. This is equivalent to (3.2 + 
0.015) dB.
7.4.2 Mode Overlap Integral, K
Mode overlap mismatch loss results from the difference in the mode profile of the input 
beam and the mode profile of the waveguide. In an ideal situation, the two mode profiles 
aie identical resulting in zero mode mismatch. However, sometimes this may not be the 
case. For tlie propagation calculations in this work, the modal mismatch loss has to be 
determined in a fashion consistent with the measuiement as the waveguide height is 
approximately 1 p.m while the spot diameter from a lensed fibre is approximately 4 jam. 
An optical simulation was performed to study tlie relationship between the launch 
position of the lensed fibre with respect to the waveguide. The waveguide structure is 
similai' to the reference model (RM) in Figure 4.2 on page 106. The simulation tool used 
here was introduced in section 4.4 on page 115. The mode profile from the 4 \xm lensed 
fibre is assumed to be circulaily gaussian and a scan is performed with vai'iation of the 
fibre position varying in the x-direction while the y-position of the fibre is assumed to be 
located in the centre of the waveguide and is shown in Figure 7.8. A second scan varied 
the y-direction while the x-position of the fibre is assumed to be located in the centre of 
the waveguide and is also included in Figure 7.8.
From Figure 7.8, it can be deduced that the fibre position in the x-position can vary 
between ±0.4 p,m and still achieve the maximum coupling efficiency, -34%. This 
indicates that the fibre position does not need to be extremely accurate in order to achieve 
maximum coupling. Given the resolution of the Melles Griot NanoMax-HS (Model No. 
17MAX301) x-y-z micropositioning stages, the positioning accuracy is easily achieved as 
these stages have a piezo-controlled resolution of 5 nm. Figure 7.8 also predicts that the 
maximum coupling of -34% can be achieved along a wide range of y-positions assuming 
that the input fibre is positioned at the centre of the rib waveguide. This provides an
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added confidence that the modal overlaps between the waveguide and the fibre can be 
achieved over a range of x and y  positions at resolutions that can be obtained from the 
positioning stages used. In both cases, the coupling efficiency is only approximately 34% 
and highlights the need for a robust coupling mechanism for efficiently guiding light into 
the waveguide. Using equation (2.48) on page 33, this modal mismatch loss is 
approximately 4.6 dB with imcertainties of -12.2%, +13.1%. These are equivalent to (4.6 
-  0.56) dB, (4.6 + 0.6) dB. The uncertainty of -12.2% and +13.1% is attributed to the 
different mode profiles of the fibre and tlie waveguide due to variations in fabrication 
tolerance. From scanning election micrographs of fabricated devices, the fabrication 
tolerance is estimated to have a tolerance of approximately ±0.05 |Lun for the rib width and 
approximately ±0.01 p.m for the etch depth. Based on these tolerance factors, two device 
geometries will result. As mentioned earlier, the waveguide geometry of the reference 
model (RM) shown in Figure 4.2 on page 106 is used in the calculations in this section. 
The first device studied due to the fabrication tolerance has a rib width of 0.45 pm (0.5 -  
0.05) pm and a slab thickness of 0.49 pm (0.5 -  0.01) pm. This is a device with a deeper 
etch and a naiTOwer rib width. The second device was assumed to have a rib width of 0.55 
pm (0.5 + 0.05) pm and a slab thickness of 0.51 pm (0.5 + 0.01) pm. This second device 
has a shallower etch and a wider rib width. The launch conditions for both devices are 
similar to that described above, hi both cases, the x-position of the fibre is located at the 
centie of the rib waveguide and the y-position of the fibre is at 0.3 pm. The values chosen 
for the fibre positioning are derived from Figure 7.8. The output power of these two 
waveguides are monitored and compaied to the output power of a device having similai* 
structural dimensions of the RM, i.e. without fabrication tolerance. The device without 
fabrication tolerance has a waveguide power of -4 .6  dB. The device with deeper etch and 
naiTower rib width has a waveguide power of -4 .04 dB. The device witli shallower etch 
and wider rib width has a waveguide power of -5 .2  dB. Therefore, the modal mismatch 
uncertainties are ±13%.
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7.4.3 Uncertainty Calculation: An Example
The device length is approximately 13 mm in lengtli. By using a Mitutoyo Series 500 
Metric Caliper, the device length can be measured witli an uncertainty of ±0.02 mm. 
Therefore, the waveguide has a length range between 12.98 mm to 13.02 mm. The optical 
power meter uncertainty is ±0.1 p.W, as is typical of the Agilent InGaAs detector (Model 
No. 81624B).
Naturally, if the extieme range of each of these uncertainty factors is taken into account, 
the worst case uncertainty will emerge. The ranges of each of these factors are given as 
follows:
Fresnel reflection uncertainty: +0.48%
Mode overlap integral uncertainty: ±13%
Waveguide length uncertainty: ±0.02 mm
Optical power meter uncertainty: ±0.1 |xW
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Combining the individual uncertainty contributions gives the total uncertainty. The 
maximum {Lp max) and minimum (Lp mm) propagation loss aie stated in equation (7.1) and
(7.2) respectively. The insertion loss Lj is defined in equation (2.54) on page 36. 
Following [7.4], and assuming that Pi is 77.5 p,W and Pi is 2.4 p,W, and including the 
optical power meter uncertainty of ±0.1 [iW, the maximum {U  max) and minimum (L/_„„>,) 
insertion loss aie as follows:
Lijmx = 10 log (77.6iiiW/2.3jxW) = 15.3 dB 
Ujnin = 10 log (77.4(iW/2.5|iW) = 14.9 dB
Hence the insertion loss for the device studied here is 15.1 ± 0.2 dB. As mentioned in 
section 7.4.1 on page 223, the Fresnel reflection uncertainty is (3.2 + 0.015) dB. The 
optical mode overlap integral uncertainty, which was discussed in section 7.4.2 on page 
224, are (4.6 ± 0.6) dB. The last item to be included in the propagation loss uncertainty is 
that of the waveguide lengtli measurement. In this example, the waveguide is assumed to 
have a length of 13 mm with an uncertainty of ±0.02 mm. Hence, using equations (7.1) 
and (7.2), the maximum propagation loss (Lp^ max) and minimum propagation loss {Lp_mi,d 
aie determined as:
Lp_max “ 6.2 dB/cm 
Lp_min — 5.0 dB/cm
Therefore, the device propagation loss is 5.6 dB/cm with an uncertainty of ±0.6 dB/cm. 
This is equivalent to approximately ±10%.
7.5 Summary
In this chapter, the sample preparation prior to optical measurements was discussed. The 
polishing technique used to prépaie the samples was presented. Thiough this technique, 
the waveguide input and output facets for all devices tested here achieved roughness of 
approximately 50 nm resolution. This reduces coupling losses between the input light 
beam and the waveguide to an acceptable level. Once polishing is completed, the device 
is checked visually with a high powered microscope (200x magnification). If the surfaces 
are deemed to be suitable for waveguiding, the device is measured using an endfire 
coupling system incorporating tapered lensed fibres and tlie output being imaged. Then 
suitable devices aie attached to a printed circuit boai'd before bonding. This is then
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followed by an electiical current and voltage sweeps to ensure that the bonding did not 
damage the electrical integrity of the device. Finally, the device is ready for 
chai'acterisation. The experimental setup and measurement techniques were presented, as 
well as the intioduction to the vaiious components used in the experiments. Techniques 
for loss measurements were also presented. The experimental results obtained aie 
discussed in the next chapter.
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Chapter 8
8 Experimental Results and Discussion
8.1 Introduction
In this work, there were two fabrication runs, hi each mn, tlie n-p-n and p-n-p device 
variants based on tlie physical dimensions of tlie reference model in Figure 4.2 on page 
106 were fabricated. This chapter serves to describe the results obtained from these two 
batches of devices.
The electrical current/voltage (FV) characteristics between simulated and measured 
results will be presented. The optical results of a measured result will also be presented. 
Owing to poor device yield from the first fabrication run, only one such measurement was 
made from a device which only had one working side contact. A series of circuit 
simulations was made to replicate the measured results and hence provide a model for the 
actual optical diode.
Unfortunately in the second fabrication run, botli the n-p-n and p-n-p devices did not 
function in the optical sense although some functioned electrically. As the phase 
modulator is an active device, it requires botli aspects to function in order to operate as 
designed. Nonetheless, a metliodical failure analysis (FA) method used to locate the 
failure will be presented. Owing to long fabrication turn around time (cumulative time of 
more than 3 years) as well as the costs involved, it is not viable to proceed with a third 
fabrication run. The fabrication process was performed at the University of Southampton.
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8.2 Electrical I/V Characteristics
8.2.1 Measured and Simulated I/V Results
In this section, the electiical current/voltage (I/V) chaiacteiistics aie presented. 
Unfortunately, the number of devices that worked electrically in this first fabrication run 
is approximately 38%. This is further reduced to approximately 19% when the number of 
devices that have good optical characteristics are included. In tlie second run, more 
devices worked electrically (approximately 50%), but none of them functioned optically. 
The failure analysis of such devices will be presented in section 8.4. The analysis 
presented in this section begins by considering a device that exhibits good I/V 
characteristics. This device is referred to as device A l. In particular' the measured and 
simulated I/V results are compared and contrasted. Then a similar' study is performed for 
a device that only has one of the catliodes worldng. This device is referxed to as device 
A2. Device A2 is also the only device measured optically in this work. The optical results 
are presented in section 8.3.
Device A l has a similar geometry to the reference model (RM) in Figure 4.2 on page 106. 
The side dopants ar'e 12 jim on each side of the rib. The plots for both the modelled and 
experimental results are shown in Figure 8.1. Figiue 8.1 shows a number of similarities 
between these two plots. At voltages above 0.7 V, carrier injection is high and the device 
I/V characteristic exhibits ohmic behaviour for botli devices. This ohmic trend is more 
evident in the experimental device than the modelled one. At a voltage beyond 1.1 V, the 
series diode resistance at the high injection region was evaluated to be 57 Q for the 
exper'imental device, and at a voltage beyond 0.93 V the series diode resistance at high 
injection region was evaluated to be 8 H for the modelled device. Furthermore, it can be 
seen from Figure 8.1 that the experimental diode needed approximately 1 V to have a 1 
mA crurent flow whereas tlie modelled device requires approximately 0.9 V to obtain a 
similar' amount of current flow. Therefore, the experimental diode conducts less current at 
low voltages than theoretically predicted. At a voltage of 1 V, the forward current is 
approximately 1 mA and 14 mA for the experimental device and the modelled device 
respectively.
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Figure 8.1: Modelled and experimental I/V characteristics of device A l
The plots of Figure 8.1 can be analysed furtlier by plotting the data in a semi-logarithmic 
fashion, as shown in Figure 8.2. In particular, the semi-logarithmic plot displays a critical 
parameter -  the ideality factor [8.1]. The ideality factor, denoted as 77, allows a measure 
of how a diode performs and behaves when compared to an ideal diode. The value of 77 
for an ideal diode is 1. The ideal diode equation is given as:
/  = (8.1)
where I  is the device cuiTent (A), A is the reverse saturation cuiTent (A), q is the electronic 
charge (1.6 x  10'^  ^ coulomb), V is the applied voltage (V), 77 is the ideality factor, k is 
Boltzmann’s constant (1.38 x 10“^  ^ J/K), and T is the temperatme in Kelvin. At room 
temperature (290 K), k77q is approximately equal to 25 mV. The ideality factor for a 
lineal' region can be determined when tlie voltage and current aie known. Assuming that 
the first point is represented by {Vi, h )  and the second point is represented by (V2, h), the 
ideality factor can be obtained from the slope of the curve on plotted on a semi-
logai'ithmic scale using:
77 = qlog(e)(V2 -  Vi)/k71og{ {h  -I- A)/(/i + A)} (8.2)
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As mentioned above, an ideal diode will have an ideality factor of 1. However, sometimes 
the ideality factor may not be equal to 1. For instance, when the diode operates at high 
ciuTent, the ideality factor may not be equal to 1 due to high injection conditions. High 
injection occurs in the diode when the injected minority caiTier density approaches tlie 
majority carrier density in the injected region.
The plots for botli the dieoretical and experimental results shown in Figure 8.1 aie 
redrawn in Figure 8.2 in a semi-logaifthmic graph. Plots with ideality factors of 1 and 2 
aie included for compaiison puiposes.
1 0 S — Model l ed result
10 1 - 0 -—Experimental resu lt, / r j=  1 7 7 =  9.2
77 = 11.4
77 = 1.9
77 = 3 .2/ v - 2 . 2
/ X n y
77 = 1.3
Region A R egion B R egion C
Figure 8.2: Modelled and experimental results for device A l in semi-logarithmic format. The graph is 
split into 3 different regions based on their ideality factor rj
The two plots in Figure 8.2 are divided into 3 linear regions and the ideality factor 
determined using equation (8.2). The ideality factors in region A for the experimental 
result and the modelled result aie approximately 2.2 and 1.3 respectively. With an ideality 
factor of approximately 2.2, the experimental device is actually operating in a high
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injection level as this departs from the ideal situation in this region where the device 
operates approximately with t] = I. This is due to high series resistance and also the 
injected minority carrier density is approximately equivalent to the majority 
concentration. Figure 8.2 also shows that the current falls off faster than the theoretical 
prediction, consistent with a higher than expected resistance.
In region B, the experimental and theoretical ideality factor are 3.2 and 1.9 respectively. 
This is not unexpected as the high ideality factor indicates that the diode is subjected to 
high injection levels. This is attributed to resistance at high injection levels, which was 
calculated to be approximately 57 for device A l.
In region C, where the devices are operating at even higher currents, the current increases 
more gradually with forward voltage. This is attributed to series resistance which causes 
the current to increase at a slower rate. This is evident in the ideality factors in region C, 
where rj for the experimental and modelled results are approximately 11.4 and 9.2 
respectively. The above results are summarised in Table 8.1.
Resistance (Q) 8 57
rj for Region A 1.3 2.2
rj for Region B 1.9 3.2
rj for Region C 9.2 11.4
Table 8.1: Diode series resistance (Figure 8.1), theoretical and experimental ideality factors (Figure
8.2) for device Al
In Figure 8.3 and Figure 8.4, a device with a rib width of 750 nm and side doping width 
of 50 pm on each side of the rib will be considered. The rest of the geometry for this 
device follows that of the reference model in Figure 4.2. This device is special in the 
sense that it is the only one that was measured optically in this work. Furthermore, this 
device has only one of its side contacts (cathode) working. The optical measurement 
results are reported in section 8.3.1. This device will be known as device A2. Figure 8.3
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and Figure 8.4 shows the I/V chai'acteristics of device A2 in normal and seini-logaiithmic 
format respectively.
— Model l ed result 
—o — Experim ental result 4 -
-1.5 - 1.0 -0.5 0.0 0.5 1.51.0
V oltage (V)
Figure 8.3: Experimental and theoretical I/V in Cartesian format for device A2. Device A2 has a rib 
width of 750 nm, 50 pm side dopant Only one of the side contacts (cathode) is working. The optical 
measurement results of device A2 are reported in section 8.3.1
The resistance of device A2 at a voltage level beyond 0.93 V is approximately 107 Q. 
This causes the device to appear to switch on at approximately 0.25 V. The high value of 
the forward resistance may either be attributed to the parasitic resistance present in the 
wire bonding as well as the measurement connections or the electiical simulation 
performed was incorrect. The latter is unlikely as tliis will not yield the results shown in 
Figure 8.1. The former reasoning of intioduction of paiasitic components is more likely 
and is investigated using PSpice in section 8.3.2 page 242. The forwaid resistance of 
modelled result of device A2, beyond a voltage level of 0.88 V is 30 O. It should be noted 
that the stincture used in tliis theoretical study of device A2 is obtained from a full 
process simulation. It did not include tlie paiasitic resistance associated with the bonding 
as well as measurement connections. As mentioned, this will be discussed in more detail 
in section 8.3.2. As a point of note, at a voltage of 1 V, the forwaid current is 
approximately 2.5 mA and 7.4 mA for the experimental device and the modelled device 
respectively. The measured ciment for tlie device A2 is approximately 2.5 times laiger
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that device A l. This is due to the bigger rib width for device A2 compared to device Al 
(750 nm compared to 500 nm). The results obtained here are summarized in Table 8.2.
Figure 8.4 shows the I/V characteristics of device A2 in semi-logarithmic format. The 
plots are separated into 3 regions as in the previous study for device A l. It can be seen 
that in general, the experimental results possess high ideality factors, ranging from 7.9 in 
region A to 24.9 in region C. This phenomenon is consistent with the high forward 
resistance reported earlier, device A2 is operating well beyond the ideal region where p is 
equal to 1. However, it is clear that the device characteristic is compromised by the wire 
bonding process, so the ideality factor being so large is an indication of “odd” behaviour. 
The resistance at high current levels means that the current falls off faster than expected 
with applied voltage. The modelled results for device A2 on the other hand, do not exhibit 
this characteristics and this are attributed to the fact that the parasitic resistances as a 
result of the bonding and contact resistance were not factored into the simulation. This 
will be considered further in section 8.3.2.
At low voltages, the injection carrier concentration in the device intrinsic region is 
reduced and low injection conditions prevail. At high voltages, higher concentration of 
injected carriers exists in the intrinsic region and thus high injection conditions prevail. 
Generally, it can be seen from Figure 8.4 that the ideality factor is greater at high voltage 
regions (regions B and C) compared to region A. This is due to the resistance at high 
injection levels which in turn causes the deviation of the ideality factor.
Resistance (fl) 30 107
rj for Region A 1.3 7.9
tj for Region B 2.0 12.5
fj for Region C 10.5 24.9
Table 8.2: Diode series resistance (Figure 8.3), theoretical and experimental ideality factors (Figure 
8.4) for device A2. Device A2 has a 750 nm rih width, 50 pm side dopant Only one of the side 
contacts (cathode) is working. The optical measurement results of this device are reported in section
8.3.1
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Figure 8.4: Modelled and experimental results for the device A2. The graph is segregated into 3
different regions based on their 77
8.3 Experimental and PSpice Results
8.3.1 Experimental Results
Out of a possible 1024 devices in tlie fu*st fabrication run, only three devices survived to 
tlie electrical and optical measurement stage. Unfortunately, two of these devices were 
damaged by the autlior before tliey were measured. The reason for this is that current 
limits were not put in place when the devices were tested. As a result, only one ‘good’ 
device remained. This device is a half working device as one of its cathodes displayed a 
resistive par allel contact. This is referred to as device A2.
In section 6.2, the device fabrication was discussed. Device A2 was characterised and it 
had a rib width of 0.75p,m as shown in Figure 8.5. The electrical diode characteristics of 
the p-i-n diode before and after wire-bonding are shown in Figure 8.6(a) and Figure 
8.6(b) respectively.
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Figure 8.5: Scanning electron micrograph (SEM) of the rib cross sectional area similar in dimensions 
to device A2. Rib width is approximately 750 nm
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(a) Current/voltage trace before wire-bonding
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(b) Current/voltage trace after wire-bonding
Figure 8.6: Current/voltage characteristics of device A2. The traces shown are those of both side 
contacts (cathode) with respect to the waveguide rib (anode).
Device A2 was characterized optically by applying an ac voltage to the device, as well as 
a dc bias to enable the device to switch between a high and low level of carrier injection 
using the setup shown in Figure 7.4, except that the New Focus 1 GHz detector (Model 
No. 1611FC) was replaced with a Thorlabs 10 MHz InGaAs detector (Model no. 
PDA400) due to a better sensitivity for the latter. At the measurement wavelength, the
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Thorlabs detector had a gain of 1.5 x 10  ^V/A compaied to 700 V/A for the New Focus 1 
GHz detector.
Due to the small size of the waveguide, coupling efficiency was poor, resulting in a poor 
signal to noise ratio at tiie detector, which has restricted tlie ability to produce high speed 
data. The coupling efficiency problem, and hence the signal to noise problem would be 
overcome in a real device by utilizing a more efficient coupling technique mentioned in 
section 3.5.3. Figure 8.7 shows oscilloscope traces representing the drive signal (a), the 
current in the device (b), and tlie received optical signal (c). This data is captured at a 
convenient modulation speed of lOOlcHz. Clearly the optical signal faithfully reproduces 
the drive data, indicating that the device successfully modulates the optical beam. The 
modulation as recorded is absorption based. The phase shift of the optical signal is merely 
an artefact of the detector, present at all frequencies.
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Figure 8.7: Oscilloscope traces of the applied modulation signal, device current, and detected optical
signal measured from device A2
The data obtained can be analysed further to infer reliable operation of tlie phase 
modulator. This result represents a modulation depth of 26% for an applied cuiTent of 23 
mA (rms). In order to compare this, a device simulation was performed where only half of
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the device is working. The device simulation was performed witli vaiying lifetimes as it is 
a significant issue.
In Figure 8.8, three curves are shown which were simulated for a device similar" to that 
reported above with different caiiier lifetimes. The solid black curve uses lifetimes that 
were used previously in larger devices, which had good agreement with experimental 
results [8.2], However, for smaller devices with more surfaces in proximity the lifetime 
may change. Therefore devices with shorter lifetimes were modelled. Devices with short 
lifetimes require larger driving cunents compared to the devices with longer lifetimes. 
For example, the drive cunent to obtain a ;?T“phase shift for a device with a 3 ns lifetime is 
49.3 mA. A similar" device with lifetime of tlie order of 300 ns required approximately 3.7 
mA to achieve a ;r-phase shift. This difference in drive current is by more than an order of 
magnitude. Therefore, in order to obtain the measured current, the lifetime would have to 
change by 2 orders of magnitude.
Furthermore, the device bandwidtli will increase if tlie lifetimes are reduced. For example, 
the rise time of a device with a 3 ns lifetime is 3.6 ns, which in turn translates to a 
bandwidtli of approximately 139 MHz. A similar device with a lifetime of the order of 
300 ns has a rise time of 13.2 ns. This translates to an approximate bandwidth of 38 MHz. 
Figure 8.9 shows these transient results.
Data exists in the literature suggesting values of average carrier lifetimes between 100 ns 
and 600 ns (e.g. [8.3]), more consistent with the solid curves in Figure 8.8 and Figure 8,9. 
Therefore it is unlikely that incorrect assumptions about carr"ier lifetime fully explain the 
device behaviour, but that unwanted contact resistance is a more likely culprit. The 
various lifetimes and then corresponding dc and transient results are summarised in Table 
8.3.
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Figure 8.8: Predicted dc performance for the characterised modulator (device A2) with a rib width of 
0.75 pm and only one cathode working with different intrinsic region carrier lifetimes
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Figure 8.9: Predicted transient performance for the characterised modulator (device A2) with a rib 
width of 0.75 pm and only one cathode working with different intrinsic region carrier lifetimes
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tn~^p~d 3.6 0.46 49.3 139
tn=tp=30 8.5 0.56 11.1 59
t„=700, tp—300 
(Default) 13.2 0.61 3.7 38
tn— tp=3000
(not shown in graphs) 15.6 0.63 2.3 32
tn= tp=30000
(not shown in graphs) 16.2 0.63 2.0 31
Table 8.3: Device characteristics when the intrinsic lifetimes are varied. Device A2 has only 1 side 
cathode working. t„ and tp represents the electron intrinsic lifetime and hole intrinsic lifetime
respectively
Consequently, a circuit model using PSpice Schematics from OrCAD [8.4] was 
developed to represent the actual measured results and hence attempt to understand the 
results. This is discussed in section 8.3.2.
8.3.2 PSpice Circuit Model for Measured Results
PSpice Schematics from OrCAD [8.4] was used to develop a circuit model for the 
measured results discussed in section 8.3.1. The purpose of developing this circuit model 
was to reproduce the measured results and to understand the experimental results. More 
importantly, the agreement of the two is of interest.
To do this, the electrical characteristics reported in Figure 8.6(b) for the working device 
have to be replicated. This is performed by using the basic circuit shown in Figure 8.10. 
The series resistor, Rcontact, represents the contact resistance and Rpara represents 
parallel resistance across the silicon optical modulator. An initial scan of these two 
variables were performed and the voltage, and hence current, were monitored. These 
points were at 0.3 volts when the measured device turns on, and at approximately 1 volt 
when the device was operating in the linear region. The initial values of these two 
resistors are estimates and Rcontact is in the region of tens of ohms to hundreds to ohms 
while Rpara is probably more than 1 kohm.
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As the experimental device may have been heated during measurement, a temperature 
scan was simulated to obtain similai* W  characteristics of the functioning side contact 
(side contact A) as shown in Figure 8.6(b).
Rcontact Phase Modulator
Rpara
AAAr
Vs
Figure 8.10; Basic circuit representing the measured results for the silicon phase modulator
Secondly, the small signal equivalent circuit for the phase modulator was derived. This 
consists of diffusion capacitance, Q , which is the junction capacitance when tlie junction 
is under forwaid-bias, depletion capacitance C j , which is the reverse-bias junction 
capacitance when tlie junction is reverse-biased, and conductance Ga, which accounts for 
the current through the device. As tlie forward region of the device is of main interest, Q  
is expected to be much larger than Cy. Additionally, there is a series resistance Rs, which 
is derived from the slope of the forwaid chaiacteristics of the device. Q , C j ,  Gd, and Rs, 
were determined to be 0.73 nF, 1 pF, 0.124 S, and 107 H respectively. These values, 
excluding Rs which was obtained experimentally in section 8.2.1, were obtained from a 
full process and device simulation using Silvaco simulation softwaie which was 
introduced in chapter 4. Figure 8.11 shows the optical phase modulator diode small-signal 
equivalent chcuit. This model is commonly used to represent the small-signal equivalent 
by valions authors (for example [8.5], [8.6], [8.7]). This small-signal equivalent circuit in 
Figure 8.11 was then combined witli the basic model in Figure 8.10. An additional pah of 
capacitor Cparaswc, and resistor Rbonding, were also added in parallel to the source to 
replicate the dc measured capacitance and resistance of the optical modulator including 
factors such as the whe-bonding, PCB tiacks and measurement wires. Cparasmc and Rbonding 
were measmed as 0.45 nF and 24 Çï respectively using a Tinsley LCR Databridge meter 
(Model No. 6401). The final resultant chcuit is shown in Figure 8.12. Furthermore,
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similar measurement conditions were used in the circuit simulation. The applied 
sinusoidal waveform has an offset of 1.6 V and an amplitude of 0.8 Vpp at a frequency of 
100 kHz. The current flowing into the circuit, Isource shown in Figure 8.12 and the 
current through the diode model, Idiode shown in Figure 8.12, are shown in Figure 8.13 
and Figure 8.14 respectively. It can be seen that the circuit current in Figure 8.13 closely 
matches that of the device current shown in Figure 8.7. This infers that the equivalent 
circuit model developed resembles the measured results.
Cj
Rseries
-A A/y
Cd
Figure 8.11: Small-signal equivalent circuit of the optical phase modulator diode
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Figure 8.12: Resultant circuit of the measured device in its small-signal equivalent form
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Figure 8.13: Modulating signal applied and the current flowing into the circuit shown in Figure 8.12
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Figure 8.14: Current flowing through the small-signal equivalent diode model shown in Figure 8.12
Next, the resultant circuit shown in Figure 8.12 was subjected to a frequency sweep to 
determine its 3 dB bandwidth. The frequency sweep applied to the resultant circuit started
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from 10 Hz to 10 GHz. The frequency at which the phase difference between the cuiTent 
and voltage applied to the resultant circuit is 45° is the resultant 3 dB bandwidth of the 
resultant chcuit. This is approximately 47 MHz.
The simulated DC results show reasonable agreement with the experimental results. For 
example, the measured cunent for the experimental device reported in tlie previous 
section is approximately 58.6 mA. The circuit simulation which was developed in this 
section using parameters obtained from tlie device simulation, predicted 61.4 niA. 
Furthermore, tlie diode drive current is predicted to have a current of 3.89 mA, consistent 
with the SILVACO drive cuiTent of 3.67 mA.
Unfortunately, the measured device was damaged before it could be characterised at 
higher operating bandwidths. Nonetheless, it can be inferred that the simulated DC results 
are consistent with the experiment results and hence tliere is no reason to believe that 
there will be a huge discrepancy in tlie device operating bandwidth.
As the experimental results are in agreement with the modelling, it can be inferred that 
the most promising designs from the modelling and design results chapter (Chapter 5) can 
be applied in future to aid the design of such devices.
8.4 Failure Analysis
8.4.1 Introduction
As mentioned earlier, two classes of devices were fabricated in each run. They were the 
n-p-n and tlie p-n-p variants based on the physical geometry of tlie reference model 
device shown in Figure 4,2. This section discusses the second batch of processing for 
such devices. Unfortunately, none of these devices worked optically, although some 
worked electrically. In this section, the failure analysis of tliese two groups of devices is 
provided. This will begin witli tlie definition of the failure mode and will be followed by 
an account of the fault location and its failure mechanism. Possible coiTective actions will 
be suggested to overcome these issues.
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8.4.2 Failure Mode
Botli end facets of the n-p-n and p-n-p devices were polished to a resolution of 50 nm 
using tlie polishing procedui'e described in section 7.2.1. This resolution is more than 
sufficient for light guiding for waveguides with approximately 1 p.m overlayer 
dimensions. The n-p-n devices did not exhibit any optical coupling even for the slab 
region. The p-n-p devices exhibited coupled light chaiacteristics either beyond the side 
dopants or next to tlie rib. The intensity of tlie coupled power was highest at the end of the 
side dopants and lower at either side of the rib. The fault causing this problem could 
either be confined to a particular* region of tlie waveguide or it could be on the whole 
waveguide. Some of these two groups of devices have good electrical diode 
characteristics.
The p-n-p device was initially studied as it guided light and hence would be easier to 
work with. The following entails the fault location. The chip layout, adapted from Figure 
6.8, is shown in Figure 8.15. The polished chip is divided into 3 regions: tlie taper, active 
rib waveguide, and intrinsic r ib waveguide. In order to determine the location of the fault, 
a systematic approach is required. The chip was cleaved along the first dotted line which 
resides between the taper region and the active waveguide section. The input taper was 
imaged at the output and a fibre was used to launch light into the waveguide. The light 
output showed similar symptoms prior to cleaving tlie chip. These symptoms were 
mentioned above, i.e. coupled light characteristics exhibited to the side of the waveguide. 
The intensity of the coupled power is highest adjacent to the waveguide, next to the 
isolation oxide (see Figure 8.20).
The region which consisted of the active rib and intrinsic region was analysed next. The 
symptoms observed were similar* to that of tlie taper region. Indeed, the last section to be 
cleaved -  the intrinsic region, also showed similar* characteristics. As such, this fault is 
global in nature as it is cormnon throughout the whole device. The active waveguide 
region is concentr ated upon for it is the most important area of the whole device. For* the 
sake of brevity, only die diagnosis from the active rib waveguide region is given.
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Figure 8.15: Chip layout containing the 3 regions where the failure analysis concentrated upon. The 
complete list of devices is given in Table 6.1. Both input and output regions were polished to 50 nm 
resolution. The dotted lines indicate where the chip was cleaved
With respect to Figure 8.16(a), the cleaved device is shown for both its front and top 
view. Light was coupled using a lensed fibre into the input of the active waveguide region 
at various positions as indicated in Figure 8.16(a). The output was collected and 
collimated using a 40x objective lens from Melles Griot (Model No. 040AS016). This 
objective lens was selected as it allows better imaging of the waveguide output facet for 
diagnostic purposes. This was also used to optimise the coupled light before directing it 
into an Electrophysics MicronViewer infrared camera (Model No. 7290A). This enabled 
diagnostic activities such as determining whether the light coming out of the DUT was 
passing through the desired waveguide or not by means of imaging the output facet of the 
waveguide. The camera was also used to qualitatively determine the light that has leaked 
out of the waveguide into the slab regions.
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Figure 8.16: (a) xy and xz view of the active region of the device with respect to the input fibre 
positions; (b) Optical diagnostics of the output facet with respect to the corresponding input fibre
positions
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The coiTesponding results at the polished output facet with respect to the input fibre 
position aie shown in Figure 8.16(b). At position A, the fibre is launching light into the 
slab region outside the device. This slab region is cleaily identified by the isolation oxide 
trenches and displays a cleai* cut-off of the coupled power. When the fibre is at position 
B, neai* to the isolation tiench, the coupled power is at its highest intensity. Wlien the fibre 
is at position C, dim mode outputs aie noted thioughout the whole output facet, with the 
notable exception of the rib which displayed an absence of any coupled optical power. 
When the fibre is at position D, mode outputs aie observed at the slab region next to the 
isolation tiench. The observed results when the fibre is at position E aie similar to that of 
position A. The colour of the shading in the chcles indicates the intensity of the optical 
power, dailcer being more intense. For the n-p-n device, the attention concentrated 
dhectly on die active rib region as it is tlie most critical pait of die waveguide. Light 
failed to be guided among the thiee sections except for very dim multiple modes.
8.4.3 Failure Mechanism and Recommended Corrective Actions
There aie a number of possible explanations for light confinement adjacent to the side 
dopants as opposed to the centre of the p-n-p device. This might indicate that the 
refractive index in the centie rib region is lower than the slab. As die slab has a higher 
refractive index than the rib, light is confined in the slab. This could be due a number of 
process steps:
(a) Sti'uctural. Incorrect stiuctural definition of the rib waveguide during fabrication 
causing light to be guided around die edge of die waveguides for the p-n-p device;
(b) Epitaxy. After the epitaxial growth phase, the wafer may have been subjected to 
too high an aimealing temperature which in turn caused the dopants in the rib to 
diffuse into die rib centre. Another possibility is that the annealing duration is too 
long;
(c) Mask misalignment. Dopant introduction for the side dopant windows using ion 
implantation had encountered a mask misalignment hence causing the dopants to 
encroach into the rib centre;
(d) Insufficient spacer oxide. The spacer oxide meant for protecting the rib during 
side dopant implantation is not thick enough to prevent side dopants from 
penetrating into die rib region; or
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(e) Implantation energy for either tlie rib or the side dopants are higher causing the 
dopants to encroach into the rib centre.
The stiuctural integrity of the waveguide was checked by exposing the cover oxide layer 
as well as tlie metallisation. Figme 8.17 shows a Scanning Election Microscope (SEM) 
micrograph indicating that the device structure definition is sound and hence possibility 
(a) is ruled out. The process parameters mentioned in possibilities (b) and (d) above were 
checked witli 2 different process simulators, ATHENA from SILVACO and TSUPREM 
from Avanti. Both simulators provided similar results and confirmed that no 
encroachment of either the rib or the side dopants into the rib waveguide centie should 
occrn*. However, possibility (d) may be valid should the spacer oxide grown is much 
thinner tlian the specified amount and hence allowing the side dopants to penetiate into 
the rib ceiitie. Fuithermore, this could be exacerbated by a mask misalignment as 
mentioned in possibility (c). Compounded by tlie combination of these two factors, the 
centie of the wave guiding rib region could be so heavily doped that light is absorbed. 
Possibility (e) can be sepaiated into two pai'ts consisting of the rib implantation and the 
side implantation. The rib implantations, for botli the n-p-n and the p-ti-p device, aie ruled 
out as the energies for botli devices have been studied using two different process 
simulators as pointed out above. Crucially, die rib implantation for the n-p-n device is the 
only process step that is alien from the rest of the process steps which were performed 
solely at Southampton University. The rib implantation for the n-p-n device was 
performed at SuiTey University for both the first and second batches. In both cases, the rib 
implantation was carried out with similar recipes. It is unlikely that this step is the culprit. 
Firstly, as mentioned above, the rib implantation recipes were checked with 2 different 
process simulators, ATHENA from SILVACO and TSUPREM from Synopsys. Both 
provided similai* results and concuixed that the penetration depth would reach a 
concentration level of approximately 10^  ^ atoms/cm^ at approximately 300 nm as shown 
in Figure 6.10. Furthermore, if the rib implantation energy is too high, resulting in a faulty 
device, the measured results reported in section 8.3.1 would not have materialised.
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Figure 8.17: SEM micrograph of the rib structure after removal of the cover oxide and metallisation
In order to investigate the cause of the fault, staining or etching is required to expose the 
doped regions to selectively remove a thin layer to create a topology the SEM can detect. 
The cleaved active region of the p-n-p chip in Figure 8.15 was subjected to a staining 
mixture. The staining mixture used was 20 parts nitric acid (HNO3) and 1 part 
hydrofluoric acid (HF). This stain preferentially etches n and n  ^ type regions and is also 
known as a junction depth etch [8 .8 ]. The cleaved active region was immersed in this 
mixture for 3 seconds as this is the recommended etching time [8.9]. For the p  or p^ 
etches, the staining mixture used was 3 parts HNO3, 1 part HF, and 12 parts acetic acid 
(CH3COOH). The cleaved active region was immersed in this mixture for 10 seconds as 
this is the recommended etching time [8.9]. The principal behind the etches used for 
staining is that the nitric acid oxidizes the silicon and the hydrofluoric acid brings it into 
solution, while the acetic acts as a buffer to control the oxidizing reaction [8.10]. Figure 
8.18 depicts a general SEM micrograph of the whole front face of the device after 
staining. As can be seen the staining had etched the tC region at the top of the rib 
although on an enlarged version in Figure 8.19, it can be seen that the there is a 
‘greyscale’ effect in the rib region which possibly indicates the mixing up of both n  ^ and 
dopants. In Figure 8.20, the enlarged region of the end of the left side dopant is shown. 
As can be seen from the micrograph, the black region indicates an intrinsic region and 
hence is in itself acting as a waveguide, explaining why significant optical power was 
noted in this region in section 8.4.2.
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1 5 .  0 k V X 6 . 0 1 K  4 . 9 9 p m
Figure 8.18: SEM micrograph of the stained p-n-p active device region
Spacer oxide
X 1 8 6  7 p m
Figure 8.19: Enlarged rib region of the SEM micrograph in Figure 8.18. Notice that the rib centre, 
which should be intrinsic, is heavily doped and that the p* dopant on the right side is skewed
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Metal contact
Light confinement region
XIsolation oxide Left side dopant
Figure 8.20: Enlarged version of the end of the left side dopant of the SEM micrograph in Figure 8.18 
where a large concentration of optical power was observed as pointed out in section 8.4.2
Figure 8.21 shows the SEM micrographs of the active region of the n-p-n devices. The 
left column shows active region samples stained with an n etch while the right column 
shows the p  stain results. The results show that the side n  ^ dopant has penetrated into the 
rib region, indicating that either the implantation energy is too high or the spacer oxide is 
not thick enough. This is shown in the left row where the rib has a dark stain, indicating 
that a large portion of n  ^ dopants are sitting in this region. This is further supported by the 
fact that on the right row, the p  stain indicates that there is a ‘greyscale’ in the rib region 
implying a mixture of n~^  and p^ dopants, although the n dopants have ‘swarmed’ the p~^  
dopants due to the grey shade in the p  stained rib regions of the micrographs. Clearly, in 
such a case where the intrinsic region is penetrated with these dopants, waveguiding will 
not be successful as the light will be severely attenuated.
Results from the staining exercise indicate that the failure noted is consistent with 
diagnostic observations in section 8.4.2 for both the n-p-n and p-n-p devices. It is clear 
from the above SEM micrographs for both sets of devices that a major fabrication error 
had occurred and is probably due to either insufficient spacer oxide thickness; mask
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misalignment, or a combination of both. This major problem may be solved by growing a 
thicker oxide spacer and fundamentally, the processing engineer must know exactly the 
thickness that is actually grown as opposed to how much the machine says it will grow. 
At the same time improving the mask alignment of the fabrication process may also help 
to overcome this issue.
N stain P stain
1 5 . 0 k V  X 3 M . u k  l . MM><t n
Figure 8.21 : SEM micrographs of the stained active region of the n-p-n device. The left column shows 
samples that went through the n stain and the right shows samples that were subjected to p stain
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Resistive contact devices
In section 8.3, an experimental result consisting of half a working device was presented. 
This device had one of its side terminals (side contact B in Figure 8.6(b)) showing a 
parallel resistive contact to the anode. This is a common problem faced in this work and is 
mainly attributed to the close proximity of adjacent bond tracks as shown in Figure 8.22. 
The distance between the adjacent wire bond tracks is only 3 pm. The bond wire used has 
a diameter of approximately 25 pm and forms into a ball when attached onto the bond 
pad. Although the bond pad has a big area (120 pm^), it is still possible to place the bond 
too near to the edge of the bond pad and hence cause a short circuit between the two 
adjacent tracks. This problem could be solved by either implementing bigger bond pads 
or increasing the separation between the adjacent bond track distance or both.
P*
(a)
(b)
Figure 8.22: (a) Layout of bond pads which measure 120 pm  ^each. The distance between the left n* 
and the p* track is only 3 pm which makes electrical shortage between the pad and the track 
common; (b) Actual photo showing the ball shorted onto the next track
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8.5 Summary
In this chapter, a number of experiments have been discussed. The electrical 
characteristics of the modelled devices were compared to their measured values for 
device A1 which is the equivalent of the reference model shown in Figure 4.2.
Due to extremely poor fabrication yield, only 3 devices were functional for both electrical 
and optical characteristics. Two of tliese were damaged by the author, and only one was 
characterized. The yield in botli the first and second run were an overall of less than 
0.07% (3/4224 devices). The tolerance of tlie fabrication process is fully appreciated.
As a result of the limited availability of measurement results, a detailed study using 
PSpice was conducted to comprehend what was actually measured and derived a chcuit 
model. This resultant PSpice circuit was put through a series of modelling studies and 
showed good agreement with the earlier device and process electrical theoretical studies.
Finally, a methodical failure analysis was conducted to study why the device yield was 
only 0.07%. The fault was found to be global in nature and is evident tliroughout the 
optical chip. Then failure analysis concentrated on the most critical region -  tlie phase 
modulator waveguide. It is concluded that the fault was caused by dopants, which are 
meant for the side dopants, physically penetr ating tlirough the rib waveguide and lodging 
themselves in the centre of the rib waveguide where the optical mode is expected to 
propagate. The observations of the failure analysis were consistent with experimental 
observations.
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9 Summary, Conclusion, and Future Work
9,1 Introduction
This chapter presents the results and conclusions of this thesis. In addition, this work has 
also prompted ideas which are suitable for future research, that are discussed in section 
9.3.
9.2 Summary and Conclusion
This work has studied a number of silicon-based optical phase modulators using the
silicon-on-insulator platform. The study encompassed theoretical and experimental work. 
The modulators studied theoretically in this work consisted of an active p-i-n structure 
integrated into a silicon rib waveguide. Both two and three terminal devices were studied 
theoretically. Upon application of a forward bias, holes from p^ regions and electrons 
from n'^  regions are injected into the intrinsic region of tlie waveguide. If a propagating 
optical mode passes through this p-i-n structure, it will encounter an increase in 
absorption and a corresponding phase shift, which results from the change in the 
concentration of free carriers in this region. There has been significant research activity in 
this area in recent years. For example, a number of active silicon-based infrared optical 
devices such as phase modulators, variable optical attenuators, and switches have been 
proposed, fabricated, analysed, and reported. These devices are typically based on the p-i- 
n structure. To date studies conducted to improve the efficiency of this structure received
little attention, especially in the critical aspects of device drive current and operating
bandwidth. Tliis work was initiated to address some of these issues.
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As mentioned above, the device drive current is one of the critical device parameters. The 
DC performance is characterised by the change in refractive index for a given current. 
This refractive index change is in turn related to a phase shift. Of particular interest is the 
cuiTent which the device will require to obtain a /r-phase shift, Ijc. In this work, is used 
as the benchmark to quantify the effectiveness of the device under DC conditions. The 
more efficient tlie device, the greater the phase shift for a given current. Anotlier critical 
parameter is the device operating bandwidth. In this work, the device operating 
bandwidtli is quantified using device rise and fall times. The slower of the two, usually 
the rise time, is used to determine tlie operating bandwidth. The more efficient the device, 
the shorter the rise and fall times, hi turn, tliis translates to a device with a larger 
bandwidth.
The comprehensive device designs studied in tliis work will enable researchers to extend 
their* knowledge about the device electrical and optical performance. The trends from the 
results obtained in this work ar e sufficiently general to be of help in the design of many 
modulator geometries.
For* example, for the device with constant side contact doping, the DC and transient 
performance is hugely affected by the side dopant depth. When the side dopant depth of a 
n-p-n device is increased from 0.4 pm to 0.5 pm, the drive current decreases from 1.4 mA 
to 0.5 mA, an improvement of over 60%. The rise time decreases from 0.5 ns to 0.3 ns 
(1.7 GHz), an improvement of 0.2 ns or 40%. However, fabricating a device with a 
constant side dopant profile depth of 0.5 pm is non-trivial, especially when different 
dopant regions are involved. Thus an optimised side dopant profile was developed to 
match the DC and transient characteristics of this device. Using this optimised side 
dopant profile the requhed is 0.7 mA. Altliough this /;r value is a degradation of 
approximately 29% when compared to tlie device witli constant side doping depth of 0.5 
pm, it is one of tlie smallest studied in this work and more importantly, it was developed 
with fabrication in mind, and is realisable experimentally, and also results in less optical 
absorption in tlie off state. This device was referred to as the optimised device as it 
represents the optimal compromise between performance and manufacturability. 
Furthermore, this optimised device has a 5-fold reduction in drive cmrent requirement 
when compared to a device with typical gaussian side dopant profile. For example, the
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latter device required an of 3.72 mA, whereas the optimised device only required 0.7 
mA. The operating bandwidth is also faster for the optimised device when compared to 
the device with typical gaussian doping profile. The operating bandwidths are 1.3 GHz 
(rise time of 0.38 ns) and 460 MHz (rise time of 1.1 ns) respectively. An optimised side 
dopant profile was also developed for tlie p-n-p device.
Two points emerge from the above example as a contribution to the silicon photonics 
field. Firstly, having deeper side dopant depths allows for devices to have lower current 
needs and faster devices -  a trend also reported by Hewitt et al [9.1]. This trend can be 
extended to other device geometries or topologies. Secondly, fabricating the constant 
dopant profiles is not easy. It is evident that the optimum results provide a close match to 
the device with a side dopant depth of 0.5 |Lun. Among the range of n-p-n devices studied, 
the optimised dopant profile provides one of the lowest values as well as one of the 
shortest rise times studied. Thus researchers can draw on tlie method used to develop the 
optimised side doping for their devices.
Botli DC and transient device performance of tlie modulator can be affected by a small 
change from a straight rib wall to one which has a small radius of curvature, at the rib 
base. For example, the rise time (and hence operating bandwidtli) can be improved by 7% 
for a modulator with radius curvature of 25 nm compared to a str aight rib wall waveguide 
(0.43 ns compared to 0.46 ns respectively). In this work, the drive current decreased 
slightly by approximately 2.9% when the device has a radius curvature of 25 nm. The 
drive current reduced from 1.4 mA for the device with str aight rib wall waveguide to 1.36 
mA for the device with a radius curvature at the rib base.
Increasing the rib dopant depth entrances device performance. For example, when the 
doping depth is increased from 0.1 p,m to 0.3 |xm, the rise time is reduced from 1 ns to 
0.46 ns respectively, a reduction of 0.54 ns or 54%. The drive current for achieving tu- 
phase shift is also reduced by approximately 7%. However, having a deeper rib doping 
depth is at the expense of increased optical attenuation, so a tiade off exists. However, as 
the waveguide width reduces, the mode is pushed downwards, so for narrow waveguides 
a deeper rib doping is possible.
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Another possible method of improving device bandwidtli is the positioning of the side 
dopant contacts from the rib base. For example, when the displacement is reduced from 
750 nm to 50 nm, the operating bandwidth increases from 263 MHz to 1.09 GHz, an 
improvement of nearly 760%. This improvement in bandwidth is due to tlie reduction in 
lengtli in the intrinsic region between tire n'^  and p ’*’ regions. The drive currents needed to 
produce a Æ-radian phase shift for displacements of 750 nm and 50 nm is 1.542 mA and 
1.4 mA respectively, a reduction in cuixent of only 10%. Hence this indicates that device 
geometry can have a huge impact upon bandwidtli performance, and little or minimal 
effects on the DC performance.
The trends noted in scaling of device dimensions can help in the study of otlier modulator 
designs. The advantages obtained by using smaller devices are very attractive from a 
device physics standpoint. It was found in this work, that botli DC and transient 
performance is improved when tlie device dimensions are reduced. For example, when 
the device silicon overlayer thickness is reduced from 8 pm to 0.49 pm, the drive current 
is reduced from 31.7 mA to 1.1 mA: an improvement by a factor of approximately 28. At 
the same time, the device bandwidth is improved from 14 MHz to approximately 3.8 
GHz. These are very significant improvements in switching times. However, two points 
need to be addressed when working with smaller devices. Firstly, an efficient optical 
coupling mechanism must be found and secondly, the fabrication must be achievable.
Two and three terminal devices were studied and tlie topology of the three terminal 
devices varied. In terms of both DC and transient performance, the p-n-p device has tlie 
best performance. Generally, three terminal devices fair better than their two terminal 
counterparts because the additional doped region in the rib of the former provide more 
efficient injection/depletion of carriers in the rib during switching.
It can be concluded further that device dopant topology can improve its DC and transient 
performance tremendously. In tliis work a number of three terminal devices were 
modelled and these devices had similar geometrical structures. Only thek dopant 
topology was varied. The device characteristics of a diree terminal device based on a n-p- 
n dopant contact configuration is improved when the configuration is changed to p~n-p. 
For example, the current required for a ;r-phase shift is 1.4 mA for the n-p-n device and
262
Chapter 9 Summaiy, Conclusion, and Future Work
0.56 mA for the p-n-p device, an improvement of approximately 179%. Rise and fall 
times for the n-p-n and p-n-p devices are decreased from 0.46 ns to 0.34 ns, and 0.15 ns to 
0.06 ns respectively. This coixesponds to 0.12 ns or 26% reduction in rise time and 0.09ns 
or 1667% reduction in fall time. The p-n-p device also outperformed a two terminal 
device in both DC and transient characteristics. The tr*ansient characteristics studied in 
this section used a square driving waveform.
A possible method to reduce drive cunent is to employ a layer of surface passivation. It is 
concluded from this work that tlie drive current required for a device with surface 
passivation reduces dramatically over a device without surface passivation. For example, 
tlie cunent required to achieve a :?r-phase shift reduces from 21.8 mA to 1.5 mA for a 
device without surface passivation to one with surface passivation. This is equivalent to a 
reduction of approximately 93%. Another advantage of implementing surface passivation 
serves to protect tlie integrity of the optical rib waveguide, which may mean a difference 
between a working and a non-working device.
Modelling of lateral trenches in either side of the side doping windows of the device were 
shown to improve the device DC performance. For example, when a lateral trench 
isolation is placed adjacent to tlie side dopants compared to a device which has a spacing 
of 10 jim between the isolation trench and the side dopant window, the drive current 
could be reduced by approximately 10%. The improvement in transient characteristics is 
only approximately 0.8% for the rise time, unchanged for the fall time. This suggests that 
additional carriers generated in tlie extr a regions do not contr ibute to optical modulation.
Another useful result that arose from this work is the knowledge that the device DC and 
transient characteristics will not be adversely affected when the intrinsic region type is 
changed from n-type to p-type. The difference in DC characteristics is approximately 
0.043% while tlie difference in transient performance is 4%.
It was also concluded that the worst case thermo-optic effect (TOE) is smaller than the 
free carrier injection/depletion effect by a factor of over 270, and hence TOE will not 
cause adverse degradation to tlie optical modulators discussed in this work. However, it is 
important to note that in a badly designed modulator, tlie TOE could be more dominant.
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The modelling techniques used in tliis work can be adopted for researchers in the field 
who would like to develop knowledge of the simulation of the silicon-based phase 
modulators studied in this work.
Chapter 8 provided discussions of the experimental results obtained in this work. The 
measured results were compared witli the modelling results. For example, the measured 
current for the experimental device reported in section 8.3.1 was reported to be 
approximately 58.6 mA. This is consistent with an equivalent circuit simulation which 
predicted 61.4 mA. Furthermore, in the same equivalent circuit, the diode drive current 
was predicted to have a cuixent of 3.89 mA, consistent with the SILVACO drive cuixent 
of 3.67 mA. Consequently, tlie experimental device performs in a manner consistent with 
the modelling. Furthermore, tliis goes some way towards validating the modelling studies 
performed in tliis work. Unfortunately, the measured device was damaged before it could 
be characterised at higher operating bandwidtlis. Nonetheless, it can be infeixed tliat the 
simulated DC results are consistent with the experiment results and hence there is no 
reason to believe that there will be a huge discrepancy in die device operating bandwidth.
A systematic approach was planned and executed successfully to investigate the optical 
fault that was evident in the second fabrication run. The optical chip was found to exhibit 
tiiis fault globally. The phase modulator waveguide, being the crux of this work, was 
concentrated upon and it was concluded that the fault was caused by dopants, which ar e 
meant for die side dopants, physically penetrating through die rib waveguide and lodging 
themselves in the centre of the rib waveguide where the optical mode is expected to 
propagate. The observations of the failure analysis were consistent with experimental 
observations.
Another significant result in this work, was the development of an alternative drive 
waveform as opposed to a typical square waveform. When this alternative waveform is 
applied to a three terminal device with an n-p-p dopant configuration the predicted 
switching bandwidth increased from approximately 1.4 GHz (using a typical square 
waveform) to 41 GHz. This is the largest bandwiddi improvement studied in this work. 
Although this result is a theoretical prediction, it is an improvement of 40-fold compar ed
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to the recently demonstrated 1 GHz (see section 3,4.2 page 69). More significantly, if this 
alternative waveform is developed, silicon-based modulators will be able to seriously 
challenge expensive compound materials used traditionally for device bandwidths in the 
region of 40 GHz, bringing massive cost savings. To the best of tlie autlior’s knowledge, 
this is by far the largest device bandwidth ever reported for silicon-based optical phase 
modulator. However, producing such a drive circuit is a significant challenge.
From the modelling, tlie bandwidth improvement by the positioning of the side dopant 
contacts can be increased to nearly 760% when the displacement is reduced from 750 nm 
to 50 nm, whereas the drive curxent for such a case is only reduced by 10%. Therefore the 
improvement in bandwidtli has a higher impact compared to the improvement in drive 
crurent reduction. The experimental results (although very few), tend to support the 
modelling, in addition, experimental results (in the literature) can also be modelled witli a 
high degree of accuracy. This tends to confirm that the assumptions made in the 
modelling are valid.
The objectives set out at tlie onset of this work -  design, modelling, and fabrication 
optical phase modulators using silicon-on-insulator (SOI) -  were met. Futhermore, the 
modelled results and experimental results exhibit good agreement.
9.3 Future Work
The future of silicon photonics is promising altliough more work is required to enable it to 
compete with market leaders using compound material systems. The foundational studies 
have been made and some of the results obtained in this work provide a basis that may be 
built upon in developing high speed silicon modulators. Suggestions for future work are 
as follows:
Firstly, the most inunediate part of future work is to attempt a third fabrication batch with 
the recommendations made in section 8.4.3 on page 251 in place. Furthermore, this batch 
can incoiporate elements that will help to characterise the waveguide. For example, 
undoped waveguides can be placed next to an active waveguide to determine the intrinsic 
waveguide optical characteristics. This can be used to normalise subsequent
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measurements. Anotlier suggestion will be to include just a paiticulai’ active section into a 
test chip. For example, if the three terminal reference model device shown in Figure 4.2 
on page 106 were processed with sections on a chip (Figure 6.8) that only subjected their* 
side contact windows to implantation and not the rib implantation, then the optical loss 
contribution arising from the side implantation can be determined easily. Likewise, the 
same can be done for the active rib section. Furthermore, if the silicon based modulators 
were segregated according to tire above suggestion, corxective action for the failures could 
be addressed in a prompt fashion.
Secondly, using fabrication equipment witli higher resolution will provide better devices. 
Another suggestion is to fabricate the range of devices studied in chapter 5. A good 
starting point is those devices witli different doping topologies. To do this, selective 
epitaxy must be used.
Once the devices can be successfully fabricated, anotlier topic for future work is multiple 
gigahertz modulation. The alternative switching waveform discussed in section 5.2.13 on 
page 152 predicts silicon-based optical modulators operating in excess of 40 GHz. The 
drive electronics needs to be capable of handling a tremendous amount of charge with 
switching times of the order of picoseconds. For example, tlie amount of charge required 
for the reference model is predicted to be approximately 24 mA/pm in the rise time phase 
and a similar device using the alternative switching waveform is predicted to require 
approximately 500 mA/pm. This is greater tlian the former by more than 20 times. 
Clearly, this aspect could be investigated.
Modulators based on the free carrier depletion effect, which is in reverse of the free 
carxier injection effect, can also benefit from this study, because in principle, these 
devices are faster than injection devices.
On a more general note, the following suggestions are included in the wider field of 
silicon photonics.
Polar*isation studies should be addressed, particularly in devices that exhibit zero- 
birefringence operation. At some stage of the transmission of an optical signal, optical
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fibres will be used. It is difficult to predict tlie polarisation of light coming out of an 
optical fibre and hence devices that exhibit zero-birefringence behaviour are essential. 
Zero-bkefringence can be achieved by vaiying tlie physical geometry of the rib 
waveguide structure such as die etch depth or the rib width, or inducing stress via oxide 
deposition or compensating via heat inti'oduction. However, for devices with 
submicrometer dimensions, fabrication accuracy alone may be insufficient to achieve 
zero-birefringence operation. A more probable solution may be to utilise combinations of 
the above to allow greater flexibility in achieving the zero-birefringence operation.
The contribution of the sidewall roughness of the optical rib waveguides in relation to 
loss must be studied and characterised. Rough surfaces on die rib sidewalls will introduce 
roughness scattering loss which becomes critical in submicrometer devices. A possible 
method of reducing the sidewall roughness is to use the oxidation process to smooth the 
sidewall roughness. Roughness resulting from newer fabrication technologies with finer 
feature size should also be studied as well.
Another area for future work revolves around integration with other optical components. 
Integration of a high speed silicon modulator with a silicon light source, giving 
monolidiic integration is a very attractive area for futme work. In turn, this could be 
implemented together with a robust fibre to waveguide coupling scheme that is 
compatible with die design and fabrication constraints in silicon photonics. The dual 
grating-assisted directional coupler (DGADC) shown in Figure 3.27 is a likely contender. 
Furthermore, a silicon-germanium detector could be integrated as well and die final 
outcome of this integration will provide die basic building block of an optical transceiver. 
Another possible area is die integration of silicon modulators into other devices. For 
example, the tuning mechanism could also be added to ring resonators to offer switching 
capabilities.
These suggestions for future work aim to exploit silicon photonics to its full capability 
and if these ar eas of future work ar e successfully realised, the “optical age of silicon” will 
have truly arrived making silicon photonics as common as microelectronics.
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A1 Effective Index Method 
Asym m etrical W aveguide
A popular' inetliod to approximate the propagation constants of two-dimensional 
waveguides (e.g. strip or rib waveguides) is tire Effective Index Method (EIM) which is 
favoured due to its simplicity as it avoids any consideration of electric fields within the 
waveguide. This method is presented here and is applied to the asymmetric waveguide 
reference model (RM) shown in Figure 4.2 on page 106.
The EIM essentially consists of two steps. Firstly, the strip waveguide shown in Figure 
A. 1(a) is taken to be a combination of two planar' waveguides, one vertically and the other 
horizontally. Then tlie planar* waveguide eigenvalue equations are solved starting in one 
direction and tlien the otlier dir ection. The effective index of tlie first (vertically) is taken 
as the core refractive index for* tlie second (horizontally). Special attention must be paid 
with regards to the polarisation. For* example, when TE polarisation is considered (an 
electric field polarised in the x-direction), the TE eigenvalue equation must be utilised 
when solving the 3 layer planar* waveguide in the y-direction. But when the vertical 3 
layer* planar* waveguide is solved, the TM eigenvalue equation must be used as the field is 
polarised in tlie TM direction with respect to this imaginary vertical waveguide. Figure 
A. 1(b) illustrates the decomposition of tlie 2-diniensional strip waveguide into two planar* 
waveguides.
The scenario becomes more complex when a rib waveguide like the RM is considered. 
This is due to tlie different refractive index on either* side of the core is inconsistent over 
the height of the core. The solution is to firstly find the effective index both in the core 
and in the slab regions at either side of the core in tlie .x-direction. The second part of the 
decomposition remains unchanged.
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Regarding the two-dimensional strip waveguide as two 
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(a)
First solve: Then solve:
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Î
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Decomposition into two imaginary planar waveguides
(b)
Figure A.l: (a) Generalising the two-dimensional strip waveguide into two components, (b) General
effective index method solving steps
In order to demonstrate this, the effective index N^g of tlie RM rib waveguide will be 
solved using Mathcad. The wavelength of operation is 1.55 pm, and TE polarisation is 
assumed. From the RM, the overall SOI thickness is 0.98 pm, a rib widtli of 0.5 pm, and 
an etch depth of 0.48 pm. This waveguide is termed asymmetiical as the refractive index 
at the upper cladding of the waveguide is 1.0 and is not symmetrical with the refractive 
index of the lower cladding of 1.444. To begin with, the rib structure is decomposed into 
vertical and horizontal planar waveguides as shown in Figure A. 1(b). To do this, the 
vertical planai’ waveguide must be solved fiist. This vertical planar waveguide is shown in 
Figure A.2. The asymmetiical TE eigenvalue equation is given as [A.l]:
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cos 6^  -  ni7u\ = tan ^ \
sin^
/  \2
COS^l
+ tan
sin 0
(A .l)
H g := 1.0
n^=^3A77 h = 0.98 pm
r?2= 1.444
Figure A.2: First vertical planar waveguide of the decomposed rib structure for the rib waveguide In
the RM is solved
Equation (2.18) page 19 needs to be solved and is given as equation (A.2), for the above 
conditions. On top of this, m in equation (A .l) is equal to zero as only the fundamental 
mode is calculated. The resulting propagation angle Ûi is 1.3728 radians (78.66°).
J3=kz = ni ko sin Oi (A.2)
This means that the effective index of the waveguide region is given as:
n^ ffg = ^  = «1 sin Oj = 3.4091 (A.3)
Next, the second decomposed planar waveguide of the decomposed rib str ucture will have 
to be solved. Prior to this, tlie effective index of the planar regions (M^) either side of the 
rib (core) has to be worked out. In order to perform this, the asymmetrical TE eigenvalue 
expression in equation (A .l) have to be used again. The height par ameter, h in Figure A.2 
is now 0.5 pm. this gives a propagation angle of 1.2239 radians (70.13°), and an effective 
index of Uef/p -  3.2699.
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By resolving the first and second vertical waveguides, the horizontal component could be 
set up. This is shown in Figure A.3. The TM eigenvalue equation has to be used as the 
field is polarised in the TM direction with respect to this imaginary waveguide. Also the 
resolved horizontal component in Figure A.3 is now a symmetrical waveguide, therefore 
the symmetrical TM eigenvalue equation will be used and is given as [A.l]:
h n e j f g  ^  COS ^  = 2 tan '
r \
K ^ e ffp  J
- 1
COS <9.
(A.4)
e^îfp
3.2699
"effg
3.4091
w
e^ffp
3.2699
Figure A.3 Horizontal component after the effective index of the two vertical planar waveguides have 
been solved. Care must be exercised here as the polarisation ‘seen’ here by this resultant vertical
component is changed
The resulting propagation angle is 1.3535 radians (77.55°) and its corxesponds to an 
effective index of Nwg = 3.3289. By obtaining N^g, the propagation constant in the z- 
direction can be determined using the following expression:
—  ko ^ wg (A.5)
Using equation A.5, the propagation constant in the z-dkection Nwg is determined to be 
13.494 radians/pm"\ A number of observations can be made from these effective index 
studies. Fkstly the effective indices are not as close to the assumed silicon refractive 
index of 3.477 as compared to bigger waveguides. For example, Reed and Knights [A.2]
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gave a similar tieatment for a 5 pm silicon rib waveguide and estimated the waveguide 
effective index to be 3.496 whereas the effective index of the RM, which has a 0.98 pm 
silicon thickness, is slightly lower at 3.3289, This is due to the fact that the fundamental 
mode is better confined in the bigger waveguide compared to the smaller waveguide. 
Nonetheless, tlie smaller waveguide is still expected to confine light well compared to 
lower index difference-based waveguide (such as silica-on-doped-silicon), as the 
refractive index difference is still approximately 2. Secondly, the Effective Index Method 
is an approximation and is expected to become inaccurate in devices which have poorly 
confined modes, or large index steps [A.2].
Should the polarisation of the effective index of the rib waveguide fundamental mode be 
changed from TE to TM whilst the rest of the parameters remain unchanged, equations 
(A .l) and (A.4) will be changed to the following respective equations:
\k^nji cos -  mTu] -  tan ‘
sin^ - 1
cos<9i
y
+ tan
- -  srn (9i - 1
(A.6)
tan k^njicos 0^  ~m.7V
sin - 0^-1
COS0,
y
(A.7)
The resulting propagation angle 0wg is 1.3212 radians (75.70°) and its corresponds to an 
effective index of Nwg -  3.2845 and the propagation constant in the z-direction is 
determined to be 13.314 radians/pm"\
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Sym m etrical W aveguide
Often in real-life applications the rib waveguides will have an oxide layer as the top 
cladding. This is to protect the physical integrity of tlie rib waveguide structure from the 
optical viewpoint. Furtliermore, having an oxide layer as tlie top cladding act as insulation 
between metal contacts for different contact regions, as well as reducing the surface 
recombination at the Silicon interface from the device physics sense. Consequently, an 
evaluation for the fundamental effective index for such a symmetrical waveguide based 
on the dimensions of the reference model (RM) in Figure 4.2 was performed.
In common with the approach taken in the previous section, an evaluation for the 
fundamental effective index for such a symmetiical waveguide based on the dimensions 
of the RM was performed. The waveguide is termed as symmetiical because the 
refractive index of the upper cladding is similar to the refractive index of the lower 
cladding of the waveguide. Assuming a TE polaiisation for a symmetiical device similai* 
in physical dimensions to the RM device, the resulting propagation angle 0wg is 1.3546 
radians (77.61°) and coixesponds to an effective index of Nwg = 3.3302 and the 
propagation constant in the z-direction is determined to be 13.50 radians/pm  ^ When a 
TM polarisation is assumed, the resulting propagation angle Owg was found to be 1.3237 
radians (75.84°) and corresponds to an effective index of Nwg = 3.2879 and the 
propagation constant in the z-direction is determined to be 13.33 radians/pm"\ Compaiing 
the waveguide effective index, the symmetiical waveguide has a slightly higher effective 
index compaied to the asymmetr ical waveguide. This implies that the former will confine 
light better than the former. Also the waveguides aie predicted to confine light better in 
TE polarisation as their effective index is higher compaied to a similar' waveguide that 
has TM polarisation. For instance, the waveguide effective index is 3.3302 for the fonner, 
but 3.2879 for the latter. The above illustrations used the operating optical wavelength of
1.55 pm. When this operating optical wavelengtli is changed to 1.3 pm, a better 
confinement is achieved compaied to operating at an optical wavelength of 1.55 pm as 
the 1.3 pm wavelength is smaller than 1.55 pm and hence offers a ‘better fit’ to the rib 
waveguide. These results are summarized in Table A .l.
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0 |) i  rating wavclciigtli = U  pm TK TMpolarisation polarisation
Asymmetric waveeuide
Waveguide effective index, Nwg 
Propagation angle, 6v,g (radians) 
Propagation constant, p(radians/pm'
3.3684
1.3854
16.280
3.3416
1.3627
16.151
Symmetric waveeuide
Waveguide effective index, Nwg 
Propagation angle, 9^g(radians) 
Propagation constant, (radians/pm'^)
3.3692
1.3862
16.284
3.3435
1.3643
16.160
(a)
Asymmetric waveeuide
Waveguide effective index, Nwg 
Propagation angle, 9y,g (radians) 
Propagation constant, ^  (radians/pm'^)
3.3289
1.3535
13.494
3.2845
1.3212
13.314
Symmetric waveeuide
Waveguide effective index, Nwg 
Propagation angle, 0 g^ (radians) 
Propagation constant, P  (radians/pm'^)
3.3302
1.3546
13.500
3.2879
1.3237
13.328
(b)
Table A.l: Effective index method analysis for the RM (asymmetric waveguide) for different 
polarisation states. A symmetric waveguide is also considered, (a) Operating wavelength considered is 
1.3 |im, (b) Operating wavelength considered is 1.55 pm
The derivation of the TE and TM eigenvalue equation is given in [A .l]. The effective 
indices for both polarisations obtained using the effective index method (EIM) is higher 
than those obtained using BeamPROP. This difference is expected as the EIM employed 
here did not include a reduction in material refractive index due to the introduction of 
dopants both in the rib and the side dopant windows. However, the trend between the 
effective indices between the TE and TM modes using both methods are similar. The rib 
waveguide effective indices in TE polarisation, obtained using both BeamPROP and the 
EIM, is higher than the TM polarised case. Therefore, the optical confinement during 
device operation is expected to be better in the TE polarisation case.
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A2 Birefringence in Mach-Zehnder Interferometers (MZI)
Inactive arms
As silicon is optically isotropic, the waveguide birefringence is caused exclusively by the 
different propagation constants due to the solution of slightly different eigenvalue 
equations. The effects of stress and otlier parasitics effects aie ignored. For a more 
detailed discussion where tliese effects are studied, see for example Reed and Knights 
[A.3].
The biréfringent effect can have a tiemendous impact for waveguide-based devices where 
interferometry is involved, i.e. applications where the relative phase between modes is 
important. In this section, following the approach of Reed and Knights [A.3] the effect of 
birefringence on a Mach-Zehnder Interferometer (MZI) will be studied so as to appreciate 
the effect of birefringence on a waveguide device. A schematic diagram of the MZI is 
shown in Figure A.4. Here, an intrmsic MZI is considered, i.e. both aims 1 and 2 aie 
inactive.
.xooov^-
Figure A.4: Schematic of the Mach-Zehnder Interferometer (MZI). Arms 1 and 2 are 1000 pm long
By comparing the propagation constants of the modes of tlie reference model (RM) rib 
waveguide, the waveguide birefringence of rib waveguides can be examined.. This is 
similar to studying the effective index of tlie modes of the rib waveguide, in common 
with the approach of Reed and Knights [A.3]. Using equation (A.5), the relationship 
between the propagation constant in the z-direction, p  and the effective index of the
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propagating mode of the rib waveguide, can be determined. The polarisation 
dependence of the Mach-Zehnder Interferometer (MZI) shown in Figure A.4 will be 
apparent in the difference in propagation constants of the waveguides, and the 
coiTesponding difference in phase delay in the interferometer.
The dimensions of the rib waveguides of tlie MZI are similar* to that of the RM. The 
overall SOI thickness is 0.98 \xm, a rib width of 0.5 pm, and an etching depth of 0.48 pm. 
The operation wavelength is 1.55 pm. Following Reed and Knights [A.3], the upper 
cladding of the waveguide is taken to be 1.444 (i.e. silicon dioxide), which is a common 
practise to passivate rib waveguide structures and to reduced surface recombination 
(section 5.2.10). This makes the RM a symmetrical waveguide as the upper and lower 
claddings of the waveguide have similar* refractive indices. The operating wavelength is
1.55 pm. From Table A. 1(b) page 275, the effective indices of the fundamental TE and 
TM modes were evaluated to be Nwg(TE) = 3.3302, and NwgÇTM) = 3,2879 respectively. 
Then* corresponding propagation constants are P  (TE) = 13 .5  pm"^  and P  (TM) = 13.328 
p n f\T h e  transfer* function of a Mach-Zehnder* Interferometer* is given as [A.4]:
iSj. — iSq (Æ'o [1 cos(/?2^2 )] ) (A. 8)
where Eo is the amplitude of electric field intensity in each arm, P\ and p i  are the 
propagation constants in the z-direction for* arms 1 and 2 respectively, L\ and Li are the 
path lengths of arms 1 and 2 respectively. If arms 1 and 2 have identical waveguides 
(hence similar* propagation constants), tlie tr ansfer* function will have a maxima when the 
path lengtli difference | L2 -  Li | results in a phase difference of a multiple of 2tc radians. 
The transfer function will have a minima when the phase difference is a multiple of n 
radians. The term | P2L2 -  p\L\ I  expresses the phase difference between tlie waves from 
ar ms 1 and 2 of tlie MZI.
Following the analysis by Reed and Knights [A.4], the transfer function of the MZI is 
used to investigate the relationship of tlie MZI witli increasing path lengtli difference AL, 
the difference between arms 1 and 2 of the MZI. In tlie event that the path length
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difference (AL) is small, the polarisation dependence is not as evident as in a MZI with a 
larger AL owning to the fact the phase shift (J3 AL) for the TE and TM modes will be 
similar’ if  AL is small. Figure A.5 shows the MZI transfer function for both TE and TM 
modes with a path lengtli difference of tlie order of hundreds of micrometers. Assuming 
the MZI is designed to reach at a null for the TE mode at AL = 100.3 pm, tlie null will be 
compromised by approximately 52% should a TM mode be present. This situation will be 
worsened further should a larger path length difference exist. Consider a path length 
difference of the order of 1000 pm and the MZI is designed to reach a null for the TE 
mode at AL = 1000.425 pm, as shown in Figme A.6, the null will be seriously 
compromised by approximately 87% should a TM mode be present. This is because, 
when the path length difference is increased, the phase difference at the output between 
arms 1 and 2 for the TE and TM modes increases. Needless to say, the relative intensity 
of the TE/TM interference patterns will also be affected by the amount of optical power in 
each of the modes. However, an equal split is a reasonable assumption if the device is fed 
by a standard communications fibre which provides randomly polarised light.
 TE mode
•TM mode
0.8 -
0)c 0 .6 -IIoz 0.4 -
0 .2 -
0.0 -
100.0 100.2 100.4 100.6 100.8 101.0 101.2 101.4 101.6 101.8 102.0
Path length difference AL (pm)
Figure A.5: MZI transfer function for TE and TM modes with small path length difference AL
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TE mode
• TM mode
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Figure A.6: MZI transfer function for TE and TM modes with large path length difference AL
Active arm in one of the paths
In the previous section, the effects of MZI with different path lengths for botli TE and TM 
modes were investigated. In that study, both arms of the MZI did not have any active 
element. Here, a more realistic MZI which typically has an active arm that consist of, for 
example, a modulator like the RM will be considered. Here tlie RM will be implemented 
as a symmetrical waveguide (i.e. the top waveguide cladding has a similai* refractive 
index as the lower waveguide cladding -  that of 1.444). The MZI considered here will 
have similar physical dimensions to the MZI shown in Figure A.4 page 276.
From section 4.3.3, the injected holes and elections in Figures 4.7 and 4.8 tliat 
coiTesponds to a ;r-phase shift is approximately 5 x 10"^  ^ cm' .^ Using equation (2.5), the 
change in refractive index due to tliis election and hole caiTier injection level is 
approximately -1.667 x 10“ .^ This reduces the refractive index of the waveguide to 
approximately 3.4753.
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The TE mode propagation constant changes from 13.500 jam ' to 13.493 pm ' and from 
13.328 pm ' to 13.320 pm ' for the TM mode propagation constant changes . Although 
carrier injection does not have an inherent effect on polarisation dependence, there is a 
minute secondary effect which may be significant for devices that are very long 
interaction length, of the order of 1000 pm for example. For the TE and TM mode 
propagation constants, the differences in phase shift A^over this length between an active 
arm (with the modulator in Figure 4.2) and a reference arm (without the modulator) is 
approximately A^TE) = 7° and A^TM) = 8°. Therefore, it can be concluded that this 
small difference in phase shift is insignificant compared to the absolute polarisation 
dependence. However, there could be drastic ramifications should the propagating signals 
be passed through a succession of MZls cascaded together, such as multiplexing, as this 
small difference in phase shift will effectively snowball. These results are summarised in 
Table A.2.
MZI with inactive arms
Waveguide effective index, N g^ 3.3302 3.2879
Propagation angle, 6^g(radians) 1.3546 1.3237
Propagation constant, p  (radians/jLlm^) 13.500 13.328
MZI with one active arm
Waveguide effective index, Nwg 3.3285 3.2862
Propagation angle, O^g(radians) 1.3545 1.3236
Propagation constant, p(radians/ 13.493 13.320
Table A.2: Efi e^ctive index method analysis for the reference model (RM) in Figure 4.2 (symmetric 
waveguide) for different polarisation states. The change in refractive index caused by injected 
carriers also considered (MZI with one active arm)
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