The instantaneous phase of neural rhythms is important to many neuroscience-related studies. In this letter, we show that the statistical sampling properties of three instantaneous phase estimators commonly employed to analyze neuroscience data share common features, allowing an analytical investigation into their behavior. These three phase estimators-the Hilbert, complex Morlet, and discrete Fourier transform-are each shown to maximize the likelihood of the data, assuming the observation of different neural signals. This connection, explored with the use of a geometric argument, is used to describe the bias and variance properties of each of the phase estimators, their temporal dependence, and the effect of model misspecification. This analysis suggests how prior knowledge about a rhythmic signal can be used to improve the accuracy of phase estimates.
Introduction
Coordination of brain activity across spatial and temporal scales is essential to healthy brain function (Quyen, 2011) . Understanding the mechanisms supporting this coordination remains an active research area. Rhythmic neural activity has been proposed to support dynamic coordination of collective neural behavior and function (Buzsaki, 2006; Buzsáki & Draguhn, 2004; Gray, König, Engel, & Singer, 1989; Varela, Lachaux, Rodriguez, & Martinerie, 2001) . Although many measures exist to characterize neural rhythms (Pereda, Quiroga, & Bhattacharya, 2005; Young & Eggermont, 2009) , recent interest has focused on the phase of neural rhythms (Quyen & Bragin, 2007) . For example, phase synchronization has been proposed as a basic mechanism for integration of brain activity in studies such as Harris, Csicsvari, Hirase, Dragoi, and Buzsáki (2003) , Varela et al. (2001) , and Womelsdorf et al. (2007) , and the phase of low-frequency rhythms has been shown to modulate high-frequency fluctuations (i.e., cross-frequency coupling) in Canolty et al. (2006) , Canolty and Knight (2010) , Cohen (2008) , Lakatos, Karmos, Mehta, Ulbert, and Schroeder (2008) , and Tort et al. (2008) .
This letter focuses on three estimators of instantaneous rhythm phase: the discrete Fourier transform (DFT)-based estimator, an estimator employing the Hilbert transform, and a phase estimator using the complex Morlet wavelet. Studies employing the Hilbert transform-based phase estimator to estimate the phase of neurological signals include Buzsaki et al. (2003) , Canolty et al. (2006) , Hentschke, Perkins, Pearce, and Banks (2007) , Palva, Palva, and Kaila (2005) , Sirota et al. (2008) , and Tort et al. (2008) . The complex Morlet phase estimator is used for the same purpose in studies such as Lakatos et al. (2005) , Rizzuto, Madsen, Bromfield, Schulze-Bonhage, and Kahana (2006) , Rizzuto et al. (2003) , and Rutishauser, Ross, Mamelak, and Schuman (2010) . The DFT phase estimator is classically treated in books (e.g., Kay, 1993) .
The relative performance of the DFT, Hilbert, and complex Morlet phase estimators has been documented in the neuroscience literature. Guevara et al. (2005) investigated the effect of reference on phase estimators applied to electroencephalographic data, and Hurtado, Rubchinsky, and Sigvardt (2003) the phase-locking value, introduced which uses an a priori phase estimate. In these works, comparisons are made by simulation without explicitly exploring the effect of parameter choice on estimator accuracy and the relative performance of phase estimators for data in general. Aviyente, Bernat, Evans, and Sponheim (2011) and Aviyente and Mutlu (2011) compared a phase estimator based on a time-frequency distribution to a wavelet phase estimator and presented the statistical data model associated with the DFT phase estimator.
The accuracy of the Hilbert and complex Morlet phase estimators is compared using both simulated and recorded neural data in Quyen et al. (2001) , with a focus on derivative measures of phase synchrony. They found that little practical difference exists between the Hilbert and complex Morlet phase estimators, but the effect of parameter choice, time series length, noise level, signal amplitude, and signal morphology is not fully addressed, and relevant analytic expressions are not provided. Bruns (2004) explored phase estimator differences through deterministic calculation and by an analysis of a recording obtained from a subdurally implanted electrode on the cortical surface of a patient with epilepsy. They found that two-phase estimators considered in this scenario, identical to the Hilbert and complex Morlet phase estimators considered within our work in this letter, can each be computed as a convolution of the data with an oscillatory window function. Further, when the oscillatory window functions are specified to have similar effective bandwidths, it is found that the Hilbert and Morlet phase estimators yield similar phase estimates. Unlike this previous work, our work here considers each method as a projection from which insight into the sampling properties of these phase estimators can be analytically derived. In this framework, by explicitly introducing noise and considering signal morphology, phase estimate accuracy is shown to depend explicitly on the number of measurements, the additive noise variance, the amplitude of the signal envelope, and on the dimension of a relevant subspace. Further, it is shown that each of the three phase estimators considered is associated with different a priori information regarding the signal type, and each of these three estimators performs best when the actual signal present conforms to the a priori information. Thus, this letter further quantifies the nature of phase estimate accuracy in the neurosciences, providing both an analytical basis for further theoretical advance as well as suggesting the appropriate use of a priori neural signal knowledge when estimating the phase of a neurological rhythm.
By an application of classical statistics and a geometrical connection, we show the DFT, Hilbert, and complex Morlet instantaneous phase estimators to be related, a result consistent with results presented in Bruns (2004) and in Quyen et al. (2001) . Each of the three discussed estimators is shown to be maximum likelihood estimators, each estimator maximizing the likelihood associated with a unique, matched statistical data model. Facilitated by geometry, asymptotic estimator variance is given for each of the estimators, as well as induced temporal dependencies. All three can be computed as projection operations, where each method has its own projection matrix. The distribution of the phase estimator is determined by the effect of the projection on a signal vector term and on a noise vector term. This letter ends with a discussion on the impact of the current work on practical instantaneous phase estimation. To the best of our knowledge, this work is the first in the neuroscience literature documenting analytical sampling properties of commonly employed estimators of instantaneous phase.
Phase Estimator Properties
In the following sections, we show that the three estimators of instantaneous phase (the DFT, Hilbert and complex Morlet wavelet phase estimators) are maximum-likelihood estimators associated with specific data models (see section 3). The results of this paper are summarized in Table 1 . Each row of the table describes a specific type of instantaneous phase estimator. The columns, from left to right, specify the estimator, the signal model for which the estimator is least squares optimal, the equation in the text defining the model matrix in the linear statistical model for which the phase estimator is maximum likelihood, the dimension, p, of the span of the columns of the model matrix, and the equivalent prior information that is incorporated into the associated data model. These results, in conjunction with the geometry described in Figure 1 , and the phase estimator probability density function equation 3.18, describe the essence of this work. 
The jth element of the MLE signal estimate, (ŝ mle ) j , is decomposed in the complex plane into a sum of the random noise vector (n p ) j = (P H n a ) j with the actual complex signal vector, (s a ) j , directed along the actual instantaneous phase angle (φ s ) j . The noise vector is randomly oriented, and when the variance,
Classical Theory
The following sections review relevant theory from classical statistics adapted to the problem of instantaneous phase estimation. We use this material to develop the sampling properties of the three phase estimators discussed in this work.
Statistical Linear Model.
The three phase estimators we discuss all involve taking the complex angle of a complex valued time series. As we show in section 4, these estimators can be associated with differing signal models in a classical, linear statistical model of the analytic signal, d a , of the observed data, d, for a specific frequency of interest f 0 .
1 The analytical signal is a complex-valued representation of the data consisting of only positive frequency components. For real-valued measurements, the discrete Fourier transform of the data, d, is redundant, in that all information is contained within the nonnegative frequencies. Because of this, the analytical signal of the data, d a , is lossless, possessing all of the information contained within the original time series of measurements. That is, the measured data, d, are related to the analytical signal, d a , as Kay (1993) 
where Re {x} denotes the real part of the complex variable x. 2 In this work, the analytical signal, d a , of the observed data, d, is modeled as
Here, s a is the analytical signal representation of a rhythmic signal whose phase is to be estimated, and n a is a zero-mean noise vector with gaussian distributed and independent elements, each with variance σ 2 . Relaxation of the gaussian assumption is discussed in section 6. Each of the phase estimators considered in this work corresponds to maximum likelihood estimators associated with unique models of the signal s a . The generic phase estimatorφ is the complex angle of the maximum likelihood estimator of the signal,ŝ a ,
and thus is also a maximum likelihood estimator of the instantaneous phase, φ, since the transform of a maximum likelihood estimator is itself a maximum likelihood estimator of the transformed quantity (Hogg, McKean, & Craig, 2005) . Hereφ is a vector of instantaneous phase estimators, the jth element is associated with the phase (φ) j of the signal, (s) j , evaluated at time index j. It is useful to model this signal in a linear relationship with an unknown vector of parameters, α, that is,
Here the model matrix, H, depends on the type of phase estimator-DFT (dft), Hilbert (h), or complex Morlet (cm)-and has N rows, corresponding to the length of the data and a number of columns that depends on the type of phase estimator.
Maximum Likelihood Estimation.
As previously discussed,φ is maximum likelihood (ML) ifŝ a is maximum likelihood. The ML estimator of s a is constructed by first estimating its transform in the frequency domain. The log likelihood, (α), corresponding to the DFT of equation 3.2 after substituting equation 3.4, is
where U is the Fourier matrix specified as
, t j = j , and is the sample period. Here, without loss of generality, N is specified to be an integer power of 2. The jth time index and the kth Fourier frequency are represented in the jth row and the kth column of U. Thus specified,
− 1, and is equal to U † d a , due to the restriction of the computation to the nonnegative frequencies. Here † denotes transpose conjugation. Since U is invertible, all information contained in d a is contained ind; the operation is lossless. Now,
Thus, the projection of the analytical signal of the data onto the space spanned by the columns of H yields the maximum likelihood estimator, s mle , 10) where P H is the projection matrix projecting onto the space spanned by the columns of the model matrix H. Thus, as specified in equation 3.10, the maximum liklihood estimator of s a is the projection of d a onto the span of the columns of H. The maximum likelihood estimatorφ of φ iŝ
In section (4),φ mle will be shown to be equal to the DFT, Hilbert, and complex Morlet phase estimators for suitable choices of the model matrix, H.
3.3 Bias ŝ mle . The bias of the signal estimator depends on the range of the projection matrix, P H , and hence on the range, or the span, of the columns of H. That is, if s a belongs to the range of H, then it can be represented by a linear combination of the columns of H and P H s a = s a . Since the noise is zero mean, the projected noise is also zero mean, and E{P H d a } = s a . When P H s a = s a ,ŝ mle is biased. This mathematical description can be summarized as follows: when the model matrix H is matched to the transformed signal, the signal estimator is unbiased.
3.4 The Distribution of (n p ) j . The projected noise n p = P H n a , at time index j, is shown in appendix A to be distributed:
Here, p = tr{P H }, where tr{X}, is the trace of the matrix X. The projection decomposes the variance of the noise, σ 2 , into fluctuations occurring within the span of H and fluctuations occurring within the space orthogonal to the span of H. Projected noise variance grows linearly with the dimension, p, that is, with the number of columns of H, and hence with the number of model unknowns. The projection is a geometrical way to understand the effect of estimator complexity on inferred signal. As expected, projected noise variance decreases as one over the number of measurements, N, and increases with model complexity.
var φ mle j
. The situation describing the phase estimator performance at time index j is shown in Figure 1 for the situation whenŝ mle is unbiased. In this figure, the circularly symmetric gaussian projected noise, n p , at time index j, adds to the signal vector, s, in the complex plane to form the estimated signal vector,ŝ mle :
When the variance of the real and imaginary parts of the projected noise, n p is small relative to signal magnitude, the small angle approximation is valid,
The equality in equation 3.17 is equality in probability distribution. It results by noting that the projected noise, (n p ) j , is isotropic due to circular symmetry; any two orthogonal components of (n p ) j in the complex plane have identical distributions. Here (φ s ) j is the actual, unknown phase at time index j. In this large, instantaneous SNR regime, the phase estimator is a linear function of a normally distributed random variable; it too is normally distributed.
5 In particular,
This result is established formally in the situation of the DFT phase estimator in, again for example, Kay (1993) . In this situation, p = 1 and |(s a ) j | = a for j = 0, . . . , N − 1. Note |(s a ) j | in the expression for the variance of the phase estimator, (φ mle ) j . The accuracy of phase estimation depends on amplitude. While equation 3.18 is accurate when the small angle approximation is valid, note that this geometry provides the basis to explore low signalto-noise ratio regimes. One expects Taylor expansions to be useful in this regard.
Model Misspecification.
Model misspecification occurs whenŝ mle is biased. In this situation, Figure 1 is modified. Instead of (s a ) j adding to the noise vector (n p ) j to form the signal estimator, (ŝ mle ) j , the expected signal, (E{ŝ mle }) j adds to the noise vector to produce the signal estimator, (ŝ mle ) j . Due to this replacement, (φ s ) j is replaced with some other angle, in general differing from the actual angle (φ s ) j , and angle estimator bias may be introduced. Furthermore, this bias reduces the signal amplitude within the column space of H. This reduction increases φ n , which increases phase angle estimator variance. That is, the signal s a , can be decomposed as a sum of the expected maximum likelihood estimator, E{ŝ mle } with an error vector, b, describing estimator bias,
Let E ŝ mle = s 0 . Then 21) where P H ⊥ is the projection matrix that projects orthogonal to the column space of H. Now, through orthogonality, the signal energy, E s , can be decomposed into the sum of two nonnegative terms:
The signal energy unaccounted for by the maximum likelihood estimator of s a is due to that part of the signal, b, lying outside the column space of H. In essence, s a in Figure 1 is replaced by E{ŝ a }, which on average has a magnitude less than that of s a . Thus, model misspecification reduces the average estimated signal energy and tends to increase the variance of (φ mle ) j .
Temporal Dependence ofφ mle .
Conditioned on (ŝ mle ) j , (φ mle ) j is independent of (φ mle ) k , for k = j. Thus, it suffices to study the temporal dependence ofŝ mle . As this quantity is multivariate gaussian, dependency is quantified via the second central moment:
Note that equation 3.22 is a matrix with complex values describing the temporal dependency both temporally within the real and imaginary parts, as well as between the real and the imaginary components temporally. When H is sinusoidal, temporal dependence is periodic and long range. When H is narrowband, temporal dependence will be inversely proportional to the bandwidth. When H has finite support, then temporal dependence is limited to the domain of support.
Results
Given the general instantaneous phase estimator properties reviewed in section 3, all that remains to establish the performance of the DFT, Hilbert, and complex Morlet wavelet estimators is to equate their computation with a specific projection, P H , and matching signal type. The results are summarized in Table 1 .
DFT Phase Estimator.
The DFT model is that of a pure sinusoid. The analytical signal of a pure sinusoid at time index, j, with phase φ 0 , and frequency f 0 , is e i2π f 0 t j . Thus,
Hilbert Phase Estimator.
The DFT model is a reduced-rank version of the Hilbert model. The Hilbert transform phase estimator is computed in the following manner. First, the data are bandpass filtered about a frequency of interest to obtain, d bp . Then the bandpass-filtered data are Hilberttransformed to obtain d hbp , and finally an analytical signal representation of the data is constructed:
The instantaneous Hilbert phase estimator is then the complex angle of the analytical signal representation of the bandpass-filtered data,
In the Fourier domain, the Hilbert transform introduces a 90 o phase shift to the negative frequencies and a −90 o phase shift to the positive frequencies (Kay, 1993) . Hence, the multiplication by i in equation 4.2 introduces an overall phase shift of 180 o for the data components at negative frequencies and a zero degree phase shift for the data components at positive frequencies. The result is that the complex valued quantity d abp is zero for negative frequencies and twice the discrete Fourier transform of d bp for positive frequencies. Thus, the combined effect on d abp is, up to nonideal bandpass filtering effects, the projection of the data d onto the space spanned by the complex exponentials at positive frequencies belonging to the pass-band of the bandpass filter, that is,
where f J 0 is the frequency at which the pass-band of frequencies begins and f J 1 is the frequency at which the pass-band ends. Here p, the dimension of the projection range, is equal to the number of Fourier components in the pass-band of the bandpass filter. Thus,
where BW is the pass-band interval width in Hz. (4.6) where d(t) is the ideal, continuous-time data and (4.10) where in this case, H is a single column with mth element equal to
Complex
Note that in this situation, the projection matrix depends on the time index b, and further, the projection introduces real-valued scalings that do not affect the estimated phase.
Simulation
The three instantaneous phase estimators for the jth time step are compared in simulation. Each simulation involves 100 iterations in which synthetic data are created and the phase of a signal estimated using the three phase estimators. These phase estimates are then used in a kernel-smoothing procedure to estimate the probability density functions for each of the three phase estimators. The estimated probability density functions, along with a representative time series, are shown for two signals measured with additive white gaussian noise (AWGN). In the first simulation, the signal is a sinusoid, and the resulting estimator probability density functions are shown in Figure 2 (top). In this case, the DFT phase estimator matches the signal and has the minimum column space dimension, p, of one. This estimator outperforms the other two phase estimators. Here the Hilbert estimator is using a narrow band of frequencies centered on the actual sinusoid frequency; it suffers no bias but has a slightly increased column space dimension, p, and performs nearly as well as the DFT-based phase estimator. The complex Morlet phase estimator possesses a model column space dimension of 1 but does not match the sinusoid and hence has a biased signal estimate resulting in increased phase estimator variance due to signal mismatch. Next, this simulation is repeated with differing sinusoid amplitudes but with the standard deviation of the additive noise held constant. 6 The standard deviation of the resulting phase estimators is plotted as a function of sinusoid amplitude in the bottom of Figure 2 The estimator employing the DFT has the least variance of the three phase estimators. The complex Morlet phase estimator uses a misspecified model for this situation and suffers increased variance and increased bias relative to the variance and bias of the other two phase estimators. The results are qualitatively consistent with theoretical developments, but the theoretical standard deviation (right plot) lower-bounds the realized standard deviation. This discrepancy decreases with sinusoid amplitude and results from the small angle approximation used to represent φ n as
standard deviations are larger than the theoretical standard deviation with a discrepancy that reduces with signal amplitude. This discrepancy is due to the fact that the small angle approximation, used to obtain an expression for φ n in Figure 1 , underestimates the actual value.
In the second simulation, the signal is a broadband pulse measured in AWGN. The resulting phase estimator densities are shown in Figure 3 . Now the performance ordering of the phase estimators is reversed. The Morlet estimator matches the signal, has a minimum model column space dimension, p, of 1, and outperforms the other phase estimators. The Hilbert estimator has less model mismatch than the DFT estimator, but pays for this better signal match in terms of column space dimension and only slightly outperforms the DFT estimator, which is mismatched to the broadband pulse. Next, this simulation is repeated with differing pulse amplitudes but with the standard deviation of the additive noise held constant. 6 The standard deviation of the resulting phase estimators is plotted as a function of pulse amplitude in the bottom of Figure 3 The signal-to-noise ratio is 0.84. (Middle) Probability density estimates at a specific time index for the three instantaneous phase estimators when used to estimate the phase of a sinusoidally modulated gaussian pulse. (Right) Phase estimator standard deviation plotted as a function of pulse amplitude. The phase estimator based on the DFT has the largest variance of the three phase estimators, consistent with the effect of model misspecification. The complex Morlet phase estimator outperforms the other two estimators owing to the fact that it uses a projection operator with a range of minimal dimension while projecting the signal onto itself. The Hilbert phase estimator is not optimal but rather suffers some model misspecification and some increased variance due to the dimensionality of the its assocatiated model matrix H (H) . The results are qualitatively consistent with theoretical developments, but note that the theoretical standard deviation (bottom plot) lower-bounds the realized standard deviation. This discrepancy decreases with pulse amplitude and results from the small angle approximation used to represent φ n as
standard deviation obtained from equation 3.18. As in the first simulation, the actual phase estimator standard deviations are always larger than the theoretical standard deviation with a discrepancy that reduces with signal amplitude. Again, this discrepancy is due to the fact that the small angle approximation, used to obtain an expression for φ n in Figure 1 , underestimates the actual value.
Discussion
The variance, bias, and asymptotic distribution of the DFT, Hilbert transform-based and complex Morlet instantaneous phase estimators are established. Each of these estimators is shown to be a maximum likelihood estimator based on a different signal model. Both the bias and variance are shown, in simulation and in theory, to depend on the extent to which signal present in the data is matched to the phase estimator.
The variance of each phase estimator is also shown to depend on the complexity of the signal model to which it is associated; more complicated signal models yield models with a greater number of unknowns, and thus increased uncertainty, as described by the projection dimension, p; which is equal to the number of model unknowns. As represented in the right-most column in Table 1 , estimator quality depends on the quality of the information that its associated model embodies: if specific waveform shapes are known, they can be used to form explicit phase estimators with a p of 1 and minimum variance provided the actual signal matches the specified waveform. When model misspecification occurs, a penalty is paid in terms of both bias and variance. This latter effect, due to a reduction in signal amplitude within the column space of the model matrix H, magnifies the effect of noise. On the other hand, increasing the model uncertainty, as in the Hilbert-type estimator, decreases susceptibility to model misspecification but at the price of an increased p and increased estimator variance.
In this work, the additive noise vector is assumed to be multivariate gaussian, and the elements of this vector are assumed to be uncorrelated, consistent with temporal independence. The assumption of gaussianity is overly restrictive since in the narrowband case (the case of interest), n a is dominated by a linear combination of a small number of DFT coefficients that are each asymptotically circularly symmetric gaussian without an a priori assumption of normality on the pre-Fourier transformed noise (see Walker, 2000, and Priestly, 1981) . The assumption of temporally uncorrelated noise, on the other hand, is important to the current results. If temporal correlation exists, then the real and imaginary parts of n a for a given time index are correlated. When this occurs, the additive randomly oriented noise vector in Figure 1 is no longer randomly oriented. One expects in this situation that estimators preferentially weighting time indices where the additive noise vector is expected to lie parallel to the signal will possess advantageous sampling properties.
The classic analysis presented in this letter provides an explicit relation governing the accuracy of commonly employed estimates of phase computed from noisy data. This relation, specifying both the effect of signal amplitude and the role of a priori signal knowledge on phase estimate accuracy, provides neuroscientists with increased awareness when conducting phase-based studies, as well as a basis for further understanding derivative quantities, such as measures of phase synchrony.
Appendix: The Distribution of (n a ) j
The additive, complex-valued noise vector, n a in equation 3.2 is equal to the analytical signal of the additive noise term, n, in the data model, d = s + n, where, for the sake of generality, E{n} = 0, and E{nn T } = R is Toeplitz. In this case, the covariance between elements of the noise vector n depends on the absolute difference between element indices, consistent with a weak-sense stationary assumption. The analytical signal n a of the noise n is distributed mean-zero circularly symmetric normal. This is shown by examining the moments of the real and imaginary parts of n a , making use of the Fourier decomposition, 
where S n ( f k ) is the spectrum of the additive noise, n, evaluated at frequency
. When n has uncorrelated elements, S n ( f k ) is equal to σ 2 for k ∈ F + . Note that without loss in generality, in this development the sample interval is taken to be 1. The spectrum requires scaling for the situation where the sample interval differs from 1 (so do the frequencies, but this scaling is Thus, when the additive noise vector, n a in equation 3.2 has independent elements, each element is circularly symmetric gaussian with real and imaginary components that are independent. Each of these components possesses a variance equal to . With an application of equations A.4 and A.6, one obtains E n a n † a = σ 2 I , (A.7)
where I is the identity matrix. The variance of the projected noise, n p = P H n a , is computed as follows:
Thus, 
