Robustness via Retrying: Closed-Loop Robotic Manipulation with
  Self-Supervised Learning by Ebert, Frederik et al.
Robustness via Retrying: Closed-Loop Robotic
Manipulation with Self-Supervised Learning
Frederik Ebert1, Sudeep Dasari1, Alex X. Lee1, Sergey Levine1, and Chelsea Finn1
1Department of Electrical Engineering and Computer Sciences, UC Berkeley, United States
{febert,sdasari,alexlee_gk,svlevine,cbfinn}@berkeley.edu
Abstract: Prediction is an appealing objective for self-supervised learning of
behavioral skills, particularly for autonomous robots. However, effectively utilizing
predictive models for control, especially with raw image inputs, poses a number of
major challenges. How should the predictions be used? What happens when they
are inaccurate? In this paper, we tackle these questions by proposing a method
for learning robotic skills from raw image observations, using only autonomously
collected experience. We show that even an imperfect model can complete complex
tasks if it can continuously retry, but this requires the model to not lose track of the
objective (e.g., the object of interest). To enable a robot to continuously retry a task,
we devise a self-supervised algorithm for learning image registration, which can
keep track of objects of interest for the duration of the trial. We demonstrate that this
idea can be combined with a video-prediction based controller to enable complex
behaviors to be learned from scratch using only raw visual inputs, including
grasping, repositioning objects, and non-prehensile manipulation. Our real-world
experiments demonstrate that a model trained with 160 robot hours of autonomously
collected, unlabeled data is able to successfully perform complex manipulation
tasks with a wide range of objects not seen during training.
1 Introduction
Figure 1: Closed-loop visual MPC: Au-
tonomously collected experience is used to
train a video prediction model, as well as
an image-to-image registration model, which
enables the robot to keep track of its goal.
Humans have the ability to learn complex skills, such
as manipulating objects, through millions of interactions
with their environment during their lifetime. These in-
teractions enable us to acquire a general understanding
of the physical world and, notably, do not require signif-
icant supervision beyond observation of one’s own actions
and their consequences. Hence, self-supervised learning
through prediction is an appealing direction of research as
it enables intelligent systems to leverage and learn from
massive amounts of unlabeled raw data to autonomously
acquire general skills. Yet, self-supervised learning sys-
tems using predictive models of sensory inputs present
a number of challenges: planning needs to account for
imperfections in the predictive model and the robot needs
a grounded mechanism for evaluating predicted futures.
How can we enable systems to plan to perform complex
tasks from raw sensory observations, even when the pre-
dictions are not always accurate?
Prior work on self-supervised robot learning has enabled
robots to learn rudimentary, short-term manipulation skills
such as grasping [1, 2], singulation [3], pushing [4, 5], and
poking [6]. The question that we are concerned with in
this work is: can self-supervised predictive models of raw
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visual observations be used to perform more complex and realistic tasks, especially tasks that are
temporally extended? This might seem challenging due to the difficulty of long-term prediction of
image observations. However, if we can enable a robot to continuously correct its behavior during
execution and retry in the event of failure or misprediction, even a simple planning algorithm with
short-term predictive ability can succeed at the task. This amounts to applying the well-known
principle of model-predictive control (MPC), which is typically used with analytical models and
low-dimensional state, to control via video prediction. Hence, we call this method visual MPC.
We propose a cost function for vision-based control based on image-to-image registration, which we
demonstrate can itself be learned without any supervision using the same exact dataset as the one
used to train the predictive model. The key element that enables our method to perform long-horizon
tasks is that, using our cost function, the robot can always evaluate the distance to the goal, allowing
it to continuously retry, so that even flawed predictions allow for an eventual successful execution.
We demonstrate our method on the task of maneuvering unknown objects in a table-top setting using
a robot manipulator. To autonomously learn to perform manipulation skills accurately, tasks need
to be specified in way that allows for precision and retrying. We specify a goal by providing an
image of the desired configuration along with user-annotated positions of the objects or points of
interest1. This provides a straight-forward and grounded mechanism for a user to specify a goal in
the observation space of the robot. Note, however, that these commands are not provided during
training, and the model has no prior knowledge of objects or goals. Building on prior methods that
use self-supervised predictive models for control [4, 5, 7], we develop a method that can plan actions
with a video prediction model to achieve the desired state specified in the goal image.
The main contribution of this work is a method for computing the planning cost for visual MPC based
on image-to-image registration, using a learned registration model to put the current observation in
correspondence with both the initial and goal images. See Figure 1 for an illustration. This allows
closed-loop control, where the robot persistently attempts the task until completion. In contrast to the
short-horizon pushing skills demonstrated in prior work [4, 5], we show that our video prediction
model can be used to perform longer-horizon manipulations and succeed more consistently. We also
demonstrate that this approach can enable a robot to autonomously choose between prehensile and
non-prehensile manipulation without any supervision, choosing when to push or pick up objects to
relocate them to achieve the goal. Finally, we extend this method to visual MPC with multiple camera
videos, showing that task goals can be specified in 3D via prediction from stereo observations.
2 Related Work
While object relocation with both non-prehensile [38, 39] and prehensile [40] manipulation strategies
has been explored extensively in prior work, much of this research has focused on hand-designed
models and feature representations, which require extensive engineering and make strong assumptions
about the environment and task. Video-prediction based manipulation is more general, because it
does not require any human intervention at training time, and learns about the physics of object
interaction directly from data. A more subtle point is that direct prediction of camera images makes
no assumptions about the representation of the world state, such as the number of objects. Many
self-supervised robot learning methods have focused on predicting the outcome of a particular event,
such as grasp success [1, 2, 3] or crashing [8, 9]. Consequently, these approaches can only recover a
single policy that optimizes the probability of the predicted event. Instead, we aim to acquire a model
that can be reused for multiple goals and behaviors. To do so, we build upon prior works that learn to
predict the sequence of future observations, which can be used to optimize with respect to a variety
of goals [4, 5, 7]. Unlike [7], we demonstrate complex object manipulations with previously-unseen
objects from RGB video. In contrast to prior self-supervised visual planning works [4, 5], we can
perform substantially longer tasks, by using image registration with respect to a goal image.
Goal observations have been previously used for specifying a reward function for robot learning
systems [10, 11, 12, 13]. Unlike these methods, we use a learned registration to the goal image
for measuring distance to the goal rather than distance in a learned feature space. Distances in
unconstrained feature spaces can be arbitrary, while registration inherently measures how pixels
should move and can therefore provide a calibrated distance metric with respect to the goal.
1This also allows the user to specify distractor objects that can be ignored in the goal image.
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A related problem is visual servoing, where visual feedback is used to reach a goal configuration [14,
15, 16]. Traditional approaches aim to minimize distances of feature points [17, 18, 19], or pixel
intensities [20]. Learning and convolutional networks have also been incorporated into visual
servoing [21, 22, 23, 2]. Unlike servoing approaches that use reactive control laws, we use multi-step
predictive models to achieve temporally extended goals, while still using continuous visual feedback
for retrying at every step. Further, our method performs non-prehensile manipulation, while visual
servoing typically assumes fully actuated control, often with a known Jacobian.
Model-predictive control (MPC) [24] has proven successful in a variety of robotic tasks [25, 26, 27,
28, 29]. MPC involves planning with a short horizon and re-planning as the execution progresses,
providing the foundation of persistent retrying and the ability to overcome inaccuracies in the
predictive model. However, as we later show, maintaining an accurate model of the cost used for
planning throughout an episode is critical, and has prevented prior work on visual foresight [4, 5] from
moving beyond short-term tasks. Our primary contributions is a grounded mechanism for evaluating
the planning cost of visual predictions, allowing persistent re-planning with video prediction models.
It is possible to use off-the-shelf trackers [30, 31, 32, 33] to mitigate this issue. However, these
trackers usually only have a limited capability to adapt to the domain they are applied to, and can
lose track during occlusions. A key advantage of our learned registration approach, inspired by [34],
is that we can train our registration model using data collected autonomously by the robot. Since this
model is completely self-supervised, it continues to improve as the robot collects more data.
3 Preliminaries
Our visual MPC problem formulation follows the problem statement outlined in prior work [4].
In this setting, an action-conditioned video prediction model g, typically represented by a deep
neural network, is used to predict future camera observations Iˆ1:T ∈ RT×H×W×3, conditioned
on a sequence of candidate actions a1:T , where the prediction horizon is T . This can be written
as Iˆ1:T = g(a1:T , I0), where I0 is the frame from the current time-step. An optimization-based
planner is used to select the action sequence that results in an outcome that accomplishes a user-
specified goal. This type of vision-based control is highly general, since it reasons over raw pixel
observations without the requirement for a fixed-size state space, and has been demonstrated to
generalize effectively to non-prehensile manipulation of previously unseen objects [4, 5].
Visual MPC assumes the task can be defined in terms of pixel motion. In the initial image I0 we define
n source pixel locations denoted by the coordinates d0,i ∈ N2 (for i ∈ [0, ..n]) and the analogous for
the goal image Ig denoted by dg,i ∈ N2. Given a goal, visual MPC plans for a sequence of actions
a1:T to move the pixel at d0,i to dg,i. If this pixel lies on top of an object, this corresponds to moving
that entire object to a goal position. Note that this problem formulation resembles visual servoing, but
it is considerably more complex, since moving the object at d0 might require complex non-prehensile
or prehensile manipulation and long-horizon reasoning. The planning problem is formulated as the
minimization of a cost function c, which in accordance with prior work [5], measures the distance
between the predicted pixel positions dˆτ and the goal position dg for each pixel i:
c =
n∑
i=1
λici ci =
∑
τ=1,...,T
Edˆτ,i∼Pτ,i
[
‖dˆτ,i − dg,i‖2
]
(1)
where ci ∈ R are the costs per source pixel, λi are weighting factors discussed in section 4 and Pτ,i
is the distribution over predicted pixel positions. The advantage of distance-based cost functions is
that they are well-shaped and can be optimized efficiently.
In this paper we use the video prediction model architecture developed by [35], where future images
are generated by transforming past images. Starting with a distribution over initial positions of the
designated pixel Pt0,i ∈ RH×W ,
∑
H,W Pt0,i = 1 at time t = 0, the model predicts distributions
over its positions Pt,i at time t ∈ {1, . . . , T} by exploiting the image transformations used to generate
future frames. Planning is performed by sampling candidate actions sequences and optimizing using
the cross-entropy method (CEM) [36] to achieve the lowest possible cost c.
To obtain the best results with imperfect models, the action sequence is replanned at each real-world
time step2 t ∈ {0, ..., tmax} following the framework of model-predictive control (MPC): at each
2We refer to timesteps in the real world as t and to predicted time-steps as τ .
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real-world step t, the first action of the best action sequence is executed. At the first real-world time
step t = 0, the distribution Pτ=0,i is initialized as 1 at the location of the designated pixel and zero
elsewhere. In prior work [5, 4], in subsequent steps (t > 0), the prediction of the previous step is
used to initialize Pτ=0,i. However this causes accumulating errors, often preventing the model from
solving long-term tasks or responding to situations where the outcome of an action was different than
expected. In effect, the model loses track of which object was designated in the initial image.
4 Retrying by Registration
When using a distance-based cost function for visual MPC it is necessary to update the belief of
where the target object currently is, so that the agent can “keep retrying" indefinitely until the task is
accomplished. Prior work on visual MPC lacked this capability. To solve this issue, we propose a
method for registering the current image to both the start and goal image, where the designated pixels
are known. In this way we can find the locations of the corresponding pixels in the current image,
allowing us to compute the distances to the goal. Crucially, the registration method we propose is
self-supervised, using the same exact data for training the video prediction model and the registration
model. This allows both the predictor and registration model to continuously improve as the robot
collects more data.
Before further detailing our learned registration system, we discuss a two simple alternative ap-
proaches for obtaining a cost-function for video-prediction based control: One naïve approach could
be to use the pixel-wise error between a goal image and the predicted image. However there are
a number of issues with this approach: first, when objects in the image are far from the position
in the goal image (e.g., they do not overlap) there is no gradient signal with respect to changes in
the actions. Second, due to the blurry predictions from a video prediction model, the pixel-wise
difference between the predictions and the goal image can become meaningless.
Another approach is to perform a registration between predicted video frames and the goal image,
and use the average length of the warping vectors as a cost function for “closeness" to the goal image.
However a major drawback of cost functions based on metrics computed on the complete image
is that they naturally emphasize large objects (such as the robot’s arm), while small objects only
contribute negligible amounts to the costs. As a result, the planner only tries to match the positions of
the large objects (the arm), ignoring smaller objects.
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Figure 2: Closed loop control is achieved by registering
the current image It globally to the first frame I0 and
the goal image Ig . In this example registration to I0
succeeds while registration to Ig fails since the object in
Ig is too far away.
We will first describe the registration scheme
at test time (see Figure 3(a)). We separately
register the current image It to the start im-
age I0 and to the goal image Ig by passing it
into the registration network R, implemented as
a fully-convolutional neural network. Details
about the archiecture are given in section 4.3.
The registration network produces a flow map
Fˆ0←t ∈ RH×W×2, a vector field with the same
size as the image, that describes the relative mo-
tion for every pixel between two frames:
Fˆ0←t = R(It, I0) Fˆg←t = R(It, Ig) (2)
The flow map Fˆ0←t can be used to warp the
image of the current time step t to the start image
I0, and Fˆg←t can be used to warp from It to Ig
(see Figure 2 for an illustration):
Iˆ0 = Fˆ0←t  It Iˆg = Fˆg←t  It (3)
where  denotes a bilinear interpolation operator that interpolates the pixel value bilinearly with
respect to a location (x, y) and its four neighbouring pixels in the image. In essence for a current
image Fˆ0←t puts It in correspondence with I0, and Fˆg←t puts It in correspondence with Ig . As one
might expect, warping works better for images that are closer to each other, and sometimes fails
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(b) Training usage.
Figure 3: (a) At test time the registration network registers the current image It to the start image I0 (top) and
goal image Ig (bottom), inferring the flow-fields Fˆ0←t and Fˆg←t. (b) The registration network is trained by
warping images from randomly selected timesteps along a trajectory to each other.
Figure 4: Outputs of registration network. The first row shows the timesteps from left to right of a robot picking
and moving a red bowl, the second row shows each image warped to the initial image via registration, and the
third row shows the same for the goal image. A successful registration in this visualization would result in
images that closely resemble the start- or goal image. In the first row, the locations where the designated pixel of
the start image d0 and the goal image dg are found are marked with red and blue crosses, respectively. It can
be seen that the registration to the start image (red cross) is failing in the second to last time step, while the
registration to the goal image (blue cross) succeeds for all time steps. The numbers in red, in the upper left
corners indicate the trade off factors λ between the views and are used as weighting factors for the planning cost.
(Best viewed in PDF)
when the entities in the image are too far apart. The motivation for registering to both I0 and Ig is to
increase accuracy and robustness. In principle, registering to either I0 or Ig is sufficient.
While the registration network is trained to perform a global registration between the images, we
only evaluate it at the points d0 and dg chosen by the user. This results in a cost function that ignores
distractors. The flow map produced by the registration network is used to find the pixel locations
corresponding to d0 and dg in the current frame:
dˆ0,t = d0 + Fˆ0←t(d0) dˆg,t = dg + Fˆg←t(dg) (4)
For simplicity, we describe the case with a single designated pixel. In practice, instead of a single
flow vector Fˆ0←t(d0) and Fˆg←t(dg), we consider a neighborhood of flow-vectors around d0 and dg
and take the median in the x and y directions, making the registration more stable. Figure 4 visualizes
an example tracking result while the gripper is moving an object.
4.2 Planning Costs
Registration can fail when distances between objects in the images are large. During a trajectory,
the registration to the first image typically becomes harder, while the registration to the goal image
becomes easier. We propose a mechanism that estimates which image is registered correctly, allowing
us to utilize only the successful registration for evaluating the planning cost. This mechanism gives
a high weight λi to pixel-distance costs ci associated with a designated pixel dˆi,t that is tracked
successfully and a low, ideally zero, weight to a designated pixel where the registration is poor. We
propose to use the photometric distance between the true frame and the warped frame evaluated at
d0,i and dg,i as an estimate for local registration success. A low photometric error indicates that the
registration network predicted a flow vector leading to a pixel with a similar color, thus indicating
warping success. However this does not necessarily mean that the flow vector points to the correct
location. For example, there could be several objects with the same color and the network could
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simply point to the wrong object. Letting Ii(di) denote the pixel value in image Ii for position di,
and Iˆi(di) denote the corresponding pixel in the image warped by the registration function, we can
define the general weighting factors λi as
λi =
||Ii(di)− Iˆi(di)||−12∑N
j ||Ij(dj)− Iˆj(dj)||−12
. (5)
where Iˆi = Fˆi←t  It. The MPC cost is computed as the average of the costs ci weighted by λi,
where each ci is the expected distance (see Equation 1) between the registered point dˆi,t and the goal
point dg,i. Hence, the cost used for planning is c =
∑
i λici. In the case of the single view model
and a single designated pixel, the index i iterates over the start and goal image (and N = 2).
The proposed weighting scheme can also be used with multiple designated pixels, as used in multi-
task settings and multi-view models, which are explained in section 5. The index i then also loops
over the views and indices of the designated pixels.
4.3 Training procedure
For registration we use a deep convolutional neural network R which takes in a pair of images and
finds correspondences by warping one image to the other. The network is trained on the same data
as the video-prediction model, but it does not share parameters with it.3 Our approach is similar to
the optic flow method proposed by Meister et al. [34]. However, unlike this prior work, our method
computes registrations for frames that might be many time steps apart, and the goal is not to extract
optic flow, but rather to determine correspondences between potentially distant images. For training,
two images are sampled at random times steps t and t+ h along the trajectory and the images are
warped to each other in both directions.
Iˆt = Fˆt←t+h  It+h Iˆt+h = Fˆt+h←t  It (6)
The network, which outputs Fˆt←t+h and Fˆt+h←t (see Figure 3), is trained to minimize the photo-
metric distance between Iˆt and It and Iˆt+h and It+h, in addition to a smoothness regularizer that
penalizes abrupt changes in the outputted flow-field. The details of this loss function follow prior
work [34]. We found that gradually increasing the temporal distance h between the images during
training yielded better final accuracy, as it creates a learning curriculum. The temporal distance is
linearly increased from 1 step to 8 steps at 20k SGD steps. In total 60k iterations were taken.
The network R is implemented as a fully convolutional network taking in two images stacked
together along the channel dimension. We use three convolutional layers each followed by a bilinear
downsampling operation. This is passed into three layers of convolution each followed by a bilinear
upsampling operation (all convolutions use stride 1). By using bilinear sampling for increasing or
decreasing image sizes we avoid artifacts that are caused by strided convolutions and deconvolutions.
5 Scaling up Visual Model-Predictive Control
Extension to multiple cameras. Prior work has only considered visual MPC with a single cam-
era [4, 5], where objects are manipulated on a plane. To define goals in 3D, we extend visual MPC to
include multiple camera views. Since tasks are defined in terms of pixel motion in 2D image space,
the combination of multiple 2D tasks with cameras oriented appropriately defines a 3D task. In our
experiments, we show that we can define 3D manipulation tasks, such as lifting an object from the
table, that would be ambiguous using only a single camera view. The registration method described in
the previous section is used separately per view to allow for dynamic retrying and solving temporally
extended tasks. The planning costs from each view are combined using weighted averaging where
the weights are provided by the registration network (see equation 5).
Combined prehensile and non-prehensile manipulation. In prior work on video-prediction
based robotic manipulation [5, 4], the capabilities that emerged out of self-supervised learning
were generally restricted to pushing and dragging objects. To enable more complex tasks, we also
3in principle sharing parameters with the video-prediction model might be beneficial, however this is left for
future work
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Time
Designted Pixel
Goal Pixel
Figure 5: Retrying behaviour of our method combining prehensile and non-prehensile manipulation. In the first
4 time instants shown the agent pushes the object. It then loses the object, and decides to grasp it pulling it all
the way to the goal. Retrying is enabled by applying the learned registration to both camera views (here we only
show the front view).
explore how visual MPC can enable behaviors that include picking and lifting objects for rearrange-
ment. One of the main challenges with this is that random exploration is unlikely to pick up objects
a sufficiently large fraction of the time to allow the model to learn grasping skills. To alleviate this
challenge, we incorporate a simple “reflex” during data collection, where the gripper automatically
closes when the height of the wrist above the table is lower than a small threshold. This reflex is
inspired by the palmar reflex observed in infants [37]. With this primitive, about 20% of training
trajectories included some sort of grasp on an object. It is worth noting that, other than this reflex, no
grasping-specific engineering was applied to the policy allowing a joint pushing and grasping policy
to emerge, see figure 5. In our experiments, we evaluate our method using data obtained both with
and without the grasping reflex, evaluating both purely non-prehensile and combined prehensile and
non-prehensile manipulation.
6 Experiments
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Figure 6: Results for long push-
ing tasks with 20 objects not seen
during training, showing fraction of
runs where final distance is lower than
threshold. Our method shows a clear
gains over OpenCV tracking and pre-
dictor propagation.
Videos and visualizations can be found on our supple-
mentary webpage: https://sites.google.com/view/
robustness-via-retrying. Our experimental evaluation,
conducted using two Sawyer robotic arms, evaluates the ability
of our method to learn both prehensile and non-prehensile ob-
ject relocation tasks entirely through autonomously collected
data and self-supervision. In particular, we aim to answer the
following questions: (1) How does our MPC approach with
self-supervised image registration compare to alternative cost
functions, such as off-the-shelf tracking and forward prediction
via flow-based models? (2) When the robot can continuously
retry a task using goal image registration, how much is the
success rate improved for object relocation tasks? (3) Can
we learn predictive models that enable both non-prehensile
and prehensile object manipulation? In the appendix we also
present additional experimental comparisons in a simulated
environment.
Visual MPC + Predictor Propagation
Visual MPC + OpenCV-Tracking
Visual MPC + Registration Net (ours)
Figure 7: Results for short pushing
tasks. Fraction of runs where final dis-
tance is lower than threshold.
To train both our prediction and registration models, we col-
lected 20,000 trajectories of pushing motions and 15,000 tra-
jectories with gripper control, where the robot was allowed to
randomly move and pick up objects (we use 150 objects for
training and 5 objects for testing; see the appendix for details).
The data collection process is fully autonomous, requiring hu-
man intervention only to replace and change out the objects in
front of the robot. The action space consists of Cartesian move-
ments along the x, y, and z axes, and changes in the azimuth
orientation of the gripper, while the grasping action is triggered
by a primitive as specified in Section 5. For evaluation, we
select novel objects that were never seen during training. The
evaluation tasks required the robot to move objects in its envi-
ronment from a starting state to a goal configuration, and performance is evaluated by measuring
the distance between the final object position and goal position. In all experiments, the maximum
episode length is 50 time steps.
Pushing with retrying. In the first experiment, we aim to evaluate the performance of differ-
ent visual MPC cost functions, including our proposed self-supervised registration cost. For this
experiment, we disable the gripper control, requiring the robot to push objects to the target.
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Time
Designted Pixel
Goal Pixel
Figure 8: Applying our method to a pushing task. The goal is to push the bottle to the green point. In the
first 3 time instants the object behaves unexpectedly, moving down. The tracking then allows the robot to retry,
allowing it to eventually bring the object to the goal.
Short Long
Visual MPC + predictor propagation 83% 20%
Visual MPC + OpenCV tracking 83% 45%
Visual MPC + registration network (Ours) 83% 66%
Table 1: Success rate for long-distance pushing benchmark with 20 different object/goal configurations and
short-distance benchmark with 15 object/goal configurations. Success is defined as bringing the object closer
than 15 pixels to the goal, where the complete image has size 48x64.
We evaluate our method on 20 long-distance and 15 short-distance pushing tasks. For comparisons,
we include an ablation where visual-MPC is used with a cost function that computes object locations
using the “multiple instance learning tracker” (MIL) [32] in OpenCV. This method represents a strong
baseline trained with additional human supervision, which our method does not have access to. We
also compare to the visual MPC method proposed by Ebert et al. [5], which does not track the object
explicitly, but relies on the flow-based video prediction model to keep track of the designated pixel,
which we call “predictor propagation.”
Figure 6 illustrates that, on the long-distance benchmark, where the average distance between the
object and its goal position is 30 cm, our approach not only outperforms prior work [5], but also
outperforms the hand-designed, supervised object tracker [32]. Using our learned registration, the
robot is more frequently able to successfully recover after mispredictions or occlusions (see Figure 8).
In contrast, in the short distance benchmark, where the average push distance is 15 cm all methods
perform comparably, as shown in Figure 7. These results indicate the importance of closed loop
control in long-horizon tasks.
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Figure 9: Results with combined pre-
hensile and non-prehensile manipula-
tion.
Combined prehensile and non-prehensile manipulation.
In the setting where the grasping reflex is enabled, the robot
needs to decide whether to solve a task by grasping or pushing.
We again use 20 object relocation tasks to measure the perfor-
mance of each method, in terms of the final distance between
the object and its goal location. We observe that, in the majority
of the cases, the robot decides to grasp the object, as can be
seen in the supplementary video. Figure 9 shows the results of
a benchmark on long-distance relocation tasks, which show that
visual MPC combined with our registration method is compara-
ble with the performance of visual MPC with the hand-designed
and supervised OpenCV tracker, without requiring any human
supervision.
7 Discussion
We demonstrate that using a cost function derived from learned image-to-image registration substan-
tially improves performance on temporally extended object manipulation tasks by closing the control
loop. Our experiments show a large improvement in success rate compared to a prior open-loop
visual MPC method [5]. We further show that, by including a simple grasping “reflex” inspired by the
palmar reflex in infants, we can efficiently learn both non-prehensile and prehensile object relocation
skills in a purely self-supervised way, allowing the robot to plan to pick up and move objects when
necessary. Interesting challenges for future work are multi-object relocation tasks, which could be
addressed by adding an abstract long-term planner on top of the presented framework.
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Appendix
Simulated Experiments
Figure 10: Block pushing simulator
In order to provide a more controlled comparison, we also set up
a realistic simulation environment using MuJoCo [44], which in-
cludes a robotic manipulator controlled via Cartesian position con-
trol, similar to our real world setup, pushing randomly-generated
L-shaped objects with random colors (see details in supplementary
materials). We trained the same video prediction model in this en-
vironment, and set up 50 evaluation tasks where blocks must be
pushed to target locations with maximum episode lengths of 120 steps.
We compare our proposed registration-based method, “predictor prop-
agation,” and ground-truth registration obtained from the simulator,
which provides an oracle upper bound on registration performance. Fig-
ure 11 shows the results of this simulated evaluation, where the x-axis
shows different distance thresholds, and the y-axis shows the fraction of
evaluation scenarios where each method pushed the object within that
threshold. We can see that, for thresholds around 0.1, our method drastically outperforms predictor propagation
(i.e., prior work [5]), and has a relatively modest gap in performance against ground-truth tracking. This indicates
that our registration method is highly effective in guiding visual MPC, despite being entirely self-supervised.
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Figure 11: Simulated evaluation. Fraction
of trajectories with final object distance lower
than threshold (higher is better).
In our simulated experiments, we use end-effector position con-
trol with the arm illustrated in Figure 10. In this environment, the
video prediction model was trained with using 60,000 training
trajectories.
Planner Implementation Details
We use the cross-entropy method [36] to optimize the action
sequence with respect to the cost function. At the first iteration
400 samples and at later iterations 200 samples are taken and a
Gaussian is fitted to the best 5% of the samples. We use 3 CEM
iterations. The length of the prediction horizon is 15, to reduce
the search space we use an action repeat of 3, so that only a
sequence of 5 independent actions needs to be optimized. Since
the action space is 4 (x,y,z,rotation) a total of 20 variables are
optimized.
Improvements
to online optimization procedure
In the visual MPC setting the action sequences found by the
optimizer can be very different between execution times steps
(not to be confused with prediction time steps). For example at
one time step the optimizer might find a pushing action leading towards the goal and in the next time step it
determines a grasping action to the optimal to reach the goal. Naive replanning at every time step can result in
alternating between a pushing attempt and a grasping attempt indefinitely causing the agent to get stuck and not
making any progress towards to goal.
We show that we can resolve this problem by modifying the sampling distribution of the first iteration of CEM so
that the optimizer commits to the plan found in the previous time step. In prior work [5] the sampling distribution
at first iteration of CEM is chosen to be a Gaussian with diagonal covariance matrix and zero mean. We instead
use the best action sequence found in the optimization of the previous time step as the mean. Since this action
sequence is optimized for the previous time step we only use the values a1:T and omit the first action, where T
is the prediction horizon. To sample actions close to the action sequence from the previous time step we reduce
the entries of the diagonal covariance matrix for the first T − 1 time steps. It is crucial that the last entry of the
covariance matrix at the end of the horizon is not reduced otherwise no exploration could happen for the last
time step causing poor performance at later time steps.
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