The minimum parameterization of the wave function is derived for the time-independent manybody problem of identical fermions. It is shown that the exponential scaling with the number of particles plaguing all other correlation methods stems from the expansion of the wave function in one-particle basis sets. It is demonstrated that using a geminal basis, which fulfill a Lie algebra, the parametrization of the exact wave function becomes independent of the number of particles and only scale quadratic with the number of basis functions in the optimized basis. The resulting antisymmetrized geminal power wave function is shown to fulfill the necessary and sufficient conditions for the exact wavefunction, treat all electrons and electron pairs equally, be invariant to all orbital rotations and virtual-virtual and occupied-occupied geminal rotations, be the most compact representation of the exact wave function possible and contain exactly the same amount of information as the two-particle reduced density matrix. These findings may have severe consequences for quantum computing using identical fermions since the amount of information stored in a state is very little. A discussion of how the most compact wave function can be derived in general is also presented. Due to the breaking of the scaling wall for the exact wave function it is expected that even systems of biological relevance can be treated exactly in the near future.
I. INTRODUCTION
The many-body problem is a central problem in all areas of physics from cosmology, condensed matter-, bio-, molecular-, atomic-, nuclear-and particle physics and the solutions and approximations to these problems are plentiful. We will here focus on a specific many-body problem namely the time-independent many-body problem of identical fermions trapped in a potential. Due to the background of the author this will be in the language used in molecular chemistry and physics. This means that we aim to find the minimum parameterization for the wave function describing the non-relativistic or relativistic time-independent electronic many-body problem. The solution found is, however, completely general and can be used for any other Hamiltonian containing one-and two-body interactions between a set of identical fermions.
Despite the many-body electronic problem has been described as QMA-complete [1] [2] [3] [4] [5] we aim to show that the number of parameters in the wave function of the many-body electronic problem only scales quadratically with the number of basis functions and is completely independent of the number of particles in the system. The parameterization is therefore in stark contrast to all other exact parameterizations of the wave function which all scale exponentially with the number of particles in the system. Because of the parameterization is independence of the number of particles is therefore possible to have an exact parameterization of the wave function than for much larger systems than any other exact method.
We will show that through an analysis of the necessary and sufficient conditions for the exact wavefunction the number of parameters needed in the rotation of the basis functions of the wave function can be derived. A geminal basis, with a Lie algebra, exactly contains the needed number of parameters. From the usual geminal wave function ansätze we will show that the antisymmetrized geminal power (AGP) fulfill the necessary and sufficient conditions for the exact wavefunction and is therefore exact. That the AGP is exact is not surprising since this wave function ansatz treats all electrons and electron pairs as identical and is therefore also invariant to both orbital rotations and virtual-virtual and occupied-occupied geminal rotations.
The AGP ansatz is of course not new and has been used in BCS theory [6] [7] [8] for superconductivity and superfluidity for decades. In quantum chemistry [9] [10] [11] [12] [13] [14] [15] [16] and nuclear physics [17] [18] [19] [20] [21] [22] [23] [24] the antisymmetrized product of geminals (APG) seems to have been favored though Coleman did extensive work on the AGP and the characterization of the reduced density matrix from the AGP. [10, 11, 25, 26] None of the approaches are, however, exact since the geminal or pair fermion basis used in these approaches are truncated and a full geminal basis with a Lie algebra and proper constraints is never used.
Following the work of Coleman on the two-particle reduced density matrix (2-RDM) we show that the AGP can be expressed as an effective two-particle problem irrespectively of the number of particles in the system. [25] We show that the amount of information in the AGP wave function and the 2-RDM is the same and that there is therefore no loss in the transformation between these two physically equivalent representations. That there is no loss of information between two physically equivalent representations makes physical sense, unlike the usual assumption that the amount of information in the wave function scales exponentially with the number of particles [1] [2] [3] [4] [5] , since information should not be lost by such a transformation. By comparing the APG and full configuration interaction (FCI) it is shown that the amount of information in the FCI only appear to scale exponentially with the number of electrons because the actual information is obscured by the FCI ansatz.
Since the amount of information in a state from identical fermions is very low the prospect of performing quantum computing using identical fermions seems very dire.
This work is structured in the following way: 1) Initially the electronic many-body problem in quantum chemistry is introduced along with some of the current wave function methods with a special focus on FCI. 2) The necessary and sufficient conditions for the exact wavefunction from Nakatsuji [27, 28] is revisited, corrected and properly interpreted. Here an example for a one-electron Hamiltonian using Thouless theorem [29] is given along with a tempting ansatz for the wave function. 3) A geminal basis with a with a Lie algebra is introduced. The Hamiltonian is expressed in a geminal basis and Nakatsuji's theorem is derived in the geminal basis. 4) Different ansätze for the wave function are compared and it is shown that the antisymmetrized geminal power (AGP) is exact within a geminals basis with a Lie algebra. From the even electron AGP an exact odd electron AGP is derived.
5) The AGP is then reduced to an effective two-electron problem which, when minimized under certain constraints, gives the exact solution to the many-body problem of identical fermions. 6) Finally we give a summary and outlook.
While some of the examples, algebra and comparisons could be made much more compact since not all of this is essential for the derivation of the minimum parameterization this is kept in since this is important in the discussion in how a compact wave function should be written because it is believed that many other problems can be solved in a similar way.
II. THE MANY-BODY PROBLEM AND CURRENT SOLUTIONS
We will here give a very short introduction to the electronic many-body problem in molecular chemistry and physics and to some of the methods which tries to accurately approximate the wave function. We will here focus on the full configuration interaction (FCI) since this is an important limit with which we will compare against to show how a compact representation should or should not be written down.
We will here introduce i, j, k . . . as occupied indices, a, b, c . . . for the virtual indices and p, q, r . . . are general indices when referring to orbital indices while we use µ, ν . . . for general geminal indices.
A. The projected time-independent many-body electronic Schrödinger equation
A fundamental problem in atomic, molecular and solid state physics and chemistry is the construction of an accurate yet tractable solution of the projected time-independent many-body Schrödinger equation within the Born-Oppenheimer approximation
where the HamiltonianĤ in second quantization can be written aŝ
In Eq. 2f andĝ describe the one-and two-electron interaction respectively.
Since no algebraic solution for the many-body Schrödinger equation is known we have to resort to numerical solutions where the wave function is projected onto a set of functions as shown in Eq. 2. Here exact solutions are known, such as the full configuration interaction (FCI) in a complete basis. These solutions are, however, not tractable since the limit of a complete basis is not reachable. Even in finite basis sets the FCI solution is only possible for very small systems in small basis sets due to the exponential scaling in the number of parameters of the method which is O N where O is proportional to the number of basis functions and N is the number of electrons.
Many wave function methods such as Hartree-Fock (HF), configuration interaction (CI), coupled cluster (CC) and perturbation theory (PT) with many different ansätzes and truncation schemes have been proposed in order to try to approximate the FCI solution with a sufficient accuracy. More recently pseudo-FCI methods such as DMRG [30, 31] , Diffusion Quantum Monte Carlo [32] [33] [34] , selecting CI [35] [36] [37] , and the Multifacet Graphically Contracted Function Method [38, 39] have been competing with the CASSCF/RASSCF [40] [41] [42] in describing in even larger active spaces with a given accuracy. While great success have been achieved the problem of the scaling with these methods still persists and obtaining very accurate solutions is still limited to smaller systems and active spaces which require a further correlation treatment since dynamical correlation has proven to be very difficult to capture with these methods.
B. Configuration Interaction
Not only will the FCI solution be the used to compare against numerically but also theoretically since a formal inclusion of all possible configurations is present for all know exact wave function solutions of the many-body electronic Schrödinger equation. Secondly the CI method is variational and has been used extensively almost since the birth of quantum mechanics [43] [44] [45] with many numerical developments over the years [46, 47] and is therefore well known.
In the CI ansatz all possible configurations in the given basis set is included with a variationally optimized coefficient C m
or also often written with a specific reference, known as a Fermi vacuum,
where we here just include the identity operator with a coefficient of C 0 in Eq. 3. The
Hamiltonian from Eq. 2 working on the FCI vector |C from Eq. 3 yields the exact energy in the given basisĤ
Since the wave function is normalized the sum of the coefficients in the CI vector are finite
and for a normalized CI-vector M = 1 while for a non-normalized CI vector we typically have C 0 = 1 and M > 1.
The parametrization of the FCI in Eq. 3 is in this way written as a sum of all possible products of one-particle functions with a separate coefficient in front which must be variationally optimized. Due to this parameterization the number of coefficients in the FCI will scale exponentially with the number of electrons. For a more compact parameterization of the wave function we must therefore look for an ansatz where all the CI-coefficients in the FCI wave function all can be composed from a smaller set of coefficients to avoid the independent variation of the coefficients performed in the FCI.
Usually the search for tractable and systematically improvable CI solutions to the MBSE a hierarchy in the excitation operators with regard to a specific reference is chosen
whereĈ n now is an excitation operator with particle rank n. The CI expansion will then be truncated at a n smaller than the number of particles N and can in this way give the familiar CISD, CISDT . . . solutions. However, since we are only interested in the FCI solution we will not dwell on on how to best truncate the CI expansion in Eq. 7 nor how this reference is chosen since, unlike truncated CI, the FCI wave function is invariant to the choice of reference and orbital rotations.
III. THE NECESSARY AND SUFFICIENT CONDITIONS OF THE WAVE FUNC-TION
For the exact wavefunction Ψ Nakatsuji [27, 28] derived a set of, what he deemed to be, necessary and sufficient conditions for the exact wavefunction
Eqs. 8-10 shows that it should be possible to have a Ψ with a lot less parameters than that of the FCI since no higher than the doubles in Eq. 10 is required sinceĤ is at max a two-particle operator.
Using the conditions in Eqs. 8-10 Nakatsuji devised the iterative configuration (ICI) or free complement (FC) theory where the fulfillment of successive orders of Eq. 8 is used to iteratively obtain an exact solution to the MBSE [48] [49] [50] [51] [52] [53] . Nakatsuji has successfully used this on very small systems and obtained solutions with unprecedented accuracy [54] [55] [56] .
Following the initial finding by Nakatsuji a search for a minimum parametrization of the exact wave function was taken up leading to methods like the extended or generalized coupled-cluster method, (ECC) and (GCC), respectively [57, 58] . While the GCC improves the usual CCSD it is, however, not exact when the reference function is a single determinant [59] .
The initial work by Nakatsuji [27, 28] , however, gives the impression that the exact wavefunction Ψ should only contain single and double excitations from a specific reference and secondly that the minimum number of parameters needed to parametrize the exact wavefunction, following Eq. 9 and 10, should be
where M is the number of parameters and m the number of basis functions. We will here show that this is not the number of parameters for a minimum parametrization of the wave function and that Eqs. 8-10 is not directly related to the minimum number of parameters needed for the wave function but the maximum number of parameters needed to optimize the basis of the wave function.
In order to show the maximum number of parameters needed to optimize the basis we will show that Eq. 8, for l = 1, is a special case of Eq. 9 with identical indices and that Eq. 9 in turn is a special case of Eq. 10 with identical indices. For identical indices in Eq. 9
Ψ|(Ĥ − E)a † p a p |Ψ = 0 (12) we see that the operator a † p a p will pick out all configurations in Ψ which contain orbital p. Summing over all diagonal operators
we obtain Eq. 8, for l = 1, times the number of particles since p a † p a p is just the number operatorN. Since each individual term on the left side in Eq. 13 is zero then the sum on the right side must also be zero and Eq. 8 is then contained in Eq. 9 and not a separate condition. Eq. 9 is, however, just a special case of Eq. 10 and contained within Eq. 10 which can be shown by introducing a pair of identical indices
where both terms on the right hand side of Eq. 14 are separately zero since g prrr is trivially zero. Again summing over all indices
we see that we get Eq. 9 times the number of particles N. Because both Eqs. 8 and 9 are contained in Eq. 10 it is sufficient only to fulfill Eq. 10 and because of this the number of
which is m 2 smaller than that in Eq. 11 as derived by Nakatsuji [27, 28] . Because of this we see that the free complement theory [48] [49] [50] [51] [52] also overparametrize the wave function, even
if the overparameterization appears to be small, so another ansatz for the wave function should be used. An ansatz where it will not be necessary to diagonalize the Hamiltonian but where a simple root search will give at least the ground state in a manner similar to those techniques already in use.
Another misconception is that the number of parameters in Eq. 16 will be the minimum number of parameters needed to completely parametrize the wave function. This, however, is not the case and the number of parameters in Eq. 16 is the maximum number of parameters needed to describe all functions in which the wave function is projected onto since the necessary and sufficient conditions are related to a rotation of the basis functions and not the wave function.
Hence we should look for a set of functions which form a Lie algebra and are completely described by the maximum number of parameters in Eq. 16 to expand the wave function in. The minimum number of parameters for the wave function, expand in the proper basis, is just smaller or equal to M. We will in Sec. III A show this first for a one-electron
Hamiltonian.
Lastly we notice that had the Hamiltonian contained three-or more-body interactions then only the highest order of the many-body interactions would have to be fulfilled Ψ|(Ĥ − E)Ô max |Ψ = 0 (17) since all lower order would follow from this and the number of parameters would only depend on the number of parameters in Eq. 17. The FCI method for example fulfill the condition in Eq. 17 for N particles even though Eq. 10 would be sufficient for a Hamiltonian with a two-body interaction and because of this the FCI method scales exponentially with the number of particles.
A. One-electron Hamiltonian and Thouless theorem
Before commencing on finding the minimum parametrization for the MBSE it is helpful to analyze a familiar problem where the solution is known. For a Hamiltonian with oneelectron interaction it is well known that the reference function can be written as a simple product of anti-symmetrized orbitals φ, when disregarding spin,
known as a Slater determinant. In finding the exact wave function Thouless theorem [29] describes a variational minimization procedure where a unitary rotation between the reference orbitals and the remaining orbitals is performed all while preserving the orthogonality between all orbitals
This unitary orbital transformationφ
from the initial basis in φ to a new basisφ can be performed using the exponential of an anti-Hermitian matrix κ
With the anti-Hermitian operator
this then gives a the following wave function ansatz
where an iterative procedure can be performed to successively improve the orbitals until convergence in which the coefficients in κ are zero. We see that the wave function ansatz in Eq. 23 fulfills Eq. 9 since the first order derivative, at κ = 0,
reproduces the necessary and sufficient condition of the wave function from Eq. 9 and is orthogonal to the reference.
Since the one-electron Hamiltonian needs to fulfill Eq. 9 the maximum number of parameters needed to describe all functions used for the expansion is
simply the square of the number of functions. This is easily seen since the final m orbitals expanded in the original functionsφ
each require m parameters. When including redundant orbital rotations we see that m 2 is the maximum number of parameters needed to describe all functions in the system.
The minimum parametrization of the wave function, when including redundant orbital rotations, is N * m in the original basis and N in the optimized basis where N is the number of particles and N ≤ m. We therefore see that the wave function can be parameterized with less than the m 2 parameters from Eq. 25. This is in line with the conclusion in Sec. III from Eq. 16.
If the exact wave function is expressed in terms of configurations in the original basis
we see that all configurations in the FCI expansion in Eq. 3 is present in Eq. 27. The weight of all configurations in the FCI can be written as a simple product of sums of single excitations which shows the great parametric redundancy in the FCI expansion but also the need to include contributions from all possible configurations and couplings between the electrons. Obtaining contributions from all possible configurations, in a compact fashion, is therefore essential in obtaining a minimum parametrization of the wave function and in order for that to work a basis where all parameters in the FCI expansion can be written as a simple product of sums must be found. To obtain this product of sums for the solution in any basis and with any reference both the reference and exact solution must be invariant to rotations of the basis functions which the ansatz in Eq. 23 and the solution in Eq. 27 both fulfills.
Another important observation is that when optimizing the orbitals under the condition that they should remain orthonormal, see Eq. 19, we introduced (m + 1)m/2 constraints.
Since the number of constraints does not exceed the maximum number of parameters m 2 the system is not overdetermined and free to relax to the ground state. While this observation may seem trivial this will be important for the choice of orthogonality constraint in Sec. IV.
B. A tempting ansatz
Following the ease in which the exact wave function could be found for a one-electron Hamiltonian in Sec. III A it is tempting to use a similar ansatz to try to fulfill Eq. 10.
In this way the orbital rotations will simply become orbital pair rotations with a tensor ω, which unfolds in the pairwise indices
to an anti-Hermitian matrix
We then see that the operatorωω
can give a unitary operator
which can be used in the ansatz for the wave function
Since the first derivative
fulfills the necessary and sufficient condition of the wave function from Eq. 10 the wave function ansatz in Eq. 32 is exact.
Unfortunatelyω is not separable into a simple product of the orbital rotations seen in Sec. III A so a simple anti-symmetrized product of orbitals as reference as seen in Eq. 18 is not possible and secondlyω does not form a Lie algebra since the operators are not closed under commutation [60, 61] . The problem withω is that it ties all pairs of orbitals together and gives a product of all these pairs. If one insists on working in a one-particle basis the only reference possible is a linear combination of all possible determinants. The rotations will then be performed as new linear combinations of the weights in front of the references and in this way the FCI wave function can be optimized using doubles only. The problem here becomes similar to that of the CCGSD as discussed by Mukherjee and Kutzelnigg [59] .
Because all configurations from the FCI must be included in the reference this of course is not a viable approach since this would include too many parameters in the wave function.
Using a single particle basis directly in the expansion of the wave function is therefore not ideal when dealing with two-particle interaction and the use of a one-particle basis is the reason for the exponential scaling of the MBSE since a one-particle basis cannot fulfill Eq.
16 and a Lie algebra. A geminal basis on the other hand directly include the orbital pairs and is therefore more suited for an expansion of the MBSE.
IV. GEMINAL ALGEBRA AND THE NUMBER OF PARAMETERS
While there has been a continued interest in the formulation of an accurate wave function ansatz in terms of geminals the interest has been significantly smaller than the development of methods using either one-particle functions or the density. For an introduction and historical review from a quantum chemistry perspective we refer to the review by Surján [62] .
In order to obtain a proper pair rotation, as described in Sec. III B, fulfill Eq. 10 and have have a maximum number of parameters M, from Eq. 16, in the basis we need to use a geminal basis. This basis have been explored rather extensively in quantum chemistry though always in a very approximate form [9] [10] [11] [12] [13] [14] [15] [16] . In nuclear physics a restricted geminal basis or pair fermion basis have been extensively explored in Dyson or other boson-fermion type mappings [17] [18] [19] [20] [21] [22] [23] [24] . In this section we will show the general geminal algebra and relate these to the usual orthogonality constraints and the number of parameters. We will here use the notation from quantum chemistry where Ψ + µ and Ψ − ν are the geminal creation and annihilation of geminal µ and ν, respectively.
A. Defining a geminal basis
Starting from a one-particle basis set we can construct a set of geminals where each normalized creation geminal Ψ + µ is defined as
and the Hermitian adjoint
Here N µ is a normalization constant and C the coefficient matrix. We have in Eqs. 34 and 35 suppressed the spin index of the one-particle functions since the summation in Eq. 34
is over all possible spin combinations of all spin orbitals. Different geminal ansätze for the spin is discussed in Appendix A where it is shown that an ansatz different to Eq. 34 will only be exact in special cases.
In quantum chemistry [62] the coefficients C µ pq normally form a real skew-symmetric matrix C
since in this way
the order of the operators does not matter, the normalization and commutation relations between the creation and annihilation geminals becomes easier and the underlying fermion statistics is preserved. The reason for these constraints on C is to have the correct number of free parameters to fulfill Eq. 16 which will be shown later in this section. The effect of the commutation relations will be evident in Sec. IV D and the connection to a geminal reference is explained in Sec. V.
Usually when the geminals are written in the index unrestricted form from Eqs. 34 and 35 they are multiplied by 1/2 [62] but since the different constraints affect the normalization of the geminals in Eqs. 34 and 35 these will have to be multiplied by a normalization factor.
For the real skew symmetric C the geminals can be generated from the simplest skew symmetric SO(N) basis and for a complex C the geminal in Eq. 34 could be built from the skew symmetric SU(N) basis.
B. Normalization
Like in Sec. III A where we demanded in Eq. 19 that the orbitals should form an orthonormal set we will likewise demand that the geminals should form an orthonormal set
The orthonormality condition in Eq. 38 is usually, in quantum chemistry, referred to as the weak orthogonality condition and is equivalent to demanding that
We wil here use the normalization where N ν = N µ = N 0 = 1 2 . In quantum chemistry it has been customary to use the strong orthogonality instead.
While the strong orthogonality condition simplifies the geminal algebra [15, 16] it cannot lead to the exact solution for the MBSE with a minimum parametrization of the wave function, for more than two electrons, since the number of constraints introduced exceeds the number of parameters as shown in Appendix B. We will therefore only use the weak orthonormality conditions from Eqs. 38 and 39.
C. Number of parameters and constraints
From the definition of the geminals in Eq. 34 and the anti symmetry of the coefficients in Eq. 36 we immediately see that that if the underlying one-particle basis contains m basis functions then every geminal will have m(m − 1)/2 independent parameters. With m(m − 1)/2 independent parameters we can find m(m − 1)/2 orthogonal geminals [12] and in this way we see that in the geminal basis we will have a maximum of (m(m − 1)/2) 2 parameters which coincide with the maximum number of parameters in Eq. 16. A geminal basis is therefore the natural choice of basis for the expansion of the wave function when dealing with two-body interactions since this will contain the correct number of parameters.
The number of constraints from the weak orthogonality condition in Eq. 38 is
and from the normalization we get a small additional set of constraints
Since C w + C v is smaller than the maximum number of parameters in Eq. 16 there is no problem in enforcing this condition unlike the strong orthogonality constraint as shown in Appendix B.
D. Commutation relations and a Lie algebra
We will here present the most important geminal algebra based on the geminal representation in Eqs. 34 and 35. A few more simple relations are also summarized in Appendix C.
Since the geminals are composite bosons they do not form as nice an algebra as real bosons [62] [63] [64] [
and show neither real Bose-Einstein nor Fermi-Dirac statistics [7, 8] .
The commutation of the creation and annihilation geminal operators among them selves follows that of regular bosons
Since R νµ in general is different from zero it is therefore of interest to investigate the commutator between Ψ + γ and R νµ
which gives a operator that could look like a new geminal. A similar relation can be derived from the pair annihilator from Eq. 35.
It can be shown that a Lie algebra for for both Ψ + and Ψ − can be formed [20, 23] and while a closed subalgebra is usually assumed
where c γµ ντ are structure constants, we will not do so. There is a very important exact relations related to Eq. 45 which is a direct consequence of the normalization in Eq. 38 and shows that We will here start out by expressing the two-electron operator in the geminal basis. The two-electron operator again must contain (m(m − 1)/2) 2 parameters and the most natural choice for this isÔ
where the matrix element g µν is defined as
which is similar to the way operators are defined in a single particle basis. We furthermore see that in this wayÔ 2 contains the correct number of parameters. These are merely linear combinations of the two-electron terms in the Hamiltonian in Eq. 2 and we see that all two-electron terms from Eq. 2 contribute to every g µν . The main difference between the different matrix elements g µν are then the coefficients in the geminals.
A one-electron operatorÔ 1 , like that of Eq. 2, with m 2 elements is not directly formed in a geminal basis. A one-electron operator can, however, still be formed from the geminals and we defineÔ 1 asÔ
where the matrix element h µν is
By using Ψ + µ Ψ − ν the geminal basis directly enters into the one-particle functions ofÔ 1 at the cost of having (m(m − 1)/2) 2 elements instead of m 2 . We therefore see that the one-and two-body interaction in the Hamiltonian
can be expressed as a sum in the geminal basis.
F. The maximum number of parameters needed
We will here briefly repeat Nakatsuji's theorem for the necessary and sufficient conditions of the wave function in a geminal basis even if this is almost trivial with the Hamiltonian from Eq. 52. Taking the Hamiltonian in the geminal basis in Eq. 52 we immediately see that the sufficient and necessary conditions fromÔ 1 andÔ 2 are identical
Exactly like in Sec. III the singles from the one-electron operator are therefore not needed in the necessary and sufficient conditions in Eq. 53. The maximum number of parameters for the basis therefore remain (m(m − 1)/2) 2 like in the one-particle basis in Sec. III.
Comparing with the one-electron Hamiltonian in Sec. III A where the the sufficient and necessary conditions from Eq. 9 gives rotations in a one-particle basis it is evident that Eq.
53 will give rotations in a geminal basis.
V. A GEMINAL ANSATZ
In order to have a compact representation of the wave function the geminal ansatz must be a simple products of geminals since any other reference will not give any significant advantage over a one-particle basis. The variations of the still unknown reference Ψ 0 ideally should give
a first order orthogonal variation δΨ to Ψ 0 where the geminal Ψ + ν in Ψ 0 is replaced by a sum over of geminals with some expansion coefficient η µν , as indicated by Ψ 0 (Ψ + ν → µ η µν Ψ + µ ), along with some higher order corrections which should disappear when the function is optimized.
The two prevalent ansätze for a wave function built from geminals with an even number of electrons are the antisymmetrized product of geminals (APG) [12] [13] [14] 65] 
and the antisymmetrized geminal power (AGP) [6, 10, 25] 
where the APG is a product of N/2 different geminals while the AGP is a product of N/2 identical geminals. The APG has been used extensively in both quantum chemistry and nuclear physics [17] [18] [19] [20] [21] [22] [23] [24] often in connection with the strong orthogonality shown in Appendix B. In the antisymmetrized product of Strongly Orthogonal geminals (APSG) [15, 16] , using
Arai's theorem [66, 67] , the geminals will not share any of the one-particle functions and gives a compact wave function with a reasonable accuracy. [68] The AGP on the other hand have been used successfully for the properties of the solid state and in cooperative phenomena such as for superconductivity and superfluidity in BCS theory [6] [7] [8] but is much less explored for molecules. The two-particle reduced density matrix (2-RDM) from the AGP, however, has been extensively studied by Coleman. In constructing the geminals we also see that there is a significant difference between the geminals used in the APG and AGP. In the APG every geminal can be considered as the minimum for the interaction between two electrons and if the orbitals are taken from a HF calculation then there will be a specific set of orbitals having large occupation numbers while the rest will show low occupation numbers similar to that seen in the APSG. The APG can in this way follow the familiar aufbau principle with electron pairs instead of electrons. For the AGP this is not the case since a single geminal will have to describe all interactions. So in order for the geminal in the AGP to represent an N-particle wave function the AGP must contain many larger coefficients. While the geminals in Eq. 34 are used in both the APG and the AGP the constraints imposed on the geminals are very different.
Following the derivation of Thouless theorem until Eq. 27 using geminals instead of orbitals is straight forward since only the creation geminals are needed and the commutation of these are simple as seen in Eq. 43. The APG and AGP can therefore be written in the transformed geminal basisΨ + µ as
Taking the first derivative of the transformed wave function with respect to the variational coefficients
should be orthogonal to the reference and should be written as a single geminal replacement operator. As is evident from Eqs. 45 A wave function ansatz using higher order group functions is also possible though this would require more parameters than in the AGP ansatz. Had there been more than twoparticle interactions in the Hamiltonian then for the most compact representation of the wave function the wave function should be expanded in the group function of the same order as the highest order of interaction. The FCI wave function is the highest order group function possible for a N-particle system and can include any order of interaction in the Hamiltonian in a single group function but at the prize of exponential scaling with the number of particles since all orbital combinations must be included in the group function.
The number of parameters in the AGP is exactly the same as in the 2-RDM which is no coincidence since no physical information should be lost in a transformation between equivalent physical representations. This is contrary to the usual interpretation where the information in the wave function grow exponentially with the number of particles [1] [2] [3] [4] [5] while the 2-RDM only depends on the number of basis functions. The latter interpretation is completely unphysical since physical information should never be destroyed in exact transformations. In the wave function ansätze based on one-particle functions the real information of the system is obscured and only possible to extract in very small systems since constructing the AGP from the FCI scales exponentially with the number of particles.
Using Eq. 47 we see that the overlap between two AGP wave functions from Eq. 56
are orthogonal for µ = ν and not normalized.
A. An exponential ansatz
Since only geminal rotations are needed as shown in Sec. IV F and because of Eq. 47 one can also derive Thouless theorem, as seen in Sec. III A, and make an exponential ansatz for geminal rotations which can be variationally optimized. Following the the exponential ansatz shown in Eq. 23
where the anti-Hermitian operatorκ and matrix κ
now involves the unitary rotation of geminals and not single-particle functions. Since we have (m(m − 1)/2) 2 parameters it is here sufficient that κ is a real anti-symmetric matrix.
Again we see that the wave function ansatz in Eq. 62 fulfills Eq. 53 since the first order derivative, at κ = 0,
reproduces the necessary and sufficient condition of the Ψ AGP wave function.
As can be seen from Eq. 47 the ansatz in Eq. 62 also gives a single replacement of a geminalκ
which is similar to the effect of the one-particle operator in Eq. 22 in Sec. III A and the geminals in Eq. 60.
exp(κ) applied to a reference AGP wavefunction will not change from an AGP wavefunction since all geminals are all rotated the same way and we see that
in the optimized limit we recover Eq. 58.
B. The odd electron case
In the ansatz for the AGP in Eq. 58 we assumed that we had an even number of electrons 
and again taking the first derivative with respect to the variational coefficients at C = 0
we see that the even N − 1 electron wave function where an electron is added is the correct ansatz for the odd electron case. Since a p and Ψ + ν does not commute the variation in the N + 1 electron wave function, where an electron is removed, in Eq. 72 does not reproduce the necessary and sufficient condition of Eq. 53. That Eq. 71 is the correct ansatz can easily be shown from the commutation relation between a † p and Ψ + µ and using Eq. 47. The AGP wave function can therefore be used for both and even and odd number of identical fermions.
C. Redundant parameters
For fermions and bosons all rotations that gives a trivial zero contribution to the first order are considered redundant. The non-redundant rotations for fermions and bosons are therefore those rotations that rotate the occupied with the virtual orbitals. As we see from Eq. 65 composite bosons also have any redundant rotations since all rotations where µ in the annihilation Ψ − µ is different from the reference geminal in the AGP will all be redundant. Eliminating redundant parameters in then corresponds to usinĝ
and reduces the number of parameters inκ to m(m − 1)/2 which is the same as the number of parameters in the AGP wave function in the optimized geminal basis and found in Eq.
60.

D. The energy of the AGP
Since the orthonormality constraint in Eq. 38 gives the nested operator relation in Eq.
the only term in the Hamiltonian which gives a non-zero contribution to the energy
is ω µµ Ψ + µ Ψ − µ when the AGP is built from a direct tensor product of Ψ + µ . This means that when the Hamiltonian is applied to the reference only the terms with occupied indices in the Hamiltonian gives a non-zero contribution to the energy, which is just like for a one-electron Hamiltonian. Since ω µµ Ψ + µ Ψ − µ contain contributions from all terms in the Hamiltonian in Eq. 2, weighted with the geminal coefficients, the Hamiltonian and all interactions are in this way optimized with the geminal. When the Hamiltonian is applied to the AGP the energy is then
We see that the energy can be derived directly from ω µµ which means that the energy can be derived directly from the optimized geminal
Normally when expanding the wave function in one-particle functions the number of particles in the system equals the dimension of the Hilbert space since the Hilbert space is built from the direct tensor product of the one-particle functions. For the AGP geminal the number of particles in a system need not be equal the dimension of the Hilbert space instead the number of particles depends on the constraints of the geminal, as will be discussed in Sec.
VII. Because the AGP geminal is independent of the dimension of the Hilbert space it is possible to describe the entire system as an effective two-particle system as seen in Eq. 75.
This also means that we can describe the same system in any 2R dimensional Fock space, where R is an integer greater than zero. The caveat to this flexebility is that the optimization of the geminal will not become a simple minimization but a constrained minimization to a point which is not the global minimum of a geminal since every geminal must describe all interactions in the system in order to represent a N-particle wave function. Because the AGP geminal is not restricted to an N−particle Hilbert space, but is free to move around in Fock space, the wave function can therefore also can be described as a direct sum of Hilbert spaces of different dimensions.
E. Spin or time reversal symmetry
When adding the spin-label to the geminals as shown in Eq. A1 in Appendix A we see that the AGP ansatz will produce all determinant with every possible spin-projection. This is contrary to the FCI for the non-relativistic wave function where only determinants of a specific spin projection is included. Since there is no operator that changes the spin in the Hamiltonian in the Schrödinger equation and spin have to be postulated the non-relativistic wave function is a spin-projected wave function. In order for the AGP to give the exact FCI wave function in the non-relativistic case the unwanted determinants needs to be projected away. In the non-relativistic case the AGP ansatz is therefore
whereP Ms projects the APG wave function onto the determinants with a spin projection of M s , here assuming that the reference is a single determinant. 
where all possible Kramers projections are included as denoted by the barred and unbarred indices.
In the completely general case where the one-particle functions cannot be related by some symmetry operation to form either orbitals, Kramers pairs or any other form of pairs the regular AGP ansatz can always be used. It is only the non-relativistic case where modifications are needed.
VI. AN EFFECTIVE TWO-BODY EQUATION
Since the AGP wave function is a simple product of identical geminals solving the AGP in its entirety may seem superfluous since the solution should be known once the exact geminal is found. Following Colemans [10, 25] work on the structure of the fermion density matrices it can be shown [73] E = (N/2)tr(KD 2 ) = (N/2)
where D 2 is the second order reduced density matrix andK the reduced Hamiltonian
and g i is an eigenfunction ofK with the eigenvalues ǫ i . Since the AGP ansatz is exact we immediately see that there is only one g i and this is the geminal of the AGP and we can immediately write down the eigenvalue equation for the geminal
We can in this way reduce the AGP ansatz to an effective two-electron problem similar to Eq. 75. With the normalization here chosen for the geminals Eq. 80 should be multiplied by 1/2. In this way the many-body problem of identical fermions can be reduced to an effective two-particle problem and this reduction is connected to the independence of the number of particles in the AGP ansatz. This also clearly demonstrates that the AGP is the wave function connected to the reduced Hamiltonian Husimi [73] derived by considering the identical particle symmetry of the Hamiltonian.
VII. OPTIMIZATION AND CONSTRAINTS
A straight forward minimization of Eq. 80 unfortunately gives the solution for the twoelectron problem of a +(N − 2) charged system N/2 times so additional constraints must be introduced. These constraints can be found by the property of the wave function in limiting cases. The problem of finding the constraints for the geminals in the AGP ansatz is therefore closely related to finding the N-representability constraints for the two-body reduced density matrix (2-RDM). For the N-representability Mazziotti have showed a constructive solution [74] though the exact conditions are still illusive. [75, 76] We see that because of the number of parameters in the AGP and the 2-RDM are the same the 2-RDM should be sufficient.
A. The one-electron Hamiltonian
As discussed in Sec. III A the wave function can for a one-electron Hamiltonian be written as a single determinant. Since the AGP wave function must reproduce the single determinant we can here start in the optimized orbitals and then use the real anti-symmetric geminals.
This is similar to higher group functions reproducing the AGP but with higher scaling. In this case only the coefficients for paired orbitals contained in this determinant will be nonzero in the geminal. Since all interactions are equal in weight in a single determinant we will have an absolute maximum in the value of the coefficients in the geminals of 1/ N(N − 1) and the squared maximum in the interaction of 1/N.
These constraints has been numerically verified for small systems using an interface to OpenMolcas [77] where it was obvious that if one or more of the coefficients exceeded 1/ N(N − 1) then the energy could be below the HF energy and even below the FCI energy. The constraint on the absolute maximum of the geminal coefficients is equal to the upper bounds for the the 2-RDM [10, 25] with a different normalization. The squared maximum in the interaction is the sum of the squares of a given row or column and this gives a row and column condition on the geminal for which the interaction of electrons in a given orbital cannot exceed. From a physical perspective these conditions are very reasonable since they ensure that there will be N-particles in the AGP wave function and that no fermion pair will have too high an occupation or the interaction from a single orbital will be too large.
VIII. SUMMARY AND PROSPECTS
Starting from the necessary and sufficient conditions as derived by Nakatsuji [27, 28] it is shown that the number of parameters in these can be reduced to (m(m − 1)/2) 2 , where m is the number of basis functions. Furthermore it is shown that the correct interpretation of necessary and sufficient conditions gives restrictions on the basis set for which the wave function is expanded, which is translated into a maximum number of coefficients in the basis, and not the number of parameters in the wave function.
An example of the necessary and sufficient conditions is shown for a one-electron Hamiltonian using Thouless theorem. [29] Using a tempting ansatz, which corresponds to the gen- By comparing the simplest geminal ansätze for the wave function it is shown that the antisymmetrized geminal power (AGP) is exact and the minimum parameterization for the wave function. We here also show that the exponential optimization in Thouless theorem also works in a geminal basis. The AGP is in this way shown to be invariant to orbital rotations and virtual-virtual and occupied-occupied geminal rotations. We here also show the correct ansatz for the AGP wave function for an odd number of electrons.
The AGP is then reduced to an effective two-particle problem by following the work of Coleman [25] . In order to solve the many-body problem as an effective two-particle problem constraints on the geminals must be imposed. We here discuss constraints derived from a one-electron Hamiltonian and shows that this gives an absolute maximum for the coefficients in the geminals similar to that derived for the 2-RDM [25] . Furthermore a squared interaction maximum is derived which gives constraints on the sum of the squared elements in the rows and columns. In this way we also show how a higher order group function can reproduce the result of a lower order group function though at a higher scaling cost.
Since all electrons are identical their interaction with all other electrons are therefore also identical meaning that all electron pairs become identical. In hindsight it is therefore not surprising that the AGP ansatz is exact and the minimum parameterization of the wave function since the AGP ansatz treats all electrons and electron pairs as identical in the most compact fashion possible. It is therefore also not surprising to see that the number of parameters is independent of the number of particles, since all electrons and pairs are described identically, and equal to the number of parameters in the 2-RDM. With the reduction of the AGP to an effective two-particle problem and the number of parameters in the AGP and 2-RDM being the same shows that these two representation are equivalent.
That there is no loss of information when constructing the 2-RDM from the wave function is very satisfying from a physical perspective, unlike the supposed loss of information seen when the wave function is expanded in a one-particle basis set, since there should be no loss of information between equivalent physical representations. Due to the identical particle and composite particle symmetry exhibited by the AGP wave function the AGP geminal is the eigenfunction for the reduced Hamiltonian from Husimi. [73] A long standing problem in quantum chemistry which causes problems in many quantum chemical methods is the multi-configurational problem which manifest itself in all systems which are poorly described in a one-particle basis. The multi-configurational problem, however, disappears once the wave function is expressed in a geminal basis since the number of parameters that needs to be included is independent of the electronic structure of the problem. Because the number of parameters is independent of the electronic structure the multi-configurational problem is a mere phantom summoned by a poor choice of basis for the wave function.
The multi-configurational problem is of course related to the often touted argument of the counter intuitive nature of quantum mechanics wherein the amount of information needed to describe a physical system increases exponentially with the number of particles [1] [2] [3] [4] [5] which is simply not true for identical fermions as shown by the AGP ansatz. As shown with the AGP ansatz the amount of information does not scale exponentially with the number of electrons but only as m(m − 1)/2 in the optimized basis, with m being the number of basis functions. Since both the FCI and AGP are exact there exist a mapping between these two wave functions and they therefore contain the same amount of information. The FCI only appear to contain more information due to the exponential scaling but in reality the real information is just obscured by the FCI ansatz where each coefficient is comprised by a product of a sum of the real information i.e.,the AGP coefficients. The whole notion of the exponentially scaling nature of quantum mechanics simply stems from expanding the wave function in a sub-optimal basis. We will here stress that it only makes physical sense if the amount of information in a system is equal to the amount of information in the physical representation with the minimum amount of information.
The formidable theoretical performance of the quantum computer relies on the exponential scaling in the amount of information with the number of qubits. As seen with the AGP ansatz the amount of information stored in the wave function for a set of identical fermions is independent of the number of particles and very little. We here note that the AGP was derived without considering the spatial location of the electrons. From a holistic viewpoint this means that for any interacting set of systems all electrons in these systems are identical and the total wave function only contain m(m − 1)/2 parameters. [78] For example trapping an array of L interacting atoms and manipulating the collective quantum state can be simulated with only L * m(L * m − 1)/2 parameters when m basis functions is placed on every atom. The AGP, in the authors primitive understanding of this, seems to be in line with the holographic principle [79, 80] and the amount of information in quantum systems seems to be much lower than expected. We believe that this can have serious consequences for quantum computing.
Since the minimal parametrization gives the exact value along the entire potential energy curve and shows correct linear scaling with the number of non-interacting systems the method is both size-consistent and size-extensive. For the set of non-interacting systems the wave function is of the APMG type with a product of an AGP for each system can be used.
While we here focused on the non-relativistic Schrödinger equation the formulation can easily be extended to include relativistic terms like spin-orbit coupling, mass-velocity corrections, the Darwin term et cetera simply by adding these to Hamiltonian. Alternatively one can also use the formulation directly on the Dirac equation within the no-pair approximation. We therefore see that the expense in going from a non-relativistic to a relativistic formulation is merely boils down to the inclusion of an additional set of integrals over some additional operators. Since the wave function ansatz is identical both the scaling and prefactors will also be identical unlike what is seen for the Kramers restricted CI and CC methods where the prefactors scales with the excitation level [72] .
Even if there has been some criticism of the work of Nakatsuji it is important to understand that the initial work of Nakatsuji [27, 28] has been the inspiration of this work since the necessary and sufficient conditions introduced by Nakatsuji clearly showed the author that there could be a way of parameterizing the wave function which avoids the exponential scaling plaguing all other methods. The work of Nakatsuji has therefore had a tremendous impact on this work and it is the place to start in the derivation of the minimum parameterization of the wave function.
Finally the author completely agrees with Coleman who predicted that the AGP could be used for more [26] and will allow himself to give a small addition to the statement from Coulson [81] "It has frequently been pointed out that a conventional many-electron wave function tells us more than we need to know" by "but this is only appearance since the actual information is obscured by the conventional wave function ansätze. Only the AGP wave function tells us exactly what we need to know."
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which is here written for the usual definition of geminals from quantum chemistry [15, 16, 62] .
While the strong orthogonality makes the geminal algebra easier the strongly orthogonal geminals cannot give the exact answer with a minimum parametrization of the wave function since the number of constraints in Eq. B2 greatly exceeds the number of parameters.
The number of constraints from the strong orthogonality condition in Eq. B2 is seen to be
significantly larger than the number of parameters in Eq. 16 and thereby making the system overdetermined. Using the strong orthogonality condition therefore does not allow for an exact minimum parametrization of the wave function.
Exact solutions of the MBSE with the strong orthogonality is of course possible as shown by Røeggen [82] [83] [84] [85] [86] [87] [88] . While the extended geminal models seems to converge rapidly with the order these models still require too many parameters and is not able to circumvent the exponential scaling of the FCI model.
With the demand that the geminals are orthogonal, as shown in Eq. 38, and the structure relation in Eq. 47 products of different geminals are orthogonal vac|(
which shows that different AGP states will be orthogonal to each other. In the optimization, when changing one geminal in the AGP, also produce an orthogonal state
where K is a normalization factor.
