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Introduction
Large disparities in employment growth rates across regions within the same country have stimulated a variety of studies trying to find the factors behind economic and employment growth at the regional level. In addition to location specifics, such as infrastructure, the general qualification structure of the workforce, or the disadvantages of boundary regions, the industrial structure was found to be highly relevant. Thereby, the theoretical and empirical literature attaches great importance to the economic environment in which an industry or a firm is located.
Alfred Marshall (1890) was the first to introduce the idea that not only internal economies of scale but also external agglomeration advantages contribute to economic growth and encourage the spatial concentration of an industry. In addition to the availability of natural resources or public infrastructure, he identified three reasons for the concentration of congenerous economic activities, namely localization advantages. These are the local availability of specialized intermediate goods and services, the advantage of a specialized labour supply, and the advantage from knowledge spillovers. Thus, localization advantages are mainly ascribed to cost minimization due to proximity to markets and inputs. Building on this idea, Porter developed the concept of clusters defined as "geographic concentrations of interconnected companies, specialized suppliers, service providers, firms in related industries, and associated institutions in a particular field that compete but also cooperate'' (Porter 2000: 15) . Thus, economies of agglomeration arise because of the co-location of interconnected industries and institutions rather than the concentration of a single industry. A regional cluster, in which firms are connected by supplier-buyer and buyer-supplier relationships, is likely to develop and become more effective when cooperation becomes more organized and based on norms and trust. Furthermore, local competition is important for productivity increases in individual firms, for the innovative capacity of the cluster, and for new business formations within the cluster (Porter 2000: 21) . However, the concept of clusters is very vague in terms of its spatial dimension and the associated socio-economic interactions. Furthermore, measuring cooperation between proximate firms is very difficult when it goes beyond the trade of intermediate goods. Therefore, it is not surprising that a lot of different cluster identification techniques have been developed over time and empirical studies about their impact on regional economic development is rather scarce.
Although empirical evidence on the source of agglomeration advantage is ambiguous, the cluster concept has become a standard tool for policy-makers to promote regional competitiveness and growth (Martin/Sunley 2003; Alecke/Untied 2005) . This paper aims to counter to this lack of evidence by supporting the creation of adequate instruments for regional development. It evaluates the reasons for differences in the employment growth of industries within Germany -and the regions they are located in -and the role of interindustrial connections in this development. Thus, agglomeration advantages which result from regional clusters for constituent industries are analysed.
Previous studies on industry-specific agglomeration advantages tended to focus on localization advantages according to Marshall (1890) , i. e. advantages arising from regional specialization in individual industries (Moeller/Tassinopoulos 2000; Blien/ Wolf 2002; Kowalewski 2011) . Thereby, industries were, in general, classified according to the official sector classification system. Only a few studies, for example by Spencer et al. (2010) or Peri and Cuñ at (2001) , empirically analysed the regional economic impact of clustered industries or, more precisely, the co-location of customers and suppliers of intermediate goods. The present model approach builds on the previous studies. It identifies strong inter-industrial dependences in the regions considered and estimates their importance for regional employment growth. The functional definition of a regional cluster has the advantage that an input-output framework can be applied. However, additional cluster characteristics that go beyond supply and demand relationships cannot be identified with this approach. An indicator for the strength of the input-output linkages of each industry in each region will be developed and integrated into an econometric model. The indicator is based on the methodology of Peri and Cuñ at (2001) . They downscale national input-output linkages to the regional level by applying the location quotient, i. e. they account for the size of the selling sector and the size of the region. In addition, the present approach accounts for the size of the purchasing sectors, and so it captures the availability of potential customers and suppliers of intermediate goods more precisely. Furthermore, the advantage of the approach is that it is directly comparable to previous studies on localization advantages because of the similar model approach. Thus, it can be used to verify the hypothesis of Porter that, due to global developments, such as the globalization of markets, easier mobility, and lower transportation costs, the nature of agglomeration advantages has shifted from the narrower industries to the cluster level (Porter 2000: 21) . The paper is structured as follows. The second section outlines some important pieces of the theoretical background and of the relevant empirical literature. Section three describes the data set. The specifications of the indicator for inter-industrial relationships and the econometric model follow in section four, and in section five the results are presented. Section six concludes.
Insight into the theory of agglomeration advantages
Early theories presented by Marshall (1890) suggested that firms expand in a particular place not only because of internal economies of scale but also because of external economies, referred to as agglomeration economies. Hence, the allowance for regional disparities and growth differences became an inherent part of the economic geography (Simmie 2005) . The section gives a short overview of the different theories that explain regional economic disparities and summarizes the general empirical findings. First, the observation of regional specialization in individual industries is explained by localization advantages. According to this, the spatial concentration of firms in the same industry leads to the advantage of a specialized labour market, specialized intermediate products and knowledge spillovers (Marshall 1890) . Secondly, there is the observation of deconcentration tendencies in individual industries (e. g. Buenstorf/Geissler 2011). They are explained by urbanization advantages which result from the overall level of economic activity. Thus, growth rates of different industries are positively correlated leading to diversified economic structures (Glaeser et al. 1992) . Both localization and urbanization advantages are static externalities explaining regional economic structures. Building on each theory, dynamic concepts evolved explaining endogenous growth through knowledge spillovers, the intensity of which is assumed to decrease as the distance increases (Jaffe et al. 1993) . These are MAR (Marshall-Arrow-Romer) and Jacobs externalities. The theory of MAR externalities assumes that growth promoting knowledge spillovers occur mainly intra-sectoral and thus lead to the spatial concentration of industries and foster regional specialization (Marshall 1890 , Arrow 1962 , Romer 1986 ). Jacobs externalities also explain spatial industrial concentration. But in contrast to MAR externalities, growth is generated through knowledge spillovers between firms of different industries, i. e. within diversified economic structures, explaining regional growth differences (Jacobs 1969) . A comparatively large portion of the empirical literature focuses on the impact of regional specialization in individual industries on employment development, looking for the existence of localization advantages or MAR externalities. Thereby, the location quotient has become a common measurement for the industrial specialization of regions. In summary, the findings for Germany show that inverse localization advantages were at play in the majority of industries leading to deconcentration processes and an adjustment of regional industry structures (Mö ller/Tassinopoulos 2000; Blien/Wolf 2002; Blien/Suedekum 2005; Kowalewski 2011 ). Furthermore, it was found that, in general, diverse economic environments have been the growth engine for industries in the US (Glaeser et al. 1992) , Germany ) as well as Great Britain (Bishop/ Gripaios 2010) . However, empirical findings are somewhat ambiguous. While Henderson et al. (1995) found MAR externalities to be important for mature industries in the UK, Fotopoulos et al. (2010) showed that regional specialization had a positive effect on employment growth in growing manufacturing industries in Greece. Thus, there seems to be evidence that different externalities accelerate growth depending on both the area and the period under investigation (Robson 2009 ).
Building on the research of Marshall (1890) , Porter (1998) developed the theory of clusters. The problem here is that there is neither a definition nor an identification technique for clusters which can be regarded as universally valid. Porter (1998) defined clusters as "a geographical proximate group of interconnected companies and associated institutions in a particular field, linked by commonalities and complementarities'' (Porter 1998: 199) . Thus, he provided a very vague concept without a clear definition of the spatial scale or the internal socio-economic dynamics characterizing a cluster. Inevitably, this has led to a lot of different interpretations and empirical applications in the following literature (Martin/Sunley 2003: 10) . According to Porter (2000) and Sternberg and Litzenberger (2004) a cluster can be seen as a hierarchy of concepts. The first hierarchical degree is a spatial industrial cluster. It is characterized by a close proximity of the firms belonging to the cluster, whereas the member firms are related through buyer-supplier and supplier-buyer relationships, common technologies, common distribution channels or common labour pools. The spatial industrial or regional cluster can be upgraded to a regional innovation network or even a regional innovation system, in which the cooperation between firms or between firms and organisations becomes more organized and based on trust, norms and conventions. This increases the innovation activity of firms located in the cluster and helps to develop and diffuse knowledge leading to higher competitiveness (Sternberg/Litzenberger 2004: 768-769) . The analysis of clusters in empirical studies, in general, ends in the identification of regional clusters. This is mainly due to data restrictions on sub-national levels and the difficult assessment of actual cooperation and the underlying mechanisms. To get a more feasible definition Titze et al. (2011) , for example, concentrate on production networks, i. e. a cluster is defined by strongly interdependent firms linked to each other in a value-adding production chain. This has the advantage that the concept can be integrated into an input-output framework, in which input-output linkages, i. e. the flow of intermediate goods and services, are indicators for inter-firm interactions (Titze et al. 2011: 91) .
The attempt to verify the encouraging effect of input-output linkages on economic performance, and especially job creation, has been undertaken for example by Peri/Cuñ at (2001) and Spencer et al. (2010) . Peri and Cuñ at (2001) analysed the determinants for job creation in the Italian local labour market regions, more precisely on the level of Local Labour Systems (LLS), between 1981 and 1996. Without referring to the terminus cluster they analysed the impact of agglomeration economies on the local level, such as backward and forward linkages, externalities and technological spillovers, controlling for further regional specifics. They found backward and forward linkages to be the most important local mechanisms for the generation of agglomeration economies and employment growth. Peri and Cuñ at (2001) see the rationale for this observation in the competitive advantage which can be seen as the main determinant for long-run growth in income and employment in a geographic unit (Peri/Cuñ at 2001: 70) .
Another approach is offered by Spencer et al. (2010) . Their cluster identification concept is based on the application of the location quotient -a measure for regional specialization in a specific industry -and takes regional and national variations in economic structures, inter-sectoral relations and historical contexts into account. After identification of clusters in Canadian city regions (labour market regions), they evaluate whether there has been an observable effect of clusters on the economic performance (Spencer et al. 2010: 698 f.) . Their results show that clustering tended to have a positive impact on the economic performance of industries. Overall, they found a positive impact from clusters on income and employment and a negative impact on unemployment rates and patents. However, higher employment growth was not found for all of the 18 industries. In five manufacturing industries (steel, rubber and plastics, textiles and apparel, biomedical, and ICT manufacturing) employment growth rates were lower in clusters. Their interpretation of this finding is that growth in these industries has been expressed more in output than in employment as a result of productivity gains (Spencer et al. 2010: 708) .
Description of the data sets
The employment data used in the current study have been provided by the German Federal Employment Agency. They cover data for each year of the time period 1998 to 2007 (30 th June) and distinguish between 60 industries based on the sector classification WZ 2003 (German Federal Statistical Office 2003) . The data contain all employees subject to social insurance contributions by workplace excluding fractionally employed, civil servants and self-employed. As a result, the analysis covers around 65 percent of the working population. The employment data are at the district level and are aggregated to 97 German planning regions ('Raumordnungsregionen') defined by the Federal Institute for Research on Building, Urban Affairs and Spatial Development (BBSR 2008) . Their spatial boundaries are based on commuting flows between municipalities ('Kreise'). Thus, they can be interpreted as labour market regions. This seems preferable to the use of administrative area units because labour market regions represent relatively independent and self-containing labour markets and thus specific economic interactions, such as labour pooling and diffusion of knowledge, are likely to be particularly intense within their boundaries (Peri/Cuñ at 2001: 46) . Thus, especially for the analysis of clusters or inter-industrial relations, the use of labour market regions is a logical approach (Spencer 2010: 701 f.).
In order to identify actual inter-industrial relations at the regional level, input-output data for each labour market region would be necessary. However, such data only exist for Germany as a whole. Thus, the national table, provided by the German Federal Statistical Office (2007), will be downscaled to the regional level (see section 4). Therefore the above described employment data are used to estimate the size of each selling and supplying sector as well as the regional size and, thus, the intra-regional trade of intermediate goods. The input-output table of Germany in the beginning of the observation period, i. e. 1998, is taken for the estimations. Four industries are excluded from the analysis because no values are observed in the national input-output The aim of the current study is to analyse how industry-specific employment growth is affected by the co-location of up-and downstream industries. The approach consists of two steps. First, input-output indicators based on regionalized input-output tables are estimated. They reflect the estimated average of backward and forward linkages of each industry in each region. Secondly, the indicators are included as explanatory variables in a shift-share regression approach with employment growth being the dependent variable. Thus, evidence for agglomeration advantages resulting from the co-location of interconnected industries as defined by Porter (2000) can be identified. Similar approaches have already been applied in several empirical studies, such as in Moeller and Tassinopoulos (2000) , Blien and Wolf (2002) , Blien et al. (2003) , Suedekum et al. (2006) , and Kowalewski (2011) . In contrast to the current study, they analysed the existence of localization advantages resulting from specialization in individual industries according to Marshall (1890) by using the location quotient as a measure for regional specialization. The advantage of using a common approach is that the results will be directly comparable with the earlier findings. A non-survey regionalization technique developed by Flegg and Webber (1997) is applied to downscale the national input-output table to the level of functional regions. Evidence about the advantage of the so-called FLQ (Flegg's Location Quotient) formula compared to other non-survey regionalization methods is provided by several empirical studies such as Flegg and Tohmo (2011) for 20 Finnish regions, Bonfiglio and Chelli (2008) by using Monte-Carlo simulation, Tohmo (2004) for the Keski-Pohjanmaa region in Finland, or Kowalewski (2012) for the German Federal State of Baden-Wuerttemberg. The FLQ formula simulates intra-regional trade by simultaneously taking into account the size of the regional selling and purchasing industries as well as regional size. Thereby, the smaller the region is the larger is the share of imports from other regions which are required to meet the local demand for intermediate goods and services. Thus, the FLQ formula overcomes specific disadvantages of other non-survey techniques, such as the location quotient, which have a tendency to underestimate imports systematically (Flegg/ Webber 2000: 568) . Compared to hybrid approaches (e. g. by Kronenberg 2010) the FLQ formula has the disadvantage that it cannot account for regional specifics such as different structures of consumption or technological gaps between regions. The latter implies that the simulation is based on the assumption of regional productivity being equal to the national average. However, hybrid approaches require a lot more data than non-survey methods, such as value added data, which is not normally available on a low sectoral aggregation level. The arbitrary parameter d (0 d 1) in the FLQ formula allows for adjusting regional import patterns and thus helps to increase the accuracy of the regional input-output table (see Formula (2)). However, there is uncertainty about the 'optimal' value of d. The findings of Kowalewski (2012) suggest that a value of d ¼ 0:15 yields most accurate results for German regions. In contrast, Flegg and Tohmo (2011) found a value of d ¼ 0:25 to be optimal for the simulation of Finnish regional input-output tables. A Monte-Carlo simulation by Bonfiglio and Chelli (2008) suggests that a value of d ¼ 0:3 produces satisfactory estimates. The regional input-output indicators developed in this paper are based on a value of d ¼ 0:15 according to Kowalewski (2012) . In order to account for the uncertainty of an optimal value of d, a subsequent sensitivity analysis is applied which covers the range of d found optimal in the empirical literature.
Inter-industrial relations
For each labour market region an input-output table for the year 1998 -the beginning of the observation period -is estimated. The general idea of the FLQ formula is that the regional input coefficient a R ij , which is the value of goods and services purchased by sector j from sector i divided by the total output of sector j, differs from the national input coefficient a N ij by the amount of regional imports, i. e. the imports from other regions within the country. The FLQ formula estimates the regional input coefficients by taking into account the relative size of the purchasing and selling sectors in the region and the region's relative size. The formula is defined as
with
where E ir (E jr ) is the number of employees in the selling (purchasing) sector i (j) (i ¼ j ¼ 1; . . . ; 56) in region r (r ¼ 1; . . . ; 97). In the special case when i ¼ j in equation (1) the FLQ ijr is defined as
This means, the location quotient as a measure for regional specialization is implemented to adjust the coefficients along the principal diagonal. The national coefficients are multiplied by the respective FLQ ijr , if it is less than one:
The import coefficients are given as a residual. The value of k Ã (0 k Ã < 1) increases proportionally with the size of the region so that a greater adjustment of imports is made in a smaller region. The formula is given some flexibility by the inclusion of the exponent d (0 d 1) . The higher the value of d, the lower the value of k Ã and the higher the allowance for imports of intermediate goods from outside the region compared to the intermediate goods and services purchased within the region (Flegg/Webber 1997) . The estimated regional input-output tables are used to create indicators for the potential intensity of linkages of each industry in each of the 97 labour market regions. The method is based on a measure introduced by Peri and Cuñ at (2001), who applied the national input-output table to estimate the intensities of backward and forward linkages for each industry. Afterwards, they downscaled the indicators proportionally to the employment share of the respective region in each industry. In contrast, the present indicators originate from the regional input-output tables. The advantage is that both the size of the selling and the size of the purchasing industries are taken into account. The indicator for backward linkages is constructed as
Where I ijr is the share of industry j's inputs coming from industry i in region r with
In the same way, forward linkages are constructed:
Where O ijr is the share of industry i's output going to industry j in region r. Intra-industry supplies and deliveries are captured in the backward and forward linkages.
The input-output indicator, which will be included in the regression analysis, is defined as the average of backward and forward linkages (for i=j):
Shift-share regression
The importance of inter-industrial dependences for regional employment growth in Germany is estimated by applying a shift-share regression approach. This approach provides the opportunity to consider individual industries in regions as unit of analysis. The basic idea is to separate the regional employment growth rates into different components and identify their explanatory content. The dependent variable is the annual employment growth rate in industry i and region r at time t (t ¼ 1999; . . . ; 2007):
A constrained weighted least square model without an intercept is used in which the employment growth rate is split into several components. The model is defined by the following equation:
with p t : time period effects represented by dummy-variables for nine periods, a i : industry effects represented by dummy-variables for 56 industries, b r : region-specific effects represented by dummy-variables for 97 planning regions, l j : settlement structure effects represented by dummy-variables for seven settlement structure types, c i : input-output effects for each industry i, IO ir;1998 : input-output indicator for industry i in region r in the year 1998, x irtÀ1 : a weighting factor given as the share of industry i in region r in all employees in year t-1, e e irt :
an error term with the underlying assumption that e irt ¼ẽ e irt x irtÀ1 and cov e ð Þ ¼ r.
A set of control variables is included in the empirical model in order to correctly measure the effect of input-output linkages. The dummy variables account for business cycle movements which affect the employment growth in a specific year equally over all units (time period effect), systematic differences in industry employment growth rates (industry effect), and regional specifics which affect employment development of all industries in a region over the entire period in the same way (region-specific effect) (Wolf 2002) . The weighting factor is included in the regression equation for two reasons. First, industries, which are only weakly represented in a region, might experience exorbitant growth rates although the absolute change is small. This can result in heteroscedasticity. Secondly, the average of industry or regional growth rates is not equal to the respective superior unit without a weighting factor (Blien et al. 2003) . Therefore, weakly represented industries in a region are weighted less than strongly represented ones and, thus, according to their economic importance (Kowalewski 2011 ). The inclusion of several sets of dummy-variables implies a third problem in the regression model. This is the perfect multicollinearity. Instead of extracting a reference variable for each category, which is a common procedure in such a case, restrictions for the weighted coefficients are included. Thereby, the weights (x ir;03 ) refer to the year 2003, i. e. the middle of the observation period. The advantage of these constraints is that the fixed effects can be interpreted as percentage deviations from their particular mean value. The only disadvantage is that the constrained regression does not allow the calculation of an R 2 . In the following the restrictions for each set of dummy-variables are introduced. First, the sum of the weighted coefficients of the industry fixed effects is set equal to zero:
Second, the sum of the weighted coefficients of the region-specific effects is set equal to zero:
Third, the sum of all region-specific effects of each region type corresponds to the overall effect for this type:
where f j is a selection variable. It takes a value of one for each region type and zero otherwise with j ¼ 1; 2; . . . ; S for the S ¼ 7 different settlement structure types. 1 5 Estimation results
Model fit
The data set contains 48,888 observations (56 industries * 9 periods * 97 regions) with a mean value of 0.028 and a standard deviation of 2.383 ( Table 1) . The data contain a few outliers with very high growth rates. These growth rates stem from industries which are weakly represented in a region but experience exorbitant employment growth rates although the absolute amount of change is small. The weighting system presented in section 4.3 accounts for the outliers by including the relative importance of each industry. The F-test indicates a significant relation between the development of overall employment and the exogenous variables. A common R 2 is not available for the applied regression approach. However, an ordinary least squares regression without constraints, which reproduces the chosen approach most precisely, reaches an R 2 of 33 percent.
Regression results
The results of the shift-share regression are presented in this section, focusing on the effect of input-output linkages on employment growth. 2 Table 2 shows the values of the input-output indicator as well as the corresponding estimated coefficients and t-values. Overall, 33 out of the 56 input-output effects are significant at least at a 10 %-level. The results show that for a lot of industries the intensity of inter-industrial dependences did not play a significant role for job creation. However, the spatial proximity to up-and downstream industries had a positive impact on regional employment growth in 29 industries between 1998 and 2007. The majority of these industries (19) belong to the service sector. The strongest positive effect is observed in Air Transport, with a coefficient of 1.9 significant at the 1 %-level. This means, ceteris paribus, a one percentage point higher input-output indicator led to a 1.9 percentage points higher employment growth rate in this industry. In addition, some non-service sectors show strong positive In contrast, four industries performed worse in regions where they were strongly connected to other industries through backward and forward linkages. All of them belong to the manufacturing sector. These are Manufacture of Electrical Motors and Apparatus Possibly, these industries profited from productivity increases through technological improvements and growth was expressed more in output than in employment, as Spencer et al. (2010) suggested for similar findings. But output data are often not available for the appropriate geographical and industrial aggregation level, which makes a verification of this hypothesis difficult to realize. The general estimation results slightly change when excluding the region-specific dummy-variables (electronic appendix 3 ). Moreover, the exclusion of the industry dummyvariables leads to the observation that 44 industries developed best in those regions where the availability of up-and downstream industries was high, whereas for two industries a higher regional input-output indicator in the year 1998 lead to significantly lower employment growth rates in the observation period (Mining of Coal and Lignite, Extraction of Peat; Manufacture of Textiles). However, the results are misleading as input-output effects are biased due to changes in the industrial structure being constant over the entire observation period.
Sensitivity analysis
The presented results on input-output linkages and their effect on industry-specific employment development depend on the previously estimated regional input-output tables. The general performance of the FLQ formula should not be in question here as its application in numerous studies has shown the accuracy of simulation results and the superiority to other regionalization techniques. Rather, a sensitivity analysis is applied to account for the uncertainty about the optimal value of d. Thereby, 0:10 d 0:30 covers the range of values found optimal in the empirical literature. An increase in the value of the exponent involves a decrease in trade of intermediate goods and services within the regions and, at the same time, an increase in trade between the regions. Thus, input-output intensities within individual regions pale in comparison to the interconnectedness of regions. The sensitivity analysis reveals that the variation in the value of d causes only small changes in the results for input-output intensities. Only for some industries such as Manufacture of Medical, Precision and Optical Instruments; Other Service Activities; and Supporting and Auxiliary Transport Activities input-output effects become significant not until using higher or lower values of d (Table 3) .
Specific demonstration of the results
Now, a comparison of the effects from regional specialization and inter-industrial dependences will be provided. The results of Kowalewski (2011) concerning the effect of regional industry-specific specialization on industry-specific employment development will be compared to the present results for the effect of regional cluster structures. Both methodologies aim to reveal whether industries benefit from the agglomeration of similar economic activities, i. e. whether they benefit from common labour market pools, specialized intermediate inputs, and knowledge spillovers. Thereby, regional specialization is measured by the location quotient and refers to the concept of Marshall (1890), whereas regional clusters refer to the concept of Porter (2000) . Table 4 summarizes the different effects of both measures on employment growth rates in the period 1998 to 2007. The earlier findings indicated that regional specialization in individual industries did not have positive effects on employment growth. Specialization rather tended to lower growth rates compared to non-specialized regions in the observation period. In contrast, the present findings show that in the same period strong regional interdependences fostered job creation in specific industries.
For three selected industries the following figures show the German planning regions which are specialized in the respective industry (Figure 1b, 2b, 3b) , and the regions, in which the industry faces a great potential for backward and forward linkages ( Figure 1a, 2a, 3a) . The darker the regions are in the figures, the stronger are the estimated intra-regional interdependences and the specialization in the considered industry, respectively. In general, one can observe that regional specialization does not necessarily go along with an above average availability of local suppliers and consumers of intermediate goods and services. In the north-eastern regions, for example, Agriculture is an important part of the economy, i. e. the employment share of this industry is above the German average in these regions (Figure 1b ). Compared to non-specialized regions, the employment development tended to be worse in these regions. However, spatial proximity to upstream and downstream industries, such as Manufacture of Food Products and Beverage as the most important subsequent customer of agricultural products, Manufacture of Chemical Products, or Trade, is observed more in south-western regions.
In contrast to specialization, the existence of cluster structures had a positive effect on employment development in Agriculture.
Similar developments are observed for Health and Social Work (Figure 2a, 2b) , Air Transport (Figure 3a, 3b ) and the other industries with positive input-output effects. It was found in Kowalewski (2011) that regional specialization in Health and Social Work tended to have a negative effect on employment growth between 1998 and 2007. In the same period, this industry performed better in regions where a lot of potential customers and suppliers were located.
Furthermore, strong deconcentration tendencies were observed for Air Transport, i. e. employment growth was significantly lower in specialized regions than in regions, in which Air Transport was under-represented (Kowalewski 2011) . Figure 3b shows that specialization was only observed in a few labour market regions. The picture changes when inter-industry linkages in Air Transport are under consideration. A lot more regions have sector structures, which provide the opportunity for production This paper addressed the issue of regional inter-industrial relationships and their role in the creation of jobs in Germany. The question has a long tradition in regional science. First examined by Marshall (1890) , who developed the theory of localization advantages, agglomeration economies have been analysed in various ways. Marshall (1890) found that the spatial concentration of similar economic activities could be explained by advantages resulting from the physical proximity to specialized intermediate products in an agglomeration. Hence, specialized regions exhibit higher economic growth than non-specialized regions and, thus, experience positive employment developments. Building on this theory, Porter (2000) developed the concept of clusters. The lowest stage of development is called a regional cluster, in which different industries are connected through supplier-buyer and buyer-supplier relationships and, thus, cooperate and also compete with each other. Porter argues that, due to the globalization of markets, easier mobility, lower transportation costs, and other global developments, the nature of agglomeration advantages has changed, shifting from the narrower industries to the cluster level.
The results of this paper show that the availability of suppliers and customers in the same region was a major engine for job creation in specific industries in the past. In the period 1998 to 2007 this was particularly observed for service sectors, such as Air Transport, Education or Health and Social Work but also for some manufacturing industries as well as for Agriculture and Construction. In these industries employment growth was higher in regions that provided a large potential for forward and backward linkages. The opposite was observed in four manufacturing industries. It is likely that the positive agglomeration effects were expressed in growth of output rather than employment growth in these industries. However, the results also show that for a lot of industries the intensity of inter-industrial interdependence did not play a significant role for their employment development.
Previous empirical analyses about agglomeration advantages in individual industries were often based on the concept of the location quotient. The location quotient measures the degree of regional specialization in a specific industry. In general, the definition is based on the official sector classification system and, thus, refers to agglomeration advantages according to Marshall. It was found that regional specialization in individual industries tended to have a negative effect on employment growth. However, findings appear to be both area and time-specific to some extent. Thus, the direct comparability of the present study to the results of Kowalewski (2011) , due to the same spatial, industrial and time dimensions, is a major advantage of the current study. It becomes apparent from the comparison with earlier findings that agglomeration advantages are not realizable within a single industry -defined by the sector classification system. In fact, positive effects can result from the right composition of different industries that have the possibility to establish common production chains.
The results can give an orientation for regional cluster policies. They can complement indepth studies of local geographic and industrial structures which are of vital importance for the implementation of effective strategies in order to identify the specific needs of individual clusters. The formation of clusters might vary between regions and change over time because of technological progress as well as varying life-cycles (Brown 2000) . Still, quantitative findings provide general evidence for the impact on specific industries and, thus, help to identify interesting and promising cases of regional clusters.
The applied methodology in this paper is in general transferable to other regions. The precondition is that (national) input-output tables are available. Thereby, the analysis is not restricted to regions on the national level but it might also contain regions on the international level such as regions of the Euro-zone. Thus, it could be analysed whether regions can draw competitive advantage from cluster formation not only on the national but also on the international level. However, the results are bound to the concept of a regional cluster. Cooperation beyond supply and demand of intermediate goods and services, such as innovation networks, and their impact on employment growth cannot be identified. This remains an interesting field for future research.
