ABSTRACT. Using vanishing of graded components of local cohomology modules of the Rees algebra of the normal filtration of an ideal, we give bounds on the normal reduction number. This helps to get necessary and sufficient conditions in Gorenstein local rings of dimension d ≥ 3, for the vanishing of the normal Hilbert coefficients e k (I) for k ≤ d, in terms of the normal reduction number.
INTRODUCTION
The objective of this paper is to explore vanishing of normal Hilbert coefficients and bounds on normal reduction numbers, inspired by Itoh's conjecture [12, Section 5] . In order to describe the theme, we recall the notions of normal Hilbert polynomial and normal reduction number.
Let I be an ideal of a commutative ring R. We say that x ∈ R is integral over I if it satisfies an equation x n + a 1 x n−1 + · · · + a n = 0 for some a i ∈ I i , for all i = 1, 2, . . . , n. The integral closure of I, denoted by I, is the R-ideal consisting of all x ∈ R which are integral over I. Let N denote the set of non-negative integers.
The filtration of ideals {I n } n∈N is called the normal filtration of I. David Rees [18] showed that if (R, m) is an analytically unramified (i.e., the m-adic completion R is reduced) local ring, then there exists an h ∈ N such that for all n ≥ 0,
The coefficients e 0 (I) Itoh settled this conjecture in the affirmative for the normal filtration of m. See the papers by
Corso-Polini-Rossi [2] and Kummini-Masuti [13] for recent progress on this conjecture. The following result of Huneke and Itoh, which we refer to as the Huneke-Itoh Intersection Theorem, plays an important role in the study of the normal Hilbert polynomial.
Theorem 1.2 (Huneke [10], Itoh [11]). Let R be a Noetherian ring and I be generated by a regular
sequence. Then for all n ≥ 0, I n ∩ I n+1 = I I n .
Itoh, very effectively, exploited the vanishing of graded components of the local cohomology module H 2 J (R ′ (I)) to prove the above result (also see [6] ). Here R ′ (I) represents the integral closure of the extended Rees algebra R ′ (I) and J = (t −1 , It) is an R ′ (I)-ideal. In fact, the strength of the above theorem lies in the fact that, along with r(I) ≤ 2, it automatically implies that e 3 (I) = 0 [11, Proposition 10] . Subsequently, in [12] , he used the machinery of general extensions to show the bounds for e 1 (I), e 2 (I). Further he showed that these bounds are achieved when the reduction number is bounded. Since then, there have been many results on the nature of e 1 (I), e 2 (I) [7, 9, 10, 14] . So it is natural to ask if similar behavior is exhibited for higher Hilbert coefficients. Such characterizations seem possible when the associated graded ring has depth at least dim R − 1 [7, 9, 15, 16] .
Inspired by the above evidence on the relationship between the graded components of the local cohomology modules and the normal Hilbert coefficients, an analogue of Conjecture 1.1 for the higher normal Hilbert coefficients e k (I), k ≥ 3 can be asked. In order to prove such an analogue we use the condition H I r introduced in [3] . Recall that Definition 1.3. For r ≥ 1, the normal filtration F = {I n } is said to satisfy the condition H I r if I n ∩ I n+r = I n I r for all n ≥ 0. To prove Theorem 1.4, we use the method of specialization of integral closure used by J. Hong and B. Ulrich in [6] (refer to Theorem 3.1 for a general version). In fact, we show as an evidence, Example 3.7, where the non-vanishing of the graded pieces of the local cohomology modules appears in conjunction with the violation of the condition H I 2 .
In the interluding section 4, we explore the relationship between vanishing of local cohomology modules of the extended Rees algebra of the normal filtration and the normal reduction number.
The aim of the section is to prove the following theorem. 
where = {I n } n∈Z is an I-admissible filtration, then the extended Rees algebra R ′ (F ) = ⊕ n∈Z I n t n and the Rees algebra R(F ) = ⊕ n∈N I n t n are finite modules over the extended Rees algebra R ′ (I) = ⊕ n∈N I n t n and the Rees algebra R(I) = ⊕ n∈N I n t n respectively. Let G(F ) = n≥0 I n /I n+1 be the associated graded ring of an I-admissible filtration F = {I n }. In section 7, we find the conditions under which F satisfies the condition H I r . 
SETTINGS, NOTATION AND PRELIMINARIES
In this section we introduce the settings and notation which we use throughout the article. At the end of the section, for ease of reference, we also present the theorems we often use in the article.
(b) t is an indeterminate, R ′ (I) = n∈Z I n t n is the extended Rees algebra of I and R(I) = n∈N I n t n is the Rees algebra of I. Put R(I) + = n>0 I n t n and J = (t −1 , It)R ′ (I). (c) F = {I n } is an I-admissible filtration. R ′ (F ) = n∈Z I n t n is the extended Rees algebra and R(F ) = n∈N I n t n is the Rees algebra of F . G(F ) = n≥0 I n /I n+1 is the associated graded ring of F .
(d) If F is the normal filtration of I, i.e., F = {I n }, then the extended Rees algebra of F is denoted by R ′ (I) and the Rees algebra of F is denoted by R(I).
(e) Let z 1 , . . . , z g be indeterminates over R.
n∈Z (I ′ ) n t n is the extended Rees algebra, R(I ′ ) = n∈N (I ′ ) n t n is the Rees algebra of I ′ and R ′ (I ′ ) is the extended Rees algebra of the filtration {(I ′ ) n }.
Definition 2.2. Let F be an I-admissible filtration. Then for r ∈ N,
and
Using the above notation, notice that if F = {I n } is the normal filtration, then F satisfies C r if 
and there is an exact sequence
Thus by using the above proposition, it is clear that, if the normal filtration F = {I n } satisfies HC r then F satisfies C r . The converse is true when ht(I) < d.
Lemma 2.5. [12, Lemma 14] Under the conditions of the above theorem, suppose r is an integer such that
every n ≥ 0.
THE CONDITION H I r FOR NORMAL FILTRATIONS
In this section we prove the first main result, Theorem 3.5, of this article. In here, we discuss the necessary conditions for the normal filtration F = {I n } to satisfy the condition H I r . We will see that the condition H I r is a consequence of the C r condition (refer to Definition 2.2).
Let R be an equidimensional, universally catenary, analytically unramified Noetherian local
One of the principal tools we require to prove Theorem 3.5 is that the integral closure of the powers of I specializes when going modulo a general element x (Notation 2.1(f)). This was proved
for I in [6, Theorem 2.1] and the following theorem and its corollary generalizes it for higher powers I r , r ≥ 2.
Denote the kernel and cokernel of φ by K and C respectively. Our goal is to prove C r = 0. Following the arguments as in the proof of [6, Theorem 2.1], observe that
we get C r = 0 and hence the result follows. 
Proof. As R ′′ is a flat R-extension, the proof follows using the same arguments as in the proof of Theorem 3.1.
We next prove couple of lemmas required in the proof of Theorem 3.5. These lemmas describe the effect of going modulo the general element x on the condition C r .
Lemma 3.3. Suppose the normal filtration
Proof. Consider the natural map
Denote the kernel and cokernel of φ by K and C respectively. In [6, Theorem 2.1], the authors
Then using the exact sequence
Since ht I ≥ 1, we may assume that a 1 is a nonzerodivisor in R and hence x is a nonzerodivisor in R ′ . Using the short exact sequence
we get the following long sequence of local cohomology modules
Using similar arguments as above, one can prove the following corollary. 
Thus the result holds when g = 1. Now define
Consider the natural map
Then K = ker(φ (r) ) = n∈Z (I n ∩ I n+r )/I n I r . Thus, to prove the theorem, it is enough to show
a faithfully flat extension of R, dim(R ′′ ) = dim(R) and I ′′ is the ideal generated by an R ′′ -regular sequence. It is easy to check that R ′′ is analytically unramified, equidimensional and universally
Tensoring the equation (3.1) with R ′′ , we get an exact sequence Observe that t −1 , xt is a regular sequence in R ′ (I ′′ ). This implies that t −r , xt is a regular sequence in R ′ (I ′′ ) and hence image of x in G (r) (I ′′ ) is a regular element in G (r) (I ′′ ). Similarly, the image of
As image of x is a nonzerodivisor in G (r) (I ′′ ), (x)(I ′′ ) n−1 = (x) ∩ (I ′′ ) n , for all n. This implies that
is a finite G (r) (I ′′ )-module.
Consider the short exact sequence of finite graded modules over G (r) (I ′′ )
As (x) + (I ′′ ) r+1 is regular on Im(φ ′′ ), on tensoring the sequence with G (r) (IT) over G (r) (I ′′ ), we get the short exact sequence (using [1, Proposition 1.
(where the first isomorphism is due to Corollary 3.2). This gives a commutative diagram with exact rows
For ease of notation, in the above diagram, we refer to φ ′′ as the map induced from φ ′′ of (3.2). We define ψ as follows. As Im(φ ′′ ) is a G (r) (I ′′ )-module and
. Then δ is a well defined map and
Since this map is induced by the natural maps, the above diagram is commutative. We now
As φ is an injective map, we get α(a) = 0 and hence a = 0. Using graded Nakayama Lemma, we get K = 0. 
LOCAL COHOMOLOGY MODULES AND NORMAL REDUCTION NUMBER
In view of results of Itoh [12] , we know that there is a strong relationship between the the normal reduction number and the normal Hilbert coefficients (particularly e 2 (I) and e 1 (I)). Conversely, suppose that r(I) ≤ k − 1. As the ideal I satisfies the condition H I p for all p ≤ k − 2, it follows that the associated graded ring G(I) and hence the Rees algebra R ′ (I) is Cohen-Macaulay. Consider the exact sequence
Thus H
Using the ideas as in the the proof of [6, Theorem 2.1], we have 
The set of isomorphisms also require the change of rings formula in local cohomology. Now consider the short exact sequence
from which we have a long exact sequence of local cohomology modules
Since R → R ′′ is a faithfully flat extension, using the hypothesis and [12, Proposition 13] 
sequence of local cohomology modules gives
where the first equality follow from the fact that i + j − 1 = k − 1 and the second equality follows from (4.1). For i = d and j ≥ k − d, we have from the long exact sequence 
Proof. 
Thus if e 2 (I)
I I i , then by the above equalities we have
The following theorem generalizes the result of Itoh mentioned above. 
VANISHING CRITERION FOR NORMAL HILBERT COEFFICIENTS
Itoh, in [12] , proposed the following conjecture relating the vanishing of e 3 (I) with the normal reduction number of the ideal I. 
where the first equality is due to the fact that F satisfies the condition H I p for all p ≤ k − 2. Now Proof. Note that result about e 1 , e 2 and e 3 are well known but we include them for the sake of completeness. We prove by induction on d. Let d = 2. If k = 2, then using the Difference Formula, 
and if e 1 = 0, then I n = I ∩ I n for all n ≥ 1. This implies that I n ⊆ I n for all n. Note that ∆ is a pure simplicial complex and the order in which the facets are written above gives a shelling of ∆. Hence ∆ is a shellable simplicial complex.
Let R be the Stanley-Reisner ring of ∆. Then R is a 4-dimensional Cohen-Macaulay ring using [4, Theorem 8.2.6] . By localizing at the maximal homogeneous ideal m, we may assume that R is local. Observe that G(m) = S/I ∆ and is reduced. This implies that m n = m n , for all n. Let I be a parameter ideal in R such that I = m. Then F = {I n } n∈Z = {m n } n∈Z .
The f -vector of the simplicial complex ∆ is f (∆) = (1, 8, 23, 28, 12) . Then the h-vector, h(∆) = (1, 4, 5, 2, 0). Therefore, the Hilbert series
H(G(I), t) = H(G(m), t) =
1 + 4t + 5t 2 + 2t 3 (1 − t) 4 .
This implies that e 4 
