Методы декомпозиции области и фиктивного пространства: автореферат диссертации на соискание ученой степени доктора физико-математических наук: специальность 01.01.07 - вычислительная математика by Непомнящих С. В. (Сергей Владимирович)
0-774025 
На правах рукописи 
Непомнящих Сергей Владимирович 
Методы декомпозиции области 
и фиктивного пространства 
01.01.07 - вычислительная математика 
Автореферат 
диссертации на соискание ученой степени 
доктора физико-математических наук 
Новосибирск, 2008 
Работа выполнена в Новосибирском государственном универ­
ситете . 
Официальные оппоненты: доктор физико-математических 
наук, профессор 
Ведущая организация: 
Агошков Валерий Иванович 
доктор физико-математических 
наук, профессор 
Лапин Александр Васильевич 
доктор физико-математических 
наук, доцент 
Чижонков Евгений Владимирович 
Институт вычислительного 
моделирования СО РАН 
(ИВМ СО РАН) 
Защита состоится 13 февраля 2009 года в 14:00 часов на засе­
дании Диссертационного совета Д 002.045.01 в Институте вы­
числительной математики РАН по адресу: 119991, г. Москва, 
ГСП-1, ул. Губкина, 8. 
С диссертацией можно ознакомиться в библиотеке Института 
вычислительной математики РАН. 
Автореферат разослан 24 декабря 2008 года . 
Ученый секретарь 
диссертационного совета 
доктор физико­
математических наук 
НАУЧНАЯ 6ИБЛИОТЕКА КГУ 
11111111111111111 
0000440326 
Бочаров Г.А. 
О- 774025 
Настоящая диссертация посвящена исследованию и разра­
ботке итерационных методов решения краевых задач для диф­
ференциальных уравнений эллиптического типа второго по­
рядка в областях сложной геометрической формы и их вариа­
ционно-разностных аналогов. 
Актуальность темы. Многие задачи естествознания и, в 
частности, математической физики приводят к краевым зада­
чам эллиптического и параболического типа для дифференци­
альных уравнений в частных производных. Во многих случа­
ях краевые задачи можно заменить на равносильные вариаци­
онные или проекционные задачи в соответствующих гильбер­
товых пространствах. Для приближенного решения краевых, 
вариационных или проекционных задач обычно используют­
ся разностные и вариационно-разностные методы, приводящие 
к системам линейных алгебраических (сеточных) уравнений. 
Современные задачи науки и техники, стремление создать де­
тальную картину исследуемых явлений предъявляют все более 
высокие требования к точности их моделирования, следствием 
чего являются усложнение методов построения и повышения 
размера систем сеточных уравнений. 
Для решения систем сеточных уравнений высокого поряд­
ка обычные прямые методы, типа метода Гаусса, непримени­
мы даже для самых мощных ЭВМ. С другой стороны, стреми­
тельный прогресс в области вычислительной техники, создание 
мощных многопроцессорных вычислительных комплексов вы­
зывает необходимость в разработке новых параллельных вы­
числительных алгоритмов, которые могли бы быть эффектив­
но реализованы на этих многопроцессорных комплексах. Для 
эффективного решения систем разностных и вариационно-раз­
ностных уравнений целесообразно строить итерационные про­
цессы, учитывающие специфику дискретных задач и исполь­
зующие на каждом своем шаге быстрые прямые алгоритмы 
для решения вспомогательных задач, либо оптимальные мно­
гоуровневые переобуславливающие операторы на иерархиче­
ских сетках. 
3 
Изложенные обстоятельства позволяют сделать вывод об 
актуальности проблемы построения и исследования итераци­
онных методов параллельного типа решения краевых задач и 
их дискретных аналогов . 
Цель работы состоит в разработке эффективных итераци­
онных процессов решения систем сеточных уравнений, аппрок­
симирующих эллиптические краевые задачи, которые основа­
ны на декомпозиции (разбиение) исходной задачи на конечное 
число подзадач и на упрощении этих подзадач с помощью вве­
дения вспомогательного (фиктивного) пространства. 
Научная новизна и практическая ценность. Наибо­
лее эффективные методы решения краевых задач в областях 
сложной геометрической формы, как правило , связаны с мето­
дами упрощения геометрии области. Для решения этой задачи 
строятся два класса итерационных процессов . В основе пер­
вого класса лежит идея метода альтернирования Шварца по 
подобластям (методы декомпозиции области) . Второй являет­
ся аналогом метода фиктивных областей. В диссертационной 
работе предложено развитие идей этих подходов : аддитивный 
метод Шварца и метод фиктивного пространства. 
1. На основе разработанной теории аддитивного метода 
Шварца предложены эффективные алгоритмы решения эллип­
тических краевых задач второго порядка, являющиеся опти­
мальными как по скорости сходимости , так и по порядку числа 
арифметических действий . Рассматривается случай разбиения 
исходной области на большое число подобластей, а также зада­
чи с сильно меняющимися разрывными коэффициентами . Ме­
тод декомпозиции области применяется также для построения 
эффективных переобуславливатеющих операторов в простран­
стве следов сеточных функций. Разработанные методы могут 
быть эффективно реализованы на многопроцессорных вычис­
лительных комплексах . 
2. Разработана теория метода фиктивного пространства для 
построения переобуславливающих операторов. Данная теория 
применяется для решения конечно-элементных аппроксимаций 
HJtYLi!Щ'I рЕЛИОТЕКА 
~им . Ч :~ Jit>БAЧEBCV.OГO 
~ КАЗ ~~ ·г ; О ГОС. УНИЗЕ?СИТЕТА 
эллиптических краевых задач второго порядка на неструкту­
рированных сетках. Предложенные алгоритмы являются опти­
мальными и могут быть легко реализованы на практике . 
3. Доказаны сеточные теоремы о следах в пространствах 
Соболева. Рассматриваются как случай классических про­
странств Соболева с липшицевыми границами, так и случаи 
пространств Соболева, зависящих от параметров, в том числе 
и случаи весовых пространств Соболева, включая сингулярные 
весовые функции, пространства с анизотропными коэффици­
ентами, случай анизотропной геометрии области. Полученные 
результаты применяются для построения и исследования ме­
тодов декомпозиции области и фиктивного пространства. 
Апробация работы. Основные результаты диссертации 
докладывались на ряде российских и международных конфе­
ренций, в том числе и в качестве пленарных и приглашенных 
докладов: 
1. International Conference on Parallel Algorithms (Оберволь­
фах, Германия, 1992) . 
2. 6-th International Conference on Domain Decomposition 
Methods (Комо, Италия, 1992). 
3. 7-th International Conference on Domain Decomposition 
Methods (Пенсильвания, США, 1993). 
4. International GAMM-Workshop on Multilevel Methods (Мей­
сдорф, Германия, 1994) . 
5. 8-th International Conference on Domain Decomposition 
Methods (Пекин, Китай, 1995). 
6. International GAMM-Workshop on Multilevel Methods 
(Стробль, Австрия, 1996). 
7. 9th International Conference on Domain Decomposition 
Methods (Улленсванг, Норвегия, 1996). 
8. European Conference on Numerical Mathematics and 
Advanced Applications (Париж, Франция, 1996). 
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9. Second European Conference on Numerical Mathematics and 
Advanced Applications (Хайделъберг, Германия, 1997) . 
10. 1-st Workshop on "Large-Scale Scientific Computations" (Вар­
на, Болгария, 1997). 
11. Domain Decomposition and Multifield Theories ( Оберволь­
фах, Германия, 1998). 
12. 11-th International Conference on Domain Decomposition 
Methods (Лондон, Великобритания, 1998) . 
13. 3-rd European Conference on Numerical Mathematics and 
Advanced Applications (Юваскюла, Финляндия, 1999). 
14. Special Radon Semester 2005 on Computational Mechanics 
(Линц, Австрия, 2005). 
15. International Workshop on Direct and lnverse Field Computa-
tions in Mechanics (Линц, Австрия, 2005). 
Публикации. Всего по теме диссертации автором опубли­
ковано около 70 научных работ, из них 24 работы (1- 24] в ре­
цензируемых изданиях . 
Структура диссертации. Диссертация состоит из введе­
ния, четырёх глав, заключения, списка литературы и списка 
основных публикаций автора. Общий объём диссертации 262 
страницы. 
Содержание работы 
Во введении дается краткий обзор литературы, посвящен­
ной методам решения краевых задач, связанных с геометрией 
рассматриваемой области, сеточным теоремам о следах в про­
странствах Соболева и приводится краткое содержание диссер­
тации. 
Первая глава диссертации посвящена сеточным аналогам 
теоремы о следах в пространствах Соболева, как для класси­
ческих нормировок в пространстве Соболева Н1 (П), где n-
заданная область 
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2 1~ (ди(х)) 2 lиlнi(n) = ~ дхi dx, 
n i=l 
llиlli2 (n) = / и2 (х)dх, 
n 
и, соответственно , в пространстве следов Н112 (Г) , где Г-гра­
ница области n 
ll<tJll~1/2(Г) = l<tJl~1/2(Г) + ll<tJlli2 (Г) ' 
2 // (ср(х) - ср(у)) 2 l<tJlн1/2(r) = lx - Yln dxdy, 
г г 
ll<tJlli2(r) = / cp2(x)dx, 
г 
так и в пространствах Соболева, когда соответствующие нор­
мировки функций зависят от различных параметров (допол­
нительные весовые коэффициенты в определении норм, пара­
метры , характеризующие геометрию области и сеточные ап­
проксимации этих областей, весовые сингулярные функции) . 
Данные результаты имеют как самостоятельное значение (на­
пример , при исследовании устойчивости по условиям Дирих­
ле), так и являются важным аппаратом при конструировании 
и исследовании методов декомпозиции области и метода фик­
тивного пространства. 
В пункте 1.1 приводятся постановки эruшптических крае­
вых задач, описывается их дискретизация и формулируется за­
дача о построении переобуславливающих операторов для воз­
никающих систем сеточных уравнений . 
Пункт 1.2 посвящен сеточным теоремам о следах в про­
странстве Соболева Н1 (П). Рассматривается как случай пол­
ной нормы в пространстве Н1 (П), так и случай полунормы. 
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Диаметр области n может зависеть от малого параметра е, а 
триангуляции nh, аппроксимирующие область n, могут иметь 
точки сгущения. Доказывается сеточный аналог теоремы о сле­
дах с константами, не зависящими от параметра е и триангу­
ляций nh. 
В пункте 1.3 рассматриваются пространства Соболева 
Н~.9(Щ с параметрами . Здесь 
llull~~.q(Л) = Р lиl~1(л) + q llиlli2 (л) ' 
2 / 2 . llиllL2 (л) = и (x)dx, 
л 
lи1~1(Л) = / (lgrad u(x)l)2dx. 
л 
Такие пространства рассматривались М.С. Аграновичем и 
М.И. Вишиком и возникают, например, при использовании 
неявных разностных схем для решения параболических крае­
вых задач. Определяются сеточные нормы в возникающих про­
странствах: следов 
если Е < h2 q - , 
\\<ph11:112 (r} Р l<f'hl~1/2(r)+(pq)~ ll<f'hll~2(Г)' если h2<(p/q)~1, 
p,q,h 
Р l<f'h l~1/2(г) + q ll<f'h ll~2(Г)' если р ;:::: q, 
и доказываются сеточные теоремы о следах с константами, ко­
торые не зависят как от параметров р и q, так и от триангуля­
ции nh области n. 
Наиболее технически сложным в главе 1 является пункт 1.4, 
в котором рассматриваются нормировки с анизотропными ко­
эффициентами в областях с анизотропной геометрией и с ани­
зотропными триангуляциями. Так как простой заменой пере­
менных случай анизотропных коэффициентов в нормах сво­
дится к случаю изотропных норм, то достаточно рассмотреть 
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случай областей с анизотропной геометрией и анизотропны­
ми сетками (при замене переменных меняется как геометрия, 
так и характеристики триангуляций). Данный пункт состоит из 
четырёх частей. В первой части пункта (подпункт 1.4.1) рас­
сматривается случай функций во всём пространстве Соболева 
Н1 (П), то есть без конечно-элементных аппроксимаций, в об­
ластях с анизотропной геометрией (узкие полосы). Вводится 
нормировка следов функций, характеризующих область, и до­
казывается теорема о следах с константами, которые не зави­
сят от геометрии области. Во втором подпункте 1.4.2 рассмат­
ривается случай областей с изотропной геометрией, но анизо­
тропной триангуляцией. Определяются сеточные нормы в про­
странствах следов конечно-элементных функций и доказыва­
ется теорема о следах с оптимальными по порядку константа­
ми, то есть не зависящими от характеристик анизотропной сет­
ки. В подпункте 1.4.3 доказывается аналогичная теорема для 
случая, когда диаметр области зависит от малого параметра 
Е. В этом случае константы в теореме о следах не зависят от 
этого параметра Е и анизотропии триангуляции (при соответ­
ствующем определении норм в пространствах следов конечно­
элементных функций). Наконец, в последнем подпункте 1.4.4 
полученные в 1.4.1-1.4.3 результаты объединяются, определя­
ется соответствующая сеточная норма в пространстве следов 
и доказывается сеточная теорема о следах для случая анизо­
тропных областей с анизотропной триангуляцией. Константы в 
сеточной теореме о следах не зависят ни от геометрии области, 
ни от триангуляций. 
В последнем пункте 1.5 первой главы рассматриваются ве­
совые пространства Соболева H~(n), в определении которых 
участвуют сингулярные весовые функции, характеризующиеся 
параметром а. Соответствующие нормы в пространстве следов 
были введены С.М. Никольским: 
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llиlli2 (n) = j и2 (х)dх, 
n 
2 / (lgrad и(х)l) 2 lиlщ(n) = (p(x))Q(x) dx. 
n 
При исследовании следов сеточных функций в весовых 
пространствах Н~(О), важную роль играют сеточные ана­
логи норм в пространствах Н~(О) и пространствах следов 
н1/2+Q(Г). 
Пусть 
't . 
J 
't . 
J 
Мз 
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Для введённых сеточных норм доказан сеточный аналог 
теоремы о следах в этих пространствах с константами, не за­
висящими от параметра а и от триангуляции nh области n. 
Во второй главе диссертации предлагаются и исследу­
ются эффективные переобуславливающие операторы, которые 
основаны на методе декомпозиции . Методы декомпозиции рас­
сматривается как применения адцитивного метода Шварца в 
гильбертовых пространствах со специальным выбором подпро­
странств в этих пространствах. Выбор таких подпространств 
связан с декомпозицией исходной области на подобласти. Ис­
пользование абстрактной формулировки адцитивного метода 
Шварца в произвольных гильбертовых пространствах позво­
ляет предлагать широкий класс эффективных параллельных 
переобуславливающих операторов. 
В пункте 2.1 второй главы в качестве введения в методы 
декомпозиции областей рассматривается простейший случай 
метода-так называемая, декомпозиция на полосы (без точек 
ветвления на объединении границ подобластей). Используя ре­
зультаты главы 1, предлагаются оптимальные переобуславли-
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вающие операторы как по скорости сходимости соответствую­
щих итерационных процессов, так и по арифметической слож­
ности реализации предложенных переобуславливающих опера­
торов . 
В пункте 2.2 приводится формулировка аддитивного метода 
Шварца в произвольных гильбертовых пространствах (пред­
ложенная совместно с А.М.Мацокиным), которая основана на 
декомпозиции этого пространства в векторную сумму подпро­
странств. Да.лее формулируются и доказываются дополнитель­
ные утверждения, которые могут быть полезны для решения 
конкретных задач с использованием абстрактной схемы ад­
дитивного метода Шварца. В частности, предлагается способ 
определения подпространств с использованием оператора про­
должения из более ''бедного" пространства в более "богатое" 
исходное гильбертово пространство. 
Теорема. Пусть Н = Н1 +Н2+ ... +Hm и a(u,v) = (Au,v) . 
Предположим, что существуют положительные константы 
а, {3, с1, с2: 
а) а(а(щ, ut) + ... + a(um, um)) :::; а(и, и) для ut + ... +иm =и; 
m 
б) а(и,и):::; inf L:a(щ,ui)i 
u1+ ... +um=U 
i=l 
Тогда 
где в- 1 = вt + вt + ... +в~. 
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Теорема. Пусть Rm и Rn - евклидовы вещественные про­
странства, а :Е и S- симметричные положительно-определен­
ные матрицы порядка m и n соответственно. Обозначим 
(ер, 'Ф)r. = (:Е<р, 1/J), 
(u,v)s = (Su,v) 
и пусть Т- линейный оператор, действующий из Rm в Rn та­
кой, что 
а(<р, cp)r, S (Тер, T<p)s S /З(ср, <p)r, 
V i.p Е Rm. Здесь а, /j-положительные константы. Положим 
где Т- оператор, сопряженный к Т относительно евклидовых 
скалярных произведений в Rm и Rn. Тогда 
а(С+и, и) S (и, и)s S /j(C+u, и) 
V и Е Е, Е = I mT- образ оператора Т, с+ - псевдо-обратный 
для с. 
Использование предложенного формализма демонстриру­
ется на простых примерах декомпозиции области на пересе­
кающиеся подобласти. 
Пункт 2.3 посвящен методу декомпозиции области на непе­
ресекающиеся подобласти: 
n 
n = U, ni n nJ #о, i # j, 
i=l 
n 
nh = Un?. 
i=l 
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Положим 
n 
sh = U an~, 'Yh = sh\гh. 
i=l 
На основе адцитивного метода Шварца строится переобу­
славливающий оператор, являющийся суммой двух переобу­
славливателей, который соответствует разбиению (декомпози­
ции) исходного конечно-элементного пространства в вектор­
ную сумму двух подпространств 
Первое подпространство соответствует функциям, обращаю­
щимся в ноль на границе подобластей и являющимся прямой 
суммой локальных подпространств, состоящих из функций, об­
ращающихся в ноль вне подобласти: 
Wo = {иh Е Н(П\Гh) lиh (х) =О, х Е sh}, 
Wo,i = { uh Е Wo luh (х) =О, х ~ П~,}, i = 1,2, ... ,n, 
!10 = По,1 ЕIЭ ... ЕIЭ По,n· 
Первое слагаемое в переобуславливателе состоит из локаль­
ных переобуславливателей для внутренности подобластей. 
Во= 
о 
О Во,1 
о 
о 
14 
о 
о 
о 
· Bo,n 
в+_ о -
о 
о 
о 
о 
в-1 
0,1 
о 
о 
о 
в-1 O,n· 
Построение локальных переобуславливателей рассматрива­
ется в третьей главе. Второе подпространство является обра­
зом оператора продолжения сеточных функций с границ под­
областей в их внутренность. Второе слагаемое в переобуслав­
ливателе состоит из явного оператора продолжения сеточных 
функций с сохранением нормы и оператора, определяющего 
норму на объединении границ подобластей 
t: H("fh) ---+ Н(О\ Гh), 
llt<phllнi(nh) ~с ll<phllн~& 2 (-yh)' 
W1 = { uh Е H(Oh, Гh)luh = t'{} V<ph Е H("fh)}, 
с1(Еф,ф) < ll<phll2 i12 < с2(Еф,ф) V<ph Е H(1h). 
- Ноо (-yh) -
Переобуславливающий оператор определяется как 
Приводятся оценки эквивалентности предложенного переобу­
славливающего оператора и оператора исходной задачи в за­
висимости от свойств локальных переобуславливателей, нормы 
оператора продолжения сеточных функций с границ подобла­
стей в их внутренность, а также от констант эквивалентности 
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оператора, определяющего норму на объединении границ под­
областей и нормы в пространстве н112 ' которая порождается 
оператором исходной задачи. 
В пункте 2.4 рассматривается построение явного оператора 
продолжения сеточных функций с границ области в её внут­
ренность с сохранением нормы в классе конечно-элементных 
функций . В подпункте 2.4.1 предлагаются явные операторы 
продолжения интегрального типа, а в подпункте 2.4.2- явные 
операторы продолжения на иерархических сетках . В обоих слу­
чаях нормы предложенных операторов продолжения оценива­
ются константой, не зависящей от шага сетки, а арифметиче­
ская сложность реализации операторов продолжения пропор­
циональна числу степеней свободы области. Операторы про­
должения интегрального типа могут применяться на произ­
вольных неструктурированных сетка, однако их реализация 
логически сложнее, чем реализация на иерархических сетках . 
Построению легко обратимого оператора, порождающего 
норму на объединении границ подобластей, которая эквива­
лентна норме в пространстве следов Н112 с константами, не 
зависящими от шага сетки, посвящен пункт 2.5. Данное по­
строение основано на аддитивном методе Шварца. Для этого 
пространство сеточных функций на объединении границ под­
областей (внутренних границах) разбивается на пересекающие­
ся подпространства, часть из которых соответствует окрестно­
стям точек ветвления (точки, где пересекаются границы более 
двух подобластей), а остальные-криволинейным интервалам, 
соединяющим точки ветвления. 
В пункте 2.6 рассматривается метод декомпозиции обла­
сти на большое число непересекающихся подобластей . Пред­
лагаемый переобуславливатель основан на аддитивном методе 
Шварца и имеет похожую структуру, что и переобуславлива­
тель из пункта 2.3. Отличительной особенностью является вве­
дение дополнительного каркасного пространства на объедине­
нии границ подобластей. Константы спектральной эквивалент­
ности предложенного переобуславливающего оператора и опе-
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ратора исходной задачи не зависят ни от числа подобластей, ни 
от шага сетки, а арифметическая сложность реализации пе­
реобуславливателя пропорциональна числу степеней свободы 
исходной задачи. 
Наконец, в пункте 2. 7 второй главы рассматривается метод 
декомпозиции области на непересекающиеся подобласти для 
эллиптических краевых задач с разрывом коэффициентов на 
границах подобластей: 
n 
й=U, ninП1#0, i#j, 
i=l 
2 ! "" ди дv a(u,v) = (_~ aij(x) дхj дxi)dx, n i,з=l 
a(u,v) = a(v,u) Vu,v Е HJ(n), 
aoa(v,v) ~ / p(x)(l\7vl) 2dx ~a1a(v,v) Vv Е HJ(n), 
n 
р(х):: Pi = const >О, х Е Пi. 
Рассмотрим декомпозицию на два подпространства 
Здесь 
Wo = { uh Е Н(П\ Г~) luh (х) =О, х Е Sh}, 
Wo,i = { uh Е Wo luh (х) =О, х ф. S1f,}, i = 1,2, ... ,n, 
S1o = !10,1 ED ... ED S1o,n· 
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Пусть Bo,i: 
Положим 
Во= 
о 
о 
в+-о -
о 
о 
Обозначим 
и определим 
о 
о Р1Во,1 
о 
о 
о 
о 
о PnBo,n 
{р1Во,1)- 1 
t: H(1h) --+ Н(Пh, Гh), 
о 
о 
a(tiph, tiph) <с lliphll i;2 ' 
- Нр ("Yh) 
W1 = { uh Е Н(Пh, Гh)luh = tiph Viph Е H(1h)}, 
с1(Еф,ф) ~ lliph11:;12("Yh) ~ с2(Еф,ф) Viph Е H(1h). 
18 
Тогда 
Рассмотрим 
2 -1 -1 
-1 2 -1 
-1 2 -1 
-1 -1 2 
2 -1 
-1 2 -1 
-1 2 -1 
-1 2 
~- - т1!2 · 1 2 Lli - i , i = , ' ... , п, 
(Trp, ./[;) = P1(T1r[;1, ./J;1) + · · · + Pn(Tnrf;n, Фп), 
(Еrр,ф) = P1(E1r[;1,./f;1) + ... + Рп(Епr[;п,Фп), 
c(Erp, rp) ~ (Trp, rp) ~ c(Erp, rp) Vrp Е RNo, 
с= 2 sin ( 7r /2mmax), с= 2. 
Для решения 
рассмотрим итерационный процесс с Чебышевским набором 
параметров тk 
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Положим 
Тогда 
<ро =О, 
<pk+l - <pk = -rkт-l(E<pk - 1/J). 
в-1 - (1 - nп(Е) (1 - r ·T-lE)) z:,-1 
1/2 - J ' 
j=O 
( ) ln(2/c:) ~ - ./С с: = 1/2 n с: > , q = . 
' - ln(l/q) ~+./С 
1,.,n(E) _ в-1.J, 
.,.,. - 1/2'Р' 
1/2(В1/2 <р, <р) ::::; (Е<р, <р) ::::; 3/2(B1/2<fJ, <р) 'il<p Е Н(Лh). 
Положим 
вt = t в-;Лt*, 
в-1 = вt +вt. 
Теорема. 3 с1 , с2 =/: с( h, р) : 
c1(Bv,v)::::; (Av,v)::::; c2(Bv,v) 'ilv Е W. 
Третья глава диссертации посвящена методу фиктивно­
го пространства. Данный метод является ра.звитием идеологии 
решения краевых задач, заложенной в методах фиктивных об­
ластей и фиктивных компонент. Основу метода фиктивного 
пространства составляет введение фиктивного более "богато­
го" гильбертова пространства, норма в котором определяется 
легко обратимым оператором, использование соответствующе­
го оператора сужения из введённого гильбертова пространства 
в исходное. Используя этот метод, удаётся как "упростить" гео­
метрию исходной области, так и "улучшить" структуру сетки. 
В пункте 3.1 формулируется и дока.зывается лемма, которая 
является основой метода фиктивного пространства. 
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Лемма. Пусть Но, Н - гильбертовы пространства со ска­
лярными произведениями (ио, vо)н0 , (и, v)н соответственно, А, 
В- самосопряженные положительно определенные непрерыв­
ные операторы в пространствах Но, Н: 
А: Но-+ Но, 
В:Н-+Н. 
Пусть R- линейный оператор такой, что 
R: Н-+ Но, 
(ARv, Rv)н0 ~ ся(Вv, v)н 
для любого элемента v Е Н. И пусть существует оператор Т 
такой, что 
Т: Но-+ Н, 
RTu0 = ио, 
для любого элемента ио Е Но. Здесь ся, ст- положительные 
константы . Тогда 
для любого элемента ио Е Но. Здесь R* - оператор, сопря­
женный к R относительно скалярных произведений (uo, vо)н0 , 
(и, v)н: 
R*: Н-+ Но, 
(R*ио, v)н = (ио, Rv)н0 • 
В пункте 3.2 рассматривается применение леммы о фиктив­
ном пространстве для построения переобуславливающих опе­
раторов для модельных эллиптических задач в L-образных об-
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ластях с краевыми условиями Дирихле и смешанными краевы­
ми условиями. 
Метод фиктивного пространства для построения переобу­
славливающего оператора для сеточных эллиптических крае­
вых задач в кусочно-гладких областях рассматривается в пунк­
те 3.3. Метод фиктивного пространства применяется следу­
ющим образом . Сначала упрощается геометрия исходной об­
ласти, а затем улучшается структура сетки. Основные ариф­
метические затраты при реализации переобуславливающего 
оператора заключаются в использовании переобуславливаю­
щего оператора на равномерной сетке в прямоугольной обла­
сти. Константы спектральной эквивалентности предложенного 
переобуславливающего оператора и сеточного эллиптического 
оператора со смешанными краевыми условиями не зависят от 
шага сетки. 
В пункте 3.4 определяются переобуславливающие опера­
торы на основе двух подходов: метода фиктивного простран­
ства и многоуровневой декомпозиции на неструктурированных 
сетках . В отличие от пункта 3.3 последовательность примене­
ния метода фиктивного пространства меняется : на первом ша­
ге улучшается структура сетки и осуществляется переход на 
фиктивную (вспомогательную) структурированную, но ещё не 
иерархическую , сетку, на втором шаге улучшается геометрия, 
то есть область заключается в фиктивную область простого 
вида (квадрат), в которой используется естественная иерархия 
сеток и соответствующих подпространств для построения мно­
гоуровневых переобуславливателей. Константы спектральной 
эквивалентности предложенного переобуславливающего опера­
тора и исходного оператора задачи не зависят от шага сетки, 
а арифметическая сложность реализации переобуславливателя 
пропорциональна числу степеней свободы исходной задачи . 
В четвертой главе предлагается построение переобуслав­
ливающих операторов для двух классов задач с особенностями: 
эллиптических краевых задач с разрывными коэффициентами 
в малых подобластях (на основе специального метода деком-
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позиции) и для анизотропных эллиптических краевых задач 
(с использованием эквивалентных нормировок в соответству­
ющем пространстве следов сеточных функций). 
В пункте 4.1 рассматриваются эллиптические краевые зада­
чи в случае, когда в подобластях, диаметр которых характери­
зуется параметрами Hi такими, что О < Hi $ 1, а коэффициен­
ты задачи в этих подобластях характеризуются параметрами 
е i такими, что О < е i $ 1. В подпункте 4.1.2 предлагается 
построение переобуславливателя на основе декомпозиции об­
ласти на непересекающиеся подобласти. Результаты, получен­
ные в данном подпункте, имеют как самqстоятельное значение, 
так и существенно используются в следующем подпункте. Наи­
больший интерес представляют результаты, полученные в под­
пункте 4.1.3, где переобуславливающий оператор строится на 
основе декомпозиции области на пересекающиеся подобласти . 
Примечательно, что для задачи с разрывными коэффициен­
тами строится переобуславливающий оператор, использующий 
переобуславливающие операторы только для операторов Ла­
пласа (например, из третьей главы) и не использует операто­
ры продолжения сеточных функций. Константы спектральной 
эквивалентности предложенного переобуславливающего опера­
тора и оператора исходной задачи не зависят от параметров 
Hi, е i и шага сетки, а арифметическая сложность реализации 
переобуславливателя пропорциональна числу степеней свобо­
ды исходной задачи. 
Пункт 4.2 посвящён методу декомпозиции области для эл­
липтических краевых задач с анизотропными кусочно-посто­
янными коэффициентами. Общая схема построения переобу­
славливателя основана на предлагаемом методе декомпозиции 
области для непересекающихся подобластей (пункт 2.3) и внут­
ренних чебышевских итераций (пункт 2.7) . Принципиальным 
моментом в построении и исследовании переобуславливающего 
оператора является использование результатов, полученных в 
пункте 1.4. Константы спектральной эквивалентности предло­
женного переобуславливающего оператора и оператора исход-
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ной задачи не зависят от шага сетки h и коэффициентов Р1 и Р2 
исходного анизотропного эллиптического оператора. Арифме­
тическая сложность реализации переобуславливателя пропор­
циональна 
шах { 1/h2 ; (1/h) шах { VP1(x)/P2(x); VP2(x)/p1(x)}}, 
где х Е 11, h-шаг сетки. 
В заключении сформулированы основные результаты, со­
вокупность которых выносится на защиту: 
1. Сеточные теоремы о следах конечно-элементных функций: 
а) Сеточные теоремы о следах в пространстве Соболева 
H 1(S1), включая случай сгущающихся сеток. 
б) Теорема о следах конечно-элементных функций для об­
ластей с малым диаметром. 
в) Теорема о следах конечно-элементных функций в слу­
чае весового пространства Соболева Н~,q(П). 
г) Теорема о следах конечно-элементных функций для 
анизотропных (узких) областей. 
д) Теорема о следах конечно-элементных функций в слу­
чае весового пространства Соболева Н~(П). 
2. Разработана теория Аддитивного метода Шварца в аб­
страктных гильбертовых пространствах (совместно с 
А.М . Мацокиным). На основе этого метода предложены и 
обоснованы: 
а) Новые формулировки методов декомпозиции области 
для непересекающихся подобластей. 
б) Метод явного продолжения сеточных функций на 
иерархических сетках с сохранением нормы с опти­
мальной арифметической сложностью. 
в) Адцитивный метод Шварца на границах подобластей в 
пространстве Соболева Н112 . 
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г) Метод декомпозиции области для случая большого чис­
ла подобластей. 
д) Построены оптимальные переобуславливающие опера­
торы для эллиптических задач с разрывными коэффи­
циентами диффузии. 
3. Разработана теория метода фиктивного пространства в аб­
страктных гильбертовых пространствах, который является 
обобщением известного метода фиктивных областей. На ос­
нове этого метода предложены и обоснованы: 
а) Переобуславливающие операторы для эллиптических 
задач с кусочно-гладкими границами. 
б) Используя комбинацию Аддитивного метода Шварца 
и метода фиктивного пространства, предложен опти­
мальный многоуровневый переобуславливатель для ре­
шения эллиптических задач на неструктурированных 
сетках. 
4. Предложен новый оптимальный метод декомпозиции для 
решения эллиптических задач с разрывными коэффициен­
тами без использования явных операторов продолжения се­
точных функций и с использованием только переобуславли­
вателей для оператора Лапласа. 
5. На основе предложенного метода декомпозиции области и 
сеточных теоремах о следах построены эффективные пере­
обуславливающие операторы для анизотропных эллиптиче­
ских задач. 
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