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Abstract—In building intelligent transportation systems such
as taxi or rideshare services, accurate prediction of travel time
and distance is crucial for customer experience and resource
management. Using the NYC taxi dataset, which contains taxi
trips data collected from GPS-enabled taxis [1], this paper
investigates the use of deep neural networks to jointly predict
taxi trip time and distance. We propose a model, called ST-NN
(Spatio-Temporal Neural Network), which first predicts the travel
distance between an origin and a destination GPS coordinate,
then combines this prediction with the time of day to predict
the travel time. The beauty of ST-NN is that it uses only the
raw trips data without requiring further feature engineering and
provides a joint estimate of travel time and distance. We compare
the performance of ST-NN to that of state-of-the-art travel time
estimation methods, and we observe that the proposed approach
generalizes better than state-of-the-art methods. We show that
ST-NN approach significantly reduces the mean absolute error for
both predicted travel time and distance, about 17% for travel
time prediction. We also observe that the proposed approach
is more robust to outliers present in the dataset by testing the
performance of ST-NN on the datasets with and without outliers.
I. INTRODUCTION
Today, major cities in the world are expanding at a very fast
pace. For these expanding cities, one of the potential problems
is to efficiently utilize the existing road networks to reduce
the potential traffic congestions. Therefore, the intelligent
transportation systems are build such as advanced traveler
information systems (ATIS) to minimize the traffic congestions
by assisting the travelers in moving from one location to
another. In ATIS, advance sensing technologies are used to
acquire real time data either from in-road sensors such as loop
detectors or from the mobile sensors such as GPS coordinates
from moving vehicles. One such dataset collected from the
mobile sensors is made available by the New York City Taxi
& Limousine Commission under the Freedom of Information
Law (FOIL) [1] containing millions of taxi trips information.
For each travel trip, this dataset provides information about
the origin and destination GPS coordinates of the trip, travel
time and travel distance of the trip, pickup date and time of
the start and end of the trip and total fare. ATIS analyzes the
acquired data and presents the relevant information to the user
in the form of optimal routes, road conditions, the locations
of incidents, travel time and distance estimation etc. [2].
In ATIS, estimated travel time and distance are very in-
formative for travelers. This helps the traveler to plan their
schedules in advance by using the potential traffic congestion
information. Also, accurate measurement of travel time and
distance helps in building intelligent transportation systems
such as for developing the efficient navigation systems, for
better route planning and for identifying key bottlenecks
in traffic networks. The travel time and distance prediction
depends heavily on the observable daily and weekly traffic
patterns and also on the time-varying features such as weather
conditions and traffic incidents. For instance, bad weather or
an accident on road slows down the speed of the vehicles and
cause lengthy travel time.
Most of the studies, in literature, for travel time estimation
are focused on predicting the travel time for a sequence of
locations, i.e for a fixed route and commonly used techniques
include (1) estimating travel time using historical data of travel
trips; (2) using real time road speed information [3][4]. The
two common approaches for a route travel time estimation
includes segment-based methods and path-based methods.
A simple approach for travel time estimation is the segment-
based approach, in this approach the travel time is estimated on
links (straight subsections of a travel path with no intersections
) first and then add them up to estimate the overall travel
time. The link travel time is generally calculated by using
loop detector data and floating car data [5] [6] [7] [8]. Loop
detectors sense the vehicle passing above the sensor and
provides the continuous speed of the vehicle. This continuous
speed information can then be used to calculate the travel time
on that segment of road [9]. In addition to the loop detector,
segment-based methods also use floating car data for travel
time estimation [10]. Where, in floating car data, GPS enabled
cars are used to collect timestamped GPS coordinates. The
available dataset, in ST-NN, can think of as the special case
of floating car data, where only the origin and destination GPS
coordinates are recorded.
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One of the major drawbacks of the segment-based method
is that it can not capture the waiting times of a vehicle waiting
at the traffic lights, which is a very important factor for esti-
mating the accurate travel time. Therefore, some methods are
developed which considers the waiting time at the intersections
as well for travel time estimation [11] [12]. In path-based
methods, sub-paths (links + waiting time at intersections) are
concatenated to predict the most accurate travel time [12]. Our
method is the special case of the path-based method, were sub-
path is the entire path from origin to destination containing
information about the waiting times at all the intersections.
In addition to these methods, [13] propose a neighbor-based
method for travel time estimation by averaging the travel time
for all the samples in training data having the same origin,
destination, and time-of-day.
In this paper, our focus is to jointly predict the travel time
and distance from an origin to a destination as a function
of the time-of-day using the historical NYC travel trips data.
Since the available NYC taxi trip dataset does not contain GPS
coordinates of the full trajectory of the trip, we treat it as a full
path travel time estimation problem. One alternative solution
for travel time estimation, can first find the specific trajectory
path (route) between origin and destination and then estimate
the travel time for that route [14] [15]. Although, obtaining
the travel route information is important, but we can think
of a certain real scenario where route information is not as
much important as travel time. For example, the travel route
is of much less concern than the travel time to a non-driving
taxi passenger. In [8], the historical taxi trip data is used for
estimating the travel time by deriving the expected path travel
time. It first selects all the probable travel path between an
origin and a destination and takes the summation of each of
the path travel time weighted by the probability of taking that
particular path.
In [16], a Support Vector Regression (SVR) model is
introduced for travel time estimation. The authors showed
very promising results on a small highway dataset. Unlike
highways, travel time variability is very high in urban cities
because of traffic lights at each intersections [17], this makes
it more challenging to predict the travel time in the cities. In
this paper, we focus on the travel time and distance estimation
between two locations in NYC. Since the publicly available
taxi trips dataset contains information about millions of taxi
travel trips and influenced by the exceptional performance of
deep neural networks [18], given the tons of training data, we
developed a unified deep neural network learning model that
jointly learns the travel time and distance between an origin
and a destination.
To the best of our knowledge, we are the first to estimate
the travel distance directly from the GPS coordinates of origin
and destination locations in the city, without building any route
or map between the locations.
In the subsequent sections, we first define the travel time
estimation problem for origin-destination pair in Section II, we
briefly describe the multi-layer perceptron (MLP) and explain
the ST-NN approach in Section III. Then, we evaluate the
performance of ST-NN approach in Section IV and finally, we
conclude this paper in Section V.
II. PROBLEM DEFINITION
In this section, we explain the taxi travel time estimation
problem in detail. Travel time is the time taken by a vehicle,
moving from one location to another including the effect of
temporal conditions. Similarly, travel distance is the distance
transversed by a vehicle between two locations. In simple
words, one can think of this problem as to estimate the travel
distance and time between an origin (o) and a destination (d)
at a particular time (t) time-of-day.
First, we define a taxi trip pi, as a 5-tuple (oi, di, ti, Di, Ti),
starting from the origin oi at time-of-day ti heading to the
destination di, where Di, is the travel distance and Ti is the
travel time from origin to destination. Both the origin and des-
tination are 2-tuple GPS coordinates, that is oi = (Lati,Loni)
and di = (Lati,Loni), and time-of-day (ti) is in seconds. An
intuitive reason to include time-of-day ti as a part of taxi
trip is that of different traffic conditions at the different time.
For example, one can encounter heavy traffic at peak hours
than off-peak hours also the traffic patterns on weekdays is
different from weekends. Similar to [19], we assume that the
intermediate location or travel trajectory is not known, only the
end locations are available. For reference, the largest publicly
available NYC taxi trip dataset [1] contains only the end
locations. We define a query qi as a pair (origin, destination,
time-of-day)i input to the system and corresponding pair
(travel time, travel distance)i as an output. Therefore, for the
network, the only input query is (oi, di, ti), and the network
estimates (Di, Ti).
Given the historical database of N taxi trips X = {pi}Ni=1,
our goal is to estimate the travel distance and time, (Dq, Tq)
for a query q = (oq, dq, tq),
A. Data Mapping
Geo-Coordinates are continuous variables and in the urban
cities like NYC, because of tall buildings and dense areas,
it is quite possible to get the erroneous GPS coordinates
while reporting the data. Other sources of erroneous recording
of GPS coordinates involves atmospheric effects, multi-path
effects and clock errors. For more information, we refer the
reader to [20]. Therefore, to combat the uncertainties in GPS
recording, a data pre processing step is needed to process the
raw GPS data in order to get rid of erroneous GPS coordinates.
Hence, we discretized the GPS coordinate into 2-D square
cells, let’s say of 200mt. longitude and 200mt. latitude. All
the GPS coordinates of a square cell are represented by the
lower left corner of that square cell as shown in Fig. 1.
Similar to location mapping, we also discretized the time-
of-day as a 1-D time cell. From the NYC dataset, we observe
that the average travel time of a taxi for weekday per time cell
differs from the weekend as shown in Fig. 2.
Therefore, we differentiate the time-of-day of weekdays
from weekends. The time-of-day of the weekend is incre-
mented by 3600 ∗ 24 sec. of time-of-day of the weekday, as
Fig. 1: GPS position binning
Fig. 2: Average taxi travel time per time cell on weekday and
weekend
shown in Fig. 3, for a time cell of 10 Min. we obtain a total
288 time cells.
Fig. 3: Time binning
III. PROPOSED APPROACH
A simple possible solution can be to construct a look-up ta-
ble containing average travel time and distance information for
all possible queries. But this solution has several drawbacks.
First, since the space formed by Cartesian product o × d × t
is very large, thus forming such a big look-up table requires
a huge amount of memory to store. Second, most of the taxi
application works in real time, that is updating the rider about
remaining travel time. Therefore, frequently querying from
such a big look-up table is time consuming and can not operate
in real time. Finally, given the very sparse historical taxi trip
data, it is not possible to have a query output for complete
Cartesian product o × d × t queries. Therefore, a regression
based alternative approach is required.
A. Background
Deep neural networks are known for solving very difficult
computational tasks like object recognition [21] [22], regres-
sion [23] and other predictive modeling tasks. They do so,
because of their high ability to learn feature representations
from the data [24] and best map the input features to the output
variables. Also, neural networks are capable of learning any
mapping from input features to output and can approximate
any non-linear function [25].
In an artificial neural network, neurons serve as the basic
building block of the networks. A neuron receives an input
signal, process it using a logistic computation function and
transmit an output signal depending on the computation out-
come [26]. When these neurons are arranged into networks of
neurons termed as the artificial neural network. Each column
of neurons in the network is called layer and a network
can have multiple layers with multiple neurons each layer.
Network with a single neuron is called perceptron and network
with multiple layers of neurons is called multi-layer perceptron
(MLP). A two hidden layer MLP is shown in Fig. 4, where
the input layer is the inputs to the network. The input layer is
also called the visible layer because this the only exposed part
of the network. Hidden layers derive features from the input
layer at different scales or resolutions and form high-level
features and output a value or a vector of values at the output
layer depending on the type of the (regression, classification)
problem. At each hidden layer, network computes the features
Fig. 4: Multi-Layer Perceptron
as:
A1 = f(W1 ∗X)
A2 = f(W1 ∗A1)
Y = f(W3 ∗A2)
Fig. 5: Unified Neural Network Architecture for Joint Estimation of Travel Time and Distance
Where f is the activation function which takes the linear
combination of weights and outputs at the previous layer and
outputs a value and ∗ denotes the simple matrix multiplication.
The activation function f can be identical for all the hidden
layers or can be different. A1, A2 and Yˆ are the successive
outputs of the first hidden layer, second hidden layer, and the
final output layer.
For a given row of data X as an input to network and
expected output Y , the network processes the input and obtains
A1, A2 and finally obtain the predicted output Yˆ . This is
called a forward pass. Then the predicted output is compared
with the expected output Y to compute an error using a loss
function. The loss function measures our unhappiness with the
outcome of the network. For example, in a regression problem,
the mean square loss between predicted and expected output
can be computed as:
L(Y, Yˆ ) =
1
2N
N∑
i=1
(Y i − Yˆ i)2 (1)
Where, N is the number of training data samples and Y i
represents the expected output of ith training sample. The
empirical error computed according to (1) is then propagated
back through the network using a standard backpropagation
[27] algorithm and updates the weights W1,W2,W3 for each
layer according to a stochastic gradient descent algorithm, one
layer at a time. This is called a backward pass. This process
of a forward pass and a backward pass is repeated for all
the data sample in training data and one pass over the entire
training dataset is called an epoch. A network can be trained
to minimize the loss for a large number of epochs.
All the hyper-parameters such as the number of layers in
a network, the number of neurons per layer, activation of
neurons, the loss function can be tuned by using multiple
rounds of cross-validation.
B. ST-NN
In Fig. 5, we describe the ST-NN architecture. In this
architecture, we define two different deep neural network
(DNN) module both for travel distance and time estimation as
“Dist DNN Module” and “Time DNN Module”, respectively.
First, we describe the inputs to both the modules. The input
to dist DNN module is only the origin oi and destination di
binned GPS coordinates. This module is not exposed to time-
of-day ti information because the time-of-day information is
irrelevant to the travel distance estimation and might misguide
the network. For any taxi service, because of usual reasons,
always routes a driver on to a path that has the shortest length.
As the route planning is not a part of this work, we assume that
the all the taxis in the available taxi trip dataset have chosen
the shortest path for a trip between origin and destination
irrespective of time-of-day. Therefore, the input dimension to
dist DNN module is 4-D, that is OriginLatBin, OriginLonBin,
DestLatBin and DestLonBin. The input to time DNN module
is the activations of last hidden layer of the dist DNN module
along with the time-of-day information. Since, time-of-day is a
very crucial parameter for estimating the travel time, as time-
of-day carries daily and weekly traffic patterns and all the
dynamic traffic condition information.
Both the dist DNN module and time DNN module are
three-layer MLP with different numbers of neurons per layer.
We cross-validated the parameters and find the ones with the
best performance. The best performance configuration of the
number of layers and number of neurons per layer for both
the module is shown in Fig. 5 where, YˆD and YˆT are the
predicted distance and time from dist DNN module and time
DNN module, respectively. The ST-NN architecture is then
trained via stochastic gradient descent jointly for both travel
distance and time according to the loss function:
L(YD, YT , YˆD, YˆT ) = L(YT , YˆT ) + L(YD, YˆD) (2)
From (1), we write the final loss function as:
L(YD, YT , YˆD, YˆT ) =
1
2N
N∑
i=1
(Y iT − Yˆ iT )2+
1
2N
N∑
i=1
(Y iD − Yˆ iD)2 (3)
We observe, in Section IV, that the joint learning of travel
distance and time as in Fig. 5 improves the travel time esti-
mation over the baseline methods, described in next section.
C. DistNN
For comparing the performance of ST-NN with the stan-
dalone modules, we also define a three layer MLP regression
network for estimating the travel distance from the origin oi
and destination di binned GPS coordinates as shown in Fig.
6.
Fig. 6: MLP architecture for travel distance estimation
Here, we use the same network parameters of dist DNN
module as in Fig. 5 and train the network via stochastic
gradient descent with the loss function:
L(YD, YˆD) = L(YD, YˆD) (4)
=
1
2N
N∑
i=1
(Y iD − Yˆ iD)2 (5)
D. TimeNN
Similar to standalone dist DNN module, we also show the
performance of standalone time DNN module for travel time
estimation as shown in Fig. 7. We use the same network
parameters for time DNN module as in Fig. 5. The input
to this network are origin oi and destination di binned GPS
coordinates along with time-of-day information.
Fig. 7: MLP architecture for travel time estimation
Finally, the network is trained via stochastic gradient de-
scent with the loss function:
L(YT , YˆT ) = L(YT , YˆT ) (6)
=
1
2N
N∑
i=1
(Y iT − Yˆ iT )2 (7)
IV. EXPERIMENTS AND RESULTS
In this section, at first we start by describing the NYC taxi
dataset used for evaluating the performance of ST-NN and then
we describe the evaluation measure used in paper. Afterwards,
we define performance measures and results.
A. NYC Dataset
A publicly available gigantic taxi trip dataset, recorded
173M taxi trips for the New York City during the year 2013
[1]. This dataset describes every single trip by 21 different
variables containing the pickup GPS coordinates, dropoff GPS
coordinates, date and time of pickup and dropoff, total travel
time in seconds, total travel distance in miles, the number
of passengers, fare amount, tax amount, driver’s license, rate
code etc. Fig. 8 outline the provided GPS coordinates where
Fig. 8a and 8b show the density of pickup and dropoff GPS
coordinates, respectively.
(a) Taxi pickup Distribution (b) Taxi dropoff Distribution
Fig. 8: NYC GPS Coordinates Distribution
We also provide some statistics of the data in Fig. 9. We
show the empirical CDF plots for travel time and distance in
Fig. 9a and 9b. From the dataset, we observe that about 80%
of the travel trips have travel time less than 20 minutes and
about 60% of the trips have travel distance less than 2 miles.
(a) Travel Time CDF (b) Travel Distance CDF
Fig. 9: NYC Taxi Trips Statistics
B. Evaluation Methods
Here, we describe the methods we compared with our
proposed approach.
1) Linear Regression for Time (LRT): We implement a
simple linear regression method for time estimation,
modeling travel time as a function of origin and des-
tination GPS coordinates defined by the 2-D square cell
and the 1-D time cell number.
2) Linear Regression for Distance (LRD): Similarly, We
implement a simple linear regression method for dis-
tance estimation, modeling travel distance as a function
of origin and destination GPS coordinates defined by the
2-D square cell.
3) Time DNN module (TimeNN): This is the method when
only the time DNN module of the unified network is
used to learn the travel time as described in Section
III-D. Inputs to this module are the origin and destination
GPS coordinates defined by the 2-D square cell and the
1-D time cell number.
4) Distance DNN module (DistNN): Similarly, This is the
method when only the distance DNN module of the
unified network is used to learn the travel distance as
described in Section III-C. Inputs to this module are
only the origin and destination GPS coordinates defined
by the 2-D square cell.
5) Unified learning (ST-NN): This is the proposed improved
approach described in Section III-B.
6) (BTE) [19] : We also compare the performance of
proposed approach with the best method introduced in
[19].
C. Outliers Rejection
From the initial exploration of NYC taxi trip data we
find that the dataset contains a number of anomalous taxi
trips termed as outliers, for example having more than 7
passengers in a taxi and no passenger, missing pickup and
dropoff GPS coordinates, travel time of zero seconds while
the corresponding travel distance is non-zero, travel distance
of zero miles while corresponding travel time is non-zero.
These outliers can cause huge mistakes in our estimations
so, we experimentally detected the anomalous trips and re-
moved from the dataset. We also defined a GPS coordinate
box for the NYC, obtained from [28], and select a subset of
taxi trips within the borough of this GPS coordinate box in
order to remove all the taxi trips having pickup or dropoff
GPS coordinates lies outside the NYC.
D. Performance evaluation
First, we describe the performance measure used in this
paper to evaluate the performance of ST-NN. We acquire the
measures from [29] (1) to evaluate the travel time estimation
and (2) to have a fair comparison with [19], such as Mean
Absolute Error (MAE) and Mean Relative Error (MRE). Where
MAE is defined as the mean of the absolute difference between
the estimated travel time fi and the ground truth yi:
MAE =
∑N
i=1 |yi − fi|
N
(8)
and, MRE is defined as:
MRE =
∑N
i=1 |yi − fi|∑N
i=1 yi
(9)
We also define the Median Absolute Error (MedAE) and
Median Relative Error (MedRE), as the dataset contains
anomalous taxi trip entries that is
MedAE = median(|yi−fi|),MedRE = median
( |yi − fi|
yi
)
,
where median has its usual meaning. To measure how close
the data are to the fitted hyper surface, we also use the
coefficient of determination R2 to evaluate the performance of
proposed approach. R2 coefficient ranges between (−∞, 1],
where the -ve value indicates that the fitted hyper surface
accounts none for the variation in data and R2 = 1 indicates
that all the data points perfectly fall on the fitted hyper surface.
R2 coefficient is defined as
R2 = 1−
∑
i(yi − fi)2∑
i(yi − y¯)2
.
Where y¯ = 1N
∑N
i=1 yi, is the mean of the observed data.
E. Results
We evaluate the performance of ST-NN on the NYC travel
trip dataset. We divide the entire dataset into training and test
subsets in the ratio 80:20. All the results are reported on the
test subset. All the parameters of ST-NN network architecture
such as a number of layers per module and number of units per
hidden layer is shown in the Fig. 5. We also use data mapping
as described in Section II-A. For location mapping, we use
(200mt.× 200mt.) 2-D square cell and for time mapping we
use 10 minutes as 1-D time cell. To compare the performance
of TimeNN and DistNN with the proposed approach we use
the same module parameters as in time DNN module and
distance DNN module respectively. All the parameters are kept
fixed of ST-NN throughout all the experiments.
Fig. 10: Overall performance comparison as a function of taxi
travel time
Table I and II compare the performance of proposed ap-
proach for travel time and distance estimation, respectively.
From Table I, we first observe that the proposed approach
is far better than the simple linear regression method for
travel time estimation. This is expected because the simple
R2 Coefficient MAE MRE MedAE MedRE
LRT -1.84 724.14 1.01 638.52 1.10
TimeNN 0.713 158.29 0.221 100.242 0.182
ST-NN 0.75 145.9 0.20 91.48 0.16
TABLE I: Overall performance comparison of proposed approach with the other approaches for travel time estimation, when
trained on entire NYC
linear regression is a baseline method which does not consider
the uncertain traffic conditions and simply tries to find the
linear relationship between the raw origin-destination GPS
coordinates and the travel time. Considering the temporal
differences, TimeNN is the big shot and improves the travel
time prediction a lot better just mapping the raw origin-
destination GPS coordinates and time-of-day information to
travel time. We observe the huge differences in all performance
measures and about 78% improvement in MAE.
By adding the encoded travel distance information (the ST-
NN), further improves the performance for travel time estima-
tion, that is MAE is improved by 13 seconds in comparison
to TimeNN. For reference, this MAE is average over millions
of taxi trips so, thus the difference of 13 seconds in MAE
means a lot. To investigate further, we plot the MAE for all
the approaches in Fig. 10 to know in which regimes the ST-NN
is better than the TimeNN. It is clear from the curves that the
slope of the orange curve is more than the green curve, that
is as the taxi travels far a significant gap in the performance
is noticed. We also plot the MAE and predicted travel time
for ST-NN network as a function of taxi travel time in Fig.
11. As expected, for the shorter taxi trips ST-NN succeeds in
predicting the actual travel time but for the longer travel trips,
it encounters a larger MAE, around 8− 10 minutes. Since the
short travel time trips are more prone to be affected by the
temporal conditions, we can say that the proposed approach
is all time better at capturing the dynamic conditions.
Fig. 11: ST-NN performance as a function of taxi travel time
We also evaluate the performance of ST-NN for travel
distance estimation. Similar to travel time estimation, from
table II, we find that the LRD performs very poorly. It is
because, in any urban city, it is very hard to find a straight
route from the origin to destination. Therefore, finding a linear
distance pattern is not an efficient approach, however, LRD
always tries to strive for a linear pattern. We also observe a
very small performance difference between the DistNN and the
ST-NN, DistNN performed better than the ST-NN. To explain
this performance gap, we say that the ST-NN compromises a
little bit in performance for travel distance estimation to obtain
high performance on travel time estimation.
We also evaluate the performance of ST-NN for travel time
estimation with respect to the trip distance in Fig. 12. We
observe the similar behavior as estimated travel time with
respect to the actual travel time in Fig. 11, that is as the taxi
travels far, MAE increases. This is because of the reason that
a long distance trip always has long travel time.
Fig. 12: ST-NN Performance as a function of taxi travel
distance
In this paper, we compare the performance of proposed
approach with the best approach in [29] with the same
parameter settings. As the authors in [29], report result only
within the borough of Manhattan, we also mask the training
dataset confined only to Manhattan. We also use the same
data mapping parameters: for location (50mt.× 50mt.) as 2-
D square cell and for time 60 minutes as 1-D time cell. We
summarize the performance of ST-NN with respect to BTE
[29] in Table III. We observe a clear performance improvement
of ST-NN for travel time estimation, in terms of MAE, by
17%.
We can not provide the direct comparison for travel distance
estimation because [29] only showed results on travel time
estimation.
We also study the impact of outliers on the performance
of our approach and compare it with [29] for travel time
R2 Coefficient MAE MRE MedAE MedRE
LRD -0.397 3.109 1.045 2.549 1.224
DistNN 0.95 0.21 0.07 0.077 0.0418
ST-NN 0.943 0.27 0.09 0.112 0.06
TABLE II: Overall performance comparison of proposed approach with the other approaches for travel distance estimation,
when trained on entire NYC
MAE MRE MedAE MedRE
ST-NN 121.48 0.215 80.77 0.182
BTE [29] 142.73 0.2273 98.046 0.1874
TABLE III: Performance of proposed approach compared to
[29]
estimation in Table IV. In Section IV-C, we studied the types
of outliers present in dataset and applies certain filters on the
dataset such as filters using time and distance, GPS coordinates
etc to remove the outliers. To analyze the robustness of ST-NN
with respect to outliers, we train the ST-NN on the cleaned
training data and test the network on uncleaned (with outliers)
data. We found that when the outliers are prevalent in the
data, our proposed approach not only outperform [29] but also
appears to be more robust to outliers. We observe a difference
of approx. 2 seconds in MAE for the proposed approach.
MAE MRE
With
Outliars
ST-NN 123.13 0.2282
BTL [29] 170.04 0.2547
Without
outliars
ST-NN 121.48 0.2155
BTL [29] 142.73 0.2173
TABLE IV: Performance of the proposed approach
with/without outlier
We plot the MAE of ST-NN as a function of time-of-day in
Fig. 13 to comparing the performance of ST-NN for weekday
vs. weekends. From the plot, the time bins on the left of the
dotted red line represent the weekday and on the right are
the weekends. We find that for weekdays, the predicted travel
time form ST-NN model successfully mimics the actual travel
time, it is because that a large number of people commute to
work and home during weekdays and forms a pattern which is
learned by the neural network. But for weekends, during the
later times in the day, when there are unusual traffic patterns,
the ST-NN can not capture the temporal patterns as efficiently
as compared to weekdays.
V. CONCLUSION
In this paper, we propose a ST-NN deep neural network
approach for jointly estimating the travel time and travel
distance from the historical travel trip dataset. The ST-NN just
uses the raw origin and destination GPS coordinates and time-
of-day information without requiring any feature engineering
to efficiently predict the travel time and distance. The ST-
NN not only outperformed the state-of-the-art methods for
travel time estimation but also maintains its performance in the
presence of outliers. Finally, the ST-NN provides the results
for both travel time and travel distance estimation.
Fig. 13: ST-NN Performance: MAE vs. Time-of-day
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