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Abstract
We show that the generalized Hardy inequality
∑
k |bkfˆ (nk)|  C‖f ‖H1 holds for f ∈ H1 and
certain (bk) ∈ lr (2 q ∞) whenever (nk)∞k=1 ⊂N satisfies appropriate growth conditions depen-
dent on r .
 2003 Elsevier Inc. All rights reserved.
1. Introduction
A function f (z)=∑ fˆ (n)zn analytic in the unit disc |z|< 1 is said to belong to class
Hp (0 <p <∞) if
‖f ‖Hp = lim
r→1−
{
1/(2π)
2π∫
0
∣∣f (reit )∣∣p dt
}1/p
<∞.
Two fundamental results for f ∈H1 are Hardy’s inequality and Paley’s theorem.
Theorem 1 (Hardy–Littlewood [4]). For f ∈H1,
∞∑
n=1
|fˆ (n)|
n
 π‖f ‖H1 .
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constant C > 0 such that( ∞∑
k=1
∣∣fˆ (nk)∣∣2
)1/2
 C‖f ‖H1 .
In 1981, McGehee et al. [5] showed that a stronger result holds when suitable restric-
tions are placed on f ; namely, there exists an absolute constant C1 > 0 such that
∞∑
k=1
|fˆ (nk)|
k
 C1‖f ‖H1 (1)
whenever (nk)∞k=1 is an increasing sequence of non-negative integers and f is an H1 func-
tion with fˆ (n) = 0 if n = nk . This result was of special importance because it provided
an affirmative answer to the long-standing Littlewood conjecture that there is an absolute
constant C2 > 0 such that for all trigonometric polynomials p(t) =∑Nk=1 einkt , we have
C2 logN  ‖p‖L1 . This problem had attracted the interest of many mathematicians in both
number theory and analysis. For a history of the problem, see Pichorides [7].
In 1996, Dyakonov [3] proved that we can obtain the same type of generalized Hardy
inequality (1) by placing certain conditions on the growth of the nk’s rather than by placing
restrictions on the spectrum of f .
Theorem 3 (Dyakonov [3]). Let 1 q <∞. Let δ > 0 and (nk)∞k=1 ⊂N satisfy
nk+1
nk
 1+ δ
k
for all positive integers k. Then there exists a constant C3 > 0 dependent on δ such that( ∞∑
k=1
|fˆ (nk)|q
k
)1/q
 C3‖f ‖H1
for all f ∈H1.
Recently, Blasco [1] gave another proof of Dyakonov’s result. It should be noted that
for q = 1, δ = 1 and (nk) = (k) this reduces to Hardy’s Inequality. However, for q = 2
Dyakonov’s result has weaker hypotheses and a weaker conclusion than Paley’s Theorem 2.
In this paper we refine techniques and extend results in Dyakonov’s article. We give an
extension of Dyakonov’s result for 1 q  2 in which we substitute an arbitrary sequence
(bk) ∈ l2q/(2−q) for (1/k). As a consequence, we obtain not only Hardy’s inequality when
q = 1, δ = 1 and (nk) = (k) but also Paley’s theorem when q = 2 and (bk) is a non-zero
constant sequence. Our main theorem is the following.
Theorem 4. Let 1 q <∞ and 1/r = 1/q − 1/2. Suppose
b = (bk) ∈
{
lr if 1 q < 2,
l if 2 q <∞.∞
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nk+1
nk
 1+ δ|bk|q
for all positive integers k. Then there exists a constant C4 > 0 dependent on (bk), δ and q
such that( ∞∑
k=1
∣∣bkfˆ (nk)∣∣q
)1/q
 C4‖f ‖H1
for all f ∈H1.
The proof uses multiplier results which are stated in Section 2. We also prove in Sec-
tion 4 that under certain circumstances Theorem 4 is sharp.
2. Multiplier results
A complex sequence (λn) is said to be a multiplier from Hp to lq if f ∈ Hp implies
(λnfˆ (n)) ∈ lq . We writeM(Hp, lq ) for the collection of all multipliers from Hp to lq . Our
proofs rely on the following multiplier results.
Theorem 5 (Sledd–Stegenga [8]).
(a) Let 1 q < 2. Then λ ∈M(H1, lq) if and only if
sup
N
{ ∞∑
j=1
(
(j+1)N−1∑
k=jN
|λk|q
)2/(2−q)}(2−q)/(2q)
<∞.
(b) Let 2 q <∞. Then λ ∈M(H1, lq) if and only if
sup
N
( 2N−1∑
k=N
|λk|q
)1/q
<∞.
Theorem 6 (Duren–Shields [2]). For 1 p,q <∞, if λ ∈M(Hp, lq) then
sup
N
1/N
{
N∑
k=1
kq/p|λk|q
}1/q
<∞.
3. Generalized hardy inequalities
Proof of Theorem 4. First, we will consider the case 1  q < 2 and so 2  r <∞. To
prove our result, we will use Theorem 5 with
λn =
{
bk if n= nk,
0 if n = n . (2)k
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constant B such that for any N ∈N,
∞∑
j=1
( ∑
{k: nk∈Ij,N }
|bk|q
)r/q
 B. (3)
Let N ∈N be fixed. Set
J0 =
{
j ∈N: Ij,N ∩ {nk} = ∅
}
,
J1 =
{
j ∈N: card(Ij,N ∩ {nk})= 1},
J2 =
{
j ∈N: card(Ij,N ∩ {nk}) 2}.
Clearly, N= J0 ∪ J1 ∪ J2, and since the contribution of J0 is zero, we have
∞∑
j=1
( ∑
{k: nk∈Ij,N }
|bk|q
)r/q
=
∑
j∈J1
( ∑
{k: nk∈Ij,N }
|bk|q
)r/q
+
∑
j∈J2
( ∑
{k: nk∈Ij,N }
|bk|q
)r/q
.
Next, set
S1 =
∑
j∈J1
( ∑
{k: nk∈Ij,N }
|bk|q
)r/q
and S2 =
∑
j∈J2
( ∑
{k: nk∈Ij,N }
|bk|q
)r/q
.
We need to estimate these two quantities. We begin with S1.
For j ∈ J1, let k(j) be the unique k ∈ N for which nk ∈ Ij,N . Since the Ij,N ’s are
disjoint, k(j) = k(j ′) whenever j, j ′ ∈ J1 and j = j ′. Furthermore, since (bk) ∈ lr ,
S1 =
∑
j∈J1
|bk(j)|r 
∞∑
j=1
|bj |r = ‖b‖rr <∞.
To estimate S2, we fix j ∈ J2. Let
k1(j)= min{k: nk ∈ Ij,N },
k2(j)= max{k: nk ∈ Ij,N }.
Then jN  nk1(j) < nk2(j) < (j + 1)N and
∑
{k: nk∈Ij,N }
|bk|q =
k2(j)∑
k=k1(j)
|bk|q =
k2(j)−1∑
k=k1(j)
|bk|q + |bk2(j)|q .
From our hypothesis, we know that (nk+1 − nk)/nk  δ|bk|q . Therefore,
k2(j)−1∑
k=k1(j)
|bk|q 
k2(j)−1∑
k=k1(j)
(
nk+1 − nk
δnk
)
 1
δnk1(j)
k2(j)−1∑
k=k1(j)
(nk+1 − nk)
= nk2(j) − nk1(j)
δnk1(j)
 (j + 1)N − jN
jNδ
= 1
jδ
.
Clearly, k2(j) = k2(j ′) whenever j, j ′ ∈ J2 and j = j ′. Hence, applying Hölder’s in-
equality with exponent r/q and noting that r/q > 1, and so
∑∞
j=1(1/j)r/q Bq <∞,
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∑
j∈J2
(
1
δj
+ |bk2(j)|q
)r/q
 2r/2
{∑
j∈J2
(
1
δj
)r/q
+
∑
j∈J2
|bk2(j)|r
}
 2r/2
{ ∞∑
j=1
(
1
δj
)r/q
+
∞∑
j=1
|bk2(j)|r
}
 2r/2
(
Bqδ
−r/q + ‖b‖rr
)
.
Therefore, putting the estimates for S1 and S2 together, we obtain
∞∑
j=1
[ ∑
{k: nk∈Ij,N }
|bk|q
]r/q
 ‖b‖rr + 2r/2
(
Bqδ
−r/q +‖b‖rr
)
.
Since N ∈N was chosen arbitrarily,
sup
N
∞∑
j=1
[ ∑
{k: nk∈Ij,N }
|bk|q
]r/q
 ‖b‖rr + 2r/2
(
Bqδ
−r/q + ‖b‖rr
)
<∞.
Hence, by Theorem 5,( ∞∑
k=1
∣∣bkfˆ (nk)∣∣q
)1/q
 C ‖f ‖H1,
for 1 q < 2 where C is dependent on (bk), δ, and q .
Next, for the case q = 2, we assume (bk) ∈ l∞. The calculations become much simpler
and we find that for any N∑
{k: nk∈[N,2N)}
|bk|2  1/δ+ 2 ‖b‖2∞ <∞.
Thus, according to Theorem 5, (λn) as defined in (2) is indeed a multiplier from H1 to l2.
Finally, when 2 < q <∞, the result follows from the case q = 2, since( ∞∑
k=1
∣∣bkfˆ (nk)∣∣q
)1/q

( ∞∑
k=1
∣∣bkfˆ (nk)∣∣2
)1/2
 C‖f ‖H1 . ✷
We have already observed that for q = 2, choosing (bk) to be a constant sequence yields
Paley’s theorem. If ! > 0 and 1 q  2, we can choose
(bk)=
(
k−(2−q)/(2q)−!/q
) ∈ lr
to obtain the following result where the imposition of a stronger gap condition on the nk’s
leads to a substantially stronger conclusion than Dyakonov’s Theorem 3 for 1 q  2.
Corollary 7. Let 1 q  2 and ! > 0. Suppose that there exists δ > 0 such that
nk+1  1+ δ1−(q/2)+!nk k
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! such that for all f ∈H1{ ∞∑
k=1
|fˆ (nk)|q
k1−(q/2)+!
}1/q
C5‖f ‖H1 .
For ! = q/2, Corollary 7 is just Dyakonov’s Theorem 3 for 1 q  2.
4. Sharpness
Dyakonov proved that Theorem 3 is sharp in the sense that the constant δ cannot be
replaced by a decreasing null sequence (δk). We now demonstrate that under certain con-
ditions Theorem 4 is also sharp. In particular, Corollary 7 is sharp in the same sense as
Theorem 3.
Theorem 8. Let 1 q <∞ and 1/r = 1/q − 1/2. Let
(bk) ∈
{
lr if 1 q < 2,
l∞ if 2 q <∞
be a decreasing sequence for which one of the following holds:
(i) limk→∞ k|bk|q =∞ and there exists a constant C > 0 such that |b2k|q  C|bk|q for
all k;
(ii) supk k|bk|q <∞ and lim infk→∞ k|bk|q > 0.
Let (δk) be a decreasing null sequence. Then there exists a sequence (nk)∞k=1 of natural
numbers satisfying
nk+1
nk
 1+ δk|bk|q for all k
such that if
λn =
{
bk if n= nk,
0 if n = nk,
then
λ /∈M(H1, lq).
Before beginning the proof, it is worth pointing out that such (bk) can actually be
found. For example, consider (bk) = (k1/2−1/q−!/q) when 1  q  2 and 0 < !  q/2.
This sequence is clearly in lr and we will show in Corollary 9 that it satisfies condi-
tion (i) when 0 < ! < q/2 and condition (ii) when q = !/2. For 2 q <∞, the sequence
(bk)= (k−1/(2q)) is in l∞ and satisfies (i), while (bk)= (k−1/q) is in l∞ and satisfies (ii).
B. Osikiewicz, A. Tonge / J. Math. Anal. Appl. 285 (2003) 593–603 599Proof of Theorem 8. Fix (δk) and (bk) as above and let n1 = 1. We construct an increasing
sequence of positive integers
n1, n2, . . . , nK1, . . . , nK1+RK1 , nK2, . . . , nK2+RK2 , nK3, . . . ,
where Kj and RKj defined below are chosen so that nKj+RKj  3nKj for all j .
Choose K1 so that
RK1 :=
⌊
ln 2
δK1 |bK1|q
⌋
> 1,
where x denotes the greatest integer less than or equal to x . Define n2, n3, . . . , nK1−1
inductively by
nk :=
⌊
nk−1
(
1+ δk−1|bk−1|q
)⌋+ 1, for k = 2, . . . ,K1 − 1.
Then define
nK1 := max
{⌊
1
δK1 |bK1|q
⌋
+ 1,⌊nK1−1(1+ δK1−1|bK1−1|q)⌋+ 1
}
.
Define nK1+1, nK1+2, . . . , nK1+RK1 inductively as before. In other words, for m =
1, . . . ,RK1
nK1+m :=
⌊
nK1+m−1
(
1+ δK1+m−1|bK1+m−1|q
)⌋+ 1.
Let K2 :=K1 +RK1 + 1. Define
RK2 :=
⌊
ln 2
δK2 |bK2|q
⌋
and
nK2 := max
{⌊
1
δK2 |bK2|q
⌋
+ 1,⌊nK2−1(1+ δK2−1|bK2−1|q)⌋+ 1
}
.
Continuing in this fashion, we obtain our sequence
n1, n2, . . . , nK1, . . . , nK1+RK1 , nK2, . . . , nK2+RK2 , nK3, . . .
with
RKj :=
⌊
ln 2
δKj |bKj |q
⌋
, (4)
nKj := max
{⌊
1
δKj |bKj |q
⌋
+ 1,⌊nKj−1(1+ δKj−1|bKj−1|q)⌋+ 1
}
, (5)
and for m= 1, . . . ,RKj
nKj+m :=
⌊
nKj+m−1
(
1+ δKj+m−1|bKj+m−1|q
)⌋+ 1.
We now prove that our construction ensures that nKj+RKj  3nKj for all j . By defini-
tion,
nKj+1  nKj
(
1+ δKj |bKj |q
)+ 1.
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nKj+2  nKj+1
(
1+ δKj+1|bKj+1|q
)+ 1
 nKj
(
1+ δKj |bKj |q
)(
1+ δKj+1|bKj+1|q
)+ (1+ δKj+1|bKj+1|q)+ 1.
Continuing in this way, we find nKj+RKj is bounded above by
nKj
RKj−1∏
m=0
(
1+ δKj+m|bKj+m|q
)+
RKj−1∏
m=1
(
1+ δKj+m|bKj+m|q
)+ · · ·
+
RKj−1∏
m=RKj−2
(
1+ δKj+m|bKj+m|q
)+ (1+ δKj+RKj−1|bKj+RKj−1|q)+ 1.
Since (|bk|) and (δk) are both decreasing sequences,
δKj+m|bKj+m|q  δKj |bKj |q
for all positive m. Thus,
RKj−1∏
m=i
(
1+ δKj+m|bKj+m|q
)

(
1+ δKj |bKj |q
)RKj−i
for all i . As a result,
nKj+RKj  nKj
(
1+ δKj |bKj |q
)RKj +
RKj−1∑
m=0
(
1+ δKj |bKj |q
)m
 nKj
(
1+ δKj |bKj |q
)RKj + (1+ δKj |bKj |q)RKj − 1
δKj |bKj |q
.
Since ln(1+ x) x for all x  0, (4) ensures that(
1+ δKj |bKj |q
)RKj  2.
Using the above inequality and (5),
nKj+RKj  2nKj +
1
δKj |bKj |q
 3nKj .
Therefore,
nKj
nKj+RKj
 1
3
. (6)
Now we show that if
λn =
{
bk if n= nk,
0 if n = n ,k
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sup
j
n
q
1 |b1|q + · · · + nqKj+RKj |bKj+RKj |
q
n
q
Kj+RKj
=∞.
To achieve this goal, we begin by noting that, by (6),
n
q
1 |b1|q + · · · + nqKj+RKj |bKj+RKj |
q
n
q
Kj+RKj

n
q
Kj
|bKj |q + · · · + nqKj+RKj |bKj+RKj |
q
n
q
Kj+RKj

n
q
Kj
n
q
Kj+RKj
(|bKj |q + · · · + |bKj+RKj |q)
 1/3q
(|bKj |q + · · · + |bKj+RKj |q).
We simply need to show that
sup
j
(|bKj |q + · · · + |bKj+RKj |q)=∞.
To prove this we look separately at conditions (i) and (ii) of our theorem.
Suppose (bk) satisfies condition (i). Since (bk) is decreasing,
|bKj |q + · · · + |bKj+RKj |q RKj |bKj+RKj |q,
and so it is enough to show that
sup
j
RKj |bKj+RKj |q =∞.
We need to consider two subcases: either there is an infinite number of j ’s such that Kj 
RKj or there is an infinite number of j ’s such that RKj >Kj .
Suppose there is an infinite number of j ’s such that Kj  RKj . Then considering the
subsequence consisting of only these j ’s, we have Kj + RKj  2Kj . Using the fact that
(bk) is a decreasing sequence, the hypotheses of (i), and (4),
RKj |bKj+RKj |q RKj |b2Kj |q  CRKj |bKj |q  C
(
ln 2
2δKj
)
→∞ as j →∞.
Now suppose there is an infinite number of j ’s such that RKj >Kj . Once again, consid-
ering the subsequence consisting of only these j ’s, we have Kj +RKj < 2RKj . Using the
fact that (bk) is a decreasing sequence, the hypotheses of (i), and the fact that RKj →∞
as j →∞,
RKj |bKj+RKj |q RKj |b2RKj |q  CRKj |bRKj |q →∞ as j →∞.
To sum up, if (bk) satisfies the hypotheses in (i), then
sup
j
RKj |bKj+RKj |q =∞,
as we wanted.
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that there exists N ∈ N such that k|bk|q D/2 for all k  N . Hence, |bk|q D/(2k) for
all k N. Therefore, for Kj N , (4) gives
|bKj |q + · · · + |bKj+RKj |q 
D
2
(
1
Kj
+ 1
Kj + 1 + · · · +
1
Kj +RKj
)
 D
2
ln
(
1+ RKj + 1
Kj
)
 D
2
ln
(
1+ RKj
Kj
)
 D
2
ln
(
1+ ln 2
2δKjKj |bKj |q
)
.
Since M = supk k|bk|q is finite by the first condition of (ii),
|bKj |q + · · · + |bKj+RKj |q 
D
2
ln
(
1+ ln 2
2δKjM
)
→∞ as j →∞.
Thus, in each of the two cases we have shown using Theorem 6 that the sequence (λn) is
not a multiplier from H1 to lq . ✷
It is now straightforward to show that Corollary 7 is sharp for small !. This was proved
by Dyakonov in the case ! = q/2.
Corollary 9. Let 1 q  2 and 0 < !  q/2. Given any decreasing null sequence (δk)∞k=1,
there exists a sequence (nk)∞k=1 ⊂N satisfying
nk+1
nk
 1+ δk
k1−(q/2)+!
for all positive integers k such that if
λn =
{
k1/2−1/q−!/q if n= nk,
0 if n = nk,
then λ /∈M(H1, lq).
Proof. First, we consider the case where 0 < ! < q/2. Let |bk|q = |λnk |q = kq/2−1−! .
Notice that
|b2k|q = 1
(2k)1−q/2+!
 1
21−q/2+!
|bk|q
and
k|bk|q = k
k1−q/2+!
= kq/2−! →∞ as k→∞.
Therefore, (bk) satisfies condition (i) of the theorem and so the corollary is proved in this
case.
Next, suppose ! = q/2. In this case, let |bk|q = 1/k and note that condition (ii) of the
theorem applies. ✷
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