With the popularization of the Internet and the arrival of the big data era, numerous different social networks (SNs) have emerged to satisfy users' social needs and offer them rich content and convenient services. Under these circumstances, identifying multiple social accounts belonging to the same user across different SNs is of great importance for many applications. Across social networks user identification (ASNUI) can help perfect user information, offer personalized service recommendation, and data mining, as well as provide support for scientific research. This paper first systematically introduces the application of ASNUI in the field of social computing, then states its applications and challenges, and reviews the adopted models, frameworks, and performance comparison state-of-the-art techniques used in ASNUI. Finally, we also identify a few future research directions in ASNUI, such as weight allocation of user attribute information, the fusion of multi-dimensional information, and large-scale user identification.
I. INTRODUCTION
We are currently experiencing an explosive growth in the amount of internet data. SNs provide a convenient platform for people to interact with information and are important providers of network big data. According to data released by Facebook in 2017, the platform's number of active users per month has exceeded 2 billion, making it the largest SN in the world. Moreover, according to WeChat 1 statistics from 2017, the number of monthly active users of this platform has reached 980 million. These data show that more and more netizens are using SNs for information interaction purposes in order to meet their different social needs.
Owing to the differences in the services provided by different SNs, people generally choose to selectively participate in various SNs. From the survey in [1] , 42% of users had multiple SN accounts in 2013. Each SN reflects the real-life state of users from different perspective, and is an instance The associate editor coordinating the review of this manuscript and approving it for publication was Wen Chen . 1 https://weixin.qq.com/ of the mapping of the real world onto the virtual network. Due to concerns regarding user privacy protection, user's information on SNs are isolated, and it is difficult for a SN service provider to obtain user's information in other SNs. Therefore, there is no direct link between an individual's various SN accounts, and a complete cross-SN map is difficult to obtain. As shown in FIG. 1 , user information can be integrated and perfected to the maximum extent possible by identifying users' multiple social accounts across different SNs. Users' social data are mined to establish a relatively complete personal information for each user, after which a complete SN map of users can be constructed. ASNUI aims to link accounts in different SNs that belong to the same person, and is thus important in many research fields. The main applications of this concept are as follows:
(1) User profile aggregation: The information that can be obtained about a user from a single SN is limited. However, if a user's accounts on multiple SNs can be identified, then the user history information and the latest dynamics can be more comprehensively mastered. For example, companies can utilize two types of social software, namely Microblog and LinkedIn, to obtain information about an applicant's interests and work experience before an interview. Use of these network applications in conjunction with ASNUI technology makes it possible to perfect user information.
(2) Personalized service recommendation: Recommendation systems can be used to recommend friends and contents that might be of interest to specific users. Although it is easy to collect data via a single SN, this data tends to be relatively sparse, and the recommendation results are not ideal. On the other hand, if accounts from multiple SNs can be integrated to construct a complete user data, then recommendation performance will be significantly improved [2] , [3] . Some experts and scholars were invited by Microsoft to analyze the behavior of Dianping, 2 Sina Microblog 3 and Douban 4 users and to draw social behavior maps to provide personalized service guidance for different types of users [4] . They designed LifeSpec, a data-driven framework for exploring and hierarchically categorizing users' lifestyles. Given user's behavior data as digital footprints, they formalized the lifestyle spectrum of a group and promoted a probabilistic model to learn the lifestyle spectrum. LifeSpec reveals lifestyle commonalities and variations of groups with different demographic attributes, such as place of residence, education and gender. Experimental results show that the proposed method is more stable and robust than other methods when the number of levels changes from 3 to 4. According to users' feedback, when the number of levels continues to increase, it is not so easy for them to choose the most relevant lifestyles. Research on user friend recommendation conducted by the Chinese Academy of Sciences shows that friend relationships and friend behaviors of associated users (identified users) have good consistency/similarity on Twitter and Flickr. Based on this feature, a across SNs friend recommendation system was designed [5] .
(3) Data mining: More valuable information can be obtained via data mining through the association of multiple SNs. For example, some researchers used the migration learning method to verify the consistency of user behavior on different SNs. Moreover, common users as a bridge between SNs can be applied to user modeling and behavior prediction in order to help users understand the latest developments of influential people [6] , [7] .
(4) Support scientific research: The complex network of relationships between users is one of the most important features of SNs. The characteristics of complex networks have been studied intensively in a single SN. However, the question of whether new features will be generated when considering multiple SNs merits further exploration. Some researchers have utilized the meta-path method to achieve cross-SNs link prediction [8] ; these results verify that the more common users are identified, the more effective the prediction performance of cross-SNs links will be. ASNUI is also useful in many research fields, such as cross-SNs user modeling, information dissemination [9] , cyber security, etc.
While ASNUI provides huge benefits to people, it also carries the associated harm of potentially revealing personal information. An attacker can mine the user's identity information from various SNs without the user's permission by using various attributes of the network. The improper use of user identification techniques can result in a serious threat to all aspects of user privacy. For example, a malicious user could exploit location data to infer some sensitive information about other users [10] - [12] . More and more people are willing to submit their personal information to network applications only after SNs provide users with secure and guaranteed privacy protection [13] .
ASNUI technology has made great progress in various applications. Many researchers have proposed a variety of algorithms to facilitate user identification. However, there are still challenges that need to be addressed.
(1) The problem of poor robustness exists in assigning user attribute weights via a subjective weighting method. There is a difference in the contribution of user-generated attribute information to ASNUI. Therefore, each attribute needs to be weighted. The subjective weighting method mainly assigns weights to attributes by human will, which is tightly coupled with the field of attributes and has poor robustness. The objective weighting method requires sufficient sample data to support it, and its universality is poor. In view of the above problems, using the concept of information entropy to weight each attribute will be a research direction in the future.
(2) User identification algorithms that work by exploiting user attribute information lack a time-variant analysis of user information. Some datasets contain attribute information that spans a long period of time. However, in real life, some attribute information changes over time, which is called temporal attribute information. The time period spanned by the temporal attribute information in different SNs is not the same. If the attribute values are blindly required to be the same when matching, it is likely to produce false negative. Therefore, it is necessary to perform time-variant analysis on the attribute information of the user.
(3) User identification algorithms that work by using network topology information lack an analysis of non-friend relationships. User identification methods based on network topology use the number of shared seed nodes to identify users. This type of method defines the relationship between nodes as mutual-following connections and single-following connections (non-friend relationship). When ASNUI occurs in some heterogeneous SNs, non-friend relationships are often ignored. We can equate these two relationships into user features for analysis, and weight them according to their contribution, which might achieve a good identification performance.
(4) User identification algorithms that work by utilizing user behavior information lack a dynamic evolution analysis of text information. The behavior information posted by the user in SNs can intuitively reflect the user's interest topics.
The traditional topic mining model is limited to static analysis and lacks dynamic analysis when analyzing text information, which leads to poor identification performance. Using the time window to divide the text information, not only the user's overall interest distribution, but also all the information in the corpus is divided into segments according to time, and the information in different time segments is analyzed locally. The user's matching can be judged by analyzing the regularity of its dynamic evolution, thereby improving the overall performance of ASNUI.
(5) Dataset challenge. To obtain an integral dataset for research purpose, we need face the following problems. i) User privacy, how to crawl and use user identity information without involving user privacy? ii) Ground truth, How to obtain matching user account pairs through SNs when some SNs deliberately prevent users from publishing content; iii) Limited access, when crawling user data using API provided by SNs, these SNs limit the rate and set permissions which make it difficult to obtain user data in large scale.
Moreover, many works only considered one of the above mentioned aspects, and utilized single-dimensional information for user identification without fusion of multi-dimensional information, the precision rate of these algorithms can be further improved.
The goal of this paper is to give a comprehensive review of ASNUI technology research and provide a guidance for future research directions. The contributions of our work are summarized as below:
1) We describe in detail the positive significance of ASNUI in various fields, and summarize the challenges and possible solutions for ASNUI;
2) The ASNUI problem has various models and identification frameworks. We provide three general and formal models for ASNUI according to different user data, and give a unified identification framework;
3) User identification mainly consists of two aspects: similarity calculation and account matching. We summarize the similarity calculation methods for different identification techniques and analyze the complexity between matching algorithms;
4) The general evaluation metrics of ASNUI are summarized. The research status of three identification technologies is analyzed in detail, and their identification performance is compared and analyzed; 5) ASNUI is still an active area, and there are many issues to be solved. We further discuss the future research directions of ASNUI.
The remainder of this paper is organized as follows. In Section II, we introduce the model and framework of ASNUI. In Section III, we summarize similarity calculation methods and matching algorithms. We review the state-ofthe-art methods and compare the performance of different technologies for ASNUI in Section IV. Finally, we discuss the future directions in Section V and conclude this paper in Section VI. 
II. MODEL AND BASIC FRAMEWORK OF ASNUI
The basic ASNUI model is as follow: a SN is represented by G{V , E}, where V is the set of users and E is the set of relationships between users. Given an account v X i in the source network G X
} such that they belong to the same user, that is, identify the pair (v X i , v Y j ) that correspond to the same person.
A. USER ATTRIBUTE INFORMATION MODEL
Research based on user attribute information for the purpose of solving user identification problems primarily exploits personal information [34] - [56] . Multi-attribute information about users can be transformed into a multi-dimensional vector, which is used to characterize the user's identity on a specific SN.
Definition 1: If the user attribute information contains n user attribute items in a SN [17] , then the multi-dimensional vector can be defined as F x = (a x 1 , a x 2 , . . . , a x n ), where a x n denotes the nth attribute item of the account x. The term ''identifiable user'' refers to an account in the target network that can be matched with an account in the source network. Accounts from different SNs are selected to form feature vectors, and the similarity vector is constructed by calculating the similarity between various attributes of different accounts.
Definition 2: The similarity vector of accounts is defined
where v AB n denotes the similarity of the nth attribute between two accounts, which can be calculated by the simfunc() function, and 0 ≤ |v AB n | ≤ 1. The similarity of a user's multi-attributes can be calculated using the simfunc() function [40] , [80] , [81] . If the two attribute items being calculated have the same or similar values, then simfunc() returns '1'; otherwise, simfunc() returns '0'. Moreover, since there are differences in the user's multi-attribute information, the form of the simfunc() function should be different. The overall similarity vector of the accounts is constructed by exploiting multiple attributes of the user, after which each attribute item is assigned a reasonable weight, enabling the similarity of the two accounts to be measured. That is,
determines whether the two accounts from different SNs match or not [1] , [32] , [54] .
B. NETWORK TOPOLOGY INFORMATION MODEL
Network topology information-based studies mainly utilize the user's circle of friends to identify different accounts belonging to the same user [57] - [71] . The user accounts are equivalent to network nodes to find the similarity relationship. A SN is represented as G{U , E}, where U denotes a set of user nodes on the SN, and E denotes a set of edges between SN nodes.
Definition 3 (Entity User) [67] : The real user behind the SN account.
Definition 4 (Seed Node) [68] , [70] : The user node whose user information is identified in advance.
Definition 5 (The Mapping Function φ): φ denotes that the virtual account on the SN is mapped to the entity user p, that is, φ(u i ) = p.
Input: Given n SNs {G 1 , G 2 , . . . G n } and a few seed nodes whose identities have been identified a priori. The users are equivalent to the network nodes, and the model formulates the match degree using in-and out-degrees [69] in SNs.
Output: The identified user match pairs. For example, in FIG. 2, the account on SN X is represented as u [52] , indicating that the entity user behind the two accounts is the same person.
C. USER BEHAVIOR INFORMATION MODEL
Since most traditional user identification algorithms ignore the effect of the user's published content, the precision of user identification is low. Some researchers have proposed user identification algorithms based on user behavior information, which mainly utilize the account's blog data to identify the user [74] - [90] . The set A = {V , C} represents the blog data of the SN user, where V denotes a set of n users and C denotes n sets of user data.
As shown in FIG. 3 , a blog post published by an account on a SN can be processed as a text dataset. Since the blog data published by the user on different SNs will have different formats, it is necessary to perform data pre-processing, and filter out information unrelated to user identification from the text via noise processing on the blog data. The relevant mining algorithm can then be employed for word segmentation [80] , [81] ; this can reduce the index amount and the degree of calculation required. The correlation weighting technique is used to quantify the importance of certain words. Finally, whether two accounts belong to the same user is determined by the similarity between their blog data.
D. BASIC FRAMEWORK OF ASNUI
As shown in FIG. 4 , most of the existing ASNUI techniques have a unified framework [52] , [83] . The main part of the user identification process can be divided into two steps:
Step 1: User account similarity calculation: FIG. 4 shows an example of two accounts on two SNs (S 1 , S 2 ). Each network has one user. Given two accounts on two SNs, respectively, let T W i be the user data on SN S 1 , which can be denoted as a triple tuple (V UPI , V NTS , V UGC ), where V UPI is the user attribute information, V NTS is the network topology information, and V UGC is the user behavior information. The similarity between two accounts is calculated using the methods that will be discussed in the following section, and is the input to Step 2.
Step 2: User account matching: The optimal matching scheme can be obtained by combining the correlation matching algorithm with the similarity between the accounts in step 1. The pruning filters [70] removes the wrongly matched pairs, and outputs the final matching pairs of user accounts on different SNs.
III. FUNDAMENTAL TECHNIQUES IN ASNUI A. USER ACCOUNT SIMILARITY CALCULATION 1) USER ATTRIBUTE INFORMATION SIMILARITY CALCULATION
Since user data is stored as strings, the similarity value of a corresponding item of user data can be obtained by calculating the similarity between string sequences. A common similarity calculation is as follows:
(1) Levenshtein Distance [14] : The number of character edit steps required to calculate the equality of two strings is used as an operational cost to measure the difference between strings. Given two strings n i and n j , their similarity is:
where d(n i , n j ) denotes the Levinshtein Distance between the strings n i and n j , and max(|n i |, |n j |) denotes the maximum value of the characters contained in the strings n i and n j .
(2) Dice Coefficient [15] : When calculating strings, they can be divided into two categories. When calculating the multi-valued strings n i and n j , the sum of the two times of the intersection information and divided by the sum of the elements of n i and n j yields the two strings of Dice coefficients, Then, their similarity is calculated using the Dice coefficient as follows:
For example, in two multi-valued attribute strings ''vivid music movie'' and ''movie travel'', the intersection information is ''movie'', so the similarity is 2/5=0. 4. For single-valued attribute strings, moreover, the Dice coefficient is calculated as above, except that the intersection information is different. For example, in the single-valued strings ''johe'' and ''joh'', the intersection information is ''jo, oh'', so the similarity is 4/5 = 0. 8.
(3) Jaro Distance [16] : This method is commonly used to measure the similarity of two strings, making it very suitable for the calculation of user name similarity. The formula for the Jaro Distance of the string n i and n j is as follows:
where m is the number of characters matched, and t is the number of transpositions. The similarity of strings is calculated as follows:
(4) Matching Name (MN) distance: This method is a username matching algorithm [17] that first performs data preprocessing on the username, then combines the exact matching and the partial matching to obtain the final matching result.
(5) Term Frequency-Inverse Document Frequency (TF-IDF) [18] : This method is mainly utilized to measure the importance of a certain word in a certain document, and is often used to deal with multi-word attribute fields such as personal profiles. The specific steps involved are as follows:
Step 1: Calculate the term frequency (TF) of each word in the document:
where n denotes the number of occurrences of a certain word, and N denotes the total number of words in the document.
Step 2: Calculate the inverse document frequency (IDF) of each word in the document:
where D denotes the total number of documents in the corpus, P denotes the number of documents containing a word in the document, and '1' is added to avoid cases in which the denominator is '0'.
Step 3: Calculate the TF-IDF of each word in the document:
Step 4: Select keywords in each document to construct a term frequency vector for calculating similarity.
Step 5: Calculate the similarity value by cosine similarity [19] :
where A i and B i denote term frequency vectors.
2) NETWORK TOPOLOGY INFORMATION SIMILARITY CALCULATION
The user identification algorithm based on network topology information mainly relies on the similarity between different topology structure of the networks around two nodes to determine whether or not the accounts belong to the same entity user. That is, the more similar the network topology of network nodes, the greater the probability that the owners of the two accounts are the same in real life. When calculating the similarity between node structures, it is necessary to represent the network topology of the node. In general, the set of a node's neighbor nodes can be used to represent the network topology. Given nodes v
There are many ways to calculate the similarity between network topologies, the most common of which is the Common Neighbor (CN) method [20] . The formula is as follows:
There are also other similarity indicators, such as the Adamic-Adar indicator [21] , the Jaccard indicator [22] , Resource Allocation (RA) [23] , the Salton indicator [24] , the LHN-I indicator [25] , Preferential Attachment (PA) [26] , etc. The definitions of the above are in Table 1 .
3) USER BEHAVIOR INFORMATION SIMILARITY CALCULATION
User identification based on user behavior information analyze the content published by users on SNs, then compare the similarity of behavior information between different social accounts to determine whether the user identities match or not. The most widely utilized method of calculating user behavior similarity is the Latent Dirichlet Allocation (LDA) model, a topic mining model [27] , which is proposed based on Latent Semantic Analysis (LSI) [28] and Probabilistic Latent Semantic Analysis (PLSI) [29] . The basic idea is that each document can be considered equivalent to a mixed distribution of a series of topics, so that a three-layer Bayesian model of ''document-topic-word'' can be constructed [30] . Each document in the document set is categorized via probability distribution. According to the document generation rules and explicit data in the LDA model, the topic distribution is derived via expected value propagation [31] . The method of generating a document via the LDA model is represented in FIG. 5. Here, ϕ is the word distribution, θ d is the topic probability distribution of the dth document, α is the parameter of the Dirichlet distribution of θ d , β is the parameter of the Dirichlet distribution of ϕ, z denotes the topic of the word, and w d n denotes the nth word in the dth document. Moreover, M denotes the number of documents, N denotes the length of the documents, and K denotes the number of topics.
The document d can be represented as a joint distribution P(z) of a series of topics, and the probability distribution of words on each topic is P(w|z). The joint probability distribution of all words with their topics in the document is as follows:
where d is posted by user.
The topic distribution of the microblog corpus can be obtained by using the maximum likelihood estimation method and combining account A with account B after modeling the microblog corpus using LDA. The probability distribution is used to measure the similarity of the topic distribution of the user accounts after the topic probability distribution has been obtained. KL divergence is often used to measure the similarity between the topic distributions, which is an asymmetry calculation method for calculating the degree of difference in probability distribution. For the vectors a(i) and b(i) of the two probability distributions, the KL divergence is calculated as follows:
Given two accounts v x , v y in the SN, then the vectors of their topic probability distribution are a x (θ ), b y (θ), respectively. The similarity can be defined as:
B. USER ACCOUNT MATCHING Given the above calculated similarity values between two accounts on different SNs. The matching between the accounts can then be completed by using the relevant matching algorithm. When matching the accounts on the two SNs, a classic matching algorithm can be employed, such as a weighted bipartite graph matching algorithm [32] , stable marriage matching [33] , etc. Let n be the number of accounts to be matched, the time complexity of the bipartite graph maximum weight matching algorithm is O(n 3 ); By contrast, the time complexity of the stable marriage matching algorithm is O(n 2 ), which is relatively low. However, the matching precision of this algorithm needs to be improved. Some researchers have improved the stable marriage matching algorithm. They proposed ranking-based cross-matching (RCM) algorithm. The purpose of the RCM algorithm is to accurately find more matching pairs, which decompose the seed user's identification into a step-by-step iterative process. In the iteration process of each step, the calculation process of the algorithm is divided into three stages: account selection, account matching and cross matching. The matched accounts are verified in each iteration, and the iteration stops when no user matched pairs are identified. When the number of SNs being compared is greater than two, clustering methods are often used to find the initial matching accounts, and then thresholds are used to remove those pairs with small similarity values in each cluster. Since density-based spatial clustering of applications with noise (DBSCAN) does not require the number of clusters to be set in advance and can also identify noise points, DBSCAN is an ideal choice for clustering algorithms.
C. EVALUATION METRICS
In order to measure the effectiveness of different user identification algorithms and to compare their advantages and disadvantages, the most commonly used evaluation metrics are precision rate, recall rate and F-measure (F1). Since there are differences in the number of SNs targeted for user identification, the evaluation indicators can be divided into two categories: dual network evaluation metrics and multinetwork evaluation metrics.
When the number of SNs is two, dual network evaluation metrics are used to evaluate the performance of the algorithm using the following formulae.
where tp denotes account pairs belonging to the same user and are correctly matched, fp denotes the number of pairs where the two corresponding accounts belong to different users but are identified as a matching pair, and fn denotes the number of users that are not matched but are the same users. When the number of SNs is greater than two, multinetwork evaluation metrics are adopted. The matching result C = {C 1 , C 2 , . . . , C n } can be given by the identification algorithm. C i is composed of several accounts in different SNs; the user identification algorithm then considers that the user accounts belonging to the same C i match each other. The previously known matching result is denoted as R = {R 1 , R 2 , . . . , R m }, where R i is also composed of several accounts in different SNs. The performance of the algorithm can be obtained by calculating the degree of matching between C and R. The multi-network evaluation metrics formulae are as follows:
where tp i is the number of accounts contained in both C i and R i , f p i is the number of accounts that are falsely put in C i , and f n i is the number of accounts that should be but have not been put in C i .
IV. CLASSIFICATION AND PERFORMANCE EVALUATION OF ASNUI
User identification algorithms can be roughly classified into three categories according to the type of information used: user identification based on user attribute information, network topology information, and user-generated information.
The current state of research on the three types of algorithms is summarized in FIG. 6.
A. USER ATTRIBUTE INFORMATION-BASED USER IDENTIFICATION
User attribute information refers to the data that a user needs to enter or select when registering a SN account, such as their username, gender, birthday, etc. Users can be easily identified using such personal information. This attribute information provides strong support for ASNUI. Moreover, the precision of user identification will be improved if such attribute information can be obtained and utilized. There have been many studies on this topic, which can be divided into two categories depending on the way user attribute information is used for user identification: single attribute-based and multi-attributebased methods.
1) SINGLE ATTRIBUTE-BASED USER IDENTIFICATION
User identification based on single attribute information mainly relies on user's single profile information, and the most commonly used attribute is username. Zafarani and Liu [34] first proposed this kind of method for user identification research, which is generally utilized to add or remove prefixes and suffixes of appellations and to map usernames from one community to another for user identification purposes.
To verify the uniqueness of usernames, Perito et al. [35] have introduced a language-based model and a Markov chain technique by training the data of two SNs, after which they further estimated the rarity or commonality of the username via n-gram probability. Moreover, the edit distance is used to calculate the similarity between usernames, which verifies the intuitive observation. They also explains the high precision associated with the task of linking the public profile with the username. Then the username attribute is used to construct a training instance for user identification after the uniqueness of the username is analyzed. To connect user accounts across different SNs, the work in [36] combined user attributes with social activities and other relevant content to identify the entity users behind different accounts. For single attribute-based identification, most of the extracted features are not applicable when we identify only a priori username.
Liu et al. [37] utilized the user naming patterns to extract the features required for user identification, and adopted support function to determine whether users have the same identity or not. However, the actual performance of support function on datasets has not achieved the desired results. In addition, in some SNs, such as QQ, Foursquare, user's username is a string of numbers automatically assigned by the SN. Under the above circumstances, existing username-based methods fail to achieve good identification performance. Moreover, the username can consist of different characters. The researchers first modeled and analyzed the behavior patterns of users by defining some reasonable complex features when users select usernames, and then determined whether the two accounts were the same [38] . Wang et al. [39] conducted in-depth research on username attributes and extracted thousands of features such as alphanumeric combination features, date features, etc. As a username feature can be represented as a self-information vector, the similarity between vectors can thus be computed and analyzed via the relevant similarity calculation method to determine whether the entity users are the same. Li et al. [40] analyzed the differences in username naming on different SNs and constructed features that exploit information redundancies. The method of supervised machine learning was adopted to further confirm the identified matching pairs, which effectively increased the precision of the user identification method. However, even with such improved methods, user identification using a single attribute cannot achieve the required precision. Moreover, since a single piece of user attribute information has high potential for imitation and cannot correctly represent the actual situation of the user, there is a problem of poor robustness. However, the low computational complexity of single attribute information is also an advantage that cannot be ignored.
2) MULTI-ATTRIBUTE-BASED USER IDENTIFICATION
The username reflects a user's characteristics to a certain extent. However, many algorithms will exhibit a negative correlation trend in that the precision of identification decreases as the number of users increases when the identified dataset is too large. A solution to this critical problem requires the integration of multiple user information attributes. Vosecky et al. [17] first proposed to transform multiple attribute item information of users into n vectors, adopt different similarity calculation methods for each attribute item of users, and then select different matching weights for different attribute items. The disadvantage of this approach is that there is a tight coupling between the attribute and the domain, and weights assigned to attributes need to be recalculated whenever the application scenario changes. Motoyama and Varghese [41] have crawled and analyzed users' personal information on different SNs, represented it as a set of words, and then calculated the similarity between the words to obtain the similarity between different accounts. However, the multi-attribute user information is prone to forgery in SNs, which has a negative impact on the final identification results. Owing to the issue of user profile information having different formats across different SNs, the data format needs to be processed before the similarity between each attribute can be calculated. Raad et al. [42] designed a matching method based on the Friend-of-a-Friend (FOAF) vocabulary, transferred user profile data to the FOAF vocabulary, and implemented a decision algorithm to obtain the similarity between two social accounts. However, since e-mail address is used as a unique identifier in the user identification process, and this attribute cannot be easily obtained, the proposed algorithm suffers from the problem of poor universality.
Moreover, Iofciu et al. [43] jointly considered usernames and user tags and utilized a simple subjective weighting method to weight them. However, as it is necessary to redefine the user's attribute weights when the method is applied to a new SN, this increases the time complexity. Ye et al. [44] also proposed an objective weighting method based on subjective orientation to calculate the similarity among multiple user attributes; however, this method relies on a lot of sample data, and is not universal in practical applications. To solve the above problems, an objective weighting method based on information entropy was proposed, which use the entropy value of user attributes to assign weights to each attribute item. This method has high rationality in assigning weights to multiple user attributes. However, this needs to calculate a weight allocation scheme for each source account in the SN, and thus its computational complexity increases drastically when there are more users in the SNs. Ma et al. [32] proposed a joint learning model that combines user profile information, online time distribution and interest to analyze the similarities between user accounts and adjust the weight of the information used by balancing factors. In addition, they also designed a KM algorithm-based user identification method and weighted bipartite graph maximum matching, and extended the application of KM algorithm. In order to reduce the amount of calculation, they set a threshold for user profile similarity to prune and filter some error matching pairs, which improves the performance of user identification.
After obtaining the similarity vector between different user accounts, a classifier is used to determine whether the user accounts have the same identity. Goga et al. [45] selected the multi-attribute user information on five SNs for user identification, and trained the data via supervised classification models such as decision tree [46] , SVM [47] , etc.
To verify which classification model produced better results, experiments were conducted on a truth dataset showed that the performance of the Bayesian classification model is similar to that of other models in terms of true positive rates (TPR) and false positive rates (FPR). However, the calculation time is much shorter than other models. Accordingly, this paper selects the Bayesian model as the final classification result. Zamani et al. [48] took the user's unit, interests and other attribute information into full consideration, and integrated the similarity of multi-user attributes via the equal evaluation model and complex mixed training model. Experimental results proved that it was possible to correctly identify users due to the personalized characteristics of many users' attribute information. Esfandyari et al. [49] proposed an overlapping attribute items method to select user information that would make the trained model more applicable when compared to the traditional random selection method; however, this method increases the computational complexity. Considering complexity is an important indicator of user identification performance. Yin et al. [50] developed a Probabilistic Tensor Factorization (SPTF) model for processing user data, and designed a novel negative sampling method to optimize the model by utilizing both observed and unobserved examples with much lower computational complexity and higher modeling precision. This method is good reference to current studies, and can be applied to classifier training labeled and unlabeled instances.
By analyzing the above two methods of user identification. Peled et al. [51] found through analysis that users utilize the same or different profile information to register accounts on multiple SNs. They fused the available data to users into a single profile and exploited machine learning to implement user identification. In addition, they designed a classifier by using the acquired features and monitoring techniques, and tested it on a ground truth dataset. The AUC value reached 98.2%, which fully demonstrated the effectiveness of the proposed method. Since the increased difficulty in obtaining user profile information and the consideration of computational complexity, more and more studies have begun to use a small amount of profile information to identify users. Li et al. [52] proposed a user identification across SNs based on username and display name (UISN-UD) model using usernames or display names [53] , which contain rich information redundancy, and the proposed method could conceivably reduce the use of attributes as well as the degree of computational complexity. The most prominent advantage of this approach is that it protects personal privacy and is highly accessible. The comprehensive evaluation index exceeds 90%. Although these solutions can achieve good performance, the biggest challenge is authenticity and integrity.
To optimize the performance of user identification process, Ma et al. [54] proposed a new joint method called MapMe that takes user profile information and network structure characteristics into full consideration to improve the universality of the method. This method uses Doc2vec to convert user profile information into vectors and utilizes the corresponding calculation methods to obtain similarity. Then, it analyzes the user's ego network features to obtain similarity. Finally, a smooth factor α is used to balance the features used to achieve better identification. He and Li [55] proposed a dynamic preferences-based identification method (DPUI). They analyzed the preferences of the user's naming display name and extracted five features to measure similarity. Furthermore, user interest is one of the factors they consider. The user's topic distribution is obtained through the LDA model, and long-term interests are selected as the features of the analysis. Finally, they combined the display name with longterm interests to identify the user and achieved good results in terms of precision rate and recall rate. Mishra [56] designed a system that employs pairwise comparison string matching method. The method analyzes multiple profile information of users on LinkedIn and Facebook, and uses corresponding similarity calculation methods to measure the similarity value of user information in different dimensions. Finally, matching pairs are generated by comparing with the set threshold. Since users usually do not provide their real and complete attribute information due to privacy concerns, methods based on user attributes only cannot obtain good matching results when the precision of the attribute information is not guaranteed.
B. NETWORK TOPOLOGY INFORMATION-BASED USER IDENTIFICATION
ASNUI based on network topology information refers to methods in which the friend relationships between users are treated as equivalent to the network topology so that similarity matching between nodes can be performed. Friendship relationships can be easily obtained through an open application programming interface (API) in SNs.
Narayanan and Shmatikov [57] proved for the first time that user identification could be accomplished by relying on network topology information. Starting from a small number of known seed nodes, iterative updating is then used to find new matching nodes, after which ASNUI between two SNs can be realized. However, the precision rate and recall rate of user identification via this method needs to be improved. The work in [58] proposed to combine the user's profile information with the similarity of the graph to achieve mapping from an email network to a Facebook network. However, this mapping relationship has a one-to-one mapping conflict problem, which affects the precision of the final user identification results. To solve these problems, Kong et al. [59] transformed the problems identified in the literature [58] into prediction problems of directed links. However, the proposed method also has some disadvantages, such as mapping only for matching pairs, limited application scenarios (i.e., they assume heterogeneous information in the SNs is available, and only use social links, location and temporal distributions to infer the account similarity. User attribute information is excluded in their study), etc.
In addition, Korula and Lattanzi [60] abstracted the user identification problem into mathematical form, arguing that different SNs are generated by user graph structure through probability. Their work also considered that the selection process of graph edges in the network topology is approximate probability and has a cascading effect. Using this mathematical thinking, they utilized the iterative method to determine whether two accounts had the same entity user. Tan et al. [61] proposed the concept of hypergraph, and a novel subspace learning method, manifold alignment on hypergraph (MAH), is designed. They model high-order relations via hypergraph. For a target user in a SN, the proposed method ranks all users in the other SN by their possibilities of being the corresponding user. Moreover, methods based on username comparison can be incorporated into the proposed algorithm easily to further improve the mapping precision and map users in SNs to a low-dimensional space to reduce the complexity. Zhang et al. [62] proposed a method based on the energy model COSNET. This method utilizes energy level to distinguish between different user attributes and structural matching methods, and also uses a sub-gradient algorithm to train the energy model: the energy is lowest when the obtained matching result is optimal. In this way, these researchers transformed the user-matching problem into the parameter-seeking problem of an energy model, and also the dual problem decomposition thinking is used to improve the precision of user account matching.
With the development of machine learning, networkembedding techniques are gradually applied to ASNUI. Liu et al. [63] developed IONE algorithm, which embeds user accounts into low-dimensional spaces for user identification. A similar study designed a model based on embedding and matching [64] , whose network embedding is purely unsupervised, and the observed anchor links are not used when encoding the network structure as embeddings. However, neither of the two methods can fully utilize network structure attributes. To address this problem, Zhang and Yu [65] formulated the similarity of friendship as a graph alignment problem and proposed a novel unsupervised multi-network alignment (UMA) framework. This paper also studies the inference of relationship type in cooperative networks, which will help to measure the similarity of friendship networks and achieve better identification. Compared with profile information and behavioral information, the friendship networks are more difficult to forge. Recently, Wang et al. [66] designed a semi-supervised network-embedding model, in which the nodes in SNs are embedded into low-dimensional spaces. On the one hand, the low-dimensional form of the node can be used to predict its context in the network, i.e., random walk sequences generated by network structure and adjacent nodes that share same attribute information. On the other hand, it is utilized to predict anchor links between SNs (semisupervised). Nodes (users) with similar context and attribute information are very close in the embedding space.
Nitish and Silvi [60] designed an efficient SN propagation algorithm whose basic principle is to identify user identities based on neighbor nodes. For the first time, the author formulates the user identification problem in mathematical form. The proposed method adopts the idea of recursive algorithm and uses shared friends to analyze the friendship between two different users. Similar to literature [67] , Zhou et al. [67] utilized the number of seed nodes shared by user nodes as a measure of similarity across different SNs, where the ones with the largest similarity were selected for matching. This method verifies that user identification can be better accomplished based on network topology information. The proposed friend relationship-based user identification (FRUI) algorithm can be applied to multiple online SNs with friend relationships. However, the user matching results obtained by these algorithms depend on the seed nodes. Accordingly, to address cases in which seed nodes are not available, Zhou et al. [68] designed an unsupervised scheme termed friend relationship-based user identification algorithm without prior knowledge (FRUI-P). The continuous bag-of-words (CBOW) model based on the negative sampling technique is adopted to learn the network vector by learning from the thinking of a random walk. The algorithm extracts the friend features of each account in the SN as a feature vector, then calculates the similarities between all candidate users across the two SNs via in-and out-degrees [69] . The main advantage of this method is that it does not need to know seed nodes and can provide reliable prior knowledge for user identification.
With the deepening of relevant research work. Qu et al. [70] used the user's profile similarity to obtain some valid priori matching pairs, and then proposed an identification algorithm based on friendship learning. The algorithm calculates the matching degree between two different users based on the prior knowledge, adopts the gradient descent algorithm to optimize the weight of the features used and thereby achieves accurate account matching. Zhang et al. [71] developed a graph neural network framework-based user identification framework. They encode the graph topology formed by the SN as a node feature. This feature learning process is called node embeddings. The purpose of embedding is to map the network structure to the low-dimensional node space, in which both local and global graph connection patterns are preserved, so that the reconstruction SN based on the learning node features is close to the original SN. Moreover, they present a deep graph model to learn node embeddings of some large SNs and construct a non-linear mapping of nodes with the same identity across SNs. This semi-supervised learning method helps to effectively identify users in actual cases.
User identification based on network topology information mainly involves representing relationships between users as a network node graph, then realizing the task of graph matching between different SNs. Graph matching refers to that via a method to measure the similarity between graphs, which is then combined with the matching algorithm to select the best matching results from the massive amount of available data. To date, this method has been applied in many fields [72] and has helped complete some specialized tasks in the field of social security [73] . However, due to the heterogeneity of real SNs, which is often ignored in such methods, this type of approach has an impact on the precision of user identification.
C. USER BEHAVIOR INFORMATION-BASED USER IDENTIFICATION
User behavior information refers to all kinds of actions that users take on different SNs, such as commenting, forwarding and liking, which reflects their interests and hobbies. The user-generated behavioral data further expands the information dimension of ASNUI. If this data can be exploited appropriately, it can provide a new direction for user identification.
Almishari and Tsudik [74] took advantage of the different writing styles of users to connect them to different online SNs, which verifies the linkability between different SNs. However, this method has the problem of violating user's privacy and security. In order to improve the linkability between SNs, prior works in [99] , they proposed to integrate user attribute information, user behavior information and other social behaviors to further improve the precision of SN links. Tu et al. [75] developed a profession-based identification model according to user's behaviors in SNs. Compared with user profile information, user behavior information is not easy to fake, and more credible. However, the proposed method requires natural language processing algorithms, so its implementation is more complicated than other methods. Nie et al. [76] subsequently proposed a dynamic core interest mapping algorithm (DCIM), which considers user topology and topic model based on user-generated content and ego-networks. This algorithm has mainly been used to analyze the dynamic rules of user interests. However, the methods proposed above are restricted to certain specific online SNs, making it impossible to generalize to all online SNs. Sha et al. [77] utilized status and comments posted by users to implement user identification across multiple SNs. These authors represented the user-generated text content as a vector via Doc2Vec, then performed user identification by calculating the similarity between these vectors. By starting with user-published content, together with the mining of other relevant behavior information, it is possible to achieve better user identification results.
Furthermore, Kong et al. [59] proposed a multi-network anchoring (MNA) algorithm by using multiple SNs to make directed anchor links in order to map multiple virtual accounts of users across different SNs. They obtained four kinds of information from the SN, namely geographical location, published content, check-in time, and published content topics and links. Then, a SVM classifier was trained by using the corresponding feature values of different information types, which was followed by the calculation of the similarity of different accounts in time, space, and other metrics across different SNs. In order to guarantee the constraint of one-toone mapping, the algorithm gives priority to matching users with high matching scores. If the matching is successful, then other users will not be considered, which improves the precision of the matching result. However, this algorithm is not guaranteed to be completely error-free; as the number of users becomes larger, the similarity between users will also increase, which will have a certain impact on the final matching result. Roedler et al. [78] used the timestamp information generated by users on SNs in conjunction with the location information generated by mobile devices to construct a personalized social behavior pattern to solve the problem of user identification. The relevant research works are also reflected in the literature [79] - [81] . However, due to the privacy protection applied to user attribute information, the obtained user attribute data is often incomplete. To address this issue, Zhao et al. [82] proposed a semantic-based BM25 (Bagof-words retrieval function) method, which is mainly used to calculate the semantic similarity between two different tags. The method selects the candidate matching pairs by calculating the similarity of the user display names, and then combines the extracted label features with the greedy algorithm to optimize the candidate matching pairs and output the matching results. Li et al. [83] designed a user generated content-based user identification model (U-UIM), in which several algorithms are developed to measure the similarity of UGC in space, time and content dimensions. Moreover, supervised machine learning algorithms were used to match users, which improved the comprehensive user identification performance. Recently, Chen and Tan [84] proposed the concept of fuzzy time window, mapping user access behavior to different time windows, extracting time, text and sequence features of user access behavior in web access logs, and fusing the extracted features to obtain semantically rich web usage contexts. Finally, multi-layered perception networkbased user behavior identification model is constructed to determine the user identity.
Some recent works also employ user-generated trajectory information for user identification. Since the user trajectory information reflects the movement trajectory of the user in real life, it can be regarded as a form of behavior information reflecting the identity of the user. Algorithms for user identification that exploit user trajectory information have gradually attracted the attention of researchers. Cao et al. [85] proposed a user identification algorithm to process multi-source location data by observing the co-occurrence frequency of positions across two user trajectories. However, this algorithm employs too many parameters, and parameter tuning becomes challenging, and its computational complexity increases drastically as well. Hao et al. [86] proposed to transform user trajectories into sequence of multiple grids, which are in turn transformed into vectors using a TD-IDF model. Then, the similarity of user trajectories is calculated via cosine similarity to determine whether the accounts match. Han et al. [87] proposed that each geographic coordinate point should be represented as a corresponding semantic position. In this way, the user's trajectory could be represented by the text composed of the semantic position. The LDA model was used to represent the user's topic distribution. Finally, the similarity of the user trajectories was calculated via KL divergence to determine whether the two users are the same.
Furthermore, the location that users often appear is easily identifiable. Riederer et al. [88] assumed that the number of times a user visited a certain geographic location within a certain time is subject to a Poisson distribution, and used a probability function to represent the probability that two accounts were the same entity user. Then, the objective function was optimized to obtain the best matching result. Han et al. [89] combined the spatial and temporal information of the user trajectory and converted the original multi-source spatiotemporal data into a tripartite graph. The best user matching scheme was obtained by finding the optimal partition of this graph. Qi et al. [90] proposed an identification solution based on the most frequently distributed TOP-N (the most frequently distributed N regions) regions of user trajectories. They first find TOP-N regions whose user's trajectories are most frequently distributed to reduce the computational complexity. Then, the similarity method based on probability deviation, angle cosine, as well as weighted Jaccard similarity are employed to calculate similarity of two trajectories and thereby achieve user identification.
Through the above-mentioned three ASNUI technologies are discussed and compared. We can clearly see that ASNUI has important applications in many fields. However, the issue of user privacy risk in the process of user identification is also a research direction that can not be ignored. Backstrom et al. [91] proposed a sub-graph search mode-based active and passive attack method in SNs to learn the relationship between friends. The method processes data required for user identification from the perspective of user privacy risk. However, this method is effective in identifying relationships between nodes in small-scale SNs, but not in large-scale SNs. Zhou et al. [92] , [93] analyzed the neighborhood-based de-anonymity attack method, and proposed k-anonymity and l-diversity methods to protect user privacy. Hu et al. [94] proposed a collaborative management of user data method in SNs, which is a flexible mechanism. This mechanism provides conflict resolution in both privacy risk and data sharing.
Unfortunately, when the attackers gains lots of generated information from the users, these anonymization techniques are vulnerable, so that the user's personal information might be leaked. most existing approaches assume specific and restrict network structure as background knowledge and ignore semantic level prior belief of attackers, which are not apply to any privacy scenarios. To address these problems, Qian et al. [95] presented that knowledge graph is an effective model to achieve ASNUI and solve user privacy issues in SNs. Aggregating user information across multiple SNs will inevitably lead to serious privacy leakage problem. Du et al. [96] designed an attack-defense tree-based privacy risk analysis model to describe user privacy protection strategy. What they do is unlike any previous studies, which focuses on how to model and measure privacy risk in SNs. To our knowledge, most of the SNs are now focusing on the privacy of users, some sensitive data of users cannot be obtained without the authorization of users. When we elaborate on ASNUI technology, we also clearly stated that more and more technologies only use accessible data in the process of user identification, such as display name, username and other public data. However, the balance between ASNUI and user privacy protection is still a future research direction, and we have a description in Section V.
D. PERFORMANCE EVALUATION OF ASNUI
ASNUI should also take into account the availability of services and the computational overhead. Accordingly, in this paper, we evaluate the performance of ASNUI from the following three aspects:
(1) Degree of user identification: This is usually reflected by the evaluation metrics mentioned in subsection 3. 3. The higher the precision rate, recall rate and F1 value in the evaluation metrics, the higher the degree of user identification.
(2) Availability of services: This refers to the accurateness and timeliness of ASNUI, which in turn reflects the quality of service that users obtain after user identification. There is a trade-off between the availability of services and the degree of privacy protection, as improving the degree of privacy protection sometimes reduces the availability of services.
(3) Calculation overhead: The computational overhead of ASNUI includes pre-computation, storage required at runtime, and computational costs. The storage cost mainly arises in pre-computation, which is generally acceptable, and is ignored in ASNUI. Computation costs at runtime can be measured in terms of the time complexity of the algorithm.
ASNUI has a wide range of applications, and is an emerging research direction. This paper surveys recent progress in this area, summarizes existing research results, and introduces three types of user identification algorithms. It can thereby be seen that each type of identification algorithm has its own unique characteristics. The analysis and comparison results of various user identification algorithms for different application requirements are listed in Table 2 . As shown in Table 2 , the scope of their application and performance can vary. The following techniques have shown good performance in terms of Degree of user identification. The performance of user behavior information-based user identification is the best in terms of computational overhead. Since user attribute data missing in the three data types mentioned is more serious, the missing data needs to be filled to better achieve the user identification. Moreover, we provide a further comparative analysis of ASNUI in Table 3 .
V. FUTURE WORKS
In the era of big data, the channels of access to information and the types of user information are also becoming more diverse. This section points out future research directions in three aspects: weight allocation of user attribute information, fusion of multi-dimensional information, and large-scale user identification.
A. WEIGHT ALLOCATION OF USER ATTRIBUTE INFORMATION
Since different attribute items have different influences on the degree of user identification, it is necessary to analyze how to optimally assign weights to different attribute items. The traditional weight allocation algorithm [44] has some limitations in terms of robustness and universality. Some similar works also have identified each source account via variant entropy values. However, under these circumstances, each instance of user identification requires redefinition of the attribute weight allocation scheme. When the number of accounts to be matched in the SN is large, the computational complexity required to determine the weight of the user attributes will also increase.
W (x) = −p(y s |s) x∈X p(x) log(p(x)) (19) where W (x) denotes the attribute weight value, p(x) is the possible value probability for the attribute, X = {x 1 , x 2 , . . . , x n } denotes a set of n attributes of user, and p (y s |s) is the posterior probability of the attribute. In information theory, the entropy value reflects the degree of information uncertainty. The smaller the entropy value is, the more orderly the information is, and the more valuable this attribute is; on the contrary, the more disordered the information is, the lower the value of this attribute is. Therefore, information entropy can be used to evaluate the effectiveness of the attributes employed. The entropy value is obtained by calculating the probability of the user attribute. In order to make the probability description of attributes more precise, and more effective weights are assigned to each attribute. On the basis of information entropy, the posterior probability of user attributes is further calculated, which aids in improving the precision of user identification. By combining the posterior probability and information entropy, the attribute information weight of the user can be expressed as follows:
The weight assignment can be effectively performed for a given attribute by combining the posterior probability of the user attributes with the information entropy. When the identified user changes, the posterior probability of the corresponding attribute item is constant. In this way, the amount of calculation in the identification process can be greatly reduced.
B. FUSION OF MULTI-DIMENSIONAL INFORMATION
User identification based on the fusion of multi-dimensional information refers to comprehensively utilizing two or three types of user data for user identification purposes. For some special applications, it may be necessary to identify the user with a high level of precision. In these cases, the use of singledimension information for user identification has certain limitations. To address this issue, recent works in [97] , this work have considered non-friend relationships when exploiting network topology for user identification by proposing an intimacy function, which is used to determine the importance of both friend and non-friend relationships in order to identify users. Moreover, some matching algorithms have been adopted to unify the user attribute information and the link relationships, including friend and non-friend relationships, in a further effort to solve the problem of user identification.
Recent studies in [98] and [99] have also considered the information interaction among network topology, user attribute information, and user behavior information to achieve accounts matching across different SNs. We believe that ASNUI that integrate multi-dimensional user information are an important part of future research in user identification. Furthermore, in order to prevent malicious users from attacking normal users, the tradeoff between user privacy and user identification is also one of the future research directions that should be pursued.
C. LARGE-SCALE USER IDENTIFICATION
When the network size increases, the precision will deteriorate. Community detection in complex networks can effectively divide large-scale users into different communities for user identification. The application of community detection technology to ASNUI is a potential research direction for the future.
Definition 6 (Community): A set of all users on a SN, each community consisting of users with the same characteristics. These communities have close internal links, and there are sparse links between communities [34] .
Given a SN G = (U , E, A), U represents a set of users, E represents a set of relationships between users, and A represents a set of user attributes. C i ⊆ U represents a community, and C {C 1 , C 2 , . . . , C n } represents the community division of n communities belonging to a single SN.
As shown in FIG. 7 , in this approach, users on a SN are represented as nodes in the network topology. These nodes are then divided into communities. The seed users of each community are represented as black nodes, and the purpose of using community discovery is to maximize the identification of unmatched white nodes. By doing so, the negative correlation between the precision rate and the number of users exhibited by existing algorithms can be better balanced. Therefore, the application of community discovery technology to ASNUI is a promising research direction.
VI. CONCLUSION
User data will be collected from different perspectives and channels in the era of big data. ASNUI has revolutionized the ways in which we live and do business, as well as our scientific research. To date, researchers have expended significant effort on the topic of ASNUI. This paper reviews the results of research into ASNUI, surveys the state of the art of user identification, and summarizes the model and basic framework of ASNUI. We categorize the current research works according to the different types of user information employed, then analyze and compare these three types of algorithms. Moreover, we further describe potential directions for future research in the field. In conclusion, ASNUI is an emerging research field brought about by the rise of big data, and many key issues in this field that require in-depth and meticulous research.
