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Zusammenfassung
Ziel dieser Arbeit ist die Modellierung von online Scheduling-Spielen. Es gibt
viele verschiedene Arten von Scheduling-Problemen. Wir betrachten Proble-
me, bei denen eine Menge von Jobs Maschinen zugewiesen werden mu¨ssen.
Jeder Job wird dann von der Maschine bearbeitet, der er zugeteilt wurde. In
der Praxis treten Scheduling- und Lastbalancierungsprobleme ha¨ufig in der
Form auf, dass die Jobs nicht zentral auf die Maschinen oder auch Ressourcen
verteilt werden, sondern, dass jeder Job einem sogenannten Spieler geho¨rt,
der eine Maschine selbststa¨ndig fu¨r seinen Job auswa¨hlt. Dies ist insbeson-
dere bei o¨ffentlichen Netzwerken, wie zum Beispiel dem Internet, der Fall.
Bei solchen Netzwerken werden einzelne Dienste teilweise von mehreren ver-
schiedenen Servern angeboten. Ein Benutzer kann sich dann frei einen dieser
Server zur Bearbeitung aussuchen. Damit findet keine zentrale Verteilung der
Jobs mehr statt.
In dieser Arbeit werden wir solche Systeme in klassische spieltheoretische
Modelle einbetten und analysieren. Im Gegensatz zu den offline Scheduling-
Spielen, die von Koutsoupias und Papadimitriou [KP99] eingefu¨hrt wurden,
werden wir ein allgemeineres Modell einfu¨hren, das dazu verwendet werden
kann, offline und online Modelle zu beschreiben. Bei dieser Modellierung
ko¨nnen die Spieler nicht die Reihenfolge, mit der die Jobs auf einer Ma-
schine bearbeitet werden, beeinflussen. Diese ist durch das fu¨r das konkrete
Spiel fest vorgegebene Maschinenmodell definiert. Die Wahl des Maschinen-
modells beeinflusst bei solchen Spielen nicht nur die Abarbeitungsreihenfolge
auf den Maschinen, sondern indirekt auch die Strategien, die ein rationaler
Spieler auswa¨hlen wu¨rde. Somit werden die Lo¨sungen, die von den Strate-
gien rationaler Spieler erzeugt werden, durch das gewa¨hlte Maschinenmo-
dell beeinflusst. Wir werden zeigen, dass unsere Modellierung es erlaubt, die
von Koutsoupias und Papadimitriou eingefu¨hrten Spiele mittels eines speziel-
len Maschinenmodells zu beschreiben. Zudem werden wir online Scheduling-
Spiele beschreiben und verschiedene Maschinenmodelle fu¨r diese online Spiele
analysieren.
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Kapitel 1
Einleitung
In dieser Arbeit werden wir uns mit Scheduling-Problemen bescha¨ftigen.
Es gibt viele verschiedene Arten von Scheduling-Problemen. Wir betrach-
ten Probleme, bei denen eine Menge von Jobs Maschinen zugewiesen werden
mu¨ssen. Jeder Job wird dann von der Maschine bearbeitet, der er zugewiesen
wurde.
1.1 Motivation
In der Praxis treten Scheduling- und Lastbalancierungsprobleme ha¨ufig in der
Form auf, dass die Jobs nicht zentral auf die Maschinen oder auch Ressourcen
verteilt werden, sondern, dass jeder Job einem sogenannten Spieler geho¨rt,
der eine Maschine selbststa¨ndig fu¨r seinen Job auswa¨hlt.
Dies ist beispielsweise bei Dateiservern, die u¨ber das Internet den Nutzern
Dateien und Informationen anbieten, der Fall. Bei frei erha¨ltlicher Software
ist es u¨blich, dass diese Software auf mehreren sogenannten Spiegelservern zur
Verfu¨gung steht. Der Benutzer kann frei entscheiden, welchen der verfu¨gbaren
Spiegelserver er verwenden mo¨chte. Hierbei ha¨ngt die Zeit, die beno¨tigt wird,
um die Daten auf den eigenen Computer zu laden, nicht nur von der Anbin-
dung und Hardware des ausgewa¨hlten Spiegelservers ab, sondern auch davon,
wie viele andere Nutzer zur gleichen Zeit Daten von diesem Server laden. Die
Nutzer sind in diesem Fall die Spieler dieses spieltheoretischen Problems. Das
Ziel des Spielers ist es, einen Server in der Weise auszuwa¨hlen, dass er seine
Daten in mo¨glichst kurzer Zeit erha¨lt.
U¨bertragen auf allgemeine Scheduling-Spiele bedeutet dies, dass ein Spieler
eine Maschine so auszuwa¨hlen versucht, dass sein eigener Job so schnell wie
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mo¨glich bearbeitet wird. Fu¨r den einzelnen Spieler ist hierbei uninteressant,
wie die eigene Wahl die Antwortzeiten der anderen Spieler beeinflusst. Als
Antwortzeit bezeichnet man die Zeit, die beno¨tigt wird, bis der Spieler das
Resultat seines Jobs erha¨lt. Dadurch kann es bei Scheduling-Spielen passie-
ren, dass der Wunsch der Spieler im Gegensatz zu einem globalen Ziel steht.
So ko¨nnte das allgemeine Interesse darin bestehen, die maximale Antwort-
zeit so gering wie mo¨glich zu halten. Das heißt, dass rationale Spieler nicht
in jedem Fall einen Zustand erreichen, bei dem eine solche Zielfunktion wie
die maximale Antwortzeit aller Jobs optimiert wird.
In Koutsoupias und Papadimitriou [KP99] werden Lastbalancierungsspiele
eingefu¨hrt. Dazu werden diese Spiele als sogenannte strategische Spiele mo-
delliert, bei denen die Spieler simultan, ohne die Kenntnis u¨ber die Strategie
der anderen Spieler oder die Mo¨glichkeit der Kommunikation mit diesen, eine
Maschine auswa¨hlen. Den Spielern sind alle Jobs aller Spieler bekannt und sie
ko¨nnen auf der Basis dieser Informationen ihre eigene Strategie planen. Das
heißt, dass durch dieses Modell eine Art von offline Lastbalancierungsspielen
abgebildet wird.
Die Annahme, dass jeder Spieler jeden anderen Job kennt, ist in vielen Fa¨llen
unrealistisch. In dem Beispiel der Spiegelserver kann man davon ausgehen,
dass kein Nutzer weiß, fu¨r welche Dateien die anderen Nutzer – und dies sind
alle anderen Menschen auf dieser Welt mit einem Computer und Internet-
zugang – sich interessieren und mo¨glicherweise von einem der Spiegelserver
herunterladen werden. Das heißt, wir ko¨nnen davon ausgehen, dass die Spie-
ler keine Informationen u¨ber die anderen Nutzer besitzen und eventuell nur
eine vage Vorstellung haben, wie viele andere Nutzer an welchen anderen
Dateien interessiert sind.
In der Praxis ist es durchaus nicht unu¨blich, dass die Spieler zwar nicht alle
anderen Jobs kennen, aber dennoch weitere Informationen besitzen. In dem
Beispiel der Spiegelserver ist es technisch mo¨glich, den Nutzern eine Statistik
bereitzustellen, so dass diese erfahren, wie viel Bandbreite derzeit von allen
Nutzern dieses Servers beansprucht wird. Ebenso besteht die Mo¨glichkeit
die Anzahl der Nutzer, die aktuell Daten des Servers beziehen, als Informa-
tion bereitzustellen. Der Server http://ftp.halifax.rwth-aachen.de der
RWTH Aachen dient als Spiegelserver fu¨r eine Vielzahl von frei erha¨ltlichen
Softwareprojekten. Zum Beispiel werden verschiedene Linux-Distributionen
u¨ber diesen Server angeboten. Auf dessen Hauptseite wird die aktuelle Ausla-
stung des Servers den Nutzern pra¨sentiert (siehe Abbildung 1.1 und
http://ftp.halifax.rwth-aachen.de/index.html). Damit ist dieser
Dienst ein gutes Beispiel dafu¨r, dass den Nutzern, bzw. Spielern, mehr In-
formationen zur Verfu¨gung stehen, als das KP-Modell zula¨sst. Sie besitzen
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Abbildung 1.1: Beispiel fu¨r zusa¨tzliche Informationen: Auslastung des Spie-
gelservers der RWTH Aachen (Stand: 15. Juli 2013)
somit ausgewa¨hlte Informationen u¨ber die Aktionen anderer Spieler.
Bei dem vorstehenden Problem kommen neue Jobs zum Spiel hinzu, wa¨hrend
die Auftra¨ge der anderen Spieler bearbeitet werden. Bei einer anderen aus
der Literatur bekannten Variante von online Scheduling-Problemen werden
zuerst die Jobs auf die Maschinen verteilt, bevor die Bearbeitung dieser Jobs
beginnt. Die Spieler machen nacheinander ihren Zug und wa¨hlen eine Ma-
schine zur Bearbeitung aus. Dabei kann ein Spieler spa¨ter seine getroffe-
ne Entscheidung nicht mehr ru¨ckga¨ngig machen. Die Maschinen haben die
Mo¨glichkeit die Reihenfolge der ihnen zugewiesenen Jobs zur Bearbeitung sel-
ber zu bestimmen. Eine U¨bersicht u¨ber bekannte Online-Algorithmen zu die-
ser Art von online Scheduling-Problemen findet sich in der U¨bersichtsarbeit
von Pruhs, Sgall und Torng [PST03, Kapitel 3] und [LKA04, Kapitel 15]. Mo-
tiviert ist diese Art von Problemen als online Problem durch Systeme, bei
denen zuerst die Jobs von den Maschinen gesammelt werden, um sie dann
zu bearbeiten.
Zum Beispiel ko¨nnten die Maschinen Dienstleistungsunternehmen sein. Am
Tag bevor die Auftra¨ge abgearbeitet werden, werden sie von dem Dienst-
leister entgegen genommen und gesammelt. Sobald sich ein Kunde meldet,
kennt der Dienstleister schon einen Teil der Auftra¨ge, die er am na¨chsten
Tag bearbeiten wird und kann eine Einscha¨tzung abgeben, wie schnell er am
na¨chsten Tag den Auftrag bearbeiten kann.
Ziel dieser Arbeit ist die Modellierung von online Scheduling-Spielen. Die
hier vorgestellte Form der Modellierung erlaubt es, wie es auch bei klassi-
schen Scheduling-Problemen der Fall ist, den zweiten Typ von Scheduling-
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Spielen, bei dem die Jobs der Reihe nach verteilt werden, als Spezialfall
der Scheduling-Spiele des ersten Typs aufzufassen. Bei der Modellierung von
Koustoupias und Papadimitriou sind die Jobgro¨ßen fest vorgegeben. Im Fall
von online Scheduling-Spielen darf dies natu¨rlich nicht der Fall sein, um die
Ungewissheit u¨ber zuku¨nftige Ereignisse zu modellieren. Dies wird dadurch
erreicht, dass nicht Spiele in Normalform als Grundlage verwendet werden,
sondern Spiele in Extensivform.
Diese Modellierung hat einen weiteren Vorteil. Sie ist eine Verallgemeinerung
der Modellierung von Koutsoupias und Papadimitriou, so dass sowohl die
Spiele des KP-Modells abgebildet als auch verschiedene Varianten von online
Scheduling-Problemen dargestellt werden ko¨nnen.
Die grundlegende Idee der Modellierung besteht darin, die sogenannten Spiele
in Extensivform mit imperfekten Informationen, die aus der klassischen Spiel-
theorie bekannt sind, zu verwenden. Mit Hilfe dieser Modellierung kann man
die oben angesprochenen Probleme des KP-Modells lo¨sen, indem zum einen
die Eingabe, das heißt die Jobs der Spieler, nicht von vornherein vollsta¨ndig
bekannt ist. Dies wird erreicht, indem ein zusa¨tzlicher Spieler, den wir Natur
nennen werden, nach einer festgelegten Wahrscheinlichkeitsverteilung eine
Eingabe auswa¨hlt. Zum anderen fu¨hren die Spieler ihre Aktionen nacheinan-
der durch. Um nun zu verhindern, dass jeder Spieler exakte Kenntnis u¨ber
die schon geta¨tigten Zu¨ge und die Eingabe bekommt, wird die Menge der
mo¨glichen Spielzusta¨nde partitioniert. Ein Spielzustand besteht aus der von
der Natur gewa¨hlten Eingabe und den Aktionen der Spieler, die vorher einen
Zug durchgefu¨hrt haben. Dem Spieler, der als na¨chstes an der Reihe ist, wird
nun nicht der aktuelle Spielzustand mitgeteilt, sondern nur die Partition, zu
der dieser Spielzustand geho¨rt. Durch eine geschickte Wahl der Partitionie-
rung ko¨nnen auf diese Art und Weise die Informationen, die einem Spieler
zur Verfu¨gung stehen, beschra¨nkt werden.
Nach unserem Wissen ist dies die erste Arbeit, die online Scheduling-Spiele
aus Sicht der Informatik beschreibt und modelliert. Wir werden aufzeigen,
wie man solche Spiele darstellen kann. Des Weiteren pra¨sentieren wir Maschi-
nenmodelle, bei denen rationale Spieler vernu¨nftige Verteilungen erzeugen.
Hierbei heißt vernu¨nftig, dass sie nicht zu schlecht bezu¨glich der maximalen
und durchschnittlichen Antwortzeit aller Jobs sind.
1.2 Aufbau der Arbeit
In Kapitel 1.3 werden zuna¨chst verwandte Arbeiten vorgestellt. Wir werden
erla¨utern, in welchem Zusammenhang diese Arbeiten zu unseren Ergebnissen
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und unserer gewa¨hlten Modellierung stehen.
Die grundlegenden Definitionen und die beno¨tigten spieltheoretischen Grund-
lagen werden in Kapitel 2 erla¨utert. Wir werden keine allgemeine Einfu¨hrung
in die Spieltheorie und Spiele in Extensivform bieten. Stattdessen werden
wir direkt Scheduling-Spiele beschreiben und definieren. Fu¨r eine allgemei-
ne Einfu¨hrung sei auf entsprechende Lehrbu¨cher verwiesen (zum Beispiel
[OR94, Ras89]).
In Kapitel 3 zeigen wir, dass die Modellierung von Koutsoupias und Papa-
dimitriou ein Spezialfall von den hier vorgestellten Scheduling-Spielen ist.
In Kapitel 4 werden wir sehen, dass man ein Spiel so definieren kann, dass
rationale Spieler sich immer an einen gegebenen deterministischen Online-
Algorithmus halten werden. Allerdings wird dies dadurch erreicht, dass wir
ein sehr unnatu¨rliches Maschinenmodell verwenden, das viele Leerlaufzeiten
erzeugt und jeden Spieler, der sich nicht an den Online-Algorithmus ha¨lt,
bestraft. Ziel ist es demnach, ein natu¨rliches Maschinenmodell zu finden, so
dass rationale Spieler eine fu¨r die Allgemeinheit vernu¨nftige Lo¨sung erzeugen.
Ein solches natu¨rliches Modell wird in Kapitel 5 vorgestellt. Es wird gezeigt,
dass dies a¨quivalent zu List Scheduling ist und auch dessen Nachteile als
Online-Algorithmus bezu¨glich der durchschnittlichen Antwortzeit erbt.
In Kapitel 6 fu¨hren wir ein verbessertes Modell fu¨r Spiele, bei denen zuerst
die Auftra¨ge gesammelt und danach die Jobs von den Maschinen bearbeitet
werden, ein. Bei diesem Modell teilen wir die Jobs in Klassen ein und las-
sen die Maschinen die Jobs priorisiert nach den Klassen abarbeiten, um das
Problem mit der durchschnittlichen Antwortzeit des einfachen Modells zu
umgehen. Wir werden zeigen, dass bei identischen Maschinen der Preis der
Anarchie, das heißt, das Verha¨ltnis zwischen einem schlechtesten stabilen
Zustand, der von rationalen Spielern erreicht werden kann, und optimaler
Strategie bezu¨glich einer Zielfunktion, im Fall der durchschnittlichen Ant-
wortzeit durch eine Konstante beschra¨nkt ist. Das Resultat erhalten wir, in-
dem wir zeigen werden, dass wir ein vereinfachtes Modell verwenden ko¨nnen,
in dem die Spieler weniger Informationen haben, als durch das online Modell
vorgegeben ist. Dies erlaubt es uns, zu zeigen, dass die Spieler innerhalb ei-
ner Klasse sich wie List Scheduling verhalten. Daraus erhalten wir dann die
no¨tigen Ru¨ckschlu¨sse, um den konstanten Preis der Anarchie zu beweisen.
Im Anschluss an die Analyse dieses Modells mit beschra¨nkten Informationen
werden wir beweisen, dass im Fall von identischen Maschinen die Resulta-
te auf das unbeschra¨nkte Modell u¨bertragen werden ko¨nnen. Am Ende des
Kapitels werden wir zudem darauf eingehen, warum sich dieses Modell nicht
direkt auf allgemeinere Scheduling-Spiele, bei denen die Jobs erst im Verlauf
der Zeit bekannt werden, u¨bertragen la¨sst.
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1.3 Verwandte Arbeiten
Es gibt viele verschiedene Varianten von offline und online Scheduling-
Problemen. Die hier vorgestellte Modellierung beschreibt Scheduling-
Probleme mit mehreren Maschinen. Jeder Job wird durch eine feste Gro¨ße
x beschrieben und die Bearbeitungszeit dieses Jobs auf einer Maschine der
Geschwindigkeit s betra¨gt x/s Zeiteinheiten. Fu¨r einen Job darf einmalig ei-
ne Maschine ausgewa¨hlt werden. Diese Entscheidung kann spa¨ter nicht mehr
gea¨ndert werden. Damit betrachten wir online Scheduling mit immediate
dispatch. Zudem werden die Jobs den Maschinen zugewiesen, bevor die Be-
arbeitung der Jobs beginnt. Es werden somit Probleme modelliert, bei denen
der Ablauf in zwei Phasen unterteilt werden kann: Verteilung und Bearbei-
tung. Es existieren viele verschiedene Arbeiten u¨ber Algorithmen und untere
Schranken fu¨r diese Art von Scheduling-Problemen.
Fu¨r diese Arbeit ist unter anderem der List Scheduling Algorithmus von
Graham [Gra66] von besonderem Interesse. Wir werden zeigen, dass in der
einfachsten Form der online Scheduling-Spiele, die Spieler bei stabilen Stra-
tegien sich genau so verhalten, wie dieser Algorithmus. Diese Verwandtschaft
ist nicht zufa¨llig. List Scheduling ist ein einfacher Greedy-Algorithmus, bei
dem der na¨chste Job auf genau die Maschine verteilt wird, die diesen Job am
schnellsten bearbeiten wu¨rde. Wenn die Maschinen die Jobs in der Reihen-
folge, in der sie in der Eingabe vorkommen, abarbeiten, wird man erwarten,
dass die Spieler sich wie dieser Greedy-Algorithmus verhalten, da jeder Spie-
ler versucht seine Antwortzeit zu minimieren.
Fu¨r den hier verwendeten Typ von online Scheduling-Problemen haben Fiat
und Woeginger [FW99] gezeigt, dass es im Fall von einer Maschine keinen
online Algorithmus gibt, der ein kompetitives Verha¨ltnis von O(log n) hat,
wobei n die Anzahl der Jobs ist. Bei dem von Fiat und Woeginger beschrie-
benen Modell wa¨hlt der online Algorithmus das Zeitintervall aus, in dem der
Job bearbeitet wird. Das heißt, bei diesem Problem entscheidet nicht die
Maschine u¨ber die Bearbeitungsreihenfolge.
Nicht alle Online-Algorithmen lassen sich u¨bertragen, ohne unnatu¨rliche Ab-
arbeitungsreihenfolgen auf den Maschinen festzulegen. Dies liegt daran, dass
effiziente Online-Algorithmen teilweise eine schlechte Wahl fu¨r einen einzel-
nen Job treffen, um insgesamt sicherstellen zu ko¨nnen, dass die so generierte
Lo¨sung mo¨glichst nah am Offline-Optimum liegt. Spieler achten allerdings
nicht auf eine globale Optimierung, sondern versuchen nur ihre eigene Ant-
wortzeit zu minimieren. Damit wu¨rde ein Spieler einen solchen Zug nicht
durchfu¨hren wollen. Die U¨bersichtsarbeiten von Sgall [Sga98] und Pruhs,
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Torng und Sgall [PST03] und [LKA04, Kapitel 15] geben einen U¨berblick
u¨ber verschiedene untere Schranken und Algorithmen zu verschiedenen Va-
rianten von online Scheduling-Problemen.
Im Fall von Lastbalancierungsspielen geben Feldmann, Gairing, Lu¨cking, Mo-
nien und Rode [FGL+03b] einen U¨berblick u¨ber verschiedene Ergebnisse, die
das Modell von Koutsoupias und Papadimitriou [KP99] verwenden. Immor-
lica, Li, Mirrokni und Schulz [ILMS09] und Kretschmer [Kre06] fu¨hren eine
Variante dieses Modells ein, bei dem die Jobs in monoton aufsteigender Sor-
tierung bearbeitet werden. Dies ist insofern interessant, als dass dann ein
Nash-Gleichgewicht, das einen stabilen Zustand des Spiels darstellt, mittels
der SPT-Regel (Shortest Processing Time first) durch List Scheduling gene-
riert wird. Die SPT-Regel besagt, dass die Jobs nach ihren Gro¨ßen mono-
ton aufsteigend sortiert und dann in dieser Reihenfolge durch List Schedu-
ling auf die Maschinen verteilt werden. Dies ist von Bedeutung, da dies bei
identischen Maschinen ein optimaler Algorithmus fu¨r die Minimierung der
durchschnittlichen Antwortzeit ist. Man kann weiterhin zeigen, dass bei der
Gewichtung der Antwortzeit von Job j um 1/xj, wobei xj die Gro¨ße des Jobs
ist, List Scheduling mit SPT-Regel ein optimaler Algorithmus fu¨r die gewich-
tete durchschnittliche Antwortzeit darstellt [Kre06]. Wir werden versuchen,
die Eigenschaften dieser SPT-Regel auszunutzen, um ein natu¨rliches Spiel-
modell zu erhalten, das gute Ergebnisse bei der durchschnittlichen Antwort-
zeit garantiert.
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Kapitel 2
Grundlagen
Bevor wir die Definition von (online) Scheduling-Spielen pra¨sentieren, wer-
den wir die zugrunde liegenden spieltheoretischen Konzepte einfu¨hren. Da es
sich um Scheduling-Spiele handelt, werden wir zuerst Scheduling-Probleme
bzw. online Scheduling-Probleme beschreiben und dann die spieltheoreti-
schen Grundlagen auffu¨hren, mit denen online Varianten dieser Probleme
als Spiel modelliert werden ko¨nnen.
2.1 Scheduling-Probleme
Wir verstehen im Folgenden unter Scheduling-Problemen Probleme, bei de-
nen Jobs auf eine feste Menge von Maschinen verteilt werden. Jeder Job wird
dann von derjenigen Maschine verarbeitet, auf die dieser verteilt wurde. Sei
M = {1, 2, . . . ,m} die Menge aller Maschinen. Jeder Maschine i ∈ M ist
eine Geschwindigkeit si ∈ Q+ (si > 0) zugeordnet. Das bedeutet, dass eine
Maschine i mit Geschwindigkeit si einen Job der Gro¨ße x ∈ N in Zeit x/si
bearbeitet.
Eine Eingabe der La¨nge n ist nun eine Folge ((x1, r1), (x2, r2), . . . , (xn, rn)) ∈
(N×R≥0)n von Jobs, die durch ihre Jobgro¨ßen und die sogenannten Einlast-
zeiten (Englisch: release dates) repra¨sentiert werden. Die Einlastzeit rj eines
Jobs j der Gro¨ße xj ist der Zeitpunkt, ab dem dieser Job bearbeitet werden
kann. Wir verlangen, dass die Jobs in einer Eingabe nach ihren Einlastzeiten
sortiert sind. Fu¨r alle j < j′ ist die Einlastzeit rj von Job j kleiner oder gleich
der Einlastzeit rj′ von Job j
′. Die Menge E(n) ist die Menge aller Eingaben
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der La¨nge ≤ n. Das heißt,
E(n) := {((x1, r1), (x2, r2), . . . , (xk, rk)) ∈ (N×R≥0)k |
1 ≤ k ≤ n,∀1 ≤ j < k : rj ≤ rj+1}.
Mit E bezeichnen wir die Menge aller Eingaben
E =
⋃
n∈N
E(n).
Ein Schedule fu¨r eine gegebene Eingabe ((x1, r1), (x2, r2), . . . , (xn, rn)) ∈ E
ist eine Verteilung der Jobs N = {1, 2, . . . , n} auf die Maschinen M , so dass
jeder Job j nur zu einem Zeitpunkt t ∈ R≥0 auf einer Maschine i bearbeitet
wird, falls Maschine i zum Zeitpunkt t keinen anderen Job bearbeitet und
der Job schon zur Verfu¨gung steht (rj ≤ t).
Es gibt verschiedene Varianten von Scheduling-Problemen. Zu diesen Vari-
anten za¨hlen unter anderem die Folgenden:
• Ein Job darf unterbrochen werden. Das heißt, dass der Job zu einem
beliebigen Zeitpunkt von der Maschine genommen werden darf, auch
wenn er noch nicht fertig bearbeitet wurde. Falls er noch nicht fer-
tig bearbeitet wurde, muss mit der Bearbeitung von vorne begonnen
werden.
• Pra¨emptives Scheduling: Die Jobs du¨rfen unterbrochen werden und
ko¨nnen an der Stelle, an der sie unterbrochen wurden, fortgesetzt wer-
den.
• Jobs du¨rfen spa¨ter die Maschine wechseln.
Die Abbildung 2.1 skizziert einen pra¨emptiven Schedule fu¨r eine Eingabe
mit drei Jobs und zwei Maschinen, bei der die Jobs die Maschine auch nach
einer Unterbrechung wechseln du¨rfen. Die Einlastzeiten fu¨r alle drei Jobs sind
r1 = r2 = r3 = 0.
Im Folgenden werden wir davon ausgehen, dass ein Job nicht die Maschine
wechseln darf. Das heißt, dass ein Schedule eindeutig bestimmt ist, wenn
zu jedem Job eine Maschine, die diesen Job bearbeitet, festgelegt wird und
zusa¨tzlich die Zeiten, an denen die Maschine den Job bearbeitet. Das heißt,
ein Schedule S = (S1, S2, . . . , Sn) fu¨r die Eingabe x = ((x1, r1), (x2, r2),
. . . , (xn, rn)) kann folgendermaßen repra¨sentiert werden: fu¨r alle j ∈ N ist
Sj = (mj, Tj) mit
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t = 3
x1 = 1, x2 = 2, x3 = 2
Maschine 1
Maschine 2
x1
x2 x3
x2
s1 = 1
s2 = 2
t = 1 t = 2
Abbildung 2.1: Pra¨emptiver Schedule
• mj ∈M und
• Tj ⊂ R≥0.
Hierbei muss gelten, dass fu¨r alle j, j′ ∈ N mit mj = mj′
Tj ∩ Tj′ = ∅.
Das bedeutet, dass eine Maschine nur einen Job gleichzeitig bearbeiten darf.
Weiterhin darf ein Job erst bearbeitet werden, wenn er zur Verfu¨gung steht.
Das bedeutet, dass
∀j ∈ N : ∀t ∈ Tj : rj ≤ t
gelten muss.
Je nach Variante des Scheduling-Problems mu¨ssen folgende zusa¨tzliche Ei-
genschaften gelten:
• nicht unterbrechbar und nicht pra¨emptiv:
∀j ∈ N : ∃a ∈ R≥0 : Tj =
[
a, a+
xj
smj
)
.
Das heißt, dass jeder Job an einem Stu¨ck und vollsta¨ndig bearbeitet
wird.
• unterbrechbar und nicht pra¨emptiv:
∀j ∈ N : ∃a ∈ R≥0 :
[
a, a+
xj
smj
)
⊂ Tj ∧ ∀t ≥ a+ xj
smj
: t 6∈ Tj.
Das heißt, dass fu¨r jeden Job der letzte zusammenha¨ngende Bearbei-
tungsabschnitt auf der Maschine den Job vollsta¨ndig an einem Stu¨ck
bearbeitet.
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• unterbrechbar und pra¨emptiv: In diesem Modell du¨rfen die Jobs be-
liebig unterbrochen und fortgesetzt werden. Das heißt, dass ein Job
bearbeitet ist, falls insgesamt die Zeit xj/smj von Maschine mj auf
diesen Job aufgewendet wurde. Tj ist eine Menge von l Intervallen
Tj,1, Tj,2, . . . , Tj,l. |Tj,λ| ist die Gro¨ße des λ-ten Intervalls. Dann gilt for-
mal in diesem Modell
∀j ∈ N :
l∑
λ=1
|Tj,λ| = xj
smj
.
Nach dieser Definition ko¨nnen wir nun auch den Fertigstellungszeitpunkt
Cj(S) von Job j bei Schedule S fu¨r Eingabe x definieren.
Cj(S) := sup
t∈Tj
t.
Unter der Flusszeit Fj(x, S) eines Jobs j bei Schedule S fu¨r Eingabe x ver-
steht man die Zeit, die von dem Einlastzeitpunkt bis zum Fertigstellungs-
zeitpunkt vergeht. Das heißt,
Fj(x, S) := Cj(S)− rj.
Insbesondere gilt, dass Fj(x, S) = Cj(S), falls rj = 0.
Ein Scheduling-Problem ist nun, wie folgt, definiert. Sei dazu eine Zielfunk-
tion f gegeben, die jedem Schedule S fu¨r eine Eingabe x ∈ E einen reellen
Wert f(x, S) zuordnet. Dann ist das Scheduling-Problem definiert durch:
Scheduling-Problem:
• Eingabe: x ∈ E .
• Ausgabe: Schedule S fu¨r x, so dass f(x, S) minimal ist.
Ga¨ngige Zielfunktionen sind die maximale Antwortzeit f[Cmax] und die durch-
schnittliche Antwortzeit f[∑Cj ], die folgendermaßen definiert sind:
f[Cmax](x, S) := max
j∈N
Cj(S) und
f[
∑
Cj ](x, S) :=
∑
j∈N
Cj(S).
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Weitere ha¨ufig verwendete Zielfunktionen sind die maximale Flusszeit f[Fmax]
und die durchschnittliche Flusszeit f[∑Fj ], die folgendermaßen definiert sind:
f[Fmax](x, S) := max
j∈N
Fj(x, S) und
f[∑Fj ](x, S) := ∑
j∈N
Fj(x, S).
Wir bezeichnen mit f[∑Cj ] die durchschnittliche Antwortzeit, obwohl das
formal nicht korrekt ist. Die Zielfunktion wird nur in einem Zusammenhang
verwendet, bei dem die Anzahl der Jobs konstant ist. Zudem betrachten
wir die Zielfunktionen fast ausschließlich in einem Verha¨ltnis zwischen einem
optimalen Schedule und einem Schedule mit speziellen Eigenschaften. Dabei
kann die Anzahl der Jobs geku¨rzt werden. Deswegen wird im Folgenden der
Dividend direkt weggelassen. Entsprechendes gilt fu¨r die durchschnittliche
Flusszeit f[∑Fj ].
2.2 Online Scheduling-Probleme
Bei online Scheduling-Problemen mu¨ssen die Jobs in der Reihenfolge, in der
sie in der Eingabe auftreten, auf die Maschinen verteilt werden. Dabei sind
dem Algorithmus bei der Verteilung von Job j nur die schon verteilten Jobs
1, 2, . . . , j − 1 bekannt und auf welche Maschinen diese Jobs gelegt wurden.
Der Algorithmus legt nur die Maschine fest, die einen Job ausfu¨hrt. Die Rei-
henfolge der Jobs auf einer Maschine ist eindeutig durch die Jobs, die auf
diese Maschine gesetzt wurden, definiert. Die Bestimmung dieser Reihenfol-
ge wird durch die Problembeschreibung vorgegeben. Die Verteilung des Jobs
j bei Eingabe x = ((x1, r1), (x2, r2), . . . , (xn, rn)) ∈ E(n) findet zum Zeit-
punkt rj statt. Das heißt, der Algorithmus kennt die schon den Maschinen
zugewiesenen Jobs und den Zustand der Maschinen zum Zeitpunkt rj.
Aus der Problemstellung kann folgen, dass nur bestimmte Eingaben vorkom-
men ko¨nnen. So wa¨re es zum Beispiel mo¨glich, dass nur Eingaben ausgewa¨hlt
werden, bei denen die Jobgro¨ßen monoton wachsen. Oder es ko¨nnte zu Beginn
bekannt sein, dass man alle Jobs innerhalb eines bestehenden Zeitintervalls
auf den Maschinen bearbeiten kann, wie dies beim Bin-Stretching-Problem
der Fall ist (siehe zum Beispiel [AR98]). Um diese Fa¨lle darzustellen, wird
die Menge der mo¨glichen Eingaben eingeschra¨nkt. Sei E ′ ⊆ E diese Menge
der eingeschra¨nkten Eingaben.
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Ein Online-Algorithmus kann nicht in jedem Fall einen optimalen Schedule
erzeugen, da der Algorithmus die noch folgenden Jobs nicht kennt. Wir in-
teressieren uns nun hierbei fu¨r einen Algorithmus, bei dem bei jeder Eingabe
das Verha¨ltnis zwischen generiertem Schedule und einem optimalen Schedule
mo¨glichst klein ist. Dieses Verha¨ltnis nennt man kompetitives Verha¨ltnis und
ist, wie folgt, definiert. Sei f eine Zielfunktion, A ein Online-Algorithmus
und SOPTx der optimale Schedule fu¨r eine Eingabe x ∈ E ′ bezu¨glich der Ziel-
funktion f . Das kompetitive Verha¨ltnis von A ist durch
sup
x∈E ′
f(x,A(x))
f(x, SOPTx )
definiert.
Wenn nun die Einlastzeiten alle Null sind, beschreiben wir genau die Form
von online Scheduling-Problemen, bei denen wir den Ablauf in zwei Teile
unterteilen ko¨nnen: Verteilung der Jobs auf die Maschinen und Abarbeitung
der Jobs auf den Maschinen. Des Weiteren sind jeder Maschine, sobald diese
anfa¨ngt einen Job zu bearbeiten, alle Jobs bekannt, die auf die Maschinen
verteilt wurden.
Ein Beispiel fu¨r einen Online-Algorithmus fu¨r Scheduling-Probleme mit die-
sen speziellen Einlastzeiten ist der List Scheduling Algorithmus von Graham
[Gra66]. Der Algorithmus ist ein einfacher Greedy-Algorithmus. Gehen wir
im Folgenden davon aus, dass die Jobs auf den Maschinen in der Reihen-
folge, in der sie in der Eingabe vorkommen, bearbeitet werden. Das heißt,
bei Eingabe ((x1, 0), (x2, 0), . . . , (xn, 0)) ist der Zeitabschnitt, in dem Job j
bearbeitet wird,
Tj =
 ∑
1≤j′<j
mj′=mj
xj′
smj
,
∑
1≤j′≤j
mj′=mj
xj′
smj

und damit
Cj(S) =
∑
1≤j′≤j
mj′=mj
xj′
smj
.
Das heißt auch, dass die Jobs unterbrechungsfrei auf den Maschinen aus-
gefu¨hrt werden. Der List Scheduling Algorithmus ist in Abbildung 2.2 auf
der na¨chsten Seite definiert.
Graham [Gra66] hat gezeigt, dass fu¨r identische Maschinen, das heißt (si) =
1, das kompetitive Verha¨ltnis bei der Zielfunktion f[Cmax]
2− 1
m
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Eingabe: Folge von Jobs x = (x1, x2, . . . , xn).
Ausgabe: Verteilung der Jobs auf die Maschinen LS(x) =
(m1,m2, . . . ,mn).
Verfahren:
1. ∀i ∈M : Li := 0 (Li entspricht aktueller Last auf Maschine i)
2. for j = 1 to n do
(a) Wa¨hle Maschine i ∈M , so dass
Li +
xj
si
minimiert wird.
(b) Setze Job j auf Maschine i: mj := i.
(c) Aktualisiere die Last auf der Maschine i: Li := Li + xj/si.
Abbildung 2.2: List Scheduling
ist. Diese Schranke ist scharf.
2.3 Scheduling-Spiele
Ziel ist es, online Scheduling-Spiele zu modellieren. Das heißt, dass die Spieler
ihre Aktionen nacheinander durchfu¨hren und dass die Spieler keine Informa-
tionen u¨ber zuku¨nftige Ereignisse haben. Dazu bedienen wir uns der Spiele
in Extensivform mit imperfekten Informationen.
Wir werden im Folgenden Spiele mit beliebiger, aber begrenzter Anzahl an
Spielern definieren. Wir beschreiben direkt Scheduling-Spiele und geben keine
allgemeine Definition von Spielen in Extensivform mit imperfekten Informa-
tionen.
Zur Modellierung von Scheduling-Spielen verwenden wir verschiedene Kon-
struktionen. Wir benutzen einen speziellen Spieler, der die Eingabe bestimmt.
Er wird auch ha¨ufig als Natur bezeichnet. Die Strategie dieses Spielers ist
fest vorgegeben. Wir verwenden die Natur zur Festlegung der Eingabe, um
zu modellieren, dass die Spieler keine vollsta¨ndige Kenntnis u¨ber alle Jobs
haben. Die Spieler kennen nur die Wahrscheinlichkeitsverteilung u¨ber den
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mo¨glichen Eingaben, mit der die Natur eine Eingabe auswa¨hlt. Der Zug der
Natur ist immer der erste Zug in einem Spiel.
Da die Spieler nacheinander ihre Zu¨ge durchfu¨hren, mu¨ssen wir den aktuel-
len Zustand eines Spieles beschreiben, den wir als Historie bezeichnen. Eine
Historie ist eine Sequenz der durchgefu¨hrten Zu¨ge der Spieler. Durch die
Historie ist eindeutig bestimmt, ob das Spiel schon zu Ende ist (alle Spieler
haben einen Zug gemacht) und, falls das Spiel noch nicht zu Ende ist, welcher
Spieler den na¨chsten Zug macht.
Wir beno¨tigen noch ein weiteres Mittel, um online Scheduling-Spiele darzu-
stellen. Wir mu¨ssen noch festlegen, welche Informationen einer Historie dem
Spieler bekannt sind, wenn er eine Aktion auswa¨hlt. Es kann nicht die ganze
Historie sein, da wir gesagt haben, dass die Historie alle schon geta¨tigten
Zu¨ge entha¨lt und damit auch die von der Natur ausgewa¨hlte Eingabe. Fu¨r
die Modellierung von online Scheduling-Spielen darf einem Spieler aber nicht
die ganze Eingabe bekannt sein.
Anstelle einem Spieler nur einen Teil der Historie mitzuteilen, wird hier eine
andere Modellierung gewa¨hlt. Den Spielern wird, wenn sie am Zug sind,
anstelle einer einzelnen Historie eine Menge von Historien mitgeteilt, zu der
die aktuelle Historie geho¨rt. Fasst man nun alle Historien, bei denen die
vorangegangenen Jobs u¨bereinstimmen, zu dieser Menge zusammen, so hat
man die Informationen von online Scheduling-Spielen modelliert.
Konkret wird dies dadurch erreicht, dass wir die Menge der Historien, an
denen ein Spieler einen Zug durchfu¨hrt, partitionieren und der Spieler fu¨r
jede Historie einer Partition eine einheitliche Strategie auswa¨hlen muss.
Bevor wir an Beispielen verdeutlichen, wie diese Modellierung konkret durch-
gefu¨hrt wird, werden Scheduling-Spiele formal definiert.
Ein (online) Scheduling-Spiel Γ ist ein Tupel 〈N,M, (si), H, Z, ρn, (Ij), (Cj)〉.
Dabei gilt:
• N = {1, 2, . . . , n}, n ∈ N, ist die Menge der Spieler. Die Anzahl der
Spieler ist immer positiv. Der Spieler Natur, auch mit n bezeichnet, ist
nicht in der Menge N enthalten. Wir behandeln diesen Spieler geson-
dert, da er eine feste Strategie spielt.
Jeder Job geho¨rt zu genau einem Spieler, aber nicht jeder Spieler hat
einen Job. Jeder Spieler besitzt maximal einen Job. Wir erlauben es,
dass ein Spieler keinen Job hat, um Unsicherheit u¨ber die Anzahl der
noch folgenden Jobs erzeugen zu ko¨nnen, auch wenn, wie bei Online-
Problemen, alle vorher geta¨tigten Aktionen bekannt sind. Wenn einem
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Spieler, alle vorangegangenen Aktionen bekannt sind, so ist ihm auch
die Anzahl der Spieler, die schon einen Zug durchgefu¨hrt haben, be-
kannt. Wenn jetzt jeder Spieler immer genau einen Job ha¨tte, wa¨re
bekannt, wie viele Jobs noch folgen. Das heißt, jede Eingabe definiert
≤ n Jobs bzw. ≤ n Spieler, die an dem Spiel teilnehmen.
Diese Anzahl ist nicht identisch mit der La¨nge einer Eingabe bei
Scheduling-Spielen. Zur allgemeinen Modellierung betrachten wir belie-
bige Eingaben mit k ≤ n Jobs. n beschra¨nkt nur die maximale Anzahl
an Spielern, die an dem Spiel teilnehmen. Die Menge der Eingaben
wird mit E(n) bezeichnet und besteht nun nicht nur aus den Gro¨ßen
x1, x2, . . . , xk ∈ N und Einlastzeiten r1, r2, . . . , rk ∈ R≥0 der Jobs, son-
dern auch aus den Spielern p1, p2, . . . , pk ∈ N , denen diese Jobs geho¨ren.
Das heißt,
E(n) := {((x1, r1, p1), (x2, r2, p2), . . . , (xk, rk, pk)) |
1 ≤ k ≤ n, (x1, x2, . . . , xk) ∈ Nk, (r1, r2, . . . , rk) ∈ Rk≥0,
∀1 ≤ j < k : rj ≤ rj+1, |{p1, p2, . . . , pk}| = k,
{p1, p2, . . . , pk} ⊆ N}.
Da jeder Spieler ho¨chstens einen Job besitzt, mu¨ssen alle pj paarweise
verschieden sein. Sei h0 = ((x1, r1, p1), (x2, r2, p2), . . . , (xk, rk, pk)), dann
bezeichnen wir mit xj(h0) = xj, rj(h0) = rj, pj(h0) = pj und |h0| = k.
Wir bezeichnen mit j auch den Index von Spieler pj(h0) in Eingabe h0.
Da jeder Spieler maximal einen Job besitzt, wird im Folgenden mit
Job j ∈ N sowohl der Job, als auch der Spieler, dem der Job geho¨rt,
bezeichnet.
Falls wir nur Eingaben betrachten, bei denen die Einlastzeiten der Jobs
Null sind, lassen wir in der Notation die Einlastzeiten weg und schrei-
ben ((x1, p1), (x2, p2), . . . , (xk, pk)) ∈ E(n) fu¨r eine Eingabe ((x1, 0, p1),
(x2, 0, p2), . . . , (xk, 0, pk)) ∈ E(n).
• M = {1, 2, . . . ,m}, m ∈ N mit m > 1, ist die Menge der Maschinen.
• (s1, s2, . . . , sm) ∈ Qm+ sind die Geschwindigkeiten der Maschinen.
• H ist die Menge der Historien. Wie oben beschrieben, modelliert eine
Historie den Zustand eines Spiels. Das heißt, dass eine Historie aus allen
schon geta¨tigten Zu¨gen besteht. Der erste Zug ist immer die Auswahl
der Eingabe durch die Natur. Die folgenden Zu¨ge sind die Verteilung der
Jobs auf die Maschinen. Wie bei online Scheduling-Problemen werden
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die Maschinen die Jobs nach einem eindeutigen Muster abarbeiten,
so dass wir den Schedule alleine durch die Maschine, auf der der Job
bearbeitet werden soll, repra¨sentieren ko¨nnen. Das heißt, die Menge
der Historien ist folgendermaßen definiert:
H = {(h0, h1, h2, . . . , hl) |
h0 = ((x1, r1, p1), (x2, r2, p2), . . . , (xk, rk, pk)) ∈ E(n),
0 ≤ l ≤ k,∀1 ≤ j ≤ l : hj ∈M} ∪ {∅}.
Dabei bezeichnet h0 die ausgewa¨hlte Eingabe und hj fu¨r j > 0 die
Maschine, auf die der Job von Spieler pj(h0) gelegt wurde. Die Historie
∅ bezeichnet den Spielstart, an dem noch kein Spieler inklusive der
Natur einen Zug durchgefu¨hrt hat.
• Z ⊆ H ist die Menge der terminalen Historien. Eine terminale Hi-
storie kennzeichnet das Ende des Spiels. Das heißt, dass alle Spieler,
die einen Job besitzen, eine Maschine ausgewa¨hlt haben. Oder anders
ausgedru¨ckt, Z besteht aus all den Historien (h0, h1, . . . , hk) ∈ H mit
h0 = ((x1, r1, p1), (x2, r2, p2), . . . , (xk, rk, pk)).
• ρn : E(n)→ R≥0 ist eine Wahrscheinlichkeitsverteilung auf den Einga-
ben. Die Natur wa¨hlt genau nach dieser Verteilung zufa¨llig eine Eingabe
aus E(n) aus.
• Wie oben beschrieben, partitionieren wir die Menge der Historien an
denen ein Spieler an der Reihe ist, um Informationen zu verschleiern.
Sei dazu Hj die Menge der Historien, an denen Spieler j ∈ N den
na¨chsten Zug durchfu¨hrt.
Hj := {(h0, h1, . . . , hl) ∈ H \ Z | |h0| > l, pl+1(h0) = j}.
Die Menge Ij ist eine Partition der Menge Hj. Wenn ein Spieler einen
Zug plant, dann kennt er nicht die Historie h ∈ Hj, in der das Spiel ist,
sondern nur die Partition I ∈ Ij, zu der diese Historie geho¨rt (h ∈ I).
Diese Partitionen modellieren somit, dass ein Spieler keine genauen In-
formationen u¨ber den aktuellen Spielstand hat. Wa¨hlt man die Infor-
mationspartitionen Ij so, dass alle Historien mit einem gleichen Pra¨fix
(ein Pra¨fix besteht aus den Zu¨gen der vorangegangen Jobs, deren Gro¨ße
und die Gro¨ße des eigenen Jobs) in einer Informationsmenge liegen, so
modelliert man die Informationen, die einem Online-Algorithmus zur
Verfu¨gung stehen wu¨rden. Das bedeutet, in diesem Fall wa¨re Ij durch
Ij := {{h ∈ Hj | A(h) = a,X(h) = x} | a ∈M |h|, x ∈ N|h|+1}
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definiert, wobei
A(h) =
(
h1, h2, . . . , h|h|
)
das Tupel der schon gespielten Aktionen ist und
X(h) =
(
x1(h), x2(h), . . . , x|h|+1(h)
)
das Tupel der Jobgro¨ßen der Spieler, die den ersten bis (|h| + 1)-ten
Zug durchfu¨hren, darstellt. Spiele mit diesen Informationspartitionen
bezeichnen wir auch als online Scheduling-Spiele.
• Cj : Z → R ist die Antwortzeitfunktion von Spieler j. Sei eine termi-
nale Historie h ∈ Z und damit auch ein Schedule fu¨r die dazugeho¨rige
Eingabe gegeben, dann gibt Cj(h) den Zeitpunkt an, zu dem Spieler
j das Ergebnis seines Jobs erha¨lt. Das ist die Zeit, die der Spieler als
Fertigstellungszeitpunkt wahrnimmt.
U¨ber Cj werden indirekt die Maschinenmodelle, das heißt, in welcher
Reihenfolge die einer Maschine zugewiesenen Jobs bearbeitet werden,
definiert.
Falls ein Spieler j ∈ N nicht in Eingabe h0 ∈ E(n) einer Historie h ∈ Z
vorkommt, so gilt Cj(h) = 0.
Mit dieser Modellierung ist es nun mo¨glich, verschiedene Situationen abzu-
bilden. Die folgenden Beispiele sollen verdeutlichen, dass ein breites Spek-
trum an Spieltypen dargestellt werden kann. Auch wenn das Ziel in der Be-
schreibung von online Scheduling-Spielen besteht, so bietet dieses Modell die
Mo¨glichkeit auch weitere Typen von Scheduling-Spielen zu beschreiben. Die
Modellierung beschra¨nkt sich nicht alleine auf online Spiele. Wir werden bei
den folgenden Beispielen auf eine Definition des Maschinenmodells bzw. die
Definition von (Cj) nicht eingehen. Hier sollen nur verschiedene Spieltypen
bezu¨glich der bekannten Informationen beschrieben werden.
Beispiel 2.1. Bei klassischen Online-Algorithmen sind dem Algorithmus nur
die schon geta¨tigten Zu¨ge und der na¨chste Job der Eingabe bekannt. U¨ber
die mo¨glichen folgenden Jobs erhalten die Spieler keine weitere Informatio-
nen. Insbesondere ist aus der Sicht der Spieler jede Eingabe mit dem schon
bekannten Pra¨fix gleich wahrscheinlich. Das heißt, dass in dieser Situation
davon ausgegangen wird, dass jede mo¨gliche Eingabe mit gleicher Wahr-
scheinlichkeit von der Natur ausgewa¨hlt wird.
Das bedeutet, zur Modellierung von Online-Spielen definieren wir ρn durch
eine Gleichverteilung auf E(n). Die Definition von (Ij) entspricht der oben
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fu¨r online Scheduling-Spiele beschriebenen
Ij := {{h ∈ Hj | A(h) = a,X(h) = x} | a ∈M |h|, x ∈ N|h|+1}.
Semi-Online-Modelle, wie sie von Ebenlendr und Sgall [ES11] beschrieben
werden, ko¨nnen auch dargestellt werden. Dies wird durch eine geeignete Wahl
von ρn erreicht. Dazu wird ρn, wie in der Arbeit von Ebenlendr und Sgall
beschrieben, gewa¨hlt. M
Beispiel 2.2. In dem Modell von Koutsoupias und Papadimitriou sind den
Spielern die Jobs der anderen Spieler bekannt. Unbekannt sind aber die
durchgefu¨hrten Aktionen der anderen Spieler. Dies kann auch durch die oben
vorgestellte Modellierung von Scheduling-Spielen abgebildet werden. Dazu sei
ρn beliebig gewa¨hlt und die Informationspartitionen wie folgt definiert
Ij := {{h ∈ Hj | h0 = a0} | a0 ∈ E(n)}.
Das heißt, jede Partition aus Ij besteht aus allen Historien, die in der Eingabe
a0 u¨bereinstimmen.
Formal ist bei der Modellierung von Koutsoupias und Papadimitriou die
Eingabe in den Spielregeln festgeschrieben und wird nicht von der Natur
ausgewa¨hlt. Dies kann auch durch unsere Modellierung ausgedru¨ckt werden,
indem man fu¨r die gewu¨nschte Eingabe a0 ∈ E(n) die Verteilung ρn so wa¨hlt,
dass ρn(a0) = 1. Das heißt, die Natur wa¨hlt immer die gleiche Eingabe aus.
In diesem Fall ko¨nnte man die Informationspartitionen vereinfacht als Ij :=
{Hj} definieren, da nur eine Eingabe ausgewa¨hlt wird. M
Beispiel 2.3. Es ist auch mo¨glich, Spiele zu modellieren, bei denen die Spie-
ler weniger Informationen besitzen als bei klassischen Online-Modellen. Die
Extremform davon ist, dass die Informationspartitionen, wie folgt, definiert
sind
Ij := {Hj}.
Das heißt, dass die Spieler blind sind und keine Informationen u¨ber die Aktio-
nen der anderen Spieler haben. Sie haben auch keine weiteren Informationen
u¨ber die von der Natur ausgewa¨hlte Eingabe, außer dass sie ρn kennen.
Weniger extrem ist die Situation, die durch folgende Informationspartitionen
ausgedru¨ckt wird.
Ij := {{h ∈ Hj | x|h|+1(h) = x} | x ∈ N}
Im Gegensatz zu der vorherigen Definition der Informationspartitionen sind
den Spielern zumindest die Jobgro¨ßen der eigenen Jobs bekannt. M
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Wir fu¨hren folgende Definitionen ein, um die Notation zu vereinfachen. Sei
dazu h = a0a1 . . . al eine Historie und a0 = ((x1, r1, p1), (x2, r2, p2), . . . ,
(xk, rk, pk)) eine Eingabe.
• |h| ist die La¨nge der Historie. Die La¨nge der Historie ist die Anzahl der
Zu¨ge, die die Spieler (ohne Spieler n) durchgefu¨hrt haben. Das heißt,
|h| = l und insbesondere |∅| = −1.
• hj mit 0 ≤ j ≤ |h| ist der Zug des j-ten Spielers, beziehungsweise der
Zug des Spielers n im Fall j = 0. Damit gilt hj = aj.
• xj(h) ist die Gro¨ße des Jobs von Spieler pj(a0). Falls j > |a0|, dann
definieren wir die Gro¨ße auf Null.
xj(h) :=
{
xj, falls 1 ≤ j ≤ |a0|
0, sonst
• rj(h) ist der Einlastzeitpunkt des Jobs von Spieler pj(a0). Falls j > |a0|,
dann definieren wir den Einlastzeitpunkt auf Null.
rj(h) :=
{
rj, falls 1 ≤ j ≤ |a0|
0, sonst
• hj ist der j-te Pra¨fix des Historie h. Das heißt, hj := h0h1 . . . hj. Ins-
besondere gilt |hj| = j und h−1 = ∅.
Wir erweitern die Definition auf Informationspartitionen. Das heißt, sofern
der entsprechende Wert fu¨r alle Historien h ∈ I aus einer Informationsmenge
I ∈ Ip eines Spielers p ∈ N identisch ist, verwenden wir |I| fu¨r die La¨nge der
Historien aus I, Ij fu¨r den j-ten Zug, xj(I) fu¨r die Gro¨ße des j-ten Jobs und
rj(h) fu¨r die Einlastzeit des j-ten Jobs.
2.3.1 Strategien und Profile
Sei im Folgenden ein beliebiges, aber festes Spiel Γ gegeben. Jeder Spieler
wa¨hlt eine Strategie aus. Eine Strategie von Spieler j ∈ N ist eine Abbildung,
die jeder Partition I ∈ Ij eine Wahrscheinlichkeitsverteilung φj(I, ·) : M →
R u¨ber die Maschinen zuweist. Wenn eine Historie h ∈ I, I ∈ Ij, erreicht
wird, wa¨hlt Spieler j ∈ N die Maschine i ∈M mit Wahrscheinlichkeit φj(I, i)
aus. Da in der Partition I indirekt der Spieler, der den Zug macht, codiert
wird, schreiben wir auch φ(I, ·) anstelle von φj(I, ·).
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Ein Profil φ = (φ1, φ2, . . . , φn) ist eine Kombination von jeweils einer Strate-
gie fu¨r jeden Spieler.
Daraus folgt, dass eine terminale Historie h = (h0, h1, . . . , hk) ∈ Z mit der
Wahrscheinlichkeit
Prφ[h] = ρn(h0) · Πkj=1φ(I((h0, h1, . . . , hj−1)), hj)
erreicht wird, wobei I(h′) die Informationspartition bezeichnet, die h′ entha¨lt.
I(h′) ist eindeutig fu¨r alle h′ ∈ H \ Z definiert.
Jeder Spieler versucht eine Strategie φj zu wa¨hlen, so dass die erwartete
Antwortzeit Eφ[Cj] minimiert wird. Wir schreiben auch Cj(φ) = Eφ[Cj].
Aus der Definition der Strategien folgt
Cj(φ) =
∑
h∈Z
Cj(h) · Prφ[h].
Von besonderem Interesse sind Profile, die einen stabilen Zustand darstel-
len. Solche Profile bezeichnet man als Gleichgewicht. Wir werden diese ver-
wenden, um die Gu¨te eines Spiels zu bewerten. Dazu vergleichen wir die
Lo¨sungen, die durch ein Gleichgewicht generiert werden, mit Lo¨sungen von
einer optimalen Strategie oder eines optimalen Schedules bezu¨glich einer Ziel-
funktion. Bevor wir zu den genauen Definitionen kommen, werden in dem
folgenden Abschnitt Gleichgewichte eingefu¨hrt.
2.3.2 Gleichgewichte
Wie schon oben erwa¨hnt, stellen Gleichgewichte stabile Zusta¨nde des Spiels
dar. Die bekannteste Form eines Gleichgewichts du¨rfte das von Nash [Nas50]
eingefu¨hrte sogenannte Nash-Gleichgewicht sein.
Ein Profil φ = (φ1, φ2, . . . , φn) ist ein Nash-Gleichgewicht genau dann, wenn
kein Spieler seine erwartete Antwortzeit durch die Wahl einer anderen Stra-
tegie verbessern kann, falls die u¨brigen Spieler ihre Strategien beibehalten.
Bevor wir Nash-Gleichgewichte formal definieren, fu¨hren wir zuerst eine Hilfs-
definition ein. Sei φ = (φ1, φ2, . . . , φn) ein Profil. Dann ist die Strategie φ
′
j
von Spieler j eine bestmo¨gliche Antwort auf φ, falls
∀φ′′j : Cj(φ−j, φ′j) ≤ Cj(φ−j, φ′′j )
gilt, wobei φ−j, ψj das Profil (φ1, φ2, . . . , φj−1, ψj, φj+1, . . . , φn) bezeichnet.
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∅/n
h0, i2/j1
h0/j2
h0, i1/j1
(h0, i1, i1) = h ∈ Z
(h0, i1, i2) = h ∈ Z
Cj1(h) = 1, Cj2(h) =
2
3
Cj1(h) = Cj2(h) =
4
3
(h0, i2, i1) = h ∈ Z
Cj1(h) =
2
3
, Cj2(h) = 1
(h0, i2, i2) = h ∈ Z
Cj1(h) = Cj2(h) =
4
3
Abbildung 2.3: Beispiel fu¨r ein vereinfachtes Schedulingspiel
Ein Profil φ = (φ1, φ2, . . . , φn) heißt Nash-Gleichgewicht genau dann, wenn
fu¨r alle Spieler j ∈ N gilt, dass φj eine bestmo¨gliche Antwort auf φ ist.
Falls φ ein Nash-Gleichgewicht ist, folgt aus der Definition, dass fu¨r alle Spie-
ler j ∈ N und alle Strategien φ′j fu¨r j die Ungleichung Cj(φ) ≤ Cj(φ−j, φ′j)
gilt. Dies beschreibt genau die umgangssprachliche Definition von oben.
Beispiel 2.4. Die Abbildung 2.3 beschreibt den Spielbaum eines sehr einfa-
chen Scheduling-Problems. Die Knoten stellen die Historien dar. Die Knoten,
die die nicht-terminalen Historien repra¨sentieren, sind markiert mit der Hi-
storie und dem Spieler, der den na¨chsten Zug macht. Die Knoten der termi-
nalen Historien sind mit der Historie und den Antwortzeiten fu¨r die Spieler
markiert.
An diesem Spiel nehmen die zwei Spieler j1 = 1 und j2 = 2 teil. Es gibt nur
eine Eingabe h0 = ((2, j2), (2, j1)), die von der Natur ausgewa¨hlt wird. Das
heißt, ρn(h0) = 1. Bei dieser Eingabe ist zuerst Spieler j2 am Zug und danach
Spieler j1. Die Einlastzeiten sind bei beiden Spielern Null. Beide haben einen
Job der Gro¨ße 2. Die Informationspartitionen sind wie bei normalen online
Spielen gewa¨hlt. Das heißt, dass Spieler j1 den Zug von Spieler j2 kennt. Da
nur eine Eingabe mit positiver Wahrscheinlichkeit ausgewa¨hlt wird, ist zudem
jedem Spieler von Beginn an bekannt, welche Jobs in dem Spiel vorkommen.
Es gibt zwei Maschinen i1 = 1 und i2 = 2 mit den Geschwindigkeiten s1 =
3 und s2 = 2. Die Antwortzeit eines Spielers j ∈ {j1, j2} ist die gesamte
Berechnungszeit auf den Maschinen. Das heißt,
Cj(h0, h1, h2) =
∑
k∈{1,2}
hk=hj
2
shk
.
Die folgenden zwei Profile sind Nash-Gleichgewichte dieses Spiels.
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1. Erste Nash-Gleichgewicht φ: Spieler j2 wa¨hlt Maschine i1 und Spie-
ler j1 wa¨hlt in diesem Fall Maschine i2. Fu¨r den Spieler j1 muss fu¨r
eine vollsta¨ndige Strategie noch angegeben werden, welchen Zug er
durchfu¨hrt, falls Spieler j2 die Maschine i2 wa¨hlt. In diesem Fall wa¨hlt
der Spieler die Maschine i1. Das heißt,
φj2({h0}, i1) = 1, φj2({h0}, i2) = 0,
φj1({(h0, i1)}, i1) = 0, φj1({(h0, i1)}, i2) = 1,
φj1({(h0, i2)}, i1) = 1 und φj1({(h0, i2)}, i2) = 0.
2. Zweite Nash-Gleichgewicht ψ: Der Spieler j2 wa¨hlt die Maschine i2.
Der Spieler j1 wa¨hlt in jedem Fall die Maschine i1 unabha¨ngig von der
Wahl des Spielers j2. Das heißt,
ψj2({h0}, i1) = 0, ψj2({h0}, i2) = 1,
ψj1({(h0, i1)}, i1) = 1, ψj1({(h0, i1)}, i2) = 0,
ψj1({(h0, i2)}, i1) = 1 und ψj1({(h0, i2)}, i2) = 0.
Wa¨hrend das erste Nash-Gleichgewicht noch Sinn zu machen scheint, wider-
spricht das zweite der Struktur eines Spiels in Extensivform. Der Spieler j2
kann, sofern Spieler j1 seine Strategie nicht a¨ndert, seine Antwortzeit nicht
verbessern, wenn er die schnellere Maschine i1 auswa¨hlt. Da aber Spieler j2
den ersten Zug durchfu¨hrt, kann er den Spieler j1 dazu bringen, die lang-
samere Maschine zu wa¨hlen, da dies die beste Mo¨glichkeit ist, falls Spieler
j2 die schnellere Maschine gewa¨hlt hat. Das zweite Nash-Gleichgewicht ψ
widerspricht damit der Struktur von Spielen in Extensivform. M
Da wir nicht an solchen unnatu¨rlichen Gleichgewichten interessiert sind, be-
dienen wir uns einem anderen Gleichgewichtsbegriff, der von Selten [Sel75]
eingefu¨hrt wurde.
Das Problem von dem unnatu¨rlichen Nash-Gleichgewicht ψ aus Beispiel 2.4
besteht darin, dass die Informationsmenge {(h0, i1)} nicht erreicht wird und
Spieler j1 fu¨r diesen Fall mit einer Aktion dem zweiten Spieler drohen kann,
die ihm auch selber Schaden zufu¨gt. Es ist fu¨r Spieler j1 in Informationsmenge
{(h0, i1)} gu¨nstiger die Maschine i2 auszuwa¨hlen, wa¨hrend er in Strategie ψ2
die Maschine i1 auswa¨hlen wu¨rde. Man kann dieses Problem nun dadurch
lo¨sen, dass man dafu¨r sorgt, dass jede Historie h ∈ H, bei der die Natur
die Eingabe h0 mit positiver Wahrscheinlichkeit auswa¨hlt, auch mit positiver
Wahrscheinlichkeit erreicht wird.
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Die von Selten beschriebenen trembling hand perfect equilibria – hier per-
fekte Gleichgewichte genannt – haben zudem den Vorteil, dass die dadurch
beschriebenen Profile auch robust gegenu¨ber leichten Variationen in den Stra-
tegien der Spieler sind. Zur Definition dieser fu¨hren wir erst einmal weitere
Hilfsdefinitionen ein.
Sei eine Folge von Funktionen η1, η2, . . . gegeben, bei der jede Funktion ηk
jeder Informationsmenge I ∈ Ij und Aktion i ∈ M fu¨r jeden Spieler j ∈ N
einen Wert ηkj (I, i) zuweist. Dabei muss Folgendes fu¨r η
k gelten:
• ∀j ∈ N : ∀I ∈ Ij : ∀i ∈M : 0 < ηkj (I, i) < 1 und
• ∀j ∈ N : ∀I ∈ Ij :
∑
i∈M η
k
j (I, i) ≤ 1.
Eine Strategie φj ist gu¨ltig fu¨r das Spiel (Γ, η
k), falls
∀I ∈ Ij : ∀i ∈M : ηkj (I, i) ≤ φj(I, i)
gilt. Das bedeutet, dass ηk minimale Wahrscheinlichkeiten fu¨r die mo¨glichen
Aktionen der Spieler definiert. Die Menge aller gu¨ltigen Strategien von Spieler
j ∈ N fu¨r (Γ, ηk) bezeichnen wir mit Φηkj . Entsprechend ist Φηk die Menge
aller gu¨ltigen Profile fu¨r das Spiel (Γ, ηk). Sei Φj(I) die Menge aller Strategien
in Zustand I ∈ Ij. Man kann diese Menge als m-Simplex auffassen, denn
Φj(I) :=
{
x ∈ Rm
∣∣∣∣∣∑
i∈M
xi = 1 ∧ ∀i ∈M : xi ≥ 0
}
.
Die Einschra¨nkung auf das Spiel (Γ, ηk) hat den Effekt, dass nur noch Stra-
tegien aus dem Inneren des Simplex zugelassen werden.
Φη
k
j (I) :=
{
x ∈ Rm
∣∣∣∣∣∑
i∈M
xi = 1 ∧ ∀i ∈M : xi ≥ ηk(I, i)
}
.
Abbildung 2.4 veranschaulicht die Situation.
Durch die Definition von ηk ist sichergestellt, dass jede Aktion mit positi-
ver Wahrscheinlichkeit gewa¨hlt wird. Wir werden solche Spiele nun verwen-
den, um Gleichgewichte einzufu¨hren, die robust gegenu¨ber solchen leichten
Variationen in den Strategien der Spieler sind. Dazu betrachten wir Nash-
Gleichgewichte von Spielen (Γ, ηk) und Folgen von Spielen (Γ, η1), (Γ, η2), . . ..
Sei φ = (φ1, φ2, . . . , φn) ∈ Φηk ein Profil fu¨r (Γ, ηk). Dann heißt φ′j ∈ Φη
k
j
bestmo¨gliche Antwort auf φ, falls fu¨r alle φ′′j ∈ Φη
k
j
Cj(φ−j, φ′j) ≤ Cj(φ−j, φ′′j )
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1
1
1
Maschine i
Φη
k
j (I)
Φj(I)
ηkj (I, i)
Abbildung 2.4: Menge mo¨glicher Strategien Φj(I) bei Spiel Γ und Φ
ηk
j (I) bei
Spiel (Γ, ηk) in Informationsmenge I ∈ Ij
gilt. Entsprechend ist φ ein Nash-Gleichgewicht fu¨r (Γ, ηk), falls fu¨r alle Spie-
ler j ∈ N die Strategie φj eine bestmo¨gliche Antwort auf φ ist.
Die Folge der Spiele (Γ, η1), (Γ, η2), . . . heißt Testfolge fu¨r Γ, falls
lim
k→∞
ηk = 0,
das heißt,
∀j ∈ N, I ∈ Ij, i ∈M : lim
k→∞
ηkj (I, i) = 0.
Seien nun eine Testfolge (Γ, η1), (Γ, η2), . . . und ein Profil φ von Γ gege-
ben. Dann heißt das Profil φ Grenzwertgleichgewicht von Γ fu¨r die Testfolge
(Γ, η1), (Γ, η2), . . ., falls es eine Folge von Profilen φ1, φ2, . . . gibt, so dass
• fu¨r alle k ∈ N das Profil φk ein Nash-Gleichgewicht von (Γ, ηk) ist und
• limk→∞ φk = φ.
Nun ko¨nnen wir perfekte Gleichgewichte definieren. Ein Profil φ eines Spiels
Γ heißt perfektes Gleichgewicht, falls es eine Testfolge (Γ, η1), (Γ, η2), . . . fu¨r
Γ gibt, so dass φ ein Grenzwertgleichgewicht dieser Testfolge ist.
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Beispiel 2.5. Betrachten wir erneut das Spiel aus Beispiel 2.4 auf Seite 23
und die zwei Nash-Gleichgewichte
φj2({h0}, i1) = 1, φj2({h0}, i2) = 0,
φj1({(h0, i1)}, i1) = 0, φj1({(h0, i1)}, i2) = 1,
φj1({(h0, i2)}, i1) = 1 und φj1({(h0, i2)}, i2) = 0
und
ψj2({h0}, i1) = 0, ψj2({h0}, i2) = 1,
ψj1({(h0, i1)}, i1) = 1, ψj1({(h0, i1)}, i2) = 0,
ψj1({(h0, i2)}, i1) = 1 und ψj1({(h0, i2)}, i2) = 0.
Beginnen wir mit dem zweiten Nash-Gleichgewicht, fu¨r das wir uns u¨berlegt
hatten, dass es keinen natu¨rlichen Ausgang des Spiels darstellt.
Sei (Γ, η1), (Γ, η2), . . . eine beliebige Testfolge fu¨r Γ. Betrachten wir dazu
ein beliebiges k ∈ N und das dazugeho¨rige Spiel (Γ, ηk). Sei φk ein Nash-
Gleichgewicht von (Γ, ηk). Zur einfacheren Schreibweise sei α := φkj2({h0}, i1),
β := φkj1({(h0, i1)}, i1) und γ := φkj1({(h0, i2)}, i1). Die erwartete Antwortzeit
fu¨r Spieler j1 ist nach Definition
Cj1(φ
k) = α · β · 4
3
+ α · (1− β) · 1 + (1− α) · γ · 2
3
+ (1− α) · (1− γ) · 4
3
.
Fu¨r ein fest gewa¨hltes α > 0 wird die erwartete Antwortzeit fu¨r den ersten
Spieler maximiert, falls β minimal und γ maximal gewa¨hlt wird. Das heißt,
β = ηkj1({(h0, i1)}, i1) und γ = 1 − ηkj1({h0, i2)}, i2). Daraus folgt, dass fu¨r
jede Folge von Nash-Gleichgewichten φ1, φ2, . . . der Spiele (Γ, η1), (Γ, η2), . . .
lim
k→∞
φk 6= ψ
gilt, da
lim
k→∞
φkj1({h0, i1}, i1) = 0.
Da dies fu¨r beliebige Testfolgen und beliebige Nash-Gleichgewichte fu¨r die
Spieler dieser Testfolgen gilt, folgt, dass ψ kein perfektes Gleichgewicht fu¨r
Γ ist.
Das erste Nash-Gleichgewicht φ ist ein perfektes Gleichgewicht. Um dies
zu zeigen, reicht es, eine Testfolge (Γ, η1), (Γ, η2), . . . zu finden, so dass φ
ein Grenzwertgleichgewicht dieser Testfolge ist. Sei dazu die Folge η1, η2, . . .
beliebig definiert. Wa¨hlen wir ein k beliebig, aber fest.
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Betrachten wir zuna¨chst Spieler j1 und die Historie (h0, i1). In diesem Fall
kann Spieler j1 seine Antwortzeit minimieren, indem er Maschine i2 mit der
gro¨ßtmo¨glichen Wahrscheinlichkeit auswa¨hlt. Diese Wahl ist unabha¨ngig von
der Strategie von Spieler j2, da wir in Historie (h0, i1) schon die gespielte
Aktion von Spieler j2 kennen. Das heißt,
φkj1({(h0, i1)}, i1) = ηk({(h0, i1)}, i1) und
φkj1({(h0, i1)}, i2) = 1− ηk({(h0, i1)}, i1).
In der Historie (h0, i2) kann Spieler j1 seine Antwortzeit minimieren, indem
er Maschine i1 mit der gro¨ßtmo¨glichen Wahrscheinlichkeit auswa¨hlt. Damit
erhalten wir
φkj1({(h0, i2)}, i1) = 1− ηk({(h0, i2)}, i2) und
φkj1({(h0, i2)}, i2) = ηk({(h0, i2)}, i2).
Nach der Definition von φkj1 folgt limk→∞ φ
k
j1
= φj−1. Da beide Historien
(h0, i1) und (h0, i2) mit positiver Wahrscheinlichkeit in einem Spiel (Γ, η
k)
erreicht werden, muss Spieler j1 in einem Nash-Gleichgewicht die Strategie
φkj1 spielen, da er sich ansonsten verbessern ko¨nnte.
Nun mu¨ssen wir nur noch die Strategie von Spieler j2 betrachten. Dieser
Spieler macht nur in Historie h0 einen Zug. Seien α
k := φkj1({(h0, i1)}, i1),
βk := φkj1({(h0, i2)}, i1) und γk := φkj2({h0}, i1). Die Antwortzeit von Spieler
j2 ist
Cj2(φ
k) = γkαk
4
3
+ γk(1− αk)2
3
+ (1− γk)βk + (1− γk)(1− βk)4
3
= γk
(
αk
4
3
+ (1− αk)2
3
)
+ (1− γk)
(
βk + (1− βk)4
3
)
.
Da limk→∞ φkj1 = φj1 und damit α
k → 0, gibt es ein K ∈ N, so dass fu¨r alle
k′ ≥ K
αk
′ 4
3
+ (1− αk′)2
3
< βk
′
+ (1− βk′)4
3
gilt. Damit folgt, dass es ein K ∈ N gibt, so dass fu¨r alle k′ ≥ K das Profil
φk
′
ein Nash-Gleichgewicht fu¨r das Spiel (Γ, ηk
′
) darstellt, falls φk
′
j1
wie oben
definiert ist und Spieler j2 mit gro¨ßtmo¨glicher Wahrscheinlichkeit Maschine
i1 auswa¨hlt. Das heißt,
φk
′
j2
({h0}, i1) = 1− ηk′({h0}, i2) und
φk
′
j2
({h0}, i2) = ηk′({h0}, i2).
Das heißt, dass φ ein Grenzwertgleichgewicht fu¨r die Testfolge (Γ, ηK),
(Γ, ηK+1), . . . ist und damit ein perfektes Gleichgewicht von Γ darstellt. M
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Das Beispiel zeigt, dass wir mit dem Begriff eines perfekten Gleichgewichts
das ungewu¨nschte Nash-Gleichgewicht aussortiert haben. Zudem weisen per-
fekte Gleichgewichte eine gewissen Robustheit gegenu¨ber leichten Variatio-
nen in den Strategien der Spieler auf. Dies wird durch die Existenz einer
Testfolge mit den gewu¨nschten Eigenschaften sichergestellt.
Fu¨r endliche Spiele in Extensivform mit imperfekten Informationen und per-
fekter Erinnerung ist bekannt, dass es immer ein perfektes Gleichgewicht gibt
[Sel75]. Perfekte Erinnerung bedeutet, dass ein Spieler vollsta¨ndiges Wissen
u¨ber seine eigenen schon geta¨tigten Zu¨ge hat. Da in den Scheduling-Spielen
jeder Spieler ho¨chstens einen Zug durchfu¨hrt, hat jedes Scheduling-Spiel die-
se Eigenschaft. Das heißt, diese Aussage gilt fu¨r endliche Scheduling-Spiele
und wir erhalten folgendes Korollar.
Korollar 2.1. Sei Γ = 〈N,M, (si), H, Z, ρn, (Ij), (Cj)〉 ein Scheduling-Spiel
mit
∃xmax ∈ N : ∀1 ≤ k ≤ n,
a0 = ((x1, r1, p1), (x2, r2, p2), . . . , (xk, rk, pk)) ∈ E(k, n) :
∀1 ≤ l ≤ k : ρn(a0) > 0⇒ xl ≤ xmax.
Dann hat Γ mindestens ein perfektes Gleichgewicht.
Die Bedingung an die Strategie ρn aus dem vorstehenden Korollar bedeutet,
dass die Gro¨ße der Jobs von vorkommenden Eingaben von oben beschra¨nkt
ist und damit nur endlich viele verschiedene Eingaben mit positiver Wahr-
scheinlichkeit von der Natur ausgewa¨hlt werden.
Weiterhin ist bekannt, dass jedes perfekte Gleichgewicht auch ein Nash-
Gleichgewicht ist. Dies kann folgendermaßen eingesehen werden. Sei Γ ein
Scheduling-Spiel und φ ein perfektes Gleichgewicht von Γ. Nehmen wir an,
φ sei kein Nash-Gleichgewicht. Dann existiert ein Spieler j ∈ N und eine
Strategie ψj von Spieler j, so dass
Eφ[Cj] > Eφ−j ,ψj [Cj].
Da φ ein perfektes Gleichgewicht ist, gibt es die Folgen (ηk) und (φk), so dass
• limk→∞ ηk = 0,
• limk→∞ φk = φ und
• φk fu¨r jedes k ∈ N ein Nash-Gleichgewicht von (Γ, ηk) ist.
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Aus der Stetigkeit des Erwartungswertes folgt, dass
lim
k→∞
Eφk [Cj] = Eφ[Cj].
Wir ko¨nnen nun eine Folge ψkj definieren mit
• limk→∞ ψkj = ψj und
• ψkj ist fu¨r alle k ∈ N eine gu¨ltige Strategie von Spieler j im Spiel (Γ, ηk).
Daraus folgt, dass
lim
k→∞
Eφk−j ,ψkj [Cj] = Eφ−j ,ψj [Cj].
Aus der Definition des Grenzwertes folgt, dass es ein k ∈ N gibt, so dass φk
kein Nash-Gleichgewicht von (Γ, ηk) ist. Diese Konstruktion gilt fu¨r beliebige
Testfolgen. Damit ist φ kein perfektes Gleichgewicht. Das ist ein Widerspruch
zur Annahme und damit ist φ ein Nash-Gleichgewicht. Dies impliziert:
Fakt 2.1. Sei Γ = 〈N,M, (si), H, Z, ρn, (Ij), (Cj)〉 ein Scheduling-Spiel und
φ ein perfektes Gleichgewicht von Γ. Dann ist φ ein Nash-Gleichgewicht von
Γ.
Wie wir an Beispiel 2.4 gesehen haben, ist nicht jedes Nash-Gleichgewicht
ein perfektes Gleichgewicht. Allerdings ist jedes vollsta¨ndig gemischte Nash-
Gleichgewicht ein perfektes Gleichgewicht. Ein Profil φ heißt vollsta¨ndig ge-
mischt, wenn jeder Spieler j ∈ N in jeder Informationsmenge I ∈ Ij jede
Maschine i mit positiver Wahrscheinlichkeit φj(I, i) > 0 auswa¨hlt. In diesem
Fall gibt es eine Folge η1, η2, . . . mit limk→∞ ηk = 0, so dass φ ein gu¨ltiges
Profil von (Γ, ηk) fu¨r alle k ∈ N ist. Damit ist die Folge φ1 = φ, φ2 = φ, . . .
eine Folge von Nash-Gleichgewichten fu¨r die Testfolge (Γ, η1), (Γ, η2), . . ..
Offensichtlich ist φ das Grenzwertgleichgewicht dieser Testfolge und damit
ein perfektes Gleichgewicht.
Fakt 2.2. Sei Γ = 〈N,M, (si), H, Z, ρn, (Ij), (Cj)〉 ein Scheduling-Spiel und
φ ein vollsta¨ndig gemischtes Nash-Gleichgewicht von Γ. Dann ist φ ein per-
fektes Gleichgewicht von Γ.
2.3.3 Modelle
So wie wir Scheduling-Spiele definiert haben, ist die maximale Anzahl an
Spielern fu¨r jedes Spiel fest vorgegeben. Dies hat den Vorteil, dass die Spiele
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endlich sind, sofern wir die Gro¨ßen der Jobs begrenzen, und es damit un-
abha¨ngig von dem Maschinenmodell und der Informationspartitionen immer
ein perfektes Gleichgewicht gibt. Modelle, oder auch Spielmodelle, fu¨hren
wir ein, um diese Einschra¨nkung in der Analyse von Scheduling-Spielen zu
umgehen.
Wir werden im Folgenden Modelle verwenden, um Scheduling-Spiele zu be-
schreiben. Dies erlaubt es uns, von der maximalen Anzahl an Spielern, die
an einem Spiel teilnehmen, zu abstrahieren.
Um die Einschra¨nkung der maximalen Anzahl der Spieler in einem
Scheduling-Spiel zu umgehen, werden wir Familien von Scheduling-Spielen
betrachten, die sich ausschließlich durch die maximale Anzahl der Spieler un-
terscheiden. Als ein Modell bezeichnen wir nicht die Familie selber, sondern
eine Abbildung von der maximalen Anzahl an Spielern auf ein Scheduling-
Spiel dieser Familie mit der entsprechenden maximalen Anzahl an Spielern.
Sei dazu G die Menge aller Scheduling-Spiele. Formal ist ein M odell µ von
Scheduling-Spielen eine Funktion µ : N → G mit folgenden Eigenschaften:
Fu¨r alle n, n′ ∈ N, µ(n) = Γ = 〈N,M, (si), H, Z, ρn, (Ij), (Cj)〉 und µ(n′) =
Γ′ =
〈
N ′,M ′, (s′i), H
′, Z ′, ρn′, (I ′j), (C ′j)
〉
gilt
• N = {1, 2, . . . , n} und N ′ = {1, 2, . . . , n′}.
• Die Anzahl und Geschwindigkeit der Maschinen ist unabha¨ngig von der
Anzahl der Spieler: M = M ′ und (si) = (s′i).
• Die Menge der (terminalen) Historien von Γ ist eine Teilmenge der
(terminalen) Historien von Γ′: H ⊂ H ′ und Z ⊂ Z ′.
• Die Antwortzeitfunktionen (C ′j) sind eine Erweiterung der Antwortzeit-
funktionen (Cj), so dass Cj(h) = C
′
j(h) fu¨r alle h ∈ Z.
• ρn′ ist eine Erweiterung von ρn auf die Eingaben E(n′). Das heißt, fu¨r
alle a0 ∈ E(n) gilt:
ρn(a0) =
ρn
′(a0)∑
a′0∈E(n) ρn
′(a0)
.
• Die Informationspartitionen (I ′j) sind eine Erweiterung von (Ij). Das
heißt, fu¨r alle j ∈ N und I ∈ Ij existiert ein I ′ ∈ I ′j mit I = I ′ ∩H.
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2.3.4 Preis der Anarchie und Koordinationsverha¨ltnis
Wie wir oben erla¨utert haben, sind wir an stabilen Spielzusta¨nden, den per-
fekten Gleichgewichten, interessiert. Den Preis der Anarchie und das Koor-
dinationsverha¨ltnis fu¨hren wir als Maß fu¨r die Gu¨te von Spielen ein. Es ist
eine Variation des kompetitiven Verha¨ltnisses.
Wir betrachten Scheduling-Probleme als Minimierungsprobleme. Das heißt,
wir haben eine Zielfunktion, die es zu minimieren gilt. Ein Beispiel fu¨r eine
Zielfunktion ist die durchschnittliche Antwortzeit aller Jobs. Wir werden im-
mer den Wert der Zielfunktion fu¨r eine feste Eingabe eines perfekten Gleich-
gewichtes mit einer optimalen Lo¨sung fu¨r diese Eingabe vergleichen.
Hierbei gibt es zwei Mo¨glichkeiten eine optimale Lo¨sung zu definieren. Zum
einen ko¨nnen wir als eine optimale Lo¨sung ein Profil definieren, das bei der
gegebenen Eingabe die Zielfunktion minimiert. Das heißt, dass diese Lo¨sung,
genau wie die Spieler, durch das Maschinenmodell des Spiels eingeschra¨nkt
ist. Die zweite Mo¨glichkeit besteht darin, diese Einschra¨nkung aufzuheben. In
diesem Fall ist die optimale Lo¨sung ein beliebiger Schedule fu¨r die gegebene
Eingabe.
Als Preis der Anarchie bezeichnen wir das Verha¨ltnis zwischen dem Wert der
Zielfunktion fu¨r ein perfektes Gleichgewicht, das unter allen perfekten Gleich-
gewichten die Zielfunktion maximiert, und eines Profils, das diese Zielfunkti-
on minimiert. Im Fall des Koordinationsverha¨ltnisses verwenden wir anstelle
eines beliebigen Profils einen beliebigen Schedule, der die Zielfunktion mini-
miert.
Formal ist der erwartete Wert Ef(Γ, a0, φ) der Zielfunktion f bei Eingabe a0
und Profil φ durch
Ef(Γ, a0, φ) =
∑
h∈Z
h0=a0
Prφ[h|a0]f(a0, C(h)),
definiert, wobei C(h) = (C1(h), C2(h), . . . , Cn(h)) das Tupel der Antwortzei-
ten der Spieler ist.
Der Wert der Zielfunktion fu¨r ein perfektes Gleichgewicht, das unter allen
perfekten Gleichgewichten die Zielfunktion fu¨r die gegebene Eingabe a0 ma-
ximiert, ist demnach
sup{Ef(Γ, a0, φ) | φ ist ein perfektes Gleichgewicht}.
Es ist das fu¨r die Allgemeinheit ungu¨nstigste Ergebnis bei Eingabe a0, falls
die Spieler sich wie in perfekten Gleichgewichten verhalten. Da perfekte
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Gleichgewichte einen stabilen Zustand des Spiels repra¨sentieren, ist es das
fu¨r die Allgemeinheit ungu¨nstigste Ergebnis in einem stabilen Zustand.
Betrachten wir nun den Preis der Anarchie. Dazu definieren wir zuerst den
Preis der Anarchie fu¨r eine feste Eingabe a0 eines festes Spiels Γ. Danach
erweitern wir die Definition auf Spielmodelle und beliebige Eingaben. Der
Preis der Anarchie fu¨r Spiel Γ bei Eingabe a0 fu¨r Zielfunktion f ist
PA(Γ, a0, f) :=
sup{Ef(Γ, a0, φ) | φ ist ein perfektes Gleichgewicht}
inf{Ef(Γ, a0, φ) | φ ist ein beliebiges Profil} .
(2.1)
Damit ist der Preis der Anarchie fu¨r das Modell µ und Zielfunktion f
PA(µ, f) := lim sup
n→∞
sup
a0∈E(n)
ρn(a0)>0
PA(µ(n), a0, f). (2.2)
Wie wir hier sehen, ist der Preis der Anarchie das Verha¨ltnis zwischen dem
ungu¨nstigsten Wert der Zielfunktion fu¨r stabile Spielzusta¨nde und einem op-
timalen Schedule, der sich an die Spielregeln halten muss.
Im Gegensatz zum Preis der Anarchie vergleichen wir beim Koordinations-
verha¨ltnis nicht die stabilen Zusta¨nde mit einem die Zielfunktion minimie-
renden Profil, sondern mit einem beliebigen Schedule, der die Zielfunktion
minimiert. Das Koordinationsverha¨ltnis fu¨r Spiel Γ bei Eingabe a0 fu¨r die
Zielfunktion f und das Koordinationsverha¨ltnis fu¨r Modell µ und Zielfunkti-
on f sind wie folgt definiert:
CR(Γ, a0, f) :=
sup{Ef(Γ, a0, φ) | φ ist ein perfektes Gleichgewicht}
inf{f(C(S)) | S ist ein Schedule}
und
CR(µ, f) := lim sup
n→∞
sup
a0∈E(n)
ρn(a0)>0
CR(µ(n), a0, f).
Hierbei ist C(S) das Tupel der Antwortzeiten, die durch den Schedule S
definiert werden.
Wir werden in Kapitel 4 erla¨utern, dass ein großer Unterschied zwischen dem
Preis der Anarchie und dem Koordinationsverha¨ltnis darauf hindeutet, dass
das Spielmodell die Spieler zu bestimmten Aktionen zwingt. Dies kann so weit
gehen, dass die Spieler keine richtige Wahl mehr haben, da sie ansonsten in
jedem Fall ihre Antwortzeit verschlechtern.
Wir werden uns im Folgenden insbesondere mit zwei Zielfunktionen
bescha¨ftigen. Dies sind die maximale Antwortzeit f[Cmax] und die gesamte
34 KAPITEL 2. GRUNDLAGEN
oder auch durchschnittliche Antwortzeit f[∑Cj ].
f[Cmax](a0, (C1, C2, . . . , Cn)) := max
1≤j≤n
Cj.
f[∑Cj ](a0, (C1, C2, . . . , Cn)) := ∑
1≤j≤n
Cj.
f[∑Cj ] wird u¨blicherweise auch als durchschnittliche Antwortzeit bezeichnet,
obwohl sie als gesamte Antwortzeit definiert ist. Da die Zielfunktionen nur im
Zusammenhang mit dem Preis der Anarchie, dem Koordinationsverha¨ltnis,
dem kompetitiven Verha¨ltnis oder der Approximationsgu¨te vorkommen und
dort die Anzahl der Spieler fix ist, wird der Einfachheit halber der Divisor
von vornherein weggelassen.
Falls alle Einlastzeiten Null sind, macht es Sinn die maximale Antwortzeit
f[Cmax] und durchschnittliche Antwortzeit f[
∑
Cj ] zu betrachten. Andernfalls
allerdings werden sich die Spieler mehr fu¨r die Flusszeit interessieren. Das
heißt, fu¨r die Zeit die zwischen dem Einlastzeitpunkt und dem Zeitpunkt, an
dem sie die Antwort auf ihren Job erhalten, vergeht. Die Flusszeit Fj(a0, C)
ist bei Eingabe a0 ∈ E(n) und Antwortzeiten C = (C1, C2, . . . , Cn) formal
durch
Fj(a0, C) :=
{
Cj − rl(a0), falls es ein 1 ≤ l ≤ |a0| mit pl = j gibt
0, sonst
definiert. Hier sorgen wir dafu¨r, dass die Flusszeit fu¨r alle Spieler, die in
Eingabe a0 keinen Job besitzen, Null ist. Da jeder Spieler nur einen Job
besitzt, gibt es keine zwei Zu¨ge 1 ≤ l < k ≤ |a0| mit pl = j und pk = j. Das
heißt, falls Spieler j einen Zug bei Eingabe a0 durchfu¨hrt, so ist die Nummer
des Zuges l eindeutig durch diese Eingabe a0 definiert.
Mit dieser Definition der Flusszeiten ko¨nnen wir nun die Zielfunktionen von
oben abwandeln, so dass wir die Flusszeiten anstelle der Antwortzeiten be-
trachten.
f[Fmax](a0, C) := max
1≤j≤n
Fj(a0, C).
f[
∑
Fj ](a0, C) :=
∑
1≤j≤n
Fj(a0, C).
Die Flusszeit ist identisch zur Antwortzeit, falls die Einlastzeit des Jobs Null
ist. Das heißt, falls wir nur Modelle µ betrachten, bei denen die Einlastzeiten
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Null sind, gilt PA(µ, f[Cmax]) = PA(µ, f[Fmax]), CR(µ, f[Cmax]) = CR(µ, f[Fmax]),
PA(µ, f[∑Cj ]) = PA(µ, f[∑Fj ]) und CR(µ, f[∑Cj ]) = CR(µ, f[∑Fj ]).
Im Gegensatz zum Preis der Anarchie vergleichen wir bei der Bildung des
Koordinationsverha¨ltnisses die Ergebnisse bezu¨glich einer Zielfunktion nicht
mit einer Zielfunktion-minimierenden Strategie, sondern mit einem optimalen
Schedule. Da der Schedule sich nicht an das vom Spiel festgelegte Maschinen-
modell halten muss, wird man erwarten, dass der Preis der Anarchie immer
kleiner oder gleich dem Koordinationsverha¨ltnis ist.
Wir werden dies formal nicht nur fu¨r die Zielfunktionen f[Cmax], f[
∑
Cj ], f[Fmax]
und f[∑Fj ] zeigen, sondern fu¨r eine Klasse von Zielfunktionen, zu denen diese
beiden geho¨ren.
Sei F die Menge der Zielfunktionen, die folgende Monotonieeigenschaft
erfu¨llen:
∀f ∈ F : ∀n ∈ N : ∀a0 ∈ E(n) : ∀C,C ′ ∈ Qn+ :
(∀1 ≤ j ≤ n : Cj ≤ C ′j)⇒ f(a0, C) ≤ f(a0, C ′).
Das bedeutet, falls sich die Antwortzeiten verschlechtern, dann soll sich auch
der Wert der Zielfunktion verschlechtern.
Nach Definition erfu¨llen die Zielfunktionen f[Cmax], f[Fmax], f[
∑
Cj ] und f[
∑
Fj ]
diese Eigenschaft. Die Monotonie ist eine natu¨rliche Bedingung fu¨r Zielfunk-
tionen. Eine Zielfunktion, deren Bewertung steigt, falls die Antwortzeiten
sich verschlechtern, macht keinen Sinn.
Aus der Definition von PA(µ, f) und CR(µ, f) und der Tatsache, dass fu¨r
monotone Zielfunktionen f , Spiele Γ und eine Eingabe a0
inf{f(a0, C(S)) | S ist Schedule} ≤ inf{Ef(Γ, a0, φ) | φ ist ein Profil}
gilt, folgt folgendes Lemma.
Lemma 2.1. Seien ein Modell µ und eine Zielfunktion f ∈ F gegeben. Dann
gilt
PA(µ, f) ≤ CR(µ, f).
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Kapitel 3
Das KP-Modell
Die Form von Scheduling-Spielen, die von Koutsoupias und Papadimitriou
[KP99] eingefu¨hrt wurden, ist, wie schon beschrieben, ein Spezialfall der in
dieser Arbeit vorgestellten Scheduling-Spiele.
In dem sogenannten KP-Modell von Koutsoupias und Papadimitriou sind
jedem Spieler die Jobs der anderen Spieler bekannt. Die Spieler wa¨hlen ohne
Wissen u¨ber die Strategien der anderen Spieler ihre eigene Strategie aus.
Formal ist ein KP-Modell-Scheduling-Spiel ein Tupel ΓKP = 〈N,M, (xj), (si)〉
mit
• der Menge der Spieler N = {1, 2, . . . , n},
• der Menge der Maschinen M = {1, 2, . . . ,m},
• den Gro¨ßen der Jobs (x1, x2, . . . , xn) ∈ Nn und
• den Geschwindigkeiten der Maschinen (s1, s2, . . . , sm) ∈ Qm+ .
Bei diesem Modell sind die Einlastzeiten aller Jobs Null.
Eine Strategie φj eines Spielers j ∈ N fu¨r das Spiel ΓKP ist eine Wahrschein-
lichkeitsverteilung auf M . Das heißt, ein Spieler wa¨hlt nach dieser Wahr-
scheinlichkeitsverteilung eine Maschine i ∈ M aus, auf der der eigene Job
bearbeitet werden soll. Eine Strategie φj heißt rein, falls es eine Maschine
i ∈M gibt, so dass φj(i) = 1. Seien φ1, φ2, . . . , φn Strategien aller Spieler fu¨r
das Spiel ΓKP. Dann bezeichnen wir φ = (φ1, φ2, . . . , φn) als Profil von Γ
KP.
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Die erwartete Antwortzeit CKPj (φ) eines Spielers j ∈ N , falls das Profil φ von
den Spielern gespielt wird, ist im KP-Modell, wie folgt, definiert:
CKPj (φ) =
∑
i∈M
φj(i)
1
si
xj + ∑
k∈N\{j}
φk(i)xk
 .
Im Fall von reinen Strategien φ1, φ2, . . . , φn bedeutet dies, dass die Ant-
wortzeit der Bearbeitungszeit aller Jobs auf der ausgewa¨hlten Maschine ent-
spricht.
Wir werden nun folgenden Satz zeigen, der besagt, dass zu jedem KP-Modell-
Scheduling-Spiel ein a¨quivalentes Scheduling-Spiel existiert. Dazu definieren
wir fu¨r ein KP-Modell-Scheduling-Spiel ΓKP = 〈N,M, (xj), (si)〉 ein
Scheduling-Spiel Γ(ΓKP) = 〈N,M, (si), H, Z, ρn, (Ij), (Cj)〉. Wir u¨bernehmen
dazu die Mengen der Spieler und Maschinen und die Geschwindigkeit der
Maschinen. Die Menge der Historien und terminalen Historien ist eindeutig
durch die Anzahl der Spieler und Maschinen bestimmt. Des Weiteren defi-
nieren wir:
• Sei a0 = ((x1, 0, 1), (x2, 0, 2), . . . , (xn, 0, n)) ∈ E(n) die Eingabe, die
die feste Eingabe des KP-Modell-Scheduling-Spiels repra¨sentiert. Wie
schon beschrieben sind alle Einlastzeiten Null. Des Weiteren definieren
wir, dass der Spieler j ∈ N den j-ten Zug durchfu¨hrt. Wir ko¨nnten hier
eine beliebige Reihenfolge fu¨r die Spieler wa¨hlen, nehmen allerdings
diese spezielle, da wir so die Notation spa¨ter vereinfachen.
• Die Natur wa¨hlt immer die Eingabe a0 aus. Das heißt, ρn(a0) = 1.
Da alle Spieler die Wahrscheinlichkeitsverteilung ρn kennen, ist allen
Spielern die komplette Eingabe bekannt.
• Die Spieler haben keine Informationen u¨ber schon geta¨tigte Zu¨ge. Da
durch die Wahl von ρn schon die komplette Eingabe bekannt ist, ko¨nnen
wir Ij wie folgt wa¨hlen: Ij := {Hj}. Damit muss ein Spieler unabha¨ngig
von jedem anderen Zug eine Maschine auswa¨hlen. Dies ist genau die
Situation bei KP-Modell-Scheduling-Spielen.
• Die Antwortzeitfunktionen sind durch
Cj(h) =
∑
k∈N
hj=hk
xk
shj
definiert.
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Satz 3.1. Seien ΓKP = 〈N,M, (xj), (si)〉 ein KP-Modell-Scheduling-Spiel
und Γ = Γ(ΓKP) das dazugeho¨rige Scheduling-Spiel.
Dann gilt
1. fu¨r alle Profile φKP von ΓKP existiert ein Profil φ von Γ mit
∀j ∈ N : CKPj (φKP) = Cj(φ) und
2. fu¨r alle Profile φ von Γ existiert ein Profil φKP von Γ mit
∀j ∈ N : Cj(φ) = CKPj (φKP).
Beweis. Zum Beweis mu¨ssen nur die entsprechenden Profile definiert und
dann nachgerechnet werden. Gegeben sei ein Profil φKP und definieren wir φ
durch
φj(Hj, i) := φ
KP
j (i).
Setzen wir dieses Profil nun in die Definition der erwarteten Antwortzeit fu¨r
Scheduling-Spiele ein, dann erhalten wir
Cj(φ) =
∑
h∈Z
(
ρn(h0)
n∏
k=1
φk(Hk, hk)
)
Cj(h)
=
∑
h∈Z
ρn(h0)=1
(
n∏
k=1
φk(Hk, hk)
)
Cj(h)
=
∑
h∈Z
ρn(h0)=1
(
n∏
k=1
φk(Hk, hk)
) ∑
k∈N
hj=hk
xk
shj
.
Wir ziehen nun den Zug von Spieler j aus der rechten Seite heraus. Dazu
summieren wir u¨ber alle mo¨glichen Aktionen des Spielers. Das heißt, wir
summieren u¨ber die Maschinen. Sei zur Vereinfachung der Notation Zj,i die
Menge der terminalen Historien, bei denen Spieler j ∈ N die Maschine i
auswa¨hlt und die Eingabe von der Natur mit positiver Wahrscheinlichkeit
gewa¨hlt wird. Das heißt,
Zj,i := {h ∈ Z | ∃l : pl(h0) = j, hl = i, ρn(h0) = 1}.
40 KAPITEL 3. DAS KP-MODELL
Damit erhalten wir
Cj(φ) =
∑
h∈Z
ρn(h0)=1
(
n∏
k=1
φk(Hk, hk)
) ∑
k∈N
hj=hk
xk
shj
=
∑
h∈Z
ρn(h0)=1
(
φj(Hj, hj) ·
∏
k 6=j
φk(Hk, hk)
) ∑
k∈N
hj=hk
xk
shj
=
∑
i∈M
∑
h∈Zj,i
φj(Hj, i)
(∏
k 6=j
φk(Hk, hk)
)∑
k∈N
hk=i
xk
si
.
Da nun φj(Hj, i) unabha¨ngig von h ist, ko¨nnen wir dies aus der Summe
herausziehen. Das Gleiche gilt auch fu¨r den Faktor 1
si
und somit erhalten wir
Cj(φ) =
∑
i∈M
∑
h∈Zj,i
φj(Hj, i)
(∏
k 6=j
φk(Hk, hk)
)∑
k∈N
hk=i
xk
si
=
∑
i∈M
φj(Hj, i)
1
si
∑
h∈Zi,j
(∏
k 6=j
φk(Hk, hk)
)∑
k∈N
hk=i
xk.
Nun ziehen wir noch die Last, die von dem Job des Spielers j verursacht wird,
aus der Summe heraus. Sie wird bei jeder Historie aus Zj,i mit aufsummiert.
Dies ergibt
Cj(φ) =
∑
i∈M
φj(Hj, i)
1
si
∑
h∈Zi,j
(∏
k 6=j
φk(Hk, hk)
)∑
k∈N
hk=i
xk
=
∑
i∈M
φj(Hj, i)
1
si
xj + ∑
h∈Zi,j
(∏
k 6=j
φk(Hk, hk)
)∑
k 6=j
hk=i
xk
 .
Da die Wahl der Maschine von jedem Spieler unabha¨ngig von den anderen
Spielern ist, ko¨nnen wir die erwartete zusa¨tzliche Last der Spieler 6= j auf
der Maschine i, wie folgt zusammenfassen.
∑
h∈Zj,i
(∏
k 6=j
φk(Hk, hk)
)∑
k 6=j
hk=i
xk =
∑
k 6=j
φk(Hk, i)xk.
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Setzen wir dies ein und beachten, dass fu¨r jeden Spieler k ∈ N gilt, dass
φk(Hk, i) = φ
KP
k (i), so erhalten wir direkt das gewu¨nschte Ergebnis.
Cj(φ) =
∑
i∈M
φj(Hj, i)
1
si
xj + ∑
h∈Zj,i
(∏
k 6=j
φk(Hk, hk)
)∑
k 6=j
hk=i
xk

=
∑
i∈M
φj(Hj, i)
1
si
(
xj +
∑
k 6=j
φk(Hk, i)xk
)
=
∑
i∈M
φKPj (i)
1
si
(
xj +
∑
k 6=j
φKPk (i)xk
)
= CKPj (φ
KP).
Entsprechend definieren wir φKP bei einem gegebenen Profil φ durch
φKPj (i) := φj(Hj, i).
Durch analoges Nachrechnen erhalten wir die gewu¨nschte Aussage. 
Insbesondere gilt die Aussage dieses Satzes fu¨r Profile, die ein Nash-
Gleichgewicht oder ein perfektes Gleichgewicht darstellen. Da die
U¨bertragung der Profile unter Erhalt der Antwortzeiten in beide Richtun-
gen mo¨glich ist, folgt folgendes Korollar.
Korollar 3.1. Seien ΓKP = 〈N,M, (xj), (si)〉 ein KP-Modell-Scheduling-
Spiel und Γ = Γ(ΓKP) das dazugeho¨rige Scheduling-Spiel.
Dann gilt
1. fu¨r alle Nash-Gleichgewichte φKP von ΓKP existiert ein Nash-
Gleichgewicht φ von Γ mit
∀j ∈ N : CKPj (φKP) = Cj(φ),
2. fu¨r alle perfekten Gleichgewichte φKP von ΓKP existiert ein perfektes
Gleichgewicht φ von Γ mit
∀j ∈ N : CKPj (φKP) = Cj(φ),
3. fu¨r alle Nash-Gleichgewichte φ von Γ existiert ein Nash-Gleichgewicht
φKP von Γ mit
∀j ∈ N : Cj(φ) = CKPj (φKP) und
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4. fu¨r alle perfekten Gleichgewichte φ von Γ existiert ein perfektes Gleich-
gewicht φKP von Γ mit
∀j ∈ N : Cj(φ) = CKPj (φKP).
So u¨bertragen sich die Ergebnisse fu¨r den Preis der Anarchie eines KP-
Modell-Scheduling-Spiels ΓKP direkt auf das dazugeho¨rige Scheduling-Spiel
Γ(ΓKP). Deshalb folgt direkt aus Satz 3.1 und Korollar 3.1 das Korollar 3.2.
Definieren wir hierzu den Preis der Anarchie PA(Γ, f) des Spiels Γ fu¨r die
Zielfunktion f als das Verha¨ltnis zwischen schlechtestem perfekten Gleichge-
wicht von Γ und einer optimalen Strategie fu¨r dieses Spiel. Das heißt,
PA(Γ, f) :=
sup{f(a0, (C1(φ), . . . , Cn(φ))) | φ ist perfektes Gleichgewicht}
inf{f(a0, (C1(φ), . . . , Cn(φ))) | φ ist beliebiges Profil} .
Im Unterschied zu der fu¨r Scheduling-Spiele eingefu¨hrten Definition, betrach-
ten wir hier keine Modelle sondern einzelne Spiele. Weiterhin vereinfacht sich
die Definition, da nur eine einzige Eingabe von den Natur ausgewa¨hlt wird.
Korollar 3.2. Sei Γ ein Scheduling-Spiel, das wie in Satz 3.1 definiert wurde.
Sei ΓKP das dazugeho¨rige KP-Modell-Spiel. Dann gilt:
• Bei identischen Maschinen (si) = 1:
– PA(Γ, f[Cmax]) ≤ 2− 2m+1 [GLM+03].
• Bei beliebigen Maschinen:
– PA(Γ, f[Cmax]) ≤ O (logm/(log log logm)) [CV02].
– PA(Γ, f[Cmax]) ≤ Γ−1(m), wobei Γ−1 das Inverse der Gamma-
Funktion ist [FGL+03a].
– PA(Γ, f[∑Cj ]) ≤ 4xmaxxmin , wobei xmax die Gro¨ße des gro¨ßten und xmin
die Gro¨ße des kleinsten Jobs sind [BGGM04].
Auch das von Immorlica et al. [ILMS09] und Kretschmer [Kre06] beschriebe-
ne Priorita¨tsmodell, das sich nur durch das Maschinenmodell von dem KP-
Modell unterscheidet, kann analog zu der Konstruktion aus Satz 3.1 nachge-
bildet werden. Bei diesem Priorita¨tsmodell werden die Jobs auf den Maschi-
nen in fester Reihenfolge abgearbeitet und das Ergebnis direkt den Spielern
mitgeteilt. Die Reihenfolge ist so gewa¨hlt, dass die Jobs in nicht-absteigender
Reihenfolge bezu¨glich ihrer Jobgro¨ßen bearbeitet werden. Die Aussage von
Satz 3.1 u¨bertra¨gt sich entsprechend. Das heißt, Nash-Gleichgewichte bleiben
erhalten und damit u¨bertragen sich die Ergebnisse des Preises der Anarchie.
Kapitel 4
Nachbildung von
Online-Algorithmen
Wir betrachten zuna¨chst Modelle, bei denen die Spieler die gleichen Infor-
mationen haben, wie ein Online-Algorithmus ha¨tte. Das heißt, den Spielern
sind die Aktionen der vorangegangenen Spieler, die Gro¨ße der Jobs dieser
Spieler und die Gro¨ße des eigenen Jobs bekannt. Damit sind die Informati-
onspartitionen, wie folgt, definiert.
Ij := {{h ∈ H | A(h) = a,X(h) = x} | a ∈M |h|, x ∈ N|h|+1}, (4.1)
wobei
A(h) =
(
h1, h2, . . . , h|h|
)
das Tupel der schon gespielten Aktionen ist und
X(h) =
(
x1(h), x2(h), . . . , x|h|+1(h)
)
das Tupel der Jobgro¨ßen der Spieler, die den ersten bis (|h| + 1)-ten Zug
durchfu¨hren, darstellt.
Haben wir nun einen c-kompetitiven Online-Algorithmus fu¨r eine Zielfunk-
tion f gegeben, so ko¨nnen wir aus diesem ein Maschinenmodell entwickeln,
welches garantiert, dass das Koordinationsverha¨ltnis identisch zu c ist. Um
dies zu erreichen, wird jeder Spieler bestraft, der sich nicht an die Strategie
des Online-Algorithmus ha¨lt. Ein Spieler kann nur so bestraft werden, indem
seine Antwortzeit ku¨nstlich erho¨ht wird, da die Spieler versuchen ihre Ant-
wortzeit zu minimieren. Die Jobs von den Spielern, die nach der Strategie
des Online-Algorithmus spielen, werden zu genau dem Zeitpunkt bearbei-
tet, an dem der Algorithmus auch den Job abgearbeitet ha¨tte. Alle anderen
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Jobs werden herausgezo¨gert, so dass die Spieler das Ergebnis des Jobs erst
spa¨ter erhalten, als es der Fall gewesen wa¨re, wenn sie sich an die Strategie
des Online-Algorithmus gehalten ha¨tten. Dies impliziert, dass nur dasjenige
Profil in einem Gleichgewicht ist, bei dem die Spieler genau wie der Online-
Algorithmus arbeiten. Daraus folgt dann direkt das Koordinationsverha¨ltnis.
Eine solche Benachteiligung von Jobs, die sich nicht an die Strategie des
Online-Algorithmus halten, ist nicht immer sinnvoll. Anstelle die Spieler zu
benachteiligen bzw. zu belohnen, kann man auch direkt die Verteilung der
Jobs zentral durchfu¨hren. Deswegen ist dieses Kapitel 4 inklusive dem Lemma
4.1 nur der Vollsta¨ndigkeit halber aufgefu¨hrt.
Wir beschreiben zuna¨chst das Modell µ. Fu¨r alle n ∈ N sind die Informations-
partitionen Ij fu¨r das Scheduling-Spiel Γ = 〈N,M, (si), H, Z, ρn, (Ij), (Cj)〉 =
µ(n) wie in (4.1) definiert. Das heißt, Γ ist ein online Scheduling-Spiel. Seien
zudem eine Zielfunktion f und ein deterministischer c-kompetitiver Online-
Algorithmus A fu¨r die Zielfunktion f gegeben.
Bezeichne SA(h0) den von A generierten Schedule bei Eingabe h0 ∈ E(n)
und SA(h0)(j) die Maschine, auf dem der Job von Spieler j bearbeitet wird.
Seien nun die Maschinen nach ihrer Geschwindigkeit sortiert. Das heißt,
s1 ≤ s2 ≤ · · · ≤ sm. Damit ist die erste Maschine die langsamste Maschine.
Wir werden das Resultat der Jobs den Spielern, die sich in einer terminalen
Historie h ∈ Z nicht an die Strategie von Algorithmus A halten, um genau
die Zeit
ε+
|h0|∑
k=1
xk(h0)
s1
spa¨ter mitteilen, als der letzte Job durch AlgorithmusA seine Antwort erha¨lt.
Dadurch bleibt auch der langsamsten Maschine genu¨gend Zeit, alle ihr zuge-
teilten Jobs vor diesem Zeitpunkt fertig zu stellen.
Das Maschinenmodell ist nun folgendermaßen definiert. Wir bearbeiten die
Jobs auf den Maschinen so, wie es in dem vonA generierten Schedule definiert
wird, falls die Spieler sich an die Strategie von A halten. Ansonsten verzo¨gern
wir die Antwort an die Spieler bis zum Zeitpunkt Xε, der wie folgt definiert
ist:
Xε := ε+
|h0|∑
k=1
xk(h0)
s1
+ max
l=1,2,...,|h0|
Cpl(h0)(SA(h0))
Das heißt, sei ε > 0 beliebig, aber fest gewa¨hlt, dann sind die Antwortzeit-
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funktionen durch
Cj(h) :=

0, falls 6 ∃l : 1 ≤ l ≤ |h0| mit pl(h0) = j
Cj(SA(h0)), falls ∃l : pl(h0) = j und hl = SA(h0)(j)
Xε, sonst
(4.2)
definiert.
Wenn Spieler sich nicht an Algorithmus A halten, kann es vorkommen,
dass mehrere Jobs auf der gleichen Maschine die gleiche Antwortzeit haben.
Dies kann dadurch erreicht werden, dass die Bearbeitung eines Jobs von der
U¨bermittlung des Ergebnisses an den Spieler getrennt wird. Fu¨r den Spieler
ist der Zeitpunkt, an dem er das Ergebnis seines Jobs erha¨lt, ausschlagge-
bend und nicht der Zeitpunkt an dem die Maschine den Job fertig gestellt
hat. Damit ist die Antwortzeit nicht die Fertigstellungszeit des Jobs, son-
dern der Zeitpunkt an dem das Ergebnis u¨bermittelt wird. Xε ist gerade so
gewa¨hlt, dass jeder Maschine genu¨gend Zeit bleibt, um alle Jobs rechtzeitig
fertig zu stellen.
Wir halten somit die Antworten der Jobs, die sich nicht an den Algorithmus
A halten, zuru¨ck, bis die langsamste Maschine alle Jobs bearbeitet haben
ko¨nnte. Nach Definition brauchen die Jobs damit la¨nger, als wenn sie sich an
A gehalten ha¨tten.
Das durch (4.2) definierte Maschinenmodell erzeugt Schedules, wie in Ab-
bildung 4.1 exemplarisch aufgefu¨hrt, falls sich die Spieler nicht an den Al-
gorithmus A halten. Wie man sieht, werden viele unno¨tigen Leerlaufzeiten
eingefu¨hrt.
Ferner bezeichnen wir mit H ′ ⊆ H die gro¨ßte Teilmenge von H, so dass
fu¨r alle h ∈ H ′ ein vollsta¨ndig gemischtes Profil φ′ existiert, bei dem die
Wahrscheinlichkeit, dass das Spiel in h endet, gro¨ßer Null ist. Das heißt,
Pr[h|φ′] > 0. Damit beinhaltet H ′ alle Historien, die in einem Spiel erreicht
werden ko¨nnen und nicht schon durch die Natur bzw. die Wahrscheinlich-
keitsverteilung ρn ausgeschlossen werden.
Lemma 4.1. Seien µ ein Modell, wie es oben definiert wurde, und H ′ ⊆ H
die Menge aus allen Historien, welche bei einem vollsta¨ndig gemischten Profil
erreicht werden ko¨nnen.
Dann gilt fu¨r alle n ∈ N, dass bei dem online Scheduling-Spiel µ(n) nur die
Profile φ perfekte Gleichgewichte sind, bei denen die Spieler fu¨r alle Histo-
rien h ∈ H ′ die gleichen Aktionen ausfu¨hren, die auch der Algorithmus A
durchfu¨hren wu¨rde.
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Abbildung 4.1: Beispiel fu¨r das Maschinenmodell aus Lemma 4.1
Die Einschra¨nkung auf die Historien H ′ ist dadurch bedingt, dass wir auch
Online-Algorithmen betrachten mo¨chten, die nur eine Teilmenge E ⊆ E(n)
von Eingaben verarbeiten. In unserem Modell wird dies dadurch dargestellt,
dass die unerlaubten Eingaben mit der Wahrscheinlichkeit Null von der Natur
ausgewa¨hlt werden.
Beweis. Wir wa¨hlen zuerst ein n ∈ N beliebig, aber fest. Sei das dazugeho¨rige
Spiel Γ = 〈N,M, (si), H, Z, ρn, (Ij), (Cj)〉 = µ(n). Wir zeigen zuna¨chst, dass
das Profil φ, bei dem alle Spieler der Strategie von Algorithmus A folgen, ein
perfektes Gleichgewicht ist. Das bedeutet, in Profil φ wa¨hlt Spieler j ∈ N
die Maschine i in Informationsmenge I ∈ Ij, falls SA(I0)(l) = i, wobei l
der Index von Spieler j in Eingabe I0 ist. Betrachten wir hierzu eine Folge
φk von vollsta¨ndig gemischten Profilen, mit limk→∞ φk = φ. Wir wa¨hlen des
Weiteren eine beliebige terminale Historie h ∈ Z ∩ H ′ und einen Spieler
j ∈ N , so dass er in Historie h einen Zug durchgefu¨hrt hat. Das heißt, dass
Spieler j in der Eingabe h0 vorkommt. Ohne Beschra¨nkung der Allgemeinheit
fu¨hre Spieler j den j-ten Zug durch. Wir ko¨nnen dies immer erreichen, indem
wir die Spieler umnummerieren.
Betrachten wir nun eine beliebige Testfolge (Γ, η1), (Γ, η2), . . .. Seien I ∈ Ij
mit I ∩H ′ 6= ∅, i ∈M und k ∈ N beliebig gewa¨hlt. Wir definieren die Stra-
tegie φkj (I, ·) nun so, dass Spieler j genau die Maschine i mit gro¨ßtmo¨glicher
Wahrscheinlichkeit wa¨hlt, auf die auch der Algorithmus A den Job von Spie-
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ler j platziert ha¨tte. Diese Maschine wird von Spieler j in I gerade mit
Wahrscheinlichkeit Eins in Profil φ gewa¨hlt. Das heißt,
φkj (I, i) :=
{
1−∑i′ 6=i ηkj (I, i′), falls φj(I, i) = 1
ηkj (I, i), sonst.
Dies definiert uns eine gu¨ltige Strategie fu¨r Spieler j in Spielzustand I, da
A ein deterministischer Algorithmus ist und es fu¨r I eine eindeutige Ma-
schine gibt, die A auswa¨hlt. Diese Maschine ist alleine durch die Eingabe I0
festgelegt.
Aus der Definition von φkj (·, ·) folgt, dass limk→∞ φk = φ. Wir mu¨ssen nun zei-
gen, dass φkj eine bestmo¨gliche Antwort auf φ
k
−j ist. Dazu betrachten wir eine
beliebige Strategie φ′j von Spieler j fu¨r das Spiel (Γ, η
k). Sei ψ = (φk−j, φ
′
j).
Betrachten wir nun die erwartete Antwortzeit Eψ[Cj] fu¨r Spieler j.
Eψ[Cj] =
∑
h∈Z∩H′
hj 6=SA(h0)(j)
Prψ[h]Xε +
∑
h∈Z∩H′
hj=SA(h0)(j)
Prψ[h]Cj(SA(h0))
mit
Xε := ε+
|h|∑
k=1
xk(h)
s1
+ max
1≤l≤|h0|
Cpl(h0)(SA(h0))
Nach der Definition von Xε gilt Xε > Cj(SA(h0)) und damit wird Eψ[Cj]
minimiert, wenn man in Informationsmenge I ∈ Ij die Wahrscheinlichkeit die
Maschine SA(h0)(j) zu wa¨hlen maximiert. Das ist gerade die Maschine i ∈M
mit φj(I, i) = 1 und φ
k
j ist entsprechend gewa¨hlt. Das heißt, φ
k
j minimiert
unter allen Strategien φ′j fu¨r Spiel (Γ, η
k) die Antwortzeit von Spieler j. Damit
ist φ ein Grenzwertgleichgewicht der Testfolge (Γ, η1), (Γ, η2), . . . und somit
auch ein perfektes Gleichgewicht.
Es bleibt nun zu zeigen, dass jedes perfekte Gleichgewicht auf H ′ sich so
verha¨lt, wie der Algorithmus A. Da ein perfektes Gleichgewicht auch immer
ein Nash-Gleichgewicht ist, reicht es zu zeigen, dass jedes andere Profil, das
sich nicht an Algorithmus A ha¨lt, kein Nash-Gleichgewicht ist. Seien nun φ
ein perfektes Gleichgewicht, bei dem die Spieler sich an die Strategie von
Algorithmus A halten, und ψ ein Profil mit ψ|H′ 6≡ φ|H′ . Das heißt, dass sich
mindestens ein Spieler j ∈ N in ψ bei mindestens einer Informationsmenge
I ∈ Ij mit I∩H ′ 6= ∅ nicht so verha¨lt wie in φ. Da mindestens ein Spieler in ψ
von der Strategie, die durch A vorgegeben ist, abweicht, wird eine terminale
Historie, bei der dieser Spieler eine andere Aktion mit einer Wahrscheinlich-
keit > 0 wa¨hlt, erreicht. Durch die Definition von Cj ist sichergestellt, dass
48 KAPITEL 4. NACHBILDUNG VON ONLINE-ALGORITHMEN
der Spieler eine ho¨here Antwortzeit haben wird, als wenn er sich an A gehal-
ten ha¨tte. Damit ko¨nnte er seinen Nutzen erho¨hen, indem er seine Strategie
zu φj vera¨ndert. Daraus folgt, dass ψ kein Nash-Gleichgewicht ist und damit
auch kein perfektes Gleichgewicht. 
Da im Beweis gezeigt wurde, dass jedes Profil, bei dem die Spieler sich an den
Algorithmus halten, ein perfektes Gleichgewicht ist und alle anderen Profile
kein Nash-Gleichgewicht sind, erhalten wir zudem folgenden Satz:
Satz 4.1. Bei dem Modell µ aus Lemma 4.1 fu¨r einen c-kompetitiven Online-
Algorithmus bezu¨glich einer Zielfunktion f ∈ F, die die Monotonieeigenschaft
erfu¨llt, gelten folgende Eigenschaften:
1. Fu¨r jedes Spiel µ(n) gilt, dass die Menge der perfekten Gleichgewichte
identisch zu der Menge der Nash-Gleichgewichte ist.
2. CR(µ, f) ≤ c.
3. PA(µ, f) = 1.
Die letzte Eigenschaft ist eine Folgerung aus der Konstruktion. Der durch
(Cj) von µ(n) festgelegte Schedule sorgt dafu¨r, dass bei keiner Strategie die
Antwortzeit eines Spielers kleiner als die Antwortzeit ist, die von dem Al-
gorithmus fu¨r diesen Spieler generiert wu¨rde. Das bedeutet, dass fu¨r jede
Eingabe a0 ∈ E(n), jeden Spieler j ∈ N , alle perfekten Gleichgewichte φ und
beliebige Profile ψ∑
h∈Z
h0=a0
Prφ[h|a0]Cj(h) ≤
∑
h∈Z
h0=a0
Prψ[h|a0]Cj(h)
gilt. Mit der Monotonieeigenschaft der Zielfunktionen folgt dann die Aussage.
Das bedeutet, bezu¨glich des durch (Cj) festgelegten Maschinenmodells, ist
ein perfektes Gleichgewicht das bestmo¨glich zu erreichende Ergebnis. Damit
kann CR(µ, f) deutlich gro¨ßer als PA(µ, f) sein. Dies zeigt, wie schlecht dieses
Modell ist. Es ist eine ku¨nstliche Konstruktion, die, wie auch das Beispiel aus
Abbildung 4.1 auf Seite 46 zeigt, Leerlaufzeiten auf den Maschinen erzeugt,
falls ein Profil kein perfektes Gleichgewicht ist.
Eine große Differenz zwischen CR(µ, f) und PA(µ, f) zeigt im Allgemeinen,
dass das durch µ gewa¨hlte Maschinenmodell die Spieler dazu zwingt, beson-
dere Aktionen durchzufu¨hren oder keine gute Strategie bezu¨glich der Ziel-
funktion f erlaubt. Wir ko¨nnen somit das Verha¨ltnis PA(µ, f) zu CR(µ, f)
verwenden, um die Modelle bezu¨glich einer Zielfunktion zu bewerten.
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Ein weiterer Nachteil von dem in Gleichung (4.2) definierten Maschinenmo-
dell ist, dass die Maschinen alle Jobs, auch die, die auf andere Maschinen
verteilt wurden, kennen mu¨ssen. Es ist durchaus vorstellbar, dass man dies
nicht garantieren kann. Insbesondere ist dies der Fall, wenn die Maschinen
nicht von einem einzelnen Anbieter sind, sondern jede Maschine einen An-
bieter darstellt.
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Kapitel 5
List Scheduling
Wa¨hrend wir im vorigen Kapitel beliebige Online-Algorithmen betrachtet ha-
ben und ein Verfahren vorgestellt haben, mit dem das kompetitive Verha¨ltnis
auf das Koordinationsverha¨ltnis u¨bertragen werden kann, widmen wir uns
nun einem speziellen Online-Algorithmus. Dies erlaubt es uns, ein Maschi-
nenmodell zu entwerfen, bei dem die Probleme aus dem vorigen Kapitel nicht
auftreten, da wir die speziellen Eigenschaften dieses Algorithmus ausnutzen
ko¨nnen.
Der List Scheduling Algorithmus ist ein Greedy-Algorithmus, der die Jobs
der Reihe nach auf die Maschinen verteilt. Dabei werden die Jobs so den
Maschinen zugewiesen, dass die nachfolgenden Jobs die Antwortzeiten nicht
mehr beeinflussen ko¨nnen. Dies werden wir ausnutzen, um ein einfaches und
auch natu¨rliches Maschinenmodell zu definieren, welches uns garantiert, dass
der durch ein perfektes Gleichgewicht definierte Schedule auch durch den List
Scheduling Algorithmus entstanden sein kann.
Betrachten wir hierzu erst einmal die Situation der klassischen Online-
Algorithmen bei der die Einlastzeiten alle Null sind. Es ist bekannt, dass der
List Scheduling Algorithmus ein 2− 1
m
-kompetitiver Online-Algorithmus im
Fall von identischen Maschinen bezu¨glich der Zielfunktion f[Cmax] ist [Gra66].
Fu¨r beliebige Maschinen ist List Scheduling ein Θ(logm)-kompetitiver
Online-Algorithmus [AAF+97]. Fu¨r den Beweis der unteren Schranke wird ei-
ne Eingabe konstruiert, bei der die Geschwindigkeiten der Maschinen von der
Anzahl der Maschinen abha¨ngen. Mit der von Graham [Gra66] pra¨sentierten
Analyse la¨sst sich fu¨r beliebige Maschinen die Schranke 1+ m−1
m
smax
smin
ableiten.
Die Arbeit von Cho und Sahni [CS80] fu¨hrt weitere Schranken fu¨r Spezi-
alfa¨lle von List Scheduling auf. Weiterhin ist eine Folgerung aus der Arbeit
von Faigle et al. [FKT89], dass fu¨r zwei und drei identische Maschinen, List
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Scheduling ein optimaler Online-Algorithmus fu¨r die Zielfunktion f[Cmax] ist.
Man kann sich den List Scheduling Algorithmus auch so vorstellen, dass die
Jobs der Reihe nach, in der sie auftreten, in eine Schlange eingefu¨gt werden.
Sobald eine Maschine frei ist, wird der na¨chste Job aus der Schlange entfernt
und auf dieser Maschine bearbeitet. Sind mehrere Maschinen frei, wird eine
Maschine mit maximaler Geschwindigkeit unter allen freien Maschinen aus-
gewa¨hlt. Das bedeutet, wir ko¨nnen uns den List Scheduling Algorithmus als
FIFO-Algorithmus vorstellen. Dieser la¨sst sich dann leicht auf Probleme mit
Einlastzeiten ungleich Null erweitern. Fu¨r diese Erweiterung sind Ergebnisse
bezu¨glich der Zielfunktion f[Fmax] bekannt. Der FIFO-Algorithmus ist ein op-
timaler Algorithmus im Fall von einer Maschine und ist (3−2/m)-kompetitiv
fu¨r m identische Maschinen bezu¨glich dieser Zielfunktion [BCM98]. Wir wer-
den im Folgenden auch die Erweiterung um Einlastzeiten weiterhin als List
Scheduling Algorithmus bezeichnen.
Da der kompetitive Faktor des List Scheduling Algorithmus zumindest im
Fall von identischen Maschinen durch die Konstante Zwei bzw. Drei be-
schra¨nkt ist, werden wir nun versuchen, ein Modell zu definieren, bei dem
die Spieler in allen perfekten Gleichgewichten sich an den List Scheduling
Algorithmus halten, ohne Leerlaufzeiten auf den Maschinen zu generieren.
Abbildung 5.1 auf der na¨chsten Seite definiert den List Scheduling Algorith-
mus formal mit der Notation von online Scheduling-Spielen.
Diesen Greedy-Algorithmus kann man direkt auf ein Maschinenmodell
u¨bertragen, indem man die Jobs in der Reihenfolge ihrer Verteilung unter
Beru¨cksichtigung der Einlastzeiten auf den Maschinen bearbeitet. Das heißt,
Cj(h) :=
{
C˜(l, hl, h), falls es ein l : 1 ≤ l ≤ |h| mit pl = j gibt
0, sonst,
(5.1)
wobei C˜(l, i, h) der Fertigstellungszeitpunkt von dem letzten Job auf der Ma-
schine i ist, dessen Index in der Eingabe h0 kleiner oder gleich l ist. Falls ein
solcher Job nicht existiert, ist C˜(l, i, h) = 0. Formal ist C˜(·, ·, ·) folgenderma-
ßen definiert:
C˜(l, i, h) :=

0, falls l = 0
max{C˜(l − 1, i, h), rl(h)}+ xl(h)/si, falls l > 0 und hl = i
C˜(l − 1, i, h), sonst.
Dieses Maschinenmodell erzeugt die gleichen Antwortzeiten fu¨r eine termina-
le Historie h ∈ Z wie der List Scheduling Algorithmus in einer Ausfu¨hrung
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Eingabe: Menge von Maschinen M = {1, 2, . . . ,m}, Geschwindigkei-
ten der Maschinen (si) = (s1, s2, . . . , sm) und eine Eingabe a0 =
((p1, r1, x1), (p2, r2, x2), . . . , (pk, rk, xk)) ∈ E(n)
Ausgabe: Schedule S
1. ∀i ∈M : L0i := 0 (Lji ist der Zeitpunkt, an dem Maschine i wieder frei
wird, wenn schon die Jobs 1, 2, . . . , j verteilt wurden)
2. for j := 1 to k do
(a) ∀i ∈ M : Xji := max{Lj−1i , rj} + xj/si (Xji ist der Zeitpunkt, an
dem Maschine i den Job j fertig stellen kann)
(b) Wa¨hle nun eine Maschine i ∈M so, dass der Job schnellstmo¨glich
fertig gestellt wird. Das heißt,
Xji = min
i′∈M
Xji′ .
(c) mj := i (Job j wird auf Maschine i gesetzt)
(d) Cj := X
j
i (die Antwortzeit von Job j)
(e) ∀i′ ∈M : Xji′ :=
{
Xji , falls i = i
′
Xj−1i′ , sonst
3. return ((m1, C1, 1), (m2, C2, 2), . . . , (mk, Ck, k))
Abbildung 5.1: List Scheduling Algorithmus (LS)
S = LS(M, (si), h0), falls fu¨r alle 1 ≤ l ≤ |h0| gilt, dass die Jobs auf die
gleichen Maschinen platziert wurden (ml = hl).
Aus der Definition folgt, dass Cj(h) sich folgendermaßen vereinfacht, falls
alle Einlastzeiten Null sind:
Cj(h) =
{∑
k≤l
hk=hl
xk
shl
, falls es ein l : 1 ≤ l ≤ |h| mit pl = j gibt
0, sonst.
(5.2)
Da bei diesem Maschinenmodell die Jobs von nachfolgenden Jobs nicht be-
einflusst werden, ist zu erwarten, dass der List Scheduling Algorithmus (LS)
perfekte Gleichgewichte erzeugt.
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Lemma 5.1. Sei µ ein Modell, so dass die Informationspartitionen durch
(4.1) gegeben sind und die Antwortzeiten durch (5.1). Dann gilt fu¨r alle
n ∈ N, dass ein perfektes Gleichgewicht φ des Spieles µ(n) mit µ(n) =
〈N,M, (si), H, Z, ρn, (Ij), (Cj)〉 durch den List Scheduling Algorithmus gene-
riert wird. Das heißt, fu¨r jedes perfekte Gleichgewicht φ und jede terminale
Historie h ∈ Z mit ρn(h0) > 0 gilt:
Prφ[h] > 0⇒ ∃S = LS(M, (si), h0) : ∀1 ≤ k ≤ |h| : mk = hk, (5.3)
wobei mk die Maschine ist, die der Algorithmus LS fu¨r den k-ten Job in S
ausgewa¨hlt hat.
Der List Scheduling Algorithmus hat Freiheit bei der Wahl der Maschine fu¨r
einen Job, da es mehrere Maschinen geben kann, die bei der Verteilung eines
Jobs die Antwortzeit dieses Jobs minimieren. Aus der Gleichung (5.3) und
der Definition des Maschinenmodells erhalten wir direkt fu¨r alle perfekten
Gleichgewichte φ
Prφ[h] > 0⇒ ∃S = LS(M, (si), h0) : ∀j ∈ N : Cj(h) = Cj(S).
Dies ist so zu verstehen, dass es einen gu¨ltigen Ablauf von LS gibt, der einen
Schedule S erzeugt, dem die Historie h bei dem Maschinenmodell entspricht.
Intuitiv sollte dieses Lemma korrekt sein, da der Fertigstellungszeitpunkt
von Spieler j ∈ N nicht von der Strategie der Spieler, die nach j am Zug
sind, abha¨ngt und Spieler j die Wahl der Maschine und Gro¨ße der Jobs der
vorangegangenen Spieler kennt.
Beweis. Zum Beweis betrachten wir eine terminale Historie h ∈ Z und ein
perfektes Gleichgewicht φ mit Prφ[h] > 0. Das heißt, das Spiel endet mit po-
sitiver Wahrscheinlichkeit in h. Es muss gezeigt werden, dass dieser Schedule
durch LS entstanden sein kann.
Nehmen wir dazu an, dass der von h und Cj(h) implizit festgelegte Schedule
nicht durch LS entstehen kann. Das bedeutet, es gibt einen Zug k : 1 ≤ k ≤
|h|, so dass LS bei Eingabe (M, (si), h0) fu¨r den Job von Spieler j = pk(h)
niemals die Maschine hk ausgewa¨hlt ha¨tte. Das bedeutet aber auch, dass es
eine Maschine i ∈M gibt, so dass
Xki < X
k
hk
,
wobei Xji die entsprechenden Werte aus dem Lauf von Algorithmus LS sind.
Nach der Definition des Maschinenmodells (Cj) und der Definition von LS
beeinflussen die nachfolgenden Jobs die Antwortzeit von Spieler j nicht mehr.
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Sei nun k so gewa¨hlt, dass Spieler j := pk(h) der erste Spieler ist, der keine
Aktion in h gespielt hat, die fu¨r LS gu¨ltig wa¨re. Das heißt, es existiert kein
Spieler j′ = pk′(h) mit 1 ≤ k′ < k, der sich nicht an LS ha¨lt.
Wir werden nun zeigen, dass Spieler j seinen Nutzen verbessern bzw. seine
Antwortzeit verringern kann, indem er anstelle von hk eine Maschine wie
Algorithmus LS wa¨hlt. Dazu mu¨ssen wir alle Historien betrachten, die zur
Informationspartition I(hk−1) geho¨ren. I(hk−1) ist die Informationsmenge
von Spieler j, so dass hk−1 in I(hk−1) enthalten ist. Das heißt, sei I(hk−1) ∈ Ij
mit hk−1 ∈ I(hk−1). Da aber nach der Definition des Maschinenmodells
Cj(h) = X
k
hk
> min
i′∈M
Xki′
gilt und alle Spieler j′ = pk′(h) mit k′ > k die Antwortzeit von Spieler j
nicht beeinflussen, folgt, dass Spieler j seine erwartete Antwortzeit verku¨rzen
kann, wenn er in I(hk−1) niemals die Maschine hk wa¨hlt. Damit gilt fu¨r jedes
Nash-Gleichgewicht ψ, dass Prψ[h] = 0. Damit ist φ kein Nash-Gleichgewicht
und auch kein perfektes Gleichgewicht. Das ist ein Widerspruch, womit das
Lemma bewiesen ist. 
Durch Lemma 5.1 haben wir noch nicht gezeigt, dass es ein perfektes Gleich-
gewicht gibt. Falls es allerdings ein perfektes Gleichgewicht gibt, so folgt aus
diesem Lemma, dass fu¨r jede Zielfunktion f ∈ F
PA(µ, f) ≤ CR(µ, f) ≤ cf
gilt, falls LS ein cf -kompetitiver Online-Algorithmus bezu¨glich der Zielfunk-
tion f ist.
Wir sind nun an der Existenz von perfekten Gleichgewichten interessiert.
Dazu zeigen wir die umgekehrte Richtung von Lemma 5.1. Das bedeutet,
dass fu¨r jede Eingabe und jeden Schedule, der von Algorithmus LS fu¨r diese
Eingabe konstruiert wird, ein perfektes Gleichgewicht existiert, bei dem die
Spieler sich an die Verteilung auf die von LS vorgegebenen Maschinen halten.
Im Folgenden werden wir ein Profil φ durch den Algorithmus LS bestimmen
lassen. Wir werden dann zeigen, dass dieses Profil ein perfektes Gleichgewicht
ist. Sei dazu Xji (I) die Last der Maschine i, falls Spieler j in Informations-
menge I ∈ Ij diese Maschine auswa¨hlt. Da Spieler, die nach dem Spieler j
einen Zug durchfu¨hren, die Antwortzeit von Spieler j nicht mehr erho¨hen,
gilt fu¨r alle terminalen Historien h ∈ Z, die einen Pra¨fix in I haben und bei
denen Spieler j Maschine i auswa¨hlt, dass
Xji (I) = Cj(h) = C˜(l, i, h),
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wobei Spieler j den l-ten Index in Eingabe h0 hat (pl(h0) = j). Zur Erinne-
rung, C˜(·, ·, ·) ist nicht u¨ber die Spielernummer, sondern den Index des Zuges
definiert.
In dem Profil φ wa¨hlt jeder Spieler j ∈ N nun in einer Informationsmenge
I ∈ Ij eine Maschine i ∈M aus, so dass die Last Xji (I) minimiert wird. Das
bedeutet, Maschine i wird so gewa¨hlt, dass
Xji (I) = min
i′∈M
Xji′(I).
Es kann mehrere solche Maschinen geben. Wir wa¨hlen eine beliebige Maschi-
ne aus und bezeichnen diese mit ij(I). Formal ist nun das Profil φ durch
φj(I, i) :=
{
1, falls i = ij(I)
0, sonst
definiert. Dies entspricht exakt der Regel mit der der List Scheduling Algo-
rithmus eine Maschine fu¨r einen Job auswa¨hlt. Das heißt, dass die Spieler
sich an den List Scheduling Algorithmus halten. Durch das Profil werden
aber auch Strategien fu¨r Informationsmengen festgelegt, die durch den Al-
gorithmus nicht erreicht wurden. Das heißt, dass in einer solchen Informati-
onsmenge ein vorangegangener Spieler nicht eine Maschine ausgewa¨hlt hat,
die Xji (I) minimiert. Eine solche Informationsmenge wird bei dem Profil φ
nicht erreicht, wir beno¨tigen aber dennoch eine Definition fu¨r die Aktion des
Spielers. Insbesondere ko¨nnen wir keine beliebige wa¨hlen, da in einem Spiel
(Γ, η) eine solche Informationsmenge erreicht wird.
Da es fu¨r einen Spieler j ∈ N und eine Informationsmenge I ∈ Ij mehrere
Maschinen geben kann, die Xji (I) minimieren, gibt es mehrere Profile, die so
konstruiert werden ko¨nnen. Sei ΦP (Γ) die Menge dieser Profile fu¨r das Spiel
Γ. Diese Menge entspricht der Menge der Profile, bei denen sich die Spieler
an die Strategie der List Scheduling Algorithmus in jeder Informationsmenge
halten. Wir werden in dem folgenden Lemma zeigen, dass jedes dieser Profile
ein perfektes Gleichgewicht ist.
Lemma 5.2. Sei µ ein Modell, wie in Lemma 5.1. Dann gilt fu¨r alle n ∈ N
und dazugeho¨rigen Spiele Γ = µ(n):
1. Es gibt mindestens ein Profil in ΦP (Γ).
2. Jedes Profil φ ∈ ΦP (Γ) ist ein perfektes Gleichgewicht.
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Eine wichtige Folgerung aus diesem Lemma ist, dass es perfekte Gleichge-
wichte gibt. Zudem wissen wir, dass wir perfekte Gleichgewichte mit dem
Algorithmus LS generieren ko¨nnen.
Aus den Lemmata 5.1 und 5.2 folgt nicht, dass jedes Nash-Gleichgewicht
auch ein perfektes Gleichgewicht ist. Dies liegt daran, dass in einem Nash-
Gleichgewicht φ ein Spieler j ∈ N eine beliebige Strategie fu¨r eine Informa-
tionsmenge I ∈ Ij wa¨hlen kann, sofern I nicht erreicht wird ( Prφ[I] = 0).
Allerdings betrachten wir bei der Definition von perfekten Gleichgewichten
Testfolgen. In den durch die Testfolgen definierten Spielen mu¨ssen die Spieler
jede Aktion mit positiver Wahrscheinlichkeit ausfu¨hren, so dass jede Historie
I ∈ Ij, deren Eingabe I0 von der Natur ausgewa¨hlt wird (ρn(I0) > 0), auch
mit positiver Wahrscheinlichkeit erreicht wird. Damit ko¨nnen die Spieler in
perfekten Gleichgewichten keine beliebigen Strategien fu¨r solche Informati-
onsmengen wa¨hlen, auch wenn diese in einem perfekten Gleichgewicht φ nicht
erreicht werden.
Beweis. Wir wa¨hlen zuna¨chst n ∈ N beliebig, aber fest. Sei das dazugeho¨rige
Spiel Γ = 〈N,M, (si), H, Z, ρn, (Ij), (Cj)〉 = µ(n).
Zum Beweis betrachten wir ein beliebiges Profil φ ∈ ΦP (Γ) fu¨r das Spiel Γ.
Das Profil hat nach der Definition von ΦP (Γ) die Eigenschaft
∀j ∈ N : ∀I ∈ Ij :
(
φj(I, i) = 1 ⇒ Xji (I) = min
i′∈M
Xji′(I)
)
.
Da es mindestens eine Maschine gibt, die die Last Xji (I) minimiert, gibt
es mindestens ein Profil in ΦP (Γ), das diese gewu¨nschte Eigenschaft erfu¨llt.
Damit ist der erste Teil bewiesen.
Es fehlt noch zu zeigen, dass φ ein perfektes Gleichgewicht ist. Dazu reicht
es aus, eine Testfolge (Γ, η1), (Γ, η2), . . . zu finden, so dass φ ein Grenzwert-
gleichgewicht dieser Testfolge ist.
Wir wa¨hlen dazu eine beliebige Testfolge (Γ, η1), (Γ, η2), . . . und ein festes
k ∈ N. Wir definieren nun φk und zeigen, dass φk ein Nash-Gleichgewicht
fu¨r (Γ, ηk) ist. φk wird so gewa¨hlt sein, dass limk→∞ φk = φ gilt. Womit dann
das Lemma bewiesen wa¨re.
Wir wa¨hlen φk so, dass fu¨r jeden Spieler j ∈ N und jede Informationsmenge
I ∈ Ij die Maschine i ∈ M mit φj(I, i) = 1 mit gro¨ßtmo¨glicher Wahrschein-
lichkeit ausgewa¨hlt wird. Sei nun φk durch
φkj (I, i) =
{
1−∑i′ 6=i ηk(I, i′), falls φ(I, i) = 1
ηk(I, i), sonst
58 KAPITEL 5. LIST SCHEDULING
definiert. Aus der Definition der Antwortzeiten und Lij(I) folgt, dass fu¨r jede
terminale Historie h ∈ Z, die nach I erreicht wird (h|I| ∈ I) und in der Spieler
j die Maschine i wa¨hlt (h|I|+1 = i)
Cj(h) = X
j
i (I)
gilt. Damit minimiert Spieler j in I seine Antwortzeit in Profil φ. Da Spie-
ler j in Profil φk gerade die in φ gewa¨hlte Maschine, mit gro¨ßtmo¨glicher
Wahrscheinlichkeit wa¨hlt und allen anderen Maschinen die minimale durch
ηk festgelegte Wahrscheinlichkeit zuweist, minimiert der Spieler auch in Profil
φk fu¨r das Spiel (Γ, ηk) seine Antwortzeit.
Dies gilt fu¨r jeden Spieler und jede Informationsmenge. Damit ist fu¨r je-
den Spieler j ∈ N die Strategie φkj eine bestmo¨gliche Antwort auf φk. Das
bedeutet, dass φk ein Nash-Gleichgewicht von dem Spiel (Γ, ηk) ist.
Da limk→∞ ηk = 0 gilt, folgt, dass limk→∞ φk = φ. Damit ist das Lemma
bewiesen. 
Lemma 5.2 zeigt uns, dass sich die unteren Schranken fu¨r die Kompetitivita¨t
von LS bezu¨glich einer Zielfunktion f ∈ F auf das Koordinationsverha¨ltnis
u¨bertragen. Formal erhalten wir aus den Lemmata 5.1 und 5.2 direkt folgen-
den Satz:
Satz 5.1. Sei µ ein Modell wie in Lemma 5.1. Sei f ∈ F eine Zielfunktion.
Falls LS ein α-kompetitiver Online-Algorithmus fu¨r f bezu¨glich der durch µ
definierten Maschinen und Geschwindigkeiten ist, dann gilt
PA(Γ, f) ≤ CR(Γ, f) = α.
Weiterhin gilt fu¨r die Zielfunktion f[Cmax], dass der Preis der Anarchie iden-
tisch zum Koordinationsverha¨ltnis ist, falls von der Natur nur Eingaben aus-
gewa¨hlt werden, bei denen die Einlastzeiten Null sind. Dies gilt, da die Rei-
henfolge der Jobs bei dieser Zielfunktion f[Cmax] nicht ausschlaggebend ist,
sondern nur die Antwortzeit des letzten Jobs. Da in diesem Modell mit Ein-
lastzeiten Null keine Leerlaufzeiten auf den Maschinen erzeugt werden, kann
fu¨r jedes n ∈ N, jedes Spiel µ(n) und jede Eingabe a0 ∈ E(n) ein Profil φ
existieren, das einen optimalen Schedule fu¨r f[Cmax] generiert. Damit erhalten
wir aus Satz 5.1 folgendes Korollar.
Korollar 5.1. Sei µ ein Modell wie in Lemma 5.1. Dann gelten folgende
Aussagen:
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• Falls von der Natur nur Eingaben ausgewa¨hlt werden, bei denen die
Einlastzeiten Null sind, dann gilt:
1. PA(µ, f[Cmax]) = CR(µ, f[Cmax]).
2. Falls die Geschwindigkeiten der Maschinen aus µ identisch sind
(das heißt, s1 = s2 = · · · = sm = 1), dann gilt:
(a) Der Preis der Anarchie und das Koordinationsverha¨ltnis sind
PA(µ, f[Cmax]) = CR(µ, f[Cmax]) = 2−
1
m
. [Gra66]
(b) Fu¨r m ∈ {2, 3} kann es kein Modell µ′ mit Informationsparti-
tionen wie in (4.1) geben, bei dem das Koordinationsverha¨ltnis
kleiner 2 − 1
m
ist. Das heißt, fu¨r alle Modelle µ′, bei denen
die Informationspartitionen durch (4.1) gegeben und die Ge-
schwindigkeiten der Maschinen identisch sind, gilt:
PA(µ′, f[Cmax]) = CR(µ
′, f[Cmax]) ≥ 2−
1
m
. [FKT89]
3. Fu¨r beliebige Geschwindigkeiten der Maschinen gilt:
PA(µ, f[Cmax]) = CR(µ, f[Cmax]) ∈ Θ(logm). [AAF+97, CS80]
• Fu¨r Spiele mit beliebigen Einlastzeiten und identischen Maschinen gilt:
PA(µ, f[Fmax]) ≤ CR(µ, f[Fmax]) = 3−
2
m
. [BCM98]
Fu¨r die Zielfunktionen f[∑Cj ] und f[∑Fj ] kann gezeigt werden, dass das Ko-
ordinationsverha¨ltnis fu¨r ein Spiel µ(n) in Ω(n) liegt. Das liegt daran, dass
es besonders ungu¨nstig ist, falls die Jobs in nicht-aufsteigender Reihenfolge
bezu¨glich der Jobgro¨ße bearbeitet werden. Ein Beispiel, welches verdeutlicht,
dass das Koordinationsverha¨ltnis in Ω(n) liegt, kann mittels m identischen
Maschinen konstruiert werden. Sei dazu ein q > 1 vorgegeben und ein n ∈ N,
so dass n ≥ qm. Betrachten wir nun die Eingabe a0, die aus genau qm Jobs
besteht. Die Einlastzeiten aller Jobs sind Null. Die ersten m Jobs haben die
Gro¨ße 2q−1, die na¨chsten m die Gro¨ße 2q−2, usw. Die letzten m Jobs haben
die Gro¨ße 20 = 1. Da in einem perfekten Gleichgewicht die Jobs wie bei dem
List Scheduling Algorithmus verteilt werden, werden zuerst alle m Jobs der
Gro¨ße 2q−1 auf die m Maschinen verteilt. Auch die weiteren Jobs werden
gleichma¨ßig auf die Maschinen aufgeteilt, so dass auf jeder Maschine ein Job
jeder Gro¨ße platziert ist. Die Jobs werden in absteigender Reihenfolge ihrer
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Gro¨ße bearbeitet. Optimal ist die Bearbeitung in aufsteigender Reihenfolge.
Daraus ergibt sich
CR(µ(n), a0, f[∑Cj ]) ≥ m · n2
n+1
m · 2n+2 =
n
2
.
Da die Einlastzeiten Null sind, ist die Antwortzeit identisch zur Flusszeit und
damit gilt
CR(µ(n), a0, f[∑Fj ]) = CR(µ(n), a0, f[∑Cj ]) ≥ n2 .
Allerdings ist fu¨r eine bestimmte Klasse von Eingaben die Verteilung, die
durch den List Scheduling Algorithmus vorgegeben wird, eine sehr gute Ver-
teilung. Falls nur Eingaben vorkommen, bei denen die Gro¨ße der Jobs mo-
noton wachsend ist, erhalten wir im Fall von identischen Maschinen mit Ein-
lastzeiten Null als Folgerung aus Satz 5.1 bessere Ergebnisse.
Korollar 5.2. Sei µ ein Modell wie in Lemma 5.1 fu¨r das zusa¨tzlich gilt:
1. ∀i ∈M : si = 1 (identische Maschinen),
2. ∀n ∈ N : ∀a0 ∈ E(n) : ρn(a0) > 0 ⇒6 ∃1 ≤ j < l(a0) : xj(a0) ≥
xj+1(a0)) (die Jobs sind immer in nicht-absteigender Reihenfolge gege-
ben) und
3. ∀n ∈ N : ∀a0 ∈ E(n) : (ρn(a0) > 0⇒ ∀1 ≤ l ≤ |a0| : rl(a0) = 0) (die
Einlastzeiten sind Null).
Dann gilt fu¨r den Preis der Anarchie und das Koordinationsverha¨ltnis
PA(µ, f[Cmax]) = CR(µ, f[Cmax]) = 2−
1
m
[Gra66]
und
PA(µ, f[∑Cj ]) = CR(µ, f[∑Cj ]) = 1. [CMM67]
Wenn wir von diesem Spezialfall absehen, mu¨ssen wir ein anderes Modell
finden, um auch gute Resultate fu¨r den Preis der Anarchie und das Koordi-
nationsverha¨ltnis im Fall der Zielfunktionen f[∑Cj ] und f[∑Fj ] zu erhalten.
Das heißt, wir suchen ein Maschinenmodell, bei dem der Preis der Anar-
chie und das Koordinationsverha¨ltnis fu¨r beide Zielfunktionen nahe der Eins
liegen.
Kapitel 6
Priorisierung der Jobs
Wir haben gesehen, dass das Modell aus Kapitel 5 fu¨r identische Maschinen
gute Ergebnisse bei der Zielfunktion f[Fmax] und im Fall von Spielen, bei denen
die Einlastzeiten der Jobs Null sind, auch fu¨r die Zielfunktion f[Cmax] liefert.
Das Problem allerdings ist, dass es ein sehr schlechtes Modell bezu¨glich der
Zielfunktionen f[∑Cj ] und f[∑Fj ] darstellt.
In diesem Kapitel werden wir uns, sofern nicht explizit anders angegeben,
auf Spiele, bei denen die Einlastzeiten der Jobs Null sind, beschra¨nken. Um
die Notation zu vereinfachen, werden wir in den Eingaben die Einlastzeiten
nicht auffu¨hren.
Wir wollen nun das bisherige Modell soweit aba¨ndern, so dass wir mo¨glichst
gute Ergebnisse fu¨r f[Cmax] und f[
∑
Cj ] erhalten und dabei das ganze System
trotzdem ein gutes Modell fu¨r die Spieler bleibt. Das heißt, es soll fu¨r die
Spieler einfach sein, eine Strategie zu berechnen. Auch sollen nicht unno¨tig
Jobs zuru¨ckgehalten werden, wie dies bei dem Modell aus Kapitel 4 geschieht.
Wir werden sehen, dass wir Leerlaufzeiten einfu¨gen mu¨ssen, allerdings werden
wir dafu¨r sorgen, dass ein Job nicht unno¨tig lange im Vergleich zu seiner
Gro¨ße von diesen Leerlaufzeiten beeintra¨chtigt wird.
6.1 Einfu¨hrende U¨berlegungen
Eine Idee fu¨r eine Verbesserung ist die Verwendung der SPT-Regel (Shortest-
Processing-Time-Regel) fu¨r die einzelnen Maschinen. Diese Regel besagt,
dass eine Maschine immer von den noch zu bearbeitenden Jobs denjenigen
auswa¨hlt, dessen Bearbeitungszeit am geringsten ist.
61
62 KAPITEL 6. PRIORISIERUNG DER JOBS
Werden auch die Jobs ihrer Gro¨ße nach – zuerst die kleinen und dann die
großen Jobs – den Maschinen zugewiesen, so werden die Jobs einer Gro¨ße
ungefa¨hr gleichma¨ßig auf die Maschinen verteilt. Diese Verteilung entspricht
dem Verhalten des List Scheduling Algorithmus auf einer monoton wachsend
sortierten Eingabe.
Conway, Maxwell und Miller [CMM67] haben gezeigt, dass bei identischen
Maschinen die SPT-Regel eine optimale Lo¨sung bezu¨glich der durchschnitt-
lichen Antwortzeit f[∑Cj ] generiert. Graham [Gra66] hat bewiesen, dass bei
identischen Maschinen auch bei der SPT-Regel der List Scheduling Algo-
rithmus ein Approximationsalgorithmus mit Approximationsgu¨te 2 − 1/m
bezu¨glich der maximalen Antwortzeit f[Cmax] ist. Das bedeutet, zur Verbes-
serung des Koordinationsverha¨ltnisses bezu¨glich der durchschnittlichen Ant-
wortzeit f[∑Cj ] macht es Sinn, die Jobs nach der SPT-Regel auf den Maschi-
nen zu bearbeiten.
Bei den in dieser Arbeit beschriebenen Scheduling-Problemen ist dieses Mo-
dell, bei dem die Jobs ihrer Gro¨ße nach auf den Maschinen bearbeitet werden,
mo¨glich, da wir den Ablauf eines Spiels in zwei Teile unterteilen: die Vertei-
lung der Jobs auf die Maschinen gefolgt von der Abarbeitung der Jobs. Das
heißt, die Maschinen kennen alle zu bearbeitenden Jobs, wenn sie anfangen
den ersten Job abzuarbeiten.
Dieses Modell hat aber einen Nachteil. Die Spieler versuchen ihre erwartete
Antwortzeit zu minimieren. Das kann bedeuten, dass ein Spieler in diesem
Modell eine Maschine auswa¨hlt, die ungu¨nstig bezu¨glich der schon bekannten
Jobs ist, da er erwartet, dass einer der na¨chsten Spieler einen kleineren Job
besitzt und diesen dann auf die bezu¨glich der bekannten Jobs gu¨nstigeren
Maschine platziert. Auch wenn dieses Verhalten die erwartete Antwortzeit des
Spielers minimiert, folgt daraus nicht, dass der Preis der Anarchie dadurch
auch gering ausfa¨llt. Der Grund dafu¨r ist, dass wir beim Preis der Anarchie
eine klassische Worst-Case-Analyse durchfu¨hren und es eine Eingabe geben
kann, bei der dieses Verhalten der Spieler besonders schlecht ist.
Betrachten wir dazu ein einfaches Beispiel. Seien zwei Maschinen mit den
Geschwindigkeiten s1 = 1 und s2 = 1−ε fu¨r ein ε > 0 gegeben. Wir betrach-
ten ein Spiel, bei dem es deutlich mehr als zwei verschiedene Spieler gibt.
ρn ist nun so gewa¨hlt, dass bei allen Eingaben, die von der Natur mittels ρn
ausgewa¨hlt werden, alle Jobs eine Gro¨ße kleiner oder gleich xmax ∈ N haben.
ρn wa¨hlt jede dieser Eingaben mit gleicher Wahrscheinlichkeit aus. Damit
haben wir ein endliches Scheduling-Spiel und wissen, dass es mindestens ein
perfektes Gleichgewicht gibt.
Betrachten wir nun die Aktionen der Spieler, die die ersten zwei Zu¨ge machen.
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Mit einer positiven Wahrscheinlichkeit wird von der Natur die Eingabe h0 =
((xj1 , j1), (xj2 , j2)) der La¨nge Zwei ausgewa¨hlt, bei der der Spieler des ersten
Zuges einen Job der Gro¨ße xj1 = xmax und der Spieler des zweiten Zuges einen
Job der Gro¨ße xj2 = xmax hat. Falls jede Eingabe, bei denen die Jobs eine
maximale Gro¨ße von xmax haben, mit gleicher Wahrscheinlichkeit ausgewa¨hlt
wird und falls es genu¨gend viele Spieler gibt (n >> 2), so muss der Spieler
j1 damit rechnen, dass die meisten anderen Jobs vor ihm bearbeitet werden.
Das heißt, in einem perfekten Gleichgewicht muss er damit rechnen, dass
Spieler mit kleineren Jobs ihren Job auf die Maschine mit Geschwindigkeit
s1 platzieren. Das heißt, bei geeigneter Wahl von n, ε und xmax wa¨hlt Spieler
j1 die zweite Maschine mit der Geschwindigkeit s2 = 1− ε.
Diese U¨berlegungen kann man nun auf Spieler j2 u¨bertragen. Falls es
genu¨gend Spieler gibt und die mo¨glichen Eingaben gleichverteilt ausgewa¨hlt
werden, wird auch dieser Spieler davon ausgehen, dass es fu¨r ihn gu¨nstiger
ist, die Maschine mit der Geschwindigkeit s2 auszuwa¨hlen. Das heißt, fu¨r
diese Eingabe erhalten wir einen Schedule, bei dem beide Spieler die gleiche
Maschine auswa¨hlen und die andere Maschine keinen einzigen Job bearbei-
tet. Entsprechend kann man dieses Beispiel auf Spiele mit mehr Maschinen
und Eingaben, bei denen mehr Spieler teilnehmen, u¨bertragen.
Das Problem entsteht dadurch, dass die Spieler die erwartete Antwortzeit fu¨r
alle mo¨glichen zuku¨nftigen Ereignisse minimieren. Das fu¨hrt dazu, dass in
einem perfekten Gleichgewicht die Jobs der Gro¨ße 1 eine erwartete gleich-
ma¨ßige Auslastung der Maschinen erzeugen. Es gibt keinen anderen Job der
kleiner ist und vor diesen Jobs bearbeitet wu¨rde. Wa¨re dies nicht der Fall,
ko¨nnte ein Spieler mit einem Job der Gro¨ße 1 seine Strategie a¨ndern und
die erwartete Antwortzeit verbessern. A¨hnlich folgt dies dann fu¨r Spieler
mit einem Job der Gro¨ße 2, da sie davon ausgehen ko¨nnen, dass die Spie-
ler mit Jobs der Gro¨ße 1 schon ihre Jobs gleichma¨ßig in einem perfekten
Gleichgewicht verteilt haben. Fu¨r eine feste Eingabe aber muss der daraus
resultierende Schedule, wie wir am Beispiel oben gesehen haben, nicht die
Jobs gleichma¨ßig verteilen.
Diese ungleichma¨ßige Verteilung entsteht dadurch, dass die Spieler erwarten,
dass die Maschinen ungefa¨hr zeitgleich mit der Bearbeitung ku¨rzerer Jobs
fertig werden, dies aber fu¨r eine feste Eingabe nicht mehr garantiert werden
kann. Dieses Problem ko¨nnen wir umgehen, indem wir den Spielern garantie-
ren, dass die Maschinen zeitgleich mit der Bearbeitung der Jobs einer Gro¨ße
beginnen. In diesem Fall wird die Strategie der Spieler unabha¨ngig von der
Strategie der Spieler mit einem kleineren Job. Der direkte Weg dies zu errei-
chen besteht darin, dass eine Maschine nur mit der Bearbeitung eines Jobs
der Gro¨ße x beginnt, falls alle Maschinen die ihnen zugewiesenen Jobs der
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Gro¨ßen < x fertig bearbeitet haben. Damit wird Leerlauf auf den Maschinen
erzeugt. Dies wird aber dafu¨r sorgen, dass in einem perfekten Gleichgewicht
Spieler j1 seinen Job auf der schnelleren und Spieler j2 seinen Job auf der
langsameren Maschinen platziert.
Der Leerlauf erzeugt allerdings Schwierigkeiten bei dem Koordinations-
verha¨ltnis. Betrachten wir dazu ein Spiel mit m identischen Maschinen. Sei
eine Eingabe gegeben, bei der n Jobs der Gro¨ßen 1, 2, . . . , n vorkommen.
Die Jobs wu¨rden durch das Modell nacheinander ausgefu¨hrt. Ein optimaler
Schedule ko¨nnte die Leerlaufzeiten ausnutzen und dadurch deutlich bessere
Antwortzeiten generieren. In einem optimalen Schedule wu¨rde man die Jobs
gleichma¨ßig der Reihenfolge nach auf die Maschinen verteilen. Seien nun die
Jobs (jl,k) fu¨r 1 ≤ l ≤ m und 0 ≤ k ≤ kmax gegeben, wobei die Gro¨ße xl,k von
Job jl,k durch xl,k := k ·m+ j definiert ist. Das heißt, dass wir (kmax + 1) ·m
Jobs der Gro¨ßen 1, 2, . . . , (kmax + 1) ·m verteilen mu¨ssen. Nach unserem Mo-
dell werden diese nacheinander abgearbeitet und wir erhalten fu¨r Job jl,k die
Antwortzeit in einer terminalen Historie h mit dieser Eingabe (es ist hier zu
beachten, dass fu¨r diese Eingabe die Antwortzeiten unabha¨ngig von der Wahl
der Maschine sind, da jede Jobgro¨ße nur einmal vorkommt)
Cjl,k(h) =
xl,k∑
r=1
r =
xl,k(xl,k + 1)
2
=
(km+ l)(km+ l + 1)
2
∈ Θ (k2m2) .
In einem von SPT generierten Schedule wird der Job jl,k auf Maschine l
platziert. Das heißt, wir erhalten als Antwortzeit
CSPTjl,k =
k∑
r=0
xl,r =
k∑
r=0
(r ·m+ l)
= kl +m ·
k∑
r=0
r = kl +m · k(k + 1)
2
∈ Θ (k2m) .
Da jeder Job in diesem Fall um Ω(m) schneller in einer optimalen Lo¨sung
bearbeitet wird, ist das Koordinationsverha¨ltnis bei der durchschnittlichen
Antwortzeit mindestens Ω(nm). Das heißt, wir haben durch dieses Modell
keine Verbesserung erzielt. Falls wir allerdings die Leerlaufzeiten verringern
ko¨nnten, dann ko¨nnten wir bessere Ergebnisse erreichen.
Die Idee ist, dass wir die Jobs in Klassen aufteilen. Die Maschinen bearbei-
ten die Jobs klassenweise. Zuerst werden die Klassen mit Jobs kleiner Gro¨ße
bearbeitet. Innerhalb der Klasse wird die Reihenfolge der Jobs aus der Einga-
be eingehalten. Durch eine entsprechende Definition der Klassifizierung kann
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erreicht werden, dass die relative Verzo¨gerung der Jobs einer spa¨teren Klas-
se durch die Leerlaufzeiten bezu¨glich deren Jobgro¨ße durch eine Konstante
beschra¨nkt ist.
6.2 Einteilung der Jobs in Klassen
Wir unterteilen die Jobs folgendermaßen in Klassen. Fu¨r k ∈ N0 besteht
die Klasse k aus allen Jobs der Gro¨ßen
[
2k, 2k+1
)
. Das heißt, die Jobgro¨ßen
verdoppeln sich von Klasse zu Klasse. Wir werden zeigen, dass wir durch die-
se Einteilung in Klassen sicher stellen, dass die Verzo¨gerung eines Jobs, die
durch die Leerlaufzeiten erzeugt wird, im Verha¨ltnis zu seiner Jobgro¨ße be-
schra¨nkt ist. Mit dieser Klassifizierung umgehen wir die oben beschriebenen
Probleme sowohl bei dem Preis der Anarchie als auch dem Koordinations-
verha¨ltnis.
Wir werden einen a¨hnlichen Ansatz wie Avrahami und Azar [AA03] ver-
folgen, betrachten hier allerdings keine zentrale Verteilung der Jobs, fu¨hren
Leerlaufzeiten ein und erlauben auch kein pra¨emptives Scheduling. Der An-
satz von Avrahami und Azar kann nicht direkt u¨bertragen werden, da im
Allgemeinen die Schedules, die von dem in Avrahami und Azar [AA03] vorge-
stellten Algorithmus generiert werden, in dem entsprechend definierten Spiel
keine perfekten oder Nash-Gleichgewichte sind.
Zur Einteilung der Jobs in Klassen betrachten wir nun einen beliebigen Zu-
stand, bzw. Historie, h ∈ H des Spiels. Zur Erinnerung, h besteht aus der
Eingabe h0, die von der Natur ausgewa¨hlt wurde, und den schon geta¨tigten
Zu¨gen h1, h2, . . . , h|h| der Spieler p1(h), p2(h), . . . , p|h|(h). Der Zug eines Spie-
lers ist die Wahl einer Maschine. Da in der Eingabe alle Jobs und deren
Gro¨ßen aufgefu¨hrt sind, ist durch eine Historie h implizit die Klasse der Jobs
aller Spieler festgelegt.
Wir fu¨hren nun folgende Hilfsbezeichnungen ein, um die Notation zu verein-
fachen:
• κ(h, j) ist die Klasse des Jobs von Spieler j ∈ N bei Historie h. Das
heißt, der Job j hat eine Gro¨ße von
2κ(h,j) ≤ xl(h) < 2κ(h,j)+1,
wobei l der Index des Spielers j in der Eingabe h0 ist. Das heißt,
pl(h0) = j.
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• N ik(h) ist die Menge aller Jobs aus der Klasse k ∈ N0, die in Historie h
schon auf die Maschine i verteilt wurden.
N ik(h) := {1 ≤ l ≤ |h| | κ(h, pl(h)) = k, hl = i}.
• Nk(h) ist die Menge aller Jobs der Klasse k ∈ N0, die schon auf eine
Maschine verteilt wurden.
Nk(h) :=
⋃
i∈M
N ik(h).
• Lik(h) ist die Last auf Maschine i ∈ M bei Betrachtung nur der Jobs
aus der Klasse k ∈ N0, die in Historie h schon verteilt wurden. Das
heißt,
Lik(h) :=
∑
l∈N ik(h)
xl(h)
si
.
Wir werden im Folgenden ein Modell fu¨r online Scheduling-Spiele konstruie-
ren. Das bedeutet, dass die Informationspartitionen dadurch festgelegt sind,
dass die Spieler sowohl ihren eigenen Job als auch die Jobs und Zu¨ge der
vorangegangen Spieler kennen. Formal sind die Informationspartitionen in
einem online Scheduling-Spiel, wie gehabt, durch
Ij := {{h ∈ Hj | A(h) = a,X(h) = x} | a ∈M |h|, x ∈ N|h|+1}
definiert, wobei
A(h) =
(
h1, h2, . . . , h|h|
)
das Tupel der schon gespielten Aktionen ist und
X(h) =
(
x1(h), x2(h), . . . , x|h|+1(h)
)
das Tupel der Jobgro¨ßen der Spieler, die den ersten bis (|h| + 1)-ten Zug
durchfu¨hren, darstellt. Nach den Definitionen von κ(·, ·), N ik(·), Nk(·) und
Lik(·) sind die Werte dieser Funktionen identisch fu¨r alle Historien aus einer
Informationsmenge I ∈ Ij eines beliebigen Spielers j. Aus diesem Grund
vereinfachen wir die Notation und definieren fu¨r alle Informationsmengen I
und ein beliebiges h ∈ I
κ(I, j) := κ(h, j), N ik(I) := N
i
k(h),
Nk(I) := Nk(h) und L
i
k(I) := L
i
k(h).
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Wir definieren das Maschinenmodell nun so, dass zuerst alle Jobs einer Klasse
abgearbeitet werden. Wir wollen damit erreichen, dass die Jobs innerhalb
einer Klasse, wie beim List Scheduling Algorithmus verteilt werden. Dies
erreichen wir, indem wir erst auf einer Maschine mit der Berechnung der Jobs
der Klasse k beginnen, wenn diese und alle anderen Maschinen die Jobs der
Klassen < k fertig bearbeitet haben. Das erzeugt allerdings Leerlauf auf den
Maschinen. Wir werden aber zeigen, dass diese Leerlaufzeit gering genug ist,
so dass dieses Modell nicht zu stark die Bearbeitungszeit verla¨ngert. Zudem
erfordert es, dass die Maschinen sich koordinieren oder ihnen die komplette
Verteilung mitgeteilt wird, so dass sie den richtigen Leerlauf erzeugen ko¨nnen.
Innerhalb einer Klasse werden die Jobs in der Reihenfolge, in der sie einer
Maschine zugewiesen wurden, bearbeitet.
Sei h ∈ Z eine beliebige terminale Historie. Das heißt, dass alle Spieler, die
einen Job in der Eingabe h0 haben, ihren Zug bereits durchgefu¨hrt haben und
somit das Spiel beendet ist. Sei j ∈ N ein beliebiger Spieler, der einen Job
bei Eingabe h0 besitzt. Dann bezeichnen wir mit Pref(h, j) die Zeit, die von
den Maschinen beno¨tigt wird, um die Jobs der Klassen kleiner als κ(h, j)
zu bearbeiten inklusive der generierten Leerlaufzeiten. Dies bedeutet, dass
Pref(h, j) auch der Zeitpunkt ist, an dem die Maschinen mit der Bearbeitung
der Jobs der Klasse κ(h, j) beginnen. Es gilt
Pref(h, j) :=
κ(h,j)−1∑
k=0
max
i∈M
 ∑
p∈N ik(h)
xp(h)
si
 .
Sei nun wieder j ∈ N ein Spieler, der in Eingabe h0 einen Job besitzt.
Der Index von Spieler j in Eingabe h0 sei l und somit gilt pl(h0) = j. Wir
bezeichnen nun mit Suff(h, j, l) den Anteil der Bearbeitungszeit, der von
dem Job des Spielers j und allen anderen Jobs der gleichen Klasse auf der
gleichen Maschine vor Durchfu¨hrung des Jobs von Spielers j verursacht wird.
Das heißt, dass Pref(h, j) + Suff(h, j, l) die gesamte Antwortzeit von Spieler
j ist. Formal ist Suff(h, j, l) durch
Suff(h, j, l) :=
∑
p∈Nhl
κ(I,j)
(h),p≤l
xp(h)
shl
definiert, wobeiN ik(h), wie oben beschrieben, die Menge aller Indizes von Jobs
in Eingabe h0 ist, deren Jobs in h aus der Klasse k sind und auf Maschine i
bearbeitet werden.
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Damit erhalten wir folgende Definition der Antwortzeitfunktionen:
Cj(h) :=
{
Pref(h, j) + Suff(h, j, l), falls ∃l : 1 ≤ l ≤ |h0| mit pl(h0) = j
0, sonst.
(6.1)
Betrachten wir nochmals genauer das Maschinenmodell. Sei nun wieder h ∈
Z eine beliebige terminale Historie und damit ein Ausgang des Spiels. Sei
j ∈ N ein Spieler, der bei Eingabe h0 einen Job besitzt. Dann wird die
Antwortzeit dieses Spielers von folgenden Jobs beeinflusst:
1. Alle Jobs, die zu einer kleineren Klasse geho¨ren als Spieler j, beeinflus-
sen die Antwortzeit des Jobs von Spieler j. Durch die Definition von
Pref(h, j) beeinflussen alle Jobs dieser Klassen direkt oder indirekt die
Antwortzeit. Nicht nur die Jobs, die auf der gleichen Maschine bearbei-
tet werden, sind ausschlaggebend. Das bedeutet, die Antwortzeit von
Spieler j ha¨ngt von allen Spielern aus der Menge
κ(h,j)−1⋃
k=0
Nk(h)
ab.
2. Alle Jobs, die zu der gleichen Klasse κ(h, j) geho¨ren, auf der gleichen
Maschine bearbeitet werden und vor Spieler j ihren Zug geta¨tigt haben,
beeinflussen die Antwortzeit des Jobs von Spieler j. Sei l der Index von
dem Spieler j in der Eingabe h0. Das heißt, Spieler j macht den l-ten
Zug (pl(h0) = j). Dann beeinflussen nur die Jobs gleicher Klasse aus der
MengeNhlκ(h,j)(h
l−1) die Antwortzeit von Spieler j, wobei hl = h0h1 . . . hl
der l-te Pra¨fix von h ist.
Das bedeutet aber auch, dass die Jobs einer Klasse gro¨ßer als κ(h, j) die
Antwortzeit des Spielers j nicht beeinflussen ko¨nnen. Sie werden nach der
Definition des Maschinenmodells nach Spieler j bearbeitet. Auch die Spieler
der gleichen Klasse, die nach Spieler j am Zug sind, beeinflussen die Ant-
wortzeit nicht.
Wie wir schon beschrieben haben, beginnen alle Maschinen gleichzeitig mit
der Bearbeitung der Jobs einer Klasse. Dadurch werden Leerlaufzeiten auf
den Maschinen hinzugefu¨gt. Die so hinzugefu¨gten Leerlaufzeiten auf den Ma-
schinen sollen den Effekt haben, dass ein Spieler sich alleine auf die Jobs der
gleichen Klasse, die ihm schon bekannt sind, konzentrieren kann. Wir werden
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im Folgenden eingeschra¨nkte Informationspartitionen betrachten, bei denen
der Spieler nur die anderen Jobs der eigenen Klasse kennt, die schon einen
Zug durchgefu¨hrt haben. Da nur die Last Liκ(I,j), die von den Jobs der eigenen
Klasse κ(I, j) auf Maschine i verursacht wird, fu¨r Spieler j von Bedeutung
ist, reduzieren wir die Informationen auf die Kenntnis der Last Liκ(I,j). Die
Informationspartitionen I˜1, I˜2, . . . , I˜n beschreiben diese Informationen.
I˜j := {{h ∈ Hj | ∀i ∈M : Liκ(h,j)(h) = li,
x|h|+1(h) = x} | (li) ∈ QM , x ∈ N}. (6.2)
Diese Informationspartitionen (I˜j) stellen eine Reduzierung der Informatio-
nen gegenu¨ber denen, die durch die Informationspartitionen (Ij) eines online
Scheduling-Spiels bekannt sind, dar. Die Informationspartitionen (I˜j) sind
eine gro¨bere Partitionierung der Historien (Hj) gegenu¨ber den Informations-
partitionen (Ij). Das heißt, dass es zu jeder Informationsmenge I ∈ Ij eine
Informationsmenge I˜ ∈ I˜j gibt, die diese beinhaltet (I ⊂ I˜).
Wir definieren nun bezu¨glich dieser Inklusion eine A¨quivalenzrelation. Die
Informationspartitionen I, I ′ ∈ Ij sind a¨quivalent – I ≡ I ′ – genau dann,
wenn es ein I˜ ∈ I˜j gibt, so dass I ⊂ I˜ und I ′ ⊂ I˜. Das heißt, I ≡ I ′, wenn
die Lasten auf allen Maschinen, die von den vorangegangenen Spielern aus
der gleichen Klasse verursacht wurden, identisch sind.
Wir werden im Folgenden erla¨utern, dass wir uns bei online Scheduling-
Spielen mit dem hier eingefu¨hrten Maschinenmodell und identischen Maschi-
nen auf ein Spiel mit den durch I˜1, I˜2, . . . , I˜n definierten Informationsparti-
tionen beschra¨nken ko¨nnen. Auch wenn es einsichtig erscheint, dass wir uns
auf diese Informationspartitionen konzentrieren ko¨nnen, ist dies nicht not-
wendigerweise der Fall. Es existieren Abha¨ngigkeiten zwischen den Spielern
verschiedener Klassen. Auch wenn ein Spieler der Klasse k nicht von der
Strategie eines Spielers der Klasse k′ > k beeinflusst wird, so kann er bei den
Informationspartitionen (Ij) seine Strategie in der Abha¨ngigkeit von diesem
Spieler wa¨hlen. Deswegen ko¨nnte es sein, dass eine Reduzierung der Informa-
tionen auf die Partitionen (I˜j) besonders ungu¨nstige perfekte Gleichgewichte
aus der Betrachtung entfernt.
Wir vermuten, dass wir im allgemeinen Fall die durch diese Abha¨ngigkeiten
erzeugten perfekten Gleichgewichte fu¨r die Analyse nicht betrachten mu¨ssen.
Wir werden in Satz 6.1 dies fu¨r den Fall von identischen Maschinen zeigen.
Dazu beno¨tigen wir weitere Hilfsdefinitionen. Den Beweis fu¨r Satz 6.1 ver-
schieben wir auf Kapitel 6.6.
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Sei G(Γ) die Menge aller perfekten Gleichgewichte fu¨r ein Spiel Γ und G≡(Γ)
die Menge aller perfekten Gleichgewichte von Γ, fu¨r die gilt, dass die Spieler
die gleiche Strategie fu¨r a¨quivalente Informationsmengen spielen. Das heißt,
∀φ ∈ G≡(Γ) : ∀j ∈ N : ∀I, I ′ ∈ Ij : I ≡ I ′ ⇒ φj(I, ·) = φj(I ′, ·).
Sei nun Γ = 〈N,M, (si), H, Z, (Ij), ρn, (Cj)〉 ein online Scheduling-Spiel. Γ˜ =〈
N,M, (si), H, Z, (I˜j), ρn, (Cj)
〉
ist das abgewandelte Spiel, das mit Γ bis auf
die Wahl der Informationspartitionen u¨bereinstimmt. Bei dem Spiel Γ˜ sind
diese, wie oben, durch I˜1, I˜2, . . . , I˜n definiert. Sei µ˜ das Modell dieser Spiele
Γ˜.
Die Profile aus G≡(Γ) ko¨nnen direkt auf Profile fu¨r ein Spiel Γ˜ u¨bertragen
werden. Entsprechend kann jedes Profil φ von Γ˜ als ein Profil von Γ aufge-
fasst werden, bei dem die Spieler in a¨quivalenten Spielzusta¨nden die gleiche
Strategie spielen.
Wir werden zeigen, dass wir uns auf perfekte Gleichgewichte aus der Menge
G(Γ˜) beschra¨nken ko¨nnen. Dazu mu¨ssen zwei Dinge gezeigt werden. Zum
einen muss es in Γ˜ solche perfekten Gleichgewichte geben. Das heißt, dass
die Menge G(Γ˜) nicht leer sein darf. Des Weiteren muss gezeigt werden, dass
fu¨r alle Eingaben a0 ∈ E(n) mit ρn(a0) > 0 (alle Eingaben, die von der Natur
ausgewa¨hlt werden ko¨nnen) und Zielfunktionen f ∈ {f[Cmax], f[∑Cj ]}
sup{Ef(Γ, a0, φ) | φ ∈ G(Γ)} = sup{Ef(Γ˜, a0, ψ) | ψ ∈ G(Γ˜)} (6.3)
gilt, wobei Ef(Γ′, a′0, φ
′) der erwartete Wert der Zielfunktion f bei Spiel Γ′
fu¨r Eingabe a′0 und Profil φ
′ ist. Zur Erinnerung, wir vergleichen bei dem
Preis der Anarchie und dem Koordinationsverha¨ltnis das perfekte Gleichge-
wicht, das die Zielfunktion maximiert, mit einer optimalen Strategie bzw.
einem optimalen Schedule. Das bedeutet, wenn Gleichung (6.3) erfu¨llt ist,
dann gilt direkt CR(µ, f) = CR(µ˜, f) (das Koordinationsverha¨ltnis von dem
Spielmodell µ bezu¨glich der Zielfunktion f ist identisch zu dem Koordinati-
onsverha¨ltnis von dem Spielmodell µ˜ bezu¨glich der gleichen Zielfunktion f).
Das gleiche gilt auch fu¨r den Preis der Anarchie PA(µ, f) = PA(µ˜, f). Hier
werden zwar die perfekten Gleichgewichte mit einer optimalen Strategie, die
sich an die gleichen Spielregeln halten muss wie die Spieler, verglichen, aber
der Vergleich wird immer fu¨r eine feste Eingabe durchgefu¨hrt und so werden
die optimalen Strategien immer unabha¨ngig von den Informationspartitionen
bestimmt. Siehe dazu auch Gleichungen (2.1) und (2.2) auf Seite 33.
Der folgende Satz fasst die Aussagen zusammen und besagt, dass jedes Spiel
Γ˜ des Modells µ˜ mindestens ein perfektes Gleichgewicht besitzt.
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Satz 6.1. Seien µ und µ˜ Modelle, wie oben beschrieben, und sei n ∈ N
beliebig, aber fest gewa¨hlt. Dann gilt fu¨r Γ = µ(n) und Γ˜ = µ˜(n):
• G(Γ) 6= ∅, G≡(Γ) 6= ∅, G(Γ˜) 6= ∅,
• jedes perfekte Gleichgewicht φ ∈ G(Γ˜) ist auch ein perfektes Gleichge-
wicht von Γ (φ ∈ G(Γ)) und
• fu¨r identische Maschinen – ∀i ∈ M : si = 1 –, jede Zielfunktion f ∈
{f[Cmax], f[∑Cj ]} und jede Eingabe a0 ∈ E(n) mit ρn(a0) > 0 gilt
sup{Ef(Γ, a0, φ) | φ ∈ G(Γ)} = sup{Ef(Γ, a0, φ) | φ ∈ G≡(Γ)}
und
sup{Ef(Γ, a0, φ) | φ ∈ G≡(Γ)} = sup{Ef(Γ˜, a0, φ) | φ ∈ G(Γ˜)}.
Wir werden uns nun auf Spiele konzentrieren, die eine eingeschra¨nkte Infor-
mationspartition, wie in Gleichung (6.2), besitzen. In den Kapiteln 6.3 bis
6.5 werden wir diese Spiele analysieren. Danach pra¨sentieren wir in Kapitel
6.6 den Beweis von Satz 6.1. Fu¨r die in den Kapitel 6.3 bis 6.5 durchgefu¨hrte
Analyse wird nicht beno¨tigt, dass Satz 6.1 gu¨ltig ist. Im Gegenteil, wir wer-
den Lemmata, die wir in Kapitel 6.3 beweisen, zum Beweis von Satz 6.1
verwenden.
Wir werden im Folgenden das Spielmodell µ˜ betrachten. Das heißt, das Mo-
dell µ˜ ist so definiert, dass fu¨r jede Anzahl an Spielern n ∈ N und das
dazugeho¨rige Scheduling-Spiel Γ˜ = 〈N,M, (si), H, Z, (Ij), ρn, (Cj)〉 = µ˜(n)
I˜j := {{h ∈ Hj | ∀i ∈M : Liκ(h,j)(h) = li, x|h|+1(h) = x} | (li) ∈ QM , x ∈ N}
gilt. Dies entspricht der Definition der Informationspartitionen aus Gleichung
(6.2).
Als Maschinenmodell verwenden wir das am Anfang dieses Kapitels beschrie-
bene Modell, bei dem die Jobs klassenweise bearbeitet werden. Wir wiederho-
len der Vollsta¨ndigkeit wegen hier nochmals die Definition des Anfang dieses
Kapitels beschriebenen Maschinenmodells. Formal ist es durch
Cj(h) :=
{
Pref(h, j) + Suff(h, j, l), falls ∃l : 1 ≤ l ≤ |h0| mit pl(h0) = j
0, sonst
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mit
Pref(h, j) :=
κ(h,j)−1∑
k=0
max
i∈M
 ∑
p∈N ik(h)
xp(h)
si
 und
Suff(h, j, l) :=
∑
p∈Nhl
κ(I,j)
(h),p≤l
xp(h)
shl
definiert.
6.3 Perfekte Gleichgewichte
Wir werden im Folgenden zeigen, dass in einem perfekten Gleichgewicht die
Spieler eine Strategie auswa¨hlen, die der List Scheduling Algorithmus aus-
gewa¨hlt ha¨tte, wenn man dem Algorithmus nur die Jobs der gleichen Klasse
pra¨sentiert ha¨tte. Das bedeutet, ein Spieler wa¨hlt nur solche Maschinen aus,
die die Last der Jobs der eigenen Klasse minimieren.
Nach der Definition der Informationsmengen (I˜j) wa¨hlt jeder Spieler eine
Strategie nur abha¨ngig von den vorangegangenen Jobs der eigenen Klasse
aus. Das bedeutet insbesondere, dass ein Zug eines Spielers der Klasse k nicht
die Strategie eines anderen Spielers der Klasse 6= k beeinflusst. Daraus folgt,
dass der Zeitpunkt, an dem die Maschinen beginnen die Jobs einer Klasse k
zu bearbeiten, nicht von dem Zug eines Spielers der Klasse k abha¨ngt. Damit
erhalten wir direkt folgendes Lemma:
Lemma 6.1. Seien n ∈ N, Γ˜ = µ˜(n), ein Spieler j ∈ N , eine Informations-
menge I ∈ I˜j und ein Profil φ von Γ beliebig gegeben. Dann gilt
∀i, i′ ∈M : Eφ[Pref(·, j)|YI,i] = Eφ[Pref(·, j)|YI,i′ ],
wobei YI,i die Menge aller terminalen Historien ist, die einen Pra¨fix in I
haben und bei denen der Spieler p|I|+1(I), der in I seinen Zug durchfu¨hrt,
die Maschine i gewa¨hlt hat. Das heißt,
YI,i := {h ∈ Z | h|I| ∈ I, h|I|+1 = i}.
Die Definition von Suff(h, j, l) entspricht gerade der Definition des Maschi-
nenmodells aus Kapitel 5 eingeschra¨nkt auf eine einzelne Klasse. Damit er-
halten wir aus den Lemmata 5.1, 5.2 und 6.1 folgendes Lemma:
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Lemma 6.2. Fu¨r jedes n ∈ N, Spiel Γ˜ = µ˜(n) und perfekte Gleichgewicht
φ ∈ G(Γ˜) gilt, dass jeder Schedule der durch eine terminale Historie h ∈
Z, die bei Profil φ erreicht wird ( Prφ[h] > 0), erzeugt wird, auch durch
die Anwendung des List Scheduling Algorithmus auf die einzelnen Klassen
erzeugt ha¨tte werden ko¨nnen.
Zudem besitzt das Spiel mindestens ein perfektes Gleichgewicht. Das bedeutet,
G(Γ˜) 6= ∅.
Anders ausgedru¨ckt, besagt das Lemma, dass ein Spieler sich in einem per-
fekten Gleichgewicht an die Strategie des List Scheduling Algorithmus ein-
geschra¨nkt auf die eigene Klasse ha¨lt.
Lemma 6.2 erleichtert uns nun die Analyse der Spiele des Modells µ˜. Wir
mu¨ssen nicht perfekte Gleichgewichte betrachten, sondern ko¨nnen stattdes-
sen eine klassenweise Verteilung durch den List Scheduling Algorithmus ana-
lysieren.
6.4 Zielfunktion f[
∑
Cj ]
Wir werden folgenden Satz in diesem Abschnitt beweisen.
Satz 6.2.
PA(µ˜, f[∑Cj ]) ≤ 16s
2
max
s2min
+ 10
smax
smin
+ 1,
wobei smax die Geschwindigkeit der schnellsten und smin die Geschwindigkeit
der langsamsten Maschine ist.
Beweis. Seien im Folgenden n ∈ N, Spiel Γ˜ =
〈
N,M, (si), (Cj), ρn, (I˜j)
〉
=
µ˜(n), Eingabe a0 ∈ E(n) mit ρn(a0) > 0 und ein perfektes Gleichgewicht φ
von Γ˜ beliebig, aber fest gewa¨hlt.
Weiterhin wa¨hlen wir ein h ∈ Z mit Prρn,φ[h] > 0 und h0 = a0 beliebig,
aber fest. Das heißt, h ist eine terminale Historie, die als Eingabe a0 besitzt
und, falls die Spieler das Profil φ spielen, mit Wahrscheinlichkeit gro¨ßer Null
erreicht wird.
Wir beno¨tigen noch weitere Hilfsdefinitionen. Sei dazu ein Zeitpunkt t ∈ R
gegeben. Hierbei ist t = 0 der Zeitpunkt, an dem die Maschinen mit der
Bearbeitung der Jobs beginnen.
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δ(t)
C5(h) C7(h) C4(h)C2(h)0 t
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C3(h)
Abbildung 6.1: Die Funktion δ(t)
• δ(t): δ(t) ist die Anzahl der aktiven Jobs zu einem Zeitpunkt t in dem
Spiel Γ, falls das Spiel in der terminalen Historie h endet. Ein Job ist
aktiv, falls er noch nicht bearbeitet wurde oder gerade bearbeitet wird.
Das heißt, der Job des Spielers j ist in Zeitintervall [0, Cj(h)) aktiv.
Die Abbildung 6.1 beschreibt diese Funktion.
Entsprechend ist δk(t) die Anzahl der aktiven Jobs der Klasse k ∈ N0
zum Zeitpunkt t und δik(t) ist die Anzahl der aktiven Jobs der Klasse
k ∈ N0 auf Maschine i zum Zeitpunkt t.
Mit δii
′
k (t) bezeichnen wir die Differenz der Anzahl der aktiven Jobs der
Klasse k auf den Maschinen i und i′. Das heißt, δii
′
k (t) := |δik(t)−δi′k (t)|.
• Ri(t): Ri(t) ist die Restbearbeitungszeit zum Zeitpunkt t auf der Ma-
schine i. Dies ist die Zeit, die die Maschine i noch beno¨tigt, um alle
Jobs fertig zu stellen. Wir definieren analog zu δ(t) auch Rik(t) und
Rii
′
k (t).
• Wir erweitern die Definition fu¨r Lik(h), wie bei δ(t) und Ri(t), um
Lii
′
k (h) fu¨r den Unterschied der Last auf den Maschinen i und i
′. Das
heißt,
Lii
′
k (h) := |Lik(h)− Li
′
k (h)|.
Betrachten wir nun die Definition von aktiven Jobs. Ein Job ist zum Zeit-
punkt t aktiv, falls t ∈ [0, Cj(h)). Wir ko¨nnen nun die Antwortzeit umschrei-
ben. Sei dazu ∆j(t) die Funktion, die im Intervall [0, Cj(h)) Eins ist und
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ansonsten Null. Dann gilt nach Definition∫
R≥0
∆j(t)dt = Cj(h).
Weiterhin gilt nach Definition von ∆j(t) und δ(t), dass
δ(t) =
∑
j∈N
∆j(t).
Wir ko¨nnen dies nun verwenden, um die Zielfunktion f[∑Cj ] umzuschreiben
f[
∑
Cj ](C(h)) =
∑
j∈N
Cj(h) =
∑
j∈N
∫
R≥0
∆j(t)dt =
∫
R≥0
δ(t)dt.
Dies wird uns helfen den Preis der Anarchie fu¨r die Zielfunktion f[∑Cj ] ab-
zuscha¨tzen, da wir die Funktion δ(t) bzw. die Funktionen δk(t) abscha¨tzen
ko¨nnen.
Sei dazu xmax die Gro¨ße des gro¨ßten Jobs in a0. Sei weiterhin kmax die Klasse
von xmax. Nach Definition der Klasse heißt dies, dass 2
kmax ≤ xmax < 2kmax+1
und damit kmax ≤ log xmax < kmax + 1.
Sei Tk das Zeitintervall, in dem die Jobs von Klasse k bearbeitet werden.
Des Weiteren zerlegen wir das Intervall Tk in zwei Teile: T˜k und T k. T˜k ist
der Teil von Tk, in dem alle Maschinen arbeiten. T k ist der Teil von Tk,
in dem mindestens eine Maschine keinen weiteren Job der Klasse k mehr
bearbeiten muss. Fu¨r alle Klassen k, fu¨r die es in der Eingabe a0 keinen Job
gibt, definieren wir Tk := ∅.
Da δ(t) die Anzahl der aktiven Jobs ist, gilt fu¨r alle t 6∈ T := T0 ∪ T1 ∪ · · · ∪
Tkmax , dass δ(t) = 0. Das bedeutet, anstelle von ganz R≥0 reicht es aus, das
Intervall T zu betrachten.
Nach dieser Definition gilt fu¨r alle k 6= k′: Tk ∩ Tk′ = ∅. Das heißt, wir haben
eine Partition der Zeit, in der Jobs bearbeitet werden, durch T0, T1, . . . , Tkmax
definiert.
Wir teilen nun das Integral auf die Klassenbestandteile auf und scha¨tzen
diese fu¨r jede Klasse einzeln ab.∫
R≥0
δ(t)dt =
kmax∑
k=0
∫
T
δk(t)dt.
Sei nun k ∈ N0 fest gewa¨hlt. Wir zerlegen das Intervall T in
T<k =
⋃
k′<k
Tk′ , T˜k, T k und T>k =
⋃
k′>k
Tk′ .
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Da im Intervall Tk alle Jobs der Klasse k abgearbeitet werden, gilt fu¨r alle
t ∈ T>k, dass δk(t) = 0.
Bevor wir mit dem Beweis von diesem Satz fortfahren, werden wir verschie-
dene Lemmata aufstellen und beweisen. Mit Hilfe dieser Lemmata erhalten
wir obere Schranken fu¨r δik(t) fu¨r die drei Zeitabschnitte T<k, T˜ und T . Die
folgende Liste gibt einen U¨berblick u¨ber die verwendeten Lemmata und deren
Zusammenhang.
• Als erstes erhalten wir mit Lemma 6.3 eine obere Schranke fu¨r den
Unterschied der Last Lii
′
k (h), die von den Jobs der Klasse k auf den
Maschinen i und i′ verursacht wird. Daraus kann man direkt eine obere
Schranke fu¨r Rii
′
k (t) ableiten. Diese obere Schranke wird mehrfach fu¨r
die eigentlichen Abscha¨tzungen beno¨tigt.
• Lemma 6.4 gibt uns eine obere Schrank fu¨r δik(t) fu¨r den Zeitabschnitt
T k.
• Das Lemma 6.5 wird im folgenden Verlauf fu¨r die weiteren Lemmata
beno¨tigt. Es gibt eine obere Schranke fu¨r die Leerlaufzeit der Maschinen
an.
• Mit Hilfe von Lemma 6.5 erhalten wir in den Lemmata 6.6, 6.7 und 6.8
eine Abscha¨tzung fu¨r ∆Rik(t) fu¨r die Zeitabschnitte T<k und T˜k. ∆Rik(t)
ist der Unterschied zwischen der Restbearbeitungszeit in der terminalen
Historie h und einer terminalen Historie hOPT, die eine optimale Lo¨sung
bezu¨glich f[∑Cj ] darstellt.
• Aus der oberen Schranke von ∆Rik(t) leiten wir in Lemma 6.9 eine
obere Schranke fu¨r δik(t) fu¨r die Zeitabschnitte T<k und T˜k her.
• Wir werden des Weiteren wegen der von uns bewiesenen oberen Schran-
ken von δik(t) eine obere Schranke fu¨r
∫
T<k∪Tk 1dt beno¨tigen. Diese liefert
uns Lemma 6.11.
• Nachdem wir diese Lemmata formal aufgestellt und bewiesen haben,
werden wir den Beweis des Satzes 6.2 fortsetzen und die oberen Schran-
ken fu¨r δik(t) aus den Lemmata 6.4 und 6.9 verwenden, um die Be-
schra¨nkung des Preises der Anarchie zu beweisen.
Der Beweis von Satz 6.2 wird spa¨ter fortgesetzt. 
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Aus Lemma 6.2 ko¨nnen wir nun folgendes Lemma ableiten. Dies werden wir
im Folgenden mehrfach beno¨tigen. Es gibt uns eine obere Schranke fu¨r den
Unterschied der klasseninternen Last zweier Maschinen.
Lemma 6.3. Fu¨r alle Maschinen i 6= i′ gilt
Lii
′
k (h) <
2k+1
smin
,
wobei smin die Geschwindigkeit der langsamsten Maschine ist.
Beweis. Fu¨r den Beweis dieser Ungleichung betrachte man den letzten Job
jik(h) aus Klasse k, der auf Maschine i in h gesetzt wurde. Sei I
i
k(h) die
dazugeho¨rige Informationsmenge, in der dieser Job auf die Maschine gesetzt
wird. Nach Definition folgt
Lik(h) = L
i
k(I
i
k(h)) +
x|Iik(h)|+1(I
i
k(h))
si
. (6.4)
Da nach Job jik(h) noch weitere Jobs der Klasse k auf Maschine i
′ verteilt
werden ko¨nnen, gilt fu¨r die von uns zu Anfang beliebig, aber fest gewa¨hlte
terminale Historie h ∈ Z
Li
′
k (h) ≥ Li
′
k (I
i
k(h)). (6.5)
Da φ ein perfektes Gleichgewicht ist, folgt aus Lemma 6.2 (jedes perfekte
Gleichgewicht kann von dem List Scheduling Algorithmus erzeugt werden)
Lik(I
i
k(h)) +
x|Iik(h)|+1(I
i
k(h))
si
≤ Li′k (I ik(h)) +
x|Iik(h)|+1(I
i
k(h))
si′
.
Wir kombinieren nun diese Ungleichung mit der Gleichung (6.4), der Un-
gleichung (6.5) und der Tatsache, dass x|Iik(h)|+1(I) < 2
k+1 (jik(h) ist aus der
Klasse k) und smin ≤ si′ gelten, und erhalten
Lik(h) = L
i
k(I
i
k(h)) +
x|Iik(h)|+1(I
i
k(h))
si
≤ Li′k (I ik(h)) +
x|Iik(h)|+1(I
i
k(h))
si′
≤ Li′k (h) +
x|Iik(h)|+1(I
i
k(h))
si′
< Li
′
k (h) +
2k+1
smin
.
78 KAPITEL 6. PRIORISIERUNG DER JOBS
Wir ko¨nnen das Gleiche mit vertauschten Rollen von i und i′ wiederholen
und erhalten dann
Li
′
k (h) < L
i
k(h) +
2k+1
smin
.
Somit gilt
Lii
′
k (h) <
2k+1
smin
.

Jede Maschine fa¨ngt gleichzeitig an, die Jobs der Klasse k zu bearbeiten.
Das heißt, dass auf jedem Maschinenpaar die Restbearbeitungszeit sich ma-
ximal um den Unterschied in der Gesamtlast unterscheidet. Das heißt, eine
Folgerung aus Lemma 6.3 ist
∀t ∈ R≥0 : Rii′k (t) <
2k+1
smin
. (6.6)
Wir beginnen nun, den Zeitraum T k zu analysieren und eine Abscha¨tzung fu¨r
δk(t) herzuleiten. T k ist der Zeitabschnitt in dem Jobs der Klasse k bearbeitet
werden, aber mindestens eine Maschine alle ihre zugewiesenen Jobs dieser
Klasse bereits fertiggestellt hat. Dazu betrachten wir jede Maschine getrennt
voneinander und bestimmen eine Abscha¨tzung fu¨r δik(t).
Lemma 6.4. Fu¨r alle t ∈ T k gilt
δik(t) < 2
smax
smin
+ 1,
wobei smax die Geschwindigkeit der schnellsten und smin die Geschwindigkeit
der langsamsten Maschine ist.
Beweis. Da t ∈ T k gilt, existiert eine Maschine i ∈ M mit Rik(t) = 0. Nach
Lemma 6.3 und Gleichung (6.6) gilt aber fu¨r alle i′ 6= i, dass
Rii
′
k (t) <
2k+1
smin
und damit Ri
′
k (t) <
2k+1
smin
.
Da alle Jobs der Klasse k mindestens eine Gro¨ße 2k haben und die schnellste
Maschine die Geschwindigkeit smax hat, braucht die Maschine i
′ mindestens
2k/smax Zeiteinheiten fu¨r jeden noch zu bearbeitenden Job. Maschine i
′ hat
zudem maximal einen Job, der zum Zeitpunkt t schon teilweise bearbeitet
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und noch nicht fertiggestellt wurde. Daraus folgt, dass wa¨hrend der Restbe-
arbeitungszeit Ri
′
k (t) maximal
δi
′
k (t) ≤
Ri
′
k (t)
2k
smax
+ 1
Jobs auf der Maschine i′ aus der Klasse k noch fertiggestellt werden ko¨nnen.
Wir setzen fu¨r Ri
′
k (t) obige obere Schranke ein und erhalten
δi
′
k (t) <
2k+1
2k
smax
smin
+ 1 = 2
smax
smin
+ 1.

Bevor wir die Zeitabschnitte T˜k und T<k betrachten, fu¨hren wir folgendes
Lemma ein, das uns eine obere Schranke der Leerlaufzeit LLik der Maschine
i in dem Zeitintervall Tk bestimmt. Dieses Lemma wird spa¨ter mehrfach
beno¨tigt.
Lemma 6.5.
LLik <
2k+1
smin
.
Beweis. Wir zeigen die obere Schranke, indem wir beweisen, dass dies fu¨r
die Maschine i ∈ M gilt, deren Leerlaufzeit am gro¨ßten ist. Das heißt, das
Maschine i nach der Definition von T k zum Zeitpunkt t = min T k aufho¨rt,
Jobs der Klasse k zu bearbeiten. Sei i′ die Maschine, die als letztes einen
Job der Klasse k bearbeitet. Die Leerlaufzeit der Maschine i wird gerade
durch diese Maschine i′ bestimmt, da erst mit der Bearbeitung der Jobs der
na¨chsten Klasse begonnen wird, wenn i′ alle Jobs fertiggestellt hat. Nach
Gleichung (6.6) gilt fu¨r alle t′ ∈ R≥0
Rii
′
k (t
′) <
2k+1
smin
.
Das heißt, Rii
′
k (t) < 2
k+1/smin. Da nach Definition R
i
k(t) = 0 gilt, folgt
Ri
′
k (t) < 2
k+1/smin und R
i′
k (t) ist gerade die Leerlaufzeit von Maschine i
und es folgt LLik < 2
k+1/smin. Da alle anderen Maschinen i
′′ ∈ M nicht vor
Maschine i mit der Bearbeitung von Jobs der Klasse k fertig sind, gilt fu¨r
alle Maschinen i′′ ∈M
LLi
′′
k <
2k+1
smin
und somit ist das Lemma bewiesen. 
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Bevor wir nun Lemma 6.5 anwenden, beno¨tigen wir ein weiteres Lemma und
eine weitere Hilfsdefinition. Betrachten wir das Intervall T˜k := Tk \ T k. Das
heißt, T˜k ist der Zeitraum, in dem alle Maschinen Jobs der Klasse k bearbei-
ten. Definieren wir dazu mit ∆Ri(t) = Ri(t)− Ri,OPT(t) den Unterschied in
der Restbearbeitungszeit auf Maschine i zwischen dem Schedule, der durch
h repra¨sentiert wird, und dem Schedule einer terminalen Historie hOPT ∈ Z
mit hOPT0 = a0, die f[
∑
Cj ] minimiert. Wir betrachten in Satz 6.2, den wir
gerade beweisen wollen, den Preis der Anarchie, bei dem wir die perfekten
Gleichgewichte nicht mit beliebigen Schedules vergleichen, sondern mit belie-
bigen Strategien. Das heißt, dass der daraus resultierende Schedule durch das
gleiche Maschinenmodell eingeschra¨nkt wird, durch das auch die Spieler ein-
geschra¨nkt werden. So entsteht auch in hOPT Leerlauf auf den Maschinen, da
alle Maschinen warten, bis die anderen die Jobs einer Klasse fertig bearbei-
tet haben, bevor diese beginnen die Jobs der na¨chsten Klasse abzuarbeiten.
Entsprechend sind ∆Rik(t) und ∆R
ii′
k (t) definiert. Wir werden nun eine obere
Schranke fu¨r ∆Rik(t) bestimmen. Dazu zeigen wir in dem folgenden leicht zu
beweisenden Lemma, dass wir uns auf den Zeitpunkt, an dem wir beginnen
Jobs der Klasse k zu bearbeiten, konzentrieren ko¨nnen.
Lemma 6.6. Angenommen T˜k 6= ∅. Sei tk = min Tk der erste Zeitpunkt, zu
dem ein Job aus der Klasse k bearbeitet wird. Dann gilt fu¨r alle t ∈ T˜k und
i ∈M
∆Rik(t) ≤ ∆Rik(tk).
Beweis. Sei i ∈ M fest, aber beliebig, gewa¨hlt. Es gilt min Tk = min T˜k, da
nach Voraussetzung am Anfang des Intervalls, in dem die Jobs der Klasse
k bearbeitet werden, alle Maschinen arbeiten. Das heißt, dass tk ≤ t. Zum
Zeitpunkt tk gilt weiterhin R
i
k(tk) = L
i
k(h), da noch kein Job der Klasse k be-
arbeitet wurde. Dabei ist h die terminale Historie, die wir gerade betrachten
und Lik(h) entspricht der gesamten Last aller Jobs der Klasse k auf Maschine
i. Wa¨hrend des ganzen Intervalls T˜k werden von allen Maschinen nur Jobs
der Klasse k bearbeitet. Das heißt, dass ein optimaler Algorithmus auch kei-
nen gro¨ßeren Anteil von Jobs der Klasse k abarbeiten kann. Damit folgt die
Behauptung. 
Zur Bestimmung einer oberen Schranke fu¨r ∆Rik(t) mit t ∈ T˜k genu¨gt es dem-
nach, eine obere Schranke fu¨r ∆Rik(tk) zu finden. Wir wenden nun Lemma
6.5 an, um eine solche obere Schranke fu¨r ∆Rik(tk) herzuleiten.
Lemma 6.7. Fu¨r alle t ∈ T˜k und i ∈M gilt
∆Rik(t) <
2k+2
smin
.
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Beweis. Wegen Lemma 6.6 reicht es zu zeigen, dass
∆Rik(tk) <
2k+2
smin
.
In der optimalen Lo¨sung hOPT muss fu¨r jede Klasse k′ mindestens die Zeit
|T˜k′ | aufgebracht werden, um alle Jobs aus dieser Klasse zu bearbeiten. Das
liegt daran, dass in h zu jedem Zeitpunkt t ∈ T˜k′ alle Maschinen einen Job
der Klasse k′ bearbeiten.
Das heißt, dass die optimale Lo¨sung ho¨chstens die Leerlaufzeiten der Maschi-
nen einsparen kann, bis Jobs der Klasse k bearbeitet werden. Dies entspricht
gerade
k−1∑
k′=0
|T k′ | =
k−1∑
k′=0
max
i′∈M
LLi
′
k′ .
Zudem ko¨nnten die Maschinen die Jobs der Klasse k in der optimalen Lo¨sung
hOPT schneller bearbeiten, als in der durch ein perfektes Gleichgewicht gene-
rierten Lo¨sung h. Diese Zeitersparnis ist aus den gleichen Gru¨nden durch die
Leerlaufzeiten wa¨hrend der Bearbeitung der Jobs der Klasse k beschra¨nkt.
Das heißt, wir haben insgesamt eine Zeitersparnis fu¨r die Bearbeitung der
Klasse k bei der optimalen Lo¨sung hOPT von
∆Rik(tk) ≤
k−1∑
k′=0
|T k′ |+ |T k| =
k∑
k′=0
|T k′| =
k∑
k′=0
max
i′∈M
LLi
′
k′
(nach Lemma 6.5) <
k∑
k′=0
2k
′+1
smin
≤ 2
k+2
smin
und damit ist das Lemma bewiesen. 
Wir betrachten nun t ∈ T<k = T0 ∪ T1 ∪ · · · ∪ Tk−1. ∆Rik(t) kann nicht
gro¨ßer als ∆Rik(tk) sein, da ansonsten zu einem Zeitpunkt t < t
′ < tk in
dem Schedule, der durch h gegeben ist, eine Maschine einen Job der Klasse
k bearbeiten mu¨sste. tk ist allerdings der fru¨heste Zeitpunkt, an dem ein
solcher Job bearbeitet wird. Damit erhalten wir folgende Abwandlung des
obigen Lemmas.
Lemma 6.8. Fu¨r alle t ∈ T<k ∪ T˜k und i ∈M gilt
∆Rik(t) <
2k+2
smin
.
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Dies verwenden wir, um im Folgenden die Anzahl an aktiven Jobs zum Zeit-
punkt t ∈ T<k ∪ T˜k abzuscha¨tzen. Mittels dieses und Lemma 6.4 ko¨nnen wir
dann f[∑Cj ](C(h)) abscha¨tzen.
Lemma 6.9. Fu¨r alle t ∈ T<k ∪ T˜k und i ∈M gilt
δik(t) < 2
smax
smin
(
2 + δOPT,ik (t)
)
+ 1,
wobei δOPT,ik (t) die Anzahl der aktiven Jobs auf Maschine i bei dem von der
optimalen Strategie hOPT induzierten Schedule zum Zeitpunkt t ist.
Beweis. Jeder Job der Klasse k beno¨tigt mindestens die Zeit 2k/smax, um
bearbeitet zu werden, da 2k die kleinste Jobgro¨ße der Jobs in Klasse k und
smax die Geschwindigkeit der schnellsten Maschine ist. Da es zum Zeitpunkt
t maximal einen Job gibt, der schon teilweise bearbeitet wurde, erhalten wir
folgende Abscha¨tzung fu¨r δik(t):
δik(t) ≤
smax
2k
Rik(t) + 1.
Sei ROPT,ik (t) die Restbearbeitungszeit der Jobs der Klasse k auf Maschi-
ne i bei dem gewa¨hlten optimalen Schedule hOPT. Wir setzen nun Rik(t) =
∆Rik(t) +R
OPT,i
k (t) in der Gleichung ein und erhalten
δik(t) ≤
smax
2k
Rik(t) + 1 ≤
smax
2k
(
∆Rik(t) +R
OPT,i
k (t)
)
+ 1.
Wir wenden nun Lemma 6.8 an und erhalten
δik(t) <
smax
smin
2k+2
2k
+
smax
2k
ROPT,ik (t) + 1 = 4
smax
smin
+
smax
2k
ROPT,ik (t) + 1. (6.7)
Betrachten wir nun ROPT,ik (t). Da nach der Definition der Klassen jeder Job
der Klasse k ho¨chstens eine Gro¨ße 2k+1 hat, mu¨ssen in dem durch hOPT
implizit festgelegten Schedule auf Maschine i mindestens ROPT,ik (t) · si/2k+1
Jobs bearbeitet. Damit erhalten wir
δOPT,ik (t) ≥ ROPT,ik (t)
si
2k+1
≥ ROPT,ik (t)
smin
2k+1
⇔
ROPT,ik (t) ≤ δOPT,ik (t)
2k+1
smin
.
Wir setzen nun dies fu¨r ROPT,ik (t) in Gleichung (6.7) ein und erhalten
δik(t) < 4
smax
smin
+ 2
smax
smin
δOPT,ik (t) + 1 = 2
smax
smin
(
2 + δOPT,ik (t)
)
+ 1.

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Fortsetzung des Beweises von Satz 6.2. Wir verwenden nun die oberen
Schranken aus den Lemmata, um fu¨r die drei verbliebenen Intervalle T<k,
T˜k und T k das Integral abzuscha¨tzen. Sei dazu Mk ⊆ M die Menge der ak-
tiven Maschinen fu¨r Klasse k. Das heißt, i ∈ Mk genau dann, wenn es einen
Job der Klasse k gibt, der auf Maschine i in h platziert wurde. Das heißt,
dass Mk = M ist, falls T˜k 6= ∅.
Beginnen wir mit T<k und T˜k. Fu¨r beide erhalten wir die gleiche Abscha¨tzung
aus Lemma 6.9. Sei nun T ′ := T<k ∪ T˜k.
∫
T ′
δk(t)dt =
∑
i∈Mk
∫
T ′
δik(t)dt
(nach Lemma 6.9) <
∑
i∈Mk
∫
T ′
(
2
smax
smin
(
2 + δOPT,ik (t)
)
+ 1
)
dt
=
∑
i∈Mk
∫
T ′
(
4
smax
smin
+ 1 + 2
smax
smin
δOPT,ik (t)
)
dt.
Wir teilen nun das Integral in zwei Teile auf. Einen Teil, der δOPT,ik beinhaltet,
und einen ohne δOPT,ik .∫
T ′
δk(t)dt =
∑
i∈Mk
∫
T ′
(
4
smax
smin
+ 1 + 2
smax
smin
δOPT,ik (t)
)
dt
=
∑
i∈Mk
∫
T ′
(
1 + 4
smax
smin
)
dt+
∑
i∈Mk
∫
T ′
2
smax
smin
δOPT,ik (t)dt
=
∑
i∈Mk
∫
T ′
(
1 + 4
smax
smin
)
dt+
∫
T ′
∑
i∈Mk
2
smax
smin
δOPT,ik (t)dt
(da Mk ⊆M) ≤
∑
i∈Mk
∫
T ′
(
1 + 4
smax
smin
)
dt+
∫
T ′
∑
i∈M
2
smax
smin
δOPT,ik (t)dt
=
∑
i∈Mk
∫
T ′
(
1 + 4
smax
smin
)
dt+
∫
T ′
2
smax
smin
δOPTk (t)dt. (6.8)
Fu¨r den Zeitabschnitt T k verwenden wir Lemma 6.4. Nach diesem Lemma
gilt fu¨r alle t ∈ T k
δik(t) < 2
smax
smin
+ 1.
Wir setzen dies nun in
∫
T k δk(t)dt ein. Dazu teilen wir die Funktion δk(t)
bezu¨glich der Maschinen auf. Hierbei mu¨ssen wir nur Maschinen betrachten,
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die auch Jobs der Klasse k bearbeiten, denn fu¨r alle i 6∈ Mk und t ∈ R≥0
gilt, dass δik(t) = 0 und damit
∫
R≥0
δik(t)dt = 0. Somit erhalten wir fu¨r das
Intervall Tk: ∫
T k
δk(t)dt =
∑
i∈Mk
∫
T k
δik(t)dt
(nach Lemma 6.4) <
∑
i∈Mk
∫
T k
(
2
smax
smin
+ 1
)
dt
≤
∑
i∈Mk
∫
T k
(
4
smax
smin
+ 1
)
dt. (6.9)
Das heißt, wenn wir die Gleichungen (6.8) und (6.9) einsetzen, erhalten wir
insgesamt fu¨r die durchschnittliche Antwortzeit bezu¨glich der Klasse k ∈ N0
f[
∑
Cj ](C(h)) =
∫
T
δk(t)dt
=
∫
T<k
δk(t)dt+
∫
T˜k
δk(t)dt+
∫
T k
δk(t)dt
<
∑
i∈Mk
∫
T<k∪Tk
(
4
smax
smin
+ 1
)
dt+
∫
T<k∪T˜k
2
smax
smin
δOPTk (t)dt.
(6.10)
Es fehlt nur noch, den ersten Teil∑
i∈Mk
∫
T<k∪Tk
(
4
smax
smin
+ 1
)
dt
abzuscha¨tzen, da wir fu¨r den zweiten Teil direkt aus der Definition von
δOPTk (t) ∫
T<k∪T˜k
2
smax
smin
δOPTk (t)dt = 2
smax
smin
[
f[
∑
Cj ]
]OPT
k
erhalten, wobei
[
f[
∑
Cj ]
]OPT
k
die Summe der Antwortzeiten aller Jobs der
Klasse k in der optimalen Lo¨sung hOPT ist. Fu¨r die Abscha¨tzung des er-
sten Teils verwenden wir Lemma 6.11. Es liefert eine obere Schranke fu¨r∫
T<k∪Tk 1dt. Wir werden nun zuerst dieses Lemma formulieren und dann be-
weisen, bevor wir mit dem Beweis von Satz 6.2 fortfahren. 
Fu¨r die formale Definition von Lemma 6.11 beno¨tigen wir weitere Hilfsdefi-
nitionen und das Lemma 6.10.
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Sei j ∈ Nk(h) ein Spieler mit einem Job der Klasse k, dessen Bearbeitung
in der optimalen Lo¨sung hOPT zum Zeitpunkt tj := Cj(h
OPT) endet. Zudem
habe der Job die Eigenschaft, dass zum Zeitpunkt tj mindestens eine Maschi-
ne in der optimalen Lo¨sung keinen Job der Klasse k bearbeitet oder gerade
aufgeho¨rt hat, Jobs dieser Klasse zu bearbeiten. Das heißt, falls in dem durch
hOPT definierten Schedule fu¨r die Bearbeitung der Jobs der Klasse k die Ma-
schinen M ′k verwendet werden, so gibt es mindestens |M ′k| Jobs mit dieser
Eigenschaft. Denn der letzte Job j jeder Maschine i ∈ M ′k besitzt gerade
diese Eigenschaft, dass es mindestens eine Maschine gibt, die zum Zeitpunkt
tj keinen weiteren Job der Klasse k bearbeitet. Sei nun N˜k die Menge aller
Jobs j ∈ Nk(hOPT) mit dieser Eigenschaft.
Wir zeigen nun folgendes Lemma, das uns garantiert, dass es mindestens
|Mk| Jobs mit dieser Eigenschaft gibt.
Lemma 6.10. |N˜k| ≥ |Mk|.
Beweis. Nehmen wir an, es gelte |N˜k| < |Mk|. Sei, wie oben, M ′k die Menge
aller Maschinen, die in der optimalen Lo¨sung hOPT zur Bearbeitung von
Jobs der Klasse k verwendet werden. Wie wir oben erla¨utert haben, gibt
es mindestens |M ′k| Jobs mit dieser Eigenschaft. Das heißt, es muss |M ′k| ≤
|N˜k| < |Mk| gelten. Das bedeutet aber, dass |M ′k| < |M | und damit ist immer
eine Maschine unbenutzt und somit gilt N˜k = Nk(h
OPT) = Nk(h). Da aber
jeder Maschine aus Mk mindestens ein Job aus Nk(h) in h zugewiesen ist,
folgt |Mk| ≤ |Nk(h)|. Damit haben wir
|Nk(h)| = |N˜k| < |Mk| ≤ |Nk(h)|
und das ist ein Widerspruch und zeigt das Lemma. 
Mit Hilfe von Lemma 6.10 zeigen wir nun folgendes Lemma, dass uns eine
Abscha¨tzung fu¨r
∫
T<k∪Tk 1dt liefert.
Lemma 6.11. Fu¨r alle Jobs j ∈ N˜k gilt∫
T<k∪Tk
1dt <
(
4
smax
smin
+ 1
)
Cj(h
OPT).
Beweis. Betrachten wir nun einen Job j ∈ N˜k. Nach der Definition von N˜k
gibt es zum Zeitpunkt tj = Cj(h
OPT) mindestens eine Maschine, die keine
weiteren Jobs bearbeitet. Wie wir in dem Beweis von Lemma 6.7 gesehen
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haben, werden die Maschinen in dem durch die optimale Strategie hOPT in-
duzierten Schedule ho¨chstens um die Leerlaufzeiten der Maschinen in dem
durch das perfekte Gleichgewicht induzierten Schedule fru¨her fertig. Sei j nun
der letzte Job auf einer der Maschinen. Nach der Definition von N˜k geho¨rt
jeder Job, der in hOPT als letzter auf einer Maschine bearbeitet wird, zu n˜k.
Damit ko¨nnen wir Cj(h
OPT) folgendermaßen abscha¨tzen:
Cj(h
OPT) ≥
k∑
k′=0
|T˜k′ |.
Diese Summe ist nach der Definition von T˜k′ und den Leerlaufzeiten LLik
identisch zu
k∑
k′=0
|Tk′ \ T k′| =
k∑
k′=0
|Tk′| −
k∑
k′=0
|T k′ | =
∫
T<k∪Tk
1dt−
k∑
k′=0
max
i∈M
LLik.
Dies setzen wir nun fu¨r die Summe ein und lo¨sen nach
∫
T<k∪Tk 1dt auf:
Cj(h
OPT) ≥
∫
T<k∪Tk
1dt−
k∑
k′=0
max
i∈M
LLik
⇔
∫
T<k∪Tk
1dt ≤ Cj(hOPT) +
k∑
k′=0
max
i∈M
LLik. (6.11)
Nach Lemma 6.5 ist die Leerlaufzeit LLik′ der Maschine i ∈ M in dem Zeit-
intervall Tk′ durch
LLik′ <
2k
′+1
smin
beschra¨nkt. Das setzen wir in die Ungleichung (6.11) ein und erhalten:∫
T<k∪Tk
1dt ≤ Cj(hOPT) +
k∑
k′=0
max
i∈M
LLik′
< Cj(h
OPT) +
k∑
k′=0
2k
′+1
smin
≤ Cj(hOPT) + 2
k+2
smin
.
Da ein Job j ∈ N˜k mindestens die Gro¨ße 2k hat und auf der schnellsten
Maschine mindestens 2k/smax Zeit beno¨tigt, folgt
1 ≤ Cj(hOPT) · smax
2k
.
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Das setzen wir oben ein und erhalten∫
T<k∪Tk
1dt < Cj(h
OPT) +
2k+2
smin
≤ Cj(hOPT) + 4smax
smin
Cj(h
OPT)
=
(
4
smax
smin
+ 1
)
Cj(h
OPT).

Fortsetzung des Beweises von Satz 6.2. Wir verwenden nun Lemmata 6.10
und 6.11, um aus der Ungleichung (6.10) den Beweis fu¨r diesen Satz zu
erhalten.
Sei dazu nun l := |Mk| die Anzahl der aktiven Maschinen und N ′k(h) :=
{j1, j2, . . . , jl} ⊆ N˜k eine Menge von l Jobs mit der gewu¨nschten Eigenschaft,
so dass wir Lemma 6.11 anwenden ko¨nnen. Nach Lemma 6.10 gilt |Mk| ≤
|N˜k|, so dass es mindestens l solche Jobs gibt. Da alle Jobs aus N ′k(h) aus der
Klasse k sind, gilt N ′k(h) ⊆ Nk(h). Nun ko¨nnen wir den ersten Teil unserer
oberen Schranke aus Gleichung (6.10), wie folgt, abscha¨tzen:
∑
i∈Mk
∫
T<k∪Tk
(
4
smax
smin
+ 1
)
dt ≤
∑
j∈N ′k(h)
(
4
smax
smin
+ 1
)∫
T<k∪Tk
1dt
<
(
4
smax
smin
+ 1
) ∑
j∈N ′k(h)
(
4
smax
smin
+ 1
)
Cj(h
OPT)
(da N ′k(h) ⊆ Nk(h)) ≤
(
4
smax
smin
+ 1
) ∑
j∈Nk(h)
(
4
smax
smin
+ 1
)
Cj(h
OPT)
(nach Def. von Nk(h)) =
(
4
smax
smin
+ 1
)(
4
smax
smin
+ 1
)[
f[
∑
Cj ]
]OPT
k
.
Setzen wir dies in Gleichung (6.10) ein, erhalten wir fu¨r alle Jobs der Klasse
k die Abscha¨tzung∫
T
δk(t)dt <
(
4
smax
smin
+ 1
)(
4
smax
smin
+ 1
)[
f[∑Cj ]]OPTk + 2smaxsmin [f[∑Cj ]]OPTk
=
(
16
s2max
s2min
+ 10
smax
smin
+ 1
)[
f[
∑
Cj ]
]OPT
k
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und damit insgesamt∫
R≥0
δ(t)dt =
kmax∑
k=0
∫
T
δk(t)dt
<
kmax∑
k=0
(
16
s2max
s2min
+ 10
smax
smin
+ 1
)[
f[
∑
Cj ]
]OPT
k
=
(
16
s2max
s2min
+ 10
smax
smin
+ 1
)[
f[∑Cj ]]OPT .
Hiermit ist nun Satz 6.2 bewiesen. 
Fu¨r identische Maschinen erhalten wir aus Satz 6.2 folgendes Korollar.
Korollar 6.1. Sei µ˜ ein Modell mit den Antwortzeitfunktionen und Informa-
tionsmengen wie gehabt. Seien die Geschwindigkeiten der Maschinen gleich,
das heißt, fu¨r alle i ∈M ist si = 1. Dann gilt
PA(µ˜, f[∑Cj ]) ≤ 27.
Betrachten wir fu¨r die Analyse des Koordinationsverha¨ltnisses die Analyse
von dem Algorithmus IMD aus der Arbeit von Avrahami und Azar [AA03].
Der Algorithmus IMD ist ein Algorithmus fu¨r pra¨emptives Scheduling von
Jobs mit beliebigen Einlastzeiten und identischen Maschinen. Setzt man die
Einlastzeiten fu¨r alle Jobs auf Null, so verteilt der IMD Algorithmus die Jobs
auf die Maschinen, wie es die Spieler in unserem Modell in einem perfekten
Gleichgewicht tun wu¨rden. Zudem werden in diesem Fall die Jobs nicht un-
terbrochen, wodurch wir den Aspekt, dass es sich um einen Algorithmus fu¨r
pra¨emptives Scheduling handelt, ignorieren ko¨nnen.
Avrahami und Azar zeigen in der Arbeit folgenden Satz:
Satz 6.3 ([AA03]). Das kompetitive Verha¨ltnis von dem Algorithmus IMD
bezu¨glich der Zielfunktion f[∑Fj ] betra¨gt O(log n).
Betrachtet man den Beweis von diesem Satz, wird nicht der Algorithmus IMD
analysiert, sondern eine Variante, bei der die Jobs in genau der gleichen Rei-
henfolge abgearbeitet werden, wie dies unser Maschinenmodell durchfu¨hrt,
sofern alle Einlastzeiten Null sind. Der einzige Unterschied zwischen dieser
Variante IMD’ und dem von einem perfekten Gleichgewicht und dem Ma-
schinenmodell induzierten Schedule besteht in den Leerlaufzeiten auf den
Maschinen.
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Da in unserem Fall (alle Einlastzeiten sind Null) fu¨r jeden Job j die Flus-
szeit identisch zu der Antwortzeit ist, ko¨nnen wir aus Satz 6.3 eine Analyse
fu¨r das Koordinationsverha¨ltnis ableiten, sofern wir den Verlust durch die
Leerlaufzeiten beschra¨nken ko¨nnen.
Nach Lemma 6.5 haben wir fu¨r jede Klasse k auf einer Maschine i ∈ M
ho¨chstens einen Leerlauf LLik von
LLik < 2
k+1.
Das heißt, jeder Job der Klasse k wird maximal um
k−1∑
k′=0
max
i∈M
LLik′ <
k−1∑
k′=0
2k
′+1 < 2k+1
verzo¨gert. Da ein Job j ∈ N der Klasse k mindestens die Gro¨ße 2k hat,
verschlechtert sich die Antwortzeit ho¨chstens um den Faktor 2k+1/2k = 2.
Da dies fu¨r jeden Job gilt, folgt somit aus Satz 6.3 folgendes Lemma.
Satz 6.4. Fu¨r ein Modell µ˜, wie oben definiert, mit identischen Maschinen
– ∀i ∈M : si = 1 – gilt
CR(µ˜, f[∑Cj ]) ∈ O (log n) .
Im Gegensatz zu dem einfachen Modell, das den List Scheduling Algorithmus
nachbildet, hat dieses Modell den Vorteil, dass im Fall von der Zielfunktion
f[
∑
Cj ] der Preis der Anarchie unabha¨ngig von der Anzahl der Jobs oder der
Gro¨ße der Jobs ist und nur von dem relativen Verha¨ltnis der Geschwindigkeit
der Maschinen abha¨ngt. Bei dem den List Scheduling Algorithmus nachbil-
denden Modell aus Kapitel 5 konnten wir zudem die untere Schranke Ω(n)
fu¨r das Koordinationsverha¨ltnis bei identischen Maschinen angeben. Fu¨r das
in diesem Kapitel beschriebene Modell haben wir eine obere Schranke von
O(log n) fu¨r das Koordinationsverha¨ltnis bei identischen Maschinen. Diese
Verbesserung haben wir durch die Klasseneinteilung erhalten. Die Klassen-
einteilung so zu wa¨hlen, dass die Gro¨ßen der Jobs innerhalb einer Klasse von
Klasse zu Klasse sich exponentiell steigern, sorgt dafu¨r, dass wir hier keinen
linearen Faktor bezu¨glich der Anzahl der Jobs erhalten, sondern nur einen
logarithmischen.
6.5 Zielfunktion f[Cmax]
Fu¨r den Preis der Anarchie mu¨ssen wir nur beachten, dass ein Spieler nach
Lemma 6.2 in einem perfekten Gleichgewicht nur solche Maschinen aus-
wa¨hlen wu¨rde, die auch der List Scheduling Algorithmus auswa¨hlen ko¨nnte,
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falls man ihm nur die Jobs der gleichen Klasse k pra¨sentieren wu¨rde. Daraus
folgt, dass der Schedule jeder terminalen Historie, die mit positiver Wahr-
scheinlichkeit erreicht wird, auch durch die Ausfu¨hrung des List Scheduling
Algorithmus fu¨r jede Klasse einzeln entstanden sein ko¨nnte.
Die maximale Antwortzeit wird minimiert, falls die Zeit, die die Maschinen
fu¨r die Bearbeitung einer einzelnen Klasse beno¨tigen, minimiert wird. Dies
folgt direkt aus der Definition des Maschinenmodells, da die Maschinen erst
mit der Bearbeitung der na¨chsten Klasse beginnen, falls alle Jobs der aktuel-
len Klasse auf allen Maschinen fertig abgearbeitet wurden. Wenn wir die Jobs
einer einzelnen Klasse betrachten, so werden diese nach dem List Scheduling
Algorithmus verteilt. Tk(a0, ξ) ist die erwartete Zeit, die bei der Strategie ξ
fu¨r die Bearbeitung der Jobs der Klasse k beno¨tigt wird. Das heißt, in einem
perfekten Gleichgewicht φ beno¨tigen die Maschinen nach Graham [Gra66]
fu¨r eine feste Eingabe a0 ∈ E(n) maximal
Tk(a0, φ) ≤
(
1 +
m− 1
m
· smax
smin
)
Tk(a0, ψ)
mehr Zeit gegenu¨ber einer optimalen Strategie ψ bezu¨glich f[Cmax], um die
Jobs einer Klasse k zu bearbeiten. Dies erhalten wir direkt aus dem List
Scheduling Algorithmus, da die Spieler sich innerhalb einer Klasse wie der
List Scheduling Algorithmus angewendet auf die Jobs dieser Klasse verhalten.
Daraus folgt, dass der erwartete Wert der Zielfunktion f[Cmax] fu¨r die Einga-
be a0 und das perfekte Gleichgewicht φ folgendermaßen abgescha¨tzt werden
kann:
Ef[Cmax](Γ˜, a0, φ) =
kmax(a0)∑
k=0
Tk(a0, φ)
≤
kmax(a0)∑
k=0
(
1 +
m− 1
m
· smax
smin
)
Tk(a0, ψ)
=
(
1 +
m− 1
m
· smax
smin
) kmax(a0)∑
k=0
Tk(a0, ψ)
=
(
1 +
m− 1
m
· smax
smin
)
Ef[Cmax](Γ˜, a0, ψ).
Hierbei bezeichnet kmax(a0) die gro¨ßte Klasse der Jobs, die in Eingabe a0
vorkommen.
Damit erhalten wir direkt folgenden Satz:
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Satz 6.5. Sei µ˜ ein Modell, wie gehabt, dann gilt
• fu¨r beliebige Maschinen
PA(µ˜, f[Cmax]) ≤ 1 +
m− 1
m
· smax
smin
≤ smax
smin
(
2− 1
m
)
• und fu¨r identische Maschinen
PA(µ˜, f[Cmax]) ≤ 2−
1
m
.
Im Fall des Koordinationsverha¨ltnisses erhalten wir eine andere Abscha¨tzung,
da die Maschinen bei einem optimalen Schedule, der sich nicht an das Maschi-
nenmodell ha¨lt, vollsta¨ndig ausgelastet werden ko¨nnen und nicht pausieren,
bis alle anderen Maschinen die Jobs der gleichen Klasse bearbeitet haben.
Seien nun n ∈ N, Γ˜ = µ˜(n), ein perfektes Gleichgewicht φ von Γ˜, a0 ∈ E(n)
und h ∈ Z mit h0 = a0 und Prρn,φ[h] > 0 beliebig, aber fest gewa¨hlt. Sei
kmax wieder die Klasse des gro¨ßten Jobs in a0.
Da fu¨r diese Zielfunktion die Abarbeitungsreihenfolge auf den Maschinen
nicht von Bedeutung ist, ko¨nnen wir davon ausgehen, dass die Maschinen die
Jobs der Gro¨ße nach abarbeiten. Aber auch im optimalen Schedule mu¨ssen
alle Maschinen mindestens |T˜0 ∪ T˜1 ∪ · · · ∪ T˜kmax| Zeit an allen Jobs arbeiten.
Das heißt, dass in dem Schedule, der durch h definiert wird, ho¨chstens die
Leerlaufzeiten mehr an Arbeit verrichtet werden. Sei nun xj(h) die Gro¨ße des
Jobs, der zuletzt in h fertiggestellt wird. Nach der Definition des Maschinen-
modells ist dieser Job aus der gro¨ßten Klasse kmax(a0). Dieser Job beno¨tigt
in h ho¨chstens um die Leerlaufzeiten der Maschinen mehr Zeit als der letzte
Job in einem optimalen Schedule, um fertig zu werden. Der optimale Algo-
rithmus beno¨tigt mindestens xj(h)/smax Zeit, um diesen Job zu bearbeiten.
Sei SOPT der optimale Schedule und f[Cmax](S
OPT) die gro¨ßte Antwortzeit in
SOPT. Entsprechend sei f[Cmax](h) die gro¨ßte Antwortzeit bei dem Schedule,
der durch h impliziert wird. Damit erhalten wir folgende Ungleichungen
f[Cmax](S
OPT) ≥ xj(h)
smax
≥ 2
kmax(a0)
smax
und
f[Cmax](h) ≤ f[Cmax](SOPT) +
kmax(a0)∑
k=0
max
i∈M
LLik
(nach Lemma 6.5) < f[Cmax](S
OPT) +
kmax(a0)∑
k=0
2k+1
smin
,
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wobei LLik die Leerlaufzeit der Maschine i bei der Bearbeitung der Jobs der
Klasse k ist.
Wir setzen nun beide Gleichung ineinander ein, um das Koordinations-
verha¨ltnis auszurechnen.
f[Cmax](h) < f[Cmax](S
OPT) +
kmax(a0)∑
k=0
2k+1
smin
≤ f[Cmax](SOPT) +
2kmax(a0)+2
smin
= f[Cmax](S
OPT)
(
1 +
2kmax(a0)+2
smin
1
f[Cmax](S
OPT)
)
≤ f[Cmax](SOPT)
(
1 +
2kmax(a0)+2
smin
smax
2kmax(a0)
)
= f[Cmax](S
OPT)
(
1 + 4
smax
smin
)
.
Damit haben wir folgenden Satz bewiesen.
Satz 6.6. Sei µ˜ ein Modell wie oben, dann gilt
• fu¨r beliebige Maschinen
CR(µ˜, f[Cmax]) ≤ 1 + 4
smax
smin
• und fu¨r identische Maschinen
CR(µ˜, f[Cmax]) ≤ 5.
Wie wir hier sehen, ist durch die Wahl der Klassen noch immer sichergestellt,
dass das Koordinationsverha¨ltnis im Fall von identischen Maschinen durch
eine Konstante beschra¨nkt ist.
Im ersten Moment mag es verwundern, dass in die Abscha¨tzung nicht die An-
zahl der Maschinen eingeht, wenn man an eine Eingabe denkt, bei der keine
zwei Jobs zur gleichen Klasse geho¨ren. In diesem Fall werden alle Jobs von
der schnellsten Maschine der Reihe nach bearbeitet. Allerdings vergro¨ßern
sich durch die Einteilung der Klassen die Jobs von Klasse zu Klasse um den
Faktor Zwei. Dadurch ist die Verzo¨gerung eines Jobs der Klasse k in einem
solchen Fall durch 2k+1 beschra¨nkt. Da der Job der Klasse k mindestens die
Gro¨ße 2k hat, brauchen die Maschinen ho¨chstens den Faktor Zwei mehr an
Zeit, um diesen Job zu bearbeiten.
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6.6 Informationen der Spieler
Wir werden nun Satz 6.1 beweisen. Betrachten wir dazu erneut die Modelle
µ und µ˜, die sich nur durch die Informationspartitionen unterscheiden. Zur
Erinnerung, µ ist das online Scheduling-Spiel mit den dazugeho¨rigen Infor-
mationspartitionen
Ij := {{h ∈ H | A(h) = a,X(h) = x} | a ∈M |h|, x ∈ N|h|+1}
und µ˜ ist das modifizierte Spiel, bei denen die Spieler nur noch die Last, die
von den schon verteilten Jobs der eigenen Klasse auf den Maschinen verur-
sacht werden, kennen. Hierbei ist A(h) der Vektor der Zu¨ge der Spieler und
X(h) der Vektor der Jobgro¨ßen der schon verteilten Jobs und des aktuellen
Jobs. Das Maschinenmodell ist unvera¨ndert durch (6.1) definiert.
Wir werden nun den folgenden Satz zeigen:
Satz 6.1. Seien µ und µ˜ Modelle, wie gehabt, und sei n ∈ N beliebig, aber
fest gewa¨hlt. Dann gilt fu¨r Γ = µ(n) und Γ˜ = µ˜(n):
• G(Γ) 6= ∅, G≡(Γ) 6= ∅, G(Γ˜) 6= ∅,
• jedes perfekte Gleichgewicht φ ∈ G(Γ˜) ist auch ein perfektes Gleichge-
wicht von Γ (φ ∈ G(Γ)) und
• fu¨r identische Maschinen – ∀i ∈ M : si = 1 –, jede Zielfunktion f ∈
{f[Cmax], f[∑Cj ]} und jede Eingabe a0 ∈ E(n) mit ρn(a0) > 0 gilt
sup{Ef(Γ, a0, φ) | φ ∈ G(Γ)} = sup{Ef(Γ, a0, φ) | φ ∈ G≡(Γ)}
und
sup{Ef(Γ, a0, φ) | φ ∈ G≡(Γ)} = sup{Ef(Γ˜, a0, φ) | φ ∈ G(Γ˜)}.
Beweis. Wir unterteilen den Beweis in folgende Schritte:
1. Aus Lemma 6.2 auf Seite 73 erhalten wir, dass es ein perfektes Gleich-
gewicht in Γ˜ gibt. Das heißt, G(Γ˜) 6= ∅.
2. Dann zeigen wir in Lemma 6.12, dass jedes perfekte Gleichgewicht von
Γ˜ auch ein perfektes Gleichgewicht von Γ ist. Aus der Existenz von
perfekten Gleichgewichten in Γ˜ folgt dann direkt die Aussage, dass
G≡(Γ) und G(Γ) nicht leer sind.
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3. Als na¨chstes zeigen wir in Lemma 6.13, dass bei dem Spiel Γ mit iden-
tischen Maschinen jedes perfekte Gleichgewicht durch den List Sche-
duling Algorithmus entstehen kann.
4. Die Aussage von Lemma 6.13 wird dann kombiniert mit dem Fakt
6.1. Fakt 6.1 besagt, dass bei jedem von LS generierten Schedule die
Antwortzeiten aller Spieler identisch ist. Aus der Kombination aller drei
Aussagen und Lemma 6.2 (jedes perfekte Gleichgewicht von Γ˜ kann
durch den List Scheduling Algorithmus erzeugt werden) erhalten wir
dann direkt, dass
sup{Ef(Γ, a0, φ) | φ ∈ G(Γ)} = sup{Ef(Γ, a0, φ) | φ ∈ G≡(Γ)}
= sup{Ef(Γ˜, a0, φ) | φ ∈ G(Γ˜)}.

Lemma 6.12. Jedes perfekte Gleichgewicht von Γ˜ ist auch ein perfektes
Gleichgewicht von Γ.
Lemma 6.13. Sei Γ ein Spiel, wie in Satz 6.1, mit identischen Maschinen.
Dann kann jedes perfekte Gleichgewicht durch den List Scheduling Algorith-
mus entstehen. Dabei wird der Algorithmus auf jede Klasse von Jobs einzelnd
angewendet.
Fakt 6.1. Sei eine feste Reihenfolge von Jobs gegeben, dann gilt fu¨r alle
Schedules S und S ′, die von dem List Scheduling Algorithmus bei gleicher
Reihenfolge der Eingabe erzeugt werden, dass
∀j : Cj(S) = Cj(S ′).
Beweis von Lemma 6.12. Wir ko¨nnen auf natu¨rliche Art und Weise die Pro-
file von Γ˜ auf Γ u¨bertragen. Sei φ˜ ein Profil von Γ˜, dann ist das dazugeho¨rige
Profil von Γ, wie folgt, definiert:
φj(I, i) := φ(I˜ , i) mit I ⊂ I˜ .
Nach Definition von Ij und I˜j ist fu¨r alle I ∈ Ij die Informationsmenge I˜ ∈ I˜j
mit der Eigenschaft I ⊂ I˜ eindeutig definiert. Entsprechend ko¨nnen wir
auch die Testfolgen (Γ˜, η1), (Γ˜, η2), . . . auf die Testfolgen (Γ, η1), (Γ, η2), . . .
u¨bertragen.
Sei nun ψ ein perfektes Gleichgewicht von Γ˜. Dann gibt es eine Testfolge
(Γ˜, η′1), (Γ˜, η′2), . . ., so dass ψ Grenzwertgleichgewicht dieser Testfolge mit
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den Nash-Gleichgewichten ψ1, ψ2, . . . ist. Aus der Testfolge fu¨r Γ˜ erhalten
wir direkt die Testfolge (Γ, η1), (Γ, η2), . . . fu¨r das Spiel Γ, so dass
∀j ∈ N : ∀I, I ′ ∈ Ij : I ≡ I ′ ⇒ ηkj (I, ·) = ηkj (I ′, ·).
Sei φ das Profil von Γ, das ψ entspricht. Nun konstruieren wir ein Profil
φk fu¨r das Spiel (Γ, ηk). Wir wa¨hlen φk so, dass eine Strategie die minimal
mo¨gliche Wahrscheinlichkeit einer Maschine i zuweist, die in Profil φ mit
Wahrscheinlichkeit Null ausgewa¨hlt wird. Da diese Maschinen nun mit einer
gro¨ßeren Wahrscheinlichkeit ausgewa¨hlt werden, mu¨ssen wir in φk bei den
restlichen Maschinen die Wahrscheinlichkeit, dass diese ausgewa¨hlt werden,
reduzieren. Wir werden diese Reduzierung gleichma¨ßig auf diese Maschinen
verteilen. φk ist damit dann so definiert, dass die Folge (φk) φ konvergiert.
Formal ist φk durch
φk(I, i) :=
{
φ(I, i)−
∑
i′∈M,φ(I,i′)=0 η
k(I,i′)
|{i′∈M |φ(I,i′)>0}| , falls φ(I, i) > 0
ηk(I, i), falls φ(I, i) = 0
definiert. Da limk→∞ ηk = 0 gilt, existiert ein K ∈ N, so dass fu¨r alle k ≥ K
das Profil φk wohldefiniert ist. Ohne Beschra¨nkung der Allgemeinheit ko¨nnen
wir alle Glieder < K der Testfolge verwerfen und den Rest der Folge um-
nummerieren, so dass fu¨r alle k ∈ N das Profil φk wohldefiniert ist.
Aus der Definition von φk folgt direkt, dass limk→∞ φk = φ. Es fehlt damit nur
noch, zu zeigen, dass φk ein Nash-Gleichgewicht fu¨r (Γ, ηk) ist. Das heißt, wir
mu¨ssen zeigen, dass fu¨r alle Spieler j ∈ N die Strategie φkj eine bestmo¨gliche
Antwort auf φk ist. Dazu betrachten wir erneut die Definition von φk. Sie
stellt sicher, dass fu¨r alle j ∈ N und I, I ′ ∈ Ij
I ≡ I ′ ⇒ φk(I, ·) = φk(I ′, ·)
gilt.
Betrachten wir nun die erwarteten Antwortzeiten bezu¨glich φk fu¨r die einzel-
nen Aktionen eines festen Spielers j ∈ N an einer festen Spielposition I ∈ Ij.
Aus der Definition von Cj und, da in φ
k die Spieler einer Klasse k unabha¨ngig
von den Zu¨gen der Spieler in allen anderen Klassen ihre Strategie auswa¨hlen,
folgt, dass fu¨r alle h, h′ ∈ Z mit h|I|, h′|I| ∈ I
Pref(h, j) = Pref(h′, j).
Das heißt, dass Spieler j ∈ N seine erwartete Antwortzeit minimiert, falls
das Spiel in Informationsmenge I gelangt und die anderen Spieler nach φk−j
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spielen, indem er nur Maschinen i ∈ M mit φkj (I, i) > ηkj (I, i) auswa¨hlt, fu¨r
die ∑
1≤j′≤|I|+1
j′∈Ni
κ(I,j)
(h)
xj′(I)
si
= min
i′∈M
∑
1≤j′≤|I|+1
j′∈Ni′
κ(I,j)
(h)
xj′(I)
si′
gilt.
Nach Lemma 6.2 auf Seite 73 folgt, dass nur solche Maschinen mit einer
Wahrscheinlichkeit φj(I, i) > 0 in einem perfekten Gleichgewicht von Γ
′
ausgewa¨hlt werden. Das heißt, dass φk ein Nash-Gleichgewicht von (Γ, ηk)
darstellt. Damit ist φ ein perfektes Gleichgewicht von Γ. 
Bevor wir Lemma 6.13 beweisen, werden wir Fakt 6.1 zeigen. Zur Erinnerung,
die Aussage von Fakt 6.1 ist, dass, wenn eine feste Reihenfolge von Jobs
gegeben ist, dann gilt fu¨r alle Schedules S und S ′, die von dem List Scheduling
Algorithmus bei gleicher Reihenfolge der Eingabe erzeugt werden, dass
∀j : Cj(S) = Cj(S ′).
Das heißt, dass die Antwortzeiten der einzelnen Jobs nicht durch die Wahl-
freiheit des List Scheduling Algorithmus beeinflusst werden.
Dies kann mittels Induktion u¨ber die Anzahl der Jobs eingesehen werden. Fu¨r
einen einzelnen Job ist es offensichtlich wahr. Gelte es nun fu¨r j−1 Jobs und
wir betrachten die Verteilung des j-ten Jobs. Die Lasten auf den Maschinen
sind fu¨r alle gu¨ltigen Verteilungen der ersten j−1 Jobs bis auf eine Permuta-
tion der Maschinen identisch. Ansonsten wa¨ren die Antwortzeiten der ersten
j − 1 Jobs nicht gleich. List Scheduling wa¨hlt eine Maschine mit minimaler
Last fu¨r Job j aus. Da die Maschinen minimaler Last bei allen Verteilungen
die gleiche Last haben, folgt, dass Job j in allen gu¨ltigen Verteilungen die
gleiche Antwortzeit hat.
Dieser Fakt wird nun fu¨r den Beweis von Lemma 6.13 ausgenutzt.
Beweis von Lemma 6.13. Wir zeigen nun, dass in einem perfekten Gleichge-
wicht alle Spieler eine Strategie spielen, die auch der List Scheduling Algo-
rithmus auswa¨hlen wu¨rde, wenn man ihm nur die Jobs der gleichen Klas-
se pra¨sentiert ha¨tte. Es genu¨gt uns zu zeigen, dass dies fu¨r jedes Nash-
Gleichgewicht gilt, da jedes perfekte Gleichgewicht auch ein Nash-
Gleichgewicht ist.
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• Betrachten wir zuerst die Jobs der kleinsten Klasse. Es gibt fu¨r diese
Spieler keinen Job, der zu einer kleineren Klasse geho¨rt. Damit beein-
flussen nur die schon verteilten Jobs der gleichen Klasse die Antwort-
zeiten der Spieler. Wir benutzen eine a¨hnliche Begru¨ndung wie bei dem
Beweis von Lemma 6.2. Falls sich ein Spieler nun nicht an die Strategie
von List Scheduling ha¨lt, kann er seine Antwortzeit verbessern, indem
er die Maschine wechselt.
• Gehen wir nun davon aus, dass fu¨r die Klasse < k die Spieler dem
List Scheduling Algorithmus folgen. Betrachten wir nun Klasse k. Da
fu¨r alle Jobs der kleineren Klassen sich die Spieler an List Scheduling
halten, gilt, dass die Verzo¨gerung, die durch diese Jobs verursacht wird,
nur abha¨ngig von der Reihenfolge der Jobs in der Eingabe ist. Mit
anderen Worten wir erhalten, wie in Lemma 6.1 auf Seite 72, dass fu¨r
alle Spieler j ∈ N der Klasse k, Informationsmengen I ∈ Ij und ein
perfektes Gleichgewicht φ von Γ die erwartete Verzo¨gerung durch die
Jobs einer kleineren Klasse wegen Fakt 6.1 unabha¨ngig von der Wahl
der Maschine von Spieler j ist. Das heißt,
∀i, i′ ∈M : Eφ[Pref(·, j)|YI,i] = Eφ[Pref(·, j)|YI,i′ ],
wobei YI,i ⊆ Z die Menge der terminalen Historien ist, bei denen das
Spiel die Informationsmenge I erreicht und Spieler j Maschine i aus-
gewa¨hlt hat. Dann ko¨nnen wir direkt die Analyse aus Lemma 5.1 an-
wenden und erhalten, dass sich dieser Spieler j auch an den List Schedu-
ling Algorithmus gehalten ha¨tte. Dies gilt fu¨r alle Spieler dieser Klasse.
Damit werden auch die Jobs der Klasse k in einem perfekten Gleich-
gewicht nur auf die Maschinen verteilt, die auch der List Scheduling
Algorithmus ausgewa¨hlt ha¨tte. 
Es ist uns nicht bekannt, wie man die Aussage von Satz 6.1 auf beliebige
Maschinen erweitert. Allerdings haben wir folgende Vermutung:
Vermutung 6.1 (Verallgemeinerung von Satz 6.1). Seien µ und µ˜ Modelle,
wie gehabt, bei denen aber beliebige Einlastzeiten erlaubt sind, und sei n ∈ N
beliebig, aber fest gewa¨hlt. Dann gilt fu¨r Γ = µ(n) und Γ˜ = µ˜(n):
• G(Γ) 6= ∅, G≡(Γ) 6= ∅, G(Γ˜) 6= ∅,
• jedes perfekte Gleichgewicht φ ∈ G(Γ˜) ist auch ein perfektes Gleichge-
wicht von Γ (φ ∈ G(Γ)) und
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• fu¨r jede Zielfunktion f ∈ {f[Cmax], f[∑Cj ]} und jede Eingabe a0 ∈ E(n)
mit ρn(a0) > 0
sup{Ef(Γ, a0, φ) | φ ∈ G(Γ)} = sup{Ef(Γ, a0, φ) | φ ∈ G≡(Γ)}
und
sup{Ef(Γ, a0, φ) | φ ∈ G≡(Γ)} = sup{Ef(Γ˜, a0, φ) | φ ∈ G(Γ˜)}.
6.7 Beliebige Einlastzeiten
Das hier vorgestellte Modell und dessen Analyse lassen sich nicht einfach
auf beliebige Einlastzeiten erweitern. Das Problem entsteht dadurch, dass
die Maschinen in dem hier vorgestellten Modell die Information beno¨tigen,
welche weiteren Jobs der gleichen Klasse noch auf der Maschine platziert
werden, bevor mit der Ausfu¨hrung begonnen wird.
Es gibt zwei naheliegende Mo¨glichkeiten das Modell zu erweitern. Wir wer-
den im Folgenden begru¨nden, warum wir bei beiden Erweiterungen nicht
erwarten ko¨nnen, dass wir a¨hnliche Ergebnisse wie bei dem in diesem Kapi-
tel vorgestellten Modell erhalten.
Falls wir von pra¨emptiven Scheduling ausgehen, dann ko¨nnten wir zu einem
Zeitpunkt t ∈ R≥0 die Bearbeitung der Jobs der Klasse k unterbrechen, falls
ein Job j einer Klasse < k mit Einlastzeit rj = t auf eine Maschine verteilt
wird. Wir mu¨ssten wieder alle Maschinen unterbrechen, um sicherzustellen,
dass die Antwortzeiten der Jobs der Klasse k auf allen Maschinen im gleichen
Maße durch die Jobs der Klassen < k beeinflusst werden. Dadurch ko¨nnen
weitere zusa¨tzliche Leerlaufzeiten entstehen. So kann im ungu¨nstigsten Fall
ein Job der Klasse k immer wieder durch Jobs der kleineren Klassen ausge-
bremst werden. Dies ist zum Beispiel der Fall, wenn wa¨hrend der Ausfu¨hrung
des Jobs der Klasse k Jobs einer kleineren Klasse k′ < k eingelastet werden.
Gehen wir davon aus, dass zum Zeitpunkt t der Job der Klasse k bearbeitet
wird. Die Gro¨ßen der Jobs j1, j2, . . . , jl der Klasse k
′ seien gerade 2k
′
. Sei die
Einlastzeit von Job jλ genau t+(λ−1)2k. Damit werden diese Jobs der Klasse
k′ nacheinander bearbeitet und bremsen so den Job der Klasse k aus. Falls
nun l sehr groß ist, wird der Job der Klasse k sehr lange im Verha¨ltnis zu
seiner Gro¨ße verzo¨rgert. Damit wird das Ziel der gewa¨hlten Klassifizierung
nicht erreicht, da durch das exponentielle Wachstum der Klassen verhindert
werden sollte, dass die Bearbeitung eines Jobs einer gro¨ßeren Klasse durch
die kleineren Jobs in einem besonderen Maße verzo¨gert wird. Wie wir an
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diesen U¨berlegungen sehen, funktioniert diese Idee in Kombination mit dem
Einfu¨gen von Leerlaufzeiten nur, falls alle Einlastzeiten der Jobs Null sind.
Die zweite Mo¨glichkeit besteht in der Betrachtung von nicht-pra¨emptiven
Scheduling. In diesem Fall mu¨sste ein Job der Klasse k, der zu einem Zeit-
punkt t ∈ R≥0 bearbeitet wird, bis zum Ende bearbeitet werden, falls ein
Job j der Klasse < k mit Einlastzeit rj = t auf eine der Maschinen verteilt
wird. Da dieser Job schon bekannt ist, ko¨nnen wir direkt auf den anderen
Maschinen mit den Jobs der Klasse < k fortfahren, wu¨rden allerdings die Be-
arbeitung weiterer Jobs der Klasse k zuru¨ckhalten, damit wir eine a¨hnliche
Struktur fu¨r die perfekten Gleichgewichte erhalten wie bei dem in diesem Ka-
pitel vorgestellten Priorisierungsmodell. Bei ungu¨nstigen Einlastzeiten kann
nun der Effekt eintreten, dass alle Jobs in nicht-aufsteigender Reihenfolge
ihrer Gro¨ße bearbeitet werden. Die Einlastzeiten liegen aber so dicht bei-
einander, dass es fu¨r die Zielfunktionen f[∑Fj ] und f[∑Cj ] gu¨nstiger gewesen
wa¨re, Leerlaufzeiten am Anfang einzufu¨gen und in umgekehrter Reihenfol-
ge die Jobs abzuarbeiten. Wir erhalten damit die gleiche untere Schranke
fu¨r das Koordinationsverha¨ltnis fu¨r f[∑Cj ] und f[∑Fj ] von Ω(n), wie in dem
einfachen Modell aus Kapitel 5. Somit sehen wir, dass die naheliegenden Er-
weiterungen nicht die gewu¨nschte Verbesserung gegenu¨ber dem Modell aus
Kapitel 5 erreichen.
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Kapitel 7
Zusammenfassung und Ausblick
In dieser Arbeit haben wir erla¨utert, wie man online Scheduling-Spiele dar-
stellen kann. Diese Modellierung hat den Vorteil, dass sie die Mo¨glichkeit
bietet, verschiedene Varianten abzubilden, bei denen die Spieler mehr oder
aber auch weniger Informationen erhalten, als einem Online-Algorithmus zur
Verfu¨gung stehen wu¨rden.
Sei ein Online-Algorithmus gegeben, dann ist es immer mo¨glich, ein Spiel
zu konstruieren, bei dem die Spieler sich an die Strategien dieses Online-
Algorithmus halten. Man erreicht dies dadurch, indem man alle Spieler, die
sich nicht an den Algorithmus halten, bestraft. Das resultierende Spiel hat
dann allerdings eine solche Struktur, dass es keinen Sinn mehr machen wu¨rde,
nicht direkt eine zentrale Verwaltung der Jobs durchzufu¨hren.
Wir haben gesehen, dass, wenn man sich keiner unnatu¨rlichen Konstruktion
der Maschinenmodelle bedienen will, die Spieler auf einfache Art und Weise
dazu gebracht werden ko¨nnen, sich wie der List Scheduling Algorithmus zu
verhalten. Das wird erreicht, indem man die Jobs auf den Maschinen in der
Reihenfolge, in der die Jobs verteilt werden, abarbeitet. Dies liegt an der
Struktur des Algorithmus, da er in jedem Schritt die aktuell gu¨nstigste Ma-
schine auswa¨hlt und damit auch die Reihenfolge der Jobs auf den Maschinen
aus dem einfachen Modell nachbildet. Auch wenn dieser Algorithmus gut
fu¨r die Optimierung der maximalen Antwortzeit geeignet ist, konnten wir
zeigen, dass bezu¨glich der durchschnittlichen Antwortzeit das Koordinati-
onsverha¨ltnis in Ω(n) liegt.
Weiterhin wurde aufgefu¨hrt, dass dieses Problem umgangen werden kann,
wenn man eine Klassifizierung der Jobs nach ihrer Gro¨ße und eine Priori-
sierung dieser Klassen einfu¨hrt. Dies hat allerdings auch den Nachteil, dass
nun eine gewisse Kommunikation zwischen den Maschinen stattfinden muss.
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Zudem gelten die Ergebnisse nur fu¨r Spiele bei denen die Einlastzeiten al-
ler Jobs immer Null sind. Um dafu¨r zu sorgen, dass die Spieler in perfekten
Gleichgewichten vernu¨nftige Strategien spielen, beginnen die Maschinen mit
der Bearbeitung eines Jobs einer Klasse k erst, wenn alle Jobs der Klassen
< k schon bearbeitet wurden.
Fu¨r identische Maschinen wurde von uns bewiesen, dass wir die Informatio-
nen in dem Spiel reduzieren ko¨nnen. Die Spieler kennen nur noch die schon
verteilten Jobs der eigenen Klasse. Fu¨r diese eingeschra¨nkten Spiele haben
wir gezeigt, dass der Preis der Anarchie bezu¨glich der Zielfunktionen maxi-
male Antwortzeit f[Cmax] und durchschnittliche Antwortzeit f[
∑
Cj ] durch eine
Konstante beschra¨nkt ist. Die Analyse dieses eingeschra¨nkten Spielmodells
wurde fu¨r beliebige Maschinen durchgefu¨hrt. Außerdem haben wir bewiesen,
dass im Fall der durchschnittlichen Antwortzeit der Preis der Anarchie in
O (s2max/s
2
min) und im Fall der maximalen Antwortzeit in O (smax/smin) liegt.
Aus der hier vorgestellten Modellierung und der Analyse des Preises der
Anarchie ergeben sich unter anderem folgende interessante Fragestellungen,
die noch offen sind.
• Kann Vermutung 6.1 gezeigt werden?
• Wie ist das Koordinationsverha¨ltnis bei dem vorgestellten Priorita¨ts-
maschinenmodell fu¨r die durchschnittliche Antwortzeit bei beliebigen
Maschinen?
• Gibt es bessere Modelle fu¨r die in dieser Arbeit beschriebenen Ziel-
funktionen, bei denen nicht unnatu¨rlicher Zwang auf die Spieler, wie in
Kapitel 4 beschrieben, ausgeu¨bt wird?
• Wie verhalten sich die in dieser Arbeit vorgestellten Spiele bezu¨glich des
Preises der Anarchie und des Koordinationsverha¨ltnisses bei anderen
Zielfunktionen? Betrachten wir dabei zum Beispiel den Fall, dass die
Antwortzeit in das Verha¨ltnis zu der Jobgro¨ße gesetzt wird, was durch
fn[Cmax](C(h)) := maxj∈N
Cj(h)
xpj(h)(h)
und
fn[
∑
Cj ]
(C(h)) :=
∑
j∈N
Cj(h)
xpj(h)(h)
repra¨sentiert wird.
Was sind gute Maschinenmodelle bezu¨glich dieser Zielfunktionen?
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• Was ist ein gutes Modell mit beliebigen Einlastzeiten bezu¨glich der
Zielfunktionen f[∑Cj ] und f[∑Fj ]?
Des Weiteren kann diese Form der Modellierung mit Spielen in Extensivform
mit imperfekten Informationen auch auf andere Probleme u¨bertragen wer-
den. So stellt sich die Frage, welche Ergebnisse dort erreicht werden ko¨nnen,
wenn einzelne Spieler Handlungen vornehmen und keine zentrale Kontrolle
stattfindet.
Die Art und Weise wie Informationen modelliert werden, kann man auch
als Basis fu¨r das Design von Algorithmen verwenden. So ko¨nnen an Stelle
von online und semi-online Modellen andere Formen dargestellt werden, bei
denen zum Beispiel weniger Informationen zur Verfu¨gung stehen. Wie auch
schon verschiedene semi-online Modelle in der Arbeit von Ebenlendr und
Sgall [ES11] verallgemeinert wurden, stellt sich die Frage, ob auch bei unserer
Verallgemeinerung des Modells ein Meta-Algorithmus gefunden werden kann,
der gute Ergebnisse erzielt.
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