In this paper we present a new algorithm for restoring an object from multiple undersampled low-resolution (LR) images that are degraded by optical blur and additive white Gaussian noise. We formulate the multiframe superresolution problem as maximum a posteriori estimation. The prior knowledge that the object is sparse in some domain is incorporated in two ways: first we use the popular ᐉ 1 norm as the regularization operator. Second, we model wavelet coefficients of natural objects using generalized Gaussian densities. The model parameters are learned from a set of training objects, and the regularization operator is derived from these parameters. We compare the results from our algorithms with an expectation-maximization (EM) algorithm for ᐉ 1 norm minimization and also with the linear minimum-mean-squared error (LMMSE) estimator. Using only eight 4 ϫ 4 pixel downsampled LR images the reconstruction errors of object estimates obtained from our algorithm are 5.5% smaller than by the EM method and 14.3% smaller than by the LMMSE method.
INTRODUCTION
Multiframe imaging refers to a system in which an object estimate is obtained by combining multiple images of a scene. The multiple images of an object can be gathered by using multiple cameras deployed in a distributed fashion [1] [2] [3] , by dithering a single camera to produce different snapshots [4] , or as multiple frames from a video camera [5] .
Inherent in these multiple images acquired in any scheme are the subpixel shifts with respect to a highresolution (HR) grid of pixels. These subpixel shifts provide additional details about an object. Each image measurement is usually degraded by various sources of blur, e.g., optical blur and detector blur, and is therefore a lowresolution (LR) version of the original object. Such a measurement will be ill-conditioned due to the presence of spectral nulls. A composite multiframe imaging system, however, uses camera diversity and therefore improves the conditioning by reducing the number of spectral nulls [6] .
The low-resolution images are also corrupted by detector noise, which is often modeled as additive white Gaussian noise (AWGN). The presence of multiple observations therefore may also be viewed as a method for reducing reconstruction noise variance via averaging. Because of these potential advantages multiframe imaging has emerged as an important tool for HR imaging [1] . Because an object estimate obtained by using multiple images can have higher resolution than that of a single image, multiframe imaging is often referred to as multiframe image superresolution [5] .
Multiframe imaging research activities began in 1984 [1] . Tsai and Huang [5] first obtained a HR image from multiple undersampled video frames using a Fourier domain method. The iterative backprojection algorithm proposed by Irani and Peleg [7] obtains an estimate of the HR image by minimizing the residual error between actual measured LR images and the predicted LR images from an imaging model. Shankar et al. [3] analyzed the effect of imaging diversity on reconstruction fidelity in multiframe imaging systems. Vandewalle et al. [8] studied a frequency-domain subspace-based method to reconstruct a HR image from highly aliased LR frames.
When the imaging blur is not known, several blind deconvolution methods can be used to jointly recover both blur and the object estimate [9] . When the imaging system is ill-conditioned, any available prior knowledge about the object can be used to regularize the solution. Hardie et al. [10, 11] modeled the object using Laplacian and Gibbs functions in a maximum a posteriori (MAP) framework. Choudhari et al. [1] modeled the HR object using a Markov random field. A recognition-based prior was used by Baker et al. [12] to identify relevant features in the LR images to improve the reconstruction. Communication theoretic methods such as two-dimensional distributed data detection [13] can be used to incorporate a finite alphabet prior for reconstruction of binary-valued scenes.
In many cases the objects that we are interested in imaging are sparse. For example an astronomical image might contain a twin-star at its center with dark background everywhere else. This object is considered sparse because it has relatively few bright pixels and a large number of background pixels. The idea of sparsity can be extended to objects that appear dense in the space domain, but are sparse in some transform domain. For ex-ample the 128ϫ 128 pixel object shown in Fig. 1(a) is dense with 16 384 nonzero pixels in the space domain. If we compute a wavelet transform of this object using the Daubechies-4 filter, there are only 4079 nonzero wavelet coefficients. Hence this object is 25% sparse in the wavelet domain. The wavelet decomposition of the object at three resolution levels is shown in Fig. 1(b) . Wavelet coefficients in each subband are scaled to enhance the contrast for display purpose.
Recent enthusiasm concerning sparsity as a form of prior knowledge has fueled many new signal/image reconstruction algorithms [14] [15] [16] [17] [18] [19] . These algorithms operate by finding the most sparse signal that satisfies the measurement constraints. A precise metric of signal/image sparsity is the ᐉ 0 norm, which simply counts the number of nonzero elements in a vector. Signal reconstruction by minimizing the ᐉ 0 norm however is a combinatorial problem that is NP-hard [14] , where NP stands for "nondeterministic polynomial time." Hence other approximate metrics have been devised to measure sparsity. The ᐉ 1 norm is the most popular of these approximations.
The ᐉ 1 norm of a discrete signal z of length N is defined as
A basis pursuit algorithm finds the optimal signal that minimizes the ᐉ 1 norm by making use of recent advances in linear and quadratic programming methods [15] . ᐉ 1 norm minimization techniques implemented using linear programs have been applied to recover sparse signals from random projections [16] . Daubechies et al. [17] used an iterative thresholding method to solve linear inverse problems. They combined iterative backprojection of an error signal with wavelet soft-thresholding [20] to obtain a sparse solution. A similar approach was developed in an expectationmaximization (EM) framework to restore an image in the wavelet domain [21] . Another EM algorithm is proposed in [22] to obtain a sparse representation of a signal in a sparse Bayesian learning framework.
In this paper we consider the problem of obtaining a HR object estimate from multiple undersampled LR images that are degraded by optical blur, geometric transformation, and AWGN. We incorporate the prior knowledge that many natural objects are sparse in the wavelet domain. Even though sparsity constrained algorithms have been used recently in reconstruction of signals from compressed measurements, this paper describes a new algorithm for incorporating sparsity constraints to superresolve an object from multiple LR images. We present a novel regularized image restoration algorithm that minimizes the ᐉ 1 norm of the object.
In many regularization problems the fidelity of the estimate depends heavily on the regularization parameter, and finding an optimal regularization parameter is quite challenging. We describe how a Krylov-subspace-based method known as LSQR [23, 24] can be used to efficiently find the optimal regularization parameter. We compare results from our method with the EM algorithm proposed by Figueiredo and Nowak [21] . It is also well-known that natural objects can be modeled in the wavelet domain using generalized Gaussian densities (GGD) [25] . We use a set of natural images as training objects and learn the GGD parameters. Object models using these learned parameters are used in the MAP setting to obtain a sparse object estimate. We compare reconstructions from these nonlinear techniques with linear minimum mean-squared error (LMMSE) estimation.
This paper is organized as follows. Section 2 formulates mathematically the multiframe imaging problem and discusses models for several degradations that occur in these systems. In Section 3 we briefly discuss sparse signal reconstruction techniques and present the proposed multiframe image restoration algorithms. Sparse object reconstructions obtained using different imaging system models and different algorithms are analyzed in Section 4. We conclude the paper in Section 5.
MULTIFRAME IMAGING

A. Imaging Model
In a general multiframe image restoration problem we are given K warped, blurry, undersampled, and noisy LR images of an object. The kth imaging channel can be expressed by a linear system of equations as
The vector y k of length M represents the measured pixels of the kth LR image unrastered into 1D. The vector f of length N represents the unknown HR object pixels. The matrix T k represents a geometric transformation of the object pixels due to the position and orientation of the kth camera with respect to a reference coordinate system. It can be characterized by four parameters of an affine geometry, namely scale, rotation, and pixel translations in two image coordinates. The matrices H opt and H ccd represent the degradations (e.g., blur) due to optics and CCD detectors, respectively. The matrix S is the sampling operator. The vector n k of length M represents AWGN samples with mean zero and variance 2 . Figure 2 depicts these degradations schematically in a single imaging channel. We can express Eq. (1) more concisely as
where H k = SH ccd H opt T k . The set of measurement vectors, noise vectors, and the system matrices from K imaging channels can be stacked to obtain the multiframe imaging equation:
(a) (b) Fig. 1 . Example of a 128ϫ 128 pixel object in the (a) space domain with 16 384 nonzero pixels, and (b) wavelet domain with 4079 nonzero wavelet coefficients. The wavelet decomposition is performed at three resolution levels using the Daubechies-4 filter. The wavelet coefficients in each subband are scaled to enhance image contrast for display purpose.
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where y = ͓y 0 T y 1
T ͔ T is the overall system matrix of size P ϫ N. P is the total number of pixel measurements in the composite system.
The operators H k are generally sparse matrices because the geometric transformations and blur functions can be represented by locally supported kernels. Hence Eq. (3) denotes a sparse linear system, and sparse matrix techniques can be utilized to solve it efficiently. Sparsity of H is not to be confused with sparsity of the object. Recall that object sparsity means that f is sparse in some transform domain regardless of whether Eq. (3) is a sparse system or not. Superresolution techniques offer solutions to this multiframe image restoration problem and estimate/recover the HR object f.
B. Linear Minimum Mean Squared Error
The Wiener operator is the LMMSE solution for estimating f from the measurements described in Eq. (3) [6] . The Wiener operator W f is defined in the spatial domain as
where the N ϫ N matrix C f is the autocovariance function of the object, and I is the identity matrix of size P ϫ P . C f can be calculated analytically (e.g., for random binary images) or obtained by training on several images from the relevant object class [26] . The LMMSE estimate of the object is given by f LMMSE = f+ W f ͑y − Hf͒, where f is the object mean vector. The LMMSE estimate is the optimal linear solution in the mean-squared error sense. It uses object prior knowledge in the form of the first-, f, and the secondorder statistics, C f .
SPARSITY CONSTRAINED IMAGE RESTORATION
Before discussing various sparsity-motivated reconstruction algorithms we first express the multiframe imaging equation in terms of an object representation z in some transform domain, e.g., principal components or wavelets, as
where W is a unitary transformation matrix, Q = HW T , and z = Wf. If the object is sparse in the wavelet domain, then W represents the 2D discrete wavelet transformation matrix. The object estimate ẑ is first obtained in the transform domain using a sparse image reconstruction method. The Daubechies-4 wavelet filter used in our work produces a sparse W. Hence Eq. (5) again represents a sparse linear system of equations, and sparse matrix techniques can be used to solve it efficiently. The object estimate in the spatial domain f is then determined by f = W T ẑ.
A. Sparse Reconstruction Methods
As we mentioned in Section 1 there are several techniques available for sparse image reconstruction. Many of these algorithms were developed for systems without measurement noise y = Hf and then were extended to include measurement noise. In the presence of AWGN, basis pursuit with inequality constraints [27] obtains a solution to Eq. (5) according to
where ⑀ Ͼ 0 is a small constant. This convex minimization problem can be recast as an instance of the second-order cone problem and solved using efficient interior-point methods [15] . Another popular method of signal reconstruction is based on iterative wavelet shrinkage [17] . This technique attempts to solve the regularized ᐉ 1 minimization
where is the regularization parameter. This method obtains a solution to the above minimization problem in a two-step iterative process. Starting from an initial estimate, the estimate is updated at the ͑k +1͒th iteration as
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The first step is the backprojection of the difference signal y − Qẑ ͑k͒ using the adjoint operator, and the second step is soft thresholding using the threshold . How this method promotes sparsity in the estimate is clear: thresholding at each iteration removes small wavelet coefficients. However, determining an optimal threshold value is not straightforward. The algorithm can be started with ẑ
͑0͒
initialized to a zero-vector or Q T y. The algorithm is stopped when the reduction in the objective function values in successive iterations falls below a certain fixed threshold. Solving the minimization problem in Eq. (7) by using an EM method also leads to the same iterative strategy of Eq. (8) [21] . Often a "debiasing" step is performed on the estimate obtained using the EM algorithm [28] . Debiasing attempts to determine the best fit estimate in terms of least squares on the support set (locations of nonzero elements) of the estimate from EM. This is often required to make sure that data consistency is not violated while minimizing the total (objective) cost function in Eq. (7). However it may not be desirable as it might amplify the measurement noise and undo the effects of wavelet shrinkage. This is especially true when the threshold parameter is not close to the optimal value and/or the support set of the estimate is not a close representation of that of the actual object. Hence we avoid the "debiasing" step in our work.
B. Proposed Algorithm
We first consider a general regularized least-squares problem with a regularization operator L as
where is the regularization parameter. A regularized least-squares approach provides some flexibility in the minimization of an objective function with two costs. For example, when the measurement noise variance is not accurately known, the regularization parameter can be used to trade off data consistency and object prior costs. The regularization operator may simply be an identity operator (which refers to Tikhonov regularization [29] ) or a Laplacian operator [10] . Below we describe a datadependent L that promotes sparsity. Several methods have been proposed to estimate the optimal value of the regularization parameter [30, 31] . There are many efficient Krylov-subspace-based methods to solve Eq. (9), e.g., LSQR [23, 24] . LSQR is analytically equivalent to the conjugate gradient method and is numerically more stable. The possibility of efficiently solving Eq. (9) for several values of is a very attractive feature of LSQR as it facilitates an efficient determination of the optimal . The quantities generated during the intermediate process in the LSQR algorithm are independent of regularization parameter ( [23] , section 2.3). We modify the LSQR algorithm to solve Eq. (9) for multiple values with some increase in memory requirement and computational complexity. For detailed discussions of the Krylovsubspace-based methods, in particular LSQR, and their applications see references [23, 24, [30] [31] [32] [33] . Now we describe a doubly iterative algorithm to solve Eq. (7). First we rewrite Eq. (7) in the form of Eq. (9) . The operator L is the diagonal matrix whose ith element on
A similar technique was used to obtain the scaling matrix in an affine scaling methodology for best basis selection [34] . Any small or zero wavelet coefficients do not pose numerical problems as we explain in Subsection 3.C. Note that in our case L depends on the object.
We propose to solve this minimization problem in an iterative fashion. The solution to Eq. (9) is a function of both y and . We represent by ẑ ͑k͒ ϵ ẑ͓y , ͑k͒ ͔ the estimate obtained by solving Eq. (7) using the optimal regularization parameter ͑k͒ at the kth iteration. Given the estimate at the kth iteration, we obtain an estimate at the next iteration as
where ẑ ͑k+1͒ is the estimate at the ͑k +1͒th iteration, and L ͑k͒ is the diagonal regularization operator obtained using
The optimal regularization parameter at the ͑k +1͒th iteration is determined as ͑k+1͒ = arg min
where P is the number of measurement pixels and ẑ͑y , , k͒ is the solution to the minimization problem
We refer to this doubly-iterative algorithm as "ᐉ 1 penalty." This is doubly iterative because the LSQR method used to solve Eq. (10) is itself iterative.
Techniques such as the L-curve method can be used instead to determine the optimal parameter ͑k+1͒ . The L-curve is a parametric plot of ʈL ͑k͒ ẑ͑y , , k͒ʈ 2 2 versus ʈQẑ͑y , , k͒ − yʈ 2 2 with as a parameter. The ͑k+1͒ refers to the L-corner [31] , which is the point with maximum curvature on the L-curve. However, we have observed that methods to determine the L-corner point are often not robust nor reliable for very ill-conditioned systems. Hence we compute the regularization parameter by solving Eq. (11) . The objective cost function at the kth iteration is
and the algorithm is stopped when the reduction in objective cost between two consecutive iterations is smaller than a threshold; i.e., when
C. Computational Aspects
It may at first appear that it is necessary to solve a set of regularized equations Eqs. (10)- (12) at each iteration to obtain the final estimate. However, the LSQR algorithm can be modified to generate solutions ẑ͑y , , k͒ for multiple values of the regularization parameter with only a slight increase in computation and memory requirements [23, 24] . So Eqs. (10)- (12) are solved in one pass of the LSQR algorithm.
Also Eq. (10) is solved by first converting the problem into so-called "standard form" [31] :
The "standard form" refers to the Tikhonov-regularized least-squares problem. ͓L ͑k͒ ͔ −1 is the (pseudo) inverse matrix of the diagonal regularization operator L ͑k͒ , and its The inequality in the second line above is again because of Theorem 1 in [35] . So, as long as we choose the optimal regularization parameter ͑k+1͒ Յ ͑k͒ , the objective cost function is decreasing with k. Intuitively this is appealing because as the iteration increases, the estimate is driven toward the actual object, and hence less regularization is required.
E. Trained Object Prior
It has been observed that the wavelet coefficients of natural images are heavy-tailed and centered around zero [25] . This behavior is well approximated using GGD statistics, and this prior knowledge has been exploited in image coding to minimize the quantization noise on the wavelet representation [36] . A GGD function is parameterized by ␣ and ␤ according to
where ⌫͑.͒ is the Gamma function with ⌫͑x͒ = ͐ 0 ϱ e −t t x−1 dt, x Ͼ 0. The scale parameter ␣ controls the width of the function and the shape parameter ␤ controls its exponential decay rate.
Examples of this function are shown in Fig. 3 for two different ␣ and four different ␤ values. Note that ␤ = 2 refers to a Gaussian density and ␤ = 1 to a Laplacian density. Generally, wavelet coefficients in each subband of the wavelet decomposition of an object are modeled by one GGD function.
An example of such a model is depicted in Fig. 4 (b) for one wavelet subband of the 128ϫ 128 pixel natural object in Fig. 4(a) . The histogram of 1024 wavelet coefficients associated with the horizontal subband at the second highest decomposition scale is shown using 64 bins. The model fit to the histogram is estimated using the least-squares criterion. The estimated parameters ␣ = 0.383 and ␤ = 0.685. An L-level wavelet decomposition of an object produces 3L + 1 subbands. An object can thus be modeled in the wavelet domain using as many GGD functions: 3L +1 of ␣ parameters and 3L +1 of ␤ parameters. Several authors have studied the correlation of GGD model parameters across different decomposition levels and/or different orientations at a particular scale level [37] . In such cases an object can be represented by using fewer than 6L + 2 parameters.
Suppose that the object is modeled in the wavelet domain using L levels of wavelet decompositions. The wavelet subband in the lth scale and the mth orientation is characterized by a GGD function with parameters ␣ lm , and ␤ lm , where l =1,2, . . . ,L and m =1,2,3 ϵ͕LH , HL , HH͖. This scheme is represented pictorially in Fig. 5 for L =3.
The low-pass LL band is also modeled by a GGD function with parameters ␣ 00 and ␤ 00 . Using the MAP formulation the object estimate is given by
P͑y͉z͒P͑z͒ ͑y is fixed͒.
The probability of y conditioned on z is Gaussian with
The wavelet coefficients are assumed to be independent of each other, and the probability of z is given by
where ␣ ĩ and ␤ ĩ are determined by the ͑l , m͒th subband to which the ith coefficient belongs, i.e., ␣ ĩ = ␣ lm and ␤ ĩ = ␤ lm . Taking the logarithm, the MAP estimate is now obtained as the regularized estimate
where is the regularization parameter that trades off cost factors due to the data consistency ʈy − Qzʈ 2 2 and the
This is similar to Eq. (7) except that the ith wavelet coefficient is now scaled by a factor 1 / ␣ ĩ . The scaling factor is learned from a set of training images and depends on the subband of which the coefficient is a member. Because ␣ ĩ 's are constants, the regularization cost decreases as the wavelet coefficients tend toward zero, thus yielding a sparse estimate. Furthermore the normlike quantity ʈzʈ ␤ = ͚ i=0 N−1 ͉ z i ͉ ␤ when ␤ Ͻ 1 is also used as a metric to quantify the sparsity of an object [34, 38, 39] . ʈzʈ ␤ is often referred to as a "diversity measure" or an "entropy-like measure" because it is not a true norm for ␤ Ͻ 1 [34] . Minimization of cost functions of the form ẑ =min z ʈ y − Qzʈ 2 2 + ʈ zʈ ␤ for ␤ Ͻ 1 results in sparse solutions as well [34] . The same idea can be extended to cases where each wavelet coefficient is scaled by a constant to yield a regularization cost in the form
Note that Eq. (16) can be considered as a further adaptation of the diversity measures to compute sparse solutions.
We solve Eq. (16) using the same algorithm outlined in Subsection 3.B. At the kth iteration the algorithm solves Eqs. (10)- (12) to update the estimate. The resulting regularization operator at the kth iteration, L ͑k͒ , is again diagonal. The ith diagonal element is equal to ͑␣ ␤/2 ͉ z i ͉ 1−␤/2 ͒ −1 . We refer to this algorithm as "GGD penalty." The convergence proof stated in Subsection 3.D holds for this object prior as well. In the next section we present the performance of the various algorithms described so far.
SIMULATION RESULTS
We consider a distributed imaging system consisting of K low-resolution cameras. Each of them is assumed to be an incoherent optical system with a rectangular aperture. H opt in the imaging equation Eq. (1) is then determined by the diffraction-limited optical point-spread function h opt . The degree of optical blur w is defined as the halfwidth of h opt , which is the separation between the peak and the first zero for h opt . Figure 6 is a 1D depiction of h opt ͑x͒ = sinc Larger w corresponds to larger diffraction-limited optical blur. The operators H ccd and S are determined by the pitch of the measurement pixel D relative to the object pixel. The geometrical transformation operator T k in Eq.
(1) models the particular view of the object in the kth LR image, and is characterized by scale ͑s͒, rotation ͑͒, and translations ͑⌬x , ⌬y͒ in two image coordinates. These parameters are chosen uniformly and at random from the ranges of values 0.9Յ s Յ 1.1, −15°Յ Յ + 15°, and −D Յ ͑⌬x , ⌬y͒ Յ + D object pixels.
The measurement SNR is defined as SNR͑dB͒ = 10 log 10 ͑1/ 2 ͒, where 2 is the variance of the sensor AWGN, and the object is grayscale with pixel values normalized between 0 and 1. The reconstruction fidelity is quantified by the root-mean-square error (RMSE) which is defined as RMSE= ͱ ͚ iN c ͑f i − f î ͒ 2 / ͉N c ͉, where f is the object estimate, N c is the set of pixels that are seen by all K cameras, and ͉N c ͉ is the total number of such common pixels.
We also analyze the reconstructions qualitatively using a visually weighted RMSE (VRMSE). We calculate the VRMSE by using a filter proposed in [40] . While calculating this metric, the filter weights different frequencies by different amounts based on the empirical studies of human visual systems. VRMSE has been shown to provide a good estimate of subjective visual quality.
A. Training Objects and Model Adequacy
To obtain prior knowledge about the object we use 32 natural images of size 128ϫ 128 pixels from the USC-SIPI (see [41] ) database as training objects. These images are often used for data-compression-related research activity. We preprocess these objects by compressing them to have a distortion RMSE of 1%. After preprocessing we obtain a set of moderately sparse images, i.e., ʈzʈ 0 Յ 50%. Twenty-six such objects are shown in Fig. 7 . We estimate the mean object vector and the covariance matrix required by the LMMSE operator using this training set. We assumed a correlation distance of 2 pixels, i.e.. two positions that are 2 pixels apart in any direction are assumed to be uncorrelated.
For the GGD method we model wavelet subbands at four decomposition levels, three orientations (horizontal LH, vertical HL, and diagonal HH), and the low-pass LL subband. The wavelet coefficients belonging to each subband are collected from all training objects. We then fit the histogram of wavelet coefficients with a GGD function. The parameters ␣ and ␤ are determined by minimizing the squared error between the histogram and the model.
The values of ␣ and ␤ for all wavelet subbands are tabulated in Table 1 . We note that the variation of ␣ with decomposition levels is consistent with previously published results [37] : the width of the GGD function generally increases as the decomposition level increases. In addition to that we observe increasing ␤ values with increasing level number for a given orientation. When the objects are very sparse, e.g. ʈzʈ 0 Յ 30%, the wavelet coefficients in subbands in the first and second decomposition levels (at highest frequency scales) are mostly zeros with occasional spikes of nonzero elements.
An example histogram of such a sparse subband is shown in Fig. 8 . We observed that in such cases a GGD function is not a good fit to the data: the estimated parameter ␣ Ϸ 0. During reconstruction using Eq. (16), the presence of ␣ = 0 forces all coefficients in that particular subband of the estimate ẑ to zero. Thus the estimate ignores any rare spikes that may correspond to strong edge details in the object.
To avoid this problem we choose to model by fitting only the nonzero coefficients with a GGD function. We learn an additional parameter z min , the smallest absolute wavelet coefficient in that subband. However instead of learning the z min in every subband we choose the smallest wavelet coefficient of all training wavelet coefficients and use it as the common parameter. An example of a GGD function fitted to histogram in a sparser subband is shown in Fig.  8 . We use these GGD parameters and z min in the GGD penalty restoration algorithm. The regularization operator is calculated in a similar way as described in Subsection 3.E.
B. Reconstruction Fidelity
We employ Monte Carlo simulations to test the performance of each algorithm. The threshold value in the EM algorithm is set to =3 as in [21] . In the first iteration of ᐉ 1 penalty and GGD penalty the optimal regularization parameter is chosen from the set of such that log 10 = ͕ −3 , −2.99, . . . , −0.01, 0͖. In the subsequent iterations a search for the optimal parameters is conducted in the vicinity of the optimal parameter of the previous iteration. Specifically ͑k+1͒ is found in the set of ͑ ͑k͒ /5,5 ͑k͒ ͒. The convergence threshold is chosen to be ⑀ =10 −2 . All EM, ᐉ 1 penalty, and GGD penalty methods are initialized to the LMMSE estimate.
First we consider a distributed imaging system with D = 2 pixel down sampling and w = 0.5 degree of optical blur. Figure 9 shows example reconstructions of a sparse object using the algorithms outlined in the previous sections. The 128ϫ 128-pixel original sparse object is shown in Fig. 9(a) . This object is 75% sparse in the wavelet domain, i.e., ᐉ 0 = 25%. LR images from three cameras at SNR= 20 dB are shown in Figs. 9(b)-9(d) . These images are interpolated to original size using a pixel replication method. Figures 9(e)-9(h) , in the second row of images are the reconstructions using K = 2 LR images and using LMMSE, EM, ᐉ 1 penalty, and GGD penalty methods, respectively. The RMSE values of these reconstructions are 6.33%, 6.49%, 5.97%, and 6.08%, respectively. Because we are incorporating the object sparsity constraints, we also quantify the reconstruction fidelity using the ᐉ 0 norm of reconstructed images. The ᐉ 0 norms of these reconstructions are 99.99%, 1.92%, 39.98%, and 9.31%, respectively. The ᐉ 0 norm is calculated by counting all wavelet coefficients that have an absolute value greater than 10 −6 . As expected the LMMSE does not produce a sparse solution. All other methods provide sparse solutions with different levels of sparsity. The EM and GGD penalty methods produce sparser reconstructions than ᐉ 1 penalty. The LMMSE estimate appears noisy, whereas all sparsitybased approaches produce de-noised estimates. The visually weighted RMSE values are 0.70%, 0.71%, 0.69%, and 0.59%, respectively.
Object estimates restored by LMMSE, EM, ᐉ 1 , and GGD penalty methods using K = 4 LR images are shown in Figs. 9(i)-9(l), respectively. Reconstruction fidelity of these images, both visually and quantitatively, is better than those in the second row. These restorations have RMSE values of 5.75%, 5.73%, 5.31%, and 5.43%, respectively, and VRMSE values of 0.56%, 0.55%, 0.61%, and 0.50%, respectively. Sparsity levels (ᐉ 0 norms) of these reconstructions are 100%, 3.34%, 72.03%, and 11.46%, respectively. All three wavelet-based methods produce denoised reconstructions, while the LMMSE estimate appears more noisy than those of other methods.
We illustrate the convergence of the doubly iterative algorithm in Fig. 10 for the case of D = 2 pixel downsampling, K = 2 LR images, and SNR= 20 dB. The ᐉ 1 penalty method converges in five iterations and GGD penalty converges in three. The convergence threshold ⑀ = 0.01 is used here. The total objective cost ͓ ͱ C ͑k͒ ͔, the regularization cost ͑ ͑k͒ ʈ L ͑k͒ ẑ ͑k͒ ʈ 2 ͒, and the estimation error ͑ʈz − ẑ ͑k͒ ʈ 2 ͒ are plotted in Fig. 10(a) for both methods. The objective cost and regularization cost monotonically decrease as the iterations evolve. This may not be true for the estimation error (and RMSE): it may increase after reaching a minimum value. Often the estimate deviates from the true object in the mean-square-error sense while both the regularization cost and the total objective cost decrease. Only nonzero wavelet coefficients whose absolute value is greater than or equal to z min are used to obtain a GGD function fit. The knowledge of z min is also used in the sparse reconstruction algorithm.
with iteration for both methods. The sparsity of the estimate, in terms of ᐉ 0 norm, at each iteration is plotted in Fig. 10(c) . As expected, the sparsity of the estimate increases with the iteration number: the GGD penalty method produces sparser object estimates than does the ᐉ 1 penalty method.
The performance of these algorithms over a range of SNR values is quantified in Fig. 11 . The reconstruction RMSE is plotted versus SNR for the case of D = 2 pixel downsampling, and w = 0.5 degree of optical blur. The results for K = 1, 2, 3, and 4 LR images are shown in Figs.  11(a)-11(d) , respectively. The objects from Fig. 7 that are at least 70% sparse, i.e., ᐉ 0 Յ 30%, are used to generate these performance results. Basic observations are: (1) The RMSE of estimates produced by any algorithm decrease as measurement SNR increases; (2) at a given SNR the reconstruction RMSE decreases with increasing number of LR images. The ᐉ 1 penalty and GGD penalty methods produce reconstructions with smaller RMSE than the EM method and LMMSE method at SNR values greater than 18 dB for all K. For example the reconstruction RMSE obtained by these algorithms is 10% smaller than that of the EM algorithm and 20% smaller than that of LMMSE at SNR= 30 dB and K = 4 LR images. At low SNR values the GGD penalty method gains by the object-specific training. The RMSE of the GGD penalty algorithm is smaller than that of the ᐉ 1 penalty method in the SNR range of 10-15 dB.
We also analyzed the visually weighted RMSE of these reconstructions. VRMSE is plotted versus SNR for K =1, 2, 3, and 4 in Figs. 12(a)-12(d) , respectively. The VRMSE is consistently the smallest for the GGD penalty method over a wide range of SNR and K. The LMMSE produces estimates having significantly higher VRMSE values for K = 1, 2, and 3. The ᐉ 1 penalty and EM estimates have comparable VRMSE values.
We also examined the sparsity of these reconstructions. The ᐉ 0 norms of the reconstructions are plotted against SNR in Figs. 13(a)-13(d) for K =1-4 LR images, respectively. The spatial domain LMMSE method produces the Fig. 9 . Sample restored images at SNR= 20 dB by using algorithms described in this paper. (a) A 128ϫ 128 pixel object, and (b)-(d) three LR images degraded by optical blur with w = 0.5 and D = 2 pixel downsampling. Images were restored from K = 2 LR frames and using the (e) LMMSE, (f) EM, (g) ᐉ 1 penalty, and (h) GGD penalty algorithms. They have RMSE values of 6.33%, 6,49%, 5.97%, and 6.08%, respectively. Images in (i), (j), (k), and (l) are reconstructed from K = 4 LR frames using LMMSE, EM, ᐉ 1 and GGD penalty, respectively. They have RMSE values of 5.75%, 5.73%, 5.31%, and 5.43%, respectively. least sparse estimates at all SNR levels and values of K. The average ᐉ 0 norm of ten objects considered here (whose ᐉ 0 Յ 30%) is 21.60%. The estimates produced by the ᐉ 1 penalty method for different K and SNR values considered here have ᐉ 0 values in the range of 60-90%. The ᐉ 0 norms of EM and GGD penalty estimates are smaller than the average value. The EM method produces the sparsest estimates. These two methods produce sparser estimates because they force wavelet coefficients toward zero explicitly either by soft-thresholding ( in EM) or hard-thresholding (z min and ␣ in GGD penalty). Another trend is that the sparsity levels in the estimates get closer to their actual values as the SNR increases. Now we consider a distributed imaging system with a larger D = 4 pixel downsampling and w = 1.0 degree of optical blur. Figure 14 shows example reconstructions of a sparse object. The 128ϫ 128 pixel original object and three LR images measured at SNR= 50 dB appear in Figs. 14(a)-14(d), respectively. The object is 76% sparse, i.e., ᐉ 0 = 24%. The second and the third rows display object es- ( The performance of all wavelet-domain methods will depend on the quality of the initial estimate. This is more critical when thresholding is involved because it determines the support set (locations of nonzero wavelet coefficients) of the estimate in the next iteration. The initial estimate given by the LMMSE is closer to the object and has better reconstruction fidelity in the D = 2 cases. Hence we see significant improvements in reconstruction RMSE by ᐉ 1 and GGD penalty methods in the D = 2 case than in the D = 4 case. In the next section we apply these algorithms to combine images captured in laboratory experiments.
EXPERIMENTS
Though the main purpose of this paper is to present a new multiframe superresolution algorithm we briefly demonstrate the application of the algorithm on real images. We employ an array of inexpensive Firewire-based cameras in an experimental setup as shown in Fig. 18 . A plasma monitor is used to display objects at a distance of 1.5 m from the cameras. The cameras are deployed such that their geometries with respect to a reference camera can be modeled using affine transformations. Unlike the imaging systems considered in Section 4, accurate knowledge of all camera parameters is not available.
The point-spread functions (PSFs) of these cameras also need to be estimated to characterize the degradation introduced by the optical blur. We place point-source objects at multiple locations in the object space and capture the images from each camera. We estimate the PSFs from these image measurements, assuming that the response of each camera is shift-invariant.
The PSFs thus estimated for two cameras are shown in Table 2 . Coarse values of affine camera geometry parameters (i.e., scale, rotation, and shifts in two image coordinates) are estimated by aligning the image with respect to the reference image. Image registration is performed by choosing a set of corresponding points in the reference image and the image to be aligned [42] . These parameters are further fine-tuned by minimizing mean-square error between the reference image and registered image. We demonstrate the sparsity constrained regularization method first by reconstructing an object that is sparse in the space domain. Figure 19 (a) shows a measured LR image that is downsampled by D = 2 pixels. The images in Figs. 19(b) and 19(c) are reconstructed from K = 4 such LR images using least-square (minimum L2 norm) estimation and the ᐉ 1 penalty method, respectively. Note that because the object is sparse in the space domain, the operator Q = HI T = H in Eqs. (9)- (11), where I is the identity matrix. Figure 19(d) shows a 4 ϫ 4 pixel downsampled image. Figs. 19(e) and 19(f) show object reconstructions from K = 4 such LR images using leastsquares estimation and the ᐉ 1 penalty method, respectively. ᐉ 1 penalty produces reconstructions with finer details than does least-squares estimation.
Next we apply our algorithms to reconstruct an object that is sparse in the wavelet domain. We display the object shown in Fig. 9(a) on the plasma monitor. The first and the second row in Fig. 20 display captured LR images and reconstructed images using four different algorithms for the case of D = 2 and D = 4 pixel downsampling, respectively. The sampled captured images in Figs. 20(a) and 20(f) are interpolated to original size using a pixel replication method. The images in the second, third, fourth, and fifth columns are reconstructed from K = 4 LR images using the LMMSE, EM, ᐉ 1 penalty, and GGD penalty methods, respectively. The images reconstructed using these algorithms display more object details than the observed image. The reconstructed image quality for the case of D = 2 is superior to that of D = 4. All three waveletbased methods produce object estimates having similar visual quality.
CONCLUSIONS
We have described a novel multiframe image restoration method for obtaining a high-resolution object estimate from multiple low-resolution images that are warped, blurred, and corrupted by measurement noise. We incorporated the prior knowledge that an object may be sparse in some transform domain (e.g., wavelet) to improve the restoration. We formulated the multiframe image restoration problem as a maximum a posteriori estimation. We obtained an estimate by solving a series of linearized, regularized least-squares problems. The object sparsity prior is incorporated using the ᐉ 1 norm as the regularization operator (ᐉ 1 penalty). We also modeled objects in the wavelet domain using generalized Gaussian density functions, where the model parameters are estimated from a set of training objects. The regularization operator is derived from these parameters (GGD penalty).
We compared the performance of our algorithms with that of an EM algorithm for ᐉ 1 norm minimization, as well as that of the LMMSE estimator. We considered imaging systems having different pixel sizes and different numbers of cameras deployed according to affine geometries. We quantified the reconstruction fidelity using both RMSE and visually weighted RMSE metrics. In the case of D = 2 pixel downsampling, the ᐉ 1 penalty and GGD penalty methods produce reconstructions having smaller RMSE than do the LMMSE and EM algorithms for SNR values greater than 18 dB and K =1-4 LR images. VRMSE is generally the smallest for the GGD penalty method for these cases.
In the case of D = 4 the ᐉ 1 penalty method offers reconstructions with the smallest RMSE for a wide range of SNR and K. VRMSE values are the smallest for the GGD penalty method for SNR values less than 30 dB. Using K = 8 LR images that are downsampled by 4 ϫ 4 pixels at SNR= 50 dB the reconstruction errors of object estimates obtained from ᐉ 1 and GGD penalty algorithm are 5.5% smaller than for the EM method and 14.3% smaller than for the LMMSE method. For both cases of D = 2 and D = 4, the EM method and the GGD penalty method offer the most sparse reconstructions.
We also applied these algorithms to produce an object estimate from images gathered in a laboratory experiment. We demonstrated successful application of sparsity-constrained restoration of space-domain and wavelet-domain sparse objects.
