We study the regularity of a distributional solution (u, p) of the 3D incompressible evolution Navier-Stokes equations. Let B r denote concentric balls in R 3 with radius r. We will show that if p ∈ L m (0, 1; L 1 (B 2 )), m > 2, and if u is sufficiently small in L ∞ (0, 1; L 3,∞ (B 2 )), without any assumption on its gradient, then u is bounded in B 1 × ( 1 10 , 1). It is an endpoint case of the usual Serrin-type regularity criteria, and extends the steady-state result of Kim-Kozono to the time dependent setting. In the appendix we also show some nonendpoint borderline regularity criteria.
Introduction
This paper is concerned with the regularity of a distributional solution (u, p) of the 3D incompressible Navier-Stokes equations ∂ t u − ∆u + (u · ∇)u + ∇p = 0, div u = 0.
(1.1)
Denote B r = {x ∈ R 3 : |x| < r}. Our goal is to prove interior regularity (i.e. boundedness) of u assuming that p ∈ L m (0, 1; L 1 (B 2 )), m > 2, and that u is sufficiently small in L ∞ (0, 1; L 3,∞ (B 2 )). Definition 1.1. A pair u ∈ L 2 (B 2 × (0, 1); R 3 ) and p ∈ L 1 (B 2 × (0, 1)) is a distributional solution of (1.1) in B 2 × (0, 1) if
for any ζ ∈ C 2 c (B 2 × (0, 1); R 3 ), and
Note that the definitions do not involve any boundary or initial conditions. Also note that the second definition does not explicitly involve the pressure p. A distributional solution is necessarily a very weak solution.
Recall that it is an open problem whether the initial value problem or initial-boundary value problem of the Navier-Stokes system (1.1) has a global classical solution for smooth and localized initial data (with zero boundary condition). An important regularity criterion due to Serrin [21] states that if a weak solution u satisfies the condition u ∈ L s (0, T ; L q ) with 3 < q < ∞, 2 s + 3 q < 1, (1.4) then u is locally bounded. The borderline cases 3/p + 2/q = 1, 3 < p ≤ ∞, were proved by Ladyzhenskaya [18] , Sohr [23] , Giga [10] , and Struwe [26] under various settings. For the end point case (q, s) = (3, ∞), i.e., u ∈ L ∞ (0, T ; L 3 ), partial results are available in [28, 26, 29, 17] , and the full case in R 3 is resolved by Escauriaza, Seregin andŠverák [9] . See [13] and its references for various regularity criteria in terms of scaled norms.
Attempts were made to replace Lebesgue spaces by Lorentz spaces L q,r in these regularity criteria. Recall L q,∞ is the weak L q space. Takahashi [28] showed regularity of weak solutions assuming u L s L q,∞ , 3 < q ≤ ∞, is small enough. Chen and Price [6] showed regularity at (x 0 , t 0 ) assuming sup Br(x 0 )×(t 0 −r 2 ,t 0 ) |u(x, t)||x − x 0 | 1−θ |t − t 0 | θ/2 is sufficiently small for some 0 < θ < 1 and r > 0. Sohr [24] assumes u ∈ L s,r (0, T ; L q,∞ ) with 3 < q < ∞, 3 q + 2 s = 1. Kim and Kozono [15] proves interior regularity assuming smallness of u L s,∞ (0,T ;L q,∞ ) with 3 ≤ q < ∞, All above-mentioned regularity criteria are for weak solutions with
For distributional solutions assuming no gradient bound, the only known regularity results are for steady states. The first type of results is the removability of singularity by Dyer and Edmunds [8] , Shapiro [22] and Choe and Kim [7] . In the most recent work [7] , it is showed that if (u, p) is a distributional solution in B 1 \{0} and either
is a distributional solution in B 1 . The second type of results is the regularity for distributional solutions (u, p) in B 1 . It is known in [8, 22, 7] that u is regular if u ∈ L β (B 1 ), β > 3. Kim and Kozono [16] shows the regularity assuming
loc with u L 3,∞ sufficiently small. Also see Miura and Tsai [19] which characterizes the asymptotes of a very weak solution u in B 1 \{0} with |x|u(x) L ∞ sufficiently small.
The main purpose of this article is to obtain a regularity criterion for distributional solutions of the time-dependent Navier-Stokes equations in the borderline class
). Our main result is the following.
There is a small constant ε 1 > 0 such that the following holds. Suppose the pair (u, p) is a distributional solution of the Navier-Stokes system (1.
), but we do not need it to be small. Moreover, the small constant ε 1 is independent of m and p L m (0,1;L 1 (B 2 )) . In addition, we make no assumption on the gradient of u.
3. The similar result in Kim-Kozono [15] does not assume any thing on the pressure, but requires that u is a weak solution,
4. Our proof makes use of a subcritical interior regularity criterion for very weak solutions u ∈ L s (0, 1; L q (B 2 )), 3/q + 2/s < 1, see Theorem A.1 in Appendix. It does not need any assumption on ∇u or p.
The main idea of its proof is as follows: we first perform a cut-off and reformulate the problem on the entire space R 3 . We next show the existence of a more regular solution of the reformulated problem. We finally show that the original solution must locally agree with the newly constructed regular solution. Both existence are uniqueness are based on the linear estimate (2.9) of Yamazaki [30] , which allows the time exponent to be ∞. 
is a distributional solution of the stationary Navier-Stokes equations (1.1) in Ω with zero force, and if u
We will show that Theorem 1.2 is a corollary of Theorem 1.1. It is worthy noting that our proof is different from that of [16] , and hence is a second (although not simpler) proof of Theorem 1.2.
Finally we present a modest improvement of Theorem 1.2. 
for any ball B(x 0 , 2R) ⊂ Ω, for a constant C independent of u and R.
The improvement is the explicit estimate (1.6), the absence of any assumption on the pressure, and that (1.2) is satisfied only for those test functions ζ with div ζ = 0. It is based on an interior estimate without pressure assumption, due toŠverák and Tsai [27] , see Lemma 5.1. Note that a time-dependent version of Lemma 5.1 appears in [5, Appendix] , which however cannot be used to replace the distributional solution assumption in Theorem 1.1 by very weak solution, since the exponent of time integration in [5, Appendix] has to be finite and cannot be ∞.
The rest of the paper is structured as follows: In Sect. 2 we give a few results for the Stokes system. In Sect. 3 we prove Theorem 1.1. In Sect. 4 we show Theorem 1.2. In Sect. 5 we show Theorem 1.3. In the appendix we show a subcritical regularity criterion for very weak solutions which is used in the proof of Theorem 1.1, and also some borderline regularity criteria which are nonendpoint analogue of Theorem 1.1.
Preliminaries
In this section we collect a few preliminary results. For 1 ≤ p ≤ ∞ we denote by p ′ its conjugate exponent,
Oseen's tensor
We recall the fundamental solution of the Stokes system in R 3 (the Oseen's tensor, see [20] and [25, page 235])
where Γ(x, t) = (4πt) −3/2 exp(−|x| 2 /4t) is the fundamental solution of the heat equation. It is known in [25, Theorem 1] that the tensor S = (S ij ) satisfies the following estimates:
where D ℓ x indicates ℓ-th order derivatives with respect to the variable x. A solution of the non-stationary Stokes system in R 3 × R + ,
with zero initial condition, if f = (f j ) and F = (F jk ) have sufficient decay, is given by
Here we have taken the convention (∇ · F ) i = j ∂ j F ij .
Stokes flow in Lorentz spaces
Let L q,r denote the usual Lorentz space for q, r ∈ [1, ∞]. For their properties see for example [1, 2] . Recall that L q,q = L q and that L q,∞ is also called weak L q . For 1 < q < ∞ and 1 ≤ r ≤ ∞, one has the Helmholtz decomposition
where
Let P denotes the Helmholtz projection operator from L q,r to L q,r σ with respect to the Helmholtz decomposition. The Stokes operator
It is dense in L q,r σ (R 3 ) for 1 < q, r < ∞. We will need the following estimates. Lemma 2.1. Let Ω = R 3 and suppose that 1 < p ≤ q < ∞. There exist constants
This lemma is also true if Ω is a half space or a bounded domain in R 3 with smooth boundary. In fact, we have the estimates
for all 1 < q < ∞ for R 3 , half-spaces and bounded domains, and for 1 < q < 3 for exterior domains, see [3, Theorem 3.6] , and [4, (3.15) ]. An interpolation gives (2.8). The borderline case q = 3 of (2.8) for exterior domains is proved by Yamazaki [30] . Estimate (2.9) is proved by Yamazaki [30] with the restriction q ≤ 3 since he uses (2.8). The same proof works for R 3 , half-spaces and bounded domains with 1 < q < ∞.
With the help of Lemma 2.1, we can define the solution operator for the Stokes system
In this case (2.4) does not converge absolutely. Below BC w denotes the class of bounded and weak-star continuous functions. 3 Proof of Theorem 1.1
In this section we prove Theorem 1.1. We split the proof to several steps. In §3.1, we perform a cut-off and reformulate the problem on the entire space R 3 . In §3.2, we show the existence of a regular solution of the reformulated problem. In §3.3, we show that the original solution must locally agree with the newly constructed regular solution.
We first show a better estimate of p. Denote
Its first summand is small while the second may be large. By taking the divergence of (1.1), p is a distributional solution of
By the usual elliptic estimates, we have
Reformulation of the problem
In this subsection we perform a cut-off and reformulate the problem on the entire space R 3 . Let θ(t) be a smooth cut-off function with θ(t) = 1 for t ≥ 0.1 and θ(t) = 0 for t < 1 20 . Let ϕ 0 (x) be a smooth cut-off function with ϕ 0 (x) = 1 for |x| ≤ 1 and ϕ 0 (x) = 0 for |x| ≥ 5/4. Let ϕ(x, t) = θ(t)ϕ 0 (x). Letφ(x) be a smooth cut-off function so that ϕ(x) = 1 for |x| ≤ 5/4, andφ(x) = 0 for |x| ≥ 3/2. Let
Then (v, q) = (ũ,p) satisfies v| t=0 = 0 and
6)
We further single out the key quadratic term in F and rewrite
Summarizing, (v, q) = (ũ,p) defined by (3.4) satisfies
and
1 Although it is common to add a correction termû to the cut-off ϕu to makeũ = ϕu +û divergencefree, our correction termû = ∇η does not have compact support as usual. It is because that we wantû to be a potential so that we can hide ∂ tû in ∇p, and hence need not estimate it. We have |∇η(x, t)| |x| −2 for |x| > 2, which is sufficient for us. This technique has been used in, e.g. [14, (3.5) ]. The term ∆η inp is not present in [14] since it is identically zero.
in R 3 × (0, 1), in the sense of distributions. We will treat u in the definitions of f k as known and v as unknown. Thus f 2 (v) is linear in v. We now take care of the source terms in (3.12) and define
That is, it solves (3.12) with f 2 removed. Denote
Proof. We first estimate ∇η, which is bounded by |x|
(i.e. q = r * ). By generalized Young's inequality we have 16) which is uniform in 0 < t < 1. For f 0 and f 1 , since they have compact support, by
We now estimate v 0 . By generalized Young's inequality, for δ ≥ 0,
where (m − 2), and if we choose r so that 1 < 3 r < 3 3+δ + 1. The proof for the continuity in time is similar to that for heat potentials, and is omitted.
Since v 0 satisfies (3.14), Eqn. (3.12) is formally equivalent to
for 0 < t < 1, where the operator Φ is defined in Lemma 2.2. ) with its norm bounded by CC * . It satisfies
). and so is v. Since (u, p) is a distributional solution of (1.1), (v, q) = (ũ,p) is a distributional solution of (3.12), or, for For 0 < t ≤ t 1 < 1, we can extend ϕ to the form ϕ = θ(t)ψ(t, x), where θ(t) ∈ C 1 c (0, t 1 ), ψ(t, x) = e −(t 1 −t)A η, and η ∈ D. Using ∂ t ψ + ∆ψ = 0, we get
. As in [14] , taking θ(t) = φ
c (R), φ(t) = 1 for t < 0 and φ(t) = 0 for t > 1, then sending δ → 0 + , we have θ(t) → 1 0<t<t 1 and, by continuity of (w(t), e −(t 1 −t)A η),
Here we used the fact that v(0) = 0. Therefore
Existence of regular solutions
In this subsection we prove the following existence lemma.
Lemma 3.3 (Existence). Eq. (3.22) has a solution
, where δ > 0 is the small constant in Lemma 3.1.
By Serrin-type subcritical regularity criteria for very weak solutions (see Theorem A. 1) ) for any 0 < τ < 1.
We want to show that Λ is a contraction mapping in 
if ε > 0 is sufficiently small. This shows Λv ∈ Y 1 .
Next we consider the difference: If v 1 , v 2 ∈ Y 1 , we have
Therefore, if ε is small enough (independent of m and C * ), Λ is a contraction mapping in Y 1 and has a unique fixed point v = Λv in Y 1 . Since both v 0 and Φ(φu ⊗ v) are weak-star continuous by Lemmas 2.2 and 3.1, so is v.
Uniqueness
In this subsection we prove the following uniqueness lemma.
Proof. Let w = v − v. It satisfies w = Φ (−φu ⊗ w) and hence
Thus w = 0 if Cε < 1. This proves Lemma 3.4.
Conclusion of proof
Proof of Theorem 1.1: By Lemma 3.3, there exists a regular solution v of (3.22), which coincides withũ ∈ X 3 by Lemma 3.4. Henceũ is regular. Since our distributional solution u of (1.1) equalsũ in B 1 × (1/10, 1), u is regular in B 1 × (1/10, 1 ). This proves Theorem 1.1.
4 Proof of Theorem 1.2
Then (v, π) is a distributional solution of (1.1) in B 2 × (0, 1) with trivial dependence on time and
, 1) if ε is sufficiently small. Thus u is bounded in B(x 0 , R). Since x 0 ∈ Ω is arbitrary, we have shown u ∈ L ∞ loc (Ω).
Proof of Theorem 1.3
The proof of Theorem 1.3 is based on the following interior estimate.
Lemma 5.1 (Interior estimates for Stokes system). Let
is a very weak solution of the Stokes system
loc , there is a p ∈ L q loc so that the above equation is satisfied in distribution sense and, for some constant c = c(q, R 1 , R 2 ),
This lemma is [27, Theorem 2.2]. Although the statement in [27] assumes v ∈ W 1,q loc , its proof only requires v ∈ L 1 . Similar estimates for the time-dependent Stokes system appeared in [5, Lemma A.2] , and include Lemma 5.1 as a special case. An important feature of these estimates is that a bound of the pressure p is not needed in the right side. This is desirable if we want to study solutions for which we do not a priori have any estimate of the pressure. 4) and v is a very weak solution of the Stokes system
and (v, p) is a distributional solution of the stationary Navier-Stokes equations. We may add a constant to p so that the infimum of p − a L q (B 3/2 ) occurs at a = 0. By Theorem
The usual bootstraping argument with small ε gives v L ∞ (B 1 ) ≤ Cε (compare the proof of Theorem A.1). Thus |u| ≤ Cε/R in B(x 0 , R).
Appendix
In the first part of this Appendix we prove a subcritical Serrin-type interior regularity criteria for very weak solutions, which is used in the proof of Theorem 1.1 . It assumes higher integrability of u than Theorem 1.1. However, it is concerned with more general very weak solutions (than distributional solutions) and makes no assumption on the pressure.
is a very weak solution of (1.
Remark. The second assumption u ∈ L ∞ (0, 1; L 1 (B 1 )) is necessary because of Serrin's example u(x, t) = g(t)∇h(x) for some harmonic h, ∆h = 0. The condition s ≥ 3 could be relaxed but the proof would be more tedious.
Proof. The weak form of (1.1) can be considered as the weak form of the inhomogeneous Stokes system
Choose integer K > 0 so that
. By [5, Lemma A.2] , ∇u exists and for any large m < ∞,
Consider now the vorticity ω := curl u ∈ L p 0 (Q 1 ), p 0 = 3/2. It satisfies the inhomogeneous heat equation
The same induction argument of Serrin [21] using potential estimate shows that
In the second part of this Appendix we prove a nonendpoint borderline analogue of Theorem 1.1. It is not used in the rest of paper. Its proof is similar to that of Theorem 1.1 but is simpler: It uses the pointwise estimates (2.2) of Oseen's tensor instead of Lemma 2.2.
is a distributional solution of (1.
is implied by m ≥ 1 if q > 6.
Proof. By Theorem A.1, it suffices to consider the case 3/q + 2/s = 1. Since q > 3 we have s < ∞, and u L s (t 0 ,t 1 ;L q (B 1 )) → 0 as t 1 − t 0 → 0, uniformly in 0 ≤ t 0 < t 1 ≤ 1. To prove the stated L ∞ loc bound, we may assume u L s (0,1;L q (B 1 )) is sufficiently small. The general case follows by a usual scaling argument.
Recall the system (3.12) for the localized velocity v = ϕu + ∇η,
where f 0 , f 1 and f 2 are given in (3.6), (3.9) and (3.10), and v vanishes at t = 0 and at |x| = 1. Consider the map
where v 0 is defined as in (3.13), but
is defined by the usual convolution, and not by duality as in Lemma 2.2.
Our goal is to prove that Λv has a fixed point v ∈ L s L q ∩ L s L q+δ for some δ > 0, and then to prove it is unique in L s L q . We will attain our goal in four steps.
Step 1: We show that v 0 ∈ L s (0, 1; L q ∩ L q+δ (R 3 )) for some δ > 0. We may assume m ≤ s/2. Since u ∈ L s L q , p ∈ L m L 1 and ϕ has compact support, we and by taking δ = 0 or δ > 0 sufficiently small.
Step 2: The cut-off vector ϕu + ∇η is a fixed point of (A.11) in the class L s L q . The proof is similar to Lemma 3.2.
Step 3: We show that Φ(φu ⊗ v) ∈ L s L q+δ provided v ∈ L s L q+δ , for either δ = 0 or 0 < δ ≪ 1. Let r = (q 2 + qδ)/(2q + δ) so that 1/r = 1/q + 1/(q + δ). By Young's inequality and (2.2), By generalized Young's inequality,
Step 4: Existence in L s (L q ∩ L q+δ ) and uniqueness in L s L q . They are proved in the same way as Lemmas 3.3 and 3.4.
The above shows that u is locally in L s L q+δ for some δ > 0. By Theorem A.1, u is locally bounded. 
