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Abstract—We report on the development of a video based analysis system that controls concatenative sound
synthesis and sound spatialisation in realtime during concerts. The system has been used in several performances,
most recently Transformation for electric violin and live electronics, where the performer controls the sound
synthesis and spatialisation while moving on stage.
1. Introduction
Motion capture technologies are increasingly becoming
popular in various types of interactive systems. Here mo-
tion capture is used to denote systems that can in different
ways track information about a person’s position and
motion in space over time. Such systems can be anything
from affordable sensor devices (e.g. accelerometers) to
electromagnetic, mechanical and optical infrared labora-
tory equipment.
In our research we use all of the above mentioned
motion capture systems, and explore how they can be
used for analysis of music-related body movement, and
the control of sound synthesis from such movements.
This includes everything from how instrumentalists may
control sound effects modifying their own sound while
playing a traditional instrument, to purely electronic
sound generation through motion in the air.
At the core of many of these activities is the need
for understanding more about the relationships between
complex body motion on one side and complex sonic
material on the other. Complex is here used to denote
the multidimensionality of both motion and sound, both
in analysis and synthesis. Many interactive systems are
often based on simple one-to-one mappings between
action and response, something which is also the case
in most commercially available music technologies. Key-
board based synthesisers, for example, typically work by
creating a simple relationship between the velocity of the
key being struck to the loudness envelope of the sound.
The limitations of commercial music technology may to
a large extent be caused by the limitations in the MIDI
standard [6], but also due to the lack of better conceptual
frameworks for understanding the relationships between
sound and motion in music.
We are interested in exploring how complex human
motion can be used to control complex sound synthesis
in realtime, something which requires more advanced
feature extraction, classification and machine learning
techniques. This paper reports on a pilot study where
we have explored the use of feature extraction and clas-
sification techniques to create a richer sonic interaction
than would have been possible with more traditional
synthesis and mapping methods.
2. Artistic idea and method
The starting point for the work being presented here
was the artistic idea of letting the performer (the second
author) navigate around in a large soundscape on stage,
as shown in an early sketch of the project (Figure 1).
Performing with an electric violin using a wireless sound
transmitter makes her able to move freely in space while
not having to think about issues such as sound feedback.
The idea was therefore that she could trigger sonic
material while moving to different locations on the floor.
This sonic material could then be used as the basis for
further improvisation.
The current exploration has been carried out employ-
ing an artistic working method, an iterative process
following a systematic “trial and error” approach. For
each attempt, a critical evaluation of the success of the
tested parameters have been carried out at three levels:
technology, interaction and sonic output. The evaluation
has been done with respect to these criteria:
• Stability
• Reproducibility
• Complexity
• Creativity
The two first points should be obvious, a system
that shall be used in public performances needs to be
Fig. 1: An early sketch of the artistic idea, where the
violinist could move on stage and trigger sonic objects.
both stable and able to reproduce results explored in
rehearsal. The two latter points are connected to the
artistic needs of having a system that is both complex
enough to be artistically interesting to play with, and
also creative enough for musical explorations.
3. Setup
Figure 2 presents an overview of the system. The follow-
ing sections will describe the three main parts: motion
capture, sound synthesis and sound spatialisation.
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Fig. 2: An overview of the system (boxes with dotted
lines show the non-realtime parts).
3.1. Motion capture
Several different types of motion capture solutions were
tested. Using an infrared optical motion capture system
(Qualisys Oqus 500) was abandoned early in the process.
While such systems provide for accurate, precise and
fast tracking of absolute position, they are not ideal for
concert use. This is due to the large amount of equipment
needed, as well as challenges when it comes to calibra-
tion, reflections, etc. outside of a lab environment.
We also tested an Xsens MVN motion capture suit,
which can capture absolute position based on sensor
fusion from sets of accelerometers, gyroscopes and mag-
netometers. Since this is an on-body system it is easier to
carry and set up in a concert hall, while still providing
fairly high speed, accuracy and precision, as well as
wireless connectivity. As such, it solves many of the
problems that are found with optical infrared systems,
but it creates others. The most important challenge when
using the suit, is that it is uncomfortable to wear, some-
thing which makes it less ideal to use for a performer.
Parallel to experimentation with the Qualisys and
Xsens motion capture systems, we have explored various
types of smaller accelerometer based sensor systems
[5], [3]. One problem here has been instability issues
with bluetooth wireless connections, especially in some
concert halls. For this reason we are currently exploring
ZigBee communication instead [11]. However, even with
stable wireless communication, an accelerometer based
solution would not be ideal, since we are interested in
finding the absolute location in space.
Finally, we decided to use video based analysis for the
motion capture, with a camera hanging in the ceiling
above the stage. While video analysis is comparably
slower than the other types of sensing systems, and
requires more CPU, it has the advantage of easily being
able to track the absolute position in space. By placing
the camera in the ceiling, we also effectively removed
challenges when it comes to separating the performer
from the background.
The video analysis was implemented as modules in
the Musical Gestures Toolbox [4] for the open frame-
work Jamoma,1 which is based on the graphical music
programming environment Max [8]. This is a realtime
system optimised for sound and video, and is also easily
reconfigurable in rehearsal and performance.
Figure 3 shows a screenshot from the Max patch,
where three different modules are used for getting video
from the camera, calculating the motion image (the run-
ning frame difference), and using this as the basis for
finding the area and centre position of the motion image.
Then we know the location of the performer in space,
and how much she moved.
3.2. Sound synthesis
The sound synthesis is based on a technique called
concatenative synthesis, using the CataRT library2 for Max
[10]. The method is based on cutting up a collection of
sound material into small sonic fragments, each of which
can be recombined in different ways in realtime.
We have explored many different types of CataRT
settings, with a huge collection of different sound ma-
terial. In the end we have come up with a sample
library of approximately 10 minutes of different violin
sounds (mainly pizzicato and flageolets) which is used as
input to the system. The sounds are fed to the analyser,
which starts by slicing them into pieces of 232 ms, a
1http://www.jamoma.org
2http://imtr.ircam.fr/imtr/CataRT
Fig. 3: Screenshot of the video analysis modules devel-
oped in Max 5. The input module reads video from
the camera, and passes on to the motion module which
calculates the motion image. Finally the box module
calculates the area and centre of motion, the latter vi-
sualised as a circle on the head of the performer.
duration which is perceptually relevant but still short
enough for being able to be spliced with other sounds.
Each of the sound slices are analysed using a subset of
MPEG-7 low level audio features [1], including pitch,
loudness, periodicity, spectral flatness, spectral centroid,
high frequency energy, mid frequency energy, high fre-
quency content and energy. The final result is a database
containing pointers to each of the original sound files,
the start and stop position of each segment, and the
results for all the extracted features. These features are
then used for plotting the relative distance between the
sound fragments in a 2-dimensional display, as can be
seen in Figure 4.
CataRT allows for quickly, easily and efficiently chang-
ing between different organisation of the sounds in
space. By mapping the position coordinates of the per-
former to CataRT’s 2D display, sound playback can be
controlled in realtime by the performer.
After experimentation we have found that a sonic
distribution with spectral centroid on one axis and pe-
riodicity loudness on the other is the most interesting
combination for interacting with our sound database.
This setting gives the performer (and the audience) a
Fig. 4: Screenshot of the 2D display in CataRT. Each of
the small dots represents a sound fragment of 232 ms,
and the organisation of the dots can be controlled in
realtime by changing which features should be mapped
to the two axes of the display.
clear perceptual understanding of the two axes, while
still allows for interesting sounds to appear close to each
other on the floor. The end result is a sonic texture built
up of individual fragments that are perceptually similar,
but still different and thus more musically interesting.
3.3. Sound spatialisation
The last part of the system is the placement of sounds in
space, or what is often referred to as spatialisation. Since
the piece is focusing on exploring the physical space
through a virtual space, we also wanted to distribute the
sounds dependent on where the performer was moving.
Different spatialisation setups have been tested. For
the last performance with the system, the room was
set up with chairs on all four sides of the stage. Here
we decided to place a set of smaller speakers at the
corners of the stage area, and four larger speakers on
the diagonals close to the walls (see Figure 5).
As spatialisation technique we decided to use vec-
tor based amplitude panning (VBAP) [9]. This is a CPU
efficient technique that makes it possible to distribute
sounds in space using simple matrix operations. For
the current setup, a simple one-to-one mapping was set
up between location on the floor and the placement of
sounds, but this is something which needs to be explored
more in future performances.
So far we have been carrying out the exploration
in fairly reverberant spaces, but have still found the
need to add a little extra reverb to the sound. The
concatenative synthesis cuts the grains quite accurately,
and even though there are no clicking or glitches in the
playback, we have seen the need for some additional
Fig. 5: Rehearsal before the performance at Norwegian
Academy of Music. Parts of the computer and mixer
setup to the left, the camera hangs in the ceiling, and
the 8 loudspeakers are placed in two squares around
the quadratic stage area.
Fig. 6: An image from the concert 3 September 2010.
A visual element, the white carpet also marked the
boundaries for the video analysis area.
reverb to create a more holistic soundscape. This is done
by using a simple mono reverb effect on each grain.
4. Discussion
The presented system has so far been used for several
workshops and during three public performances :
• The foyer of the Norwegian Opera & Ballet
(26.11.2009)
• The National library of Norway (4.2.2010)
• Norwegian Academy of Music (3.9.2010), (Figure 6)
There has been no software instability in neither re-
hearsal nor performance, and we have found the system
to meet all the criteria outlined in the beginning: stability,
reproducibility, complexity and creativity.
There are, of course, many possibilities for further
refinement and development that will be explored in
future research:
Tracking: The current tracking of position and mo-
tion on stage has proven to be stable, but also with
the limitations found in video cameras: speed and res-
olution. We will explore using high speed and high
resolution cameras to improve the response time. This
will also be combined with small 6D Zigbee based sen-
sor devices containing accelerometers, gyroscopes and
magnetometers [11].
Adaptability: A drawback with the current system
is the need for manual calibration. This we hope to
improve by creating an auto-calibration routine so that
the system can adjust itself to a new location and light
condition.
Motion feature database: CataRT is based on extract-
ing various features that are perceptually relevant. We
are currently exploring similar feature extraction and
classification techniques for motion capture data, so that
motion features can be treated in the same way as we
now work with sound data [2].
Action-sound synthesis: Based on a future database of
motion capture data, we aim at creating a system with
relationships between motion segments (i.e. actions) and
sound objects. This will open for more complex map-
pings between action and sound. A prototype study of
this has already been presented in [7], and will be further
refined in future experimentation.
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