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Abstract
Topology optimization often leads to structures consisting of slender elements
which are particularly sensitive to geometric imperfections. Such imper-
fections might affect the structural stability and induce large displacement
effects in these slender structures. This paper therefore presents a robust
approach to topology optimization which accounts for geometric imperfec-
tions and their potentially detrimental influence on the structural stability.
Geometric nonlinear effects are incorporated in the optimization by means
of a Total Lagrangian finite element formulation in the minimization of end-
compliance. Geometric imperfections are modeled as a vector-valued random
field in the design domain. The resulting uncertain performance of the design
is taken into account by minimizing a weighted sum of the mean and stan-
dard deviation of the compliance in the robust optimization problem. These
stochastic moments are typically estimated by means of sampling methods
such as Monte Carlo simulation. However, these methods require multiple
independent nonlinear finite element analyses in each design iteration of the
optimization algorithm. An efficient solution algorithm which uses adjoint
differentiation in a second-order perturbation method is therefore developed
to estimate the stochastic moments during the optimization. Two applica-
tions with structures that exhibit different types of structural instabilities
are examined. In both cases, it is demonstrated by means of an extensive
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Monte Carlo simulation that the deterministic design is very sensitive to im-
perfections, while the design obtained my means of the proposed method is
much more robust.
Keywords: Topology Optimization, Geometric Nonlinearity, Robust
Optimization, Stochastic Perturbation Method
1. Introduction
Topology optimization is a structural optimization technique which seeks
the best layout for a structure by optimizing the material distribution in a
predefined design domain. The popularity of the method is demonstrated
by its widespread application in various fields of engineering as outlined in a
number of recent review papers [1, 2]. Topology optimization often provides
an innovative and highly efficient solution for the design problem at hand.
However, the robustness of the optimized design remains an important
concern since there is always a level of uncertainty involved with respect
to the problem specifications, and minor variations in the physical system
might result in a strongly deteriorated performance or even render the de-
sign infeasible. Robust optimization takes into account these uncertainties
in the optimization in order to find designs which are both efficient and
robust. Different sources of uncertainty that are relevant in structural de-
sign have been considered in robust topology optimization including variable
loads (e.g. [3, 4, 5]), uncertain material properties (e.g. [6, 7]), and geometric
imperfections (e.g. [8, 9, 10, 11, 12]).
This paper focuses on robust topology optimization accounting for ge-
ometric imperfections. Topology optimization in mechanical applications
often results in slender structures which are sensitive to geometric imper-
fections. Structural members under compression are particularly sensitive
as the influence of initial imperfections is magnified by nonlinear effects and
even the structure’s global stability might be affected. Despite their relevance
in practical design problems, these issues have not yet received much atten-
tion in continuum topology optimization. Jalalpour et al. [13] presented a
robust approach to truss topology design which takes into account the influ-
ence of imperfections on the structural stability by means of an approximate
scheme for the redistribution of forces. Lazarov et al. [14] incorporated a
nonlinear finite element formulation in the robust design of a large displace-
ment mechanism affected by etching imperfections. A stochastic collocation
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method with a limited number of collocation points was used to mitigate the
computational cost of the method.
In accordance with the literature on topology optimization of geometric
nonlinear structures [15, 16], this work incorporates geometric nonlinear phe-
nomena in the optimization by means of a Total Lagrangian formulation for
large displacement mechanics. A probabilistic approach to robust optimiza-
tion is adopted: probability distributions are assigned to the uncertainties
and the robust performance of a design is assessed in terms of stochastic mo-
ments such as the mean and standard deviation. A stochastic perturbation
method is developed as an alternative to sampling or quadrature methods
such as Monte Carlo simulation in order to estimate these stochastic moments
without having to solve multiple instances of the nonlinear equilibrium equa-
tions in each design iteration of the robust optimization.
The paper is organized as follows. The first part briefly reviews density-
based topology optimization for mechanical structures including standard
techniques such as the SIMP method and projection filters. The extension
of the problem formulation to structures exhibiting geometric nonlinearity
is also considered. The second part then proceeds with the probabilistic
approach to robust topology optimization accounting for imperfections: a
random field model for geometric imperfections in the design domain is es-
tablished, the formulation of the robust optimization problem is discussed,
and a solution strategy based on the stochastic perturbation method is de-
veloped. Finally, two applications of the robust approach are presented: the
design of a shallow arch and a pinned column-like structure. Both structures
consist of slender members acting under compression; however, these struc-
tures exhibit different types of critical points (i.e. bifurcation and limit point
instabilities) which have an important impact on the imperfection sensitivity
[17].
2. Topology optimization of geometric nonlinear structures
2.1. Density-based topology optimization
Topology optimization determines the best structural layout by optimiz-
ing the material distribution in a design domain Ω for a given set of con-
straints and boundary conditions. This work follows a density-based ap-
proach to topology optimization. The design domain Ω is discretized by
means of ne finite elements and the structure is parameterized by assigning
a physical material density ρ¯e to each element in the design domain [18].
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The volume densities indicate whether material is present (ρ¯e = 1) or ab-
sent (ρ¯e = 0). The volume fraction of the design domain occupied by the
structure is therefore expressed as:
V =
1
VΩ
ne∑
e=1
veρ¯e (1)
where ve is the volume of element e and VΩ =
∑ne
e=1 ve is the volume of
the design domain. Formulating topology optimization in terms of decision
variables ρ¯e that can only take on 0/1 values leads to an integer programming
problem which is very hard to solve. The problem is therefore formulated
as a nonlinear programming problem by allowing the volume densities to
vary continuously between the material and void phase (i.e. 0 ≤ ρ¯e ≤ 1). In
this way, the optimization problem can be solved efficiently by means of a
gradient-based optimization algorithm. However, intermediate densities (0 <
ρ¯e < 1) usually lack a physical interpretation and should be avoided in the
optimized design. The well-known Solid Isotropic Material with Penalization
(SIMP) method [19, 20] is used in this paper in order to penalize intermediate
densities in the interpolation between material density and stiffness:
Ee = Emin + (E0 − Emin) ρ¯pe (2)
where E0 and Emin are the Young’s moduli of the material and void phase,
respectively. A very small non-zero stiffness Emin is assigned to the void
phase in order to prevent singularities in the elasticity problem. Intermediate
densities are made inefficient by selecting the penalization parameter p > 1.
In this paper, the formulation of the optimization problem further relies
on projection filters [21, 22, 23] for solving issues such as mesh-dependence
of the optimal solution. Projection filters can be used to impose a minimum
length scale in the design and even serve as a simplified model for incor-
porating certain manufacturing processes [24]. When projection filters are
applied, new design variables ρe are assigned to every element and the phys-
ical densities ρ¯e are defined as a function of these design variables ρe in two
steps. The design variables ρe are first smoothed by a density filter [25, 26]
to obtain the intermediate densities ρ˜e:
ρ˜e =
∑ne
i=1 κeiviρi∑ne
i=1 κeivi
, κei = max(R− ‖xe − xi‖2, 0) (3)
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where xe are the coordinates of the center of element e and the filter radius
R is related to the desired minimum length scale in the structure.
The smoothing operation (3) removes rapid variations in the design vari-
ables, but also introduces unwanted gray transition zones between material
and void phase. Gray elements are removed in the second step by projecting
the intermediate variables ρ˜e using a regularized Heaviside function [10, 21]:
ρ¯e =
tanh(βη) + tanh(β(ρ˜e − η))
tanh(βη) + tanh(β(1− η)) (4)
where the parameter β determines the steepness of the function and η ∈ [0; 1]
is the threshold value of the projection.
Minimum compliance is commonly considered as the basic design problem
for mechanical structures. The goal is to find the design which minimizes
the work done by the external forces for a limited amount of material:
min
ρ
f(ρ) = PTu(ρ)
s.t. V (ρ)− Vmax ≤ 0 (5)
0 ≤ ρ ≤ 1
where the vector ρ ∈ Rne collects all the individual design variables ρe.
The volume fraction V (ρ) of the design is limited to a certain value Vmax.
The nodal load vector P contains the discretized external forces. The nodal
displacements u of design ρ are determined by means of a finite element
analysis. When small strains and displacements are assumed, this amounts
to solving the following linear system:
gl (ρ,u) = K(ρ)u−P = 0 (6)
The linear stiffness matrix K(ρ) is assembled from the element stiffness ma-
trices Ke(ρ) = Ee(ρ)K
0
e where K
0
e is the element stiffness matrix for unit-
stiffness.
Finally, the optimization problems in this paper are solved by means of
the method of moving asymptotes [27] while the design sensitivities required
by the algorithm are computed by means of adjoint differentiation [28].
2.2. Geometric nonlinearity
In this paper the natural extension of the minimum compliance problem
is considered in order to incorporate buckling and other geometric nonlin-
ear effects in the optimization. The optimization problem is still formu-
lated as in Eq. (5); however, the equilibrium equations are replaced by a
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Total Lagrangian finite element formulation for large displacements analy-
sis. This modified optimization problem is often referred to as minimum
end-compliance [15, 29] since the objective function f = PTu no longer
corresponds to the external work. In the following, linear compliance and
nonlinear end-compliance are distinguished by adding a subscript to the no-
tation: linear compliance is denoted by fl and nonlinear end-compliance by
fnl.
End-compliance is the simplest extension of minimum compliance to the
geometric nonlinear range. The objective function, however, only considers
the equilibrium point corresponding to the applied load and does not con-
tain any information on the load-displacement path for lower load levels. In
compliant structures this might lead to degeneracy of the design [15]. Min-
imization of complementary work could be considered in order to account
for the complete load-displacement path from unloaded up to the final ap-
plied load. However, evaluating the complementary work and performing the
sensitivity analysis for this objective function is computationally much more
expensive. Klarbring and Stro¨mberg [33] proposed to minimize the nega-
tive of the potential energy which has the important benefit that it does not
require any adjoint equations to be solved in the sensitivity analysis. Note
that end-compliance, complementary work and the negative of the potential
energy are all equivalent measures of structural stiffness in case of a linear
model.
The nonlinear equilibrium equations are written as:
gnl (ρ,u) = R (ρ,u)−P = 0 (7)
The internal force vector R is expressed as the following integral over the
reference configuration of the domain:
R (ρ,u) =
ne∑
e=1
∫
Ωe
BT(u)Se(ρ,u) dΩ (8)
where B is the strain increment matrix and Se is the vector of second Piola-
Kirchhoff stresses. More detailed information on this formulation is found
in standard textbooks on nonlinear finite element analysis [30, 31, 32]. In
this paper the material behavior is described by means of the Saint Venant-
Kirchhoff constitutive model which is a generalization of Hooke’s law for
small strain problems and which is expressed as:
Se(ρ,u) = Ee(ρ)C
0E(u) (9)
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where E is the Green-Lagrange strain vector. The elastic constitutive matrix
for unit-stiffness C0 is multiplied by the element’s Young’s modulus Ee which
is again determined as a function of the design variables ρ through the SIMP
relation (2) and the projection filter (3)–(4). It is well known that the simple
linear constitutive relation (9) is not appropriate for describing large defor-
mations, especially in the compressive range [31]. However, the applications
in this paper only consider structures that undergo large displacements and
small deformations for which the Saint Venant-Kirchhoff model is deemed
sufficiently accurate. The present method can be modified in order to in-
corporate more advanced material laws such as Neo-Hookean models in case
large deformation effects are important.
Equation (7) is solved by means of the Newton-Raphson method during
the design optimization, i.e. the nonlinear displacements for a particular de-
sign ρ are determined iteratively by solving a number of local linearizations
of the nonlinear system (7):
KT(ρ,u
(k))∆u(k) = −gnl(ρ,u(k)) (10)
where ∆u(k) = u(k+1) − u(k) is the displacement increment and the tangent
stiffness matrix KT is defined as the Jacobian of R:
KT(ρ,u) =
∂R(ρ,u)
∂u
(11)
There are a number of complications when geometric nonlinearity is ac-
counted for in topology optimization [15, 34]. One well-known issue is the
occurrence of artificial instabilities in the void phase of the design domain
which affect the convergence of the Newton-Raphson solver. Several strate-
gies for solving this problem have been presented in the literature including
modified material interpolation schemes [35], an element removal strategy
[34] and the element connectivity parameterization method [36]. However,
these instabilities mainly occur in structures that undergo very large displace-
ments such as compliant mechanisms. These types of applications are not
of direct interest in this paper and therefore a simple convergence relaxation
strategy as presented by Buhl et al. [15] is adopted here. In the following
applications it was seen that the near-singularity (or small stiffness) of the
void elements also complicates the numerical computation of nonlinear criti-
cal modes. A nonlinear critical point corresponds to an equilibrium state uc
where the tangent stiffness matrix turns singular:
KT(ρ,uc)φc = 0 (12)
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where φc is the nonlinear critical mode.
Although this paper only considers minimum end-compliance for the op-
timization of geometric nonlinear structures and also the robust algorithm
presented in the following does not require the computation of critical points,
a stability analysis also provides insight in the imperfection sensitivity of the
optimized design. It was often seen that computing the lowest eigenpairs
in the vicinity of a critical point of the structure results in non-informative
artificial modes in the void phase.
Similar problems with artificial modes occur in the computation of lin-
ear buckling loads and eigenfrequencies in topology optimization [18, 37].
Artificial modes in linear buckling analysis are removed by using different
stiffness interpolations for the constitutive stiffness matrix and the stress
stiffness matrix. In applications of topology optimization for dynamic prob-
lems, spurious modes are removed by means of a modified mass interpolation
which increases the local Rayleigh coefficient of the void region [38]. In this
work, the modified interpolation strategy for dynamics is extended to the
nonlinear mechanical setting in order to compute the critical points of the
structure in a design domain. Rather than solving the eigenvalue problem
(12) directly, artificial nonlinear buckling modes are removed by computing
dynamic critical modes:(
KT(ρ,uc)− ω2M(ρ)
)
φc = 0 (13)
where M is a suitable positive semi-definite mass matrix. When computing
the nonlinear critical modes in a post-processing step of a 0/1 design, a
mass interpolation Me = ρ¯
p
eM0 can be employed. Alternatively, an element
removal strategy [34] can likewise be used to compute the structural nonlinear
buckling modes of a 0/1 design.
In the following applications, critical points are determined in the nonlin-
ear analysis of the optimized structure by first traversing the equilibrium path
using an arc-length algorithm with an orthogonal hyperplane constraint [30].
During this procedure the positive definiteness of the tangent stiffness ma-
trix is tracked by checking the signs of the pivots of the matrix factorization.
Whenever the definiteness of the tangent stiffness matrix changes and hence
a critical point is passed, a local bi-section algorithm is initiated in order
to accurately determine the critical load level [39]. The critical mode corre-
sponding to this critical point is computed by means of Eq. (13).
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2.3. Shallow arch
The design of a shallow arch is considered as a first application. The
design domain and boundary conditions for the shallow arch are shown in
Figure 1a. The design domain, which spans an angle α = 30◦ with an inner
radius Rin = 100 m, outer radius Rout = 104 m and out-of-plane thickness
t = 1 cm, is discretized by 800× 60 finite elements. The material properties
are a Young’s modulus E0 = 200 GPa and a Poisson’s ratio ν = 0.3. A
small stiffness Emin = 10
−9E0 is attributed to the void phase. The geometric
complexity of the design is limited by means of the projection filter (3)–(4)
with a filter radius R = 0.25 m, a projection threshold η = 0 for a minimum
length scale in the material phase, and a maximum steepness β = 32. As
is common in topology optimization of geometric nonlinear problems [15], a
continuation scheme is used for the penalization parameter p in the SIMP
law (2). When a Heaviside projection filter with a threshold η = 0 is used,
the optimized design might contain bars consisting of intermediate densities
and with radii smaller than the minimum length scale. The maximum pe-
nalization is therefore set to p = 8 in order to ensure convergence to nearly
discrete designs with the current filter specifications. The design is optimized
Ω
P
α/2α/2
RinRout
(a)
(b)
Figure 1: Topology optimization of a shallow arch: (a) design domain and boundary
conditions, and (b) optimized nominal design.
for minimum end-compliance with a load P = 800 kN and the volume frac-
tion of the design is limited to Vmax = 30 %. The optimized design is shown
in Figure 1b.
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Figure 2: Nonlinear analysis of the nominal arch design: (a) load-displacement curve of
the nominal design: the primary path (black line) of the perfect nominal design contains
a limit point (cross) and unstable bifurcation point (circle) with bifurcation path (dashed
black line). The limit point corresponds to the snap-through depicted in Figure (b) and
the bifurcation point to the asymmetrical bifurcation mode in Figure (c). The load-
displacement curve (gray line) of the imperfect design in Figure (d) is also shown.
The nonlinear analysis of the design is illustrated in Figure 2a where the
load-displacement curve for the center of the arch at the location of the point
load is shown. On the primary equilibrium path, the structural response is
initially almost linear until a limit point is reached at P = 3628 kN cor-
responding to snap-through of the arch (Fig. 2b). The limit point clearly
occurs at a much larger load level than the design load considered in the
optimization and so it poses no direct harm for the stability of the design.
However, the load-displacement curve of the nominal design also shows an
unstable bifurcation point at a much smaller load P = 1275 kN as indicated
by the dashed line in Figure 2a. The corresponding nonlinear bifurcation
mode (Fig. 2c) is characterized by asymmetric buckling of the outer beams.
The stability analysis of the design also reveals that the design is particularly
sensitive to asymmetric imperfections associated with the unstable bifurca-
tion, even at load levels well below the critical load level. This is illustrated
by considering a slightly imperfect design (Fig. 2d). The load-displacement
curve for this imperfect version is shown as the gray line in Figure 2a: the
displacements are much larger and the response is clearly nonlinear at load
levels far below the critical load.
10
2.4. Pinned column
This application examines the design of a slender column. The design
domain for the pinned column (Fig. 3a) has a height H = 3 m and an
out-of-plane thickness t = 0.01 m. The domain is discretized using a finite
element mesh with 288× 96 square plane elements. The material properties
are again a Poisson’s ratio η = 0.3 and Young’s moduli E0 = 200 GPa and
Emin = 10
−9E0. A maximum penalization p = 3 is used in the SIMP law (2).
A projection filter with filter radius R = 0.0167H, a projection threshold
η = 0.5 and a maximum value for the steepness β = 32 is employed. The
design is optimized for minimum end-compliance with an allowed volume
fraction Vmax = 0.2. The vertical load is P = 877 kN, which corresponds to
approximately 60 % of the Euler buckling load Pc = 1462 kN for a perfectly
straight pinned bar with uniform cross section t× VmaxH/3 and height H.
Ω
H/3
H
P
(a) (b)
Figure 3: Pinned column: (a) design domain and boundary conditions, (b) nominal design.
As expected, the optimized design (Fig. 3b) corresponds to a straight
column with a (nearly) uniform cross section. The load-displacement curve
for the vertical displacement of the top of the column is shown in Figure 4a.
The design shows the typical behavior of a pinned column: the response
of the perfect design is linear until a stable bifurcation point is reached at
P = 1617 kN (note that the buckling load is slightly larger than the theoret-
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ical Euler buckling load Pc due to the non-uniform section of the optimized
design). Figure 4a also shows the linear and nonlinear response of an im-
perfect design (Fig. 4b). It can be seen that the contribution of geometric
nonlinear effects (i.e. the difference between linear and nonlinear response)
increases strongly with the load level. The response of the imperfect design
becomes highly nonlinear as the load approaches the buckling load of the
perfect design.
0 0.05 0.1 0.15
0
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(a) (b)
Figure 4: Pinned column: load-displacement path of the nominal design: equilibrium path
for the perfect design (black line) with bifurcation point (circle). Equilibrium paths of the
imperfect design in Fig. (b): linear small displacement response (gray dashed line) and
nonlinear response (gray line).
3. Robust optimization
3.1. Geometric imperfections
This paper adopts a probabilistic framework for robust optimization where
uncertainties are modeled as random variables characterized by a probability
distribution. Random variables are defined as functions of the elementary
event θ of the event space Θ. Geometric imperfections are modeled us-
ing a Lagrangian approach in this paper. A random field of imperfections
p : Ω×Θ→ Rn is added to the material coordinates x of the design domain:
x˜(x, θ) = x+ p(x, θ) (14)
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where x˜(x, θ) are the uncertain material coordinates of the imperfect design.
In a discretized finite element setting, this Lagrangian approach corresponds
to shifting the nodes in the finite element mesh. It is important to note
that in this paper the imperfections are assumed to be sufficiently small such
that they do not cause any strong distortions of the finite element mesh. An
Eulerian approach [11, 12, 40] should be adopted to model the imperfections
in case this assumption can not be made.
It is assumed that the imperfections p(x, θ) can be modeled as a zero-
mean Gaussian random field. A Gaussian random field is fully characterized
by its mean function mp(x) and covariance function Cp(x,x
′):
mp(x) = E [p(x, θ)] = 0 (15)
Cp(x,x
′) = Cov [p(x, θ),p(x′, θ)]
= E
[
(p(x, θ)−mp(x)) (p(x′, θ)−mp(x′))T
]
(16)
where E is the expectation operator. The horizontal and vertical components
of the random field p(x, θ) are assumed to be uncorrelated in the present
study which enables the following representation of the covariance function
in two dimensional problems:
Cp(x,x
′) =
[
Cp1(x,x
′) 0
0 Cp2(x,x
′)
]
(17)
A squared exponential covariance function is used for the covariance function
Cpi of component pi of the random vector:
Cpi(x,x
′) = σ2pi exp
[
−
((
x− x′
lcx
)2
+
(
y − y′
lcy
)2)]
(18)
where σpi is the standard deviation of the component pi of the random field
and lcx and lcy are the correlation lengths of the random field in the coordinate
directions x and y.
It is assumed that the structure is placed correctly on the supports, i.e.,
geometric imperfections are zero at the location of the supports. These con-
straints can be incorporated in the description of the random field by means of
a conditional random field [41, 42]. The conditional distribution of a Gaussian
random field given some known values in a set of points {x¯i ∈ Ω|i ∈ 1, . . . ,m}
is also Gaussian with a modified mean and covariance function. Since the
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imposed value of zero already corresponds to the mean value, only the co-
variance function has to be replaced by the conditional covariance function
C˜p(x,x
′) which is expressed as:
C˜p(x,x
′) = Cov [p(x, θ),p(x′, θ)|p(x¯i, θ) = 0]
= Cp(x,x
′)−CTpp¯(x)C−1p¯p¯Cpp¯(x′) (19)
where Cpp¯(x) is the covariance function of p(x) and p(x¯i), and Cp¯p¯ is the
covariance matrix of p(x¯i).
A discrete approximation of the Gaussian random field p(x, θ) is es-
tablished by means of the Expansion Optimal Linear Estimation method
(EOLE) by Li and Der Kiureghian [43]. In the EOLE method, the random
field is initially only considered in a discrete number of points N in the do-
main Ω. The random vector corresponding to the values of the random field
in these points is a multivariate Gaussian random vector which is decorre-
lated by means of principal component analysis. At intermediate locations,
the random field is approximated by means of the Optimal Linear Estimator
(OLE) method. The resulting EOLE expansion is written as a sum of de-
terministic mode functions ϕk(x) multiplied by standard Gaussian random
variables ξk(θ). Equation (14) is approximated as:
x˜(x, θ) ≈ x+
M∑
k=1
ϕk(x)ξk(θ) (20)
whereM ≤ N is the number of modes included in the expansion. The number
of modes required for an accurate approximation is typically determined
based on the variance of the truncation error:
e2M(x) = E
(p(x, θ)− M∑
k=1
ϕk(x)ξk(θ)
)T(
p(x, θ)−
M∑
k=1
ϕk(x)ξk(θ)
)
= E
[
p(x, θ)Tp(x, θ)
]− E
( M∑
k=1
ϕk(x)ξk(θ)
)T( M∑
k=1
ϕk(x)ξk(θ)
)
= Tr (Cp(x,x))−
M∑
k=1
ϕk(x)
Tϕk(x) (21)
where Tr is the matrix trace.
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3.2. Robust optimization problem
The previous section showed how the geometric imperfections can be ex-
pressed in terms of a vector of i.i.d. standard Gaussian random variables ξ.
The uncertainty in the response of the imperfect structures can be charac-
terized by incorporating the imperfections in the equilibrium equations (7):
g(ρ,u, ξ) = R(ρ,u, ξ)−P = 0 (22)
Note that the external load vector P is assumed to be independent of the
imperfections. The uncertain displacements u(ρ, ξ) can be expressed as a
function of the design variables ρ and random variables ξ by solving Equa-
tion (22). As a result, the performance is also uncertain and is denoted
similarly by f(ρ, ξ). Several approaches are commonly distinguished in the
literature for incorporating (probabilistic) uncertainties in optimization—see
for example a number of review papers on robust optimization [44, 45]. For
instance, in reliability-based design optimization (RBDO), a certain level of
reliability with respect to failure (i.e. infeasibility) of the design is ensured
by formulating the constraints in the optimization problem as chance con-
straints. However, this paper adopts a robust design optimization (RDO)
strategy where uncertainties in the design performance are taken into ac-
count by defining the robust objective function fR as a weighted sum of the
mean mf and standard deviation σf of the performance. The robust coun-
terpart for the minimum (end-)compliance problem (5) is therefore expressed
as follows:
min
ρ
fR(ρ) = mf (ρ) + ωσf (ρ)
s.t. V (ρ)− Vmax ≤ 0 (23)
0 ≤ ρ ≤ 1
where the mean mf and standard deviation σf of the objective function are
defined as:
mf (ρ) = E [f(ρ, ξ)] (24)
σf (ρ) =
√
Var [f(ρ, ξ)] =
√
E
[
(f(ρ, ξ))2 − (mf (ρ))2
]
(25)
The weighting parameter ω is chosen equal to 1 in this study.
15
3.3. Stochastic perturbation method
In order to solve the robust optimization problem (23), the stochastic
moments mf and σf (and their sensitivities) have to be estimated in each
design iteration of the optimization algorithm. Various uncertainty quan-
tification techniques can be applied for this purpose [46]. For example, nu-
merical quadrature methods [7, 47] or simulation methods (e.g. the Monte
Carlo method) [11] are often applied in robust topology optimization. These
methods are generally applicable and simple to apply as they only require
the evaluation of a number of independent deterministic function evaluations.
However, a second-order perturbation method [48, 49] is adopted in this work
in order to avoid having to perform multiple nonlinear finite element analyses
in each design iteration.
The perturbation method approximates the function f(u(ξ)) by con-
structing a Taylor series, usually of first- or second-order, in the direction
of the random variables ξ. Note that the ρ-dependence of the displacements
and performance is dropped for notational convenience in the following (e.g.
u(ρ, ξ) is written as u(ξ)), while the dependence of the performance on the
displacements is included explicitly in f(u(ξ)). The Taylor expansion is es-
tablished at the nominal design (ξ = 0):
f(u(ξ)) ≈ f0 +
M∑
i=1
f,iξi +
1
2
M∑
i=1
M∑
j=1
f,ijξiξj (26)
where:
f0 = f(u(0)) f,i =
df
dξi
∣∣∣∣
ξ=0
f,ij =
d2f
dξidξj
∣∣∣∣
ξ=0
(27)
The computational cost of the perturbation method is governed by the ef-
fort related to the computation of the coefficients (f0, f,i, f,ij). An efficient
strategy based on adjoint differentiation is presented for this purpose further
below.
Once the coefficients (f0, f,i, f,ij) have been computed, the stochastic mo-
ments of the quadratic function (26) can be expressed in closed form and are
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used as estimates for the mean and variance of the performance f(u(ξ)):
E [f ] ≈ E [f ]2 = f0 +
M∑
i=1
f,iE [ξi] +
1
2
M∑
i=1
M∑
j=1
f,ijE [ξiξj] (28)
Var [f ] ≈ Var [f ]2 = E
(f0 + M∑
i=1
f,iξi +
1
2
M∑
i=1
M∑
j=1
f,ijξiξj − E [f ]2
)2
(29)
Since ξ is a vector of i.i.d. standard normal random variables, these expres-
sions simplify to:
E [f ]2 = f0 +
1
2
M∑
i=1
f,ii (30)
Var [f ]2 =
M∑
i=1
f 2,i +
1
2
M∑
i=1
M∑
j=1
f,ijf,ji (31)
Note that in the general case of non-Gaussian random variables additional
terms related to higher-order stochastic moments appear in the expression
for the variance [44].
The coefficients of the quadratic approximation (26) are computed using
the chain rule of differentiation:
f0 = f(u0) (32)
f,i =
∂f
∂u
u,i (33)
f,ij = u
T
,i
∂2f
∂u∂u
u,j +
∂f
∂u
u,ij (34)
where:
u0 = u(0) u,i =
∂u
∂ξi
∣∣∣∣
ξ=0
u,ij =
∂2u
∂ξi∂ξj
∣∣∣∣
ξ=0
(35)
The variables (u0,u,i,u,ij) are found by differentiation of the nonlinear equi-
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librium equations (22) in the direction of the random variables:
g0(u0) =R(u0,0)−P = 0 (36)
g,i(u0,u,i) =KT0u,i +
∂R
∂ξi
= 0 i = 1, . . . ,M (37)
g,ij(u0,u,i,u,j,u,ij) =KT0u,ij +
∂KT
∂ξi
u,j +
∂KT
∂ξj
u,i
+
∂2R
∂ξi∂ξj
+
(
∂KT
∂u
u,i
)
u,j = 0 i, j = 1, . . . ,M
(38)
The derivatives of the internal force vector and tangent stiffness matrix such
as ∂R/∂ξi and ∂KT/∂ξi correspond to shape variations of the finite element
mesh. The computation of these terms is obviously more involved than,
e.g., for variable material properties, due to the rather complicated nonlin-
ear dependence of the finite element matrices on the nodal coordinates. A
semi-analytical approach, known from shape optimization [50, 51], is used in
this paper in order to avoid the tedious derivation of analytical expressions.
Instead, the derivatives of the finite element matrices are computed by means
of finite differences. The directional derivatives of KT with respect to the
displacements are also evaluated most easily using finite differences.
The system of equations (36)–(38) should be solved sequentially. The
first equation (36) corresponds to the state equation of the nominal sys-
tem, while the equations (37)–(38) are both linear in the unknowns u,i
and u,ij with the same coefficient matrix, i.e. the tangent stiffness matrix
KT0 = ∂R(u0,0)/∂u. The perturbation method, therefore, only requires
a single factorization of the nominal stiffness matrix KT0 in order to solve
the linear system (37)–(38) with M + M2 right-hand sides (and actually
(3M + M2)/2 if symmetry of u,ij is considered). Hence the increase of the
computational cost is proportional to a number of M + M2 right-hand side
vector assemblies and forward and back substitutions of the factorized stiff-
ness matrix. This strategy for computing the perturbation coefficients is
equivalent to direct differentiation [28] since all imperfection sensitivities of
the displacement vector are first computed before being utilized in the com-
putation of the sensitivities of the objective function.
When the aim is to quantify the uncertainty of a single output function f ,
the computational effort of the perturbation method can be further reduced
by following an adjoint approach to differentiation. In particular for a second-
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order Taylor expansion with the coefficients (32)–(34) and the corresponding
set of state equations (36)–(38), an adjoint formulation is derived by solving
Eq. (38) for u,ij and implementing the resulting expression into the second-
order derivatives f,ij:
f,ij = u
T
,i
∂2f
∂u∂u
u,j − ∂f
∂u
K−1T0
(
∂KT
∂ξi
u,j +
∂KT
∂ξj
u,i +
∂2R
∂ξi∂ξj
+
(
∂KT
∂u
u,i
)
u,j
)
= uT,i
∂2f
∂u∂u
u,j − vT
(
∂KT
∂ξi
u,j +
∂KT
∂ξj
u,i +
∂2R
∂ξi∂ξj
+
(
∂KT
∂u
u,i
)
u,j
)
(39)
where the adjoint variable v is defined as the solution of the following linear
system:
ga(u0,v) = K
T
T0v −
(
∂f
∂u
)T
= 0 (40)
As a result, the second-order derivatives f,ij(u0,u,i,v) are expressed in terms
of the variables (u0,u,i,v) and it is no longer necessary to compute the
second-order perturbations u,ij. Since v represents a single unknown vector,
the set of variables (u0,u,i,v) and the corresponding set of equations (36)–
(37) and (40) grow linearly rather than quadratically with the number M of
random variables.
A similar linear growth can be achieved in the design sensitivity analysis
by directly computing the sensitivities of the robust objective fR(u0,u,i,v)
which aggregates all the imperfection sensitivities (f0, f,i, f,ij). The design
sensitivities and adjoint equations are derived by introducing the Lagrangian:
fˆR(u0,u,i,v,λ0,λi,γ) = fR(u0,u,i,v)−λT0 g0(u0)−
M∑
i=1
λTi g,i(u,u,i)−γTga(u0,v)
(41)
Setting the partial derivatives with respect to the state variables (u0,u,i,v)
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equal to zero leads to the following set of adjoint systems:
KT0γ =
(
∂fR
∂v
)T
(42)
KTT0λi =
(
∂fR
∂u,i
)T
i = 1, . . . ,M (43)
KTT0λ0 =
(
∂fR
∂u0
)T
−
M∑
i=1
(
dKT
dξi
)T
λi −
(
∂KT
∂u
v
)T
γ (44)
where the derivatives of KT are understood as:
dKT
dξi
=
∂KT
∂u
u,i +
∂KT
∂ξi
(45)
The design sensitivities of fR correspond to the partial derivatives of the
Lagrangian (41) with respect to the design variables:
dfR
dρ
=
∂fˆR
∂ρ
=
∂fR
∂ρ
− λT0
∂g0
∂ρ
−
M∑
i=1
λTi
∂g,i
∂ρ
− γT∂ga
∂ρ
(46)
It should be noted that although no direct dependence of the performance
function f(u(ρ, ξ)) on the design is considered (e.g. for compliance f =
PTu(ρ, ξ) there is only an indirect dependence through the design dependent
displacements), ∂fR/∂ρ is not zero since f,ij is expanded using Eq. (39) in
the adjoint approach. In summary, the adjoint approach involves 2 + 2M
additional right-hand sides in the linear system with coefficient matrix KT0
compared to a deterministic function evaluation and sensitivity analysis. The
quadratic perturbation method is therefore particularly efficient for problems
with a small number M of random variables.
3.4. Shallow arch
The imperfections in the shallow arch are modeled as an isotropic ran-
dom field. The horizontal and vertical components are initially described by
stationary random fields pi(x, θ) with squared exponential covariance func-
tion (18) with σpi = 0.33 m and lcx = lcy = 17.45 m. The random field is
conditioned to have zero imperfections at the supports using Eq. (19). The
variance of the conditioned random field is shown in Figure 5a which illus-
trates that the imperfections are small close to the supports and increase
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towards the center of the design domain. A truncated EOLE expansion with
three modes for each component pi is sufficiently accurate as the variance of
the error remains below 2.5 % of the variance of the imperfections (Fig. 5b).
In total, there are M = 6 EOLE modes which are illustrated in Figure 6.
(a) (b)
Figure 5: Random field of imperfections for the shallow arch: (a) Normalized variation
Cpi(x,x)/σ
2
pi of the conditional random field; (b) Normalized error e
2
M (x)/(2σ
2
pi) of the
EOLE expansion.
(a) ϕ1 (b) ϕ3 (c) ϕ5
(d) ϕ2 (e) ϕ4 (f) ϕ6
Figure 6: First six EOLE modes of the random field p(x, θ) applied to the nominal arch
design.
Figure 7: Robust design for the shallow arch.
The design obtained by using the robust approach outlined in the previous
sections is shown in Figure 7: the design is clearly more robust and it can
be anticipated that the critical load of asymmetric buckling is larger due to
the reduced slenderness of the outer beams. The performance of the designs
is assessed by an elaborate Monte Carlo simulation with 10 000 samples.
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The results of the different designs are compared in Table 1. It can be seen
that the nominal design is very sensitive to imperfections as indicated by the
large mean mfnl and standard deviation σfnl of the nonlinear end-compliance.
The sensitivity of the nominal design can be mainly attributed to geometric
nonlinear effects related to the unstable bifurcation since the linear statistics
mfl and σfl of the nominal design are much smaller (and in fact quite similar
to those of the robust design). Although the nominal performance fnl of the
robust design is slightly worse than for the nominal design, the robust design
is much less sensitive to geometric imperfections as the statistics mfnl and
σfnl are much smaller. Furthermore, the minor differences between linear
and nonlinear statistics of the robust design suggest that the imperfections
no longer trigger any significant geometric nonlinear behavior in the design.
In order to further illustrate the effect of robust optimization, Figure 8
compares the nonlinear end-compliance of the nominal and robust design as a
function of the third EOLE mode (the third mode resembles the asymmetric
buckling mode and is therefore expected to have a particularly large influence
on the structural performance). It can be seen that the nominal performance
of the robust design (i.e. at ξ3 = 0) is slightly worse, but the performance
of the design is much less affected by geometric imperfections. Finally, it
should be noted that the second-order perturbation method proves to be
very accurate in the present robust optimization as indicated by the small
difference between the estimates mˆfnl and σˆfnl and the statistics mfnl and
σfnl in Table 1. Furthermore, in Figure 8, the quadratic approximation is
almost indistinguishable from the actual performance of the robust design.
The quadratic approximation for the nominal design (Fig. 8) is less accurate
which is to be expected as (geometric) nonlinearity is more pronounced in
this design.
Design fnl mfl σfl mˆfnl σˆfnl mfnl σfnl fRnl
Nominal 97.1 108.1 20.1 / / 337.3 1033.3 1370.6
Robust 121.1 119.1 11.5 126.3 12.1 126.6 13.1 139.7
Table 1: Results for the optimized shallow arch designs including the nominal nonlinear
performance fnl, the mean mfl and standard deviation σfl of the linear compliance ob-
tained by a Monte Carlo simulation with 10 000 samples, the estimated statistics at the
end of the robust optimization mˆfnl and σˆfnl , the mean mfnl and standard deviation σfnl
of the nonlinear end-compliance, and the robust objective fRnl = mfnl + σfnl . All results
are in kJ.
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Figure 8: Shallow arch: nonlinear end-compliance of the nominal design (black squared
line) and the robust design (gray squared line) as a function of the third mode of imper-
fection ϕ3; quadratic approximations by the second-order perturbation method for the
nominal design (black circled line) and robust design (gray circled line).
3.5. Pinned column
The column is only perturbed by horizontal imperfections, i.e. the verti-
cal component p2 = 0. The horizontal component is modeled by a zero-mean
Gaussian random field p1(x, θ) with covariance function (18) and the fol-
lowing parameters: σp1 = 0.0208H, lcx = ∞ and lcy = H/2. Furthermore,
the imperfections are set equal to zero at the bottom and top support using
the conditional random field formulation (19). Based on the mean square
error after truncation an EOLE expansion with M = 3 modes is sufficiently
accurate.
The robust design obtained using the perturbation method is shown in
Figure 9. It can be seen that the sensitivity with respect to imperfections
is reduced by an increase in bending stiffness at the cost of the compressive
stiffness which is slightly reduced.
The performance of the designs is compared in Table 2. Similar con-
clusions as in the previous example can be drawn: the robust design has a
slightly worse nominal performance fnl than the nominal design, but the ro-
bust design is less sensitive to imperfections as indicated by the smaller mean
mfnl and standard deviation σfnl . A comparison of the linear and nonlinear
statistics in Table 2 again shows that the effect of imperfections is signifi-
cantly amplified by geometric nonlinear effects as the nonlinear mean and
standard deviation are much larger than their linear counterpart.
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Figure 9: Pinned column: robust design.
Design fnl mfl σfl mˆfnl σˆfnl mfnl σfnl fRnl
Nominal 6.90 8.38 1.86 / / 11.70 6.44 18.14
Robust 7.47 7.91 0.44 8.10 0.56 8.10 0.55 8.65
Table 2: Results for the optimized pinned column designs including the nominal nonlinear
performance fnl, the mean mfl and standard deviation σfl of the linear compliance ob-
tained by a Monte Carlo simulation with 10 000 samples, the estimated statistics at the
end of the robust optimization mˆf and σˆf , the mean mfnl and standard deviation σfnl of
the nonlinear end-compliance, and the robust objective fRnl = mfnl + σfnl . All results are
in kJ.
4. Conclusions
For structures with slender members in compression, geometric imper-
fections are an important concern and often have a significant impact on
the structural performance. Slender structures are particularly sensitive, es-
pecially when stability and other geometric nonlinear effects are taken into
account. This paper develops a robust approach to topology optimization
in order to obtain well-performing designs that are also insensitive to imper-
fections. Geometric nonlinearities are taken into account by minimizing the
end-compliance while using a Total Lagrangian formulation to model large
displacements.
Geometric imperfections are modeled by means of a random field in the
design domain. The objective function of the robust optimization problem
is formulated as a weighted sum of the mean and standard deviation of the
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structural performance affected by geometric imperfections. These stochastic
moments are estimated using a second-order perturbation method during
the optimization. The perturbation method relies on adjoint differentiation
and a semi-analytical approach for computing the imperfection sensitivities.
The computational cost of the method increases with the number of random
variables and is therefore mainly suitable for strongly correlated random fields
of imperfections. When the imperfections are weakly correlated and hence a
large number of random variables is needed in the random field discretization,
other uncertainty quantification techniques such as Monte Carlo simulation
or adaptive methods [46] will be more efficient.
The robust approach is applied in two design problems. The structures
in these applications, a shallow arch and a pinned column, exhibit different
types of critical points. In both cases, however, it is seen that including
imperfections in the nominal designs, which exhibit a linear response in their
perfect state, trigger significant geometric nonlinear effects. As a result, the
performance of the nominal designs is strongly affected by imperfections.
Despite having a slightly worse nominal performance, the designs obtained
by the robust approach are much less sensitive to geometric imperfections.
In both problems, the second-order perturbation method provides relatively
accurate estimates for the statistics of the robust designs. This is expected
to hold for problems where the applied load is relatively small compared to
the critical load of the structure. The approximation is likely to deteriorate
as the load approaches the critical load where the response of the design is
often indifferentiable with respect to imperfections.
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