Introduction. An important problem in the theory of spectral operators in Banach spaces initiated by N. Dunford [5; 6] is that of deciding whether the linear operators of the types encountered in analysis are spectral. Various conditions for spectral operators have been given in [5], but further research is needed in order to apply them to specific cases. J. Schwarz [11] has shown that a class of operators arising from, not necessarily self adjoint, integro-differential boundary-value problems consists of spectral operators. The present investigation originated in a problem on stationary sequences in Banach spaces which led to the study of unitary operators, namely linear isometries of the space onto itself, from this point of view. Accordingly, attention was focused on the class of unitary operators, and the limitations imposed on the operators under study were designed to include it.
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URI FIXMAN if and only if every stationary sequence it generates is spectral.
The final section contains examples of non-spectral unitary operators. It is shown that a unitary operator U in the space of continuous functions defined on a compact Hausdorff space is not spectral provided the homeomorphism determined by U is non-periodic. Using the boundness of the norms of the values of a resolution of the identity, examples are given of non spectral unitary operators in the spaces l p , 1 < p < oo, p Φ 2. The two methods used are combined to show that if in particular the permutation of the basis, determined by a unitary operator in the last mentioned spaces has an infinite "cycle", the operator is not spectral. Examples of non spectral unitary operators in the spaces L p , p Φ 2, (c) and (c Q ) follow as corollaries.
1. Preliminaries* Let X denote a complex j?-space and 33 the Boolean algebra of Borel subsets of the complex plane p. A spectral measure in X is a homomorphism E of 33 onto a Boolean algebra of projections of X such that: E(p) = I = identity operator, E(ψ) -0, and ||i?(<7)|| < M < oo, M independent of σ e 23. The Boolean operations on commuting projections A, B are defined, as usual, by
Af]B = AB, Al)B = A + B-AB.
A spectral measure E in H is said to be of class Γ in case Γ is a total linear manifold in 3c* and x*E( )x is σ-additive on 33 for x e 3E, X* 6 Γ> Let B{ϋ) be the i?-algebra of bounded linear operators of X into itself. If Γe B(H) and 2) is a (closed) subspace of 36, we denote by T\ Y the restriction of T to 2), and by σ(T) and ρ(T) respectively the spectrum and resolvent set of T. Thus, if 2) is, invariant under T, σ(T\ Y) denotes the spectrum of T considered as an operator in 2). For ζ e ρ{T), (ζ -T) ' 1 is abbreviated to T{ζ).
An operator T e B(ϋ) is called a prespectral operator (of class Γ)
in case there exists a spectral measure E of some class Γ such that
TE(σ) = E(σ)T , σ(T \ E(σ)ϊ) c σ , σ e S3 .
E is then called a resolution of the identity for Γ. An operator in 33(36) is called a spectral operator if it is prespectral of class 3£*. In this case, I? is σ-additive on 33 in the strong operator topology, and the boundness of its range is a consequence of the other requirements [6, p. 325] , A spectral operator T has a unique resolution of the identity E\6, Th. 6], If A e J5(3E) commutes with Γ, then it commutes with E[6, Th. 5] .
It may also easily be shown that if the bounded subsets of ϊ are weakly sequentially conditionally compact, in particular if X is reflexive, then every prespectral operator in X is spectral.
Let T e B(%) 
. THEOREM. If T is a prespectral operator, and f, g are analytic extensions of T(ξ)x, then f(ζ) = g(ζ) for ξ e D(f) n D(g). ([6, Th. 2],
The further assumption D(f) 3 jθ(Γ), which is made there, is not used in the proof).
Hence there exists a maximal open set which may serve as a domain of definition of an analytic extension of T(ξ) x. This set is called the resolvent set of x, and is denoted by ρ(x) (or p τ (x) , when more then one operator is involved in the discussion). Its complement σ(x) (or σ τ (x) ) is called the spectrum of x. The maximal analytic extension itself is denoted by x(ξ) (or x τ (ξ) ).
The main use of the concepts above is through the following characterization of spectral subspaces [6, Th. 4]:
1.2. THEOREM. Let T be a prespectral operator in X with a resolution of the identity E, and let σ c p be closed. Then E{σ)%= {x\σ(x) c σ} .
Let E be a spectral measure which vanishes on the complement of a compact set σ, and let / be a complex valued function continuous on σ. Then the Riemann integral \ f(ζ)E(dξ) exists in the uniform operator Jσ topology [6, Th. 7] . An operator S is said to be of scalar type if it is spectral and satisfies
S
where E is the resolution of the identity of S [6, Def. 1].
The reader is referred to [4] for the definition and properties of f(T), where T e B(%) and / belongs to a certain class of locally holomorphic functions. In the sequel, / will in general be a rational function with poles in p{T). If S is of scalar type with the resolution of the identity E, then we have the functional calculus 2. Restrictions of prespectral operators* The following is a generalization of the uniqueness theorem for spectral operators mentioned in § 1.
THEOREM. Let T be a prespectral operator in the B-space 3£,
and let E be a resolution of the identity for T. Let 2) be a subspace of X invariant under T. Then if T|2) is spectral, its resolution of the identity equals the restriction 2?|2) of E to 2).
Proof. Let y e 2). The function y τ \<Aζ) is an analytic extension of T(ζ)y with domain ρ τ^( y).
Thus
Let F denote a resolution of the identity for Γ|2). If a is a closed subset of the complex plane, we have by 1.2
Therefore, by (2.1.1),
and again by 1.2
If τ is a closed set disjoint from σ, we get, operating with E(σ) on
(2.1.3) and the <r-additivity of F in the strong operator topology show that E(σ)F{σ f )y -0 {σ r denotes the complement of σ with respect to p). This together with (2.1.2) gives
The properties of E and F now yield the same equality for every Borel set. The theorem above shows that in variance of 2) under E (i.e., under every value of E) is a necessary condition in order that T\ 2) be spectral. This condition is by no means automatically fulfilled, and this fact can be used to show that an operator is not spectral: 2.2. EXAMPLE. Let Ω be a compact topological space. We consider the £>-space C(Ω) of all complex valued functions / continuous on Ω with 11/11 = max ω6Ω \f(ω)\. Let μeC(Ω), and let S be the operator of multiplication by μ. Heuristically, S cannot in general be spectral because projections which " ought" to belong to the resolution of the identity are not members of B (C(Ω) ). This is made precise as follows. Let T be the extension of the multiplication to the space X -M(Ω) of complex valued functions / bounded on Ω with ||/|| = sup |/(ω)|. T is prespectral with a resolution of the identity: E(σ) is the multiplication by XΛK ))t where χ σ is the characteristic function of σ. The σ-additivity may be verified with respect to the total linear manifold generated by the functionals #*, <o e Ω, defined by x%x - Proof. Since T = --\ T(ξ)dξ , where C is a circle containing σ(T) 2πiU in its interior and the integral is in Riemann's sense and in the uniform operator topology, 2} is invariant under T, and T| 2) is well defined. If T is spectral, we may assume invariance under T instead of under T(ξ), ζ 6 ρ(T), using [6, Lemma 3] .
All the assertions of the theorem are easily verified, except: For 
now implies
(E(π')z)(ξ) e \E(π')z~\. The assumptions of the invariance of 2) show that [E(π')z] c 2). Therefore (E(π')z)(ξ) e 2). But by 2.3, we have (E(π')z)(ζ) = E(π')z(ξ); therefore E(π')z(ξ) e 2) .
Similarly one shows
. On the other hand, E{σ)z = z implies by 2.3 E(σ)z(ζ) = 2(f). Therefore 2(f) e E{σ)^} as required.
It follows from the proof above that, under the conditions of the theorem, z e Y implies z(ξ) e 2), ξ e p(z). The following example shows that without invariance of 2) under E, this need not hold even if T is a normal operator in Hubert space. This, in turn, amplifies Example 2.2 by showing that even if T is spectral, and not merely prespectral, 2) is not necessarily invariant under E.
2.6. EXAMPLE. Let X be the Hubert space L 2 (Ω), where Ω is the disc {ω I I ω \ < 1} in the complex plane. Let T be the operator of multiplication by ω. Then T is a bounded normal operator and spectral. We define x e I by
The maximal analytic extension of T(ζ)x, x(ξ), exists for ξ not in the ring σ(x) = {ζ\ \ < \ ξ\ < 1}, and then
We consider the subspace 2) = [cc], which is invariant under T(ζ), ζ e p(T) by 1.5.2, and contains x by 1.5. 1. [x] is the closure of the finite linear combinations of the functions T(ζ)x = x(ζ) for ξ e ρ(T) = β'. Now, suppose that for a fixed ξ, \ξ\ < £, x(ζ) were approximable by these linear combinations in the Hilbertian norm. Since all these functions are holomorphic in σ(x), x(ξ) would be uniformly approximable by the linear combinations on a closed ring τ concentric with and inner to σ(x) [13, p. 96] . But this is impossible, since the approximants are rational functions with poles in the unbounded component of τ', while the only analytic continuation of x(ξ) | τ to the other component is V(ζ -ω )> which is not regular at ξ (v. [13, p. 25, Th. 16] ). It may also be directly shown that there exist x and σ such that
We now give an example to show that the assumption that T \ 2) is spectral cannot be dropped in Theorem 2.1 even if 2) =3c; i.e., a prespectral operator may have more than one resolution of the identity.
2.7. EXAMPLE. We specialize Example 2.2, retaining its notation. We take for Ω the set of positive integers. Thus 9£ = M(Ω) is the space usually denoted by (m). For μ we chose a function belonging to ϊ which satisfies
As is well known [2, p. 34] , there exists a real bounded linear functional lim^, defined on the space (m) R of all real bounded sequences, which has the following properties:
We define a functional lim on X by lim# = \\m R x f + ίlim^", where x -x' + ί#", #', x" e (m) R . Evidently, lim is a bounded linear functional which enjoys the property (2.7.4) analogous to (2.7.4)^. Further we have (T defined as in 2.2) (2.7.6) lim Tx = lim x .
To see this, we write
This follows from (2.7.5)* on separating a and x into their real and imaginary parts. We define an operator A e B(%) by Ax = lim x x 0 , where # 0 (i) = 8 1:f (Kronecker's symbol). Using (2.7,1), (2.7.6) we get TA = Aϊ
7
. On the other hand, A does not commute with E (defined in 2.2). Taking σ = {1} we have, using (2.7.2), (2.7.4) , AE{σ)x = 0 while 2?(tf)A# = lim x αj 0 . Hence the function F, defined by
differs from E. We show that F is a resolution of the identity for T. A straightforward calculation, based on the fact E is a spectral measure, shows that F is a spectral measure (In verifying that
one uses the fact that AE(τ)A -0, τ e 33). F is σ-additive with respect to the total linear manifold generated by the functionals xf (xjx = x{j)), j>2 and x* = x? -lim; since xfF(σ)x -x*E(σ)x for i > 2, whilê^( σ)^ = χ σ (l)(^(l) -lim x). Since T commutes with E and A, Γ commutes with F, Finally, to see that σ(T\F(σ)T) c S, we assert that the restriction of (T| E(σ)l)(ζ) to F(o )X, ξ* e σ\ is an inverse of (ζ -T)\F(σ)X. As shown in the proof of [6, Th. 5], the prespectrality of T implies 
Thus the range of the restriction is included in F(σ)%. The truth of our assertion is now evident.
3. Conditions for operators of scalar type* If T 6 B(l), the full algebra generated by Γ, denoted by §Ϊ(Γ), is the smallest subalgebra of B(T) which is closed in the norm topology of JB(Ϊ), which is inverseclosed and which contains T and / [6, Def. 5]. Let σ be a compact subset of the complex plane. We denote by R{σ) the set of rational functions regular on σ. CR(σ) denotes the closure of R(σ) in C(σ). Following [1, p. 397 ], a compact nowhere dense set σ in the complex plane is called an R-set if and only if CR(σ) = C(σ). For properties of i?-sets used in the sequel see [1, p. 398] 
. For every x e ϊ there exists a constant H(x) {independent of f) such that for every f e R(σ(S)) \\f(S)x\\£Hmax\f(ξ)\-\\x\\=H(x)\\f(S)\U\x\\
. 
ζeσ(S)

The same; with h(x), f e R(σ(S\ [x])) and \\f(S [x]) < h(x) max \f(ξ) | -h(x) \\f(S \ [x])\\
Proof. For the equivalence of 3.1.1 and 3.1.2 see [9, p. 78] and for the necessity see the beginning of the proof of [6, Th. 13] 
. If one of them holds, then 2I(S) is equivalent to CR(σ(S)), hence if σ(S) is an iϋ-set, to C(σ(S)).
Therefore if X is reflexive, S is of scalar type by [6, Th. 18 (IV) ]. Since, from 1.5.2, σ(S\ [x] ) c σ(S) and ||/(S)a||< )|| II α||, the equivalent conditions 3. Taking S as in 2.2, 3.1.1 is obviously fulfilled. By an appropriate choice of Ω and μ, we may achieve that S is not spectral although σ(S) = range of μ is an ϋ?-set. Thus these conditions fail to assure scalarity if X is not reflexive.
We conclude the present section with some characterizations of finite dimensional cyclic subspaces. 
is of the second category in [x] . Suppose /" e R(σ(S)) y \\f n (S)x\\ = 1
and z e Z. Then {f n (S)z} is bounded since 
This proves our statement. Hence, if we define
we have \Jβ ό = [x] . Since the G/s are closed, it follows by the usual category argument that there exists a constant c < oo such that
Since the norm of a non null projection is at least 1, it follows that E(σ n )x -> 0, σ n e 33 =Φ There exists an n 0 such that
Now, suppose σ(x) were infinite. Then we could represent it in the form σ(x) = \Jζ =0 <7 n , where the σ n are pairwise disjoint, σ 0 e 33 and o n , n < 1 are non void sets open relative to σ(x) (we omit the easy proof). From the σ-additivity of E in the strong operator topology it follows that E(σ n )x -> 0. • , r. So
V=Σ><*jE({ς J })x.
The vectors E({ζj}x, j = 1, •••, r, are independent of y, and thus span 4. Applications to unitary operators. To render the results of § 3 conveniently applicable, one should know beforehand of an operator that if it is spectral, it is of sealer type and satisfies Condition 3.1.6. We shall show that this is the case for a class of operators which includes the unitary operators in reflexive spaces. We lean heavily on [5] ; and although some familiarity with this paper is assumed in the present section, it will be convenient to cite the pertinent definitions.
DEFINITION. Let the spectrum σ(T) of an operator T e B(X)
lie in a closed rectiflable Jordan curve Γ o . Suppose that Γ o is embedable in a family Γ s , -δ 0 < δ < δ 0 (0 < δ 0 < £), of closed rectifiable Jordan curves which satisfies the following conditions: Γ 8ι is interior to /\ 2 for -δ 0 < 8 1 < δ 2 < δ 0 . The curve Γ δ is defined by a function f(λ, δ), -1 < λ < 1, with £( -1, δ) = f(l, δ). As λ increases from -1 to 1, the point ζ(X, δ) traces Γ 8 in a counterclockwise direction. For different values of λ, the arcs ζ(X, δ), -δ 0 < δ < δ 0 do not intersect. They are rectifiable, and | δ | is the length of the subarc with endpoints f(λ, 0) and f(λ, δ). Under these assumptions a nonnegative integer-valued function v(X) satisfying the condition 1, 0<|δ|<δ 0 , -l<λ<l, is called an index function for T.
THEOREM. If U is a unitary spectral operator, it is of scalar type.
Proof. This is essentially proved in [5] : It is easy to show that the spectrum of U lies in the unit circle and that if we embed the unit circle in the family of circles Γ δ , -\ < 8 < J, defined by f(λ, δ) = (1 + δ)β 7rίλ , -λ < λ < 1, then v(X) = 1 is an index function for U. Since ζ(X, 8) has continuous second partial derivatives, and the assumptions of [5, Lemma 3.16] hold, it follows from [5, Lemma 3.18 ] that
\ (U -ζ)E(dξ) = 0 oτ U=\ζE{dζ).
LEMMA, Let S e 5(36) be spectral with index function v(X) == 1 with respect to ξ(X, 8) which has continuous second partial derivatives. Let X be reflexive. Then E({ζ})x e [x], x e X, ζ e Γ o .
Proof. Let ζ 0 e Γ o . Then ζ 0 is of the form ζ 0 = ζ(X Q , 0). It is shown in the proof of [5, Th. 3.12 (III) ] that there is a y e X and a sequence 8 n -+ 0 such that for ξ n = ξ(X Q9 8 n ) we have 
Since S(ξ n )u e \n\ and since weak convergence to u implies strong convergence of linear combinations, it follows that there exist u k e [u] such that (4.4.1) (ξo-Syu k -+u.
Operating on u k with the identity
and letting n tend to infinity, we get Let ξ n = ξ(\ n , 0), ^n = (// n , 0), where the sequences X n -λ, //" -> â re so chosen that if λ < μ then X n < λ < μ < μ n , while if /^ < λ then μ < μ n < X n < X. It is shown during the proof of [5, Th. (2)) which satisfies Ux n = # n+1 , an integer. U is unitary in 2) and is termed the shift operator of {x n }. We call a stationary sequence spectral in case its shift operator is spectral.
The final statement of the following theorem replaces the problem of characterization of reflexive spaces every unitary operator of which is spectral by that of characterizing spectral stationary sequences. This "local" form of the problem seems more appropriate since the spectrality of every unitary operator in a space X may depend not on "regular" properties of'X but on an irregularity which renders the class of unitary operators very sparse. Proof. The first statement follows from 4.2. and 3.1. It follows from 4.5 and from the fact that σ(U), being a subset of the unit circle, s an i?-set that if ϊ is reflexive, all the parts of Theorem 3.1 are applicable. Let g 6 R(σ(U)). Using Cauchy's integral formula, it may be proved that there exists an admissible domain τ (in the sense of [4, Def. 2.2] ) which contains <J(U), such that g is uniformly approximable on τ by functions of the form (r may depend on g, but not on the approximants. Cf. [1, p. 398] ). Since σ(U) is contained in the unit circle, we may assume, diminishing τ if necessary, that the complement of τ is either connected or consists of two components at most, one of which contains the point ξ -0. In either case it follows from [13, p. 47, Th. 15] that the functions h, and hence g, are uniformly approximable on τ by polynomials / in ξ and ξ-\ Thus these polynomials form a dense subalgebra of R(σ{U)), and by the continuity of the functional calculus, the corresponding /(Z7)'s are dense in {g(U)\g e R(σ(U))} in the uniform operator topology. From the proof of 3.1 it is seen that we may replace R(σ(U) and R(σ (U\ [x] )) by any subalgebra of R(σ(U)) with these properties. Since U is unitary, the conditions of 3.1 remain invariant if the involved functions are multiplied by ξ k , k an integer. Therefore polynomials in ξ will do. Finally it follows from what has been shown above that the subspace spanned by a stationary sequence {U n x}ζ = _ oo is [x] . Thus the final statement follows from the fact that 3.1.4 is the same as 3.1.1 for the shift operator.
5«. Examples of non spectral unitary operators* Let Ω be a compact Hausdorff space. The unitary operators in C(Ω) are the operators of the form (Ux)(ω) = μ(ω)x(h(ω)), ω e Ω, where h is a homeomorphism of Ω on itself, μ e C(Ω) and | μ(ω) | == 1. This is proved in [12, pp. 469-472] for the real case, but the proof can be modified to apply to the complex case too by the use of an argument of Arens in a similar situation (v. [9, p. 88] ). The following theorem treats only the case that h is non-periodic; for the case that h is the identity mapping Cf. Example 2.2 above.
THEOREM. Let Ω be a compact Hausdorff space, and let U of the form (Ux)(ω) -μ(ω)x(h(ω)) (h, μ as above) be a unitary operator in C(Ω). If h is non-periodic, then U is not spectral.
Proof. By 4.2, 3.1 and the fact that o{U) is contained in the unit circle (actually, coincides with it), it is sufficient to show that there exists no finite constants H such that
Let us calculate ||/(17)||. If f(ζ) = ΣLo^f c , then To contradict this statement we use the following example of Hardy [8, § 14] . The series ϊ 7 => fc=2 log k converges uniformly for | ξ\ = 1, while the sum of the absolute values of its coefficients diverges. Therefore the polynomials which form its partial sums furnish us with the required counter example. Proof. If U is a unitary spectral operator in 96, then necessarily [5, Assumption 1.14]:
This follows from the boundness of E by 1.2. Even if ί/is not spectral, the conclusion of 1.1 holds because o(U) is nowhere dense; and thus σ(x) and M(U) are definable. We show that in each of the considered spaces there exists a unitary operator U with M(U) -oo. Let p, 1 < p < oo, p ψ 2, be given. We denote by H ό a space of the type l p>n or ^ (the last possibility is needed only for the remarks made after the theorem). If {ByjU is a sequence of such spaces, we denote by ΣΓ=i©£; the Banach space of all sequences {Xj} with x 3 6 lj and Since the operation * is linear and norm preserving, (ζ -U ό )x ό {ζ) = x 3 for ξ e pUj(Xj) implies (ξ -U)x 3 (ζ)* = xj where x 3 {ξ)* is analytic on p σ (xj) .
Therefore σ σ (xf) c; σ σ (x 3 ). It is obvious how to complete the proof.
Since l p is linearly isometric to Σ~=i Φ ^,w where % are arbitrary natural numbers, 5.3 shows that we have only to find indices n 3 and unitary operators U 3 in l Ptn such that &u]? 3 M(U 3 ) = oo. Let φ j9 j -1, •• ,n, be the natural basis of Z PtW . Henceforth Ϊ7 W will denote the unitary operator in l p>n determined by the requirements U n φ 3 = φ j+1(mo( i n) .
The following lemmas will show that sup w M(Ϊ7 n ) = oo, which will finish the proof.
We now use tensorial products as in [10] . [7, p. 208] , and the norm is a cross norm with respect to it, that is ||# ( , θ b ] we have by the finite dimensional case of the spectral theorem ( [4, § 1] or [7, p. 132] ) the resolutions x = Σ?=A, V = Σ5=i2Λ> where σ τ (x t ) = {^}, <7 5 (^) = {^}.
Let {^|^ e σ τ {x) 9 θ e σ s (y)} = {/Γi, , κ c } and let a; f c be the sum of the vectors x t (x) y 3 such that η i θ } -κ k . Since the α?/s are linearly independent and the ^/^'s are different from zero (by our assumption x Φ 0, y Φ 0), it follows that 2 fc Φ 0. Therefore, by the case of one point spectra, σ τ ® s (z k ) = {/c fc }. Since % ®V -Σfc-i^fc a n ( i since the minimum polynomial of a sum of vectors with minimum polynomials relatively prime in pairs is their product [7, p. 68] , the statement of the lemma follows.
Proof. U n (x) U m is determined by requirements of the form (U n (g) U m )φ j = φ jΊCy where φ Jf 1 < j < nm, is the natural basis of l Pinm and 7r is a permutation of the indices. Since (m, n) -1, π is cyclic, and it is easily verified that there exists a unitary operator V in i pww such that ί7 wm = V(U n ® U m )V'\ which implies that M{U nm ) = M(U n ®U m ). Since l PtΛ is of finite dimension, there exist vectors x ω , y^ satisfying: σ Un (χW)n σφv>) = φ, || x<» + y v> \\ = 1 and || x& \\ = M(U n ). Let χ«>, τ/ (2) play a similar role with respect to U m . Consider the vectors x = a?^^ (x) a?^2 ) , y = a?ci) <g) ^o) + ^cυ (g) a cυ + ^ω (g) f ,
Since σ(U n ) is the set of roots of unity of order n, σ σ (x ci) ) and σ σ (y^) are sets of roots of unity of order n. Similarly for σ σ (x™) and σ Um (y^) . Since (m, n) = 1, the representation of a root of unity order mw as a product of a root of unity of order n by one of order m is unique. Therefore it follows from 5. tends to where t = k -1. Although the last expression tend to 1 as t -> oo, it is not difficult to verify that it is greater than 1 for all sufficiently large values of t; hence a suitable integer k = t + 1 can be found. The case 1 < p < 2 follows by duality: If 1/p + 1/g = 1 then M q (U n ), where the subscript indicates that ί7 w is to be considered as an operator in l Qtn9 is the maximum of the norms of the values of the resolution of the identity E of U n . The resolution of the identity of £7* = U' 1 is E. Therefore MpiU' 1 ) = M q (U n ). But U n is unitarily equivalent in l Pιti to U~\ Therefore M p (U n ) = M q (U n ); and since 2 < q < oo the lemma is true in this case too. If p = 1, we may take cc = (1, , 1, -w + 1), α = -1; while if p -oo, we take the same as and α = n\2.
Finally to see that 5.5 and 5.6 imply sup n M(U n ) = oo, we have only to use the fact that each sequence a m = km + 1, m = 1, 2, , contains an infinite subsequence of pairwise prime integers. As pointed out by Dr. Dov Jarden such a subsequence is obtained by defining inductively REMARKS. For p -1, oo the proof of 5.2 yields unitary operators which are not even prespectral. It applies also to subspaces which contain all finite sequences. It also follows from 5.2 that if Ω is a measure space which is not a finite union of atoms, then there exist non spectral unitary operators in the space L P (Ω), 1 < p < oo, p ψ 2. An operator U in l p , 1 < p < oo, p ψ 2, is unitary only if determined by Uφ j -\ j φ H , j = l, 2, •••, where {φ 3 } is the natural basis, π a permutation and | Xj | = 1 ([2, p. 178] . The proof goes easily over to the complex case). We decompose π into disjoint cycles (including the possibility of infinite "cycles") and consider the unitary operators induced by U in the subspaces spanned by the φ/s with j belonging to a definite cycle. One shows that M(U) = sup M(V), where V runs over the induced operators. Moreover, if we change the λ/s into 1 and the cycle of Finto a standard one, we obtain an operator W with M{W) = M(V). Hence Condition (5.2.1) depends only on the length of the cycles determined by π. From Theorem 5.7 it will follow that if in particular at least one of these cycles is infinite, (5.2.1) does not hold. On the other hand, it follows from [5, Th. 3.11, Th. 3.12 (III) ] that this condition is sufficient for spectrality of U if 1 < p < oo. 5.7. THEOREM. Let l p , 1 < p < oo, p ψ 2, be the space of twosided sequences {αjjl-oo with the obvious norm. Let φ Jf -oo < j < oo, be the natural basis of ΐ p and U the unitary operator defined by = <p j+1 . Then U is not spectral.
Proof. To facilitate the writing we assume p < oo. From the proof of 4.6 through [6, Th. 18 (IV) arbitrary and σ(U) is contained in the unit circle, this shows that U does not satisfy Condition 3.1.1; hence it is not spectral.
