A covering array CA(N ; t, k, v) is an N × k array A whose each cell takes a value for a v-set V called an alphabet. Moreover, the set V t is contained in the set of rows of every N × t subarray of A. The parameter N is called the size of an array and CAN (t, k, v) denotes the smallest N for which a CA(N ; t, k, v) exists. It is well known that CAN (t, k, v) = Θ(log 2 k) [8] . In this paper we derive two upper bounds on d(t, v) = lim sup k→∞ CAN (t,k,v) log 2 k using the algorithmic approach to the Lovász local lemma also known as entropy compression.
Introduction
A covering array CA(N ; t, k, v) is an N × k array A whose cells take values from a set V of size v and the set of rows of every N × t subarray of A contains the whole set V t . The parameter t is called the strength, the parameter v is the alphabet size and N is called the size of the array. A covering array with given parameters t, k and v always exists. The two central questions regarding covering arrays are: what the smallest number of rows is, denoted by CAN (t, k, v), for which a covering array with the given set of parameters (t, k, v) exists, and how an array of such size can be constructed. In this paper we study the upper bounds on the asymptotic size of covering arrays. It is easy to see that if t = 1 or v = 1, covering arrays are trivial. Hence we assume that t ≥ 2 and v ≥ 2.
Covering arrays are best known for their applications in the software testing industry [13, 15] as interaction testing plans. There are numerous software tools for construction of covering arrays [5] , and there is a vast literature on them as well [2, 10, 13, 14] . However, the central question about the optimal size is far from fully answered. The only infinite family of covering arrays whose exact size is known is the first non-trivial family of arrays of strength t = 2 and with alphabet size v = 2 [11, 12] . The best known upper bound on the size of a covering array for any set of parameters (t, k, v) is obtained by an application of the Lovász local lemma [7] . Together these two results give us the asymptotic size of covering arrays when strength t and alphabet size v are fixed and the number of columns k is varied. Theorem 1. [8, 11, 12] Let t, v ≥ 2 be integers. Then, CAN (t, k, v) = Θ(log 2 k).
Given the previous theorem, there is significant interest in determining the following two values (we use the notation given in [14] However, covering arrays which meet this asymptotic size are hard to construct. The only family which we currently know how to construct which attains this size is the already mentioned family of CAs with t = 2 and v = 2 [11, 12] .
In 1996, Godbole et. al. [8] gave an upper bound on d(t, v) for any strength t ≥ 2.
Theorem 3.
[8] Let t ≥ 2 and v be positive integers. Then,
Recently, the method of entropy compression was successfully used in the context of vertexcolourings of graphs [6, 9] to improve on the previous results which used the local lemma. In this paper we explore an application of this method in the context of covering arrays. We give a new upper bound on d(t, v) for any t ≥ 3 in Theorem 13, which improves Theorem 3. We also obtain a tighter upper bound on d(t, v) given in Lemma 14 which depends on further computational approximations. Table 1 
Algorithm
We adapt the algorithms given in [6, 9] to covering arrays. The algorithm is used as a tool for counting. The main idea is to keep a record of execution for the algorithm. This allows us to match an input sequence to the algorithm injectively with a pair consisting of the output array and the record of the execution. For a given input, we say that the execution was unsuccessful and that it produced a bad output if, the output array is only partially filled and has some empty columns. If the total number of possible input sequences is greater than the total number of bad output pairs, then there must exist an input sequence for which the algorithm successfully terminates. Before we give the algorithm, we need to introduce some notation which is required for the analysis.
Given array parameters N, t, k and v, the algorithm attempts to construct a covering array of size N × k one column at a time. A column of a CA(N ; t, k, v) is an element of V N , where V is the alphabet set of size v. To remind us that these ordered N -tuples are columns, we denote elements of V N by c. Let I ⊆ V N denote a set of all admissible input columns for the algorithm. We will define I in Section 5. Then the algorithm receives as an input value I ∈ I , a sequence of columns, where is the number of iterations to be performed. Let I(j) denote the j th coordinate of I. At an intermediate step in the algorithm, some columns of the array may still be empty. Let ∅ denote an empty column, and let I = I ∪ {∅}. Then, an array can be represented as a sequence of k elements of I , i.e. A = (c 1 , c 2 , . . . , c k ) , where c i ∈ I . Let A(i) = c i be the values in the i th column of the array. We also require a way to choose which column to fill at each step. Define ϕ(A) to be the priority function on the empty columns of A:
The key property of a covering array is that the subarray on any t columns contains each t-tuple in V t at least once. Let T be the set of all t-subsets of the set [1, k] = {1, 2, . . . , k}. Let τ = {i 1 , i 2 , . . . , i t } ∈ T , where i 1 < i 2 < · · · < i t . Then denote by A| τ = (c i 1 , c i 2 , . . . c it ) the subarray of A on columns indexed by τ . An auxiliary function is a covering(A| τ ) returns true if the set of rows of A| τ contains V t as a subset, and false otherwise. Now we are ready to describe the algorithm which attempts to construct a CA(N ; t, k, v) for some positive integers N , t, k and v. It starts by initializing all columns of an N × k array A to be empty, and opens a new record file R. Then it runs for iterations where is the length of the input sequence. The partially constructed array A satisfies the covering property at the beginning of each iteration. At a step j, let i be smallest index of an empty column of A. The algorithm assigns to the i th column the j th element of the input sequence. Now, if A has an N × t subarray on columns τ ⊂ [1, k], which is not a covering, then i ∈ τ since A met the covering property before algorithm entered the j th iteration. The algorithm recordsτ = τ \ {i} and the content of the subarray of A on columns in τ . Note, in order to be able to recover input from the output, we need to know the relative position of i with respect to other elements in τ since i is not recorded. Hence the elements of τ are first sorted in increasing order. Finally, since this subarray does not have the covering property, we assign empty values to the columns in τ . Otherwise, the addition of a new column to A preserves the covering property and the algorithm completes this iteration after recording a successful entry to the file.
Note that the number of lines in the record file R is equal to the number of executed iterations. If the algorithm completes and the array A has no empty columns, then it is easy to see that A satisfies the covering property on every set of t-columns, i.e. it is a covering array. Otherwise, A is only partially constructed, it has some empty columns, and we say that the execution of the algorithm on the given input was unsuccessful.
Data:
// record the content of A| τ and delete these columns
R.write('back-track -in columns:',τ , ' deleted content: ', (c 1 , c 2 , . . . , c t ), '\n' ) break // break the loop over τ ∈ T end end end if good == true then R.write('successful entry \n') end end end return (A, R) Algorithm 1: Entropy compression algorithm for construction of a CA(N ; t, k, v)
Reversibility
Next, we establish bijection between the set of all possible inputs I and the set of all possible outputs O = {(A, R) : obtained by the algorithm on an input I ∈ I }. It is easy to see that for an input sequence I ∈ I , we get only one output (A, R). We prove the converse in several steps. Let A j denote the state of the array A at the beginning of the j th iteration of Algorithm 1. Hence, A 1 is an empty array, and A +1 = A, the array returned by the algorithm. Lemma 4. Given (A, R) ∈ O , we can determine the set of indices of all columns which are empty in A j for all j ∈ {1, 2, . . . , }.
Proof. We use induction on j. Denote by E j the set of all indices of columns which are empty in A j . When j = 1, E 1 = [1, k], since the algorithm starts with an empty array A 1 .
Assume that we know E j for some j < . Then, i = min E j = ϕ(A j ) is the index of a column which receives a value in the j th iteration. If the j th line of R starts with 'successful entry', then E j+1 = E j \ {i}. Otherwise, the j th line of R containsτ = τ \ {i}, where τ is the set of columns whose content is removed at step j. Hence, E j+1 = E j ∪τ .
The following is an immediate corollary.
Next, we determine A j at each step of the algorithm from the output values.
Proof. The proof is by reverse induction. When j = +1, A j = A, the output of the algorithm. Assume that we know A j+1 for some j < . By Corollary 5, we know i = ϕ(A j ). We have two cases to consider. If the j th line of R starts with 'successful entry', then A j is obtained by deleting the content of column i in A j+1 . Otherwise, the j th line of R containsτ , indices of all but one of the columns whose content is deleted at step j of the algorithm. It also has the content of all t of these columns, (
. . , i t } such that i r 1 < i r 2 when r 1 < r 2 . Then A j is obtained from A j+1 after the following assignment:
Finally, we are ready to prove the reversibility: given an output, we can obtain the unique input sequence for the algorithm. Lemma 7. Given (A, R) ∈ O , there is a unique input sequence I ∈ I , such that Algorithm 1 produces (A, R) on input I.
Proof. The proof is by induction on . If = 1, then I = A(1). Assume that the statement is true for some ≥ 1. Let (A, R) ∈ O +1 and denote by I the desired input sequence. Let R be the record R without the last line. By Lemma 6, we know the value of A +1 and (A +1 , R ) ∈ O . By our assumption, there is a unique input sequence I ∈ I such that the algorithm gives (A +1 , R ) on input I . Then I(j) = I (j) for j ∈ [1, ]. It remains to determine I( + 1).
If the last line of R is 'successful entry', then it must be that I( + 1) = A(ϕ(A +1 )), where ϕ(A +1 ) is given by Corollary 5. Otherwise, the last line of R containsτ and (c 1 , c 2 , . . . , c t ). As before, letτ ∪ {ϕ(A +1 )} = {i 1 , i 2 , . . . , i t }, where i r 1 < i r 2 when r 1 < r 2 . Let h be such that ϕ(A +1 ) = i h . Then we have that I( + 1) = c h which is uniquely determined.
Algorithm analysis
In Section 3 we established a bijection between the total number of inputs I and outputs O of Algorithm 1. Next, we want to show that when a given set of covering array parameters satisfies certain conditions and is big enough, the total number of inputs to the algorithm is greater than the set of outputs which have exactly lines in the record file (which correspond to unsuccessful executions). Hence, the algorithm will successfully terminate and output a covering array with desired parameters for some input sequence.
We start by finding an upper bound on the size of R , the set of all possible record files R with lines which can be output from Algorithm 1. Let 0 be the number of 'successful entry' lines, and 1 be the number of 'back-track' lines. Then = 0 + 1 and these lines can be positioned in the record file in
ways. Denote by C 1 the number of distinct pairs (τ , (c 1 , c 2 , . . . , c t ) ) which can appear in a 'back-track' line. Then
Now, we can apply the following result from [9] . Theorem 8. [9, Corollary 19.] Let and p be positive integers. Let s i ∈ Z + and C i > 1,
where i is a non-negative integer, i ∈ [0, p],
where
Corollary 9. Let C 1 be the number of distinct pairs (τ , (c 1 , c 2 , . . . , c t ) ) which can be recorded in a 'back-track' line in an execution of Algorithm 1. Then,
Proof. We apply Theorem 8 with p = 1 and we only need to determine the value of s 1 . Note that the algorithm cannot back-track unless there are t non-empty columns in A. Since the total number of added columns in A is , one at each iteration, and the total number of deleted columns is t 1 , we have that ≥ t 1 . Thus, let s 1 = t. Now taking the first derivative of Q(x) to get the minimum, the result follows.
Finally, we give a lemma which is going to be our main tool in further analysis.
Lemma 10. Given positive integers N , t, k and v, and a set I ⊆ V N , where |V | = v, there exists a CA(N ; t, k, v) whose columns are elements of the set I if N, t, k, v) , and hence it is a constant with respect to . Therefore, by the assumption of the lemma, for sufficiently large , we have that |O | < |I | , and |I | equals the total number of possible inputs of length for the algorithm. Since, |O | = |I | by Lemma 7, there exists an input on which the algorithm terminates in less than iterations and hence outputs a CA(N ; t, k, v).
In the following section, we apply Lemma 10 to derive an upper bound on asymptotic size of covering arrays.
Balanced covering arrays of any strength t
To demonstrate how Lemma 10 can be applied, we start with an easy example for a construction of a covering array of arbitrary strength. The main difficulty in the application of Lemma 10 is to give a good upper bound on the value of C 1 . In Section 6, we will strengthen the general result in the cases when t = 2 and t = 3.
Recall that C 1 equals the number of distinct pairs (τ , (c 1 , c 2 , . . . , c t )) which may appear in a 'back-track' line in the record file of Algorithm 1 for a parameter set (N ; t, k, v). The 'back-track' line is recorded only when the array (c 1 , c 2 , . . . , c t ) is not a proper cover. Hence,
where A t is the set of all N × t arrays on the alphabet set V of size v, such that for every array in A t there is at least one element of V t which is not contained in the set of rows of the array. Taking the input set I = V N to the equal to the set of all possible N -tuples on alphabet V , we can easily obtain the upper bound on the size of a covering array using Lemma 10 which is almost identical to the one derived using Lovász local lemma [8] . This bound is improved if instead we take I to be the set of balanced columns: N -tuples in which every alphabet symbol appears equal number of times. Hence, from now on, we will assume that N = mv for some m, and I is the set of balanced columns. Therefore, |I | = mv m,m,...,m . A balanced covering array, is a covering array whose columns are elements of I .
We also require some approximations of the binomial coefficient which we use in the subsequent sections. where h(x) = −x log 2 (x) − (1 − x) log 2 (1 − x) for 0 < x < 1.
We will apply Lemma 11 for parameters v and m, where v denotes the alphabet size and m denotes the number of occurrences of each symbol within a column. Recall that covering arrays are trivial when either v = 1 or t = 1. Also, for any covering array, an obvious lower
Hence, the conditions of Lemma 11 always hold for non-trivial parameter sets.
Our first application of Lemma 10 is for the most general case when the strength of a covering array is any positive integer t ≥ 2.
Theorem 13. Let t and v be positive integers, t, v ≥ 2. Then
Proof. Let V be the alphabet set. Let k ≥ t and m be positive integers and I ⊂ V mv be the set of balanced columns. Since
then by Lemma 10, there exists a balanced CA(mv; t, k, v). Now,
Indeed, if A ∈ A t , then the following properties hold.
• There are v t choices for an element (a 1 , a 2 , . . . , a t ) ∈ V t which is not covered by rows of A.
• The first column of A can be any element of the input set I .
• The m rows of A having a 1 in the first column cannot contain the ordered (t − 1)-tuple (a 2 , a 3 , . . . , a t ) in the remaining cells.
• All other rows of the array obtained from A by removing the first column can contain any element of V t−1 .
By Lemma 11,
For fixed covering array parameters (t, k, v), the right hand size of inequality (5.2) is a function of m and its dominant term is exponential with base smaller than 1. Let m be the smallest positive integer for which the right hand side of inequality (5.2) is smaller than 1. Then inequality (5.1) is satisfied, and so there exists a balanced CA(mv; t, k, v). Since m is the smallest such integer, it follows that inequality (5.1) does not hold for m − 1, that is
Taking the logarithm of both sides, we get lim sup
Note that lim k→∞ log 2 m log 2 k = 0 by Theorem 1. Finally, since CAN (t, k, v) is at most the size of a balanced CA(t, k, v), we get an upper bound on d(t, v).
Tighter bound on d(t, v)
The main difficulty in computing the value of C 1 is counting the N × t arrays over an alphabet set V which are not covering arrays. We can obtain a multivariable function in t − 2 variables to approximate C 1 from above. When t = 2 and 3, we get exact bounds, and for higher values of t we obtain these bounds using mathematical software for non-linear optimization.
For the purposes of the following lemma, let f t,v be the following function on domain (0, 1) t−1 :
Lemma 14. Let t ≥ 2 and v be positive integers and
Then d(2, 2) = 1 and when tv > 4,
Proof. As before, let V be the alphabet set of size v. Let k be an integer, k ≥ t. We need to bound the size of A t . A set of rows of A ∈ A t does not contain a t-tuple in V t , which we denote by (a 1 , a 2 , . . . , a t ) ∈ V t . Next we count the number of occurrences of the 1-tuple (a 1 ) in the first column of A, the number of occurrences of the 2-tuple (a 1 , a 2 ) in the first two columns of A, and so on. Let 0 ≤ x i ≤ 1 be such that the subarray of A restricted to columns 1 through i contains exactly mx i rows (a 1 , a 2 , . . . , a i ) , where i ∈ [1, t]. We know that x 1 = 1 and x t = 0 since the columns of A are balanced and does not cover (a 1 , a 2 , . . . , a i ) . Also, note that x i ≥ x i+1 for all i.
The first column of A can be chosen arbitrarily. Any other column i ≥ 2, contains mx i cells with value a i within mx i−1 rows which contain (a 1 , a 2 , . . . , a i−1 ) in the previously chosen columns. Hence, the i th column of A can be completed in at most
ways. If (t, v) = (2, 2), using Lemmas 11 and 12 , we get
In the last inequality, the dominant term is an exponential function of m. Following the same reasoning as in the proof of Theorem 13, we get an upper bound on d(t, v). Using the definition of the entropy function h, one can write f t,v in the form given above. Also note that x 1 = 1, so it is a dummy variable for f t,v .
If (t, v) = (2, 2), since x 1 = 1 and x 2 = 0, there is m 0 m 0 m m = 1 choice for the second column and hence |A t | = |I |. Note that this is the only case for which we get the exact count of the number of N × t arrays which are not coverings of strength t. Using Lemma 11,
As before, taking the smallest m for which the right hand-side of the last inequality is smaller than m,it follows that d(2, 2) ≤ 1, which is the exact value of d(2, 2) [11, 12] .
Observe that f 2,v is a constant function since x 1 = 1, and f 3,v is a single variable function so we can easily obtain its maximum taking the first derivative of f 3,v . The same result can be obtained using Lovász local lemma directly [17] .
, when v ≥ 3.
, where ξ = 1 2
Proof. The function
is maximum at ξ = 1 2
It is straightforward to apply Lemma 14.
For t ≥ 4, f t,v is a multivariable function. We used a successive quadratic programming solver in Octave to compute f 0 (t, v). Table 1 gives values of d(t, v) obtained in Corollaries 15 and 16 and by computational optimization for 4 ≤ t ≤ 6.
Analysis of results
Theorem 13 provides a new upper bound on d(t, v) for any t. This bound is an improvement on the current best general upper bound on d(t, v) derived in [8] . To see this, recall that ln 1 +
for |x| 1. Hence, for a fixed value of t, The better upper bound on |A t | obtained in Section 6 yields the most improvement when t = 2 since over-counting is the least in this case. As above, we can easily approximate the bound obtained in Corollary 15 to get
Hence, we get a tighter bound on d(2, v). However, note that the upper bound on d(2, v) for v ≥ 3 given in Corollary 15 still quadratic in v, which is the same as the bound given in Theorem 13. Recall, d(2, v) = v 2 [7] . Hence, even for the strength is t = 2, the obtained upper bound on d(2, v) is far from optimal. However, Algorithm 1 provides one major improvement to previous asymptotic constructions: when t = 2 and v = 2 we are able to compute the exact size of A t , which gives us that d(2, 2) = 1 in Corollary 15. This indicates that Algorithm 1 might potentially yield asymptotically optimal covering arrays. But the current approximation the size of A t , the set of N × t arrays with balanced columns which are not coverings, introduces substantial overcounting even in the easiest case when strength t = 2. To see this in a different way, consider the examples of upper bounds on d(2, v) given in Table 2 . We can see the improvements on the upper bounds on d(2, v) obtained in Theorem 13 and Corollary 15 compared to Theorem 3. The fourth row of Table 2 corresponds to a bound obtained by the following simple construction. Let V be a collection of all 2-subsets of an alphabet set V of size v. Then a CA(2, k, v) on alphabet set V can be constructed by juxtaposing
, giving improvement to the general bound on d(2, v) obtained by Corollary 15. More advanced direct constructions of covering arrays of strength t = 2, especially when v is a prime power, provide covering arrays which yield even smaller bounds on d(2, v) which are still quadratic in v (for example, see [3] ). The fifth row of Table 2 gives the slope of least square regression line for the set of pairs (log 2 k, N ) such that N is the smallest size for which a CA(N ; 2, k, v) is currently known (as given in tables in [1] ). We can see that these values are still far away from the optimal asymptotic size given in the last row of Table 2 , with the exception of v = 2.
We have seen that Theorem 13 provides an improvement on the upper bound for d(t, v) compared to the current best known result stated in Theorem 3 for any value of t. However, the improvement obtained is comparatively small as t increases (for example, see Table 3 ). On the other hand, the upper bounds obtained here predict the existence of covering arrays with smaller size that what is currently known. Indeed, Algorithm 1 terminates and outputs a proper covering array when (5.1) is satisfied. That means that for a given t, k and v, if m is such that the value in (6.1) is smaller than 1, a CA(vm; t, k, v) exits. Figure 1 plots 
Conclusion
Determining the optimal size of a covering array for a given triple (t, k, v) and constructing optimal covering arrays have been two central questions in this area of research. The interest in these two questions stems from the fact that covering arrays are natural models for interaction test suites and hence they are extensively used in the blooming software testing industry. However, these two questions have proven to be a great challenge for both combinatorial and computer science research communities. In this paper we tackled the problem of determining the upper bounds on the asymptotic size of covering arrays using an algorithmic version of the local lemma. We determined a new general bound on d(t, v) (see Theorem 13) and we gave a tighter bound in Lemma 14 which depends on further numerical computation.
However, though we are improving the existing upper bounds on the asymptotic size of covering arrays for strength t ≥ 3, in the simplest case when t = 2 (and the over-counting is the least), the bounds we are obtaining are far from the optimal predicted by Theorem 2. The main challenge in improving these bounds is finding a better way to count the number of balanced arrays on t columns which are not t-coverings. A new view to this problem may lead to better encrypting of information in the 'back-track' lines in the algorithm. Indeed, in the case when t = 2 and v = 2, we are able to count these arrays exactly and as a result this general algorithm produces covering arrays whose size is asymptotically optimal.
