Abstract. We take a first small step to extend the validity of Rudelson-Vershynin type estimates to some sparse random matrices, here random permutation matrices. We give lower (and upper) bounds on the smallest singular value of a large random matrix D +M where M is a random permutation matrix, sampled uniformly, and D is diagonal. When D is itself random with i.i.d terms on the diagonal, we obtain a Rudelson-Vershynin type estimate, using the classical theory of random walks with negative drift.
Introduction
If M is large random matrix, it is both important and usually difficult to find sharp lower bounds on its smallest singular value s min (M ) (see [12] , [13] , [14] , [15] , [18] , [17] , [20] ). For instance, such lower bounds were important for the proofs of the circular law (see [19] , [9] , [1] , [12] , [14] , [17] , [18] , [19] ), or the single ring theorem [3] . In [16] , Rudelson and Vershynin give remarkable quantitative estimates of the smallest singular value for perturbation of random unitary or orthogonal matrices, i.e. for matrices M + D where M is a random unitary (or orthogonal) matrix, and D is a fixed matrix. In this work we explore a possible extension of these estimates to the same question in the case where M is sampled from a discrete subgroup. The tools in [16] relies on the Lie structure of the unitary and orthogonal groups. These tools are not readily available for discrete subgroups of these groups. In this paper, we will consider a simple example of the case where M is sampled uniformly from a discrete subgroup group of the unitary group, i.e. the case where M is a random permutation matrix, sampled uniformly, and D is diagonal. We first prove sharp deterministic estimates for the smallest singular value s min (M + D), where M is a permutation matrix and D is diagonal. The interesting situation is the case where D has (diagonal) entries both inside and outside the unit circle. Indeed it is easy to see that, if the entries of D all lie outside (or all lie inside) the disk of radius 1, then the smallest singular value s min (M + D) can be bounded below by the smallest distance of these entries to the unit circle. We use those deterministic estimates to show in particular that, if the diagonal entries of D are themselves random (and i.i.d), and M is a random permutation matrix, then a Rudelson-Vershynin type estimate holds, under natural assumptions on the law of the entries of D. Our proof uses a new result in the classical theory of random walks with negative drift, given in the appendix A.
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3) Using the cycle decomposition of the permutation σ, the matrix A is easily reduced to a block-diagonal matrix by a unitary conjugation. The study of the smallest singular value of A then amounts to studying the smallest singular values of the matrix blocks, given by each cycle of σ. Indeed, consider the cycle decomposition of the permutation σ = (C 1 , . . . , C K(σ) ), (1.4) where K(σ) denotes the total number of cycles. Define
to be the cycle lengths. We will assume, without loss of generality, that the cycles have been ranked by decreasing length, i.e. where 1 ≤ n i ≤ N is the number starting the cycle C i . Now, for 1 ≤ i ≤ K(σ), denote by A i the N i × N i matrix defined by 8) where D i is the diagonal matrix
and where for any integer n ≥ 1, the n × n matrix U n is defined by We have the following simple result, which settles the invertibility question and reduces the estimation of s min (A) to the same question for the matrices A i for 1 ≤ i ≤ K(σ), which pertain to the case of single-cycle permutations.
Theorem 1.1.
(1) A is invertible iff, for every 1 ≤ i ≤ K(σ), Thus, the invertibility of A reduces to understanding the behavior of the products ℓ∈C i d ℓ of the diagonal elements of D on the cycles of the permutation σ. It is clear that A is invertible in the case where the modulus of those diagonal elements are either all smaller than 1 or all larger than 1.
We start by a theorem showing that for this case, the matrix A is indeed well invertible, i.e. that the least singular value of A is bounded away from zero.
we have the following lower bound
In particular, we see that
then the least singular value of A is bounded away from zero, independently of N :
It might be useful to give here the simplest possible and most explicit example, i.e. the case where the matrix D is scalar. An explicit computation of s min (A) is then easy.
If D = dI N , the smallest singular value of A is explicitly given by the formula s min (A) = inf 16) where, for any integer n ≥ 1 and z ∈ C,
and U n denotes the set of n-th roots of unity
It is very easy to see that the following elementary estimate holds:
Thus, we see here that one should indeed distinguish between the cases where |d| = 1 and |d| = 1. If |d| = 1,
If N → ∞, and if d depends on N , i.e. d = d N , we can see that the asymptotic behavior of s min (A) is simple. s min (A) is bounded below by ǫ N = ||d N | − 1|, and this lower bound is sharp when the largest cycle length diverges. But, if |d| = 1 and d = e iη , then the arithmetic properties of η become important. We will not dwell on that here.
We will now study the more interesting case where the |d ℓ |'s can take values both above and below 1, and give sharp deterministic bounds on s 2 min (A). To state these, we introduce some notations.
We have then the following bounds
We then use the estimates given above to study first the case where the permutation σ is fixed and the diagonal matrix D is chosen randomly, with i.i.d entries. We will then very easily translate our results to the case of a random permutation matrix. We consider the diagonal elements d ℓ to be i.i.d random variables sampled from a common probability distribution µ on the complex plane C. We have given a lower bound on s 2 min (A) in Theorem 1.2 when µ has support in |z| < 1 or in |z| > 1. Here, we treat the more interesting case where µ gives mass to both |z| < 1 and |z| > 1. We need to distinguish between the cases where m = 0 and m = 0, where
(1.29)
In the case where m = 0, we can (and will) assume, without loss of generality, that m < 0. Indeed, using the simple Lemma 4.4 given below, the case where m > 0 is entirely analogous to the case where m < 0 and in fact can be derived as a simple consequence. We will need the following assumptions, on the measure µ.
H1. We will assume that the support of µ intersects both {z ∈ C, |z| < 1} and {z ∈ C, |z| < 1}. We also assume, for simplicity, that it is bounded away from zero . H2. We assume that µ has finite moments, i.e. there exists a t > 1 such that,
H4. There exist C > 0 and ρ ∈ (0, 1] such that, for all h > 0,
Our main result is that, under these assumptions, the least singular value s min (A) decays to zero as a negative power of N , when N is large, up to logarithmic corrections (we believe these corrections are merely technical conveniences and should not be relevant).
We also show that the order of magnitude of s 2 min (A) depends on the value of the unique positive number θ such that
We will also use the following notation. For a permutation σ, and k > 0, define
(1.32) Theorem 1.6. Under the assumptions H1-H4 above, we consider first the case where θ < 1. There exist constants k 0 > 0 and δ 0 > 0, such that for every δ < δ 0 and for every t > 0,
(2) This obviously implies the Rudelson-Vershynin type estimate
with any α < min(θ, δ)
In particular, if the permutations σ N are chosen randomly, say under the uniform measure P N on the symmetric group, then the sequence of distributions of the random variables (N 1 θ s 2 min (A)) −1 is tight under the product measure P N × P D .
lim sup
Remark 1. For a fixed distribution µ, the bound we obtain in the first item of this result, depends only on the conjugation class of σ, i.e. its cycle structure as it obviously should, since the distribution of the diagonal entries is exchangeable. The constants k 0 > 0 and δ 0 will be described below. They depend on the distribution µ. Moreover, using the fact that
i=1 N i = N and the inequality between an arithmetic and a geometric mean, we see easily that
We now study the case where θ > 1.
Under the assumptions H1-H4 above, and if θ > 1, (1) There exist constants k 0 > 0 and δ 0 > 0, such that for every δ < δ 0 , T > 0, and for every t < T N log N ,
This implies the Rudelson-Vershynin type estimate
, then the sequence of random variables (N log N s 2 min (A)) −1 converges to zero in probability (and even a.s if θ > 2). Indeed
In particular, if the permutations σ N are chosen randomly, say under the uniform measure P N on the symmetric group, then the sequence of distributions of the random variables (N log N s 2 min (A)) −1 is tight under the product measure P N × P D .
We also give upper bounds on s 2 min (A), which show no transition with the value of θ, but are probably sharp only for θ < 1. (1) We have the following estimate for the upper-tail of s min (A). There exist two constants k > 0 and C > 0, and, for any T > 0 there exists a constant C(T ), such that for 0 < t < T ,
In particular, for any u > 0, 
Cycle decomposition
2.1. Proof of Theorem 1.1. In this section, we give the proof of Theorem 1.1. We start by providing the following block-decomposition result, which obviously implies Theorem 1.1.
a) A is unitarily conjugate to the block-diagonal matrix diag(A 1 , . . . , A N K(σ) ). More precisely, there exists a permutation τ such that
Proof of Theorem 2.1. Consider the permutation σ ordered given by its cycle decomposition
σ and σ ordered have the same cycle lengths, so they are in the same conjugation class. Thus, there exists a permutation τ such that
It is in fact very simple to write explicitly the permutation τ :
Similarly, for any 1
Thus, the permutation matrix M σ can be written as
and we have
) and
11) This proves the first item a) of Theorem 2.1. The second item b) is then obvious, if one notes the simple fact that
2.2. The scalar case. In this section, we give the explicit computation presented in Example 1:
Proof. Note that the spectrum of U N is very explicit. It consists of the set of N-th roots of unity, U N . Since U N and U * N commute, the spectrum of dU N + dU * N is also easy to compute:
(2.14)
15) Thus, the set of singular values of (D +U N ), or equivalently the spectrum of (D +U N )(D + U N ) * is given by
Using the last point of Theorem 1.1 and Lemma 2.2, it is now easy to complete the computation given in Example 1.
Deterministic Bounds
3.1. Explicit inversion of the Matrix A. In this section, we give an explicit inversion of the matrix A. By Theorem 1.1, the problem reduces to an explicit inversion of the matrix D + U N . We first introduce the following notations.
for a single-cycle permutation 
(3) Define the rank-one matrix
where E(D) and F (D) are the following column N-vectors.
b) When the matrix A is invertible, its inverse is given by
Proof of Theorem 3.2. As a first step, we give an explicit inversion for the matrix D + U N , assuming that it is invertible, i.e that N k=1 d k = (−1) N . Given a vector y ∈ C N , we want to find the vector x ∈ C N such that
i.e. such that, for 1
and β k,m = 1 if 2 ≤ k ≤ N + 1 and m = k − 1. Then the last equation of (3.9) can be solved for x 1 :
From (3.11), we easily get the other components of the vector x. For 2 ≤ L ≤ N ,
A simple inspection shows that the last two formulae (3.11) and (3.12) are equivalent to the fact that 13) or equivalently, this proves the first point a) of Theorem 3.2, i.e. that
Now, using the block-decomposition given in a) of Theorem 2.1, one sees that the second point b) of Theorem 3.2 is also proved.
As an immediate corollary, we can compute the smallest singular value s min (D + U N ) by the largest singular value of the matrix B(D)+ C(D), or equivalently by its operator norm
a) The least singular value of the matrix D + U N is given by
b) The least singular value of the matrix A is given by
Proof of Corollary 3.3. Obviously
Which proves the first point of Corollary 3.3. The second point b) of Corollary 3.3 is then a direct consequence again of the second point of Theorem 1.1.
This explicit expression is not easily computed in general. In fact computing an operator norm is usually as hard as computing a smallest singular value. But, the proof of Theorem 1.2 will indeed rely on these estimates in terms of operator norms. Moreover, weakening these estimates using the Hilbert-Schmidt norms, we will prove, in the next section, the lower bounds given in Theorem 1.5.
3.2.
Lower Bounds on the least singular value. In this section we prove deterministic lower bounds on s min (D + U N ) and s min (A).
Theorem 3.4.
Proof. Again we prove only the first part of the theorem, since the second follows immediately from the first part and from Theorem 1.1. The result is a direct consequence of the Corollary 3.3, and of the trivial bounds:
Indeed, since C(D) is of rank one, its operator norm is equal to its Hilbert-Schmidt norm, and is given by
and the Hilbert-Schmidt norm of B(D) is given by
This shows that
which proves the first part of the theorem.
Remark 3. Note that, obviously Definition 3.5.
(2) Define δ 1 := 1, and for 2 ≤ k ≤ N , let
Our upper bounds are obtained as a direct consequence of the following variational definition of s min (D + U N ).
Theorem 3.6. With the notations above,
29) which is possible since the δ k 's do not vanish. Then,
This variational characterization gives first the following weak bound, which compares the general case to the scalar case.
Lemma 3.7.
(1)
Proof. We bound s min (D + U N ) using an eigenvector of (u(D)Id N + U N )(u(D)Id N + U N ) * as a test vector z ∈ C N in Theorem 3.6, i.e. we use z ω defined by
(3.37) By Theorem 3.6, we see that
Minimizing over ω ∈ U N we get (1)
Proof. We prove the first part of the theorem. The second part is again a direct consequence of Theorem 1.1. We make a better choice of test vector in Theorem 3.6. More precisely, we fix k 0 ≤ N and choose z as follows:
(3.46)
We then have
By the definition of δ k in Definition 3.5, we then have
The second sum can be written as
The first sum is equal to
Then, Theorem 3.6 shows that
We can now optimize in k 0 ∈ {1, . . . , N } so that
which proves the upper bound for the smallest singular value of D + U N .
Proof of Theorem 1.2
In this section we prove Theorem 1.2, using Corollary 3.3 and the bounds established in the two preceding sections. We will prove below the following lower bound on s min (D + U N ).
Theorem 4.1.
This result implies immediately Theorem 1.2 since we know that
Proof of Theorem 4.1. We begin by considering the first case, where |d ℓ | < 1 for every 1 ≤ ℓ ≤ N . We have seen that by Corollary 3.3,
Obviously, (1) The operator (or HS) norm of the matrix C(D) is bounded above by
2) The operator norm of the matrix B(D) is bounded above by
Proof of Lemma 4.2. Letting r N := max 1≤ℓ≤N |d ℓ | < 1, we note that
We begin with the estimation of ||C(D)||. We have seen that by Corollary 3.3:
Recall that ρ So that, using the bound (4.8),
After an obvious reindexing,
and finally 
It is now easy to conclude, using the following classical estimate. For the sake of completeness, we provide here a proof of Lemma 4.3, which is a very simple case of classical bounds on operator norms of Toeplitz matrices.
Proof of Lemma 4.3. Consider a doubly-infinite sequence (t m ) m∈Z in ℓ 1 (Z). Consider the function
Using this identity, with the sequence t m = 1I m=0 , i.e for the constant function f (x) = 1, one sees that 1 2π We still have to prove the second item of Theorem 4.1, i.e the case where |d ℓ | > 1 for every 1 ≤ ℓ ≤ N . This second item is a direct consequence of the first, and of the following simple "duality" result. so thatD . In this chapter, we give a proof of Theorem 1.6 and Theorem 1.7. Our main tool will be the classical theory of excursions and fluctuations for 1-d random walks. We will have to go a bit further than the classical theory (see references in the Appendix). Define ξ i = 2 log |d i | and
S n is a random walk with negative drift. It is related to our problem by the obvious formula, for 1 ≤ k ≤ m
which is also valid for k = m + 1, since by definition β m+1,m = 1.
We will now show that the lower and upper bounds we have found for s min (D + U N ) can easily be controlled in terms of functionals of the random walk S n . Indeed, our upper bound estimates are in terms of the quantities c 0 (D), γ N (D) (see Definition 1.4). Our lower bound estimates are given in terms of the quantities ρ N (D) (see Definition 1.4). We estimate these quantities in terms of functionals of the random walk S n in the next lemma. We first introduce the relevant functionals of the random walk S n .
Definition 5.1. We define the following important functionals of the random walk S n .
We now restate the bounds obtained in Section 3.2 and Section 3.3 in terms of these functionals.
Theorem 5.2. With the notations above
WhereÛ ∞ is a random variable with the same distribution as U ∞ .
Remark 4. The behavior the distributions of the functionals U ∞ and M N has been fully understood and is a central topic of the classical fluctuation theory of random walks (see the Appendix for references and relevant statements). The behavior of the functional T N has not been studied, and we will have to derive it in the Appendix. We lose a logarithmic term there. It is plausible that one could get rid of this logarithmic correction, extending some of the best tools available in the classical theory, but the needed effort might be sizable.
Proof of Theorem 5.2. The proof of this theorem is a consequence of the following lemma.
Lemma 5.3. With the notations above, we have
where U ∞ andÛ ∞ are two random variable distributed as U ∞ (but not independent).
Proof of Lemma 5.3. We recall that It is obvious that
Consider the sequence of random variables ξ = (ξ k ) k≥1 , and the sequence of random variablesξ N = (ξ N k ) k≥1 , obtained by time-inversion at N , i.e. defined, byξ N k = ξ N −k+1 for 1 ≤ k ≤ N , and byξ N k = ξ k for N + 1 ≤ k. These two infinite sequences ξ and ξ N obviously have the same distribution. So that the two random walks (S n ) n≥1 and (Ŝ n ) n≥1 , defined as their partial sums S n = n k=1 ξ k andŜ n = n k=1ξ k , also have the same distribution. Noting thatÛ 18) it is clear that the two random variables U N andÛ N have the same distribution. Moreover, it is clear that
eŜ k , where these two random variables U ∞ andÛ ∞ have the same distributions. Thus,
This proves our second item. We now prove the last item. Recall that
which proves our last item.
By Theorem 3.4 and Theorem 3.8, we have now proved the following bounds for
and thus proved Theorem 5.2.
We now prove Theorem 1.6 and Theorem 1.7
Proof of Theorem 1.6. Let us define the random variable X N by
We want to estimate the lower tail of s min (A) for a general permutation σ. We will of course begin by the analogous result for the case of a single-cycle permutation, i.e. an estimate for the lower tail of s min (D + U N ). From Theorem 5.2, we know that
24) When θ < 1, the following bound on the tail of T N is given in Theorem A.2, for any u ≤ cN
The following tail estimate is also given in the Appendix, see Lemma A.10,
So that, a simple union bound yields
We have thus proved the first item of Theorem 1.7 in the case of a single-cycle permutation. In order to get to the case of a general permutation matrix, now we simply use again the fact that
and a union bound to obtain
Now, by the estimate above for the single-cycle case, we get that
This proves the first item of Theorem 1.7, for a general permutation. The second item is then a very simple consequence. Indeed, choosing t = 
The sequence of distributions of the random variables (N 1 θ s 2 min (D + U N )) −1 is thus tight. This concludes the proof of Theorem 1.6.
We now prove Theorem 1.7
Proof of Theorem 1.7. Here we assume θ > 1. The proof is totally parallel to the one we just gave, using the following tail estimate for T N . For u ≥ CN log N , the bound from Theorem A.2 shows that
we see that, for u ≥ CN log N ,
Thus we have proved the first statement of Theorem 1.7.
This shows that the sequence of random variables (s 2 min (D + U N )N ln N ) −1 converges to zero in probability (or even a.s if θ > 2). This concludes the proof of Theorem 1.8.
5.2.
Proof of Theorem 1.8. We can now prove Theorem 1.8, i.e. give upper bounds for s min (A).
Proof of Theorem 1.8. The proof of this theorem is a consequence of Theorem 5.22 and classical results about the asymptotic behavior of the random variable M N , recalled in the Appendix. We begin, naturally, with the case of a single-cycle permutation ad give upper-tail estimates for s 2 min (D + U N ).
Theorem 5.4. There exists constants k > 0 and C > 0, such that, for every t > 0
Proof. We have seen that
By a simple union bound
A trivial large deviation bound shows that
But, using the estimate A.5, we see that
and thus if 0 < t < T
Which proves the first item of Theorem 1.8 in the single-cycle case. But obviously, for a general permutation, we have
−CN t θ (5.42) which proves the first item of the Theorem for the general case. The second item is a direct consequence of the first.
Appendix A. Random Walks with negative drifts
Let (ξ i ) i≥1 be a sequence of i.i.d. random variables, with common distribution ν. We will assume that C1. ν has exponential moments, i.e. exists a B > 0 such that, E e tξ < ∞ for every t ∈ [0, B], C2. E [ξ] = m < 0 and C3. ν is non-lattice.
We will denote by θ the unique positive number θ such that E e θξ = 1. Let
We are interested in the asymptotic behavior of the two random variables .2) and
The asymptotic behavior of M N is well understood (see [4] , Theorem A, p. 115, for discussion, references and an extension to the lattice case, as well as an extension to Markov Chains).
Theorem A.1. Under the assumptions C1-C3 above, as N goes to infinity,
M N log N converges almost surely to
Remark 5. The value of the constant C = C(ν) is complicated as a function of the distribution ν, but it is discussed in [4] .
We need a more uniform estimate; There exists a constant k 2 > 0, such that
This is a direct consequence (see [7] ) of the fact that
where the random variables V k are i.i.d and have the same law as the variable V defined by
We will now prove an asymptotic estimate for the tail of the random variable T N .
Theorem A.2. Under the assumptions C1-C3 above
As a consequence the random variable
is bounded in probability.
As a consequence the random variable T N N ln N converges to zero in probability.
The proof of Theorem A.2 is rather involved. The first step is to introduce the following classical excursion decomposition of the path of the random walk S n . For any c ≥ 0, consider the ladder epochs (K i (c)) i≥1 defined by
And let
as well as the maximal length of the first m excursions
Obviously the random variables U i are i.i.d. (we recall that their common distribution depends on the parameter c > 0) We will first bound T N by a sum of these i.i.d random variables. Let us denote by i(ℓ) the index of the excursion straddling ℓ, for 1 ≤ ℓ ≤ N , i.e.
with the convention K 0 = 0. Obviously i(ℓ) ≤ ℓ. Then, we have the following upper bound for the random variable T N . This is certainly a sub-optimal bound, where we lose a logarithmic term. But improving on this bound would be really too heavy here.
Lemma A.3. For c > 0, there exists a constant K(c) such that
Proof of Lemma A.3. Let us first fix an integer 1 ≤ ℓ ≤ N . For any k ≤ ℓ, such that i(k) < i(ℓ) we write 20) so that
and
Finally, we get 
But, using the definition of the random variables U i , we have
and therefore,
which is the bound we needed to prove.
Lemma A.3 shows that, in order to control the tail of the random variable T N , it is sufficient to control the tail of the random variable R m and of the sum of i.i.d random variables U i . We begin with the tail of the random variable R N and then turn to tail of the distribution of the sum of the U i .
Proof of Lemma A.4. Using the fact that the random variables (K i+1 − K i ) are i.i.d, a trivial union bound shows that
Lemma A.4 is thus a direct consequence of the following tail estimate for the random variable K 1 (the first ladder epoch).
Lemma A.5. There exists a λ > 1 depending only on the distribution ν, such that for any c ≥ 0 there exists a constant C 1 (c) > 0 with
Lemma A.5 is a consequence of Theorem II, p. 241 in [5] , and Theorem 2.1 in [8] .
We now turn to the tail of the distribution of the sum of i.i.d random variables U i . We need first to understand the tail behavior of the common distribution of the i.i.d random variables U i .
Lemma A.6.
(1) There exist two positive constants C and C ′ , such that, as t → ∞,
Proof. Obviously, the second statement of Lemma A.6 is a direct consequence of the first. We begin by proving the upper bound in this first statement. Clearly,
where
The exact asymptotic behavior of the tail of U ∞ is a simple consequence of known results.
Lemma A.7. There exists a constant C 5 such that, as t → ∞,
Proof of Lemma A.7. Obviously,
where U ′ ∞ is a random variable with the same distribution as U ∞ and independent from ξ. This is an implicit renewal equation of the type treated by Kesten in [10] and Goldie in [6] . Theorem 4.1, p. 135 in [6] implies then the tail estimate given in the lemma.
So that we have proved the upper bound stated in Lemma A.6. We now turn to the lower bound. Recall that V = max
(A.43) The asymptotic behavior of the tail of V is also known.
Lemma A. 8 .
This is proved in [7] , Theorem 1, p. 630 (or see [4] , p. 115). This obviously implies the lower bound of Lemma A.6.
The upper bound given in Lemma A.6 implies the following strong uniform bounds for the tail of the law of the random variable
(1) If θ < 1, for any T > 1, there exists a constant C(T ) > 0 such that, uniformly in
This lemma is a consequence of the upper bound
and of Lemma 2.1, Corollary 3.1 and Corollary 4.2 in [2] . We are now, at long last, able to prove theorem A.2.
Proof of Theorem A.2. For any u > 0 and s > 0,
By Lemma A.4, and using the fact that the sequence R m is increasing, we have that
So that, choosing the parameter s ≥ θ ln λ , we see that
Moreover, using the fact that the random variables U are non-negative, we have that
Now, if θ < 1, by Lemma A.9, we have that
Using inequalities (A.49), (A.51) and (A.53), we see that
This proves the first statement of Theorem A.2. If θ > 1, let u > C 0 N ln N for C 0 large enough, then by Lemma A.9, we have that
Using inequalities (A.49), (A.51) and (A.55), we see that, for u > CN ln N ,
This proves the second statement of theorem A.2.
We now estimate the tail of the random variable X N .
Lemma A.10. There exist k > 0 and γ 0 > 1, so that for any γ < γ 0 and δ = θγ/(2γ + θ),
Proof of Lemma A.10. We will rely on the following simple consequences of assumptions H2, H3 and H4 from the introduction. Recall H2. We assume that µ has finite moments, i.e. there exists a t > 1 such that, Proof of Lemma A.11. We treat the case B < ∞. The case where B = ∞ is an immediate consequence. We begin by proving the lemma for λ = 0 and N = 1. Obviously, ν 0 (x, x + h) = ν(x, x + h) = P[e x < |d| 2 < e To deal with the case where N > 1, we will now use the following simple remark, which clearly completes the proof of Lemma A.11 For any Borel set E in R, and any probability measure α on R sup We are now able to prove Lemma A.10. For any 0 < α < 1, and any 0 < k ′ < k, a simple union bound shows that 
