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Abstract
The directed last passage percolation (LPP) on the quarter-plane is a growing model. To come
into the growing set, a cell needs that the cells on its bottom and on its left to be in the growing set,
and then to wait a random time.
We present here a new generalisation of directed last passage percolation (GLPP). In GLPP, the
waiting time of a cell depends on the difference of the coming times of its bottom and left cells. We
explain in this article the physical meaning of this generalisation.
In this first work on GLPP, we study them as a growing model on the cylinders rather than on
the quarter-plane, the eighth-plane or the half-plane. We focus, mainly, on the law of the front line.
In particular, we prove, in some integrable cases, that this law could be given explicitly as a function
of the parameters of the model. Moreover, our results applied to LPP are the first ones for LPP on
the cylinders.
These new results are obtained by the use of probabilistic cellular automata (PCA) to study LPP
and GLPP.
Key words: Last passage percolation, integrable models, probabilistic cellular automata
MSC Classes: 60K35, 82B23
Figure 1: The growing set (in black) of the LPP on the cylinder of size 50 at time 200. The set is growing
down. Our main object of study here is the asymptotic law of the bottom line and the asymptotic height
of the growing set when the time goes to infinity.
1 Introduction
In the preamble of this article, we fix the following notations: N = {0, 1, . . . }, N∗ = {1, 2, . . . }, R+ =
[0,∞) and R∗+ = (0,∞).
2
Last Passage Percolation (LPP): The directed Last Passage Percolation (LPP) is a random lattice
growth model. It has been introduced by Rost on the quarter-plane [21]. To any vertex z = (x, y) ∈ N2,
we associate a random variable ξz. The (ξz)z∈N2 are i.i.d. and distributed according to a probability
measure µ on N∗ or R∗+. Now, to any vertex z ∈ N2, we associate the value
τ(z) = max
pi=(z0,...,zk)∈Π(z)
k∑
l=0
ξzl (1)
where Π(z) is the set of directed paths from (0, 0) to z, that is:
Π(z) =
{
(z0, . . . , zk) ∈ (N2)k+1 : ∀i < k, zi+1 − zi ∈ {(1, 0), (0, 1)}, z0 = (0, 0), zk = z
}
. (2)
Another way to define τ is by induction: for any (x, y) ∈ N2,
τ((x, y)) = max(τ((x− 1, y)), τ((x, y − 1))) + ξ(x,y) (3)
with τ((−1, y)) = τ((x,−1)) = 0 for any x, y ∈ N.
Remarks 1. • Other names for the LPP on the quarter-plane are corner growth models, point-
to-point LPP, full-space LPP and it is very related to the PolyNuclear Growth (PNG) model.
See [15, 22] and [19, Chapter 2] for many references on those models.
• In the previous definition, taking “min” instead of “max” defines the directed First Passage Per-
colation (FPP) on the quarter-plane.
• If we associate the random variables ξ to edges instead of vertices, we define another model of
LPP, called directed edge LPP. In Section 6.2, we give some few more details about it.
Remark 2 (Physical meaning of LPP). In our mind, the directed First Passage Percolation represents
the time needed for a piece of ground to be wet when it starts raining at time 0. And, in the directed
Last Passage Percolation, the time τ(z) is the time needed for the piece of ground z to be dry when
it stops raining at time 0. Indeed, to be dry, the piece of ground (x, y) needs both pieces of ground
(x− 1, y) and (x, y − 1) to be dry and, then, waits a random time ξ(x,y) to become dry.
An interesting object in that model is the increasing sequence of sets of vertices(
Ct = {z ∈ N2 : τ(z) ≤ t}
)
t∈N or R+ . (4)
Throughout this article, we denote by P (N∗) the set of probability measures on N∗ whose support
is N∗, i.e. if µ ∈ P (N∗), then, for any i ∈ N∗, µ(i) 6= 0.
Theorem 3 (see [15, Proposition 2.1], [22, Theorem 2.1]). For any µ ∈ P (N∗), there exists a deter-
ministic function fµ : (0,∞)2 → [0,∞] such that, for all (x, y) ∈ (0,∞)2,
fµ(x, y) = lim
n→∞
τ((bnxc, bnyc))
n
a.s. (5)
Either fµ =∞ or fµ <∞ on all of (0,∞)2. In the latter case, fµ is superadditive, concave, continuous,
homogeneous, and symmetric on (0,∞)2. fµ is non decreasing on both arguments.
Proof of this theorem is done by using a (superadditive version) of the Kingman’s subadditive ergodic
theorem [14]. The value of fµ is not explicit, except when µ is a geometrical law or an exponential law.
In that case,
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Proposition 4 ([21], [8]). • fµ(x, y) = (
√
x+
√
y)2 if µ is an exponential law of parameter 1, and
• fµ(x, y) = (1− p)x+ 2
√
xy(1− p) + (1− p)y
p
if µ is a geometrical law of success parameter p on
N∗ (i.e. µ(i) = p(1− p)i−1 for any i ∈ N∗).
See also [15, 22] and [19, Chapter 2], but be careful there is sometimes confusion about the result
concerning the geometrical law on the literature. Indeed, if we take µ to be a geometrical law of success
parameter p on N [so (ξz)z∈N2 are now random variables on N instead of N∗] (i.e. µ(i) = p(1 − p)i for
any i ∈ N), then
fµ(x, y) =
x+ 2
√
xy(1− p) + y
p
. (6)
In the sequel, we will refer to these explicit cases as “integrable LPP”.
Besides, the fluctuations around these explicit values have been studied [1, 12, 20, 13]. They are
related to the GUE Tracy-Widom distribution and Airy2 processes. Hence, the LPP is in the KPZ
(Kardar-Parisi-Zhang) universality class. For many more details about KPZ universality of the LPP,
we refer the interested reader to [19] and references therein.
In the following of this article, we consider only discrete time (the support of µ is N∗) to get simpler
mathematical expressions of ideas and formulas, and also to clarify the discussions. The case where the
support is R∗+ is done in Section 5. The ideas are the same, but with more technical details.
Probabilistic Cellular Automata (PCA): The main new idea that leads to this article is the
observation that LPP are related to Probabilistic Cellular Automata (PCA).
A PCA is a quadruplet (E,L, N, T ) where
• E is a discrete space,
• L is a discrete lattice,
• N = (z1, . . . , zn) is a finite subset of L,
• T = (T (s1, . . . , s|N |; t))s1,...,s|N|,t∈E is a transition matrix from E|N | to E, meaning that T satisfies
the two following conditions:
– for any s1, . . . , s|N |, t ∈ E, T (s1, . . . , s|N |; t) ∈ [0, 1] and
– for any s1, . . . , s|N | ∈ E,
∑
t∈E
T (s1, . . . , s|N |; t) = 1.
Each of this quadruplet (E,L, N, T ) allows to define a stochastic dynamic on EL in the following way:
for any s = (sz)z∈L ∈ EL, for any finite subset L ⊂ L, the probability that the image U = (Uz)z∈L of s
on L by the dynamic is, for any (uz)z∈L ∈ EL,
P ((Uz = uz)z∈L|s) =
∏
z∈L
T (sz+z1 , . . . , sz+zN ;uz). (7)
Hence, we know all the finite-dimensional laws of the random variable U and so, by Kolmogorov’s
extension theorem, the law of U itself. The random variable U is then the image of s by the stochastic
dynamic associated to the PCA A, shorted in “U is the image of s by A” in the sequel. Moreover, s
could be a random variable of law φ on EL, then U , the image of s by A, is a random variable of law
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ψ on EL. Another point of view on the random dynamic associated to A is to see it as a deterministic
dynamic on the set of probability measures on EL that maps φ to ψ.
Now, for any µ ∈ P (N∗), we define Aµ the PCA where E = Z, L = Z, N = {0, 1}, and Tµ is defined
by: for any s, t, u ∈ Z,
Tµ(s, t;u) = µ(u−max(s, t)). (8)
The first observation that leads to this article is:
Lemma 5. Let (τ(z))z∈N be a LPP of parameter µ, then, for any (x, y) ∈ N2, for any s, t, u ∈ N,
P (τ((x, y)) = u|τ((x− 1, y)) = s, τ((x, y − 1)) = t) = Tµ(s, t;u). (9)
The second observation is that “integrable LPP” correspond to cases where the PCA are integrable
(a precise definition of integrable PCA in our context is given in Section 4.3). And, the reverse is true,
if the PCA is integrable, then the corresponding LPP is integrable.
Remark 6. We can also link the directed First Passage Percolation (the same definition than LPP but
consider “min” instead of “max”) with parameter µ and PCA by considering the following transition
matrix: for any s, t, u ∈ Z,
Tµ(s, t;u) = µ(u−min(s, t)). (10)
Moreover, by using PCA with memory 2 as defined in [7], we can link them to FPP on the triangular
lattice. Unfortunately, PCA linked with FPP are not integrable.
At that point, the idea is to do something similar to what has been done on TASEP in [7]. It is
to find integrable PCA that do not model the classical LPP as defined before, but another model that
could be seen as a variant/generalisation. Moreover, we want to give, at least in some cases, a physical
meaning to this generalisation. Now, we present this new generalisation and its physical meaning.
Generalised directed Last Passage Percolation (GLPP): Let (µ∆)∆∈N ∈ P (N∗)N be a sequence
of random probability measures on N∗. To any vertex z ∈ N2, we associate a sequence ξz =
(
ξ
(∆)
z
)
∆∈N
such that, for any ∆ ∈ N, ξ(∆)z ∼ µ∆, and (ξz)z∈N2 are independent. From this, we define recursively
τ((x, y)) by
• τ((0, 0)) = ξ(0)(0,0),
• τ((x, 0)) = τ((x− 1, 0)) + ξ(τ((x−1,0)))(x,0) ,
• τ((0, y)) = τ((0, y − 1)) + ξ(τ((0,y−1)))(0,y) ,
• τ((x, y)) = max(τ((x− 1, y)), τ((x, y − 1))) + ξ(|τ((x−1,y))−τ((x,y−1))|)(x,y) .
Remark that, in that model, neither the independence of
(
ξ
(∆)
z
)
∆∈N
, neither the identical distribu-
tion of (ξz)z∈N2 are required.
If, for any ∆ ∈ N, µ∆ = µ0, then we obtain the classical LPP on the quarter-plane.
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Remark 7. The physical meaning of LPP, as we express in Remark 2, is preserved and even improved.
Indeed, in our generalisation, the time ξ(x,y) to dry depends on |τ((x−1, y))−τ((x, y−1))|, the difference
of drying times of (x− 1, y) and (x, y− 1). We think that it is more realistic: suppose that τ((x− 1, y))
is much bigger than τ((x, y − 1)), then, during a time ∆ = τ((x, y − 1))− τ((x− 1, y)), (x, y) receives
water only from (x, y − 1), so when (x, y − 1) is dried, (x, y) has less water that if ∆ = 0. This implies
that, with this interpretation,
(
ξ
(∆)
(x,y)
)
∆∈N
should be decreasing stochastically in ∆.
Remark 8. The directed edge LPP can also be viewed as a GLPP, see Lemma 41 in Section 6.2.
For any µ = (µ∆)∆∈N, the GLPP is related to the PCA whose transition matrix Tµ is, for any
s, t, u ∈ Z,
Tµ(s, t;u) = µ|s−t|(u−max(s, t)), (11)
see Lemma 21 to understand formally this relation. This PCA is integrable (as defined in Section 4.3)
if µ = (µ∆)∆∈N satisfies the following condition
Cond 1: for any ∆ ∈ N, for any t ∈ N∗,
µ∆(t) =
√
µ0(t)µ0(t+ ∆)∑
s∈N∗
√
µ0(s)µ0(s+ ∆)
. (12)
The denominator is finite (less than 1) due to Cauchy-Schwarz inequality.
Our first objective was to generalise Theorem 4 to this new integrable condition. Unfortunately, for
now, we do not succeed. Nevertheless, some simulations and conjectures are given in Section 6.3.
In this article, we are interested in this GLPP, not on the quarter-plane, but on the cylinders.
This is not the first time that LPP are not studied on the quarter-plane. In the literature, there are
models of LPP on the half-plane (also called LPP line-to-point), and models of LPP on the eighth-plane
(under the name half-plane LPP a) , see [19, Chapter 2] for references. But, it seems that it is the first
time it is studied on the cylinders.
Content: In Section 2, we define the GLPP (with discrete time) on the cylinders and we express the
four main results of this paper: Theorems 11, 13, 17 and 18. In Section 3, we prove these four theorems.
In Section 4, we explain how we are able to conjecture Theorem 17 by using PCA. In Section 5, we
treat the continuous case that is when (µ∆)∆∈R+ ∈ P
(
R∗+
)R+ is a family of probability measures on
R∗+. In Section 6, we present how our results on the cylinders apply to classical LPP and directed edge
LPP, and we discuss the GLPP on the quarter-plane. Finally, in Section 7, we express and summarise
some open questions on GLPP and some potential directions for future researches around them.
2 GLPP on the cylinders
2.1 Definition
Let L ∈ N∗ be an integer and µ = (µ∆)∆∈N ∈ P (N∗)N be a sequence of probability measures on N∗
with full support. The generalised directed Last Passage Percolation (GLPP) on the cylinder of size L
with parameter µ is a growing model on
CL = {(x, y) : x ∈ Z/2LZ, y ∈ N : x+ y = 0 mod 2} (13)
aThey are called half-plane because TASEP related to the LPP are on the half-line.
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such that, to each cell (x, y) ∈ CL, we associate (by induction) a number τ((x, y)) such that
τ((2x, 0)) = 0 for any x ∈ Z/LZ, (14)
τ((x, y)) = max( τ((x− 1, y − 1)) , τ((x+ 1, y − 1)) ) + ξ(x,y) (15)
where ξ(x,y) ∼ µ|τ(x−1,y−1)−τ(x+1,y−1)| and
(
ξ(x,y)
)
(x,y)∈CL are independent.
Our object of study is the curve Fn that splits {z ∈ CL : τ(z) ≤ n} and {z ∈ CL : τ(z) > n}.
In particular, we are interested in the law of Fn when n → ∞. For any n ∈ N, Fn is an element of
BL, the set of bridges of size 2L whose steps are +1 or −1:
BL =
(bi)i∈Z/2LZ ∈ {−1,+1}Z/2LZ : ∑
i∈Z/2LZ
bi = 0
 . (16)
Moreover, we define, for any n ∈ N and any edge i ∈ Z/2LZ of Fn, tn,i = n − τ(zi) where zi is the
face adjacent to the edge i and such that τ(zi) ≤ n. It is denoted by F˜n = (Fn, (tn,i)i∈Z/2LZ). This
is illustrated in Figure 2. In the following, it is easier to work with F˜n than directly with Fn (see
Theorem 11 in Section 2.2). Hence, many results are stated on F˜n and then deduced on Fn.
Few words about the set B˜L in which the random variable F˜n takes its values. For any b ∈ BL, we
define the set
Tb = {(ti : i ∈ Z/2LZ) ∈ NZ/2LZ :
if bi = bi+1 = 1, then ti < ti+1;
if bi = bi+1 = −1, then ti > ti+1;
if bi = −1 and bi+1 = 1, then ti = ti+1}. (17)
Then, for any n, F˜n is necessary an element of
B˜L = {(b, t) : b ∈ BL, t ∈ Tb}. (18)
We also are interested in the asymptotic mean speed cL of this front line that is
cL = lim
n→∞
max
{
y : E
[
τ
((
1−(−1)y
2 , y
))]
≤ n
}
n
. (19)
By a change of variable, cL could be rewritten as
cL = lim
y→∞
y
E
[
τ
((
1−(−1)y
2 , y
))] . (20)
For later, in relation to cL, we introduce the notation ζ(e) that is the time spend by the edge e into
the front line
ζ(e) = τ(z′e)− τ(ze), (21)
where z′e and ze are the two faces adjacent to the edge e such that τ(z′e) > τ(ze).
Remark 9. Due to invariance by horizontal translation of the model, cL does not depend on x that’s
why we have chosen x = 0 or x = 1 here. Moreover, cL exists when (F˜n)n∈N is ergodic, see Theorem 11
in Section 2.2 for a sufficient condition on µ.
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x
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y
0
1
2
3
4
5
6
...
F˜9
1
5 0 0 4
1 1 1
2 3 4 3 2
4 9 5 5
8 13 11 8 8
15 18 14 11
21 22 1671 17
Figure 2: Example of a LPP with L = 4. The green line is F9 = (+1,−1,+1,−1,−1,+1,−1,+1) and,
with the numbers on edges of F9, we obtain F˜9 = (F9, (5, 0, 0, 4, 1, 1, 1, 1)).
Remark 10. In the definition of the model, we have chosen µ∆ ∈ P (N∗). We could take it in P (N)
allowing µ∆(0) ∈ (0, 1): it corresponds, for the growing process, to add several cells in the same time
slot if one of them allows another to come. In the following, we do not study this case, even if some
of our results applyb. The reason is that it complicates significantly some proofs. In Remark 19, we
explain in details the issues of taking µ∆(0) 6= 0.
2.2 Ergodicity of (F˜n)n∈N and so of (Fn)n∈N
First, the following condition on (µ∆)∆∈N permits to assure the ergodicity of (F˜n)n∈N and so of (Fn)n∈N:
Cond 2: there exists α > 0 such that
inf
∆∈N,t∈N∗
µ∆(t)∑
s≥t µ∆(s)
≥ α. (22)
Theorem 11. For any (µ∆)∆∈N ∈ P (N∗)N, (F˜n)n∈N is a Markov chain, and so (Fn)n∈N is a hidden
Markov chain. Moreover, if Cond 2 holds, then they are ergodic.
The proof of this theorem is done in Section 3.1.
Remark 12. Cond 2 is sufficient to obtain the ergodicity, but probably not optimal. We could expect
weaker conditions by finest control on µ∆, in particular, by controlling the behaviour of µ∆ according
to ∆.
bWe just need to change the definition of Tb by allowing equality (and not strict inequality) in the two cases where
bi = bi+1.
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When Cond 2 holds, we denote by ν˜L the unique invariant law of the Markov chain (F˜n)n∈N and
νL the one of (Fn)n∈N. Obviously, for any b ∈ BL,
νL(b) =
∑
t∈Tb
ν˜L((b, t)). (23)
We also obtain the asymptotic mean speed cL of the front line as a function of ν˜L.
Theorem 13. Let µ = (µ∆)∆∈N ∈ P (N∗)N be such that Cond 2 holds. We denote by ν˜L the invariant
measure of the Markov chain (F˜n)n∈N. Let (B, (T1, . . . , T2L)) ∼ ν˜L. The asymptotic mean speed cL of
the front line of the LPP with parameter µ on the cylinder of size L is
cL =
1
2E [T1] + 1
=
1
1 + 2
∑
(b,(t1,...,t2L))∈B˜L
t1 ν˜L((b, t))
. (24)
The proof of this theorem is done in Section 3.2. Moreover, for this theorem, it is necessary that:
for any ∆ ∈ N, µ∆(0) = 0.
In the integrable case (when µ satisfies Cond 1), we have an explicit expression of ν˜L, and so of νL
and cL, as a function of µ0.
2.3 Exact value of ν˜L under integrability conditions
First, remark that the set of µ = (µ∆)∆∈N ∈ P (N∗)N that satisfy Cond 1 is parameterised by µ0 ∈
P (N∗). Indeed, from any µ0 ∈ P (N∗), we can define by Cond 1 a unique sequence µ = (µ∆)∆∈N in
P (N∗)N. Hence, in the following, when we study the integrable case, we reduce the set of parameters
µ = (µ∆)∆∈N ∈ P (N∗)N to µ0 ∈ P (N∗).
Remarks 14. • The GLPP is a model parameterised on P (N∗)N, but where ”only” P (N∗) are inte-
grable. In fact, in the classical case, a similar reduction of the model happens: the classical LPP
can be parameterised by any measure µ ∈ P (N∗) ' [0, 1]N∗ , but integrability happens when µ is a
geometrical law that could be parameterised by its success parameter, an element of [0, 1]. Hence,
in both cases, “a power N is lost” between the set of all models and the set of integrable ones.
• If the two following conditions hold on the same time: Cond 1 and, for any ∆ ∈ N, µ∆ = µ0,
then µ0 is a geometrical law; and the reverse is true (see Proposition 36 on Section 6.1). Hence,
we could not expect an improvement of the integrability conditions of the classical LPP by our
methods; but, in the same time, our methods do not forget any “integrable LPP”.
When Cond 1 holds, Cond 2 becomes the following one on µ0:
Cond 3: there exists α > 0 such that
sup
t∈N∗
µ0(t)∑
s≥t µ0(s)
≥ α. (25)
Lemma 15. Let µ0 ∈ P (N∗) be such that Cond 3 holds. Define µ = (µ∆)∆∈N ∈ P (N∗)N using Cond 1.
Then Cond 2 holds for µ.
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Proof. For any ∆ ∈ N, t ∈ N∗,
µ∆(t)∑
s≥t µ∆(s)
=
√
µ0(t)µ0(t+ ∆)∑
s≥t
√
µ0(s)µ0(s+ ∆)
=
√
µ0(t)∑
s≥t µ0(s)
√
µ0(t+ ∆)∑
s≥t µ0(s+ ∆)
√∑
s≥t µ0(s)
√∑
s≥t µ0(s+ ∆)∑
s≥t
√
µ0(s)µ0(s+ ∆)
≥ √α×√α× 1 = α.
The last inequality comes from Cond 3 twice and from the Cauchy-Schwarz inequality.
Before to give the third main theorem of this article, we need to introduce one notation. For any
b ∈ BL, for any t ∈ Tb, set
W(b,t) =
 ∏
i:bi=bi+1
√
µ0(|ti+1 − ti|)∑
s≥1
√
µ0(s)
×
 ∏
i:bi=1,bi+1=−1
 ∑
s>max(ti,ti+1)
√
µ0(s− ti)∑
s≥1
√
µ0(s)
√
µ0(s− ti+1)∑
s≥1
√
µ0(s)
∑
s≥1
µ|ti−ti+1|(min(ti, ti+1) + s)
 .
(26)
Remark 16. We could obtain a little simplification for W(b,t) with
W(b,t) =
 ∏
i:bi=bi+1
√
µ0(|ti+1 − ti|)
×
 ∏
i:bi=1,bi+1=−1
 ∑
s>max(ti,ti+1)
√
µ0(s− ti)
√
µ0(s− ti+1)
∑
s≥1
µ|ti−ti+1|(min(ti, ti+1) + s)
 .
(27)
Indeed, the two forms are proportional according to the factor
(∑
s≥1
√
µ0(s)
)2L
that does not depend
on (b, t). Moreover, this last form could be simplified in
W(b,t) =
 ∏
i:bi=bi+1
√
µ0(|ti+1 − ti|)
 ∏
i:bi=1,bi+1=−1
∑
s≥1
√
µ0(s+ ti)
√
µ0(s+ ti+1)
 (28)
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because ∑
s>max(ti,ti+1)
√
µ0(s− ti)
√
µ0(s− ti+1)
∑
s≥1
µ|ti−ti+1|(min(ti, ti+1) + s)
 (29)
=
 ∑
s>max(ti,ti+1)
√
µ0(s− ti)
√
µ0(s− ti+1)
∑
s≥1
√
µ0(s+ ti)µ0(s+ ti+1)∑
u≥1
√
µ0(u)µ0(u+ |ti − ti+1|)
 (by Cond 1)
(30)
=
 ∑
s>max(ti,ti+1)
√
µ0(s− ti)
√
µ0(s− ti+1)
∑
s≥1
√
µ0(s+ ti)µ0(s+ ti+1)

∑
v≥1+max(ti,ti+1)
√
µ0(v −max(ti, ti+1))µ0(v −max(ti, ti+1 + |ti − ti+1|)
(31)
=
∑
s≥1
√
µ0(s+ ti)
√
µ0(s+ ti+1). (32)
We give these three alternative forms for W(b,t) and not just one because they are all useful in
the following. The third one (28) is the simplest and its expression is a function of the only µ0, the
parameter of integrable GLPP. The second one (27) permits to get an easier proof of Theorem 17, see
Section 3.3. Finally, the first one (26) is the easiest to conjecture by the method explained in Section 4,
and, in particular, in Section 4.5.
Theorem 17. For any µ0 ∈ P (N∗) such that Cond 3 holds. Define µ = (µ∆)∆∈N by Cond 1. In that
case, for any L ∈ N∗, for any b ∈ BL, for any t ∈ Tb,
ν˜L(b, t) =
1
ZL
W(b,t) (33)
with ZL =
∑
b∈BL
∑
t∈Tb
W(b,t). And so
νL(b, t) =
1
ZL
∑
t∈Tb
W(b,t). (34)
Now, we could ask about the limit of νL when L→∞ on these integrable cases. Currently, it is an
open problem.
Moreover, we are also able to give the mean speed cL of this front line.
Theorem 18. For any µ0 ∈ P (N∗) such that Cond 3 holds. Define (µ∆)∆∈N by Cond 1. In that case,
for any L ∈ N∗, the asymptotic mean speed of the GLPP with parameter µ on the cylinder of size L is
cL =
∑
(b,t)∈B˜L
W(b,t)∑
(b,t)=(b,(t1,...,t2L))∈B˜L
(2t1 + 1)W(b,t)
. (35)
As before, it is important here that µ0(0) = 0.
In Section 4.4, we give another expression for cL in (67).
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3 LPP on CL, discrete time
3.1 Proof of Theorem 11
Just a quick recall for those who are not familiar with hidden Markov chains: a process (Hn)n∈N is
called a hidden Markov chain on a set E, if there exists (H˜n)n∈N a Markov chain on a set E˜ and a
function pi : E˜ → E, such that, for any n ∈ N, Hn = pi(H˜n). Hence, if we prove that (F˜n)n∈N is a
Markov chain, we deduce by projection on the first coordinate that (Fn)n∈N is a hidden Markov chain.
Proof that (F˜n) is a Markov chain: The dynamic of
(
F˜n
)
n∈N
is the following one: if, at time n,
we have (bn, tn) = ((bn,i)i∈Z/2LZ, (tn,i)i∈Z/2LZ), then, for any j ∈ Z/2LZ, for any k ∈ {−1, 1} such that
1. bn,j = k = bn,j+k, then bn+1,j = bn,j = k and tn+1,j = tn,j + 1 ;
2. bn,j = k = −bn,j+k (i.e. bn has a local maximum between j and j + k), then
(a) (bn+1,j , bn+1,j+k, tn+1,j , tn+1,j+k) = (−k, k, 0, 0) with probability pδm =
µδ(1 +m)∑
s≥1 µδ(s+m)
where
m = min (tn,j , tn,j+k) and δ = |tn,j − tn,j+k|;
(b) (bn+1,j , bn+1,j+k, tn+1,j , tn+1,j+k) = (k,−k, tn,j + 1, tn,j+k + 1) with probability 1− pδm where
m = 1 + min (tn,j , tn,j+k) and δ = |tn,j − tn,j+k|.
Why is it the same dynamic as the definition of (F˜n)n∈N? The dynamic is obviously the same in
the case 1, illustrated in Figure 3. In the case 2, we need to justify the value of pδm. Suppose that we
are in the second case as illustrated in Figure 4. Let us define τj = n− tn,j and τj+k = n− tn,j+k, and
denote by z1 the face adjacent to edge j such that τ1 = τ(z1) ≤ n, z2 the one adjacent to edge j + k
such that τj+k = τ(z2) ≤ n and z3 the one that is adjacent to both edges j and j + k. On the GLPP,
the fact that Fn is bn means that τ(z1) = τj , τ(z2) = τj+k and τ(z3) > n. Now,
P (τ(z3) = n+ 1|τ(z3) > n) =
µ|n−tn,j−n+tn,j+1|(1 + n−max(τj , τj+1))∑
s≥1+n−max(τj ,τj+1)
µ|n−tn,j−n+tn,j+1|(s)
(36)
=
µ|tn,j−tn,j+1|(1 + min(tn,j , tn,j+1))∑
s≥1+min(tn,j ,tn,j+1) µ|tn,j−tn,j+1|(s)
(37)
= pδm (38)
In this case, F˜n+1 gets a local minimum between j and j+k as illustrated in Figure 4(a) that corresponds
to case 2(a). Else (with probability 1− pδm), τ(z3) > n+ 1, and so we obtain case 2(b).
Remark 19. It is exactly, for this proof, that we want the condition µ∆(0) = 0. Indeed, if for some ∆
µ∆(0) ∈ (0, 1), the transition for the Markov chain (F˜n)n∈N becomes much more complicated. Indeed,
in that case, for any local maximum that becomes a local minimum, we have to check that the two
possible new local maxima created do or do not become local minima in the same time slot, etc. Hence,
instead of having a Markov kernel that is understandable for (F˜n)n∈N, we would get something very
complicated in some few cases.
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n n+ 1
tn,i
n− tn,i
> n + 1
> n
tn+1,i
= tn,i + 1
if > n + 1
if = n
(n + 1)− tn+1,i
> n + 1
w.p. 1
tn,i
> n
> n + 1
n− tn,i
tn+1,i
= tn,i + 1
if > n+ 1
if = n
> n + 1
(n+ 1)− tn+1,i
w.p. 1
Figure 3: Case 1 of the dynamic
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n n+ 1
tn,i tn,i+1
n− tn,i n− tn,i+1
> n
(a)
0 0
n− tn,i n− tn,i+1
n
w.p. p
|tn,i−tn,i+1|
1+min(tn,i,tn,i+1)
(b)
tn+1,i
= tn,i + 1
tn+1,i+1
= tn,i+1 + 1
(n+ 1)− tn+1,i (n+ 1)− tn+1,i+1
> n + 1
w.p. 1− p|tn,i−tn,i+1|1+min(tn,i,tn,i+1)
Figure 4: Case 2 of the dynamic
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Proof that (F˜n)n∈N is ergodic: Now, to conclude the proof of Theorem 11, we have to prove that
the Markov chain (F˜n)n∈N is ergodic when Cond 2 holds.
Firstly, (F˜n)n∈N is irreducible because, from any state, the Markov chain can go to bi = (−1)i and
ti = 0 by applying case 2(a) to any local maximum at each step of time during dL/2e time steps (or
dL/2e + 1 time steps). And, from this state, it can go to any other element of B˜L by changing local
maximum to local minimum at some precise moments.
Secondly, (F˜n)n∈N is aperiodic. Indeed, from (((−1)i)i∈Z/2LZ, 0Z/2LZ), it can come back in two
steps of time by going through (((−1)i+1)i∈Z/2LZ, 0Z/2LZ), or in three steps of time by going through
(((−1)i)i∈Z/2LZ, 1Z/2LZ), then (((−1)i+1)i∈Z/2LZ, 0Z/2LZ). So period divides gcd(2, 3) = 1, so it is 1.
The last point is obtained by using the Foster criterion, see [3, Theorem 1.1, Chapter 5, p.167]. The
Lyapunov function that we take is l((b, t)) =
∑
i∈Z/2LZ
ti. Our finite refuge is
R2L =
{
(b, t) : l((b, t)) ≤ 2L
(
2L
α
+ 1
)}
. (39)
Now, take F˜n = (b, t) /∈ R2L, then max
i∈Z/2LZ
ti ≥ 2L
α
+ 1. Denote by j one of the index such that
ti is maximum (j = argmaxi∈Z/2LZ(ti)). By the fact that F˜n ∈ B˜L, we know that b has (bj = 1 and
bj+1 = −1) or (bj−1 = 1 and bj = −1). Suppose that it is bj−1 = 1 = −bj . Now, by applying the
dynamic of the Markov chain, the local maximum between j − 1 and j becomes a local minimum with
probability p
tj−tj−1
tj−1 and so
E
[
l(F˜n+1)|F˜n = (b, t)
]
≤ (l(F˜n) + 2L)(1− ptj−tj−1tj−1 ) + p
tj−tj−1
tj−1 (l(F˜n) + 2L− tj − tj−1)
≤ (l(F˜n) + 2L)− ptj−tj−1tj−1 tj
≤ l(F˜n) + 2L− α
(
2L
α
+ 1
)
= l(F˜n)− α
Hence, F˜n is ergodic.
3.2 Proof of Theorem 13
Proof. We consider the projection σ : B˜L → N that is the projection according to t1: for any (b =
(bi)i∈Z/2LZ, t = (ti)i∈Z/2LZ) ∈ B˜L, σ((b, t)) = t1. We denote by σν˜L the law of the random variable
t1 = σ((b, t)) when (b, t) ∼ ν˜L. Moreover, for any y ∈ N, we denote by ζy the time ζ(e) as defined
in (21) where e is the edge between the two squares
(
1−(−1)y
2 , y
)
and
(
1−(−1)y+1
2 , y + 1
)
.
Now, let’s consider the hidden Markov chain (tn,1)n∈N =
(
σ(F˜n)
)
n∈N
where F˜0 is taken under its
invariant measure ν˜L. Under this invariant law, the sequence of times (ζj)j∈N is simply
(
tnj−1,1 + 1
)
j∈N
where nj is the jth time such that tnj ,1 = 0, i.e. nj = min{n > nj−1 : tn,1 = 0}. Now, the proof is quite
simple. Indeed, we remark that, for any j ≥ 1, for any i ≤ j − 1,
P (t0,1 = i|ζ0 = j) = P (t0,1 = i and ζ0 = j)∑j−1
k=0 P (t0,1 = k and ζ0 = j)
=
1
j
. (40)
That comes from the fact that, for any j ≥ 2, for any 0 ≤ k ≤ j − 2,
P (t0,1 = k and ζ0 = j) = P (t1,1 = k + 1 and ζ0 = j) = P (t0,1 = k + 1 and ζ0 = j) . (41)
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The first equality comes from the fact that the value of tn,1 increases by 1 at each step of time until
n reaches one of the nj where tnj ,1 = 0 and so on, and the second equality comes because (tn,1)n∈N is
taken under the invariant law.
Hence, knowing ζ0, the law of t0,1 is uniform on {0, 1, . . . , ζ0 − 1}. So
E [t0,1|ζ0] = ζ0 − 1
2
. (42)
And, so,
E [t0,1] =
E [ζ0]− 1
2
. (43)
Finally, cL =
1
E [ζ0]
=
1
2E [t0,1] + 1
and t0,1 is distributed according to σν˜L . The first equality is
obtained by a law of large number for ergodic Markov chain, or the Birkhoff theorem.
Remark 20. From the ergodicity of (F˜n)n∈N, we can deduce the one of (tn,1)n∈N. Moreover, the step
of (tn,1)n∈N are adding 1 or returning to 0, so the mean of the return time to 0 is E [t1] with t1 ∼ σν˜L .
But (tn,1)n∈N is ergodic, so its return time to 0 is finite. That’s why we can deduce that E [t1] < ∞ if
(F˜n)n∈N is ergodic.
3.3 Proof of Theorems 17 and 18
Suppose that (µ∆)∆∈N satisfies Cond 1. Because the dynamic on (F˜n)n∈N is known, see Section 3.1,
we can just check that the conjectured ν˜L((b, t)) given by (27) and (33) is invariant for the dynamic.
Suppose that F˜n ∼ ν˜L, then, for any (b, t) ∈ B˜L,
• if, for any i, ti > 0, then
P
(
F˜n+1 = (b, t)
)
(44)
= P
(
F˜n = (b, (t1 − 1, t2 − 1, . . . , t2L − 1))
) ∏
i:bi=1,bi+1=−1
1− µ|ti−ti+1|(min(ti, ti+1))∑
s≥0 µ|ti−ti+1|(s+ min(ti, ti+1)
(45)
=
1
ZL
 ∏
i:bi=bi+1
√
µ0(|ti+1 − ti|)
 ∏
i:bi=1,bi+1=−1
 ∑
s>max(ti,ti+1)
√
µ0(s− ti)
√
µ0(s− ti+1)

∑
s≥1
µ|ti−ti+1|(min(ti, ti+1)− 1 + s)
(
1− µ|ti−ti+1|(min(ti, ti+1))∑
s≥0 µ|ti−ti+1|(s+ min(ti, ti+1)
) (46)
But, ∑
s≥0
µ∆(m+ s)
(1− µ∆(m)∑
s≥0 µ∆(m+ s)
)
=
∑
s≥1
µ∆(m+ s). (47)
Hence, for any (b, t) such that, for any i, ti > 0, P
(
F˜n+1 = (b, t)
)
= ν˜L((b, t)).
• we suppose that there exists some i such that ti = 0. Because t ∈ Tb, this implies that
1. there is an even number of such i: I = {i1, i2, . . . , i2m} with m > 1,
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2. and we can pair them {(i1, i2), . . . , (i2m−1, i2m)} such that, for any j ∈ {1, . . . ,m}, i2j =
i2j−1 + 1 and bi2j−1 = −1 and bi2j = 1.
Then,
P
(
F˜n+1 = (b, t)
)
=
∑
(si)i∈I∈NI
P
(
F˜n = ((bi1i/∈I − bi1i∈I)i∈Z/2LZ, ((ti − 1)1i/∈I + si1i∈I)i∈Z/2LZ)
)
 ∏
i:ti=ti+1=0
µ|si−si+1|(1 + min(si, si+1))∑
s≥1+min(si,si+1) µ|si−si+1|(s)

 ∏
i:bi=1,bi+1=−1,ti 6=06=ti+1
1− µ|ti−ti+1|(min(ti, ti+1))∑
s≥min(ti,ti+1) µ|ti−ti+1|(s)

Now, we decompose the product according to the 9 different cases illustrated in Figure 5. Note
that cases 1 and 2 are presented both in the same factor (the first one).
P
(
F˜n+1 = (b, t)
)
=
1
ZL
 ∏
i:bi=bi+1,ti 6=06=ti+1
√
µ0(|ti+1 − ti|)

 ∏
i:bi=1,bi+1=−1,ti 6=06=ti+1
 ∑
s>max(ti,ti+1)
√
µ0(s− ti)
√
µ0(s− ti+1)

∑
s≥1
µ|ti−ti+1|(min(ti, ti+1)− 1 + s)
(
1− µ|ti−ti+1|(min(ti, ti+1))∑
s≥min(ti,ti+1) µ|ti−ti+1|(s)
)
 ∑
(si)i∈I∈NI
 ∏
i:bi=bi+1=1,ti=06=ti+1
1si=ti+1−1
 ∏
i:bi=bi+1=−1,ti 6=0=ti+1
1si+1=ti−1

 ∏
bi=1,bi+1=−1,ti 6=0=ti+1
√
µ0(si+1 − ti + 1)
 ∏
bi=1,bi+1=−1,ti=06=ti+1
√
µ0(si − ti+1 + 1)

 ∏
i:bi=1,bi+1=−1,ti=0=ti+1
1si=si+1

 ∏
i:bi=−1,bi+1=1,ti=0=ti+1
 ∑
s>max(si,si+1)
√
µ0(s− si)
√
µ0(s− si+1)

∑
s≥1
µ|si−si+1|(min(si, si+1) + s)
µ|si−si+1|(1 + min(si, si+1))∑
s≥1 µ|si−si+1|(min(si, si+1) + s)

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Case n+ 1 n Case n+ 1 n
1
ti 6= 0
ti+1 6= 0
ti − 1
ti+1 − 1
4
0 0
si si+1
2
ti 6= 0
ti+1 6= 0
ti − 1
ti+1 − 1
5
ti 6= 0 0 ti − 1
si+1
3
ti 6= 0 ti+1 6= 0 ti − 1 ti+1 − 1
6
0 ti+1 6= 0
si
ti+1 − 1
Case n+ 1 n
7
0 0
si si+1
8
0
ti+1 si ti+1 − 1
9
ti
0
ti − 1 si+1
Figure 5: The 9 different cases.
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Now, in case 4 that is i such that bi = −1, bi+1 = 1, ti = 0 = ti+1, by the same computations that
have be done to go from (29) to (32), ∑
s>max(si,si+1)
√
µ0(s− si)
√
µ0(s− si+1)
µ|si−si+1|(1+min(si, si+1)) = √µ0(1 + si)√µ0(1 + si+1).
(48)
Moreover, we remark that any si with i ∈ I must appear twice: once in a case 4, and once and
only once between cases 5, 6, 7, 8 and 9. So, now, by reordering factor, we obtain
P
(
F˜n+1 = (b, t)
)
=
1
ZL
 ∏
i:bi=bi+1,ti 6=06=ti+1
√
µ0(|ti+1 − ti|)

 ∏
i:bi=1,bi+1=−1,ti 6=06=ti+1
 ∑
s>max(ti,ti+1)
√
µ0(s− ti)
√
µ0(s− ti+1)
∑
s≥1
µ|ti−ti+1|(min(ti, ti+1) + s)

 ∑
(si)i∈I∈NI
 ∏
i:bi=bi+1=1,ti=06=ti+1
√
µ0(1 + si)1si=ti+1−1

 ∏
i:bi=bi+1=−1,ti 6=0=ti+1
√
µ0(1 + si+1)1si+1=ti−1

 ∏
bi=1,bi+1=−1,ti 6=0=ti+1
√
µ0(si+1 − ti + 1)
√
µ0(1 + si+1)

 ∏
bi=bi+1=−1,ti=06=ti+1
√
µ0(1 + si)
√
µ0(si − ti+1 + 1)

 ∏
i:bi=1,bi+1=−1,ti=0=ti+1
√
µ0(1 + si)
√
µ0(1 + si+1)1si=si+1

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And, so,
P
(
F˜n+1 = (b, t)
)
=
1
ZL
 ∏
i:bi=bi+1,ti 6=06=ti+1
√
µ0(|ti+1 − ti|)

 ∏
i:bi=1,bi+1=−1,ti 6=06=ti+1
 ∑
s>max(ti,ti+1)
√
µ0(s− ti)
√
µ0(s− ti+1)
∑
s≥1
µ|ti−ti+1|(min(ti, ti+1) + s)

 ∑
(si)i∈I∈NI
 ∏
i:bi=bi+1=1,ti=06=ti+1
√
µ0(ti+1)
 ∏
i:bi=bi+1=−1,ti 6=0=ti+1
√
µ0(ti)

 ∏
bi=1,bi+1=−1,ti 6=0=ti+1
√
µ0(si+1 − ti + 1)
√
µ0(1 + si+1)

 ∏
bi=1,bi+1=−1,ti=06=ti+1
√
µ0(1 + si)
√
µ0(si − ti+1 + 1)

 ∏
i:bi=1,bi+1=−1,ti=0=ti+1
µ0(1 + si)

Now, we distribute the sum of si on each concerning term,
P
(
F˜n+1 = (b, t)
)
=
1
ZL
 ∏
i:bi=bi+1,ti 6=06=ti+1
√
µ0(|ti+1 − ti|)

 ∏
i:bi=1,bi+1=−1,ti 6=06=ti+1
 ∑
s>max(ti,ti+1)
√
µ0(s− ti)
√
µ0(s− ti+1)
∑
s≥1
µ|ti−ti+1|(min(ti, ti+1) + s)

 ∏
i:bi=bi+1=1,ti=06=ti+1
√
µ0(ti+1)
 ∏
i:bi=bi+1=−1,ti 6=0=ti+1
√
µ0(ti)

 ∏
bi=1,bi+1=−1,ti 6=0=ti+1
∑
si+1>ti−1
√
µ0(si+1 − ti + 1)
√
µ0(1 + si+1)

 ∏
bi=bi+1=−1,ti=06=ti+1
∑
si>ti+1−1
√
µ0(1 + si)
√
µ0(si − ti+1 + 1)

 ∏
i:bi=1,bi+1=−1,ti=0=ti+1
∑
si≥0
µ0(1 + si)

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By some changes of variables, we get
P
(
F˜n+1 = (b, t)
)
=
1
ZL
 ∏
i:bi=bi+1,ti 6=06=ti+1
√
µ0(|ti+1 − ti|)

 ∏
i:bi=1,bi+1=−1,ti 6=06=ti+1
 ∑
s>max(ti,ti+1)
√
µ0(s− ti)
√
µ0(s− ti+1)
∑
s≥1
µ|ti−ti+1|(min(ti, ti+1) + s)

 ∏
i:bi=bi+1=1,ti=06=ti+1
√
µ0(ti+1)
 ∏
i:bi=bi+1=−1,ti 6=0=ti+1
√
µ0(ti)


∏
bi=1,bi+1=−1,ti 6=0=ti+1
(∑
s>ti
√
µ0(s− ti)
√
µ0(s)
)∑
s≥1
µ|ti|(s)

︸ ︷︷ ︸
=1


∏
bi=1,bi+1=−1,ti=06=ti+1
 ∑
s>ti+1
√
µ0(s)
√
µ0(s− ti+1)
∑
s≥1
µ|ti+1|(s)

︸ ︷︷ ︸
=1


∏
i:bi=1,bi+1=−1,ti=0=ti+1
∑
s≥1
√
µ0(s)
√
µ0(s)
∑
s≥1
µ0(s)

︸ ︷︷ ︸
=1

=ν˜L((b, t))
That proves that ν˜L is an invariant law of the Markov chain (F˜n)n∈N. And, because it is ergodic,
we deduce that ν˜L((b, t)) =
1
ZL
W(b,t) is the asymptotic law of (F˜n)n∈N. And, by projection on the first
coordinate, that νL defined by νL(b) =
1
ZL
∑
t∈TbW(b,t) is the asymptotic law of (Fn)n∈N when Cond 1
holds.
Theorem 18 is now just a corollary of Theorems 13 and 17.
The main problem with this direct proof is that we do not understand from where the conjectured
form (33) comes from as well as Cond 1. In the next section, we reveal some tools and ideas used to
obtain these two formulas.
4 Ideas behind the conjecture (33)
The main goal of this section is to explain ideas that permit us to conjecture the form (33) of ν˜L and
the integrability condition Cond 1. For these, we use probabilistic cellular automata (PCA) and adapt
new results on PCA, see [2, 10, 6, 5, 7] and references therein. Because, in this section, our goal is
to establish a conjecture, already proved true on the previous section, we allow us to be sometimes
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less formal and to skip some proofs if that can clarify the ideas and avoid to lose the reader on some
formal details. Nevertheless, we hope that this section enhances the reader by giving it an “almost
true” alternative proof of Theorem 17.
4.1 Transformation of CL to Z/LZ× N
Before to start, we define a one-to-one transformation Φ from Z/LZ× N to CL in the following way:
Φ((x, y)) = (2x+ y, y) and Φ−1((x, y)) = ((x− y)/2, y). (49)
This transformation is important because it is more natural to consider the LPP as a law on ZCL
and the space-time diagram of a PCA as a law on ZZ/LZ×N.
4.2 PCA related to GLPP
For any µ = (µ∆)∆∈N ∈ P (N∗)N, we consider the following PCA Aµ with E = Z, L = Z/LZ, N(i) =
(i, i+ 1) and whose transitions are, for any a, b, c ∈ Z,
Tµ(a, b; c) = µ|b−a|(c−max(a, b)). (50)
To Aµ, we associate a law Hµ on ZZ/LZ×N called its space-time diagram with initial law the Dirac law
on 0Z/LZ: (η((x, y)))(x,y)∈Z/LZ×N ∼ Hµ if (η((x, y)) : x ∈ Z/LZ)y∈N is a Markov chain on ZZ/LZ such
that
• for any x ∈ Z/LZ, η((x, 0)) = 0 and
• for any y ∈ N, (η((x, y + 1)))x∈Z/LZ is the image of (η((x, y)))x∈Z/LZ by Aµ, i.e. for any t =
(tx)x∈Z/LZ ∈ ZZ/LZ,
P
(
(η((x, y + 1)))x∈Z/LZ = t
)
=
∑
s=(sx)x∈Z/LZ∈ZZ/LZ
P
(
(η((x, y))x∈Z/LZ) = s
) ∏
x∈Z/LZ
Tµ(sx, sx+1; tx).
(51)
Lemma 21. For any µ ∈ P (N∗)N, denote by Gµ the law of (τ(z))z∈CL, the GLPP on CL with parameter
µ as defined in Section 2.1. If (τ(z))z∈CL ∼ Gµ and (η(z))z∈Z/LZ×N ∼ Hµ, then
(τ(z))z∈CL
(d)
=
(
η
(
Φ−1(z)
))
z∈CL . (52)
Proof. The proof is done by induction on y. When y = 0, for any x ∈ Z/LZ, η((x, 0)) = 0 because the
initial law is the Dirac one on 0Z/LZ and τ(2x, 0) = 0 by (14). That ends the case y = 0.
Now, we suppose that
(
η
(
Φ−1((x, y′))
))
(x,y′)∈CL,y′≤y
(d)
= (τ((x, y′)))(x,y′)∈CL,y′≤y.
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For any t = (tx)x∈Z/2LZ+(y+1 mod 2),
P
(
(τ((x, y + 1)))x∈Z/2LZ+(y+1 mod 2) = t|(τ((x, y′)))(x,y′)∈CL,y′≤y
)
= P
(
(τ((x, y + 1)))x∈Z/2LZ+(y+1 mod 2) = t|(τ((x, y)))x∈Z/2LZ+(y mod 2)
)
=
∏
x∈Z/2LZ+(y+1 mod 2)
µ(tx −max((τ(x− 1, y − 1)), τ((x+ 1, y − 1)))) (cf (15))
=
∏
x∈Z/2LZ+(y+1 mod 2)
Tµ(τ((x− 1, y − 1)), τ((x+ 1, y − 1)); tx)
=
∏
x∈Z/2LZ+(y+1 mod 2)
Tµ(η(Φ
−1((x− 1, y − 1))), η(Φ−1((x+ 1, y − 1))); tx)
= P
(
(η(Φ−1((x, y + 1))))x∈Z/2LZ+(y+1 mod 2) = t|(η(Φ−1((x, y))))x∈Z/2LZ+(y mod 2)
)
= P
(
(η(Φ−1((x, y + 1))))x∈Z/2LZ+(y+1 mod 2) = t|(η(Φ−1((x, y′))))x∈Z/2LZ+(y mod 2),y′≤y
)
.
Hence, by induction, for any y ∈ N, (η (Φ−1((x, y′))))
(x,y′)∈CL,y′≤y
(d)
= (τ((x, y′)))(x,y′)∈CL,y′≤y. And then
the Kolmogorov’s extension theorem concludes the proof.
4.3 Integrable PCA
First, remark that PCA related to GLPP could not get an invariant probability measure because their
values increase line by line. Nevertheless, we could use recent results and ideas developed in [10, 6, 5]
about PCA whose one invariant probability measure is Markovian. Here, instead of finding invariant
probability measures, we will look for invariant measures, but not probabilistic. Due to that, this section
is dedicated to adaptations in that context of previous results that could be found in [6, 7].
Due to previous works [6, 5] about PCA, we focus on measures that have a particular form, in-
troduced here and called cyclic-HZMM (cyclic-Horizontal Zigzag Markovian Measure). Indeed, cyclic-
HZMC and HZMC (Horizontal Zigzag Markov Chain) are the only sets of probability measures for which
there exist necessary and sufficient conditions that characterise PCA whose one invariant probability
measure is in the set. We refer the interested reader in invariant cyclic-HZMC and HZMC of PCA
to [6, 5, 7].
Definition 22. Let E be a discrete set and let M+ and M− be two Markov kernels from E to E such
that M+M− = M−M+. The measure θ(M−,M+) on EZ/LZ×EZ/LZ is the cyclic-HZMM with parameter
(M−,M+) if for any (s; t) = (s1, . . . , sL; t1, . . . , tL) ∈ EZ/LZ × EZ/LZ,
θ(M−,M+)((s; t)) =
∏
i∈Z/LZ
M−(si; ti)M+(ti; si+1). (53)
An illustration is given in Figure 6.
Lemma 23. For any (M−,M+), θ(M−,M+) is unique and θ(M−,M+) is σ-finite.
Proof. The first point is obvious and the second one also because E is discrete.
Lemma 24. Let E be a discrete set. Let A be a PCA with transition T and (M−,M+) be a couple of
transition matrices from E to E. If, for any s, t, u ∈ E,
(M−M+)(s; t)T (s, t;u) = M−(s;u)M+(u; t), (54)
then θ(M−,M+) is an invariant measure of A.
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s1
t1
s2
t2
s3
t3
s4
t4
M+
M− M− M− M−
M+ M+ M+

weight is θ(M−,M+)
Figure 6: An illustration of the cyclic-HZMM θ(M−,M+) with L = 4.
Such a PCA is called an integrable PCA and we say that θ(M−,M+) is invariant by A.
Proof. Proof of this lemma is the same as the ones of [10, Lemma 16.2], [6, Theorem 2.3] and [5,
Theorem 1].
Remarks 25. • We could work with any measure proportional to θ(M−,M+) because they are all
invariant by A.
• In Remark 29, we show an example of two HZMM that are proportional but with different kernels,
i.e. θ(M−,M+) = kθ(N−,N+) with (M
−,M+) 6= (N−, N+).
From (54), we obtain the following necessary condition: for any s, t, u, s′, t′, u′ ∈ E such that
(M−M+)(s; t) > 0, (M−M+)(s; t′) > 0, (M−M+)(s′; t) > 0 and (M−M+)(s′; t′) > 0,
T (s, t;u)T (s′, t′;u)T (s′, t;u′)T (s, t′;u′) = T (s′, t′;u′)T (s, t;u′)T (s, t′;u)T (s′, t;u). (55)
This condition is a very well-known condition in the integrable PCA literature. It was found first in [2]
when E = 2, and extended for any finite E in [6].
We finish this section in a very informal way. Indeed, we use notations as if we manipulate proba-
bilistic measures whereas we are manipulating σ-finite measures that are not probabilistic.
First, we need to adapt the definition of the space-time diagram of a PCA (defined in Section 4.2)
to see it as a σ-finite measure on ECL , but not necessary probabilistic. Let A be a PCA and θ be
any σ-finite measure on EZ/LZ ×EZ/LZ, the space-time diagram of A under its initial measure θ is the
(formally, we should say “a” because uniqueness is not proved) measure HA,θ on E
Z/LZ×N such that if
(η((x, y)))(x,y)∈Z/LZ×N ∼ HA,θ then, for any y ≥ 1, the measure of (η((x, y′)))x∈Z/LZ,0≤y′≤y is
θ((η((x, 0)))x∈Z/LZ, (η((x, 1)))x∈Z/LZ)
y−1∏
y′=1
∏
x∈Z/LZ
T (η((x, y′)), η((x+ 1, y′)); η((x, y′ + 1))). (56)
In the following, we are mostly interested when A is an integrable PCA and θ is its invariant cyclic-
HZMM. Indeed, in that case, we are able to give the (non probabilistic) measure of times on any bridge.
For any b = (bi)i∈Z/2LZ ∈ BL and z = (x, y) ∈ Z/LZ× N, the bridge b with origin z, denoted by B(b,z),
is the sequence of vertices (xi, yi)i∈Z/2LZ such that (x1, y1) = (x, y) and, for any i ∈ Z/2LZ,
(xi+1, yi+1) =
{
(xi, yi + 1) if bi = −1;
(xi + 1, yi − 1) if bi = +1.
(57)
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t1
t2
t3
t4
t5
t6
t7
t8
M+
M+ M+
M+M−
M−
M−
M−
Figure 7: The measure to get (t1, . . . , t8) along a line (−1,−1,−1, 1, 1,−1, 1, 1) is
M−(t1, t2)M−(t2, t3)M−(t3, t4)M+(t4, t5)M+(t5, t6)M−(t6, t7)M+(t7, t8)M+(t8, t1).
Note that we need a condition on b and z = (x, y) to get B(b,z) entirely contained on Z/LZ × N. The
condition is, for any j, y −∑ji=1 bi ≥ 0.
Remark 26. Let A be an integrable PCA and θ(M−,M+) be its invariant cyclic-HZMM θ. Let η =
(ηz)z∈Z/LZ×N ∼ HA,θ(M−,M+) . For b ∈ BL and any z = (x, y) ∈ Z/LZ × N such that, for any j,
y −∑ji=1 bi ≥ 0, for any (ti)i∈Z/2LZ ∈ ZZ/2LZ,
HA,θ(M−,M+)
({
(ηz′)z′∈B(b,z) = (ti)i∈Z/2LZ
})
=
∏
i:bi=1
M+(ti, ti+1)
∏
i:bi=−1
M−(ti, ti+1). (58)
This is illustrated in Figure 7. This remark is the counterpart of [7, Proposition 27] when we consider
σ-finite measures instead of probabilistic measures.
4.4 Integrable GLPP
First, we explain from where the integrable condition Cond 1 on (µ∆)∆∈N comes. For PCA related to
GLPP (see (50)), the equation (55) implies (by taking s = t = 0 ≤ s′ = t′ = ∆ < u = ∆ + 1 ≤ u′ =
∆ + v): for any ∆ ∈ N, v ∈ N∗,
µ0(∆ + 1)µ0(1)µ∆(v)µ∆(v) = µ0(v)µ0(∆ + v)µ∆(1)µ∆(1). (59)
In particular, for any ∆ ∈ N, v ∈ N∗,
µ∆(v) =
µ∆(1)√
µ0(1)µ0(∆ + 1)
√
µ0(v)µ0(∆ + v), (60)
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and using the fact that
∑
v∈N∗
µ∆(v) = 1, we obtain Cond 1.
Now let us find the couple (M−,M+) that is associated to an integrable GLPP.
Proposition 27. Let µ0 ∈ P (N∗) be such that
∑
v∈N∗
√
µ0(v) <∞. Let’s define (µ∆)∆∈N by Cond 1.
Let Aµ be the integrable PCA related to the GLPP with parameter µ, see (50). Let’s define (M
−,M+)
such that, for any s, t, u ∈ Z,
M−(s;u) =
√
µ0(u− s)∑
v∈N∗
√
µ0(v)
and M+(u; t) =
√
µ0(u− t)∑
v∈N∗
√
µ0(v)
. (61)
Then, θ(M−,M+) is an invariant measure of Aµ.
Proof. To prove that it is invariant, we use Lemma 24. We consider the case s ≤ t, the case s ≥ t is
similar. For any s ≤ t < u,
(M−M+)(s; t)T (s, t;u)
=
(∑
u>t
√
µ0(u− s)∑
v≥1
√
µ0(v)
√
µ0(u− t)∑
v≥1
√
µ0(v)
)
µt−s(u− t)
=
∑
v≥1
√
µ0(v + t− s)µ0(v + t− t)(∑
v≥1
√
µ0(v)
)(∑
v≥1
√
µ0(v)
) √µ0(u− s)µ0(u− t)∑
v≥1
√
µ0(v)µ0(v + t− s)
=
√
µ0(u− s)∑
v≥1
√
µ0(v)
√
µ0(u− t)∑
v≤1
√
µ0(v)
= M−(s;u)M+(u; t).
The fact that M−M+ = M+M− is a similar computation.
Here, because M−(s, u) = M−(s+ v, u+ v) and M+(u, t) = M+(u+ v, t+ v), we can express this
invariant measure θ(M−,M+) accordingly to the counting measure on Z and the following probability
measure θ′(M−,M+) on Z
L−1 × ZL:
θ′(M−,M+)((s2, s3, . . . , sL; t1, t2, . . . , tL)) =
1
Z
M+(tL; 0)M
−(0; t1)
L∏
i=2
M+(ti−1; si)M−(si; ti) (62)
where Z =
∑
ZL−1×ZLM
+(tL; 0)M
−(0; t1)
∏L
i=2M
+(ti−1; si)M−(si; ti), so
θ(M−,M+)((s1, . . . , sL; t1, . . . , tL)) = Z
∑
u∈Z
1s1=uθ
′
(M+,M−)((s2−u, s3−u, . . . , sL−u; t1−u, t2−u, . . . , tL−u)).
(63)
26
Remark 28. The value Z ≤ 1 and so finite. Indeed, for any tL ∈ Z, M+(tL; 0) ≤ 1, so
∑
ZL−1×ZL
M+(tL; 0)M
−(0; t1)
L∏
i=2
M+(ti−1; si)M−(si; ti)
≤
∑
ZL−1×ZL
M−(0; t1)
L∏
i=2
M+(ti−1; si)M−(si; ti)
=
∑
t1∈Z
M−(0; t1)
∑
s2∈Z
M+(t1; s2) . . .
∑
sL∈Z
M+(tL−1; sL)
∑
tL∈Z
M−(sL; tL)︸ ︷︷ ︸
=1︸ ︷︷ ︸
=1
=1.
With θ′(M−,M+), we can give another expression of cL. Indeed, the probability that τ((1, 1)) = t1
under the ergodic measure when τ((0, 0)) = 0 is
1
Z
∑
s2,...,sn,t2,...,tn∈Z
θ′(M−,M+)((s2, s3, . . . , sL; t1, t2, . . . , tL)) (64)
and, by (61),
θ′(M−,M+)((s2, s3, . . . , sL; t1, t2, . . . , tL)) =
√
µ0(t1)
(∏L
i=2 µ0(ti−1 − si)µ0(ti − si)
)
µ0(tL)
Z
(∑
s≥1
√
µ0(s)
)2L . (65)
From these two equations, we can deduce the value of
E [ζ0] =
∑
t1∈N
t1
Z ′
√√√√µ0(t1)( L∏
i=2
µ0(ti−1 − si)µ0(ti − si)
)
µ0(tL) (66)
where Z ′ =
∑
(s2,s3,...,sL;t1,...,tL)∈ZL−1×ZL
√
µ0(t1)
(∏L
i=2 µ0(ti−1 − si)µ0(ti − si)
)
µ0(tL) and ζ0 is the
same notation as the one used on Section 3.2, and then
cL =
∑
t1,s2,t2,...,sL,tL∈Z
√√√√µ0(t1)( L∏
i=2
µ0(ti−1 − si)µ0(ti − si)
)
µ0(tL)
∑
t1,s2,t2,...,sL,tL∈Z
t1
√√√√µ0(t1)( L∏
i=2
µ0(ti−1 − si)µ0(ti − si)
)
µ0(tL)
. (67)
This gives a different expression of cL as a function of µ0 than the one of (35).
Remark 29. For any α ∈ (0,∞), if we define, for any s, t, u ∈ Z,
M−α (s;u) =
√
µ0(u− s)αu−s∑
v∈N∗
√
µ0(v)αv
and M+α (u; t) =
√
µ0(u− t)α−(u−t)∑
v∈N∗
√
µ0(v)α−v
. (68)
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We can check that, for any α ∈ (0,∞), θ(M−α ,M+α ) and θ(M−1/2,M+1/2) are proportional and are invariant
measures of Aµ.
This remark is not important for the GLPP on the cylinders, but more important for the study of
the GLPP on the half-plane. In that case, α parameterises some of the invariant probability measures
invariant by translation (the parameter α is then related to the mean slope of the front line), and even
maybe all of them. Nowadays, we are not able to answer the last remark, because there exist few works
about ergodicity of PCA and, in particular, nothing about the one of that kind of PCA. We suggest the
reading of [23], [4] and [9] where one can find the three leading ideas about ergodicity of PCA.
Parameterising invariant measures with α could also play a role to study the GLPP on the quarter-
plane.
4.5 From PCA to νL
Now, we are about to conclude about explanations of how we have conjectured formula (26). Let
µ0 ∈ P (N∗) be such that Cond 2 holds. Define µ∆ by Cond 1, Tµ by (50), and M− and M+ by (61).
Consider the measure HA,θ(M−,M+) on Z
Z/LZ×N defined by (56).
Let (b, t) ∈ B˜L. In this section, we look at the “probability” that F˜n, the front line at time n, is
(b, t) on (τ(z))z∈CL =
(
η(Φ−1(z))
)
z∈CL when the measure of (η(z))z∈Z/LZ×N is HA,θ(M−,M+) and when
this front line is contained on CL.
To do that, just consider what happens for the PCA. For the PCA (so on η under HA,θ(M−,M+)),
that consists of having one of its bridges B(b,(0,y)) = ((x1, y1) = (0, y), (x2, y2), . . . , (x2L, y2L)) with the
following properties: for any i ∈ Z/2LZ,
1. η((xi, yi)) = n− ti, if bi = 1,
2. η((xi, yi)) = n− ti−1, if bi−1 = −1,
3. η((xi, yi)) < min(n− ti−1, n− ti), if bi−1 = 1, bi = −1, and
4. η((xi, yi) + (0, 1)) > n.
But, the last condition is equivalent to: for i such that (bi−1 = 1, bi = −1), η((xi, yi) + (0, 1)) > n.
Indeed, the GLPP construction implies that if it is true for all i such that (bi−1 = 1, bi = −1), it is then
true for any i.
Now, by (58), the measure of a bridge that satisfies conditions 1, 2 and 3 is ∏
i:bi=bi+1
√
µ0(|(n− ti+1)− (n− ti)|)∑
s≥1
√
µ0(s)

 ∏
i:bi=1,bi+1=−1
 ∑
u∈Z,u<min(n−ti,n−ti+1)
√
µ0((n− ti)− u)∑
s≥1
√
µ0(s)
√
µ0((n− ti+1)− u)∑
s≥1
√
µ0(s)
 (69)
and to add condition 4, we multiply by∏
i:bi=1,bi+1=−1
∑
s>n
T (n− ti, n− ti+1; s) =
∏
i:bi=1,bi+1=−1
∑
v>n
µ|ti−ti+1|(v −max(n− ti, n− ti+1)). (70)
By simplification and by the changes of variables u′ = n−u and v′ = v−n in their respective sums,
we obtain the conjectured formula (26).
An illustration of this explanation is given in Figure 8.
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< n− t2
< n− t3
< n− t4
< n− t5
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n− t7
= n− t8
M+
M+ M+
M+
M− M−
M−
M−
T T
Figure 8: This figure illustrates Section 4.5. To get the green line, we need to get all the conditions
in red (conditions 1, 2 and 3 of Section 4.5) and blue (condition 4 of Section 4.5 for i such that
(bi−1 = 1, bi = −1)). Getting conditions in red is given by (69) and in blue by (70) under the measure
HA,θ(M−,M+) .
Remember that, by the definition of B˜L, t3 = t4 and t7 = t8.
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5 GLPP on the cylinders, continuous time
This section is dedicated to GLPP in continuous time. We explain the main difference with the discrete
time. In particular, we give some few sufficient conditions (not optimal in general) on the sequences
(µ∆)∆∈R+ such that the GLPP is well defined and such that the front line (F˜n)n∈R+ is a non-explosive
Markov process. Then, we establish properties of this front line as we have done in the discrete time
case.
We suppose that, for any ∆ ∈ R+, µ∆ is absolutely continuous according to the Lebesgue measure
on R∗+. In particular, this implies that we do not consider measures with atoms. Moreover, for any
∆ ∈ R+, the density of µ∆ on R∗+ is denoted by f∆ and we impose that, for any ∆ ∈ R+, x ∈ R∗+,
f∆(x) > 0 and that f∆ is C1, that means it is differentiable and its derivative is continuous.
The first point is that the definition of GLPP is strictly the same as the one in Section 2.1, except
that we consider (µ∆)∆∈R+ ∈ P
(
R∗+
)R+ instead of P (N∗)N and the time n is no more discrete but
continuous, so, now, n ∈ R+. Just to be sure, we give quickly the new definition of B˜L in that context.
For any b ∈ BL, we define the set
Tb = {(ti : i ∈ Z/2LZ) ∈ (R+)Z/2LZ :
if bi = bi+1 = 1, then ti < ti+1;
if bi = bi+1 = −1, then ti > ti+1;
if bi = −1 and bi+1 = 1, then ti = ti+1}. (71)
Then, B˜L = {(b, t) : b ∈ BL, t ∈ Tb}.
Lemma 30. Let (µ∆)∆∈R+. The process (F˜n)n∈R+ is a Markov process on B˜L.
Proof. The dynamic of (F˜n)n∈R+ from time n to time n+ dn is
1. bn,j = k = bn,j+k, then bn+dn,j = k and tn+dn,j = tn,j + dn ;
2. bn,j = k = −bn,j+k (i.e. bn has a local maximum between j and j + k), then
(a) (bn+dn,j , bn+dn,j+k, tn+dn,j , tn+dn,j+k) = (−k, k, 0, 0) with rate βδm =
fδ(m)∫
R∗+
fδ(s+m)ds
where
m = min (tn,j , tn,j+k) and δ = |tn,j − tn,j+k|;
(b) (bn+dn,j , bn+dn,j+k, tn+dn,j , tn+dn,j+k) = (k,−k, tn,j + dn, tn,j+k + dn).
The first difficulty that could not happen in discrete time is that we have to check that the process
(F˜n)n∈R+ does not explode. The explosion of the process is here an infinite number of jumps in a finite
time that implies an infinite asymptotic mean speed cL =∞. The notion of explosion is different from
the usual one on Markov processes (see [18]). Indeed, the usual one is when the process goes to infinity
in a finite time, whereas here this kind of explosion is not possible because times on edges grow at most
linearly. And, reciprocally, when (F˜n) explodes in the GLPP context, it does not explode in the usual
context because (F˜n)n∈R+ is then in a compact set of the form {(b, t) : b ∈ BL, ∀i, 0 ≤ ti ≤ } ∩ B˜L for a
small .
A sufficient condition to avoid the explosion is the following one:
Cond 4: there exists α ∈ (0, 1),  > 0 such that
sup
∆∈R+
{µ∆([0, ])} ≤ α. (72)
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Lemma 31. Let (µ∆)∆∈R+ ∈ P
(
R∗+
)R+ be such that Cond 4 holds. Then, (F˜n)n∈R+ does not explode.
This following condition is probably very far from optimal, in particular, it is uniform on ∆, whereas
an optimal condition should consider dependence on it.
Proof. The idea of the proof is to bound the mean number of squares that can arrive during  units of
time. To bound it, we use a coupling between our GLPP with parameter µ such that Cond 4 holds and
the product measure (with Bernouilli’s random variables of parameter 1 − α) on sites. An illustration
of what could happen on any time interval of size  is given in Figure 9.
Let (µ∆)∆∈R+ be such that Cond 4 holds. Now define, for each site z in CL, the random variable
wz such that wz is a Bernoulli variable of parameter 1 − α (i.e. P (wz = 1) = 1 − α) and (wz)z∈CL are
independent. Now, by a coupling, it is easy to see that any square z such that wz = 1 waits at least a
time  to come in our GLPP.
Now, we choose one square z1 such that wz1 = 1. We wait  units of time before it comes. During this
duration, there is at most (L− 1)2 squares that can arrive before it arrives: in Figure 9 it corresponds
to the number of squares between the two red lines R1 and R2. We bound this number of squares by
(2L− 3)L that is the number of squares between the two blue lines B1 and B2 in Figure 9.
When the square z1 = (x1, y1) has arrived, full lines of squares with wz = 0 (in green in Figure 9) can
arrive until we reach another square z2 = (x2, y2) such that wz2 = 1 and y2 − y1 > L. But this number
of lines is a geometric random variable, of success parameter 1− αL 6= 0, whose mean is α−L <∞. So
we get in mean α−LL squares between the two blue lines B2 and B3 in Figure 9.
Hence, during any interval of time of size , there are less than the number of squares between the
two red lines R1 and R4 in Figure 9 that can arrive, that is less than the number of squares between
the two blue lines B1 and B4 whose mean number is 2L(2L− 3) + Lα−L finite.
After the non-explosion condition, we would like to generalise Cond 2 to obtain ergodicity of
(F˜n)n∈R+ . For that, we work with the densities. The equivalent for Cond 2 is
Cond 5: there exists α > 0 such that
inf
∆∈R+,t∈R∗+
f∆(t)
µ∆ ([t,∞)) ≥ α. (73)
and then we obtain
Proposition 32. For any (µ∆)∆∈R+ ∈ P
(
R∗+
)R+ such that Cond 4 and Cond 5 hold, then F˜n is
(exponentially) ergodic.
Proof. Ergodicity of Markov processes in continuous space and time is much more technical that in
discrete space and time. Very good references on it are the series of articles by Meyn and Tweedie [16,
17, 18] and references therein. Here, we use Theorem 5.2 in [11] that completes this series of articles.
Moreover, here, the state-space considered is B˜L that adds some complexities because of its structure.
Hence, we do not give in the following all the formal details of the proof, but the main ideas that permit
to understand and check that it is correct.
We begin here by the construction of a measure Ψ on B˜L. First, we need to define, for any b ∈ BL,
a measure Ψb on Tb. Let kb = card {i : bi = −1, bi+1 = 1} that is the number of local minima in b. We
recall that, if bi = −1 and bi = 1, then ti = ti+1. Then, we define Ψb as a measure on Tb that has a
density ψb according to the Lebesgue measure on R2L−kb :
dΨb(t) = 1t∈Tb
∏
i:bi−1 6=−1 or bi 6=1
dti. (74)
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Figure 9: Here L = 4. White and green squares are squares such that wz = 0, grey squares such that
wz = 1 but not use to bound, and black squares such that wz = 1 and use to find the boundary. We
could not get a grey and green square because it should be a black square. The total maximum number
of squares that can arrive during  units of time is bounded by the number of squares between the two
blue lines B1 and B4.
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Now, the measure Ψ on B˜L is defined by
Ψ =
∑
b∈BL
δb ⊗Ψb (75)
where δb is the Dirac measure on the finite space BL and ⊗ denotes the product measure.
Lemma 33. Let (µ∆)∆∈R+ ∈ P
(
R∗+
)R+ be such that their densities f∆ satisfy, for any ∆ ∈ R+,
x ∈ R∗+, f∆(x) > 0. The Markov process (F˜n)n∈R+ is Ψ-irreducible and aperiodic.
Proof. The definitions of Ψ-irreducibility and aperiodicity we use here are the ones given in Section 3
of [11].
The Ψ-irreducibity is: for any A ∈ B
(
B˜L
)
, if Ψ(A) > 0, then for any (b, t) ∈ B˜L, there exists t ∈ R+
such that P t(x,A) > 0. The idea to prove it, it is just to say that from any configuration (b, t) ∈ BL, we
could go to the compact set C1 = {(b, t) : ∀i b2i = 1, b2i+1 = −1, t2i = t2i+1 ≤ 1} ∩ B˜L with a positive
probability (for example, if many well chosen squares come during a short period of time), and from the
set C1 to any other compact set of B˜L with a positive probability (by choosing well when new squares
come). This is possible because we have imposed that f∆(x) > 0 for any ∆ ∈ R+, x ∈ R∗+.
To prove the aperiodicity of the Ψ-irreducible (F˜n)n∈R+ , we define, for any  > 0, C = {(b, t) :
∀i b2i = 1, b2i+1 = −1, t2i = t2i+1 ≤ } ∩ B˜L. For any  > 0, C is a small set and, for any x ∈ C, for
any t ∈ R+, P t(x,C) > 0 (because f∆(x) > 0 for any ∆ ∈ R+, x ∈ R∗+).
Now, to conclude we prove the condition (D˜) of Theorem 5.2 in [11] that is an analogue of the Foster
criterion in continuous space and time. We choose the same Lyapunov function V as in discrete time
(but we need to add a 1):
V ((b, t)) = 1 +
2L∑
i=1
ti. (76)
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Then, for any (b, t) ∈ B˜L, for any n ∈ R+,
EF˜n=(b,t)
[
V (F˜n+dn)
]
− V ((b, t))
≤V ((b, (t1 + dn, . . . , t2L + dn)))
∏
i:bi=1,bi+1=−1
(
1− f|ti+1−ti|(min(ti, ti+1))dn∫
(0,∞] f|ti+1−ti|(s+ min(ti, ti+1))ds
+ o(dn)
)
+
∑
i:bi=1,bi+1=−1
V ((b, (t1 + dn, . . . , ti−1 + dn,dn,dn, ti+2 + dn, . . . , t2L + dn)))(
f|ti+1−ti|(min(ti, ti+1))dn∫
(0,∞] f|ti+1−ti|(s+ min(ti, ti+1))ds
+ o(dn)
)
−
(
1 +
2L∑
i=1
ti
)
=
(
2Ldn+ 1 +
2L∑
i=1
ti
)1− ∑
i:bi=1,bi+1=−1
f|ti+1−ti|(min(ti, ti+1))dn∫
(0,∞] f|ti+1−ti|(s+ min(ti, ti+1))ds
+ o(dn)

+
∑
i:bi=1,bi+1=−1
2Ldn+ 1 + 2L∑
j=1
tj − (ti + ti+1)
( f|ti+1−ti|(min(ti, ti+1))dn∫
(0,∞] f|ti+1−ti|(s+ min(ti, ti+1))ds
+ o(dn)
)
−
(
1 +
2L∑
i=1
ti
)
≤2Ldn−
 ∑
i:bi=1,bi+1=−1
(ti + ti+1)
f|ti+1−ti|(min(ti, ti+1))∫
(0,∞] f|ti+1−ti|(s+ min(ti, ti+1))ds
dn+ o(dn)
≤2Ldn− α
 ∑
i:bi=1,bi+1=−1
(ti + ti+1)
 dn+ o(dn).
The last line is obtained because we suppose Cond 5. Now, if we set T = max{t1, . . . , t2L}, we know
that T corresponds to a ti or ti+1 where bi = 1, bi+1 = −1 and that T ≥
∑2L
i=1 ti
2L
. Hence
EF˜n=(b,t)
[
V (F˜n+dn)
]
− V ((b, t))
≤
(
2L− α
∑2L
i=1 ti
2L
)
dn+ o(dn)
≤− α
2L
V ((b, t))dn+
(
2L+
α
2L
)
dn+ o(dn).
In addition, we remark that, for any T ∈ R∗+, {(b, t) ∈ B˜L : V ((b, t)) ≤ T} are petite sets. Hence,
that permits to prove condition (D˜) in [11]. Now, we can apply Theorem 5.2 of [11] that gives us that
(F˜n)n∈R+ is ergodic and even exponentially ergodic.
In the following, we denote by ν˜L the invariant measure of (F˜n)n∈R+ .
Now, we could express the asymptotic mean speed.
Proposition 34. Let µ = (µ∆)∆∈R+ ∈ P
(
R∗+
)R+ be such that Cond 2 holds. We denote by ν˜L the
invariant measure of the Markov chain (F˜n)n∈R+. Let (B, (T1, . . . , T2L)) ∼ ν˜L. The asymptotic mean
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speed cL of the front line of the LPP with parameter µ on the cylinder of size L is
cL =
1
2E [T1]
=
1
2
∫
B˜L
t1dν˜L((b, t))
(77)
Proof. The proof is the same as the one in discrete time (see Section 3.2) but in continuous time. The
main difference is that now (tn,1)n∈R+ varies from 0 to ζj (and not ζj − 1 as in discrete time). Hence,
by the notations of Section 3.2,
E [t0,1|ζ0] = ζ0/2. (78)
That’s why E [t0,1] = E [ζ0] /2.
The integrable case is similar to the one in discrete time. The integrability condition is:
Cond 6: For any ∆ ∈ R+, for any i ∈ R∗+,
f∆(i) =
√
f0(i)f0(i+ ∆)∫
R∗+
√
f0(s)f0(s+ ∆)ds
. (79)
Proposition 35. Let (µ∆)∆∈R+ ∈ P
(
R∗+
)R+ be such that Cond 5 and Cond 6 hold, then ν˜L is explicit
and its density according to Ψ (defined in (75)) is
g((b, t)) =
1
Z
∏
i:bi=bi+1
√
f0(|ti+1 − ti|)
∏
i:bi=1,bi+1=−1
(∫
R∗+
√
f0(s+ ti)
√
f0(s+ ti+1)ds
)
(80)
where
Z =
∑
b∈BL
∫
t∈Tb
∏
i:bi=bi+1
√
f0(|ti+1 − ti|)
∏
i:bi=1,bi+1=−1
(∫
R∗+
√
f0(s+ ti)
√
f0(s+ ti+1)ds
)
dt1 . . . dt2L.
(81)
Proof. Suppose that F˜n ∼ ν˜L at time n. Let (b, t) ∈ B˜L. Then, at time n+ dn,
• if for any i, ti ≥ dn, the density of the law of F˜n+dn in (b, t) is
o(dn) +
1
Z
∏
i:bi=bi+1
√
f0(|ti+1 − dn− (ti − dn)|)
∏
i:bi=1,bi+1=−1
(∫
R∗+
√
f0(s+ ti − dn)
√
f0(s+ ti+1 − dn)ds
)
(
1− f|ti−dn−(ti+1−dn)|(min(ti, ti+1)− dn)dn∫
R∗+
f|ti−dn−(ti+1−dn)|(s+ min(ti, ti+1)− dn)ds
)
=o(dn) +
1
Z
∏
i:bi=bi+1
√
f0(|ti+1 − ti)|)
∏
i:bi=1,bi+1=−1
(∫
R∗+
√
f0(s+ ti − dn)
√
f0(s+ ti+1 − dn)ds
)
∫(dn,∞)√f0(s+ min(ti, ti+1)− dn)f0(s+ min(ti, ti+1)− dn+ |ti − ti+1|)ds∫
R∗+
√
f0(s+ min(ti, ti+1)− dn)f0(s+ min(ti, ti+1) + |ti − ti+1| − dn)ds
 .
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But, {min(ti, ti+1),min(ti, ti+1) + |ti − ti+1|} = {ti+1, ti}, so the density of the law of F˜n+dn in
(b, t) is
o(dn) +
1
Z
∏
i:bi=bi+1
√
f0(|ti+1 − ti)|)
∏
i:bi=1,bi+1=−1
(∫
R∗+
√
f0(s+ ti − dn)
√
f0(s+ ti+1 − dn)ds
)
∫(dn,∞)√f0(s+ ti − dn)f0(s+ ti+1 − dn)ds∫
R∗+
√
f0(s+ ti − dn)f0(s+ ti+1 − dn)ds

=o(dn) +
1
Z
∏
i:bi=bi+1
√
f0(|ti+1 − ti)|)
∏
i:bi=1,bi+1=−1
∫
(0,∞)
√
f0(u+ ti)f0(u+ ti+1)du.
• if there exists j such that tj < dn. [Here we suppose that tj = tj+1 is a local minimum, i.e.
bi = −1, bi+1 = 1: if it is not the case, it means that it occurs at least two jumps in the small
duration dn that happens with probability o(dn). For the same reason, we suppose that j is
unique.] The density of the law of F˜n+dn in (b, t) is
o(dn) +
1
Z
∏
i:bi=bi+1
√
f0(|ti+1 − dn− (ti − dn)|) ∏
i:bi=1,bi+1=−1,i 6=j
(∫
R∗+
√
f0(s+ ti − dn)
√
f0(s+ ti+1 − dn)ds
)
(
1− f|ti−dn−(ti+1−dn)|(min(ti, ti+1)− dn)dn∫
R∗+
f|ti−dn−(ti+1−dn)|(s+ min(ti, ti+1)− dn)ds
))
(∫
sj∈R∗+
∫
sj+1∈R∗+
√
f0(|sj − (tj−1 − dn)|)
√
f0(|sj+1 − (tj+2 − dn)|)(∫
R∗+
√
f0(s+ si)
√
f0(s+ si+1)ds
)
f|si−si+1|(min(si, si+1))dn∫
R∗+
f|si−si+1|(s+ min(si, si+1))ds
dsjdsj+1
)
.
By previous computation, we can simplify the product on {i : bi = 1, bi+1 = −1, i 6= j}. Now, we
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simplify the double integral on sj and sj+1:(∫
sj∈R∗+
∫
sj+1∈R∗+
√
f0(|sj − (tj−1 − dn)|)
√
f0(|sj+1 − (tj+2 − dn)|)(∫
R∗+
√
f0(s+ sj)
√
f0(s+ sj+1)ds
)
f|sj−sj+1|(min(sj , sj+1))dn∫
R∗+
f|sj−sj+1|(s+ min(sj , sj+1))ds
dsjdsj+1
)
=
(∫
sj∈R∗+
∫
sj+1∈R∗+
√
f0(|sj − (tj−1 − dn)|)
√
f0(|sj+1 − (tj+2 − dn)|)(∫
R∗+
√
f0(s+ sj)
√
f0(s+ sj+1)ds
) √
f0(sj)f0(sj+1)dn∫
R∗+
√
f0(s+ sj) + f0(s+ sj+1)ds
dsjdsj+1

=dn
(∫
R∗+
√
f0(|sj − (tj−1 − dn)|)
√
f0(sj)dsj
)(∫
R∗+
√
f0(|sj+1 − (tj+2 − dn)|)
√
f0(sj+1)dsj+1
)
.
Now, we focus on the left term, the right could be treated similarly:
– if bj−1 = −1, then sj = tj−1 − dn, so
√
f0(|sj − (tj−1 − dn)|) is in fact 1sj=tj−1−dn and we
obtain that:∫
R∗+
1sj=tj−1−dn
√
f0(sj)dsj =
√
f0(tj−1 − dn) =
√
f0(tj−1 − tj) + o(dn) (82)
– if bj−1 = 1, then sj > tj−1 − dn, so∫
R∗+
√
f0(|sj − (tj−1 − dn)|)
√
f0(sj)dsj
=
∫
(tj−1−dn,∞)
√
f0(sj − tj−1 + dn)
√
f0(sj)dsj
=
∫
(−dn,∞)
√
f0(u+ dn)
√
f0(u+ tj−1)du
=o(dn) +
∫
(0,∞)
√
f0(u+ tj)
√
f0(u+ tj−1)du.
6 Examples
In the first part of this section, we apply our previous results to the integrable LPP on the cylinders.
That permits us to find a very simple expression of the asymptotic law of the front line. In the second
part, we prove that the directed edge LPP (as defined in Remarks 1) is a GLPP. And, in the third part,
we discuss GLPP on the quarter-plane. In particular, we present some simulations of integrable GLPP
on the quarter-plane for different µ0.
6.1 Integrable LPP on the cylinders
In this section, we consider that µ∆ = µ0 for any ∆ ∈ N that corresponds to the LPP and that µ0 is a
geometrical law (on N∗) of success parameter p ∈ (0, 1), i.e. for any i ∈ N∗,
µ0(i) = p(1− p)i−1. (83)
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Hence, we get the integrable LPP in discrete time.
Lemma 36. Let µ0 ∈ P (N∗) and define µ = (µ∆)∆∈N by Cond 1. The two following conditions are
equivalent:
• for any ∆ ∈ N, µ∆ = µ0,
• there exists p ∈ (0, 1) such that µ0 is a geometrical law (on N∗) of success parameter p.
Proof. 1⇐ 2: for any ∆ ∈ N and i ∈ N∗:
µ∆(i) =
√
µ0(i)µ0(i+ ∆)∑
s≥1
√
µ0(i)µ0(i+ ∆)
=
√
p(1− p)i−1p(1− p)i+∆−1∑
s≥1
√
p(1− p)s−1p(1− p)s+∆−1
=
p(1− p)i−1(1− p)∆/2∑
s≥1 p(1− p)s−1(1− p)∆/2
=
p(1− p)i−1∑
s≥1 p(1− p)s−1
= p(1− p)i−1.
1⇒ 2: for any i ∈ N∗:
µ0(i)
µ0(1)
=
µ1(i)
µ1(1)
=
√
µ0(i)µ0(i+ 1)√
µ0(1)µ0(2)
. (84)
Hence, √
µ0(i)
µ0(1)
=
√
µ0(i+ 1)
µ0(2)
. (85)
So, for any i ∈ N∗, by denoting p = 1− µ0(2)µ0(1) ,
µ0(i+ 1)
µ0(i)
=
µ0(2)
µ0(1)
= 1− p. (86)
In this particular case,
Lemma 37. Let p ∈ (0, 1) and let µ0 be a geometrical law of success parameter p. For any ∆ ∈ N, take
µ∆ = µ0. Let’s define the front line (Fn)n∈N as in Section 2.1. In this case, the front line (Fn)n∈N is a
Markov chain on BL.
Proof. It is not difficult to see and check that the Markov kernel M = (Mb,c)b,c∈BL is the following one:
for any b = (bi)i∈Z/2LZ ∈ BL, for any c = (ci)i∈Z/2LZ ∈ BL,
Mb,c =
∏
i:bi=bi+1=1
1bi=ci
∏
i:bi=bi−1=−1
1bi=ci
∏
i:bi=1=−bi+1
((1− p)1ci=1=−ci+1 + p1ci=−1=−ci+1). (87)
In words, nothing changes except on local maxima. Each local maximum becomes a local minimum
independently with probability p.
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Because Cond 2 holds with α = 1−p, we know that the invariant probability measure νL is unique.
The best way to find νL is to look at ν˜L that is, according to a multiplicative constant,
W(b,t) =
 ∏
i:bi=bi+1
√
p(1− p)|ti+1−ti|−1
 ∏
i:bi=1,bi+1=−1
∑
s≥1
√
p(1− p)s+ti−1
√
p(1− p)s+ti+1−1

= pL(1− p)−L
 ∏
i:bi=bi+1
√
1− p|ti+1−ti|
 ∏
i:bi=1,bi+1=−1
√
1− pti+ti+1
∑
s≥1
(1− p)s

=
(
p
1− p
)L ∏
i:bi=bi+1
√
1− p|ti+1−ti|
 ∏
i:bi=1,bi+1=−1
√
1− pti+ti+1 1− p
p

=
(
p
1− p
)L(1− p
p
)card{i:bi=1,bi+1=−1}
 ∏
i:bi=bi+1
√
1− p|ti+1−ti|
 ∏
i:bi=1,bi+1=−1
√
1− pti+ti+1
 .
Now, to find νL, we have to sum on (ti). Before to do it, let us introduce some few notations about the
local maxima and minima of bridges. First, for any bridge b, we say that i + 1/2 (shorted in i in the
following) is a local minimum if bi = −1 and bi+1 = 1 and a local maximum if bi = 1 and bi+1 = −1.
Because b is a bridge, the number kb (rewritten k when confusion on b could not occur) of local maxima
is equal to the number of local minima
kb = card {i : bi = −1, bi = 1} = card {i : bi = 1, bi = −1} . (88)
In addition, we denote by (m1, . . . ,mk) the sequence of the positions of local min and (M1, . . . ,Mk) the
sequence of the position of local max such that m1 < M1 < m2 < · · · < Mk < m1 + 2L. In those terms,
W(b,t) rewrites as
W(b,t) =
(
p
1− p
)L(1− p
p
)k k∏
l=1
√
1− ptMl−tml+1
√
1− ptMl+1−tml+1
k∏
l=1
√
1− ptMl+tMl+1
=
(
p
1− p
)L(1− p
p
)k k∏
l=1
(1− p)tMl (1− p)tMl+1(1− p)−tml .
To write the last line, we use the fact that tml+1 = tml . Now, W(b,t) depends only on values of t around
local minima and local maxima. But, be careful, we have constraints on them induced by the constraints
given in Tb, see (71). They are, for any l ∈ Z/kZ,
1. tml = tml+1,
2. tMl ≥ tml+1 + (Ml −ml − 1) if Ml > ml + 1,
3. tMl = tml+1 if Ml = ml + 1 (i.e. bml+2 = −1),
4. tMl+1 ≥ tml+1 + (ml+1 −Ml − 1) if ml+1 > Ml + 1,
5. tMl+1 = tml+1 if Ml + 1 = ml+1 (i.e. bml+1−1 = 1).
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Now, we sum on (ti) that are not local extrema. In the following, we consider Ml and ml + 1, but the
reasoning is the same for Ml + 1 and ml+1. For that, we need to enumerate the number of increasing
sequences of length Ml −ml in [tMl , tml+1] ∩ Z:
• if Ml −ml = 1, then we need that tMl = tml+1 that is the constraint 3,
• if Ml −ml = 2, then we have 1 sequence that is (tml+1, tMl),
• if Ml −ml = k (with k ≥ 3), then we have
(tMl−tml+1−1
k−2
)
=
(tMl−tml+1−1
Ml−ml−2
)
sequences, indeed we
just have to choose k − 2 numbers in the set {tml+1 + 1, . . . , tMl − 1} of cardinal tMl − tml+1 − 1.
Note that
(tMl−tml+1−1
Ml−ml−2
)
= 1 if Ml − nl = 2.
Now we sum on (ti) such that i /∈ E = {M1,M1 + 1, . . . ,Mk,Mk + 1,m1,m1 + 1, . . . ,mk,mk + 1},
∑
ti:i/∈E
W(b,t) =
(
p
1− p
)L(1− p
p
)k k∏
l=1
(1− p)−tml
(
1Ml=ml+1(1− p)tMl + 1Ml>ml+1
(
tMl − tml+1 − 1
Ml −ml − 2
)
(1− p)tMl
)
(
1ml+1=Ml+1(1− p)tMl+1 + 1ml+1>Ml+1
(
tMl+1 − tml+1 − 1
ml+1 −Ml − 2
)
(1− p)tMl+1
)
.
Now, we sum on (tMl)1≤l≤k and (tMl+1)1≤l≤k, for that, we need the following lemma:
Lemma 38. For any k ∈ N∗, for any q ∈ (0, 1),
∞∑
i=k
(
i− 1
k − 1
)
qi =
(
q
1− q
)k
. (89)
Proof of this lemma is given in Annex 8.
And, so, if Ml > ml + 1,
∞∑
tMl=tml+1+Ml−ml−1
(
tMl − tml+1 − 1
Ml −ml − 2
)
(1− p)tMl =
∞∑
u=Ml−ml−1
(
u− 1
Ml −ml − 2
)
(1− p)u+tml+1
=
(
1− p
p
)Ml−ml−1
(1− p)tml+1 .
Note that if Ml = ml + 1, we obtain (1− p)tml+1 = (1− p)tML . So, after the sum on (tMl)1≤l≤k and
(tMl+1)1≤l≤k, we obtain∑
ti:i/∈{ml:1≤l≤k}
W(b,t) =
(
p
1− p
)L(1− p
p
)k
k∏
l=1
(1− p)−tml
(
1− p
p
)Ml−ml−1
(1− p)tml+1
(
1− p
p
)ml+1−Ml−1
(1− p)tml+1 .
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We recall once again that tml = tml+1, so∑
ti:i/∈{ml:1≤l≤k}
W(b,t) =
(
p
1− p
)L(1− p
p
)k k∏
l=1
(1− p)tml
(
1− p
p
)ml+1−ml−2
=
(
p
1− p
)L(1− p
p
)k (1− p
p
)−2k (1− p
p
)(m1+2L−mk)+(mk−mk−1)+···+(m2−m1) k∏
l=1
(1− p)tml
=
(
p
1− p
)L(1− p
p
)k (1− p
p
)−2k (1− p
p
)2L k∏
l=1
(1− p)tml
Now, we sum on (tml)1≤l≤k to find
νL(b) =
1
Z
(
p
1− p
)k (1
p
)k
=
1
(1− p)k . (90)
We finally obtain
Proposition 39. Let µ0 be a geometrical law of success parameter p ∈ (0, 1) and take µ∆ = µ0 for any
∆ ∈ N. The invariant law νL of the LPP with parameter µ is, for any b ∈ BL,
νL(b) =
1
Z
1
(1− p)kb (91)
with Z =
∑
b∈BL
1
(1− p)kb .
Proof. See above.
When p→ 0, we obtain the uniform measure on BL. This suggests the following proposition:
Proposition 40. Let µ0 be an exponential law of parameter λ ∈ (0,∞) and take µ∆ = µ0 for any
∆ ∈ N. The invariant law νL of the LPP with parameter µ is the uniform law on BL.
Proof. A simple way to prove it is to remark that: for any b with k local maxima (and k local minima),
during a short period of time dn,
• if Fn = b, it goes out of b with probability kλdn+ o(dn) and
• if Fn 6= b, then there is k ways to become b (it corresponds to the k bridges where one and only
one of the minimum local of b is a maximum local), and so under the uniform measure on BL, the
probability for Fn+dn to be b is kλdn+ o(dn).
6.2 Classical edge-LPP
In this section, we just want to prove that the classical edge LPP is just a particular case of the GLPP.
Lemma 41. Let µ ∈ P (N∗). The “classical directed edge LPP” with weight law µ on edges is the GLPP
with parameter (µ∆)∆∈N where, for any ∆ ∈ N, any i ∈ N∗,
µ∆(i) = µ(i+ ∆)
i−1∑
j=1
µ(j) + µ(i)
i−1+∆∑
j=1
µ(j) + µ(i)µ(i+ ∆). (92)
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Proof. Let’s suppose that (i, j) arrived at time a and (i + 2, j) arrived at time b = a + ∆. Then,
(i+ 1, j+ 1) arrives at time t = max(a+ ζ1, a+ ∆ + ζ2) where (ζ1, ζ2) are i.i.d. with law µ. Now suppose
that t could be rewritten as a+ ∆ + ζ where ζ ∼ µ∆. Hence,
µ∆(i) = P (ζ = i)
=P (a+ ∆ + i = a+ ζ1 > a+ ∆ + ζ2) + P (a+ ∆ + i = a+ ∆ + ζ2 > a+ ζ1)
+ P (a+ ∆ + i = a+ ∆ + ζ2 = a+ ζ1)
=P (ζ1 = i+ ∆ and ζ2 < i) + P (ζ1 < i+ ∆ and ζ2 = i) + P (ζ1 = i+ ∆ and ζ2 = i)
=µ(i+ ∆)
i−1∑
j=1
µ(j) + µ(i)
i−1+∆∑
j=1
µ(j) + µ(i)µ(i+ ∆).
It seems that there does not exist an integrable model of classical directed edge LPP via our methods.
6.3 GLPP on the quarter-plane
In this section, we make a few comments and remarks about the difference between the LPP on the
quarter-plane and the GLPP on the quarter-plane.
We give first a formal definition of the GLPP on the quarter-plane. It is the same as the one given
in the introduction but with a translation by the vector (1, 1).
Let (µ∆)∆∈N ∈ P (N∗)N. To each cell (x, y) ∈ N2, we associate a number τ((x, y)) such that
• τ((x, 0)) = 0 for any x ∈ N,
• τ((0, y)) = 0 for any y ∈ N,
• τ((x, y)) = max( τ((x, y − 1)) , τ((x− 1, y)) ) + ξ(x,y) for any (x, y) ∈ (N∗)2
where ξ(x,y) ∼ µ|τ(x,y−1)−τ(x−1,y)| and
(
ξ(x,y)
)
(x,y)∈CL are independent.
As before, we could be interested in the study of the curve Fn that splits {z ∈ (N∗)2 : T (z) ≤ n}
and {z ∈ (N∗)2 : T (z) > n}, and, in particular, by its asymptotic shape when n→∞.
Contrary to the classical case (see Theorem 3), here, in general, we do not have the superadditive
property of (τ(z))z∈N2 . But we could obtain it in a very special (and restrictive?) case:
Proposition 42. Let µ = (µ∆)∆∈N ∈ P (N∗)N. If, the following condition holds
Cond 7: for any ∆ ∈ N, any i ∈ N∗,
µ∆([0, n]) ≤ µ∆+1([0, n]) ≤ µ∆([0, n+ 1]), (93)
then, for any z1, z2 ∈ N2,
τ(z1 + z2) ≥ τ(z1) + τ(z2) a.s. (94)
Remark 43. Before to do the proof, we define a GLPP on the quarter-plane with boundary condition
ω = (ωi)i∈Z by taking τ((x, 0)) = ωx for any x ∈ N and τ((0, y)) = ω−y for any y ∈ N in the definition
above. In this case, we denote by (τω(z))z∈N2 , the arrival times of squares, and we keep τ(z) for τ0Z(z).
Proof. Obviously, τ(z1 + z2) = τ(z1) + (τ(z1 + z2)− τ(z1)) = τ(z1) + τω(z2) where ω = (ωi)i∈Z with
ωi =
{
τ(z1 + (i, 0))− τ(z1) if i ≥ 0,
τ(z1 + (0,−i))− τ(z1) if i ≤ 0.
(95)
Now, to obtain the superadditivity property, we prove the following lemma
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Lemma 44. Let µ = (µ∆)∆∈N ∈ P (N∗)N be such that Cond 7 holds, and let (ωi)i∈Z ∈ NZ be any
sequence that decreases on (−∞, 0]∩Z and increases on [0,∞)∩Z. Then, for any z ∈ N2, τω(z) ≥ τ(z)
(stochastically).
Proof. The proof is done by induction. First, for any z = (0, y) or z = (x, 0), τ(z) = 0 ≤ τω(z). Now
take z = (x+ 1, y + 1) with (x, y) ∈ N2,
τω(z) = max(τω((x, y + 1)), τω((x+ 1, y))) + ξz (96)
with ξz ∼ µ|τω((x,y+1))−τω((x+1,y))|.
Now, by induction, we know that τω((x, y+1)) = τ((x, y+1)+a and τω((x+1, y)) = τ((x+1, y)+b
with a, b ≥ 0. Hence,
τω(z) = max(τ((x, y + 1)) + a, τ((x+ 1, y)) + b) + ξz. (97)
Now, we have to split into 4 cases, but only 2 by symmetry (we suppose that τ((x, y + 1)) ≥
τ((x+ 1, y)), the case τ((x, y + 1)) ≤ τ((x+ 1, y)) is similar).
• If max(τ((x, y + 1)) + a, τ((x+ 1, y)) + b) = τ((x, y + 1)) + a, then
τω(z) = max(τ((x, y + 1)), τ((x+ 1, y))) + (a+ ξz). (98)
In that case, we have to prove that a+ξz is stochastically greater than ξ˜z where ξ˜z ∼ µτ((x,y+1))−τ((x+1,y),
that is: for any i,
P
(
ξ˜z ≤ i
)
≥ P (a+ ξz ≤ i)
µτ((x,y+1))−τ((x+1,y)([0, i]) ≥ µτω((x,y+1))−τω((x+1,y)([0, i− a])
µτ((x,y+1))−τ((x+1,y)([0, i+ a]) ≥ µτ((x,y+1))−τ((x+1,y)+(a−b)([0, i]).
– If a− b = 0, it is obvious because a ≥ 0.
– If a− b < 0, we use (b− a) times the left size of Cond 7, to get that
µτ((x,y+1))−τ((x+1,y)([0, i+ a]) ≥ µτ((x,y+1))−τ((x+1,y)+(a−b)([0, i+ a]) (99)
and we conclude as in the case a− b = 0.
– If a− b > 0, then we use (a− b) times the right size of Cond 7 to get that
µτ((x,y+1))−τ((x+1,y)([0, i+ a]) ≥ µτ((x,y+1))−τ((x+1,y)+(a−b)([0, i+ b]) (100)
and we conclude as in the case a− b = 0 using the fact that b ≥ 0.
• If max(τ((x, y + 1)) + a, τ((x+ 1, y)) + b) = τ((x+ 1, y)) + b = τ((x, y + 1)) + (b− a), then
τω(z) = max(τ((x, y + 1)), τ((x+ 1, y))) + ((b− a) + ξz). (101)
In that case, we have to prove that, (b − a) + ξz is stochastically greater than ξ˜z where ξ˜z ∼
µτ((x,y+1))−τ((x+1,y), that is, for any i,
P
(
ξ˜z ≤ i
)
≥ P ((b− a) + ξz ≤ i)
µτ((x,y+1))−τ((x+1,y)([0, i]) ≥ µτω((x,y+1))−τω((x+1,y)([0, i− (b− a)])
µτ((x,y+1))−τ((x+1,y)([0, i+ (b− a)]) ≥ µτ((x,y+1))−τ((x+1,y)+(b−a)([0, i]).
The last condition is obtained by applying the right size of Cond 7 (b− a) times.
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Figure 10: Simulation of the GLPP on the quarter-plane under integrability condition when, from left
to right, µ0 is a Poisson law of parameter 1 (left), geometrical law of parameter 0.75 (middle) and Zeta
law of parameter 6 (right). The growth model is represented at time 1000 in a 1000× 1000 box.
That permits to conclude, that, for any z ∈ N2, τω(z) ≥ τ(z) (stochastically).
So, by this lemma, we find that
τ(z1 + z2) ≥ τ(z1) + τ(z2) a.s. (102)
The “almost sure” is obtainable by choosing a good coupling between ξz and ξ˜z. We can use the most
naive one: let U be uniform on [0, 1], ξz = F
−1(U) and ξ˜z = F˜−1(U) where F and F˜ are the cumulative
distribution function of ξz and ξ˜z.
Hence, we get the superadditivity property.
To conclude this section, we present three simulations of GLPP on the quarter-plane. In any case,
we are under the integrability condition Cond 1 and we choose µ0 is a Poisson law, a geometrical law
(classical LPP), and a Zeta law of parameter α > 2 (i.e. P (i) = 1Z
1
iα ). See Figure 10.
We can remark that all the three lines seem asymptotically more or less concave. When µ0 is a
Poisson law, it is easy to prove the left size in Cond 7, we try to check the right size, but it’s still open.
When µ0 is a Zeta law, the line seems to be straight. Moreover, when µ0 is a Zeta law, the left size
in Cond 7 does not hold.
7 Open questions
To conclude this article, we would like to give some interesting directions and open questions about this
new model of LPP.
• The first one is to determine the asymptotic of νL when L → ∞, firstly when the model is
integrable and, maybe after, for any parameter µ ∈ P (N∗)N. This could be interesting to know if
these GLPP converge all to the Brownian bridges (as we can deduce from Propositions 39 and 40
for integrable LPP on the cylinders) or not.
• The second one is to determine the asymptotic shapes of the front line when we study integrable
GLPP on the quarter-plane. That is done when µ0 is an exponential law or a geometrical law [21,
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8]. But we could ask what happens for any other values of µ0. In Figure 10, we simulate the case
where µ0 is a Poisson law and when µ0 is a Zeta law. In the Zeta law case, the asymptotic shape
seems to be a straight line.
• Another interesting question is to ask about the invariant laws invariant by translation when we
consider the LPP on the half-plane. For now, we can describe, as said in Remark 29, some of
them, that are parameterised by α ∈ R∗+. Probably, they are the only ones, but we are not able
to prove it due to a lack of ergodicity results. So, more works should be done about ergodicity of
PCA or just about ergodicity of these models of LPP on the half-plane.
• Moreover, this kind of generalisation could be done for the directed First Passage Percolation,
we just need to replace the max by the min in the definition of PCA. Unfortunately, none of
these new models is integrable. Also, if we use PCA of memory 2 (see [7]) we can model First
Passage Percolation on the triangular lattice and can probably define some new and interesting
generalisations, but none of them could be integrable via our methods.
• Finally, what we have done could be done maybe for other functions f(a, b) different of f(a, b) =
|a− b|. The approach should not be too different, but we are not sure about the physical interest
and meaning of doing it.
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8 Annex
In this annex, we prove Lemma 38. First, we need to prove the following lemma on sums of binomials.
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Lemma 45. For any n, k ∈ N such that k ≤ n,
n∑
j=k
(
j
k
)
=
(
n+ 1
k + 1
)
. (103)
Proof. We prove it by induction on n. If n = 0 (and so k = 0), it is
(
0
0
)
= 1 =
(
1
1
)
. Now, take n ≥ 0. If
k = n+ 1, it is
(
n+1
n+1
)
=
(
n+2
n+2
)
. Now, take any k ≤ n, by induction hypothesis and Pascal’s rule,
n+1∑
j=k
(
j
k
)
=
n∑
j=k
(
j
k
)
+
(
n+ 1
k
)
=
(
n+ 1
k + 1
)
+
(
n+ 1
k
)
=
(
n+ 2
k + 1
)
. (104)
Now Lemma 38 is a corollary of Lemma 45.
Proof of Lemma 38. We prove it by induction on k. If k = 1, the sum is
∞∑
i=1
(
i− 1
0
)
qi =
∞∑
i=1
qi =
q
1− q . (105)
Now, we suppose that k ≥ 1, then, by induction and Lemma 45,
(
q
1− q
)k+1
=
 ∞∑
j=1
qj
( ∞∑
i=k
(
i− 1
k − 1
)
qi
)
=
∞∑
i=k
∞∑
j=1
(
i− 1
k − 1
)
qi+j (106)
=
∞∑
l=k+1
ql
(
l−1∑
m=k
(
m− 1
k − 1
))
=
∞∑
l=k+1
ql
(
l − 1
k
)
.
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