Abstract. The Fock space F 2 α consists of all entire functions f in L 2
Introduction
For any positive parameter α we consider the Gaussian measure dλ α on the complex plane C defined by dλ α (z) = α π e −α|z| 2 dA(z),
where dA is area measure. The Fock space F 2 α consists of all entire functions f in L 2 (C, dλ α ). k z (w) = e αzw−α|z| 2 /2 is the normalized reproducing kernel in F 2 α . Let L ∞ (C) := L ∞ (C, dA). For f ∈ L ∞ (C), the Toeplitz operator T f with symbol f is defined by T f u = P f u for any u ∈ F 2 α , where P is the orthogonal projection form L 2 (C, dλ α ) to F 2 α . The Toeplitz algebra T (on Fock spcae) is the C*-algebra generated by the Toeplitz operator {T f : f ∈ L ∞ (C)} on F 2 α . In this paper K denotes the set of compact operators on F 2 α . Let H be a separable Hilbert space. If Z is a set of bounded operators on H, then its essential commutant is defined to be EssCom(Z) = {A ∈ B(H) : [A, T ] ∈ K(H) for every T ∈ Z}, where [A, T ] = AT − T A , and K(H) is the collection of all compact operators on H.
One may ask the following question.
Question 1.1. What is the essential commutant of T ?
The essential-commutant problem for the Toeplitz algebra on the Hardy space was solved long ago; see [5] . Let T Bergman be the Toeplitz algebra on the Bergman space of unit ball, the C*-algebra generated by the Toeplitz operators {T f : f ∈ L ∞ (B, dv)}. In [11] and [12] , Xia showed that the essential commutant of T Bergman equals {T g : g ∈ VO ∞ }+K(L 2 a ) and T Bergman is also the essential commutant of {T g : g ∈ VO ∞ }+K(L 2 a ), where VO ∞ is the collection of bounded functions of vanishing oscillation on the unit ball and K(L 2 a ) denotes the collection of compact operators on L 2 a (B, dv). For a continuous function f : C → C (in short: C(C)), we define Osc z (f ) = sup{|f (z) − f (w)| : |z − w| < 1}.
The space of functions having vanishing oscillation is VO(C) = {f ∈ C(C) : Osc z (f ) → 0 as |z| → ∞}. 
Then we denote VO
First, recall that VMO(C) is the space of functions locally area-integrable functions f such that lim
where f = f k z , k z is the Berezin transform of f and |f
We obtain following theorem.
Theorem 1.3. The essential commutant of the Toeplitz algebra is
Moreover,
This theorem is due to [3, Theorem D], we will prove it in the next section.
The proof of this theorem is in Section 4 of this paper. We need to point out that our proof is also valid in the Fock space over C n . To make the symbol in this paper simple, we only work on the Fock space over C.
This paper is organized as follows. In Section 2, we will give some elementary lemmas. In Section 3, we will discuss the relationship between weakly localized operators and Toeplitz algebra. In Section 4, we will prove Theorem 1.4. In the last section, we will discuss the relationship between Band-dominated operators and Toeplitz algebra.
Preliminaries
First, we write the detail of the proof of Theorem 1.3. The proof in the Fock space is different from that in the Bergman space, see [3] and [11] . which implies that
This completes the proof.
Next, we will give some elementary lemmas which are useful for us to prove the main results. First, we need a lemma contained in the proof of Lemma 3 in [5] . But there is no proof in that paper. For the convenience of readers, we write details here.
Lemma 2.1. Let H be a Hilbert space and h n ∈ H. If there is a constant c > 0 such that h n > c, then for any constant M > 0, there is a finite set J ∈ N such that n∈J h n > M.
Proof. First, we will prove that there is a sequence of mutually disjoint finite subsets of N,
We write h 1 = c 1 e 1 , where |c 1 | > c and ||e 1 || = 1. Then by orthogonal decomposition h n = c n e 1 + h ′ n , where h ′ n ⊥e 1 . We consider the following two cases. Case 1: There is a n 1 such that |c n 1 | < c/4. It follows that ||h ′ n || > 3c/4, then
We take
Case 2: |c n | ≥ c/4, for all n ∈ N. Let
there is a k ∈ {0, 1, 2, 3} and a subsequence {c n l } of {c n } such that {c n l } ∈ S k . Without loss of generality, we can assume that k = 0. In this case we take
where Re(c n l ) is the real part of c n l . Since c n l ∈ S 0 and |c n | ≥ c/4, we obtain Re(c n l ) ≥ √ 2c/8. Then
By induction, we can choose a sequence of mutually disjoint finite subsets of N,
For any positive constant M , there is a positive integer m such that
Use the method above m times we can find a finite set J ⊂ N such that
Recall that, for a sequence of bounded operators {B n } on a Hilbert space H , if there is a bounded operator B such that lim n→∞ B n h − Bh = 0 for any h ∈ H. Then we say {B n } converges in the strong operator topology. Proof. If there is a g ∈ H with g = 1 such that N n=1 T n g is not a Cauchy sequence. That is to say that there is two sequences of positive integers {n l } and {m l } such that
Taking a subsequence we assume that n l + m l < n l+1 . By Lemma 2.1, there is a finite set J ∈ N such that
That implies that
This is a contradiction.
We need a lemma to estimate the norm of the summation of a finite number of operators. 
Then there is a t 0 ∈ [0, 2π) such that
Then we have 
Then there exist natural numbers
exists in the strong operator topology and we have
weakly localized Operators
In this section, we will obtain a lemma to check if an operator is in the Toeplitz algebra. First, we need to make some preparations.
α is said to be weakly localized if it satisfies the conditions
Let A denote the set of weakly localized operators. By the section 4 in [10] , we know that
Next, we need some facts about separate set.
Definition 3.2. Let Γ be a subset of C. Γ is said to be separated if and only if there is a positive number a such that for any u, v ∈ Γ and u = v, we have |u − v| ≥ a.
The proof is similar to the proof of Lemma 2.2 in [10] , so we omit the detail.
Lemma 3.4. Let Γ be a separated set in C. Suppose that γ : Γ → C is a map for which there is a positive constant c such that
where C is a positive constant, then T belongs to the Toeplitz algebra.
Proof. By (3.1), we only need to prove T ∈ A. By Lemma 3.3, there is a finite partition Γ = Γ 1 ∪ Γ 2 ... ∪ Γ k , such that for every i ∈ {1, 2...k}, the conditions u, v ∈ Γ i and u = v imply |u − v| ≥ 4c. That is to say
For any x ∈ B(u, c), we have |x − u| < c < 2c and |x − γ(u)| < 2c, then That implies
Then for any R ≥ 0, we have 
Similarly,
It follows that
Similarly we can prove that
That is to say T ∈ A.
essential commutant
In this section, we use the idea in [12] to prove that if X is in the essential commutant of {T f : f ∈ VO ∞ (C)}, then X ∈ T .
First, we introduce the decomposition of C. Let m be a positive integer and (j, l) ∈ Z × Z. We write
be a function on x ≥ 0. We use d(z, A m,j,l ) to denote the distant form z to A m,j,l . We define
There is a partition of Z × Z with
such that for any 1 ≤ s ≤ 36 and any positive integer m , if (j 1 , l 1 ), (j 2 , l 2 ) ∈ E s and
Proof. Let a, b be two integers such that 0 ≤ a ≤ 5 and 0 ≤ b ≤ 5, we denote
Then it is easy to show
We can get desired result by rearranging {E a,
The following lemmas are useful for us to prove our main theorem in this section. Proof. First, we will prove that (l,j)∈Es T f m,j,l XT f m,j,l converges in the strong operator topology. By Lemma 2.2, we only need to find a constant M such that for any finite subset J ⊂ E s
By Lemma 2.3, there is a set of complex numbers {a l,j } with |a l,j | = 1 such that
By the definition of f m,j,l and Lemma 4.1 we obtain | 
Furthermore, we have
where C α and C m are constant depend on α and m respectively. That implies
By Lemma 4.1 we know that {c m,j,l : (j, l) ∈ E s } is a separated set. Then, by Lemma 3.4, we know that T ∈ T .
The Hankel operator H f with symbol f is defined by
for any u ∈ F 2 α , where P is the orthogonal projection form L 2 (C, dλ α ) to F 2 α . We obtain the following estimation for Hankel operator. 
If |z − w| ≥ 2m, then
On the other hand, if |z − w| < 2m, then there is (j 0 , l 0 ) such that z ∈ A m,j 0 .l 0 . That implies w ∈ {z : d(A m,j 0 .l 0 , z) ≤ 2m}. By the definition of B m,j 0 ,l 0 we know that w ∈ {z : d(B m,j 0 .l 0 , z) ≤ m}. By Lemma 4.1 and (4.1), we have
The last inequality is due to the definition of f m,j 0 ,l 0 .
For any 1 ≤ s ≤ 36 and n, q ∈ N, we define
Lemma 4.4. Let X be in the essential commutant of {T f : f ∈ VO ∞ (C)}. Then for any 1 ≤ s ≤ 36 and ǫ > 0, there are m(s, ǫ) ∈ Z and n(s, ǫ) ∈ Z such that
for any m ≥ m(s, ǫ), n ≥ n(s, ǫ), q ∈ N and {a j,l ∈ C : (j, l) ∈ Z × Z} with |a j,l | = 1.
Proof. If not, there is 1 ≤ s ≤ 36 and a constant c > 0 such that we can choose {m k } with lim
Then we will choose subsequences of {m k } and {n k } such that
for any k 1 = k 2 . We take m k 1 = m 1 and n k 1 = n 1 . Suppose that we have found out m k 1 , m k 2 , · · · , m kt and n k 1 , n k 2 , · · · , n kt , we will choose m k t+1 , and n k t+1 . For any (j, l) ∈ E n k ,n k +q k s ,by (4.2), we have
We can choose m k t+1 , and n k t+1 with m k t+1 > m kt and n k t+1 > n kt such that
By induction, we can choose desired {m kt } and {n kt }. We will still denote these sequences as {m k } and {n k }. If we denote
That implies f ∈ VO ∞ . Then by lemma 2.2, we know that
converge in the strong operator topology. So [X, T f k ] and [X, T f k ] * strongly converge to 0. We need to recall that X is in the essential commutant of {T f : f ∈ VO ∞ (C)}, that is to say [X, T f k ] is compact for any k. By lemma 2.4 and (4.2) we have
However, we have
these contradict with the fact that X belongs to the essential commutant of {T f : f ∈ VO ∞ (C)}. Now, using above estimation, we can prove the main Theorem of this paper.
Proof of Theorm 1.4. We will prove that, for any ǫ > 0, there are two operators X ǫ ∈ T and ||Y ǫ || ≤ ǫ such that
This implies X ∈ T . First, choose m such that 
by the definition of f m,j,l and Lemma 4.1, we know that 1 ≤ h ≤ 36. Then T h is invertible and T
−1
h ∈ T . Since for any u ∈ F 2 α , T h u, u ≥ u, u .
That implirrs
T
Next we will start splitting X,
for any q ∈ N, and a j,l with |a j,l | ≤ 1.
where
For any s, the support set of
is a compact operator. That is to say
is compact. Then X 1 is in the Toeplitz algebra. On the other hand, for any s, we denote (
h with X 2 (s). Then
Now, we have
The last inequality is due to Lemma 4.3. Then
We have completed the proof.
Band-dominated operators
In this section, we will discuss the relationship between Band-dominated operators and Toeplitz algebra.
Definition 5.1 ( [7] ). An operator X ∈ L 2 (C, dλ α ) is called a band operator if there is a posotive real number w such that
An operator A ∈ L 2 (C, dλ α ) is called a band-dominated oeprator if it is the norm limit of band operators. The set of Band-dominated operators in L 2 (C, dλ α ) is denoted by BOD 2 α . In [7, Theorem15] , the authors have proved that the extension of an operator in the Toeplitz algebra is in BOD 2 α . In this section, we will prove that the compression of an operator in BOD 2 α is also in the Toeplitz algrbra. For a bounded operator X in F 2 α , we define its extension to L 2 (C, dλ α ) bŷ X = XP + I − P. 
