Many authors have worked on this question but progress has been difficult [Sal. Perhaps the best positive result was that of Whitcomb in 1968 [Wh] , who showed that the implication G N H holds for G metabelian.
Dade [D] showed there were counterexamples, even in the metabelian case, if Z was replaced by the family of all fields.
We began our investigation also looking for counterexamples. Zassenhaus had conjectured, perhaps as early as 1960, a much stronger result, describing in part just how the isomorphism might come about: Observe first that the group of units of SG, for S any commutative ring, has the form Sx XV where V = V(SG) is the group of normalized units (those with augmentation 1) in SG. So not much is lost by restricting attention to normalized unit groups (subgroups of V), and indeed every group basis for SG is isomorphic by projection to a normalized subgroup. This is one of the first observations of Higman's thesis [Hi] , where it was also shown that the elements of normalized finite unit groups in ZG are linearly independent and generate a pure Z-submodule. Zassenhaus (cf. [Za] or [Se] ) conjectured that, if H is any normalized finite unit group in ZG with ZG = ZH (that is, H is a normalized group basis for ZG), then H must be conjugate to G by a unit in QG.
Note that the conjectured conjugacy is in QG, and not ZG. It turns out that even the dihedral group of order 8 has two normalized group bases for its group ring over Z, which are not conjugate in ZG, but indeed are conjugate in QG [Wh] . Nevertheless, Klaus Roggenkamp and I still felt that the conjecture was much too strong and about six years ago made a first intensive search for counterexamples. The remainder of this paper, except as otherwise noted, is a report of our joint work.
1980 Mathematics Subject Classification. Primary 2OCO5; Secondary 20D15, 13F30. This paper wss written with support from the National Science Foundation. Without going into details, let me just say that this first attempt was rebuffed fairly severely by the many examples we examined. We began to believe that the Zassenhaus conjecture should be taken much more seriously and that for pgroups, at least, a much stronger result in the same spirit might be true. In
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April of 1984, we completed the proof of the following result [RS] .
THEOREM 1. Let G be a finite p-group, and let Z, denote the ring of p-adic integers. Then there is only one conjugacy class of groups of order IGI in the normalized units of Z,G.
Berman and Rossa [BR] and Whitcomb [Wh] COROLLARY. Let G be a finite nilpotent group and S an integral domain of characteristic 0 in which no prime divisor of IGI is invertible. Let H be a finite group of normalized units in SG for which IHI = IGI. Then H is conjugate to G by a unit in KG, where K is the quotient field of S.
W. Kimmerle has observed [K] that it is not really weaker in the Zassenhaus conjecture to consider the cases when H is known to be isomorphic to G, since in any event one knows H x G is isomorphic to G x H, and one can then argue that a suitable unit in K(G x H) s KG '8~ KH carries G into a copy of H.
This same philosophy works for matrix rings and was very useful in guiding us to the formulation of the corollary below. The corollary gives, for nilpotent groups, a positive answer to the group ring isomorphism problem even when the ring isomorphism hypothesis is replaced by Morita equivalence.
COROLLARY 2. Let G be a finite nilpotent group and S an integral domain of characteristic 0 in which no prime divisor of (GI is invertible. Let H be a finite group for which the category of SG-modules is S-linearly equivalent to the category of SH-modules (as occurs if SG N SH as S-algebras, or if a full matrix algebra over SG is S-isomorphic to a full matrix algebra over SH) . Then G N H.
In the proof we show 8G N >H where S is a semilocal Dedekind domain containing the subring of S generated by the relevant coefficients, satisfying the same hypotheses. This reduction works for any finite group G in the presence of an equivalence of categories.
Over Z we announced in [RS] a positive answer to the isomorphism problem for finite groups which are abelian by nilpotent, and gave the proof in a special case. This result, improved to more general coefficients, will appear in [RS2] . 
PROPOSITION.
Let S be a commutative ring of characteristic 0, in the sense that no nonzero element of S has finite additive order. Let H be a finite group acting by permutations on a set X, and form the permutation module SX for SH. Then H1(H, SX) = 0.
In particular, if H ia contained in a group G, and we let H act on G by Conversely, cocycles can 'Shortly after this paper was written we found a related group which-again, in work still being checked-appears to be a counterexample to the Zsssenhaus conjecture itself. This group and the one above (which may also be a counterexample) is metabelian. Simplifying both hypothesis and conclusion, the theorem below asserts at least that, on an order A such as we have, an automorphism cy which is the identity modulo K rad2 A must be inner. Then the automorphism cx of A ia inner.
In the basic S = Z, case of Theorem 1 we have been discussing, one obtains an automorphism that is trivial modulo nrad A, not rrad2 A. The difference may not seem like much, but it is a whole world, and even the very technical formulation of Theorem 2 is only a start toward overcoming the difficulties.
Theorem 2 does at least give some shape to what we must do in order to prove Theorem 1. In the early summer of 1983, we were able to treat the case of class 2 pgroups with commutator quotient of exponent p using the theorem.
The idea was simply to exploit the many connections between Lie filtrations of the group and natural sections of the group ring. (A well-known example is the isomorphism of the commutator quotient of the group G with I(ZG)/I(ZG)2, where I(ZG) is the augmentation ideal. The image of the augmentation ideal of SG in A above is in fact equal to r ad A. We used such identifications to "see" the effect of various modifications of cx with inner automorphisms in moving 4 (A) from rad A to rad2 A.)
One advantage of class 2 groups is that the center is a relatively large part of the group. In proving Theorem 1 it is a fairly easy part of the initial reductions to get the automorphism involved equal to the identity on the center. When, almost a year later, we finally completed the proof of the S = Z, version of the theorem with a very difficult induction, we had found a substitute for the center in the general case: We were able to modify the automorphism so that it was the identity on
where C is a fixed subgroup of order p in the center of G, and Z(G, C) is the subgroup of G containing C whose image in G/C is the center of that group. The group R is a huge subgroup of G; in particular it contains the Frattini subgroup, so that G/R is abelian of exponent p.
The proof for this step (which is the critical Chapter 3 in [RS] ) is too technical to be outlined here, but the theme is the connection between additive and multiplicative 1-cohomology, on suitable ideal sections, for a group acting on a ring. This idea is very powerful, and in the Appendix we suggest a proof using it, without any reference to Theorem 2, of an even stronger result than Theorem 1 (cf. the Subgroup Rigidity theorem in the next section.)
We illustrate the technique in a very simple case by giving a complete proof of Theorem 1 for the dihedral group of order 8.
This was, in fact, one of the very first cases we were able to handle, and the success of the 1-cohomology arguments here encouraged us to have hope for Theorem 1 very early [S] .
PROOF OF THEOREM 1 FOR THE DIHEDRAL GROUP OF ORDER 8. We
take S = Z2 and G = Dg. Let C = (c) The superscript means conjugation: zz = x2x-l. Write p(x) = 1 + 27(x) for x E G. Then the multiplicative cocycle equation above implies that 7 is an additive cocycle modulo 2 rad2 A: 7(xy) 3 7(x) + x7(y) modulo 2 rad2 A for x,y in G. This is the connection between multiplicative and additive lcohomology mentioned above. We use it here to prove the following lemma PI:
LEMMA. Suppose the group T of order ,? acts via automorphisms on a Zzorder A, and p is a multiplicative l-cocycle for this action. For the proof, write p = 1 + 27 as above. As noted, 7 is an additive 1-cocycle modulo 2 rad2 A, thus defines an element 7 in H'(T, rad A/2 rad2 A). Since the order of T is just 2, we have 27 = 0 in this cohomology group. If the coboundary t I-+ b -t b (t E T) associated to an element b E rad A is, modulo 2 rad2 A, equal to 7, then 1 f b is a unit and we can modify the multiplicative cocycle /.J with the multiplicative coboundary associated with this unit. After an easy calculation, we find that the new p takes values in 1 + 2 rad2 A. Repeating the argument, we can replace rad2 A here with rad3 A, and so on. Passing to a limit, we find that the original ~1 is a coboundary, and the lemma is proved.
To complete the proof of Theorem 1 for G = Ds, first let T be a subgroup of order 2 in G/C. The action of G on A and the cocycle p both factor through G/C, so the lemma applies to T. Thus p is a coboundary on T. We' now find that the new ~1 takes values in the fixed point ring i of 5?' in A.
On i, the action of G and the cocycle /I factor through G/T. The lemma can now be applied to the group G/T of order 2 and the order i. Arguing as above, we now get that the restriction of a to G is effected by conjugation by a unit in SG or, in other words, that (Y is inner. This completes the proof of Theorem 1
for the dihedral group of order 8.
Newer results and open questions.
In my talk at the conference the following improvement of Theorem 1 was conjectured:
SUBGROUP RIGIDITY THEOREM ( WEISS , ROGGENKAMP-SCOTT) . Let G be a finite p-group.
Then every normalized finite subgroup of Z,G is conjugate to a subgroup of G, uniquely determined up to conjugation in G.
Our claim to this result is in a proof for p = 2 [RSl, R], and a sketch for the general case; cf. the Appendix below. Before we felt ready to claim the theorem in full generality, however, Al Weiss independently proved it with a different method. His idea is to prove by a suitable induction that the two-sided action of H x G on Z,G, for H a finite normalized group of units, is in fact a permutation module. This approach sidesteps many of the difficulties we have had in modifying ring automorphisms by group automorphisms. The "rigidity" terminology comes from the analogy with Weil rigidity we drew in [RS] and discussed at this conference:
The proposition in the first section shows H1 (H, SG) = 0 if H is a subgroup of the finite group G acting by conjugation on the group ring SG over an integral domain S of characteristic 0. This is analogous to a result proved by Weil with H a (mildly restricted) cocompact discrete subgroup of a semisimple Lie group, and SG the Lie algebra of the latter.
Weil showed that his result does indeed severely restrict the conjugacy classes in the Lie group of subgroups isomorphic to H. (This was the inspiration for later well-known results of Mostow and Margulis.) As we remarked in [RS], it would be very interesting indeed to have a proof of the above theorem based on some geometric property of the quotient "variety" V/G, where V is the group of normalized units.
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The theorem also implies a very intriguing identification of (the points of) the characteristic p cohomology varieties of V and G, in the sense of Quillen [Q] ; cf.
Roggenkamp's article [R] in these proceedings.
I would like to mention at this point that a question of Keith Dennis [De] is still open for ZG (and for Z,G) when G is a finite pgroup. Dennis asked when a group might have a normal complement in the group of normalized units of its group ring. Though many negative answers are now known [RSO] , the question served to stimulate activity on the isomorphism problem.
(In a different direction, I would like to mention that much of my own interest in the isomorphism problem began with [SO] , which answers in the negative a question somewhat Also open is the isomorphism problem for finite p-groups over F,G, though such nice conjugacy properties as one finds in Theorem 1 just don't exist even in the simplest cases, and there are often many apparently unrelated group bases. It would be interesting to know if the Steenrod operations on the cohomology ring of F,G are determined by the ring alone, together,with its augmentation. Because of Theorem 1, we know that the analogous question for Z,G is true, and it is well known that the cohomology ring itself is determined by the ring F,G and its augmentation.
(It would of course be interesting to have a more direct proof for Z,G!)
Weiss's method is very strong. Using it, we have been able to complete the proof (the details have been written down, but not thoroughly checked) of the following result, which we said at the conference we could prove modulo questions about conjugacy of defect groups in blocks. (We mentioned especially principal blocks and solvable groups with O,t (G) = 1 for some prime p. The essential feature for the arguments, however, is that such groups satisfy automatically the hypothesis below. A well-known consequence of the hypothesis is that Z,G is a single (principal) block.) THEOREM. Let G be a finite group which has a normalp-subgroup containing its own centralizer in G. Suppose H is a normalized group of units in ZG with ZG = ZH. Then H is conjugate to G by a unit in Z,G, (and thus also by a unit in the localization Z@)G; cf. [RS, (1.2.4)]). In particular, the isomorphism problem and Zassenhaus conjecture have a positive answer for G. This group, of course, does not satisfy the hypothesis of the above theorem, though, like every solvable finite group, it is the subdirect product of groups satisfying the hypothesis. When Klaus and I conducted our counterexample search some six years ago, we assumed it would be a very easy matter to reduce the isomorphism problem or Zassenhaus conjecture in the solvable case to groups satisfying the hypothesis above, and the theorem as stated almost entirely explains our lack of success (in finding counterexamples). It now seems apparent, however, that our assumption about reductions was wrong, and there is something quite substantial to understand here. The following corollary may help the reader grasp the issue for the isomorphism.problem.
COROLLARY.
Let G and H be finite solvable groups for which ZG 21 ZH.
Then G/O,!(G) 21 H/O,,(H)
for each prime p.
In other words, the isomorphism problem for solvable groups reduces to a (perhaps very subtle) question as to how the group as a whole is put together from its pieces G/O,!(G).
This question, of putting the pieces together, may well have a negative answer, and certainly there are serious problems with the Zassenhaus conjecture.
But, even so, a satisfying theory might still be achieved by understanding the underlying patchwork process in a precise way.
Note that the corollary implies G and H have isomorphic Sylow p-subgroups for each prime p. In the course of our work on the solvable case, Klaus and I encountered the following natural question about defect groups:
QUESTION. Let B be a block over Z, of a finite group G. Is the defect group of B well defined, up to conjugation and suitable normalization, independently of the group G? (In particular, are any two defect groups for B isomorphic?)
Here "conjugation" refers to conjugation by a unit of B, rather than conjugation in any group. (This at least makes sense, if one replaces the usual defect group by its projection on B.) "Suitable normalization" is undefined, and finding a correct definition should be considered part of the problem. The principal block has a natural augmentation, and normalization of unit groups makes sense in the manner we explained at the beginning of this paper. The correct definition for general blocks is less obvious. Kiilshammer pointed out at the conference that, if P is a finite p-group, then Z,P@M, (Z,) may easily be a block of several finite groups G, with the defect group P not always embedded in the obvious way. (The notation M, refers here to n x n matrices.) However, if "normaliza-, tion" is taken in the broad sense of applying a natural quotient homomorphism in a subgroup of units, the answer to our question appears nevertheless to be '%ee the previous footnote, which indeed does tentatively announce a recent example using 2 in place of i.
positive for these examples.
The parenthetic simpler formulation of the defect group question is based on a remark of Jon Alperin.
A prototype positive answer to the defect group question is our theorem above, or rather its consequence for Sylow p-subgroups of the groups involved on groups with a normal psubgroup containing its centralizer.
As noted above, the p-adic group ring is just a single (principal) block in this case. It seems likely that the proof of this theorem will supply a similar positive answer to the defect group question for all blocks of solvable groups.
In the nonsolvable case there is not yet any empirical evidence one way or another. The question is, nevertheless, still reasonable, and a positive answer might be very helpful in reducing the general isomorphism problem to patchwork considerations, as in the solvable case. One can probably restrict attention here to the principal block and images of its defect group (a Sylow p-subgroup of a finite group G, as projected on the principal block of Z,G) under an augmentationpreserving automorphism of ZG.
One reason that conjugacy of p-groups, which effectively means their identification, can be so powerful, is an argument of Coleman [Cl. Although he only discusses p-group rings over modular fields, his argument shows that automizers (normalizers modulo centralizers) of p-subgroups of G are the same in the units of Z,G as they are in G. The same is true for the projections of G and these psubgroups on blocks, and the coefficients Z, could well be any DVR with residue field of characteristic p, or such a field itself. Apparently Puig has recently observed a similar result. by its generalized Fitting subgroup is determined, using a Sylow p-subgroup of the latter, modulo outer automorphisms of components [A] . We suggest that a positive answer to even a modest version of the defect group conjugacy question, for principal blocks, might well lead to obtaining the corollary above for the general finite group.
A number of researchers have expressed interest in the defect group question on its own merits. There is potential interaction, for example, with Puig's theory [P] of source algebras and with the general issue of finding some way to bound the number of (Morita equivalence classes of) blocks with a given defect group. Let ]G] = p3, C = (c), q, x = < -1 be as usual, and let t E G, t $ C, tP E C.
Consider a torsion3 unit u E (1 + r rad A)t and write u = (1 + ra)t, with a E r ad A.
We may of course assume G is noncommutative, so choose s E G with TV = cs. Observe that
LEMMA 1. We may assume a above lies in (s -l)p-lA,, + TA.
PROOF. Suppose we have a E CrzL (s -l)izi modulo TA, with xi E A,,. Put LEMMA 2. We may even assume a E (s -l)P-'AO + nnA (any n > 1).
PROOF. Choose m, k with a E (s -l)p-lAo + ?T~(s -l)"A + ?+lA, m 2 1, p -2 2 k 2 0, and write which proves the lemma, since the process is repeatable.
To complete the proof, using up = tP (which follows easily from the fact that 1 + (c -1)1(G) ' 1s t orsion-free in ZpG)X and up E (1 + (c -l)I(G))tP, with tP central). Take n large.
Write a = Cyzi aixi with xi E A 0". Applying one of our standard Chapter 3 arguments, we obtain that sixi centralizes H modulo 7r, thus xi centralizes H modulo X. Put AC0 = A$' n CA (H + nA/wA), a subring of A," stabilized by a. Thus I" = CyIi aiAFo is a subring containing a. Now one can just argue as in the p3 case, all conjugations being achieved without modifying H modulo RA. To be sure, in Lemma 1, the proof must go more slowly, since I"/,l?
need not be commutative.
More precisely, one should assume that a belongs to (a -l)"(rad P')m + (a -1) k+lI'r + TI", m > 0, and try to modify n to increase -m by one. The beginning of the calculation would be The remainder of the proof for the new Lemma 1 is as usual.
