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CPU : Intel Xeon CPU E5-2620 v4(2.10GHz)
RAM : 8.00GB
GPU : NVIDIA Quadro M2000
1
1.3.2 ソフトウェア
OS : Windows7 Professional(64bit)
統合開発環境 : CUDA 8.0
プログラミング言語 : Python 3.5.2
使用ライブラリ : Cupy 5.1.0
2
2 GPU





（General Purpose computing on Graphics Processing Unit）という．
2.1 GPUの構造
GPUの内部構造は並列処理を効率的に行えるよう階層構造が採用されている．ここで
は本研究で利用している NVIDIA 社の GPU の構造について述べる [3]．NVIDIA 社の
GPUには，SM(Streaming Multiprocessor)と呼ばれるユニットが複数配置されている．




本論文では，プログラミング言語 Python[4] のライブラリである Cupy を使用した．















ることを考える．時系列データ yt(t = 1, 2, . . . , T ) が与えられているとする．yt は状態
xt から確率的に生成されており，状態 xt は状態 xt−1 から確率的に決まると仮定する．
また，観測と状態にはノイズが加わるとする．式で表すと以下のようになる．
xt = f(xt−1,vt), vt ∼ p(v|θs). (1)
yt = h(xt,wt), wt ∼ p(w|θo). (2)
式 (1)をシステムモデル，式 (2)を観測モデルという．また，vt をシステムノイズ，wt
を観測ノイズという．p(v|θs)と p(w|θo)は，それぞれ θs と θo をパラメータとしてもつ
任意の確率分布とする．ただし，記号 ∼は確率分布から確率変数がサンプリングされる
ことを表す．なお，初期状態 x0 は確率分布 p(x0)に従うとする．式 (1)と式 (2)の 2式
をまとめて状態空間モデルという．状態空間モデルのイメージを図 1に示す．
状態空間モデルを以下のように表す場合もある．
xt ∼ p(xt|xt−1,θs). (3)
yt ∼ p(yt|xt,θo). (4)
なお，本論文では特に指定の無い限り，パラメータ θs と θo の明示的な記述を省略し
xt ∼ p(xt|xt−1), (5)





時系列データ yt(t = 1, 2, . . . , T ) が与えられている場合に，状態空間モデルを用いて未
知の状態 xt を推定することを状態推定という．状態推定では以下の 3つの分布を求める
ことで xt の推定を行う．
予測分布 ： p(xt|y1:t−1). (7)
フィルタ分布 ： p(xt|y1:t). (8)
平滑化分布 ： p(xt|y1:T ). (9)
3.2.1 マルコフ性
現在 (時刻 t)の状態の確率分布が直前 (時刻 t− 1)の状態のみに依存する性質をマルコ




を時刻 tにおける予測分布という．ある時刻 tより 1つ前の時刻 t− 1までの時系列デー
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を時刻 tにおける平滑化分布という．時刻 T までの全てのデータ y1:T が与えられている






p(xt|xt+1,y1:T )p(xt+1|y1:T )dxt+1 (19)
と変形できる．xt+1 が与えられたとき，xt は yt+1:T に対して有向分離が成り立ち条件
付き独立となる [7]ので
p(xt|xt+1,y1:T ) = p(xt|xt+1,y1:t) (20)
が成り立つ．また，ベイズの定理を用いることで





















となる．式 (22)の右辺の p(xt|y1:t)は時刻 tにおけるフィルタ分布，p(xt+1|xt)はシス
テムモデル，p(xt+1|y1:t)は時刻 tにおける予測分布，p(xt+1|y1:T )は時刻 t+ 1におけ




得られた分布 p(xt|y1:t′)から状態 xt の推定値を求めるには平均値，中央値，分布の最
大値などを用いる．















る．粒子フィルタではこの N 個の値それぞれを粒子という．N 個の粒子のうち，時刻 t
における i番目の粒子を x(i)t と表す．また，N 個の粒子の集合 {x(i)t }Ni=1 をアンサンブル
という．粒子フィルタではこのアンサンブルを用いて，予測分布とフィルタ分布をモンテ
カルロ法を用いて近似する．
また，各粒子 x(i)t はパラメータとして w(i)t をもち，
w
(i)











0 (x ̸= 0),
∞ (x = 0). (27)∫ ∞
−∞





0 (x ̸= 0),













δ(xt − x(i)t|t) (30)
と近似する．なお，時刻 t までのデータ y1:t が与えられていることを表すため，各粒子
x
(i)












δ(xt − x(i)t|t) (32)
と近似する．以下，この設定で考える．


























となる．ここで，時刻 t− 1における粒子 x(i)t−1|t−1 とシステムモデル p(xt|xt−1)を用い
てモンテカルロ法により x(i)t|t−1 を発生させる．実装上では，時刻 t− 1におけるアンサン
ブル {x(i)t−1|t−1}Ni=1 から時刻 tにおけるアンサンブル {x(i)t|t−1}Ni=1 を発生させることにな
















δ(xt − x(i)t|t−1) (35)
と近似する．
予測分布を近似し，アンサンブル {x(i)t|t−1}Ni=1 を得たら，それらを用いてフィルタ分布

































































をそれぞれ計算する．そして，正規化重み w′(i)t を各粒子 x(i)t|t−1 が選ばれる確率として復
















1. 初期状態のアンサンブル {x(i)0 }Ni=1 を生成し，tを 0とする．
2. tを t+ 1とする．
（a）システムモデル p(xt|xt−1)とシステムノイズ v(i)t を用いて粒子を更新する．
（b）新しいデータ yt を入力する．




3. t = T ならば終了．そうでないなら 2.にもどる．



















F−1(u) = k. (44)
これを経験分布の逆関数という．ただし，実数 uに対して k は以下の式 (45)を満たす自
然数とする．




U(0, 1)から N 個の乱数を発生させ，それぞれを経験分布の逆関数に入力し，抽出すべ














正規化重み w′(i)t と N の積を整数部分 ai と小数部分 bi に分ける．
ai = ⌊w′(i)t ·N⌋, (46)
bi = w
′(i)
t ·N − ai. (47)
ただし，⌊ · · ·⌋ は整数部を与える記号である．粒子 x(i)t|t−1 を ai 個複製し新たなアンサン
ブルの要素とすることを全ての粒子に対して行い，残りを粒子 x(i)t|t−1 が選ばれる確率が













均一リサンプリングでは，最初に (0, 1N ]で発生させた乱数を rとして，以下の処理を i
番目のコアに割りあてて並列に処理する．













ンでは時系列データとして y = sin(x)に [−0.5, 0.5]の一様分布に従うノイズ ut を加えた
ものを以下のように用意した．
yt = xt + ut, (49)
xt = sin(0.05t) (t = 0, 1, 2, · · · , 259). (50)
ただし，システムノイズ vt は平均 0，分散 0.3のガウス分布に従うものとした．また，並
列処理による計算時間の比較が容易である多項リサンプリングを用いた．
粒子フィルタを CPUによる逐次処理で行うアルゴリズムの実装を以下に示す．
1. 時系列データ y1:T を得る．
パラメータ N とシステムノイズ vt を設定する．
t = 0とする．
2. 初期状態 {x(i)0 }Ni=1 を乱数を用いて発生させる．
3. t← t+ 1とする．
（a）アンサンブル {x(i)t−1}Ni=1 にシステムノイズ vt を加える．










（e）各粒子に対して U(0, 1)に従う乱数 r(i) を発生させる．
（f）各乱数に対して k(i) = F−1(r(i))を計算し，{x(k(i))t−1 }Ni=1 を新たなアンサンブ
ルとする．
4. t = T ならば終了．そうでないなら 3.にもどる．




図 2 粒子数に対する CPUと GPUの経過時間の比較
図 3 粒子数に対する CPUと GPUの経過時間 (秒)の比較










て y = sin(x)に [−0.5, 0.5]の一様分布に従うノイズ ut を加えたものを以下のように用意
した．
yt = xt + ut, (51)
xt = sin(0.05t) (t = 0, 1, 2, · · · , 259). (52)
ただし，システムノイズ vt は平均 0，分散 0.3のガウス分布に従うものとした．粒子フィ






以上の設定で，粒子数 N を変えて複数回のシミュレーションを行った結果を以下の図 4
と図 5に示す．また，粒子数 N = 216 の場合について多項リサンプリングを用いて状態




図 5 粒子数に対する各リサンプリング手法による誤差 cの比較
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