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Abstract
In this paper we investigate approximation from shift-invariant spaces by using generalized sampling formulas. These sampling
formulas involve samples of filtered versions of the function itself. The considered systems include averaging samplers, and clas-
sical sampling of the function and its derivatives. Under appropriate hypotheses on the generator ϕ of the shift-invariant space
and on the involved systems, we derive stable generalized sampling formulas in a shift-invariant subspace of Lp(Rn). From these
generalized sampling formulas we construct approximation schemes valid for smooth functions. The approximation order depends
both on the order for which the Strang–Fix conditions are satisfied by ϕ, and on the largest order of the derivatives appearing in the
systems if any.
© 2007 Elsevier Inc. All rights reserved.
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1. Statement of the problem
As pointed out in [20] by Lei et al., there are many ways to construct approximation schemes with shift-invariant
spaces. Among them, they cite cardinal interpolation, quasi-interpolation, projection and convolution (see also Refs.
[1,8,11,14,16,17,24]). In this paper, an approximation scheme is proposed by using generalized sampling formulas.
Our aim is to provide a method to approximate a smooth function from samples of some filtered versions of the
function itself. For example, approximating a function f from a sequence consisting of samples of f , its derivatives,
and/or of the convolution f ∗ h, where the function h reflects the characteristics of the sampling devices.
For 1  p ∞, the shift-invariant space V pϕ is the closed subspace in Lp(Rn) generated by the integer shifts of
a single function ϕ ∈ Lp(Rn), i.e., V pϕ := spanLp(Rn){ϕ(· − α): α ∈ Zn}. Shift-invariant spaces are important in a
number of areas of analysis. Many spaces, encountered in approximation theory and in finite element analysis, are
generated by the integer shifts of a function ϕ (see, for instance, Refs. [9,10,18,22]). Shift-invariant spaces also play
a key role in the construction of wavelets [19].
* Corresponding author.
E-mail addresses: agarcia@math.uc3m.es (A.G. García), gperez@euitt.upm.es (G. Pérez-Villalón).1063-5203/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.acha.2007.06.002
A.G. García, G. Pérez-Villalón / Appl. Comput. Harmon. Anal. 24 (2008) 58–69 59An important particular case is the shift-invariant space V 2ϕ with stable generator ϕ ∈ L2(Rn), i.e., the sequence
{ϕ(· − α)}α∈Zn is a Riesz sequence in L2(Rn). In this case, V 2ϕ := {f (t) =
∑
α∈Zn aαϕ(t − α): {aα} ∈ 2(Zn)}.
Nowadays, sampling theory in shift-invariant spaces is a very active research topic since an appropriate choice for the
generator ϕ (for instance a B-spline) eliminates most of the problems associated with the classical Shannon’s sampling
theory, where the generator ϕ is the sinc function (see, among others, Refs. [2–4,27]).
Concerning generalized sampling, suppose that s linear time-invariant (convolution) systems Υj , j = 1,2, . . . , s,
are defined on the shift-invariant space V pϕ . In the mathematical terminology we are dealing with (continuous) op-
erators which commute with shifts. A generalized sampling formula in V pϕ is a sampling expansion which allows to
recover any function f ∈ V pϕ from the generalized samples {Υjf (rα)}α∈Zn, j=1,2,...,s , i.e.,
f (t) =
s∑
j=1
∑
α∈Zn
(Υjf )(rα)Sj (t − rα), t ∈ Rn, (1)
where the sampling period r ∈ N necessarily satisfies rn  s, and Sj ∈ V pϕ , j = 1,2, . . . , s, are the reconstruction
functions. For generalized sampling see Refs. [6,13,15,23,25,26]. Under suitable hypotheses on the generator ϕ and
on the systems, we derive in this work a stable generalized regular sampling formula in V pϕ . The involved samples
{Υjf (rα)}α∈Zn, j=1,2,...,s in formula (1) could be averaging samples and/or samples of f or its derivatives. Whenever
s = rn, there exists uniquely such a formula, whilst s > rn implies the existence of many such formulas. This flexibility
can be used to obtain reconstruction functions with prescribed properties; for instance, with compact support (see Refs.
[13,15]).
From a generalized sampling formula like (1) we can construct an approximation scheme as follows: For a suitable
smooth function f , consider the operator Γ , formally defined as
(Γf )(t) :=
s∑
j=1
∑
α∈Zn
(Υjf )(rα)Sj (t − rα), t ∈ Rn.
The aim is to obtain a good approximation of f by means of the scaled operator Γ h given by Γ h := σhΓ σ1/h, where
σhf := f (·/h), h > 0. Thus, the goal is to obtain an estimation of the type ‖Γ hf − f ‖p =O(hk) as h → 0+, where
1  p ∞, and k ∈ N denotes the approximation order. This constant k depends both on the order for which the
Strang–Fix conditions are satisfied by ϕ, and on the greatest order of the derivatives appearing in the systems Υj , if
any. All these steps will be carried out in the remaining sections.
2. The shift-invariant spaces V pϕ (1 p ∞)
We start this section by introducing some notations and preliminaries used in the sequel. We denote by C(Rn),
C0(Rn) and Cb(Rn) the space of continuous functions on Rn, the space of continuous functions on Rn vanishing at
∞ and the space of continuous bounded functions on Rn, respectively. For 1 p ∞, Lp(Rn) denotes the classical
Lebesgue space. We denote by p(Zn) (1 p < ∞) the space of pth power summable sequences on Zn, by ∞(Zn)
the bounded sequences, and by c0(Zn) the space of sequences on Zn vanishing at ∞.
Given a Lebesgue measurable function φ :Rn → C, set
|φ|p :=
( ∫
[0,1)n
( ∑
α∈Zn
∣∣φ(t − α)∣∣
)p
dt
)1/p
when 1 p < ∞,
|φ|∞ := sup
t∈[0,1)n
∑
α∈Zn
∣∣φ(t − α)∣∣.
For 1 p ∞, let
Lp(Rn) := {f :Rn → C measurable: |f |p < ∞}.
Equipped with the norm | · |p , Lp(Rn) becomes a Banach space. These spaces are profusely used by Jia and Micchelli
in [19]. See also the classical paper by Benedek and Panzone [7].
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L∞(Rn) ⊂ Lp(Rn) ⊂ Lp′(Rn) ⊂ L1(Rn) = L1(Rn) for 1 p′  p ∞. Observe that if there are constants C > 0
and δ > 0 such that∣∣φ(t)∣∣ C
1 + |t |n+δ , t ∈ R
n,
then φ ∈ L∞(Rn).
Given a function φ ∈ Lp(Rn) and a sequence a ∈ ∞(Zn), the semi-discrete convolution product is defined by
φ ∗′ a :=
∑
α∈Zn
a(α)φ(· − α).
In [19] we can find the following useful inequalities (see Theorems 2.1 and 3.1, respectively):
• If φ ∈ Lp(Rn) (1 p ∞) then
|φ ∗′ a|p  |φ|p‖a‖1 and ‖φ ∗′ a‖p  |φ|p‖a‖p. (2)
• If f ∈ Lp(R) (respectively f ∈ Lp(Rn)) and h ∈ Lq(Rn) (1 p ∞, 1/p + 1/q = 1) then∥∥{h ∗ f (α)}
α∈Zn
∥∥
1  |h|q |f |p and
∥∥{h ∗ f (α)}
α∈Zn
∥∥
p
 |h|q‖f ‖p, (3)
where, as usual, the convolution is given by h ∗ f := ∫
Rn
f (x)h(· − x)dx.
We denote the Fourier transform of f by fˆ (ξ) := ∫
Rn
f (t)e−2πiξ t dt .
Throughout this section p denotes a fixed number satisfying 1 p ∞. First, we state the p-stable concept as
established in [19]:
Definition 1. We say that the integer translates of ϕ ∈ Lp(Rn) are p-stable if there exists a constant Ap > 0 such that
Ap‖a‖p  ‖ϕ ∗′ a‖p for all a ∈ p
(
Z
n
)
. (4)
A necessary and sufficient condition for ϕ ∈ Lp(Rn) to have p-stable integer translates is that it satisfies
sup
α∈Zn
∣∣ϕˆ(w + α)∣∣> 0 for all w ∈ Rn.
(See [19, Theorem 3.5]). Notice that this last condition does not depend on p.
Let V pϕ be the Lp-closure of the linear span of the integer translates of ϕ, i.e.,
V pϕ := spanLp(Rn)
{
ϕ(t − α): α ∈ Zn}.
If the integer translates of ϕ ∈ Lp(Rn) are p-stable, then this space can be expressed as
V pϕ =
{
ϕ ∗′ a: a ∈ p(Zn)} if 1 p < ∞,
or
V ∞ϕ =
{
ϕ ∗′ a: a ∈ c0
(
Z
n
)}
if p = ∞.
(See the proof of Lemma 5.1 in [20].) As a consequence, for 1 p′ < p ∞ we have the set inclusion V p′ϕ ⊂ V pϕ .
For more details and properties on shift-invariant spaces in Lp(Rn) see [5].
On the other hand, Zhou and Sun have characterized in [27, Lemma 1] when the shift-invariant space V 2ϕ is a space
of continuous functions. In the following theorem we obtain its counterpart for the spaces V pϕ .
Theorem 1. Let 1 p,q ∞ with 1/p + 1/q = 1. The following assertions are equivalent:
(a) For each sequence a ∈ p(Zn) (a ∈ c0(Zn) if p = ∞), the series ∑α∈Zn a(α)ϕ(t − α) converges to a continuous
function on Rn.
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Assuming that the equivalent conditions hold and that the integer translates of ϕ ∈ Lp(Rn) are p-stable, the conver-
gence in the Lp-sense of a sequence in V pϕ implies uniform convergence on Rn.
Proof. Assume first that (a) holds. For any fixed t ∈ [0,1)n we have that the series ∑α∈Zn |a(α)ϕ(t − α)| converges
for all a ∈ p(Zn) (a ∈ c0(Zn) if p = ∞). For each N ∈ N we consider the bounded linear functional
Λt,N :
p
(
Z
n
)→ C
a →
∑
|α|<N
a(α)ϕ(t − α)
(Λt,N :c0(Zn) → C if p = ∞). For all a ∈ p(Zn), we have that
sup
N∈N
∣∣Λt,N(a)∣∣< ∑
α∈Zn
∣∣a(α)ϕ(t − α)∣∣< ∞.
Using the Banach–Steinhaus theorem we obtain that, for any fixed t ∈ [0,1)n, the norm ‖Λt,N‖ is uniformly bounded
on N ∈ N. Since ‖Λt,N‖ = (∑|α|<N |ϕ(t − α)|q)1/q for q < ∞, and ‖Λt,N‖ = sup|α|<N |ϕ(t − α)| for q = ∞, we
have that ‖{ϕ(t − α)}α∈Zn‖q < ∞.
Now, for each t ∈ [0,1)n, we consider the bounded linear operator
Λt :
p
(
Z
n
)→ C
a →
∑
α∈Zn
a(α)ϕ(t − α)
(Λt :c0(Zn) → C if p = ∞). Since, for each a ∈ p(Zn) (a ∈ c0(Zn) if p = ∞), (ϕ ∗′ a)(t) =∑α∈Zn a(α)ϕ(t − α)
is a continuous function on Rn, we have that
sup
t∈[0,1)n
|Λta| = sup
t∈[0,1)n
∣∣(ϕ ∗′ a)(t)∣∣< ∞.
Therefore, using again the Banach–Steinhaus theorem we have that
sup
t∈[0,1)n
‖Λt‖ = sup
t∈[0,1)n
∥∥{ϕ(t − α)}
α∈Zn
∥∥
q
< ∞,
which proves (b).
Assume now that (b) holds and let a ∈ p(Zn) (a ∈ c0(Zn) if p = ∞). For each N ∈ N, we have∣∣∣∣∣
∑
|α|>N
a(α)ϕ(t − α)
∣∣∣∣∣
( ∑
|α|>N
∣∣a(α)∣∣p
)1/p
sup
t∈Rn
∥∥{ϕ(t − α)}
α∈Zn
∥∥
q
(∣∣∣∣∣
∑
|α|>N
a(α)ϕ(t − α)
∣∣∣∣∣ sup|α|>N
∣∣a(α)∣∣ sup
t∈[0,1)n
∥∥{ϕ(t − α)}
α∈Zn
∥∥
1 < ∞ if p = ∞
)
.
Then
∑
α∈Zn a(α)ϕ(t − α) converges uniformly on Rn. Therefore, since ϕ(t − α), α ∈ Zn, are continuous functions
on Rn, the function (ϕ ∗′ a)(t) =∑α∈Zn a(α)ϕ(t − α) is continuous on Rn.
Moreover, for any f = ϕ ∗′ a ∈ V pϕ , we have∣∣f (t)∣∣ ‖a‖p∥∥{ϕ(t − α)}α∈Zn∥∥q A−1p sup
t∈R
∥∥{ϕ(t − α)}
α∈Zn
∥∥
q
‖f ‖p, t ∈ Rn,
where we have used the stability condition (4). This inequality proves that convergence in the Lp-sense of a sequence
in V pϕ implies uniform convergence on Rn. 
Notice that when p = 1 or p = ∞ the condition (b) in Proposition 1 can be written as ϕ ∈ Cb(Rn) or ϕ ∈ L∞(Rn)∩
C(Rn), respectively.
62 A.G. García, G. Pérez-Villalón / Appl. Comput. Harmon. Anal. 24 (2008) 58–693. Generalized regular sampling in shift-invariant spaces
Suppose that s linear time-invariant systems Υj , j = 1,2, . . . , s, are defined on the shift-invariant space V pϕ . The
aim in this section is to derive stable generalized sampling formulas involving the samples {Υjf (rα)}α∈Zn, j=1,2,...,s ,
i.e.,
f (t) =
s∑
j=1
∑
α∈Zn
(Υjf )(rα)Sj (t − rα), t ∈ Rn,
where the sampling period r ∈ N necessarily satisfies rn  s, and Sj , j = 1,2, . . . , s, are the reconstruction functions.
3.1. The reconstruction functions
Let p be a fixed number satisfying 1  p ∞ and assume that the generator ϕ belongs to Lp(Rn), its integer
translates are p-stable, and it satisfies the equivalent conditions in Theorem 1.
First of all, we introduce some notation. For a point x = (x1, x2, . . . , xn) ∈ Rn and an n-tuple of nonneg-
ative integers α = (α1, α2, . . . , αn) ∈ Zn we denote αx := ∑nk=1 αkxk . Let N0 := N ∪ {0}. For a multi-index
β = (β1, β2, . . . , βn) ∈ Nn0, Dβ stands for the differential operator Dβ := Dβ11 Dβ22 · · ·Dβnn , and |β| :=
∑n
j=1 |βj |
for its order. The space Cmb (Rn) consists of all functions f which, together with all their partial derivatives Dβf
of order |β|  m, are continuous and bounded on Rn. The space Cmb (Rn) becomes a Banach space with the norm
‖f ‖Cmb := max|β|m supt∈Rn |Dβf (t)|.
We consider s linear time-invariant system Υj , j = 1,2, . . . , s, of the following types:
(a) The impulse response hj of Υj belongs to Lq(Rn), where p and q are conjugate exponents, i.e.,
(Υjf )(t) := [f ∗ hj ](t) =
∫
Rn
f (x)hj (t − x)dx, t ∈ Rn,
for hj ∈ Lq(Rn) and q satisfying 1/p + 1/q = 1.
(b) The impulse response hj is a shifted Dirac delta, i.e.,
(Υjf )(t) := f (t + cj ), t ∈ Rn.
If there is a system of this type, we also assume that ϕ ∈ L∞(Rn).
(c) The impulse response hj is a linear combination of partial derivatives of shifted deltas, i.e.,
(Υjf )(t) :=
∑
|β|Nj
cj,βD
βf (t + dj,β), t ∈ Rn.
If there is a system of this type, we also assume that Dβϕ ∈ L∞(Rn) ∩ C(Rn) for |β|Nj .
Any system of type (b) is a particular case of a system of type (c), but for the sake of clarity we treat both cases
separately. We denote by m the largest order among the partial derivatives that appear in the systems of type (c) (m = 0
if there are only systems of types (a) and/or (b)).
Let A be the set of the functions of the form f (x) =∑α∈Zn a(α)e2πiαx with a ∈ 1(Zn). The space A, normed by‖f ‖A := ‖a‖1 and with pointwise multiplication is a commutative Banach algebra. If f ∈A and f (x) = 0 for every
x ∈ Rn, the function 1/f is also in A by Wiener’s lemma (see e.g. [21]).
For each j = 1,2, . . . , s, the sequence {Υjϕ(α)}α∈Zn belongs to 1(Zn) (see (3) for systems of type (a); for systems
of type (b) or (c) it is obvious, since ϕ ∈ L∞(Rn) or Dβϕ ∈ L∞(Rn)). The Fourier transform of this sequence, which
belongs to the Banach algebra A, will play an important role in the sequel. We denote it by
gj (x) :=
∑
n
(Υjϕ)(α)e
−2πiαx, x ∈ Rn.α∈Z
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m1
r
,
m2
r
, . . . ,
mn
r
)
: mk ∈ {0,1, . . . , r − 1}, k = 1,2, . . . , n
}
ordered in any form such that γ1 = (0,0, . . . ,0). For example, they can be ordered according to the sum 0m1 +m2 +
· · · + mn  n(r − 1), and whenever two sums coincide, we can use the lexicographic ordering in (m1,m2, . . . ,mn).
Let G(x) be the s × rn matrix
G(x) :=
⎡
⎢⎢⎣
g1(x) g1(x + γ2) · · · g1(x + γrn)
g2(x) g2(x + γ2) · · · g2(x + γrn)
...
...
...
gs(x) gs(x + γ2) · · · gs(x + γrn)
⎤
⎥⎥⎦ . (5)
The vectors d in the next lemma give the reconstruction functions that we are looking for.
Lemma 1. There exists a vector d(x) = (d1(x), d2(x), . . . , ds(x)) with entries dj ∈A, j = 1,2, . . . , s, and satisfying
d(x)G(x) = (1,0, . . . ,0), x ∈ [0,1)n, (6)
if and only if rank G(x) = rn for all x ∈ Rn.
Proof. Notice that rank G(x) = rn if and only if det(G∗(x)G(x)) = 0 where G∗(x) denotes the conjugate transpose
of G(x). If rank G(x) = rn then the first row of the pseudo-inverse of G(x),
G†(x) := (G∗(x)G(x))−1G∗(x)
satisfies (6). Moreover, according to Wiener’s lemma the entries of G† belong to A.
Conversely, assume that the vector d(x) = (d1(x), d2(x), . . . , ds(x)) satisfies (6). We consider the periodic exten-
sion of dj , i.e., dj (x + α) = dj (x), α ∈ Zn. For all x ∈ [0,1)n, the matrix
D(x) :=
⎡
⎢⎢⎣
d1(x) d2(x) · · · ds(x)
d1(x + γ2) d2(x + γ2) · · · ds(x + γ2)
...
...
...
d1(x + γrn) d2(x + γrn) · · · ds(x + γrn)
⎤
⎥⎥⎦ (7)
is a left inverse of G(x). Therefore, necessarily rank G(x) = rn, for all x ∈ [0,1)n. 
Provided that the condition of Lemma 1 is satisfied, it can be easily checked that all the vectors d(x) with entries
in A, and satisfying (6) are exactly the first row of the matrices of the form
D(x) = G†(x) + U(x)[I − G(x)G†(x)], (8)
where U(x) is any matrix with entries in A. Notice that if s = rn there exists a unique vector d(x), which is the first
row of G−1(x); if s > rn there are many solutions according to (8).
Theorem 2. Let d(x) = (d1(x), d2(x), . . . , ds(x)) be a vector with entries dj ∈A, j = 1,2, . . . , s, and satisfying (6).
Then, for any f ∈ span{ϕ(· − α)}α∈Zn the following sampling expansion holds:
f (t) =
s∑
j=1
∑
α∈Zn
(Υjf )(rα)Sj,d(t − rα), t ∈ Rn,
where the reconstruction function Sj,d is given by Sj,d(t) = rn∑α∈Zn dˆj [α]ϕ(t − α), t ∈ Rn, with dˆj [α] :=∫
[0,1)n dj (x)e
2πiαx dx, α ∈ Zn, the Fourier coefficients of dj , for j = 1,2, . . . , s. The convergence of the sampling
series is in the Lp-norm sense and uniform on Rn.
Proof. For F(x) =∑α∈Zn a(α)e−2πiαx ∈A, we define Tϕ :A→ Lp(Rn) as TϕF := ϕ ∗′ a. Notice that (2) ensures
that Tϕ is a well-defined bounded operator.
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trigonometric polynomial F(x) := ∑α∈Zn a(α)e−2πiαx , so that TϕF = f . For any j = 1,2, . . . , s and α ∈ Zn, we
have
(Υjf )(rα) =
∑
μ
a(μ)(Υjϕ)(rα − μ) =
〈
F,gj e
−2πirαx 〉
L2([0,1)n) =
∫
[0,1)n
F (x)gj (x)e
2πirαx dx.
The sequence {e−2πirαx}α∈Zn is an orthogonal basis for L2([0,1/r)n); in order to recover F from the samples
(Υjf )(rα), α ∈ Zn, we use the following expression involving an integral on the cube [0,1/r)n,
(Υjf )(rα) =
rn∑
k=1
∫
γk+[0,1/r)n
F (x)gj (x)e
2πirαx dx =
∫
[0,1/r)n
rn∑
k=1
F(x + γk)gj (x + γk)e2πirαx dx. (9)
Thus, the samples {(Υjf )(rα)}α∈Zn , are the Fourier coefficients of the continuous function∑rnk=1 F(x+γk)gj (x+γk)
with respect to the orthogonal basis {e−2πirαx}α∈Zn for L2([0,1/r)n). Since {Υjϕ(α)}α∈Zn ∈ 1(Zn) we have that
{Υjf (rα)}α∈Zn ∈ 1(Zn) (remind that (Υjf )(rα) =∑finite a(μ)(Υjϕ)(rα − μ)). Therefore, for j = 1,2, . . . , s, we
have
rn∑
k=1
F(x + γk)gj (x + γk) = rn
∑
α∈Zn
(Υjf )(rα)e
−2πirαx, x ∈ [0,1/r)n.
By periodicity, the above equality also holds for all x ∈ [0,1)n. Hence we can write
G(x)F(x) = rn
( ∑
α∈Zn
(Υ1f )(rα)e
−2πirαx, . . . ,
∑
α∈Zn
(Υsf )(rα)e
−2πirαx
)
where G(x) is the s × rn matrix, defined in (5) and
F(x) := (F(x + γ1),F (x + γ2), . . . ,F (x + γrn)).
Multiplying on the left by the vector d(x), and having in mind that we have taken γ1 = (0,0, . . . ,0), we obtain F(x)
by means of the generalized samples:
F(x) = rn
s∑
j=1
∑
α∈Zn
(Υjf )(rα)dj (x)e
−2πirαx, x ∈ [0,1)n. (10)
Since {(Υjf )(rα)}α∈Zn belongs to 1(Zn) and dj ∈A, the series in (10) also converges in the norm of A. Indeed, for
N ∈ N,∥∥∥∥∥
∑
|α|>N
(Υjf )(rα)dj (x)e
−2πirαx
∥∥∥∥∥A  ‖dj‖A
∥∥∥∥∥
∑
|α|>N
(Υjf )(rα)e
−2πirαx
∥∥∥∥∥A = ‖dj‖A
∑
|α|>N
∣∣(Υjf )(rα)∣∣.
Applying Tϕ to both sides of the equality (10), and using that[Tϕdj (·)e−2πirα·](t) = [Tϕdj ](t − rα), α ∈ Zn,
we deduce that
f =
s∑
j=1
∑
α∈Zn
(Υjf )(rα)Sj,d(· − rα) in Lp
(
R
n
)
,
where Sj,d = rnTϕdj , for j = 1,2, . . . , s.
The reconstruction functions Sj,d, j = 1,2, . . . , s, are determined from the Fourier coefficients of dj , dˆj [α] :=∫
[0,1)n dj (x)e
2πiαx dx. More specifically,
Sj,d(t) = rn
∑
n
dˆj [α]ϕ(t − α), t ∈ Rn. (11)
α∈Z
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V 1ϕ ⊂ V pϕ . Hence, the partial sums of the above sampling series are in V pϕ . Then, as a consequence of Theorem 1, these
partial sums also converge uniformly on Rn. 
Since dj ∈A and ϕ ∈ Lp(Rn), by using (2) we obtain that the above reconstruction functions satisfy:
Sj,d ∈ Lp
(
R
n
)
, j = 1,2, . . . , s. (12)
The Fourier transform of Sj,d can be determined from dj . Indeed, from (11),
Sˆj,d(w) = rndj (w)ϕˆ(w), w ∈ Rn.
In the case s = rn, there is a unique vector d(x) satisfying (6), which is the first row of the matrix G−1(x) = D(x) in
the notation of (7). Then, using (9), we obtain that the reconstruction functions Sj,d satisfy in this case an interpolatory
property, namely:
(Υj ′Sj,d)(rα) = rn
∫
[0,1/r)n
rn∑
k=1
dj (x + γk)gj ′(x + γk)e2πirαx dx
= δj ′,j rn
∫
[0,1/r)n
e2πirαx dx =
{
1, j = j ′ and α = 0,
0, otherwise.
3.2. The generalized sampling formula in V ∞ϕ
We assume the hypotheses in Section 3.1 for p = ∞. Recall that m stands for the largest order among the partial
derivatives appearing in systems of the type (c) (m = 0 if there are only systems of the types (a) and (b)). Associated
with a vector d(x) = (d1(x), d2(x), . . . , ds(x)) with entries dj ∈A, j = 1,2, . . . , s, and satisfying (6), we introduce
the operator Γd, formally defined as
(Γdf )(t) :=
s∑
j=1
∑
α∈Zn
(Υjf )(rα)Sj,d(t − rα). (13)
Lemma 2. For any vector d satisfying (6) with entries in A, there exists a constant K > 0 such that, for each f ∈
Cmb (R
n),∣∣(Γdf )(t)∣∣K‖f ‖Cmb for all t ∈ Rn.
Proof. If the system Υj is of the type (a), then for all f ∈ Cmb (Rn),∣∣Υjf (α)∣∣ ‖hj‖1‖f ‖∞  ‖hj‖1‖f ‖Cmb , α ∈ Zn.
If the system Υj is of the type (c) (including in particular the type (b)) then for all f ∈ Cmb (Rn),∣∣Υjf (α)∣∣ ∑
|β|Nj
|cj,β |
∣∣Dβf (α + dj,β)∣∣M max|β|Nj |cj,β |‖f ‖Cmb , α ∈ Zn,
for some constant M . Since Sj,d ∈ L∞(Rn) (see (12)), then, for any f ∈ Cmb (Rn),
∣∣Γdf (t)∣∣ s∑
j=1
∣∣∣∣∣
∑
α∈Zn
(Υjf )(α)Sj,d(t − α)
∣∣∣∣∣
s∑
j=1
∥∥{Υjf (α)}n∈Zn∥∥∞|Sj,d|∞ K‖f ‖Cmb , t ∈ Rn,
where K is a constant independent of f . 
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Then, for any f ∈ V ∞ϕ , the following sampling formula holds pointwise:
f (t) =
s∑
j=1
∑
α∈Zn
(Υjf )(rα)Sj,d(t − rα), t ∈ Rn, (14)
where the reconstruction function Sj,d, given by (11), belongs to L∞(Rn) for each j = 1,2, . . . , s. Assuming that ϕ,
Dβϕ ∈ C0(Rn), |β|m, and that the impulse responses of the linear time-invariant systems Υj have compact support,
then the convergence of the sampling series is also absolute and uniform on Rn.
Proof. Let f ∈ V ∞ϕ and a ∈ c0(Zn) such that f (t) =
∑
α∈Zn a(α)ϕ(t − α). For M ∈ N we define
fM(t) :=
∑
|α|M
a(α)ϕ(t − α).
From the assumptions on ϕ we have that fM ∈ Cmb (Rn). Moreover, for |β|m and M > N > 0, we have∣∣Dβ(fM − fN)(t)∣∣ ∑
N<|α|M
∣∣a(α)∣∣∣∣Dβϕ(t − α)∣∣ sup
N<|α|M
∣∣a(α)∣∣∣∣Dβϕ∣∣∞, t ∈ Rn.
Since the sequence a ∈ c0(Zn), {fM}∞M=1 is a Cauchy sequence in the Banach space Cmb (Rn), we deduce that fM
converges in the Cmb -norm to f as M → ∞. In particular f ∈ Cmb (Rn). Using Theorem 2 and Lemma 2 we obtain
that, for all t ∈ Rn,
0
∣∣fM(t) − Γdf (t)∣∣= ∣∣[Γd(fM − f )](t)∣∣K‖fM − f ‖Cmb → 0 as M → ∞,
and then Γdf (t) = f (t) for all t ∈ Rn. This proves that the sampling formula (14) holds pointwise. It remains to prove
the absolute and uniform convergence of the series in (14). Let |β|m. Assuming that Dβϕ ∈ C0(Rn) we have that
DβfM ∈ C0(Rn). Since DβfM converges uniformly to Dβf on Rn, and C0(Rn) is a closed subspace in L∞(Rn), we
obtain that Dβf ∈ C0(Rn). From this fact and using that the impulse responses of Υj has compact support (whenever
Υj is a system of type (a)), we obtain that {(Υjf )(rα)}α∈Zn ∈ c0(Rn) for each j = 1,2, . . . , s. Hence, by using that
Sj,d ∈ L∞(Rn) and the inequality∑
|α|>N
∣∣(Υjf )(rα)Sj,d(t − rα)∣∣ sup
|α|>N
∣∣(Υjf )(rα)∣∣|Sj,d|∞, t ∈ Rn, N ∈ N,
we obtain that the series in (14) converges absolutely and uniformly on Rn. 
Observe that, under the assumed hypotheses, in the proof of the theorem we have obtained that:
V ∞ϕ ⊂ Cmb
(
R
n
)
. (15)
The reconstruction method in V pϕ (1  p  ∞) given by formula (14) is stable in the following way: If
‖{(Υjf )(rα) − (Υjg)(rα)}‖p is small for f,g ∈ V pϕ and j = 1,2, . . . , s, then ‖f − g‖p is also small. More pre-
cisely, consider j,α := (Υjf )(rα) − (Υjg)(rα). We have
‖f − g‖p =
∥∥∥∥∥
s∑
j=1
∑
α∈Zn
j,αSj,d(· − rα)
∥∥∥∥∥
p
=
∥∥∥∥∥
s∑
j=1
∑
α∈Zn
˜j,αSj,d(· − α)
∥∥∥∥∥
p
,
where
˜j,α′ :=
{
j,α, if α′ = rα,
0, otherwise.
Hence, denoting ˜j = {˜j,α}α∈Zn and j = {j,α}α∈Zn we obtain
‖f − g‖p =
∥∥∥∥∥
s∑
j=1
Sj,d ∗′ ˜j
∥∥∥∥∥
p

s∑
j=1
‖j‖p|Sj,d|p 
(
max
1js
|Sj,d|p
) s∑
j=1
‖j‖p,
where we have used that Sj,d ∈ L∞(Rn) ⊂ Lp(Rn), 1 p < ∞, for each j = 1,2, . . . , s, the corresponding inequality
in (2) and also that ‖˜j‖p = ‖j‖p for each j = 1,2, . . . , s.
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We denote by Wkp(Rn) := {f : ‖Dγ f ‖p < ∞, |γ | k} the usual Sobolev space, and by |f |j,p :=
∑
|β|=j ‖Dβf ‖p
the seminorm of a function f ∈ Wkp(Rn), 0 j  k.
Our approximation results are based on known results about approximation from shift-invariant spaces. For m = 0
(there are only systems of the types (a) and (b)) we use the following theorem whose proof can be found in [20,
Theorem 5.2]:
Theorem 4. Assume that ess supt∈Rn
∑
α∈Zn |ϕ(t +α)|(1 + |t +α|)k < ∞ for some k ∈ N. If the generator ϕ satisfies
the Strang–Fix conditions of order k, i.e.,
ϕˆ(0) = 0, Dβϕˆ(α) = 0, |β| < k, α ∈ Zn \ {0},
then, for each f ∈ Wkp(Rn), 1 p ∞, and h > 0 there exists a function ξh ∈ σhV pϕ such that
‖ξh − f ‖p K|f |k,phk,
where K is a constant independent of f , p and h.
See [20, Theorem 5.3] for a converse result. For m > 0, we also assume that the generator ϕ has compact support,
and we use the following result by Jia [17]:
Theorem 5. Let φ ∈ Wjp(Rn), where 1  p ∞ and 0  j < k, and φ˜ ∈ Lq(Rn) (1/p + 1/q = 1) be compactly
supported functions and let Q be the quasi-projection operator given by
(Qf )(t) :=
∑
α∈Zn
〈
f, φ˜(· − α)〉
L2(Rn)φ(t − α). (16)
If Qπ = π for all polynomials π of degree at most k − 1, then
|f − Qhf |j,p Khk−j |f |k,p, f ∈ Wkp
(
R
n
)
,
where Qh := σhQσ1/h, σhf (·) := f (·/h), and K is a constant independent of h > 0, f and p.
4.1. L∞-approximation properties
In this section we assume the hypotheses in Section 3.1 for p = ∞. In Theorem 3 we have proved that any vector
d with entries dj ∈A, and satisfying (6), provides a generalized sampling formula for the shift-invariant space V ∞ϕ .
In this section we prove that a scaled version of the sampling formula (14) gives a good approximation scheme
for functions f sufficiently smooth. More precisely, we prove that, under appropriate conditions, if the generator ϕ
satisfies the Strang–Fix conditions of order k the operator Γd provides approximation order k − m in the uniform
norm, i.e.,∥∥Γ hd f − f ∥∥∞ =O(hk−m) as h → 0+,
where Γ hd := σhΓdσ1/h. Recall that m = 0 whenever the involved systems are all of types (a) and/or (b), and m denotes
the largest order among the partial derivatives appearing in systems of type (c).
Corollary 1. Assume that the systems Υj , j = 1,2, . . . , s, are of the types (a) and (b), and that ess supt∈Rn
∑
α∈Zn |ϕ(t+
α)|(1 + |t + α|)k < ∞ for some k ∈ N. If the generator ϕ satisfies the Strang–Fix conditions of order k then, for each
f ∈ C(Rn) ∩ Wk∞(Rn) and 0 < h 1, we have∥∥f − Γ hd f ∥∥∞ K|f |k,∞hk,
where the constant K is independent of f and h.
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Lemma 2, there exists a constant M > 0 such that ‖Γdg‖∞ M‖g‖Cmb for all g ∈ Cmb (Rn). Thus, Lebesgue’s lemma[12, p. 30] gives∥∥f − Γ hd f ∥∥∞ K infξ∈σhV ∞ϕ ‖ξ − f ‖Cmb , (17)
where K > 0 is a constant independent of f and h. For m = 0, the above inequality for all f ∈ Cb(Rn) and 0 < h 1
reads ‖f − Γ hd f ‖∞ K infξ∈σhV ∞ϕ ‖ξ − f ‖∞, and the result follows from Theorem 4. 
Corollary 2. Assume that ϕ is a compactly supported generator in Wk∞(Rn) and k > m. If the generator ϕ satisfies
the Strang–Fix conditions of order k then, for each f ∈ C0(Rn) ∩ Wk∞(Rn) and 0 < h 1, the following inequality
holds:∥∥f − Γ hd f ∥∥∞ K|f |k,∞hk−m,
where the constant K is independent of f and h.
Proof. If ϕ satisfies the Strang–Fix conditions of order k, there exists a compactly supported function ϕ˜ ∈ L1(Rn)
such that Qπ = π for all π polynomial of degree at most k−1, where (Qf )(t) :=∑α∈Zn〈f, ϕ˜(·−α)〉L2(Rn)ϕ(t −α).
An example of such a function ϕ˜ can be found in [20, Theorem 6.1]. Notice that for f ∈ C0(Rn) we have that
{〈f, ϕ˜(· − α)〉L2(Rn)}α∈Zn ∈ c0(Zn) and hence Qf ∈ V ∞ϕ . Moreover, from Theorem 5, for j = 0,1, . . . ,m, we have
that
|f − Qhf |j,∞ Kjhk−j |f |k,∞, f ∈ Wk∞
(
R
n
)
,
where the constants Kj , j = 1,2, . . . , s, are independent of f and h. By using Lebesgue’s lemma (17) and Theorem 5,
for any f ∈ C0(Rn) ∩ Wk∞(Rn) we obtain∥∥f − Γ hd f ∥∥∞  C infξ∈σhV ∞ϕ ‖ξ − f ‖Cmb  C‖Qhf − f ‖Cmb
= C max
|β|m
∥∥DβQhf − Dβf ∥∥∞ C
m∑
j=1
|Qhf − f |j,∞
 C|f |k,∞
m∑
j=1
Kjh
k−j  C
(
m∑
j=1
Kj
)
|f |k,∞hk−m,
where the constant C is independent of f and h. 
4.2. Lp-approximation properties (1 p < ∞)
We assume here that all the systems Υj , j = 1,2, . . . , s, are of type (a), i.e., Υjf = hj ∗ f with hj ∈ Lq(Rn)
(1/p+1/q = 1), j = 1,2, . . . , s. Besides, we assume the hypotheses in Section 3.1, and that ϕ satisfies the Strang–Fix
conditions of order k. In this section we prove that ‖Γ hd f −f ‖p =O(hk) as h → 0+ for any function f in the Sobolev
space Wkp(Rn). First, we note that Γd defines a projector onto V pϕ . Indeed, let d(x) = (d1(x), d2(x), . . . , ds(x)) be a
vector with entries dj ∈A, j = 1,2, . . . , s, and satisfying (6). By using inequalities (3) and (2) it is straightforward to
prove that the operator
Γd :
(
Lp,‖ · ‖p
)→ (V pϕ ,‖ · ‖p), (Γdf )(t) :=
s∑
j=1
∑
α∈Zn
(Υjf )(rα)Sj,d(t − rα)
is a well-defined bounded operator onto V pϕ . Besides, Γdf = f for all f ∈ V pϕ . Indeed, from Theorem 2, Γdf = f
for each f in span{ϕ(· − α)}α∈Zn . Given f ∈ V pϕ , let {fM}M∈N be a sequence in span{ϕ(· − α)}α∈Zn such that
‖fM − f ‖p → 0 as M → ∞. Since
0 ‖fM − Γdf ‖p = ‖ΓdfM − Γdf ‖p  ‖Γd‖‖fM − f ‖p → 0 as M → ∞,
we obtain that Γdf = f . Finally, an application of Theorem 4 gives the following corollary:
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∑
α∈Zn |ϕ(t +α)|(1+|t +α|)k < ∞ for some k ∈ N. If the generator ϕ satisfies
the Strang–Fix conditions of order k, then, for each f ∈ Wkp(Rn) and h > 0∥∥f − Γ hd f ∥∥p K|f |k,phk,
where the constant K is independent of f , p and h.
Proof. Using that Γ hd ξ = ξ for each ξ ∈ σhV pϕ then, for each f ∈ Lp(Rn) and ξ ∈ σhV pϕ , Lebesgue’s lemma gives∥∥f − Γ hd f ∥∥p  (1 + ‖Γd‖) min
ξ∈σhV pϕ
‖f − ξ‖p,
where we have used that ‖Γ hd ‖ = ‖Γd‖. Now, Theorem 4 gives the desired result. 
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