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Global–in–time existence for liquid mixtures subject to a
generalised incompressibility constraint
Pierre-Étienne Druet
Abstract
We consider a system of partial differential equations describing diffusive and convective mass
transport in a fluid mixture of N > 1 chemical species. A weighted sum of the partial mass den-
sities of the chemical species is assumed to be constant, which expresses the incompressibility
of the fluid, while accounting for different reference sizes of the involved molecules. This condition
is different from the usual assumption of a constant total mass density, and it leads in particular to
a non-solenoidal velocity field in the Navier-Stokes equations. In turn, the pressure gradient oc-
curs in the diffusion fluxes, so that the PDE–system of mass transport equations and momentum
balance is fully coupled. Another striking feature of such incompressible mixtures is the algebraic
formula connecting the pressure and the densities, which can be exploited to prove a pressure
bound in L1. In this paper, we consider incompressible initial states with bounded energy and
show the global existence of weak solutions with defect measure.
1 Introduction
The paper is devoted to the weak solutions analysis of recent models for the diffusive mass transport
in multicomponent incompressible fluids. Consider a molecular mixture, assumed in a fluid phase, of
N ∈ N chemical substances A1, . . . ,AN. The temperature θ > 0 of the physical system is assumed
constant. The mass densities of the chemical species in the mixture are denoted ρ1, . . . , ρN . Empha-
sis is to be put on the fact that a specific incompressibility constraint, generalising the assumption of
a constant mass density considered in other analytical investigations (a. o. [CJ15], [MT15], [BP17]),
shall be investigated here:
N∑
i=1
ρi V¯i = 1 , (1)
where V¯1, . . . , V¯N > 0 are specific volumes of the molecules at reference temperature and pressure.
Only in the very special case of constituents that at pressure p and temperature θ would occupy in
equilibrium the same volume, it is possible to assume that (1) is equivalent with the total mass of the
mixture being constant. In this paper we are therefore interested only in the case that at least two
indexes exist such that V¯i1 6= V¯i2 , or in vectorial notation, that for all λ ∈ R
V¯ 6= λ 1N , (2)
where V¯ = (V¯1, V¯2, . . . , V¯N) and 1N = (1, 1, . . . , 1) ∈ RN .
Though it remains linear, the relation (1) yields essential differences in the structure of the mathe-
matical problem, and in the analysis of the equations of momentum balance, as we shall see. Let us
note that the relation (1) is a correct description of volume effects for the wide class of mixtures that
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are approximately ideal, meaning that the mixing provokes no essential loss or gain of volume (see
[Mil66, JHH96, BD15, DNB+15] for more insights into the model).
The PDE model describes the mass transport by convection and diffusion, and the momentum bal-
ance. The barycentric velocity of the mixture is called v, the thermodynamic pressure is p, and these
variables are assumed obeying
∂tρi + div(ρi v + J
i) = 0 for i = 1, . . . , N (3)
∂t(% v) + div(% (v ⊗ v)− S(∇v)) +∇p = 0 . (4)
The total mass is related to the partial mass densities via % :=
∑N
i=1 ρi. The diffusion fluxes J
1, . . . , JN
satisfy by definition the side condition
∑N
i=1 J
i = 0, which entails the conservation of the total mass
%: ∂t% + div(% v) = 0. A thermodynamic consistent Fickean closure respecting this constraint is
assumed. This approach is described in great generality among others by [BD15], [DGM13], [Guh14]
following older ideas by [MR59], [dM63]. The diffusions fluxes J1, . . . , JN then obey
J i = −
N∑
j=1
Mi,j(ρ1, . . . , ρN)∇µj for i = 1, . . . , N . (5)
The Onsager matrix M(ρ1, . . . , ρN) is a symmetric, positive semi-definite N × N matrix for every
(ρ1, . . . , ρN) ∈ RN+ . Due to the vanishing of the net diffusion flux, the consistent Onsager closure is
usually performed with a kinetic matrix M satisfying
N∑
j=1
Mi,j(ρ1, . . . , ρN) = 0 for all (ρ1, . . . , ρN) ∈ RN+ (6)
which guaranties that the necessary side-condition
∑N
i=1 J
i = 0 is satisfied. Note that the closure by
means of the kinetic Maxwell–Stefan theory exhibits after inversion the same structure.1
The quantities µ1, . . . , µN are the chemical potentials from which the thermodynamic driving forces
for the diffusion phenomena are inferred. They are related to the mass densities ρ1, . . . , ρN and to
the pressure via
µi = V¯
i p+ ∂ρik(θ, ρ1, . . . , ρN) . (7)
In this paper, the chemical contribution to the free energy k is specified to be:
k(θ, ρ) =
N∑
i=1
µrefi ρi + kB θ
N∑
i=1
ni ln yi (8)
where ni := ρi/mi are the number densities (m1, . . . ,mN > 0 are the molecular masses),
yi = ni/
∑N
j=1 nj are the number fractions, and µ
ref
i are reference values of the chemical poten-
tials. More general structures in (8) are of strong interest, but here we first want to overcome the
technical problems with the PDE analysis, and will consider them in further publications.
In the case that the vector of the reference volumes V¯ is not parallel to 1N = (1, 1, . . . , 1) ∈ RN (cf.
(2)), which occurs for most of the real mixtures, then if we multiply the equations (3) with the constants
V¯i and sum up, we obtain for the local change of volume the equation
div v = − div(
N∑
i=1
V¯i J
i) . (9)
1Private communication by D. Bothe
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A net local change of volume is possible, not because of mechanical compression, but because other
effects like diffusion induce a local change in the molecular composition.
The intrinsic relationship between (1), (7) and the pressure is contained in the isothermal Gibbs-
Duhem equation: dp =
∑N
i=1 ρi dµi. To anticipate on more systematic explanations in the paper
[BDa], note that the relation (7) occurs in the limit case that the bulk free energy density of the system
adopts the singular form
h∞(θ, ρ) :=
{
k(θ, ρ) if
∑N
i=1 ρi V¯i = 1
+∞ otherwise . (10)
The relation (7) is the equivalent expression of µ ∈ ∂h∞(θ, ρ) where ∂ denote the sub-differential
of the convex function h∞(θ, ·), and the function p can be understood as a Kuhn–Tucker vector asso-
ciated with the constraint. The reader interested in the justification of the model can also, in heuristic
spirit, follow at first the intention in [BD15], Section 16 (see also [DGM13], [DGL14]) where (1) and (7)
were derived passing to the formal limit K → +∞ (K = a constant compression modulus of the
mixture) in a compressible mixture theory.
At last, we note that for the sake of technical simplicity we shall restrict in (4) to a Newtonian form of
the stress tensor S(∇v) := η (D(v) − 2
3
div v Id) + λ div v Id, where D(v) = ∇v + (∇v)T and
η, λ are positive constants.
Remark on boundary conditions. We investigate the equations (3), (4) in a cylindrical domainQT :=
Ω×]0, T [ where T is a finite time and Ω ⊂ R3 a bounded domain. It is possible to treat also the case
Ω ⊂ Rd for general d ≥ 2 with similar methods, but we restrict here to the physical dimension d = 3.
We consider initial conditions for the mass densities and the velocity:
ρi(x, 0) = ρ
0
i (x) for x ∈ Ω, i = 1, . . . , N (11)
vj(x, 0) = v
0
j (x) for x ∈ Ω, j = 1, 2, 3 . (12)
For simplicity, we consider only linear boundary conditions on the lateral surface ST := ∂Ω×]0, T [
v = 0 on ST (13)
ν · J i = MΓi,j(x, t) (µj − µΓj ) on ST for i = 1, . . . , N . (14)
In the latter condition, we make the assumption that MΓ is a map from ST into the positive semi-
definite, symmetric N ×N matrices of rank N − 1 satisfying like in (6)
N∑
i=1
MΓi,j(x, t) = 0 for all j = 1, . . . , N, (x, t) ∈ ST .
The vector µΓ (surface chemical potential) is given; It reflects the state in adjacent matter. As to the
conditions (14), they describe linear adsorption/desorption phenomena at participating boundaries,
and turn out convenient for the analysis. At the price of increasing the technicality, we can also treat
the caseMΓ = 0 in (14). The case of non-linear boundary effects, like for instance boundary reactions
investigated in [DDGG16], leads to however to other problems that shall require further publications.
2 Analysis
State of the art. Multicomponent flow models under an incompressiblity constraint have up to few
exceptions not been investigated in mathematical analysis. In [CJ15], the Navier-Stokes equations are
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considered in connection with multicomponent Maxwell-Stefan diffusion. In [MT15], the same setting
is investigated but for a non-isothermal case (heat equation).
In these investigations, the constraint % = Const. (or equivalently V¯ = λ0 1N in (1)) was used as
expression of the incompressibility. Summing up for i = 1, . . . , N in (3), one then obtains div v =
0, and the Navier-Stokes equations simplify to their mono–molecular variant. Therein the pressure
p is used as ’Lagrange multiplier’ to satisfy the constraint. In fact, this should turn out to be very
problematic, since the mathematical theory of the incompressible Navier-Stokes equations does not
allow to introduce the pressure as function2. The analysis is possible, because the value of p is not
necessary to resolve the equations (3)!
In order to understand this point, note that the original variables of the problem (P ) are the mass
densities ρ1, ρ2, . . . , ρN , the pressure p and the velocity v1, v2, v3. The algebraic relation (7) serves
as definition for derivates, or secondary variables µ1, . . . , µN .
In terms of the main variables, the diffusion flux J i has for i = 1, . . . , N now has the form
J i = −
N∑
j=1
Mi,j(ρ)∇µj = −
N∑
j=1
Mi,j(ρ)∇(V¯j p+ ∂ρjk(ρ)) , (15)
where the direction V¯ ∈ RN+ expresses different volumes of the molecules at equilibrium. If V¯ =
λ0 1
N then the relation (6) and the Onsager symmetry impose
∑N
j=1 Mi,j V¯j = λ0
∑N
j=1 Mi,j = 0,
so that the pressure does not contribute to the diffusion flux.
In fact, in both [CJ15] and [MT15] the Navier-Stokes equations can be resolved independently. From
this viewpoint, the investigation [HMPW17] devoted to local–in–time well posedness by mechanical
equilibrium. (v = 0 and p = Const.) also ranges in this line of investigation. In [BP17], the considered
incompressibility constraint is % = Const. too, but mass transfer due to phase change is also con-
sidered. In [BFS14], [FS17], [CI18] (mixtures with charged carriers) the considered incompressibility
constraint is not (1) and the diffusion law being diagonal, it is not compatible with (15).
From our viewpoint in this paper, the condition % = Const. is only a special case, which occurs when
all molecules in the mixture have approximately the same volume near the reference temperature and
pressure of the physical system. It can also be a valid approximation for a dilute mixture where the
properties of the liquid are largely dominated by one substance (see [BS16]).
We remark that much more mathematical context is available concerning compressible mixtures, and
to find a. o. in the references: [Gio99], [Bot11] (Modelling), [FPT08], [Zat15], [MPZ15] (Analysis). Let
us also mention the recent investigations [FLM16] and [FLN18] devoted to the compressible Navier-
Stokes system with a pressure law of ’hard-sphere’ type. This means the pressure is infinite outside
some bounded interval of R+. In the latter context, similar problems and techniques as in the present
paper arise for estimating the pressure.
At last, we notice that the problem here under consideration is investigated in [BDb] from the point
of view of its local–in–time well posedness in classes of strong solutions, with essentially positive
answers.
Our approach. In the case that V¯ is not parallel to 1N , then (15) exhibits a coupling between the
diffusion fluxes and the pressure. A corollary of this fact is that if we multiply the equations (3) with
the constants V¯i and sum up, we obtain for the local change of volume the equation (9). These are
obviously major differences, leading also to a different structure of the fluid dynamical problem. Indeed,
if the vectors V¯ and 1N are not parallel in RN :
2At least by Dirichlet boundary conditions, this is a well known problem
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(a) The viscous stress tensor does not simplify to the velocity gradient;
(b) The total mass density is calculated from the continuity equation ∂t%+ div(% v) = 0;
(c) The pressure remains partly connected to the other variables by algebraic formula.
As to the latter point, we shall show that the pressure can be written as algebraic expression of
the total mass density % and of N − 1 ’diffusive variables’ q1, . . . , qN−2, ζ . These variables are
sufficiently under control due to the presence of diffusion gradients. In fact we obtain a representation
p = P (%, q1, . . . , qN−2) + ζ , where the non-linear part P possesses a logarithmic singularity:
|P (%, q1, . . . , qN−2)| ≈ C (1 + |q|+ | ln min{%max − %, %− %min}|) . (16)
Here, the constants 0 < %min < %max < +∞ are the thresholds of the total mass for states
ρ1, . . . , ρN that satisfy the constraint (1):
%min := inf
ρ :
∑N
i=1 ρi V¯i=1
N∑
i=1
ρi =
1
max V¯
, %max := sup
ρ :
∑N
i=1 ρi V¯i=1
N∑
i=1
ρi =
1
min V¯
The properties (a), (b), (c) are rather known for compressible Navier-Stokes equations. Here they
apply to the incompressible model. And surprisingly, they help proving the global existence of certain
weak solutions of bounded positive mass densities ρ1, . . . , ρN . The most striking part of our main
result is certainly the possibility to introduce the pressure as a measure, and in fact
p = (P (%, q1, . . . , qN−2) + ζ) dxdt+ dκ (17)
where the Lebesgue part in L1(QT ) is the expected function, and the singular part dκ is further
decomposed in a jump part and a Cantor part. The jump part, defined as the absolutely continuous
part with respect to the Hausdorff measure dH3 is concentrated in a countable union of hyperplanes⋃N
j=1 Ω × {tj} in which the singular values % = %min and % = %max might be attained on some
subset of Ω of positiveH3− measure.
Our main method to approach the PDE problem is a switch of variables in the transport problem. In-
stead of the original variables (ρ1, . . . , ρN) and (p, v1, v2, v3), we look for approximations taking the
chemical potentials (µ1, . . . , µN) and the velocity field as main variables. This idea has been already
exploited for a relatively long time in the analysis of transport problems by mechanical equilibrium, for
instance of semi-conductor equations (overview of methods a. o. in [J1¨5], [J1¨7]), and more directly
related to the present context, in [CJ15]. For mixtures of phases, the Cahn-Hilliard models is another
good example where the mathematical theory considers the chemical potential as the main variable.
Let us emphasize that our approach in [DDGG16] based on methods of convex analysis, for being
related to these ideas, is not completely reducible to them, because the mechanical contribution to the
free energy model is not neglected. This was a main result of the models proposed in [BD15], [DGM13]
and [DGM18]. Here we extend the ’compressible’ method of [DDGG16] to the case of a singular free
energy of the form (10) due to the incompressibility constraint. After the transformation we attain for
the free variables (%, q1, . . . , qN−2, ζ, v) instead of (3), (4) the equations
∂tRk(%, q) + div(Rk(%, q) v − M˜k,`(%, q)∇q` − Ak(%, q)∇ζ) = 0 for k = 1, . . . , N − 2
div(v − A(%, q) · ∇q − b(%, q)∇ζ) = 0
∂t%+ div(% v) = 0
∂t(% v) + div(% (v ⊗ v)− S(∇v)) +∇P (%, q) +∇ζ = 0 .
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The non-linear fields R, A, the positive matrix M˜ , and the positive coefficient b will be constructed
below. We are faced with a non-linear parabolic–elliptic–hyperbolic system. All variables are uncon-
strained, but for the restriction %min ≤ % ≤ %max on the total mass density, so that the latter problem
is accessible to functional analytic methods.
In order to solve the highly non-linear equations we further need compactness properties. A main tool
for obtaining compactness is the Lions–Feireisl method for Navier-Stokes, which provide the strong
convergence of the the total mass density. Here we extend it to a special algebraic implicitly form of the
pressure function. A major challenge comes from the fact that the L1 bound on the pressure cannot
be improved. These arguments go through, because (1) implies a L∞ bound on the mass densities.
In [FLM16] and [FLN18], the defect measure can be avoided assuming that the singularity of P (%)
at the thresholds {%min, %max} is of inverse polynomial type3. For sufficiently large exponents, such
pressure laws allow to prove the higher integrability of the pressure in Lq for a q > 1. As a matter of
fact, we would also propose to modify the function k in (8) – and, by these means, to avoid the defect
measure – if the logarithmic singularity would not be of major practical importance.
Notations. Vectors are denoted ρ = (ρ1, ρ2, . . . , ρN) ∈ RN .
The vector (1, 1, . . . , 1) is called 1N . The vector V¯ = (V¯1, V¯2, . . . , V¯N) refers to the reference
specific volumes of the condition (1). We introduce
RN+ :={ρ ∈ RN : ρi > 0 for i = 1, . . . , N}, RN+,0 := {ρ ∈ RN : ρi ≥ 0 for i = 1, . . . , N} .
The orthogonal complement of span{1N} is {1N}⊥. We call P the projection on {1N}⊥ in RN :
Pξ := ξ − 1
N
ξ · 1N 1N = (IdN − 1
N
1N ⊗ 1N) ξ for ξ ∈ RN .
We denote S0 the relatively open, planar surface associated with the constraint (1):
S0 :=
{
ρ ∈ RN+ :
N∑
i=1
V¯i ρi = 1
}
. (18)
For a bounded cylindrical domain Q = QT := Ω×]0, T [⊂ R4 and 1 ≤ p, q ≤ ∞, the spaces
Lq,p(QT ) are well known (space index first!). We call W 1,0p (Q) the Sobolev space of functions in
Lp(Q) having p−integrable spatial derivatives andW 1,1p,q (Q) the space of functions of Lp,q(QT ) hav-
ing a Lp,q−integrable time and space derivatives. We denote V 1,02 (Q) the Sobolev space of functions
of W 1,02 (Q) having finite norm in L
2,∞(Q),
3 Main result
We consider a bounded domain Ω ⊂ R3 and T > 0. We denote Q = QT := Ω×]0, T [ and
S = ST := ∂Ω×]0, T [.
We first formulate the concept of a weak solution to the problem (P ) in its original variables: The
mass densities ρ1, ρ2, . . . , ρN , the pressure p and the velocity (v1, v2, v3). The algebraic relation
(7) serves as definition for secondary variables µ1, . . . , µN by means of a nonlinear mapping µ =
µ(ρ, p).
3We thank Prof. E. Feireisl for hinting us at these references
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3.1 Weak solutions and their possible singularities
The concept of a weak solution is subject to necessary constraints that we now formulate more
precisely. Recalling first the formula (15), we notice that none of our estimates below will allow to
make sense of spatial derivatives of the function p, and even not of the densities ρi. In order to define
weak solutions as vectors (ρ, v, p) we must therefore add the condition that the nonlinear mapping
µ = µ(ρ, p) defined by (7) possesses spatial derivatives in some weak sense. But here is a second
subtle point, due to the fact that the kinetic matrix M possesses the kernel span{1N}. Not the entire
map µ(ρ, p) can be expected to possess spatial derivatives, but only N − 1 coordinates µ(ρ, p) · ηk
(k = 1, . . . , N − 1). Here, η1, . . . , ηN−1 can be chosen to any basis of the N − 1 dimensional
linear space {1N}⊥. In other words, only the standard projection applied to µ, that is P µ(ρ, p), must
be (weakly) differentiable in x. At third, more obviously, we have the physical restriction ρi ≥ 0 for
i = 1, . . . , N . But if we assume that the function k obeys (8), then the derivatives ∂ρik blow up
at ∂RN+ . Thus, we can make sense of the expressions µ(ρ, p) as differentiable functions only if the
strict positivity ρi > 0 is valid (almost everywhere) for i = 1, . . . , N . Adding the incompressibility
constraint (1), the mass densities are subject to the restrictions ρ ∈ S0(∩RN+ ).
We first formulate the concept of weak solution expected from the standard estimates:
Definition 3.1. We call weak solution to the problem (P ) a vector (ρ, v, p) satisfying
ρ ∈ L∞(QT ; S0), v ∈ V 1,02 (QT ; R3), p ∈ L1(QT ) , (19)
such that the mappings µ(ρ, p) := V¯ p+ ∂ρk(ρ) satisfy
P µ(ρ, p) ∈ W 1,02 (Q; RN) , (20)
and such that the following integral relations are valid
−
ˆ
Q
ρ · ∂tψ dxdt−
ˆ
Q
ρ · ∇ψ · v dxdt+
ˆ
Q
M(ρ)∇µ(ρ, p)∇ψ dxdt
+
ˆ
Q
MΓ (µ− µΓ)ψ dSdt =
ˆ
Ω
ρ0(x) · ψ(x, 0) dx (21)
−
ˆ
Q
% v · ∂tη dxdt−
ˆ
Q
% v ⊗ v : ∇η dxdt+
ˆ
Q
S(∇v) : ∇η dxdt−
ˆ
Q
p div η dxdt
=
ˆ
Ω
%0(x) v
0(x) · η(x, 0) dx (22)
for all ψ ∈ C1(QT ; RN) such that ψ(T ) = 0 and all η ∈ C1c (Ω× [0, T [; R3).
Singularities at the density thresholds.
It does not seem possible to improve the pressure estimate in L1(QT ), and this fact yields troubles in
proving existence for the concept of Definition 3.1. Moreover, we can show that the class of solutions
generated by this definition is not closed. This is related to the point (c): There is a connection between
pressure and total mass density, so that p = +∞ at the threshold value % = %max and p = −∞ at
% = %min. This fact allows to construct simple examples where one must leave the expected class of
weak solutions.
Example 3.2. We consider a sequence of regular initial conditions {ρ0m}m∈N admitting values in S0.
Assume ρ0m → ρ0, and the limit total mass %0 :=
∑N
i=1 ρ
0
i attains the critical value %max on an open
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set U of positive measure in Ω. At the same time, we consider initial conditions for the velocity v0
satisfying div v0 < 0 in U . Suppose next that there are weak solutions (ρm, vm, pm) bounded in the
solution class, and the solution class is closed (weakly closed), so that they are converging (weakly)
to a weak solution (ρ, v, p) to the limit problem with initial data ρ0, v0.
We fix any non-negative test function φ with support in U , and from the continuity equation we infer
for t > 0 that ˆ
Ω
%(x, t)φ(x) dx =
ˆ
Ω
%0(x)φ(x) dx+
ˆ t
0
ˆ
Ω
% v · ∇φ dxds
=%max
ˆ
Ω
φ(x) dx+
ˆ t
0
ˆ
Ω
% v · ∇φdxds .
Since p ∈ L1(QT ), we must have % < %max almost everywhere in Q (see the Prop. 5.3 below).
Therefore it is possible to find a sequence t→ 0 such that ´
Ω
(%(x, t)− %max)φ dx < 0. This yields
lim sup
t→0
1
t
ˆ t
0
ˆ
Ω
% v · ∇φdxds ≤ 0 .
Thus, if t = 0 would be a regular point of the function s 7→ ´
Ω
%(x, s) v(x, s) · ∇φ(x) dx, it would
follow that
0 ≥
ˆ
Ω
%0(x) v
0(x) · ∇φ(x) dx = %max
ˆ
Ω
v0(x) · ∇φ(x) dx
=− %max
ˆ
Ω
div v0(x)φ(x) dx .
Since φ was arbitrary in Cc(U), it follows that div v0 ≥ 0, a contradiction to the choice of v0. We
conclude that t = 0 is no continuity point of s 7→ ´
Ω
%(x, s) v(x, s) · ∇φ(x) dx for at least one φ.
But then we see that the jump of this function at zero is missing in the equation (22). Indeed, the latter
relation implies thatˆ
Ω
(%(x, t) v(x, t)− %0(x) v0(x)) · ∇φ dx =
ˆ t
0
ˆ
Ω
L(x, s) ·D2φ dxds
L = % v ⊗ v − S(∇v) + p I ,
and by the absolute continuity of the integral, the function s 7→ ´
Ω
%(x, s) v(x, s) · ∇φ(x) dx must
be continuous in zero.
3.2 The main theorem
For the data, we are going to require the following conditions.
We assume thatM : RN+,0 → RN×N is a continuous mapping into the positive semi-definite matrices
of rank N − 1 with constant kernel span{1N}, and that they are constants 0 < λ ≤ λ such that for
all ρ ∈ RN+
λ |Pξ|2 ≤M(ρ)ξ · ξ ≤ λ (1 + |ρ|) |Pξ|2 for all ξ ∈ RN . (23)
We assume thatMΓ : ST → RN×N is a continuous, bounded mapping into the positive semi-definite
matrices of rank N − 1 with constant kernel span{1N}, and that there is a constant 0 < λΓ such
that for all (x, t) ∈ ST
λΓ |Pξ|2 ≤MΓ(x, t)ξ · ξ for all ξ ∈ RN . (24)
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We moreover assume that Ω ⊂ R3 is a bounded domain of class C2. This assumption is inessen-
tial, but provides some relief in the technical discussions. Local–in–time weak solutions starting from
regular (sufficiently smooth) initial data with ρ0 ∈ S0 are studied in the paper [BDb], that shows that
the problem (P ) is locally well-posed. For global weak solutions, we must amend the Definition 3.1,
so as to allow for instance for jump singularities like constructed in Example 3.2. This can be done by
introducing a defect measure. Since these measures occurs only if % ∈ {%min, %max} which corre-
sponds to p = ±∞, it is not clear that they possess a qualified meaning in the relevant applications.
Our research is done in the spirit of helping understanding the singularities of the model, since the
properties of the relevant measure are relatively well characterised:
Definition 3.3. Consider a vector (ρ, v, p, κ) where (ρ, v, p) satisfy the conditions (19) and (20),
and κ ∈M(Q) is a regular measure satisfying the following conditions:
(a) κ = κbA where A ⊂ Q is a set with λ4(A) = 0;
(b) If (x, t) ∈ A is such that there exists the Lebesgue value λ := limδ→0
ffl
Bδ(x)
%(y, t) dy, then
λ ∈ {%min, %max};
(c) The measure κ possesses the orthogonal decomposition κ = κ(j) + κ(C), where κ(j) (the jump
part) is absolutely continuous with respect to the 3−dimensional Hausdorff measureH3, and κ(C)
(the Cantor part) is orthogonal to both λ4 andH3;
(d) There is a countable set of times t1, t2, . . . ∈ [0, T ] and functions p1, p2, . . . ∈ W 1,2(Ω) such
that
´
Q
f dκ(j) =
∑∞
k=1
´
Ω
pk(x) f(x, tk) dx for all f ∈ Cc(Q).
If for all ψ ∈ C1(QT ; RN) such that ψ(T ) = 0, the integral relation (21) is valid, and instead of (22)
we have for all η ∈ C1c (Ω× [0, T [; R3)
−
ˆ
Q
% v · ∂tη dxdt−
ˆ
Q
% v ⊗ v : ∇η dxdt+
ˆ
Q
S(∇v) : ∇η dxdt−
ˆ
Q
p div η dxdt
=
ˆ
Q
divψ dκ+
ˆ
Ω
%0(x) v
0(x) · η(x, 0) dx , (25)
then we call (ρ, v, p, κ) a weak solution with defect measure to (P ).
Remark 3.4. In order that a jump singularity occurs, it is necessary that the Lebesgue representant
%˜(tk) takes only value in {%min, %max} on a subset of three-dim. positive measure of Ω (singular initial
data, infinite pressure).
Theorem 3.5. Assume that Ω ⊂ R3 is a bounded domain of class C2, and T > 0. Assume that M ,
MΓ satisfy the assumptions (23) and (24), and that k : RN+ → R is the function (8). Suppose that the
initial data ρ0,1, . . . ρ0,N are of class L∞(Ω; S0), in particular are non-negative almost everywhere in
Ω. Suppose further that the initial total mass density %0 :=
∑N
i=1 ρ
0
i satisfies
%min <
 
Ω
%0(x) dx < %max . (26)
Then, the problem (P ) possesses a global weak solution (as in Definition 3.3).
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Method. We already noted in our study [DDGG16] on compressible systems, that the formulation in
the original variables (ρ, v, p) contains several constraints difficult to handle by functional analytic
methods. Here, the incompressibility constraint: ρ ∈ S0 even makes things worse, since the operator
generated by the equations (3) is not tangential on this constraint. [Recall: the singular direction of M
is not the vector V¯ but 1N !]. The non-linear condition P µ(ρ, p) is another important obstacle to the
application of Banach space methods.
In the next sections we will show that the problem admits a reformulation in terms of equivalent vari-
ables such that all up to one constraint vanish. This formulation will aid us to construct the appropriate
weak solutions. Similar ideas are applied in [BDb] to the problem of local–in–time existence. We will
massively exploit an equivalent reformulation of (7) based on the convex conjugate function for a sin-
gular free energy h∞ of the type (10). The convex conjugate is defined for X ∈ RN via
f(X) := sup
ρ>0
{X · ρ− h∞(ρ)} = sup
ρ∈S0
{X · ρ− k(ρ)} . (27)
The function f is continuously differentiable. The image of the gradient mapping ∇f on RN is con-
tained in S0, with in particular the consequence that f is globally Lipschitz. Further, the function f is
affine with slope one in the direction of the vector V¯ :
f(µ+ s V¯ ) = f(µ) + s for all µ ∈ RN , s ∈ R . (28)
The Hessian D2µ,µf is positive semi-definite. Its kernel is associated with the singular direction V¯ . By
definition (7) is valid if and only if µ, p and ρ are connected via
p = f(µ), ρ = ∇µf(µ) . (29)
All these facts are proved in the paper [BDa] for a very general setting. In this paper we provide an
alternative proof by direct algebraic computations in the special case that k is given by the mixing
entropy of formula (8). This is the object of the next section.
4 Preliminary: The singular free energy function and its conju-
gate
For the commodity of the next computations, we introduce for i = 1, . . . , N new constants Vi :=
V¯imi, where V¯ are the constants occurring in the incompressibility constraint (1). By the definitions
(8) of the function k and (7) of the chemical potentials
µi = µ
ref
i + V¯i p+
kB θ
mi
ln yi for i = 1, . . . , N . (30)
This implies that p = f(µ1, . . . , µN), where the function f is implicitly defined by the equation
N∑
i=1
e
mi (µi−µrefi )−Vi f
kB θ = 1 . (31)
Lemma 4.1. For all µ ∈ RN , the equation (31) possesses a unique solution f = f(µ). The
function µ 7→ f(µ) belongs to C2(RN). Defining c0 := |maxi=1,...,n{V¯i sign(f(µ))}|−1 and
c1 := |mini=1,...,n{V¯i sign(f(µ))}|−1, the following inequalities are valid:
c0 ( max
i=1,...,m
µi − ‖µref‖∞) ≤ f(µ) ≤ c1 ( max
i=1,...,m
µi + ‖µref‖∞ + kB θmini=1,...,N mi lnN) .
Moreover, the identity
∑N
j=1 V¯j ∂µjf = 1 holds uniformly on RN . For all µ ∈ RN , the Hessian
D2f(µ) is positive semi-definite. Its kernel is the span of the vector V¯ .
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Proof. For µ ∈ RN and f ∈ R, denote G(µ, f) := ∑Ni=1 emi (µi−µrefi )−Vi fkB θ . We directly verify that
limf→±∞G(µ, f) = ∓∞. Moreover ∂fG(µ, f) < 0. Therefore, there exists a unique solution
f(µ) to the equation G(µ, f) = 1.
Define Yi(µ) := e
mi (µi−µrefi )−Vi f(µ)
kB θ . Then, 0 < Yi < 1 for all i ∈ {1, . . . , N}, and
∑N
i=1 Yi = 1.
This definition also implies the identities
µi = µ
ref
i + V¯i f(µ) +
kB θ
mi
lnYi(µ) for i = 1, . . . , N . (32)
For i = 1, . . . , N , it follows that µi ≤ µrefi + V¯i f(µ), and that maxi=1,...,m µi ≤ ‖µref‖∞ +
maxi=1,...,n{V¯i sign(f(µ))} |f(µ)| = ‖µref‖∞ + c0 f(µ). On the other hand, for each index i1
such that Yi1 = maxi=1,...,N Yi ≥ N−1, one has
max
i=1,...,m
µi ≥ µi1 ≥ −‖µref‖∞ + |f(µ)| min
i=1,...,N
{V¯i sign(f(µ))}+ kB θmi1 ln
1
N
.
By direct computations we next verify that
∂µjf(µ) =
mj e
mj (µj−µrefj )−Vj f(µ)
kB θ∑N
i=1 Vi e
mi (µi−µrefi )−Vi f(µ)
kB θ
. (33)
It follows that 0 < ∂µjf ≤ 1V¯j for j = 1, . . . , N , and obviously that
∑N
j=1 V¯j ∂µjf = 1. Using (33),
we further can compute that
∂2µj ,µ`f = m` ∂µjf δ
`
j − ∂µjf ∂µ`f (Vj + V`) + ∂µjf ∂µ`f
(
N∑
i=1
V 2i
mi
∂µif
)
. (34)
For ξ ∈ RN arbitrary, it follows that D2µj ,µ`f ξj ξ` =
∑N
i=1 ∂µif (ξi
√
mi − Vi√mi ξ · ∇f)2. We see
that D2f is positive semi-definite. Using that ∂µf is positive, we verify that D2µ,µf ξ ξ vanishes if and
only if ξi = V¯i ξ · ∇f for i = 1, . . . , N , that is, if ξ is parallel to V¯ . Therefore, D2f has a one-dim.
kernel associated with the vector V¯ .
Next we prove the identities (29).
Lemma 4.2. Assume that ρ ∈ RN+ satisfies
∑N
i=1 V¯i ρi = 1. Assume that µ ∈ RN , ρ ∈ S0 and p
are related via (30). Then p = f(µ) and ρ = ∇µf(µ).
Proof. The relation (30) implies that p = f(µ) by the definition of f . Comparing (30) and (32), we
see that the fractions y are given as functions of µ via yi = Yi(µ).
Due to the incompressibility constraint
∑N
i=1 V¯i ρi = 1, the formula ρi =
mi yi∑N
j=1mj V¯j yj
are valid for
i = 1, . . . , N . The mass densities satisfy (see (33)) ρi =
mi Yi(µ)∑N
j=1 mj V¯j Yj(µ)
= ∂µjf(µ).
We will need several properties of the Hessian matrix D2f . We recall the definition
%min := min
i=1,...,N
1
V¯i
, %max := max
i=1,...,N
1
V¯i
. (35)
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Lemma 4.3. Let µ ∈ RN and ρ = ∇µf(µ). Let 1N := (1, 1, . . . , 1), and % := ρ · 1N . For
i = 1, . . . , N , define Vi := mi V¯i. We further define
d0 :=
1
2
inf
V¯i 6=V¯j
∣∣∣∣miVi − mjVj
∣∣∣∣ = 12 infV¯i 6=V¯j
∣∣∣∣ 1V¯i − 1V¯j
∣∣∣∣ .
For % ∈ [%min, %max], we define
I0 =I0(%) := {i0 ∈ {1, . . . , N} : |%− mi0Vi0 | = mini=1,...,N |%−
mi
Vi
|}
J0 =J0(%) := {1, . . . , N} \ I0 .
The following properties are valid:
(a) The Hessian D2f(µ) depends only on ρ and it possesses the representation
∂2µj ,µ`f(µ) = m` ρj δ
`
j − ρj ρ` (Vj + V`) + ρj ρ` (
N∑
i=1
V 2i
mi
ρi) ;
(b) D2f(µ)1N · 1N = ∑Ni=1 ρimi (mi − % Vi)2;
(c) D2f(µ)1N · 1N ≥
[
mini=1,...,N
V 2i
mi
] {
%min [mini=1,...,N |%− miVi |]2 + d20
∑
i∈J0(%) ρi
}
;
(d) There is C0 > 0 such that D2f(µ)1N · 1N ≥ C0 mini=1,...,N |%− miVi |;
(e) There is a constantC1 > 0 such that |D2f(µ)1N ·ej| ≤ C1D2f(µ)1N ·1N for all j = 1, . . . , N .
Proof. The representation (a) of D2f(µ) is identical with (34). The representation (b) of D2f(µ)1N ·
1N is then its straightforward consequence.
We choose i0(ρ) as an index such that |%− mi0Vi0 | = mini=1,...,N |%−
mi
Vi
| =: α. Obviously we have
α ≤ 1
2
inf V¯i 6=V¯j |miVi −
mj
Vj
| = d0. Then it must follow that infi∈J0 |% − miVi | ≥ d0. Therefore, in view
of (b)
D2f(µ)1N · 1N ≥ ρi0
mi0
|Vi0 %−mi0|2 +
[
min
j=1,...,N
V 2j
mj
]
d20
∑
i∈J0
ρi , (36)
which implies the estimate (c). To prove (d), we make use of the identity 1 =
∑N
i=1 V¯i ρi. Subtracting
V¯i0 %, and exploiting that V¯i = V¯i0 for all i ∈ I0, we see that 1− V¯i0 % =
∑
i∈J0(V¯i− V¯i0) ρi. In turn,
this entails
∑
i∈J0 ρi ≥
1−V¯i0 %
supV¯i 6=V¯j |V¯i−V¯j |
, and (d) follows from (c). It remains to prove (e). We notice
D2f(µ)1N · ej = ρj
(
mj − % Vj + % (
N∑
i=1
V 2i
mi
ρi)− ρ · V
)
.
Consider j ∈ J0(%). Then by means of (36)
|D2f(µ)1N · ej| ≤ c ρj ≤ c˜ D2f(µ)1N · 1N . (37)
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On the other hand, for j ∈ I0(%)
D2f(µ)1N · ej =ρj
(
mj − % Vj + % (
N∑
i=1
V 2i
mi
ρi)− ρ · V
)
=ρj
(
mj − % Vj + % (
∑
i∈I0
V 2i
mi
ρi)−
∑
i∈I0
ρi Vi + % (
∑
i∈J0
V 2i
mi
ρi)−
∑
i∈J0
ρi Vi
)
.
For all i ∈ I0, recall that V¯i = V¯i0 . Thus
% (
∑
i∈I0
V 2i
mi
ρi)−
∑
i∈I0
ρi Vi =V¯i0
∑
i∈I0
ρi (Vi %−mi) = V¯i0 (% V¯i0 − 1)
∑
i∈I0
mi ρi
implying that
D2f(µ)1N · ej = ρj
(
(1− % V¯i0) (mj − V¯i0
∑
i∈I0
mi ρi) +
∑
i∈J0
ρi Vi (V¯i %− 1)
)
.
It follows that |D2f(µ)1N · ej| ≤ c1 |1 − % V¯i0| + c2
∑
i∈J0 ρi. Combining (d) and (c), we obtain
(e).
We now possess the tools to introduce an algebraic variable transformation on the PDE system.
5 Change of variables
We propose a reformulation of the equations (3), (4) subject to the constitutive equations (5), (7) and
(8) and to the volume constraint (1) in order to eliminate:
(a) Positivity constraints on ρ;
(b) The singular direction due to M 1N = 0 (cp. (6));
(c) The singular direction due to the fact that the function f , interpreted as dual of the free energy, is
affine in the direction of V¯ (D2f V¯ = 0, Lemma 4.1);
5.1 General ideas
We choose a basis of RN : {ξ1, . . . , ξN−2, ξN−1, ξN} with ξN = 1N and ξN−1 = V¯ . We then
find η1, . . . , ηN such that ξi · ηj = δij for i, j = 1, . . . , N (inverse matrix). We define variables
q1, . . . , qN−2 and ζ via
q` := η
` · µ :=
N∑
i=1
η`i µi for ` = 1, . . . , N − 2 (38)
ζ(= qN−1) := ηN−1 · µ =
N∑
i=1
ηN−1i µi . (39)
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For ρ ∈ RN+ such that
∑N
i=1 ρi V¯i = 1, we want to invert the relation µi = V¯i p + ∂ρik(ρ) for
i = 1, . . . , N . In the particular case (8) here under study, we only exploit the result of Lemma 4.2
saying that (30) is equivalent to ρi = ∂µif(µ1, . . . , µN) for i = 1, . . . , N . The vector µ is next
decomposed into its projection onto {1N}⊥ expressed by the variables q and ζ , and its projection on
the span{1N} according to
µ =
N−2∑
`=1
q` ξ` + ζ V¯ + µ · ηN 1N .
The last coordinate µ · ηN is now eliminated using the equation
% =
N∑
i=1
ρi = 1
N · ∇µf(µ1, . . . , µN) = 1N · ∇µf
(
N−2∑
`=1
q` ξ
` + ζ V¯ + (µ · ηN) 1N
)
.
Now, the properties of f imply that the gradient∇µf is invariant in the direction V¯ (cf. (28) and Lemma
4.1) and therefore, the variable ζ decouples from the latter equation, that now reads
%− 1N · ∇µf
(
N−2∑
`=1
q` ξ
` + (µ · ηN) 1N
)
= 0 . (40)
This representation is an algebraic equation F (µ · ηN , q1, . . . , qN−2, %) = 0. In view of Lemma 4.3,
note that ∂µ·ηNF (µ · ηN , q1, . . . , qN−2, %) = −D2f(µ)1N · 1N < 0, due the fact that 1N is not
parallel to V¯ ! Thus, the last component µ · ηN is defined implicitly as a differentiable function of % and
q. We call this functionM and obtain the equivalent formulas
µ =
N−2∑
`=1
q` ξ
` + ζ V¯ +M (%, q1, . . . , qN−2) 1N ,
ρ =∇µf
(
N−2∑
`=1
q` ξ
` +M (%, q1, . . . , qN−2) 1N
)
=: R(%, q) ,
where only the total mass density % and the relative chemical potentials q1, . . . , qN−2 and ζ occur as
free variables. Note moreover that ζ and ρ decouple.
Similarly, we obtain a representation of the pressure
p = f(µ) =f
(
N−2∑
`=1
q` ξ
` + ζ V¯ +M (%, q1, . . . , qN−2) 1N
)
=f
(
N−2∑
`=1
q` ξ
` +M (%, q1, . . . , qN−2) 1N
)
+ ζ
=:P (%, q) + ζ .
(41)
All this is summarised in the following Lemma.
Lemma 5.1. Define %min := mini=1,...,N
1
V¯i
and %max := maxi=1,...,N
1
V¯i
. We call I the open interval
]%min, %max[. There exists a functionM ∈ C1(I×RN−2) and a fieldR ∈ C1(I×RN−2; S0) such
that the equations ρ = ∇µf(µ) are valid if and only if there are % ∈ I , q ∈ RN−2 and ζ ∈ R such
that
N∑
i=1
ρi = %, ρ = R(%, q), µ =
N−2∑
j=1
qj ξ
j + ζ V¯ +M (%, q) 1N =: µ(%, q, ζ) .
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5.2 Relevant properties of the transformed coefficient functions
By means of the implicit representation (40) of M = µ · ηN , we can obtain a representation of
derivatives. Recall in this respect that the Hessian D2f does not depend on the complete vector µ,
but only on µ′(%, q) :=
∑N−2
j=1 qj ξ
j +M (%, q) 1N .
Lemma 5.2. At (%, q) ∈ I × RN−2, the derivatives of the functionM satisfy
∂%M (%, q) =
1
D2f(µ′(%, q))1N · 1N , ∂qjM (%, q) =
D2f(µ′(%, q))1N · ξj
D2f(µ′(%, q))1N · 1N .
The derivatives of the vector fieldR satisfy
∂%Ri(%, q) =
D2f(µ′(%, q))1N · ei
D2f(µ′(%, q))1N · 1N ,
∂qjRi(%, q) =D
2f(µ′(%, q))ξj · ei − D
2f(µ′(%, q))1N · eiD2f(µ′(%, q))1N · ξj
D2f(µ′(%, q))1N · 1N .
An essential ingredient for the analysis of the model is the pressure function.
Proposition 5.3. Assumptions of Lemma 5.1. We define
P (%, q) := f
(
N−2∑
i=1
qi ξ
i +M (%, q) 1N
)
.
(a) There are c1, C1 > 0 such that ∂%P (%, q) ≥ c1 and |∂qP (%, q)| ≤ C1 for all (%, q) ∈
I × RN−2.
(b) For each compact subset K ⊂ I × RN−2, there is c = cK such that |∂%P (%, q)| ≤ cK for all
(%, q) ∈ K .
(c) Suppose that V¯iN ≤ V¯iN−1 ≤ . . . ≤ V¯i1 is an ordering of the critical values, and denote Ik =
]V −1ik , V
−1
ik+1
[. Suppose that I ′ is a compact subset of Ik for a k ∈ {1, . . . , N − 1}, then there is
a constant c = cI′ such that |∂%P (%, q)| ≤ cI′ for all % ∈ I ′, q ∈ RN−2.
(d) There are constants ci > 0 and Ci > 0 (i = 1, 2, 3) such that for all (%, q) ∈ I × RN−2
−c1 − c2 |q|+c3 ln max
{
1,
1
%max − %,
1
%− %min
}
≤ |P (%, q)| ≤ C1 + C2 |q|+ C3 ln max
{
1,
1
%max − %,
1
%− %min
}
.
Proof. We employ the Lemma 5.2 to obtain the representation of the derivatives:
∂%P (%, q) =
%
D2f(µ′(%, q))1N · 1N ,
∂qjP (%, q) =R(%, q) · ξj − %
D2f(µ′(%, q))1N · ξj
D2f(µ′(%, q))1N · 1N for j = 1, . . . , N − 2 .
We obtain the constant c1 in (a) using that % ≥ %min and D2f1N · 1N ≤ C . We obtain the bound for
sup |∂qP | usingR ⊂ S0 and from Lemma 4.3, (e).
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Suppose that V¯iN ≤ V¯iN−1 ≤ . . . ≤ V¯i1 is an ordering of the critical values, and denote Ik =
]V −1ik , V
−1
ik+1
[. Suppose that for k ∈ {1, . . . , N − 1}, I ′ is a compact subset of Ik. If % ∈ I ′, then
min
i=1,...,N
|%− V¯ −1i | ≥ dist(I ′, ∂Ik) > 0 ,
and the inequality of Lemma 4.3, (d) together with the representation of ∂%P imply that
sup
%∈I′
∂%P (%, q) ≤ C−10 %max
1
dist(I ′, ∂Ik)
.
This proves (c). In order to obtain further bounds, we recall that Lemma 5.1 implies for i = 1, . . . , N
the identity µi =
∑N−2
k=1 qk ξ
k
i + ζ V¯i +M (%, q), while the Lemma 4.1, identity (32) (or also the
ground relation (7) and the pressure representation (41)) yield µi = V¯i (P (%, q)+ ζ)+µrefi +
1
mi
ln yi.
Comparing both relations, we obtain that
N−2∑
k=1
qk ξ
k
i +M (%, q) = V¯i P (%, q) +
1
mi
ln yi + µ
ref
i . (42)
We define i0 to be an index associated with the largest among the mass fractions xi := ρi/%. Since
the fractions sum up to one, this in particular implies that xi0 ≥ N−1. Thus, for the number fractions
yi = ni/ntot, we obtain that yi0 ≥ r xi0 > rN with r := minimi/maximi. Subtracting now the line
with index i0 to the other lines in the (42) yields for all j 6= i0
1
mj
ln yj − 1
mi0
ln yi0 = −P (%, q) (V¯j − V¯i0) +
N−2∑
k=1
qk (ξ
k
j − ξki0)− µrefj − µrefi0 . (43)
For technical simplicity, we shall assume that the constants µrefj − µrefi0 , that actually play no role, are
all zero. We first focus on the case q = 0 in RN−2. Then for all j 6= i0 the identities (43) yield
1
mj
ln yj − 1
mi0
ln yi0 = −P (%, 0) (V¯j − V¯i0) . (44)
In particular, since y is a vector of fractions all smaller than one
− 1
mi0
ln yi0 ≥ −P (%, 0) (V¯iN − V¯i0), −
1
mi0
ln yi0 ≥ −P (%, 0) (V¯i1 − V¯i0) .
If it is possible to choose i0 such that i1 6= i0(%) 6= iN , we obtain the obvious consequence that
|P (%, 0)| ≤ 1
2 d0 minimi
| ln r
N
| =: c2 , (45)
where d0 is the constant defined in Lemma 4.3. Let us discuss the cases i0(%) ∈ {i1, iN}, which
means that the largest mass fraction is xi1 or xiN . In the case of i0 = iN we exploit the identities∑N
i=1 xi V¯i =
1
%
and V¯iN =
1
%max
to see that∑
i 6=iN
xi (V¯i − V¯iN ) =
1
%
− 1
%max
=
%max − %
%max %
.
The latter identity possesses two consequences. At first, there always exists at least one j′(%) 6= iN
such that
xj′(%) inf
V¯k 6=iN
(V¯k − V¯iN ) ≤
%max − %
%max %
. (46)
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At second, the largest mass fraction having V¯j 6= V¯iN , denoted xj(%) satisfies
(N − 1) sup
V¯i 6=V¯iN
(
V¯i − V¯iN
)
xj(%) ≥ %max − %
%max %
. (47)
We implement (47) into (44) choosing j = j(%). Observe that the number fraction yj satisfies yj ≥
r xj and therefore
yj ≥ r
N − 1
%min
%max
%max − %
%max − %min =: α0 (%max − %) .
By the choice of j(%), we have V¯j > V¯iN and V¯j − 1%max ≥ 2 d0. Thus
P (%, 0) =
1
V¯j − V¯iN
(
1
mi0
ln yi0 −
1
mj
ln yj
)
≤ 1
mj (V¯j − V¯iN )
ln
1
α0 (%max − %) . (48)
Implement now (46) into (44) choosing j = j′(%). We observe that yj′ ≤ xj′r . Thus
yj′ ≤ 1
r inf V¯k 6=iN (V¯k − V¯iN )
%max − %
%max %
=: β0 (%max − %) .
It follows that
P (%, 0) =
1
V¯j′ − V¯iN
(
1
mi0
ln yi0 −
1
mj′
ln yj′
)
≥− 1
2 d0mi0
| ln r
N
|+ 1
mj′ (V¯j′ − V¯iN )
ln
1
β0 (%max − %) . (49)
In the case that xiN is the largest mass fraction, we combine (48) and (49) to easily prove that
−c3 + c4 ln 1
%max − % ≤ P (%, 0) ≤ C3 + C4
1
%max − % .
for certain fixed constant c3, c4 > 0 and C3, C4 > 0. We can discuss the case i0 = i1 similarly. In
this case, we find the estimates
c˜3 − c˜4 ln 1
%− %min ≥ P (%, 0) ≥ −C˜3 − C˜4
1
%− %min .
Recalling also (45), we have proved that
−c5 + c6 | ln min{%max − %, %− %min}| ≤ |P (%, 0)| ≤ C5 + C6 | ln min{%max − %, %− %min}| .
It remains to estimate |P (%, q)| ≤ |P (%, q)−P (%, 0)|+ |P (%, 0)| and to use the boundedness of
Pq to obtain (d). At last, we reconsider (43), and get for all j 6= i0
ln yj ≥ mj
mi0
ln yi0 − C (|P (%, q)|+ |q|+ ‖µref‖∞) ≥ −c (1 + |q|+ |P (%, 0)) .
Thus, if (%, q) is in a compact of I×RN−2, all fractions yj are bounded strictly from zero by a constant
depending on %− %min, %max − % and sup(%, q)∈K |q|. Invoking the representation of D2f1N · 1N in
Lemma 4.3, (b), we then haveD2f1N ·1N ≥ cK infi=1,...,N ρi and |∂%P | ≤ cK . This proves (b).
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5.3 Reformulation of the partial differential equations
We make use of the relation (6) and the equivalence of Lemma 5.1 to see that the diffusion fluxes
possess the equivalent form
J i = −Mi,j(ρ1, . . . , ρN)∇µj
= −
N−2∑
`=1
Mi,j(ρ1, . . . , ρN) ξ
`
j ∇q` −Mi,j(ρ1, . . . , ρN) V¯j∇ζ −Mi,j(ρ1, . . . , ρN)∇M (%, q)
= −
N−2∑
`=1
Mi,j(ρ1, . . . , ρN) ξ
`
j ∇q` −Mi,j(ρ1, . . . , ρN) V¯j∇ζ .
If we introduce the rectangular projection matrix Πj,` = ξ`j for ` = 1, . . . , N − 2 and j = 1, . . . , N ,
then J = −M Π∇q −M V¯ ∇ζ . Thus, we consider equivalently
∂tρ+ div(ρ v −M Π∇q −M V¯ ∇ζ) = 0
∂t(% v) + div(% (v ⊗ v)− S(∇v)) +∇P (%, q) +∇ζ = 0 .
In the latter system we have ρ = R(%, q) and (%, q1, . . . , qN−2, ζ, v1, v2, v3) are the independent
variables.
Next we define for k = 1, . . . , N − 2 the maps
Rk(%, q) :=
N∑
j=1
ξkj ρj = Π
T ρ
=
N∑
j=1
ξkj fµj
(
N−2∑
`=1
q` ξ
` +M (%, q1, . . . , qN−2) 1N
)
.
Multiplying the mass transfer equations with ξki , we obtain that
∂tRk(%, q) + div
(
Rk(%, q) v − [ΠT M(ρ) Π]k,`∇q` − [ΠT M(ρ) V¯ ]k∇ζ
)
= 0 .
It turns out that the matrix ΠT M(ρ) Π ∈ R(N−2)×(N−2) is symmetric and strictly positive definite on
all states ρ ∈ RN+ thanks to the assumption (23). We then multiply the mass balance equations with
V¯i, and making use of the constraint yields
div(v − V¯ ·M(ρ) Π∇q − V¯ ·M(ρ) V¯ ∇ζ) = 0 .
Using once again the identity ρ = R(%, q), we introduce for notational simplicity
M˜(%, q) :=ΠT M(R(%, q)) Π ∈ R(N−2)×(N−2)
A(%, q) :=ΠT M(R(%, q)) V¯ ∈ RN−2
b(%, q) :=V¯ ·M(R(%, q)) V¯ .
Overall we get for the variables (%, q1, . . . , qN−2, ζ, v) instead of (3), (4) the equations
∂tRk(%, q) + div(Rk(%, q) v − M˜k,`(%, q)∇q` − Ak(%, q)∇ζ) = 0 (50)
div(v − A(%, q) · ∇q − b(%, q)∇ζ) = 0 (51)
∂t%+ div(% v) = 0 (52)
∂t(% v) + div(% (v ⊗ v)− S(∇v)) +∇P (%, q) +∇ζ = 0 . (53)
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The problem (P ′) consisting of (50), (51), (52) and (53) for the variables (%, q, ζ, v) exhibits more
non-linearities than the original problem (P ). However it has the overwhelming advantage that up to
the restriction on the total mass density %min ≤ % ≤ %max, it is completely free of constraints.
Further it is to note that the differential operator is linear in the variable ζ .
In order to reformulate the boundary conditions (14), we apply the same concepts:
MΓ (µ− µΓ) = MΓ Π (q − qΓ) +MΓ V¯ (ζ − ζΓ) ,
with the obvious definitions qΓ` := µ
Γ · η` for ` = 1, . . . , N − 2 and ζΓ = µΓ · ηN−1. We introduce
M˜Γ(x, t) :=ΠT MΓ(x, t) Π ∈ R(N−2)×(N−2)
AΓ(x, t) :=ΠT MΓ V¯ ∈ RN−2
bΓ(x, t) :=MΓ V¯ · V¯ .
Thus, we obtain for the fluxes the boundary conditions
−M˜k,`(%, q)∇νq` − Ak(%, q)∇νζ =M˜Γ` (q` − qΓ` ) + AΓk (ζ − ζΓ) (54)
−A(%, q) · ∇νq − b(%, q)∇νζ =[AΓ]T · (q − qΓ) + bΓ (ζ − ζΓ) . (55)
Initial conditions q01, . . . , q
0
N−2 for the variables q1, . . . , qN−2 are derived from the equations
ρ0(x) =R(%0(x), q
0(x)) =
N−2∑
`=1
R`(%0(x), q
0(x)) η` + ηN−1 + %0(x) ηN .
Definition 5.4. We call weak solution to the problem (P ′) a vector (%, q, ζ, v) such that
% ∈ L∞(QT ; [%min, %max]), q ∈ W 1,02 (QT ; RN−2), ζ ∈ W 1,02 (QT ), v ∈ V 1,02 (QT ; R3) (56)
such that P (%, q) ∈ L1(QT ) and the following integral relations are valid:
−
ˆ
Q
R(%, q) · (∂tψ + v · ∇ψ) dxdt+
ˆ
Q
{M˜(%, q)∇q + A(%, q)∇ζ} · ∇ψ dxdt
+
ˆ
S
{M˜Γ (q − qΓ) + AΓ (ζ − ζΓ)}ψ dSdt =
ˆ
Ω
ΠTρ0(x) · ψ(x, 0) dx (57)
−
ˆ
Q
v · ∇φ dxdt+
ˆ
Q
{b(%, q)∇ζ + A(%, q) · ∇q} · ∇φ dxdt
+
ˆ
S
{bΓ (ζ − ζΓ) + AΓ · (q − qΓ)}φ dSdt = 0 (58)
−
ˆ
Q
% (∂tφ+ v · ∇φ) dxdt =
ˆ
Ω
%0(x)φ(x, 0) dx (59)
−
ˆ
Q
% v · (∂tη + (v · ∇)η) dxdt+
ˆ
Q
S(∇v) : ∇η dxdt−
ˆ
Q
p div η dxdt
=
ˆ
Q
div η dκ+
ˆ
Ω
%0(x) v
0(x) · η(x, 0) dx (60)
for all ψ ∈ C1(QT ; RN−2), all φ ∈ C1(QT ) such that ψ(T ) = 0 and φ(T ) = 0, and for all
η ∈ C1c (Ω× [0, T [; R3). Here κ ∈M(Q) is the measure satisfying the conditions of Definition 3.3.
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We then have the following equivalence:
Proposition 5.5. The problem (P ′) possesses a global weak solution (%, q, ζ, v) as in Definition 5.4
if and only if the problem (P ) possesses the weak solution (R(%, q), v, P (%, q) + ζ) in the sense
of Def. 3.3.
From now we will concentrate on proving existence for (P ′), which is directly accessible to functional
analytic methods. The proof consists in the steps: Regularisation in Section 6, derivation of uniform
bounds in Section 7, limit passage with weakly convergent subsequences in Section 8, compactness
statements in Section 9 and representation of the limit pressure in Section 10 and Section 11.
6 Regularisation
We next want to prove global existence for the system (50), (51), (52) and (53) for the variables
(%, q1, . . . , qN−2, ζ, v). The boundary conditions are (54), (55). A result in this direction does not
follow directly of standard Theorems, so we shall construct approximate problems that are easier to
solve. There is of course much arbitrariness in the way to construct such an approximation scheme,
but some restriction comes from the need of respecting the energy identity, which reflects the thermo-
dynamic consistency. We stabilise the kinetic matrix M . For σ > 0, we define
Mσ(ρ) := M(ρ) + σ 1N ⊗ 1N for ρ ∈ RN+ . (61)
Due to the assumptions on M , we can verify that Mσ has full rank, and the condition (23) yields
λ |Pξ|2 + σ |1N · ξ|2 ≤Mσ(ρ) ≤ λ (1 + |ρ|) |Pξ|2 + σ |1N · ξ|2 for all ξ ∈ RN . (62)
If the regularised kinetic matrix has full rank, it is not necessary to pass to the coordinates (%, q). In
the first level of our approximation scheme, we look for a vector (µ1, . . . , µN , v1, v2, v3) solution to
∂tfµi(µ) + div
(
fµi(µ) v −Mσ(fµi(µ))∇µ
)
= 0 (63)
∂t(% v) + div(% (v ⊗ v)− S(∇v)) +∇f(µ) = div(
N∑
i=1
J i v) (64)
% :=1N · ∇µf(µ) =
N∑
i=1
fµi(µ) .
This is supplemented by the boundary conditions (13) and
−Mσ(fµ(µ))∇νµ =MΓ,σ (µ− µΓ) on ST (65)
Here we have introduced MΓ,σ := MΓ + σ 1N ⊗ 1N . We call (Pσ) the problem of finding µ :
QT → RN and v : QT → R3 subject to (63), (64), (65) and (13), together with the initial conditions
fµi(µ(x, 0)) = ρ
0
i (x) and v(x, 0) = v
0(x) for x ∈ Ω.
It turns out that the proof of global existence for the regularised problem (Pσ) with σ > 0 is not
direct. In fact the problem (63) for µ is a doubly non-linear degenerated parabolic system, because
the coefficient D2f in front of the time derivative µt has rank (N − 1) (the kernel is the span of V¯ ,
Lemma 4.1), while the positive eigenvalues might tend to zero for |µ| → ∞. In order to simplify the
proof of existence, we have to apply another stabilisation step. This will be discussed separately in the
Appendix, Section A. The reason is that we regard the limit passage σ → 0 as the main technical step
of the paper, to be discussed with priority. For (Pσ), we thus obtain the following existence statement.
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Proposition 6.1. Adopt the assumptions (23), (24). Assume that ρ0 ∈ L∞(Ω; S0) satisfies the
condition (26), that v0 ∈ L2(Ω; R3) and that µΓ ∈ L2(ST ; RN). Then, there exists a pair (µ, v)
with µ ∈ W 1,02 (QT ; RN) and v ∈ V 1,02 (QT ; R3) such that
p :=f(µ) ∈ W 1,02 (QT ) ,
ρ :=∇µf(µ) ∈ L∞(QT ; S0) ∩W 1,02 (Q; RN) ,
such that ρ > 0 almost everywhere in QT , and for all ψ ∈ C1(QT ; RN) such that ψ(T ) = 0 and
η ∈ C1c (Ω× [0, T [; R3) the following integral relations are valid
−
ˆ
Q
ρ · ∂tψ dxdt−
ˆ
Q
ρ · ∇ψ · v dxdt+
ˆ
Q
Mσ(ρ)∇µ∇ψ dxdt
+
ˆ
S
MΓ,σ (µ− µΓ)ψdSdt =
ˆ
Ω
ρ0(x) · ψ(x, 0) dx (66)
−
ˆ
Q
% v · ∂tη dxdt−
ˆ
Q
% v ⊗ v : ∇η dxdt+
ˆ
Q
S(∇v) : ∇η dxdt−
ˆ
Q
p div η dxdt
=
ˆ
Ω
%0(x) v
0(x) · η(x, 0) dx−
ˆ
Q
(
N∑
i=1
J i · ∇
)
η · v dxdt (67)
in which J = −Mσ(ρ)∇µ and % := ∑Ni=1 ρi. Moreover ρ ∈ C([0, T ]; L2(Ω; RN)), % v ∈
C([0, T ]L2(Ω; R3)), and for all t ∈]0, T [ the following dissipation inequality is valid:
ˆ
Ω
[k(ρ(t)) + 1
2
%(t) |v(t)|2] dx+
ˆ
Qt
{Mσ(ρ)∇µ · ∇µ+ S(∇v) · ∇v} dxds
+
ˆ
St
MΓ,σ (µ− µΓ) · µ dSds ≤
ˆ
Ω
[k(ρ0) + 1
2
%0 |v0|2] dx .
Remark 6.2. If in (66) we choose ψ = 1N ψ˜ with scalar ψ˜ ∈ C1(Q) such that ψ˜(T ) = 0, we obtain
the perturbed continuity equation
−
ˆ
Q
% · ∂tψ˜ dxdt−
ˆ
Q
% v · ∇ψ˜ dxdt =
ˆ
Ω
%0(x) · ψ˜(x, 0) dx
+
ˆ
Q
N∑
i=1
J i · ∇ψ˜ dxdt+
ˆ
S
1N · Γ ψ˜ dSdt (68)
with J = −Mσ(ρ)∇µ and Γ = −MΓ,σ (µ− µΓ).
7 Uniform bounds
Now we want to explore the passage to the limit σ → 0 for the family {(µσ, vσ)}σ>0 constructed in
Proposition 6.1. First we will derive uniform estimates exploiting the dissipation inequality. We previ-
ously recall the definitions of new variables which are simply linear combinations of elements of the
vector µσ (cf. Lemma 5.1)
qσ := (µσ · η1, . . . , µσ · ηN−2) ∈ W 1,02 (QT ; RN−2), ζσ := µσ · ηN−1 ∈ W 1,02 (QT ) (69)
We moreover use the abbreviations Jσ := −Mσ(ρ)∇µσ and Γ,σ := −MΓ,σ(µσ − µΓ).
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Proposition 7.1. For the family {(µσ, vσ)}σ>0 constructed in Proposition 6.1, the following uniform
bounds are valid:
‖ρσ‖L∞(Q;RN ) + ‖vσ‖L2,∞(Q;R3) ≤ C0
‖vσ‖W 1,02 (Q;R3) + ‖q
σ‖W 1,02 (Q;RN−2) + ‖ζ
σ‖W 1,02 (Q) ≤ C0
‖1N · Jσ‖L2(Q;R3) + ‖1N · Γ,σ‖L2(S) ≤ C0
√
σ, .
Proof. Owing to the statement of Prop. 6.1, we know that ρσ(x, t) = ∂µf(µσ(x, t)) belongs to S0 for
almost all (x, t) ∈ Q. This yields in particular that %min ≤ %σ ≤ %max almost everywhere inQ proving
theL∞ bound for {ρσ}. From the dissipation inequality, we directly obtain that ‖√%σ vσ‖L2,∞(Q;R3) ≤
C0, and since %min ≤ %σ we obtain that ‖vσ‖L2,∞(Q;R3) ≤ C0. The bound on ∇vσ in L2(Q; R9)
follows from the fact that
´
Q
S(∇vσ) : ∇vσ dxdt ≤ C0.
Due to the fact that
´
Q
Mσi,j µ
σ
i,x µ
σ
j,x dxdt ≤ C0, the condition (23) guaranties that
λ
ˆ
Q
|P ∇µσ|2 dxdt ≤
ˆ
Q
Mσi,j∇µσi · ∇µσj dxdt ≤ C0 (70)
σ
ˆ
Q
|∇(1N · µσ)|2 dxdt ≤
ˆ
Q
Mσi,j∇µσi · ∇µσj dxdt ≤ C0 . (71)
From the first bound (70), we obtain that λ (‖qσx‖L2(Q;RN−2) + ‖ζσx‖L2(Q)) ≤ C0. Moreover, the
dissipation inequality directly yields
´
S
MΓ,σ µσ · µσ dSdt ≤ C0 which implies that
λΓ
ˆ
S
|P µσ|2 dSdt ≤
ˆ
Q
MΓ,σ µσ · µσ dSdt ≤ C0 ,
resulting into λΓ (‖qσ‖L2(S;RN−2) + ‖ζσ‖L2(S)) ≤ C0. From the control of the spatial gradients and
the L2−norm on the surface, we deduce a control on ‖qσ‖W 1,02 (Q;RN−2) + ‖ζ
σ‖W 1,02 (Q).
Finally, observe that
∑N
i=1 J
σ,i = −N σ∇(1N ·µσ), and therefore, making use of (71), we infer that
‖
N∑
i=1
Jσ,i‖L2(Q;R3) ≤ N
√
σ
(
σ
ˆ
Q
|∇(1N · µσ)|2 dxdt
)1
2 ≤ C0
√
σ .
The same arguments apply to estimating
∑N
i=1 
Γ,σ
i .
Remark 7.2. Thanks to the embedding V 1,02 (Q) ⊂ L
10
3 (Q) and Hölder’s inequality we obtain addi-
tional bounds
‖vσ vσ‖
L
5
3 (Q;R3×3)
≤c ‖vσ‖2
V 1,02
≤ C0 ,
‖
N∑
i=1
Jσ,i vσ‖
L
5
4 (Q;R3×3)
≤c ‖vσ‖V 1,02 ‖
N∑
i=1
Jσ,i‖L2(Q) ≤ C0
√
σ .
Lemma 7.3. Tor the sequence {(µσ, vσ)}σ>0 constructed in Proposition 6.1 we define mσ(t) :=ffl
Ω
%σ(x, t) dx, and M0 :=
ffl
Ω
%0(x) dx. Then |mσ(t)−M0| ≤ C1
√
σ.
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Proof. Due to Remark 6.2 with ψ˜ = 1, the identity m′σ(t) =
N
λ3(Ω)
σ
´
∂Ω
1N · (µσ − µΓ) dS is valid.
Thus
|mσ(t)−M0| ≤σ N
3
2
λ3(Ω)
ˆ
St
|µσ − µΓ| dSds ≤ √σ C0
√
σ ‖µσ − µΓ‖L2(S) ≤ C1
√
σ .
Now we obtain the pressure bound which can be regarded as one of the most important steps in the
paper.
Proposition 7.4. Consider the family {(µσ, vσ)}σ>0 constructed in Proposition 6.1 and pσ := f(µσ).
Then pσ = P (%σ, qσ) + ζσ, with the function P of Proposition 5.3, and the norms ‖P (%σ, qσ)‖L1(Q)
is are uniformly bounded.
Proof. The pressure decomposition is a direct consequence of the algebraic reduction in Lemma 5.1
(cf. (41)). In order to prove the bound we employ the properties of the so-called Bogovski operator.
There exists a solutions Y ∈ W 1,20 (Ω; R3) to the equations div Y = %σ(t) − mσ(t) satisfying
moreover for all 1 < r < +∞ the estimate ‖∇Y (t)‖Lr(Ω) ≤ cr ‖%σ(t) − mσ(t)‖Lr(Ω). Due to
Remark 6.2 the derivative ∂t(%σ(t)−mσ(t)) is well defined in the sense of distributions and
∂t(%σ(t)−mσ(t)) = f(t)
f(t)(ψ˜) :=
ˆ
Ω
(%σ v
σ +
N∑
i=1
Jσ,i)(x, t) · ∇ψ˜(x) dx
+
ˆ
∂Ω
N∑
i=1
Γ,σi (x, t) ψ˜(x) dS(x)−m′σ(t)
ˆ
Ω
ψ˜(x) dx
=
ˆ
Ω
(%σ v
σ +
N∑
i=1
Jσ,i)(x, t) · ∇ψ˜(x) dx+
ˆ
∂Ω
N∑
i=1
Γ,σi (x, t) (ψ˜(x)−
 
Ω
ψ˜) dS(x) .
For F (ψ˜) :=
´
∂Ω
∑N
i=1 
Γ,σ
i (t) (ψ˜ −
ffl
Ω
ψ dx) dS, we can verify that F (1) = 0 and that
‖F‖[W 1,2(Ω)]∗ ≤ c ‖1N · Γ,σ(t)‖L2(∂Ω) .
Consequently, we can solve the weak Neumann problem and find uσ = uσ(t) ∈ W 1,2(Ω) such
that
´
Ω
∇uσ · ∇φ = F (φ) for all φ ∈ W 1,2(Ω) and ‖∇uσ(t)‖L2(Ω) ≤ c ‖F‖[W 1,2(Ω)]∗ . Thus, the
distributional time derivative f(t) also possesses the representation
f(t)(ψ˜) =
ˆ
Ω
(%σ v
σ +
N∑
i=1
Jσ,i +∇uσ)(x, t) · ∇ψ˜(x) dx .
Employing the properties of the Bogovski operator recalled in the Appendix, we then obtain for Y =
B(%σ −mσ) the estimate
‖∂tY (t)‖L2(Ω;R3) ≤c ‖∂t(%σ(t)−mσ(t))‖[W 1,2(Ω)]∗
≤c (‖%σ(t) vσ(t)‖L2(Ω) + ‖
N∑
i=1
Jσ(t)‖L2(Ω) + c ‖
N∑
i=1
Γ,σi (t)‖L2(∂Ω)) .
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Since ‖∑Ni=1 Jσ‖L2(Q) + ‖∑Ni=1 Γ,σi ‖L2(S) ≤ C0√σ, it follows also that
‖∂tY ‖L2(Q;R3) ≤ c (‖%σ vσ(t)‖L2(Q) + C0
√
σ) .
Therefore, in view of the estimates of Proposition 7.1, we obtain a uniform bound
‖∇Y ‖Lr(Q) + ‖∂tY ‖L2(Q) ≤ C0(r) for 1 ≤ r < +∞ arbitrary .
We can modify the relation (67) to
−
ˆ
Q
%σ v
σ · ∂tη +
ˆ
Ω
%σ(x, T ) v
σ(x, T ) · η(x, T ) dx−
ˆ
Q
{%σ vσ ⊗ vσ − S(∇vσ)} : ∇η
=
ˆ
Q
pσ div η +
ˆ
Ω
%0(x) v
0(x) · η(x, 0) dx−
ˆ
Q
(
N∑
i=1
Jσ,i · ∇)η · vσ (72)
valid first for all η ∈ C1c (Ω × [0, T ]; R3). We can verify that this relation in fact makes sense for all
η ∈ Cc(Ω × [0, T ]; R3) having ‖ηx‖L5(Q) + ‖ηt‖L2(Q) finite, and even that (72) is valid for such
vector fields. The proof being fairly standard, we shall spare it. We thus employ η = Y as test function
in (72) which yields a bound∣∣∣∣ˆ
Q
pσ (%σ(t)−mσ(t))
∣∣∣∣ ≤ c (‖%σ vσ‖L2(Q) + ‖%σ |vσ|2‖L 53 (Q) + ‖vσx‖L2(Q) + ‖Jσ vσ‖L 54 (Q))×
× (‖Yt‖L2(Q) + ‖Yx‖L5(Q)) + 2 ‖%σ‖L∞(Q) ‖vσ‖L2,∞(Q) ‖Y ‖L2,∞(Q) ≤ C0 .
We express pσ = P (%σ, qσ)+ ζσ. Since ζσ is bounded in L2(Q) and %σ even in L∞(Q), it therefore
next follows that
∣∣∣´Q P (%σ, qσ) (%σ(t)−mσ(t))∣∣∣ ≤ C0.
Due to Lemma 7.3, we know that |mσ(t)−M0| ≤ C1
√
σ. Making use of the properties of P (Prop.
5.3), we obtain that
ˆ
Q
|P (%σ, qσ)− P (mσ, qσ)| |%σ(t)−mσ(t)| ≤ C0 +
ˆ
Q
|P (mσ, qσ)| |%σ(t)−mσ(t)| (73)
≤ C0 + |%max − %min|
ˆ
Q
[
C1 + C2 |qσ|+ C3 ln max
{
1,
1
mσ(t)− %min ,
1
%max −mσ(t)
}]
which is uniformly bounded for all
√
σ ≤ 1
2C1
dist(M0, {%min, %max}).
Next we distinguish two cases: If |%σ(x, t)−mσ| ≥ 12 dist(M0, {%min, %max}) =: a0, it follows that
that
|P (%σ, qσ)− P (mσ, qσ)| |%σ(t)−mσ(t)| ≥ a0 [|P (%σ, qσ)| − |P (mσ, qσ)|] . (74)
If otherwise |%σ(x, t) −mσ| < a0, then %σ(x, t) ∈ [mσ − a0, mσ + a0], and due to the choice of
M0 and to Lemma 7.3, this interval is contained in a compact subset of ]%min, %max[ for σ small. We
then express
|P (%σ, qσ)− P (mσ, qσ)| ≤|P (%σ, qσ)− P (%σ, 0)|+ |P (mσ, 0)− P (mσ, qσ)|
+ |P (%σ, 0)− P (mσ, 0)| .
DOI 10.20347/WIAS.PREPRINT.2622 Berlin 2019
Global–in–time existence 25
Since |∂qP | ≤ C1, the first terms are bounded by C¯ |qσ| which is bounded in L2(Q). In order
to estimate the remaining difference, we invoke Prop. 5.3 proving the ∂%P is bounded on compact
subsets of I × RN−2. Thus
|P (%σ, qσ)− P (mσ, qσ)| ≤ max
r∈[M0−a0−c√σ,M0+a0+c√σ]
|P%(r, qσ)| |%σ −mσ|+ C¯ |qσ| . (75)
For almost all (x, t) ∈ Q, we combine the two estimates (74) and (75) and get
|P (%σ, qσ)| ≤a−10 |P (%σ, qσ)− P (mσ, qσ)| |%σ(t)−mσ(t)|
+ C¯ (|P (mσ, qσ)|+ |qσ|+ C(dist(M0, {%min, %max}))) ,
yielding with the help of (73) the L1−bound.
8 Convergence analysis
In this section, we extract (weakly) convergent subsequences and construct their appropriate limits
which are the candidate weak solutions.
Proposition 8.1. From the family {(µσ, vσ)}σ>0 constructed in Proposition 6.1 it is possible to extract
a subsequence {σn}n∈N and to find limit elements
ρ ∈ L∞(Q; S0), q ∈ W 1,02 (Q; RN−2), ζ ∈ W 1,02 (Q), v ∈ V 1,02 (Q; R3)
such that
ρσn → ρ weakly in L2(Q; RN)
qσn → q weakly in W 1,02 (Q; RN−2)
ζσn → ζ weakly in W 1,02 (Q)
vσn → v weakly in W 1,02 (Q; R3) and strongly in Lr(Q; R3) for all 1 ≤ r < 103
ρσn v
σn → ρ v weakly in L2(Q; RN×3)
%σn v
σn ⊗ vσn → % v ⊗ v weakly in L53 (Q; R3×3)
N∑
i=1
Jσn,i vσn → 0 strongly in L54 (Q; R3×3) .
and such that for almost all t ∈]0, T [
ρσn(t)→ ρ(t) weakly in L2(Ω; RN), %σn(t) vσ(t)→ %(t) v(t) weakly in L2(Ω; R3) .
Proof. First exploiting the reflexivity of Lp spaces, the bounds in Proposition 7.1 and the Remark 7.2,
we can extract a subsequence such that
ρσn → ρ weakly in L2(Q; S0)
qσn → q weakly in W 1,02 (Q; RN−2), ζσn → ζ weakly in W 1,02 (Q)
vσn → v weakly in W 1,02 (Q; R3)
ρσn v
σn → ξ weakly in L2(Q; RN×3), %σn vσn ⊗ vσn → χ weakly in L
5
3 (Q; R3×3)
N∑
i=1
Jσn,i vσn → 0 strongly in L54 (Q; R3×3) .
(76)
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Moreover, we can assume that Jσn = −M(ρσn)∇µσn and Γ,σn = −MΓ,σn (µσn −µΓ) satisfy, for
appropriate subsequences and limits J and Γ,
Jσn → J weakly in L2(Q; RN×3), Γ,σn → Γ weakly in L2(S; RN) .
In the relation (66), we choose a test function of the form ψ(x, t) = u(t)φ(x) with φ ∈ C1(Ω; RN)
and u ∈ C1c (]0, T [) yielding
−
ˆ T
0
u′(s)
(ˆ
Ω
ρσ(x, s) · φ(x) dx
)
ds =
ˆ T
0
u(s) aσ(s; φ) ds
aσ(s; φ) :=
ˆ
Ω
(ρσ vσ + Jσ)(x, s) : ∇φ(x) dx−
ˆ
∂Ω
Γσ(x, s) · φ dS(x) .
This allows to interpret aσ(s; φ) as the weak derivative of the function
´
Ω
ρσ(x, s) · φ(x) dx. For all
t ∈ [0, T ] the Leibinz formula yields
ˆ
Ω
ρσ(x, t) · φ(x) dx =
ˆ
Ω
ρσ(x, 0) · φ(x) dx+
ˆ t
0
aσ(s; φ) ds
=
ˆ
Ω
ρ0(x) · φ(x) dx+
ˆ t
0
aσ(s; φ) ds .
Exploiting the weak convergence properties (76) associated with the sequence {σn}n∈N, we can
verify for all t ∈ [0, T ] that ´ t
0
aσn(s; φ) ds→
´
Qt
(ρ v + J)(x, s) : ∇φ(x) dxds− ´
St
Γ(x, s) ·
φ(x) dS(x)ds. Consequently, there exists limn→∞
´
Ω
ρσn(x, t) · φ(x) dx for all t ∈ [0, T ] and all
φ ∈ C1(Ω; RN). This shows that {ρσn(t)} converges as distribution in Ω for all t. But due to the
fact that {ρσn(t)} is uniformly bounded in L∞(Ω; RN) we obtain that {ρσn(t)} converges weakly in
L2(Ω) for all t. Then it is clear that the limit must be identical for almost all t with ρ(t) showing that
ρσn(t)→ ρ(t) weakly in L2(Ω; RN) for almost all t ∈]0, T [ .
Thanks to the Remark B.1, this allows to identify ξ = ρ v.
We choose in the relation (67) a test function of the form η(x, t) = u(t)φ(x) with φ ∈ C1c (Ω; R3)
and u ∈ C1c (]0, T [) yielding
−
ˆ T
0
u′(s)
(ˆ
Ω
%σ v
σ(x, s) · φ(x) dx
)
ds =
ˆ T
0
u(s) (aσ(s; φ) + bσ(s; φ)) ds
aσ(s; φ) :=
ˆ
Ω
{%σ vσ ⊗ vσ − S(∇vσ)−
N∑
i=1
Jσ,i ⊗ vσ} : ∇φ
bσ(s; φ) :=
ˆ
Ω
pσ(s) div φ .
For all t the Leibniz formula yields
ˆ
Ω
%σ v
σ(x, t) · φ(x) dx =
ˆ
Ω
%0(x) v
0(x) · φ(x) dx+
ˆ t
0
aσ(s; φ) ds+
ˆ t
0
bσ(s; φ) ds .
We easily show that the the weak convergence (76) associated with the sequence {σn}n∈N implies
the existence of a limit for
´ t
0
aσn(s; φ) ds for all t ∈ [0, T ].
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In order to prove the convergence of
´ t
0
bσ(s; φ) ds =
´ t
0
´
Ω
pσ(s, x) div φ(x) dxds we apply the
Lemma 8.2 hereafter. Specialising to φ ∈ C3c (Ω; R3), we see that limn→∞
´ t
0
bσn(s; φ) ds exists for
almost all t ∈]0, T [. Overall there exists limn→∞
´
Ω
%σnv
σn(x, t) · φ(x) dx for almost all t ∈ [0, T ]
and all φ ∈ C3c (Ω; R3). This shows that {%σn vσn(t)} converges as distributions in Ω for almost all t.
But due to the fact that {%σnvσn(t)} is uniformly bounded in L2(Ω; RN) we obtain that the sequence
converges weakly in L2(Ω) for almost all t ∈ [0, T ]. Then, the limit must be identical for almost all t
with %(t) v(t) showing that
%σn(t) v
σn(t)→ %(t) v(t) weakly in L2(Ω; RN) for almost all t ∈]0, T [ .
Thanks to the Remark B.1, this allows to next identify χ = ρ v ⊗ v.
Applying the Corollary B.2, we obtain moreover that vσn → v strongly in L2(Q; R3). But since
‖vσn‖
L
10
3 (Q)
≤ C0 (the embedding V 1,02 ⊂ L
10
3 is continuous), we obtain for an appropriate subse-
quence the strong convergence in every Lr(Q) for 1 ≤ r < 10
3
. The proof is complete.
Lemma 8.2. From the family {(µσ, vσ)}σ>0 constructed in Proposition 6.1 it is possible to extract
a subsequence {σn}n∈N, such that for almost all t ∈ [0, T ] and all φ ∈ C2c (Ω), there exists
limn→∞
´ t
0
´
Ω
pσ(x, s)φ(x) dxds.
Proof. We introduce the functions piσ(x, t) :=
´ t
0
pσ(x, s) ds. Clearly, {piσ} satisfies a uniform
bound inW 0,11 (Q) = W
1
1 (0, T ; L
1(Ω)) (Prop. 7.4). For each t ∈ [0, T ], we now consider a solution
uσ(t) to the problem −4uσ = piσ(·, t) in Ω with uσ(t) = 0 on ∂Ω. For this problem, existence of
a unique solution uσ(t) is known in the class W
1,r
0 (Ω) for every 1 ≤ r < 32 . Moreover, we can
differentiate in time the equation to obtain that
‖uσ‖L∞(0,T ;W 1,r0 (Ω)) + ‖∂tuσ‖L1(0,T ;W 1,r0 (Ω)) ≤ cr ‖pσ‖L1(Q) .
With the Lemma 4 and the Theorem 4 of [Sim86], we conclude from the latter estimate that {uσ}σ>0
is relatively compact in Lz(0, T ; Lr
∗
(Ω)) for all 1 ≤ z < ∞ and all 1 ≤ r∗ < 3. In particular, we
find u ∈ L∞(0, T ; W 1,r0 (Ω)) and a subsequence such that uσn → u strongly in L1(Q). The latter
means further that fn(t) :=
´
Ω
|uσn(x, t) − u(x, t)| dx → 0 strongly in L1(0, T ). Thus, we can
pass to a subsequence and obtain that for almost all t ∈]0, T [, we have uσn(t) → u(t) strongly in
L1(Ω).
Consider arbitrary φ ∈ C2c (Ω) and t in the set where uσn(t) → u(t) strongly in L1(Ω). Then´ t
0
´
Ω
pσn(x, s)φ(x) dxds = −
´
Ω
uσ(x, t)4φ(x) dx→
´
Ω
u(x, t)4φ(x) dx.
For the family {pσ}, we remark that the L1−bound of Prop. 7.4 allows to obtain weak convergence as
measures or distributions. In order to introduce the limit pressure and show its connection to the limits
ρ, q and ζ , we first want to obtain the strong convergence of the variables %σ and qσ. To this aim we
first derive in known manner a strong convergence result for the acceleration terms in the momentum
balance equations. For pairs r ≥ r0 := 52 and q ≥ q0 := 107 we introduce the Banach-space
Y(r, q) :={Y ∈ L1(Q; R3) : ∂tY ∈ Lq(Q), ∂xY ∈ Lr(Q)} . (77)
We remark that the convergence properties stated in Proposition 8.1 allow to show that the limits
% :=
∑N
i=1 ρi and v satisfy
−
ˆ
Q
% (∂tψ + v · ∇ψ) dxdt =
ˆ
Ω
%0(x)ψ(x, 0) dx for all ψ ∈ W 12 (Q) : ψ(T ) = 0 . (78)
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Lemma 8.3. From the family {(µσ, vσ)}σ>0 constructed in Proposition 6.1 it is possible to extract a
subsequence {σn}n∈N such that for all r > r0 and q > q0 the functionals
Mn(Y ) := −
ˆ
Q
%σn v
σn · (∂tY + (vσn · ∇)Y ) dxdt
converge strongly in [Y(r, q)]∗ toM(Y ) := − ´
Q
% v · (∂tY + (v · ∇)Y ) dxdt with the limits % and
v constructed in Proposition 8.1.
Proof. Suppose that {Y n}n∈N is a weakly converging sequence in Y(r, q) with weak limit Y . We
consider the sequence βn := −%σn ∂tY n − %σn vσn · ∇Y n. Then, defining s = max{q, 10r3r+10} >
10
7
, we obtain the bound
‖βn‖Ls(Q;R3) ≤ c(Q) ‖%σn‖L∞(Q) (‖∂tYn‖Lq(Q) + ‖vσn‖
L
10
3 (Q)
‖∇Yn‖Lr(Q)) ≤ C0 .
Consider any subsequence {nk}k∈N. Then, there is a subsequence {βnkj }j∈N such that for a β ∈
Ls(Q; R3) we have βnkj → β weakly in Ls(Q; R3). For η ∈ C1c (Q; R3) arbitrary, the Gauss
divergence theorem implies that
ˆ
Q
βnkj · η =−
ˆ
Q
[%σnkj
∂t(Y
nkj η) + %σnkj
v
σnkj · ∇(Y nkj η)]
+
ˆ
Q
Y nkj %σnkj
[∂tη + v
σnkj · ∇η] .
Choosing on the other hand ψ = Y nkj φ 1N with φ ∈ C1(Q) in the equations (66) yields
−
ˆ
Q
[%σnkj
∂t(Y
nkj φ) + %σnkj
v
σnkj · ∇(Y nkj φ)]
= −
ˆ
Q
1N · Jσnkj ∇(Y nkj φ) +
ˆ
S
1N · Γ,σnkj Y nkj φ .
We infer that∣∣∣∣ˆ
Q
[%σnkj
∂t(Y
nkj φ) + %σnkj
v
σnkj · ∇(Y nkj φ)]
∣∣∣∣
≤ ‖φ‖C1(Q) (‖1N · J
σnkj ‖L2(Q) + ‖1N · Γ,σnkj ‖L2(S)) ‖Y nkj ‖W 1,02 (Q) → 0 .
Exploiting now that {Y nkj } is bounded in Y(r, q), passing possibly to a further subsequence yields
Y nkj → Y strongly in L2(Q; R3). Thus, invoking Prop. 8.1, we have Y nkj %σnkj → Y % weakly in
L2(Q) and Y nkj %σnkj
vnkj → Y % v weakly in L1(Q). Thus
lim
j→∞
ˆ
Q
βnkj · η = limj→∞
ˆ
Q
Y nkj %σnkj
[∂tη + v
σnkj · ∇η]
=
ˆ
Q
Y % [∂tη + v · ∇η]
=
ˆ
Q
% [∂t(η Y ) + v · ∇(η Y )]−
ˆ
Q
% (∂tY + v · ∇Y )φ .
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This identity together with (78), in which we choose ψ = η Yi, shows that β = % (∂tY + v · ∇Y ).
Since this is valid for any subsequence {nk}k∈N we see that the entire sequence must converge, that
is, %σn (∂tY
n + vσn · ∇Y n) → % (∂tY + v · ∇Y ) weakly in Ls(Q; R3). Since s > 10/7 and
vσn → v strongly in Lp(Q) for all 1 ≤ p < 10/3, the products satisfy
vσn [%σn (∂tY
n + vσn · ∇Y n)]→ v [% (∂tY + v · ∇Y )] weakly in L1(Q) .
9 The question of compactness
9.1 Compactness of the total mass densities
The first main technical problem is to obtain the strong convergence of the sequence {%σn}. We
apply a derivate of the method invented by P.-L. Lions in the context of compressible Navier-Stokes
equations. Even if we do not essentially enrich this method, we have to show that we can extend it
to our case, in which the pressures satisfy a bound only in L1(Q). Several technical steps are to be
performed to verify this claim.
For this section we introduce the positive constant λ′ := λ + 4
3
η, where λ, η are the viscosity
constants.
Lemma 9.1. For r > r1 := 5 and q > q0 :=
10
7
, we define Banach-spaces
X (r, q) :={f ∈ Lr(Q; R3) : ∂tf ∈ Lq(]0, T [; [W 1,q′(Ω)]∗))}
0
X (r, q) :={f ∈ X (r, q) : f(T ) = 0 in [W 1,q′(Ω)]∗} .
(79)
and define X0 := X (r1, q0). From the family {(µσ, vσ)}σ>0 constructed in Proposition 6.1 it is
possible to extract a subsequence and finding F ∈ [X0]∗ such that
pσ → F weakly star in X0
pσ − λ′ div vσ → F − λ′ div v strongly in [
0
X (r, q)]∗ .
Proof. For f ∈ X0 := X (r1, q0), we first define functionals
Fσ(f) :=
ˆ
Q
pσ (f −
 
Ω
f) dxdt .
We further define Y(r, q) as in (77) and Y0 = Y(r1, q0). For Y ∈ Y0 we define functionals
Mσ(Y ) :=−
ˆ
Q
%σ v
σ · (∂tY + (vσ · ∇)Y ) dxdt, Sσ(Y ) :=
ˆ
Q
S(∇vσ) : ∇Y dxdt
Eσ(Y ) :=
ˆ
Q
(
N∑
i=1
Jσn,i · ∇)Y · vσn dxdt .
Due to Hölder’s inequality, Prop. 7.1 and Remark 7.2, we obviously see thatMσ, Sσ and Eσ are well
defined elements of [Y0]∗, and are bounded sequences in this space.
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The identity (67) now implies that Fσ(div Y ) = (Mσ + Sσ + Eσ)(Y ) + A0(Y ) for all Y ∈ Y0
such that Y = 0 on ST and Y (T ) = 0. Here A0(Y ) := −
´
Ω
%0(x) v
0(x) · Y (x, 0) dx. The
identity (72) implies that Fσ(div Y ) = (Mσ + Sσ + Eσ + A0(Y ) + Aσ,T )(Y ), with Aσ,T (Y ) :=
− ´
Ω
%σ(x, T ) v
σ(x, T ) · Y (x, T ) dx.
For f ∈ X (r, q), we denote B(f) := (div)−1(f − meanΩ(f)), where (div)−1 is the so-called
Bogovski operator. Exploiting its properties (Appendix B.3), we show that B ∈ L (X (r, q), Y(r, q)).
Thus, we can also show that Fσ(f) = [(A0 +Aσ,T +Mσ + Sσ + Eσ) ◦ B](f). It follows that
|Fσ(f)| ≤ cB C0 ‖f‖X0 . (80)
Thus {Fσ}σ>0 is uniformly bounded in X ∗0 . Since X0 is separable, we find first a limit element F0 ∈
X ∗0 such that for a subsequence: Fσn → F0 weakly star in X0.
Note that for f ∈
0
X 0, we by definition have B(f)(T ) = 0, so that
Fσ(f) = [(A0 +Mσ + Sσ + Eσ) ◦ B](f) for f ∈
0
X 0 . (81)
Exploiting the Lemma 8.3, we find on the other hand that
Mσn →M strongly in [Y(r, q)]∗ , M(Y ) := −
ˆ
Q
% v · (∂tY + (v · ∇)Y ) dxdt .
Clearly Sσn → S weakly star in Y0 with S(Y ) :=
´
Q
S(∇v) : ∇Y dxdt. This allows to easily
establish the identities
F0(div Y ) =(M+ S +A0)(Y ) for all Y ∈ Y0, Y = 0 on ST ∪ Ω× {T} , (82)
F0(f) =[(M+ S +A0) ◦ B](f) for all f ∈
0
X 0 . (83)
Consider now {fn}n>0 a bounded sequence in
0
X (r, q) and f ∈
0
X (r, q) such that fn → f weakly
in X (r, q). For t ∈]0, T [, we introduce functions {ψn}n>0 solutions to
−4ψn(t) = fn(t)− MeanΩ(fn(t)) in Ω, −∇νψn(t) = 0 on ∂Ω . (84)
We claim that Zn := −∇ψn is a bounded sequence in Y(r, q), so that for a subsequence
Zn → Z :=−∇ψ weakly in Y(r, q) and strongly in C([0, T ]; L2(Ω; R3)) ,
−4ψ(t) =f(t)− MeanΩ(f(t)) in Ω , −∇νψ(t) = 0 on ∂Ω .
To show this, we employ standard theory that implies for the solutions to (84) that ‖ψn(t)‖W 2,r(Ω) ≤
c ‖fn(t)‖Lr(Ω), that ‖∂tψn(t)‖W 1,q(Ω) ≤ c ‖f ′n(t)‖[W 1,q′ (Ω)]∗ . Thus
‖∇ψn‖Y(r, q) ≤ c ‖fn‖X (r, q) . (85)
Moreover,∇ψn(T ) = 0 due to the considered restriction fn ∈
0
X (r, q).
In particular, Zn = −∇ψn is bounded in L∞(0, T ; Lq(Ω; R3)), in Lr(0, T ; W 1,r(Ω; R3)) and
∂tZn is bounded in Lq(Q; R3). The compactness in C([0, T ]; L2(Ω)) follows from the Theorem 3
of [Sim86]. Be now φ ∈ C∞c (Ω) fixed. In (67), we use the testfunction Y = Zn φ. Using well known
identities of vector analysis, we show the identity
Sσn(Zn φ) =λ′
ˆ
Q
div vσn (−4ψn φ−∇ψn · ∇φ) + η
ˆ
Q
curl vσn · (∇ψn ×∇φ) . (86)
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Therefore, there exists limn→∞{Sσn(Zn φ)− λ′
´
Q
div vσn [−4ψn]φ} and
lim
n→∞
{
Sσn(Zn φ)− λ′
ˆ
Q
div vσn [−4ψn]φ
}
= λ′
ˆ
Q
div v (−∇ψ · ∇φ) + η
ˆ
Q
curl v · (∇ψ ×∇φ) . (87)
By the properties of the sequence Mσn of Lemma 8.3, we directly obtain that Mσn(Zn φ) →
M(−∇ψ φ). Thus, employing (87), and in the limit momentum equations (82) the same transfor-
mation (86) of the stress tensor yield
Fσn(div(Z
n φ))− λ′
ˆ
Q
div vσn [−4ψn]φ
=Mσn(Zn φ) +
{
Sσn(Zn φ)− λ′
ˆ
Q
div vσn [−4ψn]φ
}
+A0(Zn φ) + Eσn(Zn φ)
→M(−∇ψ φ) + λ′
ˆ
Q
div v (−∇ψ · ∇φ) + η
ˆ
Q
curl v · (∇ψ ×∇φ) +A0(Z φ)
=M(−∇ψ φ) +
{
S(−∇ψ φ)− λ′
ˆ
Q
div v [−4ψ]φ
}
+A0(Z φ)
= F0(div(−∇ψ φ))− λ′
ˆ
Q
div v [−4ψ]φ .
Here we made use of |Eσn(Zn φ)| ≤ ‖1N · Jσn vσn‖
L
5
4 (Q)
‖Zn φ‖Y0 → 0. MoreoverA0(Zn φ)→
A0(Z φ), since Zn → Z in C([0, T ]; L2(Q)). Next we want to ’eliminate’ the cut-off φ from the
latter formula by constructing a sequence {φm}m∈N of non-negative, sufficiently smooth functions
converging to one. We choose φm of the form φm(x) = hm(d(x)) where d(x) is the distance of x
to the boundary ∂Ω; Moreover, hm ∈ C2(R+) is a non-decreasing function satisfying hm(d) = 1 for
d > 2/m, hm(d) = 0 for d < 1/m and |h′m| ≤ cm. Then, the support of φm is the complement in
Ω of the strip Ωm := {x ∈ Ω : d(x) ≤ 2/m}.
For arbitrary u ∈ W 2,r(Ω), the Hölder inequality yield
ˆ
Ω
|4u|5 |1− φm|5 ≤ ‖u‖5W 2,r(Ωm) |Ωm|1−
5
r . (88)
With elementary covering techniques, we can finitely cover Ωm with cubes Qri(x
i) such that the in-
tersectionQri(x
i)∩Ωm is up to a rotation and a translation contained in {x¯ ∈ R3 : maxi=1,2 |x¯i| <
1, 0 ≤ x¯3 < 2/m}. If u satisfies∇νu = 0 on ∂Ω, we can invoke the Poincaré inequality to see that
ˆ
Ω
|∇u · ∇φm|5 ≤ =
ˆ
Ωm
|h′m(d)|5 |∇u · ∇d|5 ≤ cm5
ˆ
Ωm
|∇u · ∇d|5
≤cm5
I∑
i=1
ˆ
Qri (x
i)∩Ωm
|∇u · ∇d|5
≤C0
I∑
i=1
ˆ
Qri (x
i)∩Ωm
|∇(∇u · ∇d)|5 ≤ C ‖u‖5W 2,r(Ωm) |Ωm|1−
5
r . (89)
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The inequalities (88) and (89) yield ‖ div(−∇uφm) +4u‖
5
2
L5(Ω) ≤ C ‖u‖5W 2,r(Ωm) |Ωm|1−
5
r . Fur-
ther, consider b ∈ W 1,103 (Ω). Then ´
Ω
(∂t div(−∇uφm), b) =
´
Ω
∇ut · ∇b φm, and therefore
‖∂t[div(−∇uφm) +4u]‖
[W
1,
10
3 (Ω)]∗
≤ ‖∇ut (φm − 1)‖
L
10
7 (Ω)
≤ ‖∇ut‖Lq(Ωm) |Ωm|
7
10
− 1
q .
With similar ideas, and setting α := min{ 7
10
− 1
q
, 1
5
− 1
r
}
‖ div(−∇uφm) +4u‖X0 ≤ C |Ωm|α ‖∇u‖Y(r, q) .
Thus, recalling (85), we can show that
|Fσn(div(Zn φm))− Fσn(−4ψn)| ≤ C ‖ div(−∇ψn φm) +4ψn‖X0 ≤ C |Ωm|α ‖fn‖X (r, q)
so that Fσn(fn)− λ′
´
Q
div vσn fn → F0(f)− λ′
´
Q
div v f .
It remains to construct limits that have no mean-value restriction. To this aim, we note that for f ∈
X (r, q), we have ∂tMeanΩf(t) = 〈∂tf, 1〉, so that ‖∂tMeanΩf(t)‖Lq(0,T ) ≤ ‖1‖W 1,q′ (Ω) ‖f‖X (r, q).
Thus, MeanΩf(t) ∈ W 1,q(0, T ) ⊂ C([0, T ]) with compact embedding. We note that
ˆ
Q
pσn f dxdt = Fσn(f) +
ˆ T
0
MeanΩf(t) MeanΩ(pσn)(t) dt .
Since ‖MeanΩ(pσn)‖L1(0,T ), we can extract a subsequence and find a regular measure p¯ ∈M([0, T ])
such that MeanΩ(pσn) dλ1 → dp¯ weakly as measures in [0, T ]. Thus, for f ∈ X0 arbitrary,
ˆ
Q
pσn f dxdt→ F0(f) +
ˆ T
0
MeanΩf(t) dp¯ =: F (f) .
Moreover, if fn → f weakly in
0
X (r, q), then as claimed
ˆ
Q
(pσn − λ′ div vσn) fn = Fσn(fn)− λ′
ˆ
Q
div vσn fn +
ˆ T
0
MeanΩfn(t) MeanΩ(pσn)(t) dt
→ F0(f)− λ′
ˆ
Q
div v f +
ˆ T
0
MeanΩf(t) dp¯ = F (f)− λ′
ˆ
Q
div v f .
This was the most technical step. In order to establish the strong convergence of the mass densities,
we need a second technical preliminary:
Lemma 9.2. Consider arbitrary u ∈ C1(QT ; ]%min, %max[) with range in a compact of ]%min, %max[
and satisfying
ffl
Ω
u(t) dx = M0 (recall M0 :=
ffl
Ω
%0). Consider arbitrary φ ∈ C1(Q). Then, there
are: A function β = β(u, φ) ∈ L2(QT ), a constant c > 0 and a function G ∈ L2(QT ) both
independent on u and φ such that
|β(x, t)| ≤ G(x, t) + c (| ln(%max − u(x, t))|+ | ln(u(x, t)− %min)| for almost all (x, t) ∈ Q
and lim supn→∞
´
Q
[P (u, qσn) + ζσn ] (%σn − u)φ dxdt =
´
Q
β (%− u)φ dxdt.
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Proof. Since {ζσn} converges weakly in W 1,02 (Q) and {%σn} is bounded in X0, we can show by
the product Lemma in Appendix B.1 that ζσn (%σn − u) → ζ (% − u) weakly in L2(Q). Thus, this
term converges elementarily. For a further subsequence, we can find G˜ ∈ L2(Q) such that |qσn| +
|ζσn| → G˜ weakly in L2(Q). We assume that it is the case for the original sequence. Consider
arbitrary φ ∈ C1(Q). We extract a subsequence {nj}j∈N such that
lim sup
n→∞
ˆ
Q
P (u, qσn) (%σn − u)φ dxdt = lim
j→∞
ˆ
Q
P (u, qσnj ) (%σnj − u)φ dxdt .
Define functions βj = βj(u) := P (u, q
σnj ) + ζσnj . Due to the Proposition 5.3, we obtain
|βj| ≤ C (1 + |qσnj |) + c (| ln(%max − u)|+ | ln(u− %min)|+ |ζσnj | ,
and we see that {βj}j∈N is bounded in L2(Q). We find β ∈ L2(Q) and extract a subsequence
βj → β weakly in L2(Q). The subsequence extractions do not need being indicated with separate
labels. We then see that for G = C (1 + G˜) independent on u and φ, we have
|β(x, t)| ≤ G(x, t) + c (| ln(%max − u(x, t))|+ | ln(u(x, t)− %min)| for almost all (x, t) ∈ Q .
(90)
We next investigate the convergence of the product βj (%σnj − u).
We fix R ∈ N and define [qσnj ](R) to be the componentwise cut-off of qσnj at levels ±R. We denote
βRj := P (u, [q
σnj ](R)). Then, we find weak limits {βR}R∈N ⊂ L2(Q) and a diagonal subsequence
of nj such that βRj → βR weakly in L2(Q) for all R, such that (90) is valid for all βR. In addition,
due to Proposition 5.3, we have |βj − βRj | ≤ |Pq|∞ |qσnj − [qσnj ](R)|, from which follows that
‖βR − β‖L2(Q) ≤ C0R−1. We now compute
∇βRj = P%(u, [qσnj ](R))∇u+ Pq(u, [qσnj ](R))∇[qσnj ](R) .
Due to Proposition 5.3, P% is uniformly bounded on compact sets of I × RN−2, while Pq is uniformly
bounded, and therefore
‖∇βRj ‖L2(Q) ≤ (c(u, R) ‖∇u‖L2(Q) + ‖∇qσnj ‖L2(Q)) ≤ C(u, R) .
This shows that {βRj }j∈N is uniformly bounded inW 1,02 (Q). Thus, we can extract a weakly convergent
sequence in this space with limit βR.
Denote ψn a solution to−4ψn = (%σn − u)−MeanΩ(%σn − u) in Ω with∇νψn = 0 on ∂Ω. Then,
∇ψn → ∇ψ ∈ Lp(QT ; R3) for all 1 ≤ p < +∞. This allows to show thatˆ
Q
βRj (%σnj − u)φ =
ˆ
Q
∇(βRj φ) · ∇ψnj +
ˆ T
0
MeanΩ(%σnj − u)
ˆ
Ω
βRj φ .
Since MeanΩ(%σnj −u)→ 0 strongly in L2(0, T ) (Lemma 7.3 and choice of MeanΩu), it follows that
lim
j→∞
ˆ
Q
βRj (%σnj − u)φ =
ˆ
Q
βR (%− u)φ .
Thus, recalling that ‖βRj − βj‖L2 ≤ C0R−1, it follows that∣∣∣∣ limj→∞
ˆ
Q
βj (%σnj − u)φ−
ˆ
Q
β (%− u)φ
∣∣∣∣ ≤ C R−1 .
and lettingR tend to infinity, we obtain that the left hand is zero. Thus lim supn→∞
´
Q
P (u, qσn) (%σn−
u)φ =
´
Q
β (%− u)φ by the definition of the sequence {nj}.
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Lemma 9.3. For a subsequence {σn}n∈N with the properties in Proposition 8.1 and Lemma 9.1, we
have %σn → % strongly in L2(Q) and even %σn(t)→ %(t) strongly in L2(Ω) for almost all t ∈]0, T [.
Proof. For σ > 0, recall that the total mass density %σ satisfies in the sense of weak solutions (cf.
Remark 6.2) ∂t%σ + div(%σ vσ)−N σ4µ¯σ, where µ¯σ =
∑N
i=1 µ
σ
i = 1
N · µσ.
Since %σ is bounded from below and above, and moreover belongs to W
1,0
2 (Q)∩C([0, T ]; L2(Ω)),
we can multiply with the testfunction 1 + ln %σ and obtain for all t ∈]0, T [ the identity
d
dt
ˆ
Ω
%σ(t) ln %σ(t) dx+
ˆ
Ω
%σ div v
σ +N σ
ˆ
Ω
∇µ¯σ · ∇ ln %σ =
ˆ
∂Ω
1N · Γ,σ (1 + ln %σ) .
Recall now that %σ = 1N · ∇µf(µσ). Then
∇µ¯σ · ∇ ln %σ = 1
%σ
1N ·D2f(µσ)ej∇µ¯σ · ∇µσj
=
1
N%σ
1N ·D2f(µσ)1N |∇µ¯σ|2 + 1
%σ
1N ·D2f(µσ)ej∇µ¯σ · ∇(µσj −
1
N
µ¯σ) .
Since |D2f |∞ ≤ C , we see that∇µ¯σ ·∇ ln %σ ≥ −c0 |∇µσ| |∇P(µσ)|, where P is the orthogonal
projection on {1N}⊥. By means of the estimates in Prop. 7.1, it thus follows that
N σ
ˆ
Q
∇µ¯σ · ∇ ln %σ ≥− c0
√
σ ‖∇P(µσ)‖L2(Q) (
√
σ ‖∇µσ‖L2(Q))
≥− c1
√
σ (‖∇qσ‖L2(Q) + ‖∇ζσ‖L2(Q))
√
σ ‖∇µσ‖L2(Q) ≥ −C0
√
σ .
This yields for all t ∈ [0, T ] the consequence
ˆ
Ω
%σ(t) ln %σ(t) dx+
ˆ t
0
ˆ
Ω
%σ div v
σ ≤
ˆ
Ω
%0 ln %0 dx+ C0
√
σ . (91)
We extend the latter inequality via
ˆ t
0
ˆ
Ω
%σ div v
σ =
1
λ′
ˆ
Qt
%σ (λ
′ div vσ − pσ) + 1
λ′
ˆ
Qt
pσ %σ .
To proceed, we shall exploit the structure pσ = P (%σ, qσ) + ζσ (cf. Proposition 7.4).
For any function u : QT →]%min, %max[, the function s 7→ P (s, q) being non-decreasing for every
q ∈ RN−2 yields (cp. Proposition 5.3)
c1 (%σ − u)2 ≤(P (%σ, qσ)− P (u, qσ)) (%σ − u)
=[P (%σ, q
σ) + ζσ − (P (u, qσ) + ζσ)] (%σ − u)
=pσ %σ − pσ u− (P (u, qσ) + ζσ) (%σ − u) .
(92)
Consider arbitrary u ∈ C1(QT ; ]%min, %max[) having range in a compact of ]%min, %max[ and sat-
isfying
ffl
Ω
u(t) dx = M0. Consider further arbitrary φ ∈ C1(Q). Due to Lemma 9.2, there is a
function β = β(u, φ) ∈ L2(QT ) such that lim supn→∞
´
Q
(P (u, qσn) + ζσn) (%σn − u)φ =´
Q
β(u) (% − u)φ. Due to Lemma 9.1, we know that ´
Q
pσ uφ → F (uφ). Therefore, the relation
(92) implies that
lim sup
σ→0
ˆ
Q
pσ %σ φ ≥ c1 lim inf
σ→0
ˆ
Q
|%σ − u|2 φ+ F (uφ) +
ˆ
Q
β(u) (%− u)φ .
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In the latter identity, we now choose u = um for a sequence {um}m∈N ⊂ C1(Q; [%min+δ, %max−δ])
such that
um → %(δ) strongly in X0 , %(δ) :=

%min + δ if % ≤ %min + δ
% if %min + δ < % < %max − δ
%max − δ otherwise
.
By these means we obtain the identity
lim sup
σ→0
ˆ
Q
pσ %σ φ ≥ c1 lim inf
σ→0
ˆ
Q
|%σ − %(δ)|2 φ+ F (%(δ) φ) +
ˆ
Q
βδ (%− %(δ))φ , (93)
where βδ is a weak limit in L2 for β(um) satisfying for almost all (x, t) ∈ Q
|βδ(x, t)| ≤ G(x, t) + c (| ln(%max − %(δ)(x, t))|+ | ln(%(δ)(x, t)− %min)| .
The latter implies also that
|βδ| |%− %(δ)| ≤|G| |%− %(δ)|+ c (| ln(%max − %(δ))|+ | ln(%(δ) − %min)| (%− %(δ))
≤δ (|G|+ c˜ | ln δ|) .
so that βδ (%− %(δ)) strongly converges to zero in L2(Q) for δ → 0. Letting δ tend to zero in (93), we
now see that lim supσ→0
´
Q
pσ %σ φ ≥ c1 lim infσ→0
´
Q
|%σ−%|2 φ+F (% φ), in which φ ∈ C1(Q)
is arbitrary.
Consider next the integrals
´
Q
%σ (λ
′ div vσ−pσ). Obviously, we can assume that %σ → % in Lr(Q)
for all 1 ≤ r < +∞. Moreover, we have
ˆ
Q
∂t%σ · ψ =
ˆ
Q
(%σv
σ +
N∑
i=1
Jσ,i) · ∇ψ +
ˆ
S
N∑
i=1
Γ,σi · ψ .
Owing to %σvσ → % v weakly in L2(Q), to
∑N
i=1 J
σ,i → 0 strongly in L2(Q) and to∑Ni=1 Γ,σi → 0
strongly in L2(S) we obtain that ∂t%σ → ∂t% weakly in L2(0, T ; [W 1,2(Ω)]∗). Thus, %σ → % weakly
in [X (r, q)]∗ for all 1 ≤ r < +∞ and q ≤ 2. Considering a fixed cut-off in time φ0 ∈ C1c ([0, T [),
then it follows that %σ φ0 → % φ0 weakly in [
0
X (r, q)]∗. We make use of the Lemma 9.1, in order to
obtain that
lim
σ→0
ˆ
Q
%σ φ0 (λ
′ div vσ − pσ) = λ′
ˆ
Q
% φ0 div v − F (% φ0) .
We define k := lim infσ→0
´
Q
%σ (1 − φ0) div vσ, and obtain that |k| ≤ C0 ‖1 − φ0‖L2(0,T ) It
follows that
lim sup
σ→0
ˆ
Q
%σ div v
σ ≥ lim sup
σ→0
ˆ
Q
%σ φ0 div v
σ + k
≥ 1
λ′
lim
σ→0
ˆ
Q
%σ φ0 (λ
′ div vσ − pσ) + 1
λ′
lim sup
σ→0
ˆ
Q
pσ %σ φ0 + k
≥
ˆ
Q
% φ0 div v − 1
λ′
F (% φ0) +
c1
λ′
lim inf
σ→0
ˆ
Q
|%σ − %|2 φ0 + 1
λ′
F (% φ0) + k
=
ˆ
Q
% φ0 div v +
c1
λ′
lim inf
σ→0
ˆ
Q
|%σ − %|2 φ0 + k
=
ˆ
Q
% div v +
c1
λ′
lim inf
σ→0
ˆ
Q
|%σ − %|2 + k˜ .
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Clearly, |k˜| ≤ |k|+ c ‖1− φ0‖L2(0,T ). We let φ0 tend to one in L2(0, T ) and get
lim sup
σ→0
ˆ
Q
%σ div v
σ ≥
ˆ
Q
% div v +
c1
λ′
lim inf
σ→0
ˆ
Q
|%σ − %|2 .
Thus, recalling also (91) for t = T
lim inf
σ→0
ˆ
Ω
%σ(T ) ln %σ(T ) dx+
ˆ T
0
ˆ
Ω
% div v +
c1
λ′
lim inf
σ→0
ˆ
QT
|%σ − %|2 ≤
ˆ
Ω
%0 ln %0 dx .
It remains to show that the weak solution % to the continuity equation is a renormalised solution. This
is standard for v ∈ W 1,02 (Q; R3) and % ∈ L∞(Q). By standard means we then can show thatˆ
Ω
%0 ln %0 dx =
ˆ
Ω
%(T ) ln %(T ) dx+
ˆ T
0
ˆ
Ω
% div v
≤ lim inf
σ→0
ˆ
Ω
%σ(T ) ln %σ(T ) dx+
ˆ T
0
ˆ
Ω
% div v
Thus, we obtain at first that lim infσ→0
´
QT
|%σ−%|2 = 0. This allows to extract a subsequence such
that %σ → % strongly in L2(Q). Then, we can pass to the limit directly in (91) to obtain the strong
convergence in L1(Ω) for all t.
9.2 Compactness of the other components
Having proved that the total mass densities converge strongly, we obtain the convergence of the partial
mass densities.
Lemma 9.4. For a subsequence {σn}n∈N with the properties in Proposition 8.1 and Lemma 9.1
ρσn → ρ = R(%, q) in L2(Q; RN) , qσn → q in L2(Q; RN−2) .
Proof. Denote un,m = R(φm ? %σn , q
σn), where φm is an averaging kernel in space. Then,
|un,mi − ρni | ≤ |R%|∞ |φm ? %σn − %σn| ,
and owing to the compactness of {%σn} in L2(Q) it follows that
sup
n∈N
‖un,mi − ρni ‖L2(Q) → 0 for m→∞ . (94)
Now, for each fixed m, the sequence {un,mi }n∈N is bounded in W 1,02 (Q) since
‖∇un,mi ‖L2(Q) ≤ |R%|∞ ‖∇(φm ? %σn)‖L2 + |Rq|∞ ‖∇qσn‖L2 ≤ C(m) .
Thus, by the means of Remark B.1, ρσni u
n,m
i → ρi umi weakly in L2(Q), where umi is a weak limit of
{un,mi }n∈N. But then, (94) shows that (ρσni )2 → ρ2i weakly in L2(Q), so that ρσn → ρi strongly in
L2(Q). Passing to a subsequence, we obtain that ρσn(x, t)→ ρi(x, t) for almost all (x, t) ∈ Q.
In order to show that {qσn} strongly converges, we invoke the properties of the function f (cp. Lemma
4.1). By definition, we indeed have (cp. Lemma 4.1, relation (32))
µσni =µ
ref
i + V¯i f(µ
σn) + kB θ
1
mi
ln yσni (95)
yσni =Yi(µ
σn) =
1
mi
ρσni∑
j
1
mj
ρσnj
, ρσn := ∇µf(µσn) .
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On the other hand µσn = Π qσn + ζσn V¯ +M (%σn , q
σn) 1N by the properties of the change of
variables. Together with (95), this implies that
kB θ
1
m
ln yσn = Π qσn +M (%σn , q
σn) 1N − P (%σn , qσn) V¯ − µref . (96)
We know that P (%σn , q
σn) is uniformly bounded in L1(Q) (Lemma 7.4). Moreover, the properties
of the functions P andM imply that {M (%σn , qσn)} is also uniformly bounded in L1(Q) (Lemma
4.1). By means of (96), we thus see that ln yσni is bounded in L
1(Q). But ln yσni converges pointwise,
because {ρn} converges pointwise. Consequently, ln yσni → ln yi pointwise almost everywhere in
Q, and the limits yi =
1
mi
ρi∑
j
1
mj
ρj
are almost everywhere strictly positive. We multiply (95) with any
of the vectors ηk, k < N − 1, and recalling that 1N · ηk = 0 = V¯ · ηk, we obtain that
qσnk = µ
σn · ηk = µref · ηk + kB θ
N∑
i=1
ηki
mi
ln yσni → µref · ηk + kB θ
N∑
i=1
ηki
mi
ln yi
showing the pointwise convergence. Since {qσn} converges almost everywhere to its weak limit q,
this gives the strong convergence in L2(QT ; RN−2).
10 Convergence of the pressure
We have shown the convergence pσ → F weakly in the space X ∗0 . Note also that our compactness
statements 9.4 allow to show P (%σ, qσ) → P (%, q) almost everywhere in Q. Since we have only
a L1−bound, we do not obtain the desired representation of F . However, by Fatou’s Lemma, the
candidate function p := P (%, q) + ζ at least belongs to L1(QT ). In this section we want to use
the weak convergence of {pσ} as measures, and to show that: 1. The absolutely continuous part
of the limit measure is given by p dλ4, and 2. that the singular part of the limit is concentrated in
an appropriate small set. We commence our considerations with the following decomposition of the
pressure:
pσ =P (%σ, q
σ) + ζσ
=P (%σ, q
σ)− P (%σ, 0) + ζσ + P (%σ, 0) =: aσ + ζσ + P (%σ, 0) . (97)
The functions aσ satisfy |aσ| ≤ |∂qP |∞ |qσ| and therefore they enjoy a uniform bound in L2(Q).
Moreover aσ → P (%, q) − P (%, 0) pointwise. Therefore, the Theorem of Vitali implies that aσ →
P (%, q)−P (%, 0) strongly inL2(Q). Moreover ζσ converges weakly inW 1,02 (Q). It remains therefore
to investigate the family {P (%σ, 0)}σ>0.
10.1 First observations
Using the weak form of the Navier-Stokes equations (67), we can make first statements on converging
quantities.
Lemma 10.1. There is C0 > 0 depending on supσ ‖Fσ‖X ∗0 and supσ ‖aσ + ζσ‖L 53 (Q) such thatˆ
Q
|P (%σ, 0)| |%σ − %| dxdt ≤ C0 ‖%σ − %‖X0 + 2
ˆ
Q
|P (%, 0)| |%σ − %| dxdt .
For all f ∈ W 1,∞(]%min, %max[) we have lim supσ→0
´
Q
|P (%σ, 0)| |f(%σ)− f(%)| = 0.
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Proof. Recall that %σ → % strongly in Lr(Q) for all 1 ≤ r < +∞. Multiplying (66) with ψ = φ 1N ,
φ ∈ C1c ([0, T [×Ω) arbitrary, we easily show by means of Prop. 8.1 that % is a renormalised solution
of the continuity equation. Employing (66), we see that
−
ˆ
Q
(%σ − %) ∂tφ dxdt =
ˆ
Q
(%σ v
σ − % v) · ∇φ dxdt+
ˆ
Q
N∑
i=1
J i,σ · ∇ψ dxdt . (98)
By standard techniques ‖∂t(%σ − %)‖L2(0,T ; [W 1,2(Ω)]∗) ≤ ‖%σ vσ − % v‖L2(Q) + C0
√
σ → 0. This
proves that %σ − % → 0 in X (r, 2) ⊂ X0, and so
´
Q
pσ (%σ − %) dxdt = Fσ(%σ − %) → 0. Now,
since P is monotone in the first argument
|P (%σ, 0) (%σ − %)| ≤ |P (%σ, 0)− P (%, 0)| |%σ − %|+ |P (%, 0) (%σ − %)|
=P (%σ, 0) (%σ − %) + (|P (%, 0) (%σ − %)| − P (%, 0) (%σ − %))
=pσ (%σ − %)− (aσ + ζσ) (%σ − %) + (|P (%, 0) (%σ − %)| − P (%, 0) (%σ − %)) .
Integrating over Q, it follows thatˆ
Q
|P (%σ, 0) (%σ − %)| dxdt ≤ sup
σ
‖Fσ‖X ∗0 ‖%σ − %‖X0
+ ‖aσ + ζσ‖L 53 (Q) ‖%σ − %‖L 52 (Q) + 2
ˆ
Q
|P (%, 0)| |%σ − %)| dxdt
≤ C0 ‖%σ − %‖X0 + 2
ˆ
Q
|P (%, 0)| |%σ − %)| dxdt .
This implies that
´
Q
|P (%σ, 0)| |%σ − %| → 0, and the claim for general f ∈ W 1,∞(]%min, %max[)
follows easily.
Lemma 10.2. Suppose that h ∈ W 1,∞0 (]%min, %max[). ThenP (%σ, 0)h(%)→ P (%, 0)h(%) strongly
in L1(Q).
Proof. Due to the choice of h, and the fact that P (%, 0) has logarithmic singularity, the sequence
{P (%σ, 0)h(%σ)}σ>0 is readily shown bounded in L∞(Q). Thus, it converges to P (%, 0)h(%)
strongly in Lr(Q) for all r < +∞. Due to the Lemma 10.1, P (%σ, 0) (h(%σ) − h(%)) converges
strongly to zero in L1(Q). The claim follows.
The main statement used in our considerations for the pressure convergence is given next.
Lemma 10.3. There is C0 > 0 such that for all f ∈ W 1,∞(]%min, %max[), for all σ > 0, and for all
u ∈ X0 ∩ C(Q) satisfying P (u, 0) ∈ L1(Q)ˆ
Q
|P (%σ, 0)| |f(%)− f(u)| dxdt ≤‖f ′‖L∞(]%min, %max[)
[
C0 (‖%σ − u‖X0 + ‖%σ − %‖X0)
+2
ˆ
Q
(|P (u, 0)|+ |P (%, 0)|) |%σ − u| dxdt
]
.
Proof. We employ the abbreviation Pσ = P (%σ, 0). We estimate |Pσ| |% − u| ≤ |Pσ| (|% − %σ| +
|%σ − u|). Then, we express
|Pσ| |%σ − u| ≤|P (%σ, 0)− P (u, 0)| |%σ − u|+ |P (u, 0)| |%σ − u|
=(P (%σ, 0)− P (u, 0)) (%σ − u) + |P (u, 0)| |%σ − u|
≤P (%σ, 0) (%σ − u) + 2 |P (u, 0)| |%σ − u| .
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Thus, |Pσ| |% − u| ≤ P (%σ, 0) (%σ − u) + 2 |P (u, 0)| |%σ − u| + |Pσ| |% − %σ|. We integrate the
inequality over Q. We obtain that
ˆ
Q
|Pσ| |%− u| dxdt ≤Fσ(%σ − u)−
ˆ
Q
(aσ + ζσ) (%σ − u) dxdt
+ 2
ˆ
Q
|P (u, 0)| |%σ − u| dxdt+
ˆ
Q
|Pσ| |%− %σ| dxdt .
Invoking at last Lemma 10.1, the claim follows for f = id. The claim for general f ∈ W 1,∞(]%min, %max[)
is then obvious.
10.2 The weak convergence as measures
We denote P+σ := max{P (%σ, 0), 0} and P−σ := P (%σ, 0) − P+σ . Then, there are positive mea-
sures k1, k2 such that for some subsequence P+σ → k1 and −P−σ → k2 weakly as measures in Q.
Thus, Pσ := P (%σ, 0) converge weakly as measures to the regular signed measure k := k1 − k2,
while |Pσ| converges to |k| = k1 + k2. We define
dks := dk − P (%, 0) dλ4, d|ks| := d|k| − |P (%, 0)| dλ4 . (99)
Our next task will be to show that the measure ks concentrates on a closed set of measure zero. We
shall employ the following technical statement.
Lemma 10.4. For  > 0 arbitrary, there is an open set U ⊆ Q enjoying the properties
λ4(Q \ U) ≤ , |ks|(U) ≤  .
Proof. We consider the sequence of functions {hm}m∈N defined on the interval ]%min, %max[ via
hm(r) :=

0 for r > %max − 1m
m (%max − 1m − r) for %max − 1m ≥ r > %max − 2m
1 for %max − 2m ≥ r > %min + 2m
m (r − %min − 1m) for %min + 2m ≥ r > %min + 1m
0 for %min +
1
m
≥ r
.
It is then readily established that hm(%)↗ 1 pointwise almost everywhere inQT . Since {hm(%)}m∈N
is bounded inL∞(QT ), it follows that hm(%)→ 1 inLr(QT ) for all 1 ≤ r < +∞. Due to the Lemma
10.3, we have for every u ∈ X0∩C(Q) such that P (u, 0) ∈ L1(Q), every σ > 0 and everym ∈ N,
the inequality
ˆ
Q
|P (%σ, 0)| |hm(%)− hm(u)| dxdt ≤m
[
C0 (‖%σ − u‖X0 + ‖%σ − %‖X0)
+2
ˆ
Q
(|P (u, 0)|+ |P (%, 0)|) |%σ − u| dxdt
]
.
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Note also that
´
Q
|Pσ|hm(u) dxdt ≤
´
Q
|Pσ|hm(%) dxdt+
´
Q
|Pσ| |hm(%)−hm(u)| dxdt. Making
use of the latter inequality and of the Lemma 10.2, we obtain thatˆ
Q
|P (%, 0)|hm(u) dxdt+
ˆ
Q
hm(u) d|ks| =
ˆ
Q
hm(u) d|k|
≤ lim inf
σ→0
ˆ
Q
|Pσ|hm(u) dxdt
≤
ˆ
Q
|P (%, 0)|hm(%) dxdt+m
[
C0 ‖%− u‖X0 + 2
ˆ
Q
(|P (u, 0)|+ |P (%, 0)|) |%− u| dxdt
]
.
Since also
´
Q
|P (%, 0)| |hm(u)− hm(%)| dxdt ≤ m
´
Q
|P (%, 0)| |u− %| dxdt it next follows that
ˆ
Q
hm(u) d|ks| ≤ m
[
C0 ‖%− u‖X0 +
ˆ
Q
(2 |P (u, 0)|+ 3 |P (%, 0)|) |%− u| dxdt
]
.
We introduce the set Um := {(x, t) : %min + 2m < u(x, t) < %max− 2m}. This set is open whenever
u is continuous. Since the characteristic function χUm is majorated by hm(u), we next see that
|ks|(Um) ≤ m
[
C0 ‖%− u‖X0 +
ˆ
Q
(2 |P (u, 0)|+ 3 |P (%, 0)|) |%− u| dxdt
]
. (100)
Now, for δ > 0 arbitrary, we choose u = uδ(x, t) = φδ ?R3 (χΩ%(·, t)). Here φδ is a smooth
averaging kernel in space. Recall that the function s 7→ |P (s, 0)| is up to constant equivalent to the
function ln max{ 1
%max−s ,
1
s−%min} (Prop. 5.3). Thanks to the Jensen inequality applied to the convex
functions g(s) := ln 1
%max−s , we obtain that
g(uδ(t)) ≤ φδ ?R3 (χΩ g(%(·, t)) in Q ,
and we see that ‖P+(uδ, 0)‖L1(Q) ≤ C0 ‖P+(%, 0)‖L1(Q)+C1 ≤ C2. We can employ the convexity
of ln 1
s−%min as well to show that ‖P−(uδ, 0)‖L1(Q) ≤ C0 ‖P−(%, 0)‖L1(Q) +C1 ≤ C2. Overall, we
obtain independently on δ that
‖P (uδ, 0)‖L1(Q) ≤ C2 . (101)
Recall next that uδ(x, t) → % in X0 for δ → 0. Therefore, to any m ∈ N, we find δ = δ(m) > 0,
such that
C0 ‖%− uδ‖X0 +
ˆ
Q
(2 |P (uδ, 0)|+ 3 |P (%, 0)|) |%− uδ| dxdt ≤ m−2 .
Recalling in addition the inequality (100) applied to Um := {(x, t) : %min + 2m < uδ(m)(x, t) <
%max − 2m} we get
|ks|(Um) ≤ m−1 . (102)
We next decompose Q \ Um = V +m ∪ V −m according to
V +m := {(x, t) : uδ(m) ≥ %max −
2
m
}, V −m := {(x, t) : uδ(m) ≤ %min +
2
m
} .
Since {P+(uδ(m), 0)} is uniformly bounded inL1(Q) (cf. (101)), we directly obtain that ln m2 λ4(V +m ) ≤´
V +m
P+(uδ(m), 0) dxdt ≤ C0. Applying the same inequality to the negative part, we just get
λ4(Q \ Um) ≤ C 1
lnm
. (103)
We combine (102) and (103) to obtain the claim for m = eC/.
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Now we are able to deduce the main property needed for characterising the absolutely continuous
part of the measure.
Corollary 10.5. (1) The measure |ks| is concentrated in a set A ⊂ Q with λ4(A) = 0;
(2) For all (x, t) ∈ A at which the Lebesgue value %˜(x, t) := limδ→0
ffl
Ωδ(x)
%(y, t) dy exists, the
latter attains one of the critical numbers {%min, %max}.
Proof. Consider  > 0 arbitrary but fixed. For i ∈ N, we find with the help of Lemma 10.4 an open
set Ui ⊂ Q such that
|ks|(Ui) ≤ 2−i , λ4(Q \ Ui) ≤ 2−i  .
We define U :=
⋃∞
i=1 Ui open. We easily show that |ks|(U) ≤ 32  while λ4(Q \ U) = 0. Since
 was arbitrary, the measure ks concentrates on A :=
⋂
>0 U \ Q which has Lebesgue-measure
zero.
Suppose now that (x, t) ∈ A. Then for all i ∈ N, (x, t) 6∈ Ui meaning for m := e−C 2
i
 and
δ = δ(m)
%min +
2
m
≥ φδ ? (χΩ %(·, t))(x) or %max − 2
m
≤ φδ ? (χΩ %(·, t))(x) .
If the Lebesgue value λ of %(·, t) exists in x, then φδ(m) ? (χΩ %(·, t))(x)→ λ asm→∞ and thus
λ ∈ {%min, %max}.
Remark 10.6. Corollary 10.5 shows that |ks| ⊥ λ4. Thus, the relation (99) defines the unique orthog-
onal decomposition of the measure k (Lebesgue’s decomposition Theorem, to be found for instance
in [GMS98] I.1.1.4 Th. 1), and we have also P (%σ, 0)
ACP
⇀ P (%, 0) (See [GMS98] I.1.2.7 Def. 2).
11 The global characterisation of the limit pressure
We at last show some structural properties of the limit of {pσ}. As shown previously the functions
Pσ := P (%σ, 0) converge weakly as measures to the regular signed measure k := k1 − k2, and
moreover k admits the orthogonal decomposition
dk = P (%, 0) dλ4 + d(k
s
1 − ks2) . (104)
It is possible to precise the structure of the defect measure. We have shown the convergence Fσ → F
weakly in the space X ∗0 (Lemma 9.1). Combining this information with the weak convergence as
measures, we obtain for every function f ∈ X0 ∩ C(Q) that
´
Q
p f dxdt +
´
Q
f dks = F (f). We
next consider the restriction of F on the Sobolev space W 0,1z (Q), which is continuously embedded
into X0 for z ≥ 52 . For a functional on W 0,1z (Q) there exist a, b ∈ Lz(Q) such that F (f) =´
Q
(a f + b ∂tf) dxdt for all f ∈ W 0,1z (Q). It follows that
ˆ
Q
p fdxdt+
ˆ
Q
f dks =
ˆ
Q
(a f + b ∂tf) dxdt for all f ∈ W 0,1z (Q) ∩ C(Q) .
We now see that for all f ∈ C1c (Q) we must have the identity−
´
Q
b ∂tf dxdt =
´
Q
(a−p) f dxdt−´
Q
f dks. Thus, the function b possesses a measure-valued partial time derivative ∂tb = (a −
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p) dλ4 + dk
s. Another consequence of the representation F (f) =
´
Q
(a f + b ∂tf) dxdt being
that b ∈ L∞W 1,q′ , we now see that b ∈ BV (Q). This allows to apply the celebrated BV structure
theorem showing that
(a− p) dλ4 + dks = ∂tb = (∂tb)(a) + (∂tb)(j) + (∂tb)(C) (105)
with (∂tb)(a) being absolutely continuous with respect to λ4, the jump part (∂tb)(j) absolutely con-
tinuous with respect to dH3, and the Cantor part (∂tb)(C) of the gradient measure ∂tb. The de-
compositions are orthogonal on both sides of (105). Thus (∂tb)(a) = (a − p) dλ4 and dks =
(∂tb)
(j) + (∂tb)
(C). Thus, the measure κ := ks vanishes on all sets of Hausdorff dimension less
than three. We denote κ(j) the absolutely continuous part of κ with respect to H3, and κ(C) ⊥ H3
the Cantor part. The behaviour of the jump part is readily characterised.
Corollary 11.1. The measure κ(j) is concentrated in a countable union of hypersurface Ω× {tk}. If
|κ(j)|(Ω×{t}) > 0, then the Lebesgue value %˜(x, t) of %(·, t) exists for |κ(j)| almost all x ∈ Ω×{t},
and it attains only the critical values {%min, %max}.
Proof. From the formula (105), we see that κ(j) is the jump part of the measureDtb, which is concen-
trated in a countable union
⋃∞
k=1Mk of three-dim. manifolds of class C1. Since the spatial gradients
Dxb exist in the sense of weak derivatives, we formally directly see that the jump direction (Chapter
4.1.4, Theorem 2, (ii) of [GMS98]) can be given only by (0, 0, 0, 1), so that everyMk can be chosen
as a subset of some Ω× {tk}. There are other more elementary proof of this fact.
The measure κ(j) is concentrated in the set A constructed in Corollary 10.5. Since %(·, t) ∈ L1(Ω)
for all t, the Lebesgue value of %(·, tk) exists for λ3 almost all x ∈ Ω and all singular times t1, t2, . . ..
Again according to Corollary 10.5, this value is almost everywhere %min or %max on A.
The last statement is a representation of the jump measure.
Lemma 11.2. There are p1, p2, . . . ∈ W 1,2(Ω) such that supk∈N ‖pk‖W 1,2(Ω) < C and the mea-
sure κ(j) possesses the representation κ(j)(div Y ) :=
∑∞
k=1
´
Ω
∇pk(x) · Y (x, tk) dx for all Y ∈
C1c ([0, T [×Ω; R3).
Proof. According to the preceding results, there are at most countably many t1, t2, . . . ∈ [0, T ] such
that κ(j) is identical with its restriction to
⋃∞
k=1 Ω×{tk}, and there absolutely continuous with respect
to the three-dim Hausdorff measure.
In the limit relation (25), we consider a testfunction η(x, t) = φm(t)Y (x), where the sequence {φm}
approximates from below the characteristic function of some interval I =]a, b[⊂]0, T [. For almost all
0 < a < b < T , we obtain after few elementary steps:
−
ˆ
Ω
[(% v)(x, b)− (% v)(x, a)] · Y =
ˆ b
a
ˆ
Ω
L(x, t) : ∇Y (x) dx+ κ(χ]a, b[ div Y )
L := % v ⊗ v − S(∇v) + p Id .
Suppose now that a = a` and b = b` (` ∈ N) are sequences of numbers such that
⋂∞
`=1]a`, b`[= tk
for some tk in the singular set. The Functions d` := [(% v)(x, b`) − (% v)−(x, a`)] are uniformly
bounded in L2(Ω), and, passing to a subsequence if necessary, we can therefore assume that they
converge weakly in L2(Ω) to an element uk = utk . Thusˆ
Ω
uk · Y dx =
ˆ
Ω×{tk}
div Y dκ(j) =
ˆ
Ω×{tk}
div Y
dκ(j)
dx
dx .
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It follows that the density pk :=
dκ(j)
dx
on Ω× {tk} belongs to W 1,2(Ω) and that the vector field uk is
its gradient. Therefore all pk satisfy a uniform estimate in W 1,2(Ω).
12 Performing the limit passage σ → 0
We make use of the Proposition 6.1 and of the convergence properties established for the densities
and the relative chemical potentials in the Lemma 9.4, and for the pressure in the Sections 10 and 11
to show the existence of weak solutions.
The main tool is the passage to the equivalent formulation (P ′) (see (57), (58), (59), (60)). In the
relation (66), we choose the test function ψ of the special form ψ :=
∑N−2
k=1 ψˆk ξ
k + φ V¯ + φˆ 1N ,
with ψˆk, φ, φˆ ∈ C1c ([0, T [×Ω). Then
fµ(µ
σ) · ∂tψ =
N−2∑
k=1
ηk · fµ(µσ) ∂tψˆk + ∂tφ+ 1N · fµ(µσ) ∂tφˆ
=
N−2∑
k=1
ηk · fµ
(
N−2∑
j=1
qσj ξ
j +M (%σ, q
σ) 1N
)
∂tψˆk + ∂tφ+ %σ ∂tφˆ
=R(%σ, q
σ) · ∂tψˆ + ∂tφ+ %σ ∂tφˆ .
Employing similar arguments, we derive from (66) the identities
−
ˆ
Q
R(%σ, q
σ) · ∂tψˆ −
ˆ
Q
R(%σ, q
σ) · ∇ψˆ · vσ +
ˆ
Q
{M˜(%σ, qσ)∇q + A(%σ, qσ)∇ζσ}∇ψˆ
+
ˆ
S
{M˜Γ (qσ − qΓ) + AΓ (ζσ − ζΓ)} ψˆ =
ˆ
Ω
ΠTρ0(x) · ψˆ(x, 0) dx+ e1σ(ψˆ) (106)
−
ˆ
Q
vσ · ∇φ+
ˆ
Q
{b(%σ, qσ)∇ζσ + A(%σ, qσ) · ∇qσ} · ∇φ
+
ˆ
S
{bΓ (ζσ − ζΓ) + AΓ · (qσ − qΓ)}φ = e2σ(φ) (107)
−
ˆ
Q
%σ ∂tφˆ−
ˆ
Q
%σ v
σ · ∇φˆ =
ˆ
Ω
%0(x) φˆ(x, 0) dx+ e
3
σ(φˆ) . (108)
Here the error terms are given by
e1σ(ψˆ) := −σ
(ˆ
Q
ΠT1N ∇ψˆ · ∇(1N · µσ) dxdt+
ˆ
S
(ΠT1N · ψˆ) 1N · (µσ − µΓ) dSdt
)
e2σ(φ) = −σ V¯ · 1N
(ˆ
Q
∇φ · ∇(1N · µσ) dxdt+
ˆ
S
φ 1N · (µσ − µΓ) dSdt
)
e3σ(φˆ) = −σ |1N |2
(ˆ
Q
∇φˆ · ∇(1N · µσ) dxdt+
ˆ
S
φˆ 1N · (µσ − µΓ) dSdt
)
.
Owing to the bound
√
σ ‖µσ‖W 1,02 (Q) ≤ C0, we have |e
i
σ| ≤ c
√
σ, so that these perturbations
clearly tend to zero. Thus, the passage to the limit in the integral relations (106), (107), (108) is readily
performed using Lemma 9.4. To see that the strong limits % and q and the weak limit ζ satisfy (57),
(58), (59). It is of course essential that the differential operator is linear in ζ , so that we only need the
weak convergence of this variable.
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It remains to pass to the limit in the momentum equation (67). Here we clearly obtain for p = P (%, q)+
ζ in general that
−
ˆ
Q
% v · ∂tη −
ˆ
Q
% v ⊗ v : ∇η +
ˆ
Q
S(∇v) : ∇η −
ˆ
Q
p div η
=
ˆ
Q
div η dκ+
ˆ
Ω
%0(x) v
0(x) · η(x, 0) dx
and the solution might be affected by a defect measure. This achieves to prove the Theorem 5.5, and
thus the equivalent Th. 3.5.
A Galerkin approximation
In this section we show how to approximate (Pσ) and prove the statement of Prop. 6.1. One possible
idea would be to regularise the function f in order that its Hessian possesses full rank. This would
correspond to approximating with ’compressible’ models. In this paragraph we rather construct an
approximation scheme that exploits the essential features of the incompressible system (50), (51),
(52) and (53).
Some further stabilisation steps. We choose a function ω ∈ C2(R) which is convex and increas-
ing on all R, and for which we impose the growth conditions
c0 (
√
|s−|+ |s+|2) ≤ ω′(s) s− ω(s) ≤ c1 (
√
|s−|+ |s+|2 + 1) (109)
ω′(s) ≤ c2 (1 + ω′(s) s− ω(s)) 12 .
In these conditions, ci is constant for i = 0, 1, 2, s+ := max{s, 0} and s+ + s− = s. For example,
we propose the function
ω(s) :=
{
−2√|s| for s ≤ −1
1
4
s2 + 3
2
s− 3
4
for − 1 < s (110)
which satisfies these assumptions with c0 = 1 = c1 and c2 = 3. For µ ∈ N, denote q := Πµ ∈
RN−2 the vector (µ · η1, . . . , µ · ηN−2) according to (38), and µ′ := ∑N−2i=1 qi ξi + µ · ηN 1N . For
µ ∈ RN and n ∈ N, we define
fn(µ) :=f(µ) +
1
n
[
N−2∑
k=1
ω(µ · ηk) + ω(µ · ηN)
]
. (111)
For n ∈ N, we also introduce
T n(s) :=
s
(1 + s
2
n2
)
1
2
for s ∈ R , (112)
Pˆ n(µ) :=f
(
N−2∑
k=1
T n(µ · ηk) ξk + T n(µ · ηN) 1N
)
+ µ · ηN−1 for µ ∈ RN . (113)
In this section, the gradients of a function f of the variable µ on RN are denoted fµ.
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Remark A.1. Note the following properties: For all µ ∈ RN
(1) fnµ (µ) = f
n
µ (µ
′);
(2) fnµ (µ) · 1N = fµ(µ) · 1N + 1n ω′(µ · ηN);
(3) fnµ (µ) · V¯ = 1;
(4) Pˆ nµ (µ) · V¯ = 1;
Proof. The first property is obvious since fµ(µ) = fµ(µ′), and the stabilisation in (111) does not
depend on the coordinate µ · ηN−1. For the same reasons, fnµ · V¯ = fµ · V¯ ≡ 1. Similarly, denoting
Bn(µ) :=
∑
k 6=N−1 T
n(µ · ηk) ξk we compute
Pˆ nµi(µ) =
N∑
j=1
fµj(B
n(µ)) ∂µiB
n
j (µ) + η
N−1
i
=
N∑
j=1
fµj(B
n(µ))
(
N−2∑
k=1
ξkj (T
n)′(µ · ηk) ηki + (T n)′(µ · ηN) ηNi
)
+ ηN−1i . (114)
Recall that V¯ · ηk = δkN−1, an the claim (4) also follows.
The approximation scheme (Pn,σ). For variables (µ1, . . . , µN , v1, v2, v3) : QT → R, we con-
sider the system:
∂tf
n
µi
(µ) + div(Pˆ nµi(µ) v −Mσi,j(fµ(µ))∇µj) = 0 for i = 1, . . . , N (115)
[1N · fnµ (µ)] ∂tv + [1N · Pˆ nµ (µ)](v · ∇)v − div S(∇v) +∇Pˆ n(µ) = −(
N∑
i=1
J i · ∇)v . (116)
In the latter relation we use the abbreviations J i := −Mσi,j(fµ(µ))∇µj . This is supplemented by the
boundary conditions (13) and
−Mσ(fµ(µ))∇νµ =MΓ,σ (µ− µΓ) on ST . (117)
Moreover, we impose initial conditions µ(x, 0) = µ0(x) and v(x, 0) = v0(x) in Ω. We prove
existence for the problem (Pσ) at σ > 0 using the problems (Pn,σ) defined for n > 1 and σ positive
by the relations (115), (116) and (117) as approximation scheme.
Construction of approximate solutions for (Pn,σ). We do not solve (Pn,σ) exactly, but use a
Galerkin approximation in the spatial variable. We recall the notation {V¯ }⊥ := {µ ∈ RN : µ · V¯ =
0}. We then choose
(1) A countable linearly independent system φ1, φ2, . . . ∈ W 1,∞0 (Ω; R3) dense in W 1,20 (Ω; R3) in
order to approximate the variable v;
(2) In order to approximate the variables µ we need a countable system ψ1, ψ2, . . . of lin. indepen-
dent elements of the spaceW 1,∞(Ω; {V¯ }⊥) dense inW 1,2(Ω; {V¯ }⊥), and a countable system
of lin. independentw1, w2, . . . of the spaceW 1,∞(Ω; span{V¯ }), dense inW 1,2(Ω; span{V¯ }).
[The latter means equivalently that there are u1, u2, . . . ∈ W 1,∞(Ω) dense inW 1,2(Ω) such that
wi = ui V¯ for i ∈ N.]
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For technical reasons, we have to require additional properties of the latter sets. For n ∈ N, and
i, j ∈ {1, . . . , n} such that i ≤ j, we introduce the functions φ˜i,j = φi · φj with φ1, . . . , φn from
(1). By means of an obvious renumbering, we denote these functions φ˜s for s = 1, . . . , n n+1
2
. For all
n ∈ N, we assume that there are natural numbers p = p(n) and m = m(n), such that additionally
to (1) and (2) we have:1
N ∈ span{ψ1, . . . , ψp, w1, . . . , wm}
φ˜s 1N ∈ span{ψ1, . . . , ψp, w1, . . . , wm} for all s = 1, . . . , n n+1
2
.
(118)
It is then possible to in particular verify that
v ∈ span{φ1, . . . , φn} =⇒ |v|2 1N ∈ span{ψ1, . . . , ψp(n), w1, . . . , wm(n)} . (119)
For n ∈ N, we are looking for approximate solutions of the form
µn ∈ C1([0, T ]; span{ψ1, . . . , ψp(n), w1, . . . , wm(n)}) vn ∈ C1([0, T ]; span{φ1, . . . , φn})
µn(x, t) =
p(n)∑
`=1
a`(t)ψ
`(x) +
m(n)∑
`=1
a¯`(t)w
`(x) and vn(x, t) =
n∑
`=1
b`(t)φ
`(x) . (120)
We moreover need defining a projection of µ on {V¯ }⊥ via
µn,′ :=
p∑
`=1
a` ψ
` = µn −
m∑
`=1
a¯`w
` . (121)
In order to approximate the equations (115), we first consider for s = 1, . . . , p(n) their projection
ˆ
Ω
∂tf
n
µ (µ
n) · ψs dx =
ˆ
Ω
(
(Pˆ nµ (µ
n) vn + Jn) · ∇ψs
)
dx+
ˆ
∂Ω
Γ,n · ψs dS . (122)
Here Jn is an abbreviation for the fluxes −Mσi,j(fµ(µn))∇µnj , while Γ,n stands for −MΓ,σ (µn −
µΓ). For µ ∈ C([0, T ]; L1(Ω;Rp)), we define A1(µ) = {a1i,j(µ)}i,j=1,...,p(n) via
a1`,s(µ(t)) :=
ˆ
Ω
fnµi,µj(µ(x, t))ψ
`
i (x)ψ
s
j (x) dx . (123)
Owing to the convexity of fn, we see that A1(µ(t)) is symmetric and positive semi-definite. Due
to the restriction of ψ1, . . . , ψp mapping into V¯ ⊥, we can moreover verify that A1(µ(t)) is strictly
positive on Rp×p for µ finite. Recalling the Remark A.1, we know that fµ(µn) = fµ(µn,′) so that
A1(µn) = A1(µn,′) depends actually only on the coefficient a. We can now express (122) in the
equivalent form
A1(a(t)) a′(t) = F 1(t, a(t), a¯(t), b(t)),
F 1s :=
ˆ
Ω
(Pˆ nµ (µ
n) vn + Jn) · ∇ψs dx+
ˆ
∂Ω
Γ,n · ψs dS .
We next observe for r = 1, . . . ,m(n) that ∂tfnµ (µ
n) · wr = D2fn(µn) ∂tµn · wr = 0 because all
wr ’s are parallel to V¯ . We multiply (115) with wr and obtain after integrating over Ω
0 =
ˆ
Ω
(
(Pˆ nµ (µ
n) vn + Jn) · ∇wr
)
dx+
ˆ
∂Ω
Γ,n · wr dS . (124)
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We recall that all wr possess the form wr = ur V¯ for some scalar function ur ∈ W 1,∞(Ω). The
Remark A.1 then implies that
´
Ω
Pˆ nµ (µ
n) vn · ∇wr = ´
Ω
vn · ∇ur. We can re-express
ˆ
Ω
Jn · ∇wr =−
ˆ
Ω
Mσi,j(fµ(µ
n))∇µn,′j · ∇wri −
m∑
`=1
a¯`
ˆ
Ω
Mσi,j(fµ(µ
n))∇w`j · ∇wri ,
ˆ
∂Ω
MΓ,σ µn · wr =
ˆ
∂Ω
MΓ,σ µn,′ · wr +
m∑
`=1
a¯`
ˆ
∂Ω
MΓ,σ w` · wr .
We introduce the matrix A¯1(µ) = {a¯1i,j(µ)}i,j=1,...,m(n) via
a¯1`,r(µ(t)) :=
ˆ
Ω
Mσi,j(fµ(µ
n(x, t))∇w`j(x) · ∇wri (x) dx+
ˆ
∂Ω
MΓ,σ w`(x) · wr(x) dS(x) ,
which is symmetric and positive inRm×m. Moreover, we note again that A¯1(µn) = A¯1(µn,′) depends
only on a. We can therefore reformulate (124) via
A¯1(a(t)) a¯(t) =F¯ 1(t, a(t), b(t)) , F¯ 1r :=
ˆ
Ω
(vn · ∇ur + Jn,′ · ∇wr) dx+
ˆ
∂Ω
Γ,n,′ · wr dS
in which Jn,′ is an abbreviation for the fluxes−Mσi,j(fµ(µn))∇µn,′j , and Γ,n,′ = −MΓ,σ (µn,′−µΓ).
Thus the components a¯ can be eliminated by means of the formula
a¯(t) = [A¯1(a(t))]−1 F¯ 1(t, a(t), b(t)) =: G(t, a(t), b(t)) . (125)
In order to approximate the equations (4), we consider for s ∈ {1, . . . , n}ˆ
Ω
[1N · fnµ (µn)] ∂tvn · φs dx =−
ˆ
Ω
[1N · Pˆ nµ (µn)] (vn · ∇)vn · φs dx+
ˆ
Ω
Pˆ n(µn) div φs dx
−
ˆ
Ω
S(∇vn) · ∇φs dx−
ˆ
Ω
(
N∑
i=1
Jn,i · ∇)vn · φs dx . (126)
We defineA2(µ) = {a(2)i,j (µ)}i,j=1,...,n via a(2)i,j (µ(t)) :=
´
Ω
fnµ (µ(x, t))·1N ηi(x)·ηj(x) dx. Owing
to the properties of f , we see that 1N ·fµ ≥ %min. Thus 1N ·fnµ = 1N ·fµ+ 1n ω′(µ ·ηN) > %min, and
we see that A2(µ) is symmetric and positive definite. Moreover A2(µ) = A2(µ′). We can express
(126) in the equivalent form
A2(a(t)) b′(t) = F 2(a(t), a¯(t), b(t))
F 2s :=
ˆ
Ω
{
(−[1N · Pˆ nµ (µn)] vn −
N∑
i=1
Jn,i · ∇)vn · φs + (Pˆ n(µn) I− S(∇vn)) : ∇φs
}
dx .
Overall, making use of the algebraic elimination (125), the Galerkin approximation (122), (124), (126)
has the reduced form(
A1(a(t)) 0
0 A2(a(t))
) (
a′
b′
)
=
(
F˜ 1(t, a(t), b(t))
F˜ 2(t, a(t), b(t))
)
(127)
with F˜ i(t, a(t), b(t)) := F i
(
t, a(t), G(t, a(t), b(t)), b(t)
)
for i = 1, 2. We consider the initial
conditions
a(0) = a0,n ∈ Rp, b(0) = b0,n ∈ Rn . (128)
Here we require for the reason of consistency that µ0,n,′ :=
∑p(n)
`=1 a
0,n
` ψ
` and v0,n =
∑n
`=1 b
0,n
` φ
`
satisfy
ρ0,n := fµ(µ
0,n,′)→ ρ0 in L2(Ω; RN), v0,n → v0 in L2(Ω; R3) for n→∞ . (129)
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Existence for (Pn,σ). The eigenvalues of A1(µ) are strictly positive only for µ finite. Therefore
we must solve the problem (127), (128) employing successive local solutions. The local existence
at least is obvious, since the block diagonal matrix associated with (127) is invertible in µ = µ0,n,
and since it can be easily verified that: 1. The right-hand sides F˜ i are continuous in time for µΓ ∈
C([0, T ]; L2(∂Ω)); 2. The map (a, b) 7→ F˜ i(t, a, b) is globally Lipschitz onRp×Rn. To verify these
properties it is essential that we have employed a cut-off in the argument of the pressure function (see
(113)).
Lemma A.2. There is T ∗ = T ∗(n, ‖(a0,n, b0,n)‖∞) > 0 such that the problem (127), (128) pos-
sesses a unique solution (a, b) ∈ C1([0, T ∗]; Rp × Rn).
We spare the proof of this obvious statement. To show that the solution can be extended to the entire
interval, we need a priori estimates.
Proposition A.3. Assume that the approximate system (127), (128) possesses a solution (a, b) ∈
C1([0, T ∗]; Rp × Rn) for a T ∗ > 0. Then the vector fields µn and vn satisfy on ]0, T ∗[, the identity
d
dt
ˆ
Ω
[
k(fµ(µ
n)) +
1
n
∑
k 6=N−1
Φω(µ
n · ηk) + 1
2
%n |vn|2
]
dx
+
ˆ
Ω
{Mσ∇µn · ∇µn + S(∇vn) · ∇vn} dx+
ˆ
∂Ω
MΓ,σ (µn − µΓ) · µn dS = 0 ,
in which Φω(s) := ω′(s) s− ω(s) for s ∈ R.
Proof. Recall that (127) is equivalent to (122), (124) and (126). We can multiply (122) with a, (124)
with a¯ to obtain for µn that
ˆ
Ω
∂tf
n
µ (µ
n) · µn dx =
ˆ
Ω
(
(Pˆ nµ (µ
n) vn + Jn) · ∇µn
)
dx−
ˆ
∂Ω
MΓ,σ (µn − µΓ) · µn dS
=
ˆ
Ω
(vn · ∇Pˆ n(µn) + Jn · ∇µn) dx−
ˆ
∂Ω
MΓ,σ (µn − µΓ) · µn dS (130)
We notice that
∂tf
n
µ (µ
n) · µn =∂t(fnµ (µn) · µn − fn(µn))
=∂t
[
fµ(µ
n) · µn − f(µn) + 1
n
∑
k 6=N−1
{ω′(µn · ηk)µn · ηk − ω(µn · ηk)}
]
=∂t
[
k(fµ(µn)) +
1
n
∑
k 6=N−1
Φω(µ
n · ηk)
]
.
Second, we multiply (126) with vn. This yields
ˆ
Ω
1
2
[1N · fnµ (µn)] ∂t|vn|2 dx =−
ˆ
Ω
1
2
[1N · Pˆ nµ (µn)] (vn · ∇)|vn|2 dx+
ˆ
Ω
Pˆ n(µn) div vn dx
−
ˆ
Ω
S(∇vn) · ∇vn dx−
ˆ
Ω
1
2
(
N∑
i=1
Jn,i · ∇)|vn|2 dx . (131)
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Due to the additional property (118) and to (119), we can also choose |vn|2 1N as a test function in
(122). Recall also that vn = 0 on ∂Ω to obtain that
ˆ
Ω
∂t[1
N · fnµ (µn)] |vn|2 dx =
ˆ
Ω
([1N · Pˆ nµ (µn)] vn + 1N · Jn) · ∇|vn|2 dx .
Thus, making use of the latter identity and of (131) yields
1
2
ˆ
Ω
∂t([1
N · fnµ (µn)] |vn|2) dx+
ˆ
Ω
S(∇vn) · ∇vn dx =
ˆ
Ω
Pˆ n(µn) div vn dx . (132)
We add (132) to (130). Observe that
´
Ω
(vn · ∇Pˆ n(µn) + Pˆ n(µn) div vn) dx = 0, and the claim
follows.
We integrate the inequality of Proposition A.3 on [0, t] for t ≤ T ∗ arbitrary. Using that fµ(µn) ∈
S0 is bounded, we see that |k(fµ(µn(t))| is uniformly bounded. Thus, the quantities 1n ‖Φω(µn ·
ηk)‖L1,∞(QT∗ ) for k 6= N−1, and ‖vn‖L2,∞(QT∗ ) are uniformly bounded by functions of 1n ‖Φω(µ0,n ·
ηk)‖L1(Ω), of ‖
√
fnµ (µ
0,n) · 1N v0,n‖L2(Ω), and of ‖µΓ‖L2(ST∗ ).
By means of the conditions (109), we can verify that ‖Φω(µn ·ηk)‖L1,∞(QT∗ ) < +∞ bounded implies
that
√
1 + |µn · ηk| is bounded in L1,∞(QT ∗). Since µn and vn live on a discrete spaces, we obtain
from these informations uniform bounds ( depending only on n) for (a, b) in L∞(]0, T ∗]; Rp × Rn).
Thus, the solution can be extended beyond T ∗. The size of the extension interval depends only on n.
In this way, we obtain a global solution after finitely many steps. We next state the global existence
result, referring for instance to [DDGG16] for a working out of the argument in more details.
Corollary A.4. The problem (127), (128) possesses a unique global solution (a, b) ∈ C1([0, T ]; Rp×
Rn).
Uniform estimates. We define pn := Pˆ n(µn) and
ρn := fµ(µ
n), ρ˜n := Pˆ nµ (µ
n), rn := fµ(µ
n) +
1
n
∑
k 6=N−1
ω′(µn · ηk) ηk . (133)
Thanks to the dissipation identity of Proposition A.3, we then prove a priori bounds.
Proposition A.5. There is a number C0 > 0 such that the main variables µn, vn and the auxiliary
variables ρn, ρ˜n, rn and pn defined in (133) satisfy
‖ρn‖L∞(Q) + ‖ρ˜n‖L∞(Q) ≤ C0 ,
‖rn‖L2,∞(Q) + 1
n
‖Φω(µn)‖L1,∞(Q) + ‖vn‖L2,∞(Q) ≤ C0 ,
‖vn‖W 1,02 (Q) + ‖µ
n‖W 1,02 (Q) + ‖pn‖W 1,02 (Q) ≤ C0 ,
‖n−1 ω′(µn · ηk)‖L2,∞(Q;RN ) ≤ C0√
n
.
Proof. Since ρn ∈ S0 by construction, we have 0 ≤ ρni ≤ %max for i = 1, . . . , N . Using (114), we
see that also ‖ρ˜n‖L∞(Q) is uniformly bounded. We integrate the identity of Proposition A.3 in order to
obtain bounds for 1
n
‖Φω(µn)‖L1,∞(Q), ‖
√
1N · fnµ vn‖L2,∞(Q), ‖vn‖W 1,02 (Q) and ‖µ
n‖W 1,02 (Q). Since
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1N · fnµ > %min, we also obtain the bound for ‖vn‖L2,∞(Q). Further using (114), we can verify that
µ 7→ Pˆ n(µ) is globally Lipschitz continuous. Thus ‖pn‖W 1,02 (Q) ≤ C0.
Due to the conditions (109), we verify that |ω′| ≤ c2 (1 + Φω) 12 and this directly yields
‖n−1 ω′(µn · ηk)‖2L2,∞(Q) ≤
c22
n
(‖n−1 Φω(µ)‖L∞,1(Q) + 1
n
|Ω|) ≤ C0
n
.
Therefore ‖rn‖L2,∞(Q) ≤ C0.
Remark A.6. Thanks to Hölder’s inequality and the Sobolev embedding for V 1,02 = W
1,0
2 ∩ L2,∞
we further derive uniform bounds for ‖rn vn‖
L
3
2 ,2(Q;RN×3)
and ‖rn vn‖
L
4
3 ,∞(Q;RN×3)
, as well as for
‖vn ⊗ vn‖
L
5
3 (Q;R3×3)
and for ‖∑Ni=1 Jn,i vn‖L 54 (Q;R3×3).
Convergence. To pursue, we extract convergent subsequences.
Lemma A.7. There are µ ∈ W 1,02 (Q; RN) and v ∈ W 1,02 (Q; R3) and a subsequence such that as
n→∞:
µn → µ weakly in W 1,02 (Q; RN) and µn,′ → µ′ strongly in L2(Q; RN) ,
vn → v weakly in W 1,02 (Q; R3) and strongly in L2(Q; R3) ,
ρn, rn, ρ˜n → ρ = fµ(µ) strongly in L2(Q; RN) ,
pn → p := f(µ) weakly in L2(Q) .
Proof. At first, using the bounds obtained in Proposition A.5, we extract a subsequence such that
µn → µ weakly in W 1,02 (Q; RN), vn → v weakly in W 1,02 (Q; R3) .
In the remainder of the proof, we will pass several times to subsequences but omit for convenience
indicating this step by means of additional labels.
On the basis of Prop. A.5 and Remark A.6, there are J ∈ L2(Q; RN×3), ξ ∈ L 32 ,2(Q; RN×3),
ζ ∈ L 53 (Q; R3×3) and χ ∈ L 54 (Q; R3) such that
Jn → J weakly in L2(Q; RN×3)
Γ,n → Γ := −MΓ,σ (µ− µΓ) weakly in L2(ST ; RN×3)
rn vn → ξ weakly in L 32 ,2(Q; RN×3)
pn → p weakly in W 1,02 (Q; RN)
[1N · ρ˜n] vn ⊗ vn → ζ weakly in L 53 (Q; R3×3)
N∑
i=1
Jn,i vn → χ weakly in L 54 (Q; R3×3) .
(134)
We identify the limits J , ξ, ζ and χ only later, but need them to prove first the strong convergence
of {ρn} and {rn}. Consider the decomposition rn = fµ(µn) + (n)−1
∑
k 6=N−1 ω
′(µn · ηk) ηk =:
ρn + bn. Due to Proposition A.5, we have bn → 0 strongly in L2,∞(Q). Integrating in time the
equations (122), we obtain for all s = 1, . . . , p(n0) and n ≥ n0, and all t ∈ [0, T ]ˆ
Ω
ρn(t) · ψs dx =
ˆ t
0
ˆ
Ω
(ρ˜n vn + Jn) · ∇ψs dxdt+
ˆ t
0
ˆ
∂Ω
Γ,n · ψs dSdt
+
ˆ
Ω
(ρ0,n − bn(t)) · ψs dx
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Thus, we see that for the chosen subsequence, there exists limn→∞
´
Ω
ρn(t) · ψs dx for s =
1, . . . , p(n0). Moreover, for r = 1, . . . ,m(n0), we have ρn(t) · wr = fµ(µn) · V¯ ur = ur is
independent of n and t. Since ρn is bounded in L∞(QT ; RN) and {ψ1, . . . , ψp(n), w1, . . . , wm(n)}
is dense in W 1,2(Ω; RN) for n→∞, we easily show that {ρn(t)}k∈N converges as distributions for
all t ∈ [0, T ].
Since D2f is uniformly bounded (cf. Lemma 4.3, (a)), we moreover obtain a bound
‖∇ρn‖L2(Q;RN ) ≤ |D2f |∞ ‖∇µn‖L2(Q;RN ) ≤ C0 .
Classical arguments allow to show that {ρn} is a Cauchy sequence in L2(Q; RN) (see Lemma B.1).
Thus there is a limit ρ ∈ L2(Q; RN) such that ρn → ρ strongly in L2(Q; RN), and even rn → ρ
in L2(Q; RN). Since ρn = fµ(µn) are all elements of the image of fµ, that is the surface S0, we
directly obtain that ρ ∈ L2(Q; S0). Thus, we also can identify ξ = ρ v and J = −Mσ(ρ)∇µ.
The next point is to obtain the strong convergence of µn,′. We use the properties of the function f
which is constructed as to guaranty the identity (recall (95))
µn = µref + V¯ f(µn) + kB θ
1
mi
ln yni
yni = Yi(µ
n) =
1
mi
ρni∑
j
1
mj
ρnj
, ρn := fµ(µ
n) .
Using that f is globally Lipschitz, we see that {f(µn)} is bounded inW 1,02 (Q). Thus, ln yni is bounded
in W 1,02 . But ln y
n
i converges poinwise, because ρ
n converges pointwise. Consequently, ln yni →
ln yi strongly in L2(Q), in which yi =
1
mi
ρi∑
j
1
mj
ρj
. Multiplying with a vector ηk, k 6= N − 1, we
obtain that µn · ηk → µref · ηk + kB θ
∑n
i=1
ηki
mi
ln yi pointwise. This yields the strong convergence
of µn,′ in L2(Q). Now, it is not difficult to recognise that pn = Pˆ n(µn) = f(Bn(µn)) + µn · ηN−1
which is bounded in W 1,02 (Q) converges weakly to f(µ
′) + µ · ηN−1 = f(µ). Moreover, invoking
(114) again, we find ρ˜n → ρ strongly in L2(Q).
Passage to the limit n → ∞. For all ψ ∈ span{ψ1, . . . , ψp, w1, . . . , wm}, our approximations
µn, vn satisfy (cf. (115), (122), (124))ˆ
Ω
∂tr
n · ψ −
ˆ
Ω
(ρ˜ni v
n −Mσi,j(ρn)∇µnj ) · ∇ψi +
ˆ
∂Ω
MΓ,σ (µn − µΓ) · ψ = 0 . (135)
In particular, we can insert ψ := φs · φ` 1N for s, ` = 1, . . . , n (cp. (118), (119)) to obtain that
ˆ
Ω
∂t[1
N · rn]φs · φ` −
ˆ
Ω
([1N · ρ˜n] vn +
N∑
i=1
J i,n) · ∇(φs · φ`) = 0 .
Recall indeed that φs = 0 on ∂Ω. Thus, since vn ∈ span{φ1, . . . , φs}, it follows that
ˆ
Ω
∂t[1
N · rn]φs · vn −
ˆ
Ω
([1N · ρ˜n] vn +
N∑
i=1
J i,n) · ∇(φs · vn) = 0 . (136)
Moreover, for all φs, the relations (116), (126) yieldˆ
Ω
[1N · rn] ∂tvn · φs +
ˆ
Ω
[1N · ρ˜n] (vn · ∇)vn · φs +
ˆ
Ω
S(∇vn)) : ∇φs
=
ˆ
Ω
pn div φ
s −
ˆ
Ω
(
N∑
i=1
J i,n∇)vn · φs .
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By means of adding (136) to the latter, we also obtain that
ˆ
Ω
∂t([1
N · rn] vn) · φs −
ˆ
Ω
[1N · ρ˜n] (vn ⊗ vn) : ∇φs −
ˆ
Ω
S(∇vn) : ∇φs
=
ˆ
Ω
pn div φ
s +
ˆ
Ω
N∑
i=1
J i,n ⊗ vn : ∇φs . (137)
We multiply in (135) with ζ ∈ C1c (0, T ), integrate over time to obtain for ψ(x, t) := ψ(x) ζ(t)
−
ˆ
Q
rn · ∂tψ −
ˆ
Q
(ρ˜n vn −Mσ(ρn)∇µn) · ∇ψ +
ˆ
S
MΓ,σ (µn − µΓ) · ψ =
ˆ
Ω
rn(0) · ψ(0) ,
and doing the same in (137), we obtain for Y (x, t) = ηs(x) ζ(t)
−
ˆ
Q
([1N · rn] vn) · ∂tY −
ˆ
Q
{[1N · ρ˜n] (vn ⊗ vn)− S(∇vn))} : ∇Y
=
ˆ
Ω
([1N · rn(0)] v0,n) · Y (0) +
ˆ
Q
pn div Y +
ˆ
Ω
N∑
i=1
J i,n ⊗ vn : ∇Y .
We use Proposition A.7 to easily identify the limits.
A noticeable peculiarity: It is not necessary that the initial conditions µ0,n be uniformly bounded. Indeed
the entire argument remains valid if only 1
n
‖µ0,n‖L2(Ω) → 0. We conclude with the proof of Prop. 6.1.
Lemma A.8. The pair of limits µ ∈ W 1,02 (Q; RN) and v ∈ W 1,02 (Q; R3) obtain in Proposition A.7
is a weak solution to (Pσ).
B Technical points
The following two points are readily established.
Remark B.1.  Let 1 ≤ p ≤ +∞. Let K : Lp(Ω) → W 1,p(Ω) be a linear, bounded, compact
operator. Assume that {un}n∈N ⊂ Lp(Q) is a sequence such that un(t) → u(t) weakly in
Lp(Ω) for almost all t ∈]0, T [. Then K(un(t)) → K(u(t)) strongly in W 1,p(Ω) for almost all
t ∈]0, T [.
 If vn → v weakly in W 1,02 (Q) and un(t) → u(t) strongly in [W 1,2(Ω)]∗ for almost all t ∈
]0, T [, then un vn → u v weakly in L1(Q).
The strong convergence of the velocity field is in principle known (see [Lio98], page 9) in the context
of Navier-Stokes equations.
Corollary B.2. Assumptions of Proposition 8.1. Then, there is a subsequence such that vσn → v
strongly in L2(Q; R3) and pointwise almost everywhere in Q.
We also need a suitable solution operator to the equation divX = f .
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Remark B.3. Assume that Ω is a bounded domain of class C1. There is a solution operator to the
linear problem
divX = f in Ω, X = 0 on ∂Ω , (138)
for all f having mean value zero over Ω. For all 1 < q < +∞ the continuity estimates
‖X‖W 1,q0 (Ω;R3) ≤ cq ‖f‖Lq(Ω), ‖X‖Lq(Ω) ≤ cq ‖f‖[W 1,q′ (Ω)]∗ (139)
are valid. For more details about the solution operator, see among others [FNP01], Section 3.1.
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