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Abstract 
The necessity for high-density sensor installations and redundancy of sensor information in traffic state estimation is of 
concern to researchers and practitioners. The influence of different sensor locations on the accuracy of traffic state estimation 
using a velocity-based cell transmission model and state estimation with an Ensemble Kalman Filter was studied and tested on 
a segment of the Tokyo Metropolitan Highway during rush hours. It showed the estimated velocity changes significantly 
when the interval is extended from 200 m to about 400 m, but is acceptable at about 300 m. Sensor locations are critical when 
reducing sensor numbers. 
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1. Introduction 
As traffic networks develop and traffic flows increase, the role of traffic sensors has become more important 
for controlling and mitigating congestion. Sensors are treated as monitoring devices that can detect traffic flow, 
velocity and density, and establish whether and when traffic congestion may occur or where accidents may 
happen. It is important to consider how to collect historical data of traffic information from these sensors to make 
them more useful for forecasting future traffic conditions.  
On the Tokyo Metropolitan Highway (TMH) (Fig. 1), which is the case study for this research, traffic counter 
sensors are generally installed at very specific locations with average intervals between them of around 260 m, 
and a smallest interval of less than 200 m (Table 1). In terms of technology transfer to developing countries, lack 
of funding or other factors mean such high-density sensor installations may not be possible. Furthermore, there 
could be doubt as to whether this form of high-density sensor installation is reasonable or exceeds the 
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requirements for traffic state estimation. Consequently we examine methods that can compare the effects of 
different traffic sensor locations on the accuracy of traffic state estimation to check the level of information 
redundancy. The results will provide insights on the choice of locations for future sensor installations in other 
areas. 
The objective of this paper is to study the influence of sensor location on traffic state estimation in highways 
and to establish whether it is possible to reduce the number of sensors and find the most favorable location for 
sensor installations for maintaining sufficient accuracy. The method applied in the study includes a velocity-based 
traffic flow model and its calibration through an Ensemble Kalman Filter (EnKF) process, which contains a state 
space model to forecast the dynamic change of traffic state and a measurement model to use the data obtained 
from traffic sensors. Traffic counter data was obtained every minute from October 2004 to February 2006 in the 
2026 m long segment, from Ichinohashi to Hamazakibashi, on the Inner Circular Route of the TMH. We selected 
the rush hours in the morning from 8:30 to 10:30 on weekdays as the time period of interest. Different 
combinations of sensors were tested, and we obtained results of the dynamic traffic state for different settings of 
sensor locations and made a summary to compare the influence of sensor numbers and locations. 
The remainder of the paper is organized as follows: Section 2 describes previous studies on traffic state 
estimation and sensor location problems. Section 3 formulates the traffic model, which is a Cell Transmission 
Model based hyperbolic velocity model proposed by Work et al. [1]. It describes the estimation process: a state 
space model and a measurement model were adopted for the EnKF process to depict the trends in velocity 
distribution. Section 4 presents a case study on the TMH Ichinohashi to Hamazakibashi segment, and 
demonstrates the different effects of sensor locations. Finally, conclusions and future work are outlined in 
Section 5. 
 
Fig. 1 Tokyo Metropolitan Highway Network 
 
2. Previous Studies 
Some papers on traffic state estimation use algorithms based on the methodology of Kalman Filtering. The 
Kalman Filter is an optimal state estimator which is applied to a dynamical system with random noise using a 
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limited amount of noisy measurements. Although it was originally derived for linear systems with Gaussian noise, 
some extensions of the Kalman Filter have been developed for nonlinear systems. 
Table 1 Tokyo Metropolitan Highway and Sensor Amount 














No1 Haneda Route 14.10 Up 58 243.10 Down 55 256.36
No1 Ueno Route 4.20 Up 18 233.33 Down 16 262.50
No2 Meguro Route 5.40 Up 24 225.00 Down 23 234.78
No3 Shibuya Route 12.00 Up 48 250.00 Down 46 260.86
No4 Shinjuku Route 12.40 Up 61 243.10 Down 54 229.63
No5 Ikebukuro Route 21.00 Up 88 238.63 Down 88 238.63
No6 Mukojima Route 9.50 Up 50 190.00 Down 44 215.91
No6 Misato Route 10.20 Up 46 221.74 Down 43 237.21
No7 Komatsugawa Route 8.40 Up 41 204.88 Down 41 204.88
No9 Fukagawa Route 5.60 Up 27 207.41 Down 26 215.38
No10 Harumi Route 2.50 Up Unknown Unknown Down Unknown Unknown
No11 Daiba Route 3.90 Up 17 229.41 Down 16 243.75
No21 Inner Circular Route 14.30 Inner 71 201.41 Outer 67 213.43
No22 Central Circular Route 49.90 Inner 106 470.75 Outer 101 494.06
No23 Kawaguchi Route 12.10 Up 54 224.07 Down 50 242.00
No24 Wangan Route 49.16 East 81 606.91 West 69 712.46
No25 Yaesu Route 1.80 Up 11 163.64 Down 9 200.00
Total 236.46  801   748  
Average 13.91  50.06 259.59  46.75 278.87 
 
The EnKF was originally proposed by Evensen [2], and was later further developed and examined in a large 
number of research studies. It was introduced as an alternative to Extended Kalman Filter (EKF) to overcome 
specific difficulties with nonlinear state evolution models, in which the error covariance matrix is approximated 
by a matrix of reduced rank using square root factorization. The EnKF is based on a Monte Carlo simulation 
approach for the propagation of errors. The error covariance approximation in the EKF is shown to be more 
efficient than the error representation in the EnKF. For strongly non-linear dynamics, which are more suited to 
Monte Carlo simulation, however, the advantages of EnKF are overwhelming (Madsen et al. [3]). 
Since the 1970s early applications of traffic state estimation were reported in traffic surveillance systems with 
short inter-detector distances.(Li et al. [4]) Later on these approaches were extended using more comprehensive 
dynamic traffic flow models. Recently, there has been some research focused on real-time and dynamic traffic 
state estimation. A general approach was made for real-time freeway traffic state estimation based on the EKF 
(e.g. Wang et al. [5]). The macroscopic aggregated traffic variables were deployed to construct the dynamic time-
space frame of vehicular traffic, including the interface with measurements. Wang el al. [6] further extended their 
study by considering specific situations with real data testing, including snow storm, fog and some traffic 
composition changing situations. At the same time, a system named the Mobile Century System was developed 
and a study of mobile sensors and loop detector data assimilation was carried out (Herrera et al. [7], Work et al. [1] 
[8]). They adopted EnKF and constructed a model for the evolution of a velocity field on a highway segment. The 
Lagrangian measurements from GPS mobile devices were used to make the estimation process discrete which is 
ideally suited to computer calculations. These discrete measurements were used to reconstruct or estimate the 
velocity in a process referred to as data assimilation. To obtain a partial differential equation for velocity, Work et 
al. [1] proposed expressing the density as a function of the velocity by inverting the velocity function from the 
equation and building a new scalar hyperbolic partial differential equation (PDE) model for the evolution of 
traffic velocity on highways, based on the seminal Lighthill-Whitham-Richards (LWR) PDE. 
The Sensor Location Problem (SLP) (e.g. Bianco et al. [9]) is defined as the problem by which we determine 
how to locate the minimum number of sensors needed to determine the distribution of vehicles in the entire 
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network. Later on, a network based model was developed for traffic sensor location with implications for O/D 
matrix estimates (Bianco et al.  [10,11]). This model was further extended to examine whether there are sufficient 
conditions for optimal solutions for the SLP (Morrison et al. [12]). On the other hand, the SLP was also 
considered from the aspect of Origin-Destination Demand to find how limited sensors can be set to maximize the 
expected information (Zhou el al. [13]). This was different from previous studies, which were mainly trying to 
propose mathematical models on how to minimize sensor numbers. This research starts from a case study on 
traffic estimation result comparisons in a sensor installed segment to demonstrate whether the sensor information 
has a level of redundancy. 
In this article, the authors adopt the estimation frame with interfaces with the measurements, state-space 
forecast model and corrections. The measurement data are traffic counter data, obtained every minute from 
October 2004 to February 2006. A state-space model is constructed based on the proposed hyperbolic velocity 
model of Work et al. [1]. The data assimilation and filtering process is based on EnKF, which is more suitable for 
a dynamic process in a nonlinear traffic system. 
3. Process of Traffic State Estimation 
3.1. Traffic Model 
The state-space in this study is defined as the velocity field which changes over time. According to the basic 
requirement of the Cell Transmission Model, the highway segment of interest is divided into equal-length cells, 
100 m per cell in this study, with an ending cell whose length might not be exactly equal to 100 m. The 
continuous velocity which is distributed on these segments can thus be converted into the discrete velocity on 
each feature point in corresponding cell, such as on the entering point of each cell. Within the total time length 
nΔT, where ΔT are the time steps of equal minutes and n is the total number of time steps, ΔT is set to be one 
minute which covers the total available time span required for velocity changes.  
The velocity state vector vt+1 at time t+1 can be derived from the dynamic model of vt by vt+1=F[vt]. 
Specifically, vt, the velocity vector, comprises all of the elements vti, where vti represents the velocity of cell i at 
time t. The dynamic relationship between vti and vt+1i was proposed by Work et al. [1] as: 
 
 ݒ௜௧ାଵ ൌ ܸሺߩ௜௧ െ ߂ߩሻ                                             , (1) 
 
where the density difference is given by: 
 
 ߂ߩ ൌ ௱்௱௑ ቀܩ෨ሺݒ௜௧ǡ ݒ௜ାଵ௧ ሻ െ ܩ෨ሺݒ௜௧ǡ ݒ௜ିଵ௧ ሻቁ                                      . (2) 
 
The velocity fluxܩ෨ሺݒଵǡ ݒଶሻ is given by the following function: 
 
 ܩ෨ሺݒଵǡ ݒଶሻ ൌ ߩ כ ݒ ൌ
ۖە
۔
ۖۓ ܸିଵሺݒଶሻ כ ሺݒଶሻ ݒ௖ ൒ ݒଶ ൒ ݒଵܸିଵሺݒ௖ሻ כ ሺݒ௖ሻ ݒଶ ൒ ݒ௖ ൒ ݒଵ
ܸିଵሺݒଵሻ כ ሺݒଵሻ ݒଶ ൒ ݒଵ ൒ ݒ௖
൫ܸିଵሺݒଵሻ כ ሺݒଵሻǡ ܸିଵሺݒଶሻ כ ሺݒଶሻ൯ ݒଵ ൒ ݒଶ
     . (3) 
In this study we use the invertible velocity function as: 
 
 ݒ ൌ ܸሺߩሻ ൌ ቐ
ݒ௠௔௫ ቀͳ െ ఘఘ೘ೌೣቁ ߩ ൑ ߩ௖
െݓ௙ ቀͳ െ ఘ೘ೌೣఘ ቁ 
                   , (4) 
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where, vmax and ρmax are the maximum velocity and density on this highway segment, vc and ρc represent the 
critical velocity and density where the traffic flow reaches a maximum and the free flow transits to congestion, wf 
represents the backward wave velocity and all of these values have to be set in advance. 
In an actual estimation process, we have to add the system errors to the dynamic function as: 
 
 ݒ௜௧ାଵ ൌ ܸሺߩ௜௧ െ ߂ߩሻ ൅ ߪ௧ ൌ ܨሺݒ௜௧ሻ ൅ ߪ௧                                   , (5) 
 
where ߪ௧follows a Gaussian zero-mean distribution with variance-covariance matrix Q 
3.2. Description of Overall Process 
The main process is a circular process which combines the forecast and measurement correction part with 
numbers of ensembles for state estimation (Fig. 2). The forecast part is based on the state space model which 
predicts the dynamic state for next time step based on the current state, and the correction part uses the 
measurement model to involve the measurement data and find the difference between measurement and 
prediction for filtering. 
3.3. Model of EnKF 
To use the Ensemble Kalman Filter to estimate the internal state of a process given only a sequence of noisy 
observations, one must model the process in accordance with the framework of the EnKF. This means specifying 
the following vectors and matrices: ࢄ௧ , the state vector; ࡲ൫ࢄ௧ ൯, the state space model; Ht, the measurement 
projection matrix; ࢅ௧ , the estimated measurement vector; Qt, the covariance of the process noise; R, the 
covariance of the observation noise. Specifically, the State Space Model and Measurement Model are given by 
Equations (6) and (7). 
The state space model is based on the traffic model described in Equation (5) and it can be written as: 
 
 
Fig. 2 Overall Process Flow Chart  
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 ࢄ௧ାଵ ൌ ࡲ൫ࢄ௧ ൯ ൅ ࣌௧                                 , (6) 
 
where state ࢄ௧  represents the velocity field vt and ࣌௧ remains the system noises in Equation (5). 
The measurement model connects the state space with the measurement by a measurement projection matrix 
and is written as:  
 
 ࢅ௧ ൌ ࡴ௧ כ ࢄ௧ ൅ࢾ௧  , (7) 
 
where ࢅ௧will be later compared with the real measurement from the sensors ymeasure in the correction process, and 
other variables remain the same. 
3.4. Algorithm of EnKF 
To better adapt to the dynamic process, the EnKF adopts numbers of ensembles, instead of the real state itself, to 
simulate the dynamic process, and the final state is the average of all the ensemble states. The final posterior 
distribution is calculated step by step with a primary suggested distribution, forecast and measurement correction. 
The practical EnKF process includes initialization, forecasting and filtering. The recursive process for forecasting 
and filtering is described as follows: 
Step 1 (Initialization): Set K ensembles forࢄ෩૙ሺ࢑ȁ࢑ ൌ ૚ǡ ૛ǥࡷሻǡ  where ࢄ෩૙ሺ࢑ȁ࢑ ൌ ૚ǡ ૛ǥࡷሻǡwhich 
represents a possible velocity vector of V0=ሼ࢜࢏૙ȁ࢏ ൌ ૚ǡ ૛ǥࡺ} at time step t=0, with a mean speed 
vector ࢂഥ෩૙ and covariance matrix P0.  
Step 2 (Forecast): Update each of the K ensembles Xt (k | k=1,2…K, t=1,2…N) according to the traffic 
model: 
 
 ࢄ௧ାଵሺ݇ሻ ൌ ࡲ൫ࢄ෩௧൯ ൅ ࣌௧  . (8) 
 
Calculate the mean vector and covariance matrix of the K ensembles ofࢄ௧ሺ݇ሻ: 
 ࢄ࢚തതത ൌ ૚ࡷσ ࢄ࢚ሺ࢑ሻࡷ࢑ୀ૚                           , (9) 
 ࡼࢋ࢔࢙࢚ ൌ ૚ࡷି૚ σ ሺࢄ࢚ሺ࢑ሻ െ ࢄ࢚തതതሻ כ ሺࢄ࢚ሺ࢑ሻ െ ࢄ࢚തതതሻࢀࡷ࢑ୀ૚        . (10) 
Step 3 (Correction): Calculate the Kalman gain with the covariance matrix Ptens, the Ht matrix and the 
measurement covariance matrix Rt: 
 
 ࡳ௘௡௦௧ ൌ ࡼ௘௡௦௧ כ ሺࡴ௧ሻ் כ ൫ࡴ כ ࡼ௘௡௦௧ כ ࡴ் ൅ ࡾ ൯ିଵ    . (11) 
 
Update the estimated ensemble ࢄ௧෪ሺ݇ሻwith the measurement ymeasure and the measurement model of 
Equation (7): 
 
 ࢄ௧෪ሺ݇ሻ ൌ ࡳ௘௡௦௧ כ ሺ࢟௠௘௔௦௨௥௘ െ ࢅ௧ሻ ൅ ࢄ௧ሺ݇ሻ       . (12) 
Step 4 Return to Step 2 until t=N  
With the above equations, once the time period is set, the estimated traffic state within this time period can be 
obtained step by step. 
4. Case Study 
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4.1. Brief Introduction to the Tokyo Metropolitan Highway 
The area of interest for this study is the Ichinohachi-Hamazakibashi segment (Fig. 3) within the Inner Circular 
Route in the TMH. There are nine sensors installed in this segment and the average interval between sensors is 
only 226 m. Furthermore, these sensors work for 24 hours a day and obtain traffic flow, velocity and occupancy 
every minute. With the highly dense layout of sensor installation and the large amount of available data, this 
segment was chosen as the area of interest.  
 
 
Fig. 3 Ichinohashi – Hamazakibashi Segment of Tokyo Metropolitan Highway and its sensors 
Table 2. Parameter settings for the traffic model 










Value 100km/h 180 v/km 77.78km/h 40 v/km 22.5km/h 
 
4.2. Parameter Settings 
 The parameters adopted in this study include road condition and filtering parameters. The former refer to 
maximum velocity, maximum density, critical velocity and density and backward wave speed, and the latter 
include cell size, time step, mean vector and covariance matrix for the velocity vector on initialization and the 
system and measurement noise covariance matrix. Based on Work et al. [1] and the conditions of the TMH 
(Japan Society of Traffic Engineers [14]), the road conditions parameters were set as in Table 2.  
The total length of this segment was 2026 m. To make the calculation easier and correlate it with the 
measurement data, the cell-size was set as 100 m and the final cell was 124 m. The time step was set to be every 
minute, which was the same for obtaining data from the sensor. The initialization parameters were from the 
average and covariance of the measurement, and the system noise and measurement system noise were set 
according to experience. Generally, the system covariance matrix Q is a symmetric matrix assumed to be 
diagonal with a standard deviation of 3.2 km/h and the measurement covariance matrix is assumed to have a 
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diagonal standard deviation of 6.4 km/h. For each state at each time step, we set K=100 ensembles for filtering 
and estimation. 
4.3. Results and Discussion 
Several comparisons were made over different time spans and with different selections of sensors. As Fig. 3 
shows, there were 9 sensors in this segment and when the segment was divided into cells with about 100 m per 
cell, the sensors were positioned in corresponding cells. They were located as shown in Table 3. In some cases 5 
or 7 sensors were selected instead of a full complement, which reflected 400 m, 300 m and 200 m average 
location intervals. To make the estimated state more reliable, the principle configuration for the sensors was to 
evenly distribute them with similar intervals in between. 
 
Table 3 Sensors Selection Location 
Cell 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
Sensor ID  37  35  34  33   31  30   29   28 27 
9 sensors  *  *  *  *   *  *   *   * * 
7 sensors-1  *  *  *     *  *   *    * 
7 sensors-2  *  *  *  *   *     *    * 
7 sensors-3  *    *  *   *  *   *    * 














Fig. 4 estimated velocity distribution (km/h) by different sensors locations in Table 3: (a) 9 sensors; (b) 7 sensors-1; (c) 7 sensors-2; (d) 7 sensors-3
(e) 5 sensors; (f) original measurement 
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On Wednesday, November 3 2004, from 8:30-10:30 a.m. we had 5 alternatives for traffic estimation: one with 
9 sensors, one with 5 sensors and three with 7 sensors. The results are shown in Fig. 4, with measurements and 
estimated velocity distribution for each case. The result for the 9 sensors configuration was treated as the base 
against which the results for the other configurations were compared as shown in Fig. 5.  
The comparison for (a) in Fig. 5 had a large difference with a mean of 0.04 and standard deviation of 5.39 
while the smallest difference was in the comparison for (b), where the mean was 0.07 and standard deviation only 
2.55. The mean and standard deviation of the comparisons for (c) and (d) in Fig. 5 were respectively 1.65, 8.41 
and 1.40 and 7.31. The low mean reflected that the overall estimation of 7 sensors-2 and 7 sensors-3 were 
overestimated and the velocity in the other results tended to become larger than that in the 9 sensors. Furthermore, 
we checked the distribution in detail for each comparison and provided the statistics summary for each difference 
range as shown in Table 4. It shows that the 7 sensors-1 has the largest similarity with the 9-sensors where the 
difference in this comparison over the range of -5 to 5 reached almost 95 %. Since the system errors and 
measurement errors have standard deviations of 3.2 km/h and 6.4 km/h respectively, the results for the 7-sensors-
1 were acceptable in general.  
Table 4. Difference Range Percentage of Comparison in Fig. 5 
Difference Range(km/h) [-1,1] [-2,2] [-3,3] [-4,4] [-5,5] [-10,10] 
Comparison (a) 20.25% 37.17% 50.96% 63.42% 73.88% 94.49% 
Comparison (b) 33.46% 65.54% 82.96% 90.75% 94.25% 99.46% 
Comparison (c) 30.79% 57.21% 76.42% 87.96% 93.13% 98.17% 










Fig. 5 Differences in Estimated Velocities (km/h) (a) 5 sensors v.s. 9 sensors; (b) 7 sensors-1 v.s. 9 sensors; (c) 7 sensors-2 v.s. 9 sensors; (d) 7 sensors-3 
v.s. 9sensors. 
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A specific phenomenon in these comparisons was that all other estimations were overestimated in the high-
velocity area but underestimated in the low-velocity area. Especially, around 8:50 a.m., when congestion 
occurred, all other estimations were underestimated compared to the 9 sensors result, which means the other 
results exaggerated this velocity decrease. The reason for this is that when the velocity significantly decreases or 
increases, different sensors provide different measurements for correction. As with the 9 sensors situation, we 
had more measurements for estimations to be based on, and thus the trend of either an increase or decrease in 
velocity would frequently be corrected with measurement and would not be exaggerated. Otherwise, if we only 
had the 7 or 5 sensors, there would be fewer measurements and the trend of velocity increase or decrease could 
not be adjusted over time. This unadjusted or uncorrected state would be used to forecast the state at the next time 
step and thus the unadjusted velocity would then exaggerate changes in velocity. 
5. Conclusions and Future Work 
This research focuses on the effect of traffic sensor location on the accuracy of traffic state estimation, and 
especially on velocity distribution estimation during rush hour. The empirical results with the velocity-based 
traffic flow model and the EnKF state estimations shows that: 1) when the average interval of sensor locations 
was extended to 400 m, the estimation could be very different; 2) the accuracies for the 300 m and 200 m interval 
cases were very similar if the sensors were carefully selected; 3) even with the same number of sensors, 
estimation can be very different, one can be a balance of under and over estimation, while another may be almost 
over estimated. Therefore, in this particular case, installation at 300 m intervals could replace 200 m intervals 
because they gave similar estimation results. Sensors should be located with care when reducing numbers. 
There are still some deficiencies in this research, such as: 1) whether the parameter settings were optimal for 
the TMH and EnKF process; 2) how to extend the CTM-v model to those segments which have inflow and 
outflow ramps; 3) whether this result can be extended to general cases in other segments at different times. All of 
these questions need to be explored in the future. 
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