Reducing subspaces of multiplication operators on the Dirichlet space by Luo, Shuaibing
ar
X
iv
:1
80
6.
10
75
3v
1 
 [m
ath
.FA
]  
28
 Ju
n 2
01
8
Reducing subspaces of multiplication
operators on the Dirichlet space
Shuaibing Luo
Abstract. In this paper, we study the reducing subspaces for the multi-
plication operator by a finite Blaschke product φ on the Dirichlet space
D. We prove that any two distinct nontrivial minimal reducing sub-
spaces of Mφ are orthogonal. When the order n of φ is 2 or 3, we show
thatMφ is reducible on D if and only if φ is equivalent to z
n. When the
order of φ is 4, we determine the reducing subspaces for Mφ, and we see
that in this case Mφ can be reducible on D when φ is not equivalent
to z4. The same phenomenon happens when the order n of φ is not a
prime number. Furthermore, we show thatMφ is unitarily equivalent to
Mzn(n > 1) on D if and only if φ = az
n for some unimodular constant
a.
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1. Introduction
Let D = {z ∈ C : |z| < 1} be the open unit disc in C and let dA be the
normalized Lebesgue area measure on D. The Dirichlet space D consists of
all holomorphic functions f on D such that
D(f) =
∫
D
|f ′|2dA =
∞∑
n=1
n|fˆ(n)|2 <∞.
Endow D with the norm
‖f‖2D = ‖f‖2H2 +
∫
D
|f ′|2dA =
∞∑
n=0
(n+ 1)|fˆ(n)|2, (1.1)
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where H2 is the Hardy space. It follows that the reproducing kernel of D has
the following form
Kλ(z) =
1
λz
log
1
1− λz .
The Dirichlet space has received a lot of attention over the years, see e.g.
[1, 2, 3, 7, 13, 15]. Articles [3] and [15] are good surveys about the Dirichlet
space which have a number of results and some open questions. Articles [7]
and [13] also contain some open questions for the Dirichlet space.
In a Hilbert space H, a closed subspaceM is called a reducing subspace
of an operator T ifM is invariant for both T and T ∗. An operator T is called
reducible if T has a nontrivial reducing subspace. And a nontrivial reducing
subspaceM is called minimal for T if the only reducing subspaces contained
in M are M and 0.
A function φ is called a multiplier of D if φD ⊆ D. LetM(D) denote the
multipliers of D. By the closed graph theorem, every function ϕ ∈M(D) de-
fines a bounded linear operator on D. Note that each multiplier inM(D) is a
bounded holomorphic function on D, henceMφ is also bounded on the Hardy
space H2 and the Bergman space L2a, where the Bergman space L
2
a consists
of all square integrable analytic functions on D and it has the reproducing
kernel
Qλ(z) =
1
(1− λz)2 .
Given λ ∈ D, let ϕλ(z) = λ−z1−λz be the Mo¨bius transform. For finitely
many points λ1, · · · , λn ∈ D, let φ = ϕλ1 · · ·ϕλn be the finite Blaschke prod-
uct with zeros λ1, · · · , λn.
It is known that for each inner function φ which is not a Mo¨bius trans-
form, the reducing subspaces ofMφ are in one-to-one correspondence with the
closed subspaces of H2 ⊖ φH2 ([12, 14]). On the Bergman space, for a finite
Blaschke product φ, there always exists a nontrivial minimal reducing sub-
space M0(φ) of Mφ on L
2
a ([10, 18]). Moreover, Douglas et al.[6] showed that
for a finite Blaschke product φ, the number of minimal reducing subspaces
of Mφ on L
2
a equals the number of connected components of the Riemann
surface φ−1 ◦ φ. We refer the readers to the recent monograph [9] for more
information about the multiplication operator on the Bergman space.
But on the Dirichlet space D, the case is quite different. In [17] Stessin
and Zhu showed that the multiplication operator Mzn(n > 1) has exactly
2n− 2 proper reducing subspaces on D. When φ is a finite Blaschke product
other than zn, little is known about the reducing subspaces of Mφ on D.
When φ = ϕλ1ϕλ2 is a Blaschke product of order 2, Zhao [23] proved that
on the Dirichlet space with the norm ‖ · ‖1, Mφ is reducible if and only if
λ1 = −λ2; Chen and Lee [4] obtained a similar result on the Dirichlet space
with the norm ‖ · ‖D defined by (1.1). When φ is a Blaschke product of order
n = 2 or 3, Chen and Xu [5] showed that on the Dirichlet space with the norm
‖ · ‖2, Mφ is reducible if and only if φ is equivalent to zn (see the definition
below). However, when order φ ≥ 3, it remains open when Mφ is reducible
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on the Dirichlet space with the norm ‖ · ‖1 or ‖ · ‖D, see the remark on Page
111 [9].
In this paper, we will use a different method to show that for φ =
ϕλ1ϕλ2 , Mφ is reducible on the Dirichlet space with the norm defined by
(1.1) if and only if λ1 = −λ2. We also have a similar characterization for
φ with three zeros. To state our results in a unified manner, we introduce
some notation. We say that two Blaschke products φ1 and φ2 are equivalent
if there exist λ ∈ D, |a| = 1 such that
φ2 = aϕλ ◦ φ1.
It can be verified that for two equivalent Blaschke products φ1 and φ2, Mφ1
and Mφ2 has the same reducing subspaces, see e.g. [23].
Theorem 1.1. Let φ be a finite Blaschke product of order n = 2 or 3. Then Mφ
is reducible on D if and only if there exists λ ∈ D such that φ = aϕλ(zn), |a| =
1, i.e. φ is equivalent to zn.
To prove Theorem 1.1, we need the following important observation.
Let U : D → L2a be defined by Uf = (zf)′, then U is a unitary operator from
D onto L2a.
Theorem 1.2. Let φ be a finite Blaschke product. If M is a reducing subspace
of Mφ on D, then UM = (zM)′ is a reducing subspace of Mφ on L2a.
Let φ be a finite Blaschke product of order n. If there exists λ ∈ D such
that φ = ϕλ(z
n), then by [17], Mφ has 2
n − 2 proper reducing subspaces on
D. When 2 ≤ n ≤ 3, by Theorem 1.1, Mφ has nontrivial reducing subspaces
on D if and only if φ is equivalent to zn. Thus it is natural to ask whether
this is the case when n ≥ 4. Surprisingly, the case is different when n = 4.
For a finite Blaschke product φ we say φ is decomposable if there exist
two Blaschke prodcuts ψ1 and ψ2 with orders greater than 1 such that φ(z) =
ψ1(ψ2(z)).
Theorem 1.3. Let φ be a finite Blaschke product of order n = 4. Then one of
the following holds.
(i) If φ is equivalent to z4, i.e. there are λ ∈ D, |a| = 1 such that φ = aϕλ(z4),
then Mφ has exact four nontrivial minimal reducing subspaces on D.
(ii) If φ = ψ1 ◦ψ2 is decomposable and ψ2 is equivalent to z2, furthermore, if
φ is not equivalent to z4, then Mφ has exact two nontrivial minimal reducing
subspaces on D.
(iii) If φ = ψ1 ◦ ψ2 is decomposable and φ is equivalent to (zϕγ)2 for some
γ ∈ D\{0}, then Mφ has exact two nontrivial minimal reducing subspaces on
D.
(iv) If φ = ψ1 ◦ψ2 is decomposable, furthermore, if ψ2 is not equivalent to z2
and φ is not equivalent to (zϕγ)
2 for any γ ∈ D\{0}, then Mφ is irreducible
on D.
(v) If φ is not decomposable, then Mφ is irreducible on D.
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We remark here that in the case (ii) above, the two minimal reducing
subspaces M1 and M2 satisfy dim(Mi ⊖ φMi) = 2, i = 1, 2, but for the
case (iii) above, the two minimal reducing subspaces M1 and M2 satisfy
dim(M1 ⊖ φM1) = 1, dim(M2 ⊖ φM2) = 3.
It is known that for a finite Blaschke product φ, Mφ is unitarily equiva-
lent to Mzn(n > 1) on L
2
a if and only if φ = aϕ
n
λ for some λ ∈ D and |a| = 1
([11, 19]). But this is not the case in the Dirichlet space. On the Dirichlet
space with the norm ‖ ·‖1 and ‖ ·‖2, Zhao [24], Chen and Xu [5], respectively,
showed that for a finite Blaschke product φ of order n > 1, Mφ is unitarily
equivalent to Mzn on D if and only if φ is a constant multiple of z
n. On the
Dirichlet space with the norm ‖ · ‖D, Chen and Lee [4] obtained the same
result when the order of φ is 2, we show that this is actually true when the
order of φ is n > 1.
Theorem 1.4. Let φ be a finite Blaschke product of order n > 1. Then Mφ is
unitarily equivalent to Mzn on D if and only if φ = az
n, |a| = 1.
2. The case n = 2 or 3
We first establish some results which are of independent interest. The follow-
ing lemma is straightforward and it will be used frequently in this paper.
Lemma 2.1. Let p, q be polynomials. Then
〈p, q〉D = 〈(zp)′, q〉H2 = 〈(zp)′, (zq)′〉L2a .
It was shown in [11] that for a finite Blaschke product φ, the set {φk :
k = 0, 1, · · · } is an orthogonal set in L2a if and only if φ = azn for some
unimodular constant a and n ≥ 1. This result is nontrivial in the Bergman
space, but the analogous result in D is not complicated. Let T be the unit
circle and let Pλ(ζ) =
1−|λ|2
|ζ−λ|2 , λ ∈ D, ζ ∈ T be the Poisson kernel.
Theorem 2.2. Let φ be a finite Blaschke product. Then {φk : k = 0, 1, · · · } is
an orthogonal set in D if and only if φ(0) = 0.
Proof. If {φk : k = 0, 1, · · · } is an orthogonal set in D, then
φ(0) = 〈φ, 1〉D = 0.
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Conversely, if φ(0) = 0, suppose φ = ϕλ1 · · ·ϕλn . Let k, j ∈ N, k < j, then
〈φk, φj〉D
= 〈(zφk)′, φj〉H2
= 〈zkφk−1φ′, φj〉H2
= k〈zφ′, φj−k+1〉H2
= k
∫
T
n∑
i=1
Pλi(ζ)φ
j−k(ζ)
|dζ|
2pi
= k
n∑
i=1
φj−k(λi)
= 0,
where we have used Lemma 2.1 and the fact that zφ′φ =
n∑
i=1
Pλi(z) on T. 
The following result is proved in [18], we prove it in a slightly different
way. Suppose H be a Hilbert space, A ⊆ H, we denote by spanA the closed
linear span of A in H.
Theorem 2.3 ([18]). Let φ be a finite Blaschke product of order n ≥ 2. Then
M0(φ) = span{φ′φj : j = 0, 1, · · · } is a nontrivial minimal reducing subspace
of Mφ on L
2
a.
Proof. It is clear that M0(φ) is Mφ invariant, we show that M0(φ) is M
∗
φ in-
variant. Suppose φ = ϕλ1ϕλ2 · · ·ϕλn , λi ∈ D and φ(ϕλ1 ) = azϕα1 · · ·ϕαn−1 , αi ∈
D, |a| = 1. Let ψ = aϕα1 · · ·ϕαn−1 . Then φ(ϕλ1 ) = zψ and for any polynomial
p, we have
〈M∗φφ′, p〉L2a
= 〈φ′, φp〉L2a
= 〈φ′(ϕλ1)ϕ′λ1 , φ(ϕλ1 )p(ϕλ1)ϕ′λ1 〉L2a
= 〈(zψ)′, zψp(ϕλ1)ϕ′λ1〉L2a
= 〈ψ, zψp(ϕλ1)ϕ′λ1〉H2
= 0,
therefore M∗φφ
′ = 0.
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For j ≥ 1, ∀k ≥ 0, we have
〈M∗φ(φj+1)′, zk〉L2a = 〈(φj+1)′, φzk〉L2a
= 〈[(zψ)j+1]′, zψϕkλ1ϕ′λ1〉L2a
= 〈ψ(zψ)j , zψϕkλ1ϕ′λ1 〉H2
= 〈(zψ)j , zϕkλ1ϕ′λ1〉H2
=
∫
T
(zψ)jzϕkλ1ϕ
′
λ1
|dz|
2pi
let z = ϕλ1(w)
=
∫
T
φj(w)ϕλ1 (w)w
kϕ′λ1(ϕλ1 (w))
1− |λ1|2
|w − λ1|2
|dw|
2pi
=
∫
T
φj(w)wk+1
|dw|
2pi
= (̂φj)(k + 1),
where (̂φj)(k + 1) denotes the (k + 1)-th coefficient of φj , hence
M∗φ(φ
j+1)′(z) =
∞∑
k=0
(̂φj)(k + 1)(k + 1)zk = (φj)′(z).
Thus M0(φ) is M
∗
φ invariant and dimM0(φ) ⊖ φM0(φ) = 1. It is clear that
M0(φ) is not L
2
a or see the following remark, therefore M0(φ) = span{φ′φj :
j = 0, 1, · · · } is a nontrivial minimal reducing subspace of Mφ on L2a. 
Remark 2.4. M0(φ) is called the distinguished reducing subspace of Mφ on
L2a([10]), and Mφ|M0(φ) is unitarily equivalent to Mz on L2a. In fact,
‖φ′φj‖2L2a =
1
j + 1
〈(φj+1)′, φjφ′〉L2a
=
1
j + 1
‖φ′‖2L2a
=
n
j + 1
,
therefore {
√
j+1√
n
φ′φj} is an orthonormal basis ofM0(φ), then V :M0(φ)→ L2a
defined by V
√
j+1√
n
φ′φj =
√
j + 1zj is unitary and satisfies V ∗MzV =Mφ.
If φ = zϕλ1 · · ·ϕλn−1 and λ1, · · · , λn−1 are nonzero and distinct, then
M0(φ)
⊥ = span{ φj
1−λiz : 1 ≤ i ≤ n− 1, j = 0, 1, · · · } ([18]).
The following two theorems will be used in the proof of Theorem 2.8.
Theorem 2.5. Let φ = zϕλ1 · · ·ϕλn−1 be a finite Blaschke product. ThenM =
span{φj+1
z
: j = 0, 1, · · · } is a reducing subspace of Mφ on D if and only if
λ1 = · · · = λn−1 = 0.
Proof. If λ1 = · · · = λn−1 = 0, then it is clear thatM is a reducing subspace
of Mφ on D.
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Suppose M = span{φj+1
z
: j = 0, 1, · · · } is a reducing subspace of Mφ
on D. Let ψ = ϕλ1 · · ·ϕλn−1 . Then for any k ≥ 0, we have
〈M∗φ
φ
z
, zk〉D = 〈φ
z
, φzk〉D
= 〈φ′, φzk〉H2
= 〈zφ′, φzk+1〉H2
=
∫
T
[1 +
n−1∑
i=1
Pλi(ζ)]ζ
k+1
|dζ|
2pi
=
n−1∑
i=1
λk+1i ,
thus
M∗φ
φ
z
=
∞∑
k=0
n−1∑
i=1
λk+1i
1
k + 1
zk =
n−1∑
i=1
λiKλi .
If λi 6= 0, then Kλi ∈ M⊥. Since M∗φ φz ∈ M, we conclude that λi = 0, i =
1, · · · , n− 1.

Let φ = ϕλ1ϕλ2 · · ·ϕλn , λi ∈ D. Then for f, g ∈ D, k ≥ 0, we have
D(φkf, φkg) =
∫
T
k
n∑
i=1
Pλi(ζ)f(ζ)g(ζ)
|dζ|
2pi
+D(f, g),
see [23] or [16].
Recall that U : D → L2a defined by Uf = (zf)′ is unitary.
Theorem 2.6. Let φ be a finite Blaschke product. If M is a reducing subspace
of Mφ on D, then UM = (zM)′ is a reducing subspace of Mφ on L2a.
Proof. Let f ∈M, g ∈ M⊥. Then for any k, j ∈ N, we have 〈φkf, φjg〉D = 0.
Thus for any m > 0,
0 = 〈φm+kf, φm+jg〉D
= 〈φm+kf, φm+jg〉H2 +D(φm+kf, φm+jg)
= 〈φkf, φjg〉H2 +
∫
T
m
n∑
i=1
Pλi(ζ)φ
k(ζ)f(ζ)φj(ζ)g(ζ)
|dζ|
2pi
+D(φkf, φjg)
= 〈φkf, φjg〉D +
∫
T
m
n∑
i=1
Pλi(ζ)φ
k(ζ)f(ζ)φj(ζ)g(ζ)
|dζ|
2pi
=
∫
T
m
n∑
i=1
Pλi(ζ)φ
k(ζ)f(ζ)φj(ζ)g(ζ)
|dζ|
2pi
,
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therefore
0 =
∫
T
n∑
i=1
Pλi(ζ)φ
k(ζ)f(ζ)φj (ζ)g(ζ)
|dζ|
2pi
= 〈zφ′φkf, φφjg〉H2 .
This implies for any l ≥ 1, 〈z(φl)′f, g〉H2 = 0. Note that
〈z(φl)′f, g〉H2 = 〈(zφlf)′ − (zf)′φl, g〉H2
= 〈fφl, g〉D − 〈(zf)′φl, g〉H2
= −〈(zf)′φl, (zg)′〉L2a ,
hence 〈(zf)′φl, (zg)′〉L2a = 0, and so UM = (zM)′ is Mφ invariant. Similarly,
UM⊥ = (zM⊥)′ is Mφ invariant. Therefore UM = (zM)′ is a reducing
subspace of Mφ on L
2
a. 
Let {Mφ}′ = {T ∈ B(D) : MφT = TMφ} be the commutant of Mφ.
Since there is a one to one correspondence between the reducing subspaces
of Mφ and the projections in {Mφ}′, the problem of classifying the reducing
subspaces of Mφ is equivalent to finding the projections in {Mφ}′. Let Aφ =
{Mφ,M∗φ}′. Then Aφ is a von Neumann algebra. Zhu [25] conjectured that for
a finite Blaschke product φ of order n, there are exactly n distinct minimal
reducing subspaces of Mφ on L
2
a. This is equivalent to the statement that
Aφ has exactly n minimal projections. Zhu’s conjecture does not hold in
general, and it is modified as follows: Mφ has at most n distinct minimal
reducing subspaces on L2a ([9]). This modified conjecture was proved in [6],
they showed that the von Neumann algebra Aφ in B(L2a) is commutative of
dimension q, where q is the number of connected components of the Riemann
surface φ−1 ◦ φ. We have a similar result in the Dirichlet space.
Theorem 2.7. Let φ be a finite Blaschke product of order n. If M1 and M2
are two distinct nontrivial minimal reducing subspaces of Mφ on D, then M1
and M2 are orthogonal.
Proof. Let M1 and M2 be two distinct nontrivial minimal reducing sub-
spaces of Mφ on D. If M1 and M2 are not orthogonal, then M1 is uni-
tarily equivalent to M2, i.e. there is a unitary operator U from M1 onto
M2 commuting with Mφ ([8, Theorem3.3]). Let M = M1 ∩M2, then M
is {0}, otherwise M is a nontrivial reducing subspace of Mφ on D, hence
M =M1 =M2 by the minimality of M1 and M2.
Now for each 0 < a < 1, set M1 = {f + aUf : f ∈ M1}. Then Ma is a
reducing subspace of Mφ on D. Moreover, if 0 < a < b < 1, then Ma 6=Mb.
Let Na = (zMa)′. Then for each 0 < a < 1, Na is a reducing subspace of
Mφ on L
2
a and Na 6= Nb if 0 < a < b < 1. But this contradicts the fact that
Aφ in B(L2a) is commutative and has dimension q ≤ n ([6]). Thus M1 and
M2 are orthogonal. 
It follows from the above theorem that the von Neumann algebra Aφ in
B(D) is commutative.
Now we prove Theorem 1.1 when φ has order 2.
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Theorem 2.8. Let φ = ϕαϕβ be a Blaschke product of order 2. Then Mφ is
reducible on D if and only if φ is equivalent to z2.
Proof. As noted before, we only need to prove the ”only if” part. Suppose
Mφ is reducible on D. Let M be a nontrivial reducing subspace of Mφ on
D, then (zM)′ is a nontrivial reducing subspace of Mφ on L2a. Since Mφ has
only two minimal reducing subspaces M0(φ) and M0(φ)
⊥ on L2a. Without
loss of generality, assume that (zM)′ =M0(φ).
Note that ϕαβ(φ) = azϕγ for some |a| = 1, γ ∈ D. Let ϕ = ϕαβ(φ).
Then M0(ϕ) = span{ϕ′ϕj : j ≥ 0} ⊆M0(φ), since M0(ϕ) is reducing for Mφ
andM0(φ) is minimal, we haveM0(ϕ) =M0(φ). ThereforeM = span{ϕ
j+1
z
:
j = 0, 1, · · · }. It follows from Theorem 2.5 that γ = 0, so φ is equivalent to
z2. 
Before we prove Theorem 1.1 when φ has order 3, we need one more
lemma.
Lemma 2.9. Given α ∈ D\{0}, let φ = ϕ3α. Then Mφ is irreducible on D.
Proof. Let Uα : L
2
a → L2a be defined by Uαf = f(ϕα)qα, where qα(z) =
1−|α|2
(1−αz)2 is the normalized reproducing kernel for L
2
a. Then Uα is a unitary
operator and U∗αMφUα =Mφ◦ϕα =Mz3 .
SinceMz3 has exact three nontrivial minimal reducing subspaces on L
2
a,
we obtain that Mφ has exact three nontrivial minimal reducing subspaces
on L2a ([10]). These reducing subspaces are M0(φ) = Uα(M0(z
3)), M1 =
Uα[span{1, z3, z6, · · · }] = span{qαφj : j ≥ 0} andM2 = Uα[span{z, z4, z7, · · · }] =
span{ϕαqαφj : j ≥ 0}.
Let M be a nontrivial reducing subspace of Mφ on D, then (zM)′ is a
nontrivial reducing subspace of Mφ on L
2
a. There are essentially three cases:
(zM)′ = M0(φ),M1 or M2. By the same argument as in Theorem 2.8, we
see that (zM)′ 6=M0(φ).
If (zM)′ =M1, then
M = span{ϕ
3j+1
α − ϕ3j+1α (0)
z
: j = 0, 1, · · · }.
Since ϕα−ϕα(0)
z
∈M, we have
φ
ϕα − ϕα(0)
z
=
ϕ4α − ϕ4α(0)
z
+ ϕα(0)
φ(0)− φ
z
∈ M.
It follows that φ−φ(0)
z
∈ M, but φ−φ(0)
z
∈ M⊥. This is a contradiction,
therefore (zM)′ 6=M1.
If (zM)′ =M2, then
M = span{ϕ
3j+2
α − ϕ3j+2α (0)
z
: j = 0, 1, · · · }.
Similarly, we conclude that this is impossible. SoMφ is irreducible on D. 
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Let φ be a finite Blaschke product of order n, then by Bochner’s theorem
([21, 22]), φ′ has exactly n− 1 zeros in D, i.e. φ′ has n− 1 critical points in
D.
Now we prove Theorem 1.1 when φ has order 3.
Theorem 2.10. Let φ = ϕα1ϕα2ϕα3 be a Blaschke product of order 3. Then
Mφ is reducible on D if and only if φ is equivalent to z
3.
Proof. As noted before, we only need to prove the ”only if” part. SupposeMφ
is reducible onD. If φ has no multiple critical point inD, then by [10, Theorem
4], Mφ has only two minimal reducing subspaces M0(φ) and M0(φ)
⊥ on L2a.
By the same argument as in Theorem 2.8, we conclude that φ is equivalent
to z3.
If φ has a multiple critical point c in D, let λ = φ(c), then ϕλ(φ) = aϕ
3
c
for some |a| = 1. It follows from Lemma 2.9 that c = 0, so φ is equivalent to
z3. 
3. The case n = 4
Let φ be a finite Blaschke product. Recall that if M is a reducing subspace
of Mφ on D, then (zM)′ is a reducing subspace of Mφ on L2a. Thus it is
natural to ask the following question: if M is a nontrivial minimal reducing
subspace of Mφ on D, then is it true that (zM)′ is a nontrivial minimal
reducing subspace of Mφ on L
2
a? We will see that this is not always the case.
We break the proof of Theorem 1.3 into a series of lemmas.
First let’s look at an observation. Let φ be a finite Blaschke product
of order 4. Suppose φ = ψ1 ◦ ψ2 is decomposable, then Mφ has reducing
subspaces M0(φ),M0(ψ2)⊖M0(φ) and M0(ψ2)⊥ on L2a ([20, Theorem 2.1]).
Suppose Mφ is reducible on D and let M be a reducing subspace of Mφ
on D. We wonder whether (zM)′ can be M0(ψ2). If this is the case, then
M = span{ψj+12 −ψj+12 (0)
z
: j ≥ 0} and it is Mφ invariant. Suppose ψ2(z) =
ϕα3(z)ϕα4(z), α3, α4 ∈ D, by a little calculation, we have
M∗φ
ψ2 − ψ2(0)
z
= ψ1(0)
ψ2 − ψ2(0)
z
+ ψ′1(0)(α3Kα3 + α4Kα4).
Thus if α3 = α4 = 0, thenM
∗
φ
ψ2−ψ2(0)
z
∈ M. Similarly, we haveM∗φ ψ
j+1
2
−ψj+1
2
(0)
z
∈
M, j ≥ 1. Therefore if ψ2(z) = z2, thenM = span{z, z3, z5, · · · } is a reducing
subspace of Mφ on D. More generally, we have the following result.
Lemma 3.1. Let φ be a finite Blaschke product of order 4. If φ = ψ1 ◦ ψ2 is
decomposable and ψ2 is equivalent to z
2, furthermore, if φ is not equivalent
to z4, then Mφ has exact two nontrivial minimal reducing subspaces on D.
Proof. Suppose φ = ψ1 ◦ ψ2 is decomposable and ψ2 is equivalent to z2,
then there are α ∈ D, |a| = 1 such that ψ2 = aϕα(z2). Thus ψ1(ψ2(z)) =
ψ1(aϕα(z
2)) = bψ˜1(z
2), where bψ˜1 = ψ1(aϕα) is a Blaschke product of order
2 and |b| = 1.
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Note that M0(ψ2) = M0(z
2) = span{z, z3, · · · } in L2a. Let M ⊆ D be
such that (zM)′ = M0(ψ2), then M = span{z, z3, z5, · · · } in D. It is clear
thatM isMφ invariant, alsoM⊥ = span{1, z2, z4, · · · } in D isMφ invariant,
thus M is a nontrivial reducing subspace of Mφ on D.
Next we show thatM is a minimal reducing subspace. Let 0 6= N ⊆M
be a reducing subspace of Mφ on D, then 0 6= (zN )′ ⊆ (zM)′ is a reducing
subspace ofMφ on L
2
a. SinceMφ has exact three minimal reducing subspaces
M0(φ),M0(ψ2) ⊖M0(φ) and M0(ψ2)⊥ on L2a ([20, Theorem 2.1]), it follows
that (zN )′ =M0(φ). By the same argument as in Theorem 2.8, we conclude
that φ is equivalent to z4, this contradicts the assumption that φ is not
equivalent to z4. So M is a nontrivial minimal reducing subspace of Mφ on
D. It also follows from [20, Theorem 2.1] thatM⊥ = span{1, z2, z4, · · · } in D
is a nontrivial minimal reducing subspace of Mφ on D andMφ does not have
any other minimal reducing subspaces on D. This completes the proof. 
Remark 3.2. As in the above proof we have φ(z) = bψ˜1(z
2). Suppose ψ˜1 =
ϕα2
1
ϕα2
2
, α1, α2 ∈ D\{0}, then
φ(z) = bϕα2
1
(z2)ϕα2
2
(z2) = bϕα1(z)ϕ−α1(z)ϕα2(z)ϕ−α2(z).
If α1 6= α2 and α1 6= −α2, then kerM∗φ∩M = span{Kα1−K−α1 ,Kα2−K−α2}
is two dimensional, and kerM∗φ ∩M⊥ is also two dimensional. If α1 = α2
or α1 = −α2, then kerM∗φ ∩M = span{Kα1 −K−α1 , 11−α1z − 11+α1z} is two
dimensional, and kerM∗φ ∩M⊥ is also two dimensional. Thus Mφ has two
nontrivial minimal reducing subspaces M and M⊥ on D, and they satisfy
that dim(M⊖ φM) = dim(M⊥ ⊖ φM⊥) = 2, and (zM)′ is not a minimal
reducing subspaces of Mφ on L
2
a.
Remark 3.3. Suppose n is not a prime number, then n = pq for some p, q > 1.
Let ψ1 be a Blaschke product of order p and let φ = ψ1(z
q). Let
Mj = span{zj, zq+j , z2q+j , · · · }, j = 0, 1, · · · , q − 1.
Then each Mj is a reducing subspace of Mφ on D. Thus Mφ is reducible on
D when φ = ψ1(z
q), q > 1.
Lemma 3.4. Given γ ∈ D\{0}, let ψ = zϕγ and φ = ψ2. Then Mφ has exact
two nontrivial minimal reducing subspaces on D.
Proof. By [20, Theorem 2.1],Mφ has exact three minimal reducing subspaces
on L2a, M0(φ),M0(ψ)⊖M0(φ) and M0(ψ)⊥.
Let M⊆ D be such that (zM)′ =M0(ψ)⊖M0(φ). Note that
M0(ψ) = span{ψ′ψj : j ≥ 0},
M0(φ) = span{φ′φj : j ≥ 0} = span{ψ′ψ2j+1 : j ≥ 0},
thusM0(ψ)⊖M0(φ) = span{ψ′ψ2j : j ≥ 0}, and soM = span{ψ
2j+1
z
: j ≥ 0}.
It is clear that M is Mφ invariant.
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Now we show that M is M∗φ invariant. For any k ≥ 0,
〈M∗φ
ψ
z
, zk〉D = 〈ψ
z
, φzk〉D = 〈ψ′, ψ2zk〉H2 = 〈zψ′, ψ2zk+1〉H2
=
∫
T
[1 + Pγ(ζ)]ψ(ζ)ζk+1
|dζ|
2pi
= ψ(γ)γk+1 = 0,
hence M∗φ
ψ
z
= 0.
For any j ≥ 1, k ≥ 0,
〈M∗φ
ψ2j+1
z
, zk〉D = 〈ψ
2j+1
z
, φzk〉D = 〈(2j + 1)ψ2jψ′, ψ2zk〉H2
= 〈(2j + 1)ψ2j−2ψ′, zk〉H2
=
2j + 1
2j − 1
̂(ψ2j−1)′(k),
therefore
M∗φ
ψ2j+1
z
=
2j + 1
2j − 1
∞∑
k=0
̂(ψ2j−1)′(k)
1
k + 1
zk =
2j + 1
2j − 1
ψ2j−1
z
.
It follows thatM isM∗φ invariant and dimM⊖φM = 1. SoM is a nontrivial
minimal reducing subspace ofMφ onD. ThenM⊥ is also a reducing subspace
of Mφ on D, and (zM⊥)′ =M0(φ)⊕M0(ψ)⊥. Since Mφ is not equivalent to
z4, there is no reducing subspace N of Mφ on D such that (zN )′ = M0(φ),
we conclude thatM⊥ is a nontrivial minimal reducing subspace of Mφ on D
and it satisfies dimM⊥ ⊖ φM⊥ = 3. This finishes the proof. 
The following theorem is of independent interest.
Theorem 3.5. Given α ∈ D\{0}, let φ = ϕ4α. Then Mφ is irreducible on D.
Proof. SupposeMφ is reducible onD andM is a nontrivial reducing subspace
of Mφ on D, then (zM)′ is a reducing subspace of Mφ on L2a. Note that Mφ
has exact four minimal reducing subspaces on L2a, M0(φ),M1 = span{qαφj :
j ≥ 0},M2 = span{qαϕαφj : j ≥ 0} and M3 = span{qαϕ2αφj : j ≥ 0}. By the
same argument as in Lemma 2.9, we see that (zM)′ 6=Mi, 0 ≤ i ≤ 3.
Suppose (zM)′ = M0(φ) ⊕M1 = span{qαϕ3αφj , qαφj : j ≥ 0} in L2a,
then M = span{φj+1−φj+1(0)
z
,
ϕ4j+1α −ϕ4j+1α (0)
z
: j ≥ 0}. It can be verified that
M∗φ
[
φ−φ(0)
z
]
= 4αKα. Then (zKα)
′ = 11−αz ∈ M0(φ) ⊕ M1. Recall that
Uα : L
2
a → L2a, Uαf = f ◦ ϕαqα is unitary, it follows that
Uα
1
1− αz =
1
1− αz ∈ Uα [M0(φ)⊕M1]
= span{1, z3, z4, z7, z8, · · · }.
This is impossible, thus (zM)′ 6=M0(φ)⊕M1. Similarly, (zM)′ 6=M0(φ)⊕M2
and (zM)′ 6= M0(φ) ⊕M3. Since M0(φ),M1,M2 and M3 are the exact four
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minimal reducing subspaces ofMφ on L
2
a, we conclude thatMφ is irreducible
on D. 
Remark 3.6. Following the same argument as above, we conclude that if
φ = ϕnα for some n > 1, α ∈ D\{0}, then Mφ is irreducible on D.
Lemma 3.7. Let φ be a finite Blaschke product of order 4. Suppose φ = ψ1◦ψ2
is decomposable. If ψ2 is not equivalent to z
2 and φ is not equivalent to (zϕγ)
2
for any γ ∈ D\{0}, then Mφ is irreducible on D.
Proof. Suppose ψ2 = ϕα3ϕα4 , α3, α4 ∈ D, then α3 6= −α4. Assume that
ϕα3α4(ψ2) = azϕγ for some γ ∈ D\{0} and |a| = 1, then ψ1 ◦ ψ2 = ψ1 ◦
ϕα3α4(azϕγ) = ψ˜1(azϕγ), where ψ˜1 = ψ1 ◦ ϕα3α4 is a Blaschke product of
order 2.
Suppose ϕλ ◦ ψ˜1 = bzϕα for some λ, α ∈ D and |b| = 1, then
ϕλ ◦ φ = ϕλ ◦ ψ˜1(azϕγ) = bazϕγ · ϕα(azϕγ) := czϕγϕβ1ϕβ2 , (3.1)
where β1, β2 ∈ D, |c| = 1. Since γ 6= 0, we have β1 6= −β2. We mention here
that if β1β2 = 0 or ϕβ1(γ) = 0 or ϕβ2(γ) = 0, then α = 0.
Suppose Mφ is reducible on D and let M be a nontrivial reducing sub-
space of Mφ on D, then (zM)′ is a nontrivial reducing subspace of Mφ
on L2a. Since Mφ has exact three nontrivial minimal reducing subspaces
M0(φ),M0(ψ2) ⊖ M0(φ) and M0(ψ2)⊥ on L2a ([20]), and (zM)′ 6= M0(φ),
note that [(zM)′]⊥ = (zM⊥)′, we conclude that there are essentially two
cases, either (zM)′ =M0(ψ2) or (zM)′ =M0(φ)⊕M0(ψ2)⊥.
Let ψ = ϕα3α4(ψ2) = azϕγ and let ϕ = ϕλ ◦ φ = (bzϕα) ◦ (azϕγ) =
czϕγϕβ1ϕβ2 , thenM0(ψ2) =M0(ψ) and ϕ = caψϕβ1ϕβ2 . If (zM)′ =M0(ψ2),
then
M = span{ψ
j+1
z
: j ≥ 0}.
Note that Kγ ∈ M⊥, we obtain that ϕKγ ∈ M⊥, then
0 = 〈ψ
z
, ϕKγ〉D = 〈ψ′, ϕKγ〉H2
= 〈zψ′, zcaψϕβ1ϕβ2Kγ〉H2
=
∫
T
[1 + Pγ(ζ)]caζϕβ1(ζ)ϕβ2(ζ)Kγ(ζ)
|dζ|
2pi
= caγϕβ1(γ)ϕβ2(γ)Kγ(γ),
therefore ϕβ1(γ)ϕβ2(γ) = 0, it follows that α = 0. Hence ϕ = ϕλ ◦ φ =
(bz2) ◦ (azϕγ) = b(azϕγ)2 which contradicts the assumption that φ is not
equivalent to (zϕγ)
2 for any γ ∈ D\{0}. Thus (zM)′ 6=M0(ψ2).
If (zM)′ = M0(φ) ⊕M0(ψ2)⊥. Let M1 = span{ϕ
j+1
z
: j ≥ 0}, then
M1 ⊆ M and (zM1)′ = M0(ϕ) = M0(φ). By the calculation in Theorem
2.5, we have
M∗ϕ
ϕ
z
= γKγ + β1Kβ1 + β2Kβ2 ∈M⊥1 ∩M. (3.2)
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Let M2 ⊆ D be such that (zM2)′ = M0(ψ2)⊥, then M = M1 ⊕M2. Note
that M0(ψ2)
⊥ = span{ ψm1−γz : m ≥ 0} ([18]), we have Kγ ∈ M2, hence by
(3.2), we obtain β1Kβ1 + β2Kβ2 ∈ M2 and so g := β1 11−β1z + β2
1
1−β2z ∈
M0(ψ2)
⊥. Then gψ ∈M0(ψ2)⊥, it follows that
0 = 〈gψ, ϕ′〉L2a = 〈gψ, (czϕγϕβ1ϕβ2)′〉L2a
= 〈azϕγg, cϕγϕβ1ϕβ2〉H2
= 〈azg, cϕβ1ϕβ2〉H2
= 〈acg, ϕβ1ϕβ2 − ϕβ1(0)ϕβ2(0)
z
〉H2
= ac(−2β1β2),
thus β1β2 = 0. From (3.1), we conclude that α = 0. Therefore ϕ = ϕλ ◦ φ =
b(azϕγ)
2 which contradicts the assumption that φ is not equivalent to (zϕγ)
2
for any γ ∈ D\{0}. Hence (zM)′ 6=M0(φ)⊕M0(ψ2)⊥ and soMφ is irreducible
on D. 
If φ = ϕ2λ(zϕγ) for some λ ∈ D\{0}, γ ∈ D\{0}, then φ satisfies the
assumption in the above lemma, thus Mφ is irreducible on D. We can also
verify directly that Mφ is irreducible on D in this case.
Now we can prove Theorem 1.3:
Proof of Theorem 1.3. (i) If φ is equivalent to z4, then by [17], we see that
the conclusion is true. (ii), (iii) and (iv) follow from Lemmas 3.1, 3.4 and 3.7
respectively.
(v) If φ is not decomposable, then by [20, Theorem 2.1], Mφ has exact
two nontrivial minimal reducing subspaces on L2a, M0(φ) and M0(φ)
⊥. And
as noted before, we have Mφ is irreducible on D in this case. The proof is
complete. 
4. The unitary equivalence relation
Theorem 4.1. Given λ ∈ D\{0}, let φ = ϕλ(zn) for some n > 1. Then Mφ
is not unitarily equivalent to Mzn on D.
Proof. Let ω = e
2pii
n be a primitive n-th root of unity and suppose α ∈ D\{0}
satisfies αn = λ. Assume that Mφ is unitarily equivalent to Mzn on D. Note
that φ is unitarily equivalent to ϕαϕωα · · ·ϕωn−1α, thus ϕαϕωα · · ·ϕωn−1α
is unitarily equivalent to Mzn . Without loss of generality, suppose φ =
ϕαϕωα · · ·ϕωn−1α and there is a unitary operator U onD such that U∗MφU =
Mzn .
Note that Mφ and Mzn has exact n nontrivial minimal reducing sub-
spaces on D,
Mj = span{zj, zn+j , z2n+j, · · · }, 0 ≤ j ≤ n− 1.
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Let f = U1. Then f is in one of the Mj ’s. By M
∗
zn1 = 0, we have M
∗
φf = 0,
hence f = c1Kα + c2Kωα + · · · + cnKωn−1α, ci ∈ C. Observe that UMzn1 =
MφU1 = φf,M
∗
zn(z
n) = n+ 1, therefore
(n+ 1)f = UM∗zn(z
n) =M∗φU(z
n) =M∗φ(φf).
If f ∈ M0, by dimMj ⊖ φMj = 1, 0 ≤ j ≤ n − 1 and
∑∞
k=0
αnkznk
nk+1 ∈
kerM∗φ ∩M0, we conclude that f = c
∑∞
k=0
αnkznk
nk+1 for some c ∈ C. From
〈(n+ 1)f, 1〉D = 〈M∗φ(φf), 1〉D = 〈φf, φ〉D
= 〈φ, 1〉D +
∫
T
[pα(ζ) + Pωα(ζ) + · · ·+ Pωn−1α(ζ)]f(ζ) |dζ|2pi ,
we obtain that
〈nf, 1〉D =
∫
T
[pα(ζ) + Pωα(ζ) + · · ·+ Pωn−1α(ζ)]f(ζ) |dζ|
2pi
,
i.e. nf(0) = nf(α), so α = 0. This is a contradiction.
If f ∈M1, then by the same reasoning as above, f = c
∑∞
k=0
αnk+1znk+1
nk+2
for some c ∈ C. From
〈(n+ 1)f, z〉D = 〈M∗φ(φf), z〉D = 〈φf, φz〉D
= 〈φ, z〉D +
∫
T
[pα(ζ) + Pωα(ζ) + · · ·+ Pωn−1α(ζ)]f(ζ)ζ |dζ|2pi ,
we get
〈nf, z〉D =
∫
T
[pα(ζ) + Pωα(ζ) + · · ·+ Pωn−1α(ζ)]f(ζ)ζ |dζ|
2pi
,
i.e. n〈f, z〉D = n fz (α), so
∞∑
k=0
|α|2nk
nk + 2
= 1. (4.1)
Also
〈(n+ 1)f, zn+1〉D = 〈M∗φ(φf), zn+1〉D = 〈φf, φzn+1〉D
= 〈φ, zn+1〉D +
∫
T
[pα(ζ) + Pωα(ζ) + · · ·+ Pωn−1α(ζ)]f(ζ)ζn+1 |dζ|2pi ,
then
n〈f, zn+1〉D =
∫
T
[pα(ζ) + Pωα(ζ) + · · ·+ Pωn−1α(ζ)]f(ζ)ζn+1 |dζ|2pi ,
by a little calculation, we have 12 |α|2n =
∑∞
k=1
|α|2nk
nk+2 . By (4.1), we conclude
that |α|2n = 1. This is a contradiction.
If f ∈ Mj , 2 ≤ j ≤ n − 1, similarly, we have |α|2n = 1 which is a
contradiction.
From the above n cases, we conclude thatMφ is not unitarily equivalent
to Mzn on D. 
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Now we can prove Theorem 1.4.
Proof of Theorem 1.4. We only need to prove the ”only if” part. Suppose
Mφ is unitarily equivalent to Mzn on D. Since Mzn has exact n nontrivial
orthogonal minimal reducing subspaces on D whose direct sum is D, we
have Mφ has exact n nontrivial orthogonal minimal reducing subspaces on
D whose direct sum is D, hence Mφ has n nontrivial orthogonal reducing
subspaces on L2a whose direct sum is L
2
a. Since the order of φ is n, it follows
that each of these nontrivial reducing subspace in L2a is minimal. Thus by [6,
Theorem 2.4] or [8, Lemma 4.2] or [19, Theorem 3.1], we have φ is equivalent
to ϕnα for some α ∈ D. It follows from Remark 3.6 that α = 0. Theorefore by
Theorem 4.1, we conclude that φ = azn for some |a| = 1. 
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