Abstract. We propose a method for the solution of linear systems AX = B where A is a large, possibly sparse, nonsymmetric matrix of order n, and B is an arbitrary rectangular matrix of order n s with s of moderate size. The method uses a single Krylov subspace per step as a generator of approximations, a projection process, and a Richardson acceleration technique. It thus combines the advantages of recent hybrid methods with those for solving symmetric systems with multiple right-hand sides. Numerical experiments indicate that in several cases the method has better practical performance and signi cantly lower memory requirements than block versions of nonsymmetric solvers and other proposed methods for the solution of systems with multiple righthand sides.
1. Introduction. We consider techniques for the solution of linear systems AX = B; (1) where A is a real nonsymmetric matrix of order n, and B = b 1 ; : : :; b s ] is an arbitrary rectangular matrix of order n s with s of moderate size. We will assume that the order of A is su ciently large that it is possible to keep only a limited number of dimension n vectors in memory without severe penalties due to heavy memory tra c. If one were able to solve (1) using direct methods, the rst step would be to factorize A, and then solve for each right-hand side. The factorization step is more expensive than each solution (e.g. by a factor of n for dense A) but needs to be performed only once. Thus it can be regarded as an \information sharing" step across the systems. Our interest is in iterative techniques that allow the sharing of information during the solution of (1); the purpose is to solve these multiple nonsymmetric systems at a rate per system that is faster than solving each one separately. We would also like these methods to be applicable when all the right-hand sides b j are not available simultaneously. It is worth noting that Lanczos in 14, Sections 4 and 8] devoted several paragraphs to (1) , commenting on the merits of reusing basis vectors obtained from the iterative solution for one right-hand side in order to solve for the remaining ones, and comparing with the direct computation of the inverse as well as to repeated application of an iterative method.
When matrix A is symmetric, block versions of the conjugate gradient (cg) and minimum residual algorithms of O' Leary 19] as well as the block Davidson method by Sadkane and Vital 28] are appropriate for handling the problem (1), whereas the Lanczos schemes proposed by Parlett 22] Leary 19] , and block gmres (bgmres) described by Vital 41] . We also note the recent communication by Kharchenko et al. on the use of restarted bgmres for dense complex systems 13 ]. An alternative idea to block methods, suggested in the context of radar scattering applications and applied mostly to complex symmetric matrices, is to use a single \seed" system and some cg-type method as a generator of approximations for several right-hand sides. Smith 34] used a single seed system to solve multiple systems in electromagnetic scattering. Smith, Peterson, and Mittra also considered these methods 35] and Joly 9] extended the discussion. The underlying cg-like schemes are cg on normal equations, biconjugate gradients (bicg) 9, 34] , and a preconditioned generalized conjugate residual method 9] . If A is such that normal equations or bicg approaches are successful, then the methods of 9, 35] can be e ective. We present one such method in Section 2.3.
In this paper we propose an alternative scheme for the solution of Eq. (1) and compare its performance with existing schemes. The method uses one subspace as a generator of approximations and accomplishes information sharing by means of a projection process and Richardson acceleration, thus utilizing some advantages of the hybrid method of Nachtigal, Reichel, and Trefethen 18] . Compared to bbicg this method is transpose-free while compared to bgmres, the method needs substantially less memory and gives better overall performance. Furthermore, it does not exhibit the problems encountered when normal equations are used. In principle, the method could also be used when all the right-hand sides are not immediately available. We note that the method exploits the presence of common spectral information between the right-hand sides, and will be less e ective whenever little useful common information can be found; this behavior is summarized in Theorem 3.2. Nevertheless, experiments in Section 5 indicate that the method is quite robust even under fairly adverse composition of the right-hand sides. In this study we do not address preconditioning; however, it is fair to say that it is an important issue and deserves a separate study. In particular, when s is large, expensive but e ective forms of preconditioning may be justi ed because their cost is amortized over a large number of right-hand sides. We also point to 39] for preconditioners applied to methods having a polynomial component.
The structure of the paper is as follows. Section 2 reviews existing algorithms. Section 3 describes the new method, its implementation, and its convergence properties. The complexity of the methods is discussed in Section 4. Finally, numerical experiments and conclusions are presented in Sections 5 and 6.
2. Some existing methods. One approach for solving Eq. (1) is to apply a standard iterative method to each system. This is the simplest approach, but it makes no use of any information gathered during the solution of each system. Here we are interested in alternative methods which, by means of information sharing, accomplish converge in fewer iterations than would have been the case if each system were to be solved separately. To justify our approach, we describe brie y some existing methods that can be used to solve Eq. (1), exploiting the fact that there are many right-hand sides to be solved for a single matrix. 10, 16, 17, 37] , there are some drawbacks that seem to be inherited by the block version. These are erratic convergence behavior, possible division by zero, and sensitivity to the choice of the auxiliary starting vector. An organizational drawback is the use of the transpose of A. Recent research has been attempting to design methods which overcome some of these drawbacks 5, 10]. One problem due to the block nature of bbicg is the possible rank de ciency or near rank de ciency of the search direction blocks. One suggested remedy is to restart bbicg with de ated right-hand sides. Another remedy proposed to mitigate when possible the propagation of roundo is to orthogonalize the direction matrices at each iteration 19]. The major computational costs during bbicg are as shown in Table 1 . We denote by MxV the cost for performing one matrix-vector multiplication with the (sparse) matrices A or A T . Function mgs orthogonalizes a set of columns using modi ed Gram-Schmidt.
2.2. Block gmres. The bgmres algorithm was described in 41] and is repeated in the Appendix. Central to each iteration of the algorithm is a block Arnoldi process to produce an orthogonal basis for K m (A; R) := fR; AR; : : :; A m?1 Rg, where R is an n s residual block (see also 24]), followed by a (block) minimization problem de ned on that subspace. In exact arithmetic and under certain conditions on R and A bgmres achieves nite termination in dn=se iterations. It follows that, like for bbicg, the number of iterations to termination for bgmres is expected to decrease as the number of right-hand sides increases 33]. This property, combined with the built-in minimization of the block residual make bgmres mathematically attractive. There are, however, practical disadvantages such as high memory requirements; see 30] for comments on memory di culties with block methods. It is also worth noting that similar memory di culties arise in gmres-like methods for the Sylvester equation 8] 1 . The memory problem is handled by applying restarts. We denote by gmres(m) and bgmres(m; s) the restarted standard and block gmres algorithms. Restarting entails, however, loss of the properties of nite termination and minimization over the entire Krylov subspace 27]. Experiments reported in 31] and Section 5 indicate that restarting has a deleterious e ect on the purported nice convergence properties of bgmres. In particular, for small m and large n, the number of right-hand sides s has to be large for an acceptable reduction of the number of iterations of bgmres(m; s); increasing m seems to be a more e ective way to reduce the number of iterations. Overall, the computational e ciency and numerical behavior of bgmres(m; s) are strongly in uenced by the relation between m and s; however, a full analysis remains 2.3. Other methods. The electromagnetics literature describes alternatives to the block approach that share common features with our method 9, 35] . The success of these methods is usually measured by their e ectiveness for complex symmetric matrices encountered in scattering. The method we describe is based on bicg and was recently proposed by Joly 9] . We refer to the method as mj3 2 . The full algorithm is presented in the Appendix. At each step of the algorithm, each current residual r j for j = 1; : : :; s is projected onto the subspace generated by the direction vectors of a seed system, chosen among the systems that have not yet converged. The seed system is solved completely, while the remaining systems are suitably updated. Once converged, a new seed is chosen, namely the system with the maximum residual norm. Joly 9] shows that after starting with a new seed system, several orthogonality properties between old and new direction vectors are maintained, which permits information obtained during the solution of one system to be used for the next one; in exact arithmetic, this leads to nite termination in n steps, irrespective of s. The low cost per iteration of mj3 (2 MxV , 3s + 2 n-vector daxpy and 3s + 2 n-vector dot products) makes the method attractive when the non-seed systems have signi cant components along the direction vectors generated by the seed system; otherwise, as indicated in Section 5, the total cost of the method becomes high. Furthermore, the disadvantages of bicg (use of the transpose and erratic behavior) are still present.
3. mhgmres: A hybrid algorithm for multiple right-hand sides. The aforementioned considerations together with recent advances in hybrid methods 18, 29, 36] led us to investigate alternatives for economical information sharing to solve Eq. (1). Some procedures for symmetric positive de nite systems were described in 25], where the rst system is solved using Lanczos iteration, the corresponding Krylov subspace is generated, and an approximation to the next system is computed using projection onto the previous Krylov subspace. Such an approach works well as long as the new right-hand side is near the subspace. In case this approximation is not satisfactory, a Lanczos run for the new system can be applied.
Our algorithm, referred to as mhgmres, uses an Arnoldi process to generate a Krylov subspace for one of the residuals and then projects the remaining residuals onto that subspace. Unfortunately, except for special cases, there is no guarantee a priori for the quality of the approximation. Thus we consider additional methods to accomplish sharing of information among the systems. In particular we use a hybrid scheme based on the method of Nachtigal, Reichel, and Trefethen 18] , which allows us to exploit the generated gmres residual polynomial in order to improve the approximation of all the systems.
The method described in 18] starts with an initial guess, runs gmres until the residual has become small enough, constructs the gmres residual polynomial, and applies it on the residual cyclically until convergence. As shown in 18], using the gmres residual polynomial for the Richardson step for non-normal matrices is more e ective than using a polynomial built to be small in a domain determined by eigenvalue estimates.
The desire to have an e ective method for multiple right-hand sides led us to modify the method of 18] to use restarting instead of either repeatedly applying the Richardson steps or continuing the gmres process where it left o . As we make clear in the next section, by restarting, the method builds the solutions by appropriately using any information that can be shared between the right-hand sides. We will be using the name hgmres whenever referring to the modi ed version of the algorithm used for a single right-hand side.
3.1. Description of the algorithm. We denote by e j the j th element of the canonical basis and by k k the 2-norm for vectors and matrices. Given a starting approximation to the solution X (0) , the algorithm proceeds as follows (see Table  3 ). The initialization (lines 1{3) consists of the computation of initial residuals and convergence indicators, selection of a seed system with coe cient matrix A, in a manner to be speci ed later. Denoting the current approximate solution by X = x 1 ; : : :; x s ], each iteration of the algorithm consists of four phases. In the rst phase (line 6), an Arnoldi process is applied to build a basis V m+1 for the Krylov subspace In the second phase (lines 7{10), the solutions of all systems are approximated. This is done in the usual gmres fashion for the seed system, while the non-seed solutions are approximated by projecting the residuals r j = b j ? Ax j on K m+1 (A; r ), and solving the least squares problems min yj2R m kHy j ? V T m+1 r j k. This is done incrementally; that is, the required qr decomposition of H is carried out step by step for the seed system. Hence, for each additional right-hand side only multiplication by an orthogonal matrix and solution of an order m triangular system needs to be done. In the third, Richardson phase (lines 11{12), parameters for the minimal residual polynomial corresponding to the rst phase are generated, and the polynomial is applied on R = r 1 ; : : :; r s ]. In the fourth phase (lines 13{14), a new seed system is constructed from R, convergence information is obtained and the process is restarted from the rst phase for all those systems that have not yet converged. Since the rst two phases of the algorithm correspond to a gmres procedure applied to the seed and the projections of the other residuals, we refer to them collectively as the gmres phase. Function seed is used to obtain the seed system. In our implementation, seed applied on the n s block R returns and r where is the index of the column of R having the maximum norm; this strategy is motivated in Section 3.3. Function arnoldi applies the Arnoldi procedure, using modi ed Gram-Schmidt re-orthogonalization, to build an orthogonal basis V m+1 = v 1 ; : : :; v m+1 ] for the Krylov subspace K m+1 (A; r). end It is worth noticing that qz is called once for each restart. This leads to considerable savings compared to the simple hgmres method, where s polynomials must be considered per restart, necessitating s calls to the qz procedure. Table 4 shows the major computational costs associated with one iteration of mhgmres to restart. The memory requirements are shown in Table 5 . The algorithm is memory-conserving, in the sense that only one Krylov subspace is generated at each step. Furthermore, no multiplications with the transpose of A are required. During the algorithm, sharing of information is accomplished by: (a) the projection of all the residuals on the same subspace; (b) the solution of the least squares problems, using the common qr decomposition; (c) the application of the gmres polynomial to all residuals. Experiments indicate that the application of the seed gmres polynomial to Table 4 Leading computational costs per iteration of mhgmres to restart. all systems in each step is important to the success of the algorithm. This is related to the fact that the gmres polynomial is small in a region that might include eigenvalues corresponding to eigendirections present in non-seed systems. The structure of the algorithm permits us to deal with the case when the right-hand sides are not all available at the same time. For example, new residuals can be introduced before the rst phase, before step richardson, or before selecting the new seed. The method works, although experiments showed the need for a di erent seed selection strategy. This is because adding a new residual with the current approach delays the convergence of the current set of residuals and makes the overall solution time slower than if the systems were to be solved in strict sequence.
We also note a suggestion made in 18, Section 7] for handling multiple right-hand sides: to apply the gmres component of the algorithm to all the residuals and then to select a polynomial for the hybrid method based on the cumulative information. However, this involves the application of the costly gmres process s times. It is also possible to make mhgmres more exible, e.g. by varying m, or the number of times the Richardson phase is applied or monitoring the application of the polynomial on non-seed residuals and stopping when the behavior is unsatisfactory. In light of results in 11, 12, 18] such exibility is expected to enhance the performance of the algorithm; however, a full investigation remains to be done.
3.2. Error estimates for mhgmres. We seek bounds for the residual norms at each iteration of the method to restart, both before and after the application of the Richardson phase. During every iteration, the seed system is approximated essentially by gmres, for which error bounds are known 17]. We rst bound the residual norms, in terms of information we have from the seed. Let m be the space of polynomials of degree less or equal to m. For a set S, and polynomial p on S, we de ne kpk S as sup z2S jp(z)j. Since we deal with possibly non-normal matrices, we use the notion of -pseudospectrum 38].
To simplify the notation, let = 1 be the index of the seed system. At each restart i, let r (i) j denote the residual of the j th system, andr (i+1) is taken very large, thus making the method impractical. Then other methods might be preferable; see 12, 17, 27]. Theorem 3.2 and its corollary show how the approximation is governed by the e ectiveness of the projections and the underlying gmres procedure, compounded by the application of the gmres polynomial. We also note that solving (2) forz j 's is straighforward. An interesting but less stable approach for generating thez j 's and which does not require the solution of s ? 1 di erent least squares problems was described in 32].
3.3. Seed selection heuristics. We next motivate the seed selection. Using P m+1 = P ( ) m+1 to denote the orthogonal projection onto the Krylov subspace of the seed, Theorem 3.2 shows how the seed a ects the error. Then, for each j 6 = , k(I ? P m+1 )r j k is the distance of the j th non-seed residual from the seed subspace 3 , and it can be written as k(I ? P m+1 )r j k 2 = kr j k 2 ? kP m+1 r j k 2 0.
One possible way to minimize that distance, suggested in 34], is to choose as seed a linear combination of the current residuals, in order to increase the spectral content of the underlying subspace. However, this causes the gmres step to solve an arti cial system, which causes extra work. We thus restrict the seed to one of the current residuals. An appropriate choice is such that max j=1;:::;s fkr j k 2 ? kP m+1 r j k 2 g is minimized. Because P m+1 depends on the seed, the second term is not available until after the subspace has been built. On the other hand, the rst term depends only on the magnitude of the residuals and is readily computable. Hence, in the absence of any other information, is chosen so that kr j k kr k; j = 1; : : :; s: Note that the seed directly a ects the Richardson polynomial, which plays an important role in the reduction of the norm of the non-seed residuals. Overall, good seed selection merits further research, especially when application-dependent information is available. A similar problem, in connection with the Sylvester equation, was discussed in 8, Section 5]. We also note that a new seed system is selected whenever the current seed does not contain enough information to make the remaining systems converge. In practice, this alternation of seeds allows the generation of the components for all systems and was a primary move for restarting the GMRES phase instead of repeating the Richardson phase till convergence.
4. Complexity considerations. The costs of bbicg and bgmres rapidly increase with s, since most operations are performed on matrices whose order depends on s; see Tables 1 and 2 . In contrast, mhgmres does not su er from this dependence. The number of right-hand sides s a ects only the number of operations involved, not their complexity. The same holds for gmres and hgmres. We refer to the literature regarding complexity for each call to these methods. Storage requirements for each method (excluding those for A; X and B) are listed in Table 5 . Methods gmres(m) and hgmres(m) have also been included, although we note that their costs are independent of s, unless a parallel implementation was desired. The leading storage requirements were accounted for as follows: In gmres, the primary memory cost is due to the subspace V m and the factors of the qr decomposition of H. Since the Richardson phase needs no extra memory, hgmres requires only additional vectors of order m. For mhgmres, storage is needed for s ? 1 vectors of dimension m + 1 each (cf. line 7 of algorithm mhgmres). The two leading factors in the complexity of bgmres are due to the storage for m + 1 blocks U i of dimension n s and the storage of the elements of the qr decomposition of the matrix T of dimension s(m + 1) sm. The leading term, 5ns, for bbicg, is due to computations with rectangular iteration matrices of size n s 19], while the cost for mj3 is due to the matrices R and R of residuals and auxiliary residuals r j and r j respectively. All methods handling all right-hand sides simultaneously need to store the matrix of the residuals R. We refer to the Appendix for the precise meaning of the mentioned vectors. Table 5 Memory complexity for each method applied to Eq. Method bgmres(m; s) requires a lot of memory, whereas bicg-type methods enjoy a low memory advantage, when s is small relative to m. Note that the number of right-hand sides a ects the storage of mhgmres only through the space needed for the residuals. Otherwise, the requirements of mhgmres are comparable to those of standard methods. 5 . Numerical experiments. In this section we provide experimental results of using mhgmres to solve Eq. (1) and compare its performance with the other methods described in this paper. More experiments have been reported in 31, 32]. As we indicated at the beginning of Section 2, we also compare mhgmres with standard gmres and hgmres; indeed, these proved to be the most formidable competitors. We avoided using other nonsymmetric solvers, since performance comparisons would depend on their e ectiveness relative to hgmres, which was not the purpose of our work.
All codes were written in Fortran, using 64-bit arithmetic. All the experiments were performed on an Alliant Concentrix-2800, running Concentrix 3.0. We are interested in evaluating the methods independently of their parallel processing potential. Hence, the compilation options were chosen not to use parallel processing. In particular, the codes were compiled and executed under the -Ogv and -uniproc options respectively. Timings and random values were obtained using the Alliant library functions dtime and drand, respectively. Sparse matrices were stored using compressed sparse row format 26]. Furthermore, the overhead for the construction of the coecient matrices and right-hand sides was not taken into account. The right-hand sides were chosen as B 1 = e 1 ; : : :; e s ] and B 2 = rand(n; s), where function rand creates a random matrix of dimension n s with values uniformly distributed in 0; 1].
In all examples the starting guess X (0) was taken to be zero. The stopping test for iteration index i is kr (i) j k=kr (0) j k 10 ?7 for j = 1; : : :; s. Matrix R in mj3 was chosen as suggested in 9], namely R = R, where R is the initial residual matrix. A maximum number of 500 and 5000 iterations was allowed for bbicg and mj3, respectively. A dash signi es that the maximum allowed number of iterations was reached before convergence. We recall that for gmres-based methods the number of iterations refers to the number of restarts. All algorithms were implemented using early-stopping; that is, as soon as any of the systems would converge, these systems were marked and did not participate in any further iterations. Reference 19] leaves several options open in the implementation of bbicg. We list our choices next. MatrixR was chosen di erently for the two classes of right-hand sides: for B 1 , we usedR 1 = Arand(n; s), whereas for B 2 we usedR 2 = AB 2 . In our experiments these selections produced better results thanR = R; also compare with 4, 31]. We have also used orthogonalization of the search direction blocks but no restarting.
Experiments with a partial di erential operator. The matrices for the rst set of experiments correspond to the ve-point discretization of operator L(u) = ?u xx ? u yy + (u x + u y ) (6) on the unit square with homogeneous Dirichlet conditions on the boundary. First order derivatives are discretized by central di erences. Two matrices A 1 and A 2 are obtained, corresponding to parameters = 1 and = 100 respectively. The discretization was performed using a grid size of h = 1=51, yielding a matrix of size n = 2500. The matrices were scaled by multiplication with h 2 . Such matrices were used in 15]. They are unsymmetric and have positive de nite symmetric part. The Krylov subspace for gmres-based methods was of maximum dimension m = 20. Tables 6 and 7 show the number of iterations to convergence for each method for = 1 and 100 respectively. One instance where bbicg is e ective is shown in Table  6 : the number of iterations for bbicg decreases as the number of right-hand sides increases, corroborating theoretical results in 19]. Unfortunately, even though we did not observe any loss of rank in the direction and residual matrices, bbicg frequently failed to converge for some or all of the s right-hand sides in the set; in these cases the maximum residual appeared to persist at values that were a few orders of magnitude Table 6 Number of iterations to convergence for operator (6) with = 1; n = 2500; m = 20. B 1 = e 1 ; : : :; es], B 2 = rand(n; s). Table 7 Number of iterations to convergence for operator (6) with = 100; n = 2500; m = 20. B 1 = e 1 ; : :: ; es], B 2 = rand(n; s). 
above the tolerance. mj3 also frequently failed to converge; furthermore, it was found to be sensitive to the order in which seed systems are selected for processing, which depends in turn on B. The number of iterations for bgmres decreased with s, albeit in a less pronounced manner than for bbicg, whenever the latter is successful. As expected, the number of iterations for gmres and hgmres show an almost linear increase with s. In contrast, mhgmres pro ts from sharing of information, as can be demonstrated by the very slow increase, and occasional decrease, of the number of restarts with s. Figures 1(a) and (b) show the runtimes for A 1 and right-hand sides B 1 and B 2 as s varies. The runtimes for gmres, hgmres, and mhgmres demonstrate a linear growth with s, whereas those for mj3 and the block methods behave in a power-like fashion. In particular, because of the amount of work involved in each step of bgmres, the drop in the number of iterations observed in the tables did not translate into competitive timings. When it converged, bbicg outperformed the standard methods, as well as mj3 and bgmres. Among all methods, mhgmres has the most satisfactory behavior. Figures 2 (a) and (b) show the behavior of all methods for matrix A 2 and right-hand sides B 1 and B 2 . We point out that for = 100, gmres outperforms hgmres. Results in 32] indicate that this is due to the qz-based algorithm used at each restart of hgmres. It is also interesting to see that the cost of using the expensive, qz-based variant is amortized across the right-hand sides when mhgmres is used (cf. Section 
3.1).
Because a major goal in our work is to obtain methods that achieve better results than a repetitive application of a single right-hand side solver, we can use the ratio T(s)= T (1) as an indicator of e ectiveness of the multiple right-hand side approach. Here T(s) is the time for a given method to converge when applied to s right-hand sides. T(1) is the average time to solve for one right-hand side using the underlying single right-hand side solver. For example, to obtain the e ectiveness indicator for bgmres we timed the method for s right-hand sides to obtain T(s). We then computed T(1) by dividing by s the time needed for the s right-hand sides using repeated calls to gmres. We note that using the average T(1) is necessary. Otherwise, the results would be skewed, depending on which right-hand side was used to measure T(1).
By de nition, the e ectiveness indicator for all single right-hand side methods is s. We consider a multiple right-hand side solver to be e ective whenever a ratio of less than s is returned. The values of T(s)= T(1) for all multiple right-hand side methods for s = 12 are listed in Table 8 . For all experiments with mhgmres(m; s), the indicator T(12)= T(1) varied between 3:4 and 5:1, which is substantially better than the values observed for all other methods.
In order to appreciate better the cost of each of the components of mhgmres, we present in Table 9 the runtimes for each of the gmres and projection phase, and the Richardson phase. The data is from the experiment done with matrix A 2 . The variation of the number of iterations with s underlines the bene t of information sharing. The increase in runtime for Richardson is much more pronounced than for Table 9 Number of iterations and runtime (in seconds) of mhgmres(m; s) and analysis into its major components, with n = 2500, = 100 and m = 20, B = e 1 ;: : :; es]. the other component, whereas, in contrast to standard methods applied to each righthand side, the runtime for the gmres component increases far more slowly. We also note that the cost of the Richardson phase per right-hand side is small compared to that of the gmres and projection. This indicates that an alternative approach based on s applications of the gmres phase may be less competitive. We next consider the performance of the methods when the right-hand sides are speci cally chosen to degrade the performance of mhgmres. We thus chose B to consist of s eigenvectors of matrix A when = 0 (hence A is symmetric) and started iterations with zero initial guess. As expected, when = 0 the residuals share no information; the remaining values of cause the residuals to share very little information, in the sense that their dominant projections are on disjoint eigenvectors of A. We then observed the performance of each method for s = 20; m = 10 as took values 0; 10 ?6 ; 10 ?3 , and 1. Results are presented in Table 10 . For the extreme case of the symmetric operator, mhgmres is slower than all other methods. mj3 demonstrates the best performance when the matrix is very close to being symmetric. As grew larger than 10 ?6 , compared to other methods, mhgmres su ered a milder performance degradation, while bbicg failed to converge (compare with Table 6 .)
Experiments with matrices from the Harwell-Boeing collection 2]. We present results from experiments with matrices pde 9511, orsreg 1 and sherman4. It was observed in studies 16, 37] that for these matrices bicg had better overall performance than restarted gmres. Table 11 reports the CPU time for all methods except mj3, using right-hand sides with random elements. mhgmres returns the best performance Table 10 Runtimes to convergence (in seconds) for operator (6) Table 11 Runtimes to convergence (in seconds) for Harwell-Boeing collection matrices; m = 20. B = rand(n; s). A dagger (y) means that the method broke down returning division by 0 or over ow. 10, 17] ). It would also be worth exploring adaptive versions of mhgmres as suggested at the end of Section 3.1. As it stands, the inde nite problem merits further investigation.
6. Conclusions. mhgmres seems to be an attractive method for solving nonsymmetric systems with multiple right-hand sides. The method performs best when the right-hand sides share spectral information. Block methods deserve further research: For example, a study of the in uence of the block size on stability, the use of restarting to improve performance, and the building of solvers based on recent developments in transpose free, nonsymmetric Lanczos methods 1, 6].
Appendix. test convergence for each kr j k choose a new j if kr j k has converged, otherwise j = j k+1 = ((r k+1 j ; r k+1 j ) + ( r k+1 j ; r k+1 j ))=2(r k j ; r k j ) p k+1 = r k+1 j + k+1 p k p k+1 = r k+1 j + k+1 p k j = j k = k + 1 end
