In the present erratum the authors want to mark out that the term I 2 of Theorem 1 (convergence theorem) in [1] has to be estimated in a different way. A similar problem occurs in Theorem 2 of [1] , where in order to get the required result one has to assume, instead of (2) of the original paper (involving assumption K w .3) of [1]), condition (I) below (involving assumption K w .3) mentioned below). Since it is easy to see that the two assumptions K w .3) and K w .3) cannot be compared, in order to unify our approach, here we prove Theorem 1 by using K w .3) even if, as mentioned in the Remark of Sect. 1, K w .3) is still valid in order to prove the result. Similar reasonings hold also for the multidimensional case.
uniformly with respect to every (proper) bounded interval J ⊂ R, that is, for every ε > 0 there exists w > 0 such that VJ [Gw] m(J) < ε, for every w ≥ w and for every bounded interval J ⊂ R.
We remark that it is easy to provide examples of kernels which fulfill assumption K w .3) , besides all the other assumptions of our theory. For example, let us consider the kernel functions of Example 3 of [1] , namely K w (t, u) = L w (t)H w (u), t ∈ R + 0 , u ∈ R, w > 0, where {L w (t)} w>0 is an approximate identity, H w (u) = u + log 1 + u w , 0 ≤ u < 1, u + log 1 + 1 wu , u ≥ 1, and the definition of H w (u) is extended in odd-way for u < 0. Then
and it is easy to see that
It is possible to prove the following
Proof. Since f ∈ C 0 2π f has at most countably infinitely many proper points of maximum/minimum ( [2] ). Let us consider the most general case in which f has countably infinitely many proper points of maximum/minimum, that we will denote as 
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Hence in each of the intervals
. ., f is monotone, and so
where
, for every w ≥ w and i = 1, 2, . . ., and so
Then, passing to the supremum over all the possible divisions of [−π, π], we obtain that, for every ε > 0, there exists w > 0 such that for every w ≥ w,
, and so the thesis follows, since by assumption f ∈ BV 2π .
Remark. We remark that, in order to obtain the previous convergence result, it is sufficient to assume condition K w .3) of the original paper (obviously using a different proof). However, since a condition of the form K w .3) is needed in order to obtain the order of approximation and all the further results in the multidimensional frame, for a sake of simplicity we use directly condition K w .3) .
Using Lemma 1, the proof of Theorem 1 of the original paper follows. Indeed, it is sufficient to replace the estimate of I 2 (page 10, line 9) with the following
by assumption K w .1), and so, by Lemma 1, I 2 ≤ Aε, for sufficiently large w > 0.
About the order of approximation, in a similar fashion, in Theorem 2 of the original paper instead of condition (2) we have to assume that
uniformly with respect to every (proper) bounded interval J ⊂ R, i.e., there exists an absolute constant M > 0 and w > 0 such that for every w ≥ w and for every bounded interval J ⊂ R, 
Multidimensional Case
We refer again to the original paper for the notations that we shall use in the multidimensional case. In an analogous way to the periodic case, assumption K w .3) has to be replaced by K w .3) and it is now possible, with this condition, to prove the following convergence result:
Proof.
and for every j = 1, . . . , N, w > 0. Hence, in a similar way to Lemma 1, using K w .3) it is possible to prove that, for every fixed ε > 0 there exists w > 0 (depending only on ε) such that
for every w ≥ w. Then, for w ≥ w there holds
and, passing to the supremum over all the possible partitions of I,
for every w ≥ w, which completes the proof, since by assumption in particular f ∈ BV (R N ).
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Now, Theorem 3 of the original paper follows, replacing the estimate of
and taking into account that, by Lemma 2, J 3 ≤ Aε. We finally remark that, following this proof, it is no more necessary to assume that f ∈ L ∞ (R N ) and so Theorem 3 of the original paper holds assuming only that f ∈ AC(R N ). About the order of approximation, as before assumption (2) of Theorem 2 (used in Theorem 4) has to be replaced with condition (I) and estimate (7) has to be modified in a similar fashion to the periodic case, taking into account that, as in the proof of Lemma 2, it can be proved that −1 ) ), as w→ + ∞. We remark that also in Theorem 4 of the original paper the assumption that f ∈ L ∞ (R N ) can be dropped.
