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Abstract
We show that there is some absolute constant c > 0, such that for
any union-closed family F ⊆ 2[n], if |F| ≥ ( 1
2
− c)2n, then there is some
element i ∈ [n] that appears in at least half of the sets of F . We also
show that for any union-closed family F ⊆ 2[n], the number of sets
which are not in F that cover a set in F is at most 2n−1, and provide
examples where the inequality is tight.
1 Introduction
The objects of study in this paper are union-closed families. A family
F ⊆ 2[n] is called union-closed, if for every two sets A,B ∈ F ,A ∪B ∈ F .
There is a wide range of literature concerning various properties of union-
closed families. For instance, Alekseev [1] approximated the number of union-
closed families of subsets of [n], Kleitman [12] gave an upper-bound for the
number of basis sets for such families, and Reimer [22] found a tight lower-
bound for the average size of a set inside a union-closed family containing m
sets.
However, if you stop a combinatorialist on the street, and ask him what is
the best-known conjecture regarding union-closed sets, most probably he will
respond ”Frankl’s conjecture”, or simply ”The union-closed set conjecture”.
This conjecture was made by Peter Frankl in the late 1970’s. The conjecture
asserts that for every finite union-closed family which contains a non-empty
set, there is some element that belongs to at least half of its members. For-
mally, for a family F ⊆ 2[n] and i ∈ [n], we write Fi := {A ∈ F|i ∈ A}. If
|Fi|
|F| ≥
1
2 we say that i is abundant in F . If, on the otherhand,
|Fi|
|F| ≤
1
2 we say
that i is rare in F . Frankl’s conjecture can be stated as follows:
Conjecture 1.1. Let F ⊆ 2[n] be a union-closed family, F 6= {∅}. Then there
is some element i ∈ [n] that is abundant in F .
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There have been various partial results regarding the conjecture. Let us first
recommend the survey paper of Bruhn and Schaudt [4] for details. Vucˇkovic´
and Zˇivkoic´ [25] showed that the conjecture is shown to be true for any union-
closed family F with a universe of at most 12 elements, improving on results
in [3, 17, 18, 9, 21]. Lo Faro [15], and later independently Roberts and Simp-
son [23], showed that if F is a counterexample to the conjecture, and the uni-
verse of F is of size q, then |F| ≥ 4q − 1. Falgas-Ravry [7] showed that the
conjecture holds for any separating union-closed family F with a universe
of n elements with at most 2n elements (separating here means that no two
distinct elements i, j ∈ [n] appear in exactly the same sets in F). This was
slightly improved by Maßberg [16], from 2n to 2(n + nlog
2
n−log log
2
n ). Inter-
estingly, Hu [10] proved that if this bound can be improved to (2 + c)n for
some constant c > 0 , this already implies that any union-closed family F
has an element appearing in at least c−22(c−1) |F| sets in F . At the moment, all
that is known is that each union-closed family F has an element occuring in
at least Ω( |F|log
2
|F|) sets in F [13, 24]. A Polymath project was dedicated to
try to prove the conjecture, but without success (so far) [20].
Of more relevance to this paper, are results proving that the conjecture holds
for union-closed families F with many sets, compared to the size of the uni-
verse. Cze´dli [5] proved that for any union-closed family F ⊂ 2[n], where
|F| ≥ 2n − 2n/2, the conjecture holds. This was significantly improved by
Balla, Bo´llobas and Eccles [2] to all union-closed families of subsets of [n] of
size at least 232
n, and then further improved by Eccles [6] to (23 −
1
104 )2
n. Our
first theorem, is that the bound can be improved to 122
n:
Theorem 1.2. Let F ⊂ 2[n] be a union-closed family, where |F| ≥ 2n−1.
Then there is some element i ∈ [n], so that |Fi| ≥
1
2 |F|.
We use basic Boolean-Analysis techniques to prove this result. To the best of
our knowledge, Boolean-Analysis has not been used before to tackle Frankl’s
conjecture.
The second main theorem of this paper, regards the maximum number of sets
in the upper-shadow of a union-closed family, which are not in the family it-
self.
For a subset A ⊆ [n], The upper-shadow of A with respect to n, denoted as
∂+A, is the following:
∂+A = {A ∪ {i}|i ∈ [n] \A}
.
For a family of sets F ⊂ 2[n], the upper-shadow of the family is just the union
of the upper-shadow of all sets in F :
∂+F =
⋃
A∈F
∂+A
.
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We show that the upper shadow of a union-closed family can not be too large:
Theorem 1.3. Let F ⊆ 2[n] be a union-closed family. Then
|∂+F \ F| ≤ 2n−1.
Note that this is tight, for instance by considering the family F = {A ⊆ [n]|1 /∈ A}.
Lastly, we use Theorem 1.3, combined with more advanced Boolean-Analysis
results, to improve slightly on Theorem 1.2. We show:
Theorem 1.4. Let F ⊂ 2[n] be a union-closed family, where |F| ≥ (12 − c)2
n.
Then there is some element i ∈ [n], so that |Fi| ≥
1
2 |F|.
Although Theorem 1.2 is, of course, an immediate consequence of Theorem
1.4, nevertheless we have decided to include the proof of the former, both be-
cause the proof is simpler and because its proof can be extended naturally to
a more general setting than union-closed families (see section 3 for details).
The structure of the paper is as follows:
in section 2, we provide the necessary definitions and tools from Boolean-
Analysis, and prove some basic properties of union-closed families. In section
3 we prove Theorem 1.2, and in section 4 we prove Theorem 1.3. In section 5
we prove Theorem 1.4, and finally, in section 6, we discuss some implications
and open problems stemming from this paper’s results.
2 Preliminaries
2.1 Boolean Analysis
In most of this subsection we provide basic definitons and facts from Boolean-
Analysis. Towards the end we cite two non-trivial theorems in Boolean-Analysis.
We identify subsets of [n] with boolean strings of length n, by associating
with each S ⊆ [n] the string xS = xS1 . . . x
S
n ∈ {0, 1}
n, where xSi = 1 iff
i ∈ S.
We define an inner product on boolean vectors 〈., .〉 : {0, 1}n × {0, 1}n → Z.
For x = x1 . . . xn, y = y1 . . . yn, their inner product is
〈x, y〉 =
n∑
i=1
xiyi.
The space of boolean functions itself also has an inner product. For functions
f, g : {0, 1}n → {−1, 1}, their inner product is taken to be:
〈f, g〉 = Ex∼{0,1}nf(x)g(x).
Notice that this number is always between −1 and 1. The distance between f
and g is then defined as
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dist(f, g) =
1
2
(1− 〈f, g〉).
The distance between two classes of boolean functions on n-coordinates A and
B is the minimal distance between a function in A and a function in B.
A special role is played by the so called character functions. For every S ⊆ [n]
there exists a unique character function of S, χS : {0, 1}
n → {−1, 1}, which is
defined thus:
χS(x) = (−1)
〈x,xS〉.
In the special case that |S| = 1, the function χS(x) is known as a dictator.
Similarly, in this case, −χS(x) is called an anti-dictator. The set of all charac-
ter functions is an orthonormal basis (with the inner product we have defined)
for the space of boolean functions f : {0, 1}n → {−1, 1}. For a boolean func-
tion f , we define its fourier coefficient for S ⊆ [n] to be
fˆ(S) = 〈f, χs〉.
Notice that this is the coefficient of χs in the unique representation of f as
a linear combination of the characters. We call all fourier-coefficients of sets
of size k the level k coefficients of f . The sum of squares of all level k coeffi-
cients of f is called the level-k weight of f , and is denoted as
W k(f) :=
∑
|S|=k
fˆ(S)2.
At the heart of boolean analysis lays the following identity, known as Parse-
val’s identity:
Lemma 2.1. For any f : {0, 1}n → {−1, 1}
n∑
k=0
W k(f) = 1 (1)
For any coordinate i, we define the ith positive (negative) influence, I+i (f)
thus:
I+i (f) = PS∼[n]\{i}(f(x
S) = −1 ∧ f(xS∪{i}) = 1)
(I−i (f) = PS∼[n]\{i}(f(x
S) = 1 ∧ f(xS∪{i}) = −1))
In other words, if we partition {0, 1}n to 2n−1 pairs of the form (x, x ⊕ ei)
where xi = 0, then the ith positive (negative) influence is the fraction of
all such pairs for which f(x) = 1 and f(x ⊕ ei) = −1 (f(x) = −1 and
f(x⊕ ei) = 1). We then define the ith influence, Ii(f), to be the sum of these
two:
4
Ii(f) = I
−
i (f) + I
−
i (f).
The positive (negative) influence of f is:
I+(f) =
n∑
i=1
I+i (f) (I
−(f) =
n∑
i=1
I−i (f)),
and the influence of f is simply the sum of the positive and the negative influ-
ences:
I(f) = I+(f) + I−(f).
The reader new to the subject might want to get some feel for the definitions,
by proving to himself the following observation:
Observation 2.2. Let f : {0, 1}n → {−1, 1} be a boolean function. Then:
1. fˆ(∅) = 1− 21−n|f−1(−1)|.
2. For every i ∈ [n], fˆ(i) = I+i (f)− I
−
i (f).
The influence of a function f has a nice analytic expression, whose proof can
be found in any standard introduction to the subject (see, e.g., [19]).
I(f) =
n∑
i=0
W i. (2)
In this paper, what we shall actually use later on is an analytic expression
that provides a lower bound for the influence:
Corollary 2.3. For any f : {0, 1}n → {−1, 1}, and any k ∈ [n]:
I(f) ≥ k −
k−1∑
i=0
(k − i)W i(f)
.
Proof.
I(f) =
n∑
i=0
iW i(f) ≥
k−1∑
i=0
W i(f) +
n∑
i=k
kW i(f) =
= k
n∑
i=0
W i(f)−
k−1∑
i=0
(k − i)W i(f) = k −
k−1∑
i=0
(k − i)W i(f)
(3)
where the last equality uses Parseval’s identity.
5
We end this subsection by stating two important theorems in this subject.
The first one is a famous result by Freidgut, Kalai and Naor [8], known in the
field as FKN theorem. The theorem states that if a boolean function has al-
most all of its weight on level-1, then this function is close (distance here be-
ing as we have defined above) to some dictator or anti-dictator:
Theorem 2.4. (FKN) [8] There is some absolute constant C1, so that the fol-
lowing holds. For any boolean function f : {0, 1}n → {−1, 1}, if W 1(f) ≥ 1− δ,
then there is some i ∈ [n], for which either dist(f, χi) < C1δ or dist(f,−χi) < C1δ.
Several years after this theorem was discovered, Kindler and Safra [11] man-
aged to show an analog for higher (constant) weights. Specifically of interest
to us is the level-2 concentration case.
Theorem 2.5. There is some absolute constant C2 > 0, so that the follow-
ing holds. For any n ∈ N, denote by An the class of all functions either of the
form ±χi,j for some distinct i, j ∈ [n], or of the form ±
1
2 (χi,j + χj,k + χk,l − χi,l),
for some distinct i, j, k, l ∈ [n]. Let f : {0, 1}n → {−1, 1} be a boolean func-
tion, so that W 2(f) ≥ 1− δ. Then dist(f,An) < C2δ.
Notice that, in both theorems, all functions which are used to approximate
f are balanced function. That is, They have value −1 on exactly half of the
points in {0, 1}n, or equivalently, their zero-level fourier coefficient is 0.
2.2 Union-closed and Simply-rooted Families
Remark 2.6. For a set A and an element i ∈ A, we denote by [i, A] the fam-
ily of all sets containing element i and contained in A. We often, by abuse of
notation, write i when we in fact mean the singleton {i}. The meaning should
be clear from context.
Recall that a family G ∈ 2[n] is called union-closed, if for every two sets A,B ∈ G
A ∪B ∈ G. A family F ⊆ 2[n] is called simply-rooted, if for every A ∈ F , there
is some i ∈ A, so that [i, A] ⊆ F . We say in this case that A is rooted in i.
Lemma 2.7. G is union-closed iff F := 2[n] \ G is simply-rooted.
Proof. Assume G is union-closed, and assume by contradiction F is not simply-
rooted. That is, there exists some A ∈ F with the following property. For
every i ∈ A there is some set Ai ∈ G, where i ∈ Ai ⊆ A. Notice that⋃
i∈AAi = A by definition, but since G is union-closed, also
⋃
i∈AAi ∈ G.
This means that A ∈ G, which is a contradiction.
For the other direction, assume that F is simply-rooted, and assume by con-
tradiction G is not union-closed. So there are two sets A,B ∈ G, with A ∪B ∈ F .
This means that there is some i ∈ A ∪B with [i, A ∪B] ⊆ F , so i is in A or in
B. Assume without loss of generality that i ∈ A. Then A ∈ [i, A ∪B] ⊆ F .
But this is a contradiction, since we took A ∈ G.
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We have defined in the introduction the upper shadow of a set. We define, in
similar manner, the lower shadow. Let A ⊆ [n]. Then the lower shadow of A,
denoted by ∂−A, is defined as follows:
∂−A = {A \ i|i ∈ A}.
For a family of sets F ⊆ 2[n], the lower shadow of F is simply the union of the
lower shadow of all sets inside F :
∂−F =
⋃
A∈F
∂−A.
With this definition at hand, we prove:
Lemma 2.8. Let F be a simply-rooted family. Then for every A ∈ F ,
∂−A \ F =
{
{A \ i}, if A is rooted in i and in no other element.
∅, otherwise.
}
Proof. Let A ∈ F , with A rooted in element i. Then [i, A] ⊆ F , which means
that for every j ∈ A with j 6= i, A \ j ∈ [i, A], and thus A \ j ∈ F . If A is
rooted in another element j, then by the same token A \ i ∈ [j, A] ⊆ F . So in
this case ∂−A \ F = ∅.
If, on the other hand, A is rooted only in element i, then for every element
j ∈ A \ i, there is some set Aj ∈ G, satisfying j ∈ Aj ⊆ A \ i. Taking the union
of them, and recalling that G is union-closed, we obtain A \ i =
⋃
j∈A\iAj ∈ G,
proving the lemma.
3 Frankl’s conjecture for large families
Due to Lemma 2.7, Theorem 1.2 can be stated in terms of simply-rooted fam-
ilies, rather than union-closed sets. The key observation here, is that every el-
ement i ∈ [n] appears in exactly half the sets in 2[n]. Thus, an element i ∈ [n]
is abundant in family F iff it is rare in 2[n] \ F :
Theorem. 1.2* Let F ⊆ 2[n] be simply-rooted, |F| ≤ 2n−1. Then there is
some element i ∈ [n] such that i is rare in F .
Proof. Let F ⊆ 2[n] be a simply-rooted family of size |F| = (12 − δ)2
n, where
δ ≥ 0. Assume by contradiction that |Fi| >
1
2 |F| for every i ∈ [n]. Identify
F with a function f : {0, 1}n → {−1, 1} as in section 2.1. Our goal is to find
both a lower and an upper bound for the positive influence I+(f), and then
show that the lower bound is in fact larger than the upper bound. This is of
course impossible.
For the upper bound, observe that, by Lemma 2.8, for any x ∈ {0, 1}n such
that f(x) = −1, there is at most one i ∈ [n] for which xi = 1 and f(x⊕ ei) = 1.
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Thus, each such x contributes at most 21−n to the positive influence. Since
|f−1(−1)| = (12 − δ)2
n, we deduce the upper bound:
I+(f) ≤ 1− 2δ. (4)
What about the lower bound?
By Lemma 2.2, we have:
fˆ(∅) = 1− 2(
1
2
− δ) = 2δ. (5)
Furthermore, for any i ∈ [n]:
fˆ(i) = I+i (f)− I
−
i (f) > 0. (6)
Indeed, (6) is equivalent to our assumption that |Fi| >
1
2 |F| for every i ∈ [n].
Because all level 1 fourier coefficients are strictly between 0 and 1, then fˆ(i) > fˆ(i)2
for all i ∈ [n]. Summing over all i’s, we obtain:
I+(f)− I−(f) =
n∑
i=1
fˆ(i) >
n∑
i=1
fˆ(i)2.
Plugging the latter inequality to the one stated in Corollary 2.3, for k = 2,
gives:
I+(f) + I−(f) ≥ 2−
n∑
i=1
fˆ(i)2 − 2fˆ(∅)2 > 2− (I+(f)− I−(f))− 8δ2,
or
I+(f) > 1− 4δ2 (7)
Finally, by combining (4) and (7), we see that
δ >
1
2
,
but this is absurd, since |F| = (12 − δ)2
n can not be a negative number, and
the theorem is proved.
Remark 3.1. Notice that the above theorem also holds if instead of demand-
ing that F is simply-rooted, we make the weaker demand that every set in F
covers at most one set that is not in F . Indeed, this is the only property of
simply-rooted families used in the proof.
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4 Upper Shadow of Union-closed families
Let G ⊆ 2[n] be a union-closed family, and let F := 2[n] \ G. By Lemma 2.7,
F is a simply-rooted family. By definiton of the upper-shadow, for any set A,
A ∈ ∂+G \ G iff A ∈ F , and there exists some i ∈ A such that A \ i ∈ G.
However, from Lemma 2.8, this happens exactly when A ∈ F and is rooted in
exactly one element. So Theorem 1.3 can be equivalently stated like so:
Theorem. 1.3* Let F be a simply-rooted family of subsets of [n]. Then there
are at most 2n−1 sets in F that are rooted in only one element.
Proof. We identify 2[n] with the set of vertices of the n-dimensional Hamming
cube, V (Qn) in the obvious manner. We do this, since we shall use the follow-
ing theorem of Kotlov from 2000:
Theorem 4.1. (Kotlov, 2000) [14] Denote by Qn the n-dimensional Ham-
ming cube, and let V be a subset of the vertices, so that |V | > 2n−1. Then
in the induced subgraph Qn[V ], there is a connected component G containing
edges in all n directions.
Let, then, F ⊆ 2[n] be a simply-rooted family, and let F ′ ⊆ F be the fam-
ily of all sets in F rooted in exactly one element. Partition F ′ to families
F ′i := {A ∈ F
′|A is rooted in i}, for 1 ≤ i ≤ n. We claim that for A ∈ F ′i ,
B ∈ F ′j with distinct i and j, there can not be an edge (in the hamming cube)
between A and B. Indeed, assume there is such an edge. That is, B = A \ k
for some k ∈ A. But notice that by our choice of A and B, A \ i, B \ j ∈ G.
That is, B\{i, k}, B\j ∈ G. Hence, B = (B\{i, k})∪B\j ∈ G, a contradiction.
Consequentially, every connected component in Qn[F
′] lies entirely, for some
i ∈ [n], in Qn[F ′i ]. Finally, assume by contradiction that |F
′ | > 2n−1. By
Theorem 4.1, this means that Qn[F ′] has a connected component with edges
in all n directions, and by the previous paragraph, this connected component
lies entirely in Qn[F ′i ] for some i ∈ [n]. But this is impossible, since Qn[F
′
i ]
can not contain edges in the ith-direction. Indeed, for every A ∈ F ′i , i ∈ A.
Thus, |F ′| ≤ 2n−1, proving the theorem.
5 Frankl’s conjecture for large families - an im-
provement
In this section, we relax slightly the lower-bound on the size of F in Theorem
1.2. We formulate the the problem in terms of simply-rooted families, as we
have done in section 3. Formulated thus, Theorem 1.4 Says the following:
Theorem. 1.4* There is some absolute constant c > 0, such that if F ⊆ 2[n]
is simply-rooted, and |F| ≤ (12 + c)2
n,then there is some element i ∈ [n] such
that i is rare in F .
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Proof. Let F ⊆ 2[n] be a family fulfilling the assumptions of the theorem.
If |F| ≥ 2n−1, then we are in the situation of Theorem 1.2*, and we are
done. So let us assume that |F| = (12 + δ)2
n, where 0 < δ < c, c being
some absolute constant to be determined later. Assume by contradiction that
F does not have an abundant element. Identify F with a boolean function
f : {0, 1}n → {−1, 1} as in section 2.1. Observe that for this function f :
fˆ(∅) = −2δ (8)
fˆ(i) = I+i (f)− I
−
i (f) > 0, ∀i ∈ [n] (9)
In a similar fashion to the proof of Theorem 1.2, we try to bound the total
influence of f from below and from above. Let us start with the upper-bound.
Theorem 1.3 provides a bound on the positive influence of f . Observe that
this theorem implies I+(f) ≤ 1. Indeed, the positive influence of f is exactly
the number of simply-rooted elements in F , divided by 2n−1. We can also
lower-bound the difference between the positive and the negative influence
of f . Equation 9 asserts that all the level-1 fourier coefficients are positive.
Thus:
√
W 1(f) =
√√√√ n∑
i=1
fˆ(i)2 <
n∑
i=1
fˆ(i) = I+(f)− I−(f)
Combining the equation above with our bound on I+(f), we can upper bound
the total influence:
I(f) = I+(f) + I−(f) < 2−
√
W 1(f). (10)
As for the lower-bound of the influence, we in fact provide two lower-bounds,
both derived from Corollary 2.3 with different values of k. For k = 2, using
also equation 10, we have:
2−
√
W 1(f) > I+(f) + I−(f) ≥ 2−W 1(f)− 2fˆ(∅)2 = 2−W 1(f)− 8δ2
After moving terms, this amounts to:√
W 1(f)(1−
√
W 1(f)) < 8δ2. (11)
Taking k = 3 in Corollary 2.3, and using equation 10 (here we use the weaker
version I(f) ≤ 2) gives:
2 ≥ I(f) > 3−W 2(f)− 2W 1(f)− 12δ2.
Or:
W 2(f) > 1− 2W 1(f)− 12δ2. (12)
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We shall presently see that it’s impossible for both equations 11 and 12 to
hold, thus deriving a contradiction. Assume that equation 11 holds. For δ,
and thus c, sufficiently small, this equation implies that either
√
W 1(f) < 9δ2
or 1−
√
W 1(f) < 9δ2.
Assume the latter. Then
√
W 1(f) > 1 − 9δ2, hence W 1(f) > 1 − 18δ2. By
Theorem 2.4 (FKN), this means that f is at most 18C1δ
2-distant from some
balanced function, g. On the other hand, we know that fˆ(∅) = −2δ, so f is at
least δ-distant from any balanced function. But if c, and thus δ, is sufficiently
small, then δ > 18C1δ
2, and we arrive at a contradiction.
Assume, then, that
√
W 1(f) < 9δ2. For c sufficiently small, this implies
W 1(f) < δ2. Plugging this inequality to equation 12, we learn that:
W 2(f) > 1− 14δ2.
Once again, we claim that this is impossible, provided that c is sufficiently
small. Indeed, on the one hand, from Theorem 2.5 (Kindler-Safra), f is at
most 14C2δ
2-distant from some balanced function g, and on the other hand f
is at least δ-distant from any balanced function, and δ > 14C2δ
2 if c is small
enough.
In any case we arrive at a contradiction, thus proving the theorem.
6 Conclusion
Theorem 1.3, in the language of boolean functions, says that for any simply-
rooted function f : {0, 1}n → {−1, 1}, I+(f) ≤ 1. As we have mentioned, this
inequality is tight. Consider the following examples:
1. f1(x) = χ{1}(x).
2. f2(x) = χ{1,2}(x).
3. f3(x) = −
1
2 +
1
2χ{1}(x) +
1
2χ{2}(x) +
1
2χ{1,2}(x).
The first two examples are balanced functions. That is, the level-0 fourier co-
efficient is zero. In the last example, this coefficient is − 12 . It would be inter-
esting to understand how big can I+(f) be, as fˆ(∅) grows smaller. We have
managed to prove, although we do not include the proof here for the sake of
brevity, that if f : {0, 1}n → {−1, 1} is simply-rooted, and fˆ(∅) < − 12 , then
I+(f) < 1. We make the following conjecture regarding the relation of these
two qunatities:
Conjecture 6.1. Let f : {0, 1}n → {−1, 1} be a simply-rooted function, and
let k ∈ [0, n− 1], so that fˆ(∅) ≤ −(1− 2−k). Then I+(f) ≤ (k + 1)2−k.
The above conjecture, if true, would be tight in the following sense. Let k ∈ [0, n− 1].
Then Ck : {0, 1}
n → {−1, 1}, defined by C−1k (−1) = {x ∈ {0, 1}
n|x1 = 1 ∨ · · · ∨ xk = 1},
is a simply-rooted function, Ĉk(∅) = −(1− 2−k), and I+(Ck) = I(Ck) = (k + 1)2−k.
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We do not make a conjecture as to the uniqueness of the function. In fact,
notice that, in the examples above, both f1 (which is actually C1) and f2
achieve this bound.
This conjecture should be compared with the well-known edge-isoperimetric
inequality for the Hamming cube, which implies the following:
Theorem 6.2. Let f : {0, 1}n → {−1, 1} be a boolean function, and let
k ∈ [0, n− 1], so that −(1− 2−k) ≤ fˆ(∅) ≤ 0. Then I(f) ≥ (k + 1)2−k.
The very same function Ck shows that this is tight. In other words, we con-
jecture that, out of all simply-rooted functions f : {0, 1}n → {−1, 1} with
fˆ(∅) = −(1− 2−k), the same function, Ck has both the smallest possible influ-
ence and the largest possible positive influence.
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