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Abstract
The growth of Nokia to a biggest mobile phone manufacture in world
has meant positive prospects also for its subcontractors in Finland.
Their financial success has highly depended on Nokia. In this pa-
per daily stock return predictability of Nokia and its subcontractors is
tested with Granger non-causality test. Influences of exogenous shocks
in companies’ stock returns are also detected with VAR models and
impulse response analysis. To solve the problem of non-normality in
model errors bootstrap method is used. Results show that there ex-
ists Granger causality only between stock returns of Nokia and Perlos.
Instead there is some cross predictability among different subcontrac-
tors. Impulse response analysis shows that in some cases exogenous
shocks have affects lasting up till three days.
1 Introduction
Nokia has grown very rapidly during the last ten years and it is now a world’s
biggest telecommunication company. There are many reasons for this suc-
cess. One is the well-organized subcontractor network. In Nokia, a tradi-
tional pure subcontracting has developed toward partnership. In practice
this means that usually the suppliers and Nokia work together as a team to
solve different problems. Even some employees of suppliers are located in
the R&D department of Nokia. Also the new manufacture plants are located
close to each other making supplement flexible and minimizing transporting
costs. The long-term relationship needs commitment from the companies’
side in a larger extension than in pure subcontracting. The growth of sub-
contractors has exceeded the growth of Nokia itself in many cases in order to
retain the key-supplier statute. As Nokia has many key-suppliers for same
components of product the competition among suppliers have been hard.
However the main subcontractors usually have no resources to be key-supplier
of any other big customer, and so the net sale comes mainly from Nokia. Thus
the financial success of subcontractors depends on the prospect of Nokia and
it is expected that stock market price movements of companies are correlated.
As the markets fully recognize this, the efficient market hypothesis (EMH)
predicts that all relevant information should move to the stock market prices
without any delay. We can interpret the EMH so that for example a fi-
nancial statement announcement of Nokia affects the stock market prices of
subcontractors only today but not in tomorrow. Thus the stock market pre-
dictability between Nokia and its subcontractors should not show temporal
dependencies.
The remainder of the paper is organized as follows. In section 2 we discuss the
background of main subcontractors and describe the relevant data. Section
3 reviews the methods used. The empirical results are presented in Section
4. Section 5 concludes the paper with summary.
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2 Data and preliminary results
Nokia has five major subcontractors in Finland. They listed to Helsinki stock
exchange in mid of year 1999. Eimo and Perlos are competitors and manu-
factures of plastic parts, e.g. covers, to mobile phones. Elcoteq is specialized
to electronic components and their design. The smallest companies, PMJ-
Automec and Elektrobit, are mainly concentrated to production and design
of assembly lines.
Table 1 represents companies’ key ratios such as number of employees, net
sale (in million euros) and market value (in million euros). Obviously Nokia
is much bigger than any of its subcontractors. There are also great differences
in sizes of subcontractors. While the smallest company PMJ has around 300
employees with net sale of e 32 million Elcoteq has over 11000 employees
with net sale was around of e 2240 million. There is no number for market
value of Eimo as the company de-listed from the HEX in early 2004.
Table 1: Key ratios of companies in 2004
Nokia Elcoteq Perlos Eimo Elektrobit PMJ
Employees 55 505 11 044 4 437 2 159 1 112 292
Net Sale (Me) 29 267 2 236 452 214 149 32
Market value (Me) 59 472 549 362 - 323 51
Source: Talousela¨ma¨ 12.5.2004
The conducted analysis is based on the daily closing stock market prices of
Nokia and its subcontractors from June 1999 to the end of 2003. Some of the
companies have had stocks splits during the period and needed corrections
were made to series. To obtain return series we first take logarithm from
series and then take one period differences. Augmented Dickey-Fuller (ADF)
and Kwiatkowski, Phillips, Schmidt and Shin (KPSS) tests indicate that all
return series are stationary (see Appendix A.1.).
Financial theory suggests that only the new relevant information has in-
fluence on stock prices. This information can be divided in two parts. The
fundamental information consists of e.g. changes in interest rates or oil prices
that influence every company’s stock market value. The movements of com-
mon market index reflect this fundamental information. Alternatively the
release of financial statement is individual information when it influences
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only one company. We concentrate on this individual information we sub-
tract common market index return from individual firm stock return series.
However since the weight of Nokia has been around 70 % in common HEX
index this may distort the results. Therefore we use HEX portfolio index
where the weight of one company is restricted in maximum to 10 % of com-
mon market index.
Table 2: Descriptive statistic of company returns
Nokia Elcoteq Perlos Eimo Elektrobit PMJ
Mean -0.0002 -0.0016 -0.0004 -0.0012 0.0012 -0.0015
Std. Dev. 0.0294 0.0434 0.0331 0.0357 0.0403 0.0455
Minimum -0.207 -0.446 -0.162 -0.474 -0.171 -0.288
Maximum 0.154 0.240 0.177 0.196 0.285 0.210
Skewness -0.36 -1.58 -0.07 -2.28 1.49 -0.33
Kurtosis 7.65 26.08 6.23 34.38 12.93 8.16
Jarque-Bera 1045* 5072* 494* 47458* 25619* 1279*
Observ. 1133 1133 1133 1133 1133 1133
Note: Data for each firm is calculated by subtracted HEX-index returns form
firms returns. *) Normality rejected at 5% level
Table 2. represents descriptive statistics of data. The maximum and mini-
mum daily returns are quite high for each firm. Instead, the mean returns
are close to zero and usually negative. Kurtosis and skewness values indicate
that data is not normally distributed. Kurtosis values of Elcoteq (26.08)
and Eimo (34.38) are very high. All other kurtosis values are also much
higher than 3 which is the value of normally distributed data. Clearly the
null-hypothesis of normally distributed data is rejected by Jarque-Bera test.
The contemporaneous correlations of stock returns are analyzed next. Pear-
son’s correlation coefficient is parametric statistics with tests based on nor-
mal data. It is less useful in this context since the normality assumption
is violated. Therefore we use non-parametric alternative in estimating and
testing the correlation coefficients. Table 3. depicts the Spearman’s rank
correlations of contemporaneous stock returns.
Rank correlations are close to 0.25 between Nokia and Perlos, Nokia and
Eimo, and Perlos and Eimo. Instead correlation between the biggest and the
smallest company, Nokia and PMJ, is the lowest (0.095). All correlations are
quite low but positive. However they all are statistically significant. 95%
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Table 3: The Spearman rank correlation coefficients
Nokia Elcoteq Perlos Eimo Elektrobit PMJ
Nokia 1
Elcoteq 0.211 1
Perlos 0.255 0.237 1
Eimo 0.262 0.210 0.282 1
Elektrobit 0.180 0.246 0.189 0.205 1
PMJ 0.095 0.110 0.150 0.168 0.232 1
critical value of t-test is 0.049. The obtained results are both surprising and
expected. In theory EMH excludes all non-zero correlations but in practice
some dependencies are expected to occur ex post, at least in cases analyzed
here. Contrary to EMH the found low values of correlations may indicate
that all relevant information does not move to stock prices during one day.
Correlations may exist over different days also.
Figure 1: 50- days moving average price index figures of HEX portfolio,
Nokia and subcontractors from middle of 1999 to end of 2003. In index price
of 22.6.1999=100
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Figure 1 shows 50-day moving averages of HEX portfolio, Nokia and its sub-
contractors price indices. All prices increased simultaneously in late 1999 and
in early 2000. However HEX portfolio index remains generally below other
indices. Small companies like Eimo, PMJ, and Elektrobit have decreased
more rapidly than the bigger companies. In long run stock prices of Nokia
and its subcontractors, excluding Elcoteq, have evolved quite similarly during
the analyzed period.
3 Methodology
3.1 VAR-Model
In a classical one variable AR(p) model
yt = µ+ φ1yt−1 + φ2yt−2 + · · ·+ φpyt−p + εt (1)
yt depends on all lags form 1 to p of yt. In equation (1) yt is a vector of
time series observations, µ is intercept term, φ’s are AR coefficients. Errors
are assumed to be independent and indentically distributed (i.i.d.) i.e. εt ∼
N(0, σ2). By expanding AR(p) model to k-variable model we get vector
autoregressive model VAR(p).
yt = µ+Φ1yt−1 +Φ2yt−2 + · · ·+Φpyt−p + εt (2)
where yt = (y1t, . . . , ykt)
′ is (k × 1) vector of variables which depends all
lags of every k variables. All Φ’s are (k × k) matrix of coefficients and µ =
(µ1, . . . , µk)
′ is (k × 1) vector of intercept terms. Finally, εt = (ε1t, . . . , εkt)′
is a k-dimensional white noise process, i.e. εt ∼ i.i.d. N(0,Ωε)
3.2 Granger causality
The concept of causality or temporal predictability introduced by Wiener
(1956) and Granger (1969) is the basic notion for studying dynamic rela-
tionship between time series. The idea of the Granger causality is that if a
variable y1 affects a variable y2, the variable y1 should improve the predic-
tions of the y2 variable. The affect and the cause cannot happen at the same
time. Instead, there have to be that first come affect and after the cause.
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In VAR(p) model for two variables y1 and y2 Granger causality test involve
estimating the following regressions:
y1t = µ1 +
p∑
i=1
βiy1t−i +
p∑
i=1
θiy2t−i + ε1t (3)
y2t = µ2 +
p∑
i=1
δiy2t−i +
p∑
i=1
γiy1t−i + ε2t (4)
In equation (3) y1 is related to past values of y1 and y2, and in equation (4)
postulates a similar behavior for y2. Four cases can be distinguish:
1. We say that there is a unidirectional causality form y1 to y2 if the
estimated coefficients on the lagged y1 in (4) are jointly statistically
different from zero, but the estimated coefficient on lagged y2 in (3) are
jointly statistically zero. (i.e.
∑
θ = 0 and
∑
γ 6= 0)
2. Respectively we say to unidirectional causality form y2 to y1 if the
estimated coefficients on the lagged y2 in (3) are jointly statistically
different from zero and lagged y1 (4) in are jointly statistically. (i.e.∑
θ 6= 0 and ∑ γ = 0).
3. We suggest bilateral causality when the sets of y1 and y2 coefficient are
significantly different from zero in both regression.
4. We say that there is independence between y2 and y1 if coefficients of
other variable are not statistically significant in both regressions.
The joint significance test of coefficient can be used F -test given by (5),
namely,
F =
(RSSr −RSSur)/m
RSSur/(n− k) (5)
F statistic follow F-distribution with degree (n-k) if error terms ε1t and ε2t
are normally distributed.
The word -causality might be misleading in this context. The Granger causal-
ity means only that a non-zero correlation between current return value of
one stock and past returns of other stock is found. Thus past returns of other
stock can be used to predict the movements of another stock returns.
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3.3 Impulse Response Analysis
To investigate more precisely relationship between variables analysis focuses
on the responses of variable to an impulse in another variable. This kind
of analysis leads to higher dimensional system investigation than Granger
causality analysis and it is usually called as Impulse Response Analysis (IRA).
In IRA the effects of an exogenous shock or innovation in one variable on
some or all other variables is analyzed.
A VAR(p) model can be rewriting as a VAR(1) model (so-called companion
form)
ξt = Fξt−1 + vt (6)
where
ξt =

yt − µ
yt−1 − µ
...
yt−p+1 − µ
 ,
F =

Φ1 Φ2 . . . Φp−1 Φp
Ik 0 . . . 0 0
0 Ik 0 0
...
. . .
...
...
0 0 . . . Ik 0
 and vt =

εt
0
...
0
 .
Equation (6) implies that
ξt+s = vt+s + Fvt+s−1 + F
2vt+s−2 + · · ·+ Fs−1vt+1 + Fsξt (7)
We can write the first n rows of system in (6)
yt+s = µ+ εt+s +Ψ1εt+s−1 +Ψ2εt+s−2 + · · ·+Ψs−1εt+1
+F
(s)
11 (yt − µ) + F(s)12 (yt−1 − µ) + · · ·+ F(s)1p (yt−p+1 − µ).
(8)
where Ψj = F
(j)
11 and F
(j) is the matrix F raised to the jth power and it
indicates first rows and columns through n of the Fj. If F
s → 0, when
s→∞ then process yt is stationary and we can write (8) in vector MA(∞)
form
yt = µ+ εt +Ψ1εt−1 +Ψ2εt−2 + · · · = µ+Ψ(L)εt (9)
where Ψ(L) is lag operator Ψ(L) = 1 +Ψ1L+Ψ2L
2 + . . .
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The elements of Ψs represent the effect of unit shocks in the variables of the
system periods. Thus, the coefficient of the matrix Ψs in row i, column j,
∂yi,t+s
∂εjt
(10)
identifies a one unit increase in error of the jth variable at time t for the value
of the ith variable at time t+ s holding all other errors at all dates constant.
A plot of the these coefficient as a function of s is called the impulse response
functions.
We can find these dynamic coefficients numerically by simulation. At first
we set yt−1 = yt−2 = · · · = yt−p = 0, εjt = 1 and all other elements of εt to
zero. We simulate VAR(p) model (2) forward starting form period t with µ
and εt+1, εt+2 . . . all zero. The jth column of the matrix Ψs corresponding
the vector yt+s at date t+ s of this simulation process. By simulation for all
impulses to each of the errors we get all the columns of Ψs.
However the interpretation of impulse response functions is problematic as
the errors εit can not interpret as a innovation of i:th variable. The reason
is that the elements of errors εt are correlated i.e. the covariance matrix of
error terms is not a diagonal matrix. Thus the interpret of impulse response
function ”affect of i:th variable innovation to the j:th variable” is false, be-
cause the change in εit means also change in other components of εt and
there are no possible to insulate the pure affect of εit.
Nevertheless, we can transform VAR model such that errors of different equa-
tions are uncorrelated to each other at the same time and the proper interpre-
tation of impulse response functions are saved. The transformation is based
on the fact that covariance matrix Ωε can be written as ADA
′ where A is a
lower triangular matrix with unit diagonal and D is a diagonal matrix with
positive diagonal elements. Multiplying VAR model (2) by A−1 gives
A−1yt = A
−1µ+A−1Φ1yt−1+A−1Φ2yt−2+ · · ·+A−1Φpyt−p+A−1εt (11)
where errors vt = (v1t, . . . , vpt)
′ = A−1εt has diagonal covariance matrix,
Ωε = E(vtv
′
t) = A
−1E(εtε′t)(A
−1)′ = D (12)
i.e. elements of vt are mutually uncorrelated. Multiplying both sides of
vt = A
−1εt by A yields the result Avt = εt. By substitution Avt = εt to
equation (9) gives estimate
Ψsaj (13)
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where aj is the jth column of the matrix A. An orthogonal impulse response
function is a plot of coefficients in (13) as function of s. The coefficient of
ith row implies how one unit impulse in variable yjt influence to forecast of
variable yi,t+s.
However the orthogonal impulse response functions are not unambiguous,
since the functions depend on the sequence of the variables in VAR(p) model.
This can detect from the system (11) where A−1 is a lower triangular matrix:
A−1

1
a21 1
a31 a32 1
...
... · · · . . .
an1 an2
... an,n−1 1

The orthogonal impulse response functions bases on the system where y1
does not depend on the other variables of yt, y2 may depend on y1 but not
other variables of yt and y3 may depend on y1 and y2 but not other variables
of yt. Thus the sequence of variables in IRA model bases on the mutual
dependencies of variables.
3.4 Bootstrapping
To find confidence that coefficient is significant it has to be tested. Usu-
ally hypothesis such as H0 : φ1 = 0 and H0 : φ1 = φ2 are tested with t-
or F -tests. The distribution of the F statistic relies on the assumption of
the normally distributed regression errors. Without this assumption, the
exact distribution of this statistic depends on the data and estimated pa-
rameters. If the residuals are not normally distributed the correct rejection
sizes of Granger causality tests are not warranted. Also confidence bands of
impulse response estimates are usually based on Lutkepohl’s (1990) asymp-
totic normal approximation. However the study of Kilian (1998) suggests to
use of the bootstrap method for impulse response estimates. Kilian shows
that bootstrapped confidence bands are more accurate than bands based on
asymptotic normal approximation.
The bootstrap method provides empirically accurate confidence intervals
without making normality assumptions. Consider the AR (1) model
yt = µ+ φ1yt−1εt (14)
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Fitting the data to the equation (14) yields estimators µˆ and φˆ1 for µ and
φ1. The error terms in model are assumed to be i.i.d. from an unknown
distribution.
The bootstrap algorithm is following. At first a random sample residuals
εˆ∗t with replacement is drawn so that each belongs to random sample with
probability 1/t. At second, the new dataset y∗t is get by fitting the residuals
into the model
y∗t = µˆ+ φˆ1yt−1 + εˆ
∗
t (15)
where the values of regression coefficients φˆ1 and µˆ and variable yt−1 is set
to be fixed. Fitting the new dataset y∗t in to the model
y∗t = µ+ φ1y
∗
t−1 + εt (16)
yields new regression coefficients µˆ∗ and φˆ∗1 . Replication of this algorithm B
times enables to get distribution of bootstrapped estimates. As B increases,
also the accuracy of distribution of estimators increases. In practise we usu-
ally use 1000 or 2000 replications.
4 Estimation results
4.1 Granger causality
The Granger causality between data series was tested in two ways. First
we use general VAR model where all stock return series are include and we
examine significance of predictability of each variable separately by excluding
them from the models of each separate variable. By using this method we
can examine the effects of all variables simultaneously. For the estimation
we used VAR(1) based on the Akaike information criterion (AIC).
Analysis of VAR model residuals showed non-normality. Kurtosis values were
between 5.3 and 43.2. The coefficients of skewness were between 1.6 and -2.7.
Skewness is zero for normal distribution. The null hypothesis of normality in
Bera- Jarque test is rejected for all residuals. Under non-normality the OLS
estimators can be consistent but single or joint hypothesis tests of the model
parameters are not valid. Therefore we use bootstrap estimation method
with 2000 replications.
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Table 4: Granger causality tests
Equation Excluded Chi-sq Prob.
Nokia Elcoteq 4.10 0.251
Perlos 0.27 0.965
Eimo 3.50 0.321
Elektrobit 2.38 0.498
PMJ 0.26 0.967
ALL 0.27 0.998
Elcoteq Nokia 2.56 0.465
Perlos 1.44 0.695
Eimo 4.06 0.255
Elektrobit 6.50 0.090
PMJ 1.40 0.706
ALL 6.13 0.294
Perlos Nokia 5.17 0.160
Elcoteq 3.60 0.308
Eimo 9.84 0.020
Elektrobit 4.63 0.201
PMJ 4.75 0.191
ALL 10.68 0.058
Eimo Nokia 0.58 0.901
Elcoteq 1.88 0.598
Perlos 4.63 0.201
Elektrobit 1.68 0.641
PMJ 0.54 0.911
ALL 9.16 0.103
Elektrobit Nokia 0.32 0.956
Elcoteq 0.44 0.931
Perlos 8.36 0.039
Eimo 0.83 0.843
PMJ 7.94 0.047
ALL 9.80 0.081
PMJ Nokia 5.11 0.164
Elcoteq 0.90 0.825
Perlos 6.61 0.085
Eimo 0.40 0.940
Elektrobit 9.16 0.027
ALL 8.75 0.119
Note: Granger causality tests base on bootstrap estimation.
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Table 5: Pairwise Granger causality tests
Equation
Depend Independent Lags Excluded Chi-sq prob.
Nokia Elcoteq 1 Elcoteq 0.10 0.75
Elcoteq Nokia 1 Nokia 2.02 0.16
Nokia Perlos 3 Perlos 0.49 0.92
Perlos Nokia 3 Nokia 8.06 0.04
Nokia Eimo 1 Eimo 0.06 0.81
Eimo Nokia 1 Nokia 1.42 0.23
Nokia Elektrobit 1 Elektrobit 0.03 0.86
Elektrobit Nokia 1 Nokia 0.71 0.40
Nokia PMJ 3 PMJ 0.24 0.97
PMJ Nokia 3 Nokia 6.30 0.10
Elcoteq Perlos 1 Perlos 2.07 0.15
Perlos Elcoteq 1 Elcoteq 0.39 0.53
Elcoteq Eimo 1 Eimo 5.40 0.02
Eimo Elcoteq 1 Elcoteq 1.30 0.25
Elcoteq Elektrobit 3 Elektrobit 5.69 0.12
Elektrobit Elcoteq 3 Elcoteq 0.54 0.91
Elcoteq PMJ 1 PMJ 3.37 0.34
PMJ Elcoteq 1 Elcoteq 0.21 0.65
Perlos Eimo 1 Eimo 9.19 0.00
Eimo Perlos 1 Perlos 7.34 0.01
Perlos Elektrobit 3 Elektrobit 10.36 0.02
Elektrobit Perlos 3 Perlos 9.84 0.02
Perlos PMJ 3 PMJ 9.03 0.03
PMJ Perlos 3 Perlos 9.96 0.02
Eimo Elektrobit 1 Elektrobit 2.76 0.10
Elektrobit Eimo 1 Eimo 0.00 0.96
Eimo PMJ 1 PMJ 0.60 0.44
PMJ Eimo 1 Eimo 0.09 0.76
Elektrobit PMJ 3 PMJ 7.56 0.06
PMJ Elektrobit 3 Elektrobit 11.42 0.01
Note: Granger causality tests base on bootstrap estimation method
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Table 4. represents the results of general VAR model causality tests. Other
stocks returns do not predict Nokia, Elcoteq or Eimo stock returns. Instead
Eimo predicts Perlos. PMJ predicts Elektrobit, and Elektrobit predicts PMJ.
However joint significance test of all variable coefficients is rejected. Thus
there is no Granger causality or cross predictability between some subcon-
tractor or Nokia and all other firms.
The pair-wise series method is an alterative way to test Granger causality.
Now the VAR model has only two variables at same time which allows for
choosing individual lag length for different pairs. For the pair-wise VAR es-
timation we used one and three lags based on AIC. The results of Granger
causality tests are represented in Table 5. The results are quite different
than results of general model. Now Nokia Granger predicts Perlos, Eimo
predicts cause Elcoteq, and Elektrobit predicts PMJ. There is also bidirec-
tional causality between Perlos and smaller subcontractors Eimo, Elektrobit
and PMJ.
4.2 Impulse Response functions
Examination of causality in VAR models suggested which variables may have
statistically significance influence on the future values of the stock series in
the system. However the reported causality test results did not reveal the
sign of the relationships or its duration. Table 6. represents the orthogonal
impulse response functions of stock series. The general VAR(1) was used
as all stock return series were included in model. The order of variables in
VAR(1) model is based on size of the companies, i.e. the biggest, Nokia, is
first and the smallest, PMJ, is last one. Once again bootstrap method was
used to derive empirical distributions of estimates.
Subcontractors stock returns have no influence on Nokia stock returns as we
expected. However the influence of Nokia on subcontractors is surprisingly
small. Only the responses of Elcoteq after one day and Perlos after one and
two days are statistical significant. Other interesting thing is that impulses of
Elektrobit have positive effects on returns of bigger companies. The response
on Elcoteq after three days and the response on Perlos after first two days are
significant. However, the impulses of Eimo and Elcoteq have only influence
to returns on Perlos and Elcoteq. In general, the responses are positive so
the stock prices seem to follow the direction of impulses.
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Table 6: The orthogonal impulse response functions of Nokia and its’ sub-
contractors.
Responses
Impulse Lag Nokia Elcoteq Perlos Eimo Elektrobit PMJ
Nokia 1 -0.0007 0.0030* 0.0020* 0.0014 0.0013 -0.0006
2 0.0001 0.0011 0.0029* 0.0001 -0.0008 0.0011
3 -0.0022* -0.0014 0.0000 -0.0003 0.0011 0.0031
4 0.0002 -0.0003 -0.0002 -0.0001 0.0000 -0.0003
5 0.0000 -0.0001 -0.0003 0.0000 0.0000 -0.0001
Elcoteq 1 0.0002 0.0038* 0.0009 0.0015 -0.0005 0.0006
2 0.0016 0.0010 0.0027* 0.0014 -0.0013 -0.0005
3 0.0007 -0.0008 0.0007 -0.0007 0.0005 -0.0001
4 0.0000 -0.0001 0.0001 0.0000 0.0000 0.0000
5 -0.0002 -0.0001 -0.0001 0.0000 -0.0001 0.0000
Perlos 1 0.0002 0.0028* 0.0020* 0.0030* 0.0031* 0.0023
2 0.0004 0.0004 0.0012 0.0004 -0.0039* -0.0014
3 0.0004 -0.0008 -0.0010 -0.0001 0.0020 0.0024
4 0.0000 -0.0003 0.0000 0.0000 0.0000 -0.0004
5 0.0000 -0.0001 -0.0001 0.0000 -0.0001 0.0002
Eimo 1 -0.0002 0.0036* 0.0037* 0.0005 0.0000 0.0000
2 0.0017 -0.0004 -0.0009 0.0009 -0.0011 -0.0001
3 -0.0009 -0.0003 0.0008 0.0009 -0.0006 0.0011
4 0.0000 0.0000 -0.0001 0.0000 -0.0001 -0.0001
5 -0.0001 0.0000 0.0000 0.0000 -0.0002 0.0000
Elektrobit 1 -0.0003 0.0008 0.0024* 0.0024* 0.0011 0.0042*
2 0.0004 0.0018 0.0028* 0.0007 0.0002 0.0000
3 -0.0011 0.0032* 0.0012 0.0007 0.0030* 0.0020
4 0.0000 0.0004 0.0002 0.0003 0.0001 -0.0001
5 0.0000 0.0001 0.0001 0.0001 0.0000 0.0000
PMJ 1 0.0002 0.0014 0.0010 0.0010 0.0033* -0.0056*
2 0.0004 0.0022 0.0027* 0.0017 0.0014 -0.0002
3 -0.0001 0.0008 0.0002 0.0000 -0.0013 -0.0029*
4 0.0000 -0.0001 -0.0001 0.0000 0.0001 0.0009
5 0.0000 -0.0002 -0.0003 0.0000 0.0001 0.0001
Note: (*) Coefficient is significant at 5% level. Confidence intervals base on
bootstrap method.
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5 Conclusions
The purpose of this paper was to examine the returns relationships between
Nokia and its subcontractors. Nokia is clearly the major client to its sub-
contractors and therefore their financial success highly depends on success of
Nokia. However in stock returns data from mid 1999 to end 2004 the depen-
dence is not so obviously. The cross predictability analysis of stock returns
was conducted with correlation analysis, Granger causality tests, and with
impulse response analysis. The series non-normality disturbing the proper
testing was controlled with bootstrap methods.
Our empirical results showed no systematic evidence that the stock returns
of Nokia predicts its subcontractors’ returns. The Spearman correlation co-
efficients were quite small, but statistically significant, for contemporane-
ous observations. Generally all cross firm dependencies were small and few.
However our results had one exception: the case of Perlos. It had highest
Spearman correlations between Nokia and Eimo. Also the pair-wise Granger
causality tests Nokia predicted Perlos. We found also bilateral causality be-
tween Perlos and other small subcontractors. The results have interesting
implications for the IT sector portfolio analysis.
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A APPENDIX
A.1 Unit root tests for Nokia and its subcontractors
ADF KPSS
Eimo (price series) -1.34 0.32
Eimo (returns) -32.27 0.11
HEX-Eimo (returns) -33.02 0.07
Elcoteq (price series) -2.46 0.36
Elcoteq (returns) -30.49 0.09
HEX-Elcoteq (returns) -30.56 0.06
Elektrobit (price series) -1.83 2.82
Elektrobit (returns) -32.41 0.23
HEX-Elektrobit (returns) -32.70 0.19
Perlos (price series) -2.47 2.67
Perlos (returns) -30.73 0.19
HEX-Perlos (returns) -31.64 0.19
PMJ (price series) -2.06 3.10
PMJ (returns) -35.47 0.29
HEX-PMJ (returns) -36.63 0.24
Nokia (price series) -2.67 2.58
Nokia (returns) -33.98 0.19
HEX-Nokia (returns) -34.39 0.25
Note: Price series means original stock price series, stock return series are calcu-
lated as log(yt/yt−1) and HEX - stock return series are calculated as HEX index
returns - stock returns.
i
