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Abstract
As wireless sensor nodes become more powerful, affordable and compact, the possibility of
deploying massive numbers of networked nodes for various purposes becomes more and more
attractive. Large-scale networks of wireless sensor nodes constructed “on the fly” could easily
monitor environment variables over large geographical areas if a scalable and efficient communi-
cation layer were in place. However, the unpredictable nature of ad hoc networks seems to be at
odds with the deterministic characteristics of most routing protocols, making them unsuitable for
large-scale deployment.
In this paper, we explore epidemic techniques for disseminating information in ad hoc envi-
ronments. By taking a gossip-based approach instead of purposefully routing data to a destination
we aim to sidestep the scalability constraints faced by other more sophisticated routing protocols.
We present a framework under which three protocols are built. Through various simulations,
we explore how the subtle differences between them affect their characteristics for large-scale
data dissemination. Formal analysis of our protocols gives insight into the mechanics that make
epidemic protocols a reliable and scalable solution for ad hoc networks.
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1 Introduction
Enhancing sensors with wireless communication capabilities has opened the door to deploying mas-
sive numbers of networked nodes. Various application areas have been successfully explored, notably
locating and tracking objects, although in most cases the size of the network has been limited to at
most hundreds of nodes. However, there are ample opportunities for deploying networks consisting
of hundreds of thousands of nodes. Notably in those cases where there is no fixed network infrastruc-
ture, or where building such an infrastructure is prohibitively expensive, large-scale sensor networks
can often offer a cheap alternative solution. We envision such networks to be constructed by simply
placing wireless nodes, which could be equipped with solar-powered batteries, in an ad hoc fashion.
In this paper, we explore how these ad-hoc networks can be used for monitoring purposes. In
particular, we consider the situation in which most nodes simply need to monitor their environment
and pass data to one or more (monitoring) base stations for further processing. A base station will
typically be a well-connected, reasonably powerful, and possibly mobile computer. Note that, in
principle, localization and tracking also fall within our definition of monitoring. One of the most
important problems that needs to be solved is how to efficiently route messages to the base stations.
In general, efficient routing of a message in wireless ad-hoc sensor networks requires knowl-
edge of the network topology to determine the optimal path to the destination. However, as the size
of the network grows we are faced with the problem that the topology changes more or less conti-
nously. Topology changes can be caused by deliberately switching nodes on and off as seen in many
user-oriented peer-to-peer networks, but also by node disruptions to save power, node failures, and
possibly also node mobility, among others. Several routing algorithms have been developed to reach
a compromise between the need to know the topology and the overhead introduced to keep this infor-
mation updated [15, 1]. However, these algorithms are generally not designed to cope with network
sizes we envision in this paper.
We propose to follow a different avenue by aggressively exploring epidemic techniques by which
messages are no longer purposefully routed, but instead are more or less arbitrarily disseminated
through the network with the aim to eventually reach their destination(s). To monitor the state of
a large-scale wireless sensor network, we let each node propagate its state in an epidemic fashion
to its neighbors whenever the conditions it observes need to be reported. In such a scheme, some
nodes insert new information into the network while others (that do not have anything new to report)
only propagate this information. The data items inserted into the network are replicated across the
network reaching a number inversely proportional to the number of nodes inserting information. By
continuously passing data between nodes, we ensure that eventually each node will have seen every
data item, including the nodes that operate as base stations. These base stations act as regular nodes,
but additionally collect and aggregate the incoming information.
Epidemic (or gossip-based) techniques have proved to be a robust, efficient, and scalable solution
for disseminating information in peer-to-peer networks [5, 2, 10]. Additionally, the simplicity of
epidemic protocols compared to other sophisticated routing protocols makes them suitable to be run
on sensor nodes with limited computing power. These advantages generally come at the price of
increased communication costs, primarily caused by redundancy in message exchanges. In this paper,
we seek solutions to reduce the communication costs while retaining the simplicity of gossip-based
information exchange.
Our major contribution is that we demonstrate how epidemic protocols can be effectively deployed
to monitor very large wireless sensor networks. Although there are ample opportunities for optimiza-
tions, at this stage we aim to explore simplicity rather than efficiency. Therefore, we describe only
those solutions that lead to an immediate improvement in comparison to a basic epidemic protocol.
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These improvements demonstrate the potential for epidemic protocols to also be efficient in terms of
consumed network resources. This approach contributes to obtaining a better understanding of the
fundamentals underlying gossip-based information dissemination in wireless sensor networks.
The paper is organized as follows. We provide some background by means of a motivating ex-
ample in Section 2. Section 3 describes our system model, specifying the assumptions we make and
defining our framework and simulation setup. In the next three sections, we present three epidemic
protocols developed under the framework described in Section 3. Each one builds on the previous
one to improve performance while progressively presenting the issues concerning the dissemination
of data in epidemic protocols. Section 7 presents a comparative analysis of the protocols presented in
Section 5 and 6. Related work is discussed in Section 9 followed by conclusions and final remarks in
the last section.
2 The Problem
Wireless sensor networks can potentially grow to include thousands of sensor nodes. The problem
we address in this paper is monitoring the state of nodes in such large-scale networks. The task of
monitoring is handled by one, or possibly more, base stations. Unlike other nodes in the network,
these base stations are not constrained in terms of memory and computational power. Effectively,
a base station could be a laptop computer or any other device capable of communicating with an
epidemic protocol like the ones we introduce later in this paper.
Nodes have the dual role of sources and routers of information. Given that each node in the
network can communicate directly only with a few nodes in close proximity, there is an inherent need
for the cooperation of others to pass information along to the base station(s). Although establishing
routes from the sensor nodes to the base station(s) is a possibility, we foresee that keeping these
routes up-to-date in the face of a highly dynamic topology will prove to be increasingly difficult and
expensive in terms of resources, putting a limit to scalability. We argue that the simple, stateless
and localized interactions in epidemic protocols can provide a scalable solution for large-scale ad hoc
networks.
The research described in this paper was partly motivated by a practical, real-world problem. Con-
sider a large geographical area such as a city or district, in which street lights are used in abundance.
In an area where the number of street lamps runs in the thousands, the task of discovering faulty units
could be, to say the least, daunting. For example, the City of San Diego already has more than 40000
street lights to maintain; a similar number is used in the Cornwall district (UK), whereas Amsterdam
airport appears to have more than 80000 lights. A normal procedure for maintenance is that people
inform a special public service that lights are broken after which they can be scheduled for repair. In
addition, the service responsible for lighting proactively checks the conditions of street lights.
Cheap wireless sensor networks can improve maintenance quality. The basic idea is to use a
cheap, solar-powered sensor that simply records when a lamp is broken. This state can be detected by
two light sensors: one detecting whether it is day or night; the other whether the lamp is on or off. If
the lamp is off during the night, the sensor reports the lamp to be broken. The problem to be solved
is propagating such reports to a base station at an unknown location, using only the sensors that are
attached to the street lights. Using wireless communication allows the sensor network to be easily
deployed. By keeping the sensors as simple as possible, total investments can be kept to a minimum.
Failures could be monitored by having the sensor node insert alarm items into the network when-
ever the behavior of the lamp does not adhere to the standard. The items produced by each sensor
node should be uniquely identified by an id that can be resolved to the physical location of the lamp.
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A base station should be able to provide the mapping from id to location to ensure that the lamps are
fixed in a timely fashion. Additional information regarding the state of the lamp - such as kind of
problem detected, type of lamp - could also be included in the item.
It is not hard to think of other scenarios where the same principle could be applied. A pollution
monitoring system could easily be deployed at a factory or airport by scattering sensor nodes that
gossip whenever some observed variable goes beyond an acceptable level. Likewise, we can imagine
deploying a similar monitoring system to keep track of air pollution levels (e.g. possible gas leaks) in
a neighborhood.
3 System Model
Now that the problem area we are targeting has been defined, we present the assumptions we make in
our model as well as the framework under which we develop the epidemic protocols that are presented
in the upcoming sections.
3.1 Assumptions
We consider a large collection of nodes spread across a large geographical area that rely on wireless
communication to exchange information. Each node can communicate with the nodes within its
range. These nodes are called its neighbors. A unique id is associated with each node, which is used
to identify the items that the node inserts into the network. In its most basic form, an item contains
the id of the node that created it and possibly other fields of information relevant to the application it
has been designed for. A limited number of these items can be stored by each node in its local cache.
In our experiments, the size of the cache is defined by the parameter c, which is uniform for all nodes.
The storage capacity of the network as a whole would then be N × c, where N is the number of nodes
in the network.
Nodes in the network gossip periodically, exchanging the items in their caches. We define a
round as a gossiping interval in which each node initiates an exchange once. To keep matters simple,
we assume nodes do not fail (although our protocol can be shown to be highly robust) and that the
communication channels are reliable.
We work under the assumption that at any point in time, only a fraction of the nodes in the network
need to report their state to the base station. We refer to these nodes as source nodes. The remaining
nodes act as routers, propagating the information generated by the source nodes.
As a general rule, we assume that the nodes do not know their position or the base station’s
position. Moreover, they have no knowledge of the network topology. In Section 6 we analyze the
effect of relaxing this assumption by allowing nodes to make decisions based on the relative position
of their neighbors to the base station.
3.2 Epidemic Framework
When a node participates in a gossip exchange, it assumes either an active or a passive role. Each
node initiates an exchange once per round. We refer to the node that initiates the exchange as the
active one, while the one that is contacted assumes the passive role.
The data exchange between nodes follows a predefined structure. Figure 1 shows the skeleton
of the push-pull epidemic protocols we present in this paper. Three methods, selectPeer() ,
selectItemsToSe nd () and selectItemsToK ee p( ) represent the core of the protocol. By
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/*** Active thread ***/ /*** Passive thread ***/
// Runs periodically every T time
units
// Runs when contacted by another
node
Q = selectPeer() receive buff recv from any P
buff send = selectItemsToSend() buff send = selectItemsToSend()
send buff send to Q send buff send to P
receive buff recv from Q cache = selectItemsToKeep()
cache = selectItemsToKeep()
(a) (b)
Figure 1: Skeleton of an epidemic protocol.
implementing different policies in these methods, various epidemic protocols, each with its own dis-
tinctive characteristics, can be instantiated. In the following sections, we present three different pro-
tocols derived from this structure and we evaluate their suitability for information dissemination in ad
hoc environments.
3.3 Simulation Setup
In order to observe the behavior of the protocols in large-scale settings, a series of simulations were
conducted. The results presented in the paper correspond to a network of 10000 nodes with a cache
size of c, which may vary in different experiments. Two types of topologies were used in the experi-
ments:
Grid topology The nodes were set up in a square grid topology, with 100 nodes on each side over an
area of 100 × 100 units. Two cases were explored: (a) the range of each node was set to 1 unit,
making communication possible with the node’s immediate neighbors to the North, South, East
and West. On average, each node had 3.96 neighbors (due to the effect of boundary nodes with
less than 4 neighbors); (b) the range of each node was set to 2 units, making communication
with 12 immediate neighbors.
Random topology The nodes were placed randomly in a square area of 100 × 100 units. Nodes were
allowed to reach neighbors within a range of 2 units, which was enough to guarantee that each
node had at least one neighbor and that a path between any two nodes existed. The average
number of neighbors for each node was 12.19.
Both topologies were used to study the behavior of the protocols. The experiments that we con-
ducted focused on three characteristics observed during the execution of each epidemic protocol (a)
the replication of items in the network, (b) the time required to reach all the nodes in the network and
(c) the time required to reach the base station.
4 Random Gossiping Protocol
The first instance we present of the skeleton described in Section 3.2 is called random gossiping.
The policies that characterize this protocol, described in the next section, are mostly concerned with
populating the cache of each node with distinct random items. No special care has been put into the
selection of items to send or keep at each iteration. The only consideration taken into account is that
no repeated data items (items with the same id) are allowed in any cache.
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4.1 Protocol Policies
The first step for each protocol is selecting which neighbor to gossip with. The selection of the
neighbor is done randomly from the collection of neighbors in the node’s range. When selecting
which items to send to the chosen neighbor, the selection is also random. This ensures that items
are equally likely to be propagated to any of the neighbors. Likewise, after receiving items from a
neighbor, the node randomly selects items to fill its cache for the next round. To this end, the node
lists the items in its cache and the items received from its neighbor, removing repeated items. If the
node is a source node, it adds an item with its own id to the list. If the number of remaining items is
too large to fit in the cache, c items are randomly picked to populate the cache.
Method Description
selectPeer() Select a neighbor randomly.
selectItemsToS end () Randomly select s items from the local cache.
Send a copy of those items to the selected peer.
selectItemsToK eep () Add received items to the local cache.
Remove repeated items.
If the number of items exceeds c, randomly remove items until the
cache contains c items.
4.2 Distribution of Storage Capacity
Let us first consider how items generated by d source nodes are distributed through the network. After
running the protocol for several rounds, we observe that the storage capacity of the network is evenly
divided between the source nodes. By this, we mean that the slots available to store items are used in a
balanced way, with each source node being able to place approximately the same number of replicas of
its items. This behavior is not programmed into the algorithm, but it is an emerging property resulting
from its repeated execution.
The value to which the number of items inserted by a source node converges is dictated by the
number of source nodes in the network. Given a network of size N where all nodes have a cache size
of c, the network has a total capacity of N × c. These N × c available slots have to be filled with the
items of the d source nodes. Because of the randomness introduced when choosing which items to
exchange, the total capacity should eventually be evenly divided between the number of source nodes
resulting in an average of N×cd items for each of the d nodes. Considering that the protocol does not
allow more than one item with the same id in the same cache, this means that c/d of the nodes should
have an item from one of the d nodes in its cache:
number of items per source node = capacity of the networknumber of source nodes =
N × c
d
Figure 2 shows the convergent behavior of the protocol. For the experiment, a collection of 10000
nodes were placed in a grid topology with 4 neighbors per node and 10 nodes were randomly selected
as source nodes. Time is measured in rounds, where a round is a gossiping interval in which each node
executes the exchange protocol once. After an initial stabilization period, the number of items in the
system for each of the 10 nodes converges to the same value. According to our previous reasoning,
this value should be 10000 × 5/10 = 5000, meaning that 50% of the nodes in the network have a
replica of an item from one of the 10 source nodes, which is confirmed by our experiments. Similar



































Figure 2: Convergent behavior illustrated by having 10 source nodes inserting data items into a net-
work of 10000 nodes.
4.3 Dissemination of items
We have shown that the number of source nodes present in the network and the storage capacity of the
nodes are determining factors for the number of items that a source node can place. It follows that if
the storage capacity of the nodes increased, the percentage of nodes possessing an item from a source
node would increase to the point that if the size of the caches was big enough to accommodate an item
for each source node, within a number of rounds, every node in the network would have an entry of
every source node in its cache. In that case, selecting which items to keep would not be necessary.
However, given that memory is limited and the cache size of the nodes is restricted to c, selecting
which items to keep for the next round is crucial to the efficient dissemination of items.
In random gossiping, each source node can place approximately the same number of items in the
network. This, however, does not imply that the items are evenly distributed throughout the network.
It is expected that with each round, the items are replicated in nodes further away from the source.
The speed at which this propagation takes place is determined by the policy implemented in the
selectItemsToKe ep () method. In the case of random gossiping, once the full capacity c has
been reached, the selection of items to keep for the next round is done randomly from the items in
the cache and the new items received. This approach does not optimize the dissemination of items as
there is a non-zero probability that the new items received from a neighbor will be discarded in the
selection process. In the next section, we present a revised protocol that improves the dissemination
speed of items through the network and compare its performance with random gossiping.
5 Shuffle Protocol
In this section, we introduce an epidemic protocol we call shuffle. Unlike random gossiping, the shuf-
fle protocol avoids the loss of data during an exchange. It achieves this by establishing an agreement
between peers that each peer will keep the data items received from the other after the exchange takes
place. We will elaborate on the details of the exchange later on.
The shuffle protocol is partly based on a peer-to-peer protocol used for handling flash crowds [14],
which we recently enhanced in order to maintain unstructured overlays that share important properties
with random graphs [16]. The most important observation to make is that any two nodes that engage
in a shuffle essentially swap a number of items. In doing so, they not only preserve the data that are
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collectively stored in the network, but also “move” these data around in a seemingly random fashion.
The underlying idea is that by randomly shuffling data items between nodes, the base station will
eventually get to see all data items.
5.1 Protocol Policies
In the shuffle protocol, each node agrees to keep the entries received from a neighbor for the next
round. This might seem trivial, but given the limited storage space available in each node, keeping the
items received during an exchange implies discarding some data items that the node has in its cache.
By picking the items to be discarded from the ones that have been sent to the neighbor, we ensure the
conservation of data in the network. The policies are summarized as follows:
Method Description
selectPeer() Select a neighbor randomly
selectItemsToS end () Randomly select s items from the local cache.
Send a copy of those items to the selected peer.
selectItemsToK eep () Add received items to the local cache.
Remove repeated items.
If the number of items exceeds c, remove items among the ones
that were sent until the cache contains c items.
When a node acts as a source, it generates an item with its own id and places it in its cache
whenever there is a slot available. Additionally, it takes the opportunity to insert its own items into
the network whenever it is contacted by a neighbor and at least one of the items received is already
available in the source node’s cache. For example, if the source node receives three items from a
neighbor and it already has one of these items in its cache, the source node only needs to keep the two
new items received in its cache for the next round. The source node replies to the neighbor by sending
back three items, two items from its cache and an item with its own id.
When comparing the shuffle protocol to random gossiping, the main difference between them
lies in the selection process to decide which items to keep for the next round, described in the
selectItemsToKe ep () method. After removing any repeated items (to avoid having duplicates),
the node has to find a slot in its cache for each one of the received items. If the cache is not full, the
empty slots will be filled by the received entries until the maximum capacity c is reached. At that
point, items that have already been sent to the selected peer are discarded in favor of received items
until all received items have a place in the node’s cache. The methods for selecting which peer to
shuffle with and which items to send are implemented in the same way as in random gossiping.
5.2 Effect of Source Nodes on Dissemination Speed
To demonstrate the effectiveness of shuffling for disseminating information, we have conducted ex-
periments that show the effect of the number of source nodes on the dissemination speed of the items.
Even though the ultimate goal for the data inserted by the source nodes is to reach a base station, in
this section we look at the time needed for the data to reach all nodes in the network. When an item
has reached all nodes, we can safely assume that it has reached the base station. Since the location of
the base station is unknown to the nodes, we see this as the worst case scenario. The results presented
here correspond to a network of 10000 nodes. Unless explicitly stated, the nodes were set up in a
rectangular grid topology, with 100 nodes on each side. For the experiments, we measure the time it
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takes for the items of a source node to reach all the nodes in the network. Additionally, we compare
these results with the random gossiping protocol presented in Section 4.
Figure 3 shows a comparison between random gossiping and shuffling. The graph shows the
average number of rounds required for all nodes to see an item. Independent experiments with dif-
ferent numbers of source nodes were conducted. The time (measured in number of rounds) taken for
the items of each source node to pass through the cache of every node in the network was recorded.
The figures show the average, along with the measurements for individual source nodes. Figure 3(a)
shows the results for random gossiping while (b) shows the results for shuffling including the curve
from (a) for comparison. The graphs shown in Figure 3 correspond to experiments on a grid topology
where each node has four neighbors. Experiments on a grid topology with 12 neighbors and a random
topology showed similar behavior.
The performance of the random gossiping protocol rapidly deteriorates with the increase of source
nodes. On the other hand, the shuffling algorithm shows linear behavior when increasing the number
of sources. A closer look also reveals that the individual measurements fall closer to the average with
shuffling than with random gossiping. In fact, the standard deviation for random gossiping with 600
source nodes (the highest number tested in our simulations) is visibly higher than for shuffling. To
clearly illustrate how the shuffle protocol outperforms random gossiping in terms of dissemination
speed, Figure 4 shows the results for (a) random gossiping and (b) shuffle using three different topolo-
gies. Random gossiping not only disappoints as the number of source nodes increases, but appears to
be relatively sensitive to the different topologies used compared to the shuffle protocol.
In our second set of experiments, we focus on the effect of the cache size on the dissemination
speed. As before, we look at the time required to reach all nodes in relation to the number of source
nodes in the network. The results, shown in Figure 5, reveal that the slope of the curve of average
values is directly related to the number of items being shuffled. There is an inversely proportional
relationship between the number of items being exchanged and the slope of the curve. The four
curves shown correspond to experiments with a cache size of 30, 40, 50 and 60 items. In all cases, all
of the items in the cache were exchanged. By doubling the number of items shuffled from 30 to 60 ,
the average time for the items generated by a particular source node to pass through every node in the
network is virtually divided in half. Such a characteristic, as well as the predictable behavior with an
increasing number of source nodes, are important factors to consider when choosing an appropriate
value for the cache size c.
6 Directed Shuffle
Up to this point, we have been working under the assumption that the nodes do not have any knowl-
edge of the location of the base station they want to reach. We have also assumed that the nodes are
unaware of their own position. In order to favor the propagation of items towards the base station,
we propose discarding these assumptions. The protocol designed to take advantage of this new in-
formation is called directed shuffle. The effectiveness of the directed shuffle algorithm is based on a
concerted, collaborative effort by the collection of nodes to route items towards a universally known
destination, the base station.
6.1 Protocol Policies
Directed shuffle is a variation of the shuffle protocol introduced earlier. The main difference between












































Figure 3: Number of rounds required for all the nodes in the network to see an item using (a) random












































Figure 4: Number of rounds required for all the nodes in the network to see an item using (a) random
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cache size = 40
cache size = 50
















Number of source nodes
cache size = 30
cache size = 40
cache size = 50
cache size = 60
(a) (b)
Figure 5: Number of rounds required for all the nodes in the network to see an item for different cache
sizes with (a) grid topology (range 1) and (b) random topology (range 2). All items in the cache are
exchanged.
with is biased towards the peer that is located closest to the base station. This functionality is imple-
mented in the selectPeer() method. The other two methods that characterize the behavior of the
protocol, selectItemsToSe nd( ) and selectItemsToKe ep () , remain exactly the same as
in the shuffle protocol:
Method Description
selectPeer() Select the neighbor closest to the base station with probability p.
Otherwise, select a neighbor randomly.
selectItemsToS end () Randomly select s items from the local cache.
Send a copy of those items to the selected peer.
selectItemsToK eep () Add received items to the local cache.
Remove repeated items.
If the number of items exceeds c, remove items among the ones
that were sent until the cache contains c items.
6.2 Improved Performance over Shuffle Protocol
The effect of favoring a particular neighbor for shuffling can be observed in Figure 6. The neighbor
that is located closest to the base station is selected for shuffling with a probability p. The graph
compares the time, expressed in number of rounds, required to reach the base station using the shuffle
protocol and directed shuffle with different values of the parameter p. The number of rounds shown in
the graph is calculated as an average of the measurements for all the source nodes in each experiment.
We observe that as p increases, the average number of rounds needed to reach the base station
declines. However, a closer look at Figure 6 reveals that as p approaches 1, the system becomes
unstable. Setting the parameter p to 1 is equivalent to reducing the number of paths leading to the
base station to the one that minimizes the number of rounds needed to reach the base station. The
problem with eliminating the randomness in selecting the neighbor with whom to shuffle is that items
start to follow the same paths that now easily become congested. Sporadically propagating items in






















































Figure 6: Number of rounds required for an item to reach the base station using Directed Shuffle with
























Figure 7: Snapshots of the dissemination of an item at two points in time: (a) round 15, (b) round 40.
6.3 Dissemination of Items
Figure 7 shows how items spread towards the base station over time. For this particular case, 100
source nodes were present in the network and p was set to 0.8. The snapshots show the position of the
items from one particular source node. As time progresses, the items are replicated in the caches of
the nodes that are progressively closer to the base station, as can be clearly seen in (a). Additionally,
due to some measure of randomness when selecting which neighbor to shuffle with, items are also
replicated in the caches of nodes that are not in the direct path from the source node to the base
station. In fact, since we are dealing with a push-pull epidemic protocol, nodes that do not hold the
item we are observing can pull a copy by initiating an exchange with a node who does, contributing
to the spread of items deviating from the direct path (see (b)).
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7 Comparative Analysis of the Shuffle and Directed Shuffle Protocols
The dissemination of items for the shuffle and directed shuffle protocols exhibits behavior similar to
a random walk. By making an analogy with random walks, we aim to provide some insight into why
directed shuffle can deliver items to the base station in less time.
7.1 Shuffle Protocol
To analyze the behavior of the protocol, we focus on the way a single item traverses the network. At
first instance, an item is inserted into the network by a source node. Subsequently, the item takes a
step (moves to the cache of another node) whenever the node that currently holds the item participates
in an exchange. For every execution of the protocol, the next step of the item is chosen randomly.
As a consequence, the path followed by an individual item consists of a series of random steps. This
behavior is analogous to a random walk in the space defined by the collection of nodes.
7.2 Directed Shuffle Protocol
Unlike shuffling, the directed shuffle protocol selects a neighbor with a bias for the node that is closest
to the base station. As a result, for any node in the network, data flows through the path that minimizes
the distance to the target (base station) and, therefore, the number of steps needed. This means that
for an item originated at position A (x1,y1) that needs to be delivered to a base station at B (x2,y2),
the path taken to reach the base station will approximate the imaginary line that passes through A and
B as closely as possible given the topology. Since we are dealing with a push-pull protocol, the item
we are tracking can move back and forth along this path. Therefore, for the case of a single item and
p = 1, we can make an analogy between directed shuffle and a random walk in one dimension. For
the general case of p being a parameter between 0 and 1, the item moves predominantly along the
optimal path with occasional steps taken in other directions. The frequency of taking a step in another
direction depends on the value of p. The shuffle protocol is a special case of directed shuffle for a
value of p = 0, where directed shuffle defaults to choosing its shuffling neighbor randomly.
7.3 Comparing Shuffle and Directed Shuffle
In terms of the path taken by a single item, shuffle and directed shuffle differ in dimensionality. For
nodes dispersed in a 2D space, items move in a 2D random walk when using the shuffle protocol,
while for directed shuffle, they tend to do a random walk along the line that connects the source node
and the base station. As we show in the appendix, for the 1D random walk, the probability of reaching










For the 2-dimensional case, the probability of reaching a given node located horizontally at a distance
dx and vertically at a distance dy after N steps can be expressed in terms of (1) as:
P2D[N,dx,dy] = P1D[N,dx +dy]×P1D[N, |dx −dy|] (2)
We can deduct then that for a distance d = dx +dy:

























Figure 8: Snapshots at round 40 of the dissemination of items from 5 sources for: (a) p = 1, (b) p =
0.8.
Based on (1) and (2), we can formulate the probability of reaching a given node at a distance d in
N or less steps for 1D and 2D:










In (3) we established that the probability of reaching a target in N steps is higher in 1D than in 2D.
The same holds true for the probability of reaching a target in N or less steps. For d = dx +dy, we can
state that:
P1D[steps ≤ N,d] ≥ P2D[steps ≤ N,dx,dy] (6)
In other words, reaching a target with a given probability P can be achieved with less steps in
1D than in 2D. As the dimension of the space in which the nodes are spread increases, so does the
expected number of steps needed to reach a target. This is not a problem for directed shuffle, which
moves items mostly in one dimension, regardless of the dimension of the space defined by the nodes.
Effectively, directed shuffle achieves faster dissemination times to the base station by reducing the
dimensionality of the paths taken.
Directed shuffle reduces the time needed to reach the target by reducing the space that has to be
explored. Nodes that are not in a convenient position to help deliver items to the target are excluded
from the exchange. Thus, a smaller network - formed by the source nodes, the base station and the
nodes positioned in between - is used to propagate the items. The number of nodes that participate in
the gossiping to deliver an item is determined by p which defines how strictly the items should follow
the optimal path to the base station. For the shuffle protocol (p = 0), items are allowed to explore all
possible paths to the target. On the other extreme, for p = 1, items are only allowed to travel through
the optimal (shortest) path from source node to base station.
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8 Monitoring
The development of the protocols introduced in this paper was motivated by the desire to provide
a simple mechanism to insert data items into a network of wireless nodes with limited range and
let them find their way to where they are needed. By the nature of epidemics, once placed into the
network, an item will be replicated and propagated, eventually reaching its intended destination, the
base station. Once the message from a particular source node has been delivered to the base station,
its items become obsolete. Nevertheless, they will linger indefinitely unless a removal mechanism is
implemented.
Removing items from the network can be achieved in various ways. We propose setting a lifetime
limit for the items. The lifetime of an item can be increased every time the item takes place in an
gossip exchange. Once the lifetime limit is reached, the item is removed from the cache. The lifetime
limit should be high enough to let the items traverse the network and at some point reach the base
station.
Setting the lifetime limit of the items is not a trivial task. The problem lies in the difficulty to
predict how long the items need to be in the network in order to reach the base station. The number of
rounds required to reach the base station depends on the size of the network as well as the number of
source nodes. Although these parameters may vary, a conservative value for the lifetime limit of the
items can be set by approximating the size of the network and the expected number of source nodes.
Since it is not necessary to have the exact value of the network size, an estimate obtained through
aggregation techniques [11] or other methods should be good enough to set the lifetime limit of the
items.
9 Related Work
Different approaches have been explored to achieve information dissemination in ad-hoc environ-
ments. From the simplicity of classic flooding to the sophistication of negotiation-based schemes [7],
the focus has been on delivering the observations of individual sensor nodes to all nodes in the net-
work. In this regard, gossiping has proved to be an efficient way of spreading information with reduced
redundancy of packets [6], sparking interest in its use for information dissemination [12], as well as
to improve reliability in mobile ad-hoc networks [3].
In the applications area, considerable efforts have been focused on using a database approach to
sensor networks, where the network can be queried for information [8, 17]. From this point of view,
individual readings of sensors are not particularly useful by themselves, but the real value comes from
aggregating [13, 4] these readings according to queries. The intent of these projects is to provide
high-level interfaces for users and applications to extract information from sensor networks.
We approach sensor networks from a distributed systems perspective. Our research is concerned
with providing a scalable and robust data exchange mechanism for sensor network applications. In
this sense, our vision comes somewhat close to Directed Diffusion [9]. However, at this point we are
not particularly concerned with energy efficiency. Our interest lies in exploring the benefits of using
epidemics in ad-hoc environments.
10 Conclusions and Future Work
In this paper, we introduced a framework for developing epidemic protocols aimed at large-scale ad
hoc networks, where the complexity of achieving point-to-point communication would make data ex-
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changes extremely expensive. We believe that increasing the size of the network does not necessarily
mean that more sophisticated mechanisms for communication are needed. In fact, we proved that a
simple solution can be as effective.
Through simulations, we have presented the behavior and properties of the protocols. We showed
that, for the purpose of information dissemination, the shuffle protocol performs significantly better
than a random gossiping protocol. By establishing an agreement between the nodes exchanging data
that each one will keep the other’s items, we ensure that the items are efficiently propagated through
the network and away from the source. Moreover, we have shown that data can be delivered faster to
a target destination if a bias towards the neighbor closest to the destination is introduced.
We describe how the protocols we presented can be used for a monitoring application in a very
large sensor network. Epidemic protocols are faced with the problem of removing data from the
network. We dealt with this issue by introducing a counter that limits the lifetime of an item. Other
procedures, such as death certificates [5], could also be applied.
In the future, we plan to extend this work be used as the foundation of a publish/subscribe system
for ad hoc networks. The monitoring of the binary state of the nodes in the example presented in
this paper is a first step towards that goal. We expect to experiment with the introduction of multiple
sinks interested in the information generated by particular source nodes. Additionally, we intend to
look into other possible applications for the protocol and techniques for optimizing the information
exchange in terms of resource usage.
A Appendix
The probability of traveling a distance d after N steps can be expressed as the ratio of the number of
correct combinations of steps to travel a distance d to the total number of combinations of N steps:
P[N,d] =
correct combinations
total number of combinations
(7)
For the 1-dimensional case, let’s assume that we take N steps along a line in any direction, as
shown in Figure 9(a). In order to end up precisely at a distance d in a given direction after N steps,
d + N−d2 =
N+d
2 steps have to be taken in the right direction and
N−d
2 in the opposite one. The number
of possible combinations of steps for this to happen can be calculated as:










Given that N steps yield 2N possible combinations of steps, by applying (5) the probability of arriving










The 2-dimensional case follows the same reasoning. Starting from (0,0), we have to move dx steps
horizontally and dy steps vertically to arrive at a given point (dx,dy). Having to do so in N steps, we
can take W = N−dx−dy2 steps in the wrong direction to arrive precisely at our destination. W = wx +wy,
where wx is the number of steps in the wrong direction horizontally and wy the number of steps in the
wrong direction vertically. The number of possible combinations for moving dx horizontally when














Figure 9: Traveling a distance d in (a) 1D and (b) 2D.
of combinations is N!(dy+wy)!wy! . As a result, the number of combinations of steps to arrive at position
(dx,dy) (Figure 9(b) shows two examples) can be calculated as:












Replacing wy = N−dx−dy2 −wx we can express (9) as ∑
N−dx−dy
2
wx=0 Q(wx), evaluate the expression and





































Replacing this result in (7) with the total number of combinations being 4N , we obtain the proba-
















We can express (11) in terms of (8) as the following:
P2D[N,dx,dy] = P1D[N,dx +dy]×P1D[N, |dx −dy|] (12)
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