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Abstract
Segmentation is a fundamental problem in 3D shape analysis and machine learning. The abil-
ity to partition a 3D shape into meaningful or functional parts is a vital ingredient of many
down stream applications like shape matching, classification and retrieval. Early segmentation
methods were based on approaches like fitting primitive shapes to parts or extracting segmen-
tations from feature points. However, such methods had limited success on shapes with more
complex geometry. Observing this, research began using geometric features to aid the segmen-
tation, as certain features (e.g. Shape Diameter Function (SDF)) are less sensitive to complex
geometry. This trend was also incorporated in the shift to set-wide segmentations, called co-
segmentation, which provides a consistent segmentation throughout a shape dataset, meaning
similar parts have the same segment identifier. The idea of co-segmentation is that a set of same
class shapes (i.e. chairs) contain more information about the class than a single shape would,
which could lead to an overall improvement to the segmentation of the individual shapes. Over
the past decade many different approaches of co-segmentation have been explored covering
supervised, unsupervised and even user-driven active learning. In each of the areas, there has
been widely adopted use of geometric features to aid proposed segmentation algorithms, with
each method typically using different combinations of features. The aim of this thesis is to ex-
plore these different areas of 3D shape segmentation, perform an analysis of the effectiveness
of geometric features in these areas and tackle core issues that currently exist in the literature.
Initially, we explore the area of unsupervised segmentation, specifically looking at co-
segmentation, and perform an analysis of several different geometric features. Our analysis is
intended to compare the different features in a single unsupervised pipeline to evaluate their
usefulness and determine their strengths and weaknesses. Our analysis also includes several
features that have not yet been explored in unsupervised segmentation but have been shown
effective in other areas.
Later, with the ever increasing popularity of deep learning, we explore the area of super-
vised segmentation and investigate the current state of Neural Network (NN) driven techniques.
vii
We specifically observe limitations in the current state-of-the-art and propose a novel Convolu-
tional Neural Network (CNN) based method which operates on multi-scale geometric features
to gain more information about the shapes being segmented. We also perform an evaluation of
several different supervised segmentation methods using the same input features, but with vary-
ing complexity of model design. This is intended to see if the more complex models provide a
significant performance increase.
Lastly, we explore the user-driven area of active learning, to tackle the large amounts of
inconsistencies in current ground truth segmentation, which are vital for most segmentation
methods. Active learning has been used to great effect for ground truth generation in the past,
so we present a novel active learning framework using deep learning and geometric features
to assist the user in co-segmentation of a dataset. Our method emphasises segmentation accu-
racy while minimising user effort, providing an interactive visualisation for co-segmentation
analysis and the application of automated optimisation tools.
In this thesis we explore the effectiveness of different geometric features across varying
segmentation tasks, providing an in-depth analysis and comparison of state-of-the-art methods.
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1. Introduction
1.1 Motivations
Over the past few decades shape analysis has become a hot research area with significant work
showcased in several prominent areas including segmentation [1,3,23], correspondence match-
ing [11, 24], retrieval [12, 25] and recognition [19, 26]. Segmentation in particular is a very
important topic area as it has influence in most other areas of shape analysis, such as aiding in
correspondence matching [11] or part matching for shape retrieval [27]. Shape segmentation
is the process of splitting an input shape into different regions based on some criteria, usually
such that the parts are meaningful or functional (e.g. legs, seat and back of a chair) [23], or into
fixed sized patches for uses in other applications like texture mapping [28]. Many of the early
proposed segmentation methods had varying approaches to the same problem [14,29–31], how-
ever, over the years, a trend developed that focused on using geometric features to aid the seg-
mentation [32–35]. This trend was also incorporated into the shift to set-wide segmentations,
called co-segmentation, which provides a consistent segmentation throughout a set, meaning
similar parts have the same segment identifier [1, 36, 37]. The idea of co-segmentation brings
new insights into understanding a collection of shapes, providing much more information to
the segmentation method when compared to single shape segmentation [38]. Over the years
many different approaches of co-segmentation have been explored covering supervised [39],
unsupervised [1] and even user-driven active learning [7]. In each of the areas, there have been
widely adopted uses of geometric features to aid the proposed segmentation algorithms. Each
method typically utilises different combinations of features, yet provides little explanation of
reasons why they were chosen.
The overall motivation for this thesis aims to investigate the various avenues for 3D shape
segmentation, with a direct emphasis on the usage of geometric features. We investigate un-
supervised shape co-segmentation, providing an in-depth analysis of the uses of geometric
features in that setting. We will then explore supervised shape segmentation, looking at im-
provements that can be achieved by multi-scale features. Finally we will employ active learning
to generate new ground truth segmentations for common, widely adopted datasets.
1.1.1 Unsupervised Shape Segmentation and Geometric Feature Analysis
There has been a lot of work in the area of unsupervised segmentation in recent years. Orig-
inally, methods focused on single shape segmentation; including core extraction [40], Shape
Diameter Function (SDF) [41], k-means [42], mean-shift [20], random walks [43], fitting prim-
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itives [32] and normalised and randomised cuts [33]. With much of the work in the later
years focusing on feature-driven segmentation methods [23, 32, 42, 44, 45]. Even though these
techniques all presented promising results on certain shapes, no single algorithm worked for
all inputs [2], likely due to the large variation between individual shapes. Partially inspired
by this, research began looking at segmenting sets of shapes simultaneously, gaining more
information about the varying inputs to aid the segmentation and also providing consistent
part labels throughout the set [1, 38]. While early work looked at correspondences between
shapes [38], methods quickly began using geometric features to find similarities and dissim-
ilarities between parts to drive the segmentation [1, 46]. A trend could then be noticed that
the majority of set based segmentation methods using geometric features all had very similar
pipelines. This trend has motivated the following work to analyse the usefulness of differ-
ent geometric features in a common unsupervised co-segmentation pipeline. A background
overview of unsupervised learning is shown in Chapter 2 followed by a detailed discussion of
single shape and co-segmentation in Chapter 4. We also detail many of the available geometric
features in Chapter 4. Chapter 6 then explains the details of our feature analysis study along
with the experiments and results we obtained.
1.1.2 Supervised Shape Segmentation
Segmentation often requires a higher level understanding of the 3D shapes, as composition of
an object often relates to shapes and functionality of its parts [47]. Supervised techniques treat
segmentation as a labelling problem and use machine learning to optimise the mapping from
features to labels. These techniques typically rely on extensive manual effort to gain access
to accurate ground truth labels they use for training. However, with the recent effort from the
community (e.g. segmentation datasets like Princeton Segmentation Benchmark (PSB) [2],
COSEG [1] and ShapeNet [8]) and the rising popularity of deep learning, supervised tech-
niques have become increasingly popular [3, 39]. These methods rarely elaborate on design
choice, however, so it is generally unclear which deep learning techniques work best for shape
segmentation. Additionally, the state-of-the-art Convolutional Neural Network (CNN) based
method uses convolutional filters with a reshaped feature vector of uncorrelated features, which
introduces inferred nonsensical relationships. In Chapter 2 we overview a background on su-
pervised learning techniques before discussing the current work in supervised segmentation
in Chapter 4 along with observed limitations. Then in Chapter 7 we present our approach to
supervised shape segmentation, proposing a novel architecture which minimises inferred rela-
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tionships and utilises multi-scale features to increase available network information. We also
present a comprehensive comparison of deep learning techniques using various complexities
of network architecture.
1.1.3 Active Learning for Segmentation Generation
3D datasets with good quality segment labels have already been shown incredibly useful for
many applications, including shape matching [48], retrieval [49] and modelling [50]. Shape
segmentation techniques often benefit the most from these fully labelled datasets. Supervised
techniques require ground truth labels to train segmentation classifiers [39], and all segmenta-
tion techniques need ground truth labels to evaluate their methods [1]. While existing works
have shown good results [3, 51, 52], clear ground truth inconsistencies still exist [6]. This
means both existing and new techniques could perform better with higher quality ground truth
segmentations. However, generating high-quality segmentations for shape datasets is a time-
consuming and interaction-heavy task. Smaller datasets, with only a small number of incon-
sistencies or errors may be manageable through manual effort [1,2], however, massive datasets
would take a great amount of user effort [53]. In Chapter 4 we give an overview of how pre-
vious methods have attempted to tackle this problem and outline several limitations of their
approaches. Then in Chapter 8 we present our approach to the problem, by showing a novel
active framework driven by a quick and accurate deep learning model.
1.1.4 Objective
The overall objective of this work is to investigate 3D shape segmentation from various differ-
ent fields including unsupervised, supervised and active learning. The emphasis of the work
we do in each field is to incorporate geometric features and experiment with how useful the
features are and which features perform the best for certain tasks.
First, we explore the usefulness of several different face-level and segment-level features
when used in an unsupervised co-segmentation pipeline. We then investigate and compare
different feature-driven approaches to supervised segmentation and showcase a novel CNN
for learning representations of multi-scale features. We then tackle the problems with current
ground truth data by exploring an active learning approach to ground truth generation, with an
emphasis on quality and boundary accuracy, while still minimising user effort.
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1.2 Contributions
With the overall motivations of this study introduced in Section 1.1, the main contributions can
be seen as follows.
• Analysis and comparison of a variety of features used in a co-segmentation pipeline.
We will present an analysis study for a variety of different face-level and segment-level
features when applied to an unsupervised co-segmentation pipeline. We will showcase
new features that had not been used in any co-segmentation pipeline, comparing their
effectiveness to several features which have been used in prior work. Our experiments
will run on several widely used datasets with a range of difficulty for completeness and
ensure fairness by using a common pipeline.
• Supervised shape segmentation using a multi-branch convolutional neural network.
We propose a supervised shape segmentation method using a novel deep learning archi-
tecture and multi-scale features. We will define multi-scale features by not just consid-
ering the face being segmented, but also the neighbouring faces, which we hypothesise
will include additional local information about that individual face. The architecture will
then contain a separate branch for each different scale of features, to learn representa-
tions separately, before they are combined for final classification.
• Comprehensive comparison of feature-driven deep learning techniques for super-
vised shape segmentation. We will present a comprehensive comparison of different
feature-driven deep learning architectures that will be tasked with supervised shape seg-
mentation. Each of the architectures will be trained with the same input features (except
any from already published work) and trained for the same number of iterations. This
comparison is intended to compare the performance, accuracy and efficiency of archi-
tectures with simpler design to those that are more complex.
• Deep learning driven active framework for shape segmentation generation. We will
develop an active framework for shape segmentation generation driven by a deep learn-
ing architecture. Our proposed framework will be able to generate ground truth segmen-
tations from a set of shapes, while minimising the required user effort. We will also
optimise the framework to handle the massive ShapeNet datasets, as they are currently
growing in popularity in recent work. The core of the framework will be a geometric
feature-driven deep learning model, which will be designed with speed and accuracy in
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mind. We will include an interactive table with ordering methods to quickly analyse and
optimise predicted segmentations and several useful tools to aid in segmentation opti-
misation. One of the tools will be a boundary optimization technique for automatically
cleaning segmentations and providing meaningful segmentation boundaries.
• Manifold ShapeNet datasets and new, more accurate ground truth segmentations
for other datasets. We will release the reconstructed and repaired subsets of ShapeNet
and the code that generated the reconstructions to allow methods requiring manifold
shapes to work on ShapeNet. We will also release new ground truth segmentations for
all sets in the PSB and COSEG datasets, which have inconsistencies removed and are
more accurate in general.
• Data and source code for all of our methods will be freely available. We will release
the data and source code of all of the methods defined in this study, including comparison
implementations, for usage or comparisons by other researchers. The generated features
or the code that generated them will be available for consistent feature comparisons.
All deep learning model building, training and evaluation code will be released, and our
active framework application will be available for public use.
1.3 Outline
The remaining chapters of this work are outlined as follows:
Chapter 2 Background to Learning Techniques:
We give a background into various learning techniques, from unsupervised clustering
and embedding algorithms, to supervised decision trees and deep networks. We also
explore the use of active learning for user assisted techniques for applications including
ground truth generation.
Chapter 3 Background to 3D Shapes:
We give a background into 3D shapes looking at shape analysis and features. We look at
the current work in shape analysis, including segmentation, correspondence generation,
alignment, recognition, and retrieval. We also explore the work that developed various
geometric features used throughout shape analysis techniques.
Chapter 4 Existing Work in Shape Segmentation:
This chapter outlines the recent work in 3D shape segmentation, discussing algorithm
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and design choices and outlining limitations and challenges. We also further explore the
various features that were designed for or incorporated into segmentation pipelines.
Chapter 5 Problem Statement and Contributions:
We reiterate and emphasize the limitations of the current work and discuss any interest-
ing research avenues we observed. We then outline the contributions of this study which
are explained and justified in the proceeding chapters
Chapter 6 Shape Segmentation Feature Analysis:
In this chapter we investigate the usefulness of a variety of different shape features in an
unsupervised framework, discussing their advantages and disadvantages.
Chapter 7 1D Multi-branch Convolutional Neural Network for Segmentation of 3D Shape
Collections:
In this chapter we show a novel deep learning architecture for segmentation of 3D shape
collections, which has branches to separately embed multi-scale features. Experimental
results are shown that improve on state-of-the-art methods.
Chapter 8 Deep Learning Driven Active Framework for Massive Dataset Segmentation:
In this chapter we show a novel active framework for full segmentation of massive 3D
shape datasets. We emphasize segmentation quality and minimising user interactions,
providing accurate and meaningful ground truth segmentations for very large 3D shape
repositories.
Chapter 9 Conclusions and Future Work:
We draw final concluding thoughts on the work shown in this study, reiterating the con-
tributions of the work, before considering interesting future ideas that could be investi-
gated.
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2.1. Introduction
2.1 Introduction
The idea of learning is to gain information about something from either directly being taught
or gaining experience from past mistakes. This idea carried over to computer systems, when
scientists wanted machines to learn how to perform a specific task without explicitly being
programmed to do so. The name ‘machine learning’ was coined [54], and algorithms were
developed for making data driven decisions or predictions [55]. In recent decades, develop-
ment of machine learning techniques for analysis and exploration of data has grown exponen-
tially [56, 57], providing largely varying applications for specific needs (e.g. car licence plate
recognition [58], language translations [59]).
Most learning techniques can be broadly categorised into one of two categories, supervised
(where outputs are known and used to train a model) and unsupervised (where outputs are not
known or not used to generate a model), with the former being where most recent techniques
are focused. They can also be categorised by their output; classification (where inputs are
assigned distinct labels from two (binary) or more (multi-class) classes), regression (where
inputs are assigned a continuous output) or clustering (similar to classification, however label
identifiers are not known, so data is grouped together).
In this chapter we present a background of learning techniques, covering supervised and
unsupervised learning methods. We present these methods as they have been widely used
for 3D shape segmentation over the years. We first discuss the growth of supervised learn-
ing techniques over the years, highlighting Support Vector Machines (SVMs) (Section 2.2.1),
decision trees and ensemble learning (Section 2.2.2) and finally the advances of Neural Net-
works (NNs) and Convolutional Neural Networks (CNNs) (Section 2.2.3). We then overview
unsupervised learning techniques including clustering algorithms (Section 2.3.1), embedding
algorithms (Section 2.3.2) and the use of NNs for encoding features using Autoencoders (AEs)
(Section 2.3.3).
2.2 Supervised Learning
Supervised learning algorithms are given a set of data inputs and a set of desired outputs [60].
The algorithm then learns a mapping between the input and output, usually by iteratively updat-
ing some weights of an objective function until a convergence criteria is met. The convergence
can be a measure of error in the training performance or until a set number of iterations has
been completed, or as in most cases a combination of both. The weight function is updated
11
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𝛿
Figure 2.1: 2D example of an SVMs hyperplane. Two sets of data points (shown in orange and
green) are separated by a hyperplane which has two equidistant margins (blue dashed lines)
that are distance δ apart. Support vectors are points shown with dashed blue borders.
by tuning a set of parameters which define the mapping between input and output. These pa-
rameters can be updated in a variety of ways, however the most common method is updating
in accordance with some error metric. New data, unseen during training can then be used to
evaluate the learned mapping. If the algorithm can correctly assign outputs to this data then it
is considered generalised, however if the mapping fails on unseen data, the algorithm is likely
to be ‘overfitted’ to the training data. Reasons for overfitting can be specific to the task being
implemented, however common reasons include noise, unbalanced training sets or insufficient
training data [61].
2.2.1 Support Vector Machines
The Support Vector Machine (SVM) typically is a linear non-probabilistic binary classifier.
An SVM aims to fit a hyperplane (or hyperplanes) to an d-dimensional space to separate the
data from two categories with the widest margin possible [62,63]. The idea behind finding the
planes with the widest margin is to provide the greatest protection against errors and prevent
overfitting. The hyperplanes are defined by a set of feature points selected from the input data,
called support vectors (An example SVM classifier is shown in Figure 2.1). The maximum
12
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Figure 2.2: Example dataset D = {x,y} with 2-dimensional feature space and 2 classes parti-
tioned with a decision tree. Lines marked h1,h2,h3,h4 are hyperplanes showing where decision
tree boundaries lie. (b) shows the resulting decision tree with a class for each leaf node.
number of support vectors required to define the hyperplanes is d + 1, where d is the dimen-
sionality of the input data. This makes SVMs relatively computationally inexpensive when
compared to more complex models, however this method does require that the input data is
linearly separable. A possible solution when data is not linearly separable is to project it to a
higher dimension to try and make it linearly separable. However this increases complexity and
will likely reduce the generalizability of the model [64].
2.2.2 Decision Trees
Decision trees are a graph stricture, where internal nodes represent choices and leaf nodes
represent outcomes based on those choices [65]. Decision tree learning, by extension, is using
decision trees as a model for predicting outcomes, based on a learned internal structure [66].
Similar to SVMs, decision trees split the feature space using hyperplanes, however, they differ
as this process is iterative, adding new hyperplanes to further split the data. The hyperplanes
are ‘axis-parallel’ meaning that they are parallel to one of the dimension axis of the input data
and simply offset by some learned value. For a given dataset, D = {x,y}, the data is recursively
split using some splitting criteria [67]. Each split Di is evaluated against a ‘purity’ check;
purity(Di) = max
j
(
ni j
ni
) (2.1)
where ni is the number of points in split Di and ni j is the number of points in Di with class
c j. If the output of the purity check is greater than some threshold, the node representing the
split is considered a leaf node, and the output of the leaf node is class c j. If not, then the node
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representing the split is an internal node, and the dataset split is recursively split again. This
process continues until all leaf nodes are generated, an example is shown in Figure 2.2.
Decision trees have been shown to work well for specific tasks with large datasets, and also
provide easy to interpret models, which can be visualised as a tree diagram for researchers to
understand [68]. The splitting criteria can be very sensitive to the input data, however, resulting
in complex models, where leaf nodes represent a very small portion of the data. Known as
overfitting [69], this typically results in the classifier performing poorly on any other data
(such as testing data). While the impact of this problem can be reduced by a method known as
‘tree pruning’ [70], where leaf nodes which provide little to no information are removed [56],
decision trees are still limited in their capacity to classify complex datasets.
Random Forest: Ensembles of Decision Trees Knowing the limitations of decision trees,
researchers investigated training multiple decision trees in tandem as an ensemble [71]. En-
semble learning is training multiple models together and all outputs are combined in some way
to provide a single output, this can be through voting for classification or averaged for regres-
sion tasks. The ensemble of decision trees was called a random decision forest, due to each
tree’s restriction to different random input dimensions. This step was shown to reduce over-
fitting in single trees while increasing accuracy [71], even when tested with various different
splitting methods [72].
Around the same time, Breiman developed a sampling method for increasing the stability
of ensemble models while also reducing overfitting, called bootstrap aggregation (or bagging)
[73]. This method generates different training sets for each model b, in an ensemble with B
models. Given the above dataset D, with n samples, each models training set xb is generated
by selecting m′ random samples with replacement. Each model b is trained with its training set
xb, and when testing the output class is typically determined by voting. Random Forests (RFs)
were then proposed as the combination of randomly sampling input dimensions and bagging
[74]. They have all the advantages of both methods, while also providing a variable importance
measure for ranking input variables.
2.2.3 Neural Networks
Neural Networks (NNs) (or Artificial Neural Networks) are a machine learning technique
whose precursor, the perceptron (or artificial neuron) [75,76], takes inspiration from biological
neural circuits [77]. The perceptron was designed as a function which computes the weighted
sum of all inputs, adds a learned bias and passes it through an activation function to determine
14
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Figure 2.3: Overview of the perceptron function. The output z is computed as the weighted
sum of inputs x added to the perceptron’s bias, b. The final output of the perceptron is given
by passing z through an activation function, f (z). By learning the weights w, the inputs can be
better represented by the output embedding.
the output [75,76,78] (See Figure 2.3), this allows a single perceptron to map input features to
a new representation. Given an input d-dimensional vector x = (x1, ...,xn), the linear weighted
sum z is computed as:
z = b+
n
∑
1
xiw j (2.2)
where wi is the learned weight for input i and b is the learned perceptron’s bias, used to shift the
new feature space before activation. z can then be passed through some activation function f (z)
for the perceptron’s final output (See Secton 2.2.3.2). Learning the parameters of a perceptron
is a linear optimization problem. The perceptron is used to calculate outputs for a set of inputs.
The outputs are then compared to the expected results, giving an error which is used in a weight
updating function. This process is executed iteratively with the new weights until convergence.
For more complex or higher dimensional data, groups of perceptrons can be combined into
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Figure 2.4: Multi-layer network. Each hidden layer uses one or more perceptron, where each
perceptron has their own trainable weights and bias and a common activation function. Mul-
tiple layers with multiple perceptrons can allow for more complex, non-linear representations
of the data to be learned.
a ‘single-layer perceptron’ to perform linear classification and regression problems. Due to
the production of linear partitions however, non-linearly separable data would exhibit similar
problems faced by SVMs (Section 2.2.1).
2.2.3.1 Multilayer Perceptron
A new approach would be needed to achieve non-linear classification, so again taking inspira-
tion from neuroscience, Rosenblatt proposed the Multilayer Perceptron (MLP) [76]. The idea
behind MLPs is that the neurons firing in the brain are connected to other neurons, that are
stimulated [77]. Using this idea, Rosenblatt proposed to stack layers of perceptrons, where the
input to the next layer would be the output from the previous layer. With this notion we can
generalise Equation 2.2 to the following:
zl+1j = b
l+1
j +
n
∑
i=1
xliw
l
i j (2.3)
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where a perceptron, i, in layer l of a MLP is connected to perceptron j in layer l + 1. Like
with Equation 2.2, the final output of the perceptron is the activation response, f (zl+1j ). Each
layer maps the function space from the previous layer to a new representation, adding levels
of abstraction and introducing non-linearity, allowing the MLP gain better representations of
the input data [79], see Figure 2.4 for an example MLP. Getting the correct balance between
perceptrons in a layer and the number of layers becomes very important when working with
MLPs. Larger perceptron counts allows the layer to better represent the input features, but
doesn’t help the overall generalization. While deeper networks can increase the generalization
with differing levels of feature representations, too many layers can lead to overfitting the input
data [10, 80]. This balance to achieve generalization without overfitting makes architecture
design (deciding on perceptron and layer counts, activation functions etc.) a delicate task, with
many research papers specifically dedicated to exploring it [81–84].
The Backpropagation Algorithm Learning the weights for MLPs became a much harder
task than that of training a perceptron or a single-layer perceptron. The input to any layer
is typically the output from a previous layer (excluding the first layer), therefore updating
all weights can dramatically change the response of the network. A proposed solution was
the backprobagation algorithm [85]. The idea behind this algorithm is if the rate of change
(differential) of the data was monitored between perceptrons in different layers, then each
weight could be updated in accordance with that rate. The weight update would need to be
small and incremental to not dramatically change the model at each update. In order to update
the weights a cost function is implemented, where data is passed through the network to obtain
predicted outputs which are then compared to desired outputs. A popular example of a loss
function, used in classification tasks, is binary cross-entropy:
L =−y log p+(1− y) log(1− p) (2.4)
where p predicted output of the model given input vector x, and y is the expected output. The
loss, L, can then be passed backwards through the network by an optimization scheme (e.g.
gradient descent [86, 87]) to update individual weights. For each perceptron, we compute the
partial derivative with respect to the input and weights:
∆wi j =−α
∂L
∂wi j
(2.5)
where wi j is the weight between two perceptrons i and j in adjacent layers and α is the learning
rate, a term to constrain weight updates at each step. Each weight is then updated by adding
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Figure 2.5: Several visualisations of activation functions used in NNs
the partial derivative, wi j = wi j +∆wi j with the perceptron’s bias also updated in a similar way.
While we mention a specific optimiser and loss function, there are many other options for these
roles in the MLP algorithm. Selecting the right optimiser and loss function is key and specific
to the task being implemented [88].
2.2.3.2 Activation Functions
The original activation of a perceptron as implemented as a binary step function;
f (z) =
1, if z > 00, otherwise (2.6)
intended to signify if the perceptron had ‘fired’ ( f (z) = 1) or not ( f (z) = 0) (see Figure 2.5 (a)).
This worked well for linearly separable datasets as perceptrons in a single-layer perceptron
would mimic a class boundary, and the output would be 1 if the data was part of a specific
class. However, such a harsh thresholding function would prove to be ineffective for feature
mapping between layers of an MLP, for two main reasons. First when passing data between
layers, the outputs are thresholded, making meaningful feature representations very difficult to
learn. Second, it has an undefined gradient at z = 0 and a zero gradient for all other values,
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meaning weight updates during backpropagation have little to no impact. As such, continuous
activation functions were employed in its place. These include the sigmoid function;
f (z) =
1
1+ e−z
(2.7)
mapping input values between 0 and 1 (see Figure 2.5 (b)), and the Hyperbolic Tangent (Tanh)
function;
f (z) =
e2z−1
e2z +1
(2.8)
mapping input values between −1 and 1 (see Figure 2.5 (c)). Both these functions have the
added benefit of being non-linear activation functions, aiding in generating non-linear repre-
sentations. The sigmoid function (Equation 2.7) was first to gain popularity as it offered the
same limits as the binary stepping function, but with a smoothly transitioning gradient between
limits. This meant derivatives were easily calculated and weight updates were meaningful dur-
ing backpropagation. However, it may not be preferred to have only positive activations, so the
Tanh function (Equation 2.8) was also adopted and became the preferred choice of activation
function.
Attempting to learn more and more complex feature representation of input data, researchers
experimented with deeper networks. It was observed that as the networks became deeper, the
backpropagation stage was quickly becoming ineffective during training. The derivatives ob-
tained for individual weights were diminished early during gradient descent optimization, lead-
ing to saturation of the network, this was known as the ‘vanishing gradient problem’ [89]. One
of the observed reasons were the activations used to obtain the non-linear mappings between
layers (sigmoid and Tanh). While providing necessary non-linear mappings, the functions
quickly saturate, causing the derivatives to become 0 [90, 91]. This has the knock-on effect
of causing the weights to update by smaller and smaller amounts until the whole network sat-
urates and no more information is learned. An alternative function, shown to be effective in
recent years is the Rectified Linear Unit (ReLU) function [92, 93];
f (z) = max(0,z) (2.9)
which linearly maps positive values, while thresholding negative values to 0 (see Figure 2.5
(d)). The motivation behind the function traces back to neurobiology. Output responses fired
if stimulated enough, and the output stimulation is then proportional to the input [93,94]. This
function quickly became a popular choice, as its unbounded upper limit greatly reduced the
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vanishing gradient problem [92, 95], but still suffered from other problems. The biggest prob-
lem ReLU suffers with, is the 0 thresholding of negative values. If the weights of a perceptron
result in negative output, the activation will be 0, which give a 0 derivative during backprop-
agation. This means the weights will never update and the perceptron will never fire, essen-
tially rendering it ineffective in the network. This is known as a ‘dead neuron’. Researchers
wanted to alleviate this problem without losing the benefits of the ReLU function, so differ-
ent variations were proposed. One of the most popular choices was Leaky Rectified Linear
Unit (LReLU) [21];
f (z) =
z, if z≥ 1
αz, otherwise
(2.10)
where negative values were weighted down (by some α) instead of thresholded to 0 (see Fig-
ure 2.5 (e)). This gives the negative activations a gradient during backpropagation, solving the
dead neuron problem. Further variants of ReLU were also introduced, with Parametric Recti-
fied Linear Unit (PReLU) [96] altering α from a user chosen parameter to a trainable parameter,
and Randomised Rectified Linear Unit (RReLU) [21] picking α from a random distribution and
fixing the value during model evaluation. Lastly, the Exponential Linear Unit (ELU) variant
was introduced to reduce the harsh gradient change across 0 [97];
f (z) =
z, if z≥ 1
α(ez−1), otherwise
(2.11)
where negative values are passed through an exponential function (weighted by α), providing
a smoothly transition gradient in its negative and as it crosses 0 (see Figure 2.5 (f)). Recent
research and the development of the linear unit family of functions has greatly increased the
ability of NNs, leading to these functions being first choice for the majority of network activa-
tion functions [98, 99].
2.2.3.3 Convolutional Neural Networks
The growth of NNs resulted in large amounts of research focused in the area of supervised
learning. However, as the research became heavily focused on image representation learning,
the limitations of the standard MLP became evident. Just using small images (64x64 pixels),
would result in thousands of input features and deeper networks were already infeasible to
train with current technologies and could train unstably. As such, for several years, research
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Figure 2.6: Core layers of CNNs. (a) shows a 1D convolution layer with a kernel size of 3x1
and stride of 1. (b) shows a 2D convolution layer with a kernel size of 3x3 and stride of 1. (c)
shows a max pooling downsampling layer with kernel size of 2x2 and a stride of 2.
moved away from NNs in favour of different methods (even SVMs could outperform MLPs
for image based tasks) [100]. Then, the Convolutional Neural Network (CNN) was proposed
[101], which would aim to solve problems faced by MLPs for imaged focused tasks. The
main difference introduced with CNNs was usage of the convolutional operation in conjunction
with filters consisting of trainable weights. This allowed for parts of the input to be spatially
correlated and localised features could be extracted from different regions of the input. It also
had the added benefit of dramatically reducing the number of trainable weights. With this key
change, CNNs were designed to accept multidimensional arrays of regular data instead of an
arbitrary feature vector and therefore could take images as input. Additionally, as localised
features are extracted from input images, there is little to no pre-processing required, unlike
other image based classifiers which may extract features from the images to use as inputs. The
advent of the CNN introduced two main layer types for use in new NNs, the convolution layer
and the pooling layer, which are illustrated in Figure 2.6
Convolutional Layers The core layer of a CNN, the convolutional layer consists of a set of
same sized filters made of trainable weights. During the forward pass through the network, the
filters are convolved over the whole input, generating an output feature map. Each filter covers
a small receptive field of the input, but extends through all input channels (e.g. a 3x3 filter sees a
field of 9 pixels, but uses all 3 colour channels of an input image) and the number of filters is the
resulting number of output channels (as each filter creates an output map). The filter weights
are optimised similarly to perceptron weights during backpropagation using partial differentials
and an overall loss. The output of the optimised filters are localised representations, which can
then be fed into deeper layers of the network. It has been observed that earlier layers of a CNN
extract lower level features, such as edges. While deeper layers use the lower level features to
extract higher level features such as curves or part structures [102]. All of these extracted low
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and high level features are entirely computer driven, removing the need to extract handcrafted
features (Features generated by algorithms for a specific purpose), reducing pre-processing
time.
Pooling Layers Convolutional layers typically have an increasing number of filters as the
output features get smaller and the model gets deeper. To reduce the spatial complexity this in-
troduces, the pooling layer was proposed [101]. The pooling operation typically strides across
an input without overlap (e.g. a 2x2 pooling kernel will have a stride of 2, Figure 2.6 (c)),
reducing the signals of its covered receptive field to a single value in the output feature map.
Many methods have been proposed for the reducing operator, with max pooling and average
pooling being the most popular choice [103].
Utilisation of CNNs has grown exponentially since its conception a few decades ago.
Significant work has gone into the research in the image domain, specifically in classifica-
tion [95,101,104], recognition [80,105,106], segmentation [107,108] and retrieval [109,110].
The field has also been extended to 3D, using 3D convolutions for human action recogni-
tion [111] and object recognition [112]. However, it may not always be desirable to pass all
input channels through a single network as certain information may not correlate to the rest
of the input data. Due to this, research has also looked into networks with multiple branches,
allowing for different input features to have separately learned representations.
2.2.3.4 Branched Neural Networks
A NN can be thought of as a graph, where nodes are the layers and edges represent the data
flow. More specifically a NN is a directed graph as data can only flow in one direction (if
we do not consider backpropagation). The early work in NNs designed networks in a linear
fashion (i.e. each internal node in the graph connected to exactly one output node), however as
the methods and data became more complex, this style of network may not have been enough.
One example is when two or more sources of input data are uncorrelated. Typical methods
would be to concatenate the data and feed it through a MLP, however this can be slow and
unreliable. Also if the two data streams are images (or image like Cartesian grids), we may
want to use a CNN. However, stacking the images and fitting them through a network will
result in inferred relationships between uncorrelated features, as CNNs were implemented to
find these local features [101]. With these considerations in mind, researchers began to develop
networks where inputs could come from multiple layers, or outputs could go to multiple layers,
we call these branched networks.
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Figure 2.7: Examples of branched CNNs. (a) shows an example where multiple inputs are
separately compressed by different branches of the network before some joining operation and
a small MLP. This is useful when two uncorrelated inputs are used [9]. (b) shows an example
where the same input is separately compressed by two branches with different layers before
some joining operation and a small MLP. This is useful when different levels of information
can be extracted from a single input [10].
One method of a branched network fits the example discussed above, where two input
streams are present [9]. The one branch of the network takes RGB image frames from a video
and another branch takes multi-frame optical flow data (where movement is detected between
frames). The two inputs are separately compressed by different branches of the network before
being combined for a single output (Figure 2.7 (a) shows an example of what this type of
network looks like). A second example of a branched network, is one which takes some input
data and passes it to two or more branches (Figure 2.7 (b)). These branches are typically
slightly different in design so they learn different representations of the same data and then
combined in some way for the final network output [113, 114].
The two broad methods described above can be generalized to fit most cases by intro-
ducing branches for new data or to get new representations. A famous specialised case of a
branched network introduced in 2014 was the ‘inception module’ [10]. While not a full net-
work, the inception module takes an output from a previous layer and passes it through four
different branches before concatenating the data back together. This generates four different
representations of each layers output and is used several times throughout the model to achieve
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high classification accuracy. This architecture achieved state-of-the-art performance for Ima-
geNet [115] classification in 2014.
2.2.4 Active Learning
Typically, supervised learning techniques are given a specific dataset to work with. This dataset
will contain input data (e.g. features, images, etc.) and some expected output data (e.g. class
labels, segmentations etc.) which the learning technique will use to tune its parameters until it
is optimised. The generation of the output data (known as ground truth data) can be tedious,
repetitive, and in the case of very large datasets, extremely time consuming [116]. Additionally,
for successful training and evaluation of learning techniques using these datasets, it is necessary
that the ground truth data is very accurate.
To reduce the manual overhead of ground truth generation, techniques were developed
where the system is given the ability to query an expert user for more information about the
data [117, 118]. This is a sub-area of supervised learning called active learning. With the
ability to query a user, systems can effectively generate ground truth data in a similar way
to supervised techniques generating output predictions. Typically, a user first generates some
ground truth data manually and gives it to the system to train on it. Once trained, the system
can generate predictions for the remaining dataset (or portion of a dataset in some cases [8]).
These predictions can then be analysed by the user, who can accept perfect predictions, tweak
imperfect predictions before acceptance or reject unacceptable predictions. Any accepted pre-
dictions can then be added to the ground truth data and the system can be trained again to
generate new predictions. This process can then iterate until the whole dataset has ground truth
data.
While many active learning techniques are designed for ground truth generation, many
are also designed as substitutes for supervised methods when ground truth labels are sparse
[116, 119]. An expert user can be introduced in place of ground truth data, so queries can be
used to determine if the system is performing well. These queries can be in the form of asking
for additional data, or asking if predictions are correct. In the latter case, the user can also
provide additional input by correcting mislabelled predictions.
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Figure 2.8: Example clusterings generated on four different datasets by the k-means algorithm.
K-means can work well on separable data like in (a), however on more complex datasets where
clusters are elliptical (b), or overlap (c), or are located within another cluster (d) the algorithm
performs poorly.
2.3 Unsupervised Learning
Unsupervised learning algorithms are tasked with learning some function which describes a
set of unlabelled data (i.e. the desired outputs are unknown). Similar to supervised algorithms
in Section 2.2, these algorithms typically are iterative, updating mappings until a convergence
criteria is met. This criteria is where unsupervised algorithms differ from supervised algo-
rithms, as it cannot be some loss between predicted and expected results. Instead, convergence
can be when assigned clusters no longer change [120], or until some error minimises [121].
In this section, we will cover two broad types of unsupervised learning, namely clustering and
embedding, giving some example algorithms of each type.
2.3.1 Clustering
Clustering is the task of splitting some input data into different groups (or clusters). The data
in each group should have some similarities, and should also be relatively dissimilar to data in
other groups. This process can be considered a form of ‘unsupervised classification’, as data is
split into different classes, but the desired class label is unknown. There are many ways of clus-
tering data, here we will be covering three types; centroid-based clustering (Sections 2.3.1.1
and 2.3.1.2), density-based clustering (Section 2.3.1.3) and embedding-based clustering (Sec-
tion 2.3.1.4).
2.3.1.1 K-Means
K-means is a centroid-based clustering algorithm, which splits the d-dimensional input data
into k clusters [120]. Centroid-based means that the clusters are defined by some d-dimensional
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Figure 2.9: Example clusterings generated on four different datasets by the GMM algorithm.
GMMs work similarly to k-means, however they fit d-dimensional Gaussians rather than hyper-
spheres. This means they work well on data that is separable by circles (a) and ellipses (b),
however on more complex datasets where clusters overlap (b) are located within another cluster
(c) the algorithm performs poorly.
vector located at the centre of the cluster. The algorithm starts with k randomly initialized
centroid vectors consists of the two following steps. First, each point in the input data is
assigned to the cluster whose centroid vector is closest, typically by using Euclidean distance.
Second, the centroid vectors are updated to be the mean value of all points within the cluster.
The two steps are then ran iteratively until the cluster assignments for the input points no
longer change. As this process is randomly initialised, it cannot be guaranteed that an optimum
solution is found [122], as such, this algorithm is typically executed several times. For each
run of the k-means algorithm, a within-cluster sum of squares (i.e. the variance) is computed.
The final output is then the cluster labels from the run with the lowest variance.
The k-means algorithm can perform well on separable data, however, as cluster labels are
always assigned to the nearest centroid, regions that overlap in d-dimensional space will always
have mislabelled points (see Figure 2.8). Extensions to the algorithm have been proposed to try
and alleviate this issue, one such is kernel k-means [123], which non-linearly maps the input
data to a higher dimension to try and make them more separable. This approach is similar to
other embedding-based clustering methods such as spectral clustering (Section 2.3.1.4). Other
variations to k-means are mini-batch k-means, which is optimized for very large input data
[124], k-medians, which moves the cluster centre to the median point rather than the mean of
the points [125], and x-means, which aims to determine the optimal value for the number of
clusters [126].
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(a) (b) (c) (d)
Figure 2.10: Example clusterings generated on four different datasets by the mean shift al-
gorithm. Mean shift can work well on separable data like in (a), however on more complex
datasets where clusters are elliptical (b), or overlap (c), or are located within another cluster
(d) the algorithm performs poorly.
2.3.1.2 Gaussian Mixture Model
Gaussian Mixture Model (GMM) is a centroid-based clustering algorithm, which splits the
d-dimensional input data into k clusters [127, 128]. In principal it can be considered an ex-
tension of k-means, as both fit some hyper-surfaces to the data. In the case of k-means, it fits
d-dimensional hyper-spheres around all of the cluster mean points to assign groups. Similarly,
GMMs fit d-dimensional Gaussian distributions to the data. Learning these Gaussian distri-
butions can provide much better clustering results when compared to k-means, as the cluster
boundaries are no longer constrained by a single radii, however GMMs still perform poorly
on datasets where clusters overlap (See Figure 2.9). GMMs also have the added property that
they are a probabilistic model, meaning that they not only provide a clustering output, but can
give probabilities of each point being in a specific cluster. This additional information gives
insight of the clustering confidence, which could be used in further downstream applications
(e.g. further optimization).
2.3.1.3 Mean Shift
Mean shift is a density-based clustering algorithm, which splits the d-dimensional input data
into an undetermined number of clusters [20, 129]. The algorithm works by using kernel-
density estimation [130, 131] to fit a kernel over each point (typically a Gaussian kernel) and
generating a density surface of the feature space [132]. The kernel will require a defined band-
width, which determines the scope of the kernels (larger bandwidths result in fewer peaks on
the surface, smaller bandwidths result in more peaks on the surface). The mean shift algorithm
then iteratively moves points up the density surface until a maxima is reached for each point
(the point reaches a peak in the density surface). The clustering is then defined as all points to
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(a) (b) (c) (d)
Figure 2.11: Example clusterings generated on four different datasets by the spectral clustering
algorithm. As data is non-linearly projected by spectral embedding, overlapping clusters are
still separable in the new space
reach certain peaks in the density function.
The mean shift function is driven entirely by a single parameter, the bandwidth. This
means no prior knowledge of the number of cluster is required, which differs mean shift from
k-means (Section 2.3.1.1). However, selection of the bandwidth can be difficult, unless expert
understanding of the input data is known. Similar to k-means, mean shift performs well on
separable data but struggles when clusters start to overlap (see Figure 2.10).
2.3.1.4 Spectral Clustering
Spectral clustering is an embedding based clustering technique, where the d-dimensional input
of length n is non-linearly projected to a new space before clustering into k groups [133, 134].
This technique aims to improve upon standard clustering techniques by first applying spec-
tral embedding to project the input features to a new feature space. Spectral clustering is
implemented by defining a graph of the input data and constructing the graph’s Laplacian.
Eigenvectors and eigenvalues of the Laplacian matrix are then computed, giving an embedded
representation of the input [135] (See Section 2.3.2.4). This embedding can then be clustered
by other clustering algorithms, typically k-means. While this technique can be seen as a com-
bination of spectral embedding (Section 2.3.2.4) and k-means (Section 2.3.1.1), there are many
variations to the standard algorithm to fit different scenarios [134]. By projecting the input data
to a new space, spectral clustering can make it possible to group otherwise non-separable data,
like is shown in Figure 2.11.
2.3.2 Embedding
Feature embedding is the projection of some d-dimensional feature space to a lower dimen-
sionality, whilst preserving as much information about the original space as possible [136]. It
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(a) Input (b) PCA (c) MDS
(d) Isomap (e) Spectral Embedding
Figure 2.12: Visualisation of different embedding methods. The input is projected from 3D (a)
down to 2D by PCA (b), MDS (c), isomap (d) and spectral embedding (e).
is also possible to project a feature space to higher dimensions using the majority of the feature
embedding techniques that are available. Here we cover four of the main feature projection
techniques used in the literature, split into two categories; linear dimensionality reduction
using Principal Component Analysis (PCA) (Section 2.3.2.1), and non-linear dimensionality
reduction using Multidimensional Scaling (MDS) (Section 2.3.2.2), Isomap (Section 2.3.2.3)
and Spectral Embedding (Section 2.3.2.4).
2.3.2.1 Principal Component Analysis
Principal Component Analysis (PCA) is a linear dimensionality reduction technique that em-
beds input data in a lower dimension coordinate system to maximise the variance in the data
[121]. Given a d-dimensional input X , mean centre it by subtracting its mean. Next, multiply
the mean centred X by its transpose X> to give the covariance matrix X>X . Then compute the
eigendecomposition of the covariance matrix and sort the eigenvectors, such that their corre-
sponding eigenvalues are ordered from largest to smallest. Finally, multiply the mean centred
X by the sorted eigenvectors to obtain the transformed output. The dimensionality can be
reduced by taking the first k dimensions of the output data as they are ordered by importance.
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PCA is one of the most used embedding techniques for dimensionality reduction and can
work very well for reducing high-dimensional data with little overall information loss [136].
However, as it is a linear embedding, if the data is non-linearly correlated, PCA does not work
as well (See Figure 2.12 (a) and (b)). As such, an extension was proposed where kernels were
used to provide a non-linear embedding, called Kernel PCA [137].
2.3.2.2 Multidimensional Scaling
Multidimensional Scaling (MDS) is a non-linear dimensionality reduction technique that em-
beds input data in a lower dimension coordinate system whilst preserving the distances between
observations [138–140]. Given a d-dimensional input X , first compute some pairwise distance
between all pairs of points (typically Euclidean distance). Then assign all points to a random
coordinate in the desired k-dimensional space and compute a pairwise distance matrix of this
new space. Next, compare the two distance matrices, computing some loss function, defined as
the stress [139], and adjust points k-dimensional space in a direction as to minimise the stress.
Finally repeat stress computation and point optimization until convergence or a set number of
iterations is met.
Multidimensional Scaling (MDS) is typically used as a method of visualising the similarity
between high-dimensional observations in low-dimensional space (i.e. a 2D scatter plot), this
can provide meaningful visualisations for analysis (See Figure 2.12 (a) and (c))
2.3.2.3 Isomap
Isomap is a non-linear dimensionality reduction technique implemented as an extension of
MDS to include non-linear complexities about the data, better representing it in low dimen-
sional space [141]. The main difference of this technique over MDS is the distance matrix.
Instead of Euclidean distance, Isomap constructs neighbourhood graph of the data, similar to
G defined in Section 2.3.2.4, then computes the geodesic distance between all pairs of nodes in
the graph. This distance matrix can then be used as input to other embedding techniques such
as PCA or MDS to obtain the k-dimensional output.
Isomap has been shown to work very well at ‘unravelling’ complex data while maintaining
distances found in the original space. As shown in Figure 2.12 (a) and (d), the input is a rolled
up plane in 3D space, and represented as a flat plane in 2D.
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2.3.2.4 Spectral Embedding
Spectral embedding is a non-linear feature embedding technique given by the eigendecomposi-
tion of the graph Laplacian computed from the input data [133, 134, 142]. Spectral embedding
first starts by defining a graph G = {V,E} of the input data, where V are the nodes, E are the
edges between pairs of nodes in V and xi is the input data associated with node vi ∈ V . The
method of defining the edges in the graph can vary, but there are three popular methods [134].
First, the ε-neighbourhood graph, where nodes are connected if the distance between them is
smaller than some ε value. Second, k-nearest neighbour graph, where every node is connected
to its k-nearest nodes. Finally, the fully connected graph, where all nodes are connected to all
other nodes.
Once the edges in the graph are defined, a weight matrix W can be constructed, where
wi, j ∈W , is the weight between nodes vi,v j ∈ V . The value of wi, j is 0 if there is no edge
between vi and v j, otherwise it is set to some distance function, typically a Gaussian similarity
function;
wi, j = e
−||xi−x j ||2
2σ2 (2.12)
where σ is a parameter defining the width of the Gaussian curve. Given W , the diagonal degree
matrix D can be defined, where the degree of a node vi is the sum of all weights, di = ∑ni=1 wi, j,
finally the graphs Laplacian can be defined as L = D−W . The eigendecomposition of the
Laplacian is then computed, giving eigenvectors ordered by their corresponding eigenvalues.
The output embedding is then the first k eigenvectors, where k is the desired output dimension-
ality.
Spectral embedding can work very well at representing high dimensional data, as the em-
bedding is based on a graph. Therefore similar points stay close, while being separated from
dissimilar points (See Figure 2.12 (e)).
2.3.3 Autoencoders
An Autoencoder (AE) is a type of Neural Network (NN) (Section 2.2.3), where the learned
output of the model is the same (or similar [143, 144]) as the input [144]. The idea behind
AEs is to learn some encoded representation Z, of the input data X , such that the majority of
the information persists and can be decoded to retrieve X ′ (See Figure 2.13). This makes AEs
primarily an unsupervised method of learning, as the model is just learning how to compress
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Figure 2.13: An example of an Autoencoder (AE), where the input X is non-linearly com-
pressed to a lower dimensionality Z and then decompressed to an output representation X ′.
The five hidden layers (blue layers) will have weights tuned such that the output representation
is as similar to the input as possible.
the data in a reversible way. Training an AE follows the same procedure as other NNs, where
weights are iteratively updated by the backpropagation of a loss from some loss function until
a convergence criteria is met. The loss function of an AE varies between methods, however
some popular examples are Mean Squared Error (MSE), L1, L2 and Charbonnier [145]. Unlike
most NNs where the final output is the point of interest, AEs point of interest is the middle
(or code) layer, where the input has its new embedded representation. The output from this
layer can be used in various ways, such as the input for another machine learning technique,
for visualisation or even fed into another NN. It is even possible to train a NN which contains
an AE for feature embedding whose code layer feeds into a classification network, allowing
‘end-to-end‘ training.
With the popularity of AEs rising and the prominent research interest in the image domain,
methods were developed to extend AEs to work with image inputs [146, 147]. The Convolu-
tional Autoencoder (CAE) is built in a similar way to standard AEs while using layers seen
in CNNs like convolutional and pooling layers. The biggest difference comes in the decoder
where the embedded code is decompressed. Standard convolutional and pooling layers make
inputs smaller, therefore it is not possible use these to decompress the code. As such, de-
convolutional (or transposed convolutional) layers [148] were introduced in conjunction with
upsampling (or unpooling) layers [149]. Deconvolutional work the opposite way to convolu-
tional layers by learning a filters to map smaller inputs to larger outputs [148], while unpooling
can be as simple as nearest neighbour upsampling or bi-linear interpolation or it can be sim-
ilar to a deconvolutional layer and include learned weights [149]. Like standard AEs, these
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are trained in an unsupervised way by comparing the output to the input to compute the loss.
There are, however, cases where the CAEs are considered to be a supervised technique. One
example of this is image de-noising [143, 144], where a noisy input image produces a clean
(or de-noised) output image. This case required a dataset of noisy images with corresponding
clean images to train the AE.
The embedding produced by AEs is dependant on the input size, number of hidden layers
and the type of the network (i.e. MLP, convolutional etc.). It has been theorised that a single
hidden layer AE with linear activations will produce similar embeddings as PCA, however
global optimisation is typically required [150, 151]. There is also work in producing outputs
with increased dimensionality using sparse AEs, however these outputs are typically fed into
other parts of a NN [152–154].
2.4 Summary
This chapter has given a background, overviewing learning techniques from various different
areas and categories. We first discussed supervised learning, explaining how algorithms can
be taught to understand input data in a way to given an expected output. We explained dif-
ferent supervised algorithms including the Support Vector Machine (SVM), decision trees and
Random Forests (RFs) and finally the evolution of the Neural Network (NN) from the simple
perceptron to the Convolutional Neural Network (CNN). We also touched on advanced NN
techniques by introducing branched networks to separately compress different forms of data.
Next we discussed the problems faces with ground truth generation and how active learning
techniques helped alleviate manual overheads. Finally we explored unsupervised learning, and
how algorithms can still be taught to represent data, even without a known output, covering
different clustering and embedding algorithms.
The following background chapters we will discuss the background areas of 3D shapes,
including shape analysis techniques and features (Chapter 3), before thoroughly exploring the
current work in 3D shape segmentation (Chapter 4).
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(a) Point Cloud (b) Mesh
∩
(c) Constructive Solid Geometry
Figure 3.1: Visualisations of different 3D shape representations. (a) and (b) respectively show
a point cloud and triangular mesh representation of a sphere and (c) shows constructive solid
geometry, where the output shape is the intersect between two primitive shapes (the cube and
sphere)
3.1 Introduction
We live in a world where all objects are three-dimensional (3D). From molecules and proteins
to planetary systems, all objects need a shape and thickness to exist. With the advances in com-
puting technology and learning techniques, it became possible to model real world objects as
3D shapes and analyse them in computer simulations to gain valuable insight. Various different
methods of 3D modelling were developed, which mainly fall into two representations, surface
or solid. Methods were then developed which would use one or both of these representations
to analyse the underlying shape, including segmentation, alignment, recognition and matching.
In this chapter we present an overview of 3D shapes, different shape analysis techniques
and different geometric features. We first discuss what 3D shapes are, how they are repre-
sented and why they are useful in Section 3.2. We then overview 3D shape analysis in Sec-
tion 3.3, outlining several different categories, including segmentation (Section 3.3.1), corre-
spondences (Section 3.3.2), alignment (Section 3.3.3), recognition (Section 3.3.4 and retrieval
(Section 3.3.5). We then discuss geometric features extracted from 3D shapes in Section 3.4,
covering features defined locally per face/vertex (Section 3.4.1) and globally per shape (Sec-
tion 3.4.2).
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3.2 What are 3D Shapes?
3D shapes are a virtual representation of an object that exists (or could exist) in the real world.
These representations can be hand designed, generated by some algorithm or generated by a
form of 3D scanner. There are two main types of representation that most 3D models will be
classified as, either surface or solid, with both types having many different schemes or methods
of representing 3D models.
Surface modelling is an outer shell representation of 3D shapes [155, 156], and is widely
used across many disciplines including architectural design, game development and molecular
visualisations. Surface modelling attempts to best capture the outer surface of a shape and
can be thought of as applying a ‘shrink wrap’ around a real world object. Two of the most
basic examples are the point cloud and wireframe. Point cloud representations are a set of
disconnected vertices in 3D space which each have an x, y and z coordinate (See Figure 3.1
(a)). Due to their basic representation, they also have the least constraints of any surface model,
meaning any analysis technique that uses point cloud should work with any point cloud shape.
Wireframe representations are an extension of point clouds, where vertices are connected by
edges, and an edge is made up of exactly two vertices. A further extension, which is one of
the most popular surface methods, is the polygon mesh (See Figure 3.1 (b)). This adds faces,
that are made up of 3 (or 4 in quad meshes) vertices, all connected by edges. Meshes also
introduce more constraints and the idea of manifoldness, where a manifold mesh is possible to
create in the real world, otherwise it has impossible geometry. For a mesh to be manifold all
faces must connect to exactly three other faces (in triangular meshes) and all edges must lie
between exactly two faces. These constraints ensure that the surface contains no holes, always
has a defined thickness and does not have impossible edges. These strict constraints can be a
hindrance to mesh based shapes, however, as manifoldness ensures the shapes are possible in
real life, the majority of techniques using them were designed with manifold meshes in mind.
Solid modelling is the representation of 3D shapes in their volumetric form [155,156], and
has wide usage across different areas including engineering and medicine. The internals of the
shape are very important for solid modelling, as such techniques for representing shapes are
very different to that of surface modelling. One of the most basic examples is a voxel represen-
tation, where the shape is made up by a 3D Cartesian grid of intensities [157]. The resolution of
the 3D grid impacts quality and the intensity of the voxels can simply be binary (to determine
the form of the shape) or a range of values (to show change throughout the shape). Another
method of shape modelling is constructive solid geometry [158], where complex shapes are
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formed by boolean operations between parametric ‘primitive shapes’, which are the simplest
forms of geometry such as cubes, spheres, cylinders, cones, pyramids etc. (See Figure 3.1
(c)). This method is popular in Computer Aided Design (CAD) and Computer Aided Man-
ufacture (CAM) software as it allows for incremental creation of complex shapes by adding
new simple shapes. Solid modelling is useful for simulations and allows analysis to be carried
throughout the model, unlike surface models which are restricted to the outer shell. Example
usages include allowing engineers to simulate stress in a system or define different materi-
als or densities throughout the model [159], and allowing medical researchers to visualise the
internals of tissues and organs [160].
Both surface and solid modelling have strong advantages and certain drawbacks, however
in this work we opted to use datasets consisting of surface shapes. This was due to the avail-
ability of datasets and the extensive usage in the related work. Also, shape analysis work tends
to focus on traits found on the surface of a shape rather than the shape internals.
3.3 3D Shape Analysis
The ability to model and generate 3D shapes has grown rapidly over the past decades with
advances in computer technology and equipment. As mentioned above (in Section 3.2), many
different fields of research generate 3D shapes to represent real world objects. These fields
require effective analysis techniques to learn valuable information about the 3D shapes they
are generating, as such a considerable amount of work has been carried out in the field of 3D
shape analysis [161–164].
3D shape analysis covers a wide variety of techniques and methods including shape synthe-
sis [165, 166], texture mapping [28, 167, 168] and shape deformation [169–171]. However, as
the focus of this study is on 3D shape segmentation techniques, we limit the scope of 3D shape
analysis to segmentation and some broad areas that influence or are influenced by segmentation
namely; correspondence, alignment, recognition and retrieval.
3.3.1 Segmentation
Segmentation is the process of splitting some input data into different regions based on some
criteria. With 3D shape data, segmentation techniques vary depending on the type of input,
such as object segmentation in point cloud scenes [172], functional parts segmentation of a
mesh [23] or correct sized patch segmentations for texture mapping onto a mesh [28]. This
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(a) (b) (c)
Figure 3.2: Different segmentations of a 3D shape. (a) shows the unlabelled input shape, while
(b) and (c) show a low and high part segmentation respectively.
provides us with three different classes of segmentation; object, part and patch [17,173]. Many
geometric techniques rely on segmentations of input shapes to work well including shape de-
formation, animation, modelling, matching and editing [17, 39].
Object segmentation is typically performed on point cloud scenes [174–176]. This type
of segmentation attempts to cluster similar points together that represent individual objects in
the scene [177]. The methods can also provide labellings to the clusters, such that individual
objects from the same class (such as cars on a street), would be given the same label [178].
When considering a single object, it typically consists of a set of functional or meaningful
parts. Part segmentation is automatically detecting these parts and can give additional insight or
information about the shape. This type of segmentation, however, is very subjective to human
interpretation, and when asked, different people can partition the same shapes differently [2,
39]. An example of this is shown in Figure 3.2, where the same shape is segmented in two
different ways. Part segmentation is one of the most popular forms of shape segmentation, with
many existing techniques providing different methods of segmentation. For example, defining
regions which grow over iterations giving a type of ‘flood-fill’ segmentation [179, 180], fitting
primitive shapes [32], or clustering geometric features [13, 14, 41, 181].
The final type of shape segmentation looks at defining patches across the surface of the
shape. These patches take influence from ‘super pixels’ in images, where groups of pixels
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are clustered and share the same colour intensity [182]. While not giving the same semantic
meaning as part segmentation, patch segments are normally much simpler in topology and
still useful for several applications [39]. Some examples of these applications include texture
mapping [28, 183], geometry images [184] and mesh simplification [185]. They also have
uses in more complex segmentation pipelines where patches are clustered to form semantic
parts [1].
One problem with segmentation, especially when computed in an unsupervised way, is
that the labels have no significance between two similar shapes. Traditional segmentation
techniques work on a single shape at a time, and therefore the label for a part in one shape
could be different for the same part in a different shape. With this observation, in recent years,
researchers have been interested in providing a consistent segmentation throughout a dataset
of similar shapes, called co-segmentation [38] (with influence from the image domain [186]).
This method takes a set of shapes and applies a set wide segmentation algorithm to achieve
results where similar parts have the same segment identifier. This term is typically confined
to unsupervised methods [1,36,37,46,187], as supervised segmentation is typically inherently
consistent as the model is trained on known ground truth data [39].
A more in-depth look at segmentation and co-segmentation techniques is provided in Chap-
ter 4 where we explore the existing work of segmentation in supervised, unsupervised and
active learning settings.
3.3.2 Correspondence
If some mapping can be devised between a pair of shapes they are said to be in correspondence.
The mapping could be between a small set of feature points, between all vertices or a continu-
ous function between both shapes [188]. Correspondence matching is a difficult problem and
has applications in many fields [189], including shape registration [190], recognition [191] and
deformation transfer [192, 193]. Methods for aligning shapes with defined correspondences
can typically be categorised into two sets, dense or sparse [11]. Dense correspondences are
defined between all elements of a pair of shapes and is typically a requirement for applications
such as shape morphing [194] or texture transfer [195]. Sparse correspondences are defined
between a subset of elements (known as feature points) and can be computationally less ex-
pensive than defining dense correspondences [11, 196]. They are typically used when aligning
shapes with key features (e.g. humans using legs, arms, head etc. See Figure 3.3 (a)) or even as
input to dense correspondence methods [24]. There is also the idea of full or partial correspon-
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(a) (b)
Figure 3.3: Examples correspondence visualisations from [11]. (a) shows feature point cor-
respondences between two similar shapes. (b) shows an example of where partial correspon-
dences would be beneficial, as parts in the left human are not present in the right human.
dences, where all parts of both shapes are matched in full correspondence techniques, but only
certain parts are deemed important for matching in partial correspondence [11]. Figure 3.3 (b)
shows an example of where partial correspondence might be desired as there are parts in one
shape that are not in the other. Correspondence and segmentation are two closely tied fields
as both methods can provide mutual benefit to the other. Feature points generated from corre-
spondences have been used in early work in co-segmentation for matching segments between
shapes [31]. Likewise, segmentation algorithms, specifically ones which produce consistent
set-wide segmentations can be utilised in correspondence work to aid in part matching [11].
3.3.3 Alignment
Alignment can be seen as an extension of correspondence generation (Section 3.3.2), where the
two shapes are transformed to be aligned using the correspondences [188]. There are two types
of alignment, rigid and non-rigid. Rigid alignment is the transformation of one shape onto
another such that the distances between corresponding feature points is minimised, without
altering or deforming the input shapes [197,198]. One prominent application of rigid alignment
is for 3D scanners. As the scanners can only take a single view at a time, it is necessary to align
the points from multiple views to create the desired 3D shape [199]. Segmentation also benefits
from alignment methods as shown in the early work in co-segmentation, where shapes were
aligned to link similar segments [38]. A constraint of rigid alignment is that the geometry of
41
3. Background to 3D Shapes
the two shapes does not change after the transformation, only spacial information about the
shapes change. Non-rigid transformations allow certain geometric changes to take place with
constraints in place as to not distort the geometry too much [200]. Non-rigid alignment share
similar uses to rigid alignment in 3D scanning, typically utilised where there is prominent noise
present in the scans. However, the largest usage of non-rigid alignment is in correspondence
matching for articulated shapes, who share similar features but differing geometry [188, 201].
Both alignment types can be aided by segmentation as it allows similar parts of the shapes to be
aligned instead of just feature points. This could improve the transformation of rigid alignment
and the morphing of non-rigid alignment [11].
3.3.4 Recognition
Every shape can be described by the object is represents (e.g. car, boat). This description is
called a classification, and methods for detection and assignment of these classifications are
known as shape recognition (or shape classification) algorithms [26]. These algorithms are
extremely important for providing a class identifier for datasets used in other shape analysis
pipelines, like shape retrieval, correspondences and segmentation as using data from the same
class is required for these techniques to function properly [38, 202]. Recognition techniques
typically rely on features to distinguish between shapes when providing class identifiers [18,
19, 203] or can be aided by segmentation algorithms for cases like scene recognition [204].
However, the recent growth of deep learning algorithms has provided new avenues for this
research using Neural Networks (NNs) [205–208].
3.3.5 Retrieval
The growth of available shape datasets has been a great asset to 3D shape analysis techniques,
however, these massive datasets bring their own problems too. With datasets containing hun-
dreds of thousands of shapes [53], it may be desirable to construct a small subset for certain
tasks (e.g. shape morphing [194], where large datasets may not be needed). There are also fields
like segmentation which use retrieval methods to select similar shapes from massive datasets to
optimise their pipelines [8]. As such, efficiently searching through these datasets has become
an active research topic, called shape retrieval [12, 25]. Traditional retrieval methods used full
shape matching to query a dataset of shapes, showing the most similar results [209–212] (See
Figure 3.4), sometimes using correspondences to refine the results [213]. Over the years, re-
trieval methods have expanded to accept more versatile forms of queries including part match-
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Figure 3.4: Examples of shape retrieval queries and results from [12].
ing using segmentation [27], sketch based queries [214], skeleton matching [215] and using
Autoencoders (AEs) to encode shapes for encoded queries [216]. Shape retrieval is a popular
research area, such that there is a yearly contest called the 3D Shape Retrieval Evaluation Con-
test (SHREC), where researchers are invited to submit new retrieval ideas evaluated on a new
retrieval dataset released that year.
3.4 3D Shape Features
Understanding 3D shapes is core to all shape analysis techniques. Basic information contained
in a 3D shape are the locations and connectivity of the vertices and faces. This information can
be useful, however when comparing shapes which are similar in function but differ largely in
topology, the usefulness decreases. This led to the research into shape features (or descriptors),
which are additional information generated about shapes using the underlying details we know
[217, 218]. These features are known as handcrafted features, as the algorithms for computing
them were specifically designed to extract certain information from the input shapes.
There are two main types of shape features to consider, local and global, where local fea-
tures are values or vectors defined per face or vertex and global features are values or vectors
defined about the entire shape. In the following sections, we will briefly outline both locally
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computed (Section 3.4.1) and globally computed (Section 3.4.2) features, discussing applica-
tions and famous examples from each type.
3.4.1 Local Features
3D shapes are made from many faces and vertices, each with some known spatial informa-
tion (excluding point clouds). Historically, using just this information to drive shape analysis
techniques was inadequate as large differences in similar shapes caused too much variations in
datasets. As such local features were developed, giving some specific new insight into the faces
or vertices [218,219]. Local features are typically implemented for applications which rely on
point data such as segmentation [1,40,41], correspondences [11,196] or registration [24,220],
as they give per point information to help assign segment labels or find feature points [218].
There is also extensive use of local features in other areas which do not rely as heavily on local
information, including recognition [221], retrieval [222] and modelling [223].
Local features are defined in a wide range of ways, and are tailored for the task they are
designed for [219]. Like with most feature types, they can be classified into two categories,
scalars and vectors. Scalar features are ones which compute a single value per point, with
popular examples including curvature around a point [13, 224], estimation of thickness [41],
average geodesic distance to all points [14] and conformal mapping of curvature [15]. Con-
versely, vector features compute a list of different values per point, in the form of histograms
or signatures. Vector features range in shape, with signature features like Signature of His-
togram of Orientations (SHOT) [225] and Heat Kernel Signature (HKS) [203,226] arranged as
1D vectors and histogram features like Shape Context (SC) [19, 39] and Spin Images (SI) [18]
arranged as 2D or 3D matrices. Furthermore, certain work has also computed multiple vari-
ances and normalizations of specific scalar features to treat them as vectors [39]. There are
many other local shape descriptors available, with good explanations in the available survey
papers [218, 219, 227–230].
In recent years, with the growth in popularity and availability of deep learning the need
for new local features has decreased [229]. Initially techniques introduced networks which
utilised the existing features as inputs and learned new representations to achieve the desired
output [3, 52, 231]. As understandings of NNs increased, and more methods became available,
techniques were also developed for classification and segmentation of point clouds using just
point locations and normals [51, 232]. This research shows that more information than first
thought can be extracted from raw shapes using deep learning to learn complex representations.
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3.4.2 Global Features
For many shape analysis techniques, having the ability to define a whole shape in some quan-
tifiable way is very desirable. A function which provides this mapping between shapes and
some feature space can be considered a global feature [230]. Global features play a prominent
part shape recognition [196] and retrieval [12,25], allowing for similar shapes to be represented
by similar, clusterable features. Global shape features have been explored from various differ-
ent approaches with early work looking at projecting shapes using a Fourier transform [233].
Later work proposed to take several snapshots around the shapes and extract features using
image based methods like Zernike moments [234]. Also, features were proposed using spher-
ical harmonics [235], Principal Component Analysis (PCA) based spherical harmonics [236]
or by projecting a shape to an image representation [237]. Additionally, local features can
be utilised as global features by computing their distribution across the shape as a histogram,
this has also been used to good effect for describing segments in unsupervised segmentation
pipelines [1, 36]. Researchers also noticed that a single global descriptor may be too suscep-
tible to noise or shape variations, so proposed to use multiple local features [238]. These are
just a few of the available global shape descriptors, with many more available, and explained
well in the available survey papers [228–230].
Similar to local features, the advances in deep learning have also impacted global fea-
tures. Deep learning architectures are available that can convert spatial coordinates to both
segmentations and classifications [51,232]. There is also extensions of geometry images using
Convolutional Neural Networks (CNNs) [239], and work using deep learning to map features
to each other, producing an encoded representation [240, 241]. As result extensive survey has
recently been released, exploring 3D shape descriptors and the impact of deep learning [229].
3.5 Summary
In this chapter we have given a background, overviewing what 3D shapes are and why 3D shape
analysis is an important research area. We briefly discussed segmentation and other 3D shape
analysis areas, including correspondences, alignment, recognition and retrieval, outlining why
they are important research areas and ways in which segmentation can benefit them. We also
discussed 3D shape features, which have major uses in all shape analysis areas and have been
key to the development of the field.
In the following chapter we will further discuss 3D shape segmentation, giving an in-depth
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look at the evolution of techniques over the years and what the current state of the research is
in (Chapter 4).
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4.1 Introduction
The importance of 3D shapes and shape analysis was briefly outlined in Chapter 3, along with
examples and surveys of techniques and features that have been showcased. This gave a broad
overview of shape analysis as a whole and insight into various available techniques. In this
chapter we focus on existing work in 3D shape segmentation, as this is the key focus of this
study. A more detailed discussion of existing techniques is presented, showing the evolution
of the field over the years and showing the current state of 3D shape segmentation.
We first outline prominent features used in shape segmentation in Section 4.2, as many
segmentation pipelines are driven by features. Next we overview unsupervised segmentation
methods in Section 4.3, showing how the field has developed from single shape segmentation
(Section 4.3.1) to collection based segmentation (Section 4.3.2). Then we explore supervised
segmentation methods in Section 4.4, covering early learning methods to the use of deep neural
networks, before discussing the how active learning is utilised in Section 4.5. Finally we
summarise the chapter and some of the limitations of the exiting work in Section 4.6.
4.2 Shape Features
Shape features were briefly discussed in Chapter 3, where we gave an overview of some fea-
tures and their uses in general shape analysis methods. Here we will provide more detail on
specific features that were designed for, or adapted for, shape segmentation algorithms. How-
ever, there are several surveys available providing excellent coverage of 3D shape features used
in all areas of shape analysis [217–219,230]. We will focus primarily on local shape features as
they play the biggest role in shape segmentation when compared with global features, though
certain methods do make use of global features to aid in selecting similar shapes [8].
The most basic features a 3D shape has are its coordinates, these can be vertex coordinates
or face centres (average of the faces three vertices) and can be clustered to give a basic patch
segmentation for any shape. Another simple feature to extract from a shape is its face normals,
a vector perpendicular to its corresponding face, which describes the direction of the face.
Normals are useful when computing other features such a dihedral angles between two planes
(i.e. two neighbouring faces), which is commonly used as a pairwise feature in segmentation
refinement techniques [1, 39] or dihedral angle to a common axis, such as the upright vector
[1, 7].
For many years one of the most prolific features used in segmentation was as estimation of
48
4.2. Shape Features
(a) Principal Curvature (b) Average Geodesic Distance (c) Conformal Factor
(d) Shape Diameter Function (e) Spin Images (f) Shape Context
Figure 4.1: Visualisations of features mapped onto a shape, with colour map from red (low)
to violet (high). Visualisation shows Principal Curvature [13] (a), Average Geodesic Distance
[14] (b), Conformal Factor [15] (c), Shape Diameter Function [16, 17] (d), Spin Images [18]
(e) and Shape Context [19] (f). The two vector features (e) and (f) are are compressed to one
dimension with PCA before visualisation.
curvature around a face [13, 224]. A common measure of the curvature at a point is the Gaus-
sian curvature, which gives negative curvature in troughs (concave regions), positive curvature
in peaks (convex regions) and zero curvature on flat regions [224]. More recently, the notion
of principal curvature has also been explored, where the curvature at a point is the weighted
average of the dihedral angle between the points normal and surrounding normals [13] (See
Figure 4.1 (a)). The main difference between the methods is that Gaussian curvature can dis-
tinguish between concave and convex regions.
Another common feature used in segmentation is the computation of Average Geodesic
Distance (AGD) of a point [14] (See Figure 4.1 (b)). This is computed by averaging of the
geodesic distance from a point to every other point on the shape, and gives understanding of
the points location on the shape. A point with low AGD has a relatively short path to all other
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points in the shape and is likely to be found in the middle of a shape. Conversely, a point
with high AGD can be found on the shapes extremities, and maybe a good candidate for a
feature point for correspondence generation [11]. A feature with similar geometric properties
to AGD is Conformal Factor (CF) proposed by Ben-Chen and Gotsman [15]. CF is defined
as the conformal mapping from the source surface to a target surface while preserving local
Gaussian curvature [242]. In the discrete case this is defined by solving the linear, equation
Lφ = KT −Korig [15], where KT is the source Gaussian curvature, Korig is the target Gaussian
curvature, L is the discrete Laplace-Beltrami operator [243] and φ is the desired CF. The main
property of CF that it is invariant to isometric transforms (See Figure 4.1 (c)), however, it
has a limitation in that it is very susceptible to small regions of a shape with large curvature.
Several unsupervised methods also utilised the notion of geodesic distance to a common plane,
specifically the plane representing the ‘base’ of the shape [1, 7]. This distinguishes between
points that are low or high on a shape, something that AGD does not portray, however it does
require the shapes are in some common orientation.
Then the notion of shape thickness was explored by Gal and Shamir [16,17] (See Figure 4.1
(d)). The Shape Diameter Function (SDF) is a measure of a shapes thickness at the given point
and is computed by casting several random rays through the reverse normal of a point within
a cone of interest. The SDF at that point is then the weighted average of all the rays that
intersected another part of the shape. More recently a similar concept has been explored by
Xin et al. [244] where they estimate the girth (the shortest distance around the shape back to
the point) of the part at a given point. The Intrinsic Girth Function (IGF), however, is much
more complex to compute than SDF, as it requires calculating a shortest distance geodesic
path which travels around the shape. The SDF feature was designed as a segmentation feature,
which on its own can provide good quality single shape segmentations. Xin et al. also showed
that the combination of both SDF and IGF can help mitigate the limitation that SDF faces on
shapes with similar thickness throughout (e.g. a chair) [244].
All the features talked about thus far (except a faces coordinates and normal) can be con-
sidered scalar features. That is, they produce a single value per point, and while features like
SDF can produce multiple values when computed for multiple input parameters (i.e. different
cone diameters), each instance is still a single value. For many segmentation algorithms, clus-
tering or classifying based on a single value is not robust enough and therefore they typically
use multiple different scalar features [1, 42, 245]. An alternative, however, is the use of vector
features, which produce a list of correlated values to capture the features purpose, with one
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of the earliest examples being Spin Images (SI) [18], a feature primarily designed for shape
recognition (See Figure 4.1 (e)). For each point on a shape, SI captures the surface information
around the point in a 2D histogram, with higher resolution histograms giving more detailed
representations of the surface information. Though designed as recognition feature, SI has had
notable usage in segmentation work, specifically supervised methods [3, 39].
Another prominent vector feature is Shape Context (SC) [19], a feature adapted from the
image domain (See Figure 4.1 (f)). SC gives a representation of a point to all other points by
encoding logarithmic geodesic distance and uniform dihedral angles in a 2D histogram [39].
Similar to SI, the resolution of the histogram (i.e. the number of bins) impacts the level of detail
captured by the feature. SC has been widely adopted in segmentation work over the years, with
both supervised [3, 39, 246] and unsupervised [36, 37, 46, 247, 248] methods utilising it.
Later, Sun et al. [226] proposed a point signature using of heat diffusion. Originally pro-
posed to aid feature point generation, Heat Kernel Signature (HKS) is a point signature which
captures the idea of heat diffusion over the surface using heat kernels. The vector for each
point captures the heat distribution over time, with each value representing a time stamp. HKS
provides a transformation invariant feature, and has been shown useful in unsupervised meth-
ods [247], however it is not scale invariant. As such, an extension was proposed by Bronstein
et al. [203] a year later, aptly named Scale Invariant Heat Kernel Signature (SIHKS). The
proposed feature first scale the input shapes into the same space (i.e. all shapes have consistent
surface area), then computes the HKS. The extended SIHKS has seen uses in the Autoen-
coder (AE) driven unsupervised segmentation method proposed by Shu et al. [187].
Tombari et al. then proposed a feature which combines both shape signature and histograms
into as single feature [225, 249]. Called Signature of Histogram of Orientations (SHOT), the
feature constructs a local reference frame around each point and divides the region into differ-
ent volumes according to radial, azimuth and elevation axes. Then a histogram is computed
for each volume by binning the points according to angles between normals of the point and
its neighbouring points. The final descriptor is then computed as the concatenation of all his-
tograms from the volumes. This feature has been shown useful in shape recognition [250,251],
classification [252] and landmark feature point detection [253] methods. However, it is yet to
be used in a segmentation pipeline, so it would be interesting to investigate its performance.
Recently, there has also been interesting research proposed using Neural Networks (NNs)
for extracting local features. While these methods may seem trivial as the purpose of NNs
is to provide some high level feature representation of the input data, most research uses the
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extracted features directly as inputs to a classifier of a specific task like segmentation [3, 232].
Two methods have been shown in the past three years, focusing on extracting features from
NNs. Xie et al. [241] first proposed the idea for uses in shape matching and retrieval appli-
cations. The network is designed as an AE which encodes the multi-scale components from
the HKS feature. The extracted feature can then be used for shape matching, providing both
noise and pose invariance. Later Huang et al. [254] proposed an Convolutional Neural Net-
work (CNN) which takes multiple viewing angles around a point as input. The CNN com-
presses the input views, essentially creating a function to map points to a common embedding
space. This feature is then shown to work well for segmentation, correspondence generation
and shape matching, showing its usefulness in many areas of shape analysis.
With the large quantity of available local features, shape segmentation methods try to pick
features which best compliment the method they are proposing. It would be interesting to
perform an analysis of features in a common shape segmentation pipeline, to see the overall
impact of different features when compared to each other.
4.3 Unsupervised Segmentation
As discussed in Chapter 2, unsupervised learning define a way to map input data without being
trained on expected outputs. Fundamental approaches to unsupervised learning include clus-
tering, which defines several groups consisting of similar data, and embedding, which maps
input data to a new dimensionality while preserving as much information as possible. The idea
of unsupervised learning has been incorporated into segmentation techniques by using unsu-
pervised algorithms as part of a pipeline. Here we will discuss the early work of unsupervised
segmentation which were applied to single shapes (Section 4.3.1), before leading onto more
recent work which looked at proving a consistent segmentation across a dataset (Section 4.3.2).
4.3.1 Single Shape
As mentioned above, early work in unsupervised segmentation looked at providing some par-
titioning to a single shape. There were two main types of segmentation for 3D meshes, part
and patch [17], which we briefly overview in Chapter 3. To recap, part-based segmentation is
partitioning the input shape into functional or meaningful parts and patch-based segmentation
is defining either equisized or specific sized patches for use further in the algorithm. Extensive
research has been carried out for both types of segmentation, with several surveys providing
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an excellent and extensive analysis [17,255–257]. However this study is focused on part-based
segmentation, so the scope of this section is restricted to that type.
Early work in part-based segmentation was widely varied with methods trying different
approaches to the same problem. The survey by Rodrigues et al. [257] divides single shape
segmentation methods into three categories, volume-based, skeleton-based and surface-based.
Volume-based approaches are typically formulated as dividing the shapes into sub-meshes
by restricting the parts by some convexity or concavity criteria. The idea comes from trying
to partition a complex shape such that the parts are more simple and have convex properties
[258]. Example work from this sub-are include Lien and Amato [30] who used concavity as a
constraint, Kraevoy et al. [31] and later Kiack et al. [259] who used convexity as a constraint.
Skeleton-based approaches first extract an internal skeleton of the input shape, which can
be done in several ways. One proposed method is geometrically contracting the shape to a
common central skeleton [260], or by extracting a Reeb graph by using some geometric infor-
mation such as geodesic distance [14] or shape convexity [261]. The nodes of the generated
skeleton graph can then be used to segment the original shape, with more nodes providing a
higher detailed segmentation [14, 261–263].
Surface-based approaches are interested in the geometric properties found on the shell of
a shape and tend to focus on feature-based or graph-based methods using the surface. This is
arguably the area with most work as several prominent sub-areas have formed over the years,
looking at region growing [29], feature clustering [42], hierarchical clustering [32, 44] and
boundary segmentation [23,45]. Region growing algorithms grow segments from a set of seed
points until some criteria is broken (i.e. the added faces stops the segment from being convex
[29, 264]). The factors that change between different work in this area are the growing criteria
and seed point selection. With Zhou and Huang [265] and Katz et al. [40] proposing to use
critical points on the shape (maximum curvature points or saddle points) and Zhang et al. [266],
proposing to use mean point curvature and proximity as the growing criteria. Feature clustering
is the process of using some geometric feature or distance function in a clustering algorithm to
obtain a set of clustered faces which can be treated as segments, with the pioneering method
coming from Shlafman et al. [42]. Liu and Zhang [245] then proposed the first segmentation
algorithm which used spectral clustering and later Lai et al. [43] proposed a method borrowing
a well known technique from image segmentation called Random Walks [267]. Later Fang et
al. [268] proposed to cluster the heat mean signature feature which could provide a rotation
and deformation invariant segmentation, which is claimed to also be perceptually consistent
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across similar shapes. Hierarchial clustering is the process in which a shape is iteratively
broken into new parts (top-down) [44] or all faces start as a cluster and clusters are iteratively
merged (bottom-up) [32]. Both methods produce a hierarchy tree which can be used to generate
different levels of segmentation. Other than the use of top-down or bottom-up, methods are
typically distinguished by the choice of splitting or merging criteria where Katz et al. [44]
use fuzzy regions and a graph cut algorithm and Liu and Zhang [269] used spectral projection
of the shape to extract splitting contours. More recent methods proposed to first segment
shapes into patches and merge based on similar metrics, iteratively provides a segmentation
hierarchy [34, 35]. Boundary segmentation algorithms take a different approach by looking
for segment boundaries (lists of connected edges that lie between segments) rather than the
faces contained in a specific segment [23, 45]. This problem can be defined as finding the
shortest path boundary that lies on regions of high curvature [270]. Later, Golovinskiy and
Funkhouser [33] proposed a new approach to the problem, by partitioning the shape many
times using simple clustering algorithms and shape curvature. This produced many different
segmentations of the shape with boundaries lying on high curvature regions. The task was then
to select the best boundaries from all segmentations by using scores based on how common the
boundary was and the curvature of the region the boundary lies.
The shape segmentation methods proposed over the past two decades have been innovative,
providing a wide range of different approaches to solving a similar problem. From patches
to meaningful parts and even hierarchical segmentation, methods have been shown which can
provide a desired segmentation for almost any given input shape. However, the major limitation
of most unsupervised shape segmentation techniques is that the label identifiers can change
between runs, even with the same input shape. This is due to the clustering that most techniques
use to generate the segmentations. Therefore providing consistent segmentations for more than
one input shape from the same class is not feasible with current methods.
4.3.2 Co-Segmentation
With active research in unsupervised co-segmentation over the past decade, a trend was noted
that the methods were typically one of two types; alignment-driven or feature-driven [36].
Alignment-driven techniques use correspondence or alignment techniques (See Chapter 3) with
single shape segmentation to provide correspondence between the similar parts. Where as
feature-driven techniques use shape features to calculate similarity measures which would link
similar shapes and parts across the dataset.
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(a) (b)
Figure 4.2: Example of single shape segmentation vs co-segmentation from [1]. Single shape
segmentation (a) cannot guarantee consistent segment identifiers (colours) when computed on
different shapes. Co-segmentation (b) aims to provide links between these shapes such that
the segment identifiers (colours) are consistent for parts with the same function (e.g. bases or
handles).
The early work in co-segmentation was primarily alignment-driven, with the work by
Kreavoy et al. [31] pioneering the field. They first segmented each shape into meaningful
parts before computing pair-wise correspondences between interchangeable components (i.e.
components in two different shapes that could be swapped, as they pose the same function).
However this method is not true to set-wide co-segmentation, as the segmentations are only
consistent between pairs of shapes. A further drawback is that the shapes being segmented
required the same amount of parts, as such if a shape had an additional functional part the
method would fail. The first true set-wide co-segmentation technique was then proposed by
Golovinskiy et al. [38] two years later. This method relies on shape alignment, specifically, the
iterative closest point algorithm [190]. A single graph is then constructed of all shapes in the
dataset, with nodes representing faces of shapes and edges representing either neighbouring
faces on the same shape or aligned faces between shapes. The co-segmentation is then com-
puted by clustering nodes in the graph, where similar segments across all shapes should end
up in the same clusters. This method addressed both limitations faced by the previous work as
it allowed for full set co-segmentation and the clustering based segmentations also allowed for
outliers, as the number of segments was a user defined parameter. However, the strict align-
ment of the shapes meant that datasets with wide variation could fail due to poor alignment.
An issue which was addressed by Xu et al. [271] the following year, by computing ‘part styles’
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Figure 4.3: Unsupervised segmentation pipeline from [1]. Input segmentation is embedded
using a diffusion map and clustered, then a GMM is used to generate predictions of the clus-
terings before refinement.
of components which were scalable, allowing varying parts with the same function to map to
each other. Then in 2011, Huang et al. [272] proposed a method which was not restricted by
global alignment or correspondence for segment matching. Their method would optimise a
set of input segmentations by first computing the pair-wise co-segmentation (influence by the
early work Kreavoy et al. [31]), this identified similar shapes in the process. Then set-wide co-
segmentation was computed by optimising a linear system using the learned shape similarities
and part similarities from the previous step. This method was however, very sensitive to the
input segmentation, which could result in parts not being part of a set-wide segment.
Around the same time the pioneering feature-driven work by Sidi et al. [1] was proposed
which required no prior alignment or correspondences. Instead, the correspondences required
to link the similar parts were extracted from clustering of geometric features. The method first
computes a per shape segmentation using mean shift and computes part-level features by using
histograms of face-level features within each part. The part-level features are then all embedded
into a common space using a form of spectral embedding called diffusion maps, which places
similar parts close and dissimilar parts far away. Clustering is applied to the diffusion map to
give the initial co-segmentation of the set. The clusters are then used in a statistical model,
specifically a GMM to give probabilities of each part belonging to the cluster, before being
refined by an optimisation algorithm (Pipeline shown in Figure 4.3). Similar to Huang et
al. [272], this method is very dependant on the input segmentation. If the segments are too
simple then the clustering will have difficulty distinguishing parts, conversely if the parts are
too detailed then the embedding will struggle to match similar parts. The following work by
Hu et al. [46] saw to improve on these drawbacks by employing a patch-based segmentation
algorithm. The co-segmentation was then computed the clustering of the patches, which were
represented by a histogram of face-level features. The clustering algorithm used was subspace
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clustering [273], which provides multiple different feature spaces (one per feature used). This
subspace clustering then provided the correspondence and patch clustering required to compute
the final co-segmentation. Not long after, two concurrent works by Meng et al. [37] and Wu
et al. [36] were proposed which each provided incremental improvements on the work by
Sidi et al. [1]. Meng et al. [37] interoperates a patch based initial segmentation and provides
iterative updates to the segmentation during refinement. While Wu et al. [36] combines spectral
clustering from Sidi et al. with subspace clustering from Hu et al., claiming multiple spectral
embeddings can improve the segmentation. Around a similar time Zhang et al. [248] proposed
a new approach that did not rely on a per shape initial segmentation. Instead, individual faces
are clustered using their representative features and the fuzzy c-means algorithms [274]. They
then utilize the random walks algorithm [275], to update the cluster centres and recompute
which cluster each face belongs to. This process iterates, updating the segmentation each
time until convergence. Then, with the rise of deep learning, Shu et al. [187] proposed to
incorporate an unsupervised AE into a co-segmentation pipeline, to provide new, high-level
feature, using existing features used in other work [1]. With the high level feature for each
patch of each shape, a GMM is used to give the probabilities of each patch belonging to a
shape part. These probabilities can then used with a refinement algorithm to give the final
co-segmentation. Similarly, Yi et al. [276] proposed a combination of part embedding and
an Extreme Learning Machine (ELM) (A supervised method of learning segmentations). The
ELM was utilised as an unsupervised embedding model, similar to an AE, the embedded output
of which could be clustered to provide the co-segmentation.
There are two observations we can be produced from the existing feature-driven co-segmentation
work. First, they all utilise several different geometric features, with only brief explanations
of the reasons why the features were picked. Second, the majority of the methods follow very
similar pipelines, with only different implementations for parts of the pipelines distinguishing
them. With these observations in mind, it would be interesting to explore the effects of dif-
ferent shape descriptors in a single co-segmentation pipeline, to see if results can be improved
upon. As the same formula seems to be used throughout the majority of the works, using a
single existing pipeline to evaluate multiple features could prove interesting.
4.4 Supervised Segmentation
As discussed in Chapter 2, supervised learning is training an algorithm to give a desired output
by allowing it to compare its predicted output with the expected output. The algorithm learns
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by updating its weights using some optimisation method which utilises a loss function to deter-
mine how to change the weights. Various different supervised methods have been incorporated
into segmentation pipelines over the past decade with many of the recent techniques using some
form of NN architecture to drive them. Unlike unsupervised work, there is no need for distinc-
tion between single shape segmentation and co-segmentation, as supervised learning requires
datasets of data to be trained effectively and therefore do not offer single shape segmenta-
tion methods. Also, supervised methods require ground truth segmentations in order to train
their proposed classifiers for labelling new shapes. These segmentations require a substantial
manual effort to generate, especially to a high standard, however there are two repositories
available, each with several datasets containing shapes and ground truth segmentations [1, 2]
which have been widely adopted.
The pioneering work in supervised segmentation was by Kalogerakis et al. [39] in 2010,
where they proposed to train a Conditional Random Field (CRF) classifier [277] for provid-
ing segmentations to unlabelled shapes. As is common with supervised techniques, datasets
were split into training and testing sets. The CRF classifier was trained by iteratively opti-
mising weights using unary (information about a face) and binary (information about pairs
of adjacent faces) terms. Where the terms were provided by a JointBoost classifier [278],
which, when trained, would select optimal features from a large pool of available features.
Once both models were trained and optimised using the training set, the testing set could be
evaluated, providing predicted segmentations for each shape. The shapes were then refined
using the multi-label alpha-expansion graph cut technique [279]. Three years later Wang et
al. [280] proposed a very different method for supervised shape segmentation. Instead of di-
rectly segmenting the input shape, several images are generated from different viewing angles.
Then image shape matching methods are used to select similar, semantically labelled images
from very large image databases like ImageNet [115]. The unlabelled shape images are then
segmented by transferring the segmentation from the best matching image from the database,
which also produces a confidence map of the image. All shape images are then gathered and
the most confident label from all images for each face is projected back onto the shape, before
a refinement stage to give the final segmentation. As this method is computed in the image
space, it becomes very flexible to input data, as it is not restricted by manifold shapes. How-
ever it does rely on finding close matching images to map segmentations back, so may not be
suitable for all datasets. A year later, the work by Xie et al. [281] was proposed, where they
train a small NN which they call an Extreme Learning Machine (ELM). The emphasis of their
58
4.4. Supervised Segmentation
Figure 4.4: CNN architecture design from Guo et al. [3].
work was on speed, where a model could be trained and evaluated in ‘real-time’. The NN was
a single layer network designed to take geometric features and output segment labels. The fol-
lowing year, the same authors proposed a follow up where the network was a 2 layer CNN and
the inputs were changed to multi-view depth images [282]. This work was similar to Wang et
al. [280], as it worked with images, however they trained a CNN with expected outputs rather
than projecting similar image segmentations to the shape. Then, the work by Guo et al. [3] was
proposed which used a CNN to compress 600 geometric features (consisting of 7 unrelated
feature vectors) reshaped to represent a 30x20 image. The results were promising, however
representing hundreds of unrelated features as a 2D image and using them in a CNN will infer
many unwanted relationships (Architecture shown in Figure 4.4).
At this time an influx of methods were proposed, which was mainly due to the rising
popularity of NNs as the majority of proposed methods utilised them. The increase could
also be related to release of ground truth labels for ShapeNet [8, 53], providing massive la-
belled datasets with thousands of shapes. Many of the proposed method were focused on point
cloud segmentation, which was a reasonable research shift as ShapeNet contains mostly non-
manifold shapes and evaluation on massive datasets could better showcase a method. One of
the more famous examples was PointNet by Qi et al. [51, 232], which produced a single NN
for both point cloud segmentation and classification using only point coordinates as input. This
idea was expanded by Klokov et al. [207] as they explored Kd-tree point cloud segmentation
and by Wang et al. [283] when they explored oct-tree based CNNs of voxelised point clouds.
However, as the focus of this study is on mesh representations of shapes, we will focus on
the methods which use meshes as inputs from now on. Yi et al. [52] proposed a Graph CNN
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architecture designed to mimic fully convolutional NNs, which give an output for every input
pixel. The showcased architecture took full shapes as input and made use of the spectral do-
main to perform convolutional operators on the inputs. A limitation of this approach however,
is that the input graphs must be the same size. This is not a problem in the paper, as the inputs
are graphs constructed from point clouds using k-nearest neighbour, however, as this method
can work with a standard mesh it is a large constraint to make all input shapes the same size.
Evangelos et al. [4] proposed a similar method to Wang et al. [280] and Xie et al. [282], which
projects shapes to the image domain to segment them before projecting the segmentations back
onto the input shape. Their method used depth and grey-scale images as input to a pre-trained
fully convolutional network, before projecting the segmentations back and refining them with
a CRF. Around the same time Le et al. [284] proposed a similar concept using multi-view
input images, however they made use of Recurrent Neural Networks (RNNs). The idea is that
the multi view images are taken in some order, which can be presented to the RNN as sequen-
tial images. The network then learns to extract segment boundaries from these images, which
are used by a CRF to produce the final segmentation. Concurrently, Yi et al. [285] explored
hierarchical segmentation of shapes by using multiple geometric features, each separately com-
pressed in different branches of a NN before combining them for a predictions. This method
is intended provide hierarchical segmentations, such that parts can be presented in any way,
from coarse large parts to fine detailed small parts. While Maron et al. [286] proposed to use
a CNN with geometry images, by mapping the surfaces of shapes onto 2D images and using
a CNN. This method shows good potential as it not only works for segmentation, but also
matching and correspondence generation. However its limitation is that the input shapes must
be topologically classed as a sphere, this means the shapes cannot contain closed loops (like a
mug with its handle). Recently, Wang et al. [287] proposed a similar solution as Yi et al. [52],
which uses fully convolutional networks to provide full segmentation of an input shape, using
multiple networks per feature. The method introduces graph based convolutional operators and
pooling layers, however suffers the same limitations as its predecessor, as it requires all input
shapes to have the same number of faces and manifoldness to work.
From the related work we can draw two observations. First, many of the recent techniques
utilise NNs to drive their segmentation in various innovative ways, with some making use of
features as inputs to the models. While some methods use features in a reasonable way, such
as in a fully convolutional network, others reshape the features into an image such to fit the
CNN paradigm, which can infer relationships between unrelated features. Second, we observe
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(a) (b) (c)
Figure 4.5: Active learning segmentation pipeline from [7]. Input co-segmentation (a) is bro-
ken into patches, embedded using patch features and then a user links parts based on ‘must-
link’ (blue line) and ‘cannot link’ (red line) constraints (b). The final segmentation is then
produced when the user is happy with the results (c).
that existing work has not fully explored the information gained from surrounding faces during
shape segmentation. Typical inputs to NNs for segmentation pipelines are a set of features from
a single face, and while some features do inherently incorporate information about surrounding
faces, investigation into information gain by using local neighbourhoods of faces as inputs is
largely unexplored. The closest examples of this are the two graph CNN works [52, 287],
which defines convolutional filters on the surrounding nodes in the graph. While these do
extract information from surrounding faces, the early work does not use geometric features as
inputs and both works are restricted to shapes of the same number of faces to run. It would
be interesting to explore this area and investigate if information around a face can improve on
segmentation results when using geometric features as inputs, while also limiting the amount
of inferred relationships between unrelated features.
4.5 Active Segmentation
As discussed in Chapter 2, active learning can be considered a subset of supervised learning,
where a method can gain information about the data from some expert entity. This expert is
typically a user interacting with the system, providing some information when necessary, but
could also be an online database. The information provided varies depending on the task, from
either giving hand-labelled data [8] to providing correspondence between two different inputs
saying if the link can or cannot be made [7]. While this task can be considered a subset of
supervised learning (as it contains some sort of prior knowledge about the expected output of
the data), the algorithm driving the technique does not need to be supervised.
The existing work in active learning based shape segmentation is very sparse, with only two
prominent works, namely the works by Wang et al. in 2012 [7] and Yi et al. in 2016 [8]. Wang
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Figure 4.6: Active learning segmentation pipeline from [8]. Each pass through the pipeline
produces a single label for each shape (i.e. seats for all chairs). A small selection of shapes are
selected for the user to label using LFD clustering. The user then labels the selected shapes
using two 2D views of the shapes and painting the region of interest. A CRF is trained on
the individual labelled shapes (one CRF per labelled shape) and similar shapes (determined by
LFD clustering) have label predictions generated by the trained CRFs. The user is then shown
the resulting segmentations and asked to discard ones with errors. This process then iterates
until all shapes are labelled. The pipeline can then be re-run to achieve full shape segmentation.
et al. [7] pioneered active learning for shape segmentation with their unsupervised method
(Pipeline shown in Figure 4.5). Influenced by Sidi et al. [1], their pipeline begins with the
output from an unsupervised co-segmentation method. They then split large complex parts
into smaller patches using k-means and assign the same segment identifier to all patches from
the same part. A feature vector is then computed for each patch, and all patches feature vectors
are reduced in a common space using Multidimensional Scaling (MDS). This space can then be
clustered to provide a new co-segmentation for the set, however there may still be errors in this
new feature space. This is where the active portion of the pipeline begins, by allowing a user to
define links between patches in the space. These links are either ‘must-link’ or ‘cannot-link’,
and allow the user to interactively fix any segmentation errors in the patches. This updates the
feature space to a graph, where nodes are patches and edges are defined between same label
segments or by the users linked patches. This new graph representation can then be optimized
by a spring system, pushing cannot-link patches apart and pulling must-link patches together
in the space. The clustering is then recomputed and results are shown to the user again. This
process then repeats until the user is happy with the resulting segmentations. This method
produces a pipeline with minimal user interactions, however the segmentation quality is reliant
on the boundaries defined by the input patches. As such it is possible to never obtain a perfect
segmentation, as single patches could lie on segment boundaries.
More recently Yi et al. [8] proposed a new active learning framework which is driven by
a supervised CRF (Pipeline shown in Figure 4.6). This framework was designed to provide
a single part label for all shapes in large datasets during a single pass, this means full shape
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segmentation with n parts requires n−1 full passes to segment (assuming the final part consists
of all unlabelled points). The pipeline takes a set of shapes and generates an image of two
different viewing angles and uniformly samples points across the mesh to represent it as a
point cloud. Then the Light-Field Descriptor (LFD) is used to select a small subset of shapes
for the user to label. The two images are displayed to the user and they are asked to paint the
region of interest (the part being labelled) on each image for all shapes. Individual CRFs are
trained for each labelled shape and the Light-Field Descriptor (LFD) is used to select the most
similar shapes to those which are labelled, so that the trained CRFs can be used to generate
segmentation predictions. These predictions are then shown to the user, and they are asked to
discard the ones with errors in them. This process repeats until all shapes in the dataset have
segmentations for the current part label. The whole pipeline can then be re-run until a full
shape segmentation is achieved. This method was used in a crowdsourcing project to provide
full segmentations ground truths for the ShapeNet dataset, which has been widely adopted by
shape segmentation algorithms since its release. However, the segmentation quality achieved
by this method is limited by the CRF, as no user-driven optimisation is proposed. So unless it
is perfect, the user has to discard the predicted segmentations or accept it with incorrect labels.
Neither of these options are desirable.
While one of the main priorities of an active learning system is minimising user interac-
tions, we argue that it should not be prioritised above segmentation quality. A balance should
be stuck between the two priorities which maximises the segmentation quality while min-
imising user effort. We observe that neither method allows for any ‘fine-tuning’ of the final
segmentation predictions, which means either the output segmentations have imperfections or
the pipeline needs to iterate again, increasing user effort. Achieving this balance is key to pro-
viding an effective and efficient active learning system. It would be interesting to investigate if
providing an efficient optimisation stage in conjunction with an efficient and accurate learning
model can achieve such a balance.
4.6 Summary
In this chapter we have shown a detailed overview of the current work in shape segmentation,
covering early work in single shape segmentation through to recent work in supervised and
unsupervised co-segmentation. We also discussed the limited work in active learning driven
segmentation tasks for ground truth generation and the plethora of available local shape fea-
tures that have been shown useful in various segmentation methods. At the end of each section
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we outlined several observations made during investigation into the current work and possible
interesting research directions that could be perused with these observations. In the forthcom-
ing chapter (Chapter 5), we will collect and reiterate our observed limitations of current work
along with the challenges faced, before outlining our proposed ideas for tackling the observa-
tions.
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5.1 Research Observations and Challenges
Throughout our study of the recent work in shape segmentation we have noticed several limita-
tions of the current methods and several observations that may be interesting research avenues.
Some of these avenues have also risen from problems faced during experimenting with the
work shown in this study.
First, when exploring the vast amounts of available geometric features for 3D shape seg-
mentation, we discovered that there was very little investigation into which features work for
certain tasks. This was further supported when researching into unsupervised methods, as we
noticed most works just pick several features to use in their pipeline with little reasoning or be-
cause it was used in previous work [1,3]. During this time we also observed a distinct trend that
the majority of feature-driven unsupervised methods had very similar pipelines. They all have
a pool of input features, some clustering method to obtain initial segments and then another
clustering and optimization method to obtain the final co-segmentation [1, 36, 37, 46]. With
these observations, we thought an interesting research avenue would be to investigate various
different geometric features in an unsupervised setting to perform a thorough analysis.
Around the time of the investigation mentioned above, we observed more research appear-
ing in the supervised segmentation domain. This research trend seems to correlate with our
concluding observation of the feature analysis, that unsupervised segmentation is very difficult
given the current datasets with largely varying shapes. It also correlates with the growing pop-
ularity of deep learning, specifically the use of Neural Networks (NNs). When investigating
the state-of-the-art supervised shape segmentation method at the time, we observed that they
used a Convolutional Neural Network (CNN) for shape segmentation, giving an image input of
reshaped, unrelated features. The purpose of convolutional layers is to infer information about
the local neighbourhood around the pixel of interest. Therefore, using a vector of unrelated
geometric features which are reshaped into a 2D matrix as input may infer many correlations
and relationships between features that have no relationship. This reshape also has another
drawback, as there are many possible image shapes that can be constructed with 600 features,
as used in the paper. However, the results shown in the paper were promising, so we wanted
to explore an alternative way of using CNNs, while limiting or removing any inferred fea-
ture relationships and removing possible reshaping combinations. Another observation, based
on our concluding thoughts of our feature analysis study, was that unsupervised segmentation
pipelines seem to favour features with smoothly transitioning values between neighbouring
faces. With this observation, it would be interesting to see if this also holds true for supervised
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methods. We also observed that there were no comparisons of different deep learning methods
when applied to shape segmentation. So while designing a deep learning model to rival the
state-of-the-art, we also wanted to explore the usefulness of various different feature-driven
deep learning methods. Finally we observed a prominent feature in shape analysis, Conformal
Factor (CF) [15], was very susceptible to small regions on shapes with high curvature, so we
wanted to explore ways of alleviating this.
A key issue we noted while experimenting with supervised methods was that the ground
truth segmentations currently available for common segmentation datasets have severe incon-
sistencies. This not only impacts the training of supervised methods, but also the evaluation
of all segmentation methods. As such we wanted to explore the active learning field and in-
vestigate how viable such a method was for segmentation generation. At this time, methods
were also beginning to use the newly labelled ShapeNet datasets, allowing for segmentation
on a much larger scale. The provided ground truths, however, were also far from perfect,
even though they were generated using an active learning framework [8]. We believe the main
reason for the imperfect ShapeNet ground truths are due to a lack of prediction optimisation
stage. Without one, the user is forced to either commit the ground truth to the dataset with
errors, or pass it through the pipeline again, hoping it will be better the next time. With these
observations, we wanted to explore the viability of an active learning framework which allows
for user-driven optimisation of prediction. The method would need to be quick and efficient to
minimise user effort and also accurate to improve upon the currently available ground truths.
5.2 Research Questions
Using our observations of the limitations or the potential research directions, we devised sev-
eral research questions that would be interesting to explore:
1. Can we evaluate the usefulness of individual features used for specific tasks to determine
their various strengths and weaknesses?
2. How effective are the different geometric features when used in an unsupervised seg-
mentation pipeline?
3. Can these different features lead to an improvement in segmentation quality?
4. Can we exploit the benefits of CNNs while minimising the amount of inferred relation-
ships between features and removing the need to reshape the input?
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5. Can we utilise multi-scale features in a deep learning architecture to test the effectiveness
of smoothly transitioning features and still provide an effective classifier?
6. What impact does the complexity of a deep learning model have on its segmentation
quality?
7. Can we provide a more robust CF feature which is less susceptible to small regions of
large curvature.
8. Can we design an active learning pipeline which can handle massive datasets, provide
accurate ground truths and minimise user effort?
9. How do we quickly generate accurate segmentation predictions for the user to analyse?
10. How do we present the predictions to the user in a meaningful way without access to
ground truths for quality comparison?
11. How do we minimise the required user effort for segmentation optimisation?
5.3 Proposed Ideas
By using our observations and gathering our research questions we propose several novel ideas
for research directions that are explored in this study. Each of the ideas will incorporate one or
more of the research questions mentioned above, and will denote which question it relates too.
First, we propose an analysis study into the usefulness of different geometric features when
used in an unsupervised pipeline. This will be able to test the effectiveness of different features
and give reasoning for their use in such a method (Q1). Our experiments all use a common
unsupervised pipeline, which has been showcased in the literature, and various combinations
of features, some of which have not yet been used in shape segmentation methods (Q2,3). This
work is showcased in Chapter 6.
Second, we propose a novel feature-driven CNN for shape segmentation using 1D con-
volutions. While this does not completely mitigate the drawbacks of using the convolutional
operator on unrelated features, it does limit it considerably and also removes the need for re-
shaping the input (Q4). We choose 1D convolutions over fully connected layers as they are
much less computationally expensive. Our network consists of three branches for separately
representing three different scales of feature, each defined by a local neighbourhood around a
face. This increases the information available to the network, and as most neighbouring faces
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share labels, should also improve the accuracy of the network (Q5). We also implemented the
state-of-the-art [3] for comparison along with several less complex deep learning models to
investigate the accuracy and time differences of different complexity models (Q6). Finally we
provide a new implementation for the CF feature, which provides several, more robust scales
of the feature by incrementally smoothing the geometry of the input shape (Q7). This work is
showcased in Chapter 7.
Lastly we propose a novel active learning framework for ground truth generation driven
by a deep learning model. Our framework is optimised for massive datasets by using a quick
and accurate deep learning model to generate segmentation prediction and providing powerful
tools for automatic segmentation optimisation (Q8). The deep learning model is a dual-branch
network for learning representations of two powerful 2D histogram features, which are viable
for CNNs. Our model is simple, and therefore quick to train and eventuate, we also adopt
an ensemble learning scheme to aid in model generalisation without impacting speed (Q9).
The predictions are then presented to the user in an interactive table ordered by an information
theory metric, giving a useful evaluation metric when ground truth data is absent (Q10). Finally
our framework offers many tools to aid the user in segmentation optimization, one specific is a
novel tool for automatically optimising the boundaries and noise in the predicted segmentation
using both curvature and thickness as boundary constraints (Q11). This work is showcased in
Chapter 8.
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6.1 Introduction
As mentioned in Chapter 4, there have been a lot of work in the area of unsupervised segmen-
tation recent years. These include, core extraction [40], Shape Diameter Function (SDF) [41],
k-means [42], mean-shift [20], random walks [43], fitting primitives [32] and normalised and
randomised cuts [33]. All these propose to segment a single shape based on various shape
features extracted from the shape itself. Even though these techniques all showed promising
results on certain shapes, no one algorithm can provide good results for every type of shape [2].
This is likely due to the large variation between individual shapes. Certain methods which are
good at segmenting one type of shape, can then struggle with another type and vice versa.
This then raises the question of how to develop a technique which can accurately segment
many different types of shapes. One solution, which has been getting a lot of attention in recent
work, is to look at a set of shapes, rather than individual or pairs of shapes [1]. Analysing a
set as a whole will give much more information about the classes of shapes in the set and help
describe it. This method is called co-analysis.
Some of these techniques include co-hierarchical analysis of a set of shape structures [288],
joint segmentation of heterogeneous shape sets using linear programming [272], co-analysis of
a set of shapes through active learning [7], learning and fitting part-based templates in large
collections of 3D shapes [289] and finding a consistent set of part arrangements in a set of 3D
shapes [290].
Co-segmentation, similarly, considers extracting information from the whole set (like co-
analysis) and then providing a consistent segmentation across the set (i.e. corresponding seg-
ment labels across the set are semantically similar). The idea started in image processing with
the work by [186], who worked on a pair of images. They use a generative model and match
the appearance histogram of each image in the pair, while enforcing spatial consistency be-
tween the images. Also, other work in the area by [291], which uses discriminative clustering
in order to find a maximal separation between classes in the set, giving a co-segmentation of
the images.
Following the work in the image domain, pioneering work in the 3D shape domain was pre-
sented by [38], which involved aligning the shapes and finding correspondence points between
meshes. This resulted in similar shaped objects getting the same label from the segmentation,
thus giving a consistent segmentation throughout the set. Sidi et al. [1] proposed to use vari-
ous shape features and spectral clustering. This removed the requirement for the shapes to be
spatially similar, as the features would differentiate between key parts of the shapes giving a
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consistent segmentation throughout the set.
Meng et al. [37] and Wu et al. [36] follow a similar process of Sidi et al. [1] but differ in
terms of using various features and initial segmentation techniques. [37] uses four face-level
features and no part-level features in their work. They first segment each mesh into primitive
patches and calculate a dissimilarity matrix between all pairs using the features. An affinity
matrix is then constructed and Normalized Cuts [33] are used to cluster them. From here an
iterative multi-label optimisation is run on the clusters to refine the results. [36] uses five face-
level features and no part-level features in their work. They cluster the mesh into patches and
then run spectral clustering on each of the feature spaces, thus giving five separate spectral
spaces. These spaces are then fused using affinity aggregation, this is meant to give a bet-
ter embedding compared to embedding concatenated features. All these described approaches
are unsupervised, demonstrating that co-segmentation, taking into account of a whole dataset,
would produce meaningful results, and is comparable to supervised techniques. An observa-
tion arises that most unsupervised co-segmentation algorithms follow a similar pipeline, with
differing features or clustering methods. It would be interesting to investigate the usefulness of
different features in a common segmentation pipeline to analyse the impact different combina-
tions of features have.
Contributions This work focuses on the analysis of co-segmentation techniques. From
our observation, all these techniques use similar co-analysis processing pipelines, but different
shape features. Our main research question is how effective are these shape features towards a
better co-segmentation technique?
In particular our contributions are as follows:
• We propose to use new features that have not been used in existing literature. These
include face-level features: Signature of Histogram of Orientations (SHOT) [225], Av-
erage Euclidean Distance (AED) and the part-level feature D2 histogram [292]
• We investigate if certain combination of these features work together with existing ones,
namely, Average Geodesic Distance (AGD), Shape Context (SC), and SDF.
This work was published in proceedings of the British Machine Vision Workshop (BMVW)
in 2015 and was presented at the workshop oral presentations on the 10th of September, 2015,
at the British Machine Vision Conference (BMVC) in Swansea. The title of the paper is ‘Anal-
ysis of face and segment level descriptors for robust 3D co-segmentation’ [293] written by lead
author David George, with co-authors Gary KL Tam and Xianghua Xie.
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The rest of this chapter is structured as follows: In Section 6.2 we first discuss the pipeline
of co-segmentation algorithm as well as the existing features that are used. In Section 6.3,
we discuss our methodology, namely our adjustment of the existing pipeline of [1] and an
overview of each of the newly introduced features. In Section 6.4, we show our experimental
results and compare them to the existing technique [1]. In Section 6.5, we further discuss some
observations during our implementation. Finally, in Section 6.6, we conclude with possible
future work.
6.2 Pipeline Overview
As we want to analyse the effectiveness of different shape features in a co-segmentation pipeline,
we opted to utilise the pipeline defined by Sidi et al. [1] for all experiments, in order to keep
the experiments fair. Here, we briefly introduce the technique for consistently segmenting a
set of 3D shapes. All shapes in the set belong to the same class (i.e., chairs, vases etc.), and
segmentation is carried out by only using features obtained from the shapes. Figure 6.1 shows
the pipeline which [1] follows.
The algorithm first extracts three face-level features, namely, (i) the angle between the
normal of the face and the upright orientation vector, (ii) the geodesic distance between the face
and the base of the shape and (iii) the Shape Diameter Function (SDF) [41], which estimates the
thickness of the shape at a point. These features are used to determine the initial segmentation
of each shape via mean-shift [20].
The algorithm then defines five part-level features. The first three are histograms of the
distributions of all three face-level features in that segment. The next two part-level features
are the area of each segment normalised by the total area of the shape, and a vector describing
the overall geometry of the segment. This vector is used as it gives an indication of how linear,
planar and spherical the segment is. Its components are calculated from eigenvalues obtained
from applying PCA on the vertices in the segment (See [1] for more details).
Our method mainly follows the technique discussed above. We pick this technique because
it is the pioneering work in 3D shape co-segmentation that uses features. A similar pipeline
is also subsequently used in relevant work [36, 37], with slightly different stages and features.
We will compare the results obtained with the addition of new features to the results using only
the original features.
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Figure 6.1: The pipeline of the co-segmentation technique in [1]. First each shape in the
set is segmented with mean-shift [20], then all segments from all shapes are gathered and
embedded into a diffusion space where they are clustered. The clusters are then described
using a statistical model and the results are refined.
6.3 Methodology
Here we outline the method behind our work. We describe the revised pipeline from our re-
implementation of [1] and also describe each of the features that we have chosen to use in the
process.
Our main research question is to analyse how effective 3D features (both new and used in
more recent work) are in a working co-segmentation algorithm, specifically the algorithm by
Sidi et al. [1]. From our experience, graph-cut can further improve the segmentation results,
but it is heavily sensitive to a good initial segmentation and tuning. To better compare the effec-
tiveness, we opted to remove this final refinement stage and calculate the accuracies after the
diffusion process. These results are then compared to [1] with our faithful re-implementation.
Because [1] has achieved a fairly high accuracy (over 70%), we intend to start off by adding
features to the existing ones in the pipeline. Since most existing features used in [1] are scalars
or small vectors, our choices of features will follow similar strategy here.
6.3.1 Face-level features
Apart from the three face-level features defined in [1], we also introduce four new face-level
features to the pipeline. Two of them have been used in recent co-analysis work (namely SC
and AGD) [36, 37]. Additionally, we introduce AED, as a variation of AGD, and SHOT [225]
as they have not yet been used in co-analysis:
1. Average Geodesic Distance (AGD) [14] Given a face, the geodesic distance is calcu-
lated to every other face on the shape. These values are then averaged to give the AGD
value for the face. This measure is used in several other co-analysis works [36, 37] and
gives a good indication of where the face lies in the shape. If the face is far from the
majority of other faces it lies far from the centre of the shape, and thus a large value.
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(a) (b) (c) (d)
(e) (f) (g)
Figure 6.2: Distribution of each of the face-level features for a vase. (a) Geodesic distance
from the face to the base. (b) SDF (c) Angle to the upright vector. (d) AGD (e) AED (f) SC
(g) SHOT. The colours represent the value of the feature at that face. Low values are mapped
to hot colours (reds) high values are mapped to cold colours (blue and violet). Vector features
(SC and SHOT) are visualised by using PCA to reduce the dimensionality of the feature to a
single dimension and mapping that to a colour in the same way as the scalar features.
2. Average Euclidean Distance (AED) is similar to Average Geodesic Distance (AGD),
but uses Euclidean distance between faces instead of geodesic distances. This feature
is less sensitive than Average Geodesic Distance (AGD), see Figure 6.2. The Average
Geodesic Distance (AGD) feature has to follow the surface, so has high values at the
tips of the handles. The AED, on the other hand, does not rely on following the shapes
surface, so its values at the tips of the handles are lower. SC gives a representation of a
point to all other points by encoding logarithmic geodesic distance and uniform dihedral
angles in a 2D histogram [39]
3. Shape Context (SC) [19] is was originally shown in the image domain as way of gen-
erating point correspondences between feature points on images. SC was computed by
fitting a circle around each feature point and creating a 2D histogram of logarithmic ra-
dius and uniform angle, points were then binned in the histogram. This was extended to
the 3D domain by using a 2D histogram with bins of logarithmic geodesic distance and
uniform angle [39]. Similar to the Average Geodesic Distance (AGD), this feature is also
popular in recent co-analysis works. However, their work define it as a scalar and not
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a 2D histogram. Here, we use PCA to extract first principal component as a face-level
feature, this is also used to visualise the feature in Figure 6.2 (f).
4. Signature of Histogram of Orientations (SHOT) [225] is a feature that combines both
histogram and signature with a robust local reference frame. SHOT is computed by con-
structing a local reference frame around each point and dividing the region into different
volumes according to radial, azimuth and elevation axes. Then a histogram is computed
for each volume by binning the points according to angles between normals of the point
and its neighbouring points. The final descriptor is then computed as the concatenation
of all histograms from the volumes. We use these to summarise the surface character-
istics, and provide an alternative feature similar to SC. As this is a vector feature, we
use PCA to extract first principal component as a face-level feature, this is also used to
visualise the feature in Figure 6.2 (g).
Figure 6.2 shows the values of all face-level features for a single vase shape. It shows
how different features can make specific regions of a shape stand out. For example, the Shape
Diameter Function (SDF) values are very similar throughout the handles, which describes them
well. We chose these four additional features as we wanted to sample from features used in
existing segmentation work (AGD, SC), those not used in segmentation work, but shown to
work well in retrieval work (SHOT), and some a feature never used before but similar to one
which has been shown very useful (AED). We also wanted to experiment with the usefulness of
vector features in a co-segmentation pipeline as traditionally only scalar features are used [1].
However, more recently studies have started to introduce vector features into the pipeline, but
do not specify exactly how they incorporate them in with the scalar features [36, 37], so we
introduce them as reduced representations using PCA.
6.3.2 Part-level features
Here, we further introduce five new part-level features. Similar to [1], for every segment, we
define a histogram for each of the four new face-level features. Moreover, the histogram rep-
resents the distribution of all values of that feature in the segment. There is one histogram
for each feature per segment. Additionally, we define another part-level feature, the D2 his-
togram [292]. It is a distribution of Euclidean distances between pairs of randomly sampled
points in a shape and is frequently used in 3D shape retrieval literature. Here, we use them to
describe a segment (rather than a shape) and we pick it as it has been shown to represent the
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overall shape of the objects they are encoding [292]. This could allow segments with similar
overall shapes to cluster closer in the diffusion space. In our experiments we opt for a bin
count of 20 and the number of sampled points for the D2 histogram depends on the size of the
segment.
6.3.3 Implementation
The usage of these features in our revised pipeline is as follows. For each test,
Compute Face-level Features For every face on each mesh we compute the face-level features.
Per-Mesh Segmentation Together with the original features [1], we add new features (see
Section 6.3.1) to compute initial per-mesh clustering using mean-shift for each shape.
Compute Segment Features For each segment, we produce a histogram of the distribution of
each face-level feature in that segment. Also the original part-level features are computed, and
depending on the test, the D2 histogram [292] is calculated.
Diffusion Process and Co-Segmentation For every pair of segments a dissimilarity cost is
calculated (see [1]). This cost is then weighted by a Gaussian kernel and then embedded
into a diffusion space. Given the diffusion space with all segments embedded, we then apply
clustering with k-means, where k is set to the expected number of different segments in the
set. This gives similar segments the same cluster id, which we then assign to all faces of all
segments in the cluster, providing the final co-segmentation.
The above process is repeated for each test, with the newly generated initial segmenta-
tions (based on features used in that experiment) and randomly initialised parameters for the
Gaussian Mixture Model (GMM), so no information is carried between experiments. The ex-
periments are carried out on all of the original features and one or more new features. These
results are then compared to the results from only using the original features [1].
6.4 Experiments and Results
We will now outline some of our experimental results obtained using the features described in
Section 6.3. Our experiments were done on four datasets from the COSEG dataset [7], namely
candelabra, vases, guitars and goblets. We chose these as it gives an indication of the feature
strength on both easier (goblets) and harder (vases, candelabra and guitars) sets. At the end of
each experiment the accuracy of the results is calculated using the same measure defined in [1]:
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Accuracy(l,gt) =
∑i aiδ (li = gti)
∑i ai
(6.1)
where ai is the area of face i, li is the label assigned to face i by the diffusion process and gti is
the ground truth label of face i. δ (li = gti) is assigned to 1, if and only if, the assigned label is
the same as the ground truth label; otherwise zero.
Our implementation of the pipeline is written mainly in MATLAB, with some of the func-
tions in C++. We utilise the Point Cloud Library [294] for computing the shape context feature,
and the CGAL library [295] for their implementation of the shape diameter function. For each
dataset we pre-compute and store the Signature of Histogram of Orientations (SHOT), Shape
Context (SC) and Average Geodesic Distance (AGD) features once as they take the longest to
compute and reload them throughout all test runs.
Throughout our tests, we experiment to find the best parameters for each dataset for the
given test. These parameters include the σ used in the Gaussian kernel for computing the
affinity matrix and also the bandwidth of search space used for mean-shift. We have to do so
because such parameters are not discussed in the original paper [1]. Some examples of our
results can be seen in Figure 6.3.
For our tests, we sampled values for the bandwidth of the mean shift in the range of [0.2 :
0.6], typically getting reasonable initial segmentations for most sets with values between 0.25
and 0.4. It is worth noting that we keep this bandwidth constant for all the shapes in a given
test.
Similarly, we estimate the σ required in the Gaussian kernel, which is part of the diffusion
process. We tried using values such as the standard deviation of the Gaussian’s input set (the
dissimilarity matrix), and the mean of this input. Both did not give good results, the former
was too sensitive and the latter was not sensitive enough. Due to this we opted to use the mean
of the set but then reduce the value by using a weight. This weight varied heavily between the
sets and experiment, but we sampled values in the range of (0 : 1].
Performance Our implementation of the pipeline took roughly 5-6 minutes per test, this
does not include the pre-computation involved in computing the three features mentioned
above. The tests were run on a Intel Core i7 4.00 GHz processor with 32 GB memory. That
said, only about 4GB was ever used for a single test. See Table 6.2 for a breakdown of the
timings of all tests.
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Figure 6.3: Results from our tests. (a) goblets dataset (b) candelabra dataset. Corresponding
segments throughout the set are denoted by the same colour.
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Original +AGD +AED +SC +SHOT +D2 +AGD+AED+D2
Candelabra 80.3 80.4 84.0 87.0 67.1 73.1 86.3
Goblets 84.2 82.3 85.7 82.9 76.3 90.3 83.7
Vases 74.3 74.1 77.1 78.7 66.3 72.9 76.2
Guitars 85.9 81.6 85.0 79.5 77.2 79.5 84.7
Table 6.1: The average co-segmentation accuracy. Original is using only the features from [1],
then each subsequent column is the original features plus the new feature(s), bold results indi-
cate an increase in accuracy over the original. These results have had no graph-cut refinement
process.
6.5 Discussion
Our initial expectation of the results is that Average Geodesic Distance (AGD) and Shape
Context (SC) should produce improvement as they are already mentioned in relevant works
[36, 37]. Also Average Euclidean Distance (AED), which is similar to Average Geodesic Dis-
tance (AGD), should provide similar performance improvement. Finally, Signature of His-
togram of Orientations (SHOT), which is similar to Shape Context (SC), describes distribution
around points, should provide similar or better performance. However, despite our results
showing improvement, they are not perfect (e.g., none of the candles have any of their flames
segmented). We believe it may be caused by tuning errors or the strength of the feature itself.
A breakdown of all of our results can be found in Table 6.1. The results shown are interest-
ing as, firstly, we observe that the addition of new features can typically outperform using just
the original features (all datasets except guitars). It also shows that some of the features we
chose outperform others (i.e. Average Geodesic Distance (AGD) and Average Euclidean Dis-
tance (AED) compared to Signature of Histogram of Orientations (SHOT)). We also observe
that sometimes segmentation accuracy of a test could be high, but when visualised the segmen-
tations did not look as good as expected. This often happens when more dominant segments
were correctly labelled and other segments were missed (See candelabra results in Figure 6.3)
The results also suggested that Signature of Histogram of Orientations (SHOT) does not
perform well in this segmentation pipeline, this is perhaps because it is too discriminative for
the faces. Also, the good results from Shape Context (SC) agree with the existing literature
[36,37] and our initial expectations. We also noticed that although some of the features provide
good descriptions of the faces, they do not necessarily result in improved segmentation results.
This is again likely a problem of them being too discriminative like SHOT, which would result
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in similar segments being clustered separately.
Another observation is that Average Euclidean Distance (AED) consistently provides the
best performance improvement. It seems that Average Euclidean Distance (AED) is better than
Average Geodesic Distance (AGD) for rigid shape datasets. Although some of the recent works
all opt for Average Geodesic Distance (AGD) in their pipeline, Average Euclidean Distance
(AED) might in fact, be better suited for rigid shapes. It can also be noted that after looking
at the results of the mean shift, in future it might be better to alter the value of the bandwidth
per shape, as some shapes achieve a good initial segmentation with a much higher bandwidth
than what was used. Or it may be more beneficial in general to use a different method of
achieving the initial segmentation, this is the trend currently in the literature as they instead use
k-means [36, 37].
One conclusion we can draw is that co-segmentation pipeline favours smoothly varying
function that respect the underlying geometry. This may be explained by the use of a diffusion
map, a variant of kernel-PCA, which uses local neighbourhood information for dimension re-
duction. A smooth function provides a smoother embedding space, favouring clusters analysis
to be carried out.
We try to use D2 histogram to independently define a new part-level feature. However,
the results are not satisfactory and further investigation is required. For the goblets set, there
was a stark improvement from using it, but for the other sets a decrease in accuracy was noted.
This may have something to do with the size of the goblets set and the number of faces in each
shape. These numbers are much smaller than all other sets, so the number of sampled points
computed for D2 is smaller. This means the D2 histograms were low variance and more likely
to be similar. Also in this work we removed one part of the process, the graph-cut refinement.
While the next logical step would be to add this stage back and revisit the experiments, it may
be more beneficial to explore supervised learning and provide a much larger pool of features
which the algorithm can then learn the best combinations of. With an unsupervised pipeline
the choice of features is very important as they directly drive the algorithm throughout, with
little ability to understand which features are positively on negatively impacting performance.
While in supervised pipelines, the algorithms can learn to weight individual features up or
down depending on how much impact they are having. A further advantage of this is that
certain features may describe a particular segment well and hinder the performance on other
segments, in an unsupervised system, this would have an overall negative impact on perfor-
mance. However, in a supervised system the model can learn this behaviour and weight the
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Original +AGD +AED +SC +SHOT +D2 +AGD+AED+D2
Candelabra 238 240 265 250 252 270 291
Goblets 47 48 52 56 56 52 58
Vases 406 410 430 420 416 450 510
Guitars 163 166 179 170 168 180 219
Table 6.2: The execution time taken (in seconds) to run each of the tests on a corresponding
set. The goblets set is faster than the others because it is smaller in both size and number of
faces per mesh. Similarly, the vases set is slower because they have more objects in the set and,
on average, more faces per mesh.
feature up for certain inputs and down for other inputs, giving a positive impact in all cases.
6.6 Summary
In this chapter we have presented, incorporated and tested the effectiveness of four new face-
level and five new part-level features for co-segmentation of 3D shapes. This was achieved
by adding the new features to an existing pipeline from recent work of Sidi et al. [1]. Our
experiments were run as a comparison to the current features that are already being used in the
literature.
The results showed that even if a feature is very good at describing a face (e.g., SHOT), it
does not necessarily make it a good feature for co-segmentation. Our results also indicate that
several features (e.g., AGD and SC) do not consistently provide good results contrary to some
literatures. On the other hand, the new proposed feature (AED) has produce some promising
results. Overall, we also observe that the co-segmentation process [1] favours a face-level
feature that (a) smoothly transitions between faces and (b) respects geometry and parts well.
A key observation from the work shown in this chapter is that unsupervised co-segmentation
is a fundamentally difficult task. This observation is backed by the current research shift to-
wards supervised shape segmentation, and raises the question, can supervised methods provide
a sizeable accuracy increase over unsupervised methods while still utilising shape features as
inputs? In Chapter 7 we explore this idea by using Neural Networks (NNs), which have re-
ceived a stark rise in popularity recently. We provide a novel segmentation method driven by
a multi-branch Convolutional Neural Network (CNN) and also investigate the effectiveness of
different NN architectures when used for shape segmentation. The multi-branch network takes
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inspiration from our observation that co-segmentation pipelines favour smoothly transitioning
features, so we explored adding different sized neighbourhood of features to different branches
of a network, to learn representations from them separately.
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7.1 Introduction
As mentioned in Chapter 4, automatic shape segmentation is the decomposition of a 3D shape
into meaningful parts. It aims to produce results as similar to those produced by humans. The
ability to properly segment a 3D shape is important to many downstream applications, such as
shape retrieval [49], matching [48], editing [296, 297], deformation [171] and modelling [50].
Many of these applications require well-defined shape segments, making a robust and accurate
segmentation algorithm essential.
From a machine learning point of view, shape segmentation can be broadly categorised
as unsupervised and supervised segmentation. Earlier techniques focused on segmenting a
single shape in an unsupervised manner. They first compute features (e.g. shape diameter
function [41], approximate convexity [259] and curvature [224]) for the faces of the shapes,
and uses an optimisation technique to produce the segmentation results. Notable techniques
include k-means [42], mean-shift clustering [20] and normalized and randomized cuts [33]. A
detailed survey can be found in [2, 17]. Given the large shape variability of segments, more
recent approaches consider consistent co-segmentation of a collection of shapes, where class
labels are consistent throughout the set [1, 272].
Segmentation often requires a higher level understanding of the 3D shapes, as composition
of an object often relates to shapes and functionality of its parts [47] . Supervised techniques
treat segmentation as a labelling problem and use machine learning to optimise the mapping
from features to labels. It requires extensive manual effort to label all data properly for training.
With the recent effort from the community (e.g. shape benchmarks [2]), supervised techniques
are gaining focus. The work by [39] pioneered to apply joint boosting on a large set of shape
features for effective labelling. Recently, [281] used an Extreme Learning Machine (ELM) (a
single layer wide neural network), then later expanded it to a two-layer network [282], however
the performance is marginally better than traditional shallow classifiers [4]. Later [3] applied
Convolutional Neural Networks (CNNs) to shape segmentation.
Despite these research efforts, there are still many research questions unexplored. First, it
is generally unclear which deep learning techniques work and which do not for shape segmen-
tation, and what features work best. To the best of our knowledge, most supervised feature-
based shape segmentation techniques use geometric features derived mostly from one face
(except Kalogerakis et al. [39] which also computes geometric features with different param-
eters and normalisations). As such, spatial scale information is mostly not considered in their
learning architecture, also studies have shown that segmentation techniques respond better to
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features smoothly transitioning between faces [293]. A feature-based deep learning network
architecture for segmentation that considers multi-scale geometric features derived from a set
of local faces has not been fully explored. Also, there has been no comparative analysis of a
broader spectrum of deep learning techniques. Second, the reproducibility of these techniques
depends on the architecture, exact implementation and the set of training datasets used. This
information and along with complete source code is largely unavailable. Coupled with these,
there are also challenges in training the networks properly due to the variability in CNN ar-
chitectures, large number of samples (200K-2M samples per set) and lengthy training time (in
terms of months). All these elements hinder the development of supervised 3D segmentation
techniques.
In this chapter, we try to address several research questions. (i) Compared to existing
learning techniques that use features mostly defined per face, can a deep learning architecture,
considering multi-scale features derived from a set of faces, be useful? (ii) Compared to [3]
that reshapes features into 2D images and applies a basic image-based CNN pipeline for shape
segmentation, can we treat input features as a single 1D feature vector? This would avoid the
tuning of image size, and improve efficiency and performance of CNNs. (iii) Finally, how
much improvement can CNNs have over existing deep learning techniques. Our contributions
of this chapter are four-fold:
• First, we introduce a novel and accurate CNN technique for 3D shape segmentation.
We introduce a multi-branch network architecture that separately trains features of three
different scales. These multi-scale features are derived from features that associates to
an increasing local neighbourhood of faces. The use of 1D feature vectors also remove
most of the assumed feature relationships that are imposed by an image-based CNN
when reshaping the feature vector into a 2D image. Our novel technique clearly out-
performs existing feature-based CNN technique [3].
• Second, we propose a novel feature vector of Conformal Factor (CF) which is computed
from incremental smoothing of geometry. It is less sensitive to high curvature noise, and
consistently provides higher segmentation accuracy than [15] alone.
• Third, we perform a comprehensive comparison of deep learning techniques (at least two
layers deep) for supervised shape segmentation, specifically Neural Networks (NNs),
Autoencoders (AEs) and CNNs [3], showing the strengths and limitations of each tech-
nique by comparing their accuracies.
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• Finally, data and our implementations of all the compared techniques are made publicly
available for the research community.
This work was submitted to Elseviers journal Graphical Models (GM) in June, 2017, and
accepted after corrections on the 20th of January 2018. The title of the paper is ‘3D Mesh
Segmentation via Multi-branch 1D Convolutional Neural Networks’ [6] written by lead author
David George, with co-authors Xianghua Xie and Gary KL Tam.
The rest of the chapter is structured as follows: Section 7.2 provides a more detailed sum-
mary of both supervised and unsupervised shape segmentation techniques. Section 7.4 dis-
cusses different methods we compared, and our proposed technique using multi-branch 1D
CNN and multi-scale features for 3D segmentation. Section 7.5 discussed our experiments and
the results of all methods tested. Finally, Section 7.6 concludes this chapter.
7.2 Related Work
This section first surveys existing techniques, with an emphasis on supervised segmentation,
with a more in-depth look at segmentation provided in Chapter 4. We then discuss the problems
of existing supervised techniques, leading to our contributions.
Unsupervised Segmentation Early work focused on simple, yet effective ideas for segment-
ing a single shape [41, 42]. They often performed clustering on geometric features (e.g. shape
diameter function [41], geodesic distances [14], curvature [13]) or partitioned based on prop-
erties that can be derived from the shape itself (e.g. skeleton [41], convexity [259], fitting
primitive shapes [32]). Many of these ideas have been shown effective, giving rise to a wide
range of shape descriptors, and segmentation techniques, supporting many downstream appli-
cations [2, 17]. However, segmenting a single shape using a few features is often difficult due
to the large variations in terms of shape and topology, even within the same class of objects.
Recent research has adopted the co-analysis framework to investigate consistent segmentation
of a collection of shapes from a single object class [1, 36, 37, 46, 187]. For example, all legs
in a chair set should be labelled the same. Such constraint is powerful yet requires less human
effort. However, these methods rely on consistent geometric similarity within the set and a
reliable shape/part matching algorithm in order to perform well. The large variations between
different shapes in the same set and the sparse number of shapes in the set often cause problems
in the final segmentation [256]. More importantly, segments of a shape are often associated to
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its functionality - a high-level understanding of shapes [47]. Therefore, there is an increasing
interest in supervised segmentation techniques, trying to learn a high-level mapping directly
from feature to segment.
Supervised Segmentation These techniques treat 3D shape segmentation as a labelling prob-
lem and use machine learning to optimise the mapping from features to labels. It requires ex-
tensive manual effort to label all data. The recent effort from the community contributed to a
large set of segmentation benchmarks (e.g. [2]).
Existing supervised techniques rely on local features. The work by [39] proposed a method
for shape segmentation where a large pool of geometric features are ranked using JointBoost
so that the best features are used to describe specific segments. Similarly, the work by [231]
ranks a large pool of features in order to detect the optimal segment boundaries for a given
shape, and an extreme learning machine was trained to classify labels using one [281] and two
layers [282]. However, supervised methods can perform poorly on very complex shapes, due
to insufficient training data or large variations within label classes [3, 281].
Recently, [3] extended the CNN idea to 3D segmentation. They reshape a large pool of
geometric features into a matrix resembling that of a 2D image, fitting the 2D image-based
CNN pipeline, and then train a CNN on these “images” using the ground truth labels. The
technique shows good performance, however, the reshaping and the use of 2D filters may infer
relationships between adjacent rows of features that may have no correlation. As Figure 7.1
shows, passing a convolutional filter over such an “image” would unavoidably infer relation-
ships between (up to 5) unrelated features regardless of the position of the filter.
From the literature, we have two further observations. First, existing feature driven tech-
niques use local features developed by the influential work [39]. These features are mostly
defined per face (a few are normalized by different geodesic radii for smoothing purposes),
as such, there is no spatial scale information included in the architecture. To the best of our
knowledge, a feature-based deep learning network architecture that considers multi-scale geo-
metric features derived from a set of local faces has not been fully explored in supervised shape
segmentation. We hypothesise that multi-scale features would be useful because face-based [1]
and patch-based techniques [36] have both shown good performance in co-segmentation. Sec-
ond, whilst deep learning is useful, there is not much analysis as how CNNs perform compared
to other techniques in the deep learning family.
In this chapter, we show that by using multi-scale features, treating them as separate 1D
vectors per scale, and applying multi-branch 1D CNN filters through the network, we avoid
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Figure 7.1: Illustration we produced of a 30x20 image formed by reshaping the 600 features
used by Guo et al. [3]. Each colour represents a distinct feature (PC, PCA, SDF, DMS, AGD,
SC, SI from top to bottom, based on order suggested by original paper [3]) and the white
boarders outline the 6 different SC histograms. The black rectangles are examples of 7x5
convolutional filters being passed over the image. In the examples, the filters would infer
relationships between 4 different features or arbitrary bins in 4 different SC histograms, which
in both cases have no correlation.
the parameter tuning problem of reshaping a 2D matrix. Our method clearly out-performs
existing work [3] in accuracy. Further, we provide comprehensive evaluation of various deep
learning techniques, and show how CNNs, though more complex, can improve performance
over simpler architectures (NNs, AEs). It is worth noting that we have found existing methods
lack reproducibility. Some existing work have not provided any or complete experimental
code. Despite using the exact architecture and settings stated, some high performing results
are hard to reproduce.
Concurrent to our work, there are recent efforts focusing on different kind of inputs, such
as point clouds [51,232], octrees [283], multiple projected images [4], graphs [52] or geometry
images [286]. Differing from these, our study focuses on feature-based approach, and investi-
gates how deep learning can improve 3D segmentation using insightful geometry features that
are developed in the past decade.
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Figure 7.2: An overview of the stages involved in each of the techniques. Each technique
includes all four stages: feature extraction, pre-processing (by encoding or reduction), deep
learning and classification, and graph-cut post-processing stage.
7.3 Overview
We discuss the geometric features used in our deep learning techniques in Section 7.4.1, and
describe the architecture of four proposed techniques : NN, AE+NN, AE+RF and 1D CNN, in
respective Sections 7.4.2-7.4.4. Finally, Section 7.4.5 describes the use of graph-cut [279] for
post-classification refinement.
7.4 Methodology
This section discusses the deep learning techniques proposed and evaluated. Section 7.4.1 dis-
cusses geometric features used. We then summarise several techniques, Fully Connected Neu-
ral Networks (NNs), Autoencoders (AEs) + Random Forests (RFs), and Convolutional Neural
Networks (CNNs), in Sections 7.4.2-7.4.4, focusing on models which are at least two layers
deep. Each technique is broken down into stages, namely, feature extraction, pre-processing,
learning and classification, and post-processing (Figure 7.2). Section 7.4.5 describes the use of
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graph-cut [279] for final refinement.
7.4.1 Feature Extraction
To obtain a good feature representation of the shapes, we compute 11 different types of ge-
ometric feature, namely, the Gaussian Curvature (GC) [224], Conformal Factor (CF) [15],
Principal Curvature (PC) [13], Principal Component Analysis (PCA) of local face centres [39],
Shape Diameter Function (SDF) [41], Distance from Medial Surface (DMS) [298], Average
Geodesic Distance (AGD) [14], Shape Context (SC) [19], Spin Images (SI) [18], Heat Ker-
nel Signature (HKS) [226], and Scale Invariant Heat Kernel Signature (SIHKS) [203]. They
are calculated with different scales and normalisations resulting in an 800-dimensional feature
vector for each face in each shape when concatenated. Most of these have been shown useful
in earlier studies [3, 39].
HKS and SIHKS have not yet been used in supervised shape segmentation. They are
effective point descriptors, designed for shape retrieval and correspondence [203]. As they are
shown consistent in similar local regions, we hypothesise that they may be useful and include
them in the feature set.
As discussed in Chapter 4.2, the CF [15] is the conformal mapping between a source and
target surface while preserving the Gaussian Curvature (GC) of the surface. It has been used
in unsupervised techniques (e.g. [36]) and been shown to be highly useful, but has not been
used in supervised segmentation. When CF is computed on shapes in small regions with large
curvatures (e.g. the propeller of the left plane or wing tip of the bird in Figure 7.3), CF is
seriously distorted. To resolve this issue, we introduce a multi-resolution version of CF. We
generate shapes with increasing number of smoothing iterations, using non-shrinking Lapla-
cian smoothing [299], and compute CF on these shapes. These new CFs alleviate the distortion
and are more consistent (Figure 7.3).
Let M = {F,V} be a shape, where F and V are the faces and vertices of the shape. We
first compute 5 iterations of non-shrinking Laplacian smoothing, where the input of the next
iteration is the output of the previous. This gives us Msi = {Fsi ,V si } for iterations i= 1, . . . ,5. To
compute the Conformal Factor (CF) (Φ) on the unsmoothed shapes we follow [15], by solving
the following linear equation:
LΦ = KT −Korig
where L is the Laplace-Beltrami operator, Korig is the GC of the shape [224] and KT is the
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(a) (b) (c) (d)
Figure 7.3: Visual comparison of Conformal Factor (CF) features. Columns (a) and (b) are
the original CF, columns (c) and (d) are CF after one stage of Laplacian-smoothing. CF is
sensitive and can be easily distorted by small regions of large curvature (propeller tips of the
plane, noise on shoulder of teddy and wing tips of the bird in column (a)). Non-shrinking
Laplacian-smoothing can alleviate the geometry issues, making the computed CF much more
consistent across similar shapes (columns (c) and (d))
target GC, which is the uniform curvature given by:
kTv =
(
∑
j∈V
κ j
) ∑
f∈Fv
1
3 area( f )
∑
f∈F
area( f )
where kTv is the target GC of vertex v, κ j is the j
th element of Korig, Fv the set of faces that share
vertex v and area( f ) the surface area of face f ∈ F . With a smoothed shape Msi , the smoothed
CF Φsi is computed by solving:
LΦsi = K
sT
i −KT
where Φsi is the desired CF and K
sT
i is the target GC for the smoothed shape M
s
i , and K
T is
the target GC of the original shape M. The rationale of using KT in our formula (instead of
Korig of the smoothed shape Msi ) is that we would like the new CF to model the changes due to
geometry smoothing alone. We do not want it to be affected by the underlying tessellation as
in the original CF formula, making our CF more robust.
To show the impact of the proposed CF features we ran several experiments on the Prince-
ton Segmentation Benchmark (PSB) [2]. Each experiment used one or many of the CF features
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Figure 7.4: Accuracies of running leave-one-out cross validation on all sets using Random
Forest classifier. CF0, CF1, CF0+1, CF1:5 and CF0:5 respectively denote the original CF [15],
CF after one stage of Laplacian-smoothing, combination of CF0 and CF1, combination of all
smoothed CF features, and combination of all CF (including CF0). The chart shows that the
new smoothed CF features improve upon the original in most cases, and also further improves
when they are combined with the original CF.
to train a RF classifier for shape segmentation. Leave-one-out cross validation was performed
on each set, with 3 replicates ran per tested shape. The results for each experiment for each
set is shown in Figure 7.4. This shows that, in the majority of cases, the proposed CF features
have a large positive impact on the performance for classification, and also in some cases, just
using a single smoothed CF feature is better than using the original CF feature.
In total, we obtain an 800-component feature vector for each face of each shape. The vector
consists of 593 values from [39], 6 CF values, 1 GC value, 100 HKS values and 100 SIHKS
values. The 800-component feature vector is used as input for all techniques described below.
7.4.2 Fully Connected Neural Network
The first deep learning technique we analysed for shape segmentation was a fully connected
NN. These types of networks consist of several fully connected layers followed by a classifi-
cation layer to produce prediction probabilities (See Chapter 2.2.3.1 for more details).
The architecture of our network is shown in Figure 7.5 (a), and consists of feature com-
pression of the 800-dimension input to 50 dimensions using PCA then 4 fully connected layers.
The first layer has the same number of neurons as the reduced dimensionality input features
(50 neurons), and each subsequent layer reduces the number of neurons by half (25 and 12
neurons). The final fully connected layer acts as a classification layer by containing neurons
equal to the number of classes and then passing its output through a softmax layer to produce
probabilities. The probabilities are then used in our graph cut post-processing step for segmen-
tation refinement (Section 7.4.5). Results are reported in Table 7.1, PCA & NN column and
are discussed in Section 7.5.
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Figure 7.5: Architectures of our fully connected NN (a) and AE networks (b). The input for all
networks are 800x1 feature vectors.
7.4.3 Autoencoder and Random Forest
The next techniques we want to analyse are the use of AEs for feature reduction and a RFs for
classification. An AE is a type of artificial NN, which aims to encode features for dimension-
ality reduction. The aim of an AE is to learn the optimal representation of the original features
through a network by recovering the original data through encoding and decoding [300]. It is
powerful for its ability to perform non-linear dimension reduction. AEs can be stacked, so that
the encoded features from one AE can be fed to another for further reduction. Once trained,
the encoded features are used to train a classifier.
We produce two AE architectures (shown in Figure 7.5 (b)). Both architectures have the
same encoder-decoder structure and differ in how they classify the features from the learned
feature space. The encoder and decode both consists of two fully connected layers. Given
the 800-dimension feature vector as input, the first layer of the encoder reduces the dimen-
sionality to 400, then the second layer then further reduces the dimensionality to 200. The
200-dimension encoded features are then passed through the two layers of the decoder to re-
construct the original input, tuning the embedded feature space between the encoder and de-
coder. These embedded features are then used to train a small neural network for classification.
Once the classifier has been trained using the extracted features, the encoder and classifier are
stacked together and re-trained to fine tune the network. The model can then be used for testing
with our results reported in Table 7.1, AE & NN column and are discussed in Section 7.5.
We also use the embedded features from the AEs to train a RF classifier. A RF classifier
is a learning technique that takes a large set of random decision trees (we used 100 trees) and
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Figure 7.6: Illustration of the set of faces for different scales of the multi-scale feature extrac-
tion. Given a face u, the set of faces N k(u) is generated for a given scale k ((a) k = 0, (b)
k = 1, (c) k = 2). The multi-scale features are then computed by averaging the features of all
faces in a given set.
averages their prediction (See Chapter 2.2.2 for more details). It offers high performance in
accuracy and speed, whilst avoiding overfitting. Results are reported in Table 7.1, AE & RF
column and are discussed in Section 7.5. Probabilities from both AE & NN and AE & RF are
used in our graph-cut post-processing step for segmentation refinement (Section 7.4.5).
7.4.4 Multi-scale 1D Convolutional Neural Network
The final technique we will discuss is our new CNN for shape segmentation. We first outline
the proposed multi-scale features, then describe the types of layers we use, and finally the CNN
architecture (Figure 7.7).
Multi-scale feature extraction Existing techniques extract features mostly per face [39]. It
has been shown in co-segmentation and relevant studies [36,272] that per patch features would
also be useful for segmentation. We thus hypothesise that multi-scale features derived from a
set of neighbouring faces would be useful, and should be considered in a network architecture.
Given a face u, we define a set of surrounding faces N k(u) of u as the surrounding faces that
are at most k step away (see Figure 7.6). We then compute two extra feature vectors X k where
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Figure 7.7: The architecture of our multi-scale 1D CNN. Given an 800-dimension feature
vector X 0 of a face u, we compute a set of surrounding faces N k(u) that are k steps away
(k = 1,2). We average all features of all faces in N k(u) leading two extra feature vectors
X 1,2. These multi-scale features X 0...2 are used in the CNN, and trained separately through the
network. They are then concatenated by the concatenation layer before reaching the fully con-
nected and classification layers. Each convolutional layer is followed by a batch normalization
and a leaky ReLU layer, and the first fully connected layer is followed by a leaky ReLU layer.
k = 1,2 by averaging feature values of all faces in N k(u). This leads to three feature vectors
X k where k = 0...2 and X 0 is the original feature (Section 7.4.1). Each of these feature vectors
X k are trained separately by the proposed CNN network, and then merged before classification.
Network layers We now discussed all network layers used in our CNN architecture, and
their functions.
• Convolutional layers simulate the organisation of humans’ visual cortex, and the neu-
rons responses of local receptive field. They consist of filters, which are convolved over
the input to produce new feature maps as outputs, one for each filter.
• Batch normalization layers typically follow convolutional layers to normalise the out-
put. It allows much higher learning rates, and makes the network less sensitive to the
initialisation [301].
• Leaky ReLU layers A Rectified Linear Unit (ReLU) layer simulates the firing of a
neuron by means of an activation function. We use the leaky ReLU variation [21] instead
of a regular ReLU as having a small negative gradient will stop cases where all inputs are
negative and the activation produces zero. We set the slope to be 0.2 in our experiments.
• Max pooling layers Pooling layers are used to down-sample the output features of the
previous layer to better manage the high feature size, these typically performs after the
convolutional layers.
97
7. 1D Multi-branch Convolutional Neural Network for Segmentation of 3D Shape Collections
• Concatenation layers To merge the outputs from the different branches we use a con-
catenation layer to concatenate the different feature maps via the channel axis, which is
the third axis in our architecture. This is pioneered in [10] to provide a mechanism for
separate learning of features and later merging for classification.
• Fully connected layers (like NNs) have full connections to all activations in the previous
layers, and act as the function approximators to learn the non-linear mapping.
• Dropout layers are included in to regularise the network to reduce overfitting [302].
It works by randomly selecting neurons to be ignored during this pass of the training.
This is done by ignoring the weights assigned to them during the forward pass and not
updating their weights on the back pass. We set 50% of neurons to be randomly ignored
in our experiments.
• Softmax layers are activation functions typically used for classification. The function
computes the exponential of the input and divide them by the sum of all exponential val-
ues, giving prediction probabilities as output. Coupled with a loss function, they penalise
differences between the predicted and true labels, and update the network parameters in
back propagation.
Architecture & Rationale The architecture of our CNN (Figure 7.7) allows for multi-scale
feature vectors to have separately learned representations generated via the branches and 1D
convolution layers, before they are combined into a single space for classification using fully
connected layers. Each feature vector undergoes the same training process, with their own
distinct layers and parameters. In our implementation, each convolutional layer is followed by
a batch normalisation and a leaky ReLU layer. For clarity, these two layers are not shown in
Figure 7.7.
The rationale behind our architecture design stems from several research questions:
Q1 Can we reduce the unnecessary inference between unrelated features and improve per-
formance?
Q2 How can we make good use of multi-scale features in a deep learning architecture?
Q3 How can we train such a network in a practical time frame given the increased features
and branches?
One possible answer to eliminate inference between unrelated features (Q1) is a fully con-
nected NN as it connects every input to every output, allowing meaningful links between useful
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features to form while pushing less meaningful links towards zero, essentially eliminating the
inference. However, such a network would lead to impractical training times (due to the in-
creased feature sizes, especially when implementing multi-scale features). Our compromise is
to use a 1D CNN instead. Though it does not fully resolve the issue in [3], it avoids guessing
the parameter for image resizing. It also reduces the unnecessary inference between the num-
ber of unrelated features from up to 5 features in the 2D CNN (see Figure 7.1 black rectangles)
to at most 2 features for our 1D CNN. Further, because both face-level [3, 39] and patch-level
features [37, 187] have been shown useful alone, we hypothesise that features from different
scales can be trained and analysed independently (Q2). Inspired by GoogLeNet [10], we sep-
arate and train features of each scale in individual branches by formulating our architecture as
a multi-branch network. All branches use 1D convolutional layers to dramatically reduce the
training time (Q3) before being combined through a concatenation layer and classified using
fully connected layers. Finally the addition of batch normalization layers and a dropout layer
allows the network to better generalize and reduce overfitting. We opted to use 3 branches as it
shows highest accuracy with the quickest training time empirically (Q3). An evaluation on the
use of 1-4 branches can be found in Section 7.5.
Training First, each feature vector X k is separately passed through a convolutional layer to
extract some low-level features. Sixteen 15 × 1 filters are used to produce sixteen new feature
vectors, and padding is used to ensure the vectors remain a constant length. Once the output is
normalised and passed through a leaky ReLU layer, it is then max-pooled to reduce the size in
half (400 components, 16 channels). This process is repeated with a convolutional layer with
thirty-two 11 × 1 filters. After the final pooling stage, each of the three branches provides
thirty-two 200 component feature vectors.
The three branches are then merged down the channel axis, via a concatenation layer,
producing ninety-six 200 component feature vectors. These are then passed through a fully
connected layer with 172 neurons, and then through a dropout layer with a 50% dropout.
Finally, a fully connected layer with the number of neurons equal to the number of classes in
the set is used, with a softmax activation function. The output of the softmax layer can then be
used to compute the loss (we use categorical cross entropy) in order to back-propagate through
the network to update parameters.
Similar to a NN, there are two learning passes. The feed-forward pass produce a label
prediction, and the back-propagation updates parameters to reduce the prediction error. These
passes are repeated for a set number of iterations (set to 50, using a learning rate in the log-
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space between -2 and -4 and a momentum of 0.9). The label probabilities that are produced
after training are subsequently used for graph-cut post-refinement. Results are reported in 1D
CNN column, Table 7.1.
7.4.5 Graph-Cut Refinement
A trained model (NN, RF, CNN) can predict a label for a face with a set of probabilities. The
probability indicates how likely a face belongs to a particular class. However, inconsistencies
of predicted labels can arise between adjacent faces on the shape because the classification
does not take face adjacency into account. This causes incorrect segmentations and reduced
accuracies. Here, we utilise the multi-label alpha-expansion graph-cut technique [279] to refine
the segmentation results.
Let u,v ∈ T be two faces in a shape, where T is the set of all faces. Let Nu be the set of
neighbouring faces of u. We can optimise the labels of all u ∈ T by solving:
min
lu,u∈T
∑
u∈T
ξD(u, lu)+λ ∑
u∈T,v∈Nu
ξS(u,v, lu, lv, fu, fv)
where λ is a non-negative constant used to balance the influence of the two terms and ξD(u, lu)=
− log(pu(lu)) is a data term that penalises low probability of assigning a label lu. The second
term ξS incurs a large penalty when the dihedral angle between two adjacent faces is small (i.e.
the faces cause a concavity) or the distance between two features is high, and is given by:
ξS(u,v, lu, lv) =
0, if lu = lv− log(θuv/π)ϕuv, otherwise
where the cost is based on the dihedral angle (θuv) and edge length (ϕuv) between faces u and
v. This formulation has been applied commonly in [1, 3, 37].
Here, we propose to modify ξS:
ξS(u,v, lu, lv, fu, fv) =− log(θuv/π)−ω|| fu− fv||2
by replacing the distance term ϕuv with a geometric feature term ω|| fu− fv||2. It promotes
similar classification label if the Euclidean distance between features fu, fv of face u and v is
small. A constant (ω), is used to balance the weight of the concavity and feature terms. We use
AGD (Section 7.4.1) as the feature f as it helps to smooth out inconsistent labels, and improves
the refinement accuracy (Section 7.5).
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PCA AE AE ToG15 1D
& NN & RF & NN [3] CNN
Airplane 92.97 92.62 92.53 94.56 96.52
Ant 95.15 95.17 95.15 97.55 98.75
Armadillo 88.21 88.43 87.79 90.90 93.74
Bird 85.14 88.93 88.20 86.20 91.67
Chair 95.55 95.69 95.61 97.07 98.41
Cup 95.09 97.95 97.82 98.95 99.73
Fish 94.41 96.21 95.31 96.16 96.44
Fourleg 83.61 83.99 82.32 81.91 86.74
Glasses 94.22 96.57 96.42 96.95 97.09
Hand 78.33 73.76 70.49 82.47 89.81
Human 87.03 86.69 81.45 88.90 89.81
Octopus 96.93 96.99 96.52 98.50 98.63
Plier 93.75 92.59 91.53 94.54 95.61
Table 99.22 99.18 99.17 99.29 99.55
Teddy 98.07 98.24 98.20 98.18 98.49
Vase 79.73 82.07 80.24 82.81 85.75
Average 91.09 91.57 90.61 92.79 94.80
Table 7.1: Experimental results for leave-one-out cross validation on the PSB dataset [2]. Bold:
highest accuracy. ToG15 is 2D CNN proposed by Guo et al. [3]
7.5 Experiments and Results
In this section, we outline the experiments and accuracy measure used to evaluate each deep
learning technique on shape segmentation. Then we discuss the results and put forward our
observations.
All experiments were conducted on the PSB [2] and Coseg [1] datasets, which are widely
used datasets for evaluating shape segmentation techniques [3, 39]. The PSB dataset contains
19 sets with 20 shapes per set. Similar to [187], we omit three sets (Bust, Bearing and Mech)
from our results in Table 7.1, because these sets are either inconsistently labelled or contain
shapes with too much variance within the set (Further discussion is provided at the end of this
section). The Coseg dataset has 8 sets with between 12 and 44 shapes per set. The dataset also
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(a) psbTeddy (b) psbGlasses (c) cosegGuitars
(d) psbChair (e) psbAirplane (f) cosegGoblets
Figure 7.8: Visualisation of some results of our 1D CNN technique on the PSB and Coseg
datasets, with an accuracy of over 95%.
includes 3 large sets with 200 to 400 shapes per set. We ran 3 different types of experiments:
• Leave-one-out cross validation - a single shape is removed from the training set and used
exclusively for testing. This is repeated for all shapes in the set.
• 5-fold cross validation - the set is split into 5 equal (or close to equal) subsets. In each
run, a single subset is left out of the training set and used for testing. This is repeated for
all 5 folds. The training & testing splits used are publicly available*.
• Fixed training/testing split - we run experiment using the training/testing splits defined
in [4] for each set.
The PSB dataset was used in all experiments. The Coseg dataset was only used in the 5-fold
and fixed training/testing split experiments [4] as running leave-one-out cross validation is a
lengthy process.
For all experiments we use the accuracy measure:
Accuracy(l,gt) =
∑t∈T atδ (lt = gti)
∑t∈T ai
*https://sites.google.com/site/csgarykl/resources
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(a) Hand (b) Plier (c) Ant
Figure 7.9: Visual comparison of our 1D CNN (bottom row) and TOG15 [3] (top row). Our
method performs better on certain shapes (see arrows on the figures)
where at , lt and gtt are respectively the area, the predicted label and the ground truth label of
triangle t. δ (li = gti) is assigned to 1, if the predicted label is the same as the ground truth;
otherwise 0. This is similar to [1, 3, 39]
Finally, as pointed out by Kalogerakis et al [4], there is no publicly available implemen-
tation for Guo et al’s architecture [3]. Similarly, we use our own faithful reimplementation of
Guo et al’s architecture, closely following the details in the paper. We tried Matlab (MatCon-
vNet) and Python (TensorFlow) implementations, and both show similar results. We reported
Python’s results as they are marginally better. Both reimplementations are internally validated
by three independent researchers from two research teams at Swansea University. Both source
codes are available for external validation. Though the reported accuracy of [3] is lower than
that reported in the original paper, the reproduced accuracy is still higher than the results re-
ported in [4]. Therefore, we believe that our reimplementation is faithful.
Leave-one-out Cross Validation Experimental results for Leave-one-out cross validation
are shown in Table 7.1, where the columns PCA & NN, AE & RF, AE & NN and 1D CNN
correspond to the techniques discussed in Sections 7.4.2-7.4.4 and column TOG15 shows the
results using [3]. Some visual results of our 1D CNN technique are shown in Figure 7.8.
A direct comparison of our 1D CNN and [3] shows that our method achieves higher ac-
curacies on all of the sets. The majority of the sets see a large improvement in accuracy,
especially some of the harder sets (Armadillo, Hand, Vase). Five sets (Fish, Glasses, Octopus,
Table, Teddy), which have very high accuracies (> 96%) in [3], also show slight improvement.
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Figure 7.8 and 7.9 show some visual comparisons of the results.
We further investigate the sets with poorer results (< 90%) and observe several problems:
1. The Human set (Figure 7.10, column (a)) is badly and inconsistently labelled in general,
and there is insufficient support to train a proper model (see arrows). This is challenging
for any machine learning technique, making all techniques fail to achieve high accuracies
(> 90%).
2. The Vase set (Figure 7.10, column (b)) contains shapes that are significantly different
from the rest. As indicated by arrows, there is a shape (back row, second from right) that
contains a segment usually defined as the base of a vase (purple segment), in place of the
part which is typically on the top of the vase (blue segment in other shapes). Also there
are two shapes that are almost identical (middle row), but the label is very different (e.g.
blue segment).
3. The Fourleg set (Figure 7.10, column (c)) contains three shapes that are very different
from all other shapes in the set (back row, left most 3). Label inconsistencies are also
present where the majority of shapes contain a neck segment (purple), but some shapes
do not (see arrows).
4. Each of the fingers in the Hand set (Figure 7.9) are considered separate segments in the
ground truth. It is very hard to achieve good results using features alone for such set. We
believe the result can be improved with a correspondence matching technique.
For completeness, the results for the sets we omitted from Table 7.1 are as follows. Accu-
racies of 88.67%, 70.06% and 88.53% [3], and 89.69%, 61.97% and 88.14% (our 1D CNN)
were achieved for the Bearing, Bust and Mech sets respectively. Following [187], these sets
were omitted due to ground truth inconsistencies (Figure 7.11) and lack of sufficient training
data. These are reflected in the lower accuracies of both methods.
Next we analyse the performance of our other deep learning techniques, PCA & NN, AE
& RF, and AE & NN. We note that, although they perform worse than CNN techniques, in
general, their performance is only marginally worse. In sets that have consistent and well-
defined labels (Fish and Teddy), AE & RF performs better than the 2D CNN technique. This is
interesting as these NN models consists of 2-3 layers, and require much shorter training time
than CNN techniques.
Finally we compare the use of two different classifiers AE & RF and AE & NN on the
same set of encoded features. As shown in Table 7.1, the results from using an RF classifier
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(a) Human (b) Vase (c) Fourleg
Figure 7.10: Visualisation of sets where our method achieved sub 90% accuracy. Top row
shows ground truth, bottom row shows our 1D CNN results. (a) shows where poor ground
truth (arrows) resulted in loss in accuracy. (b) shows where inconsistent ground truths and
large variations (arrows) resulted in poor results. (c) shows where outliers in the set (back row
left 3) and inconsistencies in the ground truths (arrows) caused a loss in accuracy
are almost exclusively better than using only the NN model alone. This may be explained by
the fact that both the AE network and the RF classifier are two different techniques, and are
separately trained. It suggests that there is complementary improvement overall.
Our conclusion is that, compared to [3], if there is a sufficiently large number of good
shapes with consistent labels across the set, the new features and 1D CNN architecture can
improve performance. Our technique also does not require parameter tuning for features re-
shaping or sampling to 2D images.
5 Fold Cross Validation The experimental results in Table 7.2 show a comparison of running
our 1D CNN architecture with different numbers of branches on the PSB dataset. As shown in
the table (Columns 1B, 2B, 3B, 4B), performance steadily increases as the number of branches
increase, up until it plateaus at 3-4 branches. A direct comparison to the result of 2D CNN
(ToG15 [3]) shows that our method outperforms the 2D architecture for all sets, even using a
single branch network. It also supports empirically our choice of using a 3-branch network as
it is faster to train whilst reaching similar performance as compared to that of 4-branch.
Table 7.2 also shows that, when using the same set of features in [3], whether it is one
(Column 1B (600)) or three branches (Column 3B (600)), our architecture can still outperform,
with the latter giving better results. These results show that the use of 1D data and filters is
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(a) Mech (b) Bearing (c) Bust
Figure 7.11: Ground truth examples from the 3 omitted sets (Mech, Bearing, Bust). Label
inconsistencies can be seen throughout. Mech (a) shows segment inconsistencies where cylin-
drical shapes are labelled both purple and green (front row, centre and back row). Also, the
blue segments shown on the two shapes are the only blue segments in the set, and are both
topologically dissimilar. Bearing (b) shows segment inconsistencies where similar shaped re-
gions (threaded parts) have several different labels. Bust (c) shows poor segment boundaries
where the neck extends on to the clothing (front row, centre). Additionally, it contains incon-
sistent segments where the hats and hair are one segment but back left has a clothing segment
over the top of the head. Finally, a few labels are missing throughout. For example, not all lips,
noses and eyes are properly and consistent labelled. Some models are missing some of these
segments and others are missing them all from the ground truth (e.g. nose of back right, eyes
of 4 of the shown models, lips of front left and back right). Arrows show examples of badly or
inconsistent ground truth labelling.
useful, and that the multi-branch architecture (with multi-scale features) and the addition of
new features (including our proposed more robust conformal factors) all separately contribute
to the improvement.
We further show experimental results using the Coseg dataset [1] in Table 7.3 and Fig-
ure 7.8. We see a large improvement over the 2D CNN [3] for the smaller datasets (over 4% on
average, Table 7.3 left), and notice a larger improvement when the datasets have hundreds of
shapes (over 6% on average, Table 7.3 right). This shows that our model can generalize well
when sufficient training data is provided, even if there are large variations in the shapes in the
sets (e.g. VasesLarge, AliensLarge). This supports our earlier conclusion that, given a large set
of well labelled shapes, our method can be effectively trained for good performance, and can
handle largely varying shapes in the set.
Fixed training/testing splits A final set of experiments use the training/testing splits defined
in the concurrent work [4], and use the PSB and Coseg datasets. The work shown in [4] projects
shapes to the image domain to segment them before projecting the segmentations back onto
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1D CNN ToG15
1B 2B 3B 4B 1B 3B [3](600) (600)
Airplane 94.93 95.57 95.65 95.60 94.24 94.31 93.43
Ant 98.24 98.75 98.82 98.75 97.15 97.23 96.91
Armadillo 93.08 93.29 93.47 93.56 91.02 92.17 87.05
Bird 90.86 91.14 91.34 91.82 90.69 90.80 90.00
Chair 97.72 98.03 98.14 98.39 96.57 97.10 96.43
Cup 99.62 99.65 99.69 99.65 99.45 99.65 99.13
Fish 96.47 96.69 96.75 96.82 96.39 96.68 95.99
Fourleg 87.10 87.78 88.23 88.43 86.38 87.50 84.92
Glasses 96.68 96.72 96.89 96.94 96.25 96.61 96.31
Hand 88.86 89.33 89.66 89.64 87.40 88.45 80.31
Human 87.50 88.81 89.02 88.85 87.34 88.49 82.51
Octopus 98.54 98.67 98.71 98.75 98.51 98.61 98.39
Plier 95.41 95.36 95.52 95.59 95.29 95.34 95.23
Table 99.61 99.62 99.62 99.62 99.59 99.62 99.08
Teddy 98.39 98.37 98.35 98.40 96.67 97.06 95.90
Vase 84.43 86.35 87.10 86.11 84.06 84.66 81.08
Average 94.22 94.63 94.81 94.81 93.57 94.02 92.04
Table 7.2: 5-fold cross validation labeling accuracies for the PSB dataset [2]. Results of our
1D CNN with differing number of branches are shown (1B, 2B, 3B, 4B), as well as using the
same features as ToG15 [3] (1B (600), 3B (600)). Bold: highest accuracy.
the input shape. Their method used depth and grey-scale images as input to a pre-trained
fully convolutional network, before projecting the segmentations back and refining them with
a Conditional Random Field (CRF). Table 7.5 shows the results of these experiments for 2D
CNN [3], Projective CNN [4], and our 1D CNN. (The results for 2D CNN [3] and Projective
CNN [4] are copied from [4] for direct comparison). It shows that our 1D CNN technique
clearly outperforms the existing 2D CNN architecture [3], and also performs comparably with
the concurrent work Projective CNN architecture [4]. Note however that these experiments
do not fully evaluate the method for each set because not all shapes are used at least once for
testing. We include these results for completeness.
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SmallSet 1D CNN ToG15 [3]
Candelabra 93.58 91.55
Chairs 97.75 93.48
Fourleg 94.12 90.75
Goblets 97.80 92.79
Guitars 98.03 97.04
Irons 89.89 80.90
Lamps 86.74 81.52
Vases 92.47 89.42
Average 93.80 89.68
LargeSet 1D CNN ToG15 [3]
Vases 95.88 87.57
Chairs 97.71 92.68
Aliens 97.84 91.93
Average 97.14 90.73
Table 7.3: 5-fold cross validation labelling accuracies for the Coseg dataset [1]. Bold: highest
accuracy.
Computation Time Our experiments were carried out on a workstation with 32 Xeon 2.3GHz
CPUs (total 64 cores). We run all our experiments on both CPUs and GPUs so as to collect
results as fast as possible, along with hardware upgrade to 512GB memory and one Nvidia
Titan X (Pascal) GPU card over the past year. To provide a general timing, to train a model
with 6 shapes (each with 20-30K faces) with 6 classes, it would take 3 minutes, 30 minutes, 25
minutes, 4 hours, and 4 hours, respectively, for PCA & NN, AE & RF, AE & NN, 1D CNN
and our implementation of [3].
In general, CNN techniques take longer time to train due to the deeper network and larger
number of parameters. Our time for our 1D CNN is comparable to [3] because we train the
network to a converged state in a shorter time, yet, our technique can handle over three times
more features than [3], because of the use of 1D filters and multi-branching techniques (sepa-
rate training).
Challenges & Limitations In our experiments, we observe that some sets are very chal-
lenging (e.g. the Bust set [2]). There are an insufficient number of shapes in the set to cover
a large variation of shape and topology, leading to poorly trained models. Further, some of
the segmentation boundaries in the ground truth labels are not well-defined or consistent (e.g.
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Testing 1D ToG15 ShapePFCN
Shapes CNN [3] [4]
Airplane 8 95.92 91.60 93.00
Ant 8 98.72 97.60 98.60
Armadillo 8 93.31 85.00 92.80
Bird 8 91.04 83.10 92.30
Chair 8 97.67 96.70 98.50
Cup 8 94.45 92.10 93.80
Fish 8 96.48 94.50 96.00
Fourleg 8 87.71 82.40 85.00
Glasses 8 96.31 95.30 96.60
Hand 8 91.70 73.80 84.80
Human 8 90.58 85.60 94.50
Octopus 8 98.48 97.40 98.30
Plier 8 95.81 95.20 95.50
Table 8 99.57 98.50 99.50
Teddy 8 88.27 97.30 97.70
Vase 8 81.94 77.80 86.80
Average - 93.62 90.24 93.98
Table 7.4: Fixed training/testing split results for the PSB [2] dataset. Training/testing splits are
the same as [4], all sets use 12 training shapes. Bold: highest accuracy.
Human, Bearing, Bust). Additionally, some sets have shapes with segments missing from the
ground truth (Human, Bust), Figure 7.11. This makes the accuracy measure less meaningful.
We believe that a more accurate ground truth could improve the accuracies in these sets.
7.6 Summary
In this chapter, we have shown a novel way of using CNNs on the geometric feature space
to perform automatic shape segmentation. Instead of casting 3D geometric features into 2D
images and using 2D filters to fit an image-based CNN pipeline, we show that the use of 1D
data and filters can alleviate unnecessary inference of unrelated features. It also avoids the
problem of parameter tuning for reshaping and re-sampling of features, and achieves better
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Testing 1D ToG15 ShapePFCN
Shapes CNN [3] [4]
Candelabra 16 94.39 85.90 95.40
Chairs 8 96.02 93.80 96.10
Fourleg 8 93.64 88.20 90.40
Goblets 6 99.46 86.10 97.20
Guitars 35 98.43 97.70 98.00
Irons 6 84.75 79.70 88.00
Lamps 8 84.04 78.00 93.00
Vases 16 87.55 84.40 84.80
Average - 92.29 86.73 92.86
Table 7.5: Fixed training/testing split results for the Coseg [1] dataset. Training/testing splits
are the same as [4], all sets use 12 training shapes (except Goblets which uses 6).
performance. Our novel technique clearly out-performs existing work [3] in terms of accuracy
and can support more features and a more complex and deeper network. We have further shown
a novel way of computing more consistent and robust Conformal Factor which is less sensitive
to small areas of large curvature.
We additionally performed a comprehensive and comparative study of several deep learn-
ing techniques for shape segmentation. We showed that simpler network architectures (e.g.
AEs, NNs and RFs) can still perform reasonably well using the same set of geometric features
when compared to more complex CNN models. Their training time is also significantly shorter.
This suggests that if only a reasonable (not perfect) segmentation is required for downstream
application, AE, NN and RF would be a good choice.
We have also shown some labelling problems in the PSB dataset which is commonly used
as a segmentation benchmark. For example, there is an insufficient number of shapes in certain
sets to cover a large variation of shape and topology and some of the segmentation boundaries
in the ground truth labels are not well-defined or consistent (e.g. Human, Bearing, Bust).
Finally, we release the data and code of all techniques discussed in this chapter, helping the
research of supervised shape segmentation in the community†.
While we observe that there are prominent ground truth issues in the small PSB and
COSEG datasets, the recent work by Yi et al. [8] has provided point cloud based ground truth
†Full sourcecode can be downloaded from: https://sites.google.com/site/csgarykl/resources
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segmentation for the massive online shape repository ShapeNet [53]. This repository pro-
vides a new avenue for shape segmentation methods which can handle datasets with thousands
of shapes, and concurrent work have started to evaluate on it [232]. However with the new
dataset comes problems that can hinder standard shape segmentation pipelines. One issue is
that the majority shapes in ShapeNet are non-manifold, a property that can cause many shape
segmentation pipelines to fail. Also the method and nature of proposed framework by Yi et
al. [8] means that the provided ground truth segmentation are far from perfect. Inconsistencies
can be seen throughout datasets and as shapes are labelled using 2D painting onto point clouds,
the overall segmentation when mapped back to the shape representation can also be poor. In
Chapter 8, we aim to address these problems by providing an accurate ground truth segmen-
tation for a manifold subset of ShapeNet. We propose an active learning framework which is
driven by deep learning to provide accurate ground truth segmentations while minimising user
effort. While also addressing the non-manifold issues with ShapeNet by reconstructing and
repairing a large majority of the shapes.
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8.1 Introduction
3D datasets with good quality segment labels have already been shown incredibly useful for
many applications, including shape matching [48], retrieval [49] and modelling [50]. Shape
segmentation techniques often benefit the most from such fully labelled datasets. Supervised
techniques require ground truth labels to train segmentation classifiers [39], and both super-
vised and unsupervised techniques need ground truth labels to evaluate their methods [1].
While existing works have shown good results [3,51,52], obvious ground truth inconsistencies
still exist [6]. This means both existing and new techniques could perform better with higher
quality ground truth segmentations.
Generating high-quality segmentations for shape datasets is a time-consuming and interaction-
heavy task. Smaller datasets, with only a small number of inconsistencies or errors may be
manageable through manual effort [1,2]. However, massive datasets would take a great amount
of user effort [53]. Further, these massive datasets typically consist of shapes with poor topol-
ogy and/or geometry issues (such as multiple disconnected components, non-manifold sur-
faces, holes, zero thickness, etc.), and low-resolution. These shapes are very difficult to pro-
cess in segmentation pipelines. Recent works employ point cloud projection [8, 51], or further
KD-connected point cloud projection [207]. While these are viable techniques, there may be
information loss when using point clouds, e.g. connectivity and topology of the shape. Without
these, certain reliable features are much harder to compute or are inaccurate when computed
(e.g. Shape Diameter Function (SDF) [41], Geodesic Distance). Although connectivity can be
re-established (e.g. through K Nearest Neighbour, assuming the resolution of the point cloud
is high enough), thin regions of the shape could be wrongly connected, leading to undesirable
connections. For this reason, in our proposed pipeline, we largely focus on input meshes. We
further show that by reconstructing and repairing these non-manifold 3D shapes, our technique
can handle very large datasets very well.
Previous work that generates ground truth segmentations for large datasets typically fo-
cuses on an active learning approach, where a user has some control over the system and in-
fluences the decisions in some way. [7] first used an unsupervised co-segmentation algorithm,
where the user interactively selects pairs of parts between shapes to connect or disconnect. Re-
cently, [8] used a supervised algorithm to label a single part at a time. Users are asked to paint
two 2D views of a 3D shape. A learning model is trained based on the painted regions and
similar shapes (according to global shape descriptors) are evaluated on that model. However,
these techniques can only provide a coarse segmentation and output segmentations may have
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errors. Further, [8] requires one part to be labelled at a time, so datasets with high numbers of
parts will take longer and more iterations to label. Here, we developed an active framework
which allows full shape segmentation of a shape dataset, to ensure good segmentation quality
and it scales well to the number of parts in the dataset.
One of the challenges when developing an active framework for segmentation is minimiz-
ing user interactions while maximizing segmentation quality. To help maximize quality, we
utilize a deep learning model for segmentation predictions. In general, deep learning models
can take a long time to train, and typically require a large amount of training data. To resolve
these, we propose to use a small Convolutional Neural Network (CNN), making use of two 2D
histogram features as input. The features have been shown useful in previous work [3, 39] and
fit the CNN paradigm as 2D histograms have similar regular structures like images. Our archi-
tecture is therefore quick to train and we further adopt an ensemble based learning scheme [5]
to help generalize our model. In our experiments our model can perform better than existing
fast techniques, with results comparable to the state-of-the-art.
Another challenge of an active learning framework is the exploration and analysis of model
predicted results. During intermediate training steps, the ground truth data (our frameworks
final output) is not available. The performance and generalization of an intermediate learning
model to unlabelled shapes is largely unknown. However, in general, the order of shapes to
be selected and included in a models training set has a long term impact on its generalization.
With no awareness of the performance of the model, and with a massive dataset, users often
pick from the first few shapes on the first page to segment next, this selection strategy often
leads to extra time and effort to segment the whole dataset as we show later in our experiments.
To approach this challenge, we propose to use entropy, a measure of uncertainty, to define a
ranking measure without needing ground truth segmentations. This ranking measure provides a
meaningful ordering of the predicted segment labels in an interactive tabular view. This allows
users to see which shapes the deep learning model segmented well or struggled with. Our
experiments show that by selecting poorly segmented 3D shapes with respect to the ranking
measure, it reduces both time and interactions required to segment the whole dataset.
Lastly, another problem we observed in existing active frameworks (e.g. [7, 8]) is that they
do not allow quick boundary optimization. When there are slight errors in the output segmen-
tation, users will likely discard the results, leading to extra manual effort and longer interaction
time. With this observation, we propose a segmentation optimization algorithm that takes the
current segmentation and information about the shape (e.g. angle and thickness) to optimize
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the segmentation boundaries. This algorithm can quickly provide high-quality segmentations
while greatly reducing interactions and time required to segment a shape.
Our proposed framework has been demonstrated to work well on public datasets (including
PSB, COSEG), and also on reconstructed and repaired datasets from ShapeNet, containing
hundreds of thousands of shapes.
Contributions To summarize, the key contribution of this work is a new active learning
framework for providing a full segmentation to large sets of 3D shapes. The focus is to maintain
accurate and meaningful segment boundaries, while reducing human effort and time. There are
also several novelties:
• First, we show and evaluate a novel deep learning architecture for shape segmentation
which is relatively fast and accurate.
• Second, we provide an information-theory metric for ranking the performance of shape
segmentation algorithms when ground truth data is not available. Our experiment shows
that the ordering can help reduce total segmentation effort and time.
• Third, we propose a useful technique for segmentation optimization, which takes into
account the segmentation boundaries and thickness of shapes. Our experiment shows
that it can help users to quickly improve segmentation boundaries, reducing effort and
time.
• Finally, we provide new and more accurate ground truth segmentations for existing
datasets, including massive datasets. We will also distribute the code for our active
learning system to help label future 3D datasets.
This work has been submitted to ACM’s journal Transactions on Graphics (TOG) on the
28th of August, 2018, and is currently under review. The title of the paper is ‘A Deep Learning
Driven Active Framework for Segmentation of Large 3D Shape Collections’ written by lead
author David George, with co-authors Yukun Lai, Xianghua Xie and Gary KL Tam.
In the following, Section 8.2 discusses the existing work for segmentation, feature ex-
traction and entropy in geometry processing. In Section 8.3, we briefly overview our active
learning framework. Section 8.4 discusses the details of the three novel subsystems. We fur-
ther discuss our framework interface and flow in Section 8.5 before outlining our experiments
and showing the results in Section 8.6. Finally, in Section 8.7 we conclude and discuss possible
future work.
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8.2 Related Work
This work relates to several research areas. We summarize the literature with respect to shape
features, shape segmentation, active learning in image analysis, active learning in shape analy-
sis, and use of entropy in graphics processing.
Shape Features and Their Uses Much of the existing work in shape segmentation is driven
by features. These can be defined per face, per vertex, per patch (a cluster of faces), or even per
shape. Features are designed for different purposes, and many have been successfully applied
in 3D shape segmentation. Per-face features include: Shape Diameter Function (SDF) [41]
which estimates the thickness of a shape at a given face, Conformal Factor (CF) [15] which
computes a position invariant representation of the curvature of non-rigid shapes and Spin Im-
ages (SI) which captures the surface information around a face using a 2D histogram. Recent
work has also adapted image based features to the 3D domain. One notable example is Shape
Context (SC) [19], a 3D shape descriptor to encode both curvature and geodesic distance dis-
tributions in a 2D histogram [39]. There are, however, limitations on how useful a feature can
be on certain shapes; CF is susceptible to shapes with sharp curvatures [6], SDF can fail if the
shape has holes, and geodesic distance will fail if the shape has multiple components. Feature
selection, therefore, is very important for a new technique, as it can greatly impact the accuracy
and speed. For these reasons, we opted to use two features for our deep learning model, SC and
SI. Recent work has shown both features can be very useful in shape segmentation [6,39,282].
Further they are both 2D histograms, so can be generated at any scale (number of bins) and
CNNs should work well to extract useful information. Additionally, we opt to use SDF for
our segmentation optimization, as segment boundaries often lie on regions of large thickness
change.
Unsupervised and Supervised Shape Segmentation The goal of a shape segmentation
algorithm is to partition a single shape into meaningful parts [41, 42]. These algorithms typ-
ically used a feature which drives the partitioning (see Features section), though other work
also used different strategies like fitting of primitive shapes [32]. Recently, unsupervised tech-
niques looked into co-analysis of a set of shapes, using information consistent across the set
to improve the final segmentation [1, 36, 37, 46, 187]. However, these methods struggle with
widely varying datasets, especially those with low number of shapes per set [6]. Further, the
segmentation of parts not only relates to the shape geometry, but also the functionality. All
these challenges have led to the recent interest in supervised segmentation techniques.
Supervised segmentation techniques rely on prior knowledge in order to train a model. Typ-
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ically these methods use large pools of shape features as input and classify them according to
segment labels [39]. Subsequent techniques improve in different ways, such as ranking features
to find segment boundaries [231], training an Extreme Learning Machine (ELM) [281, 282] to
classify the labels. However, similar to unsupervised work, these techniques can struggle when
datasets are very diverse. To combat this, a technique using CNNs was proposed [3], by ar-
ranging a pool of features like an image, they used an image-based convolution network to
predict face labels. However, the simple arrangement leads to unnecessary inference of rela-
tionships between features with no correlation. Chapter 7 [6] reduced such inference using
1D convolutions, leading to better results. Recently, several techniques have shown new and
interesting shape segmentation methods such as point cloud segmentation [51, 232], KD-tree
point cloud segmentation [207], projecting image segmentations to shapes [4], hierarchal seg-
mentations [285] and graph CNNs [52].
With the recent surge of proposed segmentation methods, each focusing on larger datasets,
there is a high demand for high-quality ground truth labels. However, currently available
ground truths for widely used segmentation datasets have been shown to contain inconsis-
tent and poor labels for certain shapes within the dataset [6]. This can impact the training
performance by introducing inconsistent labels for similar samples. It can also impact evalua-
tion, as inconsistencies undermine the validity of a model. We, therefore, emphasize to provide
accurate, high-quality segmentations in this work.
Active Image Analysis Active learning image analysis systems have been widely explored
to leverage the human input in exploring large datasets. They focus on using user input to
aid the classifiers by annotation (painting, strokes) or drawing bounding-boxes. This has the
advantage that the user can see what data the classifier is struggling with and incrementally
provide new training data to alleviate this problem, yielding a more generalized and accurate
classifier [303–306]. We utilize this functionality in 3D segmentation by allowing the user
to incrementally tune the output labels of our model to make it generalize better. We also
incorporate a sorting method to rank the outputs of the model, and aid the user in selecting
shapes to fine tune the segmentation boundaries.
Active Shape Analysis Unlike the image domain, there are few methods using user inter-
actions to aid 3D shape segmentation. One of the earliest techniques, proposed by [7], prompts
the user to select pairs of segments between shapes to denote if they have the same or different
segments. This technique is driven by an unsupervised method, and segmentation between
shapes can be mismatched, and thus the user input to select the right shapes is crucial. Simi-
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larly, [307] asks the user to paint regions of the shapes for segment matching. Both methods
tend to focus on smaller sets of shapes and use unsupervised methods to drive the segmenta-
tion. Recently, [8] proposed a framework for annotating massive 3D shape datasets. They offer
a crowd-sourcing application for annotators to label a specified region, which is then used to
train a conditional random field model. Once model predictions are obtained, the user would
then be asked to verify the results by selecting all shapes that have inadequate annotations.
While this technique shows good performance, fine details such as accurate segment bound-
aries can be difficult to achieve. Further, the user is only asked to verify results, and cannot fine
tune ‘almost acceptable’ segmentations. These ‘almost acceptable’ segmentations then end up
going through another round of model predictions or user labelling. Finally, this approach is a
labelling pipeline, where a full pass provides a single segment label for a dataset. Therefore,
datasets with many distinct segments require many full passes to achieve a complete segmenta-
tion. Our proposed method alleviates all of these problems. By making use of a fast and robust
deep learning model and effective segmentation optimization tools we provide high-quality full
segmentations efficiently.
Entropy Uses in Geometry Processing: Entropy is a measure of uncertainty [308]. It can
be used to predict the probability of an event given some information. Entropy was first used
in 3D geometry processing by [309], where it was used to estimate how much information was
contained in a 3D surface. More recently, entropy has also been used for shape simplification
[310], shape compression [311] and to estimate the saliency of a 3D shape [312]. As we have
no ground truth labels, analysis of model predictions is difficult. We explored using entropy
to rank the segmentation predictions, which to our knowledge has not been explored before
among 3D shape analysis literature.
8.3 Framework Overview
Our active learning framework aims to produce a full segmentation for every shape in a given
dataset, whilst minimizing the users’ manual effort. The input to our framework is a collec-
tion of manifold 3D shapes of any size, from a specific category (e.g. aircraft), and a set of
predefined segment identifiers (e.g. wings, engines, body, stabilizer). With our framework,
users guide the selection of shapes for labelling, interact with the prediction of a deep learning
model, and verify the segmentation quality of each shape. The framework will then produce
an output of per-face labels for each shape, indicating which face belongs to which segment
identifier. The pipeline for our framework is shown in Figure 8.1.
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Figure 8.1: Pipelines for our proposed active framework. For details see: Sections 8.4.1 and
8.4.2 (Input Dataset), Section 8.4.3 (Shape Subset Selection), Section 8.4.4 (Patch Labelling,
Painting), Section 8.4.5 (Fuzzy Boundary Optimization (FBO)), Section 8.4.6 (Training and
Prediction Generation), Section 8.4.7 (Order and Select Subset), Section 8.4.4 (Inspection and
Optimization).
The pipeline consists of several components. Each component is inspired by the observa-
tions of existing problems, leading to our contribution of a fast and reliable active framework.
The framework is driven by a deep learning model, which predicts the labels for faces given
feature descriptors (see Section 8.4.2 for feature details). As it is a supervised system, initial
training data is required. This is obtained by the user manually segmenting several shapes. To
aid the user in this task, the system will first suggest a small subset of shapes to label, this is
done by clustering global shape descriptors (Section 8.4.3). This subset aims to represent the
dataset, aiding model generalization early on. This is important as having a generalized model
early on increases the accuracy of the output predictions, reducing the required user effort when
labelling the remaining shapes. This in turn, reduces the required time for the segmenting the
whole dataset.
Once a small subset of the dataset has been selected, the user is asked to segment them.
The system offers many effective tools to speed up this process while still maintaining the
high segmentation quality. These tools include robust over-segmentation and effective painting
utilities (Section 8.4.4) and fuzzy boundary optimization algorithm (Section 8.4.5). Making
effective use of these tools can significantly reduce the time and effort required to achieve a
high quality segmentation for a given shape.
When all shapes in the subset are segmented to a high quality, the user can ‘confirm’
them, telling the system they can now be considered ground truth. With these ground truth
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Figure 8.2: This graph shows the increasing number of segmented shapes as users use the
system. The ‘proposed’ line represents our system with all features enabled, the ‘w/o FBO’
(without fuzzy boundary optimization) line represents our system with the fuzzy boundary
optimization feature disabled and the ‘manual’ line represents a system where only painting is
enabled. The data making up the solid lines are from our 1 hour user-studies, whilst the dashed
lines are extrapolated from the user-study data. The figure shows that our system considerably
speeds up shape segmentation when compared to a manual painting approach.
segmentations, we can train a deep learning model to predict segmentations for unlabelled
shapes. However, typically deep learning models require lengthy training times in order to
achieve good quality results. As a priority of this framework is minimizing time required, we
opt to take a fixed number of randomly sampled batches each time a model is trained. This fixes
the training time as the training set grows, but can hinder training performance. Due to this,
we implement an ensemble based [5] learning scheme, which gives multiple trained models in
the same amount of training time (Section 8.4.6). The combination of these methods gives a
reliable training scheme which is unhindered by a growing training set.
A trained model can then be used to generate segmentation predictions for the remaining
shapes in the dataset. Effectively displaying these predictions to the user is another impor-
tant aspect for efficiently segmenting the dataset. As generating ground truth segmentations is
the final product of our framework, we do not have access to it for evaluation our model pre-
dictions. As an alternative, we opted to employ entropy, an information theory metric [308],
to measure the uncertainty in the the model predictions and rank each shape (Section 8.4.7).
These results are displayed in our interactive table, allowing the user to quickly see which
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shapes are correct and add them to the completed set (to be used for future model training). Al-
ternatively, the table also quickly shows which shapes the model struggled with. Fixing these
shapes is the key to make the model more generalized and produce better segmentations.
Having tools available to fix poorly segmented shapes (or even shapes with minor errors)
is also important. Not offering any form of segmentation optimization can impact negatively
in two ways. On one hand, the user would have to ignore the small errors and commit the
segmentation as ground truth. This reduces the overall quality of the output segmentation and
introduces errors into the training set, thus introducing more errors in predictions for down-
stream application or subsequent techniques. On the other hand, the user would discard the
segmentation results, and hope for better results later on. This has the impact of slowing down
the pipeline as certain shape segmentations are inspected and discarded multiple times. As we
want high quality segmentations in an efficient time, neither of these are acceptable trade-offs
for our pipeline. Therefore, we offer robust optimization tools that the user can use to quickly
fix any errors in the segmentation (Sections 8.4.4 and 8.4.5).
Our proposed deep learning architecture and optimization tools have shown good perfor-
mance, whilst being fast. Allowing the above steps to be repeated in quick succession to
achieve a strong and generalized model and high quality output segmentations. This allows
our entire framework to quickly and effectively segment entire datasets, reducing users manual
efforts in each iteration (see Figure 8.2).
8.4 Methodology
This section details all of the functions and tools provided by our active learning framework,
in order to minimize user interactions and time, while still maintaining high quality segmenta-
tions.
8.4.1 Input Datasets
The input to our framework is a dataset of 3D shapes and a set of possible segment iden-
tifiers. As our method makes effective use of both geodesic distance and graph traversal,
the input shapes must be manifold. While this could be an issue for newer datasets, such
as ShapeNet [53], we also develop a robust reconstruction and repairing method for making
shapes manifold. This method has successfully repaired up to 99% of all shapes in differ-
ent ShapeNet datasets (Full breakdown of datasets shown in Table 8.5), creating a large sub-
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set containing only manifold shapes. It further allows us to map the segmentations back to
the original shapes for evaluation (see Section 8.4.8). Each dataset D consists of n shapes,
D = {S1,S2, ...Sn−1,Sn}, where the ith shape Si = {F,V,E} is made up of faces F , vertices V
and edges E. Our framework can then be used to generate per-face labels L, where Ls are the
per-face labels for shape s.
8.4.2 Feature Extraction
As a pre-processing step we compute several features that help drive the framework. Specifi-
cally, we compute 3 face-level features and 1 shape-level feature. We use Shape Context (SC)
[19] and Spin Images (SI) [18] as input to our dual-branch deep learning CNN architecture.
The network independently compresses both features down and then combines them for clas-
sification (Section 8.4.6). These features are both represented as 16x16 2D histograms, where
SC contains both geodesic distance and uniform angle [39], and SI contains information of
shape vertex locations around a face. These two features were chosen as they fit the CNN
paradigm by containing spatial relationships between neighbouring bins and have also been
shown to be useful features in previous work [6,39]. We also utilize the Shape Diameter Func-
tion (SDF) [41], which is used to aid our fuzzy boundary optimization process on shapes where
the segment boundary lies on a surface with little curvature (Section 8.4.5).
Finally we compute Light-Field Descriptors (LFDs) [234] for each shape in the dataset.
Similar to [285], we extract multi-view snapshots of the shapes and then compute the His-
togram of Oriented Gradients (HOG) features of each view. We capture 20 views of the shape,
and each HOG feature is computed with 9 orientations, a cell size of [8, 8] and a block size of
[2, 2]. We concatenate all 20 views, this results in a 203760-dimension feature vector. We then
embed the LFD HOG features from all shapes using Principal Component Analysis (PCA), to
obtain a 128-dimension feature vector. These shape-level features are used for shape selection
(see Section 8.4.3) and was selected as it has been shown to work well for clustering similar
shapes while separating dissimilar ones [285].
8.4.3 Initial Shape Selection
As our framework is driven by a deep learning architecture, we first need some labelled data
samples for initial training. One solution would be to let the user arbitrarily select some initial
shapes from the dataset and manually label them. While this solution works to provide labelled
training data, there is a chance that this data will not be well distributed throughout the dataset.
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Figure 8.3: Shape embedding space of COSEG [1] ChairsLarge dataset using 128-dimension
LFD HOG features. Colours indicate different clusters from k-means clustering (K is a user
defined parameter). Shapes displayed are the two closest shapes to the corresponding cluster
centres.
We address this by providing an embedded view of the data, which can be clustered as desired.
For a given number of clusters k (which the user picks), we first compute k-means on the
embedded LFD HOG features for the full dataset to obtain cluster centres, and then compute
the closest shapes to each cluster centre. These shapes are displayed to the user so that they
can select ones they wish to manually segment (Figure 8.3).
8.4.4 Manual Segmentation Tools
Letting the user segment several shapes in a naive way is one possible way of obtaining an
initial training set for the model. Such as letting them paint the entire shape from scratch or
select segment boundaries with precise clicks. While this is employed for existing work [8],
they focus primarily on single part labelling with little regard for segment boundaries. As
we are focusing on full shape segmentation with additional care to preserve good segment
boundaries, we argue that such a way of segmenting shapes manually would be too time-
consuming or produce poor results.
We therefore develop our manual segmentation pipeline which contains several useful tools
to aid the users in quickly and effectively segmenting each shape. Here we outline the manual
segmentation pipeline and the useful tools in each step.
Shape Over-segmentation The first step in the pipeline is to assign segment labels to an
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over-segmentation of the shape. We provide two options for the over-segmentation. First,
in most cases the shape can be segmented to an almost completed level using random walks
segmentation [313]. For the other cases, we also offer a k-means clustering to obtain uniform
patches across the shape. The outcome of either over-segmentation algorithm is a set of patches
across the shape. These patches can quickly be assigned a segment label by the user so that
they can move onto optimization. The user does not have to give all patches a label. The fuzzy
boundary optimization algorithm (see Section 8.4.5), which is used to transition from this stage
to the optimization stage, will assign a label to any unlabelled patches.
Segmentation Optimization At this stage, the shape is fully segmented, however, some
modifications may be needed to achieve a good-quality segmentation or to make segment
boundaries acceptable. In this stage the user is able to ‘paint’ the shape to change the seg-
ment labels assigned to specific faces. There are several useful tools available in this stage:
• Variable Sized Painting When painting a shape, a breadth first search algorithm is used
to traverse and assign the new label to faces it reaches. This is constrained by a user
adjustable radius (which is shown to the user during painting). This allows for both large
label corrections, or fine detail alternation on segment boundaries.
• Angle-based Paint Restrictions To help users to label areas with high curvature, an
angle-based restriction can be enabled (Figure 8.12 B). During painting, the algorithm
compares the face normal of every traversed face to the normal of the face that was first
clicked. If the angle is greater than a user-defined threshold, the face will not be painted.
Many segment boundaries lie on concave parts of shapes. This can be very useful for
quick boundary optimization.
• Segment-Wide Paint If an entire part of the shape is mislabelled (e.g. ‘left wing’ of a
plane is mislabelled to ‘body’, sometimes due to the prediction of the deep learning algo-
rithm), it can be quickly re-labelled to another segment by using this feature (Figure 8.12
A). All connected faces sharing the same label of the clicked face will be re-assigned the
new label.
• Multiple Shape Views Quick analysis of the quality of a segmentation is essential to
minimize the overall time and effort. For this, multiple views from different angles
of the shape are shown to the user (Figure 8.12 D). These views are coordinated and
synchronized on user interaction, allowing users to rotate and see segmentation details.
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(a) Input (b) One Iteration (c) Three Iterations
Figure 8.4: Resulting segmentation from a user iteratively running our fuzzy boundary opti-
mization algorithm with no other interactions between iterations. There are still some errors in
the segmentation after one iteration (b), but after two further iterations the segmentation quality
becomes very good and all errors have been fixed (c).
It is best suited to analysing the output of the deep learning model. It is also useful in
the early stages of the pipeline when users manually provide initial segment labels.
Another feature which users find useful is the fuzzy boundary optimization. It is covered
in Section 8.4.5. By making use of all of these tools the user interaction time and effort can be
cut down substantially while keeping the segmentation quality high.
8.4.5 Fuzzy Boundary Optimization
In an active segmentation system, users would typically spend time fine tuning the details
of segment boundaries to achieve the desired ground truth. This task is tedious and time-
consuming. As a result, previous work has omitted this stage to reduce user time at the cost
of segmentation quality [7, 8]. In this work however, we prioritize segmentation quality, so
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(a) Input (b) Result - without SDF (c) Result - with SDF
Figure 8.5: Comparison of our fuzzy boundary optimization algorithm with (ω = 0.2) and
without (ω = 0) SDF in the smoothness term. The segment boundaries (dashed boxes) are
poor when not using SDF (b), and very good when using SDF (c)
we want to introduce a fast optimization technique to both reduce user time and maximize
segmentation quality.
Traditional segmentation optimization techniques are formalized as classification refine-
ment [1, 3], where a segmentation is refined according to low-confidence predictions and con-
cave regions of the shape. This has been shown effective, however, certain shapes may still
have segment boundaries on flat regions (Figures 8.4 (a) and 8.5 (a)). The requirement of
classification predictions in these techniques also limits its usefulness in our active learning
framework in two ways. First, in the initial stage of our framework there are no labelled shapes
and we cannot train a model to generate predictions. Users thus are left with no option but
to paint the whole shape manually. Second, we want our optimization technique to work dy-
namically and incrementally with the current user modification, so that users can have a good
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Figure 8.6: Segmentation accuracy of the COSEG ChairsLarge dataset after model predictions
(iteration 0) and using our fuzzy boundary optimization algorithm iteratively (iterations 1-4).
Each line represents iteratively running the fuzzy boundary optimization with different values
of ω , which governs the influences of the concavity and thickness terms. The chart shows that
the optimization algorithm first significantly improves on the model predictions. Then further
iteration slightly improves the segmentations, at the cost of negligible user time and effort (one
key-press). The chart also empirically support the use of ω = 0.2.
control of the segment boundaries. Obtaining model prediction from every modification will
also incur extra time overhead.
From these observations, we propose a fuzzy boundary optimization algorithm. To allow
the algorithm to work dynamically with any input segmentation, we define a fuzzy region
around segment boundaries using geodesic distance (inspired by the early work [44]). We
then optimize according to both shape concavities and thickness to alleviate problems where
segment boundaries lie on flat regions. We further differ from [44], by using the multi-label,
alpha-expansion algorithm [279] as our optimizer.
For a given shape S, let F be the set of all faces, and a face f ∈ F . Let N f be the set of
neighbouring faces of f and let L be the set of per-face labels. We can optimize the labels for
all faces by solving:
min
l f , f∈F
∑
f∈F
ξD( f , l f )+ ∑
f∈F, f ′∈N f
ξS( f , f ′), (8.1)
where l f is the label assigned to face f and l f ∈ L. The data term ξD, is computed as a weighted
geodesic distance term and estimates the probability of assigning label l to face f . Specifically,
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(a) Predictions (b) Result (c) Patches (d) Result
Figure 8.7: Resulting segmentation from running our fuzzy boundary optimization algorithm
(Section 8.4.5). The algorithm performs well when given model predictions (a) as the results
show in (b). The algorithm can also take incomplete (grey input patches are considered unla-
beled) patch segmentations (c) and return very good optimized results (d).
we define a set of boundary edges E lb for each l ∈ L, which is made of pairs of neighbouring
faces {u,v} ∈ E, where u,v ∈ F , lu 6= lv, and either lu = l or lv = l. Given E lb, we compute the
shortest distance, dlf = Gdist( f ,E
l
b) for all f ∈ F and all l ∈ L, where Gdist(·, ·) is the geodesic
distance. We then compute the data term ξD as:
ξD( f , l) =

1 if dlf ≥ σ and l = l f
0.5 if dlf < σ
0 otherwise,
(8.2)
where σ is a threshold based on the bounding box of the shape (we empirically set this to
0.01 times the bounding diagonal). The data terms define the fuzziness of the region. The
smoothness term ξS, penalizes large changes in curvature or thickness between adjacent faces
and is given by:
ξS( f , f ′) = (1−ω) · (π−θ f f ′)+ω ·δ f f ′ (8.3)
where θ f f ′ is the dihedral angle between the normals of faces f and f ′, δ f f ′ is the absolute
difference between the SDF feature of faces f and f ′, and ω is a weight (between 0 and
1) which the user can change (default is 0.2, see Figure 8.6). By solving Equation 8.1, we
optimize a new set of labels and aim to obtain nice boundaries.
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Figure 8.8: Architecture of our deep learning model. A Conv block consists of a convolution
layer with leaky ReLU [21] activation (α = 0.2), then a 2x2 max pooling layer with a stride of
2. The numbers underneath each layer represent the output size. The architecture separately
compresses both input features before combining them to compute predicted class labels.
Our proposed method has several advantages over existing techniques when used in an
active learning framework, whilst still performing well as a model prediction refinement al-
gorithm (Figures 8.7 (a) and (b)). First, aside from allowing use in the initial stage of our
framework, we also provide functionality to allow optimization of partial/incomplete segmen-
tations (Figures 8.7 (c) and (d)). Second, as the fuzzy region dynamically adjusts with updated
segmentations, our method can be used iteratively, further reducing user effort and time (Fig-
ures 8.4 and 8.6). Lastly, by incorporating both thickness and concavity, we can provide high
quality segmentations for shapes with boundaries lying on low curvature regions (Figure 8.5).
8.4.6 Deep Learning Label Predictions
The core of our active learning pipeline is a deep learning model. By providing a small subset
of the data, the model can predict segmentations for the remainder of the dataset, minimizing
the need for manual labelling from scratch.
We have designed our deep learning architecture with both speed and performance in mind.
The model should be quick to train and generate predictions so that the user is not waiting for
too long. The model should also be accurate to further minimize the users’ interactions and
time spent. However, an accurate model is, in general, time consuming to train. As a trade
off, we designed a novel convolutional neural network to separately compress two features and
non-linearly combine them for label predictions (see Figure 8.8 for the architecture).
Chapter 7 [6] and previous work [3] has shown that geometric features can be very useful
in making a deep learning model both accurate and well generalized. We opted to use two
prominent features from previous work that fit a 2D CNN paradigm well (SC and SI), as they
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Figure 8.9: Learning rate and loss plotted as the model is trained. Different snapshots are
shown in different colours. Each time the learning rate resets, the optimizer can be forced out
of a local minimum making the loss spike [22].
are 2D histograms. The features are inputs to our model, and separately compressed using 2D
convolutional and pooling layers. Once compressed, the two features are reduced to two feature
vectors and concatenated. We then pass this feature vector through a small fully connected
network to obtain the final predictions (Figure 8.8).
One problem of using deep learning for active segmentation is the increasing waiting time,
due to the increasing number of training samples. To avoid the issue, we decide to train our
models using a snapshot ensemble [5] learning scheme. This learning technique allows multi-
ple models to be trained in the same amount of time, improving the generalization of the trained
ensemble [5]. The only shortcoming of this method are that evaluation will take longer if all
models cannot be evaluated concurrently, however for our specific case this is not a problem
as all models can be concurrently evaluated. Empirically, we chose and trained our networks
using the RMSProp [314] optimizer. In our experiments we train each model for a fixed 5000
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iterations, T , and save 5 snapshots, M, of the model weights. We employ the same learning
rate function as proposed by [22]:
α(t) =
α0
2
(
cos
(
π mod (t−1,dT/Me)
dT/Me
)
+1
)
(8.4)
where α0 is the initial learning rate (we set α0 = 0.01). This gives a learning rate α for any
given t < T . The learning rate resets M times so that the model may escape local minima
leading to a more generalized model [5] (See Figure 8.9).
Further, we uniformly sample batches (each with 512 samples) from the entire pool of data.
This allows us to fix the number of iterations and still provide generalized models. It further
prevents the model from taking an increasing amount of time to train, each time new shapes are
labelled. Once an ensemble of trained models has been obtained the remaining shapes in the
dataset have predictions generated. The features for all the faces of a shape are passed through
each network in the ensemble. We extract the label probabilities and average them across all
snapshots in the ensemble, giving p. The label with the highest probability is considered the
segment label for a given face. We call this the predicted segmentation.
Graph-Cut Optimization Similar to existing work [1,3,6], we also compute an optimized
segmentation by making use of multi-label alpha expansion [279]:
min
l f , f∈F
∑
f∈F
φD( f , l f )+λ ∑
f∈F, f ′∈N f
φS( f , f ′), (8.5)
where λ is a non-negative constant used to balance the terms and φD( f , l f ) = − log(p f (l f ))
penalizes low probability of assigning a label l f . The second term, φS = − log(π − θ f f ′),
penalizes adjacent faces which form concavities, where θ f f ′ is the dihedral angle between the
face normals of faces f and f ′. This optimization technique has been used in recent work [1,3,
6]. The output of this step is a segment label per face. We call this the graph-cut segmentation.
8.4.7 Prediction Analysis and Ordering
Selecting an optimal subset of shapes to segment or optimize is very important for increasing
efficiency and reducing user effort. When the user labels shapes (either the initial subset (Sec-
tion 8.4.3) or future subsets), a model is trained and segmentation predictions are generated for
the remaining shapes in the dataset. The ability to analyse these predictions and present them
to the user in a meaningful way is the key to effectively reduce overall user time.
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(a) High ranking shapes (high prediction confidence, low entropy)
(b) Low ranking shapes (low prediction confidence, high entropy)
Figure 8.10: Visual comparison of high (a) and low (b) ranking shapes with respect to entropy.
Typically, deep learning model predictions are analysed by evaluating against ground truth.
This gives an accurate report of how well the model did for specific shapes, showing shapes the
model segments well and shapes it struggles with. However, ground truth segmentations are
the product of this framework, as such we do not have access to them for prediction analysis,
during intermediate steps. We however observed that if model predictions are confident (one
of the labels has the highest probability for each face) then the segmentation tends to be good.
Conversely, if model predictions are not confident (all labels have similar probability for each
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face) the segmentations tend to be poor and very noisy.
Using this observation, we explored using entropy in information theory [308] to rank
model predictions. Entropy is a measure of uncertainty of a probability distribution. If an
event has high probability among other events, the uncertainty of the event is low, and therefore
lower entropy. Similarly, we employ this to measure the confidence of predictions. Given the
probability matrix p of shape S, the entropy score is computed as:
ES = ∑
p f∈p
∑plf∈p f
−plf log(plf )
nSf
(8.6)
where nSf is the number of faces in shape S, p f are all probabilities for face f , and p
l
f is the
probability of face f being assigned label l. For a shape we measure the entropy (uncertainty)
of each face and then average it across all faces. We then order shapes in the whole dataset
with respect to the entropy score. Segmentation results can be displayed to the user using this
ordering (ascending or descending) allowing them to quickly see shapes that were segmented
well or poorly (see Figure 8.10). As show in our later experiment, if the user selects the poorly
segmented shapes and fixes the errors using our optimization techniques, the model will be
able to generalize more quickly and better represent the rest of the unlabelled dataset.
8.4.8 ShapeNet Reconstruction and Repair
ShapeNet [53] is a massive online repository of 3D shapes used frequently in shape retrieval
and matching techniques. The repository contains thousands of 3D shapes from dozens of
shape categories and allows shape analysis algorithms to be evaluated on widely diverse datasets.
Recently, shape segmentation techniques have also begun using ShapeNet for benchmarking
their proposed algorithms [4, 232] with the ground truth labels initialized by [8].
However, due to the nature of such a large repository of shapes, many of the shapes are
not manifold and consist of many disconnected regions or polygon soups (Figure 8.11). To
provide better support for this data, many techniques have shifted to a point cloud based algo-
rithm, which sacrifices much of the information that can be obtained from a manifold shape
(e.g. connectivity and topology of the shape). Without this information certain reliable features
are much harder to compute accurately (e.g. SDF [41], Geodesic Distance), and while connec-
tivities can be restored (e.g. k-nearest neighbour), unwanted links through the shape could be
formed in thin regions.
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(a) Multiple components (b) Low resolution
Figure 8.11: Examples from ShapeNet where shapes have multiple disconnected components
(a), and are low resolution (b). Different components are denoted by different colours and red
lines show where segment boundaries would lie. We also show a case where two components
have a significant gap between them (black box, (a)).
Furthermore, existing ground truth segmentations are only available for point cloud repre-
sentations of the shapes (provided by [8]). Extracting meaningful ground truth segmentations
for the mesh representations is challenging without modifying the shapes (see Figure 8.11).
Therefore, any mesh based technique that wishes to evaluate a segmentation algorithm on
ShapeNet has to map the ground truth segmentations onto the mesh representation of the shape.
Also, in order to achieve high quality ground truth segmentations, the point clouds would need
to be sampled at a high resolution.
While certain issues can be rectified by simple mesh repair (face sub-division, vertex merg-
ing etc.), this would only make a small percentage of the shapes in ShapeNet manifold with a
reasonable face-count. In order to evaluate the effectiveness of our pipeline on large dataset,
we opted to create a subset of ShapeNet dataset, with good manifold shapes, as follows:
1. Convert each shape in ShapeNet into a voxelized shape.
2. Convert the voxelized shape to an isosurface using the Marching Cubes algorithm [315].
3. Extract the largest component from the isosurface, and remove any internal cavities.
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4. Assert that the new shape is a manifold and geometrically similar to the original shape
by comparing LFD HOG features.
5. Decimate the new shape to several different face-counts (50k, 20k, 10k, 5k) asserting
manifoldness throughout. This allows us to provide high-, medium- and low-quality
shapes.
The output of this pipeline is a set of manifold shapes with varying resolutions. These
shapes can then be used with any existing shape analysis pipeline and available ground truth
segmentations (provided by [8]) can be mapped via nearest neighbour search. Any shape that
fails the asserts (Steps 4 and 5 in the pipeline) are passed through again with different tunable
parameters (e.g. grid resolution, contour value), or removed from the dataset if all parameter
permutations are exhausted. These procedures help to convert 80-99% of ShapeNet data into
usable manifold mesh for subsequent evaluation. The dataset is available for public research
and for the evaluation of mesh-based algorithms. In our experiments, we used medium-quality
shapes (10k faces).
8.5 Interface and Program Flow
We provide a system with many useful tools for interactively segmenting a dataset of shapes.
When using the system, the user is presented with two main interfaces, shown in Figures 8.12
and 8.13. These interfaces dynamically change depending on the stage of the pipeline (Fig-
ure 8.1). We outline the program flow, the use of each interface and the available tools as the
user progresses through the pipeline.
New Dataset This is the entry point of the system, where the user will be presented with
the table interface showing all shapes in the dataset. The user will be able to initialize the
different segments the dataset will contain. Then, the user needs to select starting shapes to
manually segment. They have two options, namely, arbitrarily pick a shape from the table, or
use our initial shape selection tool (Section 8.4.3).
Coarse Segmentation Once the users select an initial subset of shapes, they can manually
segment them through the annotation interface (Figure 8.12). This is the part of the pipeline
which requires the most user time, as such, we provide several options and tools. To quickly
assign coarse labelling, each shape is over-segmented. Users can choose two types of over-
segmentation (k-means and random walks [313]) (Section 8.4.4), providing the user a better
control over how many patches are generated. The user then assigns segment labels to the
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Figure 8.12: Annotation interface of our system, where the user can label or optimize a sub-
set of shapes. A Segment wide paint (Section 8.4.4). B Painting restriction (Section 8.4.4).
C Paint radius with visual indicator. D Multiple shape views for quick segmentation analy-
sis (Section 8.4.4). E Weight of the SDF influence on the fuzzy boundary optimization. F
Segment names, colours and face-counts. Selected (grey) segment will be assigned to faces
when painting. G Fuzzy boundary optimization (Section 8.4.5). H Graph-cut optimization
(Section 8.4.6)
patches by clicking a segment with a specified label. They do not need to label all patches,
and can transition to the next stage by using the fuzzy boundary optimization algorithm (Sec-
tion 8.4.5) to label the remaining segments and optimize the boundaries (Figures 8.7 (a) and
(b)).
Segmentation Optimization In this stage the annotation interface changes and allows
users to optimize labels via ‘painting’ (shown in Figure 8.12). The fuzzy boundary optimiza-
tion algorithm can be used as often as needed to adjust boundaries, and the user can then fix
any small segmentation defects that they observe through the multiple coordinated and syn-
chronized views (Figure 8.12 D). The user can mark the shape as complete and move on to
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Figure 8.13: Table interface of our system. Allows for quick analysis of the entire dataset
with an effective ordering method. A Table ordering (Section 8.4.7). B Shapes shown in green
have full segmentation and have been user verified. These are used to train the deep learning
model. C The table allows for selection of shapes for manual optimization and verification. D
Visualize the selected shapes in the annotation interface (Figure 8.12).
another shape. Once all shapes in the subset are completed they are then stored as ground
truth, and marked in green on the table interface (Figure 8.13).
Model Training and Prediction Generation Once any number of shapes are segmented,
the deep learning model can be trained and generate predictions for the remaining dataset (Sec-
tion 8.4.6). The training can be carried out at any time or as often as user wants. The generated
predictions will be displayed in the table interface for inspection once they are computed (Fig-
ure 8.13).
Selecting the next subset Just like starting with a new dataset, the user can arbitrarily
pick shapes from the table, or use our initial shape selection tool (Section 8.4.3). In addition,
the table can now be ordered to rank the shapes according to entropy (Section 8.4.7) and ei-
ther display predicted segmentation or graph-cut segmentation (Section 8.4.6) for inspection
(Figure 8.13 A). This can be useful, as the user can see shapes that the model has correctly
segmented and quickly confirm them (making them ground truth). Also, by using the entropy
139
8. A Deep Learning Driven Active Framework for Segmentation of Large Shape Collections
No Optimization GCO FBO
Chairs Vases Aliens Chairs Vases Aliens Chairs Vases Aliens
10 Snapshots 92.19 89.98 90.87 96.76 92.73 94.62 96.66 92.80 94.56
10 Snapshots (5) 91.73 89.96 90.64 96.67 92.34 94.70 96.79 92.78 94.66
5 Snapshots 92.68 90.19 90.91 97.18 92.75 95.02 97.03 92.81 94.78
3 Snapshots 92.27 90.01 90.99 97.10 92.53 94.82 96.93 92.74 94.73
1 Snapshot 91.43 89.14 90.14 96.63 91.57 94.28 96.93 91.91 94.67
Fixed Learning Rate 79.49 87.37 86.22 83.41 90.19 90.79 83.99 90.73 91.50
Decaying Learning Rate 87.34 86.42 88.05 93.93 89.42 92.92 94.45 89.83 93.63
Table 8.1: 5-fold cross validation on the COSEG large datasets [1] using different learning
schemes and with/without optimization techniques. GCO denotes Graph-Cut Optimization
and FBO denotes Fuzzy Boundary Optimization. (5) denotes only the last 5 snapshots were
used for prediction generation [5]. Bold values denote the highest accuracy for the set and
optimization method.
ranking, the user can see shapes that the model couldn’t segment well. They can then se-
lect these as part of the next subset. From this stage the user can either segment the subset
manually using Coarse Segmentation, or optimize the predicted segmentation or graph-cut
segmentation using Segmentation Optimization.
The above program flow iterates. As the user confirms more shape segmentations, the
model has access to more training data and becomes more generalized. Good model predic-
tions help reduce future interaction effort (Figure 8.2) and users can often easily confirm the
predicted segmentation by one key press.
8.6 Results and Discussions
In this section we will evaluate our interactive system. There are several key components that
make up our system. We carried out experiments to evaluate the individual components and
discuss the results respectively.
8.6.1 Deep Learning Model
Our active framework is dynamic and can support any appropriate deep learning model or
classification algorithm. To reduce human efforts, this work proposes a novel deep learning
architecture, which is both fast and effective for 3D shape segmentation. To evaluate our
model and design choices we include results from several experiments. These evaluate the
performance of the deep learning model and the optimization techniques. These further support
the use of the ensemble based learning.
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Firstly, we evaluate the choice of the ensemble based learning scheme. We performed 5-
fold cross validation of the 3 large COSEG datasets [1] with varying numbers of snapshots. For
comparison, we also performed the same experiments with a fixed learning rate and decaying
learning rate. We include these as they are typical learning rate values used for model training.
The starting learning rate in all experiments was 0.01. All ensemble experiments used Equa-
tion 8.4 to update the learning rate. The decaying learning rate experiment reduced the learning
rate by a factor of 10 at 50% and again at 75% of the training process. The results are shown
in the No Optimization columns of Table 8.1. As shown, using a snapshot learning scheme
consistently improves results when compared to fixed and decaying learning rate. There is
also a considerable increase in accuracy when only using a single snapshot, which shows that
the cosine learning function (Equation 8.4) alone improves the quality of the trained model.
Finally, the results show that in the majority of cases, 5 snapshots give the best performance
increase. All the remaining experiments use 5 snapshots for model training.
Next we evaluate the accuracy of our deep learning architecture. We devised two sets of
experiments: leave-one-out cross validation on the PSB dataset [2] and 5-fold cross validation
on the COSEG dataset [1]. We use our work from Chapter 7 [6] as a comparison as there are
results from several different feature-driven deep learning architectures presented. Chapter 7
[6] also includes results for the 2D CNN from [3]. Tables 8.2 and 8.3 show the results of the
experiments. As our model architecture was designed with speed in mind we compare against
existing models that can be trained quickly (PCA & NN, 2D CNN).
In Table 8.2 our proposed architecture has a significant increase (3.5%) over PCA & NN
and even a moderate increase (1.3%) over a more sophisticated 2D CNN [3]. Compared to a
much bigger network [6] which uses more than four times the number of input features and
takes roughly 20 times longer to train (30 vs. 1.5 minutes), our proposed method still performs
within 1% (on average).
In Table 8.3 our proposed method maintains a moderate increase (1%) over 2D CNN for
small datasets. Our method also outperforms the 2D CNN with a 4% increase on average on
large datasets.
Next, we evaluate our optimization techniques, Graph-Cut Optimization (End of Sec-
tion 8.4.6) and Fuzzy Boundary Optimization (Section 8.4.5). As the outputs of our ensem-
ble experiments were reported without any segmentation optimization, we pass these outputs
through our two optimization algorithms. The Graph-Cut Optimization and Fuzzy Bound-
ary Optimization columns of Table 8.1 show the results of the experiments. Both techniques
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PCA & NN 2D CNN 1D CNN Proposed
Airplane 92.53 94.56 96.52 95.22
Ant 95.15 97.55 98.75 98.75
Armadillo 87.79 90.90 93.74 94.99
Bird 88.20 86.20 91.67 88.64
Chair 95.61 97.07 98.41 97.61
Cup 97.82 98.95 99.73 98.12
Fish 95.31 96.16 96.44 96.43
Fourleg 82.32 81.91 86.74 84.55
Glasses 96.42 96.95 97.09 98.10
Hand 70.49 82.47 89.81 88.21
Human 81.45 88.90 89.81 90.66
Octopus 96.52 98.50 98.63 98.71
Plier 91.53 94.54 95.61 95.32
Table 99.17 99.29 99.55 98.99
Teddy 98.20 98.18 98.49 98.57
Vase 80.24 82.81 85.75 82.87
Average 90.61 92.79 94.80 94.11
Table 8.2: Leave-one-out cross validation on the PSB dataset [2]. PCA & NN, 2D CNN [3]
and 1D CNN results from [6]. Highest results shown in bold, second highest results shown
underlined.
show a considerable increase in accuracy compared to the unoptimized results. The optimized
results also further support the use of 5 snapshot based ensembles, providing the highest accu-
racy across all experiments. One further observation is that the fuzzy boundary optimization
algorithm can be executed iteratively as the data term is based on the position of segment
boundaries, which will change between runs. This is due to the output of the algorithm giv-
ing a new set of labels which can then be used again as the input to another iteration of the
algorithm. The results shown are after a single run of the boundary optimization.
8.6.2 Entropy Ranking
Given the model predictions, we argue that optimally selecting the next set of shapes to segment
is a key to efficiently labelling the whole dataset. It might seem logical to select shapes to refine
that were predicted well by the model, as users can work on them quickly. However, it may
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2D CNN 1D CNN Proposed
Candelabra 91.55 93.58 91.35
Chairs 93.48 97.75 94.82
Fourleg 90.75 94.12 92.40
Goblets 92.79 97.80 87.40
Guitars 97.04 98.03 96.23
Irons 80.90 89.89 85.96
Lamps 81.52 86.74 91.44
Vases 89.42 92.47 86.08
Average 89.68 93.80 90.71
VasesLarge 87.57 95.88 92.81
ChairsLarge 92.68 97.71 97.18
AliensLarge 91.93 97.84 95.02
Average 90.73 97.14 95.00
Table 8.3: 5-fold cross validation on the COSEG dataset [1]. 2D CNN [3] and 1D CNN results
from [6]. Highest results shown in bold, second highest results shown underlined.
be more beneficial in the long run, to select the shapes the model predicted poorly, as these are
the ones that would make the training set more diverse and help generalize the model.
Our entropy ranking algorithm (Section 8.4.7) allows for effective ordering of the entire
dataset based on the predictions of the model. Using this, we can evaluate the long term effects
on the model by selecting high ranking or low ranking shapes. We devised four experiments
to test the entropy ranking, running all experiments on the three large COSEG datasets where
ground truth segmentations are available. Each dataset was split into five equal subsets, and
each experiment was ran five times on each dataset, with the results averaged across all runs.
For each run, one subset is removed from the dataset D and treated as a testing set P. The
remaining subsets are split into a training set R and validation set Q (i.e. D = R∪Q∪P). Each
run starts with 10 shapes in the training set R, which were selected using our LFD HOG em-
bedding (Section 8.4.3). The starting training set of each run was fixed across all experiments
for a dataset for fairness. Given the starting training set, the model is trained and predictions
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(a) Validation Set
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(b) Testing Set
Figure 8.14: Results of running our entropy experiments (see text) on the large COSEG datasets
[1]. Each graph shows the average accuracy of all runs for different experiments on different
datasets. Shapes are moved from the validation set to the training set based on the entropy
rank and experiment, while the testing set remains constant throughout the experiment. Each
experiment consists of a 5-fold cross validation, where the omitted fold is the testing set and
the remaining folds are the training and validation sets.
are generated for both the validation set Q and testing set P. The validation set Q is then ranked
according to entropy, and 10 shapes U10 are moved to the training set R = R∪U10,Q = Q\U10.
The set U10 that are moved depend on the experiment: Highest Ranked moves the 10 shapes
which had the lowest entropy (lower entropy refers to lower uncertainty and thus more con-
fident model predictions, see Section 8.4.7). Lowest Ranked moves the 10 shapes which had
the highest entropy, Mixed Ranked moves 5 highest and 5 lowest ranked shapes, and Random
moves 10 shapes at random. This process is then repeated until all shapes have been moved
to the training set R. The accuracy of both the validation set Q and testing set P is recorded
each time the model is trained and predictions are generated, with the results shown in Fig-
ure 8.14. These experiments are intended to mimic use of our program, by using entropy to
select shapes to optimize. Each time 10 shapes are moved to the training set, we use ground
truth labels to train the model, assuming the user would have labelled the shapes to a ground
truth level quality.
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Figure 8.15: User-study results showing the prediction accuracy as the number of shapes in
the training set grows. The predictions are generated by the model using shapes that are not
confirmed by the user. The graph shows that the model generalizes quickly, requiring less work
from the user to achieve ground truth accuracy.
The results shown in Figure 8.14 (a) are the validation accuracies for each experiment and
each dataset. As shown, choosing the highest ranked shapes will give poor long-term results.
This is because the highest ranking shapes are typically similar to shapes already in the training
set. Adding these may cause the model to over fit and not generalize. Alternatively, choosing
the lowest ranking shapes gives the best long-term results, as they are shapes that have large
variation to the training set. Adding these shapes will allow the model to generalize better and
help avoid over-fitting. Finally, the Mixed Ranking and Random results perform similarly, as
selecting shapes randomly is likely to contain both high and low ranking shapes, similar to
evenly selecting high and low ranking shapes. Additionally, in Figure 8.14 (b), we show the
accuracies of the testing set as the training set grows. This experiment is intended to mimic the
effect of introducing new unseen data into the dataset in every training step. The figures show
that all methods, except Highest Ranked methods, provide a model which generalize equally,
with Lowest Ranked marginally performing the best on all datasets.
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Figure 8.16: User-study results showing interaction time (in seconds) and clicks decreasing as
more shapes are added to the training set. The charts also show that users who had the fuzzy
boundary optimization feature disabled (w/o FBO), took much longer and required more clicks
to achieve the same segmentations, resulting in significantly less shapes segmented in the same
time frame.
8.6.3 Usability and User-Study
To test the usability of our system we conducted an in-lab user-study to obtain interaction
times, clicks and accuracies. We selected 11 participants with reasonable computer skills and
provided them with instructions and a demo of how to use the system (No authors participated
in the user study to keep it unbiased). 10 participants were asked to segment the COSEG
[1] ChairsLarge dataset for approximately 1 hour. We chose this dataset as it contains 400
shapes and has a well defined ground truth segmentation for evaluation of the results. Half
of the participants were given the full system, while the other half had the fuzzy boundary
optimization feature disabled. We did this to monitor the usefulness of the tool and its impact
on the resulting segmentations. The final participant was further asked to segment 6 of the
small COSEG datasets, namely, Candelabra, Chairs, Goblets, Guitars, Irons and Lamps. The
aim of this experiment was to record times to achieve certain set accuracies for comparisons to
previous works.
The results from the ChairsLarge user studies are shown in Figures 8.15 and 8.16. As
shown in Figure 8.15, the deep learning model quickly gives good performance when evalu-
ated on the remaining shapes, requiring a training set of only 10% of the dataset to achieve
over 80% accuracy (Figure 8.15). Additionally, Figure 8.16 shows that the required time (a)
and interactions (b) to label a shape becomes considerably lower as the model generalizes.
Further, there is a significant reduction in labelling times and interactions for the participants
who had the fuzzy boundary optimization feature enabled. It indicates that our boundary opti-
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ACA SAF Proposed
95% 95% 95% 98% 99% 100%
Candelabra 7:00 1:24 5:33 6:20 7:28 8:10
Chairs 10:30* 0:54* 1:18 1:59 2:12 2:52
Goblets 1:12* 0:42* 1:01 1:30 1:30 1:32
Guitars 1:48* 1:54* 2:22 5:34 6:18 9:11
Irons 7:36* 7:12* 2:37 3:16 3:16 3:34
Lamps 0:36* 2:18* 3:08 3:49 4:32 5:15
Table 8.4: Comparison of user interaction times (in minutes, mm:ss format) for achieving cer-
tain dataset accuracies. We compare our method with the two previous works, ACA [7] and
SAF [8] (* denotes estimated times, see original papers). While our method performs similarly
to ACA (in time) and is slightly slower than SAF, we strive for high-quality segmentations and
good boundaries. Furthermore, reporting 95% accuracy is not ground truth level, so we also
report times to achieve accuracies up to ground truth level. Achieving this level of segmen-
tation accuracy is difficult for previous works as they do not offer an optimization stage for
segmentation fine tuning.
mization algorithm helps to provide accurate label outputs by automatically assigning correct
labels to parts such as boundaries, which are typically difficult to manually label quickly. This
reduces the required interactions needed to achieve accurate labels, thus reducing the overall
time required.
Comparison to previous work Our user-study also provided data for comparison to the
two previous works, Active Co-analysis (ACA) [7] and Scalable Active Framework (SAF) [8]
(See Chapter 4.5 for detailed descriptions of these works). The participant was asked to use
the full system and completely label 6 datasets to the ground truth level. The times of these
experiments were recorded as the dataset accuracy passed certain milestones (i.e. 95%, 98%,
etc.) and the results are shown in Table 8.4. As shown, our method is comparable to ACA and
slightly slower than SAF at achieving a 95% accuracy. However, as the purpose of this work
is providing a tool for efficient ground truth generation, 95% accuracy is not a good enough
segmentation. It is also worth noting that all times for SDF and ACA are estimations based
on time projections form an experiment on a single dataset, taken from the original papers
(denoted by an asterisk (*) in Table 8.4) and are not exact times, while our times are exact from
our experiments. We show this in Figure 8.17, where the average accuracy of the set may be
95%, but certain individual shapes show very poor segmentations. For these reasons we also
provide timings to achieve higher set accuracies, including a ground truth level (100%). Our
method can achieve this level of segmentation in a reasonable time as it not only asks the user
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(a) 95% accuracy
(b) Ground truth accuracy
Figure 8.17: Visual comparison of segmentation results from sets labelled to 95% accuracy
(a) and to ground truth level (b). This shows that a set labelled to 95% accuracy still requires
significant work to complete. We argue that it should not be used as ground truth, and times to
achieve 95% accuracy are less meaningful.
to verify the results but also allows any small mistakes to be corrected with an optimization
stage. It would be difficult for previous work to achieve this level of segmentation as they do
not offer a user driven optimization stage. SAF [8] allows users to select ‘acceptable’ segment
predictions, which may still have errors in them. While ACA [7] asks users to iteratively
select constraints between different shapes. Neither method allows for a per-shape boundary
optimization stage, and users have little control on where the fine segmentation boundaries
should lie. We believe providing such a step is crucial for getting high quality segmentation
for any dataset.
Computation Time Our estimated computation times are based on using our system to
label the COSEG ChairsLarge dataset. Our pre-processing stage consists of manifold checking
(<0.1s per shape) and feature extraction (∼40s per shape). Then, our deep learning model takes
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Proposed SAF
N NR L T L T
Airplane 4027 4009 6 24h6m† 4 22h36m*
Bag 83 75 2 0h24m 2 0h12m*
Cap 56 55 2 0h18m 2 0h12m*
Earphone 73 60 4 0h18m 2 0h12m*
Guitar 793 794 3 3h0m† 3 2h48m*
Knife 426 420 2 1h42m† 2 1h30m*
Table 8.5: Reconstruction and labelling statistics for ShapeNet datasets. For each dataset we
report, number of shapes (N), number of successfully reconstructed and repaired shapes (NR),
number of labels (L) and the (user interaction) time to label the dataset in hours (T), in format
HH:MM. Any times shown with (†) are estimated based on labelling the dataset for 1 hour with
our system. Times shown with (*) are estimated from crowd sourcing (see original paper [8]).
∼90s to train (this time is fixed due to our training scheme) and <0.25s per shape to generate
predictions and run graph-cut optimization. In the future we would refine the training and
prediction generation process to run concurrently in the background whilst the user interacts.
It would further reduce the processing time and should scale linearly with the size of the dataset.
All timings are reported using a 4-core 4GHz Intel Core i7, 32GB of RAM and an Nvidia GTX
1080Ti with 11GB of VRAM.
8.6.4 ShapeNet Labelling
To evaluate the usability of our system on very large datasets, we use ShapeNet [53] datasets.
As many of the shapes are non-manifold, we have reconstructed and repaired several of the
datasets for these experiments (see Section 8.4.8). We chose the Airplane and Guitar large
datasets, and included 4 smaller datasets for a thorough evaluation.
Our experiments are formulated similar to our user-studies (Section 8.6.3), where our sys-
tem was used for up to one hour of user time for each dataset. Table 8.5 shows the timings
achieved when labelling the six ShapeNet datasets (times shown with (†) are estimated based
on 1 hour of user time). The table also shows the number of shapes that were successfully
reconstructed and repaired (NR) and the number of labels (L) the dataset had. The results
show that our method is slightly slower than SAF [8], however we emphasize our high-quality
segmentation output. We additionally compare the quality of the output segmentation of each
system. As Figure 8.18 shows, there is a significant difference in segment boundary quality
between the two methods. Our method maintains good-quality boundaries, while the segmen-
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(a) SAF [8]
(b) Proposed
Figure 8.18: Visual comparison of segmentation results from ShapeNet datasets. We compare
provided segmentations from [8] (a) to segmentations generated by our proposed framework
(b). Highlighted regions are shown on the right in a zoomed view. As shown, our method can
provide much more accurate segment boundaries.
tation from SAF is poor in some regions. While this poor segmentation could be due to point
cloud resolution or label projection, Figure 8.19 shows that there are also many cases of poor
labelling on the point cloud. This poor labelling could be due to either occluded parts during
labelling (as SAF only provides users with two views of the shape when labelling), or the lack
of a segmentation refinement stage. Further, we also label the Airplane and Earphone datasets
with an increased number of segments (6 instead of 4 for Airplane, 4 instead of 3 for Earphone).
150
8.7. Summary
Figure 8.19: Comparison between provided ShapeNet labels from SAF [8], when displayed on
point clouds or projected onto the original mesh. While there are cases where point cloud res-
olution impacts the projection (black boxes), there are also many incorrectly labelled sections
(red boxes).
For SAF to achieve this number of segments, much more user time would be required (each
new label requires a full pass of the dataset to be processed). Therefore, our time is likely
comparable or faster to what SAF would achieve with the same segmentations. This shows
that as the number of segments increase, our system can outperform SAF in both quality and
efficiency.
8.7 Summary
In this work, we have shown an efficient and accurate active learning framework driven by a
fast and effective deep learning model. The motivation behind this work was to provide high-
quality shape segmentations for very large datasets in an efficient manner. To achieve this we
combine three core systems: a deep learning model, effective shape ordering and selection, and
accurate optimization tools, leading to a novel iterative and interactive active framework.
Our experiments have shown that the framework is not only more accurate than the state-of-
the-art, but also more efficient for datasets with more distinct segments. We also demonstrate
that our system can scale with massive datasets, allowing for quick and meaningful segmenta-
tion of thousands of shapes.
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8.7.1 Limitations and Future Work
A trade-off we made with our pipeline was generating predictions for the full dataset. This
enables us to provide a useful shape ordering tool at the cost of more processing time (user idle
time). While current dataset sizes do not pose a major time delay, as datasets continue to grow,
it could soon be an issue. There are several ways we could resolve this while still maintaining
effective shape ordering. One solution would be to only generate predictions on a subset of the
data. The selection of the subset would then be the key to maintaining effective shape ordering.
It would be possible to use global shape descriptors to select shapes both similar and dissimilar
to shapes in the training set. However, the size of the required subset would still need to be
large so that the user has enough diversity when selecting shapes to optimize. A better solution
would be to train and generate predictions in the background. This solution would minimize
any user down time while still providing an always up-to-date table and ordering. As shapes
are confirmed, a model can quickly be re-trained, unconfirmed shapes can have predictions
generated (according to shape similarity), and the table can be dynamically updated.
Another trade-off we made was the requirement of manifold shapes. The main reasons
we require manifold shapes are for feature extraction, user painting and definition of nice
boundaries. To demonstrate the usability of our framework, we have reconstructed and repaired
a large subset of ShapeNet dataset into manifold shapes. Other works have started to convert
the shapes to point clouds [51]. This by-passes the topology issues, but there is still information
loss in this process (e.g. connectivity and topology of the shape) and results depends on quality
of point set sampling. Another solution would be to introduce artificial edges in the shapes
to join disjoint components. While this does not solve all the problems in ShapeNet datasets
(such as zero-thickness parts and low resolution), it may allow features to be extracted and
painting between parts.
152
Chapter 9
Conclusions and Future Work
Contents
9.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
9.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
9.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
153
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9.1 Conclusions
The presented study has explored and investigated segmentation techniques which are driven
by geometric features in various different learning domains. We initially investigated the use-
fulness of various different geometric features when used in an unsupervised co-segmentation
pipeline, gathering features from different presented methods and also including new features
not used in an unsupervised co-segmentation pipeline before. From this work, we learned valu-
able insight into the usefulness of different geometric features and also the various shortcom-
ings of the state of unsupervised work at that time. These shortcomings along with the advances
in deep learning were present in the research shift of new methods focusing more on supervised
co-segmentation. With these observations, we explored the usefulness of Convolutional Neu-
ral Networks (CNNs) when given a large pool of different geometric features as input, with
our presented architecture improving upon the state-of-the-art. We also used the same pool
of features in various different deep learning architectures to compare the differences in accu-
racy and efficiency. During this work we noticed significant issues and inconsistencies with
current ground truth segmentations which are vital for both supervised and unsupervised meth-
ods. Around this time, methods were also beginning to use the newly released ground truth
segmentations for the massive ShapeNet datasets, which also contained sub-optimal ground
truths. We investigated the current methods for active learning, commonly used for ground
truth generation, including the work that generated the ground truths for ShapeNet, and ob-
served several limitations. The most noteworthy was the lack of a user driven optimisation
stage, meaning either poor ground truths will be included in the final set of segmentations or
the shape will have to go through the pipeline again to have new predictions generated. Us-
ing these observations we developed an active learning framework for ground truth generation,
which is viable for the massive ShapeNet datasets. The framework was driven by an accurate,
yet efficient, geometric feature driven deep learning architecture for generating predictions,
and useful tools for aiding in optimisation of the ‘almost perfect’ model predictions.
The interest in providing a consistent set-wide segmentation has has grown considerably
since researchers theorised that learning from a set could provide better individual segmen-
tations and provide consistent labels to similar parts throughout the set. In Chapter 6, we
sought to investigate these methods, specifically ones which focus on deriving segmentations
from geometric features. Using our observation that most feature-driven unsupervised co-
segmentation methods follow a similar pipeline with differing features, we investigated the
usefulness of these features in a common pipeline. The results from our experiments showed
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that certain features used in proposed methods do work well (Shape Diameter Function (SDF)),
like suggested, however, there are others that were shown to have limited usefulness (Average
Geodesic Distance (AGD) and Shape Context (SC)). We also showed that some features not
used in current co-segmentation methods, like Average Euclidean Distance (AED), did perform
quite well in our experiments. Our final observation was that the co-segmentation pipeline
seemed to favour smoothly transitioning features (i.e. no harsh changes between neighbouring
features), we made use of this in our subsequent work.
During our investigation into geometric features for unsupervised co-segmentation, we no-
ticed a rise in methods using supervised methods for shape segmentation. This was likely due
to the growing popularity of deep learning, but also stems from the difficulty faced by unsu-
pervised segmentation methods on the largely varying datasets that are currently available. In
Chapter 7, we chose to explore supervised segmentation of shape datasets, while maintaining
our interest in experimenting with the usefulness of geometric features. We wanted to inves-
tigate if our observation that co-segmentation pipelines seem to favour smoothly transitioning
features could also apply to supervised methods. So we looked into multi-scale features, that
were defined by a neighbourhood around a single face, which provide smoother transition-
ing features. We then presented a novel CNN architecture for separately compressing these
multi-scale features in different branches before combining them for classification. During
this work we also developed several other deep learning based segmentation architectures to
perform a comparison of different architectures using geometric features. The results of the
comparison showed that although the simpler methods were outperformed by the more com-
plex architectures, they still performed relatively well and were significantly quicker to train.
Our experiments also showed that our proposed multi-branch architecture improved upon the
state-of-the-art CNN method. While performing the experiments of this work we noticed that
there were many cases of inconsistencies in the available ground truth segmentations, which
were impacting on the performance of the networks. Some of the inconsistencies were minor,
but there were many cases of severe differences in segmentations between two similar shapes,
which can have a major impact on a trained models performance.
Noticing the inconsistencies in available ground truth segmentations we began looking
into methods of effectively generating ground truth data. Around this time work had been
published that generated ground truth segmentations for the massive online shape repository,
ShapeNet. With the available data, methods started surfacing which used this data to show
shape segmentation on a much larger scale. However, similar to the smaller datasets, the
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ShapeNet ground truth segmentations were far from perfect. In Chapter 8 we proposed an
active framework which would be able to generate new ground truth segmentations while still
minimising user effort. We emphasized segmentation quality and accurate segment boundaries
in our method and therefore provide an optimisation stage and a novel automatic optimization
tool for fixing segmentation boundaries and errors. The inclusion of an optimisation stage was
crucial, as previous work, including the work which generated the ShapeNet ground truths,
omitted this stage to reduce user effort at the cost of segmentation quality. We show that our
framework is faster than the state-of-the-art when the number of segments in a dataset is high,
and gives consistently improved quality segmentations. During our study we also generated
a complete set of new ground truth segmentations for the popular Princeton Segmentation
Benchmark (PSB) and COSEG datasets.
9.2 Contributions
The main contributions of this study can be summarised as follows.
• Analysis and comparison of a variety of features used in a co-segmentation pipeline.
We presented an analysis study for a variety of different face-level and segment-level
features when applied to an unsupervised co-segmentation pipeline. We showcased two
face-level features and three segment-level features that had not been used in any co-
segmentation pipeline at the time, comparing their effectiveness to several features which
had been used in prior work. We run our experiments on several widely used datasets
with ranging difficulty for completeness and used a common pipeline for all comparison
experiments for fairness.
• Supervised shape segmentation using a multi-branch convolutional neural network.
We proposed a novel deep learning architecture for shape segmentation using multi-
scale features. We define multi-scale features by considering not just the face being
segmented, but also the neighbouring faces, which should include more local information
about that individual face. Each different scale of the features then has its own branch
in the network, to learn representations separately, before they are combined for final
classification. We show this model improves on the state-of-the-art CNN architecture at
the time.
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• Comprehensive comparison of feature-driven deep learning techniques for super-
vised shape segmentation. We presented a comprehensive comparison of different
feature-driven deep learning architectures when tasked with supervised shape segmen-
tation. Each of the architectures was trained with the same input features (except an
already published work) and trained for the same number of iterations. The test was
intended to compare simpler architectures with more complex ones to see the accuracy
and efficiency differences.
• Deep learning driven active framework for shape segmentation generation. We de-
veloped a novel active framework for shape segmentation generation driven by a deep
learning architecture. Our proposed framework can generate ground truth segmentations
from a set of shapes and is designed to work on massive datasets such as ShapeNet, while
minimising the required user effort. The core of the framework is a geometric feature-
driven deep learning model which is quick to train and generate predictions while still
being accurate. Our framework includes an interactive table with novel ordering meth-
ods to quickly analyse and optimise predicted segmentations and several useful tools
to aid in segmentation optimisation. One tool in particular is a novel boundary opti-
mization technique for automatically cleaning segmentations and providing meaningful
segmentation boundaries.
• Manifold ShapeNet datasets and new, more accurate ground truth segmentations
for other datasets. We will release the reconstructed and repaired subsets of ShapeNet
and the code that generated the reconstructions to allow methods requiring manifold
shapes to work on ShapeNet. We will also release new ground truth segmentations for
all sets in the PSB and COSEG datasets, which have inconsistencies removed and are
more accurate in general.
• Data and sourcecode for all of our methods will be freely available. We will release
the data and sourcecode of all of the methods defined in this study, including comparison
implementations, for usage or comparisons by other researchers. The generated features
or the code that generated them will be available for consistent feature comparisons.
All deep learning model building, training and evaluation code will be released, and our
active framework application will be available for public use.
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9.3 Future Work
Throughout this study we have outlined several additional ideas that we would like to tackle
in the future. Here we will reiterate those future ideas and present others based on what we
learned throughout this study and the current state of the segmentation area.
Since our study on the effects of different geometric features in an unsupervised segmen-
tation pipeline, the area has evolved to include unsupervised deep learning methods. However,
this modern work can still be considered feature-driven, as geometric features are used as in-
puts, and the overall pipeline is largely unchanged, with some embedded version of the features
undergoing clustering. In addition to this, there are also more available features to choose from,
so more comparisons can be made. It would be interesting to re-evaluate our feature analysis,
this time with a novel unsupervised model which was less impacted by differences in quantities
of features or size of feature vectors. That way we could perform a much more thorough anal-
ysis and comparison of different methods, while also removing any bias introduced by using
an already published method.
During the development of our active learning framework for generating segmentation
ground truths, we made two significant trade-offs. The first was that we generate predictions
for the full dataset, and while this enables us to provide a useful shape ordering tool, it is at the
cost of more processing time (user idle time). A possible solution to this, which we outlined
in Chapter 8, would be training the model and generating predictions in the background while
the user interacts with the system. This would minimize any user down time while still provid-
ing an always up-to-date table and ordering. Incorporating this into the training stage would
be simple as we use an ensemble based method, so whenever new shapes segmented a new
model can be trained, which would replace the oldest model in the ensemble. The challenge
comes with incorporating it into the prediction generation, which would likely involve select-
ing shapes which were previously high or low ranked by entropy, or by using global features
to match to the training set. The second trade-off we made was requiring manifold shapes as
input. While this is not a major limitation, as many existing works have this constraint, it did
require a significant amount of pre-processing to allow ShapeNet to work with our framework.
The best work around for this is likely the development of functions to allow point clouds as
input, however, the main issues of this are feature generation and user interactions. It would
be interesting to investigate ways of allowing both non-manifold shapes (or point clouds) and
background model training and prediction generation into our framework.
Another avenue to peruse is a comparison of ground truth performances in segmentation
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pipelines. As we provide a new and more accurate set of ground truth segmentations for two
widely used datasets, it would be interesting to compare evaluation results to the original seg-
mentations. While this would primarily effect supervised segmentation methods, as ground
truths are used in model training, a comparison could also be performed on unsupervised meth-
ods to see if inconsistencies in the old segmentations brought accuracy down. The analysis
would include using several known supervised and unsupervised implementations with the old
and new ground truth segmentations and comparing the accuracies of both experiments.
Recent research into supervised shape segmentation has presented several interesting ap-
proaches, one in particular is the use of image snapshots of the shapes from various viewing
angles [4, 280, 282]. These methods typically use grey (or colourless) inputs, sometimes in
conjunction with a depth map of the shape to generate full image segmentations using fully
convolutional neural networks. As we are primarily focused on feature based segmentation,
it would be interesting to investigate using a similar pipeline using image representations of
the different geometric features as inputs. A simple way the images could be generated to
incorporate the features would be to visualise the shapes with the feature as a colour map. It
would be interesting if using these embedded features in images could improve on the current
state-of-the-art and improve the overall segmentation quality.
The constant development of the deep learning literature is also providing different avenues
for interesting new research. Perhaps the most fitting for shape segmentation, or even shape
analysis in general, is the use of graph-based CNNs [52]. While this has been explored already,
the current methods are all restricted by all shapes requiring the same number of points so the
Laplacian matrix does not change. A solution to this would be to develop graph convolutional
operator that works similar to the standard convolutional operator. The layers filter would be
passed over all nodes in the graph, covering some neighbourhood of faces, which are included
in the operator. This filter would have to be dynamic in shape, so it does not require the same
amount of neighbours each time. This new layer would then allow for any sized shapes to be
used in a graph-based CNN, which is a much more sensible deep learning architecture for such
a domain.
Following on from the discussion about graph-based CNNs, it would also be a very inter-
esting research venture to explore using graph-based Generative Adversarial Networks (GANs)
for manifold shape generation. A GAN [316] is a two model consisting of two separate net-
works (a generator and a discriminator), with each network competing with each other. The
idea is that the generator will take some random input from a latent space and try and gen-
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erate samples to mimic real data. The discriminator then has to decide if the input is real or
not, while being trained using either real samples or outputs from the generator. The generator
from a trained GAN can then be used to synthesise real data using random inputs from its latent
space. Work using GANs has already been presented for synthesis of point clouds, however,
generating manifold shapes is a much more difficult and interesting task which would require
graph-based CNNs. There is also the possibility to use the generator to not only synthesise the
shapes, but also synthesise the ground truth segmentation simultaneously, negating the manual
effort typically required for ground truth segmentation generation.
Overall the potential for shape segmentation, or even shape analysis, is huge, especially
with the constant advances in technology and deep learning methods. The constant develop-
ment by the shape analysis and machine learning community is pushing the limit of the fields
allowing for new and interesting ideas to become a reality.
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