Abstract. We prove that a Volterra-type integral operator
Introduction
Let g be a fixed analytic function in the open unit disc D of the complex plane C. We consider a linear integral operator T g defined formally for analytic functions f in D by
Ch. Pommerenke was the first author to consider the boundedness of the operator T g on Hardy space H 2 and he characterized it in [12] in a connection to exponentials of BMOA functions. A systematic study of the operator T g was initiated by A. Aleman and A. G. Siskakis in [4] , where they stated the boundedness and compactness characterization of T g on Hardy spaces H p , 1 ≤ p < ∞. Namely, they observed that T g is bounded (compact) if and only if g ∈ BMOA (g ∈ V MOA). The same boundedness characterization of the operator T g on H p , 0 < p < 1, spaces was obtained by Aleman and J. Cima in [2] . Many properties of the operator T g have been studied by several authors later on and they are well known in most spaces of analytic functions, see also surveys [1] and [13] .
However, one operator theoretically interesting property, the strict singularity, has not been considered in the case of T g . A bounded operator S : X → Y between Banach spaces is strictly singular if its restriction to any infinite-dimensional closed subspace is not an isomorphism onto its image. This notion generalizes the concept of compact operators and it was introduced by T. Kato in [7] . Canonical examples of strictly singular non-compact operators are inclusion mappings i p,q : ℓ p ֒→ ℓ q , where 1 ≤ p < q < ∞. There also exist strictly singular non-compact operators on H p spaces for 1 ≤ p < ∞, p 2. The aim of this note is to show that a non-compact operator T g defined on Hardy spaces We should point out that there is an interesting extrapolation result by Hernández, Semenov, and Tradacete in [6, Theorem 3.3] . It states that if an operator S is bounded on L p and L q for some 1 < p < q < ∞ and strictly singular on L r for some p < r < q, then it is compact on L s for all p < s < q. If the corresponding statement for L p spaces of complex-valued functions is true, then the equivalence of strict singularity and compactness of T g on H p for 1 < p < ∞ follows immediately by using the Riesz projection: Recall that strictly singular operators form a two-sided
is the Riesz projection and we have identified
Since the condition g ∈ BMOA characterizes the boundedness of T g on every H q , 0 < q < ∞, space and the Riesz projection is bounded on the scale 1 < q < ∞, we get that T g R is bounded on every L q , 1 < q < ∞, space. Now assuming that the complex version of the interpolation result is valid, it follows that T g R is compact on L p and consequently the restriction
However, Theorem 1.1 states more: a non-compact operator T g on H p fixes an isomorphic copy of ℓ p and this is also true in the case p = 1. Theorem 1.1 also gives a new proof for the equivalence of the compactness and the weak compactness of the operator T g on H 1 : If g ∈ BMOA \ V MOA, i.e. the operator T g is not compact, then by Theorem 1.1 the operator T g fixes an infinite-dimensional subspace M, an isomorphic copy of ℓ 1 . The class of compact operators on ℓ 1 coincides with the class of weakly compact operators on ℓ 1 . As an isomorphism, the restriction T g | M is not compact and hence it is not weakly compact. Therefore the operator T g is not weakly compact.
Preliminaries
In this section, we briefly remind a reader some common spaces of analytic functions that appear later and state a theorem of Aleman and Cima which we need in the proof our main result Theorem 1.1.
Let H(D) be the algebra of analytic functions in D. We define Hardy spaces
Space BMOA consists of functions f ∈ H(D) with
where σ a (z) = (a − z)/(1 −āz) is the Möbius automorphism of D that interchanges the origin and the point a ∈ D. Its closed subspace V MOA consists of those f ∈ H(D) with
See e.g. [5] for more information on spaces BMOA and V MOA. The Bloch space B is the Banach space of functions
We use notation A B to indicate that A ≤ cB for some positive constant c whose value may change from one occurence into another and which may depend on p. If A B and B A, we say that the quantities A and B are equivalent and write A ≃ B.
Every BMOA function f satisfies a reverse "Hölder's inequality", which implies that for each 0 < p < ∞ it holds that
where the proportionality constants depend on p. Similarly, a function f is in V MOA if and only if
The proof of Theorem 1.1 utilizes a result of Aleman and Cima [3, Theorem 3] . We state it here for convenience.
Main result
Our goal is to show that a non-compact operator 
is bounded from below by a positive constant and consequently an isomorphism, see Figure 1 .
The strategy for choosing the suitable test functions in Proposition 3.2 and Theorem 3.6 is similar to the one used by Laitila, Nieminen and Tylli in [10] , where they utilized these test functions to show that a non-compact composition operator C ϕ : H p → H p , where ϕ : D → D is analytic, fixes an isomorphic copy of ℓ p . Before proving our main result (Theorem 1.1), we need some preparations. We prove first a localization lemma for the standard test func-
for each a ∈ D.
when ζ ∈ T \ A ε , and it follows that
(ii) Fix k. It follows from the absolute continuity of a measure B →
Next, utilizing test functions f a k , a k ∈ D, for which |a k | → 1 sufficiently fast, we construct a bounded operator V :
(|a n |) is increasing and a n → ω ∈ T. Then there exists a subsequence (b n ) ⊂ (a n ) so that the mapping
where α = (α n ) ∈ ℓ p and f n = f bn , is bounded. In particular, every mapping
Proof. For each ε > 0, we define a set A ε = {e iθ : |θ − arg(ω)| < ε}. Using the fact that f a p = 1 for all a ∈ D and Lemma 3.1, we choose positive numbers ε n with ε 1 > ε 2 > . . . > 0 and numbers b n ∈ (a n ) s.t. the following conditions hold
p , where C > 0 may depend on p.
An\A n+1
for j > n by condition (ii). Thus by estimates (1) and (2), it always holds that
for j n. By using estimate (3) we get
where we also used condition (iii) in the second inequality. Let (c k ) be a subsequence of (b n ). Then (c k ) = (b n k ) for some sequence 0 < n 1 < n 2 < . . . . By considering an isometry
where
we see that the operator V = SJ is bounded.
For a non-compact bounded operator U on a Banach space of analytic functions, there exists a weakly (or weak-star in non-reflexive space case) convergent sequence (g n ) so that the sequence (Ug n ) of image points does not converge to zero in norm. The next result states that for a non-compact operator T g on H p we can find a sequence (f k ) of test functions converging weakly to zero (or in the weak-star topology for p = 1) so that the sequence (T g f k ) converges to a positive constant in norm. The proof is based on Theorem 2.1 of Aleman and Cima. 
In particular, there exists a sequence
Proof. It follows from Theorem 2.1 that for all t ∈ (0, p/2) there exists a constant C = C(p, t) > 0 s.t.
where the constants of comparison depend on q, see, e.g. Lemma 3 in [8] . Thus by choosing t = p/4 in (4) and using Lemma 3 in [8] we get lim sup
In particular, by the compactness of D there exists a sequence (
The next lemma is a generalization of Lemma 5 in [8] for 1 ≤ p < ∞.
Proof. By rotation invariance, we may assume that a ∈ (0, 1). Also, g(0) = 0. It holds that |1 − ase iθ | ≥ C|θ| for all 0 ≤ s < 1 and |θ| ≤ π, where C > 0 is an absolute constant. Thus for all 0 ≤ s < 1 and
Since g ∈ BMOA ⊂ B, it holds that |g(z)| log 
Using Lemma 3.4, we prove the following localization result for the images T g f a , a ∈ D, of the test functions f a (cf. Lemma 3.1).
for k large enough. Consequently we have
for k large enough. Thus by Lemma 3.4
(ii) If k is fixed, then it follows from the absolute continuity of a measure
As a final step before the proof of Theorem 1.1, we construct an isomorphism U : ℓ p → H p using a non-compact T g and test functions. 
where α = (α n ) ∈ ℓ p and f n = f bn , is an isomorphism onto its image.
Proof. We need to show that U(α) p ≃ α ℓ p for all α = (α n ) ∈ ℓ p . By Proposition 3.2 there exists a subsequence (c n ) ⊂ (a n ) inducing a bounded operator
and for any subsequence (b n ) of (c n ) the operator
is bounded. Therefore the upperbound follows from Proposition 3.2 and the boundedness of the operator T g :
where (b n ) is any subsequence of (c n ).
Before proving the lowerbound , we make some preparations. Since (c n ) ⊂ (a n ), it holds that c n → ω ∈ T and there exists a constant c > 0 s.t. lim n→∞ T g f cn p = c by Proposition 3.3. For each ε > 0, we define a set A ε = {e iθ : |θ − arg(ω)| < ε}. Also, we define sequences (ε n ) and (b n ) ⊂ (c n ) inductively using Proposition 3.3 and Lemma 3.5 in the following way:
We choose positive numbers ε n and b n ∈ (c n ) with
(ii)
for every n ∈ N, where A n = A εn , f n = f bn and δ > 0 is a constant whose value is determined later. Now we are ready to prove the lower estimate Uα p ≥ C α ℓ p , where the constant C > 0 may depend on p.
for j < n by condition (i) and
n by condition (ii). Thus it always holds that
An\A n+1 compactness of T g on the same space. The sketch of the proof is the following: First, we give a reformulation of Leȋbov's result, which is taken from [9] . . The condition g ∈ LMOA characterizes the boundedness of T g on BMOA and simultaneously on V MOA, see [14] .
We consider test functions f n (z) = log(1 −ū n z), where u n ∈ D is the base point of the Carleson window S(I n ) and (I n ) is a sequence of arcs of T s.t I n → 0. Define h n = f n+1 − f n . By the proof of Theorem 2 in [8] , it holds that h n * ≃ 1 and h n 2 → 0, as n → ∞. By Lemma 4.1, we can pick a subsequence (h n k ) ⊂ (h n ) which is equivalent to the standard basis {e k } of c 0 . If T g is non-compact on V MOA, by passing to a subsequence if necessary, we can assume that T g h n k * > c > 0 for some constant c for all k. Since g ∈ LMOA ⊂ BMOA, the operator T g is bounded on H 2 and consequently T g h n k 2 → 0, as k → ∞. Now we apply Lemma 4.1 again to obtain (by passing to a subsequence, if needed) that {T g h n k } is equivalent to the natural basis of c 0 . Hence T g |M, where M = span{h n k }, is an isomorphism onto its image and T g is not strictly singular on V MOA (or on BMOA).
Remark. In Bergman spaces A
p , 1 ≤ p < ∞, which are isomorphic to ℓ p , see e.g. [15, Chapter 2.A, Theorem 11], the strict singularity of the operator T g coincides with the compactness, since all strictly singular operators on ℓ p are compact.
