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TRACIAL ALGEBRAS AND AN EMBEDDING THEOREM
TIM NETZER AND ANDREAS THOM
Abstract. We prove that every positive trace on a countably generated ∗-algebra can
be approximated by positive traces on algebras of generic matrices. This implies that
every countably generated tracial ∗-algebra can be embedded into a metric ultraproduct
of generic matrix algebras. As a particular consequence, every finite von Neumann algebra
with separable pre-dual can be embedded into an ultraproduct of tracial ∗-algebras, which
as ∗-algebras embed into a matrix-ring over a commutative algebra.
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Introduction
The theory of Rings of operators was founded by F. Murray and J. von Neumann in
the first half of the last century, see [12–14]. Later, the term von Neumann algebra was
coined to emphasize the seminal contributions of John von Neumann. We will freely use
standard results in the theory of von Neumann algebras. For those results and all necessary
definitions we refer to [23] and the references therein. An early achievement of Murray and
von Neumann was a classification of von Neumann algebras into types. In this note we
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are concerned with finite von Neumann algebras with separable pre-dual, which decompose
as products of algebras of the types In for 1 ≤ n < ∞ and type II1. The classification
of algebras of type In is complete as they are all isomorphic to algebras L
∞(X,C) ⊗MnC
for some probability measure space (X, µ). Hence, the key objects of study are II1-factors
with separable pre-dual, i.e. infinite-dimensional and weakly closed ∗-subalgebras of B(H),
which carry a faithful trace, have trivial center and admit a countable weakly dense subset.
There are various constructions of II1-factors, e.g. from groups or group actions, but also via
internal constructions like free products, amplification etc. An important question right from
the beginning was to which extend general II1-factors are close to matrix algebras. A main
result in the work of Murray and von Neumann was the construction of the hyperfinite II1-
factor R and the proof of its uniqueness with respect to some strong form of approximation
with matrices. Murray and von Neumann also gave examples of II1-factors, i.e. free group
factors, which were not hyperfinite.
The embedding conjecture of Alain Connes states that every type II1-factor with sep-
arable pre-dual can be embedded into an ultraproduct of the hyperfinite II1-factor. This
assertion is equivalent some weak form of approximation by matrices which ought to hold
always. The conjecture dates back to Connes’ seminal work on injective von Neumann al-
gebras, [7, p. 105]. Although it is well-known that many II1-factors, including free group
factors, do embed into an ultraproduct of the hyperfinite II1-factor, this conjecture remains
open and has triggered a lot of interesting and deepgoing research. There are various ways
of reformulating the Connes embedding problem, and one way of putting it is to ask for an
embedding into an metric ultraproduct of a sequence of finite von Neumann algebras of type
I. We will prove that such an embedding always exists if one allows to approximate with a
more general class of tracial ∗-algebras of type I.
Motivated by the work of D. Hadwin, see [9], F. Ra˘dulescu established a relationship
between the Connes embedding conjecture and some analogue of Hilbert’s 17th problem on
positive polynomials, see [19]. This approach was carried further in a more algebraic setup
by I. Klep and M. Schweighofer, see [11]. In this note we want to follow this line of approach,
and instead of giving yet another reformulation of the original problem we will obtain an
affirmative answer to a different but analogous problem. Indeed, we will enlarge the realm
and consider general ∗-algebras with a positive, faithful and unital trace. More precisely:
Definition. A tracial ∗-algebra is a unital complex algebra A with involution and a complex-
linear functional τ : A→ C such that:
(1) τ(1) = 1,
(2) τ(a∗a) ≥ 0 for all a ∈ A, and
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(3) τ(ab) = τ(ba), for all a, b ∈ A.
τ is called a (positive) trace. Note that τ(a∗) = τ(a) for all a ∈ A is an automatic
consequence, since τ ((1 + a∗)(1 + a)) ≥ 0 and τ ((1− ia∗)(1 + ia)) ≥ 0.
In the context of this definition, the trace τ is said to be faithful if τ(a∗a) = 0 holds
only if a = 0; the tracial ∗-algebra (A, τ) is called trace-reduced then. We say that a ∈ A is
τ -bounded, if τ((a∗a)p) ≤ C2p for some constant C > 0, and all p ∈ N. Moreover, (A, τ) is
called bounded if every element in A is τ -bounded. It is clear that every finite von Neumann
algebra with a specified trace gives rise to a bounded and trace-reduced tracial ∗-algebra.
Conversely, the GNS-construction allows to construct a trace-preserving embedding of any
bounded and trace-reduced tracial ∗-algebra into a finite von Neumann algebra (this is for
example demonstrated in [15]). The lack of bounded elements in a general tracial ∗-algebra
causes many pathologies and gives rise to phenomena that makes the study of general tracial
∗-algebras quite different compared to the study of finite von Neumann algebras.
However, in this more general setup, we may still talk about algebras of various types.
Indeed, a finite von Neumann algebra is a sum of algebras of the form L∞(Xk,C)⊗C MkC
for k ≤ n if and only if it satisfies a certain universal polynomial identity, similar to the
commutator relation which characterizes type I1. Hence, we will say that a tracial ∗-algebra
is of type I≤n if it satisfies this identity (Definition 1.17). Equivalently, we could say that
a tracial ∗-algebra is of type I≤n if and only if it embeds (not necessarily preserving the
unit) into a ring of n × n-matrices over a commutative C-algebra. Algebras which satisfy
a polynomial identity are called PI-algebras and have been studied in detail over the last
decades. We will recall various results in Section 1.3 and refer for the general theory to [18].
We are going to define a suitable notion of metric ultraproduct for arbitrary tracial
∗-algebras – which contains the usual ultraproduct of von Neumann algebras – and prove
a general embedding theorem. Indeed, the main application of our results is the following
theorem (Corollary 3.3 combined with Definition 1.17 and Corollary 2.15):
Theorem. Let (M, τ) be a finite von Neumann algebra with separable pre-dual. Then there
exists a sequence (An, τn) of trace-reduced tracial ∗-algebras such that
(1) For every n ∈ N, the complex algebra An embeds as a complex algebra into the ring
of n× n-matrices over a commutative complex algebra, and
(2) there exists a trace-preserving embedding
ι : (M, τ) →֒
∏
n→ω
(An, τn).
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Our results (Theorems 3.1 and 3.2) cover more generally all countably generated trace-
reduced tracial ∗-algebras, but the case of finite von Neumann algebras is certainly the most
interesting one.
1. Preliminaries
1.1. Convex geometry. We first recall some basic concepts and results from convex geom-
etry. See for example [4] for details and proofs.
Definition 1.1. Let V be a real vector space. A subset C ⊂ V is said to be a convex cone,
if
C + C ⊂ C, and R≥0 · C ⊂ C.
A linear functional φ : V → R is said to be positive with respect to the cone C, if
φ(c) ≥ 0 for all c ∈ C. We will frequently apply this to the situation where C contains a
linear subspace L, where we get L ⊆ C ∩ (−C) ⊂ ker φ.
For any subset C ⊆ V we denote by C∨ its dual, which is by definition:
C∨ = {φ : V → R linear | φ(c) ≥ 0, ∀c ∈ C}.
The double dual of C (in V ) is
C∨∨ = {v ∈ V | φ(v) ≥ 0, ∀φ ∈ C∨}.
A classical result following from the Hahn-Banach Theorem is
C∨∨ = conv(C),
i.e. the double dual is nothing but the closed convex hull of C, in the finest locally convex
topology on V . Another useful property is that
(A+B)∨ = A∨ ∩ B∨.
We record some facts about the finest locally convex topology. It can be defined as
the coarsest vector space topology making all seminorms continuous. All subspaces are
then closed and inherit again the finest locally convex topology. So every finite dimensional
subspace inherits the euclidean topology. All linear mappings into a vector space with any
locally convex topology are continuous. The following result is Proposition 1 in [5]:
Lemma 1.2. A subset B ⊂ V in a countable dimensional real vector space is closed with
respect to the finest locally convex topology if and only if B ∩ W is closed for all finite
dimensional subspaces W of V .
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A somewhat subtle consequence, which we can derive is the following result:
Proposition 1.3. Let V be a countable dimensional real vector space, equipped with the
finest locally convex topology, and let F ⊂ V be a finite dimensional subspace, with a fixed
norm. Let B ⊂ V be a closed convex cone, and let ε > 0 be arbitrary. If φ : F → R is
a linear functional which satisfies φ(b) ≥ 0, for all b ∈ F ∩ B, then there exists a linear
functional ψ : V → R with ψ(b) ≥ 0, for all b ∈ B, and ‖ψ|F − φ‖ ≤ ε.
Proof. First assume that also V is finite dimensional. Let F ⊂ V have codimension k. Let
V ′ be the dual space of V and F∨ the k-dimensional linear space of functionals which vanish
on F . Denote by B∨ the dual cone of B. The space of all extensions of φ is an affine k-plane
of the form φ+ F∨. Our assumption on the positivity of φ translates simply into
(1) φ+ F∨ ⊂ B∨ + F∨.
Indeed the dual cone of F ∩ B is just the closure of B∨ + F∨, and every linear extension of
φ will be positive for the cone F ∩ B. Note, at this point we are using that B is a closed
convex cone.
We see from (1) that every open neighborhood of φ + F∨ has to intersect B∨ + F∨.
Hence we can perturb φ as little as we wish to some functional φ′, and we can produce some
element ψ in the intersection of φ′ + F∨ and B∨, hence a positive extension of φ′.
Now let V be countable dimensional and let (Vi)i≥1 be an increasing sequence of finite
dimensional subspaces, with V0 := F ⊆ Vi for all i ≥ 1, and V =
⋃
i Vi. Equip the Vi with
compatible norms. Now choose inductively for each i a linear functional ψi : Vi → R with
ψi ≥ 0 on B ∩ Vi and
‖ψi|Vi−1 − ψi−1‖ ≤
ε
2i
.
This can be done by the already proven result for finite dimension. Then for all 0 ≤ j < i
‖ψi|Vj − ψj‖ ≤
i∑
k=j+1
ε
2i
.
This shows that the sequence (ψi)i converges pointwise on V to some linear functional
ψ : V → R, which is nonnegative on B and fulfills ‖ψ|F − φ‖ ≤ ε. 
1.2. The algebra of non-commutative polynomials. Throughout X denotes the finite
set of letters X1, . . . , Xn. We denote by C〈X〉 the algebra of non-commutative polynomials
in X with coefficients in C, i.e. C〈X〉 consists of all C-linear combinations of words ω in the
letters X . A monomial is an expression λω with a word ω and λ ∈ C. Each monomial in
C〈X〉 has a natural length which we call its degree. In this way the algebra C〈X〉 becomes
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a graded algebra; the degree of a polynomial is the highest degree of a monomial occurring
with a non-zero coefficient.
C〈X〉 is equipped with an involution P 7→ P ∗ such that X∗i = Xi for all i and λ
∗ = λ
for λ ∈ C. The set of hermitian elements
C〈X〉h := {P ∈ C〈X〉 | P ∗ = P}
carries the structure of a real vector space. It is also a homogeneous subset of C〈X〉, i.e. a
polynomial is hermitian if and only if all of its homogeneous parts are hermitian. We will
always equip this space with the finest locally convex topology.
We denote by C〈X〉≤k and C〈X〉
h
≤k the subspaces of elements of degree at most k.
Definition 1.4. We denote by Q(C〈X〉) the convex cone of sums of hermitian squares:
Q(C〈X〉) =
{
m∑
i=1
P ∗i Pi | m ∈ N, Pi ∈ C〈X〉
}
.
Clearly, Q(C〈X〉) ⊆ C〈X〉h.
A linear functional is said to be positive if it is positive with respect to the convex cone
of hermitian squares.
Definition 1.5. Denote by Ccyc ⊂ C〈X〉 the C-subspace which is spanned by all linear
commutators. Two elements P1, P2 ∈ C〈X〉 are said to be cyclically equivalent if their
difference is in Ccyc, i.e. it is a sum of commutators. Write C
h
cyc := Ccyc ∩ C〈X〉
h.
Remark 1.6. Note that Ccyc is a homogeneous subspace of C〈X〉, i.e. the homogeneous parts
of a sum of commutators are again sums of commutators. So Chcyc is also a homogeneous
subspace of C〈X〉h.
Lemma 1.7. We have Chcyc + i · C
h
cyc = Ccyc. Thus C
h
cyc is the real vector space spanned by
all hermitian commutators.
Proof. Let P,Q ∈ A := C〈X〉. Write P = a+ ib, Q = c+ id with a, b, c, d ∈ Ah. Then
PQ−QP = (a+ ib)(c + id)− (c+ id)(a + ib)
= ac− ca+ db− bd+ i(bc− cb) + i(ad− da)
= i(bc− cb) + i(ad− da) + i(−i(ac − ca)− i(db− bd)).
In the last line, all the elements i(bc−cb), i(ad−da),−i(ac−ca) and −i(db−bd) are hermitian
commutators. This establishes the first claim. The second claim follows immediately from
the first. 
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Remark 1.8. Note that the intersection between between Q(C〈X〉) and Ccyc consists only of
0. There are many ways to see this; the most intuitive way is to say that identities in C〈X〉
can be checked by checking that they hold whenever one specifies to self-adjoint matrices.
This is justified in Theorem 1.15. In matrices, a commutator has always vanishing trace
whereas a sum of squares with vanishing trace is zero.
The following lemma is usually attributed to C. Caratheodory, but has been rediscovered
for example in the work of K. Schmu¨dgen, see page 325 of [21].
Lemma 1.9. Let P ∈ C〈X〉≤m ∩ Q(C〈X〉). Then, there exist elements P1, . . . , P(n+1)m ∈
C〈X〉≤m/2, such that
P =
(n+1)m∑
i=1
P ∗i Pi.
K. Schmu¨dgen has used this Lemma to show that Q(C〈X〉) is closed, see Theorem 4.2
in [20]. We are going to generalize this result and we will see in Corollary 2.3 that also
Q(C〈X〉) + Chcyc is a closed convex cone in C〈X〉
h.
Remark 1.10. Assume τ is a normalized R-linear functional on C〈X〉h (normalized means
τ(1) = 1), which is positive with respect to the convex cone Q(C〈X〉) + Chcyc. Then the
complex linear extension on C〈X〉 is nothing but a positive trace. Indeed, since Chcyc is a
linear subspace on which τ is positive, it has to vanish on it. Hence the complex linear
extension vanishes on Ccyc, by Lemma 1.7, and is thus a trace.
We will later also be interested in the algebra generated by countably many non-
commuting variables X1, X2, . . .. We denote this algebra by C〈X∞〉. The involution and
the grading extend naturally. We define all notions as Ccyc,∞, C
h
cyc,∞, . . . in the obvious way
for this bigger algebra. Note however that C〈X∞〉≤m is not a finite dimensional space any
more.
1.3. Polynomial identities. Recall that a complex algebra A satisfies a polynomial iden-
tity if there is a nonzero polynomial P ∈ C〈X1, . . . , Xn〉, for some n ∈ N, such that
P (a1, . . . , an) = 0 holds for all a1, . . . , an ∈ A. Such an algebra A is then called a PI-
algebra. Note that if A satisfies a polynomial identity, then it satisfies a polynomial identity
in 2 variables already. Indeed, replacing Xi by U
iV in a polynomial identity for A results in
a nontrivial polynomial identity in the two variables U, V .
Let us recall the following facts about PI-algebras. Finitely generated PI-algebras are
Jacobson rings, i.e. every prime ideal is an intersection of maximal ideals (see [3], Corollary
1.3). The Jacobson radical of a finitely generated PI-algebra is nilpotent (see [6], Theorem
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B). Every prime PI-ring is a subring of the r × r-matrices, for some r, over a division ring
which is finite dimensional over its center, and it has a two-sided ring of quotients which is
all of the matrix ring. This is Posner’s Theorem, see [17]. In particular, every prime PI-ring
is a subring of the r × r-matrices over some (commutative) field.
Denote by Jk the two-sided ∗-ideal in C〈X〉 of all expressions which are zero, whenever
we specify the X to self-adjoint complex k × k-matrices. We let Jhk be the real vector space
of self-adjoint elements in Jk. In the same way we define Jk,∞ and J
h
k,∞ in C〈X∞〉, but we
will consider these sets only later.
Proposition 1.11. Let k ≥ 1. The ideal Jk is homogeneous, i.e. if P is in Jk, then so is
each of its homogenous parts. So also Jhk is homogeneous in C〈X〉
h. Further, Jhk + i ·J
h
k = Jk
holds.
Proof. We define the number operator N : C〈X〉 → C〈X〉 to be the linear extension of
multiplication by 2degree(w) on a monomial w. Clearly,
P (2a1, . . . , 2an) = (NP )(a1, . . . , an),
for self-adjoint matrices a1, . . . , an ∈MkC. Hence Jk is closed under the number operator. It
is easy to conclude from this that Jk is indeed homogeneous. Then clearly J
h
k is homogeneous
in C〈X〉h. Finally let P ∈ Jk. Write P = P1 + iP2 with P1, P2 ∈ C〈X〉
h. It follows easily
that P1, P2 ∈ Jk, which completes the proof. 
Proposition 1.12. Let k ≥ 1. Let P1, . . . , Pm ∈ C〈X〉. If
(2)
m∑
i=1
P ∗i Pi ∈ Jk + Ccyc,
then Pi ∈ Jk, for all 1 ≤ i ≤ m.
Proof. Condition 2 says that
m∑
i=1
tr(Pi(a1, . . . , an)
∗Pi(a1, . . . , an)) = 0
for all self-adjoint k × k-matrices a1, . . . , an. Since this is just the sum of the squares of the
Hilbert-Schmidt norms we can conclude that
Pi(a1, . . . , an) = 0.
Hence, Pi ∈ Jk as desired. 
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A priori, there is a little ambiguity in the definition of Jk, since we could have taken
all complex matrices instead of self-adjoint matrices. The following lemma shows that this
makes to difference:
Lemma 1.13. Let P ∈ Jk and a1, . . . , an be complex k × k-matrices. Then,
P (a1, . . . , an) = 0.
Proof. We first claim that P can be derived from a multi-linear relation with the same degree
but in possibly more variables. Using a similar argument as in the proof of Proposition 1.11,
we may assume that P is homogenous of multi-degree (k1, . . . , kn). We set m =
∑n
i=1 ki and
let:
Q(x1, . . . , xm) = P (x1 + · · ·+ xk1, xk1+1 + · · ·+ xk1+k2, · · · , xm−kn+1 + · · ·+ xm).
Then Q = 0 is an identity that holds for all self-adjoint matrices of size k. Let Q′ be
its homogenous part of multi-degree (1, . . . , 1), which is also an identity for all self-adjoint
matrices of size k. Clearly,
P (x1, . . . , xn) =
1
k1!k2! · · ·kn!
Q′(x1, . . . , x1︸ ︷︷ ︸
k1
, x2, . . . , x2︸ ︷︷ ︸
k2
, . . . , xn, . . . , xn︸ ︷︷ ︸
kn
),
and Q′ is multilinear. Just by linearity of Q′, the relation Q′ = 0 does also hold for complex
matrices. Hence, P = 0 holds for all complex matrices. 
Remark 1.14. We see from Lemma 1.13 that for P ∈ Jk and Q1, . . . , Qn ∈ C〈X〉, the
polynomial P (Q1, . . . , Qn) again belongs to Jk.
We define
jk =
∑
σ∈S2k
(−1)sg(σ)Xσ(1)Xσ(2) · · ·Xσ(2k) ∈ C〈X1, . . . , X2k〉.
The most striking result about the ideal Jk is a consequence of a Theorem of Amitsur
and Levitzki, which can be found in [1, 2].
Theorem 1.15 (Amitsur-Levitzki). Any polynomial identity which holds in the ring of com-
plex k × k-matrices has degree ≥ 2k. Moreover, every such polynomial identity of degree 2k
is a scalar multiple of jk.
The first useful consequence of the Amitsur-Levitzki theorem to our set of questions is
the following corollary, which will be crucial in the proof of Theorem 2.2.
Corollary 1.16. Any homogeneous part of an element in Jk has degree ≥ 2k.
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Proof. Since Jk is homogeneous, any homogeneous part of an element from Jk again belongs
to Jk. Using Lemma 1.13, the corresponding relation holds for all complex matrices. By
Theorem 1.15, no such element can exist of degree < 2k. This finishes the proof. 
Since Mk(C) satisfies the identity jk, it satisfies also an identity in two variables. So
all Jk are nontrivial ideals in C〈X〉, for n ≥ 2. The quotient algebra An,k := C〈X〉/Jk is
a PI-algebra, fulfilling every identity from Jk. This can for example be seen from Remark
1.14. We call this quotient the algebra of n generic self-adjoint k × k-matrices.
This notion can be justified as follows. Let ξ
(l)
ij be commuting variables, for i, j = 1 . . . k
and l = 1, . . . , n. Let Cn,k = C[ξ
(k)
ij | i, j = 1, . . . , k, l = 1, . . . , n] be the commutative algebra
generated by these variables, and extend the involution from C by defining (ξ
(k)
ij )
∗ = ξ
(k)
ji .
Now let Mk(Cn,k) be the algebra of k × k-matrices over Cn,k, equipped with the canonical
extended involution. For l = 1, . . . , n write Yl = (ξ
(l)
ij )i,j and let Gn,k be the subalgebra of
Mk(Cn,k) generated by Y1, . . . , Yn. Now one checks that sending Xi to Yi induces a well-
defined ∗-algebra isomorphism between An,k and Gn,k.
There is a large amount of literature on PI-algebras and especially algebras of generic
matrices, see for example [10, 18]. Note however that algebras of generic matrices are often
defined to be quotients with respect to the ideal Jk,∞ of the polynomial algebra C〈X∞〉 in
countably many variables. So we denote by Ak the quotient C〈X∞〉/Jk,∞ and call it the
algebra of generic self-adjoint k × k-matrices. Clearly each An,k is a subalgebra of Ak.
The algebras Ak are very nice structures. For example they are domains (see for example
[10] Section II.4.), and by Posner’s Theorem [17] they are subrings of matrices over a division
ring that is finite dimensional over its center. The same is thus true for the algebras An,k.
We will use all these algebras below to approximate an arbitrary finitely generated tracial
∗-algebra.
We end this section with a definition of type in the realm of tracial ∗-algebras. We have
argued in the Introduction that this extends the usual classification of finite von Neumann
algebras into types.
Definition 1.17. A tracial ∗-algebra is said to be of type I≤k if it satisfies the polynomial
identity
jk =
∑
σ∈S2k
(−1)sg(σ)Xσ(1)Xσ(2) · · ·Xσ(2k) ∈ C〈X1, . . . , X2k〉.
2. The main theorems
2.1. Approximation of traces. We will deduce our main results as a consequence of rather
elementary results in convex geometry, for example Proposition 1.3, and the main work is
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needed to show that those results can be applied. Therefore, we will spend some time to
show that certain cones in C〈X〉 under consideration are closed in the finest locally convex
topology.
Theorem 2.1. Q(C〈X〉) + Chcyc + J
h
k is a closed convex cone in C〈X〉
h.
Proof. We have to show that C〈X〉h≤m ∩
(
Q(C〈X〉) + Chcyc + J
h
k
)
is closed, for all m. First
take a ∈ Q(C〈X〉) + Chcyc + J
h
k of degree at most m. We write: a = q + c + j with
q ∈ Q(C〈X〉), c ∈ Chcyc and j ∈ J
h
k . Assume degree(q) = 2l > m, write q =
∑
i P
∗
i Pi and let
Qi denote the degree l homogeneous part of Pi. Then q
′ =
∑
iQ
∗
iQi is the highest degree
part of q, and from Proposition 1.12 we see Qi ∈ Jk for all i. Note that we use homogeneity
of Chcyc and J
h
k at this point. So we can replace Pi by Pi − Qi, and add the counterterms
P ∗i Qi +Q
∗
iPi −Q
∗
iQi ∈ J
h
k to the element j. This shows that we can assume degree(q) ≤ m
in the representation of a. Again by homogeneity of Chcyc and J
h
k we can thus also assume
degree(c) ≤ m, degree(j) ≤ m.
Now take any y from the closure of C〈X〉h≤m ∩
(
Q(C〈X〉) + Chcyc + J
h
k
)
. There exist a
sequence (yi)i∈N in C〈X〉
h
≤m ∩
(
Q(C〈X〉) + Chcyc + J
h
k
)
with limit point y ∈ C〈X〉h≤m. We
write yi = qi + ci + ji as above, where the degrees of qi, ci and ji do not exceed m.
We claim that, up to a modification, we can choose a convergent subsequence of the
sequence (qi)i∈N . Indeed, let us consider a rapidly decreasing, nowhere vanishing and positive
function ψ on Yk = (MkC
h)n, the n-fold cartesian product of the space of self-adjoint k× k-
matrices. We may assume that ∫
Yk
ψ(x)dλ(x) = 1.
Obviously, the kernel of the tautological homomorphism φk : C〈X〉 → C(Yk,MkC) is pre-
cisely Jk. We define the ψ-normalized trace
τ(P ) =
∫
Yk
tr(φk(P (x)))ψ(x)dλ(x),
which clearly vanishes on Ccyc + Jk. By Lemma 1.9, we can write
qi =
(n+1)m∑
j=1
x∗ijxij ,
for some sequences (xij)i∈N in C〈X〉≤m/2 and 1 ≤ j ≤ (n + 1)
m. We get
τ
(∑
j
x∗ijxij
)
→ τ(y), for i→∞
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by continuity. Hence, the sequences (xij)i∈N are bounded with respect to the associated
2-norm on C〈X〉≤m/2/C〈X〉≤m/2 ∩ Jk. Therefore, we can lift them to bounded sequences
(xij + yij)i∈N in C〈X〉≤m/2 with yij ∈ C〈X〉≤m/2 ∩ Jk. After a modification in C〈X〉≤m ∩ Jk,
i.e. replacing qi by
∑
j(xij+yij)
∗(xij+yij), ji by ji−
∑
j
(
x∗ijyij + y
∗
ijxij + y
∗
ijyij
)
and passing to
a subsequence, we may thus assume that qi converges to some q ∈ C〈X〉≤m. Since Q(C〈X〉)
is closed, we get q ∈ Q(C〈X〉) ∩ C〈X〉≤m. Note, that now also ci + ji → c + j for some
c ∈ Chcyc and j ∈ J
h
k , since C
h
cyc + J
h
k is closed. Hence y = q + c+ j ∈ Q(C〈X〉) + C
h
cyc + J
h
k ,
as desired. 
Theorem 2.2. Let 2k > m be natural numbers. Then
C〈X〉h≤m ∩
(
Q(C〈X〉) + Chcyc + J
h
k
)
= C〈X〉h≤m ∩
(
Q(C〈X〉) + Chcyc
)
Proof. The inclusion of the right side in the left side is obvious. For the other direction let
a ∈ Q(C〈X〉)+Chcyc+J
h
k be of degree at most m. Write a = q+ c+ j with q ∈ Q(C〈X〉), c ∈
Chcyc and j ∈ J
h
k . As in the proof of Theorem 2.1 we can assume that q, c, j have degree at
most m. By Corollary 1.15, for 2k > m, the least non-vanishing coefficient of j has degree
strictly bigger than m. Hence j = 0 and the proof is finished. 
Corollary 2.3. Q(C〈X〉) + Chcyc is a closed convex cone in C〈X〉
h.
Proof. Clear from Theorem 2.1, Theorem 2.2 and Lemma 1.2. 
Theorem 2.4. Let τ be a positive trace on C〈X〉. Then there is a sequence of positive traces
(τk)k∈N, converging to τ pointwise on C〈X〉, such that each τk vanishes on Jk.
Proof. Consider τ as an R-linear functional on C〈X〉h≤k. It is clearly nonnegative on the
convex cone
(
Q(C〈X〉) + Chcyc
)
∩ C〈X〉≤k. We can apply Theorem 2.2 and see that τ is
nonnegative on
(
Q(C〈X〉) + Chcyc + J
h
k
)
∩C〈X〉≤k. Now we apply Proposition 1.3 and find a
linear functional τk on C〈X〉
h that is nonnegative on Q(C〈X〉) +Chcyc + J
h
k and coincides on
C〈X〉h≤k with τ up to
1
k
say, in the operator norm. Note that we have also used Theorem 2.1
here. The sequence of complex linear extension of the τk now converges pointwise on C〈X〉
to τ . So in particular τk(1) → τ(1) = 1, and we can scale each τk with the positive factor
1
τk(1)
without destroying the convergence. The sequence we obtain in this way consists of
positive traces as desired, see Remark 1.10. 
Remark 2.5. Our setup is such that X is always a finite set. If one considers a countable
set of letters as we did already, a straightforward diagonalization procedure shows that
the preceding theorem extends to traces on C〈X∞〉. Indeed one can to approximate the
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trace τ on the subalgebra C〈X1, . . . , Xn〉 by a trace τn, and use the canonical projection
C〈X∞〉 → C〈X1, . . . , Xn〉 to pull τn back to a trace on C〈X∞〉.
2.2. Ho¨lder and Minkowski type inequalities in tracial ∗-algebras. Let A be a unital
∗-algebra over C. Recall that a positive trace (or just a trace) on A is a C-linear mapping
τ : A→ C fulfilling the following conditions:
(1) τ(1) = 1,
(2) τ(a∗a) ≥ 0 for all a ∈ A, and
(3) τ(ab) = τ(ba) for all a, b ∈ A.
Now for a fixed trace τ , an even number p and a ∈ A we define
‖a‖p := τ
(
(a∗a)
p
2
) 1
p
.
This establishes a well defined mapping ‖ · ‖p : A → R≥0, which clearly fulfills ‖λa‖p =
|λ| · ‖a‖p and ‖a‖p = ‖a
∗‖p for a ∈ A and λ ∈ C. In [8], T. Fack and H. Kosaki showed that
in a finite von Neumann algebra with a specified trace, one has
‖a+ b‖p ≤ ‖a‖p + ‖b‖p, and ‖ab‖p ≤ ‖a‖r‖b‖s
for all a, b ∈ A, and positive p, r, s satisfying 1
p
= 1
r
+ 1
s
. The first inequality is a generalization
of the classical Minkowski inequality whereas the second inequality generalizes Ho¨lder’s
inequality. It is natural to expect that similar inequalities hold in the context of tracial
∗-algebras. We were not able to obtain the precise analogues of those inequalities, but we
can establish the following weaker result.
Theorem 2.6. Let (A, τ) be tracial ∗-algebra and let p be an even positive integer. We have,
‖a+ b‖p ≤ ‖a‖q + ‖b‖q, and ‖ab‖p ≤ ‖a‖q′‖b‖q′
with q = 22
p
4−1+1 and q′ = 2
p
2
+1.
The preceding theorem is a consequence of Proposition 2.9 and 2.10, which we are going
to prove in the sequel. We do not claim that the dependence of q and q′ on p is optimal.
Indeed, we were not able to exclude the possibility that the inequalities of Minkowski and
Ho¨lder have an extension in their classical form to the realm of tracial ∗-algebras. One can
easily see that for any trace which is a point-wise limit of bounded traces, the inequalities
hold in their classical form.
For the whole section we will use the abbreviation ϕ(n) = 2
n
2
−1 for even n ∈ N, and
ϕ(n) = ϕ(n+1) for n odd. We start with the following generalized Cauchy-Schwarz inequal-
ity:
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Lemma 2.7. Let τ be a trace on A. For all n ∈ N and all a1, . . . , an ∈ A we have
|τ(a1 · · · an)| ≤
n∏
i=1
τ
(
(a∗i ai)
ϕ(n)
) 1
2ϕ(n) .
Proof. The proof is by induction on n, first for n even. For n = 2 the statement follows
immediately from the Cauchy-Schwarz inequality, using τ(a∗a) = τ(aa∗) for all a ∈ A. For
arbitrary even n ≥ 4 we find
|τ(a1 · · · an)| ≤ τ
(
a∗n
2
· · ·a∗1a1 · · · an2
) 1
2
· τ
(
a∗n · · · a
∗
n
2
+1an2+1 · · · an
) 1
2
= τ
(
an
2
a∗n
2
a∗n
2
−1 · · · a
∗
1a1 · · · an2−1
) 1
2
· τ
(
ana
∗
na
∗
n−1 · · · a
∗
n
2
+1an2 +1 · · · an−1
) 1
2
,
where we used the Cauchy-Schwarz inequality in the first step, and condition (3) of the trace
τ in the second. Now we apply the induction hypothesis for n− 2 to the two terms of of the
product. Indeed we have
τ
(
an
2
a∗n
2
a∗n
2
−1 · · · a
∗
1a1 · · · an2−1
)2ϕ(n−2)
≤ τ
((
an
2
a∗n
2
an
2
a∗n
2
)ϕ(n−2))
·
2∏
i=n
2
−1
τ
(
(aia
∗
i )
ϕ(n−2)
)
· τ
(
(a∗1a1a
∗
1a1)
ϕ(n−2)
)
·
n
2
−1∏
i=2
τ
(
(a∗iai)
ϕ(n−2)
)
= τ
(
(a∗1a1)
2ϕ(n−2)
)
·
n
2
−1∏
i=2
τ
(
(a∗iai)
ϕ(n−2)
)2
· τ
((
a∗n
2
an
2
)2ϕ(n−2))
≤
n
2∏
i=1
τ
(
(a∗iai)
2ϕ(n−2)
)
.
Note that for the first step we have used the induction hypothesis, for the second step
property (3) of τ again, and in the third step the Cauchy-Schwarz inequality to see
τ
(
(a∗iai)
ϕ(n−2)
)2
≤ τ
(
(a∗i ai)
2ϕ(n−2)
)
.
The same procedure applies to the second term in the above inequality and all in all yields
|τ(a1 · · · an)| ≤
n∏
i=1
τ
(
(a∗i ai)
2ϕ(n−2)
) 1
2ϕ(n−2)
· 1
2 .
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Since 2ϕ(n− 2) = ϕ(n), the claim is proven for even n. For n odd it now follows easily by
setting an+1 = 1 and applying the already established result to a1, . . . , an+1. 
The result can be used to derive the following inequality, which will be used below:
Lemma 2.8. Let τ be a trace on A. For all r, n ∈ N and all a1, . . . , an ∈ A we have
|τ ((a1 + · · ·+ an)
r) | ≤
(
n∑
i=1
τ
(
(a∗i ai)
ϕ(r)
) 1
2ϕ(r)
)r
.
Proof. Let Wrn denote the set of all words in a1, . . . , an of length exactly r. For ω ∈ W
r
n
denote by ω(i) the number of occurences of ai in ω. We have
|τ ((a1 + · · ·+ an)
r) | ≤
∑
ω∈Wrn
|τ(ω)|
≤
∑
ω∈Wrn
n∏
i=1
τ
(
(a∗i ai)
ϕ(r)
) ω(i)
2ϕ(r)
=
(
n∑
i=1
τ
(
(a∗i ai)
ϕ(r)
) 1
2ϕ(r)
)r
.
Note that we have used Lemma 2.7 for the second inequality. 
The following is a Ho¨lder type inequality for ‖ · ‖p:
Proposition 2.9. For any even p and any a, b ∈ A we have
‖ab‖p ≤ ‖a‖ϕ(p+4)‖b‖ϕ(p+4).
Proof. We find
‖ab‖p = τ
(
(b∗a∗ab)
p
2
) 1
p
= τ (a∗abb∗ · · · b∗a∗abb∗)
1
p
≤ τ
(
(a∗aa∗a)ϕ(p)
) 1
2pϕ(p) τ
(
(bb∗bb∗)ϕ(p)
) 1
2pϕ(p) · · ·
=
(
τ
(
(a∗aa∗a)ϕ(p)
) 1
2pϕ(p)
)p
2
(
τ
(
(b∗bb∗b)ϕ(p)
) 1
2pϕ(p)
) p
2
= τ
(
(a∗a)2ϕ(p)
) 1
4ϕ(p) τ
(
(b∗b)2ϕ(p)
) 1
4ϕ(p)
= ‖a‖ϕ(p+4)‖b‖ϕ(p+4),
where we used property (3) of τ several times, and Lemma 2.7 for the inequality in the third
step. 
We also get a Minkowski type inequality:
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Proposition 2.10. For any even p and any a, b ∈ A we have
‖a+ b‖p ≤ ‖a‖ψ(p) + ‖b‖ψ(p),
where ψ(p) := ϕ
(
2ϕ(p
2
) + 4
)
.
Proof. We use Proposition 2.8 to get
‖a+ b‖2p = τ
(
(a∗a+ a∗b+ b∗a+ b∗b)
p
2
) 2
p
≤ τ
(
(a∗aa∗a)ϕ(
p
2
)
) 1
2ϕ(
p
2 ) + τ
(
(b∗aa∗b)ϕ(
p
2
)
) 1
2ϕ(
p
2 )
+ τ
(
(a∗bb∗a)ϕ(
p
2
)
) 1
2ϕ(
p
2 ) + τ
(
(b∗bb∗b)ϕ(
p
2
)
) 1
2ϕ(
p
2 )
= ‖a∗a‖2ϕ(p
2
) + ‖a
∗b‖2ϕ(p
2
) + ‖b
∗a‖2ϕ(p
2
) + ‖b
∗b‖2ϕ(p
2
).
If we now apply Proposition 2.9 to each term in this last sum we get
‖a+ b‖2p ≤ ‖a‖
2
ψ(p) + 2‖a‖ψ(p)‖b‖ψ(p) + ‖b‖
2
ψ(p) =
(
‖a‖ψ(p) + ‖b‖ψ(p)
)2
,
and from this the desired result. 
We can now give an easy proof of the following well-known Corollary:
Corollary 2.11. Let (A, τ) be a tracial ∗-algebra. Then
Zτ := {a ∈ A | ‖a‖2 = 0} = {a ∈ A | ‖a‖p = 0 for all even p}
is a two-sided ∗-ideal in A. The trace τ vanishes on Zτ and thus induces a faithful trace on
the ∗-algebra A/Zτ .
Proof. For any even p and any a ∈ A we have as a consequence of the usual Cauchy-Schwarz
inequality
‖a‖pp = τ((a
∗a)
p
2 ) ≤ τ(a∗a · · · a∗︸ ︷︷ ︸
p−1
a∗a · · · a∗︸ ︷︷ ︸
p−1
)
1
2‖a‖2.
This shows that Zτ is the set of elements with ‖a‖p = 0 for all even p, and with the above
results Zτ is then easily seen to be a two-sided ∗-ideal. From the usual Cauchy-Schwarz
inequality we see that τ vanishes on Zτ . The rest is clear. 
Definition 2.12. We call the algebra A/Zτ , with trace induced by τ , the trace-reduction of
(A, τ).
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Remark 2.13. It is clear that the trace-reduction A/Zτ of a tracial ∗-algebra (A, τ) is trace-
reduced. Note that on a trace-reduced tracial ∗-algebra, 〈a, b〉 := τ(a∗b) defines an inner
product. Thus ‖ · ‖2 is a norm.
Let ϕ : (A, τ) → (B, ρ) be a homomorphism of tracial ∗-algebras, i.e. a ∗-algebra ho-
momorphism that fulfills ρ(ϕ(a)) = τ(a) for all a ∈ A. Then ‖ϕ(a)‖p = ‖a‖p holds for all
a ∈ A. So kerϕ ⊆ Zτ , and if (A, τ) is trace-reduced, then ϕ is injective. Any ϕ induces a
tracial ∗-algebra embedding on the trace-reductions A/Zτ → B/Zρ.
Let (A, τ) be a trace-reduced tracial ∗-algebra. It is clear that Theorem 2.6 is telling
us that the topology which is induced by the p-norms is compatible with addition and
multiplication. Indeed, the sets
Vn,p :=
{
a ∈ A | ‖a‖p <
1
n
}
form a countable subbasis of a vector space topology on A. Hence, we obtain a metrizable
topology on A which endows A with the structure of a metrizable topological algebra. We
say that a sequence (an)n∈N is a Cauchy sequence in A if ‖an − am‖p → 0 for all even p
as n,m → ∞. Moreover, a trace-reduced tracial ∗-algebra A is complete if every Cauchy
sequence in A has a limit in A.
It is easy to check that Theorem 2.6 implies that every trace-reduced tracial ∗-algebra
has a natural completion to a complete trace-reduced tracial ∗-algebra, which is defined as
usual to be the space of Cauchy-sequences modulo null-sequences.
We will also need the following observations:
Lemma 2.14. A trace-reduced tracial ∗-algebra A does not contain nilpotent left-ideals other
than {0}.
Proof. Let I be a nilpotent left-ideal and x ∈ I. Then x∗x ∈ I, and thus (x∗x)2
n
= 0 for
some n ≥ 1. So τ
(
(x∗x)2
n)
= 0, and since τ is faithful, this immediately implies x = 0. 
Corollary 2.15. Let (A, τ) be a trace-reduced tracial ∗-algebra which satisfies the polynomial
identity jk. Then A embeds into a k × k-matrix algebra over a commutative ring.
Proof. We already recalled the fact that the Jacobson radical of A is nilpotent. By Lemma
2.14 it is trivial. The embedding result is now [18], Corollary 1.6.7. Concretely, there exists
an embedding
ι : A →֒
∏
m⊂A
A/m,
where m runs through all maximal ideals. Indeed, the Jacobson ideal agrees with the inter-
section of all maximal ideals of A and hence ι is injective. Now, A/m is simple and satisfies
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the polynomial identity jk. Hence, A/m is isomorphic to a subring of the k × k-matrices
over a field km. We may consider the commutative C-algebra B =
∏
m⊂A km and see that A
is now realized as a ∗-subalgebra of Mk(B). This finishes the proof. 
2.3. Metric ultraproducts of tracial ∗-algebras. We are now concerned with the notion
of ultraproduct of tracial ∗-algebras. We will see that even though the definition is reasonable
and natural, it has its pathologies. One of the unusual features is that the tracial ultraproduct
of a sequence of tracial ∗-algebras may consist only of multiples of identity.
Let I be an index set and (Ai, τi) a tracial ∗-algebra, for each i ∈ I. Most of the time,
I will be just the set N. Define∏˜
i∈I
(Ai, τi) =
{
(ai)i∈I ∈
∏
i∈I
Ai | (‖ai‖p)i∈I is bounded, for all even p
}
.
Here, ‖ai‖p = τi
(
(a∗i ai)
p
2
) 1
p , as in the last section. Using the Ho¨lder and Minkowski type
inequalities from the last section,
∏˜
i∈I(Ai, τi) is easily seen to be a ∗-subalgebra of the
product algebra.
Now let ω be an ultrafilter on I. For x = (ai)i∈I ∈
∏˜
i∈I(Ai, τi) we define
τω(x) := lim
i→ω
τi(ai).
Since |τi(ai)| ≤ ‖ai‖2, and by the definition of
∏˜
i∈I(Ai, τi), this is a well defined mapping
τω :
∏˜
i∈I
(Ai, τi)→ C.
One easily verifies that τω is even a trace. For the induced p-norms we find
‖x‖p = τω
(
(x∗x)
p
2
) 1
p
= lim
i→ω
τi
(
(a∗iai)
p
2
) 1
p
= lim
i→ω
‖ai‖p.
So consider
Zτω :=
{
x ∈
∏˜
i∈I
(Ai, τi) | ‖x‖2 = 0
}
,
which is a two-sided ∗-ideal in
∏˜
i∈I(Ai, τi) by Corollary 2.11.
Definition 2.16. We call the quotient ∗-algebra∏
i→ω
(Ai, τi) :=
(∏˜
i∈I
(Ai, τi)
)
/Zτω
the metric ultraproduct with respect to the ultrafilter ω of the family ((Ai, τi))i∈I . We equip
it with the trace induced by τω.
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Remark 2.17. The construction is functorial in the following sense: if ϕi : (Ai, τi)→ (Bi, ρi)
are homomorphism of tracial ∗-algebras for all i ∈ I, then they induce a canonical homomor-
phism of tracial ∗-algebras ϕ :
∏
i→ω(Ai, τi)→
∏
i→ω(Bi, ρi). The usual functorial properties
are fulfilled. ϕ is injective, since
∏
i→ω(Ai, τi) is trace-reduced, see Remark 2.13. A sufficient
condition for ϕ being surjective is for example the following:
{i ∈ I | ϕi is surjective } ∈ ω.
This is easily checked. So for example replacing each Ai by its trace-reduction Ai/Zτi does
not change the metric ultraproduct.
Lemma 2.18. The metric ultraproduct of a sequence of tracial ∗-algebras is always trace-
reduced and complete.
Proof. It is trace-reduced since we defined it to be the trace-reduction of a tracial ∗-algebra.
A standard diagonalization argument shows that the metric ultraproduct is also complete.

Example 2.19. Let A be a ∗-algebra and let τ, τi for i ∈ N be traces on A. Assume limi→∞ τi =
τ , pointwise on A. Consider the diagonal embedding
ι : A→
∏˜
i∈I
(A, τi); a 7→ (a)i∈I .
Since τi((a
∗a)
p
2 ) → τ((a∗a)
p
2 ) for fixed p and a, each diagonal sequence is indeed bounded
with respect to ‖ · ‖p. Fix an ultrafilter ω on N which is not principal. Then ι is a tracial
∗-algebra homomorphism, when A is equipped with τ . Thus we get a morphism of tracial
∗-algebras
(A, τ)→
∏
i→ω
(A, τi).
3. Embedding theorems
We can now state the approximation results from Theorems 2.4 in a more conceptual
way, as embedding results.
Theorem 3.1. Let (A, τ) be a tracial ∗-algebra, generated by n hermitean elements. Then
there is a tracial ∗-algebra homomorphism into a metric ultraproduct
ϕ : (A, τ)→
∏
k→ω
(An,k, τk)
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on the index set N, where An,k is the algebra of n generic self-adjoint k × k-matrices and
τk : An,k → C is a complex-linear functional which makes (An,k, τk) into a tracial ∗-algebra
for each k ∈ N.
Proof. First note that we can assume that A = C〈X〉 forX = {X1, . . . , Xn}. Indeed choose a
surjective ∗-homomorphism π : C〈X〉 → A, and pull back the trace τ to a trace τ ′ on C〈X〉.
Then ker π ⊆ Zτ ′, see Remark 2.13. So we obtain a surjection A ։ C〈X〉/Zτ ′, and any
trace-preserving homomorphism from C〈X〉 to an ultraproduct factors through C〈X〉/Zτ ′,
again by Remark 2.13.
But for A = C〈X〉 we have shown that τ can be approximated by traces τk that van-
ish on Jk, see Theorem 2.4. So as described in Example 2.19 we get a tracial ∗-algebra
homomorphism
(C〈X〉, τ)→
∏
k→ω
(C〈X〉, τk)
But since τk vanishes on Jk we can replace (C〈X〉, τk) by An,k = C〈X〉/Jk with the
induced trace, without changing the ultraproduct (see Remark 2.17). This finishes the
proof. 
Theorem 3.2. Let (A, τ) be a countably generated tracial ∗-algebra. Then there is a tracial
∗-algebra homomorphism into a metric ultraproduct
ϕ : (A, τ)→
∏
k→ω
(Ak, τk),
where Ak is the algebra of generic self-adjoint k × k-matrices.
Proof. The proof is exactly the same as before, reducing to A = C〈X∞〉 first and applying
Remark 2.5. 
Corollary 3.3. Let (A, τ) be a trace-reduced tracial ∗-algebra and suppose that A admits
a countably generated dense subalgebra. Then there exist trace-reduced tracial ∗-algebras
(An, τn) of type I≤n and a trace-preserving embedding into a metric ultraproduct
ι : (A, τ) →֒
∏
n→ω
(An, τn).
In order to apply the preceding corollary to finite von Neumann algebras with a separable
pre-dual, we should convince ourselves that a finite von Neumann algebra with a separable
pre-dual admits indeed a countably generated dense subalgebra with respect to the topology
induced by all the p-norms.
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Proposition 3.4. Let (M, τ) be a finite von Neumann algebra with a separable pre-dual and
a specified trace τ : M → C. Then, there exists a countably generated ultra-weakly dense C-
subalgebra A ⊂M , and for any such algebra (A, τ |A), the completion of (A, τ |p) with respect
to the p-norms is canonically contained in the GNS Hilbert space L2(M, τ) and contains M
as the sub-algebra of bounded elements.
Proof. It is well-known, that if M has a separable pre-dual, then M admits a countable
ultra-weakly dense set and hence a countably generated C-subalgebra A, which is dense in
the ultra-weak topology. Since any Cauchy sequence with respect to the p-norms is a Cauchy
sequence with respect to the 2-norm, we may identify the completion with a subspace of the
GNS space L2(A, τ).
We denote the norm-completion of A by C∗(A, τ). It is clear that any norm-limit is also
a limit with respect to the p-norms since
‖x‖ = sup
p
‖x‖p, ∀x ∈M.
Hence, C∗(A, τ) is contained in the completion with respect to the p-norms. Pedersen’s
Theorem [16, Thm. 2.7.3] states that for every x ∈ M and n ∈ N, there exists a projection
qn ∈M with τ(qn) ≥ 1−
1
n
and yn ∈ C
∗(A, τ) with ‖yn‖ ≤ ‖x‖, such that ‖qn(x− yn)‖ ≤
1
n
.
We conclude from this
‖x− yn‖p ≤ ‖qn(x− yn)‖p+ ‖(1− qn)(x− yn)‖p ≤
1
n
+ ‖1− qn‖p‖x− yn‖ ≤
1
n
+
1
n1/p
· 2‖x‖.
Here, we used ‖1 − qn‖p = τ((1 − qn)
p)1/p ≤ 1
n1/p
. In particular, we conclude that yn → x
in the topology induced by the p-norms. Hence M is contained in the completion and it is
easy to see that M consists precisely of those elements which are bounded with respect to
the trace. 
Remark 3.5. We note that a finite von Neumann algebra with a specified trace is not complete
with respect to the p-norms unless it is finite dimensional.
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