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i概要
現代の情報社会を支えるネットワークシステムはその重要性を増す一方であり、システムの
継続的な運用が必要不可欠となっている。特にシステム復旧のためのトラブルシューティング
においては、情報の具体性、普及による一般性の面で優れるシステムログの活用が有効であ
る。しかしシステムの規模の拡大および複雑化に伴いシステムログをはじめとした運用データ
の規模は増大しており、効率的な活用のため自動解析技術への需要が高まっている。
システムログを用いた自動解析の分野では異常検知、異常箇所の特定、障害の原因究明など
広い視点からアプローチがなされてきた。特に障害の原因究明を目的とした研究においては、
他のデータよりも文脈的な情報を示すシステムログの活用は大きく注目されている。しかし、
既存のシステムログを用いた障害の原因究明支援技術は運用者にとって必ずしも実用的なもの
とはなっていない。これは既存技術の多くが過剰な情報抽出により運用上真に有用な情報を埋
もれさせてしまっていることに起因する。
過剰な情報抽出を防ぐためのアプローチの 1 つとして、因果解析が挙げられる。障害の原
因究明においては、擬似相関などの不適切な情報を抑制できる点で運用情報活用の効率化に貢
献できる。一方でログを対象とする既存の因果解析技術は障害の周辺イベントを対象とした診
断の形を取るものが主流であり、解析の効率化のため扱うデータの範囲に制限が発生するもの
となっている。オペレータによるシステムログを用いたトラブルシューティングは本来システ
ムの定常状態や過去の事例との対比を伴うものであり、より広範囲のデータを用いた探索的な
アプローチに基づく自動解析が実現できれば従来よりも実オペレーションの手順に即したより
高度な原因究明支援が可能となるだろう。そのためには、システムログの因果解析をより高速
に、効率的に行うための手段が必要である。
システムログの因果解析の効率化は、ログ中の情報の取捨選択によってなされる。この実現
には、システムログのデータ的な、あるいは時系列的な構造に関する知見が必要となる。過去
の研究において行われてきたシステムログの構造についての解析は、その多くがシステムごと
の汎用性を考慮して統計的な性質を主とする手法であり、システムログを出力するシステムの
性質に踏み込んだものではなかった。これに対し本研究では大規模ネットワークシステムとい
う環境に焦点を当て、その環境およびログの構造的性質を活用した解析を行うことで運用者に
とってより信頼に足る解析とすることを重視する。
本論文では、大規模ネットワークシステムにおいて運用者のトラブルシューティングに対す
るより実用的な情報提供を行うという形での支援を目指す。この情報提供を、システムログの
自動解析によりログ中のイベント間の因果関係を推定する技術を提案することにより実現す
る。この技術の軸は因果推論に基づくグラフ解析手法である PCアルゴリズムの利用にある。
さらに解析の効率化のため、ネットワークシステムのログの構造に関する知見に基づく手法選
択及び前処理・後処理を行なう。このうち、ログのフォーマットの半言語的構造に基づく Log
templateの生成手法、ログ出力の周期性・恒常性に基づく時系列の前処理手法、ログデータ
の時系列的なスパース性を考慮した条件付き独立検定手法、得られる因果関係の恒常性に着目
ii
した因果 DAG の後処理手法、の 4 つがログの構造の知見に由来する特に重要な要素技術と
なっている。これらにより、広範囲のシステムログを対象とする探索的な因果解析を可能とし
ている。
この技術の実際のネットワークシステムにおける有用性を評価するため、本論文では実運用
されている大規模ネットワークの運用データを用いた解析を行なっている。複数のケーススタ
ディの検証により、実際に発生した障害において有用な情報の提供に成功していることを確認
する。またこのネットワークシステムの運用チームにより記録されたトラブルチケットとの対
応付けにより、発生した大規模な障害の 74%において運用者にとって有用な因果情報の検出
に成功していることを示している。さらに提案手法がトラブルチケットに記録されていない障
害についても因果情報を検出しており、そのような障害の再発を未然に防ぐ上でも重要な貢献
があることを示唆している。
本研究はネットワークシステムのトラブルシューティングの支援においてより重要性の高い
情報の提供を可能とした点、そしてその情報を運用者が効率的に利用できる範囲まで精選・圧
縮をおこなった点に大きな貢献がある。得られた因果関係情報は探索的解析により知識ベース
としての価値があり、他のデータや手法と連携した更なる解析を行う助けとなるだろう。また
システムログの構造についての知見は今後のシステム運用データ解析分野の更なる発展に寄与
することが期待される。
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1第 1章
序論
1.1 背景
我々の社会を取り巻くネットワークと情報システムは飛躍的に拡大し続けている。スマート
フォンや IoT デバイスの普及による、利用形態と利用者の拡大。サービスやコンテンツの多
様化による、システムの細分化。システム運用形態の変化とセキュリティの改善に伴う、シス
テムの仮想化と多層化。例えば IoTの分野では、2020年までに 500億から 1000億の機器が
ネットワークに接続されると考えられている [1]。このように、今後も情報システムの規模は
ますます拡大していくと考えられる。これらのシステムの複雑化に伴う形でシステムの運用に
求められる人的コストもまた増加の一途を辿っている。
この運用コストの増加の原因の一つに、運用データの規模の増加がある。情報システムにお
いてはシステム内部の動作は運用データとして出力される限られた情報から推測することが必
要となる。しかし、システムの複雑化により出力される運用データの規模が増加したことで、
システムオペレータが全ての運用データを必要に応じて監視し続けることが難しくなってし
まった。結果、システムにおいて取得した運用データを十分活用できないということが多くの
運用環境において発生している。これに対し、運用データの監視の一部または全部を自動化し
たいという要求が存在している。
システムの運用データには、一定の問題の発生をあらかじめ予測した上でその対策として取
得・管理されるデータと、未知の問題の原因究明においてもある程度有効となりうるデータを
取得・管理するデータの 2 通りが考えられる。本論では前者のデータを利用した監視をアク
ティブ計測、後者のデータを利用した監視をパッシブ計測と呼ぶものとする。運用データの自
動化は主にアクティブ計測のデータを対象に行われてきた。特定の問題にフォーカスしている
ことからデータの用途が明確であることが多く、直感に沿った自動化が可能であったためであ
る。しかし、アクティブ計測が扱う特定の問題は通常システム環境に依存する。そのため多く
のシステム環境に適用可能な汎用性を得ることは難しい。一方でパッシブ計測は特定の問題を
対象とするものではないため、システム環境に依存しない汎用的な計測方法を取ることが多
い。これにより、パッシブ計測データの解析を自動化することができれば多くのシステム環境
で応用可能な汎用自動解析手法を実現することが可能である。
2 第 1 章 序論
パッシブ計測においてはデータは特にシステムログの形式で記録されることが多い。システ
ムログは多くのシステムで共通の機構が標準的に用いられていることから、既存のシステムの
多くでシステムログが記録される土壌がすでに整っている。システムログは他の数値的データ
と異なり発生した事象を自由記述のメッセージにより記録するため、システム内部の振る舞い
を直感的に捉えやすく、主にトラブルシューティングにおいて活躍する。しかしシステムログ
においてもデータ規模の拡大により記録したログを十分活用できていない問題があり、自動解
析への需要は大きい。システムログの解析の一部を自動化することができれば、多くの既存シ
ステムで汎用的に利用できるオペレータの原因究明支援技術として活躍が期待される。
システムログを用いた自動解析により得られる情報がトラブルシューティングにおいて実践
的な有用性を発揮するためには、以下の 2つの要件を達成することが必要である。
1. 人手では見落としやすい情報を検出できること
2. 得られる情報が人手で扱える規模まで精選、あるいは区別されていること
システムログの自動解析には、1に挙げたように人が見落としやすい関係を新たに発見しう
るという効果が期待される。一例として、複数機器にまたがる障害を考える。ネットワークシ
ステムにおいては、ある機器で発生した障害が他の機器に影響し、障害が波及していくという
ことが起こる。このとき機器間での障害の波及は、処理間のラグや通信遅延の影響により機器
内イベント間の波及と比較して時間差が大きくなる。そのような時間差のある関係は他の情報
と混ざって得られる場合オペレータにとって関係性を把握しづらく見落としやすい関係であ
る。しかし同時に、このような機器をまたがった障害の波及はオペレータの直感に反する挙動
を意味することが多く、トラブルシューティング上重要性の極めて高い情報である。実際の例
では、ある機器 Xで発生した障害が別の機器 Yに波及し、関連するログメッセージが Aで 80
件前後、Bで 120件前後記録された。これらの X, Yでのログイベントはそれぞれネットワー
ク上の異なる機能のイベントでありかつ時系列上同期していないことから、人手では関係性を
見出すことが難しい。本論文では 8.2.3節において、このようなデータから自動解析により初
めて明らかになった障害の例を示している。このようにシステムログにはオペレータにとって
活用の難しいが有用な情報が潜在的に含まれているが、そのような情報を自動解析という異な
る側面からの解析を取り入れることで効率的にログの情報を扱えるだけでなく、人力では活用
の難しい情報が可能になる。
一方で、2で挙げたようにシステムログから得られる情報をオペレータが効率的に活用する
ためには正しい、あるいは有用な情報を得るだけでは不足である。もし得られる有用な情報が
多数の不要な情報と混ざって提供されてしまうと、オペレータはこの多数の情報全てに目を通
すこと自体に時間がかかってしまい効率性を大きく損なうことになる。加えてこの多数の不要
な情報に有用な情報が含まれているか否かも分からない、という状況の発生に繋がるため、有
用な情報をオペレータが見落としてしまう可能性が大きく増大してしまう。このようなことは
既存のログ解析技術においても多数発生している。例えば運用者の原因究明に対する支援技術
においては、時系列相関解析がよく用いられている。しかし相関解析では疑似相関の影響で得
られる関係情報の数が膨大なものとなりやすく、これらの技術では得られた相関から重要な情
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Jan	17	17:00:00	routerA	System	shutdown	by	root	
Jan	17	17:00:05	switchB	Error	detected	on	eth0	
Jan	17	17:00:15	routerC	BGP	state	changed	from	Established	to	Idle	
Jan	17	17:00:15	routerD	SNMP	trap	sent	to	routerA	
……	
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図 1.1. システムログと因果関係
報を取り出すためにさらに人手での解析を要している [2, 3]。この有用な情報を埋もれさせて
しまう「不要な情報」には疑似相関の他に、解析上発生する False positive、オペレータにとっ
て自明な情報などが含まれる。このような情報の発生は研究段階の技術においても現状十分な
考慮がなされておらず、先進的なログ解析技術を実用段階に持ち込むための大きな障壁となっ
ている。
このような「不要な情報」のうち特に疑似相関がトラブルシューティングの妨げとなる状況
について、一例を取り上げる。ここでは、複数の機器から構成されるネットワークにおける
障害について考える。あるルータ Aが停電のため停止され、このルータと接続するスイッチ
B、ルータ C、ルータ D においてそれぞれ異なるイベントが発生した。このような状況で出
力されるログの例を図 1.1に示している。(このログは説明のため簡略化されている。) この例
ではまず最初にルータ Aでは機器の停止が行われる様子が記録されている。これに対し、ス
イッチ Bではルータ Aと接続するインタフェースにおいて障害が発生していることを示すロ
グが出力されている。同様にルータ Cではルーティングの手続きに関するログが、またルー
タ D ではルータ A の状態変化を監視しようとするログが出力されている。これらの B,C,D
において出力されたログは、オペレータが見ればいずれもルータ Aの停止に由来して発生し
ているイベントであると判断できるものである。このことは図 1.1のように、Aの停止イベン
トを原因、それ以外のイベントを結果とする因果関係とみなせる。一方で、これらのログは時
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系列上で見ると全て互いに近い時間帯に出現しているログであることから、相関の考え方を用
いてそれぞれの関係を推定しようとするとこれらのイベントは全て互いに関係あるものと判断
されてしまう。このとき B,C,D間の関係は Aを介して発生する関係であり、因果ではなく擬
似相関であると言える。この例では 3 つであるが、関連するイベントの種類が多いほどこの
ような擬似相関の組み合わせは大きく増加する。ログの活用において擬似相関の関係が因果に
混ざってオペレータに提供されることは、オペレータが確認すべき情報を徒らに増加させトラ
ブルシューティングの効率性を大きく損なうことになる。実際の例では、ある機器において再
起動を伴う障害が発生した際に、関連するアラートとして 70種類以上の異なるイベントから
1,000以上のログメッセージが同時間帯に出力された。これらのメッセージは既存の技術では
70種類以上のイベント間で完全結合に近い形の関係情報が抽出されてしまいオペレータによ
る実践的利用を妨げる状況にあった。本論文では 8.2.2節において、このような問題を抱えた
ログから適切な情報を抽出することに成功した例を示している。このように、システムログか
ら関係情報を抽出する際には正しい情報を取得するだけではなく、擬似相関などの不適切な情
報をできる限り減らすことが同時に求められている。
これらの 1、2の 2つの要件を同時に満たすため、因果推論と呼ばれる考え方により広く解
決が計られている。因果推論の分野では先の例で挙げたような擬似相関を条件付き独立と呼
び、正しい因果関係と区別することが可能である (このことは 4.1 章で詳しく述べる)。シス
テムログの自動解析においても、ログイベント間の因果関係を推定することができれば相関を
用いる場合よりもシステムの振る舞いをより直感的に、より具体的に把握することが可能とな
る。これにより、システム運用におけるオペレータの作業負担を大きく軽減することができ
る。さらに、因果関係はシステムの振る舞いの流れを示すため、因果関係を利用して障害の原
因となり得る候補イベントを自動検出することも可能となる。また因果関係は相関と比べてよ
り強い文脈的価値を持つことから、過去のログ中の因果関係を知識として蓄積することでより
柔軟な活用が可能となる。例えば、過去のログとの対比による因果関係情報の重要性の評価、
現在起きているイベントから派生しうる障害の予測などの応用が期待される。
一方で、システムログの解析の自動化においては他のデータとの性質的な違いに由来する多
くの困難が存在する。まずシステムログの出力が自由記述によるものであるためそのまま時系
列データとして用いることができない点が挙げられる。既存のログ解析ツールの多くは出力さ
れるログの形式をあらかじめ定義することでログの分類とパースを行なっているが、未定義の
ログ形式を適切に扱うことが困難であり、システムログの汎用性を損なうことに繋がってい
る。汎用性のあるシステムログの自動解析手法には、システムログの出力形式を出力された
データから推定することが必要である。またシステムログの重要な記述の多くがデータ全体に
対して数が少なくかつ時系列上スパースな特性をもつ。そのため一般的な数値データで用いら
れる統計手法をそのまま適用することができないという問題がある。システムログにおいて因
果解析を行うにあたっても、このような問題に対応する形でシステムログの独自のデータ的性
質を考慮した解析が必要となる。
システムログの自動解析をおこなっている既存技術 [4, 5]において、因果解析が採用されて
いる。これらの技術は主にシステムログを用いた障害の自動診断を行うことを目的としてい
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る。これらの既存技術の問題点として、ログの情報のうち障害発生周辺の限られた期間のデー
タのみを用いていることが挙げられる。因果解析は計算コストの大きいアプローチであるた
め、特に障害に関わりの深いと考えられる時系列上近いデータを用いることは合理的である。
しかし、実際に発生する障害においてはその障害イベントに関わる全てのイベントが近い期間
に発生しているとは限らない。障害発生より前に何らかの関連するイベントが発生しているは
ずであるがそれがいつかわからない、という状況は現実的なトラブルシューティングにおいて
頻発している。既存技術はこのようなケースに対して有効ではない。またシステムログから得
られる情報は必ずしも表面化した障害に関するもののみではない。システムでは通常その運用
を妨げる障害以外に、障害には至らない多数の異常な振る舞いが発生している。このような異
常な振る舞いを把握することは、障害の発生を未然に防ぐ上で極めて重要である。本研究では
この問題に対し、より広範囲のデータを用いた探索的な因果解析を目指す。広範囲のデータか
ら因果解析を行うことはログデータに対応する因果情報を知識として蓄積できることを意味
し、その利用によりログのさらなる文脈的解析に応用することが可能であると期待される。
広範囲のデータを対象とする解析の実現のためシステムログの因果解析を効率化するには、
適切な前処理と手法選択が必要となる。システムログ中にはトラブルシューティングにおいて
有用な情報とそれ以外の情報が共存していることから、前処理では有用な情報を残し重要性の
低い情報を除去するという形で情報の取捨選択を行う必要がある。そのためにはシステムログ
の構造に着目した解析を行い、その構造に基づく情報の取捨選択を行わなければならない。シ
ステムログ中には多様な構造が見られる。
1. メッセージ中の単語構造
2. ログイベントの時系列上の性質構造
3. ログイベントの文脈的構造
1はログメッセージ中の単語が持つ半自然言語的な性質に関するものである。この性質はログ
メッセージを分類する上で有用であるが、既存手法では半自然言語的な性質までは踏み込まず
単語の位置や文字、長さなどの情報のみを用いている。( 3.2.1節で詳しく述べる。) 2はログ
イベントに見られる主な時系列的性質について述べている。これはログおよび出力した環境に
依存するが、ネットワークシステムのログでは周期的なイベントとスパースなイベントの 2種
類が存在する。しかし同時に、これらのイベントが重複して発生する半周期的なイベント (時
系列上周期的な成分と外れ値の成分が共存するイベント)もまた存在する。既存研究では周期
的なイベントについては認識されている [6]ものの、そのような半周期的イベントの存在につ
いては十分考慮されていない。3はログイベントがそのシステム設計や役割から文脈的に分類
できることを意味している。この分類はシステムに大きく依存するが、既存技術でも比較的よ
く用いられている性質である [4]。これらに加えて、ログのみならずそこから得られた因果関
係もまた性質構造を持つ ( 5.5章で詳しく述べる。)。本研究ではこれらの性質構造を考慮した
手法提案及び前処理の設計を目指す。
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1.2 目的
本研究では特に大規模ネットワークの運用に着目し、トラブルシューティングにおける有用
な情報の提供という問題に運用者の視点で取り組むことで、ネットワーク運用の効率改善に実
践的に貢献することを目指す。本論文ではこの目的の元に運用ログデータの因果関係について
の自動解析技術を提案する。この提案は軸となる因果関係の推定技術と、それを効率的に行う
ための周辺技術について述べる。まずシステムログの出力メッセージについて意味上の分類を
機械的に行うため、出力されたシステムログからそのフォーマットを推定するための手法を提
案する。次に分類されたログのイベントについて自動解析により因果関係を推定するための技
術を提案する。また併せてより適切な因果情報を取得するための時系列の前処理と後処理の手
法を示す。これらの手法の提案においては運用者による効率的な活用が可能な情報の提供とい
う要求を満たすため、疑似相関だけでなく False positiveや自明な情報などのトラブルシュー
ティング上重要性の低い情報を適切に減らすことを重視する。
さらに、これらの一連の技術を用いて実運用されているシステムのログで検証と評価を行
う。本論では国内の教育機関向けネットワークである SINET4 [7]の実運用データを用いる。
またシステムログとは別に記録されているトラブルチケットの情報を利用し、得られた因果関
係の情報と実際に発生した障害の対比による実用性の評価を行う。
1.3 貢献
本研究の最大の貢献は、システムログ中のイベント間の因果解析を探索的に行う実用的な手
法を初めて提案した点にある。因果推論によりシステムログ中の因果関係を解析した研究は過
去に存在しているが、いずれも因果推論という技術が要する計算コストの高さゆえに探索的な
アプローチを取ることができず、直接的な原因究明などに必要な一部のデータに対する解析の
みを行っていた。本研究で提案する技術は高速なアルゴリズムにより障害などの前後の情報の
みでなく全期間を対象とした因果解析を実現しており、得られた因果情報はログの文脈情報を
集約した知識データベースであり、より進んだ解析を行うための礎としての価値がある。これ
について本論においては特に検出数ベースの俯瞰的な比較や恒常的な振る舞いの分離などの応
用を示した。このことは周期的・恒常的な時系列に対する前処理により不要な因果関係を除去
した前処理手法と併せて、得られる因果情報をより効率的に、より実践的に扱える形へと改善
している。さらにこれらの手法を実運用されている大規模ネットワークのデータに適用するこ
とでその実践的可用性を示している。100以上の機器からなるネットワークの 1年を超える長
期間のデータにおいてデータ全体を対象とする探索的解析を実現したことは、他の大規模なシ
ステムへの応用性に関して十分な根拠を与えている。特に検出された複数の有用な因果情報の
例、及び記録されたトラブルチケットとの対比を通じて、提案手法の活用により具体性を与え
ている。
加えて本研究ではシステムログのようなスパースなデータで適切な解析を行うための複数の
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要素技術を提案している。スパースな時系列データにおける周期性や恒常性に着目した前処理
手法は、同種の特性をもつ他のデータへの応用も可能であると考える。また因果解析を高速に
行うための因果推論の基盤手法の選択も、トラブルシューティングに役立つ適切な因果を推定
する上で大きな貢献がある。
システムログをイベントとして分類するための新たな前処理手法を提案した点も重要な貢献
である。本研究で提案している構造学習を用いたログ出力フォーマットの推定手法は、既存手
法の大多数を占めるクラスタリングによる手法とは性質を異にする全く新しいアプローチであ
る。この手法は既存の手法に見られた、数の少ないメッセージの解析に関する問題を大きく改
善しており、因果解析に大きな貢献があるのみならず分類されたデータの活用に大きな柔軟性
を与えた点で価値がある。
1.4 構成
本論文は、次のような構成となっている。
第二章では、まずネットワークシステムの運用におけるシステムログの役割について解説を
行い、本研究の前提の共有の一助とする。第三章では、本研究と同様システムログを用いたシ
ステム運用の支援を目的とする技術・研究についての紹介を行い、本研究の立ち位置を示す。
第四章では、本研究の提案の軸となる因果解析手法とその周辺技術について解説を行う。第五
章では、提案手法の全体の流れを示し、その上で各要素技術についての詳細を示す。第六章で
は、提案手法の検証及び評価に用いる大規模ネットワークのデータについて、その前提を共有
する。第七章では、提案手法の各要素技術やそのパラメータについて実データを用いた検証を
行い、その妥当性を示す。第八章では、提案手法を用いて実データの因果解析を行い、得られ
た因果情報と実際に発生した障害の情報を対応させながら現実的な障害のトラブルシューティ
ングにおける有用性について検討する。第九章では、得られた結果に基づいて実際のシステム
への適用可能性やそのための改善案、今後の課題などについて議論する。第十章で本論文の提
案とその有用性、そして今後の課題についてまとめ結論とする。
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運用とログ
本章では、一般的なネットワークシステムの運用におけるシステムログの利用について確認
する。まずシステム運用においてオペレータに求められる役割について整理し ( 2.1章)、その
後システム運用におけるシステムログの利用についてまとめる。
2.1 システムとオペレータ
我々の生活は今や、あらゆる情報システムに支えられている。インターネットを利用したコ
ミュニケーションツールは当たり前のものとなり、買い物の際にはネットショッピングが選択
肢の一つとなった。誰しも多機能な携帯電話やスマートフォンを持ち、長い時間をそれらを利
用して過ごす。近年の IoT技術の躍進から、我々の生活を占める情報システムの範囲はさらに
拡大していくことが予想される。情報システムが普及したことにより多数の利用者が生まれ、
そして多様な利用形態が発生した。それら全てを支えるため、情報システムは 24時間常に動
作し続けることが当たり前のこととして望まれている。
しかし一方で、システムの提供者にとって情報システムが継続的に動作し続けることは当た
り前のことではない。システムを構成する機器が故障すればシステムは停止する。設計時の想
定を超える負荷が機器やシステムにかかり、それが原因でシステムのサービス品質が低下する
こともある。システムの設計やソフトウェア、設定に問題があればシステムが異常な動作をす
ることになる。これらのシステム障害は、近年の冗長化や設計技術などにより回避できるもの
もある。しかしそれは、あらかじめその問題の発生が予想され、十分対策された上で初めてな
し得ることであり、全ての障害の発生を防ぐことはできない。そのような環境において、シス
テムの動作を可能な限り「当たり前」に近づけるのが、システムオペレータの仕事である。具
体的には、
1. システムの継続的な監視
2. システム障害からの高速なサービス復旧
3. システム障害の再発防止
の 3つがオペレータに求められるタスクとなる。
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情報システムを運用するには運用コストがかかる。運用コストには機器の消費電力や交換費
用なども含まれるが、それ以上に大きいのはオペレータを継続的に対応可能とするためのコス
トである。情報システムは常に動作し続けることが求められているため、障害が発生すれば 24
時間いつでも対応可能な体制を整えることが必要となる。しかしオペレータは金銭コストを払
えばいくらでも増やせる備品ではない。特に障害対応において障害の原因究明を行う為には、
オペレータには深い知識と経験が求められる。そのようなオペレータを十分な人数育成するこ
とは難しい。多様な得意分野のオペレータを集めることも考えられるが、障害発生時にその問
題に詳しいオペレータが対応可能である保証はない。これらの事情からオペレータの業務環境
は劣悪なものとなり易い。この問題は近年社会問題として取り上げられつつある長時間労働の
問題とはまた別の原因を抱えており、企業体質の改善などの対策では改善することが難しい。
情報システム運用における障害対応が容易でない原因は、情報システムの不透過性にある。
人手が多くを占める工場のようなシステムであれば、故障の発生時にその故障の発生箇所を特
定することは比較的容易である。しかし情報システムは障害の多くが機器の物理的動作に表面
的に現れるものではないため、視覚的に把握することができない。このような状況において、
オペレータは限られた情報から障害の実態を把握することが必要である。オペレータが利用で
きる情報としては、以下が挙げられる。
1. オペレータの前提知識
2. 運用データやログなど、あらかじめ設計されたシステムの出力
3. ソースコードや設定情報など、システムの入力や構成要素
情報システムは基本的に、3の情報を使えばあらゆる障害の実態を把握することが可能なはず
である。しかし 3の情報は通常膨大なものであり、その全てを短時間で調査することは人間に
は不可能である。ゆえにオペレータは、1および 2の情報を用いて 3の中でも障害の原因に関
連する要素の見当をつける必要がある。この推測を的確に行うためには、オペレータが十分な
知識を備えていることと、システムの出力設計が的確であることの、一方または双方が満たさ
れていなければならない。
システムの出力設計が的確であるとは、具体的にどのような状態を指すだろうか？もっとも
適切なのは、発生する障害をあらかじめ予測した上で、その解決に役立つ情報を出力すること
である。しかし、発生しうる多様な障害の可能性についてあらかじめ全て把握した上でシステ
ムを設計することは非常に困難である。また、システムのおかれた環境によってどのような情
報が障害解決に役立つかは異なる。例えばトラフィック量の急増によるサービス品質の低下の
障害が予測される環境であれば、トラフィック量の変化を常にモニタするような設計が必要で
あると考えられる。このシステムの環境は長い運用の過程で変化しうるものでもあるため、完
全な対応は難しい。このため現実的には、多くの障害においてその解決の手がかりとなりうる
重要な情報を記録するということが行われている。具体的には、システムの構成要素の状態変
化や、他の要素との連携を伴うイベントの情報が有用であると考えられており、そのような情
報が記録される。本論では特定の障害をあらかじめ想定する出力を用いた監視をアクティブ計
測、多くの障害で有用となりうる情報の出力を用いた監視をパッシブ計測と呼んでいる。
2.2 システムログと syslog 11
パッシブ計測は多くの場合、データログという媒体を用いて行われる。データログとは動作
中のシステムを停止させることなくシステムにおいて発生したイベントの記録を残すための
手段の一つである。データログにはシステムの各要素が個別に記録するアプリケーションロ
グと、多くのサブシステムで共通の独立したログ機構により記録されるシステムログが存在
する。
2.2 システムログと syslog
システムログとは、情報システムを構成する多くのサブシステムの動作記録を一元的に活用
するためのログ処理機構について、その機構により出力されるログデータを指す。システムロ
グの機構には通常、ログを出力するための APIと、出力されたログを管理するログサーバに
転送する機能、そして受け取ったログデータを人が読める形で記録する機能が備わっている。
出力されたシステムログの特徴として、その多くが自由記述のメッセージ部を持つことが挙げ
られる。アプリケーションログの場合、ログに記述したい情報はある程度限定されているた
め、固定されたフォーマットに変数を埋め込む形で出力することも可能である。フォーマット
が固定されていることによりこれらのログは機械的に処理することが比較的容易であり、アク
セスログやクエリログなどログ出力の頻度が高いログの記録において有効である。一方、シス
テムログにおいては多様なサブシステムの情報を一元的に扱うため、より柔軟な記述が可能で
ある自由記述部を持つ必要がある。しかし、フォーマットが自由であるために機械的な処理を
行うことが難しくなっている。システムログの利点は、多様なシステム構成要素の発生イベン
トを共通の時間軸上で比較できることから、発生したイベントのタイムラインを直感的に把握
しやすいという点にある。
システムログの中でもよく使われているプロトコルに syslog [8] がある。一般に syslog と
いう名前は syslogの機構のプロトコル、その実装、そしてその機構により出力されるメッセー
ジのどれを指すこともあるが、本論ではプロトコル名を指すものとする。syslog は syslog で
ログを出力するための API と、その出力を受け取り適切に処理する syslog デーモンからな
る。syslogデーモン は syslog API によりメッセージを受け取ると、それを設定に基づいて適
切な場所に転送または記録する [9]。この転送には機器をまたぐものも含まれ、多数の機器か
らなるシステムのログの一元管理はこの機能を用いて実現される。
syslog の API から出力されるメッセージには、出力したい記述とは別に priority およ
び facility というデータが保持されている。priority はメッセージの重要性を示すもので、
debug、warning、errorなどがある。facility はメッセージの指すイベントの種類を示すもの
で、kernelやmailなどがある。これらは syslogデーモンによるメッセージの転送及び記録を
より柔軟に行うために利用され、通常実際に記録されるログメッセージには表示されない。例
として、あるサブシステムが大量の debugログを出力し、それがオペレータにとって不要な
情報である場合、syslogの設定で debug以下の priorityのログは記録を行わず破棄すること
が可能である。syslogのプロトコルに従う実装としては syslogdが最もよく使われていたが、
syslog の設定をより柔軟に行うための近年の実装に、rsyslog [10]や syslog-ng [11]がある。
12 第 2 章 運用とログ
syslog により出力されるログメッセージの形式は設定により変更可能であるが、ログが記
録された時刻を指すタイムスタンプ、ログが発信された機器を指すホスト名、そして自由記述
のメッセージ部を、空白文字で分割し 1 行にまとめたものが一般的である。以下に標準的な
syslogの出力メッセージの例を示す。 
Feb 10 11:30:40 device-a Accepted password for sat from 192.168.1.1 port 12345 ssh2 
本論ではこのような一連の情報を持つ行をログメッセージと称するものとする。これらのロ
グメッセージは 1つまたは複数のファイルに書き込まれ、通常このメッセージが時刻順に並ぶ
ことからファイルを閲覧するだけで視覚的にタイムラインを把握することが可能となる。
syslog は最低限の情報から構成されるその単純さゆえに扱いが容易であり、現在も広く用
いられている。より構造化されたシステムログの形式には syslog の機能をより発展させた
systemd-journald [12] や XML 形式で多くの情報を内包するWSDM Event Format [13] が
ある。これらの構造化されたログを利用することでシステムログ解析において発生する多くの
問題が緩和されると考えられるが、現状これらの手段が十分普及しているとは言い難い。
2.3 システムログの記録
システムログを出力するためには、システムの各構成要素の中でログ出力 APIが呼ばれる
ことが必要である。システムの設計者はいつ (何が起きた時に)ログを出力するかを考えて設
計する必要がある。 2.1章で述べたように、運用データには特定の障害を想定して記録するも
のと、多くの障害の原因究明で利用できる汎用的な情報の 2種類がある。後者については、シ
ステムの構成要素の状態変化や、他の要素との連携を伴うイベントの情報を記録することが多
い。しかし、これは最終的にできるシステムにとってのものであり、構成要素であるサブシス
テム自体の構築時には最終的な用途やシステム像が定まっていないことも多い。
現実には、多くのソフトウェアのログ出力が単なるデバッグを意図したものに止まってい
る。現状システムログのメッセージは多くのプロダクトにおいて、経験と試行錯誤により出力
設計がなされている [14]。ログをどのような状況で出力すべきかについては、それが得られる
ログの活用可能性に大きな影響があるにも関わらず、共通のガイドラインに当たるものは未だ
存在していない。この状況の有効な改善策として、実際に障害が発生した後にその障害の再発
防止策の一端としてより適切かつ有効なログ出力設計へ修正する、ということが行われている
ケースもある。
2.4 システムログの収集
2.2章で述べたように、syslogなどのシステムログ基盤はその多くがログメッセージを一元
管理するための通信機能を備えている。大規模なシステムは通常複数のサーバなどの機器から
なるが、これらに対し 1台のログサーバを用意し、それぞれのサーバが出力されたログをログ
サーバに転送する設定を行う。これにより、1台のログサーバに収集されたログを見ることで
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一貫した時系列上で多くのサーバの振る舞いを同時に確認できることになる。
しかし、これらは共通するプロトコルのログ以外を扱うことが難しい。例えば syslogの機
構を用いて syslog 外の形式で出力されるアプリケーションログを通信することはできない。
多くのシステムではデータベースのクエリログやアプリケーションのアクセスログなどをシス
テムログとは独立した機構により記録している。これはシステムログとの出力頻度や性質の違
いから、独立した機構を用いる方が利便性に優れるとの設計思想に基づく。しかし同時に、シ
ステムの一元的監視の対象にこれらのログを含めたいという要求は当然存在する。これについ
て近年、uentd [15] や Logstash [16] などの異なるプロトコルのログデータを一元的に収集
するためのソフトウェアが複数登場している。これらのソフトウェアはプラグイン形式で動作
し、各データの形式別に適切な処理を行い一元的に扱える形式に変換および整形した後、適切
な場所に転送するという形で動作する。
ただし、これらの本来 syslogなどのシステムログの機構で扱わないログは出力される数が
大きいため、それらをシステムログと同様に通信することでシステム内の通信帯域を逼迫す
る、ログサーバの処理負荷が大きくなるなどの問題が発生することがある。
2.5 システムログの活用
オペレータにとって一番単純なログの利用形態は、ファイルに出力されたログメッセージを
画面に表示して読むものである。(ファイルではなくデータベースに格納したりメールで送信
することもあるが、ここでは扱わない。) システムログは本来この用途においてもっともシス
テムの振る舞いを直感的に捉える上で有用であるはずであった。しかし、システムの複雑化に
よって出力されるログメッセージの量が増加し画面に収められる情報では比較が十分に行えな
くなると、より多くの工夫が必要となった。
まず行われたのは、検索やフィルタリングである。syslogの priorityや facilityの機能もあ
る種のフィルタリングであるが、ここでは出力されたログメッセージからさらに自分に必要な
情報のみを取り出すものを指す。多くのファイルビューアはこのような機能を標準で備えてい
たため、当初から可能な手段であった。しかしこの方法は、発生している事象から探したい
メッセージがどのようなものであるかあらかじめ見当がついている場合にのみ有効に働く。探
したい情報についての事前予測が曖昧であるほど、この手段の活用は難しくなっていく。
また logrotate などを用いたログのローテーションも行われるようになった。ローテーショ
ンとは、ファイルを一定の期間または行数で分割するものである。分割された古い情報は、圧
縮または削除されるのが一般的である。この方法はログファイルの肥大化によるディスクの圧
迫を防ぐ目的で有効に働き、同時にファイル肥大化による読み込み時間の拡大というログ活用
上の問題をも緩和した。しかし、この方法はログの検索範囲を大きく狭めてしまうことから、
古い情報を参照する際の利便性を制限するという問題点もある。また、rsyslog [10]などでは
標準で、facilityに基づいてログ出力先のファイルを区別するということが行われている。こ
ちらもファイルの分割によるメリットを享受することができるが、実際にログを利用する際に
は読むべきファイルを選ぶために一定の知識を要することになり、検索の場合と同様の問題が
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発生する。
より解析的な手段として、ログメッセージの数の可視化が挙げられる。本来ログよりもトラ
フィックや負荷などの他の数値的に扱えるデータでの利用に適した手法であるが、ログにおい
ても一定の効果がある。これは、ログメッセージが多く出力されている時間帯は何らかの異常
がシステムにおいて発生していると推測できるためである。ただし、必ずしも異常の発生時に
その原因が、ログメッセージが多数出力されている時間帯に発生しているとは限らない。その
ためあくまで目安として、例えば障害の発生時間帯などを推測する上で活用可能である。
近年では、相関などの統計的なアプローチを用いてより進んだ解析を試みているものもあ
る。 このような手法は単に効率的にデータを扱うことができるだけではなく、時系列に基づ
く自動解析を活用することでオペレータの目線では見いだすことの難しい関係を長期的な共起
関係に基づいて推定することができるなど、人手とは異なる側面から新たな情報を見出す事が
できる。このような手法の現状については 3.1章で述べる。
2.6 システムログ利用の限界
近年システムログの利用において最大の問題となっているのは、その量である。国内の教
育・研究機関向け大規模ネットワークである SINET4 [7]では、100を越える機器から 1日あ
たり平均で 80,000程度のログメッセージが記録されている。(このデータについては 6.1章で
詳しく述べる。) 2.4章で述べたようなアプリケーションログの取り込みを行う環境では、こ
の傾向はさらに顕著になる。これだけの量のメッセージを人手で毎日監視、活用することは困
難である。
システムログには通常、オペレータにとって重要なログと、あまり重要でないログの双方が
含まれる。何が重要なログであるかは通常発生した障害やシステムの環境などにより変化しう
るが、その上でも多くの障害において参考になる情報と、ごく限られたケースでしか参照する
必要のない情報が存在する。どのようなログメッセージが重要になりやすいものかを区別する
ことは現状困難である。しかし一定のヒューリスティクスも存在する。もっとも単純なものと
しては、頻度が多く、長期間にわたり出力され続けるログはあまり重要ではない、というもの
がある。オペレータは通常システムの現在の状態よりも、そのシステムの状態がいつ、あるい
はなぜ変化したのかに興味を持っている。そのような変化の情報を取得できた後には、このよ
うなログメッセージは却って他のメッセージを探す上での妨害となってしまう。しかし同時
に、ログの出力が少ないものが重要であるとは限らない。システムの障害時には、その障害の
影響を受けた多くのサブシステムが異なる振る舞いに伴いログメッセージを出力する。そのよ
うなメッセージは全体に比して少数であるが、その全てが障害の原因究明に役立つわけではな
い。少数のメッセージであっても、短時間に集中して多様なメッセージが出力されることにな
ればこれもオペレータにとって厄介なものとなりうる。
また 2.1章で述べたように、ログをはじめとする運用データは主に障害の関連要素を絞り込
む上で役に立つが、その先はシステムの入力や構成要素のソースコードなどを参照しなければ
原因の究明ができないことも多い。この入力やソースコードの参照には時間がかかるため、可
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能な限り運用データのみから障害の原因を絞り込みたいという要求は存在するが、 2.3章で述
べたように有用なログをあらかじめ設計することは困難である。加えて、システムの構成に
よってはネットワークの断絶や機器の停止などにより、運用データの記録自体が妨げられる状
況も存在する。
さらに、システムの障害は複数の原因によって発生しうる。例として、あるシステムにおい
てあらかじめ問題のある設定変更が行われ、しかしそのシステム環境にその時点では適用され
なかった、という状況を考える。何らかの理由でシステムの再起動を行なった際にその問題の
ある設定が反映され、それ以降システム動作に異常が発生するようになった。このケースでは
システムの設定変更と、システムの再起動の双方が原因と言えるが、通常オペレータが知りた
い原因は前者である。この設定変更はシステムの再起動よりも障害の発生から時系列的に大き
く離れていることが考えられるため、その設定変更が原因であると突き止めることは人間のオ
ペレータであっても難しく、機械的に明らかにすることはさらに困難である。しかし、この例
においては異常がシステムの再起動以降に発生した、という情報が得られれば障害の原因究明
に大いに役立つ側面もある。もしシステムの再起動が障害のトリガになったのであれば、シス
テムの停止前には反映されにくい設定変更が原因かもしれないということを経験を積んだオペ
レータは知っているためである。
このように、運用データ、特にシステムログを利用した自動解析によるシステム障害の原因
究明が完全に自動化されるには未だ多くの時間と技術革新を要すると考えられる。しかし一方
で部分的な自動化によるオペレータの支援は実用可能であると考えられ、実現できればオペ
レータの負担を低減する上で有効であると期待される。本研究ではこの状況を踏まえ、シス
テムログを利用した自動解析によりオペレータの障害対応を支援する技術について研究して
いる。
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本章ではシステムログを用いたシステム運用支援のための既存技術について述べる。まずす
でに実用化されているソフトウェアおよびサービスについて紹介する ( 3.1章)。次にシステム
ログの解析を行うための前処理に相当する技術についてまとめ ( 3.2章)、その後実際にシステ
ムログを用いた解析により運用支援に取り組んでいる既存研究について異常検知、異常箇所特
定、原因究明の 3つの視点から整理する 3.3章。
3.1 システムログの活用支援ソフトウェア・サービス
近年システムログなどの運用データの活用技術は、特に情報セキュリティ分野で注目を浴
びている。代表的な考え方に、SIEM [17] がある。これは、Security Information Manage-
ment(SIM)と Security Event Management(SEM)からの造語であるとされる。SIMは第 2
章で述べた複数の機器のログの収集と保存のための機構を指す。一方で SEMは、SIMにより
取得したログをリアルタイムに分析してセキュリティリスクに対する迅速な対処を行う機構を
指す。SIEMはこれらの連携により多数の機器を一元的に管理し、同時に解析および制御を行
うことで一刻を争う脅威への対処を目指すものである。
これらのうち特に SIM の機能に特化したものとして、 2.4 章で紹介した uentd [15] や
Logstash [16]が存在する。一方で、SIMに加え SEMのような得られたデータの解析の機能も
併せ持つ製品が多数存在する。Logstorage [18]はそのような製品の 1つである。Logstorage
は多様な形式のログの収集、整形に加えて、得られたデータの検索、可視化およびルールベー
スの検知機能を備えている。同様の製品には Splunk [19]などがある。これらのシステムの検
知機能は基本的にルールベースのものであるため、あらかじめ設定された類の障害や脅威しか
検出することができないという問題がある。また、これらのルールは多くの問題に対処するた
め非常に複雑なものとなる傾向があり、それらのルールの設計やパラメータチューニングには
高度な専門性を要する。
システムログ以外のデータログに特化して SIEM 相当の機能を提供するものに ALog
ConVerter [20] がある。ALog ConVerter はシステムを構成する機器のファイルアクセスロ
グに着目し、それらをログ取得、整形及び検索するための機構を提供している。ファイルアク
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セスログは他のデータログを大きく上回る量のイベントを出力するため、十分な活用を行うこ
とが困難であった。これに対し ALog ConVerter はこのファイルアクセスログを主にヒュー
マンエラーに由来する障害の原因究明に用いることを可能としている。また異常なファイルア
クセスに対するルールベースの検知を行うことも可能である。このシステムは特定の形式のロ
グに特化することで、他のデータの可視性に悪影響を与えることなくより適切なオペレータへ
の機能提供を実現している。ただしこの設計により、他のデータとの連携による解析に対する
拡張性に欠ける側面がある。
SEM に相当する解析をより信頼できるものとするため、部分的に人手での分析をサービ
スとして導入するものも存在する。IIJ統合セキュリティ運用ソリューション [2]はクラウド
ベースの外部委託型ログ監視サービスである。ユーザは対象システムの各機器で取得したログ
をサービス提供者のサーバに転送する。サービス提供者はそのログに対して相関解析を行い、
結果を元に専門のオペレータがより詳しい分析を行う。そして得られた情報のうち特に重要な
知見をユーザに通知するというシステムである。同種のサービスとしては SHIELD ログ相関
分析サービス [3]がある。これらのサービスはログの相関解析が抱える、多数の False positive
が発生してしまうという問題に人手での分析を加えることで対処している。(この問題につい
ては、 7.6章で詳しく述べる。) また同時に、サービス提供者は複数の顧客のシステムのログ
解析部分のみを担当するため、複数のシステムに共通する脅威や障害についての知見を共有
することができるというメリットが存在する。しかし、この方法は多くの人手を要するため、
サービスの対価が非常に高額なものとなる問題がある。
3.2 システムログの前処理技術
システムログは他の数値データとは異なる独自の特徴を複数持つため、自動解析で利用する
ためには多くの前処理が必要になる。本節では文字列として出力されるログを分類して時系列
として扱うためのフォーマット推定手法、分類されたログから冗長なメッセージを除去するた
めの手法のそれぞれについて述べる。
3.2.1 システムログのフォーマット推定
自由記述のシステムログを分類する上でもっともよく使われているのは、その記述のフォー
マット形式である。システムログはプログラム中の一定の関数において固定のメッセージに変
数を埋め込む形で出力されることから、同一の関数呼び出しにより生成されるメッセージは同
じフォーマット形式を持つことが多い。ただしいくつか例外もある。例えば strerror関数など
を用いてメッセージの一部に変数ではなく説明的な文章を埋め込むなどの方法が取られている
ことがある。また文字列ベースのコンフィグ情報をそのままメッセージの一部に埋め込むこと
もある。このようなログに対してはフォーマットベースの分類は有効に働かない。しかしこの
ような例外はシステムログのごく一部であるため、システムログのフォーマット推定はシステ
ムログを扱う解析を行う上での最初のステップとして多くの既存研究が取り組んでいる。
3.2 システムログの前処理技術 19
もっとも確実にシステムログのフォーマットを生成する方法として、ログを出力したソー
スコードを解析する方法がある。strerror関数が用いられている場合などの一部の例外を除い
て、システムログの出力形式はその出力がなされた関数呼び出しの引数から推定することが可
能である。Xuら [21]や Takら [22]はソースコード中のそのようなログ関数をパースするこ
とでログのフォーマットを生成している。また Yuanら [23]も同様にしてフォーマットを生
成し、ソースコードの関数構造をモデル化してログの出力と対応づけることでログ同士の関係
性の情報をソースコードから推定している。一方、ソースコードではなくプログラムのバイナ
リからログのフォーマットを生成している研究もある。Zhangら [24]はバイナリ中の関数呼
び出しのパスを追跡することでログ出力の関数を特定し、ログのフォーマットの復元を行なっ
ている。これらの手法はソースコードやバイナリなどが利用できる環境においては大きな効果
を発揮する。しかし一方で、システムの構成要素に一部にソースコードなどが公開されていな
い外部の機器やプログラム、サービスなどを利用している場合には利用できないことを意味す
る。特にネットワークの場合、システムログの出力に対応しているがソースコードやバイナリ
は公開されていない機器を用いることが多いためこれらの方法を利用できる環境にはない。
他の情報を使わず出力されたログメッセージから元のログフォーマットを推定しようとする
場合、出力されたメッセージのクラスタリングを行う方法がもっとも一般的に行われている。
最も単純な方法としては、Vaarandi [25,26]らが提案しているメッセージを構成する単語の出
現頻度に基づく手法がある。この手法は、「出現頻度の高い単語はフォーマットの一部である
可能性が高い」というヒューリスティクスに基づいている。これは、同一のフォーマットの
メッセージにおいてはフォーマットの一部を構成する単語は他の変数の単語よりも出力数が多
くなるためである。この方法は高速であるが、フォーマットごとのメッセージ出力数の差が大
きい状況では精度が低下することが指摘されている [27]。Chengら [28]も同様のヒューリス
ティクスに基づく手法を提案している。また Tang ら [29] はメッセージ間のスコアを順序を
維持する共通の単語の数から計算し、それを用いたクラスタリングを行なっている。この方法
は共通の単語の数を用いているため、メッセージの長さ (単語数)に差がある状況を不得手と
する。Mizutaniら [30]は同一の単語だけではなく、単語を構成する文字の類似性も考慮した
メッセージ間距離を定義している。単語ではなくメッセージ全体から得られる特徴量を用いる
手法も存在する。Makanjuら [31]は各単語の位置やメッセージに含まれる単語数などを用い
た階層的クラスタリングを行なっている。Kimuraら [32]も同様の特徴量を用いているが、そ
れらの特徴量を組み合わせたスコアを用いてより柔軟にクラスタリングを行なっている。Fu
ら [33]はクラスタリングの前にメッセージ中の自明な変数をあらかじめ除くことでクラスタ
リングの精度を高めている。クラスタリングに基づく手法は出力されたメッセージからフォー
マットを推定する上で最も直感的に扱える手法であるが、メッセージ全体に対して出力数が少
ないメッセージを適切に分類することが難しいという問題を抱えている。
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3.2.2 冗長なログメッセージの削減
システムログ中にはしばしばオペレータにとって有用な情報となりにくいメッセージが含ま
れることがある。そのようなメッセージの多くは自動解析においても安定した解析を阻害する
ことになるため、いくつかの既存研究ではそのようなメッセージを前処理により除去すること
を試みている。
2.4 章で述べたように、ログの中には出現傾向の違いからシステムログとして記録される
ことが有効ではないメッセージが存在する。Zawawyら [34]はそのようなログの 1つである
SQLのクエリログについて、大多数を占める平常動作を示すクエリと特徴的なクエリを分離
してログを減らすための手法を複数提案している。この考え方は、他にアクセスログなどにも
応用が可能であると考えられる。
このような特異な出現傾向のログが含まれていない場合においても、システムログには多く
の冗長なメッセージが含まれている。Zhengら [6]はそのような冗長なメッセージは時間的な
ものと空間的なものの 2つの分類できるとしている。前者はシステムの状態を示すメッセージ
が継続して出続けるような状況や、周期的にイベントが発生するような状況で出力される。後
者は同種のメッセージが複数の機器や構成要素などを対象に出力され、結果として冗長になる
ものを指す。Zheng らはこのような重複するメッセージを要約する 1 つのメッセージで置き
換えることによりメッセージの削減を行なった。
実際にシステムログにおいてどのような種類の冗長なログが多数現れるのかはデータセッ
トの出力された環境に依存する。例えば本研究で用いたデータセット (第 6 章で詳しく述べ
る)においては SQLのクエリログのような、本来アプリケーションログとして個別に扱われ
るのが望ましい情報は含まれていなかった。またその後に行う解析手法もどのような冗長なロ
グが問題となるのかを決定する要素となる。本研究では特に時間的な冗長性をもつイベントが
因果解析において障害となることから、そのようなイベントに特化した前処理手法を提案して
いる。
3.3 システムログの自動解析技術
多くの既存研究がシステムログを用いたシステム運用の部分的自動化という問題に取り組ん
でいる。これらの研究はシステム障害 [35, 36]やセキュリティ上の脅威 [37, 38]などシステム
における多様な問題を対象として行われている。 2.1章で述べたようにオペレータの仕事には
システムの継続的な監視、高速な障害復旧、障害の再発防止という 3つのタスクがある。この
3つに対応する形で既存研究は異常検知及び予測、異常箇所の特定、異常の原因究明という 3
つのアプローチに分類することができる。本節ではそれらの中でも特に、システムログにおけ
るより文脈的な情報を用いた解析を行なっている研究に着目する。
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3.3.1 異常検知と予測
まずはシステムログを用いた異常検知及び予測について述べる。既存研究ではシステムログ
を元にシステムの状態をモデル化することで、そのモデルで説明できない振る舞いを異常と
見なす方法が多く採用されている。Salfnerら [39]は隠れマルコフモデルを用いて通信システ
ムの状態を推定し、障害予測に利用した。Yamanishiら [40]は混合隠れマルコフモデルを用
いてネットワークシステムの動作をモデル化し、異常検知を中心とした解析に用いた。また
Fuら [33]はログを状態の遷移と見なすことで有限状態オートマトンを用いて分散システムの
動作をモデル化し、そのモデルを用いて異常検知を行なった。なお同様の手法の応用として、
Beschastnikhら [41]は有限状態オートマトンにより表現したシステムの構造をオペレータへ
のシステム構成情報の提供のために活用している。
別の視点として、分類的なアプローチにより異常を指すログメッセージを推定する手法を用
いる研究が複数存在する。Fulpら [42]は Support vector machine(SVM) [43]をもちいてシ
ステム障害の発生予測を行なった。Fronzaら [44]は SVMに加え Random indexing [45, 46]
を用いて自然言語処理的な観点から障害発生予測の精度向上を行なった。Kimura ら [35] は
バーストや相関などログの時系列的な性質に着目した特徴抽出を行い、その上で SVMを適用
することで障害検知を行なった。Sipos ら [47] は障害イベントの予測のため学習手法として
Multiple Instance Learning (MIL) [48]を用いた。Zhangら [49]は時系列データに対して用
いる Recurrent Neural Network (RNN) の一種である Long Short-Term Memory (LSTM)
を学習手法として用いた。
これらの異常検知手法は障害をより高速に、より高精度に発見する上で他手法と比較して優
れているが、一方で障害発生の有無以上のより具体的な情報を取得することはできない。
3.3.2 障害箇所の特定
次に、システムログを用いた障害箇所の特定について述べる。ネットワークシステムにおけ
る障害発生接続または機器の特定は主に Round-trip time (RTT)やパケットロス率などの通
信品質の指標を用いて行われることが多い [50, 51]。これらのデータはシステムログと比較し
て数値的に扱いやすいこと、オペレータの作業を自動化により再現しやすいことが理由として
挙げられる。
システムログを用いた障害箇所の特定は、他のデータとの連携が必要となるケースにおいて
有効に働いている他、ログの種類を用いてシステムの手続き上の位置を特定するなどの用途に
おいても有用である。Liuら [52]はシステムログと Simple Network Management Protocol
(SNMP) の情報からシステム構造を有向グラフとして推定し、障害時にそのグラフ上の問題
発生点を検索するアルゴリズムを提案している。Kimura ら [32] はテンソル解析を用いて時
系列、ログの種類、発生機器についての障害発生点の特定を行なっている。
障害箇所の特定は大規模なシステムの障害の影響範囲の特定、障害の原因の絞り込みなどに
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大きな貢献が期待される。一方で障害からの復旧には障害発生点の情報のみでは不十分である
ことが多く、より詳細な周辺情報の自動解析への需要は大きい。
3.3.3 原因究明
最後に、システムログを用いた障害の原因究明技術について述べる。 2.1章において述べた
ように、システムのトラブルシューティングにおいて利用できるシステム上の情報にはログの
ようなシステムの出力と、システムのソースコードや設定などの構成要素の 2つがある。自動
解析による原因究明技術は主にこの 2点において障害と関連性の強い情報を提供することを目
指している。システムログの原因究明技術おいては、ログ中の相関解析により関連情報の提供
や障害原因の特定を行うもの、ログとシステムの構成要素の対応付けにより関連情報の提供を
行うものの 2つがある。
システムログの相関解析は 3.1 章で述べたように多くの擬似相関が発生することから得ら
れた結果の活用が困難になっている。これに対し、より重要な関係性を取得しようとするア
プローチが存在する。Mahimkarら [5]はラグ付き相関により関連するイベントを取得したの
ち、L1正則化により擬似相関の削減を行なっている。また、相関の延長線上にある考え方と
して因果推論に基づく因果解析を行なっている研究が複数存在する。Zhengら [4]はスーパー
コンピュータのログにおける相関イベントを検出し、その相関のうち擬似相関に相当するもの
を確率的因果の考え方により除去している。Nagarajら [53]はシステムログ上のイベント間
の Dependency network [54]を構築して原因究明に利用している。これらの手法はいずれも
条件付き独立に基づいて擬似相関を除くという点で本研究と共通であるが、イベント中の全因
果関係を明らかにすることを目指していない点で本研究と異なる。
またヒューリスティクスを用いてイベント間の関係性を明らかにしようとする研究が複数存
在する。Takら [22]はクラウドシステムのログイベント間の関係を時系列上の順序関係やク
ラウドシステムのログ構造の知識に基づいて推定を行なっている。Louら [55]は分散システ
ムのログイベント間の依存関係を時系列的な性質とメッセージ中の変数値に関するヒューリス
ティクスを用いて推定している。Scottら [56, 57]は Software Dened Network(SDN)コン
トローラのトラブルシューティングを外部の因果推論ツールを用いて得られた因果関係情報を
用いて行なっている。これらの手法の利用は一定の条件のシステムに制限される。
一方で、ソースコードなどのシステムの構成要素との対応付けのアプローチを採っている研
究も存在する。Yuanら [23]はエラーログとソースコード中の関数呼び出しの対応付けをおこ
なっている。このような手法はソースコードが利用できる状況に制限されるものの、ソフト
ウェアのバグなどに起因する問題のトラブルシューティングを大きく効率化することが可能で
ある。
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3.4 まとめ
現在実用化されているログの解析技術の多くは検索や可視化など得られたデータの活用のた
めの利便性向上に努めており、その先の解析・検知技術としてはルールベースまたは相関解析
に基づく手段が採られている。ルールベースの解析手法は未知の障害や脅威に対する対策が困
難であり、またルールの設計と調整が困難であるという問題がある。相関解析に基づく手法で
は疑似相関や False positiveに由来する冗長な情報が多数発生するため、本当に活用したい情
報がそれらの冗長な情報に埋もれてしまう問題がある。このため現在実用化されている相関解
析技術では本当に利用したい情報を得るために多くの人手と時間をサービスコストとして費や
している。
この状況に対し、研究開発段階にある既存技術においては因果推論に基づく因果解析が有効
な手段として取り入れられている。因果解析は相関解析において冗長な情報の原因の 1つとな
る疑似相関を除くことが可能であり、システムログにおけるイベント間の本質的な関係を捉え
ることを可能とする。これにより、特にシステムの振る舞いを文脈的に捉える技術が必要とさ
れている障害の原因究明という課題に対して活用がなされてきた。しかし一方で、既存の技術
においては因果解析は限られた範囲のデータへの適用となっており、長期的な視点でのログの
活用には至っていない。これは、因果解析が元来処理時間面でのコストの大きい手法であるこ
とに由来する。広範囲のデータを用いた因果解析の実現には、より効率的な解析手法が必要と
なる。
本論文はオペレータのトラブルシューティング支援を目的に広範囲のシステムログを対象と
する因果解析手法の提案を行うものである。本論のアプローチに近い既存手法として、Zheng
ら [4]らの手法が挙げられる。共通の考え方は、因果推論に基づき相関から条件付き独立に相
当するものを除くことで因果関係の検出を行なっている点にある。一方でもっとも大きな差異
は、Zhengらの手法はログイベント中の全ての因果関係の検出を目的としていないという点に
ある。Zhengらの手法は障害の原因イベントの特定を目的としているため、条件付き独立の検
定はこの原因イベントの特定に必要なもののみを対象としている。これは処理コストの大きい
因果解析を効率化するための工夫であると言える。しかし運用者の視点では、障害の影響範囲
や異常時のシステムの挙動など、原因イベントに関わるもの以外のイベントについての因果関
係もまたトラブルシューティングにおいて価値ある情報である。よって本論では Zhengらの
手法のような効率化手法は用いず、別の観点からの効率化を行なっている。
本論では因果解析の効率化手段として、PCアルゴリズム [58, 59]を用いた効率的な解析の
導入 (4.2)、及び前処理によるイベントの組み合わせの削減 ( 5.3 章) を行なっている。特に
PCアルゴリズムについては、類似する分野においては Chenら [51]がネットワークの RTT
や TCP ウィンドウサイズなどの通信品質に関するデータを元にした因果グラフの構築を行
なっている。しかしシステムログはこれらの数値的に扱えるデータと比較して時系列上スパー
スであることから、PCアルゴリズムの適用にはデータの性質を考慮した異なる視点でのアプ
ローチが必要となる。(この問題は 5.4章で詳しく述べる。)
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本研究はネットワークログ中の 2つのイベント間の因果関係を検出することを目的としてい
る。同様に 2つの要素間の関係を表す指標として相関関係がよく用いられるが、この相関関係
が必ずしも因果関係を表すものではないことはよく知られている [60]。ここでは因果関係を意
味しない相関関係を擬似相関と呼ぶものとする。
また因果関係は 2つのイベント間の因果の方向を含む概念である。この方向の考え方もまた
一般的な相関関係には見られないものである。システムログにおいては、イベントの発生時刻
を指すタイムスタンプを用いてイベントの前後関係を推定することが可能である。しかしネッ
トワークシステムにおいては、時刻の同期ズレや通信遅延などにより必ずしもタイムスタンプ
の前後関係は信頼できるものではない。また多くの因果関係のあるイベント組は常に共起する
とは限らず、部分的な共起にとどまる。そのようなイベント組においては前後関係を推定する
ことはより困難になる。本論ではこの因果の方向についても、タイムスタンプの情報は用いず
因果推論の考え方に基づいて推定を行う。
本章では因果推論の基本的な考え方に加えて、これらの因果イベント組の推定及び因果の方
向の推定の 2つの問題を効率的に処理するアルゴリズムである PCアルゴリズム [58, 59]、お
よびその周辺技術について紹介する。
4.1 因果推論
因果推論の基本的な考え方は、相関から擬似相関を除くことで因果関係を推定するというも
のである。この擬似相関を見つけ出すための考え方に、条件付き独立性というものがある。あ
る 3つのイベント A, B, C を考える。この 3つについて
P (A;B j C) = P (A j C)P (B j C) (4.1)
が成立するとき、Aと B は C を前提としたとき条件付き独立であるという。これは、Aと B
の 2つのイベント間の関係が Aと C、B と C の関係のみから説明できることを示している。
このとき Aと C、および B と C に因果関係があるのであれば、Aと B の間の相関関係は擬
似相関であるとして因果関係を否定することができる。ただし、条件付き独立は C が単一の
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図 4.1. PCアルゴリズムによる因果関係の推定
イベントではなく複数のイベントからなる場合においても成立する。この条件付き独立の考え
方により、相関から擬似相関を除くことが可能となる。
実際に条件付き独立性の有無を調べる際には、この定義ではなく条件付き独立性の検定手法
を用いるのが一般的である。検定手法については 4.3章で述べる。
4.2 PC algorithm
PC アルゴリズム [58, 59] はグラフ中の因果関係を条件付き独立性に基づいて復元するた
めのアルゴリズムである。PC アルゴリズムの名称は、提案者であるPeter Spirtes、Clark
Glymourの名前から取られている。このアルゴリズムはより効率的な計算のため、グラフ中
の因果関係がループ構造を形成しないことを前提としている。このようなループ構造を含まな
い有向グラフは Directed Acyclic Graph (DAG)と呼ばれる。PCアルゴリズムは図 4.1のよ
うに以下の 4ステップからなる。
1. 初期状態として全てのノードが互いにエッジにより結合した完全無向グラフを考える
2. 条件付き独立性が成立するエッジを検索し、グラフから除く
3. V-structureの考え方に基づいてエッジの方向を決定する
4. Orientation ruleの考え方に基づいてエッジの方向を決定する
ステップ 1,2 では、因果関係の組をエッジとする無向グラフ (Skeleton Graph) の推定を
行なっている。ステップ 2 における条件付き独立性の検索は、条件として与えるイベント数
( 4.1章における C に含まれるイベント数)を 0から 1つずつ増やしながら、それぞれのイベ
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ント数において条件付き独立性が成立しうる全ノードの組み合わせを対象に行われる。このと
き条件イベント数 0 での検索は、相関関係のないイベント組の検出に相当する。イベント組
A B を条件付き独立にする条件イベント C の組が 1つでも存在するのであれば、A B 間
のエッジは因果関係ではないものとして除去される。この処理を繰り返すことで、因果推論の
考え方において因果関係が成立する全てのイベント組が明らかになる。
ステップ 3,4 では、見つかった因果関係を表すエッジについて因果の方向の決定を行う。
V-structureは条件付き独立性に基づいて因果の方向を決定可能なグラフ構造である。3つの
ノード U , V , W が U   V  W のように V を介して互いに接続され、しかし U  W 間に
は因果がないものとする。このとき U , W を条件付き独立とする条件ノード群に V が含まれ
ていないのであれば、U ! V  W の関係が成立する。このルールにより無向グラフ中の因
果の方向の一部を推定することが可能である。また Orientation ruleは、DAGの定義から導
かれるグラフの構造に関するルールである [61]。このルールでは複数の部分グラフ構造につい
て、そのエッジの方向を決定することが可能である。
なお PC アルゴリズムでは、全てのエッジに因果の方向が与えられるとは限らない。これ
は、因果推論の考え方においてイベントとして観測されないノードが存在しうる状況において
は全てのエッジに方向を与えることは適切ではないとされているためである [60]。
実用上の観点からは、PC アルゴリズムには複数の実装方針が存在する。Spirtes らの提
案した original-PC [58] には、出力 DAG の構造が入力データの順序に依存するという問題
があった。これに対し、stable-PC [62] はより多くの処理時間を要する代わりに出力が順序
に非依存となっている。また並列処理を用いてより高速に計算を行う Parallel-PC [63] のよ
うな手法も存在する。加えて、PC アルゴリズムの精度をより向上するためのいくつかの改
善が Abellan ら [64] により提案されている。本論では、ログ中の因果 DAG の推定のため
stable-PC を用いている。この PC アルゴリズムの実装には python 向けパッケージ pcalg
(https://github.com/keiichishima/pcalg)を用いており、この実装はRの PCアルゴリ
ズム実装である pcalg (https://CRAN.R-project.org/package=pcalg)に基づいている。
4.3 条件付き独立検定
本節では PCアルゴリズムで利用できる条件付き独立性の検定手法について述べる。 4.2章
で述べたように、PCアルゴリズムはノード群 Z を与えた時のノードX, Y 間の条件付き独立
性の検定を行う。この条件付き独立性の検定には、G2試験 [65]と Fisher-Z試験 [65]の 2つ
が利用可能である。これら以外の手法 (例えば、確率的因果によるもの [4])はイベント時系列
の前後関係などノード以外の情報を必要とするため、PCアルゴリズムで用いることは難しい。
4.3.1 G2試験
G2試験はバイナリ (0または 1の値をとるデータ)、あるいは多値データ (0または上限のあ
る正の整数値をとるデータ)を対象とする条件付き独立性の検定手法である。この手法はカイ
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二乗検定の延長線上にあり、また情報理論に基づいてクロスエントロピーを使っている。G2
統計量は
G2 = 2mCE(X;Y j Z) (4.2)
と定義される。mはデータの大きさを指し、CE(X;Y j Z)はイベント X, Y , Z についての
条件付きクロスエントロピーを指している。X と Y が条件付き独立ではない、つまり依存関
係があるのであればクロスエントロピーは正の値をとり、この G2統計量は大きくなる。そこ
でこの G2統計量が 0に近い、つまり X と Y が条件付き独立であるという帰無仮説について
カイ二乗検定を行う。本論では p値に対する閾値として p = 0:01を用いており、p値がこの
閾値よりも大きければ帰無仮説が棄却されず、X と Y が条件付き独立であると言える。(この
問題において帰無仮説の非棄却を採択として扱うことの是非については Spirtesら [66]が詳し
く議論している。)
条件付きクロスエントロピーはバイナリまたは多値データの入力データにおいては、入力
データ中の各値の組み合わせの回数から計算することが可能である。X = x(t), Y = y(t),
Z = z(t) をそれぞれ同じ長さのベクトル値として、ある t について x(t) = i, y(t) = j,
z(t) = k が成り立つ確率を P (i; j j k)、またそのような t の数を Sijk と定義する。この
時式 4.2の G2統計量は
G2 = 2m
X
ijk
P (i; j j k)log P (i; j j k)
P (i j k)P (j j k)
=
X
ijk
2Sijklog
SkSijk
SikSjk
(4.3)
と変換することができる。この特性により、G2試験は入力データが制限されている代わりに
高速な計算が可能となっている。
4.3.2 Fisher-Z 試験
Fisher-Z 試験はピアソンの相関係数の考え方に基づく条件付き独立検定手法である。この
手法は統計分野における、Fisher-Z変換による母相関推定、および偏相関による他ノードの影
響評価の 2つの技術を組み合わせている。統計量 Zsは
Zs =
p
m  jZj   3
2
log
1 + r
1  r (4.4)
と定義される。mは各ノードのベクトルの大きさであり、rは Z を与えた時のX   Y 間の偏
相関、また jZjはX,Y の条件付き独立性を考える際の前提ノードの数を意味している。Zs統
計量は r = 0について正規分布となる。この帰無仮説について検定を行うことで、Z を与えた
時 X, Y が条件付き独立であるかを検定することができる。本論では G2試験と同様、p値に
対する閾値として p = 0:01を用いている。
G2 試験とは異なり、Fisher-Z 試験では一般的な数値データを扱うことが可能であり入力
データへの制約が少ない。ただし Fisher-Z試験はピアソンの相関と同様正規分布のデータを
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前提としていることから、それ以外のデータに対しては精度が低下する可能性がある。またど
ちらの条件付き独立検定手法にも共通して、入力データは固定長の離散ベクトル値であること
が必要である。このことから、本論のような時系列データを扱う際には入力データの生成のた
めどのような変換を行うか、十分な検討が必要である。
4.4 PCアルゴリズム以外の因果グラフ推定手法
PC アルゴリズムと同様に因果関係を表すグラフの構造推定を行う手法がいくつか存在
する。
PCアルゴリズムは因果グラフの構造推定の分野において制約ベース法と呼ばれる手法の 1
つであるが、これに対しベイズ法 [67]と呼ばれるアプローチが存在する [68]。これらはいず
れも因果推論の考え方に基づく手法である。制約ベース法は事象ごとの共起関係から因果関係
を推定する。一方でベイズ法は事象の共起に加えて事象間の前後関係 (事前知識や時系列の前
後関係)などの追加の情報を用いる。ログにおいてはログ同士の時系列上の前後関係を用いる
ことが可能であるが、この情報はネットワークログにおいては機器間の通信遅延や同期ズレな
どの問題から必ずしも信頼できるものではない。このため我々は制約ベースである PCアルゴ
リズムがより適していると考えている。
因果推論とは異なるアプローチとして、Graphical Lasso [69] が挙げられる。Graphical
Lassoは因果推論は用いず、相関を直接相関と間接相関に分離しグラフをスパース化すること
で因果に近いグラフの推定を行う。この手法は Fisher-Z試験と同様にデータが正規分布に従
うことを前提としている。直接相関と間接相関は、因果推論における正因果と条件付き独立の
関係に近い。Mahimkarら [5]はシステムログの因果解析において Graphical Lassoと共通の
考え方に基づく手法を用いている。Graphical Lassoは PCアルゴリズムと性質上類似した手
法ではあるが、Graphical Lassoにより推定されるグラフはエッジの方向を持たないためその
まま因果として扱うことはできない。
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本研究では複数の機器から出力される syslog形式のシステムログについて、そのログ中の
イベント同士の因果関係を推定することを目指す。因果関係の推定には 4.2章で紹介した PC
アルゴリズム [58, 59]を用いる。本章では、PCアルゴリズムをログデータに適用して因果関
係を推定するために必要な技術について説明する。まず 5.1章節では本研究で用いたログデー
タの解析システムの全体像を示し、続く 4節でこの解析システムの基幹を成す 4つの技術につ
いて個別に説明を行う。
5.1 システム概要
本システムで扱うシステムログは主にトラブルシューティングにおいて有用となりうるエ
ラーログなどのイベントログを対象とするものとし、アクセスログやアプリケーションログな
どのデータ特性の異なるものはここでは扱わないものとする。またシステムログのイベントと
は、同一の機器で出力された同一の出力フォーマットを持つログメッセージの集合を指すもの
とする。このイベントは、システム中のログの振る舞いを検討する上での一単位となる。この
出力フォーマットを Log templateと称するものとする。
本研究では因果推論の考え方に基づく PCアルゴリズムを用いてログ中のイベント間の因果
関係を Directed Acyclic Graph(DAG)の形で推定する。このシステムの構成図を図 5.1に示
す。このシステムは主に以下の 4つのステップからなる。
1. Log templateの生成
2. 時系列の生成と前処理
3. PCアルゴリズムによる因果 DAGの推定
4. 後処理
システムログのデータは通常、タイムスタンプとログを出力した機器名、そしてメッセージ
内容を含む 1行の文字列の集合として表される。この文字列はそのまま統計的に扱うことはで
きないため、まずはタイムスタンプ情報を利用して時系列データを生成する。この時、各メッ
セージの文脈的情報はメッセージ部に自由出力されているため、メッセージ情報に基づくイベ
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図 5.1. システム設計の概要図
ントを因果解析の単位とする本研究ではログデータを Log templateに基づいて分類すること
が必要になる。この分類のための Log template集合は通常システム運用者には不明であるた
め、まずは出力されたログデータからその Log templateを生成することが必要になる。
Log template を生成することで、この Log template と出力された機器名の情報から分類
されたイベントの時系列が取得できる。これらのイベントには、時系列上ごく頻度の少ないも
のも、高頻度で発生するものも含まれている。しかし本研究で利用する因果解析手法は、この
頻度の極端な差により精度が低下することがある。( 7.6 章で詳しく述べる。) 頻度の高い中
でも特に恒常的に出現しているイベントは、その恒常性に大きな変化や外れ値が含まれていな
い限りトラブルシューティングにおいて有用な情報を提供することは少ない。そこで、本研究
ではイベント時系列のうち恒常的な出現となっているものを検出し、それをあらかじめ加工す
ることを行なっている。
前処理を行なったイベント群について、それぞれのイベントをグラフ解析上のノードとす
る。このノード間の因果推論を、PC アルゴリズムを用いて行う。PC アルゴリズムはこれら
のイベントノード群から、それらのエッジを因果関係とする因果 DAGを生成する。
得られた因果関係にもシステムの恒常的な振る舞いと異常な振る舞いの両方が見られるた
め、本研究ではさらに後処理として得られた因果関係をその恒常性により分類することを行
なっている。こうして最終的にオペレータに示される因果関係が生成されることとなる。
5.2 システムログの出力形式生成
3.2 章で述べたようにシステムログの出力フォーマットを生成する技術は多数存在する。
もっとも確実な方法はシステムのソースコードから出力フォーマットを取得する方法であ
る。[21, 23] しかし、本研究で扱うネットワーク機器はその多くがソースコードが公開されて
いない有償の製品である。また同様に、システムの動作バイナリから出力フォーマットを取得
する方法 [24]も容易ではない。 3.1章で紹介した外部委託型の手法があるようにシステムの
5.2 システムログの出力形式生成 33
Accepted password for sat from 192.168.1.1 port 12345 ssh2
Accepted password for   **  from         **        port     **       **
log instance
log template
Description Variable
図 5.2. Log template生成の問題定義
管理者とそのログの監視者が異なるケース、あるいは全てのオペレータがセキュリティ上の問
題からシステムの全アクセス権限を持たない場合なども考えられる。ゆえにこの手法を用いる
にはあらかじめこの手法を考慮したシステム設計を行う必要がある。このように、システムの
構成要素からログの出力フォーマットを生成する技術は一般性に欠ける問題点がある。
出力されたログデータからその出力フォーマットを推定する研究の大多数は、得られたメッ
セージのクラスタリングに基づく手法である。 しかしこれらの手法には共通して、ログデー
タの偏りに弱い問題点がある。システムログには多様なイベントを指すメッセージが含まれる
ため、その中には毎日複数回見られるような高頻度なメッセージと、年に数回も見られないよ
うな低頻度なメッセージが混在している。このような環境でメッセージのクラスタリングを行
うと、高頻度なメッセージは適切に分類されることが多いが低頻度なメッセージは分類できる
だけの十分な数が出力されていないために適切に分類されないということが起こる。クラス
タリングに基づく手法の一部 [26, 33]ではこのような低頻度なメッセージ群は分類の対象とせ
ず、アノマリクラスタとして一括して扱うものとしている。例えば得られた分類をイベントご
とのメッセージ数の変遷の調査などに利用する場合は、低頻度なメッセージを一括して扱って
も問題のない場合が多い。しかし因果解析を行う場合、このような頻度の低いイベント群につ
いても適切な分類が行われている必要がある。特にトラブルシューティングに用いる本研究の
場合、エラーログとして出力されるこのような頻度の低いイベントについての情報こそが重要
となる。また別の問題点として、メッセージの変数の偏りの影響も考えられる。システムログ
のメッセージには多くの変数値が含まれるが、この変数値にはプロトコル名や設定値などシス
テムの環境によっては定数に近い振る舞いをする値も存在する。クラスタリングに基づく手法
ではそのような値を通常の文字列と区別することは難しく、クラスタリングの結果に悪影響を
及ぼすことがある。以上のようにクラスタリングに基づく手法を多様なフォーマットを含むシ
ステムログで用いると複数の問題が発生するため、Vaarandiら [26]など多くの既存研究では
アプリケーションログなどの限られたフォーマットのログでの評価及び利用を行なっている。
本研究ではこれらの既存手法とは異なるアプローチを試みる。システムログのメッセージ部
を単語の集合と見た場合、それぞれの単語はイベントごとに同一の記述部 (Description) と、
同イベント内でも異なる値を取りうる変数部 (Variable) に分類できる。これらのラベルの例
を図 5.2に示す。この場合、Log template はログメッセージの変数部をワイルドカード (こ
こでは**)で置換し抽象化したものと言える。つまり、メッセージ中の各単語を Description
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と Variable に分類することができればそのメッセージの Log template が確定できることに
なる。
本研究ではこのログメッセージ中の単語の分類を Conditional Random Fields (CRF) [70]
を用いて行う。CRF は特に自然言語処理の分野でよく用いられる手法であり、文節の推定
(chunking)や品詞推定に用いられている。CRFは教師あり学習手法であり、連続データにつ
いて正解ラベルを与えた正解データを入力として学習を行い、正解ラベルを持たない連続デー
タの入力と学習されたパラメータを元に対応するラベルの推定を行う。例として、chunking
を行う場合には入力として元の単語列と、それぞれの単語の品詞からなるデータを入力とす
る。この時連続データは CRFに与えられる際特徴量 (Feature)の抽出が行われ、実際の入力
は各要素における Feature vectorの集合として表される。このことから、CRFを用いるには
あらかじめ Featureの定義を設計する必要がある。chunkingの場合、それぞれの単語を起点
とした時の、前後の単語や前後の品詞の値を Featureとして用いることが多い。
この CRF を用いて Log template をする際のデータの流れを図 5.3に示す。ログメッセー
ジ中の単語の分類問題を CRFで解くには、各単語についてその単語が Descriptionであるか、
Variableであるかを示すラベルの推定を行えばよい。(以降、このラベルをそれぞれ D, V と
表記する。) 特徴量の定義としては、chunking の例に習いそれぞれの単語の前後の単語を用
いる。また、より精度を高めるため、ログメッセージの各単語のうちよく用いられる変数値を
あらかじめラベル付けし、入力中間データとして用いることを考える。(chunkingの例におけ
5.2 システムログの出力形式生成 35
Answer 
labels
Second stageFirst stage
CRF
Whole 
data set
Vaarandi’s 
Algorithm Sampling 
training data
CRF 
learning
CRF 
labeling
Log 
templates
result training 
data
testing 
data
result
:  log template generation algorithm
Whole 
data set
Sampling 
training data 
randomly
CRF
CRF 
learning
CRF 
labeling
Log 
templatesresult
single CRF
VA + CRF
training 
data
testing 
data
learned 
model
learned 
model
Answer 
labels
図 5.4. 2段階 Log template推定アルゴリズムの構成
る、各単語の品詞に相当する。) ログメッセージには IPアドレスや数値、インターフェース
名など多くの機器で共通して用いられる変数値がよく現れる。これらの変数を区別するための
情報をヒューリスティクスとして正規表現によりあらかじめ与えることは比較的容易である。
これらの中間ラベル情報も同様に、各単語の前後の中間ラベルの値を特徴量に用いる。
注意として、Log templateの推定を初めから正規表現のみで行うことは困難である。ログ
メッセージには多くのメッセージに現れる変数のみでなく、プロトコル名や独自のステート
値、ユーザ名、あるいはユーザによる実入力文字列などが含まれる可能性がある。さらにユー
ザ名などには多くの誤入力の記録が含まれ、それらを正規表現により処理することはデータに
よっては不可能である。)
また、CRFの学習のための教師データをあらかじめ用意する必要がある。一般的に、教師
データは無作為に選ばれたデータに対して人為的に正解ラベルを与えることで作成される。し
かし、ログデータにおいては有効に働かない。システムログのような多様な Log templateの
ログメッセージが出力されうる環境においては、Log templateによって出力されるログメッ
セージの数に大きな差があるのが一般的である。(我々の用いたデータセットにおける例を 6.1
章で示している。) 例えば同一のシステムにおいて常に 1時間に 1度記録されているログメッ
セージがあったとして、そのようなメッセージは通常現れないエラーログなどと比べて極めて
大きな数となることが予想される。そのような状況で教師データを無作為に抽出 (ランダムサ
ンプリング)すると、選択されるのは頻度の大きい Log templateのメッセージばかりという
ことが発生してしまう。この方法でデータセットについて十分な学習を行うためには極めて大
きな教師データを要する。
そこで、本研究ではより多様なメッセージからなる教師データを生成するため、Log template
生成を教師なしアルゴリズムによる手法と CRFの 2段構成とすることを考える。この構成図
を図 5.4に示す。1段階目では、簡易な教師なし手法によってログメッセージのクラスタを生
成する。このクラスタは精度が低い可能性はあるが、ある程度類似のログメッセージを分類し
たものとなる。この得られた分類のそれぞれからランダムに一定数ずつログメッセージを選択
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し、それを 2段階目の CRFの教師データとする。ただし、学習データ数がクラスタ数よりも
少ない場合には、含まれるメッセージ数の多いクラスタを教師データ選択の候補として優先す
る。これにより、CRFの教師データとしてより多様なフォーマットのメッセージを与えるこ
とができると考えられる。
1 段階目の教師なしアルゴリズムによるクラスタリングとしては、Vaarandi ら [25, 26] が
提案する LogClusterなどの Log template生成技術のベースになっている「出現頻度の高い
単語は Log templateの固定部分 (Description)である可能性が高い」というヒューリスティ
クスに基づく手法を利用する。(本論ではこれを Vaarandi のアルゴリズムと呼ぶものとす
る。) Vaarandi のアルゴリズムでは、まず全てのログメッセージについて、ある単語がメッ
セージ中のある位置に現れる頻度を計算する。この頻度が一定数を超える場合にはその単語を
Descriptionとみなし、そうでなければその単語を Variableとみなす。この頻度に対する閾値
の決め方には複数の候補があり、データセット全体に対して固定の閾値を与える方法、全デー
タセットのログ行数に対する割合で指定する方法、1行に含まれる Descriptionの単語数を固
定する方法などがある。本研究では、1行に含まれる単語のうちの 60%の単語を Description
とするような閾値を動的に決定し、利用している。この手法は単純であるため、動作が極めて
高速であるという利点がある。一方で、全データセットに対する単語数のカウントが必要であ
るため逐次処理には向かない。
このヒューリスティクスは必ずしも正しく動作しない。例えば複数の Log template で共
通に現れる変数値 (例えば 0) があった時、この変数値は多くの Description の単語よりも出
現回数は多くなる。そのためこの方法を用いて Log template を生成すると、よく使われる
変数値のほとんどが Description となってしまうことになる。また、この手法は出現頻度の
小さい Log template を適切に処理することが難しい。出現頻度の小さい Log template の
Descriptionの単語もまた出現頻度は同程度に少なくなるため、変数値よりも出現数が小さく
なり判別を誤る機会が増えてしまうためである。しかし、この Vaarandi のアルゴリズムは
CRFの教師データを選択する上ではある程度の妥当性のある結果を示す。これは、発生する
誤りの大半が本来 Variableである単語を Descriptionとみなしてしまうものであるためであ
る。この誤りの発生する単語は頻出の変数値であるため、Log templateによる分類問題とし
ての挙動はあるクラスタが頻出の変数値を持つものとそれ以外に分割されてしまうというもの
である。この場合、教師データの数を分割されたメッセージの数だけ増やさなければそれらの
Log templateについて同等の学習を行うことができなくなる。しかし、頻出する変数値の種
類はある程度限られているため、この余分な学習数はランダムサンプリングを行なっていた場
合に必要となる学習データ数と比較して十分に小さい。そのため CRFの効率的な教師データ
を選択する上では依然有用であると考えられる。
5.3 時系列の前処理
システムログにおいて、ログメッセージが恒常的に出現する状況には以下のものがある。
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1. アクセスやシステム利用に由来するイベント
2. 周期的に発生するイベント
3. ランダムな挙動をするイベント
1はサーバへのアクセスログなど、システムのサービス規模により他のログと比較して極端
に発生数が多くなりうるものを指す。このようなイベントは 2.4章で述べたように、本来シス
テムログとは独立した別の機構によりログを記録し、別個の処理によって解析されることが望
ましい。2は特に cronなどを用いた監視やシステム更新などがシステムの設計に組み込まれ
ている場合に見られる。3 はシステムログにおいてはあまり見られないが、例えば Network
Time Protocol(NTP) による時刻同期は一定の時刻同期ズレが発生した際に行われイベント
が記録されるため、ランダムに近い挙動を示す。このうち 2と 3については、現れるログの周
期性や恒常性を元に他のデータと区別することが可能であると考えられる。本研究ではこれら
のイベントを、周波数解析と線形回帰によって他のイベントと区別し、PC algorithmの入力
から除くことを考える。
ただしこのようなイベントにおいては、恒常な挙動とは別に人手での作業に由来する挙動が
非周期的成分や外れ値成分として混ざることがある。例えばある機器が別の機器から遠隔で監
視されており、この監視の手続きでは 1時間に 1度の遠隔ログインを行なっているとする。こ
のとき遠隔ログインイベントは 1 時間に 1 度記録されることになる。この監視に由来するイ
ベントは定期的な手続きであることから、障害などのシステムの状態変化に影響することは少
ないと考えられる。しかし一方で、オペレータがこの監視の手続きとは別の目的で機器にログ
インすることも当然考えられる。そのような場合、このログインを含むオペレータの行動は恒
常的ではなく一時的なものである。これは何らかのシステムの状態変化と関連しうるものであ
り、トラブルシューティング上は活用したい情報の 1つである。このように、時系列中の成分
によってトラブルシューティング上の重要性に違いが発生する状況が存在する。本研究では特
に 2の周期的イベントに含まれる外れ値成分について、成分の分離によって区別を行う。
5.3.1 周波数解析による周期的時系列の除去
まずはフーリエ変換・フーリエ逆変換を用いた周波数解析を行う。この解析では主に周期的
な出現をするログを検出する。周期的な時系列のパワースペクトルには、等間隔のピークが現
れると考えられる。あるイベントの時系列を N個の binにより離散化した時系列 f(t)を考え
る。(binの長さを bf とする。) この f(t)のパワースペクトル Aは、
Ak = j
N 1X
n=0
f(n)e 2i
nk
N j (k = 0; 1;    ; N   1) (5.1)
で表される。このパワースペクトルの最初の `点のピーク点について、その間隔の値の集合を
Pとする。この Pについて、
(P )
P
< thp (5.2)
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が満たされる場合に、Aのピークが等間隔であり f(t)は周期的であると判断する。(本論では
` = 100, thp = 0:1とした。) (P )は P の標準偏差を指し、 P は P の平均値を指す。すなわ
ち、この式は Pの標準偏差が平均に対して十分に小さい、つまり Pのばらつきが十分に小さ
いことを意味する。
もし f(t)が周期的であるならば、次に f(t)の周期的成分と非周期的成分の分離を行う。あ
るログイベントが周期的な振る舞いと突発的な出現が重なり合った時系列を形成することは実
際のログデータにおいてよく見られる。このようなデータにおいては、非周期的な成分はトラ
ブルシューティングにおいて重要であると考えられるため、周期的な成分を除いて非周期的成
分のみを因果解析の対象とすることが必要である。
まずパワースペクトルにおける非周期的成分を抽出する。パワースペクトルの周期的成分は
ピーク値の部分を指す。パワースペクトル Aについて、
A0k =
(
Ak Ak 5 thamax(A)
0 else
(5.3)
である A'が非周期的成分である。(本論では tha = 0:4を用いた。) この式はパワースペクト
ルの値がその最大値に対して十分小さい (つまり、ピーク点の周辺ではない)要素を取り出し
ている。こうして A0 の逆フーリエ変換 g(t)が、f(t)の非周期的成分であると考えられる。た
だし、この g(t)は実数値を取るが、一方でログメッセージの出現数は正の整数値である。そこ
で g(t)に対応する整数の時系列として、
h(t) =
(
f(t) f(t) > g(t)2
0 else
(5.4)
を用いる。これは、周期的成分を除いた後になお元の値と比べて十分大きな値が残っている成
分を非周期的成分として、その非周期的成分については元の値を残すということを行なってい
る。h(t)の合計が 0であればこのイベントは全て周期的成分であったとして除かれ、そうでな
ければこのイベントの非周期的成分 h(t)でイベントを置き換える。
5.3.2 線形回帰による恒常的時系列の除去
次に、周波数解析のみでは見つけられない恒常的な時系列を見つけ出すため、線形回帰によ
る解析を行う。 5.3.1節の手法では、周期性に乱れのある時系列 (実践的には、例えば周期的
なアップデート処理など)や一様ランダムな時系列を取り出すことはできない。また、周期が
ごく小さいイベントにおいてはサンプリング周波数に対して周波数が大きくなり周期的イベン
トが正しく検出できないことがわかっている。イベントが一様な線形増加の傾向にあるものを
恒常的であるとみなし除くことで、これらのイベントを除くことができると考えられる。
時刻 tにおける入力時系列 f(t)について、その線形回帰である
l(t) =
tm
N
(5.5)
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と f(t)の差が十分小さければ、f(t)は線形増加であると判断できる。ただしmは時系列の合
計を指し、m =
PN 1
t=0 f(t)である。f(t)について、
N 1X
t=0
(f(t)  l(t))2
mN
< thl: (5.6)
であれば f(t)を線形増加とみなす。(本論では thl = 0:5を用いた。) このような f(t)のイベ
ントは、恒常的な出現傾向であるとして PCアルゴリズムの入力から除去する。
本章であげた周波数解析と線形回帰の 2手法は、相補的に作用する。周波数解析のみを用い
る場合、乱れのある周期的時系列や周期の小さい時系列を取得することができない。一方線形
回帰のみを用いる場合、周期性のある時系列中から非周期成分や外れ値成分を抽出することが
できない。しかしこの 2手法を同時に用いることで、除去すべきイベントおよびその時系列成
分をより正確に区別することが可能である。
5.4 因果 DAGの生成
5.3 章の前処理により得られたイベントを PC アルゴリズムに適用するため、まず時系列
の分割を行う。PCアルゴリズムの処理時間は時系列の長さに比例、そして最善のケースでも
ノード数の 2 乗のオーダーとなる。そのため長期間のログデータからそのまま DAG を生成
することはできない。本研究ではログデータを、ネットワークトポロジに基づく方法と時系列
に基づく方法の二段階で分割する。本論の評価において実際に行なった分割方法については、
6.2章で述べる。
次に、時系列を PCアルゴリズムの入力へと変換する。PCアルゴリズムは条件付き独立の
検定を探索的に行うアルゴリズムであるが、 4.3章で述べたように、条件付き独立検定手法で
ある G-square試験と Fisher-Z試験は、前者はバイナリ値、後者は実数値 (ここでは整数値)
と異なる入力値をとる。本研究では図 5.5のように、時系列を bごとに分割し、G-square試験
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の場合はそれぞれの bin 中のイベントの出現の有無を指すバイナリ値を、Fisher-Z 試験の場
合はそれぞれの bin中のイベントの出現回数を入力として用いた。本論では bとして 60秒を
用いているが、この値については 7.4.1節で議論している。
この入力について PC アルゴリズムを適用すれば、最終的にイベント間の因果関係を示す
DAGが得られることになる。1つの入力データセットから生成される DAGをここでは因果
グラフと呼ぶものとする。入力データセットが分割されている場合、最終的に得られる因果グ
ラフの数は分割されたデータセットの数となる。これらの異なる因果グラフには同一のイベン
ト、あるいは同一のイベント間の因果が見つかる可能性がある。一方、1つのデータセットか
ら生成される 1つの因果グラフにおいては、それぞれのイベントはユニークであり同一のイベ
ントが複数存在することはない。
5.5 後処理
PCアルゴリズムによって生成される DAGは、ログ中の因果関係を示すエッジの集合から
なる。この因果関係には、当然多くの自明な関係が含まれているため、実際にトラブルシュー
ティングにおいて役に立つのは見つかったエッジのごく 1部である。そのためデータによって
は、知りたい因果情報が多くの自明な因果情報に埋もれてしまうということが発生しうる。こ
れに対する単純なヒューリスティクスとして、自明な因果情報は複数の因果グラフで出現する
というものがある。 5.4章で述べたように、本研究では同一のイベント間の因果が複数の因果
グラフで見つかる可能性がある。例えばデータセットを 1日ごとに分割していた場合、その中
の異なる日のデータセットで同じ因果が検出されることは、同一のイベントが共に発生してお
り、かつ同じように少なくとも時系列上共起していることを指す。そのような同一のイベント
組の因果が多数見つかることは、システムにおいてその関係が多くの日で恒常的に現れること
を指す。事実上そのようなイベント組は自明なものと考えて良い。
本研究ではパーセンタイルを用いて特に恒常的な因果関係を検出する。機器を問わず同一の
Log templateのイベントノードの組み合わせに関する因果について、それぞれの組み合わせ
が全データセットにおいてどれだけの数出現したのかを集計する。これを出現数に基づいて
ソートし、より多くの因果グラフにおいて生成された上位 thc を恒常的な因果とみなす。(本
論では thc = 0:05を用いている。) これにより、検出された因果をオペレータに通知する際に
は非恒常的な因果を優先的に示すなどの実用面での工夫が可能となる。
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データセット
本研究では提案手法を評価するためのデータセットとして、SINET4 [7]をはじめとする国
内の教育研究機関向けネットワークのログデータを利用する。SINET4 は国内 800 を超える
組織を接続しており、複数のベンダ機器を含む 8つのコアルータ、50のエッジルータ、およ
び 100を超える L2スイッチにより構成される。これらのネットワーク機器のログは 1箇所の
ログサーバに集約して記録される構成であり、ネットワークの接続障害の際にはその間のログ
メッセージの一部が失われることがある。
また本論では提案手法の評価の一部に、SINET4 の運用チームにより記録されたトラブル
チケットのデータを用いている。このデータは発生した障害の日付とその概要が記録されてい
る。このチケットは主に障害報告を受けて対応を行なったある程度規模の大きい障害のみが記
録されており、実際にはユーザへの影響が小さいためにチケットに記録されていない障害も存
在する。本論ではこのチケットのデータを用いて提案手法による大規模な障害に関する情報の
検出可能性の評価を 8.3章行なっている。
本章では主に SINET4のログデータについて、含まれるデータの詳細、および提案手法の
適用前に行なった前処理について述べる。
6.1 SINET4のデータセットに含まれるログデータ
本論で扱う SINET4 のログデータは 2012 年から 2013 年にかけて収集された 456 日分の
データで、約 3500万行のログメッセージからなる。これらのメッセージは 131の異なる機器
から出力されている。それぞれのログメッセージは一般的な syslogメッセージと同様タイム
スタンプ、出力機器名 (またはその IPアドレス)、および自由記述形式のメッセージからなる。
本研究ではシステムログを用いた因果解析についてその妥当性を議論するために、ログメッ
セージ同士の文脈的な関係について検討する必要がある。この関係をより定量的に扱うため、
これらのログメッセージをオペレーション上の意味に基づいて手作業により分類を行なった。
この分類では、ログイベントの主要な役割に基づく 6つのグループを定義している。
1. System: ネットワーク機器の内部的な動作に関わるイベントであり、OSやハードウェ
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表 6.1. SINET4のログメッセージの分類
Type #messages #preprocessed #templates
System 28,690,829 1,561,460 ( 5%) 550
Network 1,259,237 241,923 (19%) 166
Interface 238,848 231,918 (97%) 191
Service 213,853 23,616 (11%) 35
Management 4,114,148 118,124 (29%) 590
Monitor 157,979 71,154 (45%) 87
VPN 21,979 21,391 (97%) 89
Routing-EGP 21,539 21,027 (97%) 66
Routing-IGP 4,166 3,995 (96%) 15
Total 34,722,578 2,294,608 ( 7%) 1,789
アモジュールなどを扱う。
2. Network: ネットワークの構築のための各通信プロトコルの処理などを扱う。
3. Interface: 通信のための物理的、あるいは論理的なネットワークインターフェースを
扱う。
4. Service: ネットワークシステム向けに提供されるサービスについてのイベントであり、
NTPや DHCPなどを扱う。
5. Management: オペレータがネットワーク機器に操作や変更を行うための機能のイベン
トを扱う。
6. Monitor: システムの振る舞いを監視するための機能のイベントであり、SNMP や
syslogなどを扱う。
また、これらに含まれるイベントの中でも特によく扱われる機能や通信プロトコルについて個
別のグループを用意している。
7. VPN: VPNのサービスを提供するためのMPLSなどのイベントを扱う。
8. Routing-EGP: IPルーティングの為の機能の内、BGPとその周辺技術に関するイベン
トを扱う。
9. Routing-IGP: IP ルーティングの為の機能の内、Routing-EGP を除いたイベントを
扱う。
これらのグループによる SINET4 のログメッセージの分類結果を表 6.1に示す。この表で
は、\#messages"が含まれるログメッセージの数を示している。\#templates"は 5.2章で述
べた Log templateの種類数を示している。また \#preprocessed"は含まれるログメッセージ
の内、実際に因果解析に利用されるメッセージの数を示しており、言い換えれば 5.3章で述べ
た前処理で重要性の低いメッセージを除いた後のメッセージ数を指す。このデータセットにお
いては Systemのイベントが大多数を占めていることが見て取れる。これは、cronなどの平常
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時繰り返し記録されるイベントが含まれている為である。一方、Managementのグループにも
多くの Log templateのメッセージが出力されている様子が見られる。これはネットワーク機
器の多様な設定変更に対応するメッセージが含まれている為である。また、VPNや Routing
に関するイベントはメッセージ数が少ないにもかかわらず多くの種類のメッセージが記録され
ている。このようなメッセージはこれらのプロトコルについての設定変更が行われた際に出力
されることが多い為、それぞれの Log templateのメッセージの出現数が少ないことは直感に
反しない。
全体としては、得られた Log template の数は 1; 789 となった。この得られたそれぞれの
Log template に対応するログメッセージの数の分布を図 6.1に示す。ログメッセージ数ログ
スケールにおいては幅の広い分布となっており、456 日分のデータセットにおいて 1 度しか
見られないログが 300種類以上ある一方、1つの Log templateのメッセージが数百万件も出
現している例がある。このように Log templateによってその出現の数には大きな隔たりがあ
る。図 6.2に、Log templateを出現する数の降順に並べた際の累積度数を示す。わずか 10件
の Log templateが、全体のログメッセージの出現の 90%を占めていることがわかる。 5.2章
で述べたように、確かに実際のデータセットにおいても出現数の分布数差は極めて大きくラン
ダムサンプリングなどの一般的な手法が有効に働かないと考えられる。
6.2 データセットの分割
5.4章において、処理時間の低減のためデータセットの分割を行なっていることを述べた。
この分割は、ネットワークトポロジに基づく方法と時系列に基づく方法の二段階で行われる。
まずネットワークトポロジに基づく手法について述べる。ネットワーク機器における関連す
るイベントは、通常同一の機器内で発生するイベント、もしくは互いに接続された機器間のイ
ベントである。もし直接接続されていない機器間で関連するイベントが起こるとすれば、それ
は仲介する機器において記録されない潜在的なイベントが発生していることを指し、ゆえに因
果関係としては不適切である。このことから、障害の波及が予想されにくい範囲において機器
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単位でのデータセット分割を行うことは、得られる結果への悪影響が小さいものと考えられ
る。SINET4は 8つのコアルータが互いに接続され、それ以外のノードはいずれかのコアルー
タに木構造で接続する構造となっている。本研究では SINET4に属するネットワーク機器を
接続するコアルータによって 8つに分類し、それぞれを個別のデータセットとして分類した。
また、時系列的な観点においても分割を行なっている。ネットワークシステムは構成や設定
の変更によりイベント間の関係性が変化することがある。そのような状況で時系列上長期間の
データを扱うと、イベント間の関係性の変化を十分捉えることが難しい。本研究ではより短期
的なイベント間の因果関係に焦点をあてるため、時系列を一定の期間ごとに分割することを行
なっている。本論で扱うデータセットにおいては、1日ごとのログデータを 1単位として分割
している。この分割単位 (window size)については、 7.4.2節において議論している。
5.3章で述べた前処理についても、同様に 1日ごとのログデータに基づいて時系列の変換を
行なっている。これは、システムログの周期性や恒常性はシステムの設定や構成に伴い長期的
に変化するものであることから、必要以上に広範囲のデータを対象に前処理を行うことが適切
ではないためである。ただしシステムログにおいて頻繁に見られる「1日に 1度決まった時間
に発生するイベント」を除去対象とするため、前処理のうち周波数解析についてはあるデータ
1日の前処理を行う際に、その 1日分のデータを対象とする周波数解析と、その 1日分を含む
直前 7日分のデータを対象とする周波数解析にわけて 2回の判定を行なっている。この 2回
のうち一方のみの解析を行うと、1日分のデータのみを扱う場合には 1日周期のイベントの抽
出を行うことができず、7日分のデータのみを扱う場合にはこの 7日の途中にシステムの長期
的変更がある場合に周期イベントの抽出が難しくなる。
本章で述べたネットワークトポロジ、及び時系列の 2 段階のデータセット分割により、
SINET4のデータセットはネットワークの観点からは 8つに、時系列の観点からは 456日分
に分割され、最終的な単位データセット数は 3,648となる。因果解析はこの単位データセット
ごとに行われる為、最終的に得られる DAGの数は 3,648となる。
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要素技術の検証
第 5 章において、本研究の提案手法を形作る各要素技術について述べた。本章ではこの要
素技術の実データにおける妥当性について検討するため、第 6章で紹介した SINET4のデー
タを用いた検証を行う。まずシステムログの前処理に相当する Log templateの生成手法と周
期・恒常的イベントの前処理について検証を行う。( 7.1章, 7.2章) 次に PCアルゴリズムで
用いる条件付き独立性の検定手法の選択について検討し ( 7.3 章)、PC アルゴリズムの入力
データの各パラメータについて、その影響を調査する ( 7.4章)。そして、PCアルゴリズムに
より得られる因果関係に発生しうる False positiveについて調査する ( 7.6章)。
本章で行なった実験はプロセッサとして Intel(R) Xeon(R) X5675 (3.07GHz) を、また
48GBのメモリを搭載する Ubuntu 16.04 server (x86 64)の機器を用いた。この実験のため
のソースコードの大部分を https://github.com/cpflat/LogCausalAnalysis にて公開し
ている。
7.1 Log template 生成
5.2章において、出力されたログメッセージからその Log templateを生成する手法につい
て述べた。本節ではこの手法によって得られる Log templateの生成精度を、正解データとし
て用意したラベルセットに基づく Log templateとの比較により検証する。本論では提案手法
の評価に用いる実装の構築にあたり、CRFの実装として CRFsuiteを利用している。
ここでは精度の尺度としてWord accuracy、Line accuracy、Template accuracy の 3 つ
を用いている。Log template 生成の対象となる実験データ全体について、含まれる全ての
メッセージ中の全ての単語を母数とした時の、ラベル推定に成功した単語の数の割合をWord
accuracyと呼ぶ。また全てのメッセージの行数を母数として、1行全ての単語のラベルを正し
く推定できたメッセージの数の割合を Line accuracy と呼ぶ。Template accuracy は、Line
accuracyに重み付けを行なったものである。実験データにおいて本来含まれる Log template
の集合を T とし、その大きさを nt とする。Log template ti に属するメッセージの集合をMi
とし、その大きさを j Mi j とする。f(x) をあるメッセージ x のラベリングに成功した時 1、
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表 7.1. 2段階 Log template生成手法の採用による Log template生成精度比較
手法 学習データ数 Word accuracy Line accuracy Template accuracy
Single CRF
10 0.851 ( 0.012) 0.732 ( 0.033) 0.041 ( 0.005)
100 0.953 ( 0.003) 0.880 ( 0.006) 0.052 ( 0.003)
1000 0.993 ( 0.001) 0.969 ( 0.001) 0.166 ( 0.011)
10000 0.997 ( 0) 0.982 ( 0.002) 0.337 ( 0.008)
CRF + VA
10 0.917 ( 0) 0.835 ( 0.002) 0.045 ( 0)
100 0.967 ( 0) 0.759 ( 0) 0.289 ( 0.001)
1000 0.995 ( 0) 0.962 ( 0) 0.597 ( 0.001)
10000 0.999 ( 0) 0.999 ( 0) 0.663 ( 0)
そうでなければ 0を返す関数とする時、Log template ti についての部分 Line accurayLAi は
LAi =
MiX
x
f(x)
jMi j (7.1)
と表される。この時、Template accuracyTA は LAi の Log templateごとの平均値を指す
TA =
TX
ti
LAi
nt
(7.2)
となる。この Template accuracyは、直感的には正しく分類できた Log templateの割合を示
している。
このような 3 つの異なる尺度を用いる理由として、図 6.2で示したログメッセージの Log
template ごとの分布の差が挙げられる。我々のデータセットの場合、上位 10 件の Log
template に属するメッセージが全体の 90% を占めていることから、これらの頻出するメッ
セージについてのみ正解するだけでも Word accuracy および Line accuracy は 90% と高
い精度になってしまう。我々の手法に限らず多くの Log template 生成手法は頻出する Log
template の生成について他の出現数の少ない Log template よりも高精度に行える傾向があ
るため、どの手法を使ってもある程度精度が高く出てしまう。しかし本研究では得られた Log
templateの分類をトラブルシューティングにおけるイベントの単位とみなすことから、エラー
ログのような出現数の少ないイベントの Log templateこそ高い精度で生成で生成したいとい
う要求がある。このような場合に Template accuracyが有用な指標となる。
まず、本論で採用した 2段階 Log template生成の手法について検証する。表 7.1は、CRF
を用いた Log template 生成の際に学習データをランダムサンプリングにより選択した場合
(Single CRF)、学習データを Vaarandi のアルゴリズム (以下 VA) を用いて選択した場合
(CRF + VA) における Log template の生成精度を比較している。ただし前者は学習データ
のランダムサンプリングにおいて、後者は VAにより生成された各クラスタから代表メッセー
ジを選択する際にそれぞれランダム要素が発生するため、それぞれの試行は 10 回ずつ行い、
括弧内にはその標準誤差を示している。実験には 1ヶ月分のデータを利用し、学習データは異
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なる 1ヶ月分のデータから学習データ数だけそれぞれの手法で選択している。ランダムサンプ
リングを行う場合、学習データ数を十分用意すればWord、Line の精度は十分高くなる。し
かし、Template accuracy は 10000以上のかなり大きな学習データセットを与えなければ十
分な精度が出ない傾向が見られる。これに対し、VAを用いることで特に Template accuracy
に大きな改善が見られる。Single CRFと比較して学習データ数を十分の一としてもなお優れ
た精度を発揮しているのは、実用性の面で大きな価値がある。一部の条件において VAを用い
た場合の Line accuracyがランダムサンプリングの場合と比較して小さくなることがあるが、
これは頻出する Log templateについてランダムサンプリングでは複数回学習する一方で VA
を用いた場合にはごく少ない回数であるために、出現数の多いメッセージのラベリングに失
敗しているものと考えられる。この問題については学習データ数を 1000以上とすることで結
果が安定し、Line accuracyについてもランダムサンプリングの場合と同等の精度となる。ま
た、Single CRFにおいては過剰適合が発生している可能性も考えられる。(例えば学習データ
に誤りが含まれていた場合、Single CRF においては学習データに近い結果が出たのに対し、
CRF+VAでは誤りを正すような結果を出すケースがあった。) 以降では Log template生成
は CRF+VAの手法で行い、学習データ数は 1000とする。
次に、CRFを用いる際のパラメータチューニングについて検討する。CRFの利用における
パラメータとは、順列データ (本論におけるログメッセージ)における特徴量の生成ルールが
相当する。本論ではログメッセージの各単語から見た特徴量の生成ルールとして以下を用いて
いる。
1. 前後 2単語 (合計 5単語)のユニグラム (word-unigram)
2. 前後 2単語に含まれるバイグラム (word-bigram)
3. 前後 2単語に対応する中間ラベルのユニグラム (pos)
4. 文頭と文末の単語 (bos/eos)
それぞれのルールは元の単語から見た位置の情報と合わせて区別される。実用上は、各ルール
についての「特徴ルール名=特徴量」という文字列の集合に対する一致性による判別を行なっ
ている。このルールセットの場合、全部で 16種類の異なる特徴ルール名が利用される形とな
る。1および 2はメッセージ中の各単語から構成される。各単語それ自身を指すユニグラムに
対し、2つ連続した単語の組み合わせを特徴量として用いるバイグラムを同時に考慮すること
で、連続する単語の一致について重み付けを行うような効果がみられる。3はヒューリスティ
クスに基づいて生成された、各変数の種類を示す中間ラベルを指す。本論においては、
 数値
 日付
 時刻
 IPアドレス (IPv4、IPv6)
 MACアドレス
 機器ホスト名
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表 7.2. CRFの特徴量生成ルールについての比較
word-bigram pos bos/eos Word accuracy Line accuracy Template accuracy
X X X 0.995 ( 0) 0.963 ( 0) 0.596 ( 0.001)
 X X 0.994 ( 0) 0.954 ( 0) 0.587 ( 0.001)
X  X 0.994 ( 0) 0.956 ( 0.001) 0.579 ( 0)
X X  0.995 ( 0) 0.963 ( 0) 0.597 ( 0.001)
表 7.3. CRFの特徴量生成ルールにおける対象単語数の比較
前後の単語数 Word accuracy Line accuracy Template accuracy
1 0.992 ( 0) 0.940 ( 0) 0.570 ( 0.001)
2 0.995 ( 0) 0.963 ( 0) 0.596 ( 0.001)
3 0.996 ( 0) 0.972 ( 0.002) 0.599 ( 0.001)
4 0.997 ( 0) 0.981 ( 0.002) 0.593 ( 0.001)
5 0.999 ( 0) 0.995 ( 0.001) 0.599 ( 0.001)
 (絶対)ファイルパス
 端末デバイス名
 ネットワークインターフェース名 (特によく使われるもの)
の 9種類に異なるラベルを与え、それ以外の単語に otherラベルを与えることで 10種類のラ
ベルによる分類を行なっている。4では各メッセージ中の最初の単語と最後の単語に特殊なラ
ベルを与えている。本論においてメッセージとは syslogメッセージからタイムスタンプとホ
スト名を除いたものであり、Linuxの機器など一部のメッセージでは先頭に出力デーモン名が
記述されるように、特に先頭の単語について有意な特徴がみられると考えられる。
これらの特徴量を利用したことによる精度への貢献を比較する。表 7.2はこれらの 4種類の
特徴量のうち、特に一般的と考えられる word-unigramを除いた 3種類に対する採用、不採用
と、その時得られた精度の比較を示している。採用によって大きく精度が向上する特徴は pos
であり、変数についての不可情報を有効に扱うことができていると言える。また word-bigram
による重み付けにより一定の精度向上がみられる。bos/eosについては違いは誤差の範囲に収
まったため、本データセットにおいてはあまり効果的ではないと考えられる。またそれぞれの
特徴量について個別に重み付けを試みているが、大きな精度向上には繋がらなかったことを付
記する。これらの特徴量による改善自体も元の精度に対する差異はある程度小さいため、実用
上厳密な精度を要しない状況では十分なパラメータチューニングがなされていなくとも本手法
が利用できると考えられる。また word-unigram、word-bigram、posにおける特徴量の生成
で確認する前後の単語数を変えた時の比較を表 7.3に示す。調査対象の単語数が増加すること
で特に Line accuracyが大きく向上していく様子が見られる。一方で、Template accuracyの
向上は前後 2単語程度で頭打ちとなる。この単語数を増やすと CRFの処理時間が大きく増加
してしまう傾向があり、1年分のデータセットの処理について前後 1単語で 60分、前後 2単語
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図 7.1. 機器間 Log templateの最小編集距離分布
で 80分、前後 3単語で 100分を要する。因果解析において重要な指標は Template accuracy
であるため、本論では実用的な条件として前後 2単語を用いている。
またこの CRFを用いた Log templateの実用を踏まえた改善として、人手で与える学習デー
タの代わりに他の機器で得られた Log templateの情報を用いるクロスドメイン学習という方
法が考えられる。この方法が有効に動作するのであれば、例えばソースコードやバイナリが利
用できる環境のソースコードをそれらを用いて Log templateの推定ができる手法 [21, 23, 24]
により得られた Log templateを学習データとして利用することが可能となる。本論で用いた
データにおいては、ベンダ Aのルータ・L3スイッチとベンダ Bの L2スイッチから得られた
データが含まれている。12ヶ月分のデータをこのベンダ機器により分類し、それぞれデータ
セット間のクロスドメイン学習を考える。この 2 つのベンダ機器から得られたデータについ
て、まず含まれる Log templateの類似性について検討する。この検討に、ある Log template
t1 からみた別機器 Log template群に対する最小相対編集距離を用いる。t1 からみた別の Log
templatet2 に対する相対編集距離を、t1 と t2 間のレーベンシュタイン距離 [71]を t1 の長さ
(単語数)で割ったものと定義する。最小相対編集距離は、別機器に含まれる全ての t2 につい
ての相対編集距離のうち最小のものを指す。最小相対編集距離は 0 から 1 の値を取り、0 の
時完全一致する Log template が存在することを指す。このように最小相対編集距離は、あ
る Log templateと最も類似する別機器中の Log templateがどの程度類似するかを示す尺度
となっている。各ベンダ機器群 A, B から見たこの最小相対編集距離の分布を図 7.1に示す。
データセット Aには 1546種類、Bには 369種類の Log templateが含まれており、一致する
50 第 7 章 要素技術の検証
表 7.4. 2ベンダ機器間のクロスドメイン学習による Log template生成精度
学習データ 実験データ 学習データ数 Word accuracy Line accuracy Template accuracy
B A 1000 0.987 ( 0) 0.967 ( 0) 0.212 ( 0)
A B 1000 0.463 ( 0.002) 0.205 ( 0) 0.533 ( 0)
表 7.5. Log template生成手法別の正解データに対する Adjusted Rand index
手法 Adjusted Rand index
VA 0.986
SHISO 0.983
CRF 0.999
CRF+VA 0.998
共通の Log templateは 126種類であった。また一致しない Log templateについても、Aと
比較して B の方が類似する Log template が多く他方のデータセットに見られることがわか
る。これは Aが L3スイッチであるためにより多くの機能に関するログを出力しており、それ
に伴い類似する Log templateが少なくなっていると言える。
これを踏まえて我々の手法でクロスドメイン学習を行なった場合の精度を表 7.4に示す。直
感的には、Aを学習して Bを推定した場合、Bを学習して Aを推定するよりも精度が低くな
ると考えられる。Template accuracy についてはこの直感に沿う結果となった。データセッ
ト A、Bの Log templateにおける共通 Log templateが占める割合はそれぞれ 8%と 34%で
あるため、共通のもの以外の Log template についても推定に成功しているものが多数存在
すると言える。一方Word accuracyおよび Line accuracyに関しては逆の関係となり、Aを
学習して Bを推定する際に精度が極端に低くなる様子が見られた。この違いは、それぞれの
データセットの大多数を占める頻出するログメッセージが共通のものであるかどうかの違いに
由来する。Aにおいて多数出現しているログメッセージは、sshに関するものなど他の機器で
もよく見られる一般的なものであった。一方 Bにおいて多数出現しているログメッセージは、
その機器に独自のヘッダ文字列が半分程度を占めるメッセージであった。このためそのような
メッセージを他の機器の知識のみを用いて解析することができず精度が低くなっている。この
ように、データセットによってはある程度の修正が必要であるものの類似した Log template
が含まれている場合についてはクロスドメイン学習が有効に機能するとわかった。
次に、我々の CRF を用いた手法と既存のクラスタリングに基づく手法の比較を行う。本
論では比較対象として、Mizutani [30] の手法 (SHISO) を用いる。ただし本比較で用いた
SHISOの実装では、単語間の類似度を計算するための特徴ベクトルとしてMizutaniらの論文
の例と異なり全アルファベットの大文字と小文字を区別し、数字、記号を加えた 54次元を用
いている。また Log template探索木の構造における子ノード数の上限を 64としている。こ
れは 1789種の Log templateの大多数が 2ステップ内の探索で見つかることを意図して設定
している。これらの変更はいずれも本論のデータセットに対する SHISOの精度改善を意図し
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表 7.6. Log template生成手法別の PCアルゴリズム性能変化
Method Nodes Edges Time(LT) Time(Pre) Time(PC)
(Preprocessed)
VA 428,773 376,124 45,262 28 291 870
SHISO 192,664 147,083 43,547 322 289 189
CRF 461,415 411,540 63,006 80 292 2,443
VA+CRF 2,223,404 2,134,524 121,815 207 302 12,621
VA+CRF+RE 293,252 244,435 57,302 208 175 497
たものである。また、提案手法の一部として用いている VAおよび CRFのみを用いた場合に
ついても同様に比較を行う。
クラスタリングに基づく手法 (SHISO および VA) は我々の手法と異なり、フォーマット
に大きな違いのあるログメッセージが同じクラスタに含まれる場合があるため我々の Log
templateに関する 3つの指標を用いると精度が低く見えてしまう問題がある。そのため本論
では、これらの手法の比較に Adjusted Rand index [72]を用いる。Adjusted Rand indexは
クラスタリングの精度を示す指標としてよく用いられる。これはそれぞれの要素がどの程度
同じクラスタに分類されたのかを示す指標である。本論では提案手法である CRF+VA を含
む 4 つの手法によって推定された Log template で分類されるログメッセージのクラスタに
ついて、正解データの Log tempalteで分類されるクラスタとの Adjusted Rand indexを比
較する。この比較結果を表 7.5に示す。提案手法の結果がクラスタリングという観点からも
SHISOおよび VAと比較して高い精度での分類に成功していると言って良い。CRFの精度と
比較して CRF+VAの精度がやや低下している様子が見られるが、これは表 7.1にも見られた
ように多数見られる Log templateのメッセージについて CRFが過学習を行なっていること
による差である。
また、これらの 4手法を用いて得られる Log templateからログイベントを定義した時の、
因果解析によって得られる因果エッジについて検討する。表 7.6はそれぞれの手法から生成さ
れるログイベントのノード数、検出される因果エッジ数、およびそれぞれのステップにおける
データ 1日あたりの平均処理時間を示している。この結果では、まず SHISOで得られるノー
ド数が小さく、VA+CRFで得られるノード数が極めて大きい様子が見られる。Log template
の推定に基づくメッセージのクラスタリングにおいて、その失敗は 2 つに分類できる。1 つ
は異なる Log template のメッセージが Log template 中の固定部の推定に失敗したことで
1 つのクラスタに分類されてしまう過剰集約のケース、もう 1 つは 1 つの Log template の
メッセージが Log template中の変数部の推定に失敗したことで変数の数分のクラスタに分類
されてしまう過剰展開のケースである。このうち SHISO では過剰集約が多数発生している。
SHISOは 2段階のアルゴリズムによりこれらの 4手法で唯一メッセージ中に単語数の異なる
Log templateを同一のクラスタに分類可能である。この分類は Ngramによって行われるが、
弊害としてよく似た単語列を持つ異なる Log template を同一クラスタに分類することが多
い。その結果、メッセージは過剰にクラスタとして結合され他手法で得られるような因果エッ
52 第 7 章 要素技術の検証
ジが見られなくなる。さらに各イベントに含まれる時系列が結合されていることから 7.6章で
述べる偶発的共起による False positiveが発生しやすくなっており、結果として得られるエッ
ジ数は他手法と同等であるが、含まれる False positiveのエッジもまた大きくなってしまう。
同様の過剰集約の問題は VAの結果においても多数見られる。
一方で VA+CRFでは、過剰展開の問題の影響が強く見られる。VA+CRFでは学習データ
の選択に VAを用いることでより多くの Log templateについての学習を行なっているが、反
面これにより多数発生している Log templateについての学習精度が低下してしまう問題があ
る。その結果、推定失敗は SHISO の場合と異なり、過剰集約と過剰展開の双方が発生する。
1つの Log template中の 1つの単語について推定失敗した際、過剰集約では固定部の推定に
1つ失敗してもクラスタの数に影響が出る可能性は少なく、影響が発生しても Log template1
つ分の現象に止まる。しかし過剰展開では変数部の推定に失敗することでその変数部に存在す
る全ての変数の数だけクラスタ数が増大してしまう。この過剰展開は VA+CRF で多数見ら
れる他、VAおよび CRFにおいても見られる。VA+CRFにおける推定失敗は表 7.5で示した
ように SHISOなどと比較して少ないが、一方でこの過剰展開が多いことで全体のノード数が
増大しており、結果としてエッジ数及び処理時間の増大に繋がっている。VA+CRFで得られ
るエッジは展開されたノード同士で因果が検出されることで因果の数が変数の種類数分に増大
する、ということが多数発生しており False positiveと言うべきものではない。しかし処理時
間の増大は著しく、VA+CRFを因果解析においてそのまま利用することは難しい。
そこで本研究では VA+CRF において得られた Log template に対して正規表現ベースの
修正 (VA+CRF+RE) を行なった。これは VA+CRF 中の過剰展開を修正する意図があり、
Log template中に多数見られる変数 (CRFの中間ラベルに用いたもの)が固定部として残存
している場合にその変数を変数部に修正するものである。この修正により表 7.6に示すように
ノード数は 13%まで圧縮され、同時に処理時間及び検出因果エッジ数が大きく減少している。
これにより、表 7.5で示した高い精度でのメッセージの分類と PCアルゴリズムでの可用性を
両立することが可能である。以降の因果解析に関する実験では、VA+CRFを用いて得られた
Log templateにこの正規表現ベースの修正を加えたものを利用している。
7.2 前処理による時系列削減
5.3 章で述べたように、本研究では PC アルゴリズムの入力から重要性の低いイベントを
除去する前処理を行なっている。本節ではこの前処理により除去されたイベントについて調査
し、またそれによる解析への影響を検討する。
まず、前処理の前後において見られるイベント時系列の変化について検討する。提案手法の
前処理は 2 段階の手法を用いており、その前者に相当する周波数解析に基づく手法では時系
列中の周期的成分と非周期的成分を分離して周期的成分のみを除去し、非周期的成分のみをそ
の後の解析で利用する。これはイベント単位の採否ではなくイベント時系列自体に変更を加え
ていることを意味する。ここではこの変更が妥当なものであることを複数の例をもって確認す
る。図 7.2は 2 つの周期的なイベント時系列について、前処理の適用前の時系列 (上) と適用
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(a) 外れ値を含むイベント
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(b) 出現傾向が変化するイベント
図 7.2. 前処理によるイベント時系列変化の例
後の時系列 (下)を示している。この図は 1日分のイベント時系列について扱っており、横軸
は時間を、縦軸はその時刻におけるイベントの累積発生数を表している。図 7.2(a)は周期的な
イベント中に複数の外れ値が混ざっている時系列である。この時系列は 1 時間に 1 回発生し
ているが、12時ごろと 23時周辺にこの周期に沿わないイベント発生が見られる。一方前処理
適用後の図では、1時間に 1度の周期に沿う時系列成分は除去され外れ値成分のみが残ってい
る。これにより、トラブルシューティング上より重要性が高いと考えられる周期の変化部分に
ついて注目した解析を行うことが可能である。図 7.2(a)は周期的なイベントの傾向が途中で
変化する時系列である。この時系列は 5分に 1回の頻度で発生しているが、12時ごろから 1
時間に 1回のイベント発生が混ざっている。この後者の時系列成分は前者の成分と比較して頻
度が小さいため、前処理適用前の図ではその変化を人手で捉えることは困難である。一方前処
理を適用することにより、この後者の時系列成分のみを抽出することに成功している。この手
法ではイベント時系列の傾向変化のうち主にイベントの増大を扱うことが可能である。一方で
限られた時間帯のイベント数の減少については、その時間帯外の時系列が増大しているという
解釈で同様に前処理後のイベント時系列として残ることになる。
次に、前処理によるログイベントの削減量に着目する。図 7.3は前処理前後のイベントノー
ド数を散布図で示した図である。それぞれの点は 1 日分のログデータを指し、グラフ中の対
角線は前処理を行わない場合の理論上の値を指している。この理論値に対するノード数の減少
数は、周波数解析において処理された上で外れ値が存在しなかったイベント、もしくは線形回
帰によって除去されたイベントの数に相当する。図から、そのようなノードはデータ中のノー
ド総数に関わらず大多数の日において一定数 (90前後)存在することがわかる。この前処理の
対象となっている周期的、あるいは恒常的なイベントが、システムへの変更がない限りにおい
て常時出現していることは直感に反しない。図 7.4は前処理後に存在するイベントノードのう
ち、周波数解析によって外れ値成分のみが抽出されたノードの数を示している。こちらも同様
に多くの日において一定数 (300 前後) のイベントが外れ値抽出の対象となっている。完全に
除去されたイベントに対して外れ値抽出がなされたイベントは 3倍以上存在している。このこ
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図 7.3. 前処理後のイベントノード数の分布
 0
 250
 500
 750
 1000
 1250
 0  250  500  750  1000  1250
N
um
be
r o
f r
ep
la
ce
d 
ev
en
ts
Number of original events
図 7.4. 前処理後のイベント外れ値成分ノー
ド数の分布
とから周期的なイベントにおいて完全に周期的なものは一部であり、多くは外れ値の成分を含
んでいることがわかる。
表 6.1において、ログメッセージの意味上の各分類における前処理前後のメッセージ数を示
している。前処理により全ログメッセージの内 93%が除去されており、PCアルゴリズムの
入力として利用されるのは全体の 7% に相当する。各グループを個別に見ると、cron のよう
な周期的な動作のメッセージを多く含む System のログが最も多く除去されている。Service
のログもまた多く除かれており、これは 1日に 10を超えて頻繁に行われる NTP同期のメッ
セージが除かれていることによる。これらの cronや NTPのメッセージは他のメッセージと
比較して極めて出現数が多く、にも関わらずトラブルシューティングにおいて有用な情報を提
供することは少ないイベントである。一方、VPNや Routingなどのイベントはほとんど除去
の対象になっていない。これらのログメッセージはネットワーク機器の状態や設定の変化に関
わるものであり、周期性や恒常性を持つことは少なくトラブルシューティングにおける貢献の
大きいイベントである。このように、提案手法の前処理は確かにトラブルシューティングにお
ける重要性の低いイベントを除去し、重要性の高いイベントを PCアルゴリズムの入力として
残していることがわかる。
また、PC アルゴリズムの出力である因果エッジの数の前処理による変化に着目する。
図 7.5は各日のデータセットにおいて前処理の有無により変化する因果エッジの数を、前処理
を行わない場合のエッジ数に対する前処理を行なった場合のエッジ数の割合で示した図であ
る。この図においても、横軸は前処理前のデータセットに含まれるノード数となっている。こ
の図から、多くの日において 40%から 60%程度の因果エッジが前処理により減少しているこ
とがわかる。一般的に、周期的なイベントは時系列を離散化した場合、同周期のイベント同士
で相関や因果関係がみられやすい傾向にある。また周期的なイベントや恒常的なイベントは発
生数自体も多い為、時系列を離散化すると他のイベントと偶発的に共起することが発生しやす
く誤りのエッジが検出されやすい。(この問題は 7.6 章において詳しく述べる。) さらに恒常
的なイベントは多くの日において見られることから、得られるエッジもまた恒常的なものとな
7.2 前処理による時系列削減 55
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  250  500  750  1000  1250
R
at
io
 o
f r
ed
uc
ed
 e
dg
es
Number of original events
図 7.5. 前処理後の検出因果エッジ数の分布
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  250  500  750  1000  1250
R
at
io
 o
f e
dg
es
 re
la
te
d 
to
 o
ut
lie
rs
Number of original events
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割合
る。これらの原因により、PCアルゴリズムで得られるのべ因果エッジ数において周期的なイ
ベントが関連する数はとても大きなものとなる。しかし、そのような因果エッジは同周期のイ
ベント同士の自明な関係や誤りのエッジなど、トラブルシューティングにおいて有用なものと
は言えない。そのような因果エッジがオペレータに提供される情報に多数残されている場合、
トラブルシューティングにおける実用性、効率性を大きく損なうことになる。このため、提案
手法においては前処理を行い重要性の低いイベントの除去を行うことが処理時間の削減のみで
なく実用性の観点からも重要であると言える。
次に、周波数解析による外れ値成分抽出が検出される因果エッジに与える影響について検
討する。図 7.6は各日のデータセットにおいて検出された因果エッジのうち、エッジの両端の
ノードのいずれかまたは双方が外れ値抽出の対象となったノードであるものの割合を示してい
る。この図から、多くの日において 70%から 90%の因果エッジが外れ値抽出対象のノードと
関連する因果エッジとなっている。外れ値抽出対象のノードはいずれも周期性を持つイベント
であることから多くの日において定常的に出現しており、結果として総エッジ数に対する割合
は大きくなっている。この外れ値関連エッジが占める割合は前処理前に含まれる総ノード数に
対して負の相関がある。これは前処理の対象であるノード数がデータセットによらずほぼ一定
であるのに対し前処理の対象とならないノード数が総ノード数に合わせて増加することから、
結果として前処理の対象とならないノード間のエッジも増加していることを意味している。こ
の結果から、前処理において外れ値成分の抽出を行うことは因果エッジの適切な検出上極めて
重要であると言える。
次に、前処理手法の比較を行う。提案手法では前処理として周波数解析に基づく手法 (以下
Fourier)、線形回帰に基づく手法 (以下 Linear)を順に適用することを提案しているが、この
一方のみを採用した場合、あるいは適用順を変えた際に発生する変化から、それぞれの手法の
効果について検討する。また同様に時系列の周期性に着目する既存手法として、ラグ付き相関
を用いた手法 [73] (以下 Corr)が存在する。この手法は提案手法における Fourier部分の手法
と性質的に類似しているが、外れ値成分の抽出が可能な点、Linearに相当する手法の採否の点
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表 7.7. 前処理手法別の PCアルゴリズム性能変化
Method Nodes Edges Time(Pre) Time(PC)
None 293,252 187,430 0 43,977
Corr 134,020 32,778 231 4,927
Fourier+Linear 244,051 95,882 175 10,597
Linear+Fourier 124,146 28,402 279 2,867
Fourier 290,148 126,097 173 20,640
Linear 124,196 28,793 2 3,175
で異なっている。
これらの手法により生成される時系列集合について、PCアルゴリズムに適用した際の性能
変化を検出因果エッジ数と処理時間の観点から検討する。表 7.7はそれぞれの手法における前
処理後の時系列ノード数、PCアルゴリズムにより得られる因果エッジ数、前処理および PC
アルゴリズムにおけるデータセット 1日あたりの平均処理時間 (秒)を示している。(この比較
は 7.4.1節で述べる時系列 binの重複を用いた実験により行なっている。) 手法のうち None
は前処理を行わないことを指し、Fourier+Linearはそれぞれ周波数解析、線形回帰の順に独
立に前処理を適用したことを意味する。まず、Corrおよび Linearのイベント単位での除去を
行う手法では、提案手法と比較して因果エッジ数および処理時間が大きく減少している様子が
見られる。この減少は、提案手法では Fourierにより抽出される外れ値成分に関連するエッジ
に相当する。図 7.6に見られるように外れ値成分のイベントは提案手法において多数のエッジ
を形成しており、この外れ値成分イベントのノードが除去されて失われることにより大きく
エッジ数が減少したものと考えられる。この減少は前処理設計で述べた要求の 1つである「周
期イベント中の外れ値はトラブルシューティング上重要であるため活用したい」という主張に
反するものである。また Fourier単体ではノード数があまり減少しない様子が見られる。これ
はこのデータセットにおける周期的なイベントの大半は完全に周期的なイベントではなく、あ
る程度の外れ値や傾向の変化などを含んでいることを意味する。一方で Fourier における因
果エッジ数や処理時間は前処理を行わない場合と比較して大きな差が見られる。これは周期
的なイベントでよく見られる偶発的共起による False positiveエッジが、時系列の周期的成分
が除去されスパースなデータとなったことで減少したことを意味している。PCアルゴリズム
の処理時間はエッジの探索を行うことから残るエッジの数の影響を大きく受けるため、False
positive エッジの削減は処理時間の削減にもつながる。このように Fourier は前処理による
False positiveの削減に大きく寄与していることがわかる。加えて、Linearと Linear+Fourier
ではどの指標においても大きな差が見られない。これは Fourierにより除去または変更される
イベントの大多数は Linearにおいても除去されることを意味している。これにより、Linear
の適用後に Fourierを利用すると Fourierで本来残されるべき外れ値成分が区別されることな
く Linear により除去されてしまい、Fourier が十分効果を発揮することができなくなってし
まう。これが Fourier の適用後に Linear を適用するという順序を採用している理由である。
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図 7.7. 条件付き独立検定手法別の PCアルゴリズムの処理時間
Linearのみを適用すると因果エッジ、処理時間とも大きく削減することができるが、このよう
な周期イベント中の外れ値成分に着目する必要のあるトラブルシューティングのような目的を
前提にする場合においては Fourierの採用に大きな必要性があるといえる。
7.3 条件付き独立検定手法の比較
4.3章において、G2試験 (G-square)と Fisher-Z試験 2つの PCアルゴリズムで利用でき
る条件付き独立検定手法について述べた。これらの 2手法は前提とする統計的な考え方や入力
データ形式などが異なることから、PCアルゴリズムによって得られる結果にも大きな影響を
及ぼす。本節ではこの 2つの条件付き独立検定手法をそれぞれ用いた時の処理時間、および得
られる因果 DAGについて比較する。
まず、それぞれの手法を用いた際の PCアルゴリズムの処理時間に着目する。図 7.7は 1日
分のデータセットを PCアルゴリズムで処理する上でかかる時間の分布を示している。この実
験においては、1日分のデータセットを 1日以内に処理することができない状況においてその
処理をタイムアウトとみなして中断しており、そのようなデータについては 24時間としてプ
ロットしている。(このようなデータの中には、中断を行わない場合数週間かけても処理が完
了しないものがあった。) Fisher-Z試験を用いた場合、7%のデータセット (3,648データセッ
ト中 253件)においてタイムアウトが発生した。この図において、タイムアウトは必ずしも含
まれるイベント数が大きいデータセットにおいてのみ発生しているわけではない。このことか
ら、Fisher-Z 試験を用いた場合の PC アルゴリズムの処理時間はイベントの種類数よりも出
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表 7.8. 条件付き独立検定手法別の得られる因果エッジ数
Method Directed edges Undirected edges All edges Edges without CI
(Di. device) (Di. device)
G-square 1,617 (10.0%) 508 (3.1%) 14,579 (90.0%) 1,630 (10.0%) 16,196 1,779,074
Fisher-Z 49,710 (61.7%) 20,221 (25.1%) 30,856 (38.3%) 9,646 (12.0%) 80,566 1,857,753
力される DAGの複雑さに大きく依存していると考えられる。一方で、G2試験を用いた場合
には PCアルゴリズムの処理時間は概ね線形、あるいは二次関数的に増加している様子が見ら
れる。
次に、それぞれの手法で生成される因果エッジの数に着目する。表 7.8はそれぞれの手法で
得られた因果エッジの数の差を示している。Fisher-Z試験を用いた場合、G2試験の場合と比
較してより 5倍とより多くの因果エッジを検出している。この結果をみると、Fisher-Zは G2
試験と比較して因果の検出可能性の面で優れているように見える。しかし、我々の手作業での
調査において、Fisher-Z で検出され G2 試験で検出されなかった因果エッジは必ずしもトラ
ブルシューティングにおいて有用なものではなく、むしろ冗長な、あるいは誤りの情報である
ケースが多く見られた。また表 7.8ではそれぞれの手法において条件付き独立性について考慮
しない場合 (PCアルゴリズムの Skeleton Graph推定において条件付き独立性の前提ノード
数を 0のみとする場合、つまり相関にのみ着目する場合) 20から 100倍程度のエッジが検出
される様子が見られる。このエッジ数の差は擬似相関によるものであると容易に想像できる。
このように、得られる因果エッジの数から条件付き独立検定手法の性能を議論することは困難
である。本論では得られた因果 DAG の質 (冗長なエッジや False positive のエッジの量) に
ついて検討するため、全体クラスタ係数 [74]と最大 Cliqueの 2つの指標について考える。
全体クラスタ係数はグラフの密度を指す指標である。この係数は、グラフ中の可能な 3ノー
ドの組み合わせに対する、エッジにより閉じた三角形の数の割合を示す。全体クラスタ係数
が大きく 1.0に近いグラフはより完全結合に近いことを意味する。PCアルゴリズムでは完全
グラフからエッジを除いていく形で因果を決定するため、出力 DAG の全体クラスタ係数が
大きい場合条件付き独立性の検出可能性が低いことを意味している。図 7.8は手法別の各日の
DAGにおける全体クラスタ係数を示している。このグラフにおいては G2試験、Fisher-Z試
験に加えそれぞれの手法で条件付き独立性を考慮しない場合 (相関のみ着目する場合)につい
ても比較している。条件付き独立性を考慮しない場合、どちらの手法においても 1.0に近く高
いクラスタ係数となっている。これらの DAGは時系列の近いイベント間で完全結合に近い部
分グラフを形成しており、イベント間の関係性について「関係がある」以上の情報を読み取る
ことが難しくなっている。このことから、因果解析の形で条件付き独立性に基づく解析を行う
ことは得られる情報の具体性を高める上で非常に重要であることがわかる。また、条件付き
独立性を考量する場合においても Fisher-Z試験を用いると G2試験と比較して 2倍程度密な
DAGを生成していることがわかる。
また Cliqueの観点からも同様の比較を行う。Cliqueはグラフ中の完全部分グラフを意味す
る。グラフ中の Cliqueが大きいことはグラフがより密であることを指し、全体クラスタ係数
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と同様 PC アルゴリズムにおいては条件付き独立性の検出可能性を示唆する指標となってい
る。ただし DAGの Cliqueを扱う際には、本論では因果の方向を考えず DAGを無向グラフ
と同様に扱うものとする。図 7.9は生成された DAG 中の最大 Clique の大きさの分布を示し
ている。この図では、Fisher-Z と比較して G2 試験ではより小さく少ない完全部分グラフを
形成している様子が見られる。最大のケースにおいても、G2試験は閉じた三角形を作るに止
まっているが、Fisher-Z試験では 5ノードまたはそれ以上からなる完全部分グラフを形成し
ている。このような大きな完全部分グラフからは因果関係としての情報の具体性を得ることは
できない。
これらの結果から、Fisher-Z試験は G2試験と比べてより多くの閉じた三角形のエッジを形
成することがわかる。トラブルシューティングにおいては、そのような三角形のエッジが因果
関係として得られることは望ましくない。現実的なネットワークイベントにおいて、3つ以上
のイベントが互いに依存し合っている状況は考えにくい。少なくとも 1 つのエッジは、仮に
意味のある関係であったとしても他方のノード、あるいはそれ以外のノードを介する間接的な
関係であるはずである。図 7.8と図 7.9から、Fisher-Zにおいて検出され G2試験では検出さ
れなかった因果エッジはそのような三角形を形成するエッジであることがわかった。したがっ
て、Fisher-Z試験においてのみ得られたこれらのエッジは多くの場合トラブルシューティング
において重要ではないといえる。
Fisher-Z 試験が条件付き独立性の検出可能性において不十分であることは理論的な側面か
らも補完される。Fisher-Z試験は入力データとして正規分布のデータを前提としている [75]。
もし扱うデータがアクセスログなどのように十分大きくかつ正規分布として扱えるデータであ
れば、Fisher-Z試験は正しく動作する。しかし、本研究で扱うネットワーク機器のイベントロ
グは時系列上スパースであり、正規分布ではない。このような状況において、Fisher-Z試験は
条件付き独立性により擬似相関による誤りの因果を正しく除くことができず、結果としてより
多くのエッジを DAGに残すことになったと言える。
ここで改めて両手法における処理時間の関係について検討する。PC アルゴリズムは
Skeleton Graphの推定のステップにおいて、多くのエッジが残っている場合条件付き独立性
の検索により多くの処理時間を要する。PCアルゴリズムは条件付き独立性の前提ノードの数
を増やしながら探索を行う。このとき多くのエッジが残っていれば、条件付き独立性が存在し
うるノードの組み合わせ数が大きく増大する。計算量の観点からの最悪のケースは条件付き独
立性が 1つも見つからず常に完全グラフであるケースであり、この場合処理時間は O(nn2 )の
オーダーとなる (n はノード数)。図 7.9のように Fisher-Z はより大きな完全部分グラフを形
成しているため、Skeleton Graph推定において条件付き独立性の潜在的な組み合わせが爆発
することとなった。これが図 7.7において Fisher-Z でタイムアウトが発生した主原因である
と考えられる。したがって、システムログのようなスパースなデータセットにおいては条件付
き独立性の検定手法として Fisher-Z試験よりも G2試験の方が適していると結論づけられる。
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表 7.9. 時系列 binの大きさと重複による因果エッジ数の変化
Bin Overlap Directed edges Undirected edges All edges
(Di. device) (Di. device)
300s 0 729 (5.5%) 261 (2.0%) 12,372 (94.4%) 1,060 (8.1%) 13,101
180s 0 878 (6.3%) 308 (2.2%) 13,012 (93.7%) 1,190 (8.6%) 13,890
60s 0 1,617 (10.0%) 508 (3.1%) 14,579 (90.0%) 1,630 (10.0%) 16,196
30s 0 2,036 (12.0%) 570 (3.3%) 14,979 (88.0%) 1,657 (9.7%) 17,015
10s 0 2,650 (14.1%) 614 (3.3%) 16,078 (85.9%) 1,358 (7.2%) 18,728
60s 10s 1,623 (10.0%) 486 (3.0%) 14,612 (90.0%) 1,495 (9.2%) 16,235
60s 20s 1,772 (10.6%) 504 (3.0%) 14,830 (89.3%) 1,585 (9.5%) 16,602
60s 30s 2,073 (12.1%) 588 (3.4%) 15,051 (87.9%) 1,707 (10.0%) 17,124
60s 40s 3,170 (15.5%) 1,081 (5.3%) 17,261 (84.5%) 1,973 (9.7%) 20,431
60s 50s 6,862 (25.5%) 3,121 (10.8%) 22,023 (76.2%) 4,243 (14.7%) 28,885
7.4 PCアルゴリズムの入力データのパラメータ
7.4.1 時系列 binの構成への依存性
5.4章において、PCアルゴリズムの入力データの生成にあたり時系列を binを用いて離散
化していることを述べた。この bin の大きさ b は PC アルゴリズムの結果に最も大きな影響
を与えるパラメータの 1つである。直感的には、bが大きくなると因果関係が無いが同じ時間
帯に発生しているイベント同士が同じ bin で発生したものと見なされる可能性が高くなるた
め False positiveの因果が増加することが予想される。同様に、bを小さくすると因果関係の
ある 2イベント間に発生ラグがある場合にそれらの因果関係を検出することが難しくなると考
えられる。さらに、bを小さくすることは PCアルゴリズムの入力時系列データが大きくなる
ことを意味するため、処理時間が b に半比例して増加する。このように適切な b を決定する
ことは容易では無いため、実験に基づく bの決定を行う必要がある。binの重複の有無もまた
PCアルゴリズムの結果に大きな影響を与えるパラメータである。binの重複を考えることに
より、発生ラグのあるイベント間の因果関係を検出することが容易になる可能性がある。一方
binの重複によりデータの大きさが増加し、処理時間が増加することになる点は binの大きさ
の場合と同様である。
まず binの大きさ bと PCアルゴリズムにより得られる因果エッジの数の間の関係を調べる
ため、bを 10秒から 300秒へと変えながら得られる結果の因果 DAGについて検討する。こ
の得られる因果エッジ数の変化を表 7.9にまとめる。Di. device 列は異なる 2つの機器で出
力されたイベント間の因果関係を指している。この図からまず全体として、bが大きくなると
検出されるエッジ数が少なくなる様子が見られる。これは、bが大きくなると False Positive
のエッジが増加するという我々の直感と反する結果である。 4.3章で述べたように、G2試験
の結果にはノード間のクロスエントロピーが大きく影響している。PCアルゴリズムの入力の
時系列上の大きさは提案手法では 1日と固定されているため、bが大きくなると時系列のデー
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タ長 (bin数)が半比例して減少する。この bin数の減少は時系列から得られる情報利得を減少
させ、結果としてクロスエントロピーの値は小さくなってしまう。さらに、G2試験では入力
としてバイナリ時系列を扱っているため、1つの bin中に複数回のイベントが発生していても
PCアルゴリズムはその情報を活用することはできない。このこともまた時系列から得られる
情報利得の現象に繋がる。これらの要因により bが大きくなるとクロスエントロピーは小さく
なり、結果として G2統計量についての帰無仮説が棄却されにくくなると、条件付き独立性が
本来よりも多く検出されることになる。これが大きな bの条件において検出されるエッジ数が
小さくなった原因であると考えられる。一方この図からは、小さい bの条件において検出され
るエッジ数が減少する様子が見られる。この傾向は特に異なる機器のイベント間の無向エッジ
数の列において顕著である。この結果は bが小さくなるとラグのあるイベント組の因果の検出
が難しくなるという我々の直感に反しない。特に異なる機器間のイベントでは通信遅延などの
要因でイベント間にラグが発生しやすく、bの大きさの影響を大きく受けたものと考えられる。
次に、binの重複を行なった場合の得られる因果エッジへの影響について調査する。binの
重複の導入により、因果関係のある 2イベント間にラグが存在する状況において離散化の際に
イベントが隣接する異なる binに対応づけられ結果として因果検出に失敗する、という自体を
防ぐことが可能である。比較のため、bの大きさは binの重複を行わない試行において十分な
数の因果エッジを検出することができた値である 60秒に固定している。例えば binに 10秒
の重複を与える場合、ある binに続く次の binはその 50秒後に配置される。これは、binの重
複部が大きくなるとデータ中の総 bin数が増加することを意味している。表 7.9において、こ
の重複部を 10秒から 50秒の値に設定した際に得られる因果エッジの数をまとめている。10
秒の bin重複を用いた場合、重複なしの場合とほぼ同等の数のエッジが検出された。このこと
は、binの境界が離散的であることの結果への悪影響は無視できる程度に小さいことを意味す
る。一方で、50秒の bin重複を用いた場合、重複なしの場合と比較して多くのエッジを検出
することに成功した。この重複 50 秒のケースは、総 bin 数 (つまり処理時間) の観点からは
bin重複なしで b = 10の時と同等である。にもかかわらず、重複 50秒の場合この b = 10の
結果と比較しても多くのエッジを検出することができている。前段落の binの重複なしの結果
において、bを決定するための 2つの知見について述べた。1つは十分な情報利得を得るため
bは十分小さくなければならないこと、もう 1つはラグのある因果関係の検出のため bは十分
大きくなければならないことである。この相反する 2つの要求は、binの重複を用いることに
よって緩和されたと考えられる。情報利得についての問題は、重複 binを用いることによって
大きな bを用いたまま総 bin数を増やすことが可能になり、そしてラグのある因果関係の問題
は binの重複部で部分的な共起となるため検出が可能となる。このように、bの大きさに対し
てある程度大きい重複部を持つ binを用いることでより適切な因果関係の検出が可能になると
いえる。
さらに、PCアルゴリズムによって得られる DAG中の接続部分グラフの大きさにも着目す
る。ここでは接続部分グラフは、DAG を無向グラフとしてエッジにより互いに到達可能な
ノード群からなるものとする。図 7.10にこの DAG 中の全ての接続部分グラフについてその
大きさごとの数の分布を示している。性質上接続部分グラフの最小サイズは 2であり、グラフ
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図 7.10. 接続部分グラフの大きさの分布
が大きくなるほどその数は少なくなっていく。この図から、まず bが小さい時より大きな部分
グラフを形成することがわかる。bが小さいと検出されるエッジ数が増加するため、部分グラ
フも大きくなることは直感に反しない。また 60秒の bに対し 50秒の重複 binを用いること
により、他のどの条件よりも大きな部分グラフを形成している。これらの検出された部分接続
グラフには、2つの傾向が見られた。1つは、あるイベントが複数の機器において発生する類
似したイベント群の原因になっている場合である。例えば、NTPサーバの機能がなんらかの
障害により停止した際、その結果全ての機器が NTP同期に失敗したことを意味するエラーを
出力した。これらのイベントは同時に発生することから共起として扱われ、大きな部分グラフ
を構築することになる。このような部分グラフがシステムログから得られることは妥当な結果
であるといえる。もう 1つは、複数の関連性の薄いイベントが共通のイベントを介して接続さ
れている場合である。このような部分グラフは主に、一定のイベントが多数の False positive
エッジに接続されることにより発生している。このような False positiveは特に出現回数が多
くある程度恒常的に発生するイベントによく見られる。
これらの結果から、PCアルゴリズムにおいてはある程度の大きさの binに十分な大きさの
重複を与えた時系列を入力とするのが望ましい。本論では第 8 章の評価において、60 秒の b
に対して 50秒の重複を与えた binを用いている。
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表 7.10. Window sizeによる因果エッジの検出数の変化
Window size #Average edges #Unique edges
24 days 266 2900
7 days 133 3149
3 days 83 3094
1 day 36 2936
7.4.2 時系列の解析単位
6.2章において、提案手法ではシステムログの時系列を 1日ごとに分割して個別に PCアル
ゴリズムを適用していることを述べた。この時系列の解析単位をWindow sizeと呼ぶものと
する。このWindow sizeもまた PCアルゴリズムの結果を大きく左右する可能性のあるパラ
メータの 1 つである。Window size による時系列の分割は、より一時的な因果関係に焦点を
当てる上で有用である。また、データセットの分割により 1つのデータセットに含まれるイベ
ントの種類数が減少することから、グラフのノード数が減少し処理時間の削減にもつながる。
この Window size の変化による PC アルゴリズムの結果への影響について検討する。
表 7.10はWindow sizeを 1日、3日、7日、24日のそれぞれの期間としたときの得られる因
果エッジの数を示している。\Average edges"はWindow size の期間あたりの平均検出エッ
ジ数を指し、\Unique edges"は得られた全因果エッジ中の異なるエッジの種類数を指してい
る。この表では、検出される Unique edgesの数はWindow sizeに依存せず一定の値を取って
いることがわかる。この結果により、Window sizeはエッジの検出可能性に大きな影響を与え
ないと言える。したがって、1日単位での時系列分割を行なっている提案手法はエッジの検出
可能性の観点からは妥当であると考えられる。
7.5 後処理
システムログにおいて PCアルゴリズムにより検出される一部のエッジはオペレータにとっ
て自明な情報でありトラブルシューティングにおける重要性が低いため、そのようなエッジを
後処理により区別する必要がある。 5.5章で述べたように、提案手法ではこの後処理を検出さ
れる同等の因果関係の検出頻度についてパーセンタイルを用いることで区別を行う。本論で
は、同等の因果関係を同じ Log templateのイベント間で検出された因果関係と定義しており、
イベントが発生した機器の違いについては考慮していない。これは、同種の役割の機器を多く
含むネットワークシステムにおいては、異なる機器間で発生したログイベントにおいても同じ
Log template間のイベントであれば類似する振る舞いである可能性が高いという推測に基づ
く。この定義においては、1つの DAG中に複数の同等の因果関係が発生することもある。
このパーセンタイルに基づく因果エッジの分離が確かにオペレーション上の重要性の違いを
表現することを確認する。ここではログにおけるオペレーション上の重要性を対比により説明
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図 7.11. 与える閾値により得られる異常クラスタの要素数
するため、まずクラスタリングに基づくログデータの分類を行う。システムログには、一般的
なシステム運用上におけるログメッセージの発生についていくつかのヒューリスティクスが考
えられる。1つは、何らかの異常や障害が発生した際にはその周辺に普段見られないメッセー
ジが出現する、というものである。またもう 1つは、異常や障害が発生していない期間のメッ
セージは大きなシステム変更がない限り似通ったものになる、というものである。そこで、一
定期間のログデータセットについてそのデータセット間のログ出現傾向の類似性に基づくクラ
スタリングを行うことで、最大のクラスタとして得られる集合が異常や障害の発生していない
期間のデータセットを指すと推定できる。
本論では 1 日ごとのシステムログ出力を単位として、その Log template 別の出現数デー
タを用いてクラスタリングを行う。(ただし因果解析とは異なり、出力機器デバイス名の違い
は考慮していない。) この出現数の振る舞いの Log template 別の特異性を重要視するため、
TF-IDFによる重み付けを行う。ある Log template lについて、その templateのある日のロ
グデータ dにおける出現数を ad とする。これに対し、データの全期間 D に対する ad につい
ての TF-IDF値 wd を
wd = adlog2
D
fd : d 3 lg (7.3)
とする。ただし、fd : d 3 lgは Log template l が 1回以上出現した日数を指す。この wd は
出現が珍しい Log templateを重く、出現が一般的である Log templateを軽く評価する指標
となっている。こうして得られる全ての Log templateLについての wd のベクトルを階層的
クラスタリングの距離評価に用いる。距離としては、標準化ユークリッド距離を用いた。ある
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図 7.12. 各クラスタにおける後処理で判別
された定常な因果エッジの割合
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図 7.13. クラスタ間の定常な因果エッジ割
合の差分
2区間のデータの重み値 wd のベクトル x(l)、y(l)について、その標準化ユークリッド距離を
Svw =
vuut LX
l
(
x(l)  y(l)
stdl
)2 (7.4)
とする。ただし stdl は全データ D 中の l についての wd 値の標準偏差である。クラスタリン
グはこの距離について最短距離法により行い、距離に対する閾値を与えることによりクラスタ
を決定する。得られるクラスタのうち最大のものを定常クラスタ、それ以外の全ての要素を含
むものを異常クラスタとして、データの全期間を 2つのクラスタに分類する。図 7.11は与え
る閾値を変えた際に得られる異常クラスタの大きさを示している。距離についての閾値を大き
くすることでより大きな距離の 2要素が同一クラスタに分類されやすくなり、結果定常クラス
タが大きくなる。これは同時に、異常クラスタの要素数が小さくなることを意味する。
こうして得られる 2つのクラスタは、先に述べた 2つのヒューリスティクスからシステム運
用上の重要性により分割されたデータセットであると言える。このクラスタ分割に対して本研
究の後処理は、
 定常クラスタにおいてより多くの因果エッジを定常な振る舞いとみなす
 異常クラスタにおいてより多くの因果エッジを異常な振る舞いとみなす
という挙動をする場合にクラスタリングと類似した運用上の重要性評価を行なっていると考え
られる。
そこで、クラスタ分割を正解とみなしたときの後処理の閾値決定とその性能について検討す
る。図 7.12はクラスタリングの閾値として 20,000,000を用いた際に得られる 2クラスタにつ
いて後処理の閾値を変えた時に後処理により定常な因果エッジと判別される割合を示してい
る。この 2クラスタ間の差が大きいほど、その後処理閾値による因果エッジの判別が運用上の
重要性に沿っていると言える。この 2クラスタ間の差分を図 7.13に示している。この図では、
後処理閾値 0.002のとき差分が最大となる。また定常クラスタにおける定常因果エッジ判別を
True Positive、異常クラスタにおける定常因果エッジ判別を False Positive とした時の因果
7.5 後処理 67
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
Tr
ue
 p
os
itiv
e 
ra
tio
False positive ratio
図 7.14. 後処理による因果分類性能の ROC曲線
エッジ分類の受信者動作特性曲線 (ROC曲線)を図 7.14に示す。これらを見た時、本研究の後
処理における因果エッジ判別の精度は直感的にあまり高くないように見える。これは、1日の
ログデータを単位にクラスタリングしたものを正解と置いていることが原因である。実際のロ
グデータにおいては定常な振る舞いは障害が発生していない日だけでなく障害の発生した日に
も同様に見られる。そのため異常クラスタ中にも一定数の定常な因果エッジが含まれるはずで
ある。逆に障害が発生していない日においても、設定の変更や BGP対向ピアの状態変化など
により非定常な因果エッジが発生することがある。これにより、正常クラスタ中にも一定数の
非定常な因果エッジが含まれることになる。このように、図 7.14に示す ROC特性は正解の設
定が厳密でないことに由来する精度低下の影響を受けている。この点を考慮すると、図 7.13に
おいて両クラスタ間の割合に 0.25の差がついていることは十分な差であると言える。
次に、後処理閾値だけでなくクラスタリング閾値の影響についても検討する。クラスタリン
グにより得られる定常クラスタおよび異常クラスタの大きさはクラスタリング閾値によって変
化するが、このクラスタリング閾値として適切な値を設定するための妥当な基準は現状存在
しない。そこでこの比較を後処理閾値とクラスタリング閾値の 2 変数で行うことにより、後
処理とクラスタリングの異常ログ分離における特性がもっとも近い条件に注目して検討する。
図 7.15は各クラスタリング閾値により得られる 2クラスタ間において後処理により定常と判
別される因果エッジの割合差分の最大値の変化を示している。この図からクラスタリング閾値
20,000,000 の周辺で他の値と比較して高い差分値をとなっていることがわかる。このことは、
クラスタリング閾値 20,000,000 の条件では後処理とクラスタリングの異常ログ分離における
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図 7.15. クラスタリング閾値とクラスタ間最大差分の関係
特性がごく近いものとなっていることを意味する。この条件における異常クラスタに含まれる
データの日数は、全体 456日中の 13日分に相当する。第 6章で述べたトラブルチケットデー
タとこれらの 13日を比較すると、これらの日の前後には Systemグループの異常ログ観測に
関するチケットが記録されているケースがよく見られた。Systemグループの異常ログやその
周辺ログは出現数が少ないことから、クラスタリング、後処理の双方で関連する情報が異常と
判断されやすいものであり、同時にトラブルシューティング上重要な情報でもある。このよう
に、後処理によって得られる定常・異常因果エッジは因果を用いないクラスタリングと少なく
とも同等程度にトラブルシューティング上の重要性についての分離を行うことに成功している
と言える。
図 7.13からは、後処理に用いる閾値が決定可能である。図において、クラスタ間差分が最
大の値を取るのは後処理閾値 0.02の時である。しかし、この後処理閾値は定常なものとして
分離する因果エッジの種類を指しており、この閾値が小さすぎることは分離が限られた一部し
か行われないことを意味する。これは本研究において後処理を採用している理由から、好まし
くない。よって実践的には、クラスタ間差分が十分大きな値を取るある程度大きい後処理閾値
を採用することが望ましい。本研究ではクラスタ間差分値が 2 番目の極値をとる後処理閾値
0.05を採用する。この時、データセットにおいて見つかった全 2,286 種類の組み合わせの因
果エッジのうち 11種類が除去されることになる。
次に、後処理によって実際に分離される因果エッジの数について検討する。本節冒頭で述べ
たように、本研究では同じ Log templateのイベント間で検出された因果関係を後処理上の同
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図 7.16. 因果エッジのべ検出数の分布
一の因果エッジと定義している。この同一の因果エッジごとの検出頻度に基づき降順にソート
し、その検出数の分布について調査した。図 7.16はエッジ検出数順位に対する検出数の累積
度数分布を示している。PCアルゴリズムにより検出された総エッジ数は 28; 885であり、こ
れは 1日あたり 63:3件の因果関係が得られることを意味する。一方で、検出頻度の高い上位
5%のエッジ (全 2286種類のエッジのうち 118)が全体エッジの 85%を占めている。これらの
エッジは少なくとものべ 35の DAGに出現していることから、オペレータにとって恒常的な
因果関係であるとみなすには十分であると考えられる。実際にこれらのエッジを個別に調査し
たところ、その多くは機器管理のための認証と操作に由来するものであった。このような機器
管理のための操作は障害の有無に関わらず日常的に行われており、トラブルシューティングに
おける重要性は低いと言える。したがって、この 5%を閾値として検出頻度の高いエッジを区
別し、その残りのエッジに焦点を当てることは妥当であると言える。この後処理はデータセッ
ト全体に対して 20秒程度の時間を要する。
7.6 因果エッジの誤検出
提案手法においては PC アルゴリズムによって検出される因果関係の False positive とし
て、主に 2つのケースが考えられる。1つは擬似相関であり、相関はあるが因果関係としては
不適切なエッジを指す。この種の False positiveは本来因果推論によって除かれるべきもので
あるが、入力データの性質などによって適切な条件付き独立の検出ができない場合、不適切な
エッジが残ることがある。 7.3章で述べたように、この種の False positiveは Fisher-Z検定
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図 7.17. ポアソン生起ランダムイベントにおける検出エッジ数
を用いた場合に多数発生する。もう 1つは偶発的に共起したイベント間に誤りのエッジが成立
するものである。PCアルゴリズムは擬似相関に対しては有効に働くが、正しい因果関係のあ
るイベントと偶然共起したイベントを区別することは難しい。本節では、この偶然の共起に由
来する False positiveの発生可能性について検討する。
もし確率的に独立したランダムイベントを複数用意する場合、それらの間に検出される因果
エッジは全て False positiveであると判別できる。そこで、ここではランダムイベントとして
ポアソン生起に基づくランダム時系列をそれぞれ 10、100、1; 000用意した。これらを提案手
法と同様 bを 60秒としてバイナリ化し、PCアルゴリズムで因果 DAGの生成を行なった。こ
の生成される DAG中の全てのエッジは偶発的な共起による False positiveであると言える。
いずれのケースにおいても検出エッジ数が 0 となるのが最善の結果であり、また検出されう
る最大のエッジ数 (最悪のケース) はノードの組み合わせに相当する 45、4; 950、499; 500 で
ある。図 7.17はこれらのランダム時系列の到着率 (イベントの生起率)を変えた時の、検出さ
れたエッジ数の変化を示している。それぞれの点は 100 の異なるランダム時系列についての
試行の平均値であり、併せて標準誤差を記している。この図から、発生する False positiveは
考えられる組み合わせに対して十分小さく、また到着率への依存性は小さいと言える。False
positiveの発生率はそれぞれ 10イベントの時 1.1%、100イベントの時 0.4%、1; 000イベン
トの時 0.06%であった。したがって、ポアソン生起のランダムイベントにおいては提案手法
の False positive率はおよそ 1%以下に抑えることができている。
ただし、現実のネットワークシステム中のイベントの多くはポアソン生起には従わない。例
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えば、ログイベントには周期性をもつものや恒常的に発生するものが存在する。これらのイベ
ントはポアソン生起に従わず、そして我々の調査の範囲ではランダムイベントよりも多くの
False positive の原因となっている。このことから、 5.3 章で述べた前処理は False positive
を減らす上で非常に重要となっている。
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この章では、提案手法の実際のネットワークシステムにおける有用性に関して行なった評価
について述べる。この評価ではまず、PCアルゴリズムにより検出された因果エッジを意味上
の観点から分類することで ( 8.1章)、それらがオペレータの一般的な知見に反しないことを確
認している。
次に、提案手法を用いて得られた因果関係について 3つのケーススタディ ( 8.2章)を用い
てより実践的な例を紹介している。特に 8.2.2節の例では、不適切な手法を用いると多数の冗
長な情報が抽出されてしまうケースにおいて提案手法ではより本質的な情報の抽出に成功して
おり、得られる情報を十分に精選するという 1.1 章で述べた実践的有用性のための要件を満
たしていることを示している。また 8.2.3節の例では、運用者が把握していない (トラブルチ
ケットに記録のない)未知の障害について因果関係の検出によりその存在を初めて明らかにす
ることに成功しており、人手では見落としやすい情報を検出するというもう 1つの要件を満た
していると言える。
さらに、得られた因果をより広範囲のトラブルチケットと対比することで ( 8.3章)、提案手
法が提供している因果情報が実際に発生した大規模な障害の多くを網羅していることを示して
いる。最後に、異なるネットワークトポロジーのシステムにおいても有用な因果の検出に成功
している例を示し ( 8.4章)、提案手法のシステム環境、あるいはデータセットに対する一般性
を示している。
8.1 得られる因果
6.1 章で述べたデータセット全体について提案手法を適用したところ、PC アルゴリズム
により総計 28; 885の因果エッジが検出された。この因果エッジの表 6.1と同様の意味上のグ
ループによる分類を表 8.1に示す。この表はエッジを形成するノードの数の分布となってお
り、1 つのエッジに対しその両端の 2 つのノードについてそのグループが計上されている。
Directed 列は、PC アルゴリズムにより因果の方向が決定されたものを指す。まず、特に多
くのエッジが検出されたグループは SystemとManagementである。これら 2つのグループ
は機器へのログイン (Management) や操作 UI の開始イベント (System) など他の操作や通
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表 8.1. 検出因果エッジを形成するノードの分類
Type All Edges Edges of Inner-types Important Edges
(Direct) (Direct) (Direct)
System 18,203 3,386 14,268 (78%) 1,650 2,681 (15%) 1,315
Network 2,359 665 1,100 (46%) 186 1,069 (45%) 461
Interface 3,324 898 2,158 (65%) 552 791 (34%) 306
Service 1,035 364 490 (47%) 100 437 (42%) 230
Mgmt 25,533 5,817 21,804 (85%) 4,154 3,265 (13%) 1,281
Monitor 1,138 294 708 (62%) 106 561 (49%) 197
VPN 1,720 184 1,588 (92%) 132 436 (25%) 112
Rt-EGP 4,367 2,098 3,634 (83%) 1690 1,135 (26%) 458
Rt-IGP 91 18 74 (83%) 14 91 (100%) 18
Total 57,770 13,724 45,824 (79%) 8,584 10,466 (18%) 4,378
信と関連して発生するイベントが多く含まれており、その結果因果関係も多数検出されてい
る。このネットワークにおいては機器へのログインや操作は障害の発生の有無に関わらず頻繁
に行われていることから、この結果は妥当なものであると言える。また通信機能に関連する
Network、Interface、VPN及び EGPに関するものも発生するイベント数に対して多くの因
果関係が検出されている。これらのイベントは通信にあたり多数のインターフェースや機能、
ハードウェアなどと連携するためイベントの発生が多くなり、単発的になりやすい他のイベン
トと比較して統計的に相関を見出しやすく、結果検出される因果関係も増加している。提案手
法は特にこのようなネットワークの機能に関わるイベントの解析において有効に働いている。
また、表 8.1では同一グループ内のイベント間 (Inner-types)で検出されたエッジの数につ
いても示している。Routing (EGP, IGP)や VPNに関するエッジはその大多数が同一グルー
プ内のエッジとなっている。これらのプロトコルは他機器と同一プロトコルでの通信を行う
ことが主であり、障害発生時の例外を除いて他のイベントとは独立して発生することが多い。
SystemやManagementに関するエッジもまた同一グループ内のエッジが多数を占めている。
これらのエッジの大多数は機器へのログインや操作に関連するイベントのものであるため、そ
のような操作の多くは他のイベントと独立して発生していることがわかる。これは、遠隔での
機器の操作の大半は設定の変更や状態の変化を伴わず、監視や確認のために行われていること
を示唆している。
一方で、Networkグループのイベントの多くはグループ外のイベントとの間に多く因果関係
が検出されている。表 8.2に検出されたエッジを形成するノードの組み合わせとその検出数を
示している。この図から、Networkのイベントは特に Interfaceのイベントとの間で因果エッ
ジが検出されていることがわかる。これは、通信インターフェースの状態の変化がネットワー
クの機能と大きく関わっているためである。例えば、あるインターフェースのエラーはそのイ
ンターフェースを用いる通信の失敗に繋がることになる。別の組み合わせとしては、System
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表 8.2. 因果エッジを形成するノードの意味上の組み合わせ
Type System Network Interface Service Mgmt Monitor VPN Rt-EGP Rt-IGP
System 7,134 248 303 220 2,849 136 15 164 0
Network 248 550 411 35 214 90 45 213 3
Interface 303 411 1,079 40 296 30 0 85 1
Service 220 35 40 245 158 34 1 57 0
Mgmt 2,849 214 296 158 10,902 53 8 149 2
Monitor 136 90 30 34 53 354 39 46 2
VPN 15 45 0 1 8 39 794 17 7
Rt-EGP 164 213 85 57 149 46 17 1,817 2
Rt-IGP 0 3 1 0 2 2 7 2 37
と Management、System と Service、Network と EGP などが多数発生している。System
とManamementは共に多数の Log templateが発生しており、機器の遠隔操作など協調する
イベントも多数存在する。Systemと Serviceの組み合わせは主に NTPの同期エラーとその
メッセージの繰り返しを意味するアラートからなる。Networkと EGPの組み合わせは BGP
の接続セッションの状態変化がそれを用いた通信に影響を及ぼしていることを意味している。
このように意味上のグループを用いた解析において、得られた結果はネットワークシステムの
基本的な振る舞いに準じた因果関係となっている。
最後に、後処理後のエッジ数について検討する。 7.5章で決定した閾値 0.05を用いて後処
理を行った際の重要性の高いエッジの意味上の分布が表 8.1に示されている。Monitorのイベ
ントがもっとも多く重要なイベントと判別されていることがわかる。Monitorグループのイベ
ントの大半は SNMPに関するものであり、機器やハードウェアの意図に反する挙動に関連す
ることが多い。
8.2 ケーススタディ
本節では提案手法の実際のシステム運用における有用性を示すため、検出された因果に関連
する 3つのケーススタディを紹介する。
8.2.1 ケース 1: 遠隔ログインの失敗
1つ目のケースは遠隔ログインの失敗イベントに関するものである。ある L2スイッチ Aは
他の機器 Xの監視スクリプトにより定期的に遠隔ログインされていた。しかしある時のログ
インは失敗し、Aのログには遠隔ログイン失敗のイベントが記録されていた。同時間帯、Aの
ネットワークのゲートウェイであるルータ B において BGP の接続断についてのイベントが
発生していた。この BGPイベントは Aを介した 2つの AS間の接続についてのものであっ
た。実際のところ、同日のトラブルチケットには計画停電が行われた旨の記録があり、これら
の 2つの ASを管理する機器はこの停電の影響範囲内にあった。このことから BGPの接続断
はこの計画停電に由来するものであり、その結果として Aへの遠隔ログインの失敗が発生し
たと推測できる。
このケースに関連して出現したログメッセージの Log templateを図 8.1に示す。ID 55, 56
のイベントは BGP接続の初期化のプロセスの一部である。ID 58は遠隔ログインの失敗を意
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55[egp] (rpd[**]: bgp_hold_timeout:**: NOTIFICATION sent to
** (** AS **): code ** (Hold Timer Expired Error), Reason:
holdtime expired for ** (** AS **), socket buffer sndcc:
** rcvcc: ** TCP state: **, snd_una: ** snd_nxt: **
snd_wnd: ** rcv_nxt: ** rcv_adv: **, hold timer **)
56[egp] (rpd[**]: RPD_BGP_NEIGHBOR_STATE_CHANGED: BGP peer **
(** AS **) changed state from ** to ** (event **))
58[mgmt] ([**]: EVT ** ** ** ACCESS ** **:** Login incorrect
**)
107[interface] ([**]: EVT ** ** ** PORT ** ** **:** Port up.)
224[system] ([**]: RSP ** ** **(**):Can't execute.)
図 8.1. 関連する Log template (ケース 1)
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図 8.2. 検出された因果 DAG (ケース 1)
味する。ID 107はネットワークインターフェースの復旧に関するもので、停電後に機器が起
動した際のものである。ID 224は手動での遠隔作業に関するもので、この停電とは直接の関
係はない。このデータにおいては、2回の遠隔ログイン失敗、および 2つの ASそれぞれに対
する BGPイベントがログイン失敗のイベントと同時に発生していた。
図 8.2はこの障害において推定されるイベント間の正しい関係 (a)、および PCアルゴリズ
ムによって検出された因果 DAGをG2試験 (b)と Fisher-Z試験 (c)のそれぞれを用いた場合
について示している。図中において対応関係を確認しやすくするため、それぞれのイベントに
ついてその意味を要約したラベルを提案手法とは別に手作業で与えている。(b)の DAGは先
に述べた Log templateのイベント間に 4つのエッジを形成しており、(a)との差異は許容で
きるものであり遠隔ログイン失敗の原因についての妥当な情報を示している。この結果から、
ログインの失敗が BGP接続の状態変化に由来するものであることを正しく検出することに成
功したと言える。この DAGにおいては 6.1章の分類における EGPグループのイベントと、
InterfaceやManagementなどの他のグループのイベントとの間で因果エッジが引かれている
様子が見える。これらのグループを跨いだエッジはグループ内で完結するエッジと比較して平
常時と異なる挙動を指していることが多く、オペレータにとってよりトラブルシューティング
において価値の高い情報である。表 8.2からこのような組み合わせのノード間のエッジはデー
タセット中で複数回検出されており、トラブルシューティングにおいて同じような有用性を持
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55[egp] (rpd[**]: bgp_hold_timeout:**: NOTIFICATION sent to
** (** AS **): code ** (Hold Timer Expired Error), Reason:
holdtime expired for ** (** AS **), socket buffer sndcc:
** rcvcc: ** TCP state: **, snd_una: ** snd_nxt: **
snd_wnd: ** rcv_nxt: ** rcv_adv: **, hold timer **)
56[egp] (rpd[**]: RPD_BGP_NEIGHBOR_STATE_CHANGED: BGP peer **
(** AS **) changed state from ** to ** (event **))
106[system] (mgd[**]: UI_CHILD_EXITED: Child exited: PID **,
status **, command '**')
1406[system] (**)
1420[network] (** PFE[**]Aliveness Turning Destination ** on)
1423[interface] (** MIC(**)(**): SFP+ plugged in)
図 8.3. 関連する Log template (ケース 2)
(a) Manual inference (b) PC algorithm (G-square)
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図 8.4. 検出された因果 DAG (ケース 2)
つエッジが複数見つかっていることを意味する。
一方で、Fisher-Z試験により生成された DAG (c)はエッジにより多数の閉じた三角形を形
成しているものの、BGPイベントとログイン失敗のイベントの間の関係については正しく検
出することができている。どちらの手法でも、このケースに関連する機器におけるシステムの
振る舞いを理解する上で有用な情報を提供することに成功していると言える。
8.2.2 ケース 2: ハードウェアモジュール
2つ目のケースはルータのハードウェアモジュールに関するものである。あるルータは定期
的にスクリプトにより監視されている。ある時この監視コマンドが異常終了し、関連するハー
ドウェアモジュールにおいて多数のアラートメッセージが発生した。またこれらのイベントの
直前、一部の BGP接続が初期化される様子が見られた。
このケースに関連して出現したログメッセージの Log templateを図 8.3に示す。ID 55、56
のイベントはケース 1でも見られた BGP接続の初期化のプロセスの一部である。ケース 2で
はこれらのメッセージは 4 つの AS について記録されていた。ID 106 は遠隔操作の UI の子
プロセスが異常終了した際に発生するメッセージである。(正常な終了においては、代わりに
\UI CHILD STATUS"メッセージが発生する。) このイベントはプロセスの再試行により複
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数回発生している。また ID 1406、1420、1423はハードウェアモジュールの起動プロセスの
一部である。ID 1406 は Log template としては特に情報を提供しておらず奇妙に見えるが、
このメッセージ中の変数は ID 1420、ID 1423と共通するハードウェアモジュール名を指して
いる。
BGPイベントは UIプロセスの異常終了やハードウェアモジュールのイベントの 1分程度
前に発生していた。このことから、まずハードウェアモジュールが異常停止し、それによって
BGPの接続が初期化、そのあとにハードウェアのモジュールの起動プロセスが始まったもの
と推測できる。この障害はトラブルチケットにおいてもハードウェアモジュールの再起動とし
て記録されている。
図 8.4はこの障害において推定されるイベント間の正しい関係 (a)、および PCアルゴリズ
ムによって検出された因果 DAG を G2 試験 (b) と Fisher-Z 試験 (c) のそれぞれを用いた場
合について示している。G2 試験を用いた場合 (b) には 3 つの関連するエッジが検出された。
1つは BGPイベント間のものであり、残りの 2つはハードウェアモジュールとプロセスの異
常終了に関するものである。これらのエッジは正解の関係とは少し異なっている。提案手法は
イベントの時系列情報のみから因果の推定を行なっているため、オペレータの視点から期待さ
れる因果関係と同等の推定を行うことは現状では難しい。とはいえ、得られた情報はオペレー
タがシステムの動作を理解する上で依然として有用な情報である。一方、Fisher-Z 検定を用
いた場合には 70のイベントノードを接続する 270のエッジが検出された。この DAGのエッ
ジは多数の閉じた三角形を形成しており、オペレータがシステムの振る舞いを理解するには複
雑すぎるものである。このグラフは Fisher-Z検定が多数の False positiveを生成している例
( 7.3章で述べたもの)の 1つである。このように、この障害のケースにおいては不適切な検定
手法を用いるとオペレータにとって冗長な情報が多数提示され、本当に重要な情報を見落とし
てしまうことに繋がる。これに対して G2試験を用いた提案手法ではより本質的な情報の提示
に成功している。
8.2.3 ケース 3: BGP接続の不具合
3つ目のケースでは、2つの機器間で波及した障害の例を扱う。ある L2スイッチ Aにおい
て、ネットワークインタフェースの 1 つが起動とエラー停止を繰り返すフラッピングの状態
になった。同じ時間帯、ルータ Bが L2スイッチ Aを介して別のルータとの間に形成してい
る BGP の接続が複数回に渡って初期化されている様子が見られた。この 2 つのイベントは
BGPの初期化が先行していることから、BGP接続断によりネットワークの通信が断絶された
ことがネットワークインターフェースのエラーと認識されたものと考えられる。
このケースに関連して出現したログメッセージの Log templateを図 8.5に示す。ID 107お
よび 108は L2スイッチ Aにおいて出力されたネットワークインターフェースの状態変化に
関するものである。一方残りの 5つの Log templateはルータ Bにおいて出力されたものであ
る。ID 55、56のイベントはケース 1でも見られた BGP接続の初期化のプロセスの一部であ
り、ID 56が BGP接続の状態変化を指す一方、ID55はその状態変化を受けて行われる BGP
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107[interface] ([**]: EVT ** ** ** PORT ** ** **:** Port up.)
108[interface] ([**]: EVT ** ** ** PORT ** ** **:** Error detected
on the port.)
56[egp] (rpd[**]: RPD_BGP_NEIGHBOR_STATE_CHANGED: BGP peer **
(** AS **) changed state from ** to ** (event **))
55[egp] (rpd[**]: bgp_hold_timeout:**: NOTIFICATION sent to **
(** AS **): code ** (Hold Timer Expired Error), Reason:
holdtime expired for ** (** AS **), socket buffer sndcc:
** rcvcc: ** TCP state: **, snd_una: ** snd_nxt: **
snd_wnd: ** rcv_nxt: ** rcv_adv: **, hold timer **)
43[egp] (rpd[**]: bgp_send: sending ** bytes to ** (** AS **)
blocked (no spooling requested): Resource temporarily
unavailable)
5[monitor] (last message repeated ** times)
328[egp] (rpd[**]: ** (** AS **): reseting pending active
connection)
図 8.5. 関連する Log template (ケース 3)
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(b) PC algorithm (G-square test) (c) PC algorithm (Fisher-Z test)
図 8.6. 検出された因果 DAG (ケース 3)
接続確立のための手続きを指している。ID 43 と ID 5は BGPの接続再構築から派生するイ
ベントであり、他のイベントとは時系列上異なる時間に発生している。ID 328 は BGPの接
続確立に失敗したことを示しており、繰り返し行われた BGPの接続再構築の中で散発的に発
生している様子が見られた。この BGP接続が繰り返し再構築された元の原因についてはこの
ログのデータセット中には見られなかった。
図 8.6はこの障害において推定されるイベント間の正しい関係 (a)、および PCアルゴリズ
ムによって検出された因果 DAG を G2 試験 (b) と Fisher-Z 試験 (c) のそれぞれを用いた場
合について示している。この例においても、G2検定を用いることで正解に近い因果関係を推
定することに成功している。エッジの方向の間違いが複数見られるが、機器の振る舞いを理解
する上で有用な因果グラフとなっている。Fisher-Z 検定を用いた場合にも正解にある程度近
い因果関係を生成しているが、こちらの DAGには擬似相関や間接的な因果を指すと考えられ
る複数の余分なエッジが含まれている。
このように、3つの障害のケースについて得られた DAGを示した。このうちケース 1, ケー
ス 2の障害はトラブルチケットに記録されたものであり、同様の障害が別の日、あるいは別の
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表 8.3. 提案手法により検出された因果エッジに対応するトラブルチケット数
Event type Associated tickets All tickets Detection rate
Rt-EGP 91 106 86%
System 11 36 31%
VPN 19 19 100%
Interface 10 15 67%
Monitor 7 10 70%
Network 1 1 100%
Mgmt 0 1 0%
Total 139 188 74%
機器で発生している様子が見られた。(詳しくは 8.3章で述べる。) 一方ケース 3の障害はト
ラブルチケットにおいて対応する記録がなかったことから、運用者が障害の発生を把握してい
なかったものと考えられる。同様にトラブルチケットに記録されていない障害が PCアルゴリ
ズムによって初めて明らかになった例は複数存在した。このような例が見つかることは、提案
手法が報告のない未知の障害を発見する助けとなり、その再発を未然に防ぐ上で有用であるこ
とを意味する。このように、提案手法は多くの実践的なトラブルシューティングの状況で有効
に働く。
8.3 トラブルチケットとの照合
本節では得られた因果関係と実際に発生している障害の対応について検討するため、実際の
運用において記録されたトラブルチケットについて調査を行う。注意として、トラブルチケッ
トのデータは第 6章で述べたように 1日単位の情報となっており、システムログよりも時系列
データとしての粒度が大きいことから完全な対応関係を把握することはできない。この調査で
は検出された因果関係を説明する上で矛盾のないトラブルチケットが同日に記録されている場
合に、そのトラブルチケットと検出された因果関係が対応しているものとみなしている。トラ
ブルチケットの記録は 1年 (12ヶ月)分のものであり、227件の障害が記録されている。この
期間に対応するシステムログのメッセージ数は 28; 194; 935である。ただしこの 227件のうち
39件の障害についてはデータセットのログメッセージ中に関連性のあるメッセージが見られ
なかったことから、ログを出力する機器とは異なる場所で発生した障害であるものとしてこの
調査においては対象外とした。
このログに関連する情報が記録されている 188の障害のチケットについて調べる。表 8.3は
上記の定義において対応する因果関係が検出されたトラブルチケットの数を示すものであ
る。チケットの Event typeの分類は、トラブルチケットにおいて発生した障害を代表するシ
ステムログイベントをあらかじめ手作業で決定しており、チケットごとにその代表イベント
の 6.1 章で定義した分類を用いている。チケットにおいてよく見られる Event type は EGP
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と Systemであった。これらのイベントはネットワークやハードウェアの動作の障害を指し、
多くが通信の断絶などを引き起こすことから障害として多く記録されている。
この結果において、PCアルゴリズムにより特に EGPと VPNの障害において関連する情
報の提供に成功している。これらの通信プロトコルに関するログイベントは多数のステップで
ログメッセージを記録すること、障害が複数の経路に影響することなどから関連するログイベ
ントの発生数が多くなりやすく、結果として PC アルゴリズムのような統計的なアプローチ
により推定を行うのに十分な情報源となっている。例えば 8.2.1節で述べた障害は EGPのグ
ループに含まれるチケットの例の 1つとなっている。この例においては 6種類のイベントから
なる 12のログメッセージが発生した障害に関連すると考えられるものであった。生成された
DAGにおいては 6種類中 5種類のイベントを接続する 4つの因果エッジが検出された。この
ようにこの例については提案手法が発生した障害に関するログイベントについての有用な情報
をほぼ全て網羅する形での提供に成功している。
一方で、System のチケットについてはあまり多くの情報が提供できていない。System の
グループはハードウェアなどの挙動に関するものが多く、そのイベントの大半は単発である
か、もしくは散発的に少数発生する。そのようなイベントの因果関係を統計的に決定すること
は現状の手法では困難である。 8.2.2節は Systemのチケットについて因果関係の検出に成功
した数少ない例の 1つである。この障害おいては関連するアラートメッセージが 1,000以上も
発生しており、得られた因果関係はその振る舞いのごく一部を示すものとなっている。
全体では、74% のチケットについて対応する何らかの因果エッジを検出することに成功し
た。したがって、提案手法はトラブルチケットに記録されるような影響範囲の大きい障害にお
いて、関連するログメッセージが正しく記録されていれば高い可能性で有用な情報を提供する
ことができると言える。
8.4 他データセットへの適用可能性
本論ではこれまで第 6章で述べた SINET4のデータセットを用いた解析について述べてき
た。本節では、提案手法の SINET4以外の環境における可用性について検討する。提案手法
は大規模ネットワークシステムを対象としたログ解析手法である。提案手法を構成する主要な
要素技術の多くは、大規模ネットワークシステムおよびそのログに見られる性質を前提とした
手法となっている。
5.2章で述べた Log template生成手法は多くのシステムにおいて応用可能な手法となって
いる。ネットワークシステムに限らず多くのシステムでログメッセージには固定部と変数部か
らなる同様の構造となっており、かつメッセージごとに頻度の差が見られることが一般的であ
ることから、それらの性質を前提とした提案手法は有用に働くと期待される。 5.3章で述べた
時系列の周期性・定常性に基づく前処理は、大規模ネットワークシステムのログにおいてよく
見られる時系列的性質を前提としている。ネットワーク機器は長期間の安定動作を求められる
ことから、その維持・監視のための処理を定期的に行う性質がある。提案手法における前処理
はこの性質を前提としており、短期的に性質の変化が起こる実験的環境や短期イベントのネッ
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トワークなどでは同様の手法が有用とならない可能性がある。 5.5章で述べた後処理も同様で
あり、ある程度長期間のデータに基づいた因果の定常性を用いた手法であることから長期運用
のシステム以外では有効ではない。PCアルゴリズムによる因果 DAG推定の手法は出力され
るシステムログのスパース性を前提としており、データの規模や性質に違いのあるサーバのア
クセスログやセキュリティログなどでは異なる性質を前提とする手法が必要となる。
以上の特徴から、提案手法は「ネットワーク機器により構成される長期運用を前提とした
ネットワークシステム」において有効な動作が期待される。このようなシステムは多くの IT
システムの基盤となることからその安定運用は極めて重要性が高い。提案手法がこのようなシ
ステムにおいて SINET4の場合と同様に有効に動作することを確認するにはそのような条件
に当てはまるシステム環境が必要であるが、一方でそのようなシステムはその重要性および機
密性から運用データを公開することは原則行っておらず、研究利用においても大きく制限され
ている。
本研究では SINET4に代わる大規模ネットワークシステムとして、SINET5 [76]を取り上
げる。SINET5は SINET4の後継ネットワークシステムであるが、そのネットワークの構成
は SINET4とは大きく異なっている。最大の特徴として、SINET5は多数の L3ノードからな
るフルメッシュ型ネットワークのトポロジー構成となっている。これによりネットワーク機器
の構成も大きく変化しており、SINET4は 8つの L3コアルータとそれに接続する多数の L2
スイッチから構成されていたのに対し、SINET5 では 50 の L3 ルータから構成されている。
機器数は減少しているが、一般に L2スイッチよりも L3ルータの方が多くの機能を持つこと
から出力ログの量も多く、結果的に全機器からの 1日あたりの総ログメッセージ数は約 15万
行と SINET4 (1日 7.6万行) の 2倍程度に増加している。ログの多様さも大きく増加してお
り、SINET4では 456日間のログ中の Log template数が 1,789であったのに対し、SINET5
では 30日のログ中の Log templateが 2,252と短期間に多様なログが出力されていることが
わかる。またネットワークトポロジーの違いも提案手法において影響が大きい。特に 6.2章で
述べたデータセットの分割をトポロジーに基づいて行うことができず、処理時間の削減および
機器をまたがる False positive因果エッジの削減が難しくなっている。
この SINET5の運用により得られたシステムログについて、提案手法を用いた因果解析を
行った。7日分のログデータ 994,172行を対象に解析を行ったところ、のべ 34,618(前処理後
32,840)のノードから 876の因果エッジが検出された。この時 SINET4との顕著な差として、
処理時間の増大が挙げられる。SINET4における前処理後のノード数は 1日あたり 500程度
であったが、SINET5では 10倍弱のノード数となっている。PCアルゴリズムの処理時間は
最善のケースでもノード数の 2乗のオーダーであるため、この違いは処理時間に大きく影響し
てしまう。
得られた因果エッジについて同期間のトラブルチケットと照合を行ったところ、複数のチ
ケットについて対応する因果エッジを見つけることができた。ここでは 2つの例を取り上げる
(例中で用いる Log templateを図 8.7に示す)。1つは 2機器間のMPLS接続に関する障害で
ある。VPNによる接続のため 2機器 A、Bは MPLSにより接続されていたが、この接続に
障害が発生した。この障害に関するログの一部が Aで出力された Log template 393である。
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383[monitor] snmpd[**]: SNMPD_TRAP_QUEUED: Adding trap to **
to destination queue, ** traps in **
393[vpn] **:rpd[**]: RPD_RSVP_BACKUP_DOWN: Backup for
protecting ** ** **, using bypass Bypass->**,
reason: Deleting protected **
562[system] alarmd[**]: Alarm cleared: Temp sensor color=YELLOW,
class=CHASSIS, **=Temperature **
563[system] craftd[**]: Minor alarm cleared, Temperature **
図 8.7. 関連する Log template (他データセット)
一方で、この接続状態の監視のため Bで SNMPに関する Log template 383 のログが出力さ
れていた。因果解析により、この 2つのログの間の因果エッジを検出することに成功した。ト
ラブルチケットでは A、B間の通信断が報告されており、因果解析によりこの通信断の詳細な
振る舞いの一部を明らかにすることができたと言える。もう 1つの例は機器の温度管理に関す
るものである。あるルータ Cにおいて機器の温度が異常な高温に達し、それについての警告
のログが出力された。562はこの警告ログであり、一方 563はこの警告アラートが解除された
ことを意味する。因果解析により、この 2つのログの間の因果エッジを検出することに成功し
た。トラブルチケットにおいてもこの高温についてのアラートへの対処が記録されており、平
常時と異なる振る舞いが因果関係として正しく抽出されている様子が見られる。
以上の結果から、提案手法は SINET5のデータセットにおいても因果関係を正しく推定す
ることが可能であると言える。ただし SINET4の場合とは異なりログ中のノード数が大きい
ことから処理時間が増大しており、長期間のデータを用いたさらなる解析を行うためには手法
の高速化や前処理の追加などが必要となるだろう。
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9.1 Log template 生成
本研究ではメッセージのクラスタリングに基づく多くの既存手法とは異なり、Log template
の構造学習を行う CRFを用いた手法を提案した。この手法はメッセージ中の単語の位置関係
を学習して推定に利用するため、全体に対して少数しか現れない Log templateについても類
似する Log templateについて学習していれば正しく推定できる可能性がある。これはクラス
タリングの手法の問題点であった数の少ないメッセージの分類が困難であるという問題を解
決していると言える。また学習データの選択に教師データを要しない異なる Log template生
成手法を併用することで、少数の学習データで高い精度での推定を行うことが可能となった。
VAを用いた教師データの選択は 5.2章で述べたように精度面の問題に関わらず教師データの
量を減らす上では十分有効に動作する。よって本研究の用途においては高速に動作する VAの
採用は妥当なものであると言える。
また本研究では CRFの精度を高めるため特にパラメータチューニングの一環としてヒュー
リスティクスに基づく変数情報の中間ラベルを与えることで精度改善を目指した。この中間ラ
ベルによる改善は Template accuracyで 2%程度と小さいものであった。これは、ログメッ
セージに現れる変数値は同様の文脈で複数の Log template に同じ値が現れることが多いた
め、中間ラベルの情報を与えずとも単語自体がその値の文中の役割について説明的に作用して
いたことを意味する。CRF+VAでは VAで得られたクラスタからメッセージをランダムに抽
出するため、抽出されるメッセージ中の変数は出現頻度の高いものとなりやすい。そのため学
習データ内で変数値が共通に使われている状況が増加し、結果的に知識として活用しやすく
なったと言える。これに対し 2%の改善は、変数値それ自体の出現が少ないために十分な知識
が得られないようなメッセージが教師データとして選択された場合において、単語の文脈を抽
象化した中間ラベルにより適切な推定が可能になったものと考えられる。
加えて、CRF による我々の手法のクロスドメイン学習における可用性について検討した。
CRFは本来クロスドメイン学習を前提とした学習手法ではないにも関わらず、共通する Log
template以外のものについても学習によってある程度適切な推定を行うことに成功している。
しかし本論で扱った 2つのベンダ機器のデータセットは L2スイッチ、L3スイッチと機能の異
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なる機器であったため含まれている Log templateの類似性が低く、一部の頻出するメッセー
ジのラベルに失敗してWord accuracy や Line accuracy の精度が低下する様子がみられた。
実用上は、このような Log templateに対しては人手での修正が必要になると考えられる。こ
のようなクロスドメインでの用途においては、転移学習の領域で用いられる手法の採用によ
り精度が改善される可能性がある。CRFを用いたクロスドメイン学習の結果において、学習
データによくみられた特徴を異なるベンダの実験データでそのまま活用しようとしてラベリン
グに失敗するなどドメインの違いに由来する問題がみられた。これについて転移学習では学習
する特徴量にドメイン間で共通のものとそのドメインに特異なものが共に含まれている可能性
を考慮して学習するため、Log template構造の学習においてもより適切な学習ができると考
えられる。
提案手法である VA+CRFによる Log templateを用いて因果解析を行なったところ、Log
templateの過剰展開の影響で解析に支障が発生する様子が見られた。既存技術であるクラス
タリングや教師データをランダム抽出する Single-CRFでは元データにおいて多数発生してい
るログについて精度が高くなる傾向があるためこの過剰展開の影響は小さかったが、VAを併
用して学習データの Log templateごとの抽出数を平滑化したことにより多数発生するログで
過剰展開が発生し、影響が大きくなった。これに対し本研究では得られた Log templateに正
規表現ベースの修正を加える後処理を行なっている (VA+CRF+RE)。この正規表現ベース
の修正はログ中に発生する変数の全てを網羅することが難しいため単体で Log template生成
手法とすることはできないが、過剰展開された Log templateを修正する上では有効に動作し、
得られる Log template数を圧縮した。この後処理による Log templateの修正手法は他の手
法の利用も考えられる。正規表現で用いる変数定義が利用できるのであれば VA+CRF+RE
が望ましいが、利用できない状況であれば SHISO の 2 段階手法 [30] の 2 つ目に相当する
N-gramを用いた手法などが有効となりうる。
ログ解析の分野の既存研究及び本論において十分な議論に至っていない点として、元のログ
メッセージを CRFやクラスタリングなどの Log template生成手法の入力である順列データ
に変換する方法が明確でない点が挙げられる。元のログメッセージは一繋がりの文字列である
ため、順列データに変換するためにはメッセージを分割する必要がある。直感的にはシステム
ログのメッセージは単語間がスペースなどの記号で区切られていれば分割は容易であると考え
られる。しかしシステムログは自由記述であるため、実際のデータにおいては単語間の区切り
に用いる記号は一定ではない。この性質は、システムログを順列データに変換する上でしばし
ば問題となる。例えば多くのログメッセージで単語間の区切り文字として":"(コロン)の記号
を用いる。しかしこの記号は IPv6 形式のアドレスの分割記号としても用いられる。IPv6 形
式のアドレスは表記が可変長であるため、":"を用いて単語の分割を行うと含まれる IPv6 の
アドレスの表記上の長さによってメッセージに含まれる単語数が変化してしまい、同一の Log
template と見なすことが難しくなる。同様の問題が数多くの記号において発生しうるため、
正確な単語分割を行うためにはデータセットごとに分類に用いる記号の定義を行う、値の表
記の一部に記号を含む変数値をあらかじめ検索して分割の対象外とするなどの工夫が必要と
なる。この単語分割の手法の確立には、より多様なデータセットにおける実践的利用とその
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第 8章において、我々の因果解析手法が多くの障害に関わる因果の検出に成功していること
を示した。特に複数のケーススタディにおいて、条件付き独立の検定手法として G2試験を用
いた場合に Fisher-Zの場合と比較して False positiveを減らしよりトラブルシューティング
に適した情報を提供することができた。加えて同期間のトラブルチケットとの照合により、提
案手法がケーススタディで紹介した以外の多数の障害においても有用な因果情報の検出に成功
していることを確認した。また表 7.8で示したように、この手法は因果解析を行うことによっ
て従来の相関に基づく手法と比較しても大きく検出される因果ではない関係性の数を削減する
ことができている。これらの False positiveが解析時に大量に発生することは、得られた情報
に基づくオペレータへの通知や情報提供における情報の具体性を大きく損ない、同時に真に重
要なイベントやその関係を隠蔽してしまうこととなりうる。また同時に冗長な関係性を除いた
ことにより、オペレータが情報の確認に要する負担を削減することができる。この点におい
て、我々の手法はログメッセージからそのイベント間の関係性を推定する技術について実用性
に関する大きな貢献があると言える。
我々の手法は処理時間の観点からも従来の因果解析手法と比較して改善されていると考えら
れる。従来の手法で用いられていた手法 [4, 5]はピアソンの相関を発展させた手法であり、本
論で述べた Fisher-Zの検定手法もその 1つである。しかしシステムログの解析においてはロ
グから得られる時系列データがスパースであるために他の数値データと同じように検定を正し
く行うことはできず、相関から条件付き独立の関係にあるものを正しく除去することができな
い。この問題は因果解析の処理時間と False positiveの双方に大きな影響があり、特に処理時
間の観点からは Fisher-Zを用いた因果解析で 1日分のデータセットを解析する上で 1日以上
の時間を要してしまうものが全体の 7%を占めていた。このような状況は実際のシステムにお
ける可用性を著しく損なうものであったが、G2試験を用いた手法によってこの問題を大きく
改善することができた。
現実的なオペレーションにおいては、障害発生時にオペレータは可能な限り早く障害の情報
を取得したいという要求がある。この点において、我々の現在の手法は必ずしもリアルタイム
処理に適したアルゴリズムであるとは言えない。これは、PCアルゴリズムがインクリメンタ
ルな処理に適さないことから常に調べたい対象のある程度の大きさのデータセットについての
因果解析を行う必要があることによる。我々の実験においては、図 7.7に示したようにデータ
セットあたりの DAG生成にかかる平均的な処理時間は 50秒程度となった。しかし、この処
理時間はデータセットの複雑性に依存する。障害の発生時にはデータセットの複雑性は上昇す
ることが考えられるため、障害により多様なイベントが発生する状況では 600秒以上の時間を
要することもある。処理時間の観点からのさらなる改善案として、PCアルゴリズムの並列化
が挙げられる。PCアルゴリズムの並列化については Leら [63]がすでに提案しているが、こ
の手法は並列化先によって検定を行うノードの組み合わせの数に大きな差が発生してしまう。
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この差は各ステップで残っている条件付き独立の候補イベントの組み合わせの数が多いほど大
きくなるため、特に本論における Fisher-Z の例などを改善する上ではあまり有効ではない。
しかし、Leらの手法でもベースとしている stable-PCは本来各ステップごとで条件付き独立
の検定を行う組み合わせが全て決定するため、並列化先に分配するタスクの大きさを均等にす
ることが可能である。そのような並列化 PCアルゴリズム手法を提案できれば、並列処理が可
能な環境における動作速度の改善が期待できる。またリアルタイム処理においては因果解析を
行わず、異常検知などのより高速に動作する手法とあらかじめ過去のデータから生成した因果
の知識ベースを併用した解析を行うことで、より高速な対応が可能となりうる。
精度の観点からは、 8.2章で紹介したケーススタディの一部において、検出された因果関係
のエッジの方向が正解と異なるものがあった。PCアルゴリズムはエッジの方向を条件付き独
立の検定結果と得られた因果関係の組み合わせから決定するため、本来期待されるイベントが
時系列に現れていない、条件付き独立の判定に誤りがあるなどの小さな変化の影響を大きく受
けてしまう。そのため本研究の場合、得られた因果の方向についての精度は必ずしも信頼に足
るものとはなっていない。この問題は、因果の方向決定にヒューリスティクスに基づく知識を
与えることで改善される可能性がある。例えば Louら [55]は Dependency networkのエッジ
の方向決定に、イベント間の時系列の前後関係の知識を用いている。イベント間の時系列の前
後関係を単純に利用すると、多くのイベントでは前後関係が明確ではないこと、通信遅延やラ
グの影響を考慮できていないことなどから方向決定を正しく行うことは難しい。しかし前後関
係が明確な関係についてのみを知識として使い、残りを V-structureや orientation ruleなど
PCアルゴリズムで本来用いている方向決定のアルゴリズムを用いることにより、この因果の
方向決定の精度が向上する可能性がある。
また、G2試験を用いた条件付き独立の検定については改善の余地が考えられる。本論では
G2試験の入力としてバイナリ値を用いているため、時系列中の各ビンにおいて複数回イベン
トが発生している際にその情報を解析に利用できないという問題がある。本論のデータセット
においてはその影響は実用性を損なうものではなかったが、時系列中に外れ値とバースト出現
が混在するような状況においてそれらを区別することができないなど実際のデータセットにお
いても問題となるケースは考えられる。本来 Fisher-Zを用いて因果解析をすることができれ
ばこの問題が解決されるはずであったが、Fisher-Z はスパースなデータとの相性が悪く適切
な因果解析には至らなかった。この問題を解決する手段としては、いくつかの案が考えられ
る。1 つは条件付き独立検定の入力を正規化し、Fisher-Z 試験に適したものとする方法であ
る。Fisher-Z などのピアソンの相関を発展させた手法は入力として正規分布のデータを想定
しているが、ログメッセージの出現時系列は正規分布とは言い難いデータである。これを正規
分布として扱えるデータに変換することで、現状の Fisher-Zにおける問題が解決する可能性
がある。2つ目は PCアルゴリズムの初期値の完全結合グラフからヒューリスティクスにより
関係を減らす方法である。Fisher-Z の大きな問題である処理時間の増大は、各ステップで減
らせる因果関係の候補が少ないために組み合わせ爆発が発生してしまっている点に由来する。
前処理によりこの組み合わせを十分減らすことができれば、この問題を改善することができる
可能性がある。
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7.6章で述べたように、本研究における恒常的メッセージの除去に関する前処理は得られる
因果中における False positiveを減らしより適切な結果を得る上で重要である。この前処理に
ついて、 6.1章に示したように元のデータセットのメッセージのうち 93%を周期的、または
恒常的なログであるとして除去することができた。また 7.2章で示したようにこのメッセージ
の除去は前処理を行わない場合と比較して得られる因果エッジのうち 49% の False positive
にあたる因果エッジを減らし、それにより PCアルゴリズムに要する処理時間を 75%削減す
ることに成功している。この処理時間の削減は、ノード自体の数の減少に由来するだけではな
く、検出される因果エッジの数が減少していることの影響が大きい。これは 7.3章でも述べた
ように、PCアルゴリズムが探索的に動作することから計算過程における因果エッジが少ない
ほど処理が短時間で完了するという性質を持つためである。
提案手法では前処理として周波数解析に基づく手法 (Fourier)、線形回帰に基づく手法
(Linear)の 2手法を併用した前処理を提案している。この 2手法はそれぞれ互いに相補的に
動作することを意図した設計となっている。それぞれの手法は単体で用いるという前提におい
て、他方の手法と比較して
1. Fourierの問題点
（a）周期の短い周期的イベントの抽出が難しい
（b）周期の不安定な定常イベントの抽出が難しい
2. Linearの問題点
（a）周期の大きい周期的イベントの抽出が難しい
（b）周期的イベント中の非周期的成分を区別・分離することができない
という問題点がそれぞれ存在している。1aはフーリエ変換の限界に関連する問題である。本
研究で用いるシステムログのデータセットは時間の粒度が秒単位に制限されることから、イベ
ント発生周期が 1分を下回るような周期の短い時系列を適切に扱うことができない。1bも同
様にフーリエ変換の限界に由来する。Fourierではフーリエ変換を行なった周波数領域のデー
タについて閾値を用いた分離を行なっているが、周期の不安定なイベントは周波数領域の成分
が十分に分離されないため、精度が低下する。2aは線形回帰を用いる上で発生する損失であ
る。Linear は時系列と線形回帰との差分の大きさに対して閾値による判定を行うが、周期の
大きいイベントはこの差分の面積が大きくなることからこの判定において不利に作用し、抽出
が難しくなる。2bはそもそも Fourierと異なり Linearは時系列が定常であるか否かを判定す
ることのみが可能であり、その時系列成分の分離を行うことはできないことを意味する。これ
らの問題は 2 手法を適切に組み合わせて利用することにより相補的に精度を向上させること
が可能である。このとき手法を併用する際の順番は、2b の特性から Fourier を先に、Linear
を後に適用するという形になる。これは、Linear を先に適用してしまうと Fourier により抽
出されるべき外れ値成分も含めた定常イベントの大半が Linearにより区別なく除去されてし
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まうためである。この考え方について表 7.7における比較が検証となっている。この結果にお
いて、Fourier+Linearと Fourierの差分であるイベントが 1aおよび 1b、Fourier+Linearと
Linear の差分であるイベントが 2b に由来するものであるとそれぞれ推定できる。このよう
に、Fourierと Linearの 2手法は本研究のデータセットにおいても確かに相補的に動作してい
るといえる。ただし一方で、Linearと Linear+Fourierの特性にほとんど差がないことから、
2aの問題はこのデータセットにおいてはほぼ影響が見られない。これは、周期的なイベント
の大半が 1時間以下、または 1日以上の周期で発生していることから 1日単位の解析を行なっ
ている Linearにおいて問題となるログイベントが少なかったものと考えられる。
我々の過去の研究における提案手法 [73](Corr) においては、本論で提案した手法の代わり
にラグ付き自己相関係数を用いた手法を利用していた。しかし、この手法には 3つの問題があ
ることが分かっている。
1. イベントの発生周期 (つまりラグの候補値)を固定値であらかじめ与える必要がある
2. 周期性を持つイベントに外れ値が含まれている場合でも丸ごと除去してしまう
3. ノイズや不安定な周期を持つイベントを除去することができない
そして、我々のデータセットにはこのような問題点の影響を受けるデータが多数含まれてい
た。我々が提案した周波数解析と線形回帰に基づく手法はこれらの問題に対する改善策となっ
ている。周波数解析により周期を時系列から推定しているため 1のように発生周期を固定で与
える必要はない。また時系列中の周期的成分のみを除去して外れ値の成分を新たなイベントと
して置き換えているため、外れ値の情報を因果解析に利用することができる。そして線形回帰
により、厳密な周期性を持たないイベントについても出現数が十分大きければ除去することが
可能となっている。この前処理手法は因果解析以外の分野においても有効であることが分かっ
ており、例えば Otomoら [77]はこの前処理手法がシステムログ中のバースト検知を行う際に
False positiveのバーストを除く上で有用であることを確認している。
また、我々の手法では 6.2章で述べたようにデータセットの発生日とネットワークトポロジ
に基づいてデータセットの分割を行なっている。この期間の SINET4のネットワーク運用に
おいては、ネットワーク全体に影響のある大規模な障害の発生は記録されていなかった [78]。
また近年の研究において、大規模ネットワークにおける障害は多くの場合時空間で孤立する
形で発生するものであるとされている [79]。そのため異なるルータ下のネットワークに属す
る機器同士で因果関係が発生することは考えにくく、そのような因果として出現する False
positiveの発生を抑えることができている。しかし異なるネットワーク間の機器であっても間
接的に障害の影響を受けることはありうるため、このネットワークトポロジによる分割の手法
には改善の余地がある。例えば本研究のようなデータセット自体の分割の代わりに、PCアル
ゴリズムの初期値として与える完全結合グラフからネットワークを横断する因果を除く、とい
う方法をとるとルータなどを介して異なるネットワークのイベントが間接的に関連する様子が
検出可能になると考えられる。
9.4 得られる因果の活用 91
9.4 得られる因果の活用
本論は主にシステムログからの因果関係の抽出に焦点を当てているが、この得られた因果関
係情報をシステム運用におけるトラブルシューティングに活用する方法には大きな自由度があ
る。提案手法によって得られる因果関係情報には以下のような特徴がある。
1. 自明な情報と有用な情報が混在している
2. 過去のデータを含むデータ全体についての因果情報を集積している
3. 推定には時系列上のイベント共起性のみを考慮している
得られた因果情報をオペレータに提供してシステムの振る舞いを視覚的に把握する助けとす
る、という観点から応用を考える場合、提案手法が異常検知としての手法ではないため得られ
る因果情報に自明な情報が含まれていることが問題となりうる。注意として、自明な情報とは
トラブルシューティングに不要な情報であることを意味しない。恒常的に一組で出現するイベ
ント群は、そのシステムの運用に普段から携わっているオペレータにとっては頻繁に目にする
因果情報であるためトラブルシューティング時には自明な情報となっており、不要となること
が多い。しかしオペレータがシステムの正常な振る舞いを全て把握していない状況において
は、このような恒常的な情報はシステムの構成や動作を把握する上で有用な情報源となりう
る。またイベント組の関係が正常時と同様であるという情報は、トラブルシューティングにお
ける問題の切り分けに役立つ。一方で、トラブルシューティングがある程度進んだステップに
おいてはオペレータにとってもっとも関心のある情報は正常時とは異なる挙動である。このス
テップに進んだ段階では、恒常的な情報はむしろ特異な (有用な)情報を見つける妨げとなる
ことが多い。このような 2つの異なる特性を持つ因果情報は実用的には区別されていることが
望ましいが、PCアルゴリズムによって得られる因果関係の情報においてはそれらは区別され
ていない。
本論ではそのような恒常的な因果と特異な因果を区別するため、因果が共通して出現する頻
度に基づく分類を行なった。この手法により、得られた因果関係の 85%にあたるエッジを恒
常的な因果として分離することに成功した。この方法は提案手法が既存手法 [4]と異なり過去
のデータを含むデータセット全体を対象とする因果解析を行なっていることで可能となった。
しかし、得られる因果関係は広い分布となっているため分離に用いる適切な閾値を決定するこ
とは容易ではない。
より適切な因果の分類を行うためには、因果の出現頻度以外の情報を分類に併用することが
必要になると考えられる。Otomoら [80]はシステムログ中で検出されるバースト [81]を本論
で検出された因果情報と比較している。その結果、バーストイベントの共起に着目することで
因果関係に類似する性質を持つイベントの組を検出することができ、本論の因果関係との共通
部分とそれ以外で性質に差が見られることがわかった。提案手法で用いている G2試験には短
時間中のイベント発生回数を考慮していないという問題点があるが、バーストはまさに短時間
中のイベント発生の増加に着目していることから、バーストを用いた解析を行うことでこの問
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題点を別の観点から補うことができると考えられる。バースト以外にも、システムログ中の変
数情報やログ以外の情報源を利用した解析もまた因果関係との対比と応用に有効であると考え
られる。これは提案手法の因果関係が推定に時系列上のイベント共起性のみを考慮しているこ
とから、それ以外の情報を解析に持ち込むことでより多面的な解析が実現できるためである。
このようにデータの異なる性質を用いた解析を進めることで得られた因果関係により実用的な
アノテーションを行うことが可能になると期待される。
因果関係の活用における別の活用方法としては、得られた因果グラフを元に障害の原因イベ
ントを特定するというものが考えられる。システムログを利用した因果解析を行なっている既
存手法 [4]は、この用途を想定しているものが主である。特に本論の提案手法で生成される因
果グラフは DAGであるためループ構造を持たない。これにより、ある障害イベントが発生し
た際にその原因の候補を、DAG 中のエッジの方向を遡ることで絞り込むことが可能である。
しかしこの手法を実用上信頼に足る精度に高めることは極めて難しい。まず、本論の提案手法
では 9.2章で述べたように因果の方向について十分な精度での決定ができない問題がある。加
えて、そもそも情報システムにおけるイベント間の関係全てに方向を決定することは適切でな
い状況も多い。例えば 8.2.3 節の例では機器 A においてインターフェースのフラッピングが
発生しておりポートのエラーと復帰のイベントが交互に記録されている状態であった。文脈的
な観点からは、ポートのエラーが起きなければ復帰のイベントが起きることはないため正解の
因果としては因果の方向を与えている。しかし、もしこれが継続的に発生している状況がある
場合、時系列的な観点においてはこれら 2つのイベントに前後関係を定義することはできなく
なる。また、因果推論の考え方においてはイベントとして観測されないノードが存在しうる状
況においては全てのエッジに方向を与えることは適切ではない [60]。あるイベント A と B、
及び観測されない潜在的イベント U があり、U が Aと B の共通の原因であるとする。このと
き U が観測されていれば Aと B は条件付き独立であるため因果関係はないが、U が観測され
ていない状況では Aと B の関係を棄却することはできない。このような Aと B は関係に方
向を定義せず、無向関係として異なる対応が必要となる。本論の提案手法ではこのような無向
関係を高精度に区別することは困難であるため、 9.2章で述べたのと同様、ヒューリスティク
スによる分離を行うことが必要であると考えられる。このような無向エッジを適切に判別でき
ている状況においては、因果グラフ上の原因ノードの絞り込みは無向エッジで接続されたノー
ド群を 1つのノードと見做すことで完全有向 DAGと同様に行うことができると期待される。
9.5 自動解析を見据えたシステムログ出力の設計
システムログを何が発生した際に記録するかのルールはログデータの質、つまりトラブル
シューティングにおける可用性と有用性を左右する重要な検討事項である。ログを人手で利用
する場合において、ログデータの記述が具体性を欠いているほどオペレータは他の情報源や自
分の知識及び経験により必要な情報を補うことが必要となり、トラブルシューティングの効率
は低下する。同様にログに自動解析を適用する場合においても、記録されていない情報を扱う
ことは当然できず、そのような不足する情報が多いほど自動解析により得られる情報は具体性
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を失っていく。 9.4章で挙げたように、観測されないイベントが存在することでイベント間に
おいて棄却することができない条件付き独立の関係が発生してしまう問題がある。その結果、
因果解析において発生する False positiveの量もまたデータの質に左右されてしまうことにな
る。一方で、あらゆるイベントを記録することもまた適切ではない。必要以上のイベントがロ
グに記録されていることでログの人手での利用を大きく阻害することは想像に難くない。自動
解析においても、処理時間の増大が予想される他、 7.2章で述べたように周期的なイベントや
恒常的なイベントは因果解析における False positiveを大きく増加させるため、より多くの前
処理が必要となる。
2.3章で述べたように、システムログをいつ (何が発生した時に)出力するかを適切に設計
することは困難である。このシステムログの出力について共通のガイドラインを与えることも
また容易ではない。人手でログを利用するという前提においては、適切なログの出力はそのオ
ペレータの技術背景や経験などに依存するためである。しかし自動解析を前提としたログ解析
という観点からは、本論のような実データに基づく解析から得られる新たな知見が存在しう
る。また、ログメッセージをどのような形式で出力することで自動解析を効率的に行うことが
できるかを示すことにも一定の価値がある。本節では自動解析を効率的に行うためのログの出
力設計について考察する。
9.5.1 ログの出力条件
Fuら [82]はシステム設計の観点から、ログの出力が行われる理由またはきっかけについて
5つの分類を示している。
1. 表明違反の確認 (Assertion-check logging)
2. 返り値の確認 (Return-value-check logging)
3. 例外の記録 (Exception logging)
4. 論理分岐の記録 (Logic-branch logging)
5. その他 (Observing-point logging)
また Zhuら [83]はこのような分類に基づいてプログラムへのログ出力機能の追加を自動化す
る技術について研究している。しかしこのような分類は主に単一のソフトウェアのデバッグや
検証を目的としたものであり、多数のサブシステムからなるシステムの運用ログの設計におい
ては十分とは言い難い。
本論のようなサブシステムやそのイベント間の関係性に着目した解析を前提とするのであ
れば
1. サブシステム間の通信と連携についての異常
2. サブシステムの継続的な状態変化
の 2 点が重要な意味を持つ。これはそれぞれのサブシステムがバグや設計ミスを持たないと
いう前提においては、サブシステムの挙動はそのサブシステムが持つ状態と、別サブシステム
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からの入力のみに依存するためである。既存研究にも、システムの状態変化を用いた多層混合
マルコフモデルによりシステムログを扱っている技術がある [40]。サブシステムの設計段階に
おいてそのサブシステムを組み込んだ多様なシステムにおける用途を考慮することは難しい
が、この 2点に注目する限りにおいてはサブシステムの機能から要件定義を行うことが比較的
容易である。本論で挙げた例の中では、SSHのログイン失敗に関するログ (ID:58、グループ
MGMT)は 1に分類され、BGPの状態変化に関するログ (ID:56、グループ Rt-EGP)は 2に
分類されると言える。一方で NTPの同期実行に関するログなどはこの 2つのいずれにも分類
されないため、個別のサブシステムのデバッグでない限りシステム全体のトラブルシューティ
ングにおいてはあまり有用ではない。このように、サブシステムのデバッグにおいて有用なロ
グと大規模システムのトラブルシューティングにおいて有用なログは設計方針が異なるため、
ログ出力においても区別されることが望まれる。
9.5.2 本論の実験過程からのフィードバック
本論で行なったシステムログにおける因果解析において、その得られる因果関係情報が元の
システムログの出力設計の質に左右されるステップは複数存在する。
まず、 9.1章で述べた Log template生成を行うの前処理としてのメッセージ分割のステッ
プがある。このステップでは、ログメッセージ中の単語分割に用いられる記号が変数やプロト
コル名などに用いられる記号と同一である場合にメッセージの分割が困難なものとなる問題
がある。スペースなどの一般的な記号であればこの問題を引き起こす可能性は極めて少ない
が、":"や"+"などの記号は変数中で用いられることが多く自動解析の妨げとなりやすい。この
ように、ログメッセージの記述中に特異な記号を視覚的な理由で安易に用いるべきではない。
次に、Log template推定のステップが挙げられる。我々の構造学習による手法や、既存手
法で多く用いられているクラスタリングの手法の双方において、ログメッセージ中に十分な数
の Description単語が含まれていることを前提としている。ログメッセージの中には文章での
説明を十分行わず変数値のみを並べている、あるいは設定値の対応表をそのまま記述している
などの形式が見られる。このようなメッセージは多くのシステムログとは構造が根本から異な
るため、特徴抽出や構造学習が十分に機能せず Log templateの生成は適切に動作しない。ま
たこのようなメッセージは人手で用いる場合においても十分な前知識がなければ活用すること
が困難であり、ログという媒体を活用する上で適切な形式であるとは言い難い。システムログ
のメッセージは発生したイベントを説明する一定の文とその説明変数から構成されるべきであ
り、そのルールから外れざるを得ない状況においてはシステムログではなくサブシステム独自
のログ機構を用いることが望ましい。また、同一のメッセージに含まれる単語数が可変である
状況は避けるべきである。Mizutani [30]の手法などの一部の例外を除いて、本論の提案手法
を含むほとんどの Log template生成手法は同一の Log templateに含まれるメッセージが同
一の単語数から形成されることを想定している。これは、メッセージの類別にあたり単語の位
置と同一性を考慮するため、その一貫性を保つために必要となる。例として、異常値の検出に
ついてのメッセージに発生した異常値の種類の数だけ異常値が追記されるメッセージが存在す
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るとする。自動解析の観点からは、この例のメッセージであれば異常値 1種類ごとにその異常
値が通常持つ意味を添えて個別に記録されることが望ましい。
次に、恒常的ログの除去のための前処理のステップに関連して述べる。因果解析やバースト
解析などの時系列解析を行う前処理として恒常性や周期性を用いることは有用であり、同時に
現実的に可能な方法でもあった。しかし、それらの方法で除くことができないにも関わらず時
系列解析を妨げるメッセージが存在する。それは、アクセスログやクエリログなど、他のシス
テムログと比較して発生件数の規模に大きな差のあるログである。 2.4章でこのようなログが
他のメッセージを見つける上での障害となりうることを述べたが、このようなログは自動解析
においても問題となる。本論の提案手法はバイナリを入力とする G2試験を使っているため発
生件数の大きいログメッセージの特徴を十分捉えることができない。また他の時系列解析手法
においても、エラーログなどのスパース性の強いデータと発生件数の大きいログのデータを一
元的に扱うことは困難である。周期性や恒常性を持たず発生件数の大きくなりやすいログは通
常、設計段階で発生件数が大きくなりやすいことが予測しやすいため、システムログを使わず
そのログまたはデータ独自の出力機構を用いるか、もしくはそのようなイベントの発生件数に
大きな変化が発生した点のみをログとして記録するなどの工夫が望まれる。
最後に、PCアルゴリズムによる因果関係推定について述べる。人手、自動解析に関わらず
システムログの活用において常に問題となるのは、知りたい情報がシステムログとして記録さ
れていない状況である。このようなことが発生しうる理由としては複数考えられる。
1. そのイベント情報がデバッグにおいては重要ではなく、サブシステム設計者が重要性に
気づいていない
2. そのイベントを記録した場合にログ出力がバーストする状況が存在し、ログ出力が適切
でない
3. その情報は独自の監視・観測機構を用意しなければ設計上取得困難である
4. その情報は外部システムなど対象システムの管理外にある
これらの多くはシステム環境などに依存する解決困難な問題である。しかし 1 については、
9.5.1節で述べたような設計方針に従うことで発生を減らすことができる可能性がある。また
2については、 9.5.3節で述べるような方法により、ログ出力のバーストが出力されるログの
可用性を損なわない環境を実現し得る。
9.5.3 ログメッセージの階層化
システムログを人手で用いる場合と機械的に用いる場合においては、ログメッセージに求め
る情報が異なることが多い。システムログを人手で用いる場合には事前知識や他のデータなど
を利用した総合的な調査が可能であるが、自動解析においてはスケーラビリティや一般性の観
点から、システムログの解析は独立して行われ、得られた結果が他のデータの解析結果などと
協調的に用いられるという形が望ましい。ゆえに自動解析においては可能な限りシステムログ
内の情報のみから人間の文脈的理解に繋がる解析が行えることが必要である。
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このような違いを許容するログシステムには、以下の 2つの大きな変更が必要になると考え
られる。
1. 機械に向けたデータと人に向けたデータの分離と接続
2. 出力データへのメタデータの追加
まず 1 のデータの分離と接続について述べる。自動解析において必要となる情報は人手で
経験などにより補える情報の代替に相当する分多くなることから逆に考えると、人に向けた
データは機械に向けたデータの部分集合、またはそれをより直感的に変換したものである。そ
こで、現在のメッセージを単純に機器間で受けわたす syslogなどのシステムログ機構を拡張
し、機械に向けたデータを通信・保持した上で人が利用する際にそれを変換する、という方法
をとることを考える。例えば多様なインターフェースについて出力されるため多数発生してし
まうイベントについては、人手で利用する際には幾つのインターフェースでそのイベントが起
きたかのみを示せば十分なケースが多く考えられる。しかし一方でそのインターフェース名に
関連づけて他のメッセージを検索するような自動解析を行う場合には、イベントの発生したイ
ンターフェース名は全て記録されている必要がある。またこれらのインターフェース名をまと
めて 1行に追記的に出力することは、 9.5.2節で述べたように自動解析の障害となるため望ま
しくない。これらの要求を満たすには、機械的に扱うデータと人手で扱う情報が区別されてい
る必要がある。
次に、2の出力データの情報付与について述べる。1で述べた人と機械のデータの分離には、
これらの 2 つのデータをどのように変換するかはメタデータとしてログ出力の段階で与えら
れなくてはならない。一つの方法としては、変換の方法としてシステムログのプラットフォー
ムに複数の関数を用意しておき、メタデータにはその関数の名前と引数を与える、という方法
が考えられる。変換の方針としては、Zhengら [6]の提案したログに対する文脈的な観点から
の可視性向上のための前処理の技術などが応用可能である。また 9.5.1節においてサブシステ
ムの状態変化を重要視すべきことを述べた。ログイベントには同一のオブジェクトの複数の状
態への変化を示す異なるメッセージが存在することがある。それらのメッセージが同一の状態
変数について述べていることがメタデータとして与えられていれば、システムの状態の時間変
化を容易に取得可能になり、自動解析の柔軟性が大きく向上すると考えられる。加えて、Log
templateの構造をメタデータとしてログメッセージに与えれば、本論で行なっているような
Log template推定の必要はなくなり、システムログの自動解析技術の敷居は大きく低下する
と考えられる。システムログのデータにメタデータを与え保持・記録するという取り組みはす
でに systemd-journald [12]などで行われており、十分な実現性があるものと考える。
このような大きな変更においてログ出力をするサブシステムの設計者に求められる変更は、
メタデータの追加やデータの変換関数の指定など少なくないものである。システムログが普及
した背景にはその単純さと扱いやすさにあるため、このような複雑化したログ出力機構を実現
しても普及には時間を必要とするだろう。しかし、システムの自動監視などを前提としたシス
テムを構築するのであれば、これらの問題は避けて通ることはできない。
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本研究では大規模ネットワークの運用の効率改善に実践的に貢献することを目指し、運用者
にとって有用な、実用的な情報を提供するための技術提案について述べてきた。この提案は、
出力されたシステムログからそのイベント間の因果関係を推定するというものであり、基本と
なるアイディアは因果推論手法である PCアルゴリズムを用いた時系列解析である。この手法
は、システムログ中の各イベントの共起性に基づく相関関係から条件付き独立に相当する関係
を除くことで因果関係を決定している。またシステムログの自動解析において発生する 4 つ
の問題に対応する技術をそれぞれ提案している。まず、システムログの出現数分布に差があり
発生数の少ないログを適切に解析することが難しかった問題を、CRFを用いた Log template
の構造推定手法により改善している。また、システムログに多数含まれる冗長なデータにより
因果関係の False positiveが増加してしまう問題を、時系列上の周期性と恒常性に着目した前
処理手法により改善している。そして、システムログの出現のスパース性により一般的な統計
手法による解析に適さない問題を、一般的なピアソン相関の枠組みとは異なる G2試験の採用
により改善している。最後に、得られる因果関係に自明な情報と有用な情報が混在しており区
別が難しいという問題を、因果関係の恒常性に基づく判別手法により緩和している。
これらの技術を用いて実運用されている大規模ネットワークのデータを解析し、多数の実オ
ペレータにとって有用な因果関係を検出することに成功した。特に複数のケーススタディにお
いて発生した障害と得られた因果関係を紹介し、現実的な運用現場におけるシナリオとそこで
の期待される貢献について示した。またトラブルチケットとの対比により、実運用環境におい
て有用となりうる状況は以上のケーススタディに限らず多数存在しており、記録されたチケッ
トの大部分を占めていることがわかった。このように、本論で提案した技術が実際の運用環境
においても実践的に利用可能であることが確認できた。
システムログの自動解析技術を実現したことの最大のメリットは、システムログが多彩な情
報を集約するプラットフォームとなっている点である。このことは、システムログの解析と他
のデータの活用との連携を容易にしている。例えばシステムログ以外のデータから得られる特
徴的な振る舞いをそのままシステムログに出力すれば、本論で提案した因果解析によりそれら
のシステムログ外の情報源のデータを一元的に扱い解析することができる。このことは運用
データの解析という分野に大きな柔軟性を与えており、既存の運用データを用いた解析手法の
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連携手段と比べて高い拡張性とスケーラビリティを担保していると言える。本研究が大規模シ
ステム運用のためのデータ解析の分野に新たな価値を持ち込んだことで、実運用の現場環境の
改善に繋がっていくことを期待する。
本研究の今後の課題としては、まず他のデータセットにおける可用性の検証が挙げられる。
本論では主に用いた SINET4と同等の規模のネットワークシステムの運用データを用意する
ことは容易ではないため、ネットワークトポロジーの異なる SINET5 [76]での検証を 8.4章
で行なった。しかし本論の提案手法は理論上ネットワークに限らず多くの大規模システムにお
いて応用可能であるため、そのようなネットワーク以外の分野のシステムについても検証を行
なっていく。その他、第 9章で述べたように Log template推定における転移学習の応用や因
果の方向決定における時系列前後関係の考慮、他の尺度やデータを用いた因果関係へのアノ
テーションなど本研究には多くの課題が残されている。提案手法の技術を実利用可能な水準に
高め普及を推し進めていくためには、オペレータにとっての実用性の観点からこれらの課題を
着実に改善していくことが必要となるだろう。
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