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ON KAZHDAN’S PROPERTY (T) FOR ISOTROPIC REDUCTIVE
GROUPS
A. STAVROVA
1. Introduction
Let R be a connected finitely generated commutative ring with 1, and let G be an
isotropic reductive group over R containig a proper parabolic subgroup P . In [PSt1]
we have constructed a system of generators of the elementary subgroup EP (R) =
〈UP (R), UP−(R)〉 of G(R) generalizing the standard elementary root unipotents in
Chevalley groups and twisted (or quasi-split) Chevalley groups. These generators
Xα(v), v ∈ Vα, α ∈ ΦP , satisfy a generalized Chevalley commutator formula and
have other good properties. Here ΦP is a relative root system with respect to P ,
and Vα, α ∈ ΦP , are certain finitely generated projective R-modules. In [EJZK] M.
Ershov, A. Jaikin-Zapirain, and M. Kassabov established Kazhdan’s property (T ) for
elementary Chevalley and twisted Chevalley groups, as well as for the corresponding
Steinberg groups. One of the main ingredients of their proof is the result that the
set of standard generators is a Kazhdan subset of the corresponding group. In
the present text we extend the latter result to isotropic reductive groups and their
standard generators Xα(v), v ∈ Vα, α ∈ ΦP .
2. Kazhdan’s property (T ) and groups graded by root systems
In this section we recall the terminology and results of [EJZK] related to Kazh-
dan’s property (T ) and groups graded by root systems.
Let G be an abstract (discrete) group and S a subset of G.
Definition 2.1. [EJZK]
(a) Let V be a unitary representation of G. A nonzero vector v ∈ V is called
(S, ǫ)-invariant if
‖sv − v‖ ≤ ǫ‖v‖ for any s ∈ S.
(b) Let V be a unitary representation of G without nonzero invariant vectors.
The Kazhdan constant κ(G, S, V ) is the infimum of the set
{ǫ > 0 : V contains an (S, ǫ)-invariant vector}.
(c) The Kazhdan constant κ(G, S) of G with respect to S is the infimum of the
set {κ(G, S, V )} where V runs over all unitary representations of G without
nonzero invariant vectors.
(d) S is called a Kazhdan subset of G if κ(G, S) > 0.
(e) A group G has Kazhdan’s property (T ) if G has a finite Kazhdan subset.
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2 A. STAVROVA
The main result of our paper establishes that the set of relative root subgroups of
a reductive group scheme is a Kazhdan subset of the elementary subgroup. In order
to do that, we use a criterion stated in [EJZK] for a very general class of abstract
groups that they call groups graded by root systems.
Definition 2.2. [EJZK] Let E be a real vector space. A finite non-empty subset Φ
of E is called a root system in E if
(1) Φ spans E;
(2) Φ does not contain 0;
(3) Φ is closed under inversion, that is, if α ∈ Φ then −α ∈ Φ.
The dimension of E is called the rank of Φ. The root system Φ is called irreducible
if it cannot be represented as a disjoint union of two non-empty subsets, whose R-
spans have trivial intersection. If any root of Φ is contained in an irreducible root
subsystem of rank 2, then Φ is called regular.
Remark 2.3. In our work, we customarily use the Bourbaki definition of a root
system [B], which is more restrictive and corresponds to the notion of a classical
root system in [EJZK]. Thus, outside of this section, we will call root systems in the
sense of Definition 2.2 root systems in the sense of [EJZK].
Remark 2.4. Note that in order for a root system to be regular in the sense
of [EJZK], it is enough that for any element α ∈ Φ there is a non-collinear β ∈ Φ
such that Φ also contains xα + yβ for some non-zero x, y ∈ R. Indeed, in this case
Ψ = (Rα + Rβ) ∩ Φ is an irreducible root system of rank 2.
Definition 2.5. [EJZK] Let Φ be a root system in a space E. Let F = F (Φ) denote
the set of all linear functionals f : E → R such that
(1) f(α) 6= 0 for all α ∈ Φ;
(2) f(α) 6= f(β) for any distinct α, β ∈ Φ.
The sets Φf = {α ∈ Φ | f(α) > 0}, f ∈ F (Φ), are called the Borel subsets of Φ.
Below we give a definition of the core of a Borel subset which differs slightly from
the one in [EJZK]. Its equivalence to the original definition follows from [EJZK,
Lemma 4.4].
Definition 2.6. The core of a Borel subset Φf is the set
Cf = {α ∈ Φf | ∄g ∈ F (Φ) : Rα = R(Φf ∩ Φg)}.
Definition 2.7. [EJZK] Let Φ be a root system and G a abstract group. A Φ-
grading of G is a collection of subgroups {Xα}α∈Φ of G, called root subgroups such
that
(1) G is generated by ∪Xα;
(2) For any α, β ∈ Φ, with α 6∈ R<0β, one has
[Xα, Xβ] ⊆ 〈Xγ | γ = aα + bβ ∈ Φ, a, b ≥ 1〉.
One also says that the grading is strong, if for any Borel subset Φf , f ∈ F (Φ), and
any root γ ∈ Cf , one has
Xγ ⊆ 〈Xβ | β ∈ Φf and β 6∈ Rγ〉.
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Theorem 2.8. [EJZK, Theorem 5.1] Let Φ be a regular root system in the sense
of [EJZK], and let G be a group which admits a strong Φ-grading {Xα}. Then ∪Xα
is a Kazhdan subset of G, and moreover the Kazhdan constant κ(G,∪Xα) is bounded
below by a constant κΦ which depends only on the root system Φ.
3. Preliminaries on isotropic reductive groups
3.1. Parabolic subgroups and elementary subgroups. Let A be a commuta-
tive ring. Let G be an isotropic reductive group scheme over A, and let P be a
parabolic subgroup of G in the sense of [SGA3]. Since the base SpecA is affine, the
group P has a Levi subgroup LP [SGA3, Exp. XXVI Cor. 2.3]. There is a unique
parabolic subgroup P− in G which is opposite to P with respect to LP , that is
P− ∩ P = LP , cf. [SGA3, Exp. XXVI Th. 4.3.2]. We denote by UP and UP− the
unipotent radicals of P and P− respectively.
Definition 3.1. The elementary subgroup EP (A) corresponding to P is the subgroup
of G(A) generated as an abstract group by UP (A) and UP−(A).
Note that if L′P is another Levi subgroup of P , then L
′
P and LP are conjugate by
an element u ∈ UP (A) [SGA3, Exp. XXVI Cor. 1.8], hence EP (A) does not depend
on the choice of a Levi subgroup or of an opposite subgroup P−, respectively. We
suppress the particular choice of LP or P
− in this context.
Definition 3.2. A parabolic subgroup P in G is called strictly proper, if it intersects
properly every normal semisimple subgroup of G.
We will use the following result that is a combination of [PSt1] and [SGA3, Exp.
XXVI, §5].
Lemma 3.3. Let G be a reductive group scheme over a commutative ring A, and
let R be a commutative A-algebra. Assume that A is a semilocal ring. Then the
subgroup EP (R) of G(R) is the same for any minimal parabolic A-subgroup P of G.
If, moreover, G contains a strictly proper parabolic A-subgroup, the subgroup EP (R)
is the same for any strictly proper parabolic A-subgroup P .
Proof. See [St14, Theorem 2.1]. 
3.2. Torus actions on reductive groups. Let R be a commutative ring with 1,
and let S = (Gm,R)
N = Spec (R[x±11 , . . . , x
±1
N ]) be a split N -dimensional torus over
R. Recall that the character group X∗(S) = HomR(S,Gm,R) of S is canonically
isomorphic to ZN . If S acts R-linearly on an R-module V , this module has a
natural ZN -grading
V =
⊕
λ∈X∗(S)
Vλ,
where
Vλ = {v ∈ V | s · v = λ(s)v for any s ∈ S(R)}.
Conversely, any ZN -graded R-module V can be provided with an S-action by the
same rule.
4 A. STAVROVA
Let G be a reductive group scheme over R in the sense of [SGA3]. Assume that
S acts on G by R-group automorphisms. The associated Lie algebra functor Lie(G)
then acquires a ZN -grading compatible with the Lie algebra structure,
Lie(G) =
⊕
λ∈X∗(S)
Lie(G)λ.
We will use the following version of [SGA3, Exp. XXVI Prop. 6.1].
Lemma 3.4. Let L = CentG(S) be the subscheme of G fixed by S. Let Ψ ⊆ X
∗(S)
be an R-subsheaf of sets closed under addition of characters.
(i) If 0 ∈ Ψ, then there exists a unique smooth connected closed subgroup UΨ of
G containing L and satisfying
(1) Lie(UΨ) =
⊕
λ∈Ψ
Lie(G)λ.
Moreover, if Ψ = {0}, then UΨ = L; if Ψ = −Ψ, then UΨ is reductive; if Ψ∪(−Ψ) =
X∗(S), then UΨ and U−Ψ are two opposite parabolic subgroups of G with the common
Levi subgroup UΨ∩(−Ψ).
(ii) If 0 6∈ Ψ, then there exists a unique smooth connected unipotent closed sub-
group UΨ of G normalized by L and satisfying (1).
Proof. The statement immediately follows by faithfully flat descent from the stan-
dard facts about the subgroups of split reductive groups proved in [SGA3, Exp.
XXII]; see the proof of [SGA3, Exp. XXVI Prop. 6.1]. 
Definition 3.5. The sheaf of sets
Φ = Φ(S,G) = {λ ∈ X∗(S) \ {0} | Lie(G)λ 6= 0}
is called the system of relative roots of G with respect to S.
Choosing a total ordering on the Q-space Q⊗ZX
∗(S) ∼= Qn, one defines the
subsets of positive and negative relative roots Φ+ and Φ−, so that Φ is a disjoint
union of Φ+, Φ−, and {0}. By Lemma 3.4 the closed subgroups
UΦ+∪{0} = P, UΦ−∪{0} = P
−
are two opposite parabolic subgroups ofG with the common Levi subgroup CentG(S).
Thus, if a reductive groupG over R admits a non-trivial action of a split torus, then it
has a proper parabolic subgroup. The converse is true Zariski-locally, see Lemma 3.6
below.
3.3. Relative roots and subschemes. In order to prove our main result, we need
to use the notions of relative roots and relative root subschemes. These notions were
initially introduced and studied in [PSt1], and further developed in [St15].
Let R be a commutative ring. Let G be a reductive group scheme over R. Let
P be a parabolic subgroup scheme of G over R, and let L be a Levi subgroup of
P . By [SGA3, Exp. XXII, Prop. 2.8] the root system Φ of Gk(s), s ∈ SpecR, is
constant locally in the Zariski topology on SpecR. The type of the root system
of Lk(s) is determined by a Dynkin subdiagram of the Dynkin diagram of Φ, which
is also constant Zariski-locally on SpecR by [SGA3, Exp. XXVI, Lemme 1.14 and
Prop. 1.15]. In particular, if SpecR is connected, all these data are constant on
SpecR.
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Lemma 3.6. [St15, Lemma 3.6] Let G be a reductive group over a connected com-
mutative ring R, P be a parabolic subgroup of G, L be a Levi subgroup of P , and
L¯ be the image of L under the natural homomorphism G → Gad ⊆ Aut(G). Let
D be the Dynkin diagram of the root system Φ of Gk(s) for any s ∈ SpecA. We
identify D with a set of simple roots of Φ such that Pk(s) is a standard positive par-
abolic subgroup with respect to D. Let J ⊆ D be the set of simple roots such that
D\J ⊆ D is the subdiagram corresponing to Lk(s). Then there are a unique maximal
split subtorus S ⊆ Cent(L¯) and a subgroup Γ ≤ Aut(D) such that J is invariant
under Γ, and for any s ∈ SpecR and any split maximal torus T ⊆ L¯k(s) the kernel
of the natural surjection
(2) X∗(T ) ∼= ZΦ
pi
−−→ X∗(Sk(s))
∼= ZΦ(S,G)
is generated by all roots α ∈ D \ J , and by all differences α− σ(α), α ∈ J , σ ∈ Γ.
In [PSt1], we introduced a system of relative roots ΦP with respect to a parabolic
subgroup P of a reductive group G over a commutative ring R. This system ΦP
was defined independently over each member SpecA = SpecAi of a suitable finite
disjoint Zariski covering
SpecR =
m∐
i=1
SpecAi,
such that over each A = Ai, 1 ≤ i ≤ m, the root system Φ and the Dynkin diagram
D of G is constant. Namely, we considered the formal projection
πJ,Γ : ZΦ −→ ZΦ/ 〈D \ J ; α− σ(α), α ∈ J, σ ∈ Γ〉 ,
and set ΦP = ΦJ,Γ = πJ,Γ(Φ) \ {0}. The last claim of Lemma 3.6 allows to identify
ΦJ,Γ and Φ(S,G) whenever SpecR is connected.
Definition 3.7. In the setting of Lemma 3.6 we call Φ(S,G) a system of relative
roots with respect to the parabolic subgroup P over R and denote it by ΦP .
If A is a field or a local ring, and P is a minimal parabolic subgroup of G, then
ΦP is nothing but the relative root system of G with respect to a maximal split
subtorus in the sense of [BT1] or, respectively, [SGA3, Exp. XXVI §7].
We have also defined in [PSt1] irreducible components of systems of relative roots,
the subsets of positive and negative relative roots, simple relative roots, and the
height of a root. These definitions are immediate analogs of the ones for usual
abstract root systems, so we do not reproduce them here.
Let R be a commutative ring with 1. For any finitely generated projective R-
module V , we denote by W (V ) the natural affine scheme over R associated with
V , see [SGA3, Exp. I, §4.6]. Any morphism of R-schemes W (V1) → W (V2) is
determined by an element f ∈ Sym∗(V ∨1 )⊗R V2, where Sym
∗ denotes the symmetric
algebra, and V ∨1 denotes the dual module of V1. If f ∈ Sym
d(V ∨1 )⊗R V2, we say that
the corresponding morphism is homogeneous of degree d. By abuse of notation, we
also write f : V1 → V2 and call it a degree d homogeneous polynomial map from V1
to V2. In this context, one has
f(λv) = λdf(v)
for any v ∈ V1 and λ ∈ R.
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Lemma 3.8. [St15, Lemma 3.9]. In the setting of Lemma 3.6, for any α ∈ ΦP =
Φ(S,G) there exists a closed S-equivariant embedding of R-schemes
Xα : W
(
Lie(G)α
)
→ G,
satisfying the following condition.
(∗) Let R′/R be any ring extension such that GR′ is split with respect to a max-
imal split R′-torus T ⊆ LR′ . Let eδ, δ ∈ Φ, be a Chevalley basis of Lie(GR′),
adapted to T and P , and xδ : Ga → GR′, δ ∈ Φ, be the associated system of
1-parameter root subgroups (e.g. xδ = expδ of [SGA3, Exp. XXII, Th. 1.1]).
Let
π : Φ = Φ(T,GR′)→ ΦP ∪ {0}
be the natural projection. Then for any u =
∑
δ∈pi−1(α)
aδeδ ∈ Lie(GR′)α one has
(3) Xα(u) =
( ∏
δ∈pi−1(α)
xδ(aδ)
)
·
∏
i≥2
( ∏
θ∈pi−1(iα)
xθ(p
i
θ(u))
)
,
where every piθ : Lie(GR′)α → R
′ is a homogeneous polynomial map of degree
i, and the products over δ and θ are taken in any fixed order.
Definition 3.9. Closed embeddingsXα, α ∈ ΦP , satisfying the statement of Lemma 3.8,
are called relative root subschemes of G with respect to the parabolic subgroup P .
Relative root subschemes of G with respect to P , actually, depend on the choice
of a Levi subgroup L in P , but their essential properties stay the same, so we usually
omit L from the notation.
We will use the following properties of relative root subschemes.
Lemma 3.10. [PSt1, Theorem 2, Lemma 6, Lemma 9] Let Xα, α ∈ ΦP , be as in
Lemma 3.8. Set Vα = Lie(G)α for short. Then
(i) There exist degree i homogeneous polynomial maps qiα : Vα ⊕ Vα → Viα, i¿1,
such that for any R-algebra R′ and for any v, w ∈ Vα ⊗R R
′ one has
(4) Xα(v)Xα(w) = Xα(v + w)
∏
i>1
Xiα
(
qiα(v, w)
)
.
(ii) For any g ∈ L(R), there exist degree i homogeneous polynomial maps ϕig,α : Vα →
Viα, i ≥ 1, such that for any R-algebra R
′ and for any v ∈ Vα ⊗R R
′ one has
gXα(v)g
−1 =
∏
i≥1
Xiα
(
ϕig,α(v)
)
.
(iii) (generalized Chevalley commutator formula) For any α, β ∈ ΦP such that
mα 6= −kβ for all m, k ≥ 1, there exist polynomial maps
Nαβij : Vα × Vβ → Viα+jβ, i, j ≥ 1,
homogeneous of degree i in the first variable and of degree j in the second variable,
such that for any R-algebra R′ and for any for any u ∈ Vα⊗R R
′, v ∈ Vβ ⊗R R
′ one
has
(5) [Xα(u), Xβ(v)] =
∏
i,j≥1
Xiα+jβ
(
Nαβij(u, v)
)
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(iv) For any subset Ψ ⊆ X∗(S) \ {0} that is closed under addition, the morphism
XΨ : W
(⊕
α∈Ψ
Vα
)
→ UΨ, (vα)α 7→
∏
α
Xα(vα),
where the product is taken in any fixed order, is an isomorphism of schemes.
Lemma 3.10 immediately implies that for any R-algebra R′, one has
UP±(R
′) =
〈
Xα(R
′ ⊗R Vα), α ∈ Φ
±
P
〉
,
and
EP (R
′) = 〈Xα(R
′ ⊗R Vα), α ∈ ΦP 〉 .
For any α ∈ ΦP , consider the set of relative roots
(α) = {iα | i ∈ Z, i ≥ 1} ⊆ ZΦP .
Then the above equality can be rewritten as
(6) EP (R) =
〈
X(α), α ∈ ΦP
〉
.
4. Main Theorem
Our main result is the following theorem.
Theorem 4.1. Let G be a reductive group scheme over a connected finitely generated
commutative ring R. Let P be a proper parabolic R-subgroup scheme of G such that
the rank of every irreducible component of ΦP is ≥ 2. The set
⋃
α∈ΦP
X(α) is a Kazhdan
subset of EP (R).
This result is deduced by applying Theorem 2.8 of M. Ershov, A. Jaikin-Zapirain,
and M. Kassabov. We need to check that all conditions of this theorem are satisfied.
Lemma 4.2. Let Φ be a root system in the sense of [B]. Let D be a set of simple
roots in Φ; we identify D with the corresponding Dynkin diagram. Take J ⊆ D.
Consider the formal projection
πJ : ZΦ −→ ZΦ/Z(D \ J),
and set ΦJ = πJ (Φ) \ {0}. Then
(i) The set ΦJ is a regular root system in the sense of [EJZK] if and only if the
rank of every irreducible component of ΦJ is ≥ 2.
(ii) For any f ∈ F (ΦJ) there is a set of simple roots D
′ of Φ and a subset J ′ ⊆ D′
such that Z(D′ \ J ′) ∩ Φ = Z(D \ J) ∩ Φ, and
(ΦJ)f = πJ
(
Φ+
′)
\ {0} = πJ ′
(
Φ+
′)
\ {0},
where Φ+
′
denotes the set of positive roots with respect to D′.
(iii) In the above setting, one has
(ΦJ )f \ Cf = ΦJ ∩
⋃
α∈piJ(J ′)
Nα.
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Proof. (i) It is clear that if at least one component of ΦJ has rank 1, then ΦJ is not
regular. The opposite follows from Remark 2.4 and [PSt1, Lemma 5].
(ii) Extend πJ,Γ to RΦ by linearity, and set g = f ◦ πJ : RΦ → R. Then the sets
{α ∈ Φ | g(α) ≥ 0} and {α ∈ Φ | g(α) ≤ 0} are two opposite parabolic sets of roots
in Φ in the sense of [B]. Therefore, there is a set of simple roots D′ in Φ and a
subset J ′ ⊆ D′ such that
{α ∈ Φ | g(α) ≥ 0} = Φ+
′
∪
(
Φ ∩ Z(D′ \ J ′)
)
;
{α ∈ Φ | g(α) ≤ 0} = Φ−
′
∪
(
Φ ∩ Z(D′ \ J ′)
)
.
Clearly, D′, J ′ are as required.
(iii) We can assume that D = D′ and J = J ′ without loss of generality. Then
(ΦJ)f = πJ(Φ
+) \ {0}. By [EJZK, Lemma 4.6] any α ∈ (ΦJ)f that is a positive
linear combination of ≥ 2 linearly independent elements of (ΦJ)f , belongs to Cf .
Then (ΦJ )f \ Cf ⊆
⋃
α∈piJ(J)
Nα. It remains to prove that every positive multiple
of every α ∈ πJ(J) belongs to (ΦJ )f \ Cf . Since all elements of π(J) are linearly
independent and integrally span ΦJ by definition of πJ and D, we can define a linear
map g : RΦJ → R by setting g(α) = 1, g(β) = −|ΦJ | − 1 for all β ∈ π(J) \ {α}.
Clearly, for any γ ∈ (ΦJ )f = πJ (Φ
+), if γ ∈ Nα, then g(γ) > 0, and otherwise
g(γ) < 1 · |ΦJ | − |ΦJ | − 1 = −1. In particular, g(γ) 6= 0 for all γ ∈ ΦJ , and
R((ΦJ)g ∩ (ΦJ)f ) = Rα. 
Lemma 4.3. In the setting of Lemma 4.2, let Φ+ denote the set of positive roots
with respect to D. Let α ∈ πJ (Φ
+) \ {0} be such that α 6= mα0 for any m ≥ 1 and
α0 ∈ πJ (D) \ {0}. Then there are non-collinear β ∈ πJ (Φ
+) \ {0} and γ ∈ πJ(J)
such that α = β + γ.
Proof. For any x ∈ π−1J (α) there exists a sequence of simple roots y1, . . . , yn ∈ D
such that x = y1 + . . . + yn and y1 + . . . + yi ∈ Φ for any 1 ≤ i ≤ n. Let
i be the least possible index such that yi+1, . . . , yn ∈ D \ J . Then yi ∈ J and
πJ(y1+ . . .+yi−1+yi) = α. Set β = πJ(y1+ . . .+yi−1) and γ = πJ(yi). The relative
roots β and γ are non-collinear since otherwise we would have had α = kπJ (yi) for
some k ≥ 1. 
Lemma 4.4. Let G be a reductive group scheme over a connected finitely generated
commutative ring R. Let P be a proper parabolic R-subgroup scheme of G. Suppose
that α, β, γ ∈ ΦP are pairwise non-collinear roots such that α = β+γ. If the absolute
root system Φ of G has a component of type G2, assume moreover that β − γ 6∈ ΦP .
Then
Xα(Vα) ⊆ 〈{Xiβ+jγ(Viβ+jγ) | i, j ≥ 0, (i, j) 6= (1, 1), iβ + jγ ∈ ΦP}
∪ {Xi(β−γ)+jγ(Vi(β−γ)+jγ) | i, j ≥ 0, (i, j) 6= (1, 2), i(β − γ) + jγ ∈ ΦP }〉.
Proof. The statement is proved exactly as Lemma [PSt1, Lemma 11], using [PSt1,
Lemma 10] and (5). 
Proof of Theorem 4.1. By the generalized Chevalley commutator formula (5) of Lemma 3.10,
the groups X(α), α ∈ ΦP , constitute a ΦP -grading of EP (R). By Theorem 2.8 of M.
Ershov, A. Jaikin-Zapirain, and M. Kassabov, it remains to check that this grading
is strong.
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In Lemma 3.6 we identified ΦP = Φ(S,G) with a relative root system ΦJ,Γ =
πJ,Γ(Φ) \ {0}, where
πJ,Γ : ZΦ −→ ZΦ/ 〈D \ J ; α− σ(α), α ∈ J, σ ∈ Γ〉 ,
is the natural projection. Observe that for any root system Φ in the sense of [B]
and any Γ ≤ Aut(D) as above, the relative root system Ψ = ΦD,Γ = πD,Γ(Φ) \ {0}
is isomorphic (as a set with partially defined addition) to another root system in
the sense of [B], with a basis of simple roots πD,Γ(D). Namely, If (an irreducible
component of) Φ has type Al, then ΦD,Γ is a root system of type BCl/2 or Bl+1/2; if
D is of type E6, then ΦD,Γ is of type F4, etc. Furthermore, the composition
πpiD,Γ(J),id ◦ πD,Γ : ZΦ −→ ZΦ/ 〈α− σ(α), α ∈ D, σ ∈ Γ〉 = ZΨ
−→ ZΦ/ 〈D \ J ; α− σ(α), α ∈ J, σ ∈ Γ〉
coincides with πJ,Γ. Therefore, ΦP = ΨpiD,Γ(J) is subject to Lemma 4.2. In particular,
by Lemma 4.2 (i) ΦP is a regular root system in the sense of [EJZK]. Furthermore,
by Lemma 4.2 (ii) and (iii) for any Borel subset (ΦP )f of ΦP there is a set of simple
roots E of Ψ and a subset I ⊆ E such that (ΦP )f = πI(Ψ
+), where Ψ+ is the set of
simple roots of Ψ with respect to E, and
(ΦP )f \ Cf = ΦP ∩
⋃
α∈piI(I)
Nα.
Now pick any γ ∈ Cf . We need to show that
(7) X(γ) ⊆ 〈Xβ | β ∈ (ΦP )f and β 6∈ Rγ〉.
By the above, γ is not a positive multiple of any α0 ∈ πI(I). By Lemma 4.3
for any k ≥ 1 there are such non-collinear βk, γk ∈ πI(Ψ
+) \ {0} = (ΦP )f that
kγ = βk + γk. Observe that if π
−1
I (γ) intersects an irreducible component of Ψ
of type G2, then, since γ lies in a component of ΦP of rank ≥ 2, we can assume
without loss of generality that G is a quasi-split group of type G2 or
3(6)D4, and
then the statement follows from the results of [EJZK] on Chevalley groups. So we
can assume that π−1I (γ) does not intersect any irreducible component of Ψ of type
G2. Then by Lemma 4.4 Xkγ(Vkγ) belongs to the subgroup generated by X(iβk+jγk),
i, j ≥ 0, (i, j) 6= (1, 1), iβk + jγk ∈ ΦP , and X(i(βk−γk)+jγk), i, j ≥ 0, (i, j) 6= (1, 2),
i(βk−γk)+jγk ∈ ΦP . Clearly, iβk+jγk ∈ (ΦP )f , if i, j ≥ 0. On the other hand, since,
clearly, βk includes a simple relative root different from γ, if i(βk − γk) + jγk ∈ ΦP ,
then j − i ≥ 0, and hence also i(βk − γk) + jγk ∈ (ΦP )f . Running a descending
induction over the (finite) set of k ≥ 1 such that kγ ∈ ΦP , we conclude (7). The
theorem is proved. 
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