I. INTRODUCTION
The transport of excitation energy (excitons) in aggregates of organic molecules is one of the most fundamental and most challenging problems of modern organic photovoltaics. [1] [2] [3] The reason is that, after being prepared by photo-absorption, the exciton has to travel over some spatial range to reach a boundary where it can be transformed into a charge separated state. Only then, free charges are generated which give rise to a photovoltaic current.
In an initial step, discarding any kind of disorder or other perturbations, photon absorption creates a de-localized electronically excited state in an aggregate ðM 1 À M 2 À Á Á Á À M NÀ1 À M N Þ which can be viewed as a superposition of states corresponding to the excitation of a single monomer M Ã n in the composed system. The coupling between the respective configurations ðM 1 À M 2 À Á Á Á À M Ã n À Á Á Á À M N Þ leads to an energy transfer dynamics as, e.g., studied in Refs. 4 and 5. For an excellent review on vibronic dynamics in molecular aggregates, see Ref. 6 . Regarding only next-neighbor couplings and taking symmetry into account, one does not expect, in the average, a substantial localization of the exciton on a smaller aggregate unit like, e.g., a monomer or a dimer. Suppose now that the interaction with an environment (solvent) results in a perturbation of the system. One might imagine that a finite time-dependent perturbation acts locally on a smaller part of the molecule which induces a disorder. [7] [8] [9] Then, symmetry is broken and the energy transfer is influenced. As predicted theoretically, 10 such processes might be characterized by two-dimensional optical spectroscopy. [11] [12] [13] [14] [15] In a former work, we showed that such interactions can lead to exciton localization, at least for the time the perturbation is effective. 16 If the localization remains stable for some time s l , it is possible that an electronic relaxation process takes place subject to the condition that the relaxation time s r is shorter than s l . This, for example, was observed in femtosecond experiments on perylene bisimide aggregates where the photoexcited state decays on a time-scale of about 200 fs. 17 Because such processes trap the exciton, it is highly desirable to avoid a localization maintained on a longer time-scale. In this paper, we present a model study where a time-dependent term is included in the excited state Hamiltonian to simulate an external perturbation in a simple way. It is then investigated how the nature of the initially prepared excited state determines the exciton localization. This is very much in the sense of "state-selective chemistry" which is one way to influence chemical reactions by preparation of a specific initial state. 18, 19 In doing so, we hope to gain some insight into the possibility for a 2329-7778/2016/3(4)/043201/12 V C Author(s) 2015 3, 043201-1 quantum control of the localization and, in particular, to exclude it so that a more effective exciton diffusion may take place. The molecular dimer has been studied extensively as a model system for molecular aggregates. 6, [20] [21] [22] [23] [24] [25] Therefore, we start our work with an investigation of the dimer. Afterwards, the question will be addressed if the identified effects are transferable to larger systems. In Sec. II, we present the theory and the model. The results are contained in Sec. III which ends with a summary of the article.
To describe the perturbation of the aggregate in a simple way, time-dependent terms aŝ W p ðtÞ ¼ X n p je; n p i WðtÞ he; n p j;
with WðtÞ ¼ kgðtÞ, are added to the excited state Hamiltonian. Here, k is a parameter representing an energy shift, and the shape function g(t) is
Thus, the termŴ p ðtÞ introduces a temporal energy shift of the excited state Hamiltonians in selected monomers which are numbered by n p . Such shifts can be caused by a single collision of a particle with the aggregate, and we aim at the characterization of these basic events. The introduction of the time-dependent termŴ p ðtÞ describes the respective interaction in a semi-classical way. 26 Despite the fact that this approximation is not energy-conserving, the system remains fully coherent.
The electronic excitation from the aggregate ground state becomes effective through the interaction with a laser pulse as
with a Gaussian shape function f ðt À t 0 Þ centered at time t ¼ t 0 and the frequency x. The electric dipole interaction isŴ l ðtÞ ¼ ÀEðx; tÞ
where l eg is the monomer transition dipole moment. We treat the special case that all transition dipole moments are parallel and constant so that the dipole coupling to all excited states je; ni is identical. We solve the time-dependent Schr€ odinger equation
in N vibrational degrees-of-freedom for the ðN þ 1Þ coupled components of the total wave function hxjwðtÞi ¼ wðx; tÞ ¼ ðw g ðx; tÞ; w e;1 ðx; tÞ; …; w e;N ðx; tÞÞ:
For the time-propagation, the multiconfigurational time dependent Hartree method 27,28 is employed. Five single particle functions for each vibrational degree of freedom in each electronic state, represented in a basis of 13 harmonic oscillator functions, are used. The excited state wave functions are propagated within the constant mean field integration scheme keeping the integrator settings at the program's defaults. The time-step is chosen as 0.5 fs.
The parameters which determine the vibrational Hamiltonians are x 0 ¼ 0.175 eV, x e ¼ 2.75 eV -1 , D ¼ 2.35 eV, and the electronic coupling element is J ¼ 0.0175 eV. Similar values have been used in our studies on the optical properties of perylene bisimide aggregates where, within the model described above, absorption 5, 29 and circular dichroism spectra 30 were calculated in excellent agreement with experiment.
Localization of an exciton on monomer (n) in the aggregate is measured by the population in state je; ni defined as P n ðtÞ ¼ ð dx jw e;n ðx; tÞj 2 :
III. RESULTS
We start with the simplest aggregate, the molecular dimer (N ¼ 2). In our former study, 16 it was shown that, if the vibronic ground state w 00 ðx 1 ; x 2 Þ (with energy E 00 ) is placed in the excited states (d-pulse excitation or impulsive limit 31 ), i.e., w e;m ðx 1 ; x 2 ; 0Þ ¼ l eg w 00 ðx 1 ; x 2 Þ, the perturbation always leads to a localization in the state je; mi with higher energy. This is illustrated in Fig. 1 . The time-dependent perturbationŴ p ðtÞ, here acting on monomer n p ¼ 1, is also shown in the figure, where the strength has a value of k ¼ 0.16 eV. This number is about a factor of ten larger than the coupling constant J. As was shown before, 16 the localization effects described below are of the same magnitude if the ratio J=k is varied over a reasonable range, so that here we do not present calculations for other values of the parameters. The value of k ¼ 0.16 eV is chosen to include the possibility of population transfer between shifted vibrational levels, see below. Panel (a) contains the case of a coupled two-level system, i.e., where the excited state Hamiltonians H e;n are replaced by numbers E. It is seen that the perturbation results in a complete localization in the perturbed state je; 1i. Taking vibrations into account leads to the curves displayed in panel (b) of Fig. 1 . A similar behavior as seen in the two-level system is encountered, but additional oscillations of the populations occur during the time the perturbation is effective. They can be explained by a nearresonant transfer between vibrational levels of the unperturbed (je; 2i) and perturbed states (je; 1i), and they disappear for smaller values of k leading to an identical dynamics as seen in the purely electronic case. On the other hand, if the energy shift k is set equal to the vibrational quantum x 0 , a complete exchange of population between the two states takes place, for an extended discussion see Ref. 16 . Depending on how the perturbation is switched off, oscillations with smaller or larger amplitudes remain at longer times.
Abandoning the impulsive limit, we next take laser-pulse excitation into account. In Fig. 2 , lower panel, the absorption spectrum for the dimer is displayed within a selected energy interval. It is calculated as 32, 33 r 00 ðxÞ ¼ ð dt e ixt hw e ð0ÞjÛ e ðtÞjw e ð0Þi;
whereÛ e ðtÞ is the propagator containing the excited state partĤ e of the total HamiltonianĤ ðlÞ (Eq. (4)), and the initial condition is w e;m ðx 1 ; x 2 ; 0Þ ¼ l eg w 00 ðx 1 ; x 2 Þ. For the weak coupling and the chosen parallel dipole geometry, the spectrum has a simple shape 22, 34 showing bands separated by the vibrational quantum x 0 . From the peak positions, we determine the excited state eigenenergies E a and calculate wave functions ðw ðaÞ e;1 ðx 1 ; x 2 Þ; w ðaÞ e;2 ðx 1 ; x 2 ÞÞ employing pulses with photon energies which match the energy differences to the vibronic ground state. The field strengths are chosen such that first-order time-dependent perturbation theory applies. We do not provide the numbers for the field strengths, being different for the different aggregate sizes. These parameters are not relevant because after the laser-excitation, the respective eigenfunctions are normalized, and no further interaction with the ground electronic state occurs. We use Gaussian pulses with a spectral width of 5 meV, so that only a single eigenstate is excited in each case. The real part of the normalized eigenfunctions corresponding to the six peaks seen in the dimer spectrum (Fig. 2) is displayed in Fig. 3 . Because the initial state is the vibronic ground state which is symmetric with respect to the exchange of the two monomers and the monomer transition dipole moments are at an angle of c ¼ 0, absorption takes place into the ðþÞ-band of the spectrum 35 which corresponds to symmetric final states. This means that w ðaÞ e;1 ðx 1 ; x 2 Þ ¼ w ðaÞ e;2 ðx 2 ; x 1 Þ, as can be verified by inspection of Fig. 3 . In Fig. 4 , we show the population dynamics for times after the pulse excitation, where panels (a)-(f) correspond to the initially populated excited state eigenfunctions depicted in Fig. 3 , panels (a)-(f). In each case, the perturbation applied to the monomer (n p ¼ 1) Hamiltonian (with k ¼ 0.16 eV) causes a transient localization. Several trends can be observed. First, the curves in panels (a), (c), (f) and (b), (e) are the same, respectively. The curve in panel (d) differ from all others because localization is found in the unperturbed state. To get an insight into the dynamics of the perturbed system, we regard the short-time dynamics, expanding the timeevolution operator to second order in the time-step dt
Ignoring the shape function g(t) by setting the perturbation to the constant value WðdtÞ ¼ k, the two components of the excited state wave function evolve as 
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The population P 2 ðdtÞ is now determined in the order dt 2 and as
with the definition of the (real valued) overlap integral 
Thus, for short times and positive values of k and J (as in our example), the population in the unperturbed state decreases or increases depending on the sign of the overlap I a 21 . Concerning the numerical results shown in Fig. 4 , these overlaps are positive with the exception of the case depicted in panel (d), see the numbers in the different panels. It then follows that the population in the unperturbed component (case (d)) increases upon the perturbation, whereas in all other situations, a decrease is to be expected. The numerical results confirm this prediction which is obviously also valid, at least in the average, for later times. Furthermore, in cases (b) and (e), the smaller value of I a leads to a less pronounced localization if compared to the situations in panels (a), (c), and (f). We have analyzed the integrands in the overlap integrals Eq. (18) and found that they are purely positive in the latter cases and show zero, one and two nodes along the diagonal x 1 ¼ x 2 , respectively, which then leads to a relatively large (and identical) value of the integral. On the other hand, for cases (b) and (e), the integrands contain positive and negative parts with the latter covering a less extended area. This, upon integration, leads to smaller but still positive values of I a 21 . Finally, for the exception (panel (d)), the negative areas dominate so that the overlap integral has a negative value.
As documented above, the localization depends on the initial excited state eigenfunction of the system. In particular, excitation at a photon energy of 2.6939 eV (Figs. 3 and 4, panel (d) ) leads to the opposite behavior as found for the neighbor states with eigenenergies of 2.7018 eV (Figs. 3 and 4 , panel (e)) and 2.7090 eV (Figs. 3 and 4, panel (f) ), respectively. This suggests that the preparation of a wave-packet consisting of a superposition of these three states could lead to a reduced degree of localization. Indeed, using a pulse at an energy of 2.6939 eV and a spectral width of 0.0268 eV yields a situation where, as long as the perturbation interacts, the population remains nearly constant, as is documented in Fig. 5 . Thus, a variation of the photon energy and the pulse-width allows for a quantum control of the population dynamics when the external perturbation is active so that localization can be enforced on one or the other dimer configuration or even be suppressed. We note that if the laser-field is not switched off and excitation proceeds, the dynamics remains almost unchanged. In that case additional oscillations are seen which are associated with the energy shifting of the dimer spectrum so that the field is no longer resonant with a transition in the unperturbed system (not shown).
Next, larger aggregates are treated to investigate if the dimer results can be transferred to more extended systems. As an example, a nonamer in a cyclic and also a linear arrangement is treated. The model Hamiltonian has nine vibrational degrees of freedom and nine coupled excited states, which leads to a high density of states. This can be anticipated from the low energy part of the absorption spectrum shown in Fig. 2 , upper panel. Figure 6 shows the population dynamics for the unperturbed case in panels (a) (linear) and (d) (cyclic), respectively. The initial wave function obtained by a d-pulse excitation has equal components (w e;m ¼ l eg w 00 ) so that we start from a completely de-localized state. It is seen that, for the linear aggregate, the population tends to temporarily accumulate in the middle of the aggregate (monomer n p ¼ 5). For the cyclic arrangement, due to the initial complete delocalization and the cyclic boundary condition, no population dynamics takes place.
Results for the case of the weaker perturbation (k ¼ 0.0175 eV, this is in the range of the thermal energy of a particle colliding with the aggregate at room temperature) which acts on monomer n p ¼ 3 are shown in panels (b) and (e) of Fig. 6 for the linear and cyclic geometry, respectively. As in the dimer case, localization is found in the disturbed state for both aggregate geometries. This changes if a resonant perturbation (k ¼ x 0 ) is applied (panels (c) and (f)). Because of resonant coupling between different vibrational levels, the population which initially accumulates in the perturbed state moves through the aggregate so that a de-localized situation is encountered. Thus, the effects which have been identified for the dimer are also present in the nonamer. The same applies to smaller aggregates (N ¼ 3-8) which was checked upon numerically (not shown).
We now address the question what happens if the perturbation acts on several monomer sites. Therefore, the interactionŴ p ðtÞ is applied to the monomers n p ¼ 3 and n p ¼ 4 in the nonamer. In Fig. 7 , we compare populations for the linear and cyclic arrangement and for a weak (k ¼ 0:0175 eV) and the resonant ðk ¼ x 0 Þ interaction. A similar behavior as discussed above (single monomer excitation) is found. For the weak interaction (panels (a) and (c)), mainly the perturbed states are populated and out-of-phase oscillations between these states are seen in the linear case, whereas for the cyclic arrangements in phase oscillations of P 3 ðtÞ and P 4 ðtÞ are found. As before, if the coupling strength k is increased towards resonance and the perturbation remains constant, the population moves through the entire aggregate (panels (b) and (d)). We FIG. 5. Population dynamics starting from an initial state wave packet which is a superposition of excited state eigenfunctions with eigenenergies corresponding to the peaks present in the dimer absorption spectrum around an energy of 2.7 eV (Fig. 2) .
FIG. 6. Population dynamics in the nonamer. Initially, all states je; ni are populated equally. Panels (a) and (d) illustrate the non-perturbed case for the linear and cyclic geometry, respectively. Including a weak and resonant coupling on monomer n p ¼ 3 leads to the dynamics displayed in panels (b) and (c) (linear) and (e) and (f) (cyclic). thus conclude that even for a perturbation interacting over a larger spatial region, the trends inferred from the dimer are valid.
Next, we treat the situation, where different eigenstates are prepared by a laser excitation before the perturbation sets in. Because of the high density of states in the nonamer, we regard the case of a linear pentamer (N ¼ 5). We concentrate on the first absorption band seen in Fig. 2 at energies around 2.35 eV which corresponds to the case where no vibrational excitation is present so that the vibrational wave functions in all components are node-less. To get an insight into the transfer dynamics, it is then sufficient to perform an analytical calculation for the pure electronic system. Note, however, that the numerical results presented in Fig. 8 coupled degenerate 5-level system, the eigenenergies and -vectors can be calculated analytically. 36 For the (n)-component of eigenvector (k), one finds
In the regarded dipole-geometry, transitions are only allowed to final states with ðþÞ-parity. As an example, we consider the eigenvectors (a ¼ ffiffi ffi
Since the vibrational wave functions are node-less, it follows that the signs appearing in the different components of the electronic eigenvectors determine the overlap integrals I a nm which are important for the population transfer dynamics, see Eq. (18) . Adding the perturbation (k ¼ 0.0175 eV) to the excited state of the middle monomer (n p ¼ 3), leads to the dynamics shown in Fig. 8 . The upper panel corresponds to the initial eigenstate with electronic coefficient c 1 (at an energy of 2.365 eV in the pentamer spectrum), whereas the lower panel shows the case for c 5 (2.350 eV). Following the same reasoning as applied to the dimer, we have to regard the overlap integral between the component of the perturbed state j3; ei and the next-neighbor components. From the coefficients given in Eq. (20) , one then predicts an equal decrease of the population P 2 ðtÞ and P 4 ðtÞ in the case k ¼ 1 (positive overlap integral) and an increase in case k ¼ 5 (negative overlap integral). This indeed is the case as can be taken from Fig. 8 .
Until now, the perturbationŴ p ðtÞ consists of a smoothly varying function of time. In order to account for different scattering events occurring in a molecular sample, we return to the dimer system and modify the perturbation to include fluctuations. The latter derive from a function f n ¼ f ðx n Þ in frequency space, which decays proportional to x À1:25 n . Different realizations are obtained in modifying each value f n with a random phase taken from the half-open interval [0,2p) and Fourier transforming the obtained function to time-domain. Thus, the constructed fluctuations are scaled so that their maximum is k=4. Four realizations of such fluctuations are displayed in the lower panel of Fig. 9 (k ¼ 0.0175 eV). It is expected that an average over many realizations of the fluctuating term results in a certain degree of de-coherence. That this is indeed the case illustrated in regarding the averaged electronic density matrix element
hw e;1;l t ð Þjw e;2;l t ð Þi; (21) where N f is the number of realizations, each leading to vibrational wave functions w e;j;l ðx 1 ; x 2 ; tÞ. In Fig. 9 , middle panel, we show the absolute value jC 12 ðtÞj obtained for N f ¼ 100. It is seen that the perturbations lead to an average decrease of the oscillation amplitude which goes in hand with a loss of coherence. However, comparing the populations P a n ðtÞ obtained by an average over all realizations (upper panel of the figure) with the noise-free case (P n ðtÞ), it is found that the localization dynamics is nearly unchanged at times when the perturbation is non-zero. As an important result, we note that including bath-fluctuations does not change the results obtained for the cases where no noise is present-at least in the parameter range regarded here.
To conclude, we present a study on the population dynamics in molecular aggregates under perturbation. The latter is chosen in a simple form and consists of a shift of the excited state Hamiltonian for one or more monomers within the aggregate. Starting from a delocalized excited state, the perturbation results in a localization of population and thus excitonic energy on certain monomer sites. Regarding first the molecular dimer, it is shown that this effect is state selective: the laser-preparation of different excited state eigenfunctions is followed by a different localization dynamics. In particular, by selectively choosing a particular initial state, it is possible to steer the localization site selectively. The preparation of an excited state wave packet makes it furthermore possible to annihilate the perturbation-induced localization. Remarkably, effects which are identified for the dimer are as well present in more extended aggregates having much higher densities of states. This applies to the localization dynamics in general and also to its state-selectivity.
We have modified the time-dependent perturbationŴ p ðtÞ to include fluctuations by modulating it with different levels of random noise. It is found that the population dynamics is modulated by the noise but the general trends are the same as if fluctuations are excluded. Insofar, we are confident that the established results are also valid for a more general timedependence of the perturbation.
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