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Performance of microstructural Finite Element models in predicting the
effective modulus of trabecular bone
Claire Lawrence - 18 December 2019
Trabecular bone is made up of an irregular, interconnecting framework of rod- and plate-like
struts [1], therefore the mechanical properties of the bone may only be determined through ex-
perimental testing or detailed Finite Element modelling. Experimental testing requires a sample
to be removed from the body, which is not possible in living patients. As such, there is a drive
to move away from experimental testing and focus instead on creating accurate patient-specific
Finite Element models from CT scans of the bone.
The computational “gold-standard” Finite Element model used for trabecular bone, namely
the voxel-based method, uses solid tetrahedral elements, which are extremely resource inten-
sive. Vanderoost, et al [2] developed an alternative Finite Element code which discretises the
structure into a series of beams and shells. This beam-shell approach vastly reduces the size of
the mesh and, consequently, the processing time required for the simulation.
In this work, an analysis cycle was developed to determine the apparent modulus of a structure
using the beam-shell Finite Element model [2]. The cycle imports micro-CT scans of a struc-
ture, discretises the structure into a beam-shell mesh, performs a Finite Element simulation
and outputs the apparent modulus of the structure along with a reconstructed image. The
analysis cycle was validated by analysing over 3000 artificially generated images, comprising
various configurations of cubic lattices, Kelvin cell lattices and octet truss lattices, and compar-
ing the modulus output by the analysis cycle to baseline results obtained through the simulation
of known node and element data. The analysis cycle provided predictions within 10% of the
baseline value for most lattices, however there were issues associated with the rasterisation of
the input images and postprocessing which caused variation in the results. Overall, it was de-
termined that the analysis cycle is capable of capturing the apparent modulus of a variety of
different structures.
Micro-CT scans of 127 bone specimens were run through the analysis cycle. The results from
the beam-shell analysis were compared to results from experimental testing [3] and an equiva-
lent voxel-based analysis. There was a clear trend in both the beam-shell and voxel-based data,
however the voxel-based method produced stiffer results than the beam-shell method overall.
The beam-shell method showed more scatter than the voxel-based method, but contained less
significant outliers. The effective modulus, i.e. the modulus of an inner core region, was de-
termined for 17 of the bone specimens and compared to equivalent experimental results. The
beam-shell method captured the increase in stiffness between the apparent modulus and the
effective modulus as regularly as the voxel-based method, given appropriate boundary condi-
tions were applied. The results produced by both methods can be improved by the removal of
machining artifacts and improved segmentation of the micro-CT scans.
This work confirms that the beam-shell method is capable of capturing the apparent modu-
lus of a trabecular bone sample, however the scatter in the data must be reduced for it to
be considered a viable alternative to the voxel-based method. It was found that the beam-
shell method is equally capable of predicting the relationship between apparent modulus and
effective modulus as the voxel-based method. In both the beam-shell results and voxel-based
results, the accuracy of a particular data point could only be determined by considering the
results in reference to additional simulation and experimental data points. In light of these re-
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Chapter 1
Introduction
1.1 Motivation for research
Research into the mechanical properties of trabecular bone has been ongoing for at least 40
years [4, 5]. Despite this long history, there is a continuous drive to understand this complex
tissue and reliably predict its mechanical properties.
There are two major complications which arise during the study of trabecular bone. Firstly,
there is uncertainty associated with the Young’s modulus of the tissue. Young’s moduli for tra-
becular bone have been reported in the literature, however these values span a large range [1].
Moreover, it is not known whether there is a single Young’s modulus for the bone or if this
value varies in different regions based on how the bone was formed [6].
The second complication is that the structure of trabecular bone is extremely complex [7]
and can vary between individuals [1], anatomic sites [1] and over time [8]. Consequently, in
order to determine the mechanical properties of the trabecular bone of a particular person, the
structure of the bone for that person must be considered. Due to this constraint, there are only
two methods which may reliably be used to determine the mechanical properties of the bone,
namely experimental testing and detailed patient-specific Finite Element (FE) modelling of the
bone microstructure.
Experimental testing has its benefits, but it requires a sample of bone to be removed from
the body, which is not possible for patients, particularly those who have already experienced
bone degradation and loss due to diseases like osteoporosis. As a result, numerical FE models
have become increasingly popular as they can be constructed from micro-CT scans of a bone
sample [9]. Currently, micro-CT scans also require a bone sample to be removed from the body,
however CT scanning technology is continuously improving, making it likely that general CT
scans, which do not require a sample to be removed from the body, could soon be capable of
capturing the microstructure in as much detail as current micro-CT scans.
Using FE models to determine mechanical properties has an additional advantage over ex-
perimental testing, namely repeatability. A bone sample may only be experimentally tested
once as samples are generally tested to the point of failure. In contrast, there is no limit to
the number of times a FE model may be simulated, meaning that multiple properties may be
determined for a single sample, thereby more fully describing the behaviour of the bone.
1
CHAPTER 1. INTRODUCTION 2
The voxel-based method (VBM) [10] is widely-used to construct FE models of trabecular bone
from micro-CT scans and is considered to be the computational “gold-standard” [11, 12] for
determining trabecular bone properties. In this method, the structure is discretised by creating
a solid tetrahedral element for each bone voxel1 in the micro-CT scan. Defining the elements
in this way leads to extremely large meshes, which are computationally expensive to simulate,
often requiring specialised high-speed computing resources. The time- and memory-intensive
nature of the VBM makes it impractical in a clinical setting.
In an effort to reduce the resources required for the simulation of trabecular bone, Vanderoost, et
al [2] developed an alternative Finite Element code which allows a micro-CT scanned structure
to be discretised into a series of beams and shells. It was reported that this beam-shell method
(BSM) vastly reduces the size of the mesh and, consequently, the processing time required for
the simulation, while maintaining excellent agreement to the VBM [2].
Despite the popularity of Finite Element models in trabecular bone research, there are com-
plications when using this methodology that should not be underestimated. Most notably, the
FE model is only as good as the micro-CT scan from which it was created. In order to obtain
an accurate representation of the structure, small voxel sizes must be used during micro-CT
scanning which is both time-consuming and expensive [13]. Furthermore, the image processing
applied to the micro-CT scan can have a significant effect on the FE model [14] and, conse-
quently, the apparent properties determined from the simulation. As a result, it is necessary to
monitor the choice of image acquisition and processing techniques closely when using FEA to
investigate trabecular bone behaviour.
In addition to determining the apparent properties of trabecular bone, there have been at-
tempts, both experimental [3] and numerical [15], to determine the effective properties of the
bone, which have greater significance than apparent properties. Effective properties describe
the behaviour of the bone as a continuum, and allow for the creation of a material model of
the bone. A material model, which ideally captures the behaviour of the bone in all loading
scenarios, can be applied to FE meshes and would negate the need for modelling of the com-
plex trabecular microstructure. Although the voxel-based method has been used to predict the
effective properties of trabecular bone, the capability of the more efficient beam-shell method
in determining effective properties has yet to be explored.
1.2 Problem statement
Most research into trabecular bone is performed using Finite Element Analysis of micro-CT
scanned bone specimens using a voxel-based method. Three limitations have been identified in
the literature:
• The methodology used to simulate the response of the bone is often applied directly to
bone, without first validating the methodology by applying it to simpler structures with
known mechanical responses.
• The voxel-based approach has been shown to correlate to experimental results in earlier
research2. As a result, the majority of current research does not compare the simulation
results to experimental results.
1A voxel is a small volume of a CT scan. It is similar to a pixel in a 2D image, however has three coordinates
(x, y, z) associated with it as opposed to only two (x, y).
2See Section 2.5.1.1
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• Much of the current research investigates the apparent properties of the bone, rather than
the effective properties which have broader applications.
This work seeks to address the aforementioned limitations by using a sufficiently validated
microstructural beam-shell FE approach to determine the effective properties of trabecular
bone before comparing the simulation results to previously obtained experimental results.
1.3 Aim and objectives
The aims of this work are as follows:
1. Develop methodology to numerically determine the apparent modulus of trabecular bone
samples using microstructural Finite Element models.
2. Investigate the performance of microstructural beam-shell FE models in predicting the
response of trabecular bone, particularly the apparent and effective moduli.
This aim will be accomplished by completing the following objectives:
1. Create an automated analysis cycle which imports micro-CT scans of a structure, discre-
tises the structure using the beam-shell method and returns the apparent modulus and a
recreated image of the structure.
2. Validate the developed analysis cycle using periodic 3D lattices with known mechanical
responses.
3. Run trabecular bone samples through the developed analysis cycle and evaluate the degree
to which the beam-shell approach captures the response of trabecular bone.
1.4 Hypothesis
The hypothesis of this project is as follows:
The beam-shell model is capable of determining the apparent and effective moduli of trabecular




This section provides an overview of the literature relevant to the proposed project, includ-
ing information pertaining to the structure of trabecular bone and the challenges faced when
modelling this complex tissue.
2.1 Trabecular bone
At the macroscopic scale, bone is composed of two major load-bearing tissues, namely cortical
and trabecular bone (shown in Figure 2.1a). The outer layer of the bone is composed of dense,
hard cortical bone which acts as a protective barrier and adds stiffness and strength to the whole
bone. The trabecular (or cancellous) bone fills the interior spaces in the heads of long bones like
the femur and is mainly responsible for energy absorption and load distribution in the body [7].
Recent studies have found that trabecular bone carries a significant portion of the load in some
regions of the human femoral neck [16] and vertebrae [17]. Although these two tissues are easily
distinguishable by their vastly different porosity, it is the arrangement of the lamellae at the
microscale which truly sets them apart [1]. As shown by Figure 2.1b, in mature human cortical
bone, the lamellae (layers of mineralised collagen fibrils) arrange themselves into concentric
cylinders called osteons, with axes aligned along the long axis of the bone; in trabecular bone,
the lamellae are arranged into rod-like structures, termed “trabeculae” [7]. These trabeculae
combine in a cellular1 arrangement of rod-rod, rod-plate, or plate-plate connections to form an
interconnected framework with marrow-filled cavities [1] as shown in Figure 2.2, which lends
stiffness and strength to the structure while minimising mass [18,19].
A difficulty in the study of trabecular bone is the large variance in microstructure between
individuals and anatomic sites. Trabecular bone adapts to the stresses it experiences [18],
causing low density rod-like trabecular bone to form in areas of low stress and high density
plate-like trabecular bone to form in high stress areas [8]. Because the mechanical properties2
of trabecular bone show a direct correlation to its structure [20, 21], the mechanical properties
of trabecular bone can vary by a factor of 2–5 based on anatomic site [1]. Additionally, the
mechanical properties within the same anatomic site vary significantly based on location, with
1Here the term “cellular” is used to describe a spatial arrangement, as in cellular solids (see Section 2.2), not
a biological cell.
2Due to the multi-scale aspect of trabecular bone, mechanical properties must be considered in relation to
the length scales. Three major properties are considered in this work, namely material properties, apparent
properties and effective properties, all of which are described in detail in Section 2.5.3.
4
CHAPTER 2. LITERATURE REVIEW 5
(a) Cortical and trabecular bone in a bovine
femur.
(b) Arrangement of lamellae in trabecular bone
and cortical bone. Adapted from [7].
Figure 2.1: Structure of bone.
Figure 2.2: Trabecular bone samples showing the characteristic rod-plate mi-
crostructure [8].
whole bone 
trabecu lar bone 
~ 
trabecul a osteon 
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Figure 2.3: Close-up view of bovine femur. Differing structures can clearly be seen
in regions (a), (b) and (c). (a) is near the load-bearing surface of the bone, (b) is
at the free boundary of the trabecular bone and (c) is a transition region.
vastly different structures seen along the load-bearing surface and at the free boundary [1], as
shown in Figure 2.3.
Another structural factor that needs to be taken into account is the continuous remodelling of
the bone in response to ageing and disease [8]. Trabecular bone is substantially more metaboli-
cally active than cortical bone, i.e. it is remodelled more regularly [1], which causes a significant
change in microstructure over the course of a lifetime. Furthermore, osteoporosis and other bone
diseases cause deterioration in the microstructure of the trabecular bone and lead to a reduction
in bone mass [21], which is consistent with an overall reduction in strength and increase in the
risk of bone fracture [22].
In addition to the inherent structural complexity of trabecular bone, the analysis of this tissue
is further complicated by the uncertainty associated with its material properties, specifically the
material modulus or Young’s modulus. Although attempts have been made to determine the
material modulus of trabecular bone, results vary significantly between studies, with reported
moduli generally in the range of 1–20 GPa [1]. Detailed tables summarising the reported values
for Young’s modulus in the literature may be found in [1], [18], [23], [24] and [25].
More recent research has suggested that the Young’s modulus varies within the specimen de-
pending on the density of the bone at a particular point [1]. Many mathematical relationships
based on the local density have been proposed and implemented as a way of predicting the
Young’s modulus [6], however it has been found that even the choice of density-modulus re-
lationship is subject-specific [26]. Using these density-modulus relationships may lead to a
significant variation in Young’s modulus within the bone, with some specimens showing varia-
tions as large as 67 GPa [6].
The Poisson’s ratio of trabecular bone is another material property with large uncertainty
attached to it. The lack of consensus on the Young’s modulus of trabecular bone means that
experimental studies investigating the Poisson’s ratio of the tissue are rare. In 2007, Hong,
et al [27] reported experimentally determined Poisson’s ratios of 0.199 (longitudinal), 0.152
(anterior-posterior) and 0.154 (latero-medial). Despite these reported experimental values, the
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majority of subsequent numerical studies still implement an isotropic, linear elastic assump-
tion when assigning material properties to the bone and, as a result, a Poisson’s ratio of 0.3 is
commonly used [6, 11, 15, 16, 26, 28, 29]. Although the linear elastic assumption is inaccurate,
Yosibash, et al showed in two previous numerical studies [30,31] that the influence of Poisson’s
ratio on the apparent mechanical properties is very small, which encourages continued use of
this assumption.
Overall, trabecular bone research presents a unique challenge, with material properties which
possibly vary across a specimen [1] and a structure which is irregular [7], inhomogeneous [7],
anisotropic [18], time- [8, 18] and site-dependent [1]. As a result, the only way to conclusively
determine the mechanical properties of trabecular bone is to analyse the microstructure of the
bone at a particular anatomic site for an individual patient.
2.2 Image acquisition and segmentation
Micro-computed tomography (micro-CT) scanners have long been used to obtain images of
trabecular bone microstructure. Presently, micro-CT scanning is a leading technique in non-
destructive structural evaluation and can be used to visualise and quantify the three-dimensional
structure of a bone sample [32].
2.2.1 Micro-CT scanning
Micro-CT scanners function similarly to normal CT scanners, but can produce images with
much higher resolutions than a normal CT scanner. X-rays are passed through a structure onto
an X-ray detector to produce a 2D projection of the structure. The sample is rotated slightly
and the process is repeated to obtain another 2D projection. After the sample has been rotated
180◦or 360◦, the 2D projections are reconstructed into images of cross-sectional slices of the
sample [33]. The stack of cross-sectional images which make up the structure are saved with a
.tif extension, and hence are commonly referred to as a TIFF stack.
The TIFF stack produced by the micro-CT scanner consists of a number of grayscale images,
where the grayscale value assigned to each voxel represents the relative linear attenuation of
the corresponding region in the sample [34]. As such, the grayscale values of the voxels may
be used to infer the density of the bone by calibrating the grayscale values of the sample with
grayscale values produced by a tissue of known density [34].
The quality of the image obtained from a micro-CT scanner depends on a number of fac-
tors, most notably the voxel size of the scan. Scan resolutions are often defined in terms of
voxel size in trabecular bone literature, where a resolution of 80 µm indicates that each voxel in
the image represents an 80 µm× 80 µm× 80 µm region. However, the true spatial resolution of
the scan is not equivalent to the voxel size, as it is dependent on a number of other factors [13].
Consequently, it is more appropriate to refer directly to “voxel size” when quoting this param-
eter, rather than “resolution”. Much work on trabecular bone has been performed with the
aid of micro-CT scans with small voxel sizes (5µm− 30µm) [35–37], however the time taken to
scan at these voxel sizes is high and processing these images is computationally expensive [13].
Consequently, some studies digitally coarsen the image after acquisition to increase voxel size
and decrease processing time [37,38].
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There have been various studies which have investigated the influence of voxel size on the
analysis of trabecular bone micro-CT scans. Due to differing experimental techniques and im-
age processing procedures, there has been no consensus regarding the voxel size required to
obtain an accurate representation of trabecular bone. Ulrich, et al [37] reported that a voxel
size of 168 µm was small enough to provide useful information for some bone morphometries,
whereas Ladd and Kinney [39] proposed that a voxel size of 20 µm is required to obtain an
accurate result for the elastic modulus. Chen, et al [40] analysed specimens scanned at five
voxel sizes in the range 19.5 µm − 312 µm and reported that for a linear simulation the third
principal strain, third principal stress and displacement all showed negligible error for voxel
sizes up to 78 µm.
2.2.2 Segmentation
Segmentation is a vital step in the analysis of trabecular bone samples which involves dividing
the micro-CT scans into bone and non-bone voxels. Generally, segmentation is performed by
identifying and applying a threshold; if the grayscale value of a particular voxel falls above the
threshold, the voxel is designated as bone, otherwise the voxel is designated as non-bone. The
result of segmentation is a binary image, where bone voxels are assigned a value of 1 (white)
and non-bone voxels are assigned a value of 0 (black). There are two types of thresholding,
which are commonly used in literature [14]:
1. Global thresholding
2. Local thresholding
Global thresholding is the most commonly used segmentation technique [41]. A single grayscale
value is chosen as the threshold and all the images in the TIFF stack are segmented based on this
value. The threshold may be determined visually by an operator or through a histogram analy-
sis of the image [14]. Automated global thresholding techniques, such as the Otsu method [42],
are relatively popular as they do not require the input of an operator, thereby removing some of
the uncertainty associated with operator subjectivity [43]. Additionally, these methods are effi-
cient [43], which makes them ideal for processing large micro-CT datasets which can have sizes
larger than 1 GB [44]. Despite the popularity of global thresholding, problems arising from the
choice of a single threshold can significantly reduce the quality of the segmentation [14]. The
combination of beam hardening3 and partial volume effects4 means that the optimal threshold
can vary within a bone specimen. As such, global thresholding may result in the loss of thin
trabeculae and oversizing of thicker trabeculae [14].
Local thresholding makes use of multiple locally-determined thresholds throughout the image
such that each voxel is segmented based on its neighbourhood [14]. Although local threshold-
ing is more sensitive to variation within a bone specimen [14], it requires the use of extensive
computational resources which are not available on conventional desktop computers [41]. Addi-
tionally, local segmentation involves setting a number of parameters, which may make it difficult
to distinguish changes caused by the segmentation from variations inherent to the sample [13],
3In the polychromatic X-ray beam used in micro-CT scans, the lower energy photons are absorbed more
readily than the higher energy photons as they pass through a material. Consequently, the average energy of
the X-ray beam increases as it passes through a specimen, resulting in a progressive increase in the attenuation
and, consequently, grayscale value. Beam hardening causes artefacts on the scan, and erroneously increases the
grayscale values of the edges of the specimen [13].
4Partial volume effects refer to voxels which are only partially filled by bone. These voxels have higher
grayscale values than a non-bone voxel, but lower grayscale values than a bone voxel [14].
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thereby skewing analyses around tissue density.
Numerous studies have investigated the effect of thresholding techniques on the results pro-
duced by trabecular bone analyses [14,41,43–45]. Waarsing, et al [14] investigated the difference
between the performance of local and global segmentation methods at various resolutions and
reported a number of interesting phenomena:
• There was no difference between the performance of the local and global thresholding
methods when good-quality scans with small voxel sizes were used.
• As the voxel size of the scans increased, both the global and local methods began to
overthicken the trabeculae and overestimate the volume of the scan.
• At a voxel size of 53 µm, neither the global nor the local thresholding produced reliable
results.
• Global segmentation resulted in the overthickening of the trabeculae on the outer edge of
the specimen and underthickening of trabeculae inside the specimen.
Additional interesting points were raised in other studies. Hara, et al [45] found that bone speci-
mens with bone volume fractions less than 0.15 showed a variation of 5% in bone volume fraction
and 9% in stiffness when the threshold value was changed by only 0.5%. For specimens with
volume fractions above 0.2, these variations decreased to 2% and 3%, respectively. Recently,
Rovaris, et al [43] showed that there is no significant difference between the Otsu method and
the subjective operator-based method at high resolutions. Finally, Parkinson, et al [41] showed
that the Otsu method produced a segmented image which showed excellent agreement between
bone volume fraction calculated from the images and the ashed samples.
Overall, it is clear that the choice of segmentation method forms an important aspect of numer-
ical trabecular bone research, with required accuracy and available resources being the deciding
factors. Regardless of the thresholding method used, image slices from the segmented scan must
be compared to slices from the original scan to ensure accurate segmentation [13].
2.3 Microstructural indices
Microstructural indices, morphometric properties or architectural parameters are measures
taken directly from a micro-CT scan which quantify the structure of a trabecular bone sample.
It has been proposed that these indices can provide insight into the behaviour of trabecular
bone [46] and even provide a basis for the prediction of the mechanical properties [47]. As such,
it has been suggested that research involving trabecular bone should report microstructural
indices as a way of describing the morphometry of the bone [13].
This section provides an overview of the types of microstructural indices, how they are cal-
culated and the relevant research investigating the link between microstructural indices and the
mechanical properties of trabecular bone.
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2.3.1 Calculation of indices
The most commonly used indices in literature5 are: bone volume fraction (BV/TV), trabecular
thickness (Tb.Th), trabecular separation (Tb.Sp), trabecular number (Tb.N), structure model
index (SMI), degree of anisotropy (DA) and connectivity. All of these indices may be determined
using BoneJ [53], which is free, open-source software created specifically for the image-based
analysis of trabecular bone. BoneJ [53] is a plugin for Fiji [54], which is a distribution of the
broader image analysis software ImageJ [55].
In the following paragraphs, a brief description of each of the indices is provided, followed
by a short description of how the parameter is calculated. This is not an exhaustive list of
the microstructural indices, but rather a description of the indices most commonly used in the
literature.
Bone volume fraction is a measure of the structural density of the bone, i.e. how much
space is occupied by bone instead of air in a particular region of interest (ROI). In order to
calculate the bone volume fraction, a three-dimensional ROI is chosen within a segmented TIFF
stack, and the number of bone voxels and non-bone voxels in that region are counted. The bone





where NB is the number of bone voxels and NT is the total number of voxels (bone and non-
bone) in the region of interest.
As the name suggests, trabecular thickness is a measure of the average thickness of the
trabeculae in a bone sample. The local thickness at a point is defined as the diameter of the
largest sphere which fits inside the trabecula and contains the given point [56] as shown in Fig-
ure 2.4 [57]. The trabecular thickness is reported as the mean of the local thicknesses within the
ROI. The trabecular separation is calculated in a similar manner, except the local measures
are performed on the spaces between the trabeculae as opposed to within the trabeculae.
The trabecular number describes the number of trabeculae in the bone sample. There are
several ways to calculate trabecular number; BoneJ [53] calculates this index through a func-
tion called Analyse Skeleton, which is run on a TIFF stack after it has been skeletonised using
the Skeletonise 3D function. Each voxel in the skeletonised image is labelled as either a an
end-point, junction or slab voxel depending on if it has less than 2, more than 2 or exactly 2
neighbouring voxels, respectively. Figure 2.5 shows the voxel classification for a simple structure
after skeletonisation. The number of trabeculae is counted by considering the slab segments
which connect end-point to end-point, junction to end-point or junction to junction [58].
The structure model index [21] is intended to measure how rod-like or plate-like the trabec-
ular structure is. To achieve this, the surface area of the structure, S, is calculated by fitting a
mesh of triangles to the surface and adding all the areas of the triangles. The mesh is dilated
by a small value, r, in the direction of the triangles’ vertex normals and the new surface area is







where S′ is the change in the surface area and V is the bone volume. Values vary from 0
(plate-like) to 3 (cylindrical rods) and 4 (sphere-like).
5Observation based on data collated from [13,19,34,46–52].
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Figure 2.4: Maximal spheres method used for the calculation of local thickness.
The displayed sphere is the largest sphere which fits within the trabecula and con-
tains point p [57].
Figure 2.5: Classification of voxels into end-points (blue), junctions (purple) or
slab voxels (orange) using the Analyse Skeleton function in BoneJ [53].
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The directional dependence of the bone is captured in the degree of anisotropy index and
is calculated using the mean intercept length (MIL) method [59]. A random point is chosen
within the sample from which a large number of vectors of equal length are drawn. Each time
a vector crosses between a bone voxel and a non-bone voxel, an intercept is counted for that





where l is the length of the vector and Ni is the number of intercepts. The vector is multiplied
by its corresponding MIL and a point cloud is constructed from the multitude of points. An
ellipsoid is fitted to the point cloud and eigendecomposition [60] is used to find the lengths of
the ellipsoid axes. Finally, the degree of anisotropy is calculated as:
DA = 1− λshort
λlong
, (2.4)
where λlong is the eignenvalue of the long axis and λshort is the eigenvalue of the short axis.
The structure is considered isotropic if the DA is 0 (i.e. the point cloud is a sphere) and is
considered fully anisotropic if the DA is 1.
The connectivity is a measure of the number of connected structures in the bone network [61].
The Euler number [62] of each bone voxel is calculated by considering its immediate neighbour-
hood, i.e. the number of voxels which share a vertex or an edge with the target voxel. The
Euler numbers of the individual voxels are added to obtain the Euler number of the bone sam-
ple. The contribution of the bone sample to the bone it was cut from is calculated by checking
the intersections of voxels and stack edges. Finally, the connectivity is calculated as:
β1 = 1−∆X, (2.5)
where ∆X is the contribution of the bone sample to the bone it was cut from. The connectivity





where β1 is the connectivity and TV is the volume of the sample.
2.3.2 Correlation to mechanical properties
Much research has focused on determining whether there is a link between the microstructural
indices and the mechanical properties of bone. The purpose of this research is two-fold:
1. Correlations between microstructural indices and mechanical properties may shed light
on the behaviour of the bone and provide a better understanding of the dependence of
the behaviour on various structural traits.
2. If a correlation exists between the microstructural indices and the mechanical properties,
there is a possibility that the indices can be used to predict the mechanical properties of
the bone.
The latter of these is more aligned with the focus of this thesis, thus research relevant to this
goal is presented in this section and summarised in Table 2.1.
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In work on microstructural indices, Ding, et al [63] compared the bone volume fraction, structure
model index, degree of anisotropy, connectivity density and trabecular thickness to experimen-
tally determined apparent moduli for 160 human trabecular bone specimens. The connectivity
density showed no correlation to the apparent modulus, however relatively weak correlations
were seen between the apparent modulus and the other indices, with correlation coefficients
ranging from R2 = 0.31–0.45. The strongest correlation stemmed from the structure model
index and bone volume fraction, however it was noted that the correlation between the mi-
crostructural indices and the apparent modulus appeared to vary depending on the age of
the bone specimens. For young individuals, connectivity provided the strongest correlation to
the modulus, whereas trabecular thickness provided the strongest correlation in middle-aged
individuals and bone volume fraction along with degree of anisotropy provided the strongest
correlation for old individuals. In recent work, Moore [64] found the degree of anisotropy to be
an inaccurate reflection of the mechanical anisotropy of a structure; this is discussed further in
Section 2.6.
Subsequent to the study in [63], Salmon, et al [65] conducted work which showed that the
structure model index (SMI) is not an accurate measure of plate- versus rod-like structure in
trabecular bone. The calculation of SMI assumes that a structure is made up of entirely con-
vex surfaces, and thus the change in surface area as shown in Equation 2.2 is always positive.
Salmon, et al [65] showed that a significant portion of trabecular bone surfaces are concave,
which results in a negative change in surface area. As a result, a positive SMI of 3 and negative
SMI of −3 in a particular area may result in an overall SMI of 0, indicative of a plate-like
structure when, in fact, this is not the case. Salmon, et al [65] conclude that SMI is not a
suitable measure for trabecular bone and should not be used in future work.
Uchiyama, et al [47] experimentally determined the apparent modulus of trabecular bone speci-
mens in different anatomical planes and compared the results to various microstructural indices.
No correlation was found between the microstructural indices and the apparent modulus in the
craniocaudial direction, which implies that any link between microstructural indices and me-
chanical properties is dependent on the loading direction.
Perilli, et al [66] investigated the correlation between microstructural indices and experimen-
tally determined ultimate stress of trabecular bone specimens. It was reported that the ultimate
stress showed an excellent correlation to the bone volume fraction (R2 = 0.84), a good correla-
tion to trabecular separation (R2 = 0.77) and a weaker correlation to both trabecular thickness
(R2 = 0.60) and trabecular number (R2 = 0.66).
Cui, et al [67] used Finite Element Analysis to numerically determine the apparent moduli
of 15 trabecular bone specimens and compare them to various microstructural indices. The
apparent modulus showed a good correlation to the bone volume fraction (R2 = 0.76) and a
weaker correlation to the trabecular separation (R2 = 0.42), structure model index (R2 = 0.51)
and trabecular number (R2 = 0.39). The study suggests that the best prediction of the modulus
stems from a combination of the SMI, trabecular number and trabecular thickness, producing
a correlation of R2 = 0.80. However, considering the later findings by Salmon, et al [65], this
conclusion may need to be reviewed. Ulrich, et al [49] similarly found that a combination of the
bone volume fraction, trabecular separation and degree of anisotropy yielded the best correlation
to numerically determined apparent moduli, showing a correlation coefficient of R2 = 0.92.
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Ding, Experimental • BV/TV Combination of SMI and BV/TV
produces best correlation, but this
varies with age.




Salmon, - • SMI SMI is not an accurate measure of
plate- versus rod-like structure in
trabecular bone.
et al [65]
Uchiyama, Experimental • BV/TV Link between microstructural indices
and mechanical properties dependent on
loading direction.
et al [47] apparent • Tb.N
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Perilli, Experimental • BV/TV Ultimate stress shows excellent
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Cui, Numerical • BV/TV Apparent modulus shows good
correlation to BV/TV. Best correlation
to apparent modulus occurs when a
combination of SMI, Tb.Th and Tb.N is
used.
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Overall, there appears to be some dissent in the literature regarding which index, or combina-
tion of indices, provides the best correlation to the mechanical properties. Bone volume fraction
consistently shows a correlation to the apparent modulus, however the strength of that corre-
lation is variable. No other index consistently showed a good correlation to the mechanical
properties of the bone.
2.4 Cellular solids
Trabecular bone is one of many natural materials which is classified as a cellular solid. As
such, it is useful to investigate properties and behaviour of cellular solids in order to better
understand the properties and behaviour of trabecular bone. This section briefly discusses
the different types of cellular solids, the mechanical properties of these cellular solids and the
mechanisms which govern their behaviour.
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(a) Cubic. (b) Triangular. (c) Hexagonal.
Figure 2.6: Examples of honeycombs: (a) cubic honeycomb, (b) triangular hon-
eycomb and (c) hexagonal honeycomb [68].
(a) Open-cell. (b) Closed-cell.
Figure 2.7: Examples of an open-cell polyurethane foam and a closed-cell polyethy-
lene foam [18,69].
2.4.1 Types of cellular solids
Cellular solids are two- or three-dimensional structures composed of an interconnected network
of struts and/or plates which form the edges and faces of cells [18]. Two-dimensional cellular
solids, referred to as honeycombs, include cubic, triangular and hexagonal cellular structures,
as shown in Figure 2.6. Three-dimensional cellular solids, referred to as lattices or foams, are
further divided into two groups, namely open-cell and closed-cell foams. The edges of the cells in
open-cell foams are composed of a series of struts, which join at vertices, whereas in closed-cell
foams, the cell is constructed from solid plates which close off the faces of the cell. Examples
of open- and closed-cell foams may be found in Figure 2.7.
A significant amount of research has been performed around creating and manufacturing lattices
which are stiff and strong, yet lightweight. Three particular lattices are relevant to the current
work, namely the cubic lattice [18], Kelvin cell lattice (or tetrakaidecahedron) [70] and octet
truss lattice [71], the unit cells for which are shown in Figure 2.8. The cubic lattice is composed of
6 rectangular faces, whereas the Kelvin cell lattice comprises 14 faces, of which 6 are rectangular
and 8 are hexagonal. The octet truss lattice has the most complex unit cell, which is composed
of a central octahedral cell which is bounded by 8 edge tetrahedrons as shown in Figure 2.9 [72].
The properties of these lattices are discussed in more detail in Section 4.1.1.
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(a) Cubic. (b) Kelvin cell. (c) Octet truss.
Figure 2.8: Unit cells of the three lattice types used in the current work.
Figure 2.9: Unit cell for octet truss lattice. The central octahedral cell is high-
lighted in red, with the bounding tetrahedrons shown in grey [72].
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(a) Rod-like. (b) Plate-like.
Figure 2.10: Examples of rod-like and plate-like trabecular bone. In humans,
rod-like trabeculae dominate in the lumbar spine as shown in (a), whereas plate-like
trabeculae dominate in the femoral head, as shown in (b) [46].
Although trabecular bone is classified as a three-dimensional cellular solid, it cannot be neatly
categorised as either an open- or closed-cell foam due to its inherent plate-rod structure. In
areas where the trabeculae are predominantly rod-like as shown in Figure 2.10a, the bone may
be viewed as an open-cell foam, with struts making up the edges of the cells. However, in
regions where the trabeculae are more plate-like as shown in Figure 2.10b, the structure is more
reminiscent of a closed-cell foam. Regardless of the categorization, understanding the behaviour
of other three-dimensional cellular solids, either open- or closed-cell foams, can only improve
understanding of the behaviour of trabecular bone.
2.4.2 Determining mechanical properties
The behaviour of any cellular solid is governed by two factors, namely the structure of the
cellular solid and the material from which the structure is made. Cellular solids have local
material properties associated with the material of which they are composed, but also have
global, macroscopic properties which are a function of the structure or physical architecture of
the cellular solid as well as the material6. As a result, the mechanical properties of cellular solids
depend heavily on the relative density, which takes both the material and structural properties





where ρ∗ is the density of the structure and ρs is the density of the material of which the
structure is made [18]. The apparent moduli of open-cell foams and closed-cell foams have been
shown to correlate to the relative density [18].
Although cell size has some effect on the properties of the cellular solid, the mechanical proper-
ties of the cellular solid depend more strongly on the cell shape. If cells are equiaxed, then the
properties of the cellular solid are isotropic, whereas if the cells are elongated, the properties
6More information on this distinction may be found in Section 2.5.3
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(a) Goda, et al [73]. (b) Yeh and Keaveny [75].
Figure 2.11: Unit cells of lattices used as idealised models for trabecular bone in
literature.
can show significant directional dependence [18].
As mentioned in Section 2.4.1, many types of cellular solids exist, which span a range of struc-
tural complexity. Because the material and structural properties of trabecular bone are complex
and variable, attempts have been made to predict the mechanical properties of trabecular bone
by making use of simpler cellular solids, generally lattices. These lattices can be manufactured
from a known material, which removes the uncertainty inherent in the Young’s modulus of tra-
becular bone, and can be manufactured to a similar relative density as the bone. Additionally,
the structure of lattices is much more regular than trabecular bone, which makes it easier to
determine the mechanical properties. Goda, et al [73] developed a 3D continuum model of ver-
tebral trabecular bone based on an idealised cellular solid with a repeating unit cell as shown in
Figure 2.11a. Diamant, et al [74] built cubic lattices with patient-specific values of trabecular
thickness, trabecular separation and bone volume fraction in order to predict the elastic mod-
ulus and yield strength of canine vertebral trabecular bone specimens. Yeh and Keaveny [75]
used an irregular cubic lattice, the unit cell of which is shown in Figure 2.11b, in their work on
the effect of a variation of trabecular thickness on the elastic modulus of the bone.
Although simulating idealised models can never provide a prediction as accurate as the simula-
tion of a sample of trabecular bone, the connection between trabecular bone and cellular solids
can provide important information regarding the general behaviour of the bone.
2.5 Finite Element Analysis of trabecular bone
Finite Element Analysis (FEA) has long been used in various streams of trabecular bone research
due to its non-destructive, cost-saving nature and repeatability as mentioned in Section 1.1. The
following section focuses on the modelling methodologies, material properties and boundary
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(a) VBM with hexahedral elements [77]. (b) VBM with tetrahedral elements [78].
Figure 2.12: Voxel-based Finite Element meshing of a trabecular bone sample
using (a) hexahedral elements, and (b) tetrahedral elements.
2.5.1 Modelling methodologies
The majority of trabecular bone research is based on micro-CT scans of the microstructure
of the bone. The most important function of the chosen modelling methodology is thus to
accurately and consistently discretise the 3D image into a FE mesh which is representative of
the given microstructure. There are two major discretisation methodologies in use, namely the
voxel-based method (VBM) and the beam-shell method (BSM).
2.5.1.1 Voxel-based method
The most widely-used discretisation method for FEA of trabecular bone is the voxel-based
method [10]. In the VBM, each voxel of the scan that falls beyond a specified grayscale thresh-
old is converted into an eight-node isoparametric hexahedron element, more commonly known
as an eight-node “brick” [76] as shown in Figure 2.12a. The VBM is currently the preferred
approach, because it creates the FE mesh directly from the CT scan without the need for geo-
metrical interpretation [76]. Additionally, it allows for the density and, hence, a measure of the
Young’s modulus to be determined for each element by considering the grayscale value of the
corresponding voxel and applying density-modulus relationships7 [6].
Some variations on the classic VBM have been investigated. In 1995, Müller and Rüegsegger [78]
proposed a method based on the marching cubes algorithm to create a mesh with linear tetra-
hedrons as opposed to hexahedrons, as shown in Figure 2.12b. Although this method yielded
smoother surfaces than the original VBM, the use of tetrahedrons required more comput-
ing time and storage capacity while yielding no distinct advantage over the accuracy of the
original VBM [76]. Some studies have made use of the tetrahedral elements in subsequent
years [37,79,80], however the overwhelming focus of current research is on the standard hexahe-
dral VBM [9,15,38,81–84]. Because previous work using the VBM showed excellent correlation
to experimental results [35,85,86], the VBM is considered to be the computational “gold stan-
dard” for FEA of trabecular bone [87].
While the VBM may be the most widely used discretisation method, it creates FE meshes
which contain hundreds of thousands of nodes and elements, leading to simulations which are
extremely computationally expensive [88]. As a result, only small domains can be simulated
using this approach. Additionally, by converting each voxel of the scan into an element, the
structure-mechanics relationship of the trabecular bone micro-architecture is lost [2], meaning
7See Section 2.5.2.
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(a) Plate-like sample [2]. (b) Rod-like sample [2].
Figure 2.13: Finite Element mesh using the beam-shell method developed by
Vanderoost, et al. [2] for a (a) plate-like sample, and (b) rod-like sample. The
thickness of the beams and shells is not shown in these images.
that individual contributions to stiffness by the rods and plates in the microstructure cannot
be easily assessed.
2.5.1.2 Beam-shell method
More recently, a new method [2, 20], has been proposed which seeks to address the resource-
intensive nature of the VBM. This method takes advantage of the inherent plate-rod geometry of
trabecular bone to discretise the structure into a series of plates and rods which are allocated as
beams and shells for FEA as shown in Figure 2.13. Vanderoost, et al. [2] developed an optimised
skeletonisation and meshing algorithm to achieve the beam-shell discretisation, whereas Liu, et
al. [20] independently achieved beam-shell discretisation via complete volumetric decomposition
using an arc-skeletonisation process. Although the methodology is different, both approaches
have shown excellent results when compared to VBM simulations and have been shown to vastly
reduce the processing time required for FE simulation [2, 20,87].
The methodology developed by Vanderoost, et al [2] is used extensively in the current work,
therefore a more in-depth description of the process is required. Figure 2.14 gives a visual
representation of the various steps employed in the discretisation process, which is described in
the list on the next page [2].
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1. 2D skeletonisation (Figure 2.14b) is performed on the 6 boundary planes (Figure 2.14a)
of the sample and the skeletonised voxels are stored.
2. 3D skeletonisation is performed on the sample (Figure 2.14c) using the shape-preserving
algorithm developed by Saha, et al [89,90]. The 2D skeletonised voxels produced by step 1
are protected in step 2 so that the boundaries of the specimen are preserved. The output
of this step is a fully skeletonised image.
3. The voxels in the skeletonised image are classified as rod-like or plate-like using an exten-
sion of the work by Saha, et al [90].
4. Individual trabeculae are identified by identifying rod-rod, plate-plate and plate-rod junc-
tions (Figure 2.14d). The voxels between junctions or between junctions and end-points
are grouped together and classified as an individual trabecula8.
5. A thickening algorithm based on the inverse skeletonisation algorithm developed by Pothuaud,
et al [91] was used to attribute the voxels in the original 3D volume to individual trabeculae
as defined in step 4.
6. Nodes are defined at the intersection of the rod-like trabeculae. If the node is near the
boundary of the sample, the node is positioned on the boundary plane.
7. Elements are defined based on the nodes and the classification of rod-like and plate-like
trabeculae.
a) Rod-like trabeculae are specified as Timoshenko beam elements. The cross-sectional
area and moments of inertia of each beam are determined by considering slices
through the trabecula perpendicular to the beam axis. The cross-sectional area is
determined by counting the voxels in the cross-sectional slice, whereas the moments
of inertia are determined relative to two perpendicular vectors, which are output
along with the values for the moment of inertia.
b) Plate-like trabeculae are specified as 4-node9 thick shell elements. The thickness of
the trabecula at each node of the shell element is determined using the trabecular
thickness algorithm [57] discussed in Section 2.3.1.
8. Tie elements are added between the end-nodes of beam elements and several nodes of the
neighbouring shell elements (Figure 2.14f). This is done to provide a more realistic load
distribution between the beams and the shells. Shell elements which are within the radius
of the intersecting beam are tied to the intersecting beam node.
Vanderoost, et al [2] report that an initial testing phase of the beam-shell method was con-
ducted on artificial structures, but the data from this analysis is not included in the results.
Further analysis was conducted using bone specimens, and these results are available in [2]. 257
human trabecular bone samples were simulated using the BSM and the results were compared
to the “gold-standard” VBM results to determine the accuracy of the BSM. The samples were
4 mm× 4 mm× 4 mm in dimension and were scanned at a voxel size of 30 µm. In the initial
testing phase, it was discovered that the BSM slightly underpredicts the apparent modulus
relative to the VBM and thus a correction factor of 1.605 was applied to the BSM results. It
is stated that this correction factor is “uniformly applicable for all types of trabecular bone
structures” [2]. Consequently, a back-calculation approach (see Section 2.5.2) was used and a
8This is similar to the way the trabecular number is determined using the Analyse Skeleton function in Fiji.
See Section 2.3.1 for more information.
9For complex shells, the four-node element was collapsed into a three-node triangular element [2].
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Figure 2.14: Beam-shell discretisation process developed by Vanderoost, et al [2]:
(a) 3D rendering of micro-CT scanned trabecular bone sample, (b) 2D skeletonisa-
tion on the boundaries of the sample, (c) 3D skeletonisation and identification of
trabecular rods and plates, (d) identification of trabecular rods and plates in 3D
volume, (e) Finite Element beam-shell mesh with colour map indicating element
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Young’s modulus of 10 GPa was assigned to the VBM simulations, whereas a Young’s modulus
of 16.05 GPa was assigned to the BSM simulations.
A strong correlation was reported between the apparent moduli generated by the BSM and
the VBM (R2 = 0.97) [2]. Most BSM values are within 5% of the VBM values, with a maxi-
mum error of 11% occurring at low apparent moduli. It was found that the BSM vastly reduced
the processing time required for FE simulations, because it produced meshes which had sig-
nificantly fewer nodes and elements. Vanderoost, et al. [2] found that the beam-shell method
caused, on average, a 7-fold decrease in number of elements and 33-fold reduction in the CPU
time for a linear FE simulation.
Although the BSM study by Vanderoost, et al [2] shows promising results, the research un-
dertaken was entirely numerical, and no correlation to experimental results is presented. This
correlation is essential in providing confidence in the beam-shell methodology.
2.5.2 Approximating Young’s modulus
As discussed in Section 2.1, there is some debate about the Young’s modulus of trabecular
bone, which makes it difficult to assign a value for Young’s modulus (and other mechanical
properties, like Poisson’s ratio) to a Finite Element simulation of trabecular bone. To combat
this uncertainty, two approaches are commonly used, which are briefly described in this section.
The first approach is referred to as “back-calculation” [9, 24, 36, 39] and is demonstrated in
Figure 2.15. In this method, an arbitrary Young’s modulus is assigned to the bone specimens
for simulation. The results from the simulations are then compared to experimental results as
shown in Figure 2.15a and a scaling factor is determined which scales the simulation results in
such a way that they provide a 1:1 correlation with the experimental results as shown in Figure
2.15b. This scaling factor is then applied to the arbitrary Young’s modulus initially assigned to
the simulations to adjust the results (Figure 2.15b), and this back-calculated modulus is quoted
as the Young’s modulus of the specimens.
In order for the back-calculation method to be effective, the simulation must be an excellent
computational replica of the experimental test set-up, i.e. the mesh must be representative of
the structure and the boundary conditions must be well-replicated [92]. Any variation in these
factors will influence the moduli produced by the simulations and result in the incorrect value
being back-calculated for Young’s modulus [93]. This is well-demonstrated by the work of Ladd,
et al [39], which reports low back-calculated Young’s moduli (compared to experimentally de-
termined values) due to the influence of the end-artifact in the platen-based compression testing
setup [24].
The second approach commonly used in the literature, termed the “density-modulus approach”
in this work, assigns a unique Young’s modulus to every element in the FE mesh based on the
grayscale value of the equivalent voxels in the micro-CT scan [6, 26]. The grayscale value of a
voxel may be used to determine the density of the bone at that point, and many mathematical
relationships have been proposed to relate the density to Young’s modulus. This approach
allows for variation of the Young’s modulus within an individual bone sample, which has been
reported to increase the accuracy of the simulation [6, 26].
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Experimental results (Pa) #108



























Experimental results (Pa) #108


























Figure 2.15: Back-calculation of Young’s modulus. Generated data in (a) is used
to back-calculate a Young’s modulus. The generated data is adjusted according to
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The density-modulus approach has two main drawbacks: sensitivity to partial volume effects [14]
and choice of density-modulus relationship [26]. There are two possible reasons for a grey voxel
(i.e. a voxel with a lower grayscale value than other bone regions) in a micro-CT scan. The
density-modulus approach assumes that the bone is less dense in this area, which is valid for
some regions of the image. However, a grey voxel could also stem from a voxel which is only par-
tially filled with bone (hence, partial volume effects) [14]. In these cases, the density-modulus
relationship is falsely applied, which will negatively influence the results. Secondly, it has been
suggested that the best density-modulus relationship to use for trabecular bone varies based on
the sample. As such, one relationship is not universally applicable [26] and an incorrect choice
may lead to erroneous results.
Both of the methods currently being used to assign Young’s modulus to FE simulations have
serious limitations and care should be taken when using either approach in trabecular bone
simulations.
2.5.3 Determining effective properties
In the analysis of any cellular solid, it is important to understand the responses given by the
structure at different scales. For a cellular solid, the mechanical properties can be classified into
three main categories: material properties, apparent properties and effective properties. These
properties are discussed here in reference to trabecular bone.
Material properties are the mechanical properties (stiffness, strength, etc.) inherent in the
material forming each trabecula [18]. The material properties do not depend on the structure
and are thus generally considered constant once they have been determined for a given “batch”
of material. Although there is some uncertainty regarding the variability of the material prop-
erties of trabecular bone [1], Young’s modulus is typically assumed to be constant in FEA of
trabecular bone to simplify the simulation.
The apparent properties of a sample take into account the material properties and the struc-
tural properties [94]. Although the material has an inherent Young’s modulus, the structure
(consisting of a particular arrangement of edges, vertices and faces) also has a modulus [18].
The combined effect of these two moduli gives the apparent modulus of the sample.
The effective properties refers to the mechanical properties of an infinite structure, as opposed
to a small sub-domain of the structure. As such, the effective properties are free from bound-
ary effects. Usually, these properties are determined via a continuum mechanics approach [84],
where a small sub-domain of the structure called a representative volume element (RVE) is
chosen for analysis [95]. The RVE is used to link the heterogeneous structural characteristics of
the material at the microscale to the effective properties and is useful because it allows smaller
domains to be considered, thereby reducing computational time [95]. This continuum mechan-
ics approach has been widely investigated and extensively used in the study of other cellular
solids and composites [18,96–100]. There have also been attempts to use the RVE technique in
trabecular bone research [18,84,101], however the inherent properties of trabecular bone make
it complicated to define an RVE. As determined by Ostoja-Starzewski [102], the continuum
mechanics technique may only be used for homogeneous materials, where the RVE is defined
as:
1. A sample which is so large that the boundary effects are rendered negligible, or
2. A unit cell which is representative of the structure, where the structure is periodic.
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Figure 2.16: Inner core or embedding technique suggested by Ün, et al. [83] and
used by Harrison and McHugh [38]. Figure taken from Ün, et al. [83].
Trabecular bone is inhomogeneous [7], and although it shows some periodicity, the variation
in structure (even within the same region), makes the unit cell approach extremely difficult to
apply. Moreover, because of the location and size of trabecular bone regions in the body, it is
often impossible to extract a sample of bone which is large enough to approximate an infinite
region [15]. As such, trabecular bone does not meet any of the requirements for an RVE. This
means that any sample of trabecular bone which is tested, will be heavily influenced by the
applied boundary conditions [84] and, hence, will not yield the effective properties, but rather
the apparent properties [94].
Many attempts have been made to calculate the effective properties of trabecular bone through
the use of artificially created unit cells [84, 101, 103] or application of various boundary condi-
tions [38,77,84], however the recent work by Daszkiewicz, et al. [15], which focuses on minimising
the error associated with the so-called “side-artifact” shows the most promising results to date.
In 2006, Ün, et al. [83] noted that machining a trabecular bone specimen results in hanging
trabeculae around the sides of the specimen, termed “side-artifacts”. Because these trabecular
connections are cut off, the trabeculae lose their axial load-bearing capacity, which can cause
errors of over 50% in the measured apparent modulus [83]. Harrison and McHugh [38] further
investigated the error associated with the side-artifact by using an inner core technique sug-
gested by Ün, et al. [83], where a larger bone sample is used for the simulation, but results are
only considered for the inner core of the sample as shown in Figure 2.16. In essence, the tra-
becular bone sample in question is “embedded” within a larger trabecular region, which allows
the loads and boundary conditions to be transferred to the core in a more natural way [15].
Daszkiewicz, et al. [15] used a variation on the embedding approach to determine the appar-
ent elastic properties of a trabecular sample and, later, to calculate the effective properties
via a continuum mechanics approach. Trabecular bone may be considered as a linear elastic,
orthotropic material [104, 105], meaning that its behaviour may be captured in a second-rank
compliance tensor, consisting of 9 independent variables [106]. In [15], an RVE embedded in re-
gions of increasing size is simulated using both kinematic uniform boundary conditions (KUBCs)
and periodicity-compatible mixed uniform boundary conditions (PMUBCs). The values for the
compliance tensor are calculated from the FEA results and the values for the “in situ” tensor
are chosen to be the values that the KUBC and PMUBC values tend to when the thickness of
the outer layer is increased as shown in Figure 2.17. It was found that the embedded approach
produces effective moduli which are close to computationally determined “in situ” values, al-
though they consistently underestimate the “in situ” values [15].
t, thickness of bone 
specimen influenced ~ l 
by side-artifact _,,..-- ~ 
L ~ 
Cylindrical bone specimen 
of diameter D 
Bone core 
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Figure 2.17: An example of the calculation of an “in situ” tensor value from the
results of the PMUBCs and KUBCs simulations [15]. In the figure, the blue circles
represent the results from the KUBCs simulations, the green squares represent the
results from the PMUBCs simulations and the dotted red line represents the chosen
“in situ” value.
Although the work by Daszkiewicz, et al. [15] tackles important questions regarding embedded
RVEs and boundary conditions, it is entirely computationally based, therefore the correlation
to experimental values has yet to be investigated.
2.6 Past research at BISRU
The Blast Impact and Survivability Research Unit (BISRU) has increased its activity in the
study of biomechanics in recent years, with several students undertaking research in this field.
The aim of the past research was to build a solid understanding of trabecular bone and the
techniques used to determine its mechanical properties so as to lay the groundwork for an
extensive, numerical study of this tissue. Foundational knowledge was gained through two
means:
1. Performing thorough numerical investigations into simpler cellular solids like honeycombs
and lattices to investigate the variation in mechanical properties of cellular solids and the
numerical techniques that can be used to determine these properties.
2. Obtaining, machining, micro-CT scanning and compression testing a large number of
bovine bone specimens to provide a basis for comparison for any future numerical work.
The recent work of three students is of importance to the current work and is briefly discussed
in this section. Although the past work has yet to be published, it is important to note that the
work by Lawrence [68] was reviewed by an internal examiner and the dissertations by Moore [64]
and Hilton [3] have each been reviewed by two international examiners.
2.6.1 Cellular solids
In 2016, Lawrence [68] investigated the apparent properties of two-dimensional cellular solids,
termed honeycombs. The aim of this research was to gain a better understanding of basic cellu-
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(a) Unconstrained. (b) Partially constrained.
(c) Fully constrained.
Figure 2.18: Boundary conditions used in the work on honeycombs [68], consisting
of (a) unconstrained, (b) partially constrained and (c) fully constrained boundary
conditions.
In the work by Lawrence [68], three different types of honeycombs, namely the cubic, triangular
and hexagonal honeycombs, were analysed at different loading angles and three different levels
of constraint as shown in Figure 2.18.
Through the use of analytical solutions and Finite Element simulations, it was demonstrated
that the honeycombs show significantly different responses when subject to constraint at differ-
ent loading angles. Figure 2.19 shows the results of the cubic simulations which demonstrated
the largest variation in apparent stiffness due to confinement.
Following on from the work on honeycombs, Moore [64] investigated the effect of constraint
on three-dimensional cellular solids at varying angles. Custom code was written in Python to
construct cubic, Kelvin cell and octet truss lattices at the required angle and Finite Element
simulations were performed to determine the apparent stiffness of the structures. Similar to the
honeycombs, the lattices showed significantly different responses when subject to constraint, as
demonstrated in Figure 2.20.
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Figure 2.19: Polar diagram showing the effect of confinement on angled cubic
honeycombs [68].
In addition, Moore [64] investigated the correlation between geometric anisotropy and me-
chanical anisotropy of the cubic, Kelvin cell and octet truss lattices. Geometric anisotropy
was determined via a microstructural index, the degree of anisotropy (DA), whereas mechanical
anisotropy was determined by Finite Element Analysis of the computationally-generated lattices
at different angles. It was found that the mechanical anisotropy was not accurately reflected
in the DA, with the Kelvin cell lattice showing the highest degree of geometric anisotropy of
the three lattices despite its isotropic behaviour. This finding illustrates the need for validation
studies in any work involving trabecular bone, and highlights how lattices may be used to obtain
valuable information in such a study.
2.6.2 Trabecular bone
In order to gain a greater understanding of the effect of confinement and marrow on the apparent
stiffness of trabecular bone, Hilton [3] experimentally tested 127 trabecular bone samples in
various conditions. In this work, trabecular bone samples were machined from nine bovine
femurs, with sizes as specified:
• 110× φ10 mm specimens
• 9× φ20 mm specimens
• 8× φ28 mm specimens
... .. ..... 
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Figure 2.20: Polar diagrams showing the effect of confinement on angled cubic
lattices [64].
Each specimen was micro-CT scanned (Phoenix, voxel size 80 µm, 70 kV , 350 µA, acquisition
time of 500 ms per image) before being subjected to a quasi-static compression test using
a ZWICK 1481 Universal Tester. The standard φ10 mm specimens were divided into three
groups:
1. Defatted specimens, which were defatted (i.e. marrow removed) prior to scanning and
testing.
2. Marrow specimens, which were not defatted.
3. Confined specimens, which were not defatted and were placed in an aluminium confine-
ment collar during testing.
Additionally, the effect of embedded confinement as shown in Figure 2.16 was investigated using
the φ20 mm and φ28 mm bone specimens. For these specimens, a custom testing platform
(shown in Figure 2.21) was manufactured which was capable of monitoring the force response
for the inner φ10mm bone core, while the ZWICK tester monitored the force response of the
specimen as a whole. Using this platform, the apparent moduli of the φ10 mm bone core and
full bone sample were determined.
The results from the standard specimen tests showed that the defatted specimens were slightly
less stiff than the marrow-inclusive specimens (i.e. the marrow and confined specimens), with
the marrow-inclusive specimens achieving apparent moduli which were 9%–52% stiffer than the
defatted specimens. Additionally, it was noted that the aluminium collar used in the confined
specimen tests did not achieve the lateral confinement that was required, as the diameter of the
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Figure 2.21: Custom testing platform developed by Hilton [3] used to determine
the inner modulus of bone specimens. The strain gauge on the inner cylinder mon-
itors the response of the inner φ10 mm bone core, while the overall response is
monitored by the ZWICK tester.
For the large specimen tests, Hilton [3] observed that the apparent modulus of the bone core
was, on average, 59% higher than the apparent modulus of the sample as a whole, which is
consistent with the findings of Ün, et al. [83]. It was concluded that the embedding technique
successfully reduces the edge effects of the lateral boundary conditions on trabecular bone
specimens, allowing for a more accurate representation of in vivo conditions.
2.7 Synthesis
The beam-shell method (BSM) recently proposed for use in Finite Element Analysis of trabec-
ular bone presents a unique opportunity to perform faster, more efficient FE simulations and
easily assess the contribution of the structural features in the bone to its mechanical properties.
Despite the potential of the method, some areas for improvement and expansion were identified
in the literature and are addressed in the current work.
Validation study
Due to the complex structure of trabecular bone, it is exceptionally important that any FE
methodology applied to the bone structure be thoroughly validated using simpler structures
with known mechanical responses in order to properly assess the accuracy and efficiency of
the method. Although a validation study is mentioned in [2], neither the methodology of this
validation study, nor the results are presented in the paper. A validation study of an alterna-
tive BSM was performed and reported in [88]. This study considered one rod-rod structure (a
cubic lattice) and one plate-rod structure (a cubic lattice with plates on two faces) at varying
thicknesses and voxel sizes. A more varied range of structures would have been beneficial in
this work as the cubic lattice is a highly idealised structure with mechanical properties which
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are solely dependent on axial deformation, unlike trabecular bone.
In the current work, the identified limitations are addressed by performing a validation study
which uses three different types of cellular solids, thereby allowing a greater range of behaviour,
such as directional dependence or sensitivity to constraint, to be investigated. Additionally, the
size, strut thickness and image size of the cellular solids are varied to further investigate and
quantify the accuracy and efficiency of the BSM.
Experimental results
In their work using an alternative BSM, Wang, et al [87] compared the BSM results to VBM
results and experimental results, however the BSM results produced by Vanderoost, et al [2]
were only compared to the VBM results generated for the same trabecular bone specimens -
no experimental results were presented. Despite the well-reported correlation of the VBM to
experimental results, it remains important for numerical results to be compared to experimental
results to provide confidence in the numerical methodology.
In the current work, the BSM and VBM results generated for the scanned bone specimens
are compared to experimental results generated for the same specimens. This allows for an
investigation into how well the BSM correlates to the experimental work, how well the VBM
correlates to the experimental work and how well the BSM and VBM relate to each other,
providing a more cohesive analysis of the results.
Effective properties
The majority of FE research around trabecular bone places focus on the apparent properties,
rather than the effective properties of the bone. However, determining the effective properties is
the first step towards creating an accurate material model for trabecular bone, which could be
used to significantly decrease simulation complexity and computational time. Recent work has
demonstrated that an embedding approach may be used to determine the effective properties
of the bone, but these studies have relied solely on the VBM as a numerical methodology and
have lacked experimental validation.
In the current work, a novel investigation into the effective properties of trabecular bone is
presented, where experimental effective moduli are compared to numerical effective moduli
generated by both the BSM and the VBM. This work seeks to answer the question: “Can a
microstructural beam-shell model be used to accurately determine the effective properties of
trabecular bone?”.
Chapter 3
Development of analysis cycle
The first objective of this work is to develop an automated analysis cycle which is capable of
determining the apparent modulus of a specimen given micro-CT scans of its structure (see
Section 1.3). The methodology is referred to as an “analysis cycle” because it imports an image
of the structure, and returns an image of the structure (reconstructed from the FE mesh) along
with the modulus results, thereby making the process cyclical in nature. The analysis cycle can
be broken down into four main sections:
• Image processing of the micro-CT scan.
• Discretisation of the structure into a beam-shell mesh.
• Simulation using Finite Element Analysis.
• Post-processing of the results.
These sections may be expanded into ten distinct steps which are detailed below and sum-
marised in Figure 3.1.
Image processing
1. The micro-CT scan (TIFF stack) of the structure is imported into Fiji.
2. The TIFF stack is cropped and segmented in Fiji.
3. The binary TIFF stack is converted into a 3D binary matrix using code written in Python
employing the Python Imaging Library (PIL).
Discretisation
4. The 3D matrix is imported into MATLAB, where Finite Element mesh discretisation
is performed using the beam-shell code obtained from and developed by Vanderoost, et
al. [2].
5. The mesh is refined using custom MATLAB code so as to minimise memory usage and
allow for more successful simulations to be performed.
6. Information about the mesh, loads and boundary conditions is written to a series of input
decks for FEA.
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Simulation
7. A quasi-static compression simulation of the sample is performed in LS-DYNA (via the
command prompt) using the input decks described in 6.
Post-processing
8. Results from the simulation are used to calculate the apparent modulus of the sample by
employing custom code written in MATLAB.
9. A 3D binary matrix is reconstructed from the node and element data defining the FE
mesh using custom code written in MATLAB. This is an important validation step as it
allows the user to visually assess whether the discretisation code is building an accurate
representation of the structure.
10. The reconstructed 3D matrix is converted into a binary TIFF stack using custom code
written in Python.
All the steps of the analysis cycle are performed automatically when the user runs a batch
file, which can be written for any number of specimens using MATLAB code developed by the
author. A discussion of how each step was achieved is presented in Sections 3.1-3.4 and the
hardware and software used in the work is listed in Appendix A.
3.1 Image processing
A number of the steps in the analysis cycle may be classified as image processing, where the
TIFF stack is manipulated in some way in order to facilitate further analysis. This includes the
image processing performed in Fiji, as well as the conversion from a TIFF stack to a matrix.
The processes and reasoning behind the processes are discussed in this section.
Import TIFF stack
Crop and segment







Convert to TIFF stack
Figure 3.1: Flow chart of the developed analysis cycle.
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Figure 3.2: Example of initial images from the bone scans.
Figure 3.3: Example of a bone substack including full bone cross sections, so as
to provide “flat” top and bottom surfaces for 2D skeletonisation.
3.1.1 Specimen cropping
The bone scans obtained from Hilton [3] constitute a set of grayscale images representing con-
secutive slices of the bone. When the faces of the bone specimens are machined, it is impossible
to acquire perfectly flat surfaces, therefore the top and bottom faces of the bone are not per-
fectly parallel to each other or to the micro-CT scanner, leading to initial and final image slices
similar to Figure 3.2, where only partial cross-sections of the bone are identified. Because the
discretisation code applies 2D skeletonisation on the top and bottom surfaces of the specimen,
it is important that the first and last slice in the stack represent full cross-sections of bone (a
“flat” face), unlike those shown in Figure 3.2. As such, the specimen needs to be cropped to
exclude the partial bone scans.
Cropping was achieved by importing the TIFF stack into Fiji and creating a substack of the
largest set of image slices containing full bone cross-sections as illustrated in Figure 3.3. The
region to be cropped was determined visually for each specimen1.
1The variation in results caused by the subjective cropping process is likely to be very small compared to
other factors such as the varying bone structure or image size, therefore this subjective process was considered
acceptable for the purposes of the current work. A recommendation for future work using this analysis cycle may
include the development of an image registration process to automatically detect the specimen boundaries and
crop them appropriately.
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(a) Original. (b) Sharpened. (c) Sharpened, segmented.
Figure 3.4: Image processing steps applied in Fiji. The unedited image is shown
in (a) and the two image processing steps are shown in (b) and (c).
3.1.2 Segmentation
The discretisation code [2] used in the analysis cycle requires a binary 3D matrix as input,
therefore the TIFF stack needs to be segmented before being converted to a 3D matrix.
In order to achieve an accurate segmentation, the images are sharpened to provide clearer
boundaries between the bone and the background (including marrow, air and polystyrene) as
shown in Figure 3.4a and 3.4b. After sharpening, the Make Binary function in the BoneJ plugin
in Fiji is used to segment the images using the Otsu method2, so that the bone voxels are given
a value of 1 (white) and all other voxels are allocated a value of 0 (black) as shown in Figure
3.4c.
In-house MATLAB code was developed which creates a Fiji macro for a given specimen. This
macro allows the importing, cropping, sharpening, segmenting and saving processes to occur
without additional user input.
3.1.3 Conversion to 3D matrix
The final step in the initial image processing is to convert the binary TIFF stack into a 3D
binary matrix. Code was written in Python using the Python Imaging Library (PIL) which
imports the cropped, segmented TIFF stack and converts it into a 3D binary matrix. Similar
code was also written which converts the 3D binary matrix back into a TIFF stack; this code is
used at the end of the analysis cycle so that the reconstructed images can be compared to the
original images.
2Fiji provides many different segmentation options in its interface. The option chosen for this work is Make
Binary, a global thresholding technique, which calculates a threshold for each image in the stack and individually
segments each image based on its corresponding threshold. The Optimise Threshold function, another global
thresholding technique, calculates the threshold value based on the entire bone volume and uses said threshold to
segment all the images in the stack, while trying to reduce connectivity. Although the Make Binary option was
used as the default segmentation method in the analysis cycle, both the Make Binary and Optimise Threshold
methods were investigated in the current work, a decision which is discussed further in Section 5.2.2
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3.2 Discretisation
In order to perform a Finite Element simulation, the imported 3D binary matrix needs to be
discretised into a mesh. This work focuses on a microstructural discretisation (i.e. a mesh
consisting of beams and shells) rather than a voxel-based discretisation (i.e. solid tetrahedral
elements), however the voxel-based method (VBM) is used for comparison purposes in this work
(see Sections 4.1.5 and 5.1). Although the beam-shell discretisation is performed using code
developed by Vanderoost [2], edits and refinements to the code and the mesh were implemented
by the author.
3.2.1 Mesh generation
Upon completion of the image processing, the specimen is imported into MATLAB and discre-
tised into a Finite Element mesh. The discretisation code used in this work was obtained from
Professor Harry van Lenthe and Dr Jef Vanderoost at KU Leuven [2]. The code converts a 3D
binary matrix into a microstructural Finite Element mesh using beam and shell elements, and
outputs information about the nodal coordinates, element connectivity and element geometry.
More information about the code may be obtained in Section 2.5.1.2.
The original code obtained from van Lenthe analysed rectangular structures, where all six
faces of the sample were labelled as boundaries and thus 2D skeletonisation was performed on
these surfaces. An equivalent surface definition for the rounded face of a cylindrical sample is
much more difficult to obtain, therefore edits were applied to the code by the developer, Dr
Jef Vanderoost, to accommodate cylindrical specimens. Further modifications were applied by
the author to allow the code to run for cylindrical specimens. The edited code only defines the
top and bottom faces of the sample as boundaries, thereby limiting the 2D skeletonisation to
these two surfaces as opposed to all the surfaces of the specimen. As previously mentioned,
the function of the 2D skeletonisation is to provide clear nodal definitions on the boundaries
so as to facilitate the application of boundary conditions. In the scope of this project, it is
only necessary to apply boundary conditions on the top and bottom surfaces, therefore this
new boundary definition was deemed to be sufficient for the purposes of this research. With the
exception of the boundary definitions and linked skeletonisation, the cylindrical code is identical
to the rectangular code.
3.2.2 Mesh refinement
After an initial set of simulations was run, it became clear that the mesh generated by Van-
deroost’s code could be refined to allow for more efficient and consistent simulations. Two areas
of improvement were identified: the allocation of cross-sectional properties to elements and the
removal of unnecessary elements from the mesh.
The motivation for and implementation of each of these refinements is discussed in Sections
3.2.2.1-3.2.2.2.
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3.2.2.1 Cross-sectional property allocation
In LS-DYNA, mesh information is specified by means of “cards” which contain keywords in a
particular format. There are three cards associated with the definition of an element:
• *SECTION, which defines the cross-sectional properties and element type.
• *PART, which allocates a particular section and material to a part.
• *ELEMENT, which identifies the nodes of the element and allocates a particular part
to this element.
If every element has different cross-sectional properties, a unique section and part has to be
defined for each element. This not only leads to large input decks3 and increased simulation
time, but also significantly increases the memory required by MATLAB during any operations
on the mesh data. Although trabecular bone is a highly complex and varied structure, it was
found that not every element has unique cross-sectional properties assigned to it after discreti-
sation. If all the duplicate sections are removed, the number of section definitions decreases
substantially, sometimes by as much as 80%.
As a result of the above observations, duplicate section definitions are removed immediately
after discretisation and *SECTION and *PART cards are only created for each unique section,
as opposed to each element. This is achieved using in-house MATLAB code developed by the
author.
3.2.2.2 Removal of unnecessary elements
It was noted that in some of the meshes, shell elements with zero thickness were being defined
which caused a number of simulations to fail due to a “zero nodal thickness” error. Although
some meshes showing this phenomenon were successfully simulated, these shell elements could
not contribute towards the apparent stiffness of the structure and were, therefore, unnecessarily
increasing the size of the mesh. As a result, in-house code was developed which would remove
all shell elements having zero nodal thickness at one or more of the nodes.
Additionally, elements were identified which were connected locally to each other, but were
not connected to the bulk of the mesh. These free element clusters do not contribute towards
the apparent stiffness of the structure and, moreover, may cause errors in the simulation because
they are ill-constrained. In-house code was developed to identify any free elements or free ele-
ment clusters and remove them from the mesh. A more detailed description of the breadth-first
algorithm used for this purpose may be found in Appendix B.
3.2.3 Creation of ties
Part of the novelty of the work by Vanderoost, et al [2] is the use of ties at the intersection of
beam and shell elements. As described in Section 2.5.1.2, these ties distribute the load more
evenly amongst the small shell elements, which is reported to give a more accurate result.
3It was found that the large input decks associated with the φ20 mm and φ28 mm bone specimens completely
prevented the simulation as the combination of *SECTION, *PART and *ELEMENT cards were too large to be
read into the pre-processor.
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For the purposes of this project, it was decided that each tie would be incorporated as a beam
element having the same cross-sectional properties as the beam that it connects to. In-house
MATLAB code was developed which adds these tie elements to the element list, along with
their corresponding nodes and cross-sectional properties.
3.3 Simulation
After discretisation, the mesh information must be transferred to LS-DYNA (a Finite Element
software package) for simulation. This section details how the mesh information was formatted
and delivered to LS-DYNA, and describes important aspects of the simulation such as boundary
conditions and output requests.
3.3.1 Input decks
The BSM discretisation code [2] originally produced input decks for analysis in MARC, however
the FE package available for use in the current work is LS-DYNA. As such, code was written
in MATLAB which takes the information output by the discretisation code, reformats it and
writes it to a series of input decks (.k files), which can be imported into and read by LS-DYNA.
It is possible to write the mesh information to a single input deck, but because of the size
of the trabecular bone meshes, a decision was made to divide the information between a num-
ber of input decks as follows:
1. Nodal coordinates and element connectivity (*NODE, *ELEMENT BEAM,
*ELEMENT SHELL)
2. Section definitions (*SECTION BEAM TITLE, *SECTION SHELL TITLE)
3. Part definitions (*PART)
4. Nodal sets (*SET NODE LIST TITLE)
5. Material properties (*MAT ELASTIC TITLE)
6. Boundary conditions, loading and requests for output (*CONTROL, *DATABASE4,
BOUNDARY, *DEFINE CURVE TITLE )
7. Main card, which imports the information from the other input decks (*INCLUDE).
Dividing the input decks in this way allows for quick access to particular information and negates
the need to recreate input decks that do not change from specimen to specimen, particularly the
input decks controlling material properties (item 5), boundary conditions and output requests
(item 6).
4Both the *CONTROL and *DATABASE commands are used extensively in the input deck, however the
specific details are not listed here for the sake of brevity.
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3.3.2 Finite Element Analysis
Once the input decks have been created, they are imported into LS-DYNA where the FE sim-
ulation is performed. The rod-like trabeculae are specified as element type 13, 3D Timoshenko
resultant-based beam elements with two nodes for small displacement, linear isotropic elasticity;
the plate-like elements are specified as element type 16, fully integrated shell elements with 5
through thickness integration points. Elements are assigned material properties of E = 1 GPa
and ν = 0.3. The bottom surface of each specimen is constrained from translation in the z-
direction, while a prescribed displacement of −1mm in the z-direction is applied on the top
surface5 to produce a small strain, quasistatic, linear deformation.
It is necessary to allocate additional memory to LS-DYNA at the beginning of the simulation
process due to the size of the mesh. The command prompt is used to allocate the additional
memory and run the simulation through LS-DYNA using an implicit integration scheme. Upon
completion, a file containing the resultant forces at each of the nodes on the bottom surface is
produced.
3.4 Post-processing
Post-processing of the simulation results was required in order to determine the apparent mod-
ulus of the structure and construct a binary image of the discretised structure for comparison
purposes.
3.4.1 Modulus calculation
In-house MATLAB code was developed which imports the nodal forces and calculates the total













where Ftotal is the total resultant force on the bottom boundary of the specimen, d is the diam-
eter of the specimen, h is the height of the specimen, δ is the prescribed displacement applied
to the specimen, σapp is the apparent stress in the direction of loading, ε is the strain in the
direction of loading and Eapp is the apparent modulus in the direction of loading.
In addition to the apparent modulus, the effective modulus and modulus ratio are also cal-
culated for some of the specimens, where the effective modulus is defined as the modulus of
an embedded inner core region as described in Section 2.6.2. The effective modulus calculation





5Note: These are the default boundary conditions specified by the input decks, however a number of boundary
conditions were tested on the bone samples, which are described in Section 5.2.3.
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where Finner is the total resultant force experienced by the nodes lying within the inner core
region and dinner is the diameter of the inner core of the specimen (10 mm). The modulus ratio





After calculation, the apparent and effective moduli and moduli ratio are saved in a text file for
easy access.
3.4.2 Rasterisation
In order to evaluate the discretisation performed by the beam-shell code, a method was required
which would allow the original structure to be compared to the discretised structure. To this
end, in-house rasterisation (or image construction) code was developed which creates a TIFF
stack using the node, element and cross-section information of the mesh. The recreated TIFF
stack, which is constructed to be the same image size as the original TIFF stack, may then be
compared to the original TIFF stack to determine if the original structure is being accurately
represented by the discretised structure.
The developed code was separated into beam rasterisation and plate rasterisation, respectively.
A detailed description of the rasterisation code may be found in Appendix C.
A note on terminology: In this work, the term “image size” is used to describe the num-
ber of voxels in the TIFF stack, rather than “image resolution” which is widely used in the
literature. It was found that the term “resolution”, although generally understood to relate to
the quality of the image, can have a number of different meanings, depending on the context.
“Scan resolution” differs from “image resolution”, and even “image resolution” can point to a
variety of metrics, including pixel resolution or spatial resolution. As a result, the term “image
size” was used as it succinctly and clearly conveys the metric which is being discussed and can
be quantified for all TIFF stacks, including those of the virtually generated lattices described
in the next chapter.
---
Chapter 4
Validation of analysis cycle
After the creation and automation of the analysis cycle, a validation study was performed to
ensure that the cycle was producing accurate results. Three cellular solids in various config-
urations were chosen for this purpose, namely the cubic lattice, Kelvin cell lattice and octet
truss lattice. These lattices are regular, repeating structures which can be computationally
constructed, as demonstrated by Moore [64]. The apparent modulus of the structure may be
obtained via Finite Element Analysis. Using the lattices in this way provides a baseline result,
against which any results from the analysis cycle may be compared to determine the accuracy
of the cycle.
This chapter will describe the validation process, the various test configurations used during
the process and the comparison metrics used to quantify the accuracy of the analysis cycle.
4.1 Test configurations
A wide variety of lattices, configurations and constraints were used during the validation process.
A summary of the varied parameters is provided below, and a discussion of how these parameters
were chosen follows.
• Lattice type: Cubic (C), Kelvin cell (K), octet truss (OT)
• Lattice size: 6 cells, 8 cells, 10 cells
• Aspect ratio1: Uncropped, cropped
• Constraint: Unconstrained, constrained
• Strut diameter: 0.1 (t1), 0.2 (t2), 0.3 (t3)
• Image size: 100 voxels to 400 voxels2 in increments of 10
In total, more than 3000 individual validation tests were performed on lattices of various type,
size, aspect ratio, strut diameter and image size using different constraints. An outline of the
validation tests performed for a single lattice type3 is provided in Figure 4.1.
1The aspect ratio in this context refers to the ratio of the height to the width of the specimen.
2100 voxel image = 100 voxels ×100 voxels ×100 voxels
3Some other analyses were performed on a select few lattice configurations, which are not included in Figure
4.1. These additional analyses are described in Section 4.1.5.
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Due to the large number of varying parameters, a lattice naming convention was used to suc-
cinctly specify lattice type and topology. This consisted of the lattice name, followed by the
lattice size and strut diameter. E.g.: A size 6 cubic lattice with a strut diameter of 0.2 is
specified as C6-t2. This convention is followed for all the work dealing with lattices.
4.1.1 Lattice type
As discussed in Section 2.4, trabecular bone is classified as a cellular solid. This distinction
is important as it implies that the properties of the bone are directly dependent on two main
factors, namely: the material from which the bone is made and the topology of the cells which
make up the structure [18]. In order to properly validate the analysis cycle, a test regimen was
required which included structures showing a similar dependence on material and structure to
the bone and a similar structure to the bone itself. The test specimens also required a regular
structure, so that they could be artificially created and simulated to determine baseline proper-
ties. As such, it was decided that regular, three-dimensional cellular solids, or lattices, should
be used for the validation study.
The structure of trabecular bone varies significantly even within the same anatomical region, as
is demonstrated in Figure 2.3. In Figure 2.3, the trabecular bone structure changes from being
relatively equiaxed at the load-bearing surface, to showing a more elongated structure at the
free surface. This change in structure is synonymous with a change in the directional depen-
dence of the properties [18], hence it is important that the analysis cycle be able to capture the
response of structures of varying directional dependence. Consequently, the lattices included in
the test regimen must show varied directional dependence, from fully isotropic to anisotropic.
Additionally, the changing structure can affect how the bone responds to constraint [64, 68],
which is important because in vivo trabecular bone is constrained differently at different loca-
tions. For example, in Figure 2.3, the trabecular bone is constrained by cortical bone at the
load-bearing surface and unconstrained at the free surface. As such, in addition to ranging
directional dependence, the chosen lattices should also show a range of constraint sensitivity,
from insensitive (i.e. no change in properties when subjected to constraint) to highly sensitive.
Cubic, Kelvin cell and octet truss lattices, shown in Figure 4.2, were chosen for this work
because they are analogous to the various trabecular bone structures found within a bovine
femur, and show the full range of directional dependence and constraint sensitivity required for
the validation study. The Kelvin cell lattice is isotropic, the cubic lattice is highly anisotropic
and the octet truss lattice has a lower degree of anisotropy than the cubic lattice, but a higher
degree of anisotropy than the Kelvin cell lattice [64]. Additionally, the Kelvin cell lattice shows
a high sensitivity to constraint (i.e. the lattice shows a large change in apparent properties when
it is constrained versus when it is unconstrained), the cubic lattice is insensitive to constraint
and the octet truss lattice shows low sensitivity to constraint [64]. The wide variety of struc-
tures and properties represented by the cubic, Kelvin cell and octet truss lattices, summarised
in Table 4.1, creates a compelling analogy to trabecular bone and, therefore, the collection of
these lattices was determined to be an effective test regimen for the developed analysis cycle.
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(a) Cubic. (b) Kelvin cell. (c) Octet truss.
Figure 4.2: Representations of the three lattice types chosen for use in the valida-
tion study: cubic, Kelvin cell and octet truss.
Table 4.1: Properties of the cubic, Kelvin cell and octet truss lattices.
Lattice name Directional dependence Constraint sensitivity
Cubic Highly anisotropic Insensitive
Kelvin cell Isotropic Highly sensitive
Octet truss Anisotropic Sensitive
4.1.2 Lattice topology
Although cubic, Kelvin cell and octet truss lattices show structural similarities to trabecular
bone, these similarities only become apparent at a particular lattice size4. For example, a size
2 octet truss lattice (2× 2× 2) does not provide an effective representation of trabecular bone
- the struts are too thick and the spaces between struts are too large - however, a size 6 lattice
generated at the same image size has thinner struts and smaller spaces between struts, making
it much more representative of bone, as shown in Figure 4.3. It was found that lattices of sizes
6, 8 and 10 were partially representative of trabecular bone, while still being small enough to
generate and simulate in a timely manner. As such, these three lattice sizes were used during
the validation study.
The lattice size was not the only aspect of the topology which was varied during the validation
study. In their pioneering book on cellular solids, Gibson and Ashby [18] report that the
“single most important structural characteristic of a cellular solid is its relative density5”. As
the trabecular bone structure varies within an anatomical region, so does the thickness of the
trabeculae and, therefore, the relative density of the structure. In order to investigate how
well the analysis cycle captures the response of structures of varying relative density, lattices
with varying strut diameters, namely 0.1, 0.2 or 0.3, were generated for use in the validation
study as shown in Figure 4.4. Because these lattices were artificially generated, the assignment
of measurement units to the diameter of the struts is arbitrary, which is why no units are
mentioned. However, it is important to note that these diameters correspond to strut diameter-
to-length ratios of 0.1, 0.2 and 0.3, respectively.
4Note: Lattice size is defined as the value input to the numCells variable in the lattice generation code [64].
Because of the different ways the lattices are generated in the code, there may be some variation in the size of
the produced lattices when compared to other lattice types.
5The relative density of a lattice is the density of the structure (i.e. the porosity between struts) divided by
the density of the material from which the struts are made.
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(a) OT2. (b) Bone. (c) OT6.
Figure 4.3: Comparison of 3D renderings of size 2 and 6 octet truss lattices with
a trabecular bone sample.
(a) C8-t1. (b) C8-t2. (c) C8-t3.
Figure 4.4: 3D renderings of the size 8 cubic lattices with strut diameters of 0.1,
0.2 and 0.3, respectively.
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(a) K8-t1. (b) K8-t2. (c) K8-t3.
Figure 4.5: 3D renderings of the size 8 Kelvin cell lattices with diameters of 0.1,
0.2 and 0.3, respectively.
Changing the diameter served another purpose. When TIFF stacks were generated for the size
8 Kelvin cell lattice, it was found that the 0.1 and 0.2 diameter struts were extremely thin
because they are rasterised at a 45◦ angle, meaning that only one or two voxels were being used
to represent the struts in each image slice. These extremely thin struts create a lattice which
is not clearly discernible, as shown in Figures 4.5a-4.5b and, consequently, the discretisation
code fails to discretise these structures. Increasing the strut diameter results in better quality
rasterisation and insures that representative lattices are being generated for the validation study,
as illustrated in Figure 4.5c.
4.1.3 Constraint and aspect ratio
One of the main aims of this work is to investigate whether the developed analysis cycle can
accurately predict the effective stiffness of a structure, where effective stiffness is defined as
the stiffness of an inner core region in the sample (see Figure 2.16 for an illustration). In the
experimental work by Hilton [3], it was found that the effective modulus of the bone samples
was, on average, approximately 60% stiffer than the apparent modulus, which was due to side
artifacts caused by machining. In order to recreate this experimental test set-up with lattices
for the purposes of this validation study, two factors need to be considered, namely:
• The experimental boundary conditions of the bone specimens.
• The height-to-diameter ratio of the bone specimens.
The boundary conditions present in the experimental test set-up [3] are difficult to define. In
reality, there is some friction between the plates of the testing rig and the bone specimens,
which constrains the lateral motion of the top and bottom surfaces, however it is unlikely that
lateral motion is hindered completely. As such, neither a laterally unconstrained FE model,
nor a laterally constrained FE model is a wholly accurate representation of the experimental
set-up. Although work has been done to more accurately replicate the experimental bound-
ary conditions [82, 107], these complex constraints were outside the scope of this project and,
therefore, were not employed. Instead, specimens were simulated using laterally unconstrained
boundary conditions as well as laterally constrained boundary conditions, so as to understand
the effect of constraint on the specimen, while acknowledging that the true response of the bone
falls between these two extremes.
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(a) Uncropped. (b) Cropped.
Figure 4.6: C8-t1 lattices in the uncropped and cropped conditions.
In addition to the constraint, it was also important to consider the overall dimensions of the
bone specimens. The bone specimens used in the experimental tests [3] had height-to-diameter
ratios (hereafter referred to as aspect ratios) of 0.750, 0.375 and 0.268, respectively. Because the
specimen heights are small compared to their diameters, it means that any boundary condition
present in the experimental set-up would have a large effect on the response of the bone. For
example, if there was a large amount of friction between the plates of the ZWICK tester and the
bone, the bone would be laterally constrained on its top and bottom surfaces. The constraint
would not only effect the two surfaces of the specimen, but also permeate into the specimen. For
a tall specimen, there would come a point where the effects of the boundary conditions would be
negligible and a bulging effect would be seen. However, if the specimen is short in comparison
to its diameter, the boundary effects would permeate further into the sample, deterring bulging
and effectively creating a more encompassing constraint. Consequently, any specimen which
is sensitive to constraint would show a greater difference in constrained versus unconstrained
response when cropped to an aspect ratio less than one, than it would if it had an aspect ratio
greater than or equal to one.
In order to investigate the effect of constraint in the lattices (which have a standard aspect
ratio of 1), two different aspect ratios were considered in the validation study. For each simu-
lated lattice, a second round of validation tests was performed on a cropped lattice having an
aspect ratio of approximately 0.3756. E.g. all tests performed on an C8-t1 lattice were also
performed on a cropped C8-t1 lattice, as shown in Figure 4.6. The terms “uncropped” and
“cropped” are used to distinguish between the two aspect ratios for brevity.
4.1.4 Image sizes
One of the first steps in the validation process, described in Section 4.2, is to generate an image
of the lattice in the form of a TIFF stack so that it may be imported into the analysis cycle. The
quality of the rasterised image depends on the image size, lattice size and lattice topology; if a
complex lattice is rasterised at a small image size, the quality of the rasterisation, i.e. how well
the generated image represents the lattice, will be poorer than if the same lattice is rasterised
at a larger image size. Various lattice sizes and topologies have already been included in the
validation study based on other factors, therefore the only parameter left to investigate is the
image size.
6Lattices were cropped in such a way that whole cells were maintained, i.e. no struts were severed. As a
result, the aspect ratio of the cropped lattices varies slightly between lattice types.
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The image size causes variability in the rasterisation process because decreasing image size
means a decreasing number of voxels in the image. As a result, when the struts are rasterised,
very few voxels are used to represent the cross-section of the struts, which leads to incorrect
cross-sectional shape, cross-sectional area and moments of inertia. In some cases, the rasterised
struts are so thin that a “skeleton” image is produced, where the struts have no significant
thickness and, in places, no thickness at all as shown in Figure 4.5a. These images are not
representative of the lattice, and therefore will not produce viable results when discretised by
the analysis cycle.
The rasterisation of each lattice type only becomes representative at a certain combination
of strut diameter and image size, however this combination is unique for the different lattice
types and sizes. Therefore, instead of arbitrarily choosing an image size for each lattice, TIFF
stacks of each lattice were generated at a variety of different sizes, from 100 to 400 voxels. This
range was chosen based on the image sizes of the bone micro-CT scans, which are approxi-
mately 140 voxels, 270 voxels and 370 voxels for the φ10 mm, φ20 mm and φ28 mm specimens,
respectively. Additionally, after initial testing it was found that the rasterisation of almost all
the lattices becomes representative within this range, which makes it a satisfactory test criteria.
4.1.5 Additional analysis
Although the configurations described in Figure 4.1 cover a wide range of structures and proper-
ties, two additional analyses were conducted as part of the validation process. These additional
configurations were not privy to all the test variations described in Figure 4.1, but rather were
chosen to provide a specific comparison which, once achieved, did not require further variations
of the structure or image to be simulated.
Lawrence [68] and Moore [64] reported that a cubic lattice angled at 45◦, which is shown
in Figure 4.7, is highly sensitive to constraint, unlike a regular cubic lattice, which is completely
insensitive to constraint. Although three levels of constraint sensitivity are provided by the
cubic (insensitive), Kelvin cell (highly sensitive) and octet truss (sensitive) lattices used in the
validation process, an angled cubic lattice is even more sensitive to constraint than a Kelvin
cell lattice, which allows the ability of the analysis cycle to capture constraint sensitivity to be
more accurately quantified. As such, the following variations of the angled cubic lattice were
analysed as part of the validation process, leading to a total of 248 simulations:
• Lattice type: Angled cubic
• Lattice size: 8
• Strut diameter = 0.1, 0.2
• Aspect ratio: Uncropped, cropped
• Constraint: Unconstrained, constrained
• Image sizes: 100 voxels to 400 voxels in increments of 10
The second additional analysis that was performed as part of the validation cycle did not con-
sist of adding a different structure to the test regime, but rather analysing some of the existing
structures with a different method. For comparison purposes, it is useful to determine not only
how accurately the BSM predicts the apparent stiffness of the lattices, but also how accurately
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Figure 4.7: Angled cubic lattice.
the VBM predicts these values. As such, a collection of lattices was chosen and the analysis cycle
was rerun using the VBM instead of the BSM. This was achieved by creating an 8-node hexa-
hedral element (LS-DYNA element type 1) for every “bone” voxel in the binarised image using
in-house MATLAB code written by the author. Because of the time- and memory-intensive
nature of the VBM simulations, only a select few of the lattices were used for this analysis. The
following configurations were simulated using the VBM, for a total of 62 simulations:
• Lattice type: Kelvin cell
• Lattice size: 8
• Strut diameter: 0.3
• Aspect ratio: Cropped
• Constraint: Unconstrained, constrained
• Image sizes: 100 voxels to 400 voxels in increments of 10
Although the additional analyses described in this section are not as extensive as the full val-
idation study presented in Figure 4.1, the additional results will provide key insights into the
functioning and accuracy of the analysis cycle.
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Generate node/element data using code written by Moore [64]
Write baseline input decks
using node/element data.
Run baseline simula-
tion and obtain results.
Generate TIFF stacks
at varying image sizes.
Run TIFF stacks
through analysis cycle.
Compare analysis cycle results to baseline results.
Figure 4.8: Flow chart of the validation process.
4.2 Validation process
The validation process may be divided into two distinct sections: the calculation of the baseline
results and the processing of the sample by the analysis cycle. Although the validation study
involves, in part, checking if the analysis cycle is capable of dealing with a variety of different
structures in a variety of different configurations, the main purpose of the study is to provide
information about the accuracy of the results produced by the analysis cycle. Therefore, it is
vital to compare the results from the analysis cycle to predetermined values which accurately
capture the response of the specimen, the so-called “baseline results”.
In order to determine the baseline results, cubic, Kelvin cell and octet truss lattices were gen-
erated using code written by Moore [64], which outputs a text file containing nodal coordinates
and element connectivity of the required lattice. Custom MATLAB code was used to gener-
ate a set of input decks directly from the node and element information7. These input decks
were imported into LS-DYNA where a Finite Element simulation was performed, after which
the baseline results for apparent modulus, effective modulus and modulus ratio were calculated
from the simulation results. In his work, Moore [64] found an excellent correlation between
the FEA results generated from his code and analytical results in the literature for the varying
lattices. As a result, the baseline results are considered to be a good standard for comparison.
Once the baseline results were obtained, TIFF stacks of the lattices were constructed at varying
image sizes using the node and element information output by the lattice generation code [64].
The images were rasterised using custom beam rasterisation code, which is discussed in detail
in Appendix C. The TIFF stacks were each run through the analysis cycle to determine the
apparent modulus, effective modulus and modulus ratio of the sample.
Finally, the results from the analysis cycle were compared to the baseline results to quan-
tify the accuracy of the analysis cycle. A summary of the validation process is depicted in
Figure 4.8.
7These input decks differ from the input decks generated as part of the analysis cycle, because the node and
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4.3 Analysis
Although the comparison of moduli generated by the analysis cycle to the baseline moduli is the
most important metric to consider, there are other values which may be compared to further
quantify the accuracy and efficiency of the analysis cycle. For each of the lattices, the following




• Average cross-sectional area of beam elements.
• Average moment of inertia of the beam elements in the primary direction.
• Average moment of inertia of the beam elements in the secondary direction.
• Number of nodes in the mesh.
• Number of nodes on the bottom surface of the mesh9.
• Number of nodes on the top surface of the mesh.
• Number of elements in the mesh.
• Number of beam elements in the mesh.
• Number of shell elements in the mesh10.






where P is the percentage difference between the numerical and baseline values, xcycle is the
value obtained from the analysis cycle and xbase is the baseline value.
Additionally, the images produced at the end of the analysis cycle were visually compared11 to
the images that were imported into the analysis cycle, i.e. the image which was constructed
from the Finite Element mesh data produced by the analysis cycle was compared to the image
upon which the discretisation was based. This comparison is important because it provides a
quick check of how well the discretisation code works. If the image constructed at the end of
the analysis is completely different from the original image, then clearly the discretisation code
has not performed well and the results produced are invalid.
8See Section 2.5.3 for definitions of apparent and effective modulus.
9The number of nodes on the top and bottom surface of the mesh was taken into account because boundary
conditions are applied on these surfaces, making these nodes non-trivial.
10Ideally, there should be no shell elements generated in the lattices, because they are made entirely from
rod-like struts.
11An objective way to compare the images would be to subtract the recreated binary matrix (post-analysis
cycle) from the original binary matrix (pre-analysis cycle). An attempt was made to use this methodology,
however it proved difficult to create images of the lattices that were the same size and had the same positioning
as the original images. This is due to the complex manipulation of the binary matrix that occurs as part of the
discretisation process created by Vanderoost, et al [2]. For the purposes of the current work, a visual comparison
is sufficient to determine whether or not the analysis cycle produces representative meshes, although the more




Micro-CT scans of bovine trabecular bone specimens obtained from Hilton [3] were used as a
basis for the bone simulations in the current work. This section describes the various simulations
performed on the bone specimens.
5.1 General simulations
Micro-CT scans of 110 φ10 mm bovine bone specimens, nine φ20 mm specimens and eight φ28
mm specimens1 all with a height of 7.5 mm [3] were run through the developed analysis cycle.
As the true material properties of the bone specimens were unknown, standard properties of
E = 1 GPa and ν = 0.3 were assigned to the specimens2. Apparent moduli were calculated for
all the specimens and effective moduli were calculated for the large specimens by considering
the response of an inner 10 mm core as discussed in Section 2.6.2. Equivalent voxel-based
simulations were performed on the same 127 specimens for comparison purposes.
5.2 Factors affecting simulation results
Three major contributors to simulation accuracy were identified, namely:
• Voxel size of the micro-CT scans
• Segmentation technique used during the image processing of the scans
• Boundary conditions applied to the mesh
In order to quantify the effect of these variations on the results, multiple iterations of the analysis
cycle were run for each specimen. The various iterations are described in Sections 5.2.1-5.2.3.
1To differentiate between the sizes of bone without constantly quoting diameters, φ10 mm specimens are
referred to as “standard specimens”, whereas φ20mm and φ28mm specimens are referred to as “large specimens”.
2This arbitrary material property assignment allowed the BSM results to be directly compared to the VBM
results. However, once results were obtained, back-calculated moduli were quoted for the BSM and VBM results,
respectively.
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Table 5.1: Parameters used for nano-CT scanning at varying voxel size.
Voxel size X-ray tube potential X-ray intensity Integration time
(µm) (kV) (µA) (ms)
20 70 350 500
40 70 200 250
80 70 70 125
5.2.1 Voxel size
The voxel size used for the micro-CT scans can have a significant effect on the microstruc-
tural indices and the apparent moduli determined from FEA [45]. In this work, one standard
bone specimen and one large bone specimen were scanned at three different voxel sizes, namely
20 µm, 40 µm and 80 µm in order to investigate the effect of a change in voxel size on the results.
The specimens were scanned using a Phoenix nano-CT scanner, which works similarly to a
micro-CT scanner, but is capable of providing much smaller voxel sizes. Because the nano-CT
scanner was incapable of producing voxel sizes larger than approximately 30 µm for specimens
of the given size, a binning approach3 was used to obtain the 40 µm and 80 µm scans. Addi-
tionally, the parameters of the scan had to be changed for each voxel size. The parameters used
for the various scans are listed in Table 5.1.
The files output for the scans at voxel sizes of 20 µm and 40 µm were extremely large and
could not be processed on the available computer. In order to minimise the required computa-
tional resources, a region of interest 5 mm× 5 mm× 5 mm was chosen for each specimen. The
specimen was cropped to include only the relevant ROI and then imported into the analysis
cycle4. This cropping technique is prevalent in the literature and was an acceptable method
to use for these scans as the simulation results were not being compared to experimental results.
To determine the effect of the voxel size on the scans, three comparisons were made:
1. Visual comparison of segmented scans.
2. Comparison of microstructural indices, including bone volume fraction, trabecular thick-
ness and trabecular separation.
3. Comparison of apparent moduli output by the analysis cycle.
5.2.2 Segmentation technique
The segmentation method used can play a major role in the thickness of trabeculae and, there-
fore, the apparent modulus of a bone sample. In order to quantify the variation, two built-in
BoneJ [53] segmentation methods were considered, which are listed on the next page.
3Binning is a micro-CT scanning mode, where a matrix of voxels (2 × 2 × 2, 3 × 3 × 3, etc.) is taken in and
combined to create a single larger voxel during scanning. The larger voxel has more contrast and less noise than
the voxels in the voxel matrix due to the increased signal level measured from the larger effective sensor voxel,
however the resolution of the images is lower. Binning occurs during the scanning process, and therefore reduces
the amount of data that needs to be transferred to the computer, leading to reduced acquisition times [108].
4Equivalent VBM simulations were not performed for these bone specimens as the memory required for the
simulations exceeded the available computing resources.
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• Make Binary, which determines a threshold value for each image in a stack using the Otsu
method [42].
• Optimise Threshold which determines a single threshold value for the stack based on the
average threshold value of all the images in the stack.
Each specimen was segmented using both of these segmentation methods, and the resulting
apparent moduli were compared to determine the variation in the results. Additionally, a
second set of simulations was performed where a lateral constraint was applied to the top and
bottom surfaces of the specimens. The goal of this analysis was to investigate whether a change
in segmentation technique causes a change in the sensitivity of the specimens to constraint.
5.2.3 Boundary conditions
In the experimental testing rig used by Hilton [3], the boundary conditions at the top and
bottom of the sample are difficult to define. Although no external constraints are applied to
the majority of the specimens5, there is some friction between the surface and the specimen,
which inevitably constrains the specimen, but also allows some motion. There has been some re-
search into accurately simulating the boundary conditions in an experimental test [82,107], but
that was not the aim of this work and so these complex boundary conditions were not employed.
Although this work did not seek to accurately represent experimental boundary conditions,
it was considered important to broadly understand the influence of boundary conditions on
the simulated apparent moduli of trabecular bone. As such, four different types of boundary
conditions were considered:
• Unconstrained: the minimum constraint described in Section 3.3.2, i.e. a constraint in
the z-direction on the bottom surface of the specimen.
• Laterally constrained: in addition to the minimum constraint, lateral translation (x
and y) of the specified surface is constrained.
• Rotationally constrained: in addition to the minimum constraint, rotation (Rx, Ry
and Rz) of the specified surface is constrained.
• Fully constrained: in addition to the minimum constraint, lateral translation and rota-
tion of the specified surface are constrained.
With the exception of the “unconstrained” baseline condition, each of these boundary condi-
tions was applied to the top surface, bottom surface and simultaneously to the top and bottom
surfaces of the specimen. This resulted in a total of ten boundary condition simulations being
performed for each specimen: unconstrained (1 simulation), laterally constrained (3 simula-
tions), rotationally constrained (3 simulations) and fully constrained (3 simulations).
5The confined specimens were confined in an aluminium collar, however this confinement was found to be
ineffective due to undersizing of the bone specimens, as discussed in Section 2.6.2. As a result, the confined
specimens were simulated using the same boundary conditions as the defatted and marrow specimens, despite
the variation in experimental set-up.
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5.3 Microstructural indices
Several microstructural indices were determined for each specimen, namely:
• Bone volume fraction (BV/TV)
• Trabecular thickness (Tb.Th)
• Trabecular separation (Tb.Sp)
• Connectivity
• Connectivity density
These indices were chosen based on the existence of comparative values in the literature as
discussed in Section 2.3.2. In addition to these established indices, the shell-to-beam (S2B) ratio
in the beam-shell mesh was calculated for each specimen. Although this is not a traditional
index since it is calculated from a FE mesh and not a micro-CT scan, it was important to
present an index which provided a measure of the shell-beam split in the bone. The S2B ratio
serves as an alternative measure to the structure model index, which has been shown to produce
questionable results for trabecular bone [65]. The S2B ratio was calculated by finding the ratio
of the volume of the shell elements to the volume of the beam elements in the mesh as shown
in Equation 5.1, where AS is the area of a shell element, t̄ is the average thickness of a shell









5.4 Analysis of results
The performance of the microstructural analysis cycle was judged based on three parameters:
• Success rate of simulations, i.e. how often was the discretisation and simulation suc-
cessful? It is unlikely that all the simulations will run successfully either due to problems
with discretisation or simulation of the specimen, however the ultimate goal in the field of
trabecular bone FEA is to create a robust FE methodology which consistently produces
accurate results, therefore the success rate of the simulations is of interest in this work.
• Accuracy of results, which was determined by comparing the BSM results to the ex-
perimental [3] and VBM results. It is not expected that the BSM results will show a
1 : 1 correlation with the experimental results due to the arbitrary material properties,
specifically Young’s modulus, assigned to the FE mesh (see Section 5.1). As a result, any
straight-line correlation with the experimental results should be considered a positive out-
come as subsequent back-calculation of Young’s modulus will provide a 1 : 1 correlation
as discussed in Section 2.5.2. When comparing the BSM results to the VBM results, it is
expected that the VBM results will be 1.605 times higher than the BSM results, as noted
in the work by Vanderoost, et al [2].
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• Resource usage during discretisation and simulation, specifically with regards to mem-
ory requirements and time taken. This comparison will focus on the difference between
the resource usage for the BSM and the VBM and how these values compare to the values
reported by Vanderoost, et al [2] (see Section 2.5.1.2).
Chapter 6
Validation results and discussion
In total, more than 3000 validation tests were performed on the analysis cycle. The challenge
associated with producing so much data is presenting the results in a way that illustrates the
trends, without displaying every graph produced during the process. To this end, it was de-
cided that the results of a single lattice type would be displayed and thoroughly discussed to
exhibit the performance of the analysis cycle to the reader. The Kelvin cell lattice was chosen
to be this exemplary case because of its high sensitivity to confinement; if the analysis cycle is
capable of capturing this confinement sensitivity, it is a good indication that the analysis cycle
is producing accurate results.
Due to the multitude of simulations performed1, it is not possible to discuss all the results
obtained during the course of the validation study. However, it would be negligent to ignore
the results produced by the other lattices. As such, key features from the analysis cycle results
for the cubic and octet truss lattices will be pointed out and discussed in Section 6.3.
A full set of results, including apparent modulus, inner modulus and modulus ratio, for all
the lattices in the various configurations may be found in Appendix D.
6.1 Sources of error
The aim of the validation study was to quantify the accuracy of the analysis cycle, which
depends largely on the discretisation process. However, it is important to note that another
major source of error exists outside of the analysis cycle, namely the rasterisation of the initial
TIFF stacks. As described in Section 4.2, TIFF stacks of the lattices are rasterised from node
and element data and are used as the input to the analysis cycle. If the rasterised images are
not representative of the lattices, it is impossible for the analysis cycle to produce representative
results, no matter how accurate the method.
1As a result of the number of graphs presented in this chapter, some figures appear relatively far away from
the related text. It is suggested that the reader makes use of the hyperlinks in the text to navigate to the relevant
figure. After viewing the figure, the “Alt + Left” combination can be used to return to the previous position in
the document (i.e. the related text).
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As a consequence of the dual sources of error, the presented results will often be discussed in
terms of:
• The quality of the rasterisation, i.e. was the rasterised image representative of the lattice?
• The effectiveness of the analysis cycle, i.e. given a representative starting image, did the
analysis cycle produce accurate results?
For each lattice, a representative image size is identified; this is the smallest image size for which
a representative lattice is produced during the rasterisation process. Any discussion after the
identification of the representative image size will focus on the images which are larger than the
representative image size, as these results convey the accuracy of the analysis cycle and not the
accuracy of the rasterisation process. After the representative image is identified, the reader
should take “all images” to mean “all images larger than the representative image size”, even
if this is not explicitly stated.
3D renderings of all the rasterised lattices in the uncropped condition are shown in Appendix
F.
6.2 Kelvin cell lattice
Choosing a single lattice type substantially decreases the number of results to be discussed,
however there are still multiple test configurations within each lattice which need to be anal-
ysed. In order to keep the analysis of these results as non-repetitive and digestible as possible,
the uncropped, unconstrained K8-t3 lattice was chosen as a starting point for the discussion.
The apparent modulus, inner modulus and modulus ratio results for this lattice are displayed
and discussed in detail, after which the variation of the results with lattice size, strut diameter,
cropping and constraint is examined in relation to this starting lattice.
The starting lattice was chosen to provide convenient comparisons for the variation in results
due to various factors. An uncropped, unconstrained lattice was used so that the variation of
the analysis cycle results with cropping and constraint could be discussed. The choice of a size
8 lattice allowed for comparisons to be drawn between the performance of the analysis cycle
for smaller (size 6) and larger (size 10) lattice sizes. Finally, a strut diameter of 0.3 was chosen
because the rasterisation at this diameter produced representative images, which provided a
solid starting point for the analysis cycle (more about this in Section 6.2.3)2.
The Kelvin cell lattice results in this chapter are extensively discussed, with corroborating ev-
idence being provided where appropriate. These results and their significance are summarised
in Section 6.2.7 for convenience.
2Note: The results for each configuration are shown for image sizes of 100 to 400 voxels, therefore the variation
of results with image size is discussed within each section, instead of in a dedicated section.
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6.2.1 K8-t3
The error in the apparent modulus results produced by the analysis cycle for the uncropped,
unconstrained K8-t3 lattice is shown in Figure 6.1. The error was calculated by finding the
percentage difference between the apparent modulus predicted by the analysis cycle and the
baseline apparent modulus, as discussed in Section 4.3. In the graph, the analysis cycle results
are shown as black circles, the failures3 are shown as red crosses, the 10% error region is shown
as a shaded green box with a solid outline and the 20% error region is shown as a shaded
orange box with a dashed outline. A similar graphing system is used throughout this chapter
to illustrate the results produced by the analysis cycle.
Figure 6.1 shows that there is a large error in the predicted apparent modulus at small image
sizes, as well as two discretisation failures, which occur for the 110 and 130 voxel images. As
the image size increases, the error in predicted apparent modulus decreases until it stabilises at
an image size of approximately 200 voxels. The results produced for image sizes of 200 voxels
and above are excellent, with all results falling within the 10% error region, except one. At an
image size of 300 voxels, the error jumps to 14.4%, a significant increase from both the 290 and
310 voxel images, which both produce errors below 1%. At 390 voxels, there is a similar surge4
in error, though to a lesser degree.
The inner modulus exhibited in Figure 6.2 shows a similar trend to the apparent modulus,
with the analysis cycle mostly producing results with less than 10% error for image sizes of 200
voxels and above. Similar to the apparent modulus results, distinct surges in the error may be
seen at 300 voxels and 390 voxels. However, in the inner modulus results there are also surges
in the error at 220 voxels, and 310 voxels and, overall, there is slightly more variation in the
inner modulus results than there was in the apparent modulus results.
Considering the error associated with the prediction of both apparent modulus and inner modu-
lus was low, it makes sense that the analysis cycle provided excellent predictions of the modulus
ratio, with errors of less than 10% for all but one of the image sizes above 200 voxels as shown
in Figure 6.3. Error surges are seen at 220 voxels and 310 voxels, which correspond to the
error surges in the inner modulus graph. Interestingly, no error surge is seen at 300 voxels
or 390 voxels, due to the fact that there were error surges in both the apparent modulus and
inner modulus predictions. Additionally, it is worth noting that the predicted modulus ratios
are consistently greater than 1, indicating that the inner modulus is stiffer than the apparent
modulus of the specimen, which is the expected result.
The poor results at small image sizes, the error surges and the variation of the inner modulus
are discussed in detail in the following sections.
6.2.1.1 Error at small image sizes
The error associated with the results at small image sizes may be understood by considering
the rasterised images which are used as input to the analysis cycle. At small image sizes,
the cross-section of a strut is represented by only one or two voxels in each image slice, as is
demonstrated in Figure 6.4a, or is entirely missing from the image slice as is demonstrated in
Figure 6.4b. This rasterisation results in extremely thin struts, to the point where the struts are
indiscernible in a 3D rendering of the images, as shown in Figure 6.5a and 6.5b. Additionally,
3Any specimen which could not be discretised or simulated is indicated as a “Failure” on the graphs.
4In this report, “error surge” is used to refer to a sharp increase in the absolute error.
CHAPTER 6. VALIDATION RESULTS AND DISCUSSION 61
Image size




























(a) Full set of results.
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Figure 6.1: Apparent modulus error results for an uncropped, unconstrained K8-t3
lattice at varying image sizes.
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(a) Full set of results.
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Figure 6.2: Inner modulus error results for an uncropped, unconstrained K8-t3
lattice at varying image sizes.
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(a) Full set of results.
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Figure 6.3: Modulus ratio results for an uncropped, unconstrained K8-t3 lattice
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(a) Slice 17. (b) Slice 18.
Figure 6.4: Image slices taken from the 110 voxel rasterisation of the K8-t3 lattice.
Slice 17 in (a) shows examples of single voxel cross-section rasterisation, while slice
18 in (b) shows an example of missing cross-section rasterisation.
(a) 100. (b) 140. (c) 200. (d) 400.
Figure 6.5: 3D renderings of uncropped K8-t3 rasterised images at 100, 140, 200
and 400 voxels, respectively. At 100 voxels and 140 voxels, the rasterised image is
not representative of the lattice, whereas at 200 voxels and 400 voxels, the structure
of the lattice is well-represented by the rasterised image.
the missing cross-sections cause discontinuities in the rasterised structure, which are not present
in the lattice. When the rasterised images are imported into the analysis cycle, it is likely that
the thinning algorithm used during the discretisation process5 will fail, as the struts are already
skeletonised and any further thinning will result in the elimination of the struts altogether. This
kind of failure is demonstrated by the 110 and 130 voxel rasterisations.
If the thinning algorithm does not fail and the discretisation process is successful, the constructed
Finite Element mesh will not be representative of the lattice as the rasterised image used as input
was, itself, not representative. Additionally, the thinning algorithm may produce unexpected
results because of the already “skeletonised” nature of the struts, which could further distort
the mesh as shown in Figure 6.6. Although these samples will successfully run through the
analysis cycle, they will not produce accurate results, as demonstrated clearly in the 100-150
voxel region in Figure 6.1. As such, any error produced for small image sizes may be considered
to be caused by poor image rasterisation, not a fault in the analysis cycle.
5See Section 2.5.1.2.
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(a) 100. (b) 400.
Figure 6.6: FE meshes produced for the K8-t3 lattices at image sizes of 100 and
400 voxels. The 100 voxel mesh is clearly distorted and, overall, not representative
of the Kelvin cell lattice.
Considering the quality of images has a direct effect on the accuracy of the results produced
by the analysis cycle, it is important to determine at what image size the rasterised structure
becomes representative of the lattice. This is done visually by considering the 3D renderings
of the images at various image sizes, as well as the image slices associated with each rendering.
For the K8-t3 lattice, the images appear to become representative of the lattice at an image
size of 200 voxels6 as shown in Figure 6.5c. At 200 voxels, the lattice is identifiable from the
3D rendering of the rasterised images and the struts are consistently well-represented, both in
the 3D rendering and the image slices. This image size correlates to the start of the excellent
results (i.e. e < 10%) seen in Figure 6.1.
6.2.1.2 Error surges
Both the apparent modulus results and inner modulus results show distinct error surges at
image sizes of 300 and 390 voxels, with the inner modulus results showing additional surges
at 220 and 310 voxels. Considering the consistency of the results from 200 to 400 voxels, it
seems unlikely that this error is caused by an issue in the analysis cycle, therefore the rasterised
images were investigated as the source of the error.
Figure 6.7 shows enlarged areas in an image slice from the 290, 300 and 310 voxel images.
Most of the struts in the Kelvin cell lattice are angled at 45◦ to the xy-plane (or z-axis), there-
fore in the rasterised image slices, the strut cross-sections should be represented as ellipses7 In
the 290 and 310 voxel images, it is clear that the strut cross-sections are elongated along either
the x- or y-axis and, therefore, approximate ellipses. However, in the 300 voxel image, the strut
cross-sections are equiaxed and, therefore, more representative of circles than ovals, clearly in-
6Deciding when an image becomes representative of a lattice is a subjective process. An argument could be
made that the 190 voxel image is also representative of the lattice.
7The strut cross-sections are circular, and they are sliced at an angle to their axis, meaning that the projected
area in the image slice should be an ellipse.
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(a) 290 voxels. (b) 300 voxels. (c) 310 voxels.
Figure 6.7: Enlarged image slices from the 290, 300 and 310 voxel TIFF stack for
the K8-t3 lattice.
dicating that there is some error associated with the rasterisation of the strut cross-sections8,
which has propagated into the FE mesh. The most likely factor to be affected by this rasterisa-
tion error is the cross-sectional area of the beam elements; if the error associated with this area
is considered, the spike in the modulus error corresponds to a clear spike in the cross-sectional
area, as shown in Figure 6.8. Although this increase in cross-sectional area will certainly increase
the apparent modulus, there are two problems that arise from this explanation:
1. The increase in the average cross-sectional area of the beam elements does not produce
a corresponding increase in the error associated with the area. In fact, the increase in
area causes a decrease in the absolute value of the error, bringing it down to only 0.228%.
Why, then, is there an increase in the error of the apparent modulus?
2. Even if the previous point is disregarded, a 5% increase in the cross-sectional area should
not cause a 13% increase in the apparent modulus. Rather, there should be an increase
in the apparent modulus which is approximately equivalent to the percentage increase in
beam cross-sectional area9.
Considering these two observations, it is clear that there must be some other factor which is
causing the large error in apparent modulus. The rasterised images for the 300 voxel sample
showed circular cross-sections in the image slices. Not only can this incorrect rasterisation affect
the cross-sectional area of the elements in the FE mesh, but it is also likely to affect the moments
of inertia of the beam elements as the shape of the strut is not properly represented. If the error
associated with the moments of inertia in the beam elements is considered, the reason for the
error in the apparent modulus becomes clear. Figure 6.9 shows the error in the average moments
of inertia in the beam elements in the primary and secondary directions, respectively. There is
a 14.6% increase in primary moment of inertia at 300 voxels and, similarly, an 8.61% increase in
the secondary moment of inertia. These increases in error correspond to the increase in error in
the apparent modulus. Additionally, a clear difference in the values of the moments of inertia
is seen, implying that the shape of the cross-section of the struts is not circular, as it should be.
These errors combine to produce the surge in error seen in the apparent modulus at 300 voxels.
8It is important to realise that there is always some error associated with the rasterisation of circular features,
as it is impossible to accurately represent these features with a collection of squares, particularly at the image
sizes discussed in this report. As such, the error in the rasterisation at 300 voxels is not a flaw in the rasterisation
procedure used, but rather an “occupational hazard” associated with rasterisation as a concept.
9A baseline FE mesh with erroneous cross-sectional area was simulated to determine how much the apparent
modulus should change based on a 5% increase in beam cross-sectional area. This simulation indicated that the
apparent modulus should only increase by approximately 5%.
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Figure 6.8: Enlarged view of graph of apparent modulus error and average beam
cross-sectional area error for an uncropped, unconstrained K8-t3 lattice at varying
image sizes.
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Figure 6.9: Enlarged view of the error plots for the moments of inertia in the
primary and secondary directions for an uncropped, unconstrained K8-t3 lattice at
varying image sizes.
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A similar phenomenon, though to a lesser degree, may be seen at an image size of 390 vox-
els. Here there is a slight decrease in the cross-sectional area of the elements (e = −5.96%),
which causes a corresponding decrease in the predicted apparent modulus (e = −9.01%), as
shown in Figure 6.8. Although there is some error associated with the moments of inertia of
the elements, as shown in Figure 6.9, the error in the primary and secondary directions are
almost equivalent at −8.78% and −8.69%, respectively. These nearly equivalent errors mean
that although the magnitudes of the moments of inertia are slightly smaller than they should
be, the shape of the struts is preserved in the FE mesh. As a result, the erroneous moments of
inertia have less of an effect on the apparent modulus results than they did at 300 voxels and,
therefore, the apparent modulus error is much closer to the cross-sectional area error than was
seen at 300 voxels. The same reasoning may account for the error surges at 300 and 390 voxels
in the inner modulus results.
6.2.1.3 Inner modulus variation
As mentioned previously, the inner modulus results show more variation than the apparent
modulus results. The increased variation in results is expected, as the inner modulus calcu-
lation is based on a smaller portion of the mesh than the apparent modulus, meaning that
any variation in structure (such as a strut with an incorrect placement, cross-sectional area or
shape) will have a more significant effect on the inner modulus, than the apparent modulus. In
some cases, such as at 310 voxels, the inner modulus may show an increase in error even if the
apparent modulus does not. Here the structure as a whole may be representative of the Kelvin
cell lattice, hence the accurate apparent modulus, however locally there may be variations in
the structure which will be captured by the inner modulus.
An additional source of error for the inner modulus was identified. Figure 6.10 shows an
illustration of the nodes on the bottom surface of the baseline mesh and the 220 voxel mesh
created by the analysis cycle. In these images, the nodes used for the calculation of the inner
modulus are shaded red. It is clear that there are some structural deviations in the analysis
cycle mesh (Figure 6.10a), where only three nodes are grouped together on the bottom surface
instead of four. As such, although the 220 voxel mesh captures the essence of the lattice, these
deviations, which lie particularly in the inner nodes region, will effect the inner modulus and
cause the error surge seen in Figure 6.2.
6.2.2 Variation due to lattice size
Although much of this section focuses on the apparent modulus results, an interesting variation
in the modulus ratio was observed in the K6 and K8 lattices which requires discussion. As such,
this section will detail the variation in the apparent modulus as well as the modulus ratio with
a change in size of the Kelvin cell lattice.
6.2.2.1 Apparent modulus
The variation in apparent modulus error for the K6-t3, K8-t3 and K10-t3 lattices is shown
in Figure 6.11. Excellent results are produced for all three lattice sizes, with an error of less
than 1% at large image sizes10. A pattern may be seen in the results produced for each lattice
10Excluding error surges.
CHAPTER 6. VALIDATION RESULTS AND DISCUSSION 69













(a) K8 - analysis cycle.





(b) K8 - baseline.
Figure 6.10: Illustration of the nodes used to calculated the inner modulus for
the K8-t3 analysis cycle simulation and baseline simulation for an image size of 220
voxels.
size: the error starts off being a high positive value, after which there is a sharp decrease to
a maximum negative error, followed by a trend towards 0% error. If the rasterised images
are considered, it is seen that representative images are only produced at 160 voxels for K6,
200 voxels for K8 and 240 voxels for K10, which corresponds well to the start of the upwards
trend to 0% error in Figure 6.11. This clear pattern shows that the analysis cycle is producing
consistent results, and supports the idea that the high error at low image sizes is due to poor
rasterisation, not a fault in the analysis cycle.
The discretisation failures for each lattice are not shown in Figure 6.11, but still merit discussion.
As the lattice size increases, the number of discretisation failures increases, with the K6 lattice
showing no failures, the K8 lattice showing 2 failures and the K10 lattice showing 7 failures.
If a particular image size is considered, the K8 and K10 rasterisation is poorer than the K6
rasterisation because the same number of voxels are being used to represent a more complex
structure, as shown in Figure 6.12. As such, the image quality decreases, which causes the
increase in the number of failures at small image sizes.
Another feature which is consistent in all the lattice sizes, is the presence of error surges, which
were discussed in Section 6.2.1.2. In the K6 lattice, these error surges occur at 280 and 350
voxels, whereas the K8 lattice shows error surges at 300 and 390 voxels and the K10 lattice shows
a small error surge at 340 voxels. All of these error surges may be attributed to incorrect image
rasterisation resulting in erroneous cross-sectional area, cross-sectional shape and/or moments
of inertia11. The reasons for the error surges are summarised in Table 6.112.
11Note: Erroneous “cross-sectional shape” indicates that the primary moment of inertia is significantly different
in magnitude to the secondary moment of inertia, whereas erroneous “moments of inertia” indicates that both
moments of inertia show significant error.
12These observations were made from the cross-sectional area and moment of inertia graphs for each lattice.
The results for the K8-t3 lattice are shown in Figures 6.8 and 6.9; the results for the K6-t3 lattice and K10-t3
lattice are included in Appendix E, in Figures E.1-E.2 and Figures E.3-E.4, respectively.
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(a) Full set of results.
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Figure 6.11: Apparent modulus error plots for the uncropped, unconstrained K6-
t3, K8-t3 and K10-t3 lattices at varying image sizes. Failures for the various lattice
sizes have been excluded from the graph for the sake of clarity.
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(a) K6. (b) K8. (c) K10.
Figure 6.12: 3D renderings of the K6-t3, K8-t3 and K10-t3 lattices at an image
size of 250 voxels. Clearly, as the lattice size increases, the quality of the image
decreases.
Table 6.1: Reason for the error surges seen in the uncropped, unconstrained K6-
t3, K8-t3 and K10-t3 lattices. Issues include: erroneous cross-sectional (CS) area,
cross-sectional (CS) shape or moments of inertia.







K10 340 X X
6.2.2.2 Modulus ratio
Enlarged regions of the modulus ratio results for the K6 and K10 lattices are shown in Figure
6.13. The K10 results (Figure 6.13b) show more variation than the K8 results, displayed in
Figure 6.3, however the most surprising results stem from the K6 lattice (Figure 6.13a), which
shows a relatively consistent offset in the predicted ratio when compared to the baseline ratio.
The apparent modulus results for all three sizes of the lattice showed consistently good results,
which means that the error in the modulus ratio must be caused by the calculation of the inner
modulus.
Figure 6.14 shows illustrations of the nodes on the bottom surface of a K6, K8 and K10 lattice,
respectively, where the nodes used for the calculation of the inner modulus (so-called “inner
nodes”) are represented by filled red markers. Figures 6.14a, 6.14c and 6.14e show the nodes
output by the analysis cycle, whereas Figures 6.14b, 6.14d and 6.14f show the nodes used for
the baseline simulations of the corresponding lattices. In the K10 lattice (Figure 6.14e and
Figure 6.14f), the inner nodes output by the analysis cycle are almost identical to the inner
nodes used for the baseline simulation. In the K8 lattice (Figure 6.14c and Figure 6.14d), there
are clusters of 5 nodes instead of the correct 4 nodes, which may cause some variation in the
results, but the cylindrical shape of the inner region is maintained. However, for the K6 lattice
(Figure 6.14a and Figure 6.14b), the region used to determine the inner modulus in the analysis
cycle is rectangular due to missing nodes as indicated, whereas the region used for the baseline
simulation is the correct circular shape. A decrease in the number of inner nodes results in a
decreased inner modulus and, consequently, the decreased modulus ratio seen in Figure 6.13a.
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Figure 6.13: Modulus ratio results for the uncropped, unconstrained K6-t3 and
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(a) K6 - analysis cycle.










(b) K6 - baseline.










(c) K8 - analysis cycle.





(d) K8 - baseline.










(e) K10 - analysis cycle.







(f) K10 - baseline.
Figure 6.14: Illustration of the nodes used to calculated the inner modulus for the
K6, K8 and K10 lattices at an image size of 350 voxels.
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Figure 6.15: Apparent modulus error results for the uncropped, unconstrained
K8-t1 lattice at varying image sizes.
The variation in the assignment of the inner nodes stems from a variation in the nodal coordi-
nates. The inner node region is determined by finding the centre and radius of the inner core of
the lattice, which are calculated directly from the nodal coordinates. If there is a small error in
the nodal coordinates, it will affect the placement of the centre point which, in turn, may cause
some of the inner nodes to be excluded from the calculation, particularly because the lattice
nodes are so sparse. The radius of the inner core may be similarly affected, which could cause
a decrease in the size of the inner region, causing some inner nodes to be missed. Although
these issues may cause a deviation in the lattice results, it is unlikely that the same problem
will be experienced with more complex structures, like bone, because the meshes will contain
more nodes which will be more densely packed on the bottom surface. In this case, if a few
nodes are missed during the determination of the inner node region, the inner modulus should
not be affected as significantly as in the lattices. Nevertheless, it is important to take note of
this possible source of error.
6.2.3 Variation due to strut diameter
Figure 6.15 shows the apparent modulus error plot for the K8-t1 lattice at varying image sizes.
There is a significant increase in the number of specimens which failed to discretise during the
analysis cycle, with the K8-t1 lattices showing 23 failures where the K8-t3 lattices showed only
two. Additionally, the error in the K8-t1 results is over 20% for the majority of the successful
specimens, even at large image sizes. Although these results are poor, they are easily explained
by the quality of the corresponding rasterised images.
Examples of rasterised K8-t1 images, ranging from 100 to 400 voxels, are displayed in Figure
6.16. It is clear that at this particular lattice size and strut thickness, the rasterised images
~ 
B__J 
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(a) 100. (b) 200. (c) 300. (d) 400.
Figure 6.16: 3D renderings of K8-t1 rasterised images at 100, 200, 300 and 400 vox-
els, respectively. Although the quality of the rasterisation increases with increasing
image size, at a strut diameter of 0.1, the rasterisation never becomes representative
of the K8 lattice.
are not representative of the Kelvin cell lattice at any image size as they are indiscernible in
the 3D rendering of the lattice. The extremely thin struts in the rasterised images lead to an
increase in the number of failures for the lattice and vastly increases the error associated with
any successful specimens, as discussed in Section 6.2.1.1. As such, the K8-t1 lattice does not
provide a useful validation test for the analysis cycle, as any error associated with the results is
clearly due to the inadequate rasterisation.
Figure 6.17 demonstrates that the K8-t2 results for apparent modulus are better than the K8-t1
results (Figure 6.15), both in frequency of successful discretisation, as well as error in apparent
modulus results. Although the error at small image sizes is high, this error decreases as the
image size increases, and stabilises at an image size of approximately 300 voxels in the 10%
error zone. This trend is similar to the trend seen in the K8-t3 results (Figure 6.1), where an
increasing image size resulted in better rasterisation of the lattices and, therefore, more accurate
predictions of apparent modulus.
Another familiar feature which may be found in the K8-t2 graph (Figure 6.17), is the two surges
in error at 360 and 390 voxels. At these image sizes, the error increases from approximately
1-2% to −12.5% and −10.0%, respectively. Once again, these error surges may be attributed
to the rasterisation process, where a slight error in the strut cross-section rasterisation carries
through to become an error in the average cross-sectional area and moments of inertia of the
beam elements in the FE mesh, as shown in Figures 6.18 and 6.19. Although the cross-sectional
shape is unaffected, there is a decrease in the cross-sectional area of the struts and the magnitude
of the moments of inertia, which will cause a corresponding decrease in the predicted apparent
modulus, as seen in Figure 6.17. Despite these variations in cross-sectional properties, the
surges in the absolute error of the apparent modulus are only slightly more than 10%, which is
a commendable result.
The K8-t2 results (Figure 6.17) are significantly better than the K8-t1 results (Figure 6.15),
however the K8-t3 results (Figure 6.1) are the best of the three sets. When K8-t1, K8-t2 and
K8-t3 rasterised images are compared to one another, as shown in Figure 6.20, it is clear that
the variation in the results at the different strut diameters is due to the image rasterisation
and not the analysis cycle. The K8-t3 lattice images are significantly more representative than
either the K8-t1 or K8-t2 images, leading to a greater number of successful simulations and
increased accuracy in the results.
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Figure 6.17: Apparent modulus error results for the uncropped, unconstrained
K8-t2 lattice at varying image sizes.
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Figure 6.18: Enlarged view of graph of apparent modulus error and average beam
cross-sectional area error for an uncropped, unconstrained K8-t2 lattice at image
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Figure 6.19: Enlarged view of the error plots for the moments of inertia in the
primary and secondary directions for an uncropped, unconstrained K8-t2 lattice at
image sizes of 300 to 400 voxels.
(a) K8-t1. (b) K8-t2. (c) K8-t3.
Figure 6.20: 3D renderings of the K8-t1, K8-t2 and K8-t3 lattices at an image
size of 350 voxels.
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Figure 6.21: Comparison of the error in apparent modulus for the uncropped,
unconstrained and cropped, unconstrained K8-t3 lattices at varying image sizes.
6.2.4 Variation due to aspect ratio
Figure 6.21 shows a comparison of the apparent modulus error for the K8-t3 uncropped lattice
and the K8-t3 cropped lattice. It is clear from the graph that the analysis cycle provided
excellent predictions of the apparent modulus for the cropped lattice, similar to the excellent
results produced for the uncropped lattice. Additionally, the cropped lattice results show a
similar surge in error to the uncropped lattice results at 300 voxels and, to a lesser extent, at
390 voxels, reinforcing the conclusion that the rasterised images are the reason for the increased
error, not any aspect of the analysis cycle itself.
In addition to the excellent prediction of apparent modulus, the analysis cycle also consistently
predicted the modulus ratio of the cropped specimens to within 10% of the baseline value as
shown in Figure 6.22. Moreover, all except one of the predicted ratios was consistently above 1
indicating that the inner core is stiffer than the lattice as a whole, which is the expected result.
Although the modulus ratio at 180 voxels is less than 1, this result is below the image size of
200 voxels, which was determined to be the smallest representative image in the set.
6.2.5 Variation due to constraint
Figure 6.23 shows the apparent modulus error plot for the uncropped, constrained K8-t3 lattice.
This graph closely resembles the unconstrained apparent modulus graph exhibited in Figure 6.1,
even displaying the same error surges at 300 and 390 voxels. Similarly, Figure 6.24, which shows
the results for the modulus ratio of the uncropped, constrained lattice, closely resembles Figure
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Figure 6.22: Modulus ratio results for a cropped, unconstrained K8-t3 lattice at
varying image sizes.
within 10% of the baseline results for image sizes of 200 voxels and above13, indicating that the
analysis cycle is capable of accurately capturing the response of the K8-t3 lattice under different
constraints.
Tables 6.2 and 6.3 show the baseline results for apparent modulus and modulus ratio of the un-
cropped unconstrained, cropped unconstrained, uncropped constrained and cropped constrained
K8-t3 lattices. As expected, the cropped lattice is significantly more sensitive to the constraint
than the uncropped lattice, showing a 140% increase in apparent modulus and a 34.7% increase
in modulus ratio when constrained. In contrast, the uncropped lattice only showed an 18.6% in-
crease in apparent modulus and showed a decrease in modulus ratio of 14.3% in the constrained
condition. Considering there was a much larger change in baseline response for the cropped
constrained lattices than there was in the uncropped constrained lattices, it is important to
investigate how successfully, if at all, the analysis cycle managed to capture the behaviour of
the cropped lattices in the constrained condition.
Figures 6.25 and 6.26 show the apparent modulus and modulus ratio results for the cropped,
constrained K8-t3 lattice. Despite the fact that the apparent modulus for the constrained lat-
tice was significantly higher than that of the unconstrained lattice, the analysis cycle performed
extremely well and predicted the apparent modulus to within 10% for image sizes of 250 voxels
and above. Furthermore, the modulus ratio of the cropped, constrained lattice was also accu-
rately predicted, with the analysis cycle producing ratios within 10% of the baseline ratio for
all images sizes greater than 200 voxels. Moreover, the error in the modulus ratio decreases to
less than 1% for image sizes greater than 360 voxels, an excellent result in any circumstances,
13The modulus ratio at 310 voxels lies slightly outside the 10% error region. This is due to improper image
rasterisation as described in Section 6.2.1.2, therefore should not be taken as a reflection on the accuracy of the
analysis cycle.
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Figure 6.23: Apparent modulus error plot for an uncropped, constrained K8-t3
lattice at varying image sizes.
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Table 6.2: Baseline results for the apparent modulus of the uncropped and cropped
K8-t3 lattices in the unconstrained and constrained conditions, including the per-
centage increase in constrained apparent modulus from unconstrained apparent
modulus.
Unconstrained (MPa) Constrained (MPa) Increase (%)
Uncropped 2.680 3.178 18.58
Cropped 2.448 5.886 140.4
Table 6.3: Baseline results for the modulus ratio of the uncropped and cropped K8-
t3 lattices in the unconstrained and constrained conditions, including the percentage
increase in ratio from the unconstrained to constrained condition.
Unconstrained Constrained Increase (%)
Uncropped 1.090 0.9345 -14.27
Cropped 1.067 1.437 34.68
but especially remarkable if one bears in mind that the analysis cycle generated these results
from a series of images only.
6.2.6 Correlation to VBM
Figure 6.27 shows the apparent modulus results for the cropped, unconstrained K8-t3 voxel-
based simulation14. The VBM results show high negative error at small image sizes, similar to
that seen in the BSM results. The error steadily increases as the image size increases, passing
through the 10% and 20% error zones, and stabilising at an error of approximately 20%. The
VBM apparent modulus error is much higher than the 5% or less error readings seen in the
BSM simulations of the same cropped, unconstrained lattice15. A similar trend is seen in the
unconstrained inner modulus VBM results shown in Figure 6.28, however there is no clear
stabilisation in the results at high image sizes, as the error continues to increase as the image
size increases.
Despite the fact that the apparent modulus and inner modulus VBM results show a higher
error compared to the corresponding BSM results, the modulus ratios predicted by the VBM
are excellent, generally showing an error of less than 10% at representative image sizes as shown
in Figure 6.29. A similar phenomenon is seen when the cropped specimens are constrained; the
apparent and inner moduli for the cropped constrained lattice fall outside the 20% error zone,
however the corresponding modulus ratio results are excellent, consistently showing errors less
than 10% for image sizes greater than 150 voxels, as shown in Figure 6.30.
How is it that the modulus ratio can be accurate even when the apparent modulus and inner
modulus show errors above 20%? As mentioned previously in Section 6.2.1.2, there are inherent
errors in the rasterisation process, particularly where circular features are concerned. This
phenomenon is illustrated in Figure 6.31. In a binary TIFF stack, each voxel must be designated
14Note: Additional rotational constraints, Rx and Ry, were added to the baseline simulations for the VBM
simulations to mimic the rotational constraints enforced by the VBM. The reasoning for this change in boundary
conditions is discussed in Appendix G.
15It may be tempting to attribute the high error in the VBM results to incorrect baseline results, however the
code by Moore [64] which was used to generate the baseline results was thoroughly tested as discussed in Section
4.2, therefore it is unlikely that the baseline results are incorrect.
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Figure 6.25: Apparent modulus error plot for a cropped, constrained K8-t3 lattice
at varying image sizes.
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Figure 6.27: Enlarged view of the apparent modulus error plot for a cropped,
unconstrained K8-t3 lattice at varying image sizes discretised using the VBM.
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Figure 6.28: Enlarged view of the inner modulus error plot for a cropped, uncon-
strained K8-t3 lattice at varying image sizes discretised using the VBM.
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Figure 6.29: Modulus ratio results for a cropped, unconstrained K8-t3 lattice at
varying image sizes discretised using the VBM.
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Figure 6.30: Modulus ratio results for a cropped, constrained K8-t3 lattice at
varying image sizes discretised using the VBM.
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(a) Rasterised strut. (b) Under- and over-estimates of diameter.
Figure 6.31: Example of under- and over-estimations in strut rasterisation. (a)
shows the rasterisation (blue voxels) of a strut with circular cross-section, whereas
(b) highlights the regions of under- (yellow) and over-estimation (red) of the strut
diameter as a result of the rasterisation.
a value of 0 (non-bone) or 1 (bone), even if the voxel in question is only partially filled by a
structure (Figure 6.31a). As such, rasterised images contain both under- and overestimates of
cross-sectional area (Figure 6.31b), where partially filled voxels have been designated values of 0
and 1, respectively. Because the VBM involves designating every bone voxel as a solid element,
these under- and overestimations may make a significant difference to the apparent modulus
and inner modulus results, however the inner modulus relative to the apparent modulus (i.e.
the modulus ratio) should not be affected because the rasterisation error is contained within
both sets of results.
Interestingly, the results seem to indicate that the BSM diminishes the effect of the rasterisation
error seen in the VBM results. Where the VBM uses each voxel in the TIFF stack as a building
block for the FE mesh, the BSM infers the structure of the mesh by considering the group of
voxels that make up a strut and assigning corresponding cross-sectional properties based on
the overall cross-sectional representation of the strut. This more cohesive approach minimises
the individual voxel rasterisation errors, which produces a more consistent and, in this case,
accurate result.
6.2.7 Summary and significance of results
Overall, the analysis cycle provided excellent results for the K8 lattice in all its various topolo-
gies and test configurations. The error associated with the prediction of apparent modulus
decreased as the image size, and therefore resolution, increased and generally stabilised within
the 10% error region.
In all of the configurations, the error in the analysis cycle predictions was high at small image
sizes. However, this can be shown to result from unrepresentative images being used as input
to the analysis cycle. If the rasterised images are considered, and an image size chosen which
produces a representative image, the results tend to show reasonable error (less than 20%) and,
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at higher image sizes, very little error (within 10%). As such, it can be concluded that the error
at low image sizes is not due to an error in the analysis cycle, but rather improper rasterisation.
Noticeable surges in error, where the absolute error increases significantly in relation to the
adjacent results, appear in most of the K8 graphs. These error surges have been shown to
correlate with incorrect rasterisation of the cross-sectional area of the struts, which may lead
to incorrect beam cross-sectional properties in the FE mesh. Once again, this error may be
attributed to variations in the rasterisation of the images, rather than the analysis cycle.
The results from the various test configurations are summarised as follows:
• Variation due to lattice size: All three lattice sizes showed a similar pattern in their
apparent modulus error plots. Excellent results were consistently produced for the various
sizes once a representative image was generated, with the error in the apparent modulus
decreasing to less than 1% at large image sizes.
• Variation due to strut diameter: The rasterisation of the lattices with small strut
diameters (namely 0.1 and 0.2) was not adequate, resulting in a significant increase in
discretisation failures and erroneous results. If the rasterised image was representative of
the lattice, the analysis cycle provided good predictions for the apparent modulus, where
the error was within 10% at large image sizes.
• Variation due to aspect ratio: The analysis cycle produced excellent results for the
cropped lattices, which were almost identical to the equivalent uncropped lattice.
• Variation due to constraint: The analysis cycle captured both the apparent modulus
and modulus ratio of the constrained lattices for the uncropped and cropped conditions.
Results were generally within 10% error and, for large image sizes, within 2% error.
• Correlation to VBM: The VBM produced less accurate apparent and inner moduli
than the BSM, but captured the modulus ratio as accurately as the BSM for both the
cropped unconstrained and cropped constrained lattices.
The modulus ratio results for the cropped, constrained K8-t3 lattice are possibly the most
significant results produced in the validation study. These results show that the analysis cycle
is capable of predicting the change in apparent modulus and inner modulus when the lattice is
constrained versus when it is unconstrained, even when the change in results is significant. The
conclusion that can be drawn from these results is that the microstructural Finite
Element model used in the analysis cycle is definitively capable of predicting the
ratio of the inner modulus to the apparent modulus of the Kelvin cell lattices.
6.3 Notable features in the cubic and octet truss lattices
Although the Kelvin cell lattice in all its various topologies provided important information
regarding the functioning of the analysis cycle, the cubic and octet truss lattice results provided
new information about both the rasterisation process and the analysis cycle. A full analysis
of the results will not be exhibited for these lattices, however an overview of the various key
features in each result set, as well as the reason for these results, is provided.
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As with the Kelvin cell lattice, a “starting lattice” was chosen for the cubic and octet truss
lattices, and used as a basis for comparison when discussing the variation in results due to
lattice size, constraint, etc. The choice of a starting lattice was based on the quality of the
image rasterisation, as it is of no value analysing results from the analysis cycle that were
produced based on unrepresentative images. As such, the strut thickness which produced the
best image rasterisation was determined and the corresponding uncropped, unconstrained size
8 lattice was used as the starting lattice. The chosen starting lattices are: C8-t1 (cubic) and
OT8-t2 (octet truss).
6.3.1 Cubic lattice
Overall, the cubic lattice showed excellent agreement to the baseline results, however there were
some notable results produced when the strut diameter of the lattices was increased and when
a constraint was applied to the lattice. A brief discussion of these phenomena is provided in
Sections 6.3.1.1-6.3.1.4.
6.3.1.1 General
Figure 6.32 shows the apparent modulus results produced for the uncropped, unconstrained
C8-t1 lattice. Similar to the Kelvin cell results, the error in the apparent modulus is significant
at small image sizes, but quickly tends down to the 10% error zone, where it remains for the
majority of image sizes greater than 170 voxels. The first good result, seen at 170 voxels,
correlates to the first representative rasterisation of the lattice (see Appendix F for rasterised
images).
Familiar surges in the error may be seen at 210, 280 and 350 voxels, where the error increases
from a value less than 10% to −18.2%, −20.8% and 11.8%, respectively. The error in the
apparent modulus is due to the error in cross-sectional area of the beam elements, as shown in
Figure 6.33, and a corresponding error in the moments of inertia16, as shown in Figure 6.34.
At 210 and 280 voxels, the cross-sectional area is underestimated, while at 350 voxels, the
cross-sectional area is overestimated. The underestimation of the cross-sectional area at 210
and 280 voxels and the overestimation of the area at 350 voxels can be shown to arise from the
rasterised images by considering the average number of voxels representing the cross-sections
in each image slice17, as exhibited by Table 6.4. Clearly, just as in the Kelvin cell lattices, the
error surges are due to the rasterised images, not the analysis cycle.
6.3.1.2 Variation due to strut diameter
Of the three lattices used for the validation study, the cubic lattice is the simplest, therefore
it was expected that it would show an excellent correlation to the baseline results in all cases.
However, when the strut diameter of the lattice was increased, there was a significant increase
in the error of the apparent modulus at large image sizes, as shown in Figure 6.35. This error in
apparent modulus directly correlates to the erroneous inclusion of shell elements in the mesh,
particularly on the top and bottom surfaces, as shown in Figure 6.36.
16Here there is some error in the moments of inertia in both the primary and secondary directions, however
these errors are approximately equivalent, meaning that the shape of the cross-section is correct.
17The average was calculated based on the four struts in the top left corner of the first image slice through the
vertical struts.
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Figure 6.32: Apparent modulus error results for an uncropped, unconstrained
C8-t1 lattice at varying image sizes.
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Figure 6.33: Enlarged view of the apparent modulus error and element cross-







CHAPTER 6. VALIDATION RESULTS AND DISCUSSION 89
Image size








































Figure 6.34: Enlarged view of the error in the primary and secondary moments
of inertia for an uncropped, unconstrained C8-t1 lattice at varying image sizes.
Table 6.4: Average number of voxels representing strut cross-sections in the C8-t1
lattice rasterisations for image sizes of 200, 210, 220, 270, 280, 290, 340, 350 and 360.
The image sizes corresponding to error surges clearly show an underestimation (in
the case of 210 and 280 voxels) or overestimation (350 voxels) in the cross-sectional
area of the struts.
One image size smaller Image size One image size larger
x− 10 x x+ 10
x = 210 voxels 5.25 5 6.25
x = 280 voxels 10.25 9 11.25
x = 350 voxels 17.25 21 17.25
Two questions arise from these results:
1. Why are shell elements included in the mesh, when the lattice is made up, entirely, of
beam-like struts?
2. Why does the inclusion of shell elements cause such a large error in the apparent modulus
results?
The first question may be answered by considering the rasterised images used as input to the
analysis cycle. Figure 6.37 shows the first image slice for the C8-t2 lattice at image sizes of 230,
240, 300 and 310 voxels. The first slice of the TIFF stack for the 240 and 310 voxel images
show struts which are substantially thinner than the struts in the 230 and 300 voxel images.
This occurs because as the image size increases, the image resolution increases, which means
that there are more image slices through the lattice and, consequently, through each strut. For
-------------------
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Figure 6.35: Apparent modulus error results for an uncropped, unconstrained
C8-t2 lattice at varying image sizes.
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Figure 6.36: Number of shell elements present in the FE mesh for an uncropped,
unconstrained C8-t2 lattice at varying image sizes.
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(a) 230 voxels. (b) 240 voxels. (c) 300 voxels. (d) 310 voxels.
Figure 6.37: 3D renderings of the C8-t2 lattice at image sizes of 230, 240, 300 and
310 voxels.
(a) Three slices. (b) Seven slices.
Figure 6.38: Image slices through a horizontal strut in a cubic lattice.
example, consider the rasterisation of the top row of struts in the cubic lattice. In the 230
voxel image, these struts are rasterised using five image slices, but in the 240 voxel image, the
rasterisation covers six image slices. Similarly, the 300 voxel rasterisation takes up seven image
slices, whereas the 310 voxel rasterisation covers eight. In both of these cases, when the number
of image slices through the top strut increases, the volume of the strut is spread over more image
slices and, therefore, the thickness of the strut in the first image slice will decrease as illustrated
in Figure 6.38. So as the image resolution of the cubic lattice increases, the rasterisation in the
first slice gets progressively thinner until, at a given point, the first slice is so thin in comparison
to the other slices that the discretisation code identifies this section of the strut as a separate,
very thin plate-like strut. As a result, shell elements with negligible thickness are mistakenly
allocated to this structure and, in some lattices, this error carries through so that the entire top
layer of struts is discretised into shell elements.
Now that the presence of the shell elements can be explained, it is important to discuss why the
shell elements create such a large error in the apparent modulus results. This can be attributed
to two root causes, namely incorrect structural representation and the removal of the shell
elements with zero thickness. When shells are included in the mesh, the lattice structure is
fundamentally misrepresented, meaning that a simulation using this mesh could not possibly
yield the correct apparent modulus. This incorrect mesh is exacerbated by the removal of the
shell elements with zero thickness, as discussed in Section 3.2.2.2, particularly because most,
if not all, of the shell elements created on the top surface have zero thickness. When these
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Figure 6.39: Representation of the mesh created for a C8-t2 lattice at an image
size of 350 voxels. The bottom surface of the mesh is made up entirely of shell
elements, and the top surface of the mesh is non-existent due to the removal of the
shell elements with zero thickness.
structure, as shown in Figure 6.39. This mesh is not representative of the structure and, hence,
cannot accurately predict the apparent modulus of the structure. Moreover, the ties included
on the top surface of the mesh will experience large deformation, which will erroneously lower
the apparent modulus.
The code for the removal of zero thickness shell elements was created after several of the cubic
lattices failed to simulate. By removing these elements, the simulation runs successfully, but
produces the erroneous results seen in Figure 6.35. As such, the initial failure in simulation may
be taken as a sign that the lattice has not been properly discretised. Hence, the shell elements
with zero thickness should not be removed from the mesh, because the removal facilitates the
simulation of improperly discretised structures18.
6.3.1.3 Variation due to constraint
Tables 6.5 and 6.6 show the baseline results for apparent modulus and modulus ratio for the
C8-t1 lattice in various configurations. As expected, the addition of a constraint had no effect on
either the apparent modulus or modulus ratio. This insensitivity to confinement is captured in
the apparent modulus results produced by the analysis cycle for both the uncropped constrained
and cropped constrained lattices, the latter of which is shown in Figure 6.40. The modulus
ratios predicted by the analysis cycle also capture this insensitivity to confinement, with both
the uncropped constrained and cropped constrained lattices providing excellent correlation to
the baseline result. The cropped constrained modulus ratio results are consistently within the
10% error zone at large image sizes, as shown in Figure 6.41.
18The code used to remove the zero thickness shells was not discarded until after the bone specimens had been
analysed. However, no zero thickness shells were produced during the discretisation of the bone specimens, so
the removal of the code did not affect the bone results.
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Table 6.5: Baseline results for the apparent modulus of the uncropped and cropped
C8-t1 lattices in the unconstrained and constrained conditions, including the per-
centage increase in constrained apparent modulus from unconstrained apparent
modulus.
Unconstrained (MPa) Constrained (MPa) Increase (%)
Uncropped 10.26 10.26 0
Cropped 10.26 10.26 0
Table 6.6: Baseline results for the modulus ratio of the uncropped and cropped C8-
t1 lattices in the unconstrained and constrained conditions, including the percentage
increase in constrained modulus ratio from unconstrained modulus ratio.
Unconstrained Constrained Increase (%)
Uncropped 0.9549 0.9549 0
Cropped 0.9549 0.9549 0
Although these results may not seem as significant as, for example, the poor results produced by
the inclusion of shell elements in the mesh, the consistent results produced by the analysis cycle
should not be overlooked. The stiffness of the cubic lattice is governed solely by its perfectly
vertical struts; if these vertical struts are angled only slightly from the vertical, the stiffness of
the cubic lattice drops significantly and the lattice becomes sensitive to constraint [64,68]. The
fact that the analysis cycle is capable of consistently capturing both the apparent modulus of
the lattice as well as its insensitivity to confinement means that a good quality mesh is being
produced during the discretisation process and, consequently, lends a great deal of confidence
to the accuracy of the analysis cycle.
6.3.1.4 Variation due to angle
The angled cubic lattice, as with the Kelvin cell lattice, is highly sensitive to constraint, there-
fore it is important to check whether the analysis cycle is capable of capturing the change in
response of this lattice when it is constrained. Tables 6.7 and 6.8 show the baseline results for
apparent modulus and modulus ratio for the angled C8-t2 lattice19 in various configurations.
Clearly, the angled cubic lattice is significantly more sensitive to constraint than the Kelvin
cell lattice, showing a 119% increase in apparent modulus when the uncropped lattice in con-
strained, and a massive 675% increase when the constraint is applied to the cropped lattice.
The change in the modulus ratio with constraint is not as significant as the apparent modulus,
however there is an 80.3% decrease in the modulus ratio of the uncropped lattice when the
constraint is applied, which should not be underestimated.
The apparent modulus results of the uncropped, unconstrained angled C8-t2 lattice are excel-
lent with almost all the results above the representative image size of 150 voxels falling within
the 10% error zone as shown in Figure 6.42. Error surges may be seen at 230 voxels and 340
voxels, which may be attributed to incorrect cross-sectional properties of the struts stemming
from rasterisation. An additional increase in error is experienced at 360 and 370 voxels, where
shell elements are erroneously included in the meshes. Despite these departures in accuracy, the
19C8-t2 was chosen here instead of C8-t1, because the rasterisation for the angled C8-t1 lattice is relatively
poor as a result of thin struts caused by the angle.
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Figure 6.40: Apparent modulus results for a cropped, constrained C8-t1 lattice at
varying image sizes.
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Table 6.7: Baseline results for the apparent modulus of the uncropped and cropped
angled C8-t2 lattices in the unconstrained and constrained conditions, including the
percentage increase in constrained apparent modulus from unconstrained apparent
modulus.
Unconstrained (MPa) Constrained (MPa) Increase (%)
Uncropped 1.856 4.066 119.1
Cropped 1.790 13.87 674.9
Table 6.8: Baseline results for the modulus ratio of the uncropped and cropped
angled C8-t2 lattices in the unconstrained and constrained conditions, including the
percentage increase in constrained modulus ratio from unconstrained modulus ratio.
Unconstrained Constrained Increase (%)
Uncropped 1.061 0.2086 -80.34
Cropped 0.7797 0.9266 18.84
results, overall, are very good. The results for the uncropped, constrained angled C8-t2 lattice
shown in Figure 6.43 are similar to the unconstrained lattice, and fall mostly within the 10%
error region. In both the unconstrained and constrained results, there is a very slow decrease
in the apparent moduli with image size, which is due to an increasing number of unnecessary
nodes in the mesh. This phenomenon is discussed in detail in Section 6.3.2.1. Overall, the
analysis cycle has captured the 120% increase in the apparent modulus results of the uncropped
lattices.
The apparent modulus results of the cropped, unconstrained angled C8-t2 lattice, displayed in
Figure 6.44, show similar accuracy to their uncropped counterparts, which were shown in Figure
6.42. In contrast, the cropped, constrained, angled C8-t2 lattice results shown in Figure 6.45
seem to oscillate around −15% error, which is higher error than was seen in the unconstrained
simulations. Although this higher error is larger than errors previously reported in this chapter,
the fact that the analysis cycle captured the cropped, unconstrained lattice response to within
10% and the cropped, constrained lattice response to within 15% is still commendable, consid-
ering the difference in results is in the order of 600% (see Table 6.7).
The modulus ratio results for the uncropped, unconstrained lattice show more variation than
the ratios seen in, for example, the Kelvin cell lattice. However, most of the results still fall
within the 10% error region and, therefore, provide good agreement to the baseline result as
shown in Figure 6.46. The uncropped, constrained lattice results, for the most part, do not
fall within the 10% error zone, as shown in Figure 6.47. However, the modulus ratios are not
significantly different from the baseline result of 0.209, with predicted ratios falling between
0.2 and 0.3 for representative images. Although the exact values of the modulus ratio are not
predicted accurately by the analysis cycle, the significant decrease from the unconstrained to
the constrained results is captured.
The modulus ratio results for the cropped, unconstrained lattice are mostly satisfactory, as
shown in Figure 6.48. Although there are some ratios which do not fall within the 10% error
zone, these ratios are in the region of 0.9, which is still relatively close to the baseline value
of 0.780. The modulus ratio results for the cropped, constrained lattice are shown in Figure
6.49. Because the apparent modulus results for this lattice showed higher error than the other
lattices, it was expected that the modulus ratios predicted by the analysis cycle for this lattice
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Figure 6.42: Apparent modulus results for an uncropped, unconstrained angled
C8-t2 lattice at varying image sizes.































Figure 6.43: Apparent modulus results for an uncropped, constrained angled C8-
t2 lattice at varying image sizes.
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Figure 6.44: Apparent modulus results for a cropped, unconstrained angled C8-t2
lattice at varying image sizes.































Figure 6.45: Apparent modulus results for a cropped, constrained angled C8-t2
lattice at varying image sizes.
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Figure 6.46: Modulus ratio results for an uncropped, unconstrained angled C8-t2
lattice at varying image sizes.
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Figure 6.47: Modulus ratio results for an uncropped, constrained angled C8-t2
lattice at varying image sizes.
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Figure 6.48: Modulus ratio results for a cropped, unconstrained angled C8-t2
lattice at varying image sizes.
would not be as accurate. Although some of the predicted ratios fall within the 10% error
zone, most of the predicted ratios are above 1, meaning that the inner core is stiffer than the
whole specimen, which does not correlate with the baseline result. However, there is an increase
from unconstrained to constrained results of approximately 20%, which agrees with the baseline
values.
Despite the departure of the results from the 10% error zone, it can be said that the analysis
cycle performed well. The analysis cycle accurately predicted the apparent moduli of all of the
configurations, except the cropped constrained lattice, and captured the change in apparent
moduli between unconstrained and constrained configurations. The modulus ratios predicted
by the analysis cycle generally showed more error than in the Kelvin cell lattice, however the
overall change in ratio between the unconstrained and constrained conditions was captured.
Considering the massive variety in behaviour seen in the angled cubic lattice, the degree to
which the analysis cycle captured the behaviour is commendable.
6.3.2 Octet truss lattice
The octet truss lattice provided extremely consistent results, albeit at a higher error than was
seen in the cubic or Kelvin cell lattices. This phenomenon, as well as the variation of the results
due to constraint will be discussed in Sections 6.3.2.1-6.3.2.2.
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Figure 6.49: Modulus ratio results for a cropped, constrained angled C8-t2 lattice
at varying image sizes.
6.3.2.1 General
The apparent modulus error plot for the OT8-t2 lattice is shown in Figure 6.50. The analy-
sis cycle results are consistently at an error of approximately −20%, which is a significantly
higher error than seen in either the Kelvin cell or cubic lattices. A similar offset is seen in the
inner modulus results, shown in Figure 6.51. At first, it was suspected that the cross-sectional
properties of the elements in the mesh contained high error, which then adversely affected the
modulus results. However, Figure 6.52 shows that there was only an error of approximately
−5% associated with the cross-sectional area of the elements for representative images. Addi-
tionally, the moments of inertia of the elements in both directions showed an error of at most
10% for representative images as shown in Figure 6.53.
The error associated with the cross-sectional properties of the elements was low, however there
is a chance that these small errors may result in a high error in the apparent modulus. To
ascertain whether this is the case, a baseline simulation was run which included a −5% error
in cross-sectional area, and −2% error in the moments of inertia. The apparent modulus result
produced by this simulation was only approximately −5% off from the true baseline apparent
modulus. This result indicated that the cross-sectional properties are not responsible for the
−20% error in apparent modulus and there must be another factor which is causing the higher
error.
The only other factor that may be causing the error is the structure of the mesh. 3D ren-
derings of the OT8-t2 lattice indicate that representative images are produced from an image
size of approximately 200 voxels onward, therefore it is unlikely that the problem stems from
the image rasterisation, hence the discretisation of the mesh was investigated. Figure 6.54,
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Figure 6.50: Apparent modulus results for an uncropped, unconstrained OT8-t2
lattice at varying image sizes.
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Figure 6.51: Inner modulus results for an uncropped, unconstrained OT8-t2 lattice
at varying image sizes.
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Figure 6.52: Apparent modulus and beam cross-sectional area results for an un-
cropped, unconstrained OT8-t2 lattice at varying image sizes.
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Figure 6.53: Enlarged view of primary and secondary moments of inertia results
for an uncropped, unconstrained OT8-t2 lattice at varying image sizes.
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Figure 6.54: Error plot of the number of nodes in the FE mesh for an uncropped,
unconstrained OT8-t2 lattice at varying image sizes.
which displays an error plot of the number of nodes in the OT8-t2 mesh, shows that there
is a clear increase in the number of nodes in the mesh as the image size increases. Although
this phenomenon was detected in both the cubic and Kelvin cell lattices, the error in the node
number was relatively small (< 20%) even at high image sizes, which is not the case for the
octet truss.
In order to visualise the problem, the first layer of cells20 in a cubic, angled cubic, Kelvin cell
and octet truss mesh were plotted as shown in Figure 6.55. In this image, where the nodes are
shown as open circle markers, it is clear that there are extra nodes created in the angled cubic,
Kelvin cell and octet truss lattices. Interestingly, these extra nodes all appear on the elements
lying in the yz-plane angled at 135◦ to the y-axis, which would explain why there are no extra
nodes seen in the cubic lattice. The Kelvin cell lattice contains minimal extra nodes, which
correlates with its excellent results. The angled cubic lattice contains more extra nodes than
the Kelvin cell, but a significant portion of the struts do not have extra nodes on them. Finally,
the octet truss lattice contains a very high number of extra nodes, with almost every strut at
the appropriate angle having at least one extra node.
In an ideal mesh, having extra nodes along a strut would not cause an error, as the additional
nodes would be placed perfectly along the strut. However, in the BSM, the mesh is inferred
from the image, therefore it is highly unlikely that the extra nodes will be perfectly placed.
Instead, the extra nodes are slightly offset from the strut, creating small elements which do not
maintain the correct angle and, as a result, do not connect properly to the junctions as illus-
trated in Figure 6.56. These incorrectly angled elements and poor junction connections cause
deformation mechanisms which are not seen in the baseline simulation. Although a few of these
20A portion of the lattice which is 1 cell thick, i.e. x× x× 1 cells.
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(b) Angled cubic.
(c) Kelvin cell. (d) Octet truss.
Figure 6.55: Enlarged region of plots of the first layer of cells in a cubic, angled
cubic, Kelvin cell and octet truss mesh.
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Figure 6.56: Small elements caused by the presence of the extra nodes in the octet
truss lattice.
incorrectly angled/joined elements should not cause a major error in the results, almost every
strut (at the correct angle) contains extra nodes in the octet truss lattice, and so a significant
error is seen in the results.
The allocation of extra nodes in the mesh is a problem stemming from the discretisation code,
which seems to occur only for elements in the yz-plane angled at 135◦ to the y-axis. Although
this points to some directional preference in the discretisation code, which is not ideal, it is
likely that this will not be an issue when discretising bone specimens. Even if the bone con-
tains beam elements at the correct angle, it is unlikely that there will be a large number and,
therefore, any error associated with the presence of the extra nodes should be small. Changing
the discretisation code is outside the scope of this work, however it is important to take note of
this possible error as an area of improvement for any future BSM codes.
Despite the fact that the apparent modulus and inner modulus results show a constant er-
ror of approximately −20%, the modulus ratio of the OT8-t2 lattice shows a good correlation
to the baseline value, with all modulus ratios at image sizes greater than 200 voxels falling
within the 10% error zone as shown in Figure 6.57. This is similar to the result obtained in the
K8-t2 VBM simulation (see Section 6.2.6), albeit for different reasons. The extra nodes in the
mesh cause an error in both the apparent modulus and inner modulus, however, by taking the
ratio of these two values, the error inherent in both of the individual moduli is “cancelled out”.
As such, a good prediction of the modulus ratio is obtained.
6.3.2.2 Variation due to constraint
Tables 6.9 and 6.10 show the baseline results for the apparent modulus and modulus ratio of
the OT8-t2 lattice in various configurations. As expected, the octet truss lattice showed some
sensitivity to constraint, but not as much as the Kelvin cell lattice. Similar to the Kelvin cell
lattice, the modulus ratio decreases to a value below 1 when the top and bottom surfaces of
the uncropped lattice are constrained, however when the cropped lattice is constrained, the








5 5.5 6 
y 
CHAPTER 6. VALIDATION RESULTS AND DISCUSSION 106
Image size

























Figure 6.57: Modulus ratio results for an uncropped, unconstrained OT8-t2 lattice
at varying image sizes.
Table 6.9: Baseline results for the apparent modulus of the uncropped and cropped
OT8-t2 lattices in the unconstrained and constrained conditions, including the per-
centage increase in constrained apparent modulus from unconstrained apparent
modulus.
Unconstrained (MPa) Constrained (MPa) Increase (%)
Uncropped 33.45 36.75 9.865
Cropped 34.35 43.16 25.65
Table 6.10: Baseline results for the modulus ratio of the uncropped and cropped
OT8-t2 lattices in the unconstrained and constrained conditions, including the per-
centage increase in constrained modulus ratio from unconstrained modulus ratio.
Unconstrained Constrained Increase (%)
Uncropped 1.081 0.8752 -19.04
Cropped 1.106 1.140 3.074
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Figure 6.58: Modulus ratio results for an uncropped, constrained OT8-t2 lattice
at varying image sizes.
The uncropped, constrained lattice has a modulus ratio which is significantly different from the
other lattice configurations because it is less than 1 (Table 6.10). Although the apparent moduli
predicted by the analysis cycle for this lattice show the same −20% offset as the uncropped,
unconstrained lattice, the predicted modulus ratio remains excellent, with all representative
image results falling within the 10% error zone as shown in Figure 6.58. As such, it can be said
that even though the analysis cycle does not provide a very accurate prediction for the apparent
modulus of the octet truss lattice, it consistently provides excellent predictions for the modulus
ratio, even when a significant change in behaviour is present.
6.3.3 Summary and significance of results
Overall, the analysis cycle provided excellent results for the cubic and octet truss lattices in all
their various topologies and test configurations. Similar to the Kelvin cell lattices, the cubic
and octet truss lattices produced results with high error at small image sizes and results with
low error at large image sizes. Additionally, familiar error surges may be detected in the cubic
and octet truss lattices. These error surges may be attributed to over- or under-estimation of
beam cross-sectional properties stemming from the rasterisation of the images.
The notable features in the cubic lattice results are summarised as follows:
• Variation due to strut diameter: At large image sizes, the cubic lattice showed a
significant increase in error. This error stems from the erroneous inclusion of shell elements
in the mesh which had zero nodal thickness. These shell elements are removed in a
post-processing step, which allows the simulation to run, but produces inaccurate results
because the structure is not well-represented. It was concluded that this phenomenon
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does not pose a problem to the bone simulations, as there were no zero thickness shell
elements included in the bone meshes.
• Variation due to constraint: The analysis cycle accurately captured the insensitivity
of the cubic lattice to constraint in all configurations. This proves that the lattice is
well-represented in the FE mesh and lends confidence to the methodology.
• Variation due to angle: The angled cubic lattice was shown to be exceptionally sensitive
to constraint, with increases in apparent modulus and modulus ratio values of up to 675%.
Despite this massive range of behaviour, the analysis cycle captured the response of the
various lattice configurations to within 15%.
The notable features in the octet truss lattice results are summarised as follows:
• Additional nodes: It was found that the analysis cycle predictions for apparent and
inner modulus were consistently approximately −20% off from the baseline value. This
phenomenon is caused by the inclusion of a significant number of additional (and unnec-
essary) nodes in the mesh, which cause erroneous deformation mechanisms in the lattice
and, consequently, decrease the simulated moduli. These additional nodes are only added
to struts in the yz-plane, oriented at 135◦ to the y-axis, therefore this underestimation in
modulus is unlikely to occur in bone simulations. Despite the underestimation of apparent
and inner moduli, the predictions for modulus ratio were consistently excellent.
• Variation due to constraint: The analysis cycle accurately captured the modulus ratios
of the octet truss lattice for all levels of constraint.
As with the Kelvin cell lattice, the results from the cubic and octet truss lattice analyses
provide a great deal of confidence in the developed methodology. Although there are some
phenomena which merit further investigation, such as the directional preference of additional
node allocation, this work has shown that the analysis cycle is capable of accurately
capturing the response of a wide variety of structures, with a range of directional
dependence and constraint sensitivity.
Chapter 7
Bone Results
This chapter presents the results generated during the simulation of the bone specimens. Due
to the large difference in size and, consequently, behaviour between the bone specimens, the
results for the standard (φ10 mm) specimens are displayed separately to the results for the
large (φ20 mm and φ28 mm) specimens. The resource allocation required for the analysis of
the bone specimens is presented after the modulus results.
In addition to the above, microstructural indices for the bone specimens are presented in ref-
erence to the experimental, BSM and VBM results. Finally, the results from the investigation
into the variation of apparent modulus with voxel size, segmentation technique and boundary
conditions are presented toward the end of this chapter.
7.1 Standard specimens results
106 specimens from the data set obtained from Hilton [3] were run through the analysis cycle1.
88 specimens (83%) were discretised and simulated successfully. The remaining 18 specimens
could not be discretised by the BSM code and, therefore, simulations of these specimens could
not be performed. Figure 7.1 shows the results of the beam-shell simulations compared to
the experimental results for the standard specimens. The experimentally determined apparent
moduli range between 85.3 MPa and 891 MPa, whereas the simulated apparent moduli range
between 9.50 MPa and 343 MPa.
The results of the VBM simulations compared to the experimental results are shown in Figure
7.2. All 106 specimens were discretised and simulated successfully using the VBM, but the
failed BSM simulations are indicated in the figure for ease of comparison. The experimentally
determined apparent moduli range from 85.3 MPa to 1.12 GPa, whereas the VBM apparent
moduli range from 15.1 MPa to 1.03 GPa.
1The data set obtained from Hilton contained 110 standard specimens, however 4 specimens could not be used
for the current work due to missing/corrupt micro-CT scans. The complete bone specimen list may be found in
Appendix H
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Apparent modulus - experiment (GPa)




























Figure 7.1: Comparison of BSM and experimental results for standard bone spec-
imens. Failures are included on the x-axis and are marked with a red “X”.
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7.2 Large specimen results
The experimental data set contained nine φ20 mm specimens and eight φ28 mm specimens,
making a total of 17 large specimens. Seven φ20mm specimens and four φ28mm specimens were
successfully discretised and simulated using the BSM. Four of the failed specimens could not be
discretised by the beam-shell code, whereas two of the specimens were successfully discretised,
but could not be simulated due to memory constraints. Figure 7.3a shows the BSM apparent
modulus results, which are skewed due to the presence of an outlier. As such, Figure 7.3b shows
an enlarged region2 of Figure 7.3a, which excludes the major outlier. The experimental results
range between 21.2 MPa and 390 MPa, whereas the BSM results range between 0.310 MPa
and 43.0 MPa, excluding the outlier.
The modulus of an inner φ10 mm core region was also determined for the large specimens,
as a measure of the effective modulus of the specimen. The BSM inner modulus results are
displayed in Figure 7.4. There is no clear outlier in the inner modulus results as there was in
the apparent modulus results, however the comparison of the range of the experimental results
to the BSM results for the inner modulus is similar to that of the apparent modulus results.
The experimental results range from 70.9 MPa to 725 MPa, whereas the BSM results range
between 0.219 MPa and 39.4 MPa.
The results for the BSM modulus ratio, i.e. the ratio of the inner modulus to the apparent
modulus, are shown in Figure 7.5. Only three of the BSM ratios are above 1, suggesting that
the inner core of most of the specimens is more compliant than the whole, which does not
correlate to the experimental results.
As with the standard specimens, there were less failures using the VBM than there were using
the BSM. Of the 17 large specimens which were simulated, only one specimen failed to simulate
using the VBM, as the memory required for the simulation exceeded the available memory on
the computer used for this work. Figure 7.6a shows the apparent modulus results using the
VBM. The presence of an erroneous negative results skews the results shown in Figure 7.6a,
hence an enlarged region of the graph which excludes the erroneous data point is shown in
Figure 7.6b. The experimental results range between 59.4 MPa and 390 MPa, whereas the
VBM values range between 12.1 MPa and 157 MPa, excluding the negative value.
The inner modulus results for the large VBM simulations are shown in Figure 7.7. As with
BSM simulations, there is no outlier in the VBM inner modulus results, despite the presence
of an outlier in the apparent modulus results shown in Figure 7.6. The experimental results
range from 60.3 MPa to 725 MPa, whereas the simulation results range from 5.56 MPa to
163 MPa.
The modulus ratio results for the large VBM simulations are shown in Figure 7.8. There are
more specimens which have a ratio greater than 1 than there were in the BSM results, however
more than half of the VBM ratios fall below 1, which does not correlate to the experimental
results.
2The range of the BSM results is approximately one tenth the range of the experimental results. In order to
improve readability of the graphs, the scales of the axes are not equivalent.
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Apparent modulus - experiment (GPa)





























(a) Full result set.
Apparent modulus - experiment (GPa)































Figure 7.3: Comparison of BSM and experimental results for large bone specimens.
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Inner modulus - experiment (GPa)



























Figure 7.4: Comparison of BSM and experimental results for the inner core of the
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Figure 7.5: Comparison of BSM and experimental results for the modulus ratio of
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Apparent modulus - experiment (GPa)


























(a) Full result set.
Apparent modulus - experiment (GPa)






























Figure 7.6: Comparison of VBM and experimental results for large bone speci-
mens. Failures are included on the x-axis and are marked with a red “+”.
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Figure 7.7: Comparison of VBM results for the inner core of the large bone
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Figure 7.8: Comparison of VBM and experimental results for the modulus ratio
of the large bone specimens. Failures are included on the x-axis and are marked
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Figure 7.9: Time taken for discretisation of the standard bone specimens using
the BSM and VBM. Results shown in ascending order of BSM time.
7.3 Resource usage
The computational expense of the simulations is quantified by considering two factors, namely
the time taken for the analysis and the memory requirements of the analysis. The results from
the time and memory usage for both the BSM and VBM simulations are presented in this
section.
7.3.1 Time
Figure 7.9 shows the time taken for the discretisation of the standard bone specimens using the
BSM and VBM. The BSM is clearly significantly more time consuming than the VBM during
discretisation, with the time taken for the BSM discretisation ranging from 2−172 minutes and
the time taken for the VBM discretisation taking 0.3− 9 minutes. The average time taken for
discretisation using the BSM is 26 minutes, whereas the average time for the VBM is 1 minute.
In contrast, the time taken to simulate a VBM mesh is generally significantly longer than the
time taken to simulate a BSM mesh, as is shown in Figure 7.10. The simulation times for
the BSM range from 0.2− 51 minutes, whereas the VBM simulation times range from 1− 292
minutes. The average time taken for a BSM simulation is 9 minutes; the average time taken for
a VBM simulation is 43 minutes.
Figure 7.11 shows the total time taken for the discretisation and simulation of the specimens.
Although the time taken for the BSM and VBM analyses is relatively similar for the majority
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Figure 7.10: Time taken for simulation of the standard bone specimens using the
BSM and VBM. Results shown in ascending order of BSM time.
of the specimens, the BSM analysis took less time than the VBM analysis for 61.4% of the
specimens.
Due to the significant difference in size between the standard specimens and the large speci-
mens, the time taken for the discretisation and simulation of the large specimens is considered
separately to that of the standard specimens. Figure 7.12 shows the time taken for the dis-
cretisation of the large specimens. The average time taken for the BSM discretisation was 142
minutes, whereas the average time taken for the VBM discretisation was 3 minutes.
The time taken for the simulation of the large specimens is shown in Figure 7.13. The average
time for the BSM simulations was 14.6 minutes, and the average time for the VBM simulations
was 418 minutes, which is a 28-fold increase on the BSM time.
The total time taken for the discretisation and simulation of the large specimens is shown in
Figure 7.14. Despite the fact that the VBM has a much shorter discretisation time than the
BSM, 82% of the specimens were analysed faster with the BSM than they were with the VBM.
For both the standard specimens and the large specimens, the VBM discretisation was quicker
than the BSM discretisation, however the time saved by the BSM during simulation meant that
the majority of specimens were analysed faster with the BSM than they were with the VBM.
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Figure 7.11: Total time taken for discretisation and simulation of the standard
bone specimens using the BSM and VBM. Results shown in ascending order of BSM
time.
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Figure 7.12: Time taken for discretisation of the large bone specimens using the
BSM and VBM.
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Figure 7.13: Time taken for simulation of the large bone specimens using the BSM
and VBM.
Bone specimens


















Figure 7.14: Total time taken for discretisation and simulation of the large bone
specimens using the BSM and VBM.
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7.3.2 Memory
It is important to consider not only the time taken for the analysis cycle, but also the memory
allocation required for the simulations. A base memory of 700M3 words4 was allocated to all
the simulations, however it was found that this value was not sufficient in all cases.
The small specimens were successfully simulated with the VBM using the 700M word allo-
cation, however during the simulation their stiffness matrices were factorised in out-of-core
mode5 due to insufficient memory, which severely decreased performance and increased the
time taken for the simulations. In contrast, the 700M word allocation was sufficient for the
small specimens simulated using the BSM, and allowed the stiffness matrices to be factorised
in-core.
Both the VBM and BSM suffered from memory issues when the large specimens were sim-
ulated. Memory allocations of 2000M to 4000M words were necessary for the large specimens
to run successfully using the VBM, however these increased values were still not sufficient for
in-core factorisation of the stiffness matrix. In some cases, the required memory allocation was
beyond the specifications of the computer used for the work. The base memory allocation was
also not sufficient for some of the large specimens simulated using the BSM, however increasing
the memory did not allow for successful simulation of these specimens.
7.4 Microstructural indices
The results for the microstructural indices analysis of the experimental results, BSM results
and VBM results6 are shown in Figures 7.15-7.19. Each figure represents a particular index,
with the subfigures showing how the experimental results, BSM results and VBM results vary
with respect to that index. Figures 7.15-7.19 represent the results for bone volume fraction,
trabecular thickness, trabecular separation, connectivity and connectivity density, respectively.
Various markers are used to illustrate the results in the subfigures: black squares represent the
experimental results, black circles represent the BSM results and blue squares represent the
VBM results.
In all of the microstructural indices results, the VBM shows the strongest correlation to the
indices, whereas the experimental results show a weak correlation or no correlation whatsoever.
The BSM results consistently fall between these two extremes.
As mentioned in Section 5.3, the shell-to beam ratio of the specimens was calculated directly
from the BSM mesh and used as an additional index. The results for the comparison of experi-
mental, BSM and VBM results to the shell-to-beam ratio are shown in Figure 7.20. Once again,
the experimental results show no correlation to this index, however there appears to be some
correlation between the simulation results and the shell-to-beam ratio, particularly at smaller
ratios.
3700M = 700 × 106
41 word = 2 bytes.
5Out-of-core mode involves storing the stiffness matrix on the hard drive, instead of just in memory, i.e. RAM.
6Note: Only the specimens which were successfully simulated using both the BSM and VBM are presented in
these graphs. Additionally, the outlier in the BSM results (see Figure 7.3a) and the negative result in the VBM
results (see Figure 7.6a), are not shown in the microstructural indices graphs.
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Tb.Th (pixels)























































































Figure 7.16: Comparison of apparent modulus results and mean trabecular thick-
ness.
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Tb.Sp (pixels)























































































Figure 7.17: Comparison of apparent modulus results and mean trabecular sepa-
ration.
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Connectivity























































































Figure 7.18: Comparison of apparent modulus results and connectivity.
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Connectivity density (pixel-3) #10-3






























Connectivity density (pixel-3) #10-3




























Connectivity density (pixel-3) #10-3
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Shell-to-beam ratio























































































Figure 7.20: Comparison of apparent modulus results and shell-to-beam ratio.
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(a) 20 µm. (b) 40 µm. (c) 80 µm.
Figure 7.21: Comparison of micro-CT scans of specimen 477 at varying voxel
sizes.
(a) 20 µm. (b) 40 µm. (c) 80 µm.
Figure 7.22: Comparison of micro-CT scans of specimen 518 at varying voxel
sizes.
7.5 Voxel size analysis
In order to investigate the variation caused by increasing voxel size, two bone specimens were
scanned at three different voxel sizes. Segmented, cropped images from the micro-CT scans are
shown for specimens 477 and 518 in Figures 7.21 and 7.22, respectively.
The microstructural indices obtained from the scans of varying voxel sizes are shown in Table
7.1. The apparent modulus results from the voxel size analysis are shown in Table 7.2.
Table 7.1: Microstructural indices for different voxel sizes.
Sample number
Voxel size BV/TV Mean Tb.Th Mean Tb.Sp
µm Pixels µm Pixels µm
477
20 0.339 10.9 218 29.4 588
40 0.347 5.82 233 14.8 592
80 0.405 3.73 298 7.10 568
518
20 0.316 11.2 224 16.2 324
40 0.317 6.32 253 16.6 664
80 0.365 3.90 312 8.46 677
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Table 7.2: Apparent modulus results for different voxel sizes. Failed simulations
are indicated with a dash (-).
Apparent modulus (MPa)
Sample number 20 µm 40 µm 80 µm
477 - 94.1 105
518 - 84.6 96.1
Apparent modulus - experiment (GPa)


























Figure 7.23: Comparison of BSM and experimental results for standard bone
specimens segmented using the Optimise Threshold function. Failures are included
on the x-axis and are marked with a red “X”.
7.6 Segmentation analysis
The apparent modulus results from the alternative segmentation using the Optimise Threshold
function are shown in Figure 7.23. There is clearly more scatter in the results produced by
the Optimise Threshold function than in the Make Binary results shown in Figure 7.1. Of the
106 standard specimens, there were 10 discretisation failures, which is less than the 18 failures
resulting from the Make Binary images.
The modulus ratio results produced using the Optimise Threshold segmentation are shown in
Figure 7.24. These results are almost identical to the equivalent Make Binary results shown in
Figure 7.5, with the analysis cycle predicting a modulus ratio below 1 for most of the specimens.
In addition to the standard boundary conditions, a lateral constraint was added to the top and
bottom surfaces of the specimens to determine if the sensitivity of the specimens to constraint
was affected by the method used for image segmentation. Figure 7.25 shows the variation of
the apparent modulus with boundary condition when the Optimise Threshold function is used
for segmentation. Similarly, Figure 7.26 shows the variation of the modulus ratio results with
boundary condition. Neither the variation in apparent modulus, nor the variation in modulus
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Figure 7.24: Comparison of BSM and experimental modulus ratio results for
large bone specimens segmented using the Optimise Threshold function. Failures
are included on the x-axis and are marked with a red “+”.
Experimental results (GPa)





















Figure 7.25: Comparison of BSM and experimental results for standard bone spec-
imens segmented using the Optimise Threshold function with a lateral constraint
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Figure 7.26: Comparison of experimental and BSM modulus ratio results for large
bone specimens segmented using the Optimise Threshold function with a lateral
constraint on the top and bottom surfaces.
7.7 Boundary condition analysis
The results from the boundary condition analysis are divided into two sections, for the standard
specimens and large specimens, respectively. The apparent modulus is displayed for the standard
specimens, whereas the inner modulus is displayed for the large specimens as the effect of the
boundary condition on the apparent modulus is captured in the standard specimen results.
Additionally, the modulus ratio is displayed for the large specimens, so the effect of the boundary
conditions on the interplay between the inner modulus and apparent modulus may be discussed.
7.7.1 Standard specimens
The standard specimen results from the boundary condition analysis are shown in Figure 7.27,
with legend terminology as indicated:
• T - constraint applied on top surface
• B - constraint applied on bottom surface
• TB - constraint applied on top and bottom surfaces simultaneously
• lat - lateral constraint applied
• rot - rotational constraint applied
• lat/rot - lateral and rotational constraint applied simultaneously
• a 
• a a 
• a 
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Table 7.3: Average increase in stiffness experienced by the bone specimens due to
the addition of lateral and rotational constraints. Increase is determined relative to
the “Standard” boundary condition.












Lateral and rotational 16.1
Table 7.4: Average change in inner stiffness experienced by the large bone spec-
imens due to the addition of lateral and rotational constraints. Change is deter-
mined relative to the “Standard” boundary condition. Any boundary condition
which caused both an increase and decrease in inner modulus of the specimens is
marked with an asterisk (*).












Lateral and rotational 46.2
Table 7.3 shows the average percentage increase in stiffness of the bone specimens when a
particular boundary condition is applied.
It is clear from Figure 7.27 and Table 7.3 that a combined lateral and rotational constraint
applied on the top and bottom surface of the specimen has the greatest impact on the stiffness
of the specimen, followed closely by a lateral only constraint applied on the top and bottom
surfaces of the specimen. The other constraints have a much less significant impact on the
results, and all show average increases of 5.5% or less.
7.7.2 Large specimens
The inner modulus results from the boundary condition analysis of the large specimens are
shown in Figure 7.28 and the average change in the inner modulus results with varying bound-
ary condition is shown in Table 7.4. This table differs from Table 7.3 in that it documents the
absolute change in the results, as opposed to the increase in results. This distinction is impor-
tant, because some of the inner moduli decreased in magnitude with an increase in constraint,
which was not seen in the apparent modulus results shown in Figure 7.27.
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Inner modulus - experiment (GPa)

































(a) Full result set.
Inner modulus - experiment (GPa)


































Figure 7.28: BSM results for inner modulus of large specimens simulated using a
variety of boundary conditions. A region of (a) has been enlarged in (b) to better
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Table 7.5: Average change in modulus ratio of the large bone specimens due to
the addition of lateral and rotational constraints. Change is determined relative to
the “Standard” boundary condition. Any boundary condition which caused both an
increase and decrease in inner modulus of the specimens is marked with an asterisk
(*).












Lateral and rotational* 9.93
As with the apparent modulus results shown in Figure 7.27, a combined lateral and rotational
constraint applied simultaneously on the top and bottom surface of the specimen generally had
the greatest impact on the inner modulus of the specimens. In some cases, a lateral and rota-
tional constraint applied only on the top surface had a greater impact than the same constraint
applied on the top and bottom surfaces simultaneously. The constraints that had a significant
(> 20%) impact on the inner modulus are lateral constraints on the top surface and combined
surfaces (i.e. top and bottom) as well as lateral and rotational constraints on the top surface
and combined surfaces. The influence of the other boundary conditions was much less signifi-
cant, showing a maximum change of only 9%.
The modulus ratio results from the boundary condition analysis are shown in Figure 7.29 and
the average change in modulus ratio with varying boundary conditions is shown in Table 7.5.
All of the boundary conditions caused an alternating increase and decrease in the modulus ratio
results, depending on specimen.
It is clear that the addition of constraints has a significant effect on some of the large specimens.
In particular, three of the specimens which had a modulus ratio less than 1 using the standard
boundary conditions showed a modulus ratio above 1 with increased constraints. Additionally,
one of the specimens, the results for which are displayed in Figure 7.29b, showed an increase in
modulus ratio from 0 to 0.8−0.9 with the addition of constraints on the bottom surface. Unlike
the apparent and inner moduli results, the greatest change in modulus ratio was experienced
when a lateral constraint was added to the top surface of the specimen, as shown in Table
7.5. However, there is some variation in the way the various boundary conditions affect each
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A variety of simulations were performed in order to investigate the performance of the beam-
shell method (BSM) in predicting the apparent and inner (or effective)1 moduli of trabecular
bone. The discussion of the results is divided into sections detailing the performance of the BSM
when compared to experimental results (Section 8.1), the performance of the BSM compared
to the voxel-based method (VBM) (Section 8.2), the microstructural indices analysis (Section
8.3) and the effect of various factors on the performance of the BSM (Section 8.4). Finally, the
differences between the results in the current work and the results produced by Vanderoost, et
al [2] are discussed (Section 8.5).
8.1 BSM vs experimental
Simulating the full bone specimens, as opposed to cropped regions from the specimens, allowed
the simulation results produced by the BSM to be compared to the experimental results ob-
tained from Hilton [3]. This section investigates the performance of the BSM in relation to the
experimental results for the standard bone specimens and large bone specimens separately, so
that comparisons between apparent and inner moduli may be highlighted in the corresponding
sections.
8.1.1 Standard specimens
Of the 106 standard specimens run through the analysis cycle, 88 were discretised and simu-
lated successfully. Some of the failures, such as specimens 165 and 461 can be explained by poor
segmentation (see segmented bone images in Appendix I), however overall the segmentation of
the bone specimens is satisfactory, indicating that research is required around making the BSM
more robust.
Figure 8.1 shows the standard specimen results obtained using the BSM, including a line of
best fit2. The BSM results for the specimens with experimental modulus less than 0.2 GPa are
relatively tightly grouped to the best fit line, however the scatter increases as the experimental
1In the current work, the effective modulus is taken to be equivalent to the inner modulus, based on the work
in [3, 15,83]. However, the term “inner modulus” is generally used instead of “effective modulus” for clarity.
2The line of best fit was determined using a log-normal analysis. For more information on the process, see
Appendix J.
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modulus increases. Significant scatter is seen at experimental moduli greater than 0.4 GPa,
with the maximum deviation from the best fit line being 392%. Despite the scatter, a significant
portion (60.9%) of the data points show good agreement3 to the best fit line, as indicated by
the 50% error region in Figure 8.1.
It is clear from Figure 8.1 that there is not a 1 : 1 correlation between the BSM results and the
experimental results as the line of best fit has a gradient of m = 0.121. Although this means
that the values of the simulated moduli differ significantly from the experimental moduli, it
is not indicative of a loss of accuracy in the BSM. Because the Young’s modulus of the bone
specimens is unknown, an arbitrary Young’s modulus of 1 GPa was allocated to the simulations.
If the Young’s modulus value is increased to 8.30 GPa, the results are scaled accordingly and
a 1 : 1 correlation is obtained, albeit with more scatter in the results4. This back-calculated
Young’s modulus is well within the range of Young’s moduli for trabecular bone reported in the
literature (see Section 2.5.2), which indicates that the values predicted by the BSM are realistic.
The difference in value of the BSM results compared to the experimental results is, therefore,
not a concern and emphasis should instead be placed on the degree to which the results deviate
from the trend line.
Although viewing the bone results on a single graph provides information about the overall
scatter of the results, this graph represents the amalgamation of three different sets of bone
tests, namely the defatted, marrow and confined tests as described in Section 2.6.2. As such, it
is important to view the results in these respective subsets, as is shown in Figure 8.2. In these
graphs, the results for all the specimens are shown, however the specimens in the subset being
considered (i.e. defatted, marrow or confined) are represented with coloured markers, namely
red, blue and pink, respectively. Similarly, the line fit for the full data set is provided on the
graph as a grey dashed line, while the line fit for the subset being considered is shown as a solid
black line.
It is clear from Figure 8.2 that the defatted specimens show the least scatter of the three differ-
ent types of bone tests. This result makes sense if the micro-CT scans of the different specimen
types are considered, as illustrated in Figure 8.3. Because the marrow has been removed from
the defatted specimens, there is a clear distinction between bone and non-bone voxels, which
leads to good, consistent segmentation as demonstrated in Figures 8.3a and 8.3b. In contrast,
the specimens which still contain marrow (i.e. the marrow and confined specimens) have a less
clear distinction between bone voxels and non-bone voxels as the grayscale value of the marrow
voxels falls somewhere between the two. This leads to the misidentification of marrow voxels
as bone voxels in some specimens, which would result in a thicker structure as demonstrated
in Figures 8.3c and 8.3d and, consequently, a higher apparent modulus. These higher moduli
increase the scatter, as seen in Figure 8.2b and 8.2c. Additionally, it is important to note that
the confined specimens were experimentally tested with the aid of an aluminium collar [3]. Al-
though it was found that this collar did not provide the required confinement from the start
of the compression test, it is likely that the collar did provide a confinement effect once the
specimen had compressed and laterally expanded. As a result, there may be some variation in
the experimental results for the confined specimens, which would further increase the scatter.
3The bone results cannot be judged by the same standards as the lattice results, as the bone is far more
structurally complex and the Young’s modulus is unknown. Additionally, the agreement of the data points to the
best fit line varies based on which regression technique is used. Consequently, the bone results were considered
to show “good agreement” to the experimental results if they showed an error of less than 50% as measured from
the best fit line.
4This relationship was confirmed for both the BSM and the VBM.
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Apparent modulus - experiment (GPa)
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Figure 8.2: Comparison of BSM and experimental results for defatted, marrow
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(a) 13 - grayscale. (b) 13 - binary. (c) 26 - grayscale. (d) 26 - binary.
Figure 8.3: Comparison of a defatted (specimen 13) and marrow (specimen 26)
image slice with corresponding segmentation. Figures (a) and (c) show the grayscale
images, while figures (b) and (d) show the segmentation of the image slices using the
Otsu method. Clear overthickening of the marrow specimen as a result of improper
segmentation is visible in (d).
The overthickening of the marrow-inclusive bone specimens during segmentation can be con-
firmed by observing the images associated with the six outlying results in the confined graph,
as shown in Figure 8.4. If the widths of the trabeculae in the grayscale images are compared to
the segmented trabeculae, it is clear that all the specimens experience general overthickening of
their trabeculae during segmentation. Additional overthickening may be seen in specific regions
of the binarised images. For example, Figures 8.4b, 8.4f, 8.4j and 8.4l show additional over-
thickening around the circumference of the specimen5, while Figure 8.4d shows specific regions
of overthickening within the specimen. A combination of the general overthickening and local
regions of overthickening is responsible for the scatter seen in the marrow-inclusive specimens.
Considering these results, it is likely that there would be less scatter in the BSM results if all
the specimens were defatted before scanning or if the quality of the segmentation was better.
Another observation which can be made from Figure 8.3 is that the marrow and confined spec-
imens both show higher apparent moduli, on average, than the defatted specimens. A similar
phenomenon was noted in the results from the experimental work [3]. Although the simula-
tion results seem to correlate with the experimental results in this regard, it is important to
remember that the marrow is removed from the structure during segmentation and, hence, is
not included in the simulation. As such, even though similar phenomena are present in the
experimental and simulation results, the experimental increase is due to the marrow lending
stiffness to the structure, whereas the simulation increase is due to poor segmentation of the
marrow from the bone.
It is important to acknowledge here that some of the variation in the data may stem from
a lack of accuracy in the experimental results, rather than the numerical results. Although this
is a possibility which must be acknowledged, the work by Hilton [3] has been reviewed by two
international examiners and was awarded a distinction due to its excellent quality. As a result,
for the duration of the current work, the experimental results by Hilton [3] are viewed as a solid
and reliable standard against which to compare the numerical results.
5The circumferential overthickening is caused by a combination of machining artifacts, which are discussed in
Section 8.4.1, and global segmentation issues as mentioned in Section 2.2.2, where the outer edge of the specimen
tends to be overthickened compared to the inner region [14].
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(a) 19 - grayscale. (b) 19 - binary. (c) 38 - grayscale. (d) 38 - binary.
(e) 77 - grayscale. (f) 77 - binary. (g) 90 - grayscale. (h) 90 - binary.
(i) 324 - grayscale. (j) 324 - binary. (k) 394 - grayscale. (l) 394 - binary.
Figure 8.4: Comparison of confined specimen images with corresponding segmen-
tation. Figures (a), (c), (e), (g), (i) and (k) show the grayscale images, while figures
(b), (d), (f), (h), (j) and (l) show the segmentation of the image slices using the
Otsu method.
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Figure 8.5: Comparison of BSM and experimental results for the modulus ratio
of the large bone specimens with data labels. Outlying result not pictured.
8.1.2 Large specimens
Both the apparent and inner moduli were determined for the large bone specimens, which
presented the novel opportunity to determine the ratio of the inner modulus to the apparent
modulus and compare this ratio to equivalent experimental results. The modulus ratio is a
useful metric to consider, as it removes the influence of Young’s modulus from the results, and
thus provides a more direct comparison to the experimental results than either the apparent
or inner moduli. As such, more emphasis is placed on the modulus ratio results for the large
specimens than the apparent or inner moduli.
The modulus ratio results for the large specimen simulations using the BSM are shown in
Figure 8.5. According to the experimental results, all the specimens with the exception of spec-
imen 535 should have a modulus ratio greater than 1, however only two of the eleven specimens
show the correct relationship between their apparent and inner moduli (i.e. the experimental
and simulation ratios are both greater than 1 or the experimental and simulation ratios are
both less than 1). The simulated ratio for specimen 534 is 1.32, a decrease of 38% from the
experimental value of 2.13. Specimen 510 has a BSM ratio of 1.46, where the experimental ratio
is 1.31, a difference of only 12%.
Figure 8.6 shows the results for the apparent modulus and inner modulus for the large bone
specimens simulated using the BSM. There were too few data points for a reliable line fit to
be performed, however a dashed line has been added to the graph to highlight the results from
specimen 510, which was the most accurate data point produced by the BSM. If the line asso-
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ciated with specimen 510 is taken as a reference, it seems that the apparent modulus predicted
by the BSM (Figure 8.6a) is too large for the majority of the specimens, whereas the inner
modulus prediction (Figure 8.6b) is relatively good for most of the specimens. The idea that
the apparent modulus is being overestimated is strengthened by the fact that the apparent
modulus of specimen 534 is the closest result to the 510 line in Figure 8.6a, and 534 was the
only other specimen to show an accurate relationship between apparent and inner moduli. This
idea is further strengthened by the known issues caused by global segmentation, where tra-
beculae toward the outer edge of the specimen are overly thick compared to the trabeculae in
the centre of the specimen [14]. These overly thick regions cause an erroneous increase in the
apparent modulus, but are not taken into account when the inner modulus is calculated. As a
result of the increased apparent modulus, the predicted modulus ratio is lower than what was
experimentally measured.
Using the modulus ratio allowed a direct, unbiased comparison to be made between experi-
mental and simulation results. The BSM showed that it is capable of predicting the correct
relationship between apparent and inner modulus, however there is clearly still work required in
this area, as the correct relationship was only predicted for two of the eleven specimens. Con-
sidering the identified issues, it is likely that the accuracy of these results would be significantly
increased through the use of a different segmentation technique.
8.2 BSM vs VBM
Although the VBM has been called the computational “gold standard” method for Finite El-
ement simulations of trabecular bone, it is important to establish how accurately the VBM
predicted the apparent moduli of the bone specimens used in this study. As such, this section
compares the VBM results to the experimental results and discusses the comparison between
the BSM results and VBM results. Additionally, the resources required for the BSM and VBM
discretisation and simulation are discussed here.
8.2.1 Standard specimens
Figure 8.7 shows the standard specimen results obtained using the VBM, including a trend line
calculated as described in Appendix J6. Only the results which ran successfully using the BSM
are shown in this graph to provide a basis of comparison to the BSM results. Overall, there
is much less scatter in the VBM results than was seen in the BSM results, with 69.0% of the
specimens lying within the 50% error envelope. This number increases to 80.5% if the gradient
of the line fit is increased to 0.28. A noticeable feature in the VBM graph is the presence of
six significant outliers. Although specimen 332 was similarly positioned in the BSM results, the
significant outliers above the trend line were not seen in the BSM results. The maximum error
associated with these outliers is 674% for specimen 19.
If the graphs corresponding to the defatted, marrow and confined specimens shown in Figure
8.8 are considered, it is clear that three of the significant outliers in the VBM results stem
from defatted specimens (Figure 8.8a). The maximum outlier in the confined VBM results,
specimen 19, corresponds to the maximum outlier in the confined BSM results shown in Figure
6The log-normal line fit does not fit the VBM data as well as it fit the BSM data. However, a least-squares
line fit was not representative of the VBM data due to the influence of the outliers. Consequently, to ensure
consistency between the BSM and VBM graphs, the log-normal line fit was maintained for the VBM data.
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510 line: y = 0.0465x
(a) Apparent modulus.
Inner modulus - experiment (GPa)



































510 line: y = 0.0520x
(b) Inner modulus.
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Figure 8.7: Comparison of VBM and experimental results for standard 10 mm
bone specimens with line fit. Only specimens which were simulated successfully
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8.2c, and may therefore be attributed to poor image segmentation as shown in Figures 8.4a-8.4b
and/or an erroneous experimental result. However, the BSM simulations provided good results
for specimens 13, 15, 25 and 502, which makes these outliers in the VBM results particularly
interesting.
Image slices for the outlying VBM bone specimens are shown in Figure 8.9. Although there is
slight overthickening around the circumference of specimen 13, the other specimens all appear
to be well-segmented, with any overthickening effects being concentrated in small regions. So
why does the BSM produce good results for these specimens, when the VBM does not? As
with the lattices, which were discussed in Section 6.2.6, the answer may be found in the way
the meshes are created. The VBM creates a mesh directly from the scan by making each bone
voxel a solid element, whereas the BSM uses a thinning algorithm to discretise the structure
into beams and shells and then infers the cross-sectional properties of an element based on the
group of voxels that make up that particular element. This means that overly thick areas along
an element will have less of an effect on the mesh, as the BSM considers the thickness of the
whole element and not just one particular region. In contrast, because of its direct approach,
the VBM has to take into account these overly thick areas, which will increase the apparent
modulus predicted by the method.
The same methodology which allows the BSM to mitigate the effects of small regions of over-
thickening, can work against it during general overthickening. If most of the specimen is overly
thick and only regions of the element are correctly segmented, the BSM will assign cross-sectional
properties correlating to the majority of the strut, i.e. the inferred cross-sectional properties
will be overly thick. The VBM will take the overly thick regions into account, but will also take
the well-segmented regions into account, which will mitigate the effect of the overthickening.
As a result, the marrow inclusive specimens, which tend to experience general overthickening,
show greater scatter in the BSM results shown in Figure 8.2b than they do in the VBM results
shown in Figure 8.8b.
As with the BSM results, the VBM defatted results in Figure 8.8a show a lower trend line
gradient than the marrow or confined trend lines in Figures 8.8b and 8.8c, respectively. This
confirms that the marrow inclusive specimens (i.e. marrow and confined in the graphs) experi-
ence general overthickening during segmentation, which leads to stiffer apparent moduli and a
corresponding increase in the gradient of the line of best fit.
Figure 8.10 shows the BSM and VBM results compared to the experimental results. The
gradient of the line fit for the VBM data (m = 0.240) is approximately twice as large as the
BSM line fit gradient (m = 0.121). Correspondingly, the back-calculated modulus for the VBM
(Ey = 4.16 GPa) is approximately half the size of the back-calculated BSM modulus (Ey = 8.30
GPa). This result indicates that the scaling factor of 1.605, which was suggested by Vanderoost,
et al [2] is not applicable to this data. Instead, a correction factor of approximately 2 is re-
quired. Wang, et al [87] attribute this difference in value (and consequent scaling factor) to an
underestimation in apparent modulus by the BSM, however the validation study in the current
work has shown that it may, in fact, be due to an overestimation by the VBM, rather than an
underestimation by the BSM (see Section 6.2.6). As a result, it is more likely that the increased
scaling factor in the current work is due to overthickening in the bone scans which is likely
more significant due to the larger voxel size [14] used for the micro-CT scans (80 µm vs 20 µm
in [2]). As discussed in Section 6.2.6, overthickening is likely to have a more significant effect
on the VBM than the BSM, leading to an increase in the apparent modulus produced by the
VBM and corresponding increase in the required scaling factor.
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(a) 13 - grayscale. (b) 13 - binary. (c) 15 - grayscale. (d) 15 - binary.
(e) 25 - grayscale. (f) 25 - binary. (g) 502 - grayscale. (h) 502 - binary.
Figure 8.9: Comparison of outlying VBM specimen images with corresponding
segmentation. Figures (a), (c), (e) and (g) show the grayscale images, while figures
(b), (d), (f) and (h) show the segmentation of the image slices using the Otsu
method.
In Figure 8.11, the BSM results are compared to the VBM results and the defatted, marrow and
confined specimens are indicated using black circles, blue squares and red diamonds, respec-
tively. There appears to be good correlation between the BSM and the VBM results for VBM
moduli less than 0.15 GPa. The correlation remains relatively good, albeit with slightly more
scatter, between 0.15 GPa and 0.2 GPa, after which the BSM results show an increase which
is not seen in the VBM results and, consequently, causes a break in the trend. This increase
corresponds to the increase in scatter seen in the BSM results in Figure 8.1, and can therefore
be attributed to a loss of accuracy in the BSM simulations. Additionally, there appear to be
some outliers in the graph, occurring at high VBM moduli and comparatively low BSM moduli,
which are labelled with their specimen number in Figure 8.11a. These outliers correspond to
the outliers in the VBM results seen in Figure 8.7, and therefore must be attributed to a loss of
accuracy in the VBM simulations. If the VBM outliers are removed, as shown in Figure 8.11b,
a strong linear correlation (R2 = 0.878) is obtained between the BSM and VBM results.
A similar comparison between the BSM and VBM was drawn in the paper by Vanderoost, et
al [2], however a log-log scale was used to show the comparison. In order to provide an equiva-
lent comparison, the BSM and VBM results in the current work were replotted using a log-log
scale and polynomial fit in Figure 8.12a and compared to the graph in the literature, as shown
in Figure 8.12b. Viewed in this way, the BSM appears to correlate better with the VBM than
in Figures 8.11-8.11b, however this author would argue that the log scale provides a skewed
representation of the difference between the results produced by the two methods, particularly
because a more complex curve is fitted to the data. Despite this, it is encouraging to see a
similar shape and similar correlation in the data generated for the current work (Figure 8.12a)
as in the data generated by Vanderoost, et al (Figure 8.12b).
Overall, the VBM has shown a better correlation to the experimental results than the BSM,
however there are clear issues present in both modelling methodologies. If an individual bone
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BSM: y = 0.1205x
VBM: y = 0.2403x
Figure 8.10: Comparison of BSM and VBM results to experimental results for
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(a) Full result set.
Apparent modulus - VBM (GPa)





























y = 0.920x - 0.0385
R2 = 0.878
(b) Enlarged region.
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Apparent modulus - VBM (MPa)

























y = x1.211 e-1.611
R2 = 0.9215
(a) Results generated by the author.
(b) Results generated by Vanderoost, et al [2].
Figure 8.12: Comparison of BSM results to VBM results using a log-log scale.
Figure (a) shows results generated in the current work, whereas Figure (b) shows
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specimen is scanned and simulated using either technique, an accurate result is by no means
guaranteed. Hence, it is imperative that results are viewed in the context of other experimental
and simulation results to gain an understanding of the accuracy of the simulated data point.
8.2.2 Large specimens
The apparent modulus and inner modulus results produced by the VBM for the large specimens,
displayed in Figures 7.7 and 7.7, show a much stronger trend than the equivalent BSM results,
shown in Figures 7.3 and 7.4. This may be due to the fact that more of the large specimens were
successfully simulated with the VBM, which makes the trend easier to distinguish, however the
fact that the VBM was capable of simulating so many more specimens than the BSM in and of
itself lends confidence to the discretisation method.
In order to provide a basis of comparison with the BSM, only the specimens which were suc-
cessfully simulated using the BSM are considered in this analysis. Figure 8.13a and 8.13b show
the apparent and inner moduli obtained using the VBM. Even with fewer results displayed,
the trend for the VBM data is easily distinguishable, which was not the case with the BSM
specimens, particularly the apparent modulus shown in Figure 8.6a. Additionally, specimens
537 and 538 do not show the low apparent or inner moduli seen when the BSM was used.
The modulus ratio results, along with their respective data labels, are shown in Figure 8.14.
Even though the apparent and inner moduli predicted by the VBM show strong trends, only
five of the eleven7 predicted ratios demonstrated the correct relationship between the apparent
and inner moduli. Moreover, only two of the predicted VBM ratios, namely specimens 510 and
512, showed less than 20% error when compared to the experimental results.
In order to compare the BSM to the VBM, both sets of modulus ratios are plotted in Figure
8.15. For each specimen, a line is drawn between the BSM result and VBM result to highlight
the difference in the results and distinguish the specimens from each other. It is clear that the
VBM predicts modulus ratios greater than 1 more often than the BSM, as is demonstrated by
specimens 498 and 503 and 512. Although these ratios are greater than 1 for the VBM, the
differences between the BSM and VBM ratios for specimens 498 and 503 are small and are due
in part to the inherent boundary condition in the VBM mesh8 which is not present in the BSM
mesh. The modulus ratios produced by the BSM when the boundary conditions are varied are
discussed in Section 8.4.3.
Despite the fact that the VBM produces more modulus ratios which are greater than 1, there
are multiple cases where the BSM provides a higher, and therefore more accurate, prediction of
the modulus ratio than the VBM. Specimens 504, 510, 514 and 534 all produce higher modulus
ratios using the BSM than they do using the VBM. The VBM outlier, specimen 535, is more
accurately simulated using the BSM, whereas the BSM outlier, specimen 513, is more accurately
simulated using the VBM.
Overall, both the BSM and the VBM proved to be capable of predicting the modulus ratio of
trabecular bone specimens, with the VBM more regularly predicting the correct relationship
between apparent and inner moduli than the BSM. Considering the VBM has accurately pre-
dicted the inner modulus of trabecular bone specimens in previous work [15, 83], the incorrect
7Note: Specimen 508 produced a negative result, so is not shown in Figure 8.14.
8The inherent boundary condition is discussed in Appendix G.
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Log-normal: y = 0.3342x
(a) Apparent modulus.
Inner modulus - experiment (GPa)






































Log-normal: y = 0.2186x
(b) Inner modulus.
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Figure 8.14: Comparison of VBM and experimental results for the modulus ratio
of the large bone specimens with data labels.
predictions provided by the VBM in this work must be due to the larger voxel size9 and issues
with segmentation as discussed in Section 8.1.2. These issues both impact the quality of the
image which, in turn, affects how well the Finite Element mesh represents the bone structure.
Consequently, if these factors are improved upon, the results produced by both discretisation
methods will improve.
8.2.3 Resource allocation
The primary reason the BSM was developed was to decrease the time and memory required for
Finite Element simulations of trabecular bone specimens [2]. This section compares the time
taken and memory used for the BSM and VBM simulations.
8.2.3.1 Time
The results in Section 7.3.1 clearly show that the VBM discretisation is significantly faster than
the BSM discretisation. On average, the BSM showed a 26-fold increase in discretisation time
over the VBM for the standard specimens and a 47-fold increase for the large specimens. The
increased discretisation time is the expected result as the BSM discretisation process is more
complex than the VBM discretisation process, and this phenomenon is mentioned explicitly in
9The results in previous studies were produced using scans with much smaller voxel sizes than was used in
this work. In [83], a voxel size of 22 µm was used; in [15], a voxel size of 37 µm was used; in the current work, a
voxel size of 80 µm was used.
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Figure 8.15: Comparison of experimental, BSM and VBM results for the modulus
ratio of the large bone specimens.
the paper by Vanderoost, et al [2].
It is important to note that one of the mesh refinement processes in the BSM analysis cy-
cle was not included in the VBM analysis cycle, which skews the discretisation time results.
This phenomenon is discussed in more detail in the following section. The removal of separable
components in the FE mesh, described in Section 3.2.2.2 and Appendix B, is an important step
in the analysis cycle as it removes unnecessary, and possibly problematic, free element clusters
from the mesh. The removal of free clusters was originally included in the VBM analysis cycle,
however it was found that MATLAB did not have the memory required to perform this type
of analysis for the large bone specimens. As such, to maintain consistency amongst the VBM
results, this section of code was removed from the analysis cycle for both the standard and large
bone specimens. This dramatically decreased the discretisation time for the VBM specimens.
For example: when the separable components code was included in the VBM discretisation pro-
cess, the time taken to discretise specimen 15 was 11 hours and 25 minutes; once this section
of code was removed, the time taken for the discretisation of the same specimen was 49 seconds10.
There is an argument to be made that the separable components code could be optimised,
however, for the purposes of this analysis the important item to note is that the BSM discreti-
10The time taken for the identification and removal of separable components is extremely high for the VBM
because of the number of nodes on each element as well as the number of elements in the mesh. Each element
produced using the VBM has 8 nodes, whereas the elements produced using the BSM have 2 nodes or 3 nodes.
As a result, for each element in the VBM mesh the separable components code has to check the elements list 8
times to find all the connected elements, whereas the list only needs to be checked 2 or 3 times in a BSM mesh.
Additionally, the code has to loop through significantly more elements in a VBM mesh, than it does in a BSM
mesh.
I 
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sation time includes the removal of separable components, whereas the VBM discretisation time
does not. Considering this fact, it is likely that the increase in discretisation time for the BSM
over the VBM is exaggerated in these results.
In contrast to the discretisation time, the BSM simulation time for the specimens was much
lower than the VBM simulation time. On average, the BSM showed a 5-fold decrease in sim-
ulation time over the VBM for the standard specimens and a 29-fold decrease for the large
specimens.
Despite the fact that the BSM discretisation took much longer than the VBM discretisation,
the time saved during the BSM simulation was significant. This meant that the time taken for
the combined BSM discretisation and simulation was lower than the equivalent VBM time for
61% of the standard specimens and 82% of the large specimens. Considering that the BSM
discretisation time includes the removal of separable components, where the VBM does not, it
is clear that the BSM is significantly more time-efficient than the VBM. The time-saving effect
of using the BSM is compounded with an increase in the size of the bone specimen, as there is
a significant increase in the time taken for the VBM simulation.
If multiple simulations are to be performed on a single bone specimen, there can be no argument
that the BSM is the better choice where time is concerned. Even with a single simulation, the
BSM is likely to be quicker than the VBM, especially as specimen size increases.
8.2.3.2 Memory
Both the BSM and VBM suffered from memory issues, albeit in different ways. The 700M word
base memory allocation was sufficient for the successful simulation of the small VBM specimens,
but was insufficient for the factorisation of the stiffness matrix during the simulation. The stiff-
ness matrix factorisation was forced to occur in out-of-core mode, which severely decreased the
performance and, consequently, increased the time taken for the simulations. The large VBM
specimens required memory allocations which were 185 − 471% bigger than the base memory
allocation. Even with the additional memory, the simulation for specimen 508 could not be
performed as it required a memory allocation beyond the specifications of the computer used
for the work.
The 700M word allocation was more than sufficient for the small BSM simulations, which
allowed the stiffness matrix to be factorised in-core and significantly reduced the time taken for
the simulations. However, the large BSM simulations also suffered from a memory issue. Be-
cause of the massive number of section definitions in the BSM meshes, a large amount of memory
is required to import the mesh information into LS-DYNA. For some of the large specimens, the
memory required to import the mesh is too high, which prevents the simulation from occurring.
This is different to the VBM memory issue, where the mesh is imported into LS-DYNA, but
there is insufficient memory to run the simulation. Despite increasing the memory allocation for
the large specimens, this BSM memory issue is responsible for 2 of the 6 large specimen failures.
Overall, the BSM specimens required and used much less memory for the simulation process
than the VBM specimens. However, the memory issues discovered while simulating the large
specimens, using both the BSM and VBM, provide a barrier to successful FEA of trabecular
bone which necessitates further research.
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8.3 Microstructural indices
The results for the microstructural indices analysis of the experimental results, BSM results and
VBM results are shown in Figures 7.15-7.19. This comparison of experimental, BSM and VBM
apparent moduli to microstructural indices is, to the knowledge of the author, the first of its
kind in the literature11. The comparison between the apparent moduli microstructural indices
for the experimental, BSM and VBM results is significant. When considering the experimental
results, there appears to be a weak connection between the bone volume fraction (Figure 7.15a)
and the apparent modulus, as well as the trabecular separation (Figure 7.17a) and the apparent
modulus, however there is no discernible link between the other microstructural indices and the
experimental results as shown in Figures 7.16a, 7.18a and 7.19a.
In contrast, the VBM results show a strong connection to the bone volume fraction (Figure
7.15c), trabecular thickness (Figure 7.16c) and trabecular separation (Figure 7.17c), which
matches reports in the literature [67]. Similar to the VBM results, the BSM results show a
correlation to the bone volume fraction (Figure 7.15b), trabecular separation (Figure 7.17b)
and, to a lesser degree, the trabecular thickness (Figure 7.16b). The BSM correlation to the
trabecular separation and trabecular thickness is not as strong as the VBM correlation, but
a trend is clearly distinguishable from the data. Neither the BSM nor the VBM showed any
discernible link between the apparent modulus results and the connectivity or connectivity den-
sity, which correlates with reports in the literature [63].
Figure 8.16 shows a comparison of the experimental, BSM and VBM results to the bone volume
fraction and includes a least squares curve fit for each data set. A straight line was fitted to
both the experimental and VBM results, however an exponential curve provided the best fit to
the BSM data. There is too much scatter in the experimental data for any useful inferences to
be made regarding the connection between experimental results and bone volume fraction. The
scatter in the BSM and VBM graphs is significantly less than the scatter in the experimental
results graph, with both data sets showing a correlation coefficient greater than 77%. The
decreased scatter in the simulation results is expected as both modelling methods are based
directly on the identification of bone voxels in the TIFF stack, which is a similar process to the
calculation of the bone volume fraction. The scatter should be particularly small in the VBM
results, as is shown in Figure 8.16c as an element is created for each bone voxel in the TIFF
stack.
Assuming that there is a linear relationship (weak or strong) between the bone volume fraction
and the apparent modulus, as is suggested by the results produced by the experimental results
and VBM results, it is strange that the BSM results should have a non-linear correlation to the
volume fraction. If a linear fit is considered for the data instead, the results suggest that the
BSM tends to overestimate the apparent modulus of specimens with higher volume fractions.
This result correlates to the results seen in Figure 8.11b, where the BSM predicted higher ap-
parent moduli than the VBM for VBM moduli greater than 0.4 GPa, causing a break from the
trend seen in the results from 0 GPa to 0.4 GPa. Additionally, the five clear outliers in the
comparison of VBM apparent modulus to bone volume fraction (Figure 8.16c) correlate to the
outliers in the VBM results shown in Figure 8.7. This serves as further proof that these high
moduli are caused by a loss of accuracy in the VBM.
11Wang, et al [87] presented a comparison of BSM and VBM apparent moduli to microstructural indices, but
did not include a similar comparison for experimental results. The BSM used in [87] is not the same method
used in the current work.
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(c) VBM.
Figure 8.16: Comparison of apparent modulus results and bone volume fraction
with fitted curve. The five outlying results are excluded from the line of best fit
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Based on this data, it seems that bone volume fraction can be used to obtain an estimate of the
simulated apparent moduli in this dataset, however the volume fraction cannot be used to deter-
mine the experimental apparent modulus. Additionally, considering there is a tight correlation
between the simulation results (both BSM and VBM) and the volume fraction which is not seen
in the experimental results, the effectiveness of a modulus prediction based on microstructural
indices must be questioned.
Figure 8.17 shows a comparison of the experimental, BSM and VBM results to the trabec-
ular separation and includes an exponential least squares curve fit for each data set. Similar to
the results shown in Figure 8.16, the experimental results show the most scatter of the three
result sets. Even though a weak trend may be seen in the data, there is too much scatter to
allow for an accurate prediction of apparent modulus to be made based on the trabecular sep-
aration. The BSM results show less scatter than the experimental results, however there is still
too much scatter for an accurate prediction of the apparent modulus to be made based on the
trabecular separation. The VBM results show the strongest link to the trabecular separation,
however the usefulness of this link is questionable considering the experimental results do not
show the same link.
Another interesting result stemming from the analysis of the microstructural indices is the com-
parison between the BSM results and the shell-to-beam (S2B) ratio. Because the S2B ratio is
calculated directly from the BSM mesh, a strong correlation was expected between the S2B
ratio and the BSM results. Although this holds true for small S2B ratios, the trend is broken
at higher S2B ratios as shown in Figure 7.20b. In order to investigate this phenomenon further,
BSM results were plotted against the experimental results and the specimens with S2B ratios
above 10 were highlighted, as shown in Figure 8.18.
Figure 8.18 clearly shows that all of the significant scatter in the BSM results stems from the
specimens with high (≥ 10) shell-to-beam ratios. Because the value of the ratio is calculated
directly from the volume of shells and beams in the discretised mesh, it is unclear whether the
specimens are inherently shell-dominant which causes the high shell-to-beam ratio, or if the
BSM discretisation erroneously includes a higher proportion of shells than is required. Either
way, these results show that the BSM is likely to produce less accurate results at high S2B
ratios.
8.4 Factors affecting simulation results
Although there are many factors which influence the accuracy of a simulation, three factors were
chosen for investigation in this work, namely voxel size, segmentation technique and boundary
conditions. The aim of the investigation was not to determine which factors make the simulation
most accurate, but rather to build a general understanding of the extent to which each of these
factors could impact the simulation results. As a result, the influence of these factors on the
results is discussed with the intention of establishing and recommending research areas for future
work.
8.4.1 Voxel size
The results from the analysis of the scans at varying voxel size, displayed in Section 7.5, clearly
show that the choice of voxel size can have a significant impact on the quality of the images
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0.934e-0.257x, R2 = 0.616
(c) VBM.
Figure 8.17: Comparison of apparent modulus results and trabecular separation
with fitted curve. The five outlying results are excluded from the line of best fit
analysis for the VBM specimens.
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Figure 8.18: Comparison of BSM and experimental results for standard bone
specimens with high S2B ratios highlighted.
obtained from the scanning process. There is a clear visual difference between the images with
smaller voxel sizes (i.e. 20 µm and 40 µm) and those with larger voxel sizes (80µm), as shown
in Figures 7.21 and 7.22. The 20 µm and 40 µm images also show distinct differences in clar-
ity, however visually the difference between these scans is not as significant as the difference
between the 40 µm and 80 µm scans and it appears as if most of the structural complexity
captured in the 20 µm scan is captured in the 40 µm scan. This observation may mean that
the 80 µm voxel size used for the micro-CT scans in [3] was insufficient. However, by using a
larger voxel size, a large number of specimens could be scanned, allowing for a thorough com-
parison of experimental and numerical techniques in the current work, which was advantageous.
If the images in Figure 7.22 are carefully considered, subtle structural differences between the
images may be identified. This structural variation is due to the varying voxel size used to
scan the image, but may also be attributed to slight differences in the chosen regions of interest
(ROIs), which is influenced by the varying voxel size. In order to designate the ROI, an initial
image slice was chosen12 for each of the voxel sizes of a specimen, based on structural features
in different regions of the image. However, because of the difference in voxel size, not all of
the regional features in the 80 µm image slice will be visible in the 20 µm image slice, e.g. a
structural feature at 50µm will be included in the first slice of the 80 µm scan, but will only be
included in the third slice of a 20 µm scan. Consequently, initial slices were chosen based on
best overall visual agreement and, hence, there may be a slight variation in the ROI chosen for
the various voxel sizes. This variation is unlikely to have a significant effect on the results, as it
is extremely small (likely ≤ 80µm), meaning that the chosen ROIs are, overall, representative
of the same volume of material.
An interesting phenomenon was observed when full images of the bone specimen were com-
pared at varying voxel sizes, which is demonstrated in Figure 8.19. In the 80 µm scan shown in
Figure 8.19c, it appears as if the bone is solid around its circumference. However, if the 20 µm
and 40 µm images are considered (Figure 8.19a and 8.19b, respectively), it may be seen that
this thicker circumference stems from bone shards which must have broken off during machining
of the specimens. These shards are small, but plentiful, which makes it difficult to distinguish
12Once the initial image slice was chosen, the ROI was numerically determined using in-house code developed
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(a) 20 µm. (b) 40 µm. (c) 80 µm.
Figure 8.19: Comparison of micro-CT scans of specimen 518 at varying voxel size.
them from the bulk of the bone at large voxel sizes. Consequently, in the 80 µm scan, these
machining artifacts manifest as a solid ring around the circumference of the specimen.
The discovery of the machining artifacts in the images with small voxel sizes explains some of
the poor segmentation that was discussed in Section 8.1.1. During segmentation, these machin-
ing artifacts are identified as bone voxels, which is technically correct, however because of the
larger voxel size, these bone voxels are erroneously attached to the bulk of the bone specimen,
thereby creating a thick ring at the circumference of the specimen which links to the circum-
ferential overthickening discussed in relation to Figures 8.4b, 8.4f and 8.4l. Physically, these
bone shards are not connected to the bulk of the specimen, which means that experimentally
they do not add stiffness to the bone, however when the specimen is simulated, these shards
will be included in the mesh and add stiffness to the bone. In the large bone specimens13, this
circumferential thickening will increase the value of the apparent modulus, but will not affect
the value of the inner modulus, thereby decreasing the simulated modulus ratios, as discussed
in Sections 8.1.2 and 8.2.2.
The discovery of the machining artifacts in the large voxel size scans is important as it may
inform future research. In order to obtain an accurate simulation result, these artifacts must
be removed from the scan before discretisation and simulation, using numerical or experimental
techniques. This can be achieved either by numerical cropping of the micro-CT scan (which is
discussed further in Section 8.5), or defatting of the specimens before micro-CT scanning.
The microstructural indices measured from the scans clearly show a bigger difference between
the 40 µm and 80 µm scans than between the 20 µm and 40 µm scans, which reinforces the
observation that a voxel size of 80 µm may be insufficient. Table 8.1 shows the percentage
difference between the 40 µm and 80 µm indices14 when compared to the 20 µm indices. There
is a clear increase in the bone volume fraction as the voxel size increases. Although the increase
in volume fraction is negligible from 20 µm to 40 µm, the increase experienced from 20 µm to
80 µm is significant (> 15%).
The trabecular thickness and spacing results are equally interesting. For specimen 477, the
trabecular thickness increases from 20 µm to 40 µm and increases more significantly from 40
13Examples of circumferential overthickening in large bone specimens may be seen in the images of specimens
529, 530, 532 and 538 in Appendix I.
14To calculate the percentage difference in trabecular thickness and spacing, the values were scaled up based
on their size, i.e. a 40 µm voxel is twice the size of a 20 µm voxel, therefore the percentage difference (d) was
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Table 8.1: Percentage difference in microstructural indices when compared to 20
µm indices.
Sample number Voxel size (µm) BV/TV (%) Mean Tb.Th (%) Mean Tb.Sp (%)
477
40 2.36 7.20 0.510
80 19.5 37.2 -3.37
518
40 0.316 12.5 104.7
80 15.5 -30.6 108.6
Table 8.2: Increase in apparent modulus results from 40 µm to 80 µm.
Apparent modulus (MPa)
Sample number 40 µm 80 µm Increase (%)
477 94.06 105.0 11.63
518 84.57 96.11 13.65
µm to 80 µm. Specimen 518 also shows an increase between the trabecular thickness at 40 µm
and 20 µm, but shows a significant decrease in trabecular thickness at 80 µm. This decrease
in trabecular thickness is particularly unusual because there is an increase in the bone volume
fraction. Essentially, the combination of these two factors means that the trabeculae in the 80
µm image are thinner than the trabeculae in the 20 µm image, but there are more trabeculae
present in the 80 µm image than in the 20 µm image, possibly due to small trabeculae created
as a result of poor marrow rasterisation.
Similar to the trabecular thickness, the trabecular separation also generally shows an increase
with an increase in voxel size, except for the scan of specimen 477 at 80 µm, which shows a
decrease. The results for the trabecular separation for specimen 518 are clear outliers in Table
8.1. The 20 µm image for this specimen shows a noticeable amount of noise, as shown in Figure
8.20, so it is postulated that the trabecular separation determined for the 20 µm image is erro-
neous, rather than the 40 µm or 80 µm values, which show good agreement with each other. It
is clear that although the bone volume fraction shows a steady increase with increasing voxel
size, the trabecular thickness and trabecular separation are not so predictable.
Finally, the comparison of the apparent modulus results in Table 8.2 shows that there is an
increase in the apparent modulus as the voxel size increases. Specimens 477 and 518 show
increases of 11.6% and 13.7%, respectively between the 40 µm and 80 µm results15. This result
clearly shows that the apparent modulus predictions at 80 µm are too large, which contradicts
the findings by Chen, et al [40] and supports the observation made in Section 8.1.2 based on
the apparent and inner modulus results (Figure 8.6) for the large specimens. Consequently, if
the voxel size is decreased, the apparent modulus produced by the BSM will decrease16 and the
modulus ratio will increase, causing more correct predictions of the modulus ratio than were
seen in Section 8.1.2.
15Although meshes were successfully constructed for the 20 µm images for both specimens, the memory required
to import the mesh information into LS-DYNA was too high, which caused the simulation to fail.
16Decreasing the voxel size will increase the inner modulus of the specimen to a lesser degree than the apparent
modulus due to the improved segmentation seen at smaller voxel sizes [14]. Improved segmentation will not only
allow the bone to be better represented in the FE mesh, but will also minimise circumferential overthickening
which will decrease the apparent modulus, but not the inner modulus.
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Figure 8.20: Noise in 20 µm scan of specimen 518. Although this noise will not
impact the bone volume fraction, the sphere-filling algorithm used to determine the
trabecular separation will be significantly affected, causing a corresponding decrease
in the trabecular separation reported for this scan.
Although only two specimens were used in this analysis, it is clear from this small subset that
the voxel size is a key component in both a morphometric and numerical analysis of trabecular
bone.
8.4.2 Segmentation technique
The difference in the defatted, marrow and confined specimen results, discussed in Sections
8.1.1 and 8.2.1, clearly show that the quality of the segmentation can have a noticeable effect
on the results of a simulation, regardless of whether the BSM or VBM is used. Figure 8.21
shows the comparison of the apparent modulus results obtained using the Optimise Threshold
segmentation function to the results obtained using the Make Binary segmentation function
which was used throughout this work. A large portion of the Optimise Threshold results do not
differ significantly (< 10%) from the Make Binary results, however there is a significant portion
of the specimens which show an increase or decrease greater than 10% as shown in Figure 8.22
and approximately 13% of the specimens show an increase in modulus which exceeds 20%. This
difference in value of the apparent moduli for the two segmentation methods generally agrees
with the work by Hara, et al [45] and highlights the importance of accurate segmentation in the
image processing phase.
Figure 8.23 shows the comparison between the modulus ratio results obtained using the Make
Binary function and the modulus ratio results obtained using the Optimise Threshold function.
Clearly, the effect of using a different segmentation technique on the relationship between the
apparent modulus and inner modulus is negligible. Considering these results and the results
seen in Figure 8.21, it seems that the choice of a different segmentation technique may increase
the scatter in the results and possibly change the value of the back-calculated Young’s modulus,
but not change the way the apparent modulus and inner modulus relate to each other.
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Figure 8.21: Comparison of BSM and experimental apparent modulus results for
standard bone specimens segmented using the Make Binary and Optimise Threshold
functions.
Increase (%)












Figure 8.22: Percentage increase in apparent modulus results using the Optimise
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Figure 8.23: Comparison of BSM and experimental modulus ratio results for
large bone specimens segmented using the Make Binary and Optimise Threshold
functions.
The Optimise Threshold function was used for another set of bone simulations, where a lat-
eral constraint was added on the top and bottom surfaces of the specimen. The effect of the
boundary condition on the Optimise Threshold results (Figure 7.25) was extremely similar to
the effect of the boundary condition on the Make Binary results (Figure 7.29).
Another result worth noting in the segmentation analysis is the decreased number of failed
simulations using the Optimise Threshold function (10 failures) when compared to the Make
Binary function (18 failures). The Make Binary function calculates a threshold value for each
image slice in the TIFF stack, whereas the Optimise Threshold function calculates a threshold
value for the entire TIFF stack. It is likely that the calculation of a threshold value for each
image slice results in discontinuities in the structure, which the BSM is incapable of handling.
This indicates that the segmentation technique can not only affect the magnitude of the results
obtained using the BSM, but also the rate of success of the simulations.
8.4.3 Boundary conditions
The boundary condition results displayed in Section 7.7 clearly show that the addition of con-
straints to the mesh can have a large impact on the apparent modulus and inner modulus
produced by the simulation. The influence of the change in constraint will be discussed in this
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Figure 8.24: Increase in stiffness caused by “TB - lat/rot” boundary condition
compared to the “Standard” boundary condition results.
8.4.3.1 Influence on apparent modulus
The results from the boundary condition analysis presented in Section 7.7 show that the ad-
dition of a rotational constraint had a negligible effect (< 3%) on the apparent modulus of
the bone specimens, regardless of the surface/s on which the constraint was applied. Similarly,
the addition of a lateral constraint on the top or bottom surface only increased the apparent
modulus by approximately 5%. However, the addition of a lateral constraint on the top and
bottom surfaces simultaneously produced a significant increase of, on average, 15%. If rota-
tional constraints on the top and bottom surfaces were added to these lateral constraints, the
bone specimens experienced an increase in stiffness of approximately 16%.
The application of lateral and rotational constraints simultaneously to the top and bottom
surfaces (hereafter referred to as the “TB - lat/rot” boundary condition) produced an average
increase in stiffness of 16%, however it is important to consider the full spectrum of the results
and not just the average value to determine how much variation there is in the sensitivity of
the bone specimens to constraint. To this end, Figure 8.24 shows a histogram of the percentage
increase in stiffness between the “Standard” boundary condition results and the “TB - lat/rot”
boundary condition results. The maximum increase caused by the boundary condition is 50.4%,
but most of the specimens experience an increase in the region of 5− 25%.
Specimens 119, 124, 332, 365, 435, 440 and 466 all show an increase in stiffness which is greater
than 25%. With the exception of specimen 332, which is an outlier in both the BSM and VBM
results, all the results fall relatively close to the trend line of the BSM results as shown in Figure
8.25 and, therefore, are considered to be good data points. Interestingly, all of these specimens
belong to either the marrow or confined data sets, which means that the specimens are all
marrow-inclusive. This result seems to indicate that simulating marrow-inclusive specimens
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Figure 8.25: Comparison of BSM and experimental results for standard 10 mm
bone specimens with line fit.
will not only increase the scatter in the results, but may also cause the specimen meshes to be
more sensitive to constraint. However, it may be that these particular specimens are inherently
more sensitive to constraint and, therefore, the BSM results are simply capturing this inherent
behaviour. Unfortunately, there is no definitive way to confirm this because corresponding ex-
perimental data is only available for one boundary condition set-up, however this phenomenon
should be investigated in future work.
It is assumed that the experimental boundary condition falls somewhere between the minimum
“Standard” boundary condition and the maximum “TB - lat/rot” boundary condition due to
friction between the top and bottom surfaces of the bone specimens and the plates of the testing
equipment. Considering that the maximum simulated boundary condition increases the appar-
ent stiffness of the majority of the specimens by 5 − 25%, the error associated with assigning
boundary conditions to the mesh which do not exactly replicate the experimental boundary con-
ditions should be in the same range or less for the majority of specimens. Although determining
the exact error associated with the application of non-realistic boundary conditions is outside
the scope of this work, simulating multiple boundary conditions to establish a range of error
provides a useful estimate of the error associated with these non-realistic boundary conditions.
This error must be taken into account when discussing the correlation of simulation results to
experimental results.
8.4.3.2 Influence on inner modulus and modulus ratio
The impact of the different boundary conditions on the inner modulus of the specimens is very
different from the impact on the apparent modulus, as shown in Figure 7.28 and Table 7.4.
There are three major differences:
1. The addition of a constraint consistently increased the apparent modulus of the specimens,
regardless of the type of constraint or the surface on which it was applied. In the large
specimen results, the addition of particular constraints caused a decrease in the inner
modulus of some of the specimens.
2. The change in the apparent modulus results with the varying boundary conditions was
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not exactly the same for each specimen, but there was some consistency, particularly
regarding which boundary condition caused the smallest/largest change. The influence of
the boundary conditions on inner modulus was not as consistent.
3. The largest average increase in the apparent modulus results was 16%, whereas the largest
average change in the inner modulus results was 46%.
In the apparent modulus results, the standard boundary condition consistently produced the
lowest apparent modulus of all of the boundary conditions. Although this is true for the inner
modulus of some of the specimens, in the majority of cases, the addition of a lateral constraint
or a combined lateral and rotational constraint on the bottom surface of the specimen caused
a decrease in the inner modulus as shown in Figure 7.28, meaning that the standard boundary
condition no longer produced the lowest value for inner modulus. This result may seem strange
initially, however a similar phenomenon was seen in the lattice results discussed in Section
6.3.1.4, where the addition of lateral constraints on the top and bottom surface of the lattice
caused a decrease in the inner modulus of the lattice. This is just one example of how hav-
ing a full set of validation simulations can lend confidence to the results produced
for the bone specimens.
In general, as with the apparent modulus results, the inner modulus of a specimen was more
sensitive to a lateral constraint than a rotational constraint, with all rotational constraints
causing an average change less than 10% as shown in Table 7.4. The lateral constraint on the
bottom surface only caused a 5% change in results, however the addition of a lateral constraint
on the top or combined surfaces caused changes of 29% and 41%, respectively, which is not
only significant in the realm of the inner modulus results, but is a much more significant change
than was seen in any of the apparent modulus results (Table 7.3). Overall, a constraint on the
bottom surface of the specimen had a negligible impact (< 5%) on the inner modulus, whereas
a constraint on the top surface had a significant impact (up to 33%) on the inner modulus.
Constraints applied simultaneously on the top and bottom surfaces of the specimen had the
greatest impact, showing changes up to 47%.
It is important to consider how the changes in apparent and inner modulus caused by the
varying boundary conditions affect the modulus ratio as this is the only metric which does not
rely on the Young’s modulus of the specimen. There was an expectation that the increased con-
straint on the specimen would cause a significant increase in the modulus ratios, which would
allow them to correlate better with the experimental results [3], however this was not the case
as shown in Table 7.5. The modulus ratios experienced a far less significant change due to the
varying boundary conditions than the inner moduli, with the largest average change in results
being 11% for a lateral constraint on the top surface of the specimen.
The addition of a lateral constraint on the top surface caused a large enough increase in three
of the modulus ratio results to push them above a value of 1, i.e. the stiffness relationship
of the specimens changed from Ea > Ei to being Ei > Ea as shown in Figure 7.29a. This
increases the number of specimens showing the correct stiffness relationship from 2 out of 11,
to 5 out of 11 for the BSM, which is equivalent to the number of specimens which showed the
correct stiffness relationship using the VBM17. This is an important result as it shows that
the BSM is equally as capable of predicting the modulus ratio of trabecular bone
specimens as the VBM, provided that appropriate boundary conditions are applied.
17Interestingly, the specimens which show the correct stiffness relationship are slightly different for the BSM
and the VBM. The BSM and VBM both show the correct relationship for specimens 503, 510, 512 and 534,
however the BSM shows the correct relationship for specimen 504, where the VBM does not and, similarly, the
VBM shows the correct relationship for specimen 498, where the BSM does not.
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Overall, the addition of constraints to the mesh had a more significant impact on the inner
modulus than it did on the apparent modulus. When a constraint was added, the apparent
modulus consistently increased, whereas the inner modulus increased or decreased, depending
on the specimen. The variation in the apparent modulus and inner modulus results meant that
the overall change in modulus ratio was relatively small (< 11%), however this small change
could have a significant effect on the stiffness relationship of the bone by increasing the modulus
ratio to a value above 1.
8.5 Difference in results
It is clear that the BSM results in this work show some phenomena which were not seen in the
BSM results generated by Vanderoost, et al [2]. Specifically, the BSM scaling factor of 1.605
in the Vanderoost study was found to be approximately 2 in the current work. Furthermore,
there appears to be more scatter in the BSM vs VBM comparison generated in this work than
there was in the work by Vanderoost (although this scatter is, at least visually, vastly reduced
by the use of a log scale). The following section will discuss some of the possible causes for the
variations between datasets.
The first factor that must be taken into account is the type of bone used in the studies. Van-
deroost, et al [2] studied human trabecular bone from a variety of different anatomical sites,
whereas the current work considered bovine bone from one anatomical location, the femur. Ini-
tially, this difference may seem insignificant given that the validation study performed in the
current work showed that the BSM is capable of capturing the response of a wide variety of
structures, however the structural differences in human versus bovine trabecular bone may still
have an affect on the results. The human specimens used in the work by Vanderoost, et al [2]
had an average bone volume fraction of 0.145, whereas the bovine specimens used in the current
work had an average bone volume fraction of 0.347 indicating higher trabecular thickness. It
is likely that the bovine specimens, which have high trabecular thickness and were scanned at
large voxel sizes, show more significant overthickening in the micro-CT scans than the human
specimens, which have lower trabecular thickness and were scanned at smaller voxel size. If
the bovine scans show more significant overthickening than the human scans, the VBM, which
creates a mesh directly from the image, would overestimate18 the apparent properties of the
bovine specimens to a greater degree than in the human specimens, leading to a greater differ-
ence between BSM and VBM results and an increase in the scaling factor.
The second factor which must be considered is the shape of the samples. Square samples
were used in the work by Vanderoost [2], whereas this work made use of cylindrical samples.
Because of the variation in shape, changes had to be made to BSM code, which limited the
2D skeletonisation to the top and bottom surfaces of the specimen19 in the current work. Van-
deroost, et al [2] report that the 2D skeletonisation on the boundaries of the specimen increases
the accuracy of the simulation, therefore the removal of some of the 2D skeletonisation to facil-
itate the simulation of cylindrical specimens may be causing a decrease in the accuracy of the
results.
18In the validation study it was found that overthickening in images causes the VBM to overestimate the
apparent modulus of the structure, meaning that the BSM provides a more accurate result. See Section 6.2.6 for
more details.
19Note: this edited code was used to analyse the cylindrical bone samples, but was also used to analyse the
rectangular lattices used in the validation study.
CHAPTER 8. DISCUSSION 171
(a) Image from [2]. (b) Partial image from the current work.
Figure 8.26: Comparison between micro-CT scans used in the Vanderoost study [2]
and the current work. No machining artifacts are visible on the scan from the
Vanderoost study [2], however small pieces of bone are clearly visible around the
edge of the machined specimens used in the current work.
The shape of the sample brings to light another variation between the Vanderoost study and
the current work. Judging by the micro-CT scans used in the Vanderoost study (shown in
Figure 8.26a), it is likely that these scans represent regions of interest which have been removed
from a larger image with the aid of image processing software. The cropping of the scans is
not explicitly mentioned in the Vanderoost study, however this is a common technique used in
image processing of trabecular bone and the lack of visible machining artifacts on scans used by
Vanderoost (an example of which is shown in Figure 8.26b) makes it likely that this cropping
process was followed. The inclusion of the machining artifacts manifests as increased thickness
around the circumference of the specimen in lower resolution scans, as was discussed in Section
8.4.1, and will cause an increase in the apparent modulus predicted by the BSM. Despite this,
it was important for the full specimens to be used in the current work so that a comparison
could be drawn between the simulation results and equivalent experimental results - particularly
because such a comparison was missing from the Vanderoost study.
The cropping of the specimen is not the only image-related difference between the current study
and the Vanderoost study. In the current work, a voxel size of 80 µm was used during micro-CT
scanning of the specimens, whereas in the Vanderoost study, a voxel size of 30 µm was used.
It has been shown in the current work as well as in literature (see Section 2.2.1) that the voxel
size of a micro-CT scan can have a large impact on the results. Consequently, it makes sense
that the Vanderoost study would produce less scatter as it was based on images with a smaller
voxel size. Additionally, as mentioned previously in this section, the voxel size seems to effect
the scaling factor between the VBM and BSM results, as it determines how much the thickness
of the structure is overestimated during segmentation.
Clearly, there are a multitude of reasons which could explain the difference between the re-
sults in the Vanderoost study and the results presented in the current work. It is likely that a
combination of these factors affected not only the correlation of the BSM to the VBM, but also
the correlation of both simulation methodologies to experimental results.
Chapter 9
Conclusions
This work has taken important steps in investigating the capabilities of the beam-shell method
in predicting the mechanical properties of trabecular bone. Specifically, it has addressed the
limitations in the literature, discussed in Section 1.2, by:
1. Thoroughly validating the developed BSM methodology before applying the methodology
to bone.
2. Comparing results produced by the BSM and VBM to equivalent experimental results.
3. Investigating the effective properties of the bone, using both the BSM and the VBM.
Although somewhat similar work has been performed by Wang, et al [87] using a BSM created
by that research group, the validation study performed for the current work included a greater
variety of structures and image sizes and, overall, a larger number of validation simulations
were performed in the current work than in [88]. Similarly, the current work simulated just
over double the number of bone specimens as were simulated in the work by Wang, et al [87].
Finally, the current work is the first study which draws a comparison between the effective
modulus obtained experimentally and numerically, using both the BSM and VBM.
A general conclusion is provided at the outset of the chapter, followed by a summary of the
work and conclusions drawn from various aspects of the work. Closing remarks are included at
the end of the chapter to emphasise the most important findings.
9.1 General conclusion
This work has shown that the apparent modulus of trabecular bone may be accurately pre-
dicted using a beam-shell Finite Element model. Currently, the scatter produced by the BSM
for apparent modulus is significant, but improved segmentation and the removal of machining
artifacts before scanning has been shown to significantly decrease the scatter, making the BSM
a viable alternative to the computational “gold-standard”, the VBM.
In addition to the excellent prediction of apparent modulus, the BSM has also showed promise
in the prediction of the effective modulus of the bone, where the effective modulus is defined
as the modulus of an inner core region of the bone. The BSM predicted the correct relation-
ship between apparent and effective moduli as regularly as the VBM, given that appropriate
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boundary conditions were applied. This correlation provides further confidence in the BSM as
an alternative to the VBM.
The conclusions drawn above confirm the hypothesis provided in Section 1.4, however further
research in this field is necessary to refine the results produced by the BSM.
9.2 Validation
In this work, an automated analysis cycle was developed which allowed the apparent modulus
of a structure to be determined from a micro-CT scan using a beam-shell Finite Element sim-
ulation. The analysis cycle was validated using over 3000 artificially generated cubic, Kelvin
cell and octet truss lattices in various configurations. The analysis cycle generally performed
well, although there were issues which stemmed from the generation of the lattice images and
post-processing of the results. Additionally, a directional preference was identified in the BSM
which resulted in the generation of multiple extra nodes in the mesh. This phenomena was
judged to be unlikely to occur in bone, as it only occurs at a very specific angle. Overall, the
analysis cycle accurately captured the behaviour of a wide variety of structures displaying a
significant range of directional dependence and constraint sensitivity.
The most interesting result to stem from the validation study is the fact that the VBM pro-
vided a less accurate prediction of the apparent modulus than the BSM for Kelvin cell lattices.
Rasterisation of the lattices results in struts which are, at times, overly thick. Because the
VBM mesh is directly based on the images, the VBM tends to predict a higher apparent mod-
ulus than the baseline value. In contrast, the BSM mitigates the overthickening of the struts
during skeletonisation. Consequently, it stands to reason that the BSM provides a better predic-
tion of apparent modulus than the VBM in cases where there is overthickening of the trabeculae.
The validation study was an integral part of this work, yet is not something that is often
reported in the literature. The validation study carried out in this work provided valuable
insight into the efficacy and accuracy of the developed analysis cycle and highlighted behaviour
trends which were mirrored in the bone specimens. Consequently, the validation study was an
essential part of this work, and similar validation studies are recommended for future work on
trabecular bone.
9.3 Performance of BSM
As mentioned in Section 5.4, the performance of the beam-shell method was determined by
considering three factors: the success rate of the simulations, the accuracy of the apparent and
effective moduli predicted using the developed analysis cycle and the resource requirements of
the discretisation and simulation processes. Each of these three factors is addressed here, with
particular emphasis being placed on the accuracy of the results.
9.3.1 Success rate
106 standard bone specimens (φ10 mm) and 17 large bone specimens (φ20 mm and φ28 mm,
respectively) were run through the developed analysis cycle, making for a total of 123 speci-
mens. Of these specimens, 18% could not be discretised by the BSM code, whereas 2% could
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not be simulated due to memory constraints. This makes for a total of 20% of specimens which
failed during the BSM analysis.
In contrast, all of the specimens were successfully discretised using the VBM, and only 1%
of the specimens failed to simulate due to memory constraints. It is clear from these results
that the BSM is less robust than the VBM in the area of discretisation. However, the BSM
failures can be significantly reduced by scanning bone samples at smaller voxel sizes and choos-
ing a segmentation technique which applies a single threshold to the TIFF stack, as opposed
to applying a unique threshold to each image in the stack. By increasing the success rate of
the BSM through these methods, the performance of the BSM is improved, making it a viable
choice over the VBM for trabecular bone simulations.
9.3.2 Accuracy of results
The accuracy of the results was judged in two key measures, namely the apparent and effective
moduli. Although the BSM has been used to determine the apparent modulus of bone specimens
in previous work [2], this is the first time to the knowledge of the author that it has been used
to determine the effective modulus using an embedding approach.
9.3.2.1 Apparent modulus
The apparent moduli generated by the BSM show a clear correlation to the experimental results,
however the scatter in the data is significant, particularly at high moduli, and therefore an
accurate result cannot be guaranteed for a BSM simulation of an arbitrary bone specimen.
Despite the scatter in the results, a large portion of the data correlates well with experimental
results, which shows that the BSM is capable of accurately predicting the apparent modulus.
Various areas of improvement have been identified in this work which are capable of reducing
the scatter in the results:
• Voxel size. This work has shown that apparent modulus increases as voxel size increases,
due to partial volume effects and subsequent overthickening of the trabeculae. If bone
specimens are scanned at smaller voxel sizes, the overthickening of the trabeculae can be
limited, causing a decrease in overall scatter.
• Defatting. It was found that removing the marrow from the bone specimens before
micro-CT scanning resulted in scans with better contrast between bone and non-bone
voxels and improved segmentation. Additionally, machining artifacts around the edge of
the specimen, which artificially increase the bone volume fraction and apparent modulus of
the specimen, are likely to be removed during defatting. Consequently, defatted specimens
are more accurately represented in the segmented image, which decreases the scatter in
the results.
• Segmentation technique. A known issue associated with global segmentation is the
overthickening of trabeculae around the edge of the specimen, relative to central trabeculae
[14]. This overthickening causes an artificial increase in the bone volume fraction and
apparent modulus of the sample. A more effective segmentation technique would limit
this local overthickening, leading to a better representation of the bone structure and,
consequently, less scatter in the results.
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The apparent moduli generated by the BSM were also compared to apparent moduli generated
from VBM simulations of the bone specimens. Because the Young’s modulus of the bone speci-
mens is unknown, an arbitrary Young’s modulus of 1 GPa was assigned to the BSM and VBM
simulations, making it impossible for the simulation data from either the BSM or the VBM to
exactly predict the experimental value of the apparent stiffness, i.e. provide a 1 : 1 correlation
with the experimental results. Back-calculation of Young’s modulus was performed on both the
BSM and VBM data to determine values for Young’s modulus, however the simulation results
were not adjusted based on these values as the goal was to provide a true, unedited comparison
between the simulation results.
It was observed that there was a significant difference in the values predicted by the BSM
and those predicted by the VBM, with corresponding back-calculated moduli for the simula-
tion techniques being 8.30 GPa and 4.16 GPa, respectively. The difference between BSM and
VBM results is mentioned in the work on the BSM [2], where a correction factor of 1.605 was
applied to the BSM results to allow for correlation with the VBM results. It was found that
this correction factor did not hold for the results generated in the current work, which required
a correction factor of approximately 2. This difference may be due to a number of factors which
vary between the current work and the Vanderoost study (see Section 8.5), with voxel size being
considered a key factor.
The comparison of the BSM and VBM results highlighted some of the challenges associated
with the simulation of trabecular bone. The uncertainty surrounding the Young’s modulus
of trabecular bone is a significant difficulty in any trabecular bone simulations. Because an
arbitrary modulus (or range of moduli) is chosen for the simulation of a bone specimen, the
simulated apparent modulus does not correlate with the experimental apparent modulus. Con-
sequently, the confidence in a simulation result stems from its position relative to other data
points, both experimental and numerical. For example, the poor simulation results produced by
the BSM (scatter) and VBM (outliers) can only be identified because of their deviation from the
trend line, which was determined by considering 123 simulation results and their corresponding
experimental results. While there is debate around the Young’s modulus of trabecular bone,
it is essential for studies incorporating FEA of trabecular bone to discuss the accuracy of an
individual simulation in relation to a collection of other data points, so as to provide confidence
in the generated results.
Considering the results produced by the BSM and VBM, it is tempting to conclude that the
VBM produces more accurate results than the BSM. However, this work has shown that this
may not be the case. Although the VBM results generally show a stronger correlation to the ex-
perimental results than the BSM moduli, the results from the validation study showed that the
VBM produced significantly less accurate results than the BSM for images containing struts
which were overly thick. Considering that the segmentation of the bone specimens creates
images which can be generally or locally overthickened, it may very well be that the BSM pro-
vides a more accurate prediction of apparent modulus than the VBM. This observation further
strengthens the argument for using the BSM as an alternative to the VBM, particularly if the
scatter associated with the results can be reduced.
9.3.2.2 Effective modulus
The novel aspect of this work involved determining whether the BSM was capable of capturing
the effective modulus of trabecular bone specimens, where the effective modulus is defined as
the modulus of an inner core region of the specimen. The VBM has been used previously [15] to
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predict the effective modulus in this way, therefore the BSM must be able to provide a similarly
accurate prediction if it is to be used as an alternative to the VBM. In this work, the apparent
modulus and inner modulus were determined for each large bone specimen using both the BSM
and the VBM, after which the modulus ratio was calculated by dividing the inner modulus by
the apparent modulus. Instead of using the inner modulus (or effective modulus) as a basis for
comparison, the ratio of the inner modulus and apparent modulus was used as this metric does
not include the influence of Young’s modulus. Using the modulus ratio allowed the simulation
results and experimental results to be directly compared to each other, with no back-calculation
of Young’s modulus required.
Eleven large specimens were successfully simulated using the BSM and modulus ratios which
showed the correct relationship between apparent and effective moduli were produced for 45%
of the specimens, once appropriate boundary conditions had been applied. The VBM, simi-
larly, produced the correct relationship between apparent and effective moduli for 45% of the
specimens. Generally, the simulated modulus ratios produced by both the BSM and the VBM
were too low, meaning that either the calculated apparent modulus was too high, or the effec-
tive modulus was too low. Considering the VBM has provided accurate predictions of effective
moduli in previous work [15], the incorrect relationships produced for some of the specimens
in the current work must stem from the images used for the analysis. When considering the
images, it was found that the apparent modulus of the specimens was too high, because of:
• Issues with segmentation, which cause the trabeculae around the edge of the specimen
to overthicken relative to the centre. The increased circumferential thickness increases the
apparent modulus of the structure, but does not increase the effective modulus, as this
value is measured using an inner core region in the specimen.
• Machining artifacts manifested in the form of bone fragments at the circumference of
the specimen in the micro-CT scan. These bone fragments are erroneously attached to
the bulk of the mesh during discretisation, as the 80 µm scans used for the majority of
this work are too large to capture the separation. These machining artifacts result in
further circumferential overthickening, which increases the apparent modulus but leaves
the effective modulus unchanged.
The identified issues are identical to the issues described in Section 9.3.2.1. Consequently, by
applying techniques to decrease the scatter in the apparent modulus results produced by the
BSM, the modulus ratio results will be improved and accurate predictions of the relationship
between apparent and effective moduli will be increased.
Although there is clearly work still to be done in this area, particularly in increasing the correla-
tion of the simulation results (generated by both the BSM and the VBM) with the experimental
results, this work has shown that the BSM is equally as capable of predicting the modulus ratio
of trabecular bone specimens as the computational “gold-standard”, the VBM. Combined with
the results obtained from the analysis of apparent modulus, this result solidifies the view that
the BSM is a viable alternative to the VBM.
9.3.3 Resource usage
The results show that the BSM discretisation took significantly longer than the VBM discretisa-
tion, however the VBM simulations took significantly longer than the BSM simulations. Despite
the fact that one of the mesh refinement processes in the BSM discretisation could not be in-
cluded in the VBM discretisation, 61% of the standard specimens were analysed (i.e. discretised
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and simulated) quicker using the BSM than they were using the VBM. The difference in total
analysis time increased as the specimen size increased, with 82% of the large specimens being
analysed quicker with the BSM than the VBM. If multiple simulations were to be run on a
single specimen, the BSM would further outperform the VBM.
The BSM was shown to be preferable to the VBM not only in time taken for the analysis,
but also in the memory requirements for the discretisation and simulation processes. As men-
tioned previously, one of the mesh refinement processes had to be removed from the VBM code
because the memory requirements for the refinement of the large specimens exceeded the avail-
able memory in MATLAB. Additionally, the VBM required the allocation of additional memory
to its simulations, which was not necessary for the BSM specimens. Both the BSM and VBM
experienced simulation failures due to memory issues, however overall the BSM was less com-
putationally expensive than the VBM for both the discretisation and simulation processes.
As expected, the BSM outperformed the VBM in the areas of memory usage and time taken
for the analysis of the bone specimens.
9.4 Microstructural indices
Overall, this work has shown that the experimental results show, at best, a weak correlation
to the microstructural indices, whereas the simulation results can show very strong correlations
to the indices. These results bring to light two contrasting questions, which will be stated and
discussed in the following section.
The first question which stems from this work is: has the correlation between the microstructural
indices and apparent modulus been overstated? The microstructural indices analysis performed
in this work clearly shows that the simulation results generated using both the BSM and VBM
correlate well to the bone volume fraction and trabecular separation. However, the simulation
results, particularly the VBM, contain an inherent bias towards the microstructural indices as
the Finite Element mesh is constructed directly from the TIFF stack, just as the indices are
measured directly from the TIFF stack. In contrast, the experimental results, which do not
contain the bias inherent in the simulation results, show little to no correlation to the indices.
Although microstructural indices are widely used in the literature, much of the work is based
on results generated using VBM simulations, which the current work has shown to be biased
towards the microstructural indices. Hence, the reported correlation between microstructural
indices and apparent modulus must be questioned.
If it is assumed that there is a link between the microstructural indices and apparent modulus,
the second question stemming from this work is: are the BSM and VBM accurately predicting
the apparent modulus? It stands to reason that if the BSM and VBM were accurately predicting
the apparent modulus, they would show a similar correlation to the indices as the experimental
results, however this is clearly not the case.
The two questions stemming from the microstructural indices analysis are in contrast to one an-
other. If the correlation between the apparent modulus and the microstructural indices has been
overstated (question 1), then there is no reason that the experimental and simulation results
should show similar correlations to the microstructural indices (question 2). Consequently, the
difference between experimental-index correlation and simulation-index correlation does not call
into question the accuracy of the numerical methodology. In contrast, if there is a correlation
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between the apparent modulus and the microstructural indices (question 1), then there should
be little difference in the correlation of the experimental and simulation results to the indices,
meaning the difference in behaviour of the experimental and simulation results must call into
question the accuracy of the simulations (question 2). It seems unlikely that the microstructural
indices, which are scalar quantities, can capture the complexity of the bone structure as well
as a detailed FE simulation. Consequently, the results presented in this work imply that the
link between the microstructural indices and the apparent modulus of trabecular bone has been
overstated.
One non-conventional index was calculated for the specimens, namely the shell-to-beam ratio.
It was found that all of the scatter in the BSM results stems from specimens with exceptionally
high shell-to-beam ratios, i.e. specimens which had a much higher volume of shells in the mesh
than beams. These results indicate that the BSM is producing too many shells in the mesh,
or that there is a problem with the implementation of the shells. This phenomenon should be
investigated in future work but, in the meantime, provides a useful method to identify poor
simulation results generated by the BSM. This identification process may even negate the ne-
cessity for verification using additional data points, which is one of challenges associated with
trabecular bone simulations as discussed in Section 9.3.2.1.
9.5 Factors affecting performance
The analysis of various factors affecting the performance of trabecular bone simulations high-
lighted important information, which could be used to understand and explain the results
obtained for the apparent modulus and effective modulus. These points are reiterated in the
following sections, along with other interesting conclusions drawn from the work.
9.5.1 Voxel size
The size of the voxels used for the micro-CT scan was shown to be a significant factor in both
the microstructural indices and apparent moduli results. Notably, the bone volume fraction was
shown to increase with increasing voxel size. Trabecular thickness and separation also showed
variation with voxel size, although neither consistently increased or decreased so a pattern could
not be established. Both the microstructural indices analysis and a visual comparison seem to
imply that the difference between the 20 µm and 40 µm scans is not as significant as the dif-
ference between the 40 µm and 80 µm scans, which leads the author to believe that the 80 µm
scan may be an insufficient voxel size for trabecular bone simulations.
The presence of machining artifacts in the bone specimens, which are clearly seen in the 20
µm images, serve to overthicken the circumference of the bone specimen in the lower resolution
images. This phenomenon is the worst in the 80 µm images, though the 40 µm images are also
affected, albeit to a lesser degree. The presence of these machining artifacts provides motivation
for cropping a region of interest out of the micro-CT scans, however this methodology makes
it impossible to compare the simulation results to experimental results, which is an important
step for providing confidence in simulation results. Alternatively, the machining artifacts could
be removed prior to scanning by defatting the specimens. This would maintain the structural
integrity of the scanned specimen and allow for the simulation results to be compared to the
experimental results.
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Overall, the image voxel size can produce significant variation in simulation results. Although
one might say that scans should be performed at the smallest possible voxel size, this is not
practical because as voxel size decreases:
• The time taken for each scan increases.
• The cost of each scan increases.
• The computational resources required to analyse the data increases.
• The size of the specimen which can be scanned decreases.
A thorough investigation needs to be performed which links voxel size to simulation accuracy, so
that researchers are aware of the effect of the voxel size on trabecular bone simulations and are
able to make informed decisions about voxel size based on their time, budget and computational
constraints.
9.5.2 Segmentation technique
This work has shown that the quality of the image segmentation has a significant effect on the
results produced by the simulation. Defatted specimens seem to provide a better basis for seg-
mentation than marrow-inclusive specimens, as there is better differentiation between bone and
non-bone voxels. This leads to more accurate segmentation and, consequently, more accurate
simulated apparent moduli.
The use of a different segmentation technique changed the BSM results by 0− 20% for the ma-
jority of specimens and increased the scatter. In contrast, the modulus ratio results remained
mostly unaffected, leading to the conclusion that the alternative segmentation technique did
not change the relationship between the apparent modulus and effective modulus. Additionally,
the alternative segmentation did not cause a significant change in the behaviour of the bone
when simulated under various boundary conditions, leading to the conclusion that the overall
structure of the bone was not severely impacted by the change in segmentation technique.
Interestingly, the use of a single threshold per TIFF stack caused less failures in the BSM
than the use of an individual threshold applied to each image in the stack. This phenomenon
should be taken into account in any future work involving trabecular bone simulation using the
BSM.
Considering these results, it can be concluded that the overall structural behaviour of the bone
did not change significantly under the alternative segmentation used in this work. However, the
quality of the segmentation, which is influenced particularly by the inclusion of marrow in the
specimens, may significantly alter the results.
9.5.3 Boundary conditions
Ten different boundary conditions were investigated for the bone simulations, because:
1. It is difficult to determine what type/s of constraint were experienced by the bone speci-
mens in the experimental test set-up.
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2. The experimental boundary conditions are likely to be complex and, therefore, difficult
to replicate in a simulation.
The goal of the boundary condition analysis was not to determine which constraint, or com-
bination of constraints, was the closest to the experimental boundary condition, but rather to
demonstrate the effect that boundary conditions can have on results obtained from the BSM.
The results from the boundary condition analysis show that, on average, the addition of a ro-
tational constraint produces a negligible change in the apparent modulus results and a slightly
larger change in the inner modulus and modulus ratio results. Overall, the lateral constraints
had a much larger impact on the apparent modulus, inner modulus and modulus ratio.
The apparent modulus results did not show much difference based on the placement of the con-
straint, i.e. whether the constraint was applied on the top or bottom surface of the specimen.
However, the inner modulus showed a much larger variation when a constraint was applied on
the top surface versus when it was applied on the bottom surface. As a result of the sensitivity
of the inner modulus to top surface constraints, the modulus ratio showed a slightly larger
variation when the constraint was applied on the top surface. However, the difference between
the top and bottom surface variation is so small that it may be said that the modulus ratio,
like the apparent modulus, is insensitive to constraint placement.
The application of lateral and rotational constraints on the top and bottom surface of the
specimen caused the greatest variation in the apparent modulus and inner modulus results,
respectively. In contrast, a lateral constraint on the top surface of the specimen caused the
greatest change in modulus ratio results.
Although the largest average variation in the modulus ratio results was only 11%, this small
change was enough to increase some of the modulus ratios to values above 1. This shift brings
the BSM modulus ratio results on par with the VBM modulus ratio results, in terms of the
number of specimens for which the relationship between the apparent modulus and inner mod-
ulus was correctly predicted.
Overall, the boundary conditions were shown to be a significant factor in the inner modulus
and modulus ratio of the bone specimens, but a less important factor in the apparent modulus.
These results show that any study taking the effective modulus to be equal to the inner modulus
should carefully consider the boundary conditions applied to the specimen during simulation.
9.6 Closing remarks
In this work, a wide variety of simulations were performed to analyse a range of metrics, most
importantly, the performance of the beam-shell method in capturing the effective modulus of
trabecular bone. Because of the multitude of tests, some closing remarks are included in point
form in this section to summarise the most important findings.
• A validation study using structures with known mechanical properties is essential to nu-
merical trabecular bone studies. The validation study provides confidence in simulation
results and can explain some of the behaviour of trabecular bone (if cellular solids are
used for validation).
• The BSM is capable of accurately predicting the apparent modulus of trabecular bone,
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however the scatter in the data is still significant. Techniques have been identified to
reduce the scatter, which will increase the accuracy of the BSM.
• The BSM was equally as capable of predicting the modulus ratio as the VBM. Although
the simulation results showed variation from the experimental results, these results may
be improved through the removal of machining artifacts and application of improved
segmentation techniques.
• The BSM mitigates the effects of overthickening in an image, which is not done by the
VBM. Consequently, the BSM has the potential to simulate poorly segmented (overly
thick) images more accurately than the VBM.
• Until the Young’s modulus of trabecular bone specimens can be determined reliably and
accurately, any trabecular bone simulation should be accompanied by a dataset which
includes simulation and corresponding experimental data points, to lend confidence to the
result.
Overall, both the BSM and VBM have inherent advantages and disadvantages. This work has
specifically highlighted the potential of the BSM in numerical studies involving trabecular bone
and has shown that the BSM may be considered a viable alternative to the VBM. Consequently,
the choice of modelling methodology is non-trivial and researchers must take care to choose the
correct methodology for the given problem.
Chapter 10
Recommendations
This work has taken important steps in the validation of a beam-shell Finite Element method,
and has provided valuable insight into the capabilities of the method regarding the prediction
of mechanical properties of trabecular bone. Additionally, this work has brought to light some
areas of research which should be further explored to gain a better understanding of the nuances
of simulating trabecular bone.
A large portion of this work focused on validating the chosen Finite Element method using
artificially generated cellular solids with known structures. Although this was a useful endeav-
our, the generated lattices only consisted of rod-like trabeculae, meaning that the generation of
shell elements in the mesh was not explored during the validation process. In order to further
validate the methodology, it would be useful to artificially generate closed cell foams, so as to
assess the ability of the beam-shell code in capturing the response of these plate-rod structures
in addition to the rod-rod structures assessed in this work.
The validation process would not have been possible without the image rasterisation code,
which constructed TIFF stacks of the lattices from node and element data. Although the ras-
terisation code provided valuable insight into the discretisation and simulation process, it is
likely that this code could be improved and optimised to be more efficient. Additionally, the
quality of the rasterisation could be better quantified by rasterising simple structures and per-
forming a series of small translations and rotations, assessing the accuracy of the representation
after each manipulation.
The voxel size was shown to have a significant effect on the results produced by the BSM,
however in-depth research into the effect of voxel size on the results produced by both the BSM
and VBM is needed. This research should specify the minimum voxel size required for accurate
simulation of trabecular bone, but should also take into account the time and expense associated
with micro-CT scanning samples.
A system which lays out the steps to follow during the image processing of trabecular bone
micro-CT scans is sorely needed to bring some uniformity and repeatability to the literature.
This system should address pre-processing steps such as filtering or sharpening, and should
specify which segmentation method is best for the analysis of trabecular bone. Moreover, this
research should investigate if there is a single best segmentation method for trabecular bone, or
if the best segmentation method changes with image resolution and/or the inclusion of marrow
in the specimens.
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Probably the biggest barrier to computational work on trabecular bone currently, is the lack of
knowledge of the Young’s modulus. The numerical techniques used to assign Young’s modulus
to simulations have clear issues, and the uncertainty associated with the Young’s modulus brings
uncertainty to the simulation results, which cannot be resolved without more information. A
technique is required to determine the Young’s modulus, which does not rely too heavily on
images of the bone (which are influenced by voxel size and segmentation technique), but also
takes into account the possible variation of the modulus throughout the structure. It is unclear
what such a method would entail, however this author suspects a combination of experimental
and numerical techniques would be best.
This work has shown that the BSM is a viable alternative to the VBM. However, a key as-
pect of the BSM that should be investigated is why some of the bone specimens fail during
the discretisation of the specimen. If more specimens could be simulated using the BSM, it
would significantly reduce the performance gap between the BSM and the VBM. Additionally,
a significant portion of the large specimens could not be simulated using the BSM because of the
large number of section definitions in the mesh. If these section definitions could be minimised
while maintaining the accuracy of the simulation, the performance gap between the BSM and
VBM could be further reduced.
Arguably the most important finding of the current work is the fact that the BSM is equally
as capable of predicting the modulus ratio of trabecular bone specimens as the VBM. Only 17
large specimens were available for analysis of modulus ratios, which is a limitation of this work.
However, this work has showed significant potential and it is recommended that further research
is performed in this area. Future work should include the use of experimental and numerical
results, similar to this work.
If the supplementary research is performed and discussed improvements are made to the BSM,
this method will become a powerful tool in the analysis of trabecular bone.
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[21] T. Hildebrand and P. Rüegsegger, “Quantification of bone microarchitecture with the
structure model index,” Computer Methods in Biomechanics and Biomedical Engineering,
vol. 1, no. 1, pp. 15–23, 1997. [Online]. Available: http://www.tandfonline.com/doi/abs/
10.1080/01495739708936692
[22] “Prophylaxis and treatment of osteoporosis,” in Consensus Development Conference,
vol. 1, 1991, pp. 114–117. [Online]. Available: https://lirias.kuleuven.be/handle/
123456789/173726
[23] J. Y. Rho, R. B. Ashman, and C. H. Turner, “Young’s modulus of trabecular and cortical
bone material: Ultrasonic and microtensile measurements,” Journal of Biomechanics,
vol. 26, no. 2, pp. 111–119, 1993.
REFERENCES 186
[24] H. H. Bayraktar, E. F. Morgan, G. L. Niebur, G. E. Morris, E. K. Wong, and T. M.
Keaveny, “Comparison of the elastic and yield properties of human femoral trabecular
and cortical bone tissue,” Journal of Biomechanics, vol. 37, no. 1, pp. 27–35, 2004.
[25] B. Helgason, E. Perilli, E. Schileo, F. Taddei, S. Brynjólfsson, and M. Viceconti, “Math-
ematical relationships between bone density and mechanical properties: A literature re-
view,” Clinical Biomechanics, vol. 23, no. 2, pp. 135–146, 2008.
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[32] A. C. Vale, M. F. Pereira, A. Mauŕıcio, P. Amaral, L. G. Rosa, A. Lopes, A. Rodrigues,
J. Caetano-Lopes, B. Vidal, J. Monteiro, J. E. Fonseca, H. Canhão, and M. F. Vaz,
“Micro-computed tomography and compressive characterization of trabecular bone,”
Colloids and Surfaces A: Physicochemical and Engineering Aspects, vol. 438, pp. 199–205,
2013. [Online]. Available: http://dx.doi.org/10.1016/j.colsurfa.2013.01.057
[33] J. D. Boerckel, D. E. Mason, A. M. McDermott, and E. Alsberg, “Microcomputed tomog-
raphy: Approaches and applications in bioengineering,” Stem Cell Research and Therapy,
vol. 5, no. 6, pp. 1–12, 2014.
[34] Y. Wu, S. Adeeb, and M. R. Doschak, “Using micro-CT derived bone microarchitecture to
analyze bone stiffness - a case study on osteoporosis rat bone,” Frontiers in Endocrinology,
vol. 6, no. MAY, pp. 1–7, 2015.
[35] G. L. Niebur, M. J. Feldstein, J. C. Yuen, T. J. Chen, and T. M. Keaveny, “High-
resolution finite element models with tissue strength asymmetry accurately predict failure
of trabecular bone,” Journal of Biomechanics, vol. 33, no. 12, pp. 1575–1583, 2000.
[36] G. Bevill, S. K. Eswaran, F. Farahmand, and T. M. Keaveny, “The influence of
boundary conditions and loading mode on high-resolution finite element-computed
trabecular tissue properties,” Bone, vol. 44, no. 4, pp. 573–578, 2009. [Online]. Available:
http://dx.doi.org/10.1016/j.bone.2008.11.015
REFERENCES 187
[37] D. Ulrich, B. Van Rietbergen, H. Weinans, and P. Rüegsegger, “Finite element analysis
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Solorzano, “3D reconstruction of histological sections: Application to mammary gland
tissue,” Microscopy Research and Technique, vol. 73, no. 11, pp. 1019–1029, 2010.
[59] A. Odgaard, “Three-dimensional methods for quantification of cancellous bone
architecture,” Bone, vol. 20, no. 4, pp. 315–328, 1997. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S8756328297000070
[60] T. P. Harrigan and R. W. Mann, “Characterization of microstructural anisotropy in
orthotropic materials using a second rank tensor,” Journal of Materials Science, vol. 19,
no. 3, pp. 761–767, 1984. [Online]. Available: https://link.springer.com/article/10.1007/
BF00540446
[61] A. Odgaard and H. J. G. Gundersen, “Quantification of connectivity in cancellous bone,
with special emphasis on 3D reconstructions,” Bone, vol. 14, no. 2, pp. 173–182, 1993.
[62] J. Toriwaki and T. Yonekura, “Euler number and connectivity indexes of a three dimen-
sional digital picture,” Forma-Tokyo-, vol. 17, no. 3, pp. 183–209, 2002.
[63] M. Ding, A. Odgaard, C. C. Danielsen, and I. Hvid, “Mutual associations among
microstructural, physical and mechanical properties of human cancellous bone,” The




[64] K. Moore, “A Numerical Assessment of Architectural Parameters for Anisotropic Be-
haviour in Idealised Trabecular Structures,” Ph.D. dissertation, University of Cape Town,
2018.
[65] P. L. Salmon, C. Ohlsson, S. J. Shefelbine, and M. Doube, “Structure model index does
not measure rods and plates in trabecular bone,” Frontiers in Endocrinology, vol. 6, no.
OCT, pp. 1–10, 2015.
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Appendix A
Hardware and software
Information about the computing hardware and software used in this work is presented in Tables
A.1, A.2 and A.3.
Table A.1: Hardware used for discretisation.
Name Version number
Operating system Windows 7
System type 64-bit
RAM 8.00 GB
Processor Intel Core i5 CPU @ 3.20 GHz
Table A.2: Hardware used for simulation.
Name Version number
Operating system Windows 10 Enterprise
System type 64-bit
RAM 16.0 GB
Processor Intel Core i5 CPU @ 3.30 GHz









Removal of free clusters
Trabecular bone has an extremely complex structure, a fact which is evident in the bone sam-
ples used in this work. Because of this complex structure, as well as the imperfect nature of
the mesh discretisation (due to voxel size, thinning algorithm used, etc.), it is possible that
after discretisation there will exist one or more elements which are not connected to the bulk
of the structure. These free elements may take the form of a single floating element or a cluster
of elements which are locally connected to each other, but not connected to the bulk. These
clusters unnecessarily increase the size of the mesh, which increases simulation time, and may
lead to erroneous results during Finite Element Analysis as they are ill-constrained. As such,
it is important that these free components be identified and removed before simulation.
Although the identification of individual floating elements is relatively easily done, the iden-
tification of free element clusters is slightly more complex as a distinction needs to be made
between those elements which are connected locally to each other and those which are connected
to the bulk. It is convenient to develop code which works for both cases (free elements and free
clusters) alike.
At its core, a Finite Element mesh is an example of a graph, meaning that there are a number
of established methods from graph theory which can be drawn upon. In-house MATLAB code
was developed, which makes use of a breadth-first traversal [109] to identify and remove free
cluster in the mesh. The approach followed is described below:
1. All the nodes connected to node 1 (i.e. share an element with node 1) are identified
and are added to a storage vector called tempNodesNew. The nodes which are added to
tempNodesNew are removed from the node list used for the search.
2. The next node in tempNodesNew is targeted, and all nodes connected to this node are
identified, added to the end of tempNodesNew and removed from the node list.
3. Step 2 is repeated for all the nodes in tempNodesNew, i.e. until all connected nodes have
been identified.
4. If tempNodesNew contains all the nodes in the mesh, then clearly there are no free clus-
ters in the mesh. However, if tempNodesNew contains fewer nodes than the total, this
collection of nodes is identified as a cluster.
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If the mesh contains clusters, it means that the bulk of the mesh will also be identified as a
cluster, so there needs to be a check to determine whether a given cluster is a free cluster or a
valid addition to the mesh. As such, if a cluster is identified, the code checks that the cluster
is properly bounded, i.e. contains at least one node which lies on the top surface and one node
which lies on the bottom surface, meaning that the cluster will contribute to the calculation of
the mechanical properties of the sample during simulation. If the cluster is properly bounded,
these nodes are discarded, however if a cluster is not bounded properly, it is identified as a
free cluster and stored for later reference. A new starting node is identified from the remaining
nodes in the node list (step 1 above) and the process starts again. Once all the nodes have been
identified and assigned either to the bulk of the mesh or to a free cluster, the free nodes and
elements are deleted from the mesh, along with their corresponding geometric properties.
Appendix C
Rasterisation
In-house code was developed for the rasterisation of beams and shells, respectively. In both of
these methods, it is important to understand the distinction between mathematical concepts
and rasterised objects. To define its orientation, a beam may be described as a mathematical
line with a corresponding 3D line equation. Similarly, a shell may be defined as a collection of
mathematical planes, with corresponding plane equations. Defining the beams and shells using
mathematical techniques allows for calculations to be performed using the voxel coordinates,
including calculations of perpendicular and parallel distances which are essential for accurate
rasterisation. As a result, in this appendix, the rasterised objects will be referred to as “beams”
and “shells”, whereas the mathematical concepts will be referred to as “lines” and “planes”.
C.1 Beam rasterisation
The reconstruction of the beams may be classified as 3D thick line rasterisation. Although there
are some standard algorithms for rasterisation of lines (Bresenham’s Algorithm, Murphy’s Mod-
ified Bresenham Algorithm), extending these algorithms to 3D (i.e. using voxels rather than
pixels) and non-integer points proved to be difficult and, consequently, a different approach was
necessary.
The algorithm developed to rasterise the beams is based on the fact that for any rasterised
voxel:
• The perpendicular distance from the voxel centre to the mathematical line must be less
than or equal to the radius of the beam (d⊥ ≤ r).
• The parallel distance from the voxel centre to the midpoint of the mathematical line must







This concept is demonstrated in Figures C.1-C.2, which show examples of voxels which meet the
perpendicular and parallel distance criteria, respectively. These figures are based on a circular
beam, perpendicular to the xy-plane for ease of illustration, but in reality, the beam could be
oriented in any direction.
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Figure C.1: Perpendicular distance criteria for beam rasterisation. The distance
from the centre of the circle to voxel A is larger than the radius of the circle, therefore
voxel A will not be rasterised. The distance from the centre of the circle to voxel B
is smaller than the radius of the circle, therefore voxel B will be rasterised.
Figure C.2: Parallel distance criteria for beam rasterisation. The distance from
the midpoint (shown as a dashed line) of the beam to voxel A is larger than half
of the total beam length, therefore voxel A will not be rasterised. The distance
from the midpoint of the beam to voxel B is smaller than the half of the total beam
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Figure C.3: Bounding mathematical planes used in the thick shell rasterization.
Here the coloured planes represent the bounding planes, otherwise viewed as the
faces of the shell.
The algorithm for the beam rasterisation may be summarised as follows:
1. The coordinate values for the starting point of the beam are rounded to the nearest integer
values. The voxel associated with the resulting coordinates is chosen as the starting voxel
and the voxel coordinates are added to the array, voxelCoords.
2. For each of the 26 voxels neighbouring the starting voxel, the parallel and perpendicular
distances from the voxel to the line are calculated. If the calculated distances meet the
criteria specified earlier in this section, the voxel coordinates are added to voxelCoords.
3. Once all 26 neighbouring voxels have been checked, the process is repeated for the next
voxel in voxelCoords.
4. The process is terminated when all the voxels in voxelCoords have been analysed.
C.2 Shell rasterisation
A more complex technique was required for the rasterisation of the shells because the thickness
of the shells varies across the element. As such, in-house code was developed which determines
whether or not to rasterise a voxel based on its position relative to the 5 mathematical planes
which bound the shell. These bounding planes, which are shown in Figure C.3, represent the 5
faces of the shell and, therefore, take into account the varying thickness across the element.
The equation of a plane may be defined as:
ax+ by + cz + d = 0. (C.1)
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Any point (x, y, z) which lies on the plane will satisfy this equation. If a point which does
not lie on the plane is substituted into the plane formula1, the result will be either positive or
negative, depending on the placement of the point relative to the plane. For example, consider
a mathematical plane with normal, n = (0, 0, 1):
0x+ 0y + 1z − 1 = 0 → f(z) = z − 1 = 0 (C.2)
If a point above the plane, p1 = (0, 0, 1.5), is substituted into the plane formula, a positive
result is obtained:
f(1.5) = 1.5− 1 = 0.5 > 0. (C.3)
However, if a point below the plane, p2 = (0, 0, 0.5), is substituted into the plane formula, a
negative result is obtained:
f(0.5) = 0.5− 1 = −0.5 < 0. (C.4)
Although this phenomenon is demonstrated using a simple example, the same technique may be
applied to any mathematical plane. In order to apply this technique to the rasterisation of the
shells, it was noted that any rasterised voxel must satisfy a condition for each of the bounding
planes. For example, if all the voxels with 0 ≤ z ≤ 1 were to be rasterised, 2 bounding planes
could be defined, namely the plane in Equation C.2 and an additional plane:
0x+ 0y + 1z − 0 = 0 → g(z) = z = 0. (C.5)
If p2 is substituted into Equation C.5, a positive result is obtained:
g(0.5) = 0.5 > 0. (C.6)
Therefore, any voxel which produces a negative result for plane f(z) and a positive result for
plane g(z) satisfies the bounding criteria and should be rasterised. If a voxel only satisfies one
of the two criteria, it does not lie in the bounded region and should not be rasterised. This
technique may be extended to include any number of bounding planes, which is the approach
followed for the rasterisation of the shell elements.
The algorithm for the shell rasterisation may be summarised as follows:
1. A mathematical plane is defined for each face of the shell. This is done by finding three
points on each plane and using the coordinates to calculate the equation of the plane using
the cross product and substitution.
2. A point in the centre of the shell is identified. The coordinates associated with this point
are substituted into each plane equation to determine whether a positive or negative result
is produced. This result is stored for each plane.
3. The coordinates of the starting point are rounded to the nearest integer values. This voxel
is defined as the starting voxel and is added to the array voxelCoords.
4. For each of the 26 voxels neighbouring the starting voxel, the coordinates are substituted
into the plane equations and compared to the benchmark described in (2). If the point
produces the same combination of positive and negative values as is listed in the bench-
mark, it means that the point lies within the shell and the voxel coordinates are added to
voxelCoords.
5. Once all 26 neighbouring voxels have been checked, the process is repeated for the next
voxel in voxelCoords.
6. The process is terminated when all the voxels in voxelCoords have been analysed.
1The plane formula here refers to the left hand side of the equation, i.e. f(x, y, z) = ax+ by + cz + d.
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C.3 Optimisation
Although the basic algorithms for the beam and shell rasterisation fulfil their purpose, the ef-
ficiency of the methods leaves much to be desired. The algorithms save time by only checking
the neighbours of rasterised voxels (as opposed to checking all voxels in a given region), but
using this method, a single voxel may still be analysed multiple times. In order to optimise
the algorithms, additional code was written to ensure that each voxel is only analysed once, i.e.
the distance calculations and plane substitutions are only performed for voxels which have not
previously been analysed.
To this end, a 3D matrix is created at the beginning of the rasterisation process such that
each entry in the matrix represents a voxel in a chosen volume around the beam or shell, i.e.
the volume matrix runs from (xmin → xmax, ymin → ymax, zmin → zmax). Each time a voxel is
analysed, the corresponding entry in the bounding matrix is changed to 1, regardless of whether
it is rasterised or not. When a neighbouring voxel is analysed, the code checks the volume ma-
trix before performing the distance calculations. If an entry is specified as 1, it has already been
analysed and, therefore, the code skips this voxel and moves on to the next without redoing
the distance or plane calculations. Using this method, each voxel is only analysed once, vastly





APPENDIX D. VALIDATION RESULTS 202
D.1.1 C6-t1 - unconstrained
Image size



























































Figure D.1: Error plots for apparent modulus of unconstrained C6-t1 lattices at
varying image sizes.
Image size


























































Figure D.2: Error plots for inner modulus of unconstrained C6-t1 lattices at
varying image sizes.
Image size

















































Figure D.3: Modulus ratio results of unconstrained C6-t1 lattices at varying image
sizes.
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D.1.3 C6-t2 - unconstrained
Image size
























































Figure D.7: Error plots for apparent modulus of unconstrained C6-t2 lattices at
varying image sizes.
Image size





























































Figure D.8: Error plots for inner modulus of unconstrained C6-t2 lattices at
varying image sizes.
Image size



















































Figure D.9: Modulus ratio results of unconstrained C6-t2 lattices at varying image
sizes.
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D.1.4 C6-t2 - constrained
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Figure D.10: Error plots for apparent modulus of constrained C6-t2 lattices at
varying image sizes.
Image size

























































Figure D.11: Error plots for inner modulus of constrained C6-t2 lattices at varying
image sizes.
Image size




















































Figure D.12: Modulus ratio results of constrained C6-t2 lattices at varying image
sizes.
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D.1.5 C6-t3 - unconstrained
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Figure D.13: Error plots for apparent modulus of unconstrained C6-t3 lattices at
varying image sizes.
Image size





























































Figure D.14: Error plots for inner modulus of unconstrained C6-t3 lattices at
varying image sizes.
Image size

















































Figure D.15: Modulus ratio results of unconstrained C6-t3 lattices at varying
image sizes.
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D.1.6 C6-t3 - constrained
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Figure D.16: Error plots for apparent modulus of constrained C6-t3 lattices at
varying image sizes.
Image size






























































Figure D.17: Error plots for inner modulus of constrained C6-t3 lattices at varying
image sizes.
Image size




















































Figure D.18: Modulus ratio results of constrained C6-t3 lattices at varying image
sizes.
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D.1.7 C8-t1 - unconstrained
Image size


























































Figure D.19: Error plots for apparent modulus of unconstrained C8-t1 lattices at
varying image sizes.
Image size


























































Figure D.20: Error plots for inner modulus of unconstrained C8-t1 lattices at
varying image sizes.
Image size
































































APPENDIX D. VALIDATION RESULTS 209
D.1.8 C8-t1 - constrained
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Figure D.22: Error plots for apparent modulus of constrained C8-t1 lattices at
varying image sizes.
Image size


























































Figure D.23: Error plots for inner modulus of constrained C8-t1 lattices at varying
image sizes.
Image size
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D.1.13 C10-t1 - unconstrained
Image size

























































Figure D.37: Error plots for apparent modulus of unconstrained C10-t1 lattices
at varying image sizes.
Image size





















































Figure D.38: Error plots for inner modulus of unconstrained C10-t1 lattices at
varying image sizes.
Image size
















































Figure D.39: Modulus ratio results of unconstrained C10-t1 lattices at varying
image sizes.
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D.1.14 C10-t1 - constrained
Image size





























































Figure D.40: Error plots for apparent modulus of constrained C10-t1 lattices at
varying image sizes.
Image size






















































Figure D.41: Error plots for inner modulus of constrained C10-t1 lattices at
varying image sizes.
Image size






















































Figure D.42: Modulus ratio results of constrained C10-t1 lattices at varying image
sizes.
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D.1.15 C10-t2 - unconstrained
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Figure D.43: Error plots for apparent modulus of unconstrained C10-t2 lattices
at varying image sizes.
Image size
























































Figure D.44: Error plots for inner modulus of unconstrained C10-t2 lattices at
varying image sizes.
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Figure D.45: Modulus ratio results of unconstrained C10-t2 lattices at varying
image sizes.
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D.1.16 C10-t2 - constrained
Image size


























































Figure D.46: Error plots for apparent modulus of constrained C10-t2 lattices at
varying image sizes.
Image size
























































Figure D.47: Error plots for inner modulus of constrained C10-t2 lattices at
varying image sizes.
Image size




















































Figure D.48: Modulus ratio results of constrained C10-t2 lattices at varying image
sizes.
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D.1.17 C10-t3 - unconstrained
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Figure D.49: Error plots for apparent modulus of unconstrained C10-t3 lattices
at varying image sizes.
Image size

























































Figure D.50: Error plots for inner modulus of unconstrained C10-t3 lattices at
varying image sizes.
Image size






















































Figure D.51: Modulus ratio results of unconstrained C10-t3 lattices at varying
image sizes.
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D.1.18 C10-t3 - constrained
Image size

























































Figure D.52: Error plots for apparent modulus of constrained C10-t3 lattices at
varying image sizes.
Image size

























































Figure D.53: Error plots for inner modulus of constrained C10-t3 lattices at
varying image sizes.
Image size






















































Figure D.54: Modulus ratio results of constrained C10-t3 lattices at varying image
sizes.
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D.2 Kelvin cell lattices
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D.2.1 K6-t1 - unconstrained
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Figure D.55: Error plots for apparent modulus of unconstrained K6-t1 lattices at
varying image sizes.
Image size























































Figure D.56: Error plots for inner modulus of unconstrained K6-t1 lattices at
varying image sizes.
Image size




















































Figure D.57: Modulus ratio results of unconstrained K6-t1 lattices at varying
image sizes.
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D.2.2 K6-t1 - constrained
Image size




























































Figure D.58: Error plots for apparent modulus of constrained K6-t1 lattices at
varying image sizes.
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Figure D.59: Error plots for inner modulus of constrained K6-t1 lattices at varying
image sizes.
Image size




















































Figure D.60: Modulus ratio results of constrained K6-t1 lattices at varying image
sizes.
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D.2.3 K6-t2 - unconstrained
Image size





























































Figure D.61: Error plots for apparent modulus of unconstrained K6-t2 lattices at
varying image sizes.
Image size

























































Figure D.62: Error plots for inner modulus of unconstrained K6-t2 lattices at
varying image sizes.
Image size























































Figure D.63: Modulus ratio results of unconstrained K6-t1 lattices at varying
image sizes.
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D.2.4 K6-t2 - constrained
Image size



























































Figure D.64: Error plots for apparent modulus of constrained K6-t2 lattices at
varying image sizes.
Image size




























































Figure D.65: Error plots for inner modulus of constrained K6-t2 lattices at varying
image sizes.
Image size




















































Figure D.66: Modulus ratio results of constrained K6-t2 lattices at varying image
sizes.
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D.2.6 K6-t3 - constrained
Image size






























































Figure D.70: Error plots for apparent modulus of constrained K6-t3 lattices at
varying image sizes.
Image size






























































Figure D.71: Error plots for inner modulus of constrained K6-t3 lattices at varying
image sizes.
Image size




















































Figure D.72: Modulus ratio results of constrained K6-t3 lattices at varying image
sizes.
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D.2.7 K8-t1 - unconstrained
Image size





























































Figure D.73: Error plots for apparent modulus of unconstrained K8-t1 lattices at
varying image sizes.
Image size



























































Figure D.74: Error plots for inner modulus of unconstrained K8-t1 lattices at
varying image sizes.
Image size

















































Figure D.75: Modulus ratio results of unconstrained K8-t1 lattices at varying
image sizes.
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D.2.8 K8-t1 - constrained
Image size





























































Figure D.76: Error plots for apparent modulus of constrained K8-t1 lattices at
varying image sizes.
Image size



























































Figure D.77: Error plots for inner modulus of constrained K8-t1 lattices at varying
image sizes.
Image size

















































Figure D.78: Modulus ratio results of constrained K8-t1 lattices at varying image
sizes.
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D.2.9 K8-t2 - unconstrained
Image size




























































Figure D.79: Error plots for apparent modulus of unconstrained K8-t2 lattices at
varying image sizes.
Image size























































Figure D.80: Error plots for inner modulus of unconstrained K8-t2 lattices at
varying image sizes.
Image size



















































Figure D.81: Modulus ratio results of unconstrained K8-t1 lattices at varying
image sizes.
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D.2.10 K8-t2 - constrained
Image size




























































Figure D.82: Error plots for apparent modulus of constrained K8-t2 lattices at
varying image sizes.
Image size


























































Figure D.83: Error plots for inner modulus of constrained K8-t2 lattices at varying
image sizes.
Image size
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D.2.13 K10-t1 - unconstrained
Image size

























































Figure D.91: Error plots for apparent modulus of unconstrained K10-t1 lattices
at varying image sizes.
Image size























































Figure D.92: Error plots for inner modulus of unconstrained K10-t1 lattices at
varying image sizes.
Image size















































Figure D.93: Modulus ratio results of unconstrained K10-t1 lattices at varying
image sizes.
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D.2.14 K10-t1 - constrained
Image size


























































Figure D.94: Error plots for apparent modulus of constrained K10-t1 lattices at
varying image sizes.
Image size
























































Figure D.95: Error plots for inner modulus of constrained K10-t1 lattices at
varying image sizes.
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D.2.15 K10-t2 - unconstrained
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Figure D.97: Error plots for apparent modulus of unconstrained K10-t2 lattices
at varying image sizes.
Image size



























































Figure D.98: Error plots for inner modulus of unconstrained K10-t2 lattices at
varying image sizes.
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D.2.16 K10-t2 - constrained
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Figure D.100: Error plots for apparent modulus of constrained K10-t2 lattices at
varying image sizes.
Image size



























































Figure D.101: Error plots for inner modulus of constrained K10-t2 lattices at
varying image sizes.
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D.2.17 K10-t3 - unconstrained
Image size





























































Figure D.103: Error plots for apparent modulus of unconstrained K10-t3 lattices
at varying image sizes.
Image size


























































Figure D.104: Error plots for inner modulus of unconstrained K10-t3 lattices at
varying image sizes.
Image size




















































Figure D.105: Modulus ratio results of unconstrained K10-t3 lattices at varying
image sizes.
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D.2.18 K10-t3 - constrained
Image size



























































Figure D.106: Error plots for apparent modulus of constrained K10-t3 lattices at
varying image sizes.
Image size


























































Figure D.107: Error plots for inner modulus of constrained K10-t3 lattices at
varying image sizes.
Image size
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D.3 Octet truss lattices
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D.3.1 OT6-t1 - unconstrained
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Figure D.109: Error plots for apparent modulus of unconstrained OT6-t1 lattices
at varying image sizes.
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Figure D.110: Error plots for inner modulus of unconstrained OT6-t1 lattices at
varying image sizes.
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Figure D.111: Modulus ratio results of unconstrained OT6-t1 lattices at varying
image sizes.
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D.3.2 OT6-t1 - constrained
Image size

























































Figure D.112: Error plots for apparent modulus of constrained OT6-t1 lattices at
varying image sizes.
Image size
























































Figure D.113: Error plots for inner modulus of constrained OT6-t1 lattices at
varying image sizes.
Image size

















































Figure D.114: Modulus ratio results of constrained OT6-t1 lattices at varying
image sizes.
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D.3.3 OT6-t2 - unconstrained
Image size































































Figure D.115: Error plots for apparent modulus of unconstrained OT6-t2 lattices
at varying image sizes.
Image size



























































Figure D.116: Error plots for inner modulus of unconstrained OT6-t2 lattices at
varying image sizes.
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D.3.4 OT6-t2 - constrained
Image size



























































Figure D.118: Error plots for apparent modulus of constrained OT6-t2 lattices at
varying image sizes.
Image size



























































Figure D.119: Error plots for inner modulus of constrained OT6-t2 lattices at
varying image sizes.
Image size





























































APPENDIX D. VALIDATION RESULTS 244
D.3.5 OT6-t3 - unconstrained
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Figure D.121: Error plots for apparent modulus of unconstrained OT6-t3 lattices
at varying image sizes.
Image size
























































Figure D.122: Error plots for inner modulus of unconstrained OT6-t3 lattices at
varying image sizes.
Image size






















































Figure D.123: Modulus ratio results of unconstrained OT6-t3 lattices at varying
image sizes.
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D.3.6 OT6-t3 - constrained
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Figure D.124: Error plots for apparent modulus of constrained OT6-t3 lattices at
varying image sizes.
Image size
























































Figure D.125: Error plots for inner modulus of constrained OT6-t3 lattices at
varying image sizes.
Image size






















































Figure D.126: Modulus ratio results of constrained OT6-t3 lattices at varying
image sizes.
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D.3.7 OT8-t1 - unconstrained
Image size



























































Figure D.127: Error plots for apparent modulus of unconstrained OT8-t1 lattices
at varying image sizes.
Image size

























































Figure D.128: Error plots for inner modulus of unconstrained OT8-t1 lattices at
varying image sizes.
Image size















































Figure D.129: Modulus ratio results of unconstrained OT8-t1 lattices at varying
image sizes.
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D.3.8 OT8-t1 - constrained
Image size



























































Figure D.130: Error plots for apparent modulus of constrained OT8-t1 lattices at
varying image sizes.
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Figure D.131: Error plots for inner modulus of constrained OT8-t1 lattices at
varying image sizes.
Image size


















































Figure D.132: Modulus ratio results of constrained OT8-t1 lattices at varying
image sizes.
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D.3.9 OT8-t2 - unconstrained
Image size






























































Figure D.133: Error plots for apparent modulus of unconstrained OT8-t2 lattices
at varying image sizes.
Image size




























































Figure D.134: Error plots for inner modulus of unconstrained OT8-t2 lattices at
varying image sizes.
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Figure D.135: Modulus ratio results of unconstrained OT8-t2 lattices at varying
image sizes.
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D.3.10 OT8-t2 - constrained
Image size





























































Figure D.136: Error plots for apparent modulus of constrained OT8-t2 lattices at
varying image sizes.
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Figure D.137: Error plots for inner modulus of constrained OT8-t2 lattices at
varying image sizes.
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D.3.11 OT8-t3 - unconstrained
Image size































































Figure D.139: Error plots for apparent modulus of unconstrained OT8-t3 lattices
at varying image sizes.
Image size




























































Figure D.140: Error plots for inner modulus of unconstrained OT8-t3 lattices at
varying image sizes.
Image size




















































Figure D.141: Modulus ratio results of unconstrained OT8-t3 lattices at varying
image sizes.
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D.3.12 OT8-t3 - constrained
Image size





























































Figure D.142: Error plots for apparent modulus of constrained OT8-t3 lattices at
varying image sizes.
Image size

























































Figure D.143: Error plots for inner modulus of constrained OT8-t3 lattices at
varying image sizes.
Image size






















































Figure D.144: Modulus ratio results of constrained OT8-t3 lattices at varying
image sizes.
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D.3.13 OT10-t1 - unconstrained
Image size

























































Figure D.145: Error plots for apparent modulus of unconstrained OT10-t1 lattices
at varying image sizes.
Image size























































Figure D.146: Error plots for inner modulus of unconstrained OT10-t1 lattices at
varying image sizes.
Image size
















































Figure D.147: Modulus ratio results of unconstrained OT10-t1 lattices at varying
image sizes.
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D.3.14 OT10-t1 - constrained
Image size

























































Figure D.148: Error plots for apparent modulus of constrained OT10-t1 lattices
at varying image sizes.
Image size























































Figure D.149: Error plots for inner modulus of constrained OT10-t1 lattices at
varying image sizes.
Image size





















































Figure D.150: Modulus ratio results of constrained OT10-t1 lattices at varying
image sizes.
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D.3.15 OT10-t2 - unconstrained
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Figure D.151: Error plots for apparent modulus of unconstrained OT10-t2 lattices
at varying image sizes.
Image size






























































Figure D.152: Error plots for inner modulus of unconstrained OT10-t2 lattices at
varying image sizes.
Image size




















































Figure D.153: Modulus ratio results of unconstrained OT10-t2 lattices at varying
image sizes.
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D.3.16 OT10-t2 - constrained
Image size






























































Figure D.154: Error plots for apparent modulus of constrained OT10-t2 lattices
at varying image sizes.
Image size





























































Figure D.155: Error plots for inner modulus of constrained OT10-t2 lattices at
varying image sizes.
Image size



















































Figure D.156: Modulus ratio results of constrained OT10-t2 lattices at varying
image sizes.
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D.3.17 OT10-t3 - unconstrained
Image size































































Figure D.157: Error plots for apparent modulus of unconstrained OT10-t3 lattices
at varying image sizes.
Image size





























































Figure D.158: Error plots for inner modulus of unconstrained OT10-t3 lattices at
varying image sizes.
Image size




















































Figure D.159: Modulus ratio results of unconstrained OT10-t3 lattices at varying
image sizes.
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D.3.18 OT10-t3 - constrained
Image size

































































Figure D.160: Error plots for apparent modulus of constrained OT10-t3 lattices
at varying image sizes.
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Figure D.161: Error plots for inner modulus of constrained OT10-t3 lattices at
varying image sizes.
Image size






















































Figure D.162: Modulus ratio results of constrained OT10-t3 lattices at varying
image sizes.
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D.4 Additional analysis: angled cubic
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D.4.1 C8-t1 - angled unconstrained
Image size
























































Figure D.163: Error plots for apparent modulus of unconstrained angled C8-t1
lattices at varying image sizes.
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Figure D.164: Error plots for inner modulus of unconstrained angled C8-t1 lattices
at varying image sizes.
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Figure D.165: Modulus ratio results of unconstrained angled C8-t1 lattices at
varying image sizes.
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D.4.2 C8-t1 - angled constrained
Image size



























































Figure D.166: Error plots for apparent modulus of constrained angled C8-t1
lattices at varying image sizes.
Image size
























































Figure D.167: Error plots for inner modulus of constrained angled C8-t1 lattices
at varying image sizes.
Image size






















































Figure D.168: Modulus ratio results of constrained angled C8-t1 lattices at varying
image sizes.
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D.4.3 C8-t2 - angled unconstrained






























































Figure D.169: Error plots for apparent modulus of unconstrained C8-t2 lattices
at varying image sizes.





























































Figure D.170: Error plots for inner modulus of unconstrained C8-t2 lattices at
varying image sizes.
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D.4.4 C8-t2 - angled constrained
































































Figure D.172: Error plots for apparent modulus of constrained C8-t2 lattices at
varying image sizes.

























































Figure D.173: Error plots for inner modulus of constrained C8-t2 lattices at
varying image sizes.
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Figure D.174: Modulus ratio results of constrained C8-t2 lattices at varying image
sizes.
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D.5 Additional analysis: VBM
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D.5.1 K8-t3 - cropped and cropped constrained
Image size

























































Figure D.175: Error plots for apparent modulus of cropped unconstrained and
cropped constrained K8-t3 lattices at varying image sizes obtained using the VBM.
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Figure D.176: Error plots for inner modulus of cropped unconstrained and
cropped constrained K8-t3 lattices at varying image sizes obtained using the VBM.
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Figure D.177: Modulus ratio results of cropped unconstrained and cropped con-
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Image size























Figure E.1: Enlarged view of graph of apparent modulus error and average beam
cross-sectional area error for an uncropped, unconstrained K6-t3 lattice at varying
image sizes.
Image size







































Figure E.2: Enlarged view of the error plots for the moments of inertia in the
primary and secondary directions for an uncropped, unconstrained K6-t3 lattice at
varying image sizes.
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Image size






















Figure E.3: Enlarged view of graph of apparent modulus error and average beam
cross-sectional area error for an uncropped, unconstrained K10-t3 lattice at varying
image sizes.
Image size






































Figure E.4: Enlarged view of the error plots for the moments of inertia in the
primary and secondary directions for an uncropped, unconstrained K10-t3 lattice
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F.1.1 Size 6
(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
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(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
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(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350.
Figure F.3: Rasterisation of C6-t3 lattice at varying image sizes.
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F.1.2 Size 8
(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.4: Rasterisation of C8-t1 lattice at varying image sizes.
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(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.5: Rasterisation of C8-t2 lattice at varying image sizes.
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(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.6: Rasterisation of C8-t3 lattice at varying image sizes.
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F.1.3 Size 10
(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
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(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.8: Rasterisation of C10-t2 lattice at varying image sizes.
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(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.9: Rasterisation of C10-t3 lattice at varying image sizes.
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F.2 Kelvin cell
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F.2.1 Size 6
(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.10: Rasterisation of K6-t1 lattice at varying image sizes.
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(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.11: Rasterisation of K6-t2 lattice at varying image sizes.
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(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.12: Rasterisation of K6-t3 lattice at varying image sizes.
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F.2.2 Size 8
(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
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(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.15: Rasterisation of K8-t3 lattice at varying image sizes.
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F.2.3 Size 10
(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.16: Rasterisation of K10-t1 lattice at varying image sizes.
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(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.17: Rasterisation of K10-t2 lattice at varying image sizes.
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(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.18: Rasterisation of K10-t3 lattice at varying image sizes.
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F.3 Octet truss
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F.3.1 Size 6
(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.19: Rasterisation of OT6-t1 lattice at varying image sizes.
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(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.20: Rasterisation of OT6-t2 lattice at varying image sizes.
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(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.21: Rasterisation of OT6-t3 lattice at varying image sizes.
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F.3.2 Size 8
(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.22: Rasterisation of OT8-t1 lattice at varying image sizes.
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(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.23: Rasterisation of OT8-t2 lattice at varying image sizes.
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(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.24: Rasterisation of OT8-t3 lattice at varying image sizes.
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F.3.3 Size 10
(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.25: Rasterisation of OT10-t1 lattice at varying image sizes.
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(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.26: Rasterisation of OT10-t2 lattice at varying image sizes.
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(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.27: Rasterisation of OT10-t3 lattice at varying image sizes.
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F.4 Angled cubic
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F.4.1 Size 8
(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.28: Rasterisation of angled C8-t1 lattice at varying image sizes.
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(i) 100. (ii) 110. (iii) 120. (iv) 130. (v) 140.
(vi) 150. (vii) 160. (viii) 170. (ix) 180. (x) 190.
(xi) 200. (xii) 210. (xiii) 220. (xiv) 230. (xv) 240.
(xvi) 250. (xvii) 260. (xviii) 270. (xix) 280.
(xx) 290. (xxi) 300. (xxii) 310. (xxiii) 320.
(xxiv) 330. (xxv) 340. (xxvi) 350. (xxvii) 360.
(xxviii) 370. (xxix) 380. (xxx) 390. (xxxi) 400.
Figure F.29: Rasterisation of angled C8-t2 lattice at varying image sizes.
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Appendix G
Inherent VBM boundary condition
In order to discuss the boundary condition inherent in the VBM mesh, it is important to visu-
alise how a trabecula or strut is discretised using the BSM and the VBM. Figure G.1 shows a
representation of a strut, with corresponding meshes created using the BSM and VBM.
If a translational constraint in the z-direction is applied to the beam-shell mesh, the strut is
able to rotate while maintaining the applied constraint, as shown in Figure G.2. In contrast, if
the same translational z-constraint is applied to the VBM, the bottom surface of the strut is
prevented from tilting, as shown in Figure G.3, which causes a different deformation mechanism
to what was seen in the BSM mesh.
Due to this inherent difference between the BSM and VBM meshes, it can be said that the
VBM contains an additional boundary condition, which is inherent to the methodology. This
additional constraint must be taken into account when comparing any VBM simulations to
baseline results (as in the validation study), or when comparing VBM results to BSM results
(as for the bone results).
(i) Strut. (ii) BSM mesh. (iii) VBM mesh
Figure G.1: Discretisation of a strut using the BSM and VBM.
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(i) BSM mesh with constraint.
(ii) Rotation of BSM mesh.
Figure G.2: Rotation of beam-shell mesh with translational z-constraint.
(i) VBM mesh with constraints. (ii) Rotation of VBM mesh.

























































































The bone specimens used for this work were labelled numerically and are referred to as such
in the text. The specimen numbers are listed below and grouped into their corresponding
experimental test configuration, as discussed in Section 2.6.2.
303
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Table H.1: List of bone specimens. Quantity of specimens is included next to the
configuration name in brackets ().
Standard specimens Large specimens
Defatted (33) Marrow (40) Confined (33) φ20 mm (9) φ28 mm (8)
13 26 19 498 529
15 105 31 503 530
17 119 33 504 532
25 124 38 506 533
79 136 59 508 534
94 171 77 510 535
114 228 82 512 537
129 230 90 513 538
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Appendix I
Segmented Bone Scans
(i) 13. (ii) 13b. (iii) 15. (iv) 15b.
(v) 17. (vi) 17b. (vii) 19. (viii) 19b.
(ix) 25. (x) 25b. (xi) 26. (xii) 26b.
(xiii) 31. (xiv) 31b. (xv) 33. (xvi) 33b.
Figure I.1: Segmentation of bone scans (13–33).
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(i) 38. (ii) 38b. (iii) 59. (iv) 59b.
(v) 77. (vi) 77b. (vii) 79. (viii) 79b.
(ix) 82. (x) 82b. (xi) 90. (xii) 90b.
(xiii) 94. (xiv) 94b. (xv) 97. (xvi) 97b.
(xvii) 105. (xviii) 105b. (xix) 114. (xx) 114b.
(xxi) 119. (xxii) 119b. (xxiii) 124. (xxiv) 124b.
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(i) 129. (ii) 129b. (iii) 131. (iv) 131b.
(v) 135. (vi) 135b. (vii) 136. (viii) 136b.
(ix) 137. (x) 137b. (xi) 138. (xii) 138b.
(xiii) 140. (xiv) 140b. (xv) 150. (xvi) 150b.
(xvii) 152. (xviii) 152b. (xix) 161. (xx) 161b.
(xxi) 163. (xxii) 163b. (xxiii) 165. (xxiv) 165b.
Figure I.3: Segmentation of bone scans (129–165).
APPENDIX I. SEGMENTED BONE SCANS 309
(i) 171. (ii) 171b. (iii) 177. (iv) 177b.
(v) 182. (vi) 182b. (vii) 184. (viii) 184b.
(ix) 198. (x) 198b. (xi) 204. (xii) 204b.
(xiii) 205. (xiv) 205b. (xv) 208. (xvi) 208b.
(xvii) 228. (xviii) 228b. (xix) 229. (xx) 229b.
(xxi) 230. (xxii) 230b. (xxiii) 247. (xxiv) 247b.
Figure I.4: Segmentation of bone scans (171–247).
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(i) 248. (ii) 248b. (iii) 251. (iv) 251b.
(v) 255. (vi) 255b. (vii) 260. (viii) 260b.
(ix) 261. (x) 261b. (xi) 264. (xii) 264b.
(xiii) 270. (xiv) 270b. (xv) 273. (xvi) 273b.
(xvii) 274. (xviii) 274b. (xix) 277. (xx) 277b.
(xxi) 280. (xxii) 280b. (xxiii) 283. (xxiv) 283b.
Figure I.5: Segmentation of bone scans (248–283).
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(i) 285. (ii) 285b. (iii) 309. (iv) 309b.
(v) 314. (vi) 314b. (vii) 319. (viii) 319b.
(ix) 324. (x) 324b. (xi) 326. (xii) 326b.
(xiii) 332. (xiv) 332b. (xv) 345. (xvi) 345b.
(xvii) 358. (xviii) 358b. (xix) 361. (xx) 361b.
(xxi) 365. (xxii) 365b. (xxiii) 366. (xxiv) 366b.
Figure I.6: Segmentation of bone scans (285–366).
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(i) 371. (ii) 371b. (iii) 379. (iv) 379b.
(v) 384. (vi) 384b. (vii) 385. (viii) 385b.
(ix) 390. (x) 390b. (xi) 394. (xii) 394b.
(xiii) 399. (xiv) 399b. (xv) 400. (xvi) 400b.
(xvii) 402. (xviii) 402b. (xix) 404. (xx) 404b.
(xxi) 410. (xxii) 410b. (xxiii) 424. (xxiv) 424b.
Figure I.7: Segmentation of bone scans (371–424).
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(i) 427. (ii) 427b. (iii) 433. (iv) 433b.
(v) 434. (vi) 434b. (vii) 435. (viii) 435b.
(ix) 438. (x) 438b. (xi) 439. (xii) 439b.
(xiii) 440. (xiv) 440b. (xv) 451. (xvi) 451b.
(xvii) 452. (xviii) 452b. (xix) 453. (xx) 453b.
(xxi) 454. (xxii) 454b. (xxiii) 455. (xxiv) 455b.
Figure I.8: Segmentation of bone scans (427–455).
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(i) 456. (ii) 456b. (iii) 457. (iv) 457b.
(v) 458. (vi) 458b. (vii) 461. (viii) 461b.
(ix) 462. (x) 462. (xi) 464. (xii) 464b.
(xiii) 465. (xiv) 465b. (xv) 466. (xvi) 466b.
(xvii) 467. (xviii) 467b. (xix) 469. (xx) 469b.
(xxi) 493. (xxii) 493b. (xxiii) 494. (xxiv) 494b.
Figure I.9: Segmentation of bone scans (456–494).
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(i) 496. (ii) 496b. (iii) 498. (iv) 498b.
(v) 502. (vi) 502b. (vii) 503. (viii) 503b.
(ix) 504. (x) 504. (xi) 506. (xii) 506b.
(xiii) 508. (xiv) 508b. (xv) 510. (xvi) 510b.
(xvii) 512. (xviii) 512b. (xix) 513. (xx) 513b.
(xxi) 514. (xxii) 514b. (xxiii) 529. (xxiv) 529b.
Figure I.10: Segmentation of bone scans (496–529).
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(i) 530. (ii) 530b. (iii) 532. (iv) 532b.
(v) 533. (vi) 533b. (vii) 534. (viii) 534b.
(ix) 535. (x) 535. (xi) 537. (xii) 537b.
(xiii) 538. (xiv) 538b.
Figure I.11: Segmentation of bone scans (530–538).
Appendix J
Choice of line fit
Initially, a standard linear least squares line fit was used to show the trend between the ex-
perimental and simulation results, as displayed in Figure J.1. However, it is clear from the
figure that this type of regression analysis does not provide the best fit to the data as the line
gradient is too high. This occurs because the linear least squares line fit, f(x), is determined
by calculating and minimising the sum of the squares of the residual [110], where a residual is
defined as the difference between the data value at a point and the line-fit value at that point,
as shown in Equation J.1.
R2 = Σ[yi − f(xi)]2, (J.1)
This approach using the squared residuals causes the outlying results to be weighted dispropor-
tionately to the results which are close to the line [110], which leads to a skewed trend line, as
is seen in Figure J.1.
Due to the limitations of the least squares regression, a different analysis technique was re-
quired to determine the line of best fit for the data. As previously noted, the gradient of the
least squares line is too high. This occurs because the scatter in Figure J.1 is bounded by the
x−axis below the trend line, but unbounded above the trend line. If the instantaneous gradients





the instantaneous gradients will always be positive, as negative apparent moduli can not exist.
If a histogram of the instantaneous gradients is plotted as shown in Figure J.2, the mentioned
factors combine to produce a dataset which is clearly skewed to the right, similar to a log-normal
distribution.
In order to determine if the instantaneous gradients form a log-normal distribution, the natural
logarithms of the instantaneous gradients are found after adding a skewness correction constant,
c, as shown in Equations J.3.







If the histogram for the logarithmic data is considered as shown in Figure J.3, it may be seen
that the distribution is similar to a normal distribution in shape, however it does not represent
a true normal distribution. The mean (µ), median and mode values are within 10% of each
317
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Apparent modulus - experiment (GPa)



























Linear: y = 0.2253x + -0.0152



















































































Figure J.2: Histogram of instantaneous gradients.
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ln(G + c)















Figure J.3: Histogram of natural logarithms of instantaneous gradients.
other1, which is similar to a normal distribution, in which these three values are equivalent [111].
Additionally, the coefficient of skewness is so small as to be negligible, which is characteristic
of the symmetrical normal distribution [111]. However, 41% of the data points lie above the
mean, whereas 59% of the data points lie below the mean, which does not correlate with the
50% : 50% split that is expected in a normal distribution.
The logarithmic data displays some attributes which are characteristic of a normal distribution
and some attributes which are not, therefore the instantaneous gradients cannot be considered
as a true log-normal distribution. However, treating the results as shown in Equation J.3 does
correct some of the skewness of the data, which is the main problem associated with the linear
least squares method, and hence was deemed useful. If the mean (µ0), median (x̃0) and mode
(M0) of the instantaneous gradients are calculated in the original space [112], as shown in
Equations J.4-J.6, each value may be used to create a line of best fit, where the gradient of the
line is designated by one of these values, as shown in Figure J.4. Because the mean and median
are both affected by the upwards scatter, the mode is the most appropriate value to use in this
context, as it provides the line fit which is closest to the majority of the data points, as shown
in Figure J.4iii.
µ0 = e
µ+0.5σ2 − c (J.4)
x̃0 = e
µ − c (J.5)
M0 = e
µ−σ2 − c (J.6)
1The value of the mode changes drastically depending on the number of significant figures used for the
calculation. Two significant figures produced the strongest mode, with a total of 10 data points, which was used
in this work.
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Although the instantaneous data points are not representative of a true log-normal distribu-
tion, determining the line of best fit by following this log-normal approach allows the outlying
data points to be weighted less heavily than the “good” data points, which provides a more
representative line fit than a least-squares approach.
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Apparent modulus - experiment (GPa)



























Log-normal, mean: y = 0.1823x
(i) Mean.
Apparent modulus - experiment (GPa)



























Log-normal, median: y = 0.1590x
(ii) Median.
Apparent modulus - experiment (GPa)



























Log-normal, mode: y = 0.1205x
(iii) Mode.
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