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a b s t r a c t
Given some form of distance between words, a fundamental operation is to decide
whether the distance between two given words w and v is within a given bound. In
earlier work, we introduced the concept of a universal Levenshtein automaton for a given
distance bound n. This deterministic automaton takes as input a sequence χ of bitvectors
computed fromw and v. The sequence χ is accepted iff the Levenshtein distance between
w and v does not exceed n. The automaton is called universal since the same automaton
can be used for arbitrary input wordsw and v, regardless of the underlying input alphabet.
Here, we extend this picture. After introducing a large abstract family of generalized
word distances, we exactly characterize those members where word neighborhood can
be decided using universal neighborhood automata similar to universal Levenshtein
automata. Our theoretical results establish several bridges to the theory of synchronized
finite-state transducers and dynamic programming. For small neighborhood bounds,
universal neighborhood automata can be held in main memory. This leads to very efficient
algorithms for the above decision problem. Evaluation results show that these algorithms
are much faster than those based on dynamic programming.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Word distances are used in many areas of computer science to measure the similarity of strings. This fundamental task
arises in many practical application areas such as text correction [1–4], information retrieval [5], genom analysis [6], and
speech recognition [7]. In practical situations, we often just want to find, given some input string, the most similar elements
fromagiven background set. A typical example from text correction is the selection of correction suggestions for amisspelled
word using a background dictionary [2,8]. From a formal point of view, this leads to the following neighborhood decision
problem:
Given a generalized distance and a small bound, decide if two words are neighbors in the sense that their
distance is within the given bound.
In the literature, there is a whole battery of finite-state formalisms that are in some way related to the neighborhood
problem, ranging from finite-state automata [2] and pair hidden markov models [9] to weighted transducers [10]. In this
paper, we focus a particular class of finite-state formalisms for the neighborhood decision problem which we call universal
neighborhood automata. These automata are characterized by four nice features:
1. Universality. The automaton for a given distance bound can be applied to an arbitrary pair of input words. In a way to be
explained, the input pair is translated into a new sequence of input symbols for the automaton.
2. Determinism/efficiency. Universal neighborhood automata are deterministic finite-state automata. This implies the high
time efficiency of an algorithm, based on these automata, for solving the neighborhood decision problem.
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Fig. 1. Universal neighborhood automaton for Levenshtein distance bound 1.
3. Alphabet independence. The automaton for a given distance bound does not depend on the alphabet of the input words.
The input alphabet of the automaton is fixed, regardless of the alphabet of the input words. Hence, the afore-mentioned
translation implicitly standardizes the input alphabet.
4. Multiple usability. A given universal neighborhood automaton can be used for a whole family of related notions of word
neighborhood. For each distance, we just have to adapt the afore-mentioned translation in a straightforward way, the
automaton remains the same.
The advantages of working with universal and deterministic devices are obvious. The advantages of alphabet independence
are twofold. First, it generalizes universality in the sense that the universal neighborhood automaton for a distance bound can
be used for input words over arbitrary alphabets. Second, it helps to keep the size of universal neighborhood automata small
compared to alphabet-dependent solutions. In contexts where we would like to dynamically adapt the word neighborhood
to a specific input problem (see, e.g., [11]), multiple usability helps to reduce the number of distinct resources needed. We
illustrate the first three concepts using an example from [2].
Example 1.1. Call two words v,w over an arbitrary alphabet neighbored iff their Levenshtein distance is ≤1, i.e., if w can
be obtained from v with at most one edit operation. Edit operations are the deletion, insertion of a letter or the substitution
on a letter by another symbol. Fig. 1 shows a universal neighborhood automaton for this problem. Gray states are final.
Transition ‘‘symbols’’ are bitvectors. The symbol _ stands for either 0 or 1, and χ(_) is shorthand for χ or χ_. Given a pair of
inputwords v = v1 · · · vn andw = w1 · · ·wm over an arbitrary alphabet, the input for the automaton has the formχ1 · · ·χn.
The input letters χi are bitvectors of length ≤4. The bitvectors are obtained in the following way. To the ith letter vi of v,
we assign the subword u of length max{0,min{4,m + 2 − i}} of $w starting at position i of $w. The kth bit of the vector
χi encodes if vi coincides with the kth letter of u.1 For example, if v = child and w = chold, χ1 encodes occurrences of c
in the subword $cho and has the form 0100. The second vector χ2 encodes occurrences of h in chol and has the form 0100.
Similarly χ3 encodes occurrences of i in hold and has the form 0000, χ4 encodes occurrences of l in old and has the form
010, the last vector χ5 encodes occurrences of d in ld and has the form 01. In Fig. 1, the path in bold corresponds to the full
1 If the length of u is 0, then the bitvector χi is the empty bitvector. The universal neighborhood automaton does not have a transition labeled with the
empty bitvector and consequently does not accept any input sequence of bitvectors that contains the empty bitvector.
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input 0100 0100 0000 010 01. It is accepted by the automaton. More generally, the input sequence obtained from any pair of
words v,w is accepted iff v andw have Levenshtein-distance≤1. It is important to note that the translation into bitvectors
guarantees alphabet independence in the above sense. In [2] we describe how similar universal neighborhood automata can
be built using the Levenshtein distance for any fixed distance bound n.
The central question considered in the paper is the following. Going beyond standard Levenshtein distance, for which
notions of a generalized distance can we build universal neighborhood automata with the above features to decide word
neighborhood? This work has both theoretical and practical aspects. From a theoretical point of view, we obtain various
necessary and sufficient conditions when a universal neighborhood automaton exists. These characterizations yield bridges
between the theory of finite-state transducers, dynamic programming methods and universal neighborhood automata.
In more practical terms, we show how to effectively build universal neighborhood automata for generalizations of the
Levenshtein distance. For appropriate distance bounds, these automata can be held in main memory, thus offering a more
efficientmethod for decidingword neighborhood compared to the dynamic programmingmethod [12] and its variants [13].
In the meantime, universal neighborhood automata for distinct word distances have been successfully used in various text
correction tasks [2].
The paper is structured as follows. In Section 2, we start with formal preliminaries. Section 3 introduces a family of
generalized word distances, generalizing the Levenshtein distance and its variants. Section 4 defines the associated notion
of word neighborhood. On this basis, we formally define the decision problem discussed in the remainder of the paper.
We present a dynamic programming approach that represent a first solution to the problem. In Section 5, we introduce
two-tape transducers as a nondeterministic finite-state device for deciding word neighborhood. Section 6 points to results
on synchronization of two-tape transducers that show how to obtain a deterministic variant under certain premises. In
Section 7, we formally define the concept of a universal neighborhood automaton. Section 8 characterizes situations where
the dynamic programming approach has the so-called bounded diagonal property. In Section 9, we show how to effectively
build a universal neighborhood automaton when the bounded diagonal property holds for the given distance. In Section 10,
we sum up the theoretical results obtained in the previous chapters. Section 11 gives a brief survey and evaluation on the
use of universal neighborhood automata in practice.
2. Formal preliminaries
Alphabets are denoted by the letterΣ . Words are written u, v, w . . . and ϵ denotes the empty word. As usual we define
Σ0 := {ϵ} andΣ i+1 := {xc | x ∈ Σ i, c ∈ Σ} for i ∈ N. The set of all words overΣ isΣ∗ := i∈NΣ i. For w ∈ Σ∗, by |w|,
we denote the length (number of letters) ofw. Ifw has length n ≥ 0, we writew1 . . . wn to indicate the letters ofw.
Definition 2.1. Letw ∈ Σ∗, l, i, r ∈ Z. Then, the l-backward r-forward subword ofw centered at the ith letter ofw is
w(l ← i → r) :=

wi−l . . . wi−2wi−1wiwi+1wi+2 . . . wi+r if l ≥ 0 and r ≥ 0
ϵ otherwise
where wj = $ if j ≤ 0 or j > |w|. Here, $ is a fixed (unique) new symbol, $ ∉ Σ . We use w(l ← i) as a shorthand for
w(l ← i → 0).
We assume that the reader is familiar with automata theory (see, e.g., [14,15]). In our setting, non-deterministic finite-
state automata may have several inital states.
Definition 2.2. Let A = ⟨Σ,Q , I,∆, F⟩ be a (non-deterministic) finite-state automatonwith alphabetΣ , set of states Q , set
of initial states I ⊆ Q , transition relation∆ and set of final states F ⊆ Q . For q ∈ Q , the set
L(q) := {v ∈ Σ∗ | ∃f ∈ F : ⟨q, v, f ⟩ ∈ ∆∗}
is called the language of state q. Here, ∆∗ denotes the extended transition relation, which is defined as usual. The language
of A is L(A) :=q∈I L(q).
Definition 2.3. Let T = ⟨Σ,Q , I,∆, F⟩ be a two-tape finite-state transducer with alphabetΣ for the two tapes, set of states
Q , set of initial states I ⊆ Q , transition relation∆ ⊆ Q × (Σ∗ ×Σ∗)× Q and set of final states F ⊆ Q . For q ∈ Q , the set
L(q) := {⟨w, v⟩ ∈ Σ∗ ×Σ∗ | ∃f ∈ F : ⟨q, ⟨w, v⟩, f ⟩ ∈ ∆∗}
is called the language of state q. Here, ∆∗ denotes the extended transition relation, which is defined as usual: ∆∗ is the
smallest subset of Q × (Σ∗ ×Σ∗)× Q satisfying the following conditions:
1. ⟨q, ⟨ϵ, ϵ⟩, q⟩ ∈ ∆∗ for all q ∈ Q .
2. ⟨q1, ⟨w, v⟩, q2⟩ ∈ ∆∗ and ⟨q2, ⟨x, y⟩, q3⟩ ∈ ∆ implies that ⟨q1, ⟨wx, vy⟩, q3⟩ ∈ ∆∗ for allw, v, x, y ∈ Σ∗.
The language of T is L(T ) :=q∈I L(q). A binary relation R ⊆ Σ∗×Σ∗ is called regular (rational) iff there exists a finite-state
transducer T such that L(T ) = R.
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Definition 2.4. LetM be a set. A distance onM is a mapping d fromM ×M to the set of non-negative real numbers R+ such
that the following conditions hold:
1. ∀m,m′ ∈ M : d(m,m′) = 0 iffm = m′.
2. ∀m,m′ ∈ M : d(m,m′) = d(m′,m) (symmetry).
3. ∀m,m′,m′′ ∈ M : d(m,m′′) ≤ d(m,m′)+ d(m′,m′′) (triangle inequality).
Definition 2.5. LetΣ be an alphabet. The Levenshtein distance [16] between two words v,w ∈ Σ∗ is the minimal number
of letter deletions, insertions or substitutions that are needed to rewrite v intow.
3. Generalized word distances
In this section, we present a definition of an operation-based distance that generalizes the (standard) Levenshtein
distance and its variants that result from assigning weights to the edit operations or using additional operations like
transposition of two adjacent symbols or merge of two adjacent symbols into one symbol and split of one symbol into two
symbols. First, we introduce the notion type, which does not depend on a concrete alphabetΣ .
Definition 3.1. A type is a triple t = ⟨tx, ty, tw⟩ where tx, ty ∈ N, tx + ty > 0 and tw ∈ R+. The number tw is called the
weight of the type t .
In what follows, we suppose that Υ is a fixed finite set of types.
Definition 3.2. A weighted edit operation over the alphabetΣ is a quadruple
op = ⟨opx, opy, opr , opw⟩
where ⟨opx, opy, opw⟩ is a type and opr ⊆ Σopx × Σopy . The entry opw is called weight of the operation op and opr is called
replacement relation of op. The type ⟨opx, opy, opw⟩ is called type of the operation op.
Definition 3.3. An operation op over an arbitrary finite alphabetΣ is called instance of the type t iff t is the type of op. A set
of operations Op is called normal iff every two different operations in Op have different types. A normal set of operations Op
over some alphabet Σ is called instance of the type set Υ iff the following one-to-one correspondence between Op and Υ
exists: the type of every operation from Op belongs to Υ and conversely, every type from Υ is the type of some operation
from Op.
If the set Op is not normal, i.e. if the operations op1 ∈ Op and op2 ∈ Op have the same type but opr1 ≠ opr2, then we can
replace op1 and op2 with op = ⟨opx1, opy1, opr1 ∪ opr2, opw1 ⟩. We can repeat this step to normalize the set. In what follows, if
it is not stated explicitly, Op always denotes a normal finite set of weighted edit operations over the alphabet Σ that is an
instance of the type set Υ .
Definition 3.4. Let w, v ∈ Σ∗. We say that v can be obtained from w with a weight c with respect to Op, w ⊢Op,c v, iff for
some k ∈ N the word w can be represented in the form w = l(1) . . . l(k) and the word v can be represented in the form
v = r(1) . . . r(k) such that each pair ⟨l(i), r(i)⟩ belongs to some relation opri for some opi ∈ Op and c =
∑k
i=1 op
w
i . Let us note
that ϵ can be obtained from ϵ with a weight 0 with respect to Op.
Note that in Definition 3.4 the operations act on disjoint substrings ofw. In other words, the k operations are applied in
parallel. Each part of w is rewritten. In practice, often the identity on the underlying alphabet is used as an operation with
weight 0.
Let us make the convention thatmin ∅ := ∞.
Definition 3.5. The Op-distance betweenw and v is
d[Op](w, v) := min{c | w ⊢Op,c v}.
The Op-distance between words w, v ∈ Σ∗ can be computed using a dynamic programming scheme, like the one
described, e.g., by Wagner and Fischer in [12], as follows.
Definition 3.6. Letw, v ∈ Σ∗ be given. We inductively define a (|v|+1)× (|w|+1)matrixM = M[Op, w, v]with entries
in R+.
1. M0,0 := 0.
2. Let i ≠ 0 or j ≠ 0. Assume thatMi′,j′ is defined for all i′ ≤ i and all j′ ≤ j such that i′ + j′ < i+ j. Let
Mop[i, j] :=

Mi−opy,j−opx + opw if i ≥ opy, j ≥ opx and ⟨w(opx − 1← j), v(opy − 1← i)⟩ ∈ opr
∞ otherwise.
LetMi,j := minop∈OpMop[i, j].
Note that in the definition ofMop[i, j] i is the end position of a subword of v, while j is the end position of a subword ofw.
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The proof of the following proposition is omitted.
Proposition 3.7. Letw, v ∈ Σ∗. Then d[Op](w, v) = M|v|,|w|[Op, w, v].
It is worth mentioning that d[Op] is not always a distance in the sense of Definition 2.4. For example if Σ = {a, b, c, d}
and Op′ = {opid, opins, opdel, opsubs, optr}, where
opid = ⟨1, 1, {⟨x, x⟩ | x ∈ Σ}, 0⟩,
opins = ⟨0, 1, {⟨ϵ, x⟩ | x ∈ Σ}, 1⟩,
opdel = ⟨1, 0, {⟨x, ϵ⟩ | x ∈ Σ}, 1⟩,
opsubs = ⟨1, 1, {⟨x, y⟩ | x, y ∈ Σ}, 1⟩,
optr = ⟨2, 2, {⟨xy, yx⟩ | x, y ∈ Σ}, 1⟩,
then d[Op′] is symmetric, but not a distance, because the triangle inequality is invalid:
d[Op′](abcd, abdc) = 1 and d[Op′](abdc, bdac) = 2, but d[Op′](abcd, bdac) = 4 (note that exactly one operation is applied
to each letter while transforming abcd into bdac). An Op-distance may be non-symmetric since weighted edit operations
need not be symmetric. An Op-distance may also invalidate Condition 1 of Definition 2.4 since any edit operation can have
weight 0.
4. Word neighborhood
The generalized distances described in the previous section induce a natural notion of word neighborhood:
Definition 4.1. Let r ∈ R+ be a constant andw, v ∈ Σ∗. The Op, r-distance betweenw and v is
d[Op, r](w, v) :=

d[Op](w, v) if d[Op](w, v) ≤ r
∞ otherwise.
We say that v is an r-neighbor ofw w.r.t. Op iff d[Op, r](w, v) ≠ ∞.
We may now define the central problem of the paper.
Definition 4.2 (Neighborhood decision problem). Let Op be a set of weighted operations over the alphabetΣ . Let r ∈ R+ be
a constant. For given words, v,w ∈ Σ∗ decide if v is an r-neighbor ofw.
For a first solution of the problem, we use the dynamic programming approach. We may modify the matrixM[Op, w, v]
in a straightforward way. LetM[Op, r, w, v] be obtained fromM[Op, w, v] by replacing all entries that are greater than r by
∞. This corresponds to Ukkonen’s idea presented in [13] — if d[OpL] is the Levenshtein distance, thenMi,j[OpL, r, w, v] = ∞
for |i− j| ≤ r . The entriesMi,j[OpL, r, w, v], for which |i− j| ≤ r , form a (2r+1)-diagonal band in thematrixM[OpL, r, w, v].
To solve the neighborhood decision problem, it is sufficient to compute only the matrix entries of this diagonal band.
Proposition 4.3. Let r, v, w as above. Then, d[Op, r](w, v) = M|v|,|w|[Op, r, w, v].
5. Two-tape transducers for deciding word neighborhood
We introduce a simple form of transducer for deciding r-neighborhood. This transducer, which only depends on Op and
r , is universal in the sense that any pair of words v,w over the fixed alphabet Σ can be used as input. The form of the
transducer depends on the alphabet Σ . In the following section, we then discuss situations where the transducer can be
transformed into a deterministic finite-state automaton, which is equivalent to the transducer in a certain sense. In what
follows, Op always denotes a finite set of weighted edit operations over the alphabetΣ , Op is an instance of Υ and r ∈ R+
is a constant.
Definition 5.1. The r-neighborhood relation R[Op, r] ⊆ Σ∗ ×Σ∗ is defined as
R[Op, r] := {⟨w, v⟩ | v is an r-neighbor ofw}.
The set of all r-bounded neighborhood weights with respect to Υ is
V [Υ , r] := {c ∈ R+ | 0 ≤ c ≤ r and ∃t1, t2, . . . , tn ∈ Υ : c =
n−
i=1
twi }.
Note that V [Υ , r] is finite.
Definition 5.2. The canonical two-tape transducer for Op and r is
T [Op, r] := ⟨Σ, V [Υ , r], {0}, δ[Op, r], V [Υ , r]⟩
P. Mitankin et al. / Theoretical Computer Science 412 (2011) 2340–2355 2345
Fig. 2. Canonical two-tape transducer for generalized Levenshtein distance with restricted substitutions, merges and splits, V [Υ , r] = {0, 1, 2}.
where
1. the input alphabet isΣ ,
2. the set of states is V [Υ , r],
3. the initial state is 0,
4. the set of final states is V [Υ , r],
5. the transition relation δ[Op, r] ⊆ V [Υ , r] × (Σ∗ × Σ∗) × V [Υ , r] is defined as follows. Let c1, c2 ∈ V [Υ , r] and
⟨l, r⟩ ∈ Σ∗ × Σ∗. Then, ⟨c1, ⟨l, r⟩, c2⟩ ∈ δ[Op, r] iff there exists an operation op ∈ Op such that c2 = c1 + opw and
⟨l, r⟩ ∈ opr .
Example 5.3. LetΣ = {a, b},
opid = ⟨1, 1, {⟨a, a⟩, ⟨b, b⟩}, 0⟩,
opins = ⟨0, 1, {⟨ϵ, a⟩, ⟨ϵ, b⟩}, 1⟩,
opdel = ⟨1, 0, {⟨a, ϵ⟩, ⟨b, ϵ⟩}, 1⟩,
opsubs = ⟨1, 1, {⟨a, b⟩}, 1⟩,
opmerge = ⟨2, 1, {⟨aa, b⟩, ⟨bb, a⟩}, 1⟩,
opsplit = ⟨1, 2, {⟨a, bb⟩}, 1⟩,
Op = {opid, opins, opdel, opsubs, opmerge, opsplit}, and r = 2. The canonical transducer for Op and r , T [Op, r] is shown in Fig. 2.
The next proposition shows the relation between the canonical two-tape transducer T [Op, r] and the matrix
M[Op, r, w, v] (Section 4). We useM as a shorthand forM[Op, r, w, v].
Proposition 5.4. Letw, v ∈ Σ∗. As above, let δ denote the transition relation of T [Op, r]. Then,
Mi,j = min{c | ⟨0, ⟨w(j− 1← j), v(i− 1← i)⟩, c⟩ ∈ δ∗}
for all i ≤ |v| and j ≤ |w|.
Proof. Trivially, for c ≤ r we have thatw(j− 1← j) ⊢Op,c v(i− 1← i) iff ⟨0, ⟨w(j− 1← j), v(i− 1← i)⟩, c⟩ ∈ δ∗. Thus,
min{c | ⟨0, ⟨w(j− 1← j), v(i− 1← i)⟩, c⟩ ∈ δ∗} = min{c ≤ r | w(j− 1← j) ⊢Op,c v(i− 1← i)} = d[Op, r, w(j− 1←
j), v(i−1← i)]. By Proposition 4.3 d[Op, r, w(j−1← j), v(i−1← i)] = Mi,j[Op, r, w(j−1← j), v(i−1← i)] = Mi,j. 
Corollary 5.5. • Let Op, r,w, v as above. Then,
d[Op, r](w, v) = M|v|,|w|[Op, r, w, v] = min{c | ⟨0, ⟨w, v⟩, c⟩ ∈ δ∗}.
• The language of T [Op, r] is R[Op, r].
6. Synchronized transducers for deciding word neighborhood
Canonical two-tape transducers for decidingword neighborhood have the disadvantage that theremay bemany different
paths with one and the same label from the initial state. In this section, we recall how the theory of synchronized rational
relations can be used in some cases to achieve a deterministic version of the canonical transducer T [Op, r] for decidingword
neighborhood. As always, Op denotes a finite set of weighted edit operations over the alphabetΣ and r ∈ R+ is a constant.
The idea is to convert T [Op, r] into a finite-state automaton S[Op, r] over the alphabet (Σ ∪ {$}) × (Σ ∪ {$}), $ ∉ Σ .
The automaton S[Op, r] accepts two words w, v ∈ Σ∗ in the following way. To the shorter of the two words w and v,
we attach a suffix of symbols $ such that the modified word has the same length as the longer word. Then, the input
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word for S[Op, r] is p$(w, v) = ⟨w1, v1⟩⟨w2, v2⟩ . . . ⟨wm, vm⟩, where m = max(|w|, |v|), wi = $ for i > |w| or vi = $
for i > |v|. More formally, we would like to build a finite-state automaton S = ⟨(Σ ∪ {$})2,Qs, Is,∆s, Fs⟩, such that
L(S) = {p$(w, v) | ⟨w, v⟩ ∈ L(T [Op, r])}.
Definition 6.1. A relation R ⊆ Σ∗ × Σ∗ is called synchronized rational relation iff there exists a finite-state automaton S
over the alphabet (Σ ∪ {$})2 such that L(S) = {p$(w, v) | ⟨w, v⟩ ∈ R}.
A relation R ⊆ Σ∗ ×Σ∗ is called length preserving if ⟨w, v⟩ ∈ R implies that |w| = |v|. A proof that a length-preserving
rational relation is a synchronized rational relation is presented in [17]. A synchronization algorithm for bounded length
difference rational relations, which are defined below, is given in [18]. A synchronization algorithm for a class of weighted
transducers is presented in [10]. Other papers concerning synchronization of finite-state devices are, e.g., [19,20].
Definition 6.2. A relationR ⊆ Σ∗×Σ∗ has bounded length difference iff there exists a constant k ∈ N such that ||w|−|v|| ≤ k
for all ⟨w, v⟩ ∈ R.
Theorem 6.3 (Frougny and Sakarovitch [18]). A bounded length difference rational relation R is a synchronized rational relation.
There is a synchronizing algorithm that converts a given transducer T with bounded length difference language L(T ) = R into an
automaton S over the alphabet (Σ ∪ {$})2, such that L(S) = {p$(w, v) | ⟨w, v⟩ ∈ R}.
Theorem 6.4. If R[Op, r] has bounded length difference, then there exists an automaton S over the alphabet (Σ ∪ {$})2, such
that L(S) = {p$(w, v) | ⟨w, v⟩ ∈ R[Op, r]}.
Proof. The result follows from Corollary 5.5, which shows that R[Op, r] is rational, and Theorem 6.3. 
Consider a situation where R[Op, r] has bounded length difference. We may then apply the theorem to compute an
automaton S as in the theorem.After a standarddeterminizationprocedure,weobtain a deterministic finite-state automaton
for deciding r-neighborhood. We now look for conditions when this situation arises.
Definition 6.5. A type t is said to be zero-weighted iff tw = 0. A type t is said to be length preserving iff tx = ty.
Proposition 6.6. Every zero-weighted type inΥ is length preserving iff R[Op, r] has bounded length difference for every instance
Op of Υ .
Proof. ‘‘⇒’’. Let c = max{ |tx−ty|tw | t ∈ Υ , tw ≠ 0}. Intuitively, c is the maximal length difference normalized by weight
unit. Since each zero-weighted type is length preserving and the error bound is r , ||w| − |v|| ≤ rc for ⟨w, v⟩ ∈ R[Op, r].
‘‘⇐’’. We prove that if some zero-weighted type in Υ is not length preserving, then R[Op, r] has not bounded length
difference for some instance Op of Υ . Let t ∈ Υ , tw = 0 and |tx − ty| > 0. Let c ∈ N. We have to find an instance Op of
Υ over some alphabet Σ and two words w, v ∈ Σ∗ such that ⟨w, v⟩ ∈ R[Op, r] and ||w| − |v|| > c. Let Σ = {0} and
Op = {⟨tx, ty, {⟨0tx , 0ty⟩}, tw⟩ | t ∈ Υ }. Let k = |tx − ty|, let m be the smallest natural number such that km > c , let
w = 0mtx and v = 0mty . We have ||w| − |v|| > c . Since d[Op](w, v) = 0, ⟨w, v⟩ ∈ R[Op, r]. 
7. Universal neighborhood automata for deciding word neighborhood
The synchronized transducers described in the previous section are universal and deterministic, but they strongly depend
on the set of weighted edit operations Op and the given input alphabetΣ . One and the same synchronized transducer is not
usable for distinct variants of word neighborhood. Later we shall see that – assuming a fixed distance bound r – the same
universal neighborhood automaton can be used for distinct word neighborhoods, as long as the underlying weighted edit
operations have the same type.
We now tackle the problem of how to obtain a universal deterministic device for deciding r-neighborhood that does not
depend on the alphabetΣ used in the set Op of operations. We proceed in two steps. First, from thewords v andwwemove
to a more complex input representation where input ‘‘symbols’’ correspond, roughly, to fixed-length subwords of v,w. The
following definition is needed.
Definition 7.1. Let l1, r1, l2 and r2 be four natural numbers. The look-behind-and-look-ahead alphabet isΣl1,r1,l2,r2 := (Σ ∪
{$})(l1+1+r1) × (Σ ∪ {$})(l2+1+r2). The look-behind-and-look-ahead synchronizing function σl1,r1,l2,r2 : Σ∗ ×Σ∗ → Σ∗l1,r1,l2,r2
is defined as follows:
σl1,r1,l2,r2(w, v) := c1c2 . . . cm
where m = max(|w|, |v|) and cj = ⟨w(l1 ← j → r1), v(l2 ← j → r2)⟩. The notation w(l ← i → r) is introduced in
Definition 2.1. Note that σl1,r1,l2,r2(ϵ, ϵ) = ϵ.
Proposition 7.2. R is a synchronized rational relation iff there exist natural numbers l1, r1, l2, and r2 and a finite-state automaton
A over the alphabetΣl1,r1,l2,r2 such that σl1,r1,l2,r2(w, v) ∈ L(A)⇔ ⟨w, v⟩ ∈ R for allw, v ∈ Σ∗.
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Proof. ‘‘⇒’’. Let R be a synchronized rational relation and A be a finite-state automaton over the alphabet (Σ ∪ {$})2 with
language
L(A) = {p$(w, v)|⟨w, v⟩ ∈ R}.
We have (Σ ∪ {$})2 = Σ0,0,0,0. Hence, p$(w, v) = σ0,0,0,0(w, v) and σ0,0,0,0(w, v) ∈ L(A)⇔ ⟨w, v⟩ ∈ R for allw, v ∈ Σ∗.
‘‘⇐’’. Let l1, r1, l2 and r2 be natural numbers and A be a finite-state automaton over the alphabet Σl1,r1,l2,r2 such that
σl1,r1,l2,r2(w, v) ∈ L(A) ⇔ ⟨w, v⟩ ∈ R for all w, v ∈ Σ∗. Consider the homomorphism h : Σ∗l1,r1,l2,r2 → ((Σ ∪ {$})2)∗
such that h(⟨w′aw′′, v′bv′′⟩) = ⟨a, b⟩ for |w′| = l1, |w′′| = r1, |v′| = l2, |v′′| = r2, w′, w′′, v′, v′′ ∈ (Σ ∪ {$})∗, a, b
∈ Σ ∪ {$}. Note that h(L(A) ∩ range(σl1,r1,l2,r2)) = {p$(w, v) | ⟨w, v⟩ ∈ R}. An automaton with alphabet Σl1,r1,l2,r2 and
language range(σl1,r1,l2,r2) can easily be constructed. Since regular languages are closed under intersection and (alphabet)
homomorphisms {p$(w, v) | ⟨w, v⟩ ∈ R} is regular over (Σ ∪ {$})2. 
Definition 7.3. Let Γ be a nonempty finite alphabet, called the decision alphabet. A function β : Σ∗ ×Σ∗ → Γ ∗ is said to
be local iff there exist four natural numbers l1, r1, l2, r2 and a function χ : Σl1,r1,l2,r2 → Γ such that
β(w, v) = c1c2 . . . cm
wherem = max(|w|, |v|) > 0 and cj = χ(w(l1 ← j → r1), v(l2 ← j → r2)). Note that β(ϵ, ϵ) = ϵ.
In intuitive terms, β may be defined using two windows that respectively slide overw and v in a synchronized movement.
The size of the first (second) window, which slides over w (v), is l1 + 1 + r1 (l2 + 1 + r2). For each position i, we apply χ
to the window pair and obtain a letter γi of the decision alphabet. Concatenating the letters for all positions, we obtain the
‘‘decision word’’ β(w, v). In what follows, li + 1+ ri is called the size of window i (i = 1, 2).
Definition 7.4. A language U[Υ , r] ⊆ Γ ∗ is called a universal neighborhood decision language for Υ and r iff for every set
of operations Op which is an instance of Υ there exists a local function β[Op, r] : Σ∗ × Σ∗ → Γ ∗ such that ⟨w, v⟩ ∈
R[Op, r] ⇔ β(w, v) ∈ U[Υ , r] for allw, v ∈ Σ∗. A finite automaton
A∀[Υ , r] = ⟨Σ∀,Q ∀, i∀, δ∀, F∀⟩
is a universal neighborhood automaton for Υ and r iff the language of A is a universal neighborhood decision language for Υ
and r .
When we have a universal neighborhood decision language U[Υ , r], the problem of deciding r-neighborhood w.r.t. Op
for distinct instances Op ofΥ is decomposed to the calculation of the value of β(w, v) and the test whether β(w, v) belongs
to U[Υ , r]. The important point to note is that only β depends on the chosen instance Op of Υ .
If d[Op] simulates a distance, then it is natural that the identity operation opid := ⟨1, 1, {⟨a, a⟩ | a ∈ Σ}, 0⟩ is in Op (resp.
the identity type tid := ⟨1, 1, 0⟩ is in Υ ), since opid ∈ Op ⇒ d[Op](w,w) = 0 for every w ∈ Σ∗. In some applications,
this condition might not hold.2 The next theorem gives a necessary condition for the existence of a universal neighborhood
decision language for a set of types Υ and r when the identity type tid belongs to Υ .
Theorem 7.5. Let tid = ⟨1, 1, 0⟩ ∈ Υ . If there exists a universal neighborhood decision language U[Υ , r] ⊆ Γ ∗ for Υ , then
every zero-weighted type in Υ is length preserving.
Proof. We assume the contrary: let t ∈ Υ , tw = 0 and tx ≠ ty. Let x = tx, y = ty. We suppose that x < y. To derive a
contradiction, we consider the special alphabet Σ := {s ∈ N | 1 ≤ s ≤ 1 + |Γ |2} and look at a specific instance Op of Υ .
To this end, let op = ⟨x, y, {⟨1x, 1y⟩}, 0⟩, opid = ⟨1, 1, {⟨r, r⟩ | r ≥ 1}, 0⟩ and Op′ = {op, opid}. Let Op be the instance of
Υ such that Op′ ⊆ Op and all operations in Op \ Op′ have empty replacement relations. By assumption there exists a local
function β[Op, r] : Σ∗×Σ∗ → Γ ∗ with constants l1, r1, l2, r2 and a mapping χ : Σl1,r1,l2,r2 → Γ (Definition 7.3) such that⟨w, v⟩ ∈ R[Op, r] ⇔ β(w, v) ∈ U[Υ , r] for all w, v ∈ Σ∗. Here, β is definable using χ as described in Definition 7.3. Let
k = l1 + 1+ r1 denote the size of window 1, let n be a natural number such that
(y− x)n ≥ k+ l1 + r1 = 2k− 1.
We now consider the pair of input words (w, v) over Σ where w = 1x·n, v = 1y·n. By construction, the length difference
is |v| − |w| ≥ k + l1 + r1 = 2k − 1. Let P := {β(wu, v) | u ∈ (Σ \ {1})k}. Since β is defined in terms of χ and the
choice of u only affects 2k − 1 window positions, there are at most |Γ |2k−1 distinct words over Γ in P . On the other hand,
the number of distinct words u in {u | u ∈ (Σ \ {1})k} is |Γ |2k. Hence, there are u1, u2 ∈ (Σ \ {1})k such that u1 ≠ u2 and
β(wu1, v) = β(wu2, v). Since χ looks on subwords of length k of the left argument of β , β(wu1, v) = β(wu2, v) implies
that also β(wu1, vu1) = β(wu2, vu1). Since the type t of op is zero-weighted and tid ∈ Υ , we have ⟨wu1, vu1⟩ ∈ R[Op, r]
while by construction ⟨wu2, vu1⟩ ∉ R[Op, r]. Hence, β(wu1, vu1) ∈ U[Υ , r] and β(wu2, vu1) ∉ U[Υ , r]. Contradiction. 
2 E.g. if d[Op](w, v) represents the negative logarithm of the probability v to be obtained fromw, then opid may not be in Op.
2348 P. Mitankin et al. / Theoretical Computer Science 412 (2011) 2340–2355
8. Bounded diagonal property and its equivalents
In this section, we establish links between distinct techniques for solving the neighborhood decision problem, relating
the dynamic programming approach with other methods.
Definition 8.1. Let c be a positive natural number and r ∈ R+ be a constant. We say that a family of operations Op satisfies
the c-bounded diagonal property with respect to r iff for every two wordsw, v ∈ Σ∗ the entryMi,j of the (|v|+1)× (|w|+1)
matrixM = M[Op, r, w, v] (Section 4) is∞ for |i− j| > c.
The entries Mi,j for |i − j| ≤ c form a (2c + 1)-diagonal band in the matrix M . In [13] Ukkonen shows that to solve the
neighborhood decision problem for edit distance it is sufficient to compute only the matrix entries of a diagonal band inM .
For a fixed set of operations Op, the number of the diagonals in the band depends on the weights and maximal error rate
allowed.
Proposition 8.2. The following conditions are equivalent.
1. R[Op, r] has bounded length difference for each Op which is an instance of Υ .
2. There exists a constant c such that every Op which is an instance of Υ satisfies the c-bounded diagonal property w.r.t. r .
3. Every zero-weighted type in Υ is length preserving.
Proof. In Proposition 6.6, we established the equivalence of conditions 1 and 3. We shall prove that 1 and 2 are equivalent.
‘‘1 ⇒ 2’’. Let R[Op, r] have bounded length difference for each Op which is an instance of Υ . Let Op′ =
{⟨tx, ty, {⟨0tx , 0ty⟩}, tw⟩ | t ∈ Υ } and c = max{||w| − |v|| | ⟨w, v⟩ ∈ R[Op′, r]}. It can be shown that for every instance
Op of Υ c bounds the length difference of R[Op, r], i.e. for every instance Op of Υ and for every two words w, v ∈ Σ∗
⟨w, v⟩ ∈ R[Op, r] implies that ||w| − |v|| ≤ c . We show that every Op which is an instance of Υ satisfies the c-bounded
diagonal propertyw.r.t. r . LetOp be an instance ofΥ over an alphabetΣ ,w, v ∈ Σ∗ and i, j ∈ N such that |i−j| > c. It follows
that ⟨w(j − 1 ← j), v(i − 1 ← i)⟩ ∉ R[Op, r]. Hence d[Op, r](w(j − 1 ← j), v(i − 1 ← i)) = ∞. We apply Corollary 5.5
and receive thatMi,j[Op, r, w, v] = Mi,j[Op, r, w(j− 1← j), v(i− 1← i)] = d[Op, r](w(j− 1← j), v(i− 1← i)) = ∞.
‘‘2⇒ 1’’. Let c be a constant such that every Opwhich is an instance of Υ satisfies the c-bounded diagonal property w.r.t.
r . Let Op be an instance of Υ . Using Corollary 5.5, it can be shown that for every two words w, v ∈ Σ∗ ⟨w, v⟩ ∈ R[Op, r]
implies that ||w| − |v|| ≤ c. 
9. Construction of a universal neighborhood automaton
In this section, we introduce one possible way to construct a universal neighborhood automaton A∀[Υ , r] when for
some constant c the c-bounded diagonal property is satisfied by every instance of Υ . Our construction represents an
automaton simulation of the Ukkonen’s algorithm for the neighborhood decision problem [13]. In what followswe suppose,
for efficiency reasons, that c is the smallest constant such that the c-bounded diagonal property is satisfied by every instance
of Υ with respect to r .
Example 9.1. Let us consider the standard Levenshtein distance. Its corresponding types are the insertion type tins =
⟨0, 1, 1⟩, the deletion type tdel = ⟨1, 0, 1⟩, the substitution type tsubs = ⟨1, 1, 1⟩ and the identity type tid = ⟨1, 1, 0⟩.
The set of types is ΥL = {tins, tdel, tsubs, tid}. We want to have universal neighborhood automaton for 1-neighbors, i.e. r = 1.
It can be shown that in this case c = 1.
We start with a matrix-state automaton that depends on a set of operations. Afterward we transform this automaton
into a universal neighborhood automaton.
9.1. Matrix-state automaton
By two given words w and v, the matrix-state automaton simulates a computation of the entries of the matrix
M[Op, r, w, v]. The alphabet of the automaton isΣc+d−1,0,c+d−1,0, where d := max{max{tx, ty} | t ∈ Υ }. The input sequence
for the automaton is σc+d−1,0,c+d−1,0(w, v). The automaton accepts σc+d−1,0,c+d−1,0(w, v) iff ⟨w, v⟩ ∈ R[Op, r].
Remark 9.2. To simplify the notations, we consider without loss of generality thatMi,j[Op, r, w, v] is defined for all i, j ∈ Z:
Mi,j[Op, r, w, v] := ∞ if i > |v| or j > |w| or i < 0 or j < 0. The entries Mi,j[Op, r, w, v] for which i > |v| or j > |w| or
i < 0 or j < 0 are called additional matrix entries.
Due to the c-bounded diagonal property, if |i − j| > c , then Mi,j[Op, r, w, v] = ∞. The entries Mi,j[Op, r, w, v] such
that |i − j| ≤ c form the central (2c + 1)-diagonal band of the matrix. The matrix-state automaton computes only entries
from this band. The intersection of the central (2c + 1)-diagonal band, the kth row and the kth column of M[Op, r, w, v]
forms the so-called kth extensor. The matrix-state automaton computes Mi,j[Op, r, w, v] transition by transition as the kth
extensor ofMi,j[Op, r, w, v] is computed and encoded in the statewhich is reachedwith the kth symbol of the input sequence
σc+d−1,0,c+d−1,0(w, v).
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Fig. 3.M[OpL, 1, aba, ba], extensors.
Definition 9.3. Let Op be an instance of Υ , w, v be two words and k be a natural number. The kth extensor for the matrix
M = M[Op, r, w, v] is the (2c + 1)-tuple
Mk = Mk[Op, w, v] := ⟨Mk,k−c,Mk,k−c+1, . . . ,Mk,k−1,Mk,k,Mk−1,k, . . . ,Mk−c+1,k,Mk−c,k⟩.
Example 9.4. Let Σ = {a, b, . . .}, opins = ⟨0, 1, {ϵ} × Σ, 1⟩, opdel = ⟨1, 0,Σ × {ϵ}, 1⟩, opsubs = ⟨1, 1,Σ × Σ, 1⟩ and
opid = ⟨1, 1, {⟨x, x⟩ | x ∈ Σ}, 0⟩. The set OpL = {opins, opdel, opsubs, opid} is an instance of ΥL. In Fig. 3, the enclosed tuples of
entries are the extensors ofM[OpL, 1, aba, ba]. The number of the matrix rows and columns varies from−1 to 3.
Note that to compute all entries inMk, it is sufficient to knowall entries inMk−d,Mk−d+1, ...,Mk−1. Every state of thematrix-
state automaton encodes d consecutive extensors. To determine whether a state q reached with σc+d−1,0,c+d−1,0(w′, v′) is
final, we need to know if M|v′|,|w′|[Op, r, w′, v′] is in the (2c + 1)-diagonal band and if it is, which one of all entries, that
are encoded in q, is M|v′|,|w′|[Op, r, w′, v′]. To cope with this, we encode in the state q an integer m with the property that
m = |w′| − |v′|. Thus, every state is a pair ⟨m, e⟩, where e is a d-tuple of consecutive extensors. The following observations
are crucial.
• If |w| = |v|, then m is 0 for every state that is reached during the traversal with the preprocessed input
σc+d−1,0,c+d−1,0(w, v).• If |w| > |v|, then the sequence of values m has the form 0, . . . , 0, 1, 2, . . . , h, where the number of leading zeros is |v|
and h = |w| − |v|.
• If |w| < |v|, then the sequence of valuesm has the form 0, . . . , 0,−1,−2, . . . , h, where the number of leading zeros is
|w| and h = |w| − |v|.
Hence, once a state ⟨m, e⟩ with m < −c or m > c is reached during the traversal with the preprocessed input, then every
next state will not be final, since it is not in the (2c + 1)-diagonal band. So the states ⟨m, e⟩withm < −c orm > c are not
needed and are not kept in the matrix-state automaton. For every state ⟨m, e⟩ in the automaton, we have −c ≤ m ≤ c . If
q = ⟨m, e⟩ is reached with σc+d−1,0,c+d−1,0(w′, v′), thenM|v′|,|w′|[Op, r, w′, v′] = (ed)c+1+m.
Definition 9.5. The set of all possible extensors is E[Υ , r] := (V [Υ , r] ∪ {∞})2c+1. The set of states of the matrix-state
automaton is Q ∀[Υ , r] := {m ∈ Z | −c ≤ m ≤ c} × E[Υ , r]d. Let q = ⟨m, ⟨e1, e2, . . . , ed⟩⟩ ∈ Q ∀[Υ , r]. Then, #q := m and
q[i, j] := (ed−|max(i,j)|)c+1−i+j for i, j ≤ 0.
Example 9.6. Table 1 shows the three extensors
e1 = ⟨q[−2,−4], q[−2,−3], q[−2,−2], q[−3,−2], q[−4,−2]⟩,
e2 = ⟨q[−1,−3], q[−1,−2], q[−1,−1], q[−2,−1], q[−3,−1]⟩ and
e3 = ⟨q[0,−2], q[0,−1], q[0, 0], q[−1, 0], q[−2, 0]⟩ in a state qwhen c = 2 and d = 3. The extensor e3 is the kth extensor
for the matrixM . The entriesMi,j for i, j ∈ {k− 4, k− 3, k− 2, k− 1, k} are shown. The extensor e1 is colored light gray, e2
is gray and e3 is dark gray.
Let us note that q[i, j] is an additional matrix entry iff (i = 0 or j = 0) and #q(j− i− #q) < 0.
Definition 9.7. Let Op be an instance of Υ over the alphabet Σ . The finite matrix-state automaton is A[Op, r] :=
⟨Σc+d−1,0,c+d−1,0,Q ∀, {i∀}, δA, F∀⟩. The initial state i∀ is defined by the following rules.
1. i∀[0, 0] := 0
2. i∀[i, j] := ∞ for ⟨i, j⟩ ≠ ⟨0, 0⟩
3. #i∀ := 0.
Let q ∈ Q ∀ be a state. Then, q is final, q ∈ F∀, iff one of the following three conditions is satisfied.
1. #q = 0 and q[0, 0] ≠ ∞
2. #q < 0 and q[0,#q] ≠ ∞
3. #q > 0 and q[−#q, 0] ≠ ∞.
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Table 1
Extensors in a state, c = 2, d = 3.
Mk−4,k−4 Mk−4,k−3
q[−4,−2]
Mk−4,k−1 = ∞ Mk−4,k = ∞= (e1)5
= Mk−4,k−2
Mk−3,k−4 Mk−3,k−3
q[−3,−2] q[−3,−1]
Mk−3,k = ∞= (e1)4 = (e2)5
= Mk−3,k−2 = Mk−3,k−1
q[−2,−4] q[−2,−3] q[−2,−2] q[−2,−1] q[−2, 0]
= (e1)1 = (e1)2 = (e1)3 = (e2)4 = (e3)5
= Mk−2,k−4 = Mk−2,k−3 = Mk−2,k−2 = Mk−2,k−1 Mk−2,k
Mk−1,k−4 = ∞
q[−1,−3] q[−1,−2] q[−1,−1] q[−1, 0]
= (e2)1 = (e2)2 = (e2)3 = (e3)4
= Mk−1,k−3 = Mk−1,k−2 = Mk−1,k−1 = Mk−1,k
Mk,k−4 = ∞ Mk,k−3 = ∞
q[0,−2] q[0,−1] q[0, 0]
= (e3)1 = (e3)2 = (e3)3
= Mk,k−2 = Mk,k−1 = Mk,k
Fig. 4. A path in A[OpL, 1].
The transition function δA : Q ∀ × Σc+d−1,0,c+d−1,0 → Q ∀ is partial. Let x = x1x2 . . . xc+d ∈ (Σ ∪ {$})c+d, y =
y1y2 . . . yc+d ∈ (Σ ∪ {$})c+d and q ∈ Q ∀. In what follows, we shall define δA(q, ⟨x, y⟩) by giving definitions of #δA(q, ⟨x, y⟩)
and δA(q, ⟨x, y⟩)[i, j].
#⟨x, y⟩ :=
0 if xc+d ≠ $ and yc+d ≠ $
−1 if xc+d = $ and yc+d ≠ $
1 if xc+d ≠ $ and yc+d = $
#δA(q, ⟨x, y⟩) :=

#q+ #⟨x, y⟩ if−c ≤ #q+ #⟨x, y⟩ ≤ c
not defined otherwise.
The value δA(q, ⟨x, y⟩) is not defined iff #δA(q, ⟨x, y⟩) is not defined. If #δA(q, ⟨x, y⟩) is defined, let m = #δA(q, ⟨x, y⟩)
and q = ⟨#q, ⟨e1, e2, . . . , ed⟩⟩. In order to define δA(q, ⟨x, y⟩), we use a new extensor ed+1 = ⟨q[1,−c + 1], q[1,−c +
2], . . . , q[1, 0], q[1, 1], q[0, 1], . . . , q[−c + 2, 1], q[−c + 1, 1]⟩. The values of ed+1 are defined inductively as follows.
q[i, j] :=

min
op∈Op
qop[i, j] ifm(j− i−m) ≥ 0 and (i = 1 or j = 1)
∞ ifm(j− i−m) < 0 and (i = 1 or j = 1)
where
qop[i, j] :=

q[i− opy, j− opx] + opw if |(i− opy)− (j− opx)| ≤ c ,
q[i− opy, j− opx] + opw ≤ r and
⟨x(opx ← j+ k), y(opy ← i+ k)⟩ ∈ opr
where k = c + d− 1
∞ otherwise.
If q[i − opy, j − opx] is an entry from ed+1, then q[i − opy, j − opx] is supposed to be defined by induction. We define
δA(q, ⟨x, y⟩) := ⟨m, ⟨e2, . . . , ed+1⟩⟩.
It can be shown that the automaton A[Op, r] accepts σc+d−1,0,c+d−1,0(w, v) iff ⟨w, v⟩ ∈ R[Op, r].
Let us consider the set OpL from Example 9.4. Fig. 4 shows the traversal of A[OpL, 1] with σ1,0,1,0(aba, ba). Recall that
dL = 1. Hence, only the last extensor is needed to be kept in the states. Let us note that A[OpL, 1] has loops. For example
δA[OpL, 1](⟨0, ⟨1, 0, 1⟩⟩, ⟨xx, xx⟩) = ⟨0, ⟨1, 0, 1⟩⟩ for all x ∈ Σ .
9.2. Universal neighborhood automaton
The universal neighborhood automaton results from the matrix-state automaton A[Op, r] when we abstract from the
concrete alphabet Σ . We replace the preprocessing function σc+d−1,0,c+d−1,0 with another function, whose range does not
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depend on Σ , but only on Υ . In the above definition, to determine the transition δA(q, ⟨x, y⟩) = q′ in the matrix-state
automaton, we use specific information extracted from the pair ⟨x, y⟩ ∈ Σc+d−1,0,c+d−1,0 and the replacement relations
of the operations. For every position [i, j] and every operation op ∈ Op, this information is whether the operation op is
applicable in the position [i, j]. If op is applicable, then we evaluate k = q[i− opy, j− opx]+ opw and if k ≤ r , then the result
is qop[i, j] = k. If op is not applicable or k > r , then qop[i, j] is∞. The idea is to encode this information in binary vectors.
For every operation op, we have one binary vector. For every position [i, j], one of the bits in this binary vector encodes
the applicability of op in [i, j]. This bit is set to 1 if op is applicable in [i, j]. Otherwise, this bit is set to 0. Thus, instead of
⟨x, y⟩ ∈ Σc+d−1,0,c+d−1,0, we want to use a |Υ |-tuple ⟨χ1, χ2, . . . , χ|Υ |⟩, where χk is a binary vector with length 2c + 1.
However, these tuples do not provide the information needed for the evaluation of #q′. There are three cases: #q′ = #q−1,
#q′ = #q and #q′ = #q+ 1. For this reason, besides the |Υ |-tuple, the transition label contains a constant s ∈ {−1, 0, 1}.
In what follows, we suppose that t1, t2, . . . , t|Υ | is a fixed order of all types in Υ .
Definition 9.8. The universal alphabet isΣ∀[Υ , r] := ({0, 1}2c+1)|Υ | × {−1, 0, 1}. Let α = ⟨b, s⟩ ∈ Σ∀[Υ , r]. We use #α,
#α := s. For 1 ≤ n ≤ |Υ |, ⟨i, j⟩ ∈ ({0} × [−c, 0]) ∪ ([−c, 0] × {0})we define α[tn, i, j] := (bn)c+1−i+j.
α[tn, i, j] encodes the applicability of opn in [i, j], where opn is the instance of tn. The new preprocessing function
χ [Op, r] : Σ∗ ×Σ∗ → Σ∀[Υ , r]∗ is local (Definition 7.3). It is given in the next definition.
Definition 9.9. First, we define the function ξ [Op] : Σc+d−1,0,c+d−1,0 → Σ∀[Υ , r] as follows. Let x = x1x2 . . . xc+d ∈
(Σ ∪ {$})c+d and y = y1y2 . . . yc+d ∈ (Σ ∪ {$})c+d. Then, for 1 ≤ n ≤ |Op| and ⟨i, j⟩ ∈ ({0} × [−c, 0])∪ ([−c, 0] × {0})we
define ξ(x, y)[tn, i, j] = 1 iff ⟨x(opxn ← j+ c + d), y(opyn ← i+ c + d)⟩ ∈ oprn, where opn is the instance of tn.
#ξ(x, y) :=
0 if xc+d ≠ $ and yc+d ≠ $
−1 if xc+d = $
1 otherwise.
The new preprocessing function is χ [Op, r] : Σ∗ ×Σ∗ → Σ∀∗. Let l1 = l2 = c + d− 1. Then,
χ [Op, r](w, v) := c1c2 . . . cm
wherem = max(|w|, |v|) and cj = ξ(w(l1 ← j → 0), v(l2 ← j → 0)). Note that χ [Op, r](ϵ, ϵ) = ϵ.
The next definition finalizes the construction of a universal neighborhood automaton.
Definition 9.10. Let us consider the automaton A∀[Υ , r] := ⟨Σ∀,Q ∀, {i∀}, δ∀, F∀⟩, where the partial transition function δ∀
is defined as follows. Let q ∈ Q ∀ and α ∈ Σ∀. We shall define δ∀(q, α) by giving definitions of #δ∀(q, α) and δ∀(q, α)[i, j].
#δ∀(q, α) :=

#q+ #α if−c ≤ #q+ #α ≤ c
not defined otherwise.
The value δ∀(q, α) is not defined iff #δ∀(q, α) is not defined. If #δ∀(q, α) is defined, let m = #δ∀(q, α) and q =
⟨#q, ⟨e1, e2, . . . , ed⟩⟩. In order to define δ∀(q, α) we use a new extensor ed+1 = ⟨q[1,−c + 1], q[1,−c + 2], . . . , q[1, 0],
q[1, 1], q[0, 1], . . . , q[−c + 2, 1], q[−c + 1, 1]⟩. The values of ed+1 are defined inductively as follows:
q[i, j] :=

min
1≤k≤|Υ |
qtn [i, j] ifm(j− i−m) ≥ 0 and (i = 1 or j = 1)
∞ ifm(j− i−m) < 0 and (i = 1 or j = 1)
where
qtn [i, j] :=
q[i− t
y
n, j− txn] + twn if |(i− tyn)− (j− txn)| ≤ c ,
b[tn, i, j] = 1 and q[i− tyn, j− txn] + twn ≤ r∞ otherwise.
If q[i− tyn, j− txn] is an entry from ed+1, then q[i− tyn, j− txn] is supposed to be defined by induction. We define δ∀(q, b) :=⟨m, ⟨e2, . . . , ed+1⟩⟩.
It can be shown that for every instance Op of Υ , the automaton A∀[Υ , r] accepts χ [Op, r](w, v) iff ⟨w, v⟩ ∈ R[Op, r].
Example 9.11. Let us consider that t1 = tins, t2 = tdel, t3 = tsubs and t4 = tid (Example 9.4). We have
χ [OpL, 1](aba, ba) = ⟨⟨110, 011, 010, 000⟩, 0⟩⟨⟨111, 111, 111, 101⟩, 0⟩⟨⟨001, 111, 001, 001⟩, 1⟩. Fig. 5 shows the
corresponding path in the universal neighborhood automaton A∀[ΥL, 1].
Remark 9.12. The universal neighborhood automaton A∀[ΥL, 1] has the four properties mentioned in Section 1:
• ‘‘universality’’ — given an instance Op of ΥL over the alphabet Σ , for every w, v ∈ Σ∗ with A∀[ΥL, 1] we can decide if v
is 1-neighbor ofw,
• ‘‘determinism’’ — A∀[ΥL, 1] is a deterministic finite-state automaton,
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Fig. 5. A path in A∀[ΥL, 1].
• ‘‘alphabet independence’’— A∀[ΥL, 1] does not depend on the alphabetΣ of the concrete instance of ΥL,
• ‘‘multiple usability’’ — A∀[ΥL, 1] can be used for every instance of ΥL.
To illustrate the high time efficiency given by the universal neighborhood automata, we compare the three following
algorithms for deciding whether d[Op, 1](w, v) ≠ ∞, where Op is a given instance of ΥL and w and v are two given
words.
1. Compute the sequence χ [Op, 1](w, v) and check whether A∀[ΥL, 1] accepts χ [Op, 1](w, v).
2. Directly compute all the matrix extensors using the formula given in Definition 3.6.
3. Check whether a deterministic synchronized transducer accepts p$(w, v).
In Algorithm 1 we have max(|w|, |v|) steps: for each step, we have to compute one symbol of the input sequence
χ [Op, 1](w, v) and to follow one transition in A∀[ΥL, 1]. The computation of one symbol of the input sequence
χ [Op, 1](w, v) requires the computation of ξ(x, y)[tid, i, j], ξ(x, y)[tins, i, j], ξ(x, y)[tdel, i, j] and ξ(x, y)[tsubs, i, j] for ⟨i, j⟩ ∈
{⟨−1, 0⟩, ⟨0, 0⟩, ⟨0,−1⟩} and the computation of #ξ(x, y). In Algorithm 2 we have againmax(|w|, |v|) steps: for each step,
we have to compute the values of three entries, since every extensor has three entries. The value of each entry is the
minimum of four values. Ignoring some details, we consider that the computation of each one of these four values requires
the same time as the computation of ξ(x, y)[t, i, j] for some t . The computation of #ξ(x, y) and the following of one transition
is definitely several times faster than the three-time computation of a minimum on four values. In A∀[ΥL, 1], the three-
time computation of the minimum is hidden in the transitions. We conclude that Algorithm 1 is several times faster than
Algorithm 2. In Algorithm 3, we have also max(|w|, |v|) steps. For each step, we only have to follow one transition in the
synchronized transducer. Obviously Algorithm 3 is the fastest. However sychronized transducers do not have the properties
‘‘alphabet independence’’ and ‘‘multiple usability’’ and even for small alphabets are bigger than the corresponding universal
neighborhood automata. Experimental results are presented in Section 11.
Sometimes in practice, we need to use A∀[ΥL, 1] only for instances like OpL that allow insertion of every symbol, deletion
of every symbol and substitution of every symbol with every symbol. Since all insertions, deletions and substitutions are
allowed, the information encoded in the first three vectorsχins,χdel andχsub in a tuple ⟨⟨χins, χdel, χsub, χid⟩,m⟩ is not needed
anymore and the alphabet of the universal automaton can be reduced to tuples of the type ⟨χid,m⟩.
Proposition 9.13. Let the conditions (1)–(3) (Proposition 8.2) be satisfied. Then, the automaton A∀[Υ , r] given in Definition 9.10
is universal.
The proof of Proposition 9.13 is omitted.
10. Summary of theoretical results
The following theorem, which combines the results obtained in Propositions 8.2, 9.13 and Theorem 7.5, represents the
main result of the paper.
Theorem 10.1. Let Υ be a set of types, let r ≥ 0 be a constant. Consider the following five statements.
1. R[Op, r] has bounded length difference for each Op which is instance of Υ .
2. There exists a constant c such that every Op which is instance of Υ satisfies the c-bounded diagonal property w.r.t. r .
3. Every zero-weighted type in Υ is length preserving.
4. There exists a universal neighborhood automaton A∀[Υ , r].
5. There exists a universal language U[Υ , r].
Then, Properties1–3 are equivalent. Each of the Properties1–3 implies Property4. Property4 implies Property5. If tid = ⟨1, 1, 0⟩ ∈
Υ , then the five properties are equivalent.
It is not obvious that Properties 1, 2 and especially 4 and 5 are decidable, but the presence of tid in Υ and Property 3 are
obviously decidable.
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Table 2
Size of synchronized transducers and universal neighborhood automata for the standard Levenshtein
distance.
Alphabet size Edit bound Synchr states Synchr transitions Univ states Univ transitions
2 1 14 58 14 163
2 2 187 1,082 90 5,073
2 3 2,438 16,384 602 144,133
2 4 28,557 205,500 4,212 4,067,325
10 1 222 5,250 14 163
50 1 5,102 630,250 14 163
Table 3
Time comparison for deciding standard Levenshtein distance using dy-
namic programming, universal neighborhood automata, and synchro-
nized transducers.
Edit bound Matrix Univ speed-up Synchr speed-up
1 0.002248 ms 2.77 3.58
2 0.003510 ms 3.54 –
3 0.004588 ms 4.23 –
4 0.005585 ms 4.77 –
Table 4
Time comparison for deciding Levenshtein distancewith transpositions.
Edit bound Matrix Univ speed-up Synchr speed-up
1 0.002340 ms 2.88 3.72
2 0.003781 ms 4.21 –
3 0.004865 ms 4.51 –
4 0.005850 ms 5.00 –
11. Universal neighborhood automata in practice
In this section, we present some experimental results. First, we show and compare the sizes of the synchronized
transducers and the sizes of the corresponding universal neighborhood automata for various distances. Then, we present
the speed-up factors obtained by using synchronized transducers and universal neighborhood automata in comparison to
the dynamic programming approach.
1. Standard Levenshtein distance.
Table 2 shows the sizes of synchronized transducers and universal neighborhood automata for standard Levenshtein
distance. The edit bound n determines the neighborhood bound. The value synchr states/transitions (univ states/transitions)
is the number of the states/transitions of the synchronized transducer (universal neighborhood automaton). We see that
the size of synchronized transducers strongly depends on the size of the input alphabet. For an alphabet size of 2 and
bound 1, the tranducer is smaller than the universal neighborhood automaton. Already for an alphabet size of 10, universal
neighborhood automata are much smaller. The difference becomes drastic for large alphabets. When using larger distance
bounds, synchronized transducers can only be built for small alphabets.
For all experiments we used a dictionary of English words to construct a test set of pairs ⟨we, w⟩, where w is a word
from the dictionary and we is obtained from w by randomly generating errors. For a given edit bound n, we compare the
average times for checking if d[Op](we, w) ≤ n using the dynamic programming matrix (we only computed the 2n + 1
main diagonals), universal neighborhood automata and synchronized transducers. For each edit bound n, we constructed a
separate test set containing both neighborhood pairs (d[Op](we, w) ≤ n) and non-neighborhood pairs (d[Op](we, w) > n).
Table 3 presents the comparison when d[Op] is the standard Levenshtein distance. The values in the column matrix are
the average times per test pair when the dynamic programming matrix is used. Using this as a baseline, the values in the
column univ speed-up show how many times faster neighborhood decision with universal automaton is, and the values in
the column synchr speed-up show the speed-up factor when using sychronized transducers. The experiments were run on
a machine with processor AMD Sempron 3400+ and 2 GB of RAM. For edit bounds 2, 3 and 4, the memory of the machine
was not sufficient to build the sychronized transducer.
2. Variants of the Levenshtein distance.
The experimentswere also run for Levenshtein distance extendedwith transpositions (Table 4) and Levenshtein distance
extended withmerges of two letters into one letter and splits (Table 5).
For the next experiment, we used a variant of the Levenshtein distance where not all substitutions are allowed. More
formally, the sets of operations used had the form
Op = {opid, opins, opdel, opsubs}, where
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Table 5
Time comparison for deciding Levenshtein distance extended with
merges and splits.
Edit bound Matrix Univ speed-up Synchr speed-up
1 0.003153 ms 3.88 5.02
2 0.004859 ms 4.90 –
3 0.006842 ms 6.31 –
4 0.007925 ms 6.31 –
Table 6
Size of universal neighborhood automata for the Levenshtein distance allowing fixed
substitutions. Time comparison for deciding.
Edit bound States Transitions Matrix Univ speed-up Synchr speed-up
1 14 320 0.002790 ms 1.94 4.40
2 90 39,552 0.004686 ms 2.00 –
3 602 4,480,416 0.006306 ms 1.84 –
Table 7
Time comparison for deciding standard vs. variant of the
Levenshtein distance.
Edit bound Standard Variant Ratio
1 0.000813 ms 0.001441 ms 1.77
2 0.000991 ms 0.002340 ms 2.36
3 0.001084 ms 0.003424 ms 3.16
opid = ⟨1, 1, {⟨x, x⟩ | x ∈ Σ}, 0⟩
opins = ⟨0, 1, {ϵ} ×Σ, 1⟩
opdel = ⟨1, 0,Σ × {ϵ}, 1⟩
opsubs = ⟨1, 1, Subs, 1⟩
for an appropriate set Subs ⊆ Σ × Σ . In [11], we use similar variants of the Levenshtein distance, considering restricted
substitutions, merges and splits for OCR correction. Note that each selection of Subs defines a specific set of weighted edit
operations Op, but each set Op is of the same type Υ . In such a context, the use of universal neighborhood automata has the
important advantage that for a given distance bound n we can use the same automaton for all input alphabets Σ and all
distance variants Opwhile we have to construct specific synchronized transducers for each alphabet and distance. The local
function and the universal neighborhood automaton for this variant of the Levenshtein distance are more complex than
those for the standard Levenshtein distance, since not only the identity operation opid is encoded as a binary vector in the
transition labels, but opsubs too. Table 6 shows the sizes of the universal neighborhood automata allowing fixed substitutions.
The number of states is the same as in Table 2, but the number of transitions is much higher. For edit bound 4, the universal
neighborhood automatonwas too big to be kept in themainmemory. Table 6 also shows the time comparison for a fixed set
Subs. Table 7 compares average times for neighborhood decision using universal neighborhood automata for the standard
Levenshtein distance and for the variant. The values in the column ratio are the ratios between the second time and the first
time.
In all cases, the algorithm that uses the synchronized transducer is faster than the algorithm that uses the universal
neighborhood automaton. This is due to the fact that the universal neighborhood automaton needs to compute a local
function χ that transforms the pairs of strings over Σ into input symbols for the universal neighborhood automaton.
However, when we increase the edit bound, the size of the synchronized transducer grows drastically. For distance bound
2 and alphabet size 27, we did not succeed to build the synchronized transducer. In contrast, for all variants we could easily
construct and use universal neighborhood automata for edit bounds 1, 2 and 3.
12. Conclusion
In this paper, we discussed a method for deciding word neighborhood based on deterministic finite-state automata of
a special kind, called ‘‘universal neighborhood automata’’. This notion generalizes the concept of a ‘‘universal Levenshtein
automaton’’ introduced by the authors in earlier work.
Our practical results show that among several formalisms for deciding word neighborhood, universal neighborhood
automata offer an excellent compromise between high efficiency and acceptable space requirements. Decision methods
based on universal neighborhood automata are very efficient, much faster thanmethods based on the well-known dynamic
programming matrix. Yet, universal neighborhood automata can be effectively built for the small distance bounds that are
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most interesting in practice (typically bounds 1–4, in terms of edit distances). To prove these claims, we compared efficiency
and space requirements for distinct classes of procedures for deciding word neighborhood.
In the theoretical part, which represents the main focus of the paper, we characterized a large class of string similarity
measures for which universal neighborhood automata deciding word neighborhood exist. We showed how to define and
construct these automata, given the similarity measure and a distance bound. Our characterization relates the existence of
a universal neighborhood automaton with the theory of (bounded length difference) rational relations, and with natural
properties of the matrix-based dynamic programming approach.
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