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BAYESIAN NUMERICAL HOMOGENIZATION∗
HOUMAN OWHADI†
Abstract. Numerical homogenization, i.e., the ﬁnite-dimensional approximation of solution
spaces of PDEs with arbitrary rough coeﬃcients, requires the identiﬁcation of accurate basis elements.
These basis elements are oftentimes found after a laborious process of scientiﬁc investigation and
plain guesswork. Can this identiﬁcation problem be facilitated? Is there a general recipe/decision
framework for guiding the design of basis elements? We suggest that the answer to the above
questions could be positive based on the reformulation of numerical homogenization as a Bayesian
inference problem in which a given PDE with rough coeﬃcients (or multiscale operator) is excited
with noise (random right-hand side/source term) and one tries to estimate the value of the solution
at a given point based on a ﬁnite number of observations. We apply this reformulation to the
identiﬁcation of bases for the numerical homogenization of arbitrary integro-diﬀerential equations
and show that these bases have optimal recovery properties. In particular we show how rough
polyharmonic splines can be rediscovered as the optimal solution of a Gaussian ﬁltering problem.
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1. Bayesian numerical analysis. This paper is inspired by a curious (and,
perhaps, overlooked) link between Bayesian inference and numerical analysis [21],
known as Bayesian numerical analysis [21, 63, 49, 50], that can be traced back to
Poincare´’s course on probability theory [62]. We will recall Diaconis’ compelling
example [21] as an illustration of this link.
Let f : [0, 1] → R be a given function and assume that we are interested in
the numerical approximation of
∫ 1
0 f(t) dt. The Bayesian approach to this quadrature
problem is to (1) put a prior (probability distribution) on continuous functions C[0, 1],
(2) calculate f at x1, x2, . . . , xn (to obtain the data (f(x1), . . . , f(xn))), (3) compute
a posterior, and (4) estimate
∫ 1
0 f(t) dt by the Bayes rule.
If the prior on C[0, 1] is that of a Brownian motion (i.e., f(t) = Bt, where Bt
is a Brownian motion and B0 is normal), then E
[
f(x)
∣∣f(x1), . . . , f(xn)] is the piece-
wise linear interpolation of f between the points x1, . . . , xn, and one rediscovers the
trapezoidal quadrature rule.
If the prior on C[0, 1] is that of the ﬁrst integral of a Brownian motion (i.e., f(t) ∼∫ t
0 Bs ds), then the posterior E
[
f(x)
∣∣f(x1), . . . , f(xn)] is the cubic spline interpolant,
and integrating k times yields splines of order 2k + 1. Although this link has led to
the identiﬁcation of new quadrature rules for numerical integration [49], it appears
to have remained little known, and our paper is prompted by the question of the
existence of a similar link between Bayesian inference and numerical homogenization.
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BAYESIAN NUMERICAL HOMOGENIZATION 813
As a prototypical example, consider the numerical homogenization of the PDE
(1.1)
{
− div
(
a(x)∇u(x)
)
= g(x), x ∈ Ω, g ∈ L2(Ω),
u = 0 on ∂Ω,
where Ω is a bounded subset of Rd with piecewise Lipschitz boundary and a is a
symmetric, uniformly elliptic d× d matrix on Ω with entries in L∞(Ω).
Recall that numerical homogenization concerns the approximation of the solution
space of (1.1) with a ﬁnite-dimensional space. Although classical homogenization
concepts [12, 46, 64, 20, 61, 44] might be present in some instances of this problem
[42, 43, 3, 26, 2, 37, 15, 16, 33, 11, 32, 1], one of the main objectives of numerical
homogenization is to achieve a numerical approximation of the solution space of (1.1)
with arbitrary rough coeﬃcients, i.e., in particular, without the assumptions found
in classical homogenization, such as scale separation, ergodicity at ﬁne scales, and -
sequences of operators. In this situation, piecewise linear ﬁnite elements can perform
arbitrarily badly [10], and the numerical approximation of the solution space involves
the identiﬁcation of accurate basis elements adapted to the microstructure a(x) [70,
9, 6, 57, 58, 56, 29, 28, 5, 4, 48, 18, 17, 19, 13, 7, 59, 27, 45, 39].
As for the identiﬁcation of quadrature rules in numerical analysis, the identiﬁca-
tion of accurate basis elements in numerical homogenization has been based on a diﬃ-
cult process of scientiﬁc investigation. Let us now turn our attention to the Bayesian
approach to this problem. An immediate question is, Where do we place the prior? (1)
If the prior is placed on u, then posterior values do not see (depend on) the microstruc-
ture. (2) If the prior is placed on a, then the microstructure becomes random, whereas
our purpose is the numerical homogenization of a given deterministic microstructure.
Let us also note that the randomization of the microstructure, as investigated by
polynomial chaos approximation/stochastic expansion methods [36, 35, 72, 8, 31, 22],
does not lead to the simpliﬁcation seen after homogenization but to increased com-
plexity with the dimension of input stochastic variables [66, 14] (although stochastic
expansion methods have been used successfully to beat Monte-Carlo sampling, they
do not lead to averaging results seen in homogenization). (3) If the prior is placed on
g, then the noise propagates through the microstructure and the posterior value of u
contains that information.
This observation motivates us to place the prior on the source term g in (1.1),
e.g., replace it by white noise (i.e., a centered Gaussian ﬁeld ξ(x) on Ω with covariance
function δ(x− y)), and consider the stochastic PDE
(1.2)
{
− div
(
a(x)∇u(x)
)
= ξ(x), x ∈ Ω,
u = 0 on ∂Ω.
Observe that the solution (1.2) at the point x, u(x), is a random variable, and its
best (mean squared) approximation given u(x1), . . . , u(xN ) (the values of the solu-
tion of (1.2) at the points x1, . . . , xN form the data) is its conditional expectation
E
[
u(x)
∣∣u(x1), . . . , u(xN )]. One result of this paper is that
(1.3) E
[
u(x)
∣∣u(x1), . . . , u(xN )] = N∑
i=1
u(xi)φi(x),
where the functions φi are rough polyharmonic splines (RPS) [60] which have been
identiﬁed as accurate basis elements for the numerical homogenization of (1.1) having
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814 HOUMAN OWHADI
noteworthy variational, optimal recovery, and localization properties. The discovery
of these RPS has required a signiﬁcant amount of work and trial and error, but here
they are identiﬁed after a single step of Bayesian conditioning.
This observation motivates us to investigate what the same process of Bayesian
conditioning would give under diﬀerent priors and under observations other than the
values of u at individual points (we will consider data formed by the values of a ﬁnite
number of linear functions of u). In particular, we will use this link between Bayesian
inference and numerical homogenization to identify bases for the numerical homoge-
nization of arbitrary linear integro-diﬀerential equations. Our purpose is to show that
this link is generic and could in principle be used, beyond numerical homogenization,
as a guiding principle for the coarse-graining of multiscale systems. The Bayesian ap-
proach to this problem is to (1) put a prior on the degrees of freedom of the system,
(2) select a ﬁnite number of coarse variables, and (3) compute the posterior value of
the state of the system conditioned on the coarse variables.
2. General setup. Let L and B be linear integro-diﬀerential operators on Ω
and ∂Ω such that (1) (L,B) : H(Ω) → HL(Ω) × HB(∂Ω), where H(Ω), HL(Ω), and
HB(∂Ω) are Hilbert spaces of generalized functions on Ω and ∂Ω, and (2) HL(Ω)
contains L2(Ω) and H(Ω) is contained in L2(Ω).
Consider the integro-diﬀerential equation
(2.1)
{
Lu(x) = g(x), x ∈ Ω,
Bu = 0 on ∂Ω.
As with (1.1) the numerical homogenization of (2.1) will require the assumption that
g belongs to a strict subspace of HL(Ω).
We will assume that L and B are such that (2.1) admits (1) a unique solution in
H(Ω), and (2) a Green’s function G. Recall that G is deﬁned as the solution of
(2.2)
{
LG(x, y) = δ(x− y), x ∈ Ω,
BG(x, y) = 0 for x ∈ ∂Ω,
where δ(· − y) is the delta mass of Dirac at the point y.
Example 2.1. Note that for the prototypical example (1.1) we have
(2.3) Lu(x) := − div (a(x)∇u(x)) and Bu(x) = u(x).
Our purpose is to identify a good basis for the numerical homogenization or
coarse-graining of (2.1).
3. Bayesian numerical homogenization. Our Bayesian approach to the nu-
merical homogenization of (2.1) is to replace the source term g by a Gaussian ﬁeld
ξ. More precisely, we introduce ξ, a centered Gaussian ﬁeld on Ω with covariance
function
(3.1) Λ(x, y) := E
[
ξ(x)ξ(y)
]
,
and consider the stochastic integro-diﬀerential equation
(3.2)
{
Lu(x) = ξ(x), x ∈ Ω,
Bu = 0 on ∂Ω.
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BAYESIAN NUMERICAL HOMOGENIZATION 815
Proposition 3.1. The solution of (3.2) is a Gaussian ﬁeld on Ω whose covari-
ance function Γ(x, y) := E
[
u(x)u(y)
]
is
(3.3) Γ(x, y) =
∫
Ω2
G(x, z)Λ(z, z′)G(y, z′) dz dz′.
Remark 3.2. Denote (L∗,B∗) as the adjoint of (L,B) with respect to the (scalar)
product deﬁned on H(Ω) by 〈u, v〉
L2
:=
∫
Ω
u(x)v(x) dx. Observe that G(y, x) (the
transpose of G(x, y) with respect to the scalar product
〈·, ·〉
L2
) is the Green’s function
of (L∗,B∗) (the complex conjugation of the Green’s function is not required to deﬁne
its adjoint because the scalar product is bilinear and not sesquilinear). Observe that
if ξ is white noise (i.e., Λ(x− y) = δ(x− y)), then
(3.4) Γ(x, y) =
∫
Ω
G(x, z)G(y, z) dz,
which is the kernel of L∗L, i.e., L∗LΓ(x, y) = δ(x − y).
Proof. Since L and B are linear operators, u is a linear function of ξ and is
therefore a Gaussian ﬁeld. Moreover, its covariance function is given by
Γ(x, y) = E
[
u(x)u(y)
]
= E
[∫
Ω2
G(x, z)ξ(z)G(y, z′)ξ(z′)
]
dz dz′
=
∫
Ω2
G(x, z)G(y, z′)E
[
ξ(z)ξ(z′)
]
dz dz′,
(3.5)
which ﬁnishes the proof.
Remark 3.3. Beyond Bayesian homogenization, equations with random right-
hand side can also be of interest in practical applications, for instance, in the modeling
of the electrostatics in nanoscale ﬁeld-eﬀect sensors, where ﬂuctuations arise from
random charge concentrations [41].
3.1. On the choice of the noise. We will show that the choice of the noise
Λ can be determined by the regularity of the source term g in the right-hand side
of (2.1). More precisely, if ξ is white noise (Λ(x, y) = δ(x − y)), then the resulting
accuracy estimates will be obtained under the assumption that g ∈ L2(Ω) and as a
function of ‖g‖L2(Ω).
If ξ is not white noise (i.e., if its covariance function is not δ(x − y)), then we
assume that there exist two linear integro-diﬀerential operators LΛ and BΛ such that
ξ is the stochastic solution of the following equation with white noise ξ′ as the source
term:
(3.6)
{
LΛξ(x) = ξ′(x), x ∈ Ω,
BΛξ = 0 on ∂Ω.
In what follows, if ξ is not white noise, then we assume it to be obtained as in
(3.6), and the resulting accuracy estimates will be obtained under the assumption that
LΛg ∈ L2(Ω) and as a function of ‖LΛg‖L2(Ω). A prototypical example corresponds
to the situation where ξ is obtained as the regularization of white noise via a power of
the Laplace–Dirichlet operator on Ω, and this allows us to identify optimal recovery
bases under the assumption that g ∈ Hs(Ω) with s ≥ 0 or s < 0.
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816 HOUMAN OWHADI
3.2. Identiﬁcation of basis elements via conditioning. Let N be a strictly
positive integer. Our Bayesian approach is based on the conditioning of the solution
of (3.2) posterior to the observation of N linear functions of u(x), expressed as
(3.7)
∫
Ω
u(x)ψi(x) dx, i ∈ {1, . . . , N},
where ψ1, . . . , ψN are N linearly independent generalized functions (distributions) on
Ω such that for all i
(3.8)
∫
Ω2
ψi(x)Γ(x, y)ψi(y) dx dy < ∞.
Examples of ψi include masses of Dirac (ψi(x) = δ(x − xi)), indicator functions of
subsets of Ω, and elements of L1(Ω). Let Θ be the N ×N symmetric matrix deﬁned
by
(3.9) Θi,j :=
∫
Ω2
ψi(x)Γ(x, y)ψj(y) dx dy.
Note that (3.8) implies that if u is the solution of (3.2), then
(3.10) Ψ :=
(∫
Ω
u(x)ψ1(x) dx, . . . ,
∫
Ω
u(x)ψN (x) dx
)
is a well-deﬁned center Gaussian random vector with covariance matrix Θ.
We will assume from now on that the covariance function (3.1) is not degenerate
in the sense that for f ∈ H(Ω),
(3.11) ‖f‖2Λ :=
∫
Ω
f(x)Λ(x, y)f(y) dx dy
is zero if and only if f is the null function. Note that if ξ is obtained via (3.6), then
‖f‖2Λ = ‖L−1Λ f‖2L2(Ω) (writing L−1Λ f as the solution of LΛu = f in Ω with BΛu = 0
on ∂Ω), and the nondegeneracy of Λ is equivalent to that of the operator LΛ.
Lemma 3.4. The N ×N matrix Θ is symmetric positive deﬁnite. Furthermore,
for all l ∈ RN ,
(3.12) lTΘl = ‖v‖2Λ,
where v is the solution of
(3.13)
{
L∗v(x) =∑Nj=1 ljψj(x) for x ∈ Ω,
B∗v(x) = 0 for x ∈ ∂Ω.
Proof. We obtain from (3.3) that for l ∈ RN
(3.14)
lTΘl =
∫
Ω2
(∫
Ω
N∑
i=1
ψi(x)G(x, z) dx
)
Λ(z, z′)
(∫
Ω
N∑
j=1
ψj(y)G(y, z
′) dy
)
dz dz′.
Write
(3.15) v(x) :=
N∑
i=1
li
∫
Ω
G(y, x)ψi(y) dy.
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BAYESIAN NUMERICAL HOMOGENIZATION 817
Since G(·, x) is the Green’s function of the adjoint operator (Remark 3.2), it follows
that v is the solution of (3.13) and ‖v‖2Λ = lTΘl, which implies that Θ is symmetric
positive deﬁnite. Indeed if Θ is not positive deﬁnite, then there would exist a nonzero
vector l ∈ RN such that Θl = 0. This would imply that ‖v‖Λ = 0, which is a
contradiction since (3.13) has a nonzero solution (since l 	= 0 and the ψi are linearly
independent).
Our motivation for using Gaussian noise in (3.2) lies in the fact that for Gaussian
ﬁelds, conditional expected values can be computed via linear projection. Hence-
forth our approach is also akin to Gaussian ﬁltering for numerical homogenization,
and the following theorem shows that this approach allows for the identiﬁcation of a
(projection) basis φi.
Theorem 3.5. Let u be the solution of (3.2), and let Ψ be deﬁned by (3.10);
then
(3.16) E
[
u(x)
∣∣Ψ] = N∑
i=1
Ψiφi(x),
with
(3.17) Ψi :=
∫
Ω
u(y)ψi(y) dy,
and
(3.18) φi(x) :=
N∑
j=1
Θ−1i,j
∫
Ω
Γ(x, y)ψj(y) dy.
Furthermore, u(x) conditioned on the value of Ψ is a Gaussian random variable with
mean (3.16) and variance
(3.19) σ(x)2 = Γ(x, x) −
N∑
i,j=1
Θ−1i,j
∫
Ω
Γ(x, y)ψj(y) dy
∫
Ω
Γ(x, y)ψi(y) dy.
Proof. Let
(3.20) uΨ(x) := E
[
u(x)
∣∣Ψ].
Since u and Ψ belong to the same Gaussian space, it follows that uΨ is a linear
function of Ψ obtained by minimizing the mean squared error
(3.21) E
[(
u(x)− c ·Ψ)2] = Γ(x, x) − 2 N∑
i=1
ci
∫
Ω
Γ(x, y)ψi(y) dy +
N∑
i,j=1
cicjΘi,j,
with respect to c ∈ RN , where Θ is deﬁned by (3.9). We conclude the proof by
identifying the minimizer in c, using Lemma 3.4 for the invertibility of Θ, and noting
that (3.19) is simply (3.21) at the minimum in c.
Example 3.1. If L and B correspond to the prototypical example (1.1) (see also
Example 2.1), if ξ is white noise (i.e., if its covariance matrix is Λ(x, y) = δ(x − y)),
and if the observable functions are masses of Dirac at points xi ∈ Ω (and d ≤ 3 which
is required for (3.8)), then Theorem 3.5 implies (1.3) and the basis elements φi are
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818 HOUMAN OWHADI
the RPS elements of [60], which are a generalization of polyharmonic splines to PDEs
with rough coeﬃcients. Recall that polyharmonic splines can be traced back to the
seminal work of Harder and Desmarais [40] and Duchon [23, 24, 25].
Note also that according to Theorem 3.5 the process of Bayesian conditioning gives
us the whole posterior distribution of u(x) and not only its (conditional) expected
value. In particular, the distribution of u(x) conditioned on u(x1), . . . , u(xN ) is a
Gaussian random variable with mean (1.3) and variance
(3.22) σ2(x) = Γ(x, x) −
N∑
i,j=1
Θ−1i,j Γ(x, xj)Γ(x, xi),
and this observation can be used to compute the probability of deviation of the RPS
interpolation from u(x) by a given margin and guide the addition of interpolation
points (note that σ2(x) = 0 at the interpolation points x1, . . . , xN ).
Remark 3.6. We will show in Theorem 5.1 that σ(x) also controls the pointwise
error between the solution of the original integro-diﬀerential equation (2.1) and the
approximation
∑N
i=1 φi(x)
∫
Ω u(y)ψi(y) dy.
4. Variational properties of basis elements. In this section we will show
that, as for RPS [60], the basis elements φi from Bayesian inference have remarkable
variational and optimal recovery properties that can be used (1) for their practical
computation, and (2) for the derivation of accuracy estimates.
4.1. White Gaussian noise. In this subsection we will assume that ξ is white
noise (i.e., Λ(x, y) = δ(x− y)). Deﬁne
(4.1) V :=
{
φ ∈ H(Ω)∣∣Lφ ∈ L2(Ω) and Bφ = 0 on ∂Ω},
and let
〈·, ·〉 be the (scalar) product on V deﬁned by, for u, v ∈ V ,
(4.2)
〈
u, v
〉
:=
∫
Ω
(Lu(x))(Lv(x)) dx.
Note in particular that
〈
v, v
〉
= 0 if and only if v = 0. Then we write
(4.3) ‖v‖V :=
〈
v, v
〉 1
2 ,
the corresponding norm (note that ‖v‖V is a norm on V because ‖v‖V = 0 and v ∈ V
imply Lv = 0 in Ω and Bv = 0 on ∂Ω, which leads to v = 0 by the nondegeneracy of
the operator L).
Theorem 4.1. If Γ(x, x) < ∞, then for v ∈ V and x ∈ Ω,
(4.4)
∣∣v(x)∣∣ ≤ (Γ(x, x)) 12 ‖v‖V ,
and the space V with the reproducing kernel Γ(x, y) forms a reproducing kernel Hilbert
space. In particular, for all v ∈ V ,
(4.5)
〈
v,Γ(·, x)〉 = v(x).
Proof. Theorem 4.1 is a direct consequence of the fact that
(4.6)
〈
v,
∫
Ω
Γ(·, y)f(y)dy
〉
=
∫
Ω
v(y)f(y) dy
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BAYESIAN NUMERICAL HOMOGENIZATION 819
and (by Cauchy–Schwartz inequality and
〈
Γ(·, x), ∫
Ω
Γ(·, x)〉 = Γ(x, x))
(4.7)
〈
v,Γ(·, x)〉 ≤ 〈v, v〉 12 (Γ(x, x)) 12 .
Deﬁne
Vi :=
{
φ ∈ V
∣∣∣∣
∫
Ω
φ(x)ψi(x) dx = 1 and
∫
Ω
φ(x)ψj(x) dx = 0
for j ∈ {1, . . . , N} such that j 	= i
}
,
(4.8)
and consider the following optimization problem over Vi:
(4.9)
{
Minimize
〈
φ, φ
〉
subject to φ ∈ Vi.
Proposition 4.2. Vi is a nonempty closed aﬃne subspace of V . Problem (4.9)
is a strictly convex quadratic optimization problem over Vi. The unique minimizer of
(4.9) is φi as deﬁned by (3.18).
Proof. Let us ﬁrst prove that φi ∈ Vi. Let
(4.10) θi(x) :=
∫
Ω
Γ(x, y)ψi(y) dy.
First observe that for all i ∈ {1, . . . , N},
(4.11) Lθi(x) =
∫
Ω
G(y, x)ψi(y) dy,
and Bθi(x) = 0 on ∂Ω. Noting that
∥∥Lθi∥∥2L2(Ω) = Θi,i, we deduce from (3.8) that
θi ∈ V . We conclude from (3.18) and Lemma 3.4 that φi ∈ V . Now observe that
(3.9) implies that
(4.12)
∫
Ω
φi(x)ψj(x) = (Θ
−1 ·Θ)i,j = δi,j ,
where δi,i = 1 and δi,j = 0 for j 	= i. We conclude that φi ∈ Vi, which implies that Vi
is nonempty (it is easy to check that it is a closed aﬃne subspace of V ).
Now let us prove that problem (4.9) is a strictly convex optimization problem
over Vi. Let v, w ∈ Vi such that v 	= w. We write for λ ∈ [0, 1]
(4.13) f(λ) :=
〈
v + λ(w − v), v + λ(w − v)〉,
and we need to show that f(λ) is a strictly convex function. Observing that
(4.14) f(λ) =
〈
v, v
〉
+ 2λ
〈
v, w − v〉+ λ2〈v − w, v − w〉
and noting that
〈
v − w, v − w〉 > 0 (otherwise one would have v = w), we deduce
that f is strictly convex in λ. We conclude (see, for example, [30, Proposition 1.2,
p. 35]) that problem (4.9) is a strictly convex optimization problem over Vi and that
it admits a unique minimizer in Vi. We will postpone the proof of the fact that φi is
the minimizer of (4.9) to the proof of Theorem 4.6.
Remark 4.3. It is important to note that in practical (numerical) applications,
each element φi would be obtained by solving the quadratic optimization problem
c© 2015 SIAM. Published by SIAM under the terms of the Creative Commons 4.0 license
D
ow
nl
oa
de
d 
10
/2
2/
15
 to
 1
31
.2
15
.7
0.
23
1.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
CC
BY
 lic
en
se 
820 HOUMAN OWHADI
(4.9) rather than through the representation formula (3.18) because the identiﬁcation
of Γ in (3.18) is more expensive than solving the linear systems associated with (4.9)
(inverting a matrix is more expensive than solving a linear system). Note also that if
u is the (stochastic) solution of (3.2), then φi is also equal to the expected value of
u(x) conditioned on
∫
Ω u(x)ψi(x) = 1 and
∫
Ω u(x)ψj(x) = 0 for j 	= i, i.e.,
(4.15) φi(x) = E
[
u(x)
∣∣∣∣
∫
Ω
u(x)ψi(x) = 1 and
∫
Ω
u(x)ψj(x) = 0 for j 	= i
]
.
Remark 4.4. A simple calculation allows us to show that φi is also the solution
of the following nested equations:{
Lφi(x) = χi(x), x ∈ Ω,
Bφi = 0 on ∂Ω,
(4.16)
{
L∗χi(x) =
∑N
j=1 Θ
−1
i,j ψj(x), x ∈ Ω,
B∗χi(x) = 0 on ∂Ω.
(4.17)
Remark 4.5. Another simple calculation allows us to show that φi is also the
solution of the following nested equations:⎧⎪⎨
⎪⎩
Lφi(x) = χi(x), x ∈ Ω,
Bφi = 0 on ∂Ω,∫
Ω φi(x)ψj(x) dx = δi,j for j ∈ {1, . . . , N},
(4.18)
{
L∗χi(x) =
∑N
j=1 cjψj(x), x ∈ Ω,
B∗χi(x) = 0 on ∂Ω,
(4.19)
where c ∈ RN is an unknown vector determined by the third equation in (4.18).
Write V0 as the subset of V deﬁned by
(4.20) V0 :=
{
v ∈ V :
∫
Ω
v(x)ψi(x) dx = 0 ∀i ∈ {1, . . . , N}
}
.
Theorem 4.6. The following hold true:
• The basis φi is orthogonal to V0 with respect to the product
〈·, ·〉, i.e.,
(4.21)
〈
φi, v
〉
= 0 ∀i ∈ {1, . . . , N} and ∀v ∈ V0.
• ∑Ni=1 wiφi is the unique minimizer of 〈v, v〉 over all v ∈ V such that∫
Ω
v(x)ψi(x) dx = wi.
• For all i ∈ {1, . . . , N} and for all v ∈ V ,
(4.22)
〈
φi, v
〉
=
N∑
j=1
Θ−1i,j
∫
Ω
v(x)ψj(x) dx.
• For all i, j ∈ {1, . . . , N},
(4.23)
〈
φi, φj
〉
= Θ−1i,j .
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Remark 4.7. Theorem 4.6 and its proof are analogous to the optimal property of
strictly conditionally positive deﬁnite kernels [69] when used as interpolant solutions
of the optimal recovery problem [38].
Proof. We have, using (4.10), (3.18), and (4.11),
(4.24)
〈
φi, v
〉
=
N∑
j=1
Θ−1i,j
∫
Ω
Lθj(x)Lv(x) dx =
N∑
j=1
Θ−1i,j
∫
Ω
ψj(y)v(y) dy = 0,
which implies (4.21), (4.22), and (4.23).
Let w ∈ RN and φw :=
∑N
i=1 wiφi. Let v ∈ V such that
∫
Ω
v(x)ψi(x) dx = wi for
all i ∈ {1, . . . , N}. Since φw − v ∈ V0, it follows that
(4.25)
〈
v, v
〉
=
〈
φw, φw
〉
+
〈
v − φw, v − φw
〉
.
It follows that
∑N
i=1 wiφi is the unique minimizer of
〈
v, v
〉
over all v ∈ V such
that
∫
Ω v(x)ψi(x) dx = wi. Note that this also implies that φi is the minimizer of
(4.9).
4.2. Nonwhite Gaussian noise. If ξ is not white noise (i.e., Λ(x, y) 	= δ(x−y)),
then Theorem 4.1, Theorem 4.6, and Proposition 4.2 remain true, provided that the
deﬁnitions of the space V and scalar product
〈·, ·〉 are changed to
V :=
{
φ ∈ H(Ω)∣∣LΛLφ ∈ L2(Ω), Bφ = 0 and BΛLφ = 0 on ∂Ω},(4.26) 〈
u, v
〉
:=
∫
Ω
(LΛLu(x))(LΛLv(x)) dx,(4.27)
where LΛ and BΛ are deﬁned as in (3.6).
5. Accuracy of the basis elements φi.
5.1. Pointwise estimates. Let ‖v‖V be deﬁned as in (4.3).
Theorem 5.1. Assume that Γ(x, x) < ∞. Let v ∈ V . It holds true that for
x ∈ Ω,
(5.1)
∣∣∣∣∣v(x)−
N∑
i=1
φi(x)
(∫
Ω
v(y)ψi(y) dy
)∣∣∣∣∣ ≤ σ(x)‖v‖V ,
where σ2(x) is the variance of u(x) (solution of (3.2)) conditioned on
∫
Ω
u(y)ψ1(y) dy,
. . . ,
∫
Ω u(y)ψN (y) dy as deﬁned by (3.19). In particular, if u is the solution of the
original integro-diﬀerential equation (2.1), then
(5.2)
∣∣∣∣∣u(x)−
N∑
i=1
φi(x)
(∫
Ω
u(y)ψi(y) dy
)∣∣∣∣∣ ≤ σ(x)‖g‖L2(Ω)
if φi, σ are derived from white noise, and
(5.3)
∣∣∣∣∣u(x)−
N∑
i=1
φi(x)
(∫
Ω
u(y)ψi(y) dy
)∣∣∣∣∣ ≤ σ(x)‖LΛg‖L2(Ω)
if φi, σ are derived from the noise with covariance function Λ described in (3.6).
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Proof. Let v ∈ V and x ∈ Ω. Using the reproducing kernel property of Theorem
4.1, we obtain that
(5.4)
∣∣∣∣∣v(x)−
N∑
i=1
φi(x)
∫
Ω
v(y)ψi(y) dy
∣∣∣∣∣ =
∣∣∣∣∣
〈
v,Γ(·, x)−
N∑
i=1
φi(x)
∫
Ω
Γ(·, y)ψi(y) dy
〉∣∣∣∣∣.
Therefore, using Cauchy–Schwartz inequality,
(5.5)∣∣∣∣∣v(x) −
N∑
i=1
φi(x)
∫
Ω
v(y)ψi(y) dy
∣∣∣∣∣ ≤ ‖v‖V
∥∥∥∥∥Γ(·, x) −
N∑
i=1
φi(x)
∫
Ω
Γ(·, y)ψi(y) dy
∥∥∥∥∥
V
.
We conclude by expanding the right-hand side of (5.5) and using the deﬁnition φi(x) =∑N
j=1 Θ
−1
i,j
∫
Ω Γ(x, y)ψi(y) dy.
Remark 5.2. σ2(x) is also known as the power function in radial basis function
interpolation [69, 34]. The proof of Theorem 5.1 is similar to the one used to derive
local error estimates for radial basis function interpolation of scattered data (see [71],
in which σ2(x) was referred to as the Kriging function, terminology coming from
geostatistics [47]).
5.2. H(Ω)-norm estimates. Let V0 be the subset of V deﬁned by (4.20). Write
(5.6) ρ(V0) := sup
v∈V0
‖v‖H(Ω)
‖v‖V ,
where ‖.‖H(Ω) is the natural norm associated with the space on which the operator L
is deﬁned.
Theorem 5.3. We have for all v ∈ V
(5.7)
∥∥∥∥∥v −
N∑
i=1
φi
(∫
Ω
v(y)ψi(y) dy
)∥∥∥∥∥
H(Ω)
≤ ρ(V0)‖v‖V ,
and ρ(V0) is the smallest constant for which (5.7) holds for all v ∈ V .
Proof. Write vΨ(x) :=
∑N
i=1 φi(x)(
∫
Ω
v(y)ψi(y) dy).
Observing that v − vΨ belongs to V0 implies that
(5.8) ‖v − vΨ‖H(Ω) ≤ ρ(V0)
〈
v − vΨ, v − vΨ
〉 1
2 .
Theorem 4.6 implies that
(5.9)
〈
v, v
〉
=
〈
vΨ, vΨ
〉
+
〈
v − vΨ, v − vΨ
〉
,
which leads to
(5.10)
〈
v − vΨ, v − vΨ
〉
=
〈
v, v
〉− 〈vΨ, vΨ〉 ≤ 〈v, v〉,
which concludes the proof.
Remark 5.4. Observe that Theorem 5.3 implies that if u is the solution of the
original integro-diﬀerential equation (2.1) and φi, σ are derived from white noise, then
(5.11)
∥∥∥∥∥u−
N∑
i=1
φi
(∫
Ω
u(y)ψi(y) dy
)∥∥∥∥∥
H(Ω)
≤ ρ(V0)‖g‖L2(Ω).
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Similarly, if φi, σ are derived from the noise with covariance function Λ described in
(3.6), then
(5.12)
∥∥∥∥∥u−
N∑
i=1
φi
(∫
Ω
u(y)ψi(y) dy
)∥∥∥∥∥
H(Ω)
≤ ρ(V0)‖LΛg‖L2(Ω).
Example 5.1. If L and B correspond to the prototypical example (1.1) (Example
2.1), if ξ is white noise, and if the observable functions are masses of Dirac at points
xi ∈ Ω (and d ≤ 3), then [60]
(5.13) ρ(V0) ≤ CH,
where C depends only on λmin(a), λmax(a) and where λmax(a) := supx∈Ω,l =0 l
Ta(x)l/|l|2,
λmin(a) := infx∈Ω,l =0 lTa(x)l/|l|2, and H is the mesh norm
(5.14) H := sup
x∈Ω
min
i
‖x− xi‖,
and
(5.15)
∥∥∥∥∥u−
N∑
i=1
φi(x)u(xi)
∥∥∥∥∥
H10(Ω)
≤ CH∥∥ div(a∇u)∥∥
L2(Ω)
.
Let us also recall that the proof of (5.13) is based on the following Poincare´ inequality
(Lemma 3.1 of [60]).
Lemma 5.5 (see [60, Lemma 3.1]). Let d ≤ 3 and B1 be the open ball of center 0
and radius 1. There exists a ﬁnite strictly positive constant Cλmin(a),λmax(a) such that
for all v ∈ H1(B1) such that div(a∇v) ∈ L2(B1) it holds true that
(5.16) ‖v − v(0)‖2L2(B1) ≤ Cλmin(a),λmax(a)
(
‖∇v‖2L2(B1) +
∥∥ div(a∇v)∥∥2
L2(B1)
)
.
Proof. We will recall the proof of this lemma (as presented in [60, Lemma 3.1])
for the sake of completeness. The proof is per absurdum. Note that since d ≤ 3 the
assumptions v ∈ H1(B1) and div(a∇v) ∈ L2(B1) imply the Ho¨lder continuity of v in
B1. Assume that (5.16) does not hold. Then there exist a sequence vn and a sequence
a′n whose maximum and minimum eigenvalues are uniformly bounded by λmin(a) and
λmax(a) (we need to introduce that sequence because we want the constant in (5.16)
to depend only on d, λmin(a), λmax(a)) such that
(5.17) ‖vn − vn(0)‖2L2(B1) > n
(
‖∇vn‖2L2(B1) +
∥∥ div(a′n∇vn)∥∥2L2(B1)
)
.
Letting wn =
vn−vn(0)
‖vn−vn(0)‖L2(B1)
, we obtain that wn(0) = 0, ‖wn‖L2(B1) = 1, and
(5.18) ‖∇wn‖2L2(B1) +
∥∥ div(a′n∇wn)∥∥2L2(B1) < 1n.
Since
(5.19) ‖wn‖H1(B1) < 1 +
1
n
≤ 2,
it follows that there exist a subsequence wnj and a w ∈ H1(B1) such that wnj ⇀ w
weakly in H1(B1) and ∇wnj ⇀ ∇w weakly in L2(B1). Using ‖∇wn‖L2(B1) ≤ 1/n,
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we deduce that ∇w = 0, which implies that w is a constant in B1. Since by the
Rellich–Kondrachov theorem the embedding H1(B1) ⊂ L2(B1) is compact, it follows
from (5.19) that wnj → w strongly in L2(B1), which (using ‖wn‖L2(B1) = 1) implies
that ‖w‖L2(B1) = 1. Now (5.19), together with the fact that
∥∥ div(a′n∇wn)∥∥2L2(B1)
is uniformly bounded and that d ≤ 3, implies that wn is uniformly Ho¨lder con-
tinuous on B(0, 12 ) (see, for instance, [65]). This implies that w is continuous in
B(0, 12 ) and that w(0) = 0. This contradicts the fact that w is a constant in B1 with‖w‖L2(B1) = 1.
Example 5.2. If L and B correspond to the prototypical example (1.1) (Example
2.1), if ξ is white noise, and if the observable functions are indicator functions of
Voronoi cells around points in xi ∈ Ω or of tetrahedra of a regular tessellation of the
points xi ∈ Ω, then (5.13) remains valid as a simple consequence of localized Poincare´
inequalities. Indeed for v ∈ V0, writing Ci as the Voronoi cells at the points xi ∈ Ω,
we have (assuming Ω is the union of those Voronoi cells)
(5.20) ‖v∥∥2H10(Ω) =
∫
Ω
v(x)
( − div(a(x)∇v(x))) dx ≤ ‖v‖L2(Ω)∥∥ div(a∇v)∥∥L2(Ω),
and we conclude by applying Poincare´’s inequality to the L2-norm of v within each
cell Ci, i.e.,
(5.21) ‖v‖2L2(Ω) =
∑
i
‖v‖2L2(Ci) ≤ CH2
∑
i
‖∇v‖2L2(Ci) = CH2‖∇v‖2L2(Ω).
We will give the last example as a theorem.
Theorem 5.6. Let L and B be as in the prototypical example (1.1) (Example 2.1),
and let ξ be white noise. Let ψ1, . . . , ψN be linearly independent generalized probability
densities on Ω with (possibly overlapping) support support(ψi). Deﬁne
(5.22) H := sup
x∈Ω
min
i
sup
y∈support(ψi)
‖x− y‖.
Then, it holds true that
(5.23) ρ(V0) ≤ CH,
where C depends only on λmin(a) and λmax(a). Henceforth, for u ∈ V ,
(5.24)
∥∥∥∥∥u−
N∑
i=1
φi(x)
∫
Ω
u(y)ψi(y) dy
∥∥∥∥∥
H10(Ω)
≤ CH∥∥ div(a∇u)∥∥
L2(Ω)
.
Remark 5.7. Observe that if for all i the support of ψi is contained in a ball of
center xi and radius H
′, then
(5.25) H ≤ H ′ + sup
x∈Ω
min
i
‖x− xi‖;
in particular, if the points xi have mesh norm H
′′ (see (5.14)), then H ≤ H ′ +H ′′.
Proof. The proof of (5.23) is simply based on the observation that if v ∈ V0, then
(since
∫
Ω v(x)ψi(x) dx = 0) there exist N points y1, . . . , yN such that v(yi) = 0 and
the mesh norm of those points is bounded by H . Therefore we can apply the result
of Example 5.1.
c© 2015 SIAM. Published by SIAM under the terms of the Creative Commons 4.0 license
D
ow
nl
oa
de
d 
10
/2
2/
15
 to
 1
31
.2
15
.7
0.
23
1.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
CC
BY
 lic
en
se 
BAYESIAN NUMERICAL HOMOGENIZATION 825
6. Pseudoalgorithm. A simple pseudoalgorithmic description of the proposed
framework for the numerical homogenization of (2.1) is as follows:
1. Select N linearly independent (measurement) functions ψ1, . . . , ψN in L
2(Ω).
2. Let ξ in (3.2) be a Gaussian ﬁeld of mean 0 and covariance function Λ(x, y)
(assumed to be nondegenerate, i.e., such that there exists an inverse covari-
ance function Λ−1(x, y) with
∫
Ω2
Λ(x, y)Λ−1(y, z) dy = δ(x − z)).
3. The basis functions φ1, . . . , φN for the numerical homogenization of (2.1) are
identiﬁed as (writing u as the solution of (3.2) and δi,j = 1 if i = j and
δi,j = 0 if i 	= j) the deterministic functions
(6.1) φi(x) = E
[
u(x)
∣∣∣∣
∫
Ω
u(x)ψj(x) dx = δi,j for j = 1, . . . , N
]
.
4. Each φi can also be identiﬁed as the unique minimizer of
(6.2){
Minimize
∫
Ω2
(Lu(x))Λ−1(x, y)(Lu(y)) dx dy
subject to φ ∈ H(Ω) and ∫Ω φ(x)ψj(x) dx = δi,j for j = 1, . . . , N.
5. Under appropriate choices of the measurement functions ψi and the covari-
ance function Λ(x, y), the basis functions φi can be computed by localizing
the optimization problems (6.2) to subdomains of Ω.
7. Statistical decision theory and practical applications. Another moti-
vation for exploring Bayesian approximations of the solution space lies in the deci-
sion theory/game theory approach to numerical homogenization. In this approach
one looks at the numerical homogenization problem (1.1) as a repeated game where
player B chooses a function θ of the linear measurements (data)
∫
Ω u(x)ψ1(x) dx, . . . ,∫
Ω u(x)ψN (x) dx and player A chooses a source term g in the unit ball of L
2(Ω). These
two choices combine and form an error term
(7.1) E(θ, g) =
∥∥∥∥u− θ
(∫
Ω
u(x)ψ1(x) dx, . . . ,
∫
Ω
u(x)ψN (x) dx
)∥∥∥∥
L2(Ω)
.
Player B’s objective is to minimize the error (7.1), while player A’s objective is to
maximize it. A surprising result stemming from a generalization [51] of Wald’s decision
theory [68] and Von Neumann’s game theory [67] is that, although such games are
deterministic, under weak regularity conditions, the optimal strategy for player A
is to play at random by placing an optimal probability distribution πA on the set of
candidates for g, and, similarly, the best strategy for player B is to assume that player
A is playing at random and to use a function θ living in the Bayesian class (obtained
by placing a prior πB on the set of candidates for g and conditioning with respect to
the measurements
∫
Ω
u(x)ψi(x) dx).
Although the estimator employed by player B may be called Bayesian, the game
described here is not (i.e., the choice of player A might be distinct from that of player
B), and player B must solve a min-max optimization problem over πA and πB to
identify an optimal prior distribution for the Bayesian estimator (a careful choice of
the prior also appears to be important due to the possible high sensitivity of posterior
distributions [55, 54, 53, 52]).
We refer the reader to [51] for (1) the complete description of the generalization
of the Bayesian framework described here to the decision theory/information game
formulation (described above), and (2) practical (including numerical) applications of
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that generalized framework to the problems of ﬁnding numerical homogenization bases
and fast solvers for (1.1). In that generalization, optimal numerical homogenization
base functions are obtained by selecting the prior distribution of ξ (in (1.2)) to be that
of a Gaussian ﬁeld with mean zero and covariance function the operator (1.1) (i.e., such
that for f ∈ H10 (Ω),
∫
Ω f(x)ξ(x) dx is a Gaussian random variable of mean zero and
variance
∫
Ω
(∇f(x))T a(x)∇f(x) dx). In particular, [51] shows how the identiﬁcation
of an optimal distribution for ξ (in the Gaussian class) leads to the (automated)
discovery of multigrid and multiresolution solvers for PDEs with rough coeﬃcients.
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