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Boolean matrices are widely used in many fields, and the theory of boolean matrices is related 
to the algebra of relations, switching theory, and graph theory. First some basic properties of nil- 
potent matrices are shown in the paper. A nilpotent boolean matrix plays an important role in 
the theory of boolean matrices. The purpose is to present those properties of boolean matrices 
which are related to finding the transitive reduction of a nilpotent matrix, or an acyclic graph. 
1. Introduction 
Boolean matrices are used in many fields such as the algebra of relations, switching 
theory and graph theory [3,4,5,7,8,10,13]. Boolean matrices are very useful and 
it is significant to clarify their properties. Specifically reduction of boolean matrices 
corresponds to that of directed graphs and it is an important problem to examine 
algebraic properties of the reduction. In the theory of boolean matrices, nilpotent 
matrices play an important role, and have many interesting properties [ 111. 
In the paper we define an operation of reduction of boolean matrices, and 
examine elementary properties of the operation. We give some properties of the 
reduction operation on nilpotent boolean matrices which are adjacency matrices of 
acyclic graphs. This work is related to the construction of the Hasse diagrams and 
simplification of directed graphs [2,14]. Many studies have been done on the transi- 
tive reductions of directed graphs [ 1,2,6,9,12,16,17,22]. In the paper we clarify the 
algebraic properties of the reduction operation on boolean matrices. 
2. Definitions 
Let x and y be variables whose values are zero or one. Then we define operations 
xvy, XA y, R, and x@y as follows: 
xvy=max(x,y), x A y = min(x, y), 
X=1-x, x@y=xr\jJ. 
Next let R = [rii] and S= [sii] be n x n boolean matrices of zeros and ones. Then 
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matrix operations R V S, R A S, 8, R @ S, and the relation between matrices R s S 
are defined componentwise, respectively. Furthermore, we define the following 
operations: 
RxS= [(r,,~s,~)v(r;~r\s~;)v~~~v(~;~~~,;)], 
R/S= RQ(RxS), 
R” = I = [$I (~3~ is the Kronecker delta), 
Rk+t =RkxR (k=0,1,2 ,... ), 
R+ = RvR’v.-vR”, 
R’ = [rj;] (the transpose of R). 
We shall use an order of precedence on the binary operations: The operations / 
and x take precedence over the others. Furthermore the operation A takes prece- 
dence over the operations V and 0. 
Through the paper we consider n x n boolean matrices of zeros and ones. The 
boolean matrix 0, all of whose components are zero, is called the zero matrix. A 
matrix R is said to be nilpotent if R”=O. Furthermore a matrix R such that R2sR 
is said to be transitive, and a matrix R such that R A I = 0 is said to be irreflexive 
POI- 
The operation / is called a reduction operation. We examine properties of the 
operation on nilpotent boolean matrices. For a nilpotent boolean matrix R, the 
transitive reduction is given by R+/R+ [1,9]. That is, Rf/Rf corresponds to the 
basis graph of an acyclic directed graph which is represented by R [Z]. If R is transi- 
tive, then Rf =R. Therefore, if R is irreflexive and transitive, then R/R is :he 
transitive reduction of R [ 141. Letting S = R /R = R 0 R2, then 
If Tik = rk, = 1 for some k, then sij = 0. In the corresponding graph, if there are some 
arcs (i, k) and (k, j), then the arc (L j) is deleted. This is the meaning of the transitive 
reduction. 
4. Results 
First we will show basic properties of boolean matrices which represent acyclic 
graphs. Acyclic graphs are graphs which do not contain any cycles. Boolean matrices 
representing acyclic graphs are nilpotent. They have many interesting properties on 
the reduction operation. 
The following lemmas are obvious and essentially known [4,14], and we omit 
their proofs. 
Lemma 1. Let R be an n x n matrix. Then the following statements are equivalent. 
(1) R”=O. 
(2) (R +)” = 0. 
(3) R+AI=O. 
H. Hashimoro 53 
Lemma 2. If R is an n x n nilpotent matrix, then 
(R+~R+)m~(R+~R+)m+l~...~(R+/~‘)n-~=(R~)m, =l,2,...,n-1. 
Now RC is the transitive closure defined in the previous section, and it has the 
following properties which are well known [IS]: 
(R’)’ I R+, (R+)+ = R+, 
RkzzR+ (k= 1,2, . ..). 
(1) 
If R is an n x n nilpotent matrix, then 
R+ =RvR’v...vR”-i. 
Moreover if R is nilpotent, Rf is irreflexive and transitive. 
Theorem 1. Let T be an n x n nilpotent matrix. Then the following statements are 
equivalent. 
(1) T+/T+sSsT+. 
(2) svs2v . . . vS”-’ = T+. 
(3) T+/T+=S/T+. 
Proof. Let R=[rii]=Tf. F=[j$]=R/R, G=[gji]=S/R, R”=[$‘], and Sk= 
[s(k)] Then 
0 ’ 
(1) implies (2). Then 
n-1 n-l n-1 
V (R/R)k~V SklV Rk=R. 
&=I &=I &=I 
From Lemma 2 we obtain (2). 
(2) implies (1). Then obviously SIR, so we need to show that R /RI S. 
(a) If n=2, then R/RrR=S. 
(b) Let n L 3. In order to prove that& lsii for any i, j, we show that iff;, = 1 and 
sij =0, then there exists a contradiction. Suppose that J> = 1 and sij =O. Then we 
have 
rii = 1, i (Fjkiikv?kJ) = 1. 
&=I 
Hence from (2) and sii =0, it follows that SF’= 1 for some p (2spsn - 1). Thus 
for suitable I(l), f(2), . . . , I(p - l), we have 
Sil(l)*S/(I)/(Z)A...AS/(p-I)i= 1. 
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Since obviously Sr R, we have 
fil(l)Af/(1)/(2)A **- ArL(p-l)j = l. 
Therefore since R is transitive and ~12, there exists an integer m such that 
rim = 1 and rmj = 1. Then for k = VI we have 
/; (iik V Fk/) = 0. 
k=l 
However, this contradicts the fact that xj = 1. Hence FsS, SO that we obtain (1). 
(1) implies (3). (a) At first we will show that J;i Igo. Suppose that Jj = 1. Then 
/; (F;kVFkj) = 1. 
k=l 
Since iik 5 Sik, it follows that 
i (_?ikvikj) = 1. 
k=l 
NOW since ~j s.s~, we have SG = 1. Therefore g;j = 1. Hence ~j 5 g,j. 
(b) Next we will show that gij sfij. Suppose that gij = 1 and ~j = 0. Then 
A ($ikvikj) = 1, 
k=l 
A (i;k V ‘;ki) = 0. 
k=I 
(2) 
For some k(l) we obtain 
rik(l) -  1, rk(l)j = 1, ,!2) = 1 lJ * 
As rk(l)j = 1, then from eq. (2) we obtam si&r) = 0. Then since FI S, we haveAkC,) = 0. 
As r;,(t) = 1, then 
n 
A (Fik v Fkk(t)) = 0. 
k=l 
Thus for some k(2) 
rik(2) -  1, rk(2)k(l) = l- r!!’ = 1. fJ 
SinCe fk(,,j = 1 and rk(2)k(l) =1, we have fk(2)j = 1. Then Sik(2) = 0 from eq. (2). Then 
since FS S, we have Jik(2) = 0. As rikC2) =1, then 
/Y (iik V pkk(2)) = 0. 
k=l 
Thus for some k(3) we have 
rik(3) = 1, rk(3)k(2) = 1 * 
r!:‘) = 1 
I/ ’ 
By repeating the same argument we have rij (‘) = 1 However this contradicts the fact . 
that R is nilpotent. Hence gij5LY. 
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(3) implies (1). (a) First we show that R /RI S. Obviously R /R = S/ R I S. 
(b) Next we will show that SIR. From (3) we obtain 
k=l k=l 
Now we show that if sii = 1 and rii = 0, then we have a contradiction. Suppose that 
sU = 1 and rii = 0. Then 
Hence for some k(1) 
sik( I) = 1, rk(l)j = 1, rifiJj = 1. 
Since rij =0, we have rik(r)=O. Thus 
A (SikVFkk(l)) = 0. 
k=l 
Therefore for some k(2) 
sik(2) -  1, rk(?)k(l) = l9 r&, j = 1. 
Since rik(t) = 0, we have rik(I) = 0. Thus 
i (Jjk v pkk(2)) =0. 
k=I 
By repeating the same argument, we have 
Sik(n) = 1, rk(n)k(n - 1) = 1, rEiJj = 1 
for some k(n). However this contradicts the fact that R is nilpotent. Hence 
Sjj I fij. Cl 
Theorem 1 is interesting and important, since this shows the properties of the 
transitive reduction. For example, under the condition of the theorem, T-/ TC is 
minimal in the set of matrices such that 
or 
SvS2v... vS”-’ = T+ 
T+/ T+ = S/ 7’. 
Of course T+/ Tc is in the set of matrices such that T+/ T+=S/ TC, for it holds 
that 
(T+/ T+) / T’ = (T+ @ (T+)2) 0 (T+ @ (T+)2) x T+ 
= T+ Q (T+ v (T+ 0 (T+)‘)) x T+ 
= T+ 0 (T+)2 = T+ / T+. 
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Lemma 3. If R is a nilpotent matrix of order n, then 
(1) R+/R+sRsR+, 
(2) R+/R+=R/R+=R+/R, 
(3) (R+/ R+)+ = R+. 
Proof. (1) Since 
RvR2v...vR”-’ = R+, 
by Theorem 1, we have 
R+/R+<RsR+. 
(2) From (1) and Theorem 1, we have 
(3) From Lemma 2. q 
Lemma 3 shows how to find the transitive reduction of a given nilpotent matrix. 
Now we examine properties of a matrix given by the logical sum R V D of a 
nilpotent matrix R and a diagonal matrix D. Some lemmas are prepared in the fol- 
lowing. Although they seem to be trivial, they are useful for our discussion. 
Lemma 4. Let R be an n x n nilpotent matrix, and let D be an n x n diagonal matrix. 
SvS2u...vSm=RvD, then DlS, for m=l,2,.... 
Proof. Let R = [rti], D = [d,], S = [sti], and Sk = [$‘I. Since this lemma is evident 
for m = 1, set m I 2. Assume that dii = 1 and sii = 0. Then sj,? = 1 for some k such 
that 2 I k< m. Thus Si/ = 1 and sli (k-‘) = 1 for some I # i. Hence r,/ = 1 and r/i = 1, 
so that rL2’ = 1. This is a contradiction. Therefore DsS. 0 
Lemma 5. If R is an n x n matrix and if D is an n x n diagonal matrix, then 
(RvD)v(RvD)~V~~~V(RVD)~ 
=RvR’v...vRmVD, m=l 2 ) ).... 
Proof. Obvious. 0 
Theorem 2. Let R be an n x n nilpotent matrix and let D be an n x n diagonal 
matrix. Then the following statements are equivalent. 
(1) R/R+vDrSsR+vD. 
(2) SvS2v...vS”-‘=R+vD. 
(3) S+=R+vD. 
Proof. (1) implies (2). Then 
n-1 n-l n-l 
V (R/R’vD)~I V Sk< V (R+vD)~. 
K=, /T=I k=l 
H. Hashimoto 
By Lemmas 2, 3, and 5, we have 
n-l n-1 
V (R/RfvD)k= V (R/R+)“vD=R+vD 
k=l k=l 
and 
n-l n-l 
V (R’vD)~ = V (R+)kvD = R+vD. 
k=l k=l 
Hence we obtain (2). 
(2) implies (3). As SI Rt V D, we obtain 
Since RC is nilpotent, we have (SAD)” = 0, so that 
S+= {(SA~)V(SAD)}V{(SA~)V(SAD)}~V~~~V{(SA~)V(SAD)}~ 
= {(SAD)V(.SAD)~V . ..V(SAD)“}V(sAD) 
= {(SAD)V(SAD)~V +(sAD)“-‘}v(sAD) 
n-1 n-l 
= ky, {(SAD)V(SAD)}~= V Sk. 
k=l 
Therefore we have (3). 
(3) implies (1). As SI R+V D, we have S ~61 R+. By the same discussion as in 
(2) implies (3) above, S’= Vtc: Sk. Thus 
SvS2v... vS”-’ = R+vD. 
Let Se = S A D. Since Ds S by Lemma 4, we have S = S0 V D. Thus 
n-1 
V (S,VD)~ = R+vD. 
k=l 
By Lemma 5, we have 
n-1 
V $vD= R+vD. 
k=l 
Since SIR+ v D, it follows that S ADsR+ AD, so that &I R+. As R+ is transi- 
tive, we have S,fz~(R’)~s RC. Hence 
S,~AII(R+)~AIIR+AI=O. 
Thus, s[~D=Sgk. Then 
n-1 
V ($AD)vDAD=R+ADvDAD, 
k=l 
so that 
S,,vS;v..+S;-’ = R+. 
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By Theorem 1, we have RC/Rt<SOIR+. Thus 
R~R+uD~S,,vD~RCvD. 
Hence we have (1). 3 
The above theorem shows that the transitive reduction of the logical sum R v D 
of a nilpotent matrix R and a diagonal matrix D is given by a unique matrix 
R / Rf V D. The directed graph represented by the matrix R V D is a generalized 
acyclic graph which contains loops [l]. 
Theorem 3. Let R be a nilpotent matrix and let D be a diagonal matrix. Then the 
following statements are equivalent. 
(1) R/R+VDIS~D~(RVD)+. 
(2) (R v D)+ = (S v D)+. 
(3) R/R+vD=(SAD)/R+~D. 
(4) R/R+=(Sr\D)/R+. 
(5) (RvD)+=SvS2v~~~vS”-IUD. 
(6) R/R+=(SAD)OR+X(SAD). 
Proof. (1) if and only if (2). Replacing S in Theorem 2 with S V D, we have this 
result. 
(1) implies (3). Then 
(R/R+)AbdAkR+AD. 
Since R is nilpotent, 
R/R+~SA~%R+. 
By Theorem 1 and Lemma 3, we have R /R+ = (S AD) / R’, SO that 
R/R’vD=(SAD)/R+VD. 
(3) implies (1). Then 
(R/R+)AD=((SAD)/R+)AD. 
Since R / Rf is irreflexive, it follows that 
R/R+=(SAD)/R+. 
By Theorem 1, we have 
R/R+ISA~~R+. 
Thus (1) is obtained. 
(3) if and only if (4). This is evident. 
(1) if and onfy if (5). From Theorem 2 with S replaced by S V D and Lemma 5. 
(2) if and only if (6). Since R’ is nilpotent, from (2) and (4) it follows that 
(R’v D)+ = (S’V D)+ if and only if R’/ (R’)+ = (SAD) /(R’)+. Therefore (R v D)’ 
= (S V D)’ if and only if 
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As R+ x R = R x R+ we obtain the result. 0 
Corollary 1. Let R be an n x n nilpotent matrix. Then the following statements are 
equivalent. 
(1) R/R+sSsR+. 
(2) R+=S+. 
(3) R/R+=S/R+. 
(4) RC=SvS2v...vS”-‘. 
(5) R/R+=SGR+xS. 
Proof. Directly by Theorem 3. Cl 
By the above corollary we can define an equivalence relation on a set of nilpotent 
matrices in some ways. For example, we can define a relation R-S for nilpotent 
matrices R and S if and only if R+=S+. Clearly the relation - is an equivalence 
relation. Therefore we obtain the equivalence classes. Each class has the minimal 
matrix R/R+ and the maximal matrix Rf. 
As is well known, the transitive closure R’ is computed by Warshall’s algorithm 
[21]. On the other hand the transitive reduction R’/ RC= R / R+ is obtained by 
using HSU’S algorithm [9]. These algorithms are closely related to each other. 
4. Applications 
As previously explained, a nilpotent matrix corresponds to an acyclic directed 
graph. An acyclic graph is of importance in many applications. We give some con- 
crete examples of reductions of nilpotent matrices. The reductions correspond to the 
basis graphs of acyclic graphs [2]. 
(1) Construction of hierarchical graphs 
Warfield introduced a process called interpretive structural modeling [ 19,201. 
This is a method to analyze hierarchies and is useful for social systems. A hierarchy 
is represented by a directed graph or a boolean matrix [16,19,20,22]. Warfield gave 
a procedure to construct a hierarchical graph which corresponds to the reduction 
of a directed graph [19]. A matrix R representing a hierarchy is called a system sub- 
ordination matrix and is irreflexive and transitive. A hierarchical graph or a graphic 
form is given by the reduction R /R. In the process of constructing R the operation 
for the transitive closure is used to save work. 
(2) Construction of project networks 
Project networks or activity networks are used in PERT which stands for pro- 
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gram evaluation and review technique [2,4,6,11], and the directed arcs of the 
networks correspond to the activities. In the construction of project networks prece- 
dence relations among the activities are given. A precedence relation matrix R is 
called consistent if R is nilpotent [6,11]. Superfluous directed arcs of the precedence 
graph are removed from the graph and the nonredundant form given by 
R/R+ = R@(R*v~~~vR”-‘). 
An algorithm for R /R+ has been given by Fisher, Liebman, and Nemhauser [6]. 
(3) Construction of systems of theorems 
A relation of derivation among propositions can be represented by a boolean 
matrix R [3,4,13]. In the corresponding directed graph vertices represent proposi- 
tions and directed edges represent he theorems or derivation of one proposition 
from others. If the set of propositions does not contain equivalent propositions then 
R becomes nilpotent by letting diagonal elements of R be zero. The transitive closure 
Rf shows all information obtained from R. A matrix R+ / R+ represents essential 
information of R and does not contain superfluous information. Thus R+/R+ 
gives the smallest set of pairs of propositions to be proved. 
5. Conclusions 
In this paper we have shown some properties of nilpotent boolean matrices and 
basic properties of a reduction operation. The properties are related to many appli- 
cations such as a structural analysis of a thesaurus used in information retrieval (1.51 
and a simplification of a system of theorems. Although the results do not give an 
efficient algorithm for reduction of nilpotent matrices, they may be helpful in the 
algebraic treatment of the reductions and an equivalence among nilpotent matrices. 
One of the problems to be examined is to consider reduction of matrices which 
are not binary [2,23]. 
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