ABSTRACT Caching and cloud control are new technologies that were suggested to improve the performance of future wireless networks. Fog radio access networks (F-RANs) have been recently proposed to further improve the throughput of future cellular networks by exploiting these two technologies. In this paper, we study the cloud offloading gains achieved by utilizing F-RANs that admit enhanced remote radio heads (eRRHs) with heterogeneous wireless technologies, namely, LTE and WiFi. This F-RAN architecture thus allows widely proliferating smart phone devices to receive two packets simultaneously from their inbuilt LTE and WiFi interfaces. We first formulate the general cloud base station (CBS) offloading problem as an optimization problem over a dual conflict graph, which is proven to be intractable. Thus, we formulate an online version of the CBS offloading problem in heterogeneous F-RANs as a weighted graph coloring problem and show it is NP-hard. We then devise a novel opportunistic network coding (ONC)-assisted heuristic solution to this problem, which divides it into two subproblems and solves each subproblem independently. We derive lower bounds on the online and aggregate CBS offloading performances of our proposed scheme and analyze its complexity. The simulations quantify the gains achieved by our proposed heterogeneous F-RAN solution compared with the traditional homogeneous F-RAN scheme and the derived lower bounds in terms of both CBS offloading and throughput.
I. INTRODUCTION
The expected explosion in mobile data demand rates has encouraged the emergence of a variety of solutions to improve cellular networks' performance while maintaining low operational costs. An example of such emergent solutions is the cloud radio access network (C-RAN) [2] , which pools the baseband units of multiple base-stations into a centralized baseband processing unit while leaving radio transmission
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to remote radio heads (RRHs). This centralized processing can achieve significant statistical multiplexing and network capacity gains by performing load balancing and cooperative processing of signals originating from several base stations. C-RANs can thus minimize the operation cost of wireless networks while maintaining the Quality-of-Experience (QoE) of the clients.
However, due to the expected high growth of mobile data demand rates, the C-RAN architecture may not be able to satisfy the clients' QoE requirements due to backhaul bottlenecks. Indeed, a massive demand of bandwidth-hungry files (such as videos) will put a significant burden on the backhaul links connecting the baseband processors and the RRHs. To increase the throughput of C-RANs and avoid such bottlenecks, a modification on the architecture was proposed in [3] , which adds storage capacity to the RRHs to store popular files (i.e., files that are most likely to be requested by clients) before their actual request. Storing such most wanted files close to the end users (recently termed as the fog or network edge) will offload their transmission on backhaul links when requested, thus significantly improving both their access speed and the overall network performance. Given the above description, this architecture has been recently called ''fog radio access network'' (F-RAN), and the RRHs with storage capabilities were renamed as enhanced RRHs (eRRHs) [4] .
Providing high QoE to the clients from F-RANs is subject to optimizing two major processes, namely the content prefetching and content delivery processes. The former process focuses on optimizing the distribution of popular content among the eRRHs to maximize the chance of clients finding their requested popular files in an accessible eRRH. The latter process focuses on finding the eRRHs' transmission schedules that minimize the cloud involvement in serving the clients that are not timely served from the eRRHs. Several works aimed to optimize both settings. However, in most of the previous literature, it is always assumed that the clients did not previously download any of the cached files in the eRRHs, which contradicts the assumption about their popularity. In fact, popularity is decided based on the number of prior requests of such files from the clients. Such previously downloaded files can be exploited to improve the delivery of new files from the eRRHs using opportunistic network coding (ONC) [5] , thus further reducing the bandwidth consumed from the CBS. Indeed, ONC can exploit the diversity in prior downloaded files at the different clients to create coded combinations of currently requested files. Such combined files can be decoded at the designated clients, thus simultaneously delivering a larger number of requested files compared to simple broadcast of uncoded source files. Our recent work [6] , [7] has thoroughly studied the content delivery problem in an F-RAN like setting with homogeneous eRRHs (i.e., eRRHs that are all employing LTE technologies). However, this setting does not take into consideration the vast proliferation of smart phones, which have other embedded long and short range wireless technology cards such as WiFi, bluetooth, near-field communications (NFC), etc. In fact, it has been recently suggested that future cellular standards will benefit from this fact by enabling simultaneous reception on both interfaces to improve both the network throughput and the clients' quality of experience [8] .
Consequently, this paper focuses on the content delivery problem in a heterogeneous F-RAN setting. Heterogeneous F-RANs are those exploiting the proliferation of dual-wireless-technology capable smart phones to serve them using a network of heterogeneous eRRHs (i.e., a network consisting of both LTE and WiFi equipped eRRHs). In such a setting, two packets can be simultaneously transmitted to the same client from two heterogeneous eRRHs, thus allowing further offloading of the cloud transmitters compared to traditional homogeneous F-RANs. The utilization of the built-in dual interfaces in clients' mobile devices allows us to zoom into packet-level delivery of files (i.e., dividing files into packets and delivering them over multiple sessions), which was not the case in previous works.
A. RELATED WORK 1) FOG RADIO ACCESS NETWORKS (F-RANS)
Fog Radio Access Networks (F-RANs) were proposed to deal with the latency problem of C-RANs [9] . F-RANs improve the latency performance of wireless networks by equipping edge nodes, also called remote radio heads (RRHs), with caches. Popular files can be stored in these enhanced RRHs (eRRHs) before being requested by clients.
The idea of F-RANs was first coined by Li et al. [3] , who discussed the idea of extending the C-RAN's cloud to the edge of the network. The study of edge caching in [3] showed that utilizing caches at all network nodes gives the best performance over no caching in terms of delay and bandwidth saving. In [4] , [10] , a novel hybrid fronthauling mode was proposed for F-RANs. This mode utilizes both hard-transfer mode, which delivers the content that is not available in the local caches to the eRRH, and the typical C-RAN fronthauling-like soft-transfer mode [2] . The proposed hybrid mode was shown to strictly outperform soft and hard-transfer modes. The authors in [11] provided an information-theoretic analysis of the content delivery delay in F-RANs. This study aimed to determining the edge transmission and caching while considering the limited resources of the eRRHs, such as their storage capacity and transmission bandwidth. The authors derived an optimal characterization of the trade-off between the normalized delivery time and the fronthaul/caching resources for a small network comprising two eRRHs and two client nodes.
Unlike prior works, we aim to study the content delivery performance of F-RANs, in terms of cloud offloading and completion time, in a setting that has not been considered in the literature, namely heterogeneous F-RANs (i.e., F-RANs where eRRHs utilize different transmission technologies and each client can utilize two different interfaces to receive two packets simultaneously). This heterogeneity of the network allows us to consider packet-level delivery of files (i.e., dividing each file into packets delivered over multiple time epochs).
2) CODED MULTICAST
Coded multicasting involves serving multiple clients using the same coded file. The authors in [12] , [13] studied the distributed coded multicasting problem and derived new bound on the capacity regions of coded multicasting. In [14] , the authors proposed improving content delivery of twohop cache-aided networks using Maximum Distance Separable (MDS) codes. The relays utilizing this scheme were shown to completely replace the main server during delivery.
A multi-sender index coding problem was considered in [15] , where multiple senders collaborate to serve multiple receivers. The authors devised a heuristic algorithm that finds a suboptimal multi-sender linear index code and showed its efficiency using simulations for large groups of receivers.
A major problem in coded multicasting is the decoding delay, which can be dealt with using opportunistic network coding (ONC). ONC minimizes decoding delay and provides progressive decoding of packets, which is much suited to video applications (the most common cached content in F-RANs). In particular, instantly decodable network coding (IDNC) generates coded packets that can be immediately decoded by their targeted clients [16] , [17] .
Due to its desirable decoding delay mitigation property, IDNC has become a popular method for improving throughput of future wireless networks. Le et al. [18] devised a polynomial time algorithm that finds the coded packet that can be instantly decoded by the maximum number of clients. The authors showed that the devised algorithm outperforms an optimal repetition code and a greedy scheme. The authors in [19] addressed the problem of minimizing the completion time of IDNC in wireless broadcast and multicast scenarios. The authors suggested a greedy heuristic that achieves a completion time performance close to that achieved by the global optimal solution.
3) DUAL INTERFACE RECEPTION IN CODED MULTICASTING
Using mobile devices' built-in dual interfaces to improve multicasting has been explored in the literature recently. Karim et al. [20] proposed a graph-theoretic solution to minimize the delivery delay for order-constrained deviceto-device (D2D) communications. The solution is based on utilizing dual interfaces to increase the number of packets received by each device at every time epoch. The authors showed by simulations that their suggested solution improves delivery delay as compared to existing network coding algorithms. The authors in [21] utilized adaptive random network coding (ARNC) and clients' dual interfaces to improve the throughput of hard deadline constrained prioritized (HDCP) data multicasting applications. In [22] , [23] , the authors utilized network coding and dual interfaces to improve the completion time performance of device-to-device (D2D)-enabled cellular networks.
In this work, we formulate the cloud offloading problem in a heterogeneous F-RAN as an optimization problem over an IDNC conflict graph [6] , [24] . In our model, both the eRRHs and the cloud base-station (CBS) can utilize IDNC to encode packets before their transmission. The dual interfaces at the clients can be exploited by the eRRHs to increase the number of simultaneously served client requests per time epoch, thus reducing the completion time and most importantly better offloading the CBS (i.e., reducing the number of channels employed by the CBS to serve client requests that are not timely served by the eRRHs).
B. CONTRIBUTIONS
The following list summarizes the contributions of this work:
• We formulate the general CBS offloading problem in heterogeneous F-RANs as an optimization problem over a conflict opportunistic network coding (ONC) graph, and prove its intractability.
• We formulate an online version of the CBS offloading problem as a graph coloring problem, and show its NP-hardness.
• We propose a graph heuristic to solve the online CBS offloading problem. This heuristic is then utilized to iteratively solve the general CBS offloading problem.
• We analyze the complexity of the heuristic approach and compare it to that of the optimal one.
• We analyze the performance of our proposed scheme in terms of cloud offloading and completion time (which is inversely related to the network throughput), and compare it to that of the traditional homogeneous F-RAN architecture. The organization of the paper is summarized as follows. Section II explains the system model of interest. In Section III, the cloud offloading problem is formulated. The greedy approach to solve the cloud offloading problem is proposed and analyzed in Section IV. Section V provides the simulations results, and Section VI concludes the paper.
II. SYSTEM MODEL A. NETWORK AND DATA MODEL
The network model of interest, shown in Fig. 1 , comprises the cloud base station (CBS), a set of C eRRHs {c 1 , . . . , c C } each with limited cache size of H c packets, and a set U of U clients {u 1 , . . . , u U }. The CBS contains a full library of packets F = {f 1 , . . . , f N }, part of which is stored in the cache of each eRRH c i thus constituting its Has set H c i . The caching ratio σ c of an eRRH is defined as the ratio of the number of packets stored in the eRRH's cache to the total number of packets in the library. The CBS has a coverage radius R c , and each eRRH has a coverage radius R e . If a client u j is inside the coverage radius of eRRH c i , we say the client u j is in the coverage set C i of eRRH c i . The packets in F being popular implies that each client u j has already downloaded a subset H u j of them, which we will refer to as the Has set of this client. The client's download ratio σ u is defined as the ratio of the number of packets previously downloaded by the client to the total number of packets. The service session is divided by the CBS into independent time epochs. At each time epoch, every client u j requests one or multiple popular packets that are not in his Has set. These requested packets by each client u j represent his Wants set W u j . The demand ratio of each client is the ratio of the number of packets requested by the client to the total number of packets. The CBS and eRRHs will thus collaborate in delivering at least one wanted packet to each client every time epoch. The packet(s) chosen to be delivered to every client using the WiFi/LTE interfaces should be completely downloaded before the start of the next time epoch. In order to maximize CBS offloading while guaranteeing a minimum level of clients' quality of experience, the CBS only serves the clients that are not served by any eRRH at each time epoch. The number of time epochs required to serve all requests of all clients is the completion time, denoted by T .
B. HETEROGENEOUS F-RAN SETTING
Given the wide proliferation of smart phones and wireless devices, each client's device is assumed to have two wireless cards, namely, WiFi and LTE. This fact can be exploited by possibly sending two of each client's requested packets simultaneously on these two interfaces, one by a WiFi-capable eRRH and the other by an LTE-capable eRRH. For the sake of low cost and compatibility with existing Wi-Fi access point and LTE femtocell equipments, eRRHs are assumed to have either a WiFi or LTE transceivers. Furthermore, every LTE/WiFi eRRH is assumed to utilize a transmission channel orthogonal to the channels allocated to all other LTE/WiFi eRRHs. The CBS is typically LTE enabled, and is assumed to serve a client only if this client is not served by any eRRH to satisfy the maximum CBS offloading requirement. The eRRHs and the CBS can exploit the clients' side information (i.e., previously downloaded popular packets) to employ opportunistic network coding (ONC) over both clients' interfaces and deliver the packets requests in the current time epoch. ONC has shown great potential to improve throughput and reduce delay of wireless networks [25] by exploiting the inherent side information diversity at the different clients to generate coded packets using XOR operations. Subsequently, the original packets can be retrieved at the clients' devices by re-XORing the received coded packets with the previously downloaded ones.
C. CHANNEL MODEL
In this work, an upper layer view of the network is adopted that abstracts the physical channel conditions (e.g., fading and shadowing) into channel erasure probabilities. We utilize the Gilbert-Elliot (GE) model to represent the channel erasures [26] . The GE model has been used to model erasure channels with memory, which are more accurate in representing typical deep fading and shadowing effects in wireless channels [27] that result in bursts of packet erasures [28] , [29] . The GE model can be represented in the form of a two-state Markov chain for each client j, in which the channel moves from the Good (G) state to the Bad (B) state or vice versa with probabilities b j = Pr{Ch j,t = B|Ch j,t−1 = G} and g j = Pr{Ch j,t = G|Ch j,t−1 = B}, respectively. Consequently, the steady-state probabilities of being in the Good and Bad state can be calculated as:
The memory of the j-th client's channel µ j is defined as [26] 0
A high memory content (i.e., a large value of µ j ) indicates the tendency of the channel to stay in the same state, while a low memory content (i.e., a small value of µ j ) implies that the channel tends to change state frequently. It should be noticed here that the download channel from a client to an eRRH follows the GE model only if that client is in the coverage set of the eRRH. Otherwise, the download channel from the eRRH to the client is always in a bad state.
III. PROBLEM FORMULATION
As mentioned in Section I, our ultimate target is to maximize bandwidth savings at the CBS by utilizing the eRRHs. In general, when the packets are requested by the clients, each of the eRRHs should transmit an ONC combination of a subset of its cached packets that could be decoded by their requesting clients. The question now is: Which packets should be combined and transmitted by each of the eRRHs, such that the remaining requests over all time epochs can be delivered to their respective clients using the minimum number of orthogonal CBS channels?
A. MOTIVATING EXAMPLE
To further clarify the aforementioned problem, let us consider the example shown in Fig. 2 . In this example, the CBS has the full library, two eRRHs possess two different Has sets but collectively store the full library, and each client has two packets and requests two other packets. We further assume that eRRH c 1 transmits using LTE technology, whereas eRRH c 2 transmits using WiFi technology. To simplify the example, an erasure-less channel model is adopted. Table 1 illustrates the optimal solutions of delivering the desired packets to their requesting users using uncoded and coded packet downloads for heterogeneous and homogeneous (i.e., no Wi-Fi capable eRRHs, both eRRHs c 1 and c 2 are LTE-capable) F-RANs. Note that f k 1 ⊕ f k 2 represents an XOR combination of packets f k 1 and f k 2 , whereas N (1) CBS and N (2) CBS denote the required number of CBS channels in the first (t = 1) and second (t = 2) time epochs, respectively. We note that since f 4 is requested by all clients, the transmission of c 1 is the same in the first time epoch for all cases. Nonetheless, the Wi-Fi eRRH c 2 in the heterogeneous setting is capable of delivering another packet, namely f 6 , to u 4 and u 5 on their WiFi interfaces, whereas the LTE eRRH c 2 in the homogeneous setting cannot do similarly since all devices are already using their LTE interface to listen to c 1 . In the second time epoch, c 2 in the homogeneous setting tries to recover from this lag by sending f 6 to u 4 and u 5 , whereas its heterogeneous counterpart is serving more clients. Again c 1 will transmit f 5 to u 2 for all cases, thus leaving more packets to be served by the CBS in the homogeneous cases compared to their heterogeneous counterparts. Finally, within the heterogeneous case, coding enables eRRHs to serve more requests (such as the case of c 2 in t = 2), thus leading to better CBS offloading (i.e., no orthogonal transmissions/channels are required by the CBS).
The
question now is: How to systematically find the maximum CBS offloading solution for the coded heterogeneous F-RAN setting for a much larger network setting (i.e., larger number of eRRHs and much larger number of clients and packets)?
In the following two subsections, we first present two graph models to define all feasible coding opportunities from both eRRHs and the CBS in the heterogeneous F-RAN scenario, then formulate the problem of minimizing the total number of orthogonal coded transmissions by the CBS into an optimization problem.
B. eRRH AND CBS GRAPHS
To formulate the CBS offloading maximization problem, we define an eRRH dual conflict graph (or eRRH graph for short) G eRRH (V,E), where V is the set of vertices and E is the set of edges, for the considered heterogeneous F-RAN scenario. A homogeneous version of this dual conflict graph was first introduced in [24] for storage networks, and was utilized in [6] for homogeneous femtocaching-assisted cellular networks. The dual conflict graph needed for the heterogeneous setting of this paper is a modification on the graph introduced in [6] , [24] to consider dual interfaces at the clients and heterogeneous wireless technologies at the eRRHs.
For the considered network model, the eRRH graph is constructed as follows. Every client u j , requesting packet f k , induces one vertex v i,j,k in the graph for each eRRH c i possessing this packet, if the client is in the coverage set of that eRRH (i.e., if the client is inside the coverage radius of the eRRH). In other words, Given this construction, each independent set 1 in this eRRH graph represents a feasible transmission schedule from all eRRHs in one time epoch. Once an independent set is selected then its targeted clients, their requested packets and their serving eRRHs are determined. For all vertices representing each one eRRH, the corresponding packets are XORed by this eRRH and the resulting coded packet is sent to all corresponding clients. This guarantees all combined packets are instantly decodable at the targeted clients, and that these clients are not simultaneously targeted by the same packet from more than one eRRH nor by two or more eRRHs utilizing the same transmission technology. It also maintains that each served packet is in the possession of its serving eRRH and that each served client by an eRRH is in its coverage set. The set of non-served clients by at least one eRRH in this time epoch can be also determined from this independent set and can be scheduled to be served by the CBS in this particular time epoch. Fig. 3 depicts the eRRH graph of the example in Fig. 2 . 1 An independent set I in a graph is a set of pairwise non-adjacent vertices [30, p. 475]. Fig. 4 (a) illustrates the two independent sets representing scheduled transmissions from the two eRRHs at the first time epoch. From this figure, we can see that eRRH c 1 sends f 4 to all clients using LTE whereas eRRH c 2 serves clients u 4 and u 5 by transmitting f 6 using Wi-Fi, which corresponds to the schedule in Table 1 . Thus, each client is served at least once in the first time epoch by the eRRHs, and no CBS transmission is needed in the first time epoch. The dual conflict graph for the remaining requests after the first time epoch is shown in Fig. 4 (b) . This remaining graph can be covered by two independent sets for transmission schedules from the two eRRHs. Therefore, no CBS transmission is needed and two time epochs are required to satisfy all the requests. This graph theoretic approach thus leads to the best achievable result for the scenario described in Fig. 1 of Section III-A, as illustrated in Table 1 .
In order to minimize the number of CBS orthogonal transmissions to the unserved clients in any one time epoch, a conventional ONC conflict graph, such as the one used in [7] is built. This graph is a special case of the above dual conflict graph with only the CBS as a transmitter, and only coding conflicts in generating edges (as there are no transmission conflicts here since the CBS is the only transmitter). We will refer to this graph as the CBS graph and denote it by G CBS . In each time epoch, we select the minimum number of independent sets covering one vertex from each of the unserved clients by the eRRHs in this time epoch. Each of these independent sets represents an instantly decodable coding combination for a subset of these clients and is thus transmitted on a separate orthogonal channel by the CBS.
Once the above process is completed for one time epoch, all vertices representing requests that have been served successfully (i.e., with no erasures), by either the eRRHs or the CBS, are all removed from both the eRRH and the CBS graphs. The process is then repeated with these updated graphs for the subsequent time epoch. This procedure continues until both graphs are depleted, which signals the service of all requests by all clients.
C. GENERAL PROBLEM FORMULATION
This section employs the heterogeneous eRRH and CBS graphs to formulate the problem of minimizing the number of orthogonal CBS channels in any arbitrary heterogeneous F-RAN setting. Let U
eRRH be the set of users served by the CBS and eRRHs, respectively, in the t-th time epoch
CBS as the number of independent sets (i.e., orthogonal transmissions and thus channels) served by the CBS in the t-th time epoch. Given these definitions, the two graphs, and the procedure introduced in the previous section, the problem of interest boils down to finding a collection of independent sets I (1) , . . . , I (T ) ⊂ G eRRH , that minimizes the sum of the number of independent sets served from the CBS graph at each time epoch. This can be expressed as follows:
where
done is the set of clients who received all their requested packets before the t-th epoch. The set of constraints in (3b) maintains that at any time epoch, every client with remaining requests is served at least once. It is worth mentioning here that there are other constraints not included in (3) since they are maintained by the eRRH graph:
• The transmission conflict (i.e., a client cannot be served twice by the same technology) and the coding conflict (i.e., two packets not instantly decodable by their targeted clients cannot be combined) are addressed when the dual conflict graph is constructed as explained in Section III-B.
• The constraint that a packet assigned to an eRRH should be in its cache is also maintained by the dual conflict graph which assigns indices to the server of the request, thus prohibiting inducing a vertex unless the packet is available in the eRRH's cache. Lemma 1: The problem in (3) is NP-Hard.
Proof: Our approach in this proof is to simplify the problem in (3) to an NP-hard problem. To this end, we set the number of requests per client to one, and assume perfect channel reception. Consequently, (3) reduces to the problem in [7] , which is equivalent to choosing the one independent set in the eRRH graph that will result in the smallest chromatic number of the CBS subgraph representing the requests (i.e., vertices) of the unserved clients by the eRRHs. The optimal solution of such a problem will be obtained by finding the minimum chromatic number of each and every combination of eRRH independent sets and CBS subgraph pairs. Finding the chromatic number of only one of such subgraphs is proven to be NP-hard [31] , which makes the more complicated problem above NP-hard.
D. ONLINE PROBLEM FORMULATION
Since the problem in (3) is intractable, we propose to solve it time-epoch wise. In other words, we formulate the online CBS offloading problem which constitutes one time epoch of the problem in (3), then we solve the online problem iteratively until all requests of all clients are served. The online CBS offloading problem can be formulated for the t-th time epoch as:
eRRH is the remaining eRRH graph before the t-th time epoch.
Lemma 2: The problem in (4) is NP-hard. Proof: Similar to the proof of Lemma 1, we prove the NP-hardness of the online problem by considering the special case of perfect channels reception (i.e., no erasures). Consequently, our problem reduces to finding the smallest of the chromatic numbers of each CBS subgraph combination consisting of only one vertex from the remaining vertices of the unserved clients by eRRHs in the t-th time epoch. Again, this requires going through all such CBS subgraph options to find the one with the smallest chromatic number, and finding the chromatic number of only one of such subgraphs is NP-hard [31] . This makes the more complicated problem above NP-hard.
IV. PROPOSED GREEDY APPROACH
In this section, we suggest a greedy approach to solve the problem in (4). The main method of this approach consists of two main steps at every time epoch:
1) The eRRHs serve the clients with the worst download channels from the CBS. 2) The CBS delivers one chosen request for each client not served by any eRRH.
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Algorithm 1 Heterogeneous F-RAN CBS Offloading 1) Find the weighted maximum independent set in the eRRH dual conflict graph and serve the maximum number of packet requests by the eRRHs. 2) Divide all clients into two groups:
• The first group includes the clients who are served at least once by eRRHs.
• The second group includes the clients who are not served by any eRRH. 3) Choose one of the remaining requests of each client (randomly or based on popularity) in the second group and construct the CBS conflict graph (following Section III-B). 4) Find the set of independent sets in the CBS conflict graph that will result in the minimum weight coloring, and determine the CBS packet coding schedule at the current time epoch.
In the following, we propose efficient algorithms to deal with each step.
A. GREEDY HEURISTIC ALGORITHM
In this section, we aim to design a low-complexity algorithm to heuristically solve the problem in (4) at each time epoch. Our proposed heuristic is based on the idea of decomposing the problem in (4) into two sub-problems: (1) the problem of finding a maximum weight independent set in the eRRH graph, where each vertex weight is set to be inversely proportional to the channel quality between the CBS and the client inducing the vertex; and (2) the problem of finding the minimum weight graph coloring in the CBS graph. At any given time epoch, our proposed heuristic for heterogeneous F-RANs is implemented as shown in Algorithm 1. According to Section II, only the clients in the second group (clients not served by any eRRH) can be served by the CBS in order to serve every client with at least one new packet in every time epoch. Therefore, only the clients in the second group are considered in the third step of Algorithm 1.
As we mentioned at the beginning of this section, our heuristic solves two main problems, namely, the weighted maximum independent set selection problem in the eRRHs' dual conflict graph and the weighted minimum graph coloring problem in the CBS graph. However, both problems are well known NP-hard problems [32] .
To further reduce the computational complexities, we solve the aforementioned two problems at each time epoch using a modified version of the maximum weight vertex search algorithm proposed in [6] for homogeneous F-RANs considering erasure-free channels. For every client, the CBS assigns a counter which is initially set to zero. Each time a vertex induced by a client u j is chosen as part of the solution, the counter of that client is incremented by one. To find the eRRHs' solution, we define a weight w i,j,k for a vertex v i,j,k in the dual conflict eRRH graph as follows: (5) where r j = (1 − x j )g j + x j (1 − b j ) is the channel weight of the j-th client, where x j is the channel index of the j-th client (x j = 1 means the channel was in a good state in the (t − 1)-th time epoch); V is the total number of vertices in the graph, δ i,j,k is the degree of vertex v i,j,k , and N (v i,j,k ) is the set of its non-adjacent vertices. 2 According to (5), a vertex has a high weight when 1) It is non-adjacent to a large number of vertices and each of these non-adjacent vertices is also non-adjacent to a large number of other vertices.
2) It has a high probability of good channel reception. The choice of the clients' requests to be served by the CBS in the third step can be done in several ways. For instance, the CBS can chose a request from each of the remaining clients randomly, or based on packet popularity, i.e., the CBS chooses to serve for each client the packet mostly requested by the other remaining clients. In Section V, we compare both methods, using simulations, in terms of average offloading and completion time performances.
B. PERFORMANCE ANALYSIS FOR SYSTEMATIC PACKET PLACEMENT
In this section, we analyze the offloading performance of our proposed greedy heuristic algorithm assuming systematic packet placement [7] . By systematic placement, we mean that the popular packets are divided into equal fixed groups, and each group (and thus each packet) is stored in R =
CH c F
eRRHs, and thus we will refer to R as the repetition index. This means that each R eRRHs are caching the same group of packets. Moreover, it is assumed that the placement process in WiFi eRRHs is independent from that in LTE eRRHs, i.e., assuming that C 1 is the number of WiFi eRRHs and C 2 is the number of LTE eRRHs, R 1 =
F denote the repetition indices of WiFi and LTE eRRHs, respectively. To gauge the offloading performance of our scheme, we derive a lower bound on the average number of required CBS channels in the t-th time epoch (denoted byN (t) CBS ). We also derive a lower bound on the average completion time T , which is exploited to deduce a lower bound on the average aggregate number of CBS channels over all time epochs (denoted byN CBS ). In the rest of this section, we assume an average steady-state probability of good eRRH download channelP
G,i,j , and an average steady-state probability of good CBS download channelP
done is the number of clients requesting at least one packet in the t-th time epoch.
1) LOWER BOUND ONN (t ) CBS
In this subsection, we derive a lower bound onN (t) CBS in a systematic placement setting, and then deduce two special cases for F-RANs by assuming (i) large number of clients, and (ii) eRRH with full network area coverage.
Theorem 1: Assuming systematic packet placement, N (t)
CBS for any arbitrary time epoch t satisfies the inequality in (6) , as shown at the top of the next page; where P C =
Coverage Area of an eRRH
Coverage Area of CBS
is the average probability of a client being in the coverage set of an eRRH. σ u is the download ratio of each client, defined as the ratio of the average number of packets downloaded by a client to the total number of packets in the library. σ c = H c F is the eRRH caching ratio. Finally, C 1 and C 2 denote the number of WiFi and LTE eRRHs, respectively.
Proof: The reader is referred to Appendix A for a proof of this theorem.
The estimate U (t) of the number of remaining clients requesting packets at time epoch t in (6) can be used to compare between the offloading performances of heterogeneous and homogoeneous F-RANs. The numberŨ (t) of clients requesting packets at time epoch t in homogeneous F-RANs can be estimated as
|W| .
It can be easily noticed thatŨ (t) ≥ U (t) since U
). In other words, the number of served requests by homogeneous eRRHs is equal to the number of clients served by them. On the other hand, heterogeneous eRRHs can serve each client twice, so the number of requests delivered by them is greater than the number of served clients. Thus, the number of clients requesting packets at each time epoch is smaller in heterogeneous F-RANs as compared to homogeneous F-RANs, which means the total number of channels needed by the CBS is reduced in heterogeneous F-RANs.
We end this part with two interesting special cases that can be used to simplify (6) for large and small networks.
Theorem 2: Assuming large number of clients, π i and ν i in (6) can be written as
where U c = P C U (t) , and is defined as in (6) . Proof: With the increase of the number of clients in the network, the number of clients in the coverage set of each eRRH approaches U c = P C U (t) . Thus, for large enough number of clients, the number of clients in the coverage set of any eRRH is not a random variable any more. Taking this into account and following a similar proof to the one in Appendix A, (8) can be derived.
Theorem 3:
Assuming full eRRH coverage, π i and ν i in (6) can be written as
where is defined as in (6) . Proof: Since every eRRH is assumed to fully cover all the network area, the number of clients in the coverage set of each eRRH is equal to U , and the number of vertices in the WiFi/LTE graphs is not a random variable any more. Using this information, (9) can be derived in a similar fashion to Appendix A.
In Section V, (8) is utilized to find the lower bound on the number of needed CBS channels for the large network setting, and (9) is used to calculate the lower bound for the small network setting.
2) LOWER BOUND ON THE COMPLETION TIME
Theorem 4: For large number of clients and assuming systematic fixed packet placement is utilized to distribute the packets among the eRRHs, the completion time T of the proposed greedy heuristic satisfies
Proof: The reader is referred to Appendix B for the proof of this theorem.
3) LOWER BOUND ON THE AGGREGATE AVERAGE NUMBER OF CBS CHANNELS
Theorem 5: For large number of clients, the aggregate average number N CBS of CBS channels needed to serve U clients, each requesting |W| packets, satisfies
CBS is defined as in (6) . Proof: To prove the theorem, we notice that N (t) CBS in (6) is a lower bound on the online average number of CBS channels. Therefore, since T L is a lower bound on the completion time, summing (6) over T L clearly results in a lower bound on the average aggregate number of CBS channels. VOLUME 7, 2019 
4) WORST-CASE TIME COMPLEXITY OF THE GREEDY HEURISTIC
The basic operation in the maximum weight vertex search algorithm is the operation of comparing the weights of two different vertices. In the worst case, each pair of vertices is compared in every time epoch before finding the solution. This results in the worst case computational complexity of our algorithm which is O(W max V 2 ), where W max is the size of the largest Wants set among the clients' Wants sets. In Section III-C, we showed that the general CBS offloading problem for network coded dual interface scenarios is intractable. Thus, the complexity of the optimal scheme is at least exponential in the number of vertices V . Hence, a substantial reduction in complexity is achieved if our proposed heuristic is employed as compared to the NP-hard solution.
V. SIMULATION RESULTS AND DISCUSSION
This section provides simulation results to compare heterogeneous F-RANs and the traditional homogeneous F-RANs, both with random/popular-packet selection at the CBS (as described at the end of Section IV-A), to the theoretical bounds derived in Section IV-B. The performance of the two methods is evaluated for two overloaded network settings where the number of clients is significantly greater than the number of eRRHs. The first is a small network setting assuming full eRRHs coverage. The second is a large network setting assuming limited eRRHs' coverage. Finally, the completion time performance of the two methods is compared under the two aforementioned models. The simulation parameters for the small network setting (Section V-A) and the large network setting (Section V-B) are shown in Table 2 . The small network setting represents a limited area that can be fully covered by the CBS and the eRRHs (e.g., a small park). The probability of good reception is the same high value for both the CBS and eRRHs since the area of coverage is small. The network is not highly overloaded since every eRRH needs to serve three clients every time epoch to fully offload the CBS, and this is made possible by using ONC FIGURE 5. Average aggregate CBS offloading performance of heterogeneous and homogeneous F-RANs against the number of clients, the number of files, the eRRHs' caching ratio, and the steady state probability of good reception.
and having high probability of good reception of the eRRHs' download channels. On the other hand, the large network setting represents a large area that is fully covered by the CBS and partially covered by each eRRH (e.g., an urban area). The download channels from eRRHs have higher probability of good reception than the download channels from the CBS due to the eRRHs' limited coverage areas. Even for the maximum number of eRRHs, the network is highly overloaded since every eRRH needs to deliver more than six packets per time epoch to fully offload the CBS. For both network settings, the values of clients' download and demand ratios are chosen to indicate the beginning of the session (i.e., the number of demanded packets is greater than the number of downloaded packets for all clients), but not the very beginning where uncoded broadcast is preferred over ONC to deliver requests; the eRRHs' caching ratio was chosen such that the eRRHs collectively store all packets; channel memory was chosen to represent a fast-varying channel that reaches steady state fast, thus providing a valid comparison with the derived bounds which have been derived assuming steady state is already reached. Finally, for the heterogeneous F-RAN case, it is assumed that the number of WiFi eRRHs is equal to half the total number of eRRHs in the network.
A. OFFLOADING PERFORMANCE COMPARISON FOR FULL eRRHs COVERAGE Fig. 5 illustrates the comparison between heterogeneous and homogeneous F-RANs with random/most-popular packet selection, in terms of the offloading performance, by changing four network parameters, namely, the number of clients, the number of packets in the library, the eRRHs' caching ratio, and the steady state probability of good reception (set to be the same for the CBS/eRRHs in this network setting). Several major observations can be made here. First, the effect of increasing the number of clients or packets is to increase the average number of required CBS channels to serve all requests. This can be easily justified for the number of clients because increasing it means an increase in the total number of requests. On the other hand, increasing the number of packets raises the chance that two vertices in the CBS/eRRH conflict graph represent two different packets. Second, with the increase of the caching ratio and the steady state probability of good reception, the average number of needed CBS channels is reduced. The increase in the eRRHs' caching ratio means more coding opportunities thus more FIGURE 7. Average completion time performance of heterogeneous and homogeneous F-RANs against the number of clients, the number of files, the eRRHs' caching ratio, and the steady state probability of good reception.
requests offloaded from the CBS each time epoch, and a greater steady state probability of good reception implies a higher percentage of the requests scheduled to be served by the eRRHs will be successfully delivered. The third note to be made is the effect of the increased number of clients on the performance gap between the two methods. With the increase of the number of clients in the network, the number of coding opportunities increases, which gives the eRRHs a better chance of exploiting the clients' dual interfaces to serve extra requests. Fourth, the most-popular packet selection method does not achieve a significant improvement on offloading performance as compared to random packet selection for this network setting. Finally, we notice that our proposed heuristics achieve close offloading performance to the lower bounds when the number of packets is smaller than the number of clients (usually the case), and for high steady state probability of good reception.
B. OFFLOADING PERFORMANCE COMPARISON FOR LIMITED eRRHs COVERAGE
In this part, we examine the influence of another important network parameter, namely the number of eRRHs, on the aggregate CBS offloading performance of heterogeneous and homogeneous F-RANs. The performance curves are shown in Fig. 6 , where it can be observed that increasing the number of eRRHs improves the CBS offloading performance of both heterogeneous and homogeneous F-RANs. Furthermore, a clear gap in offloading performance can be observed between most popular and random selection methods. Finally, it can be observed that the performance gap between the proposed heuristics and the lower bounds increases with the increase of the number of eRRHs in the networks. This implies that our proposed heuristics are more efficient in the case of overloaded networks (i.e., networks with a very small number of eRRHs compared to the number of clients).
C. COMPLETION TIME PERFORMANCE COMPARISON
We end this section with a study of the completion time performance of heterogeneous and homogeneous F-RANs. Fig. 7 compares the completion time performance of heterogeneous and homogeneous F-RANs to the lower bound in (11) for the small network model of Section V-A. The main observation here is that utilizing heterogeneous F-RANs always reduces the completion time when compared to homogeneous F-RANs. This justifies the observation made in the first two parts of this section that heterogeneous F-RANs always outperform homogeneous F-RANs in terms of the aggregate number of required CBS channels.
The same observation can be made regarding the completion time performance of heterogeneous and homogeneous F-RANs for the large model of Section V-B. Moreover, we notice that increasing the number of eRRHs in the network improves the completion time performance of the system. Finally, the completion time performance of heterogeneous F-RANs approaches the lower bound, which implies that heterogeneous F-RANs provide a better solution to the general CBS offloading problem in (3) than homogeneous F-RANs.
VI. CONCLUSIONS
In this paper, we investigated the effect of utilizing clients' dual interfaces and heterogeneous eRRHs on the CBS offloading performance of Fog Radio Access Networks (FRANs). We formulated the general CBS offloading problem as an optimization problem over an ONC graph and showed that this problem is indeed intractable. Thence, we formulated the online CBS offloading problem (i.e., the problem over one time epoch) and showed it is NP-hard. Thus, we proposed an algorithm that provides a heuristic solution of the online offloading problem, and can be iteratively utilized to find a solution of the general problem. Simulation results showed that the performance of our proposed heuristic solution is close to the optimal performance for overloaded networks (i.e., when the number of eRRHs is very small as compared to the number of clients). Furthermore, heterogeneous F-RANs were shown by simulations to outperform homogeneous F-RANs in terms of completion time (i.e., the number of time epochs needed to serve all requests of all clients), which resulted in a better aggregate CBS offloading performance for heterogeneous F-RANs when compared to homogeneous F-RANs. Finally, the most popular packet selection method showed a better offloading/completion time performance than the random packet selection method. An extension of this work can be to consider the clients' download rates from the CBS in the formulation of the CBS offloading problem. Another extension could be to formulate the joint problem of optimizing both completion time and CBS offloading.
APPENDIX A PROOF OF THEOREM 1
The online CBS offloading problem in (3) is a weighted graph coloring problem, which can be solved by finding the weighted chromatic number of the CBS conflict graph. In our model, the weighted chromatic number of a graph is lower bounded by its chromatic number, since weighted coloring process is aimed not only at minimizing the number of CBS channels but also at maximizing the probability of good reception, which might result in a greater number of colors than the actual chromatic number of the graph. Thus, we find a lower bound on the average number of channels needed by the CBS in a given time epoch by calculating the chromatic number of the CBS conflict graph. Referring to random graph theory, the chromatic number of a conflict graph G can be approximated as [33] χ(G) = 1 2 +o 1 (1) log
where ν is the number of vertices in G. At a given time epoch t, the number of vertices in the CBS graph is found by subtracting the number of clients served by the eRRHs from the total number of clients (i.e., ν (t) = U (t) −U
(t)
e , where U (t) is the number of clients requesting at least one packet in the t-th time epoch, and U (t) e is the number of clients served by the eRRHs in the t-th time epoch).
The idea of the proof is to estimate U (t) and U
e , use them to calculate ν (t) = U (t) − U (t) e , and then substitute ν (t) in ( .
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First, U (t) e can be estimated by dividing the eRRHs' dualconflict graph into two graphs, namely, a graph for WiFi eRRHs and a graph for LTE eRRHs. The size of the solution of each eRRH graph represents the size of the maximum independent set size of that graph. In steady state, multiplying this number by the average steady state probability of good receptionP , (15) where N
1 is the size of the maximum independent set of the WiFi eRRHs graph, and N (t) 2 is the size of the maximum independent set of the LTE eRRHs graph. The last term in (15) represents the number of clients served by both WiFi and LTE eRRHs, which can be calculated as the mean of a hypergeometric random variable representing the intersection between a set of sizeP (e) G N (t) 1 (i.e., the number of clients served by WiFi eRRHs) and a set of sizeP (e) G N (t) 2 (i.e., the number of clients served by LTE eRRHs).
Next, U (t) can be estimated as follows. The total number of requests by all remaining clients at time epoch t is |W|U (t) , and the average steady state number of served requests is P 
Having derived estimates for U (t) e and U (t) , the only unknown parameters in (14) are N (t) 1 and N (t) 2 (i.e., the sizes of the maximum independent sets of the WiFi and LTE eRRHs graphs). Both N (t) 1 and N (t) 2 represent the maximum independent set sizes of dual-conflict graphs, namely, the WiFi and the LTE eRRHs dual conflict graphs, respectively. To find N (t) 1 /N (t) 2 , we model the WiFi/LTE dual-conflict graphs as random graphs. Let G 1 (ν 1 , π 1 )/G 2 (ν 2 , π 2 ) denote the WiFi/LTE random graph. Assume the number of WiFi and LTE eRRHs to be C 1 and C 2 , respectively. Given the number of vertices in each graph, both N (t) 1|ν 1 and N (t) 2|ν 2 can be derived the same way, and can be written as [7] The distribution of ν i can be found by observing that ν i = U (t) n=1 L i,n , where L i,n is the number of vertices induced by client u n in G i . Assuming that the events u n ∈ U (t) (c j ) and u n ∈ U (t) (c k ) (j = k) are independent for all clients and for any arbitrary two WiFi/LTE eRRHs, 3 L i,n can be modelled 3 This assumption is valid for large coverage radii of the eRRHs. using a binomial distribution Bin(R i , σ c P C ). So ν i can be modelled using the distribution of the sum of independent binomial random variables, which is a binomial distributionm Bin(R i U , σ c P C ). However, since the number of vertices should be at least 2,ν is modelled using a truncated binomial distribution, and thus Pr{ν i = k|ν i ≥ 2} can be written as
.
The theorem follows from substituting (17) , (15) and (16) in (14) and deconditioning over ν 1 and ν 2 .
The lower bound in the theorem follows from simplifying the sum term in (22) using Matlab and solving for T .
