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A LINK INVARIANT RELATED TO KHOVANOV
HOMOLOGY AND KNOT FLOER HOMOLOGY
AKRAM ALISHAHI AND NATHAN DOWLIN
Abstract. In this paper we introduce a chain complex C1±1(D) where D
is a plat braid diagram for a knot K. This complex is inspired by knot Floer
homology, but it the construction is purely algebraic. It is constructed as
an oriented cube of resolutions with differential d = d0 + d1. We show
that the E2 page of the associated spectral sequence is isomorphic to the
Khovanov homology of K, and that the total homology is a link invariant
which we conjecture is isomorphic to δ-graded knot Floer homology.
The complex can be refined to a tangle invariant for braids on 2n strands,
where the associated invariant is a bimodule over an algebra An. We show
thatAn is isomorphic to B′(2n+1, n), the algebra used for theDA-bimodule
constructed by Ozsva´th and Szabo´ in their algebraic construction of knot
Floer homology [OSz16].
Contents
1. Introduction 2
Acknowledgments 5
2. Background: Khovanov homology 5
2.1. Definition of the Khovanov Complex 5
3. Construction of C1±1 for singular knots 7
3.1. Plat and Singular Closures of Braids 8
3.2. Singular braids, the edge ring, and cycles 8
3.3. Well-definedness of Module Structure 13
3.4. Definition of the Complex 16
3.5. Some Properties of the Edge Ring Action 18
4. A Local Bimodule Representation and the Total Complex 19
4.1. A Bimodule for Tangles 19
4.2. The Edge Bimodule Homomorphisms and the Total Complex 26
4.3. A Bigrading for Complete Resolutions 28
5. Computing the homology for complete resolutions 29
5.1. The Basepoint Filtration 29
5.2. The sl1 Homology of Singular Braids 29
5.3. The Filtered Homology for Singular Braids 31
5.4. MOY Relations 34
5.5. The Module Action for Singular Braids 41
5.6. The Quantum and δ-gradings on the Total Complex 43
Date: November 1, 2018.
AA was supported by NSF grants DMS-1505798 and DMS-1811210.
ND was supported by NSF grant DMS-1606421.
1
ar
X
iv
:1
81
0.
13
40
6v
1 
 [m
ath
.G
T]
  3
1 O
ct 
20
18
2 AKRAM ALISHAHI AND NATHAN DOWLIN
5.7. Isomorphism Between H1+1(L) and Khovanov Homology 43
6. Invariance of the Total Homology 44
6.1. Twists at Top and Bottom 45
6.2. Reidemeister I 46
6.3. Reidemister II 46
6.4. Reidemister III 48
6.5. Cup and Cap Swaps 49
7. Relationship with Ozsva´th-Szabo´ Bordered Algebra 51
References 53
1. Introduction
The goal of this paper is to introduce a new homology theory for links in
S3 which is related to both the knot Floer homology of Ozsva´th-Szabo´ and
Rasmussen ([OSz04], [Ras03]) and Khovanov homology ([Kho00]). Knot Floer
homology and Khovanov homology are defined using very different methods
- the former is a Lagrangian Floer homology whose differential is often quite
difficult to compute, while the latter is defined algebraically and has its roots
in representation theory. Despite these differences, the two theories seem to
contain a great deal of the same information and are conjectured to be related
by a spectral sequence:
Conjecture 1.1 ([Ras05]). For any knot K in S3, there is a spectral sequence
from the Khovanov homology of K to the knot Floer homology of K.
Our construction gives a candidate for this spectral sequence.
Remark 1.2. Although the construction is inspired by holomorphic disc counts,
the actual complex is an algebraic construction, so the reader need not be
familiar with the holomorphic geometry typically present in a paper involving
knot Floer homology.
Given a diagramD for a knotK which is the plat closure of a braid, we define
a complex C1±1(D) as an oriented cube of resolutions for D. The differential
includes only vertex maps and edge maps. We write d = d0 + d1 where di
increases cube filtration by i.
Definition 1.3. Given a knot K in S3, we write the E2 page of the spectral
sequence induced by the cube filtration as H1+1(K) and the total homology as
H1−1(K).
H1+1(K) = H∗(H∗(C1±1(D), d0), d∗1)
H1−1(K) = H∗(C1±1(D), d0 + d1)
The total homology H1−1(K) is singly graded, while H1+1(K) has a second
grading coming from the cube filtration.
Theorem 1.4. The homology H1+1(K) is isomorphic to Khovanov homology.
Theorem 1.5. The total homology H1−1(K) is a link invariant.
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The construction of C1±1(K) arose from an attempt to construct an oriented
cube of resolutions for HFK 2(K), a (singly graded) homology theory defined by
counting holomorphic discs which pass through basepoints which are typically
blocked in knot Floer homology ([Dow18]). The relevant results on HFK 2
from this paper are listed below:
I) The reduced homology ĤFK 2(K) is isomorphic to δ-graded knot Floer
homology.
II) For a completely singular link S (a singular diagram with no crossings)
HFK 2(S) is isomorphic to the Khovanov homology of sm(S), where sm(S) is
the diagram obtained by replacing each singularization with the unoriented
smoothing.
If there was an oriented cube of resolutions for HFK 2 and the edge maps
corresponded to the Khovanov edge maps, this would give the desired spectral
sequence. Unfortunately, the standard construction of the oriented cube of
resolutions for knot Floer homology doesn’t seem to work with the additional
differentials.
The complex C1±1(K) aims to give an algebraic construction of this exact tri-
angle. Let D be a diagram for K which is the plat closure of a braid. For each
complete resolution S of D, we replace CFK 2(S) with an algebraically defined
complex (C1±1(S), d0) which is conjectured to be chain homotopy equivalent.
(It is certainly not isomorphic, as it is obtained by making some cancellations
on CFK 2(S) then guessing at the resulting differentials and module structure.)
Then, for each S1 and S2 which differ at an edge, we define an edge map
d1 : C1±1(S1)→ C1±1(S2)
The resulting complex is C1±1(D).
Conjecture 1.6. The total homology H1−1(K) is isomorphic to HFK 2(K).
Note that this would prove Conjecture 1.1.
The ground ring for C1±1(D) is a polynomial ring
R = Q[U1, ..., Um]
where each Ui corresponds to an edge ei in the diagram D. For each complete
resolution S of D, the complex C1±1(S) can be viewed as an R-module M(S)
tensored with a Koszul complex K(D).
C1±1(S) =M(S)⊗ K(D)
The complex K(D) is the ‘closing off’ factor - it depends only on the cups
and caps in the plat closure, so it is the same for any resolution S. The edge
map is the identity on K(D), we can write
d0 = 1⊗ dK d1 = dM ⊗ 1
Let M(D) denote the cube complex which has the module M(S) at the
vertex in the cube corresponding to S, with differential dM. Then C1±1(D) =
M(D)⊗K(D). We are able to construct a local theory forM(D) which allows
us to slice our diagram D into tangles as in Figure 1.
The local theory assigns to each (2m, 2n)-tangle T an (Am,An)-bimodule
M[T ]. (A0 is defined to be Q.) We orient our tangles from bottom to top, so a
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T1
T2
T3
T4
Figure 1. Breaking a plat diagram for the trefoil into four plat
tangles
(2m, 2n)-tangle has 2m strands on the bottom and 2n strands at the top. Note
that since our diagram is the plat closure of a braid, we either have m = n,
m = 0, or n = 0. We will refer to tangles which are horizontal slices of a plat
closure as plat tangles.
Theorem 1.7. The local theory satisfies the following properties:
a) Let T1 be a (2l, 2m) plat tangle and T2 a (2m, 2n) plat tangle. Then
M[T1 ◦ T2] ∼= M[T1]⊗Am M[T2]
b) The chain homotopy type of [T ] is an invariant for open braids, i.e. it is
invariant under braid-like Reidemeister II and III moves.
For example, if D is the diagram for the trefoil in Figure 1, then
M(D) = M[T1]⊗A2 M[T2]⊗A2 M[T3]⊗A2 M[T4]
Remark 1.8. Note that M[T ] is not a tangle invariant when the cups and caps
are involved - the Koszul complex K(D) is required.
This construction is quite similar in spirit to the algebraic description of
knot Floer homology by Oszva´th and Szabo´ in [OSz16]. There are a few main
differences: our tangle invariant is a bimodule while theirs is a DA-bimodule,
and our complex comes from a planar Heegaard diagram while theirs comes
from the large genus Kauffman states diagram. Especially in light of the second
difference, the following theorem is quite surprising.
Theorem 1.9. The algebra An is isomorphic to the algebra B′(2n+1, n) from
[OSz16].
This theorem gives some evidence for Conjecture 1.6, and gives a construction
of Khovanov homology using the same algebras present in Oszva´th and Szabo´’s
algebraic description of knot Floer homology.
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2. Background: Khovanov homology
In this section we provide a definition of Khovanov’s categorification of the
Jones polynomial, known as Khovanov homology ([Kho00]). In order to make
the relationship with our construction more clear, we will highlight the module
structure of the Khovanov chain complex over the edge ring.
2.1. Definition of the Khovanov Complex. Let L be a link in S3 with
diagram D ⊂ R2. Let C = {c1, c2, ..., cn} denote the crossings in D, and
viewing D as a 4-valent graph, let E = {e1, e2, ..., em} denote the edges of D.
The edge ring is defined to be
R := Q[X1, X2, ..., Xm]/{X21 = X22 = ... = X2m = 0}
with each variable Xi corresponding to the edge ei.
While our construction is an oriented cube of resolutions complex, the Kho-
vanov complex is an unoriented cube of resolutions. Each crossing ci can be
resolved in two ways, the 0-resolution and the 1-resolution (see Figure 2). For
each v ∈ {0, 1}n, let Dv denote the diagram obtained by replacing the crossing
ci with the vi-resolution. The diagram Dv is a disjoint union of circles - denote
the number of circles by kv. The vector v determines an equivalence relation
on E, where ep ∼v eq if ep and eq lie on the same component of Dv.
•
• • •
ei
ej
ek
el
0-resolution
ei
ej
ek
el
ei
ej
ek
el
1-resolution
Figure 2
The module CKh(Dv) is defined to be a quotient of the ground ring:
CKh(Dv) := R/{Xp = Xq if ep ∼v eq}
we will denote this quotient by Rv.
There is a partial ordering on {0, 1}n obtained by setting u ≤ v if ui ≤ vi for
all i. We will write ulv if u ≤ v and they differ at a single crossing, i.e. there
is some i for which ui = 0 and vi = 1, and uj = vj for all j 6= i. Corresponding
to each edge of the cube, i.e. a pair (ul v), there is an embedded cobordism
in R2 × [0, 1] from Du to Dv constructed by attaching a 1-handle near the
crossing ci where ui < vi. This cobordism is always a pair of pants, either
going from one circle to two circles (when ku = kv − 1) or from two circles to
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one circle (when ku = kv + 1). We call the former a merge cobordism and the
latter a split cobordism.
For each vertex v of the cube, the quotient ring Rv is naturally isomorphic
to A⊗kv , where A is the Frobenius algebra Q[X]/(X2 = 0). Recall that the
multiplication and comultiplication maps of A are given as:
m : A⊗Q A → A :
{
1 7→ 1 , X1 7→ X
X1X2 7→ 0 , X2 7→ X
and
∆ : A → A⊗Q A :
{
1 7→ X1 +X2
X 7→ X1X2
The chain complex CKh(D) is defined to be the direct sum of the CKh(Dv)
over all vertices in the cube:
CKh(D) :=
⊕
v∈{0,1}n
CKh(Dv)
The differential decomposes over the edges of the cube. When ul v corre-
sponds to a merge cobordism, define
du,v : CKh(Du)→ CKh(Dv)
to be the Frobenius multiplication map, and when u l v corresponds to a
split cobordism, define du,v to be the comultiplication map. In terms of the
quotient rings Ru and Rv, the map m is projection, while d is multiplication
by Xj +Xk, where ei, ej, ek, el are the edges at the corresponding crossing as
in Figure 2. Note that Xj +Xk = Xi +Xl.
If Du and Dv differ at crossing ci, define u,v =
∑
j<i uj. Then
d =
∑
ulv
(−1)u,vdu,v
The Khovanov complex is bigraded, with a homological grading and a quan-
tum grading. Up to an overall grading shift, the homological grading is just
the height in the cube. Setting |v| = ∑i vi, n+ the number of positive crossings
in D, an n− the number of negative crossings in D, we have
grh(Rv) = |v| − n−
For each vertex v of the cube, the quantum grading of 1 ∈ Rv is given by
grq(1 ∈ Rv) = n+ − 2n− + |v|+ kv
and each variable Xi has quantum grading −2. With respect to the bigrading
(grh, grq), the differential d has bigrading (1, 0). The Khovanov homology
Kh(D) is the homology of this complex
Kh(D) = H∗(CKh(D), d)
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There is a third grading which will be of interest called the δ-grading. It is
given by
grδ = grq−2 grh
The differential is homogeneous of degree −2 with respect to the grδ, and
multiplication by Xi lowers grδ by 2.
The grading on our complex C1±1(D) will correspond to the δ-grading on
Khovanov homology.
3. Construction of C1±1 for singular knots
The complex C1±1(D) is constructed as an oriented cube of resolutions.
Each crossing can be resolved in one of two ways - with the oriented smoothing
smoothing, or a singularization (see Figure 3).
0-resolution
0-resolution1-resolution
1-resolution
Figure 3. Resolutions for a positive and negative crossing
Definition 3.1. A diagram S which has been obtained from D by replacing ev-
ery crossing with the oriented smoothing or singularization is called a complete
resolution of D.
Remark 3.2. A complete resolution S can also be viewed as a trivalent graph
by replacing each 4-valent vertex with a wide edge, as in Figure 4.
Figure 4. Wide edge vs singularization notation
In this section we will describe the chain complex C1±1(S) for a complete
resolution S. In the following section, we will give a local theory for the
complex, which will make the construction of the edge differential d1.
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3.1. Plat and Singular Closures of Braids. Let b ∈ Br2n be a braid with
2n strands. The plat closure of b, denoted by p(b), is defined to be the link
obtained by joining the pairs of strings consecutively at the top and bottom.
More precisely, given tangles
T−n = ∪ ∪ ... ∪ and T+n = ∩ ∩ ... ∩
consisting of n cups and n caps, respectively, p(b) = T−n bT
+
n , as in Figure 5.
We say that D is a plat diagram if D = p(b) for some braid b. For plat closure
we have the following well-known analogue of Alexander’s theorem [Ale23].
b p(b)
Figure 5. A braid b and its plat closure p(b)
Theorem 3.3. For every link L, there is some braid b with an even number
of strands strands such that L = p(b).
The construction of C1±1(D) will take as input a plat diagram D. However,
it will often be useful to replace the plat closure p(b) with a diagram x(b) which
we will call the singular closure. The singular closure of a braid b is obtained
by adding a singularization at the top of the braid between strands 2i− 1 and
2i for i = 1, ..., n, then taking the standard braid closure, as in Figure 6.
The reason we are interested in the singular braid is that in HFK 2, sin-
gularizations are closely related to the unoriented smoothing. Replacing the
singularizations in x(b) with unoriented smoothings gives the plat closure p(b).
However, the orientations are better behaved on x(b), and it gives a pairing
between the cups and caps in p(b).
3.2. Singular braids, the edge ring, and cycles.
Definition 3.4. A singular braid is a properly embedded 4-valent graph in
R × [0, 1] obtained by replacing all crossings of a braid diagram with singular
points.
Let S be a singular braid with n strands. Then S is an oriented graph with
n incoming edges, n outgoing edges and all interior vertices have two incoming
and two outgoing edges. To each edge ei of S, we assign a variable Ui, and
define the edge ring of S, to be
R(S) = Q[U1, ..., Um].
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b x(b)
Figure 6. A braid b and its singular closure x(b)
Here, m is the number of edges of S.
Let S be a singular braid with 2n strands. We define plat closure of S,
denoted by p(S), to be the oriented graph obtained by attaching the n oriented,
singular caps (Figure 7) and n oriented, singular cups (Figure 8), to the top
and bottom of S, respectively.
Figure 7
Figure 8
The result is a singular oriented graph with some 4-valent interior vertices, n
2-valent bottom vertices and n 2-valent top vertices. Bottom vertices have two
outgoing edges and no incoming edges, while top vertices have two incoming
edges and no outgoing edges.
Definition 3.5. A cycle Z in p(S) is a subset of edges in S such that their
union is n pairwise disjoint paths connecting bottom vertices to top vertices
such that ∂Z = w+1 + ... + w
+
n − w−1 − ... − w−n . Here, w+1 , ..., w+n denote the
top vertices and w−1 , ..., w
−
n denote the bottom vertices.
Remark 3.6. Note that the graph p(S) can be viewed as the singular closure
of S pulled apart at the n singular points involved in the closure. If we were to
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reidentify each w+i with w
−
i , then we can view cycles as subsets of x(S) which
are homeomorphic to n disjoint circles.
For any 4-valent vertex v of S, assume ei(v) and ej(v) are the left and right
incoming edges and ek(v) and el(v) are the left and right outgoing edges. Asso-
ciated to v we define a quadratic polynomial:
Qv = Ui(v)Uj(v) − Uk(v)Ul(v)
in R(S). The edges in p(S) are in one-to-one correspondence with the edges
in S. Considering this correspondence, any cycle Z specifies two ideal
IZ = 〈Ui | for any ei ⊂ Z〉
QZ = 〈Qv | v is any 4-valent vertex disjoint from Z〉
in R(S) and we define the Q-module
RZ =
Q[U1, ..., Um]
QZ + IZ
.
Finally, associated to S we define the Q-module
M(S) =
⊕
Z∈c(S)
RZ
where c(S) denotes the set of cycles in p(S).
For any pair (Z, ei) of a cycle Z in p(S) and an edge ei in Z, let D(Z, ei)
denote the set of disks in the plane satisfying the followings:
(1) Each D ∈ D(Z, ei) is a bounded subset of R2 homeomorphism to a disk
so that ∂D ⊂ S.
(2) There are vertices vt(D) and vb(D) on the boundary of D so that they
decompose the boundary as ∂D = ∂LD ∪{vt(D),vb(D)} ∂RD where both
∂LD and ∂RD are oriented from vb(D) to vt(D).
(3) ∂LD is a subset of Z containing ei.
The intersection of any two disk in D(Z, ei) is a disk in D(Z, ei). So, let
D(Z, ei) denote the smallest disk in this set i.e. the intersection of all disks.
See Figure 9 for an example. We allow the special case that D(Z, ei) is the
empty set - in this case, set D(Z, ei) to be the empty disc.
Similarly, for any vertex v in Z, we define D(Z, v) to be the set of all disks
satisfying the above conditions, just replace ei with v in (3) and assume vt(D)
and vb(D) are distinct from v in (2) . Also, denote the intersection of all such
disks with D(Z, v).
For any edge e in S, let vt(e) and vb(e) denote the top and bottom vertices
of e. Let D be a disk in D(Z, ei) (or D(Z, v)). We define I(D) to be the
set of edges e in S that intersect D in vt(e), and vt(e) lies on the segment of
Z from vb(D) and vb(ei) (respectively, v), excluding vb(D). In other words,
I(D) consists of incoming edges on the left boundary of D from vb(D) to
vb(ei). Similarly, O(D) is the set of edges, pointing to the left between vt(ej)
and vt(D). More precisely, each edge e in O(D) intersects D in vb(e) and this
vertex lies on the segment of Z from vt(ej) (respectively, v) to vt(D), excluding
vt(D).
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e1
e2
e3
e4
e5
e6
Figure 9. The grey region is the disc D(Z, e6) where the
edges in Z are red. In this case, I(D(Z, e6)) = {e4, e5} and
O(D(Z, e6)) = {e1, e2, e3}, so U(D(Z, e6)) = U1U2U3U4U5.
For any disk D in D(Z, ?), where ? ⊂ Z is an edge or vertex, we define a
monomial in R(S), called its coefficient, by setting
U(D) =
∏
ei⊂(I(D)∪O(D))
Ui ∈ R(S).
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We define an R(S)-module structure on M(S) by setting
UixZ =

UixZ if ei 6⊂ Z
U (D(Z, ei))xUi(Z) if ei ⊂ Z and ∂R(D(Z, ei)) only intersects Z
at its endpoints
0 otherwise
Here, xZ denotes 1 in the summand RZ of M(S), and Ui(Z) denotes the cycle
obtained from Z by replacing ∂LD(Z, ei) with ∂RD(Z, ei) (see Figure 10). Note
that when D(Z, ei) = ∅, UixZ = 0.
For ei ⊂ Z, we refer to the equality UixZ = U (D(Z, ei))xUi(Z) as Ui maps
the cycle Z to Ui(Z) with coefficient U(D(Z, ei)).
e6
Figure 10. The cycle e6(Z) is in red, where the cycle Z consists
of the dashed edges.
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Similarly, for any vertex v in Z, if replacing ∂LD(Z, v) by ∂RD(Z, v) in Z
gives a cycle, denote it by v(Z), and define
fv : M(S) −→M(S)
by setting:
fv(xZ) =

Ui(v)Uj(v)xZ = Uk(v)Ul(v)xZ if v ⊂ Z
U(D(Z, v))xv(Z) if v ⊂ Z and ∂R(D(Z, v)) only intersects Z
at its endpoints
0 otherwise
In the next Section, we will show that the R(S)-module structure on M(S)
is well-defined, and fv = Ui(v)Uj(v) = Uk(v)Ul(v) for any vertex v in Z.
3.3. Well-definedness of Module Structure. Let v be a 4-valent vertex
in p(S) with incoming edges e1 and e2 and outgoing edges e3 and e4. When
a cycle Z is locally empty at v, the associated R-module RZ comes with the
relation Qv = U1U2 − U3U4. However, it is possible that multiplication by
some Ui will map this cycle so that it is locally e1e3, e1e4, e2e3, or e2e4. Thus,
we need to show that U1U2 = U3U4 on these local cycles.
Consider the local cycle e1e3. As shown in Figures 11 and 12, multiplication
by U1 followed by multiplication by U2 maps to the same cycle as applying
fv. Moreover it does so with the same coefficient, as the right boundary of the
yellow disc will not have any outgoing edges.
e4
e2e1
e3
e5
Figure 11. Multiplication by U1U2 on the local cycle e1e3
e4
e2e1
e3
e5
Figure 12. Applying fv to the local cycle Ze1e3
The same argument applies to multiplication by U3 followed by multiplica-
tion by U4. Thus, we have that on the local cycle e1e3, U1U2 = U3U4 = fv.
The other 3 local cycles behave in much the same way, with U1U2 = U3U4 =
fv. The only difference in the proof is that there is a local outgoing edge
that appears as a coefficient in fv - fortunately, this edge also appears as a
coefficient in both U1U2 and U3U4.
14 AKRAM ALISHAHI AND NATHAN DOWLIN
e4
e2e1
e3
e5
Figure 13. Multiplication by U3U4 on the local cycle e1e3
Remark 3.7. A consequence of this argument is that for any 4-valent v in S,
QvM(S) = 0.
The second thing that we need to show is that the edge actions are actually
commutative. More precisely, we need to show that for x ∈ RZ , UiUjx = UjUix
for any pair of edges ei, ej. There are 3 cases to consider:
1) Both ei and ej are in Z
c.
2) One edge is in Z (WLOG assume this is ei) and the other edge (ej) is in
Zc.
3) Both ei and ej are in Z.
The first two cases follow directly from the definitions. However, the third
case is fairly subtle, as there can be interactions between the two multiplica-
tions. Before proving this case, we will need a lemma inspired by Khovanov-
Rozansky ([KR08b], [KR08a]).
Lemma 3.8. Let Z be a cycle in S, and let D be an embedded disc in R× [0, 1]
whose boundary is transverse to S. Suppose also that Z ∩D = ∅ and that D
doesn’t contain any caps or cups from the closing off portions of S. Then∏
ei∈In(D)
Ui =
∏
ej∈Out(D)
Uj
in RZ, where In(D) is the set of incoming edges in D ∩ S and Out(D) is the
set of outgoing edges in D ∩ S.
Proof. To see this, we just start with the product of the incoming edges. Let
v1,...,vk be the vertices in S which are in the interior of D, ordered by their
first coordinate in R×I. If we apply the quadratic relations Q(vi) sequentially,
the result is the product of the outgoing edges.

For case 3, there are several subcases to consider:
a) ei and ej lie on the same strand in Z
b) ei and ej lie on adjacent strands in Z
c) ei and ej lie on different strands in Z which are not adjacent.
For (a), assume ei is above ej. If Int(D(Z, ei)) ∩ Int(D(Z, ej)) = ∅, then
again we can see right away that UiUjxZ = UjUixZ . However, if this is not
the case, then the two multiplications interact. There are 4 possible ways that
they can interact, based on whether ej is in ∂D(Z, ei), and whether ei is in
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∂D(Z, ej). One of these cases is shown in Figures 14 and 15. In Figure 14,
we see that UiUjxZ and UjUixZ end up on the same cycle. To see that the
coefficients are the same, we apply Lemma 3.8 to the shaded discs in Figure
15. The cases where ej ∈ ∂D(Z, ei) or ei ∈ ∂D(Z, ej) are similar, so we leave
them to the reader.
ei
ej
Figure 14. Multiplication by UiUj vs. multiplication by
UiUj: The vertical line is the cycle Z, and the dashed lines in-
dicate how Z changes under multiplication by Ui and Uj. The
coefficients from multiplication by UiUj are indicated with yel-
low dots, and the coefficients from multiplication by UjUi are
indicated with purple dots.
For (b), assume that ei lies on the strand in Z to the left of the strand ej lies
on. If D(Z, ei) ∩D(Z, ej) = ∅, then Ui and Uj clearly commute. However, if
they intersect at all (even on the boundary this time) then we get interactions.
In particular, UixZ = 0, so UjUixZ = 0. Thus, to show commutativity, we need
to show that UiUjxZ = 0.
Suppose v is the 4-valent vertex in D(Z, ei) ∩ D(Z, ej) which is closest to
the top of the braid. If ea is the left outgoing edge of v and eb is the right
outgoing edge of v, then eb is in Z, so Ua is a coefficient of UjxZ . But Ua
lies in Ui(Uj(Z)), so UiUjxZ gets mapped farther to the right. Since Ub lies
in Ua(Ui(Uj(Z))), we can travel along this strand in Z to the point where
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ei
ej
Figure 15. The product of the edges with yellow dots can be
identified with the product of the edges with purple dots by
applying Lemma 3.8 to the shaded disc.
Ua(Ui(Uj(Z))) diverges from Z, and repeat this argument. After doing this
some number of times, the cycle will hit the top vertex in D(Z, ej), making
UiUjxZ equal to zero.
For (c), there is no possible way for the two multiplications to interact, so
they commute.
3.4. Definition of the Complex. The goal of this section is to introduce a
chain complex for any singular braid S. Let R = R(S), the edge ring of S. To
any 4-valent vertex v we associate the linear elements
Lv = Ui(v) + Uj(v) − Uk(v) − Ul(v) ∈ R.
L′v = Ui(v) + Uj(v) + Uk(v) + Ul(v) ∈ R.
Recall, that indices i(v), j(v), k(v) and l(v) are defined so that ei(v) and ej(v)
are the left and right incoming edges, respectively, while k(v) and l(v) are left
and right outgoing edges, respectively. Let L ⊂ R to be the ideal generated by
the Lv corresponding to all 4-valent vertices. We define the R-module M(S)
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as
M(S) := M(S)⊗R R/L = M(S)/LM(S).
For any 1 ≤ i ≤ n, associated to the bottom and top vertices w−i and w+i in
p(S), we define the linear elements
Lw±i = Ui(w
+
i )
+ Uj(w+i ) − Uk(w−i ) − Ul(w−i ), and
L′
w±i
= Ui(w+i ) + Uj(w
+
i )
+ Uk(w−i ) + Ul(w
−
i )
in R and the closing off matrix factorization:
R R
Lw±i
L′
w±i
Let K(S) denote the Koszul complex
K(S) =
(
R
L
w±1 //
R
L′
w±1
oo
)⊗ ( R Lw±2 // R
L′
w±2
oo
)⊗ ...⊗ ( R Lw±n // R
L′
w±n
oo
)
Definition 3.9. We define C1±1(S) to be the tensor product M(S)⊗ K(S).
Lemma 3.10. C1+1(S) is a chain complex i.e. d
2 = 0.
Proof. For each i, the matrix factorization R
L
w±
i //
R
L′
w±
i
oo has potential Lw±i L
′
w±i
.
Thus, to prove d2 = 0, we need to show that
(
n∑
i=1
Lw±i L
′
w±i
)M(S) = 0.
For any 1 ≤ i ≤ n
Lw±i L
′
w±i
= (Ui(w+i ) + Uj(w
+
i )
)2 − (Uk(w−i ) + Ul(w−i ))
2
= U2
i(w±i )
+ U2
j(w+i )
− U2
k(w−i )
− U2
l(w−i )
+ 2Ui(w+i )Uj(w
+
i )
− 2Uk(w−i )Ul(w−i ).
Follows from the module structure on M(S) that
Ui(w+i )Uj(w
+
i )
xZ = 0 and Uk(w−i )Ul(w
−
i )
xZ = 0
for any cycle Z and any 1 ≤ i ≤ n. Thus, it suffices to show that(
n∑
i=1
(U2
i(w+i )
+ U2
j(w+i )
− U2
k(w−i )
− U2
l(w−i )
)
)
M(S) = 0.
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On the other hand,
n∑
i=1
(U2
i(w+i )
+ U2
j(w+i )
− U2
k(w−i )
− U2
l(w−i )
) = −
∑
v
(U2i(v) + U
2
j(v) − U2k(v) − U2l(v))
where the second sum is over all 4-valent vertices in S. For any 4-valent v in S,
we have that Lv = Qv = 0 onM(S). It follows that U
2
i(v)+U
2
j(v)−U2k(v)−U2l(v) =
0 for any v, so the sum is zero as well. 
3.5. Some Properties of the Edge Ring Action. In this section we will
give some relations among the Ui-actions on C1±1(S). Note that for a complete
resolution S, H1+1(S) ∼= H1−1(S), as there are no edge maps. We will write
the results in terms of H1+1(S), but they also apply to H1−1(S).
Lemma 3.11. Suppose ei and ej are two incoming or outgoing edges at a
vertex v in S. Then Ui = −Uj on H1+1(S).
Proof. Suppose first that v = w+i for some i, so that the two incoming edges
are ei(w+i ), ej(w
+
i )
. The complex K(S) includes the factor
R
L
w±
i //
R
L′
w±
i
oo
We can define a homotopy H to act on this Koszul factor by
R
1 //
R
1
oo
and by the identity on the other factors. Then dH +Hd = 2Ui(w+i ) + 2Uj(w
+
i )
.
Since we are working over Q, this shows that Ui(w+i ) = −Uj(w+i ) on homology.
Similarly, for w−i , we can use the homotopy H
′ which acts on this Koszul
factor by
R
1 //
R
−1
oo
and by the identity on other factors. Then dH ′ +Hd′ = 2Uk(w−k ) + 2Ul(w−l ), so
Uk(w
−
k ) = −Ul(w−i ) on homology.
For the 4-valent vertices, it helps to modify the complex to a quasi-isomorphic
one. We can write C1±1(S) as
M(S)⊗ K(S)⊗R/L
Since the L(v) form a regular sequence, R/L can be replaced with the Koszul
complex
L =
⊗
v
(
R
Lv //
R
L′v
oo
)
Then C1±1(S) is quasi-isomorphic to M(S) ⊗ K(S) ⊗ L. Using the same
homotopies H and H ′ on the factor R
Lv //
R
L′v
oo gives the desired result.
A LINK INVARIANT RELATED TO KHOVANOV HOMOLOGY AND HFK 19

Lemma 3.12. For any i, U2i = 0 on H1+1(S).
Proof. For any two edges ei and ej on the same component of sm(S), this
follows from the lemma. Since S is connected, the quadratic relations Qv force
U2i = U
2
j for any Ui, Uj. Together with the observation that on homology
U2
i(w+1 )
= −Ui(w+1 )Uj(w+1 ) = 0, this proves the corollary.

Suppose sm(p(S)) consists of k circles. Let Xi = (−1)lUj, where ej is an
edge on the ith circle in s(S) and lies on the lth strand of S.
Corollary 3.13. The homology H1+1(S) is a finitely generated module over
A⊗k = Q[X1, ..., Xk]/(X21 = ... = X2k = 0)
4. A Local Bimodule Representation and the Total Complex
4.1. A Bimodule for Tangles. In this section we will define an algebra An
for any positive integer n and a bimodule M[S] over An for any singular braid
S with 2n strands such that
M[S1]⊗An M[S2] = M[S1 ◦ S2]
for all 2n-strand singular braids S1 and S2. In addition, we will define a right
An-module M[Scup] for the singular cups and a left An-module M[Scap] for
singular cap such that
M[Scup]⊗An M[S]⊗An M[Scap] =M(S)
for every singular braid S with 2n strands.
4.1.1. The algebra An. Let [2n] denote the set {1, 2, ..., 2n}. The algebra An
is generated over Q[u1, ..., u2n] by monotone bijections P : S1 → S2, where S1
and S2 are n-element subsets of [2n]. By monotone we mean that if i < j, then
P (i) < P (j). These generators can be viewed pictorially as a strands algebra
with n strands out of 2n slots. The monotonicity imposes the restriction that
there are no crossings between the strands.
Given P1 : S1 → S2 and P2 : S3 → S4, we define the product P1P2 =∏n
i=1 u
αi
i P where P is the concatenation of the two strands diagrams when
S2 = S3, and 0 otherwise, and
αi = # {j | max{j, P2(P1(j))} ≤ i < P1(j) or min{j, P2(P1(j))} ≥ i > P1(j)} .
See Figure 16 for an n = 2 example. These strands diagrams are drawn ver-
tically, with left-to-right multiplication corresponding to bottom-to-top con-
catenation.
The idempotents are given by id : S → S, which are denoted ιS. Note that∑
S ιS = 1.
The algebra has a simplified set of generators consisting the idempotents
together with a set of elementary strand moves. Given a subset S of [2n] with
n elements, such that i ∈ S, i + 1 /∈ S, define ri(S) = S ∪ {i + 1} − {i}. Let
RSi : S → ri(S) denote the bijection
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1 2 3 4
1 2 3 4
(a) P1
1 2 3 4
1 2 3 4
(b) P2
1 2 3 4
1 2 3 4
(c) P3
Figure 16. P1, P2, and P3 are three examples of monotone
bijections for n = 2. For these examples, P1P2 = P3, and all
other products are zero.
RSi (j) =
{
i+ 1 if j = i
j if j 6= i
For example, in Figure 16, P2 = R
{1,3}
1 . Note that R
S
i = ιSR
S
i ιri(S). Let R
S
i = 0
when ri(S) is not well-defined (i.e. i /∈ S or i + 1 ∈ S). The element Ri is
defined to be the sum over all the RSi :
Ri =
∑
S
RSi
There is a similar definition for the elementary leftward-moving elements.
Given an idempotent ιS with i+1 ∈ S and i /∈ S, define li(S) = S∪{i}−{i+1}.
Let LSi : S → li(S) denote the bijection
LSi (j) =
{
i if j = i+ 1
j if j 6= i+ 1
In Figure 16, P1 = L
{1,4}
3 . In terms of idempotents, L
S
i = ιSL
S
i ιli(S). Let
LSi = 0 when li(S) is not well-defined. Then we define
Li =
∑
S
LSi
The strands algebra is generated by the idempotents together with Ri and
Li, for i = 1, ..., 2n − 1. These elements satisfy five relations, some of which
are already described, but we will list them all here for clarity.
R1) The ui commute with each Ri, Li and all idempotents.
R2) For every S, ιSιS = ιS.
R3) For every S 6= S ′, ιSιS′ = 0.
R4) For every S, if ri(S) (resp. li(S)) is not well-defined, then ιSRi = 0
(resp. ιSLi = 0). Otherwise, ιSRi = Riιri(S) = ιSRiιri(S) and ιSLi =
Liιli(S) = ιSLiιli(S).
R5) For i = 1, ..., 2n− 1, RiLi = ιiui and LiRi = ιi+1ui, where
ιi =
∑
S containing i
ιS
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1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
=
(a) An example of R2
1 2 3 4
1 2 3 4
= 0
(b) An example of R3
1 2 3 4
1 2 3 4
R2· =
1 2 3 4
1 2 3 4
= 0
(c) An example of R4
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
= u3·
(d) An example of R5
Figure 17. Some pictorial examples of the algebra relations
Relations R2-R5 are illustrated in Figure 17.
For each pair j > i, let
ρi,j = RiRi+1...Rj−1 and δj,i = Lj−1Lj−2...Li.
Thus, Ri = ρi,i+1 and Li = δi+1,i.
4.1.2. The bimodule for a singular braid. Let S be a singular braid with 2n
strands and m edges. Corresponding to the top and bottom boundaries of S we
have the algebra An defined in previous section. We will define a Q[U1, ..., Um]-
module M[S] with a left and right action by An such that the left action
corresponds to the bottom boundary and the right action corresponds to the
top boundary.
For a singular braid S, a cycle Z in S is a set of n pairwise disjoint paths
oriented from the bottom boundary to the top boundary. Let b(Z), t(Z) ⊂
[2n] denote the set of vertices occupied at the bottom and top boundary,
respectively. In addition, let eb(i) and et(i) be the outgoing edge from {i}×{0}
and incoming edge to {i} × {1}, respectively.
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Similar to Section 3.2, for any cycle Z and edge ei ⊂ Z we define D(Z, ei)
to be the set of disks D in R × [0, 1] such that ∂D ⊂ S ∪ (R × {0}) ∪ (R ×
{1}) decomposes as ∂D = ∂LD ∪ ∂RD ∪ ∂TD ∪ ∂BD satisfying the following
conditions:
(1) ∂BD (resp. ∂TD) is either a 4-valent vertex of S or a connected line
segment in R× {0} (resp. R× {1}).
(2) ∂LD (resp. ∂R(D)) is an oriented path connecting left (resp. right)
endpoint of ∂BD to the left (resp. right) endpoint of ∂TD. Note that
if ∂BD or ∂TD is a vertex then its both left and right endpoints are
equal to the vertex.
(3) D ∩ Z = ∂LD and ∂LD contains ei.
As before, let D(Z, ei) denotes the smallest disk, i.e. the intersection of all
disks in D(Z, ei). Also, Ui(Z) denotes the cycle obtained from Z by replacing
the ∂LD(Z, ei) ⊂ Z with ∂RD(Z, ei). As in Section 3.2, each disk D(Z, ei) has
a coefficient U(D(Z, ei)) which is a monomial in Q[U1, ..., Um], where as before
Ui is the variable corresponding to the edge ei.
For each cycle Z, the bimodule M[S] contains an element denoted by xZ .
We define M[S] to be the Q[U1, ..., Um]-module generated by elements of the
form axZa
′ where a, a′ ∈ An such that aιb(Z) = a and ιt(Z)a′ = a′, modulo the
following conditions.
M1) xZ = ιb(Z)xZιt(Z).
M2) For every 4-valent vertex v of S and any cycle Z, Ui(v)Uj(v)xZ =
Uk(v)Ul(v)xZ .
M3) For every 4-valent vertex v of S and any cycle Z, (Ui(v) + Uj(v))xZ =
(Uk(v) + Ul(v))xZ .
M4) uixZ = Ub(i)xZ for every cycle Z and 1 ≤ i ≤ 2n.
M5) xZui = Ut(i)xZ for every cycle Z and 1 ≤ i ≤ 2n.
M6) Consider an edge ei ⊂ Z. If for D = D(Z, ei), both ∂BD and ∂TD
are 4-valent vertices in S, then UixZ = U(D)xUi(Z), and if D = ∅ then
UixZ = 0.
M7) For everyD = D(Z, ei), if ∂TD is a vertex in S and ∂BD = [j, k]×{0} ⊂
R× {0}, then
δk,jxZ = U(D)xUi(Z) and ρj,k(U(D)xUi(Z)) = UixZ .
M8) For every D = D(Z, ei), if ∂BD is a vertex and ∂TD = [j, k] × {1} ⊂
R× {1}, then
xZρj,k = xUi(Z) and (U(D)xUi(Z))δk,j = UixZ ,
M9) For every D = D(Z, ei) with ∂BD = [j0, k0] ⊂ R × {0} and ∂TD =
[j1, k1] ⊂ R× {1} we have
δk0,j0xZ = xUi(Z)δk1,j1 , xzρj1,k1 = ρj0,k0xUi(Z)
and UixZ = ρj0,k0(U(D)xUi(Z))δk1,j1 .
Example 4.1. Let Sid be the identity braid on 2n strands as in Figure 4.1. In
this case, the cycles are in one-to-one correspondence with the idempotents in
An and M[Sid] ∼= An as An-bimodules.
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1 2 2n− 1 2n
1 2 2n− 1 2n
Sid =
Figure 18. The trivial tangle Sid
Example 4.2. Let Xi denote the elementary singular braid on 2n strands with
a singularization between strands i and i + 1. Let e1 and e2 (resp. e3 and
e4) denote the left and right incoming (resp. outgoing) edges to (resp. from)
the only 4-valent vertex of Xi, respectively (see Figure 19. For each subset
I ⊂ {1, 2, 3, 4}, let ZI denote the set of cycles that locally consist of the edges
labelled with elements in I.
i i+ 1 2n− 1 2n
i i+ 1 2n− 1 2n
1 2
1 2
Xi =
e1 e2
e3 e4
Figure 19. The elementary singular braid Xi
Similar to identity bimodule, the bimodule M(Xi) is the set of elements
An.xZ .An modulo the following relations:
(1) xZ = ιb(Z)xZιt(Z),
(2) For j < i or j > i+ 1, ujxZ = xZuj,
(3) For j < i− 1 or j > i+ 1, if j + 1 ∈ b(Z), then Ljxlj(Z) = xZLj,
(4) For j < i− 1 or j > i+ 1,, if j ∈ b(Z), then Rjxrj(Z) = xZRj,
(5) (ui + ui+1)xZ = xZ(ui + ui+1),
(6) (uiui+1)xZ = xZ(uiui+1),
(7) For Z ∈ Z∅, if i− 1 ∈ b(Z), then
Li−1xZ = xZ(1,3)Li−1 and xZRi−1 = Ri−1xZ(1,3),
where Z(1, 3) ∈ Z{1, 3} denotes the cycle obtained from Z by replacing
the (i− 1)-th strand with local cycle e1e3.
(8) For Z ∈ Z{1, 3},
LixZ = xZ(2,3) and xZRi = xZ(1,4),
where Z(2, 3) = (Z \ e1) ∪ e2 and Z(1, 4) = (Z \ e3) ∪ e4.
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(9) For Z ∈ Z{1, 4}, LixZ = xZ(2,4) where Z(2, 4) = (Z \ e1) ∪ e2.
(10) For Z ∈ Z{2, 3}, xZRi = xZ(2,4) where Z(2, 4) = (Z \ e3) ∪ e4.
(11) For each Z ∈ Z∅, if i+ 2 ∈ b(Z) then,
xZLi+1Li = Li+1xZ(2, 3), xZU3Li+1 = Li+1xZ(2,4)
RiRi+1xZ = U3xZ(1,4)Ri+1 Ri+1U3xZ = xZ(2,4)Ri+1.
where Z(i, j) denotes the cycle obtained from Z by replacing the (i+2)-
th strand with local cycle eiej.
4.1.3. The Cup and Cap Modules. Let
U
i denote the elementary tangle on 2n
strands with a singular cap between the strands i and i+1 as in Figure 20. This
tangle consists of 2n edges, we label them by their bottom vertex. As before,
a cycle Z in
U
i is a union of n disjoint edges such that it contains exactly
one of ei or ei+1. Associated to
U
i we define a bimodule M[
U
i], generated by
the cycles so that it is a left module over An and right module over An−1.
Specifically, it is the set of elements An.xZ .An−1 for all cycles Z subject to the
following relations.
(1) xZ = ιb(Z)xZιt(Z)
(2) For all 1 ≤ j < i− 1 we have LjxZ = xUj(Z)Lj and xZRj = RjxUj(Z).
(3) For all i + 2 ≤ j < 2n we have LjxZ = xUj(Z)Lj−2 and RjxUj(Z) =
xZLj−2.
(4) For every Z, Li−1xZ = Li+1xZ = xZLi−1 = 0 and Ri−1xZ = Ri+1xZ =
xZRi−1 = 0.
(5) If ei ⊂ Z, then LixZ = xUi(Z).
i i+ 1 2n− 1 2n
i− 1 i 2n− 3 2n− 2
1 2
1 2
U
i=
ei ei+1
i− 1 i+ 2
Figure 20. The elementary singular cap diagram
Similarly, Ui denotes the elementary tangle on 2n strands with a singular
cup between the strands i and i + 1 as in Figure 21. Associated with this
we define a bimodule M[Ui] which is a left An−1-module and right An-module
generated by the cycles. Similarly, if we label the edges by their top boundary,
a cycle in Z is a union of n pairwise disjoint edges containing exactly one of
ei or ei+1, and xZ denotes the corresponding generator. Then, M[Ui] is the set
of elements An−1.xZ .An for all cycles Z subject to the following relations.
(1) xZ = ιb(Z)xZιt(Z)
(2) For all 1 ≤ j < i− 1 we have LjxZ = xUj(Z)Lj and xZRj = RjxUj(Z).
(3) For all i + 2 ≤ j < 2n we have LjxZ = xUj(Z)Lj+2 and RjxUj(Z) =
xZLj+2.
(4) For every Z, Li−1xZ = xZLi−1 = xZLi+1 = 0 and Ri−1xZ = xZRi−1 =
xZRi+1 = 0.
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(5) If ei ⊂ Z, then xZRi = xUi(Z).
i i+ 1
2n− 1 2n
i− 1 i+ 2 2n− 3 2n− 2
1 2
1 2
Ui =
ei ei+1
i− 1 i
Figure 21. The elementary singular cup diagram
Finally, by tensoring these bimodules we define M[Scup] and M[Scap] for the
tangle consisting of n singular cups (Figure 8) and caps (Figure 7), respectively.
Specifically, M[Scup] is a right An-module defined as follows. Label the edges
such that ei denotes the edge occupying the i-th vertex on top boundary. The
generators are given by local cycles Z with n strands that contain exactly one
of the edges e2j and e2j−1 for each j ∈ {1, ..., n}. As before, xZ denotes the
generator corresponding to Z and t(Z) denotes the set of occupied strands at
the top boundary. The module M[Scup] is the set of elements xZ .An for every
cycle Z modulo the following relations:
C1) xZ = xZ .ιt(Z).
C2) If 2j − 1 ∈ t(Z) for some 1 ≤ j ≤ n, then xZR2j−1 = xUj(Z).
C3) If 2j ∈ t(Z) for some 1 ≤ j ≤ n, then xZR2j = 0.
Similarly, for Scap, M[Scap] is a left An-module consisting of the elements
An.xZ for all cycles Z modulo the following relations:
C’1) xZ = ιb(Z)xZ
C’2) If 2j − 1 ∈ b(Z) for some 1 ≤ j ≤ n, then L2j−1xZ = xUj(Z).
C’3) If 2j ∈ b(Z) for some 1 ≤ j ≤ n, then L2jxZ = 0.
Theorem 4.3. Let S1 and S2 be singular braids with 2n strands. Then, the
Q[U1, ..., Um]-modules
M(S1)⊗An M(S2) ∼= M(S1 ◦ S2)
and this isomorphism preserves the left and right An-actions. Here, m denotes
the number of edges in S = S1 ◦ S2.
Proof. Let
h : M[S1 ◦ S2]→ M[S1]⊗An M[S2]
be the map defined by h(xZ) = xZ1 ⊗ xZ2 where Zi = Z ∩ Si. First, we show
that h extends to a well-defined Q[U1, ..., Um]-homomorphism that preserves
the right and left An actions.
Suppose S1 ⊂ R × [0, 1] and S2 ⊂ R × [1, 2] such that S1 ∩ (R × {1}) =
S2 ∩ (R × {1}). Let Z be a cycle for S and Zi = Z ∩ Si. Consider an edge
ei ⊂ Z. If D = D(Z, ei) is a disk away from R× {1}, then it is clear from the
definition that
h(UixZ) = UixZ1 ⊗ xZ2 .
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Suppose ei ⊂ S1, and D∩(R×{1}) = [j, k]×{1}. Then, D = D1∪D2 where
D1 = D(Z1, ei) and D2 ⊂ R × [1, 2] is the smallest disk with left boundary
on Z2 and bottom boundary equal [j, k] × {1}. Depending on the type of D,
one of the relations M6, M7, M8 or M9, implies that UixZ = a0(U(D)xUi(Z))a2
where a0, a2 are generators of An. Since, D1 = D(Z1, ei) we have
UixZ1 = a0U(D1)xZ′1δk,j.
On the other hand, it is not hard to show that
D2 = D(Z2, eb(j)) ∪D(uj(Z2), eb(j+1)) ∪ ... ∪D(uk−1(...(uj(Z2))), eb(k−1)),
and thus δk,jxZ2 =
U(D)
U(D1)
xZ′2a2 where Ui(Z) = Z
′
1 ∪ Z ′2. Therefore,
Uih(xZ) = UixZ1 ⊗ xZ2 = a0U(D)xZ′1 ⊗ xZ′2a2 = a0U(D)h(xUi(Z))a2.
Finally, if ei ∩ (R × {1}) 6= ∅, then UixZ1 = xZ1RiLi. On the other hand,
D = D1 ∪D2 where D1 = D(Z1, et(i)) and D2 = D(Z2, eb(i)). Thus,
UixZ1 ⊗ xZ2 = xZ1Ri ⊗ LixZ2 = (U(D1)a0xZ′1)⊗ (U(D2)xZ′2a2)
= U(D)a0xZ′1 ⊗ xZ′2a2.
where UixZ = U(D)a0xUi(Z)a2 and Ui(Z) = Z
′
1 ∪ Z ′2.
The proof for the rest of relations is similar.
Next, we show that h is surjective. It is enough to prove that any element of
the form xZ1⊗axZ2 is in the image of h. Here, Z1 and Z2 are cycles for S1 and
S2, respectively, and a : t(Z1)→ b(Z2) is a monotone bijection. The relations
M7, M8, M9 imply that xZ1⊗axZ2 = q.a1xZ′1⊗xZ′2a2, where q ∈ Q[U1, ..., Um],
a1, a2 ∈ An and t(Z ′1) = b(Z ′2). Therefore, h is surjective. It is not hard to see
that h is injective, and thus is an isomorphism. 
Theorem 4.4. Let S be a singular braid with 2n strands and m edges. Then,
M(S) ∼= M(Scup)⊗An M(S)⊗An M(Scap)
as Q[U1, ..., Um]-modules.
Proof. By definition M(Scup)⊗AnM(S)⊗AnM(Scap) is generated by the elements
of the form xZ0a0 ⊗ xZ ⊗ a1xZ1 where Z,Z0 and Z1 are cycles for S, Scup and
Scap, respectively. Moreover, a0 : t(Z0) → b(Z) and a1 : t(Z) → b(Z2) are
the corresponding monotone bijections. Factoring a0 and a1 as products of
Rj’s and Lj’s, the relations imply that xZ0a1 ⊗ xZ ⊗ a1xZ1 = q.xZ′ where
q ∈ Q[U1, ..., Um] and Z ′ is a cycle in the plat closure of S. Because of the
relations M2 and M3, we are done. 
4.2. The Edge Bimodule Homomorphisms and the Total Complex.
In this Section, we define An-bimodule homomorphisms
d− : M[Xi]→ M[Sid]
d+ : M[Sid]→ M[Xi].
The cycles in Sid are in one-to-one correspondence with subsets of [2n] with
n elements. For each such subset S, denote the corresponding cycle and gen-
erator by ZS and xS, respectively. Furthermore, for each cycle Z = ZS (i.e.,
S = b(Z) = t(Z)) that {i, i + 1} 6⊂ S there is unique cycle Zz in Xi for which
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b(Zz) = t(Zz) = S. Conversely, for any cycle Z in Xi with b(Z) = t(Z), there
is a unique cycle Zu = Zb(Z) in Sid. So we define:
d−(xZ) =

xZu if {i+ 1} ∩ (b(Z) ∪ t(Z)) = ∅
xb(Z).Li if i+ 1 ∈ b(Z) and i ∈ t(Z)
Ri.xt(Z) if i ∈ b(Z) and i+ 1 ∈ t(Z)
Ui.xZu if {i+ 1} ⊂ b(Z) ∩ t(Z)
Lemma 4.5. d− is well-defined An-bimodule homomorphism.
Proof. The proof is straightforward by checking the local relations. 
Next, we define
d+(xZ) =

xZzui − ui+1xZz if i+ 1 /∈ b(Z) = t(Z)
xZz − Ri+1xei+1(Z)zLi+1 if {i, i+ 1} ∩ b(Z) = {i+ 1}
−Ri+1xei+1(Z)zLi+1 if {i, i+ 1} ⊂ b(Z)
where  = 0 if i+ 2 ∈ b(Z), otherwise  = 1.
Lemma 4.6. For any i and x ∈ M[Xi],
d+i ◦ d−i = Ui − Ui+1 and d−i ◦ d+i (x) = xui − ui+1x
Proof. It is straightforward. 
We now have the necessary tools to define the total complex C1±1(D). Let
C = {c1, ..., cN} denote the crossings in D, and for each v ∈ {0, 1}N , let Dv
denote the corresponding complete singular resolution.
The complex (C1±1(D), d0) is given by⊕
v∈{0,1}N
C1±1(Dv)
For each u l v, the edge map du,v from C1±1(Du) to C1±1(Dv) for a positive
and negative crossing, respectively, is given by the natural extensions of d+
and d−, respectively. The total edge map is given by
d1 =
∑
ulv
(−1)u,vdu,v
The fact that (d0 + d1)
2 = 0 follows from the local definition of d1. In
particular, if D = D1 ◦ ... ◦Dj where each Di has a single crossing, we could
rewrite the complex M(D) as a tensor product
M(D) = M(Scup)⊗An M(D1)⊗An ...⊗An M(Dj)⊗An M(Scap)
where each M(Di) is the mapping cone on d
+ or d−, depending on the sign of
the crossing. The total complex is
C1±1(D) =M(D)⊗ K(D)
Since each tensorand satisfies d2 = 0, the total complex does as well.
28 AKRAM ALISHAHI AND NATHAN DOWLIN
4.3. A Bigrading for Complete Resolutions. In this section we will define
a bigrading on C1±1(S) for a complete resolution S. It is denoted (grq, gra). We
will refer to grq as the quantum grading and gra as the horizontal grading in
analogy with the corresponding gradings on Khovanov-Rozansky sl2 homology.
Let R{i, j} denote a copy of the ground ring with 1 ∈ R in δ-grading i and
horizontal grading j. The variables Ui in R have bigrading (−2, 0).
We will start with the quantum grading. Since R has an internal grading,
it suffices to define the quantum grading on each generator xZ . Given a cycle
Z, let T1(Z) denote the number of 4-valent vertices at which Z has edges e1
and e3, let T2(Z) be the number of 4-valent vertices at which Z has edges e2
and e4, and E(Z) the number of 4-valent vertices at which Z contains none of
the four edges (see Figure 22 for the edge labelings).
e1 e2
e3 e4
Figure 22. A 4-valent vertex with labeled edges
At each w+i and w
−
i , Z contains either the left or the right edge. Define
wi(Z) by
wi(Z) =

1 if Z contains the left edge at both w+i and w
−
i
−1 if Z contains the right edge at both w+i and w−i
0 otherwise
Let w(Z) =
∑
iwi(Z).
We define xZ to lie in quantum grading T1(Z)− T2(Z) +E(Z) +w(Z). For
ei not in Z, multiplication by Ui decreases grq by 2 by construction. Assume
ei is in Z. The vertices vtD(Z, ei) and vbD(Z, ei) contribute 2 more to T1(Z)−
T2(Z)+E(Z)+w(Z) than to T1(Ui(Z))−T2(Ui(Z))+E(Ui(Z))+w(Ui(Z)). Fur-
ther, the total contributions of vertices on ∂(D(Z, ei))\{vtD(Z, ei), vbD(Z, ei)}
to T1(Ui(Z))−T2(Ui(Z)) +E(Ui(Z)) +w(Ui(Z)) and T1(Z)−T2(Z) +E(Z) +
w(Z) differ by grq(U(D, ei)). Thus, the quantum grading is well-defined on
M(S).
For the horizontal grading, we place the whole complex M(S) in grading 0.
The bigrading extends to C1±1(S) by placing gradings on the matrix factor-
izations in Section 3.4 as follows:
R{0,−2}
L
w±
i //
R{0, 0}
L′
w±
i
oo
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Let d0+ denote the component of the differential d0 which is homogeneous of
degree 2 with respect to the horizontal grading and d0− the component which
is homogeneous of degree −2. Both d0+ and d0− are homogeneous of degree
−2 with respect to the quantum grading.
5. Computing the homology for complete resolutions
In this section we will compute the homology of C1±1(S) for any singular
braid S. The homology will first be computed as a bigraded vector space
over Q. This requires two main tools: a filtration induced by basepoints in
the diagram, and a formula called the composition product. After computing
the bigraded vector space, we will describe it as an R-module by showing
that H1+1(S) satisfies the MOY relations of Murakami, Ohtsuki, and Yamada
[MOY98].
5.1. The Basepoint Filtration. Let A1, ..., Ar denote the set of bounded
regions in R2 in the complement of S, and for each Ai, let pi denote a basepoint
in Ai. It turns out that each pi gives a filtration on M(S), which we will define
in terms of a grading gri.
Let Z be a cycle in p(S). Instead of viewing Z as strands in p(S), we
can move to the singular closure viewpoint of Section 3.1, so that the cycle
consists of n disjoint circles in x(S). If Z is a cycle in p(S), let Z denote the
corresponding cycle in x(S).
The grading gri is defined as follows. Let CZ denote the unique 2-chain in
R2 with ∂CZ = Z. Recall that as a Q-module,
M(S) =
⊕
Z∈c(S)
RZ
On each summand RZ , define gri to be the coefficient of CZ at pi. Since the
R-action only moves cycles to the right, it is non-increasing with respect to
each gri. Thus, each pi induces an ascending filtration on M(S)
... ⊆ Fk−1(M(S)) ⊆ Fk(M(S)) ⊆ Fk+1(M(S)) ⊆ ...
where Fk(M(S)) consists of elements of M(S) with gri ≤ k.
The module M(S) = M(S) ⊗ R/L inherits the quotient filtration from
M(S). We make C1±1(S) = M(S) ⊗ K(S) a filtered complex by putting the
generators of K(S) in the same filtration level. Thus, the complex C1±1(S)
comes equipped with a Zr filtration by the basepoints p1, ..., pr, which we will
call the basepoint filtration.
Note that when the filtration is bounded, this means that if f induces an
isomorphism on the Ek pages for some k, then it induces an isomorphism on
the E∞ pages, i.e. the total homology.
5.2. The sl1 Homology of Singular Braids. Let S be a singular braid, and
let b(S) denote the standard (clockwise oriented) braid closure of S. Each ver-
tex in b(S) is either 2-valent or 4-valent and has the same number of incoming
and outgoing edges. We take the convention that there is a bivalent vertex on
each arc corresponding to the braid closure, so that if the diagram were cut at
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these vertices, the resulting diagram would be S. These vertices will be called
closing vertices.
In [KR08a], Khovanov and Rozansky defined a family of knot invariants
called sln homology. Each sln homology categorifies the sln polynomial, and
the sl2 homology agrees with Khovanov homology over Q. In this section, we
will describe the sl1 homology of a singular braid.
The sl1 complex C1(S) is defined over the same ground ring R. The complex
comes with two gradings, the quantum grading grq and the horizontal grading
grh. As with the C1±1(S) complex, each variable Ui has quantum grading −2
and horizontal grading 0, and we write R{i, j} for a copy of the ground ring
with 1 ∈ R in bigrading (i, j).
To each 2-valent vertex v, let ei be the incoming edge at v and ej the
outgoing edge. We define a matrix factorization corresponding to v by
C1(v) = R{0,−2} R{0, 0}
Ui(v) − Uj(v)
Ui(v) + Uj(v)
Now suppose v is a 4-valent vertex. In sections 3.2 and 3.4, we define linear
polynomials Lv, L
′
v, and a quadratic polynomial Qv. For 4-valent v, we define
the matrix factorization C1(v) by the Koszul complex in Figure 23. The total
sl1 complex C1(S) is given by
C1(S) =
⊗
v∈S
C1(v)
One can see by inspection that at each vertex (both 2-valent and 4-valent),
d2 =
∑
ei∈In(v) U
2
i −
∑
ej∈Out(v) U
2
j , so each C1(v) is a matrix factorization.
However, the sum of these potentials over all vertices in S is zero, so d2 = 0
on C1(S) making it a true chain complex.
C1(v) =
R{−1,−4} R{−1,−2}
R{1,−2} R{1, 0}
Qv
Lv
−Lv
2 Qv
L′v
−L′v
2
Figure 23. The sl1 complex at a 4-valent vertex
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Let d0+ denote the component of the differential which has horizontal grad-
ing 2 and d0− the component which has horizontal grading −2. Both d0+ and
d0− are homogeneous of degree −2 with respect to the quantum grading.
The sl1 homology of S is defined to be
H1(S) = H∗(C1(S), d0+ + d0−)
The homology only has one grading - the quantum grading - as d0+ + d0− is
not homogeneous with respect to the horizontal grading. However, if we take
homology first with respect to d0+, then with respect to d
∗
0−, this E2 page
turns out to be isomorphic to the total homology, but now the differentials are
homogeneous so the homology admits a horizontal grading. We will denote
this homology by H±1 (S):
H±1 (S) = H∗(H∗(C1(S), d0+), d
∗
0−)
Example 5.1. Let U be the 1-strand diagram for the unknot with a single
bivalent vertex, and a single edge e1. Then C1(U) is given by
C1(S) = Q[U1]{0,−2} Q[U1]{0, 0}
2U1
Thus, H±1 (U) ∼= Q{0,−2}.
Remark 5.2. The sl1 homology of a singular diagram is invariant under addi-
tion or removal of bivalent vertices, provided each component of S has at least
one vertex.
The sl1 homology of singular diagrams in general is described in the following
lemma.
Lemma 5.3. Let S be a k-strand singular braid. Then
H±1 (S) =
{
Q{0,−2k} if b(S) is the k component unlink
0 otherwise
Proof. The computation for the k component unlink follows from the compu-
tation for the unknot, together with the fact that disjoint union corresponds to
tensor product. In other words, if S = S1
⊔
S2, then C1(S) = C1(S1)⊗C1(S2).
If b(S) is not the k component unlink, then it has at least one 4-valent
vertex. In Figure 23, the arrows with coefficient 2 are isomorphisms because
we are working over Q. Thus, C1(S) is acyclic.

5.3. The Filtered Homology for Singular Braids. In this section we will
compute the homology of the associated graded object for C1±1(S) with re-
spect to the basepoint filtration. The complex splits over cycles Z, with the
corresponding complex given by
RZ ⊗
(
R
L
w±1 //
R
L′
w±1
oo
)⊗ ( R Lw±2 // R
L′
w±2
oo
)⊗ ...⊗ ( R Lw±n // R
L′
w±n
oo
)
.
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Since Z contains one of the edges at each w+k and w
−
k , we can rewrite this
as
(5.4) RZ ⊗
(
R
Ui1−Uj1//
R
Ui1+Uj1
oo
)⊗ ( RUi2−Uj2// R
Ui2+Uj2
oo
)⊗ ...⊗ ( RUin−Ujn// R
Uin+Ujn
oo
)
where eik is the edge adjacent to w
+
k which is not in Z, and ejk is the edge
adjacent to w−k which is not in Z.
We can view S − Z as an open singular braid on n strands. Let b(S − Z)
denote the braid closure of S − Z so that each w+i = w−i is now a bivalent
vertex, which we will denote wi.
Lemma 5.5. Up to an overall grading shift, the complex in Equation 5.4 is
quasi-isomorphic to the sl1 complex of b(S − Z).
Proof. This is equivalent to showing that the set of relations {Lv, Qv : v 6= wi}
form a regular sequence in R. To see that they do in fact form a regular
sequence, we can start at the bottom of the braid, and use these relations to
perform variable exclusion in the polynomial ring on the incoming edges at
each vertex.
At each bivalent vertex, we get the complex in Figure 24, where ei is the
incoming edge and ej is the outgoing edge. We will use the relation Ui − Uj
to substitute for Ui.
R{0,−2} R{0, 0}
Ui(v) − Uj(v)
Ui(v) + Uj(v)
Figure 24
At each 4-valent vertex, we get the complex in Figure 25. We can use the
relation Lv = Ui(v) + Uj(v) − Uk(v) − Ul(v) to substitute for Ui(v). After making
this substitution, Qv becomes equal to −U j(v)2 +Uj(v)(Uk(v) +Ul(v))−Uk(v)Ul(v),
so we can use this relation to exclude Uj.
Since at each vertex the relations can be written in terms of exclusions on the
incoming edges, the relations form a regular sequence in R. After canceling the
differentials corresponding to these relations in C1(b(S − Z)), we get exactly
the complex in 5.4, so the two complexes are quasi-isomorphic. To see that the
bigradings match up (up to an overall grading shift), note that the gradings
assigned to the Koszul complex on a bivalent vertex in C1(b(S − Z)) are the
same as the gradings assigned to the closing-off Koszul complex in C1±1(S).

The element xZ in RZ has bigrading (T1(Z)−T2(Z)+E(Z)+w(Z), 0), while
the element at the bottom of the Koszul complex on Lv and Qv has bigrading
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R{−1,−4} R{−1,−2}
R{1,−2} R{1, 0}
Qv
Lv
−Lv
2 Qv
L′v
−L′v
2
Figure 25
(E(Z), 0). Thus, we can write the basepoint-filtered homology of C1±1(S) as
follows:
Lemma 5.6. Let df0 denote the component of the differential on C1±1(S) which
preserves the basepoint filtration. Then
H∗((C1±1(S), d
f
0+), d
f
0−) ∼=
⊕
Z
H±1 (S − Z){T1(Z)− T2(Z) + w(Z), 0}
There is a spectral sequence from H∗((C1±1(S), d
f
0+), d
f
0−) to the total homol-
ogy H1+1(S). However, H
±
1 (S − Z) always lies in a single horizontal grading,
so H∗((C1±1(S), d
f
0+), d
f
0−) does as well. Thus, there are no higher differentials,
and with respect to the quantum grading, we have the following isomorphism:
H1+1(S) ∼=
⊕
Z
H±1 (S − Z){T1(Z)− T2(Z) + w(Z)}
Corollary 5.7. With respect to the quantum grading, H1+1(S) ∼= Kh(sm(p(S)))
as graded Q-vector spaces.
Proof. As before, if Z is a cycle in p(S), let Z be the corresponding cycle in
x(S). Then T1(Z)− T2(Z) + w(Z) = T1(Z)− T2(Z), and we get
H1+1(S) ∼=
⊕
Z
H±1 (x(S)− Z){T1(Z)− T2(Z)}
This is precisely the composition product formula for m = n = 1, which proves
that this sum is isomorphic to H2(x(S)). (See [Dow15], equation (5).)
The sl2 homology of a singular diagram is known to be isomorphic to the
Khovanov homology of the smoothing of that diagram [Hug14]:
H2(x(S)) ∼= Kh(sm(x(S)) = Kh(sm(p(S))
The second equality is due to the fact that sm(x(S)) and sm(p(S)) are the
same diagram.

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5.4. MOY Relations. Khovanov-Rozansky homology satisfies a set of graph
relations known as the MOY relations. In this section, we will show that
H1+1(S) satisfies the analogous relations to sl2 homology.
First, we recall these relations. LetA = Q[U ]/(U2), the Khovanov homology
of the unknot, and S and S ′ be singular braids with even strands.
• (MOY 0) If p(S ′) is the disjoint union of p(S) with the plat closure of
the trivial braid with two strands (i.e. unknot) then
H1+1(S
′) ∼= H1+1(S)⊗A{1}.
• (MOY I) If p(S ′) is obtained is obtained from p(S) by one of the local
moves as in Figure 26 then
H1+1(S
′) ∼= H1+1(S)
Figure 26. MOY I moves.
• (MOY II) If p(S ′) is obtained from p(S) by one of the local moves as
in Figure 27 then
H1+1(S
′) ∼= H1+1(S)⊗A.
• (MOY III) If p(S ′) is obtained from p(S) by one of the local move as
in Figure 28, then
H1+1(S
′) ∼= H1+1(S)
Note that these isomorphisms follow from Corollary 5.7 as graded vector
spaces. However, in this section we will make the isomorphisms explicit on
the chain level and show that the maps commute with the Ui-actions.
5.4.1. MOY 0. Suppose S and S ′ are singular braids with even number of
strands. Then, it is clear from the definition that
C1±1(S|S ′) ' C1±1(S)⊗ C1±1(S ′),
where S|S ′ is the disjoint union of S and S ′. In particular, C1+1(S|U2) '
C1+1(S) ⊗ C1+1(U2) for any braid S with an even number of strands. Let e1
and e2 denote the left and right strands of U2, respectively. The diagram U2
has two cycles: Z1 = {e1} and Z2 = {e2}. Let x1 and x2 be the corresponding
generators in M(U2). The relations are given by U1x1 = x2, U2x2 = 0. Thus,
M(U2) ∼= Q[U1, U2]/(U1U2). So, the complex C1±1(U2) becomes
Q[U1, U2]/(U1U2) Q[U1, U2]/(U1U2)
2U1+2U2
oo .
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e1 e2
e3 e4
e1 e2
e3 e4
e5 e6
e1 e2
e1 e2
e5 e6
e3 e4
e3 e4
e5 e6
Figure 27. MOY II moves.
e1 e2
e3
e4 e5
e1 e2
e3
e4 e5
e3
e1 e2
e3
e6
e4 e5
e9
e7
e8
e1 e2
e9
e9
e8
e6
e3
e6
e3
e1
e2 e3
e5 e6
e1
e2 e3
e1
e5 e6
e3e2
e1
e4
e5 e6
e7
e8
e9
e1
e4
e3e2
e1
e4
e7
e8
e9
e9
e8
e5 e6
e7
e7
e8
e5e4
e7
Figure 28. MOY III moves.
Since xZ1 lies in quantum grading 1, the generator of M(U2) also lies in
quantum grading 1 and the homology of this complex is isomorphic to A{1},
with U1 acting as U and U2 acting as −U . Thus,
H1+1(S
′) = H1+1(S|U2) ∼= H1+1(S)⊗A{1}
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5.4.2. MOY II. Let Xi be the elementary singular braid where the singular-
ization takes place between strands i and i + 1 as in Example 4.2. Suppose
SiII = Xi ◦ Xi i.e. SiII is obtained from Xi by a MOY II move as in Figure 27.
For each cycle Z in Xi, there is a cycle ı(Z) in S
i
II such that b(Z) = b(ı(Z)),
t(Z) = t(ı(Z)) and if Z is not locally empty at the crossing then e5 ⊂ ı(Z).
This induces an An-bimodule homomorphism ıII : M[Xi] → M[SiII] such that
ıII(xZ) = xı(Z).
Lemma 5.8. With the above notation,
M[SiII]
∼= M[Xi]⊗An M[Xi] ∼= M[Xi]{1} ⊕M[Xi]{−1}
as An-bimodules. Moreover, Q[U5, U6] acts on this module such that multipli-
cation by U5 is given by [
0 −uiui+1
1 ui + ui+1
]
,
while U6 = ui + ui+1 − U5.
Proof. It is easy to check that the An-subbimodule M1 = ıII(M[Xi]) is canoni-
cally isomorphic to M[Xi]. Furthermore, U5M1 ∼= M1 ∼= M[Xi] and M1⊕U5M1 ⊂
M[SiII].
For each element x ∈ M[SiII], it follows from the relations that (ui+ui+1)x =
x(ui + ui+1). Using the linear relation U6 = ui + ui+1 − U5, we can substitute
for U6 in the internal action on M[S
i
II]. Similarly, the quadratic relation U
2
5 =
(ui + ui+1)U5 − uiui+1 allows us to substitute for U25 . Therefore,
M[SiII]
∼= M1 ⊕ U5M1 ∼= M[Xi]⊕M[Xi]
as An-bimodules (up to quantum grading shifts), and U5 and U6 acts as de-
scribed.
For each locally empty cycle Z in Xi, the complement of Z contains one less
4-valent vertex comparing to the complement of ı(Z) in SiII. Thus, grq(xı(Z)) =
grq(xZ) + 1 for each locally empty cycle Z. Similarly, for the other cycles in
Xi one can check that grq(xı(Z)) = grq(xZ) + 1. Therefore, M1 ∼= M[Xi]{1} and
so M2 = U5M1 ∼= M[Xi]{−1}.

Corollary 5.9. Suppose S = S1 ◦ Xi ◦ S2 is a singular braid with 2n strands.
Let S ′ = S1 ◦ SiII ◦ S2. Then,
H1+1(S
′) ∼= H1+1(S)⊗Q A{1}
Proof. From Lemmas 3.11 and 3.12, we see that on H1+1(S), U5 = −U6, and
U25 = 0. So
H1+1(S) ∼= H1+1(S ′)⊗Q A{1}
with U5 acting as U and U6 acting as −U . 
Lemma 5.10. For each odd integer i
M[Xi]⊗An M[
U
i] ∼= M[ Ui]{1} ⊕M[ Ui]{−1}
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as left An-modules. Moreover, considering the labels in Figure 27 M[Xi] ⊗An
M[
U
i] is a module over Q[U5, U6] where U5 acts as[
0 −uiui+1
1 ui + ui+1
]
and U6 = ui + ui+1 − U5.
Proof. For each cycle Z in
U
i, let ı(Z) be the cycle in Z where b(Z) = b(ı(Z))
and e5 ⊂ ı(Z). The set of all generators xı(Z) generates an An-subbimodule
M1 in [Xi◦ Ui], which is isomorphic to M[ Ui]. Furthermore, U5M1 ∼= M1 and
M[Xi]⊗An M[
U
i] ∼= M1 ⊕ U5M1.
The rest is similar to the proof of Lemma 5.8. 
Similarly, we can prove that:
Lemma 5.11. As right An-modules
M[Ui]⊗An M[Xi] ∼= M[Ui]{1} ⊕M[Ui]{−1}.
Moreover, considering the labels in Figure 27 M[Ui]⊗AnM[Xi] is a module over
Q[U5, U6] where U5 acts as [
0 −uiui+1
1 ui + ui+1
]
and U6 = ui + ui+1 − U5.
Corollary 5.12. Let S be a singular braid with 2n-strands. Then, for each
odd integer i
H1+1(S ◦ Xi) ∼= H1+1(Xi ◦ S) ∼= H1+1(S)⊗Q A{1}.
Proof. It is a straightforward corollary of Lemmas 5.10 and 5.11, with the
same proof as Corollary 5.9.

Finally, we will review some properties of the chain map ıII that will be used
later to prove invariance.
Lemma 5.13. For all Xi the followings hold:
(1) (d− ⊗ id) ◦ ıII = (id⊗ d−) ◦ ıII = id.
(2) pi2II ◦ (d+⊗ id) = pi2II ◦ (id⊗ d+) = id, while pi1II ◦ (d+⊗ id) = −U2id and
pi1II ◦ (id⊗ d+) = −U4id
Here, piiII : M[S
i
II]→ M[Xi] is the projection onto the i-th summand for i = 1, 2.
Proof. The An-bimodule M[Xi] is generated by xZ for all cycles Z in Xi such
that b(Z) = t(Z) and i + 1 /∈ b(Z). It is then clear from the definition of ıII,
piII, d
− and d+ that for any such Z the Equations (1) and (2) hold. 
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5.4.3. MOY I and MOY III. Consider the singular braid SiIIIa = Xi ◦Xi+1 ◦Xi
which is obtained from Xi by applying the MOY III move as in Figure 28. We
define the An-bimodule homomorphism
ıIIIa : M[Xi]→ M[SiIIIa] ∼= M[Xi]⊗An M[Xi+1]⊗An M[Xi]
as the composition ıIIIa = (id⊗ d+ ⊗ id) ◦ ıII where
id⊗ d+ ⊗ id : M[SiII] ∼= M[Xi]⊗An M[Sid]⊗An M[Xi]
→ M[Xi]⊗An M[Xi+1]⊗An M[Xi].
Let Ma1 = ıIIIa(M[Xi]).
Lemma 5.14. The homomorphism ıIIIa is injective and so M
a
1
∼= M[Xi].
Proof. For each cycle Z in Xi there is a unique cycle Z in S
i
IIIa such that
b(Z) = b(Z), t(Z) = t(Z) and if b(Z) ∩ {i, i + 1} 6= ∅ then e9 ⊂ Z. It follows
from the definition of d+ and ıII that
ıIIIa(xZ) =
{
(U8 − U3)xZ if i+ 2 /∈ b(Z)
xZ − Ri+2xui+2(Z)Li+2 otherwise
where  = 0 if i + 3 ∈ b(Z), otherwise  = 1. It is straightforward that ıIIIa is
injective and thus Ma1
∼= M[Xi]. 
As before, Z{i1, ..., ik} denotes the set of cycles that locally contain the edges
ei1 , ..., eik for any subset {i1, ..., ik} ⊂ {1, ..., 9}. Let Ma2 be the An-bimodule
generated by xZ for every Z ∈ Z∅ ∪ Z{1, 9, 4}. In particular, xZ ∈ Ma2 for all
Z ∈ Z∅ q Z{1, 9, 4} q Z{1, 9, 5} q Z{2, 9, 4} q Z{2, 9, 5}q
Z{1, 7, 6} q Z{2, 7, 6} q Z{3, 8, 4} q Z{3, 8, 5}.
Moreover, if Z ∈ Z{3, 6} then U9xZ ∈ M2.
Lemma 5.15. The An-bimodule M[S
i
IIIa] splits as the direct sum M
a
1 ⊕Ma2.
Proof. The fact that Ma1 and M
a
2 are disjoint follows from checking the local
relations, which we leave to the reader. To see that Ma1 ⊕Ma2 spans M(SiIIIa),
note that we can substitute for U7, U8, and U
2
9 by the relations
U7 = U1 + U2 − U9, U8 = U4 + U5 − U9, U29 = (U1 + U2)U9 − U1U2
The variables U1, ..., U6 are represented in the two algebra actions, so M(S
i
IIIa)
is generated by xZ , U9xZ over all cycles Z.
For any cycle Z that i+ 2 /∈ t(Z) ∪ b(Z) i.e. Z does not contain e3 and e6,
Ma2 contains xZ and M
a
1 contains (U3−U8)xZ = (U3−U4−U5 +U9)xZ . Since
U3, U4, and U5 are in the bimodule action, the span of these two elements is
〈xZ , U9xZ〉.
If Z ∈ Z{3, 6}, then Ma1 contains xZ − Ri+2xu3(Z)Ri+2 and Ma2 contains
xu3(Z), so xZ is in the direct sum. Also, M
a
2 contains U9xZ .
If Z ∈ Z{1, 7, 6}, then xZ ∈ Ma2 and U9xZ = (U1 + U2 − U7)xZ . Thus, it
suffices to show that U7xZ ∈ Ma1 ⊕Ma2. Note that U7xZ = RiRi+1xU7(Z) and
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U7(Z) ∈ Z{3, 6}. So xU7(Z) and consequently RiRi+1xU7(Z) is in Ma1 ⊕ Ma2,
as well. The proof for the cycles Z ∈ Z{2, 7, 6} q Z{3, 8, 4} q Z{3, 8, 5} are
similar.
Finally, for any cycle Z in
Z{1, 9, 4, 3, 6} q Z{1, 9, 5, 3, 6} q Z{2, 9, 4, 3, 6} q Z{2, 9, 5, 3, 6},
Ma2 contains xu3(Z), and so M
a
1 ⊕ Ma2 contains xZ . Furthermore, U9xZ = 0.
Thus, we are done. 
Similar statements hold for the singular braid SiIIIb = Xi ◦Xi−1 ◦Xi obtained
from Xi by applying a type b MOY III, as in Figure 28. Specifically, the An-
bimodule M[SiIIIb] splits as the direct sum M
b
1 ⊕Mb2 where Mb1 = ıIIIb(M[Xi]) ∼=
M[Xi], and M
b
2 gives a cyclic summand of the total complex.
In addition, the summands Ma2 and M
b
2 of M[S
i
IIIa] and M[S
i+1
IIIb ] are isomor-
phic, with isomorphisms
(5.16) jab : M
a
2 → Mb2 and jba : Mb2 → Ma2,
defined as follows. For every cycle Z ∈ Z∅ q Z{1, 9, 4} of SiIIIa there is a
unique cycle Z ′ ∈ Z∅qZ{1, 4} of SiIIIb such that b(Z) = b(Z ′) = t(Z) = t(Z ′)
and vice versa. We set jab(xZ) = xZ′ and jba(xZ′) = xZ . By checking the
local relations, it is straightforward that these relations induce well-defined
isomorphisms as above.
Corollary 5.17. Let S be the singular tangle obtained by applying a MOY III
move to the singular cap
U
i (resp. cup Ui), as in Figure 28. Then, there is an
injective homomorphism from M[
U
i] (resp. cup M[Ui]) to M[S] such that its
corresponding short exact sequence splits.
Proof. Without loss of generality, we assume that S = Xi ◦ Xi+1◦ Ui i.e. the
singular tangle obtained from applying type a MOY III move to
U
i. Let
S ′ = SiIIIa◦
U
i, and consider the An-bimodule homomorphism
ıIIIa ⊗ id : M[Xi]⊗An M[
U
i]→ M[S ′] ∼= M[SiIIIa]⊗An M[
U
i].
By Lemma 5.10 we have
M[S ′] ∼= M[S]{1} ⊕M[S]{−1}
M[Xi◦ Ui] ∼= M[ Ui]{1} ⊕M[ Ui]{−1}
It is clear from the definition that ıIIIa⊗id respects these splittings, and induces
an An-bimodule homomorphism
ı : M[
U
i]→ M[S].
Then, injectivity of ıIIIa implies injectivity of ı and since the short exact se-
quence for ıIIIa splits, the short exact sequence for ı also splits. 
Lemma 5.18. Let S and S ′ be singular braids such that p(S ′) is obtained
from p(S) by the MOY III local move in Figure 28. Then, the induced chain
map from C1±1(S) to C1±1(S ′) by the homomorphism ı from Lemma 5.14 or
Corollary 5.17 is a quasi-isomorphism.
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Proof. By Lemmas 5.14 and 5.15, and Corollary 5.17, we get a splitting C1±1(S ′) =
C1⊕C2 so that H?(C1) = H1+1(S). By applying Corollary 5.7, dimH1+1(S) =
dimH1+1(S
′), so all of the homology must come from the complex C1. Thus,
C2 is acyclic and the chain map induced by ı is a quasi-isomorphism. 
Corollary 5.19. (MOY I) Assume S and S ′ be singular braids, such that
p(S ′) is obtained from p(S) by one of the local moves in Figure 26. Then,
H1+1(S) ∼= H1±1(S ′).
Proof. Suppose S ′ and S differ by a type a MOY I move, and the extra 4-valent
vertex of S ′ is a crossing between second and third strands. Let S ′′ = S ′ ◦ X1.
Then, p(S ′′) is obtained from p(S)q p(U2) by a MOY III move, so ı? induces
an isomorphism H1+1(S
′′) ∼= H1+1(S) ⊗Q A{1}. On the hand, p(S ′′) differs
from p(S ′) by a MOY II move. Thus, H1+1(S ′′) ∼= H1+1(S ′) ⊗Q A{1}. It
is straightforward, that ı? induces and isomorphism between H1+1(S
′) and
H1+1(S).

Finally, we will review some properties of this splitting that will be used in
Section 6 for proving invariance.
For ◦ ∈ {a, b}, let pi1III◦ be the map from M[SiIII◦] to M[Xi] defined by com-
posing the projection on M◦1 with ı
−1
III◦, and pi
2
III◦ be the projection on M
◦
2.
Lemma 5.20. For every i and ◦ = a, b we have:
pi1III◦ = −pi2II ◦ (id⊗ d− ⊗ id)
Proof. By definition,
pi2II ◦ (id⊗ d− ⊗ id) ◦ ıIIIa = pi2II ◦ (id⊗ d− ⊗ id) ◦ (id⊗ d+ ⊗ id) ◦ ıII
= pi2II ◦ (U6ıII) = pi2II ◦ ((U3 + U4 − U5)ıII) = −id.
Note that in the second line of the above equalities, we are considering SiII
with the labeling as in Figure 27. 
Let S = Xi ◦ Xi+1. Then,
SiIIIa = S ◦ Xi and Si+1IIIb = Xi+1 ◦ S.
The edge homomorphism d+ induces homomorphisms fa = id ⊗ d+ and fb =
d+ ⊗ id from M[S] to M[SiIIIa] and M[Si+1IIIb ].
Moreover, Xi and Xi+1 are obtained from S by smoothing the top and bottom
singular points, respectively. So, the edge map d− induces homomorphisms
ga = id⊗ d− and gb = d− ⊗ id from M[S] to M[Xi] and M[Xi+1].
Lemma 5.21. With the above notation fixed,
(1) For ◦ = a, b we have g◦ = −pi1III◦ ◦ f◦.
(2) jab ◦ pi2IIIa ◦ fa = pi2IIIb ◦ fb.
Proof. First, we prove part (1). For the singular braid SiII, the edge maps
induce homomorphisms id ⊗ d− ⊗ id and id ⊗ d+ from M[SiIIIa] and M[Xi] to
M[SiII], respectively. By Lemma 5.20 we have
−pi1IIIa ◦ fa = pi2II ◦ (id⊗ d− ⊗ id) ◦ fa = pi2II ◦ (id⊗ d+) ◦ ga = ga
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The last equality follows from part (2) of Lemma 5.13. The proof for ◦ = b is
similar.
For part (2), it is enough to check it for the generators xZ where
Z ∈ Z∅ q Z{1, 4} q Z{3, 5} q Z{1, 3, 4, 5}
Each Z ∈ Z∅ qZ{1, 4} q Z{3, 5} extends to unique cycles Za and Zb in SiIIIa
and SiIIIb such that b(Z) = t(Z) = b(Za) = t(Za) = b(Zb) = t(Zb). Moreover,
jab(xZa) = xZb . It follows from the definitions that for Z ∈ Z∅ q Z{1, 4}
jab ◦ pi2IIIa ◦ fa(xZ) = jab ((U4 − U3)xZa) = pi2IIIb ◦ fb(xZ),
and for Z ∈ Z{3, 5}
jab ◦ pi2IIIa ◦ fa(xZ) = jab
(
xZa −Ri+2xu3(Z)aLi+2Li+1
)
= pi2IIIb ◦ fb(xZ).
Finally, for Z ∈ Z{1, 3, 4, 5},
jab ◦ pi2IIIa ◦ fa(xZ) = −jab
(
Ri+2xu3(Z)aLi+2Li+1
)
= pi2IIIb ◦ fb(xZ).

Similarly, the edge homomorphism d− induces homomorphisms f ′a = id⊗d−
and f ′b = d
− ⊗ id from M[SiIIIa] and M[Si+1IIIb ] to M[S]. Further, d+ induces
homomorphisms g′a = id ⊗ d+ and g′b = d+ ⊗ id from M[Xi] and M[Xi+1] to
M[S].
Lemma 5.22. For ◦ = a, b we have g′◦ = f◦ ◦ ıIII◦ and f ′a|Ma2 = f ′b ◦ jab.
Proof. The proof is similar to the proof of Lemma 5.21. 
Analogous statements hold for S = Xi+1 ◦ Xi.
5.5. The Module Action for Singular Braids. Let S be a singular braid
such that sm(p(S)) consists of k circles. In Corollary 3.13, we showed that
H1+1(S) is a module over A⊗k. Moreover, from Corollary 5.7, we know that
the rank over Q is 2k. In this section, we will prove the following:
Theorem 5.23. The homology H1+1(S) is a free, rank one A⊗k-module.
We will prove this by induction on the number of components in sm(p(S)).
Let c be a component of sm(p(S)) which does not contain any other compo-
nents, and let E(c) be the set of edges in c. In S, the edges E(c) bound a
set of regions Ai which make up the interior of c in sm(p(S)). Some of these
regions will meet at a 4-valent vertex as in Figure 29.
Definition 5.24. Define the graph G(c) to have vertices Ai, and add in an
edge between Ai and Aj for each 4-valent vertex as in Figure 29.
Since the edges correspond to a single circle when the singularizations are
replaced with smoothings, this graph must be a tree.
Definition 5.25. We say that a region Ai meets a vertex v from the left, right,
top, or bottom, depending on which of the 4 quadrants are occupied.
Lemma 5.26. Let L be a leaf on the tree G(c). Then there is a MOY I or a
MOY III move which trims this leaf.
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Ai Aj
Figure 29. Two regions meeting at a 4-valent vertex
Proof. Let Ai be the vertex on L, and v the unique 4-valent vertex at which
Ai meets another region Aj. Without loss of generality, assume that Ai meets
v from the left. Since the boundary of Ai can not meet any other vertices
from the left or right, the only option is for it to meet a single vertex from the
bottom and a single vertex from the top (see Figure 30). The resulting region
corresponds to a MOY I or a MOY III move, and applying this relation trims
the leaf.

Ai
Figure 30. A leaf on the tree G(c)
Proof of Theorem 5.23. Given an innermost circle c in sm(p(S)), we can re-
cursively apply MOY I and MOY III moves as in Lemma 5.26 to prune
G(c) down to a single vertex. This gives a new singular diagram S ′ with
H1+1(S) = H1+1(S
′).
In S ′, the circle c has been replaced with a circle c′ with G(c′) equal to a
single vertex. Let A′i denote the corresponding region in S
′. Since A′i can’t
meet any regions from the left or right, it must meet a single vertex from the
bottom and a single vertex from the top, i.e. it is a bigon. Thus, we can apply
a MOY 0 or a MOY II move to remove the two edges bounding A′i, obtaining
a new diagram S ′′ satisfying
H1+1(S) ∼= H1+1(S ′′)⊗A
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For ei in E(c), Ui acts on H1+1(S
′′) ⊗ A by id ⊗ (−1)lU . The remaining
edges in S correspond to edges in S ′′. The smoothed diagram sm(p(S ′′)) has
k−1 components, so by the inductive hypothesis H1+1(S ′′) ∼= A⊗(k−1), proving
the theorem.

5.6. The Quantum and δ-gradings on the Total Complex. Now that
we understand each vertex in the cube of resolutions, it is time to turn our
attention to the total complex. Before identifying the edge maps with the
Khovanov edge maps, we’ll need the total complex C1±1(D) to be graded.
We have a grading grq on each vertex of the cube, with respect to which the
variables Ui have grading −2, and the differential d0 is homogeneous of degree
−2. We extend grq to the total complex as follows: let S = Dv be a complete
resolution of D, and let |v| be the height of v in the cube of resolutions. Then
we give grq a shift of |v| from the definition in Section 4.3.
To be more precise, if Z is a cycle in S = Dv, then xZ has quantum grading
grq(xZ) = T1(Z)− T2(Z) + E(Z) + w(Z) + |v|+ n+ − 2n−
With respect to grq, we can see by inspection that the edge maps d1 are
homogeneous of degree 0. Unfortunately, since d0 is homogeneous of degree
−2, grq does not give a well-defined grading on the total homology.
Definition 5.27. The δ-grading grδ is given by grq − 2|v|+ 2n−.
With respect to the δ-grading, d0 + d1 is homogeneous of degree −2, and
multiplication by Ui is as well.
Lemma 5.28. Under the module isomorphism
H∗(C1±1(D), d0) ∼= CKh(p(D))
the gradings grq and grδ on C1±1(D) correspond to the gradings grq and grδ on
the Khovanov complex.
Proof. Applying the MOY relations to a complete resolution Dv, we see that
the generator of the homology H1+1(Dv) lies in quantum grading kv + |v| +
n+ − 2n−, just as in the Khovanov complex. The δ-gradings being the same
follows from the definition of the δ-grading on Khovanov homology.

5.7. Isomorphism Between H1+1(L) and Khovanov Homology. In this
section, we will show that the E2 page of the spectral sequence on C1±1(D)
induced by the cube filtration is isomorphic to the Khovanov homology of
p(D).
Theorem 5.29. Let D be an open braid whose plat closure p(D) is a diagram
for a link L. Then
H1+1(D) = H∗(H∗(C1±1(D), d0), d∗1) ∼= Kh(L)
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Let S be a complete resolution of D. In Theorem 5.23, we showed that
H1+1(S) is isomorphic to Kh(sm(p(S))). Thus, H∗(C1±1(D), d0) is isomorphic
to the Khovanov complex as a module, so Theorem 5.29 will follow from the
induced edge maps being the Khovanov edge maps.
Proof. Let S1 and S2 be two complete resolutions which differ at a single
crossing, with S1 having the singularization and S2 the smoothing, and suppose
the edges are labeled e1, e2, e3, e4 as in Figure 22. There are two edge maps,
corresponding to a positive and negative crossing, respectively:
d−1 : C1±1(S1)→ C1±1(S2)
d+1 : C1±1(S2)→ C1±1(S1)
Applying Lemma 4.6, we see that
d−1 ◦ d+1 = d+1 ◦ d−1 = U1 − U4
Thus, after taking homology with respect to d0, the induced edge maps satisfy
the same property.
After identifying Q[U1, ..., Uk] with the Khovanov ground ring Q[X1, ..., Xk]
via Xi = (−1)b(i)Ui, where b(i) is the the number of the strand on which ei
lies, we get
(d−1 )
∗ ◦ (d+1 )∗ = (d+1 )∗ ◦ (d−1 )∗ = ±(X1 +X4)
In other words, up to sign, the composition of our two edge maps is precisely
the composition of the two Khovanov edge maps. Since the edge maps are
module homomorphisms, this composition uniquely determines the two edge
maps up to scaling by some non-zero element of Q.
Consider first the homomorphism corresponding to a merge of two circles.
Since the map preserves the quantum grading, the only option is
1 7→ r
for some r ∈ Q. Thus, the merge map is r times the Khovanov merge map.
The split map then sends r to ±(X1 +X4), so it is ±1/r times the Khovanov
split map.
So we have shown that each edge map is the Khovanov edge map, up to
scaling. It is not hard to see that any such complex is isomorphic to the
Khovanov complex, where the isomorphism is obtained by scaling the complex
at each vertex so that the edge maps become the Khovanov edge maps.

6. Invariance of the Total Homology
In this section we will prove our main theorem, that the total homology is
a link invariant.
Theorem 6.1. The total homology
H1−1(D) = H∗(C1±1(D), d0 + d1)
is a graded link invariant.
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To prove invariance, we need to show that the homology is invariant under
five types of local moves: braid-like Reidemeister I, II, and III moves, twists
at the top and bottom, and cap swaps/cup swaps. For Reidemeister I, twists,
and cap swaps / cup swaps, we will use the following lemma from homological
algebra:
Lemma 6.2 ([McC85]). Let f : C1 → C2 be a filtered chain map of filtered
chain complexes. If f induces an isomorphism on the Ek pages of the associated
spectral sequences, then it induces an isomorphism on the El pages for l ≥ k.
Together with Theorem 5.29 and familiar results from Khovanov homology,
these invariance proofs will be fairly easy. For the braid-like Reidemeister II
and III moves, we will actually prove that the chain homotopy type of the
bimodules is invariant, making the (An, An)-bimodule an invariant of open
braids.
6.1. Twists at Top and Bottom. Let D1 and D2 be two diagrams which
differ by a single positive twist near w+i as in Figure 31.
Let D01 and D
1
1 denote the 0- and 1-resolutions of D1, respectively, at the
crossing shown in Figure 31. Note that D01 is isotopic to D2, and D
1
1 differs
from D2 by a MOY II move. We define
f = (f0, f1) : C1±1(D2)→ C1±1(D1) = C1±1(D01)⊕ C1±1(D11)
such that f0 = 0 and f1 = ıII.
e3 e4
e1 e2
D1 =
e′1 e
′
2
w+i w
+
i
D2 =
Figure 31. Two diagrams differing by a positive twist at w+i
The map f is a filtered chain map with respect to the cube filtration. Let
Ek(C1±1(D)) denote the spectral sequence induced by the cube filtration. By
the MOY II relation, E1(C1±1(D11)) ∼= E1(C1±1(D2))⊗A, and with respect to
this isomorphism, f maps E1(C1±1(D2)) to E1(C1±1(D2))⊗ 1.
This is the standard quasi-isomorphism on Khovanov homology correspond-
ing to a Reidemeister I move, so f ∗ : E2(D2) → E2(D1) is an isomorphism.
Applying Lemma 6.2, f induces an isomorphism on the total homology. More-
over, since f ∗ preserves the δ-grading on Khovanov homology, it preserves grδ.
The negative twist, as well as the two twists at the bottom, follow from
similar arguments.
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6.2. Reidemeister I. Let D1 and D2 be two diagrams which differ by a
positive Reidemeister I move as in Figure 32.
D1 = D2 =
e1 e2
e3
e4e5
e′1
Figure 32. Two diagrams differing by a positive Reidemeister
I move
This argument is similar to the twists, as both correspond to a Reidemeister
I move on Khovanov homology. Let Di1 denote the i-resolution of D1 at the
crossing in Figure 32. By the MOY 0 relation, there is a splitting
C1±1(D10) ∼= C1±1(D2)⊗ C1+1(U)
Since U2 = U4 on C1±1(U), it can be written
C1±1(U) = Q[U2, U3]/(U2U3) Q[U2, U3]/(U2U3)
2U2+2U3
oo .
Let x1 and x2 be the generators of the two copies of Q[U2, U3]/(U2U3) so
that we can write
C1±1(U) = x1 x2
2U2+2U3
oo .
We define
f = (f0, f1) : C1±1(D1) = C1±1(D01)⊕ C1±1(D11)→ C1±1(D2)
such that f0(a⊗ U2x1) = a, f0(a⊗ x) = 0 for x 6= U2x1, and f1 = 0.
The map f is clearly a filtered chain map with respect to the cube filtration.
Let Ek(C1±1(D)) denote the spectral sequence induced by the cube filtration.
By the MOY 0 relation, E1(C1±1(D01) ∼= E1(C1±1(D2) ⊗ A, and f ∗ is defined
by
f ∗(a⊗ 1) = 0 f ∗(a⊗ U) = a
This is the standard quasi-isomorphism on Khovanov homology correspond-
ing to a Reidemeister I move, so f ∗ : E2(D2) → E2(D1) is an isomorphism.
Applying Lemma 6.2, f induces an isomorphism on the total homology. More-
over, since f ∗ preserves the δ-grading on Khovanov homology, it preserves grδ.
6.3. Reidemister II. Let D1 and D2 be diagrams which differ by a Reide-
meister II move as in Figure 33. Let Dij1 denote the diagram D1 where the top
crossing has been resolved with the i-resolution and the bottom crossing has
been resolved with the j-resolution.
Then, D001 and D
11
1 are isotopic to the diagram Dx obtained by locally
replacing the two crossings with a singularization. Moreover, D011 differs
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e1 e2
e3 e4
e5 e6D1 = Dx =
e1 e2
e3 e4
D2 =
Figure 33. Two diagrams differing by a Reidemeister II move
from D2 by a MOY II move, while D
10
1 is isotopic to D2. So, C1±1(D
01
1 )
∼=
C1±1(Dx){1}⊕C1±1(Dx){−1}, and with respect to this decomposition we can
write C1±1(D1) as follows:
C1±1(Dx)
db1- C1±1(D2)
C1±1(Dx){1} ⊕ C1±1(Dx){−1}
da1
? dc1- C1±1(Dx)
dd1
?
Then, part (2) of Lemma 5.13 implies that d1a = (−U2id, id) under the above
identification. Similarly, part (1) of Lemma 5.13 implies that under the above
identification the restriction of dc1 to the first and the second summands is
equal to id and U3id, respectively.
We want to define a chain map f : C1±1(D2)→ C1±1(D1) which is a homo-
topy equivalence. Let f ij denote the component of f mapping to C1±1(D
ij
1 ).
We define f 00 = f 11 = 0, and under the above identification f 10 = id and
f 01 = (−dd1, 0).
It’s not hard to see that f is a chain map.
Lemma 6.3. The chain map f is a homotopy equivalence.
Proof. We define a chain map g : C1±1(D1) → C1±1(D2) such that g ◦ f = id
and f ◦g ' id. Let gij denote the restriction of g to C1±1(Dij1 ). Then, we define
g00 = g11 = 0 and under the above identification g10 = id and g01 = db1 ◦ pi2,
where pi2 denotes the projection on the second summand. It is clear that
g ◦ f = id.
Furthermore,
id− f 01 ◦ g01 =
[
1 U3 − U2
0 1
]
= da1 ◦ pi2 + i1 ◦ dc1.
Therefore, f ◦ g ' id.

This proves invariance of C1±1 under the Reidemeister II move shown in
Figure 33. The other Reidemeister II move is similar.
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6.4. Reidemister III. Suppose D and D′ are braid diagrams, such that D′
is obtained from D by a Reidemeister III move, and D′′ is the braid diagram
obtained from them by the move indicated in Figure 34. For i = 0, 1, Di and
D′i denote the i-resolutions of the middle crossing in D and D
′, respectively.
e1 e2 e3
e4 e5 e6
e′1 e′2 e
′
3
e′4 e
′
5 e
′
6
e7
e8
e9 e′7
e′8
e′9
RIII
D = D′ =
D′′ =
Figure 34
The diagrams D0 and D
′
0 differ from D
′′ by a Reidemeister II move, so both
C1±1(D0) and C1±1(D′0) are homotopy equivalent to C1±1(D
′′). Specifically,
there exists chain maps
ı : C1±1(D′′)→ C1±1(D0) and p : C1±1(D0)→ C1±1(D′′),
such that p ◦ ı = id and ı ◦ p = dh + hd for some h : C1±1(D0) → C1±1(D0)
such that hı = 0. In other word, p is a strong deformation retraction. Simi-
larly, there exists a strong deformation retraction p′ : C1±1(D′0) → C1±1(D′′).
Denote the corresponding inclusion by ı′. So [BN05, Lemma 4.5] implies that
the chain complex C1±1(D), given by the mapping cone
C1±1(D0)
d+−→ C1±1(D1)
is chain homotopy equivalent to the mapping cone
C1±1(D′′)
d+◦ı−−→ C1±1(D1).
Similarly, C1±1(D′) is homotopy equivalent to the mapping cone
C1±1(D′′)
d+◦ı′−−−→ C1±1(D′1).
Thus, it is enough to show that the above cones are homotopy equivalent.
For • = 0, 1, let D•ij (resp. D′•ij) denote the result of resolving the top and
bottom crossings of D• (resp. D′•) with the i-resolution and the j-resolution.
For ij = 00 and 11, the diagrams D1ij and D
′
1ij are isotopic, while for ij = 01
and 10, they differ by a MOY III move. So, C1±1(D110) ∼= C1±1(D′110) ⊕ C2,
C1±1(D′101) = C1±1(D101)⊕C ′2 and the isomorphisms jab and jba (see Equation
5.16) induce isomorphisms
j : C2 → C ′2 and j′ : C ′2 → C2,
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respectively. Abusing the notation, we will denote the map from C1±1(D1) to
C1±1(D′1) (resp. C1±1(D
′
1) to C1±1(D1)) that is equal to j on C2 (resp. j
′ on
C ′2) and zero on the rest of the summands by j (resp. j
′).
Let f ij : C1±1(D1ij)→ C1±1(D′1ij) be the canonical isomorphism from ij =
00, 11, and the MOY III maps ıIIIb and pi
1
IIIa for ij = 01 and 10, respectively.
Putting these chain maps together, we get a map f : C1±1(D1)→ C1±1(D′1).
Lemma 6.4. f+j is a chain homotopy equivalence from C1±1(D1) to C1±1(D′1).
Further, the identity map on C1±1(D′′) along with f + j is a chain homotopy
equivalence between the mapping cones of d+ ◦ ı and d+ ◦ ı′, and thus C1±1(D)
and C1±1(D′).
Proof. Lemma’s 5.21 and 5.21 imply that f + j is a chain map, and it is clear
from the definition that f + j is invertible. Additionally, it follows from the
definition of ı and ı′ that (id, f+j) is a chain map, and thus a chain homotopy
equivalence.

6.5. Cup and Cap Swaps. The final move that we have to prove invariance
under is cup and cap swaps. The cap swap moves are depicted in Figure 35
- the cup swap moves are similar, but they occur at the bottom of the braid
instead of the top.
⇔ ⇔
Figure 35. The cap swap moves
Since the left and right diagrams have 4 crossings, they will have 16 vertices
in the cube of resolutions, so proving invariance for these diagrams directly
would be quite messy. Instead, since we already have Reidemeister II invari-
ance, the moves pictured in Figure 36 imply invariance under the two cap
swaps.
Let Dij1 denote the resolution of D1 where the central crossing has resolution
i and the right-most crossing has resolution j. The four resolutions are shown
in Figure 37. Note that D101 is isotopic to D3.
We define f by
f = (f00, f01, f10, f11) : C1±1(D3)→ C1±1(D1)
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⇔ ⇔
D1 D2D3
Figure 36. An alternate version of the first cap swap
d
(a)
1
d
(c)
1
d
(b)
1 d
(d)
1
Figure 37. The cube of resolutions for D1
f00 = 0
f10 = id
f01 = −ıII ◦ d(d)1 ◦ f10
f11 = 0
As with the twists and the Reidemeister I move, this map is a filtered chain
map with respect to the cube filtrations on C1±1(D1) and C1±1(D3). To see
that it is a chain map, note that d
(c)
1 ◦ −ıII = id.
Let Ek(C1±1(D)) denote the spectral sequence induced by the cube filtration
on C1±1(D). Then f ∗ : E1(D3) → E1(D1) is the standard quasi-isomorphism
on Khovanov homology corresponding to a Reidemeister II move. This can be
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seen by replacing each diagram S in Figure 37 with sm(S). Thus, f ∗ induces
an isomorphism on the E2 pages, and therefore on the total homology as well.
The isomorphism H1−1(D2) ∼= H1−1(D3) follows from a similar argument,
as do the cup swaps.
7. Relationship with Ozsva´th-Szabo´ Bordered Algebra
Let D1 and D2 be braid diagrams with n-strands, and D = D1 ◦ D2. In
this Section, we define a quotient An of the algebra An which is isomorphic to
B′(2n+ 1, n) and
M[D] ∼= (M[Scup ◦D1]⊗An)⊗An (M′[D2 ◦ Scap])⊗An.
First, we review the definition of the algebra B′(m, k). Given a set of m
points on a line identified with {1, 2, ...,m} ⊂ R, a local state x is a choice of
k intervals [i, i + 1] where 1 ≤ i ≤ m − 1. For each local state x there is an
idempotent denoted by Ix in B′(m, k).
We identify each interval [i, i+ 1] by its midpoint i+ 1/2, and so each local
state is a subset of {3/2, 5/2, ...,m−1/2}. If x∩{i−1/2, i+1/2} = {i−1/2},
then the local state ri(x) = (x \ {i− 1/2}) ∪ {i + 1/2}. Similarly, if x ∩ {i−
1/2, i+1/2} = {i+1/2}, then the local state li(x) = (x\{i+1/2})∪{i−1/2}.
For each 2 ≤ i ≤ m − 1, the algebra B′(m, k) contains elements R′i and
L′i corresponding to shifting to the right and left, respectively. Specifically,
B′(m, k) is the Q[u1, ..., um]-algebra generated by the idempotents Ix for all
local states x and R′i and L
′
i for every 2 ≤ i ≤ m − 1 modulo the following
conditions:
B1) For each local state x, IxR
′
i = R
′
iIri(x) = IxR
′
iIri(x) and IxL
′
i = L
′
iIli(x) =
IxL
′
iIri(x). Note that IxR
′
i and IxL
′
i vanish if ri(x) and li(x) are not
defined, respectively.
B2) If ri(x) is defined, then IxR
′
iL
′
i = uiIx. Similarly, if li(x) is defined
then IxL
′
iR
′
i = uiIx.
B3) For every i, R′iR
′
i+1 = 0 and L
′
i+1L
′
i = 0.
B4) If {i− 1/2, i+ 1/2} ∩ x = ∅, then uiIx = 0.
Assume m = 2n + 1 and k = n. Each local state x determines a subset
Sx ⊂ {1, 2, ..., 2n} with n elements defined as
Sx = {i | i+ 1/2 /∈ x}.
Therefore, each idempotent Ix ∈ B′(2n+ 1, n) identifies an idempotent in An.
Definition 7.1. We define An to be the quotient of An with the ideal generated
by RiRi−1 and Li−1Li for every 2 ≤ i ≤ 2n.
Let B′(2n + 1, n) be the quotient of B′(2n + 1, n) with the ideal generated
by u1.
Lemma 7.2. There is an isomorphism
h : B′(2n+ 1, n)→ An
such that h(Ix) = ιSx for every x, and h(R
′
i) = Li−1, h(L
′
i) = Ri−1 and
h(uia) = ui−1a for every i.
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Proof. For every local state x if ri(x) is defined, then {i− 1, i}∩Sx = {i} and
h(IxR
′
iL
′
i) = ιSxLi−1Ri−1 = ui−1ιSx = h(uiIx).
Similarly, if li(x) is defined, then {i− 1, i} ∩ Sx = {i− 1} and
h(IxL
′
iR
′
i) = ιSxRi−1Li−1 = ui−1ιSx = h(uiIx).
By the definition of An for every i, h(R′iRi+1′) = Li−1Li = 0 and h(L′i+1Li′) =
RiRi−1 = 0.
Finally, if {i− 1/2, i+ 1/2} ∩ x = ∅, then {i− 1, i} ⊂ Sx and
h(uiIx) = ui−1ιSx = ιSxRi−1Li−1 = 0
Thus, h is an isomorphism of Q[u1, ..., u2n]-modules. 
Theorem 7.3. For any braid D = D1 ◦D2,
M[D] ∼= (M[Scup ◦D1]⊗An)⊗An (M′[D2 ◦ Scap])⊗An.
This theorem allows us to work over the quotient algebra An instead of An
Proof. Consider a complete resolution S of D and assume S = S1 ◦ S2 where
Si is a complete resolution of Di. We show that for any cycle Z1 of Scup ◦ S1
xZ1RiRi−1 = 0 for all i
and for every cycle Z2 of S2 ◦ Scap
Li−1LixZ2 = 0 for all i
This essentially follows from the argument in part (b) of Section 3.3, but we
will give the argument here as well.
Let Z1 be a cycle in Scup ◦ S1, and suppose the n outgoing edges of S1 are
labeled e1, ...en. Then
xZRi = xUi(Z)U(D(Z, ei))
The variables in the coefficient U(D(Z, ei)) = Uj1 · ... ·Ujm can be ordered from
the top to the bottom based on where they come in to ∂LD(Z, ei)). We want
to show that xUi(Z)U(D(Z, ei))Ri−1 = 0.
If U(D(Z, ei)) = 1 then we are done, as the bottom vertex of the disc
vb(D(Z, ei)) lies in both strands of Ui−1(Ui(Z)). Otherwise,
xUi(Z)U(D(Z, ei))Ri−1 = xUi−1(Ui(Z))U(D(Z, ei))U(D(Ui(Z), ei−1))
We claim that xUi−1(Ui(Z))U(D(Z, ei)) = 0. To see this, note that ej1 is an
edge in Ui−1(Ui(Z)). Thus, the Uj1 in U(D(Z, ei)) maps the cycle farther to
the right. But we can do this recursively, as for each k, the edge ejk lies
in Ujk−1(...(Uj1(Ui−1(Ui(Z))))...). In the end, vb(D(Z, ei)) is a vertex in both
strands of the cycle Ujm(...(Uj1(Ui−1(Ui(Z))))...), making the product zero.
The product
Li−1LixZ2 = 0 for all i
is similar.
The reason that Ozsva´th and Szabo´ work with B′(2n, n) while we work
with B′(2n + 1, n) is that our planar Heegaard diagram has an extra reduced
unknotted component ‘at infinity.’ This extra component component can be
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viewed as a single strand to the left of the diagram in the Ozsva´th-zabo´ picture,
which we reduce by setting u1 = 0.

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