Stroke is the third leading cause of death in the western world and the major cause of disability in adults. The type and stenosis of extracranial carotid artery disease is often responsible for ischemic strokes, transient ischemic attacks (TIAs) or amaurosis fugax (AF). The identification and grading of stenosis can be done using gray scale ultrasound scans. The appearance of B-scan pictures containing various granular structures makes the use of texture analysis techniques suitable for computer assisted tissue characterization purposes.
INTRODUCTION

Medical Significance
The following is a brief description of a signifiant problem in cardiology -the prediction of rupture in atherosclerotic plaques. A detailed description of what is summarized here can be found in other studies.
1, 2
Carotid atherosclerosis is the medical diagnosis for the formation of plaque due to progressive intimal accumulation of lipid, protein, and cholesterol esters in the blood vessel wall. Plaques can grow to a point where blood flow is significantly reduced, or they can rupture, causing heart attack or stroke. Carotid atherosclerosis is the primary cause of stroke, and the third leading cause of death in the United States. To put a perspective on the medical importance of research in this field, almost twice as many people die from cardiovascular diseases (including atherosclerosis) than from all forms of cancer combined.
or no compression of the lumen (the space through which blood flows in the vessel). Traditionally, the degree of artery stenosis (narrowing) has been targeted as the indicator for assessment of stroke risk, and is considered to cause either a complete arterial occlusion or ischemic (decrease in the blood supply) event in the brain. Following this paradigm, the risk of stroke increases proportionally with the severity of carotid stenosis and is reduced after carotid endarterectomy (surgical excision of the inner lining of an affected artery). Therefore, the degree of internal carotid stenosis has been established as a measurement that is used to assess the risk of stroke.
Just as serious, but not nearly as observable as carotid stenosis is the event of a plaque rupture, where a portion of the plaque is loosed into the bloodstream. The loosed plaque usually is responsible for arterial occlusion in the smaller arteries in the brain or heart, leading to stroke or heart attack, respectively. Plaque rupture is thought to be related to the structural characteristics of plaque tissue. While high-resolution B-mode ultrasound images of the carotid artery provide information on the progression of carotid stenosis, the shape and size of the plaque do not provide sufficient evidence that a plaque will rupture. A classification system of high-resolution ultrasound images of symptomatic and asymptomatic plaques based on texture features was developed by Christodoulou, et al. 3 The diagnostic application of such a system is valuable in the sense that there is potential to predict plaque rupture and identify patients with low risk to reduce unnecessary, expensive, and often dangerous surgery.
Spatial Statistics in Image Processing
Since image texture is tied to the spatial variation of pixel intensity, a logical approach to texture analysis should be rooted in the theory of spatial statistics. In his work that unified the theory and mathematics of statistics for spatial data, Cressie reviews an established method of measurement of spatial variation known as the variogram. 4, 5 The variogram quantifies the variance of all points in a spatial random field separated by a given distance and direction. Due to its measurement of spatial variability, the variogram is an ideal candidate for quantifying texture, but its use in image texture classification has been limited. Primarily, the variogram is used in spatial prediction, as well as spatial filtering and smoothing. 6 In these applications, the variogram serves as a method of providing accurate weighting of observations when calculating the intensity at a prediction point. This method of interpolation is often referred to as Kriging, while Gandin describes it as optimum interpolation.
7 Optimal prediction with spatial statistics applies to any random field, including non-uniformly distributed, sparse spatial fields. The scope of it's applicability far surpasses well behaved random fields, such as deterministic signals with additive noise.
The primary uses of the variogram in image processing applications are related to remote sensing. [8] [9] [10] [11] [12] [13] [14] The work contained here endeavors to support the use of the variogram as an analytical tool for image texture. There has been limited use of the variogram in medical imaging analysis, 15, 16 and as a result, we attempt to establish a theoretical foundation for the use of the variogram as a texture feature. Hypothesis testing with the Wilcoxon Rank-Sum test reveals that the variogram features discriminate between classes, while comparisons will be made to other features on the same database of ultrasound images of atherosclerotic plaques using a common distance metric. Finally, our claim is substantiated by a comparison of classification results.
THEORETICAL BACKGROUND
Spatial statistical theory originates from work in geological statistics, and is shown to be integral to interpolation methods in use therein. Since digital images can be viewed as random fields on a lattice, 4 the application of spatial statistics seems to be a logical approach to texture analysis. Essentially, an image is viewed as a random field on a finite lattice structure, in which each pixel denotes a data point, Z(s) : s ∈ D, where D is the M × N pixel matrix that defines the sample positions. An image represented in such a way naturally lends itself to the model for spatial data, presented by Cressie, 4 which has a simple structure and is flexible enough to be maintained while being applied to a large class of problems. Begin by assuming s ∈ R d is a data location in some d-dimensional Euclidean space. Then, it follows that the spatial locations will take on random values such that {Z(s) : s ∈ D} is a random field at locations s ∈ D.
In the specific realm of spatial statistics, data are presented as a collection of random variables indexed in one or more dimensions. The discrete space lattice, for example, is indexed as a pair of spatial coordinates (u i , v i ). We shall denote the horizontal coordinate with u i and the vertical coordinate with v i . If there exist restrictions on the mean and variance that are functions of the indices, the collection of random variables are known as a stochastic process (in one dimension) and as a random field (in higher dimensions). These restrictions are necessary to allow for the observation and repeated measurement of the process or some aspect thereof.
From first and second-order statistics, it can be shown that second-order stationarity implies intrinsic stationarity. This is due to both assuming constant mean, and then it follows that the variogram and covariogram are related by:
In second-order stationarity, each term on the right hand side is defined by:
and it can thus be used to establish intrinsic stationarity.
If the process or random field is non-stationary, where the model assumptions for first and second order statistics above will not hold, and the statistics must be estimated for data location in the random field, {Z(s) : s ∈ D}, and we can no longer rely on differences between points, h = s i − s j . For every pair of points, {(s i , s j ) : (s i , s j ) ∈ D}, we can define the non-stationary variogram by:
Recall that for any increment, s 1 − s 2 , defined by the spatial locations s 1 , s 2 ∈ D, and the measured values at these locations, Z(s 1 ) and Z(s 2 ), the variogram is defined by
Note that the variogram is a function of the increment, normally called the lag, and commonly denoted as h. In many situations, the spatial random process being analyzed does not behave in a manner from which one can readily derive the variogram (2γ(.)).
Variogram estimation can be generally viewed as a two-step process:
1. Estimate the variogram at a collection of points.
2. Fit a valid variogram model that complies with the assumptions outlined in the previous section.
For an intrinsically stationary random field, the method of moments estimator, commonly referred to as the classical variogram estimator, is given by:
where N (h) is defined by N (h) ≡ {(i, j) : s i − s j = h}, and |N (h)| is the number of elements in the set N (h). The classical estimator is unbiased but not robust. When estimating the variogram, intrinsic stationarity is assumed.
When estimating variograms, it is important to be reminded of a few characteristics of the variogram. Returning to the classical variogram estimator (6), first we note that the variogram is a univariate function defined in terms of all the possible vector directions h. Estimation also requires that we identify possible discrete vector directions associated with the data. Some cases may require variogram reconstruction from its estimates at given points after the discrete lag vector directions have been identified. Second, for each discrete vector direction of interest, called h 0 , all associated pairs of points that satisfy s i − s j = h 0 must be located and counted, so that the total number of pairs of points can be denoted by N (h). This procedure is very similar to the problem of estimating co-occurrences in the analysis of texture features.
Briefly assessing all that has been presented regarding variogram estimation, one recognizes possible applications in image processing. Consider, for example, the problem of variogram estimation for digital images. In the case of N × M digital images defined on a lattice, we could use the same lattice points that the image is using for variogram estimation: {h = (±nδx, ±mδy) : 0 ≤ n ≤ N − 1 and 0 ≤ m ≤ M − 1}. There is an important practical problem though. Note that there is only one pair of points:
In general, for different discrete directions, there will be a different number of distinct pairs of points available for estimation. This observation must be used in the implementation of the estimator(s). The symmetries inherent to the variogram can be exploited in reducing the number of points which need to be considered in variogram estimation. It is not necessary to consider both h and −h, and this is true even for non-stationary data, since the variogram is symmetric in its arguments. Similar to the two-dimensional DFT, but in a different context, we need only to consider two quadrants: h = S 1 ∪ S 2 where
Therefore, when implementing an estimator based on pairs of data separated by the lag vector, we can simply restrict the discrete directions of interest so that:
where N < N, M < M so that even in the worst case h w = ((N − 1)δx, (M − 1)δy), there is a sufficient number of required image pairs (i, j) that satisfy
How does one proceed if the stochastic process/field being observed is non-stationary? For example, consider an image that is made up of various disjoint subregions, possibly representing individual objects within the image. Since each disjoint region represents a unique object, consider an intrinsically stationary random process model with a unique mean and variogram. The union of all of these subregions are in a special class of non-stationary processes.
Concisely, consider a partition D = k j=1 D j of a disjoint union of subregions where, within each region, the process is intrinsically stationary with mean µ j and variogram 2γ (j) (.). A simple transformation, g(.), is sought with at least two continuous derivatives, such that
allows the estimates of the disjoint subregions to be combined. 4 To this end, we note that even for many nonstationary processes of interest, the relative variogram,defined by:
will remain constant for all regions, independent to j.
We begin with the δ-method from Kendall and Stuart.
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It provides an extension of the Taylor Series expansion about E {Z(s)} given by:
Thus, we have
Clearly, for g (µ j ) = 1/µ j , we get that the transformed variable Y has a variogram that is the relative variogram of Z. Thus, from g (µ j ) = 1/µ j , we get that g(.) = log(.). Therefore, when g(x) = log(x), the process Y defined by (8) has an approximate variogram of:
Thus, the lack of intrinsic stationarity of the Z process over D may be recovered either by the log transformation or by estimating the relative variograms using (9) . 
METHODOLOGY
Materials
We are provided with four classes of segmented plaques, which are delineated according to the symptomatic diagnosis based on the patient's history. These were AF (amaurosis fugax), TIA (transient ischemic attack), and Stroke (Classes B, C, and D, respectively). TIA is caused by a temporary interruption of blood flow to part of the brain, causing symptoms similar to stroke that are temporary. AF involves loss of vision in one eye caused by a temporary lack of blood flow to the retina. This disease is thought to be caused by a plaque clot breaking off and traveling to the retinal artery in the eye. Class A contained all of the asymptomatic images.
Plaque Segmentation
After image normalization, a vascular expert segmented the plaques on all of the B-mode ultrasound images. In addition to the segmented images, the associated mask images are produced. Using the mask image as a region map, algorithms can be applied directly to pixels that are part of plaque tissue. The images shown in Figure 1 are examples of a plaque with poorly defined boundaries, as can be seen when compared to the associated mask images. Medical studies have indicated the complicated carotid plaques are often associated with ipsilateral (located in the same side of the body) neurological symptoms and share common ultrasonic characteristics; being more echolucent (having weak reflection of ultrasound waves) and echogenic (having strong reflection of ultrasonic waves) areas. Echogenic areas in ultrasound tend to be brighter. In contrast, uncomplicated plaques which are often asymptomatic tend to be of uniform consistency without evidence of ulceration.
The process of restricting the variogram algorithm to specific regions of interest requires an additional twodimensional image that defines the boundary of the region under investigation. The common approach is to generate a binary image in which all pixels that lie in the regions of interest are set to 1, as shown in Figure 1 . Another parameter required by this is a minimum number of points to be used in estimating the variogram for a given lag. If the segmented region contains the minimum number of point pairs separated by a given lag, then the estimates are deemed as valid. This powerful algorithm allows for independent regions within images to be evaluated using any method of estimation presented in this chapter. We also modify the classical estimate in (6) so that the pairs of pixels on which the operation is performed are included in the region(s) whose boundary is defined by the segmented image (see Figure 1 ).
Feature Extraction
As shown above, the general equation for the classical variogram estimator is given in (6) . Again, it is noteworthy that the variogram depends on h , which is referred to as the lag distance. It becomes intuitive that as h increases, the variance between the two points separated by that lag will also increase. The estimator algorithm generated a 9 × 5 array, where the center value corresponds to lag = 0, and the remaining lag points are defined by their displacement vector from the center, where two adjacent pixels are separated by a unit lag, h = 1. It is noteworthy to address the fact that the variogram has reflective symmetry, and therefore, the first four rows of the original 9 × 5 array are intentionally omitted, since they contain redundant data. Therefore, only five rows are depicted in Table 1 , where the center coefficient of the first row corresponds to the center of the array, where the lag is zero.
Utilizing the algorithm developed previously for variogram estimation of arbitrary shapes, the classical variogram estimate is calculated for the plaques in each class. log(.), and the variogram is again estimated, resulting in an estimate of the relative variogram over the entire image (based on the theory presented herein. The transformed data are also processed by the classical variogram estimation algorithm. These experiments were then repeated, in which subsequent tests changed the size of the variogram that are being estimated. By doing so, we can observe how the γ(h) behaves as the distance between pixels increases.
Statistical measurements are then calculated for each estimated variogram coefficient of each image from each individual class. This is repeated using the log(.)-transformed image. The mean, standard deviation, median, interquartile range, and coefficient of variation are calculated for each coefficient over all of the images in a particular class. The coefficient of variation, which is calculated as σ i,n /µ i,n , provides a measurement of the amount of variation of coefficient n of in-class samples from class i. We are interested in computing the median and interquartile range values, as they provide information of the underlying distribution of the data. Using the same distance measurement for each coefficient as in, 3 we have
that quantifies the separation between classes can be represented as a numerical value.
Non-parametric Hypothesis Testing of the Variogram Coefficients
Our hypothesis is formed on the assumption that the estimation of the variogram on the pixels constituting plaque tissue would provide coefficients from which the class can be inferred. Coefficients from the estimated variogram could then be used to assign the image to the symptomatic or asymptomatic class of plaques. We apply the Wilcoxon Rank-Sum test to intraclass and interclass coefficients. 18 The basic premise of this test is to determine whether or not the underlying distributions of the two sample populations are equal. It is a powerful, non-parametric approach for comparing the underlying distributions of the coefficients for each class.
First, the variograms are estimated for all images in each class. The rank sum test is then performed on two populations of variogram coefficients, specifically those coefficients defined by a displacement to the right of the variogram origin, chosen for the simplicity involved in the estimation. Upon inspection of the estimated coefficients, it was observed that these specific coefficients in each variogram provide a general distinction between classes that holds for the variogram coefficients in all directions. To verify that the distributions of the individual variogram coefficients are well-defined for each class, after a random permutation of the order of the images, the coefficients of the variograms of the in-class images are divided into two samples, and the rank-sum test was run on the samples. This is repeated for all four classes of plaques. A similar test is performed on the out of class coefficients.
Variogram Model Fitting
A variogram model fit is then performed on the estimated variograms of each class. This is performed for both the classical variogram estimates, as well as to the log(.)-transformed images. Again, we focus on coefficients that lie along a single direction of the variogram array. The directions we explore are along the horizontal and vertical coefficients in relation to the variogram origin. This allows direct fitting of the one-dimensional models defined in the results below. Coefficients for each image in each class are plotted separately, and from the observed behavior of the coefficients, a model is chosen. Models are then fitted to the data using least-squares. 
Hypothesis Testing Results
Here, we explore the results of the Wilcoxon Rank-Sum test to verify that variogram estimates of the same class belong to the same underlying distribution. The results of the Wilcoxon Rank Sum tests of the log(.)-transformed data, shown in Table 2 , reveal that independent samples of intraclass coefficients (variogram coefficients of ultrasounds from the same class) can be assumed to be members of the same underlying distribution for their representative classes. While the same tests correctly failed for independent samples of interclass coefficients. It is worth mentioning that applying the log(.)-transformation to the image pixels prior to estimating the variogram increased the probability the coefficients from a specific class come from the same distribution. The log(.)-transformation also improves the number of failed rank sum tests between Class asymptomatic and Class FA. One can argue that approximating the variograms from the log(.)-transformed images result in better separations between classes. While estimated variogram coefficients using the original gray level pixel value of the ultrasounds did not reveal improvement against the other texture features, the variogram of the log(.)-transformed images show drastic increases in interclass distance, which is noticeable in the plots in Figure 2 . These plots are from the coefficients of 9 × 9 variogram estimates. The first method of presenting the interclass distance is in the form of an image. Here, each two-dimensional representation is of size 25 × 25, which corresponds to the size of the variogram arrays. Interpretation of these images is intuitive-brighter pixels refer to greater separability between coefficients of the two classes represented by the images in Figure 3 . A colorbar is given to provide comparative scale between variogram estimates of the image, and estimates after the log(.)-transformation has been applied. The other method of distance visualization consists of three-dimensional surface plots, shown in Figure 4 . Again, both the distances of the variogram estimates and the relative variogram estimates are presented. A range index is included to help represent the general magnitude of the data. Not only are the height of the surfaces noteworthy, but the shape of the surface plots allows us to visualize which direction of the variogram provides the greatest interclass separability. Figures 3  and 4 represent the distance measurement between variogram coefficients of all asymptomatic to all symptomatic cases, respectively.
Variogram Estimate, After log(.) Conclusions can be made on what is revealed by the distance measurement between classes. Overall, the variogram coefficients outperform the texture and shape-based features in previous studies.
2, 3 While the interclass distance for the top fifteen of 61 features in this work range from 0.445 to 0.710, the range of distances between asymptomatic and all symptomatic plaques calculated from a 9 × 9 variogram is 0.6926 to 0.8712. Variogram coefficients that relate to the maximum distance can be used as features between asymptomatic and the combined symptomatic classes (FA, TIA, and Stroke), and could improve the classification achieved previously. 
2, 3
Additionally, one can visualize the result of variogram estimation before and after the images are transformed by the log(.). While the distance between classes increases for all comparisons but asymptomatic and stroke images after the log(.)-transformation, the general inversion seen in the distances after the log(.)-transformation is also seen in the comparison of asymptomatic verses each individual type of cardiological disease. 
Estimated Variogram Model Fits
In order to fit a variogram model to the estimated variograms, larger variogram arrays have to be estimated. The theoretical models are given in Cressie.
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A large variogram estimate (25 × 25 pixels) is sufficient, from which behavior at large lag values can be observed. Based on the previously mentioned results, estimation of the relative variogram using the log(.) provides more separability between the asymptomatic and the combined symptomatic classes, as well as the individual symptomatic classes.
Therefore, the least squares model fitting approach is only applied to variograms estimated after the data is transformed. We explore two directions, the East-West variogram coefficients along the top row, and the NorthSouth variogram coefficients along the center column. The plots presented in Figure 5 show both the East-West variogram coefficients (top plots) and the North-South variogram coefficients (bottom plots) for the asymptomatic class and one of the symptomatic classes. It is important to note that the two remaining symptomatic classes, TIA and Stroke, exhibit variogram coefficients along the same directions in Figure 5 as the symptomatic class (FA), which is shown. The general shape exhibited by the East-West coefficients in Figure 5 can be fitted well with an exponential isotropic variogram model. Once the model has been selected, the task becomes to properly fit each class to a model by the estimation of the best theoretical variogram parameters. The exponential model:
has three parameters: c 0 , c e , and a e . The least squares approach described earlier is used to find the parameters by minimizing the total error between the theoretical curve and each coefficient for the particular lag distance in each class. Based on the shape of the corresponding variogram coefficients, we presume that the North-South exponential fit differs from those of the East-West exponential fit. The parameters that yielded the best fit for the East-West and North-South models of the two primary classes are given in Table 3 . Figure 6 contains the model fits for the asymptomatic class versus the symptomatic classes. Greater separation is evident in the North-South variogram models between the asymptomatic and symptomatic classes. This is consistent with the trend seen in the surface plots in Figure 4 , as well as when the separation between individual symptomatic (FA, TIA, or Stroke) ultrasounds compared to the asymptomatic set. From this observation, we expect the North-South coefficients to provide better classification features.
//
The motivation of fitting the variogram coefficients is twofold. The first is that we would like to see that, in the least-squares sense, the models provide a template for simulating data for additional tests. Secondly, the fits would reveal whether or not the variogram coefficients could be used for distinguishing classes. Essentially, these models can be thought of as class models. Unfortunately, a large amount of error exists between the least squares fits for the class and the individual variograms within each class. This is due to the large variation in the class images, and is supported by the large coefficient of variation for the variogram coefficients estimated after the image was transformed using the log(.). Visually, the large amount of variation is also evident in Figure 5 .
1-D variograms of two selected images from the asymptomatic and symptomatic class are fit along the EastWest and North-South directions are shown in Figure 7 for 25 × 25 variogram arrays. The cause of different model lengths is due to the fact that the East-West coefficients are limited from the center to last column of the top row (due to the reflective symmetry of the estimate). The fit in Figure 7 (a) is for a sample Asymptomatic plaque, while the fit in Figure 7 (b) is from the symptomatic class FA. One dimensional fits can be performed with similar accuracy for the remaining two symptomatic classes, TIA and Stroke.
The ability to model a single ultrasound accurately in two-directions allows us to perform optimal smoothing, filtering, and prediction of the spatial data within a particular image or other set of uniform or non-uniform spatial data. This powerful result allows for the variogram parameters of nugget effect, sill, and range to be effectively applied in Kriging (optimal prediction) to produce the optimal estimate of the spatial process, Z(.), at any point s ∈ D. Essentially, we can produce the minimum variance unbiased linear estimator using the Kriging technique, if we have a model for the variogram. It is also known that given the basic assumptions, no trend, and a model for the semi-variogram, Kriging always produces the best linear, unbiased estimator and if the proper models are used for a spatial process, a unique solution to the Kriging system is always available.
For the individual variogram fits, the mean relative error per class is 3.88%, 4.12%, 4.02%, and 3.74%, for classes Asymptomatic, FA, TIA, and Stroke, respectively. 
CONCLUDING REMARKS
The results of this study reveal that the variogram is an adequate tool to discriminate between digital images by observing and comparing small-scale spatial variation. This work suggests that better discriminating textural features of high resolution ultrasounds of atherosclerotic plaque tissue can be achieved compared to numerous texture features widely accepted in the digital image processing community.
