There are many bivariate parametric copulas in the literature to model bivariate data with different dependence features. We propose a new bivariate parametric copula family that cannot only handle various dependence patterns that appear in the existing parametric bivariate copula families, but also provides a more enriched dependence structure. The proposed copula construction exploits finite mixtures of bivariate normal distributions. The mixing operation, the distinct correlation and mean parameters at each mixture component introduce quite a flexible dependence. We apply the new copula to real transportation data that cannot apparently be modelled by any of the existing parametric families of bivariate copulas.
Introduction
The manufacturing of electric vehicles (EVs) leads to an increase in electricity demand. To examine the effects on the power system, an estimation of EVs power demand is required. A number of methods have been developed for the prediction of the load of future EVs (see e.g., Kristoffersen et al. 2011; Juul and Meibom 2011; Kiviluoma and Meibom 2011) , which are usually based on driving patterns that are quantified by the direct use of data of real commuting habits. Lojowska et al. (2012) analyzed such a dataset, extracted from the transportation data of the year 2008 provided by the Dutch Ministry of Transportation, that includes information about commuting activities like time of departure, address of departure's place, main purpose of the commuting, mean of transport, address of the place a person arrived and time of arrival, the distance of the trip, etc. The dependence between these random variables is completely described by their multivariate distribution. When the multivariate distribution has a simple form, standard methods can be used to make inferences. However, these variables are found to have non-standard distributions.
To deal with this problem, copulas (Joe, 1997 (Joe, , 2014 Nelsen, 2006) seem to be a potential solution. Copulas are a useful way to model multivariate response data, as they account for the dependence structure and provide a flexible representation of the multivariate distribution. Nevertheless, as acknowledged in Lojowska et al. (2012) , there is no parametric copula function available in the literature for modelling the dependence structure between the time a vehicle leaves home and the time a vehicle arrives home. Recharging an EV's battery can take place in the time interval which starts at the moment a driver arrives home and finishes upon departure from home. Figure 1 depicts the relationship between these two variables, and indeed reveals that none of the existing parametric families of copulas (see e.g., Donat and Marra 2018 or Joe 1997 , 2014 can model the joint distribution of these variables. Note in passing that in the right panel graph of Figure 1 , we transform the data to the uniform scale by applying their empirical distributions, in order to isolate the effect of the marginal distributions and solely focus on the dependence structure. In this paper, we propose a new parametric family of copulas that can represent the dependence structure between the travelling times. A multivariate 2-finite normal mixture (FNM) copula has been proposed by Nikoloulopoulos and Karlis (2009) to model multivariate discrete data. The correlation matrix for each mixture component was restricted to the identity matrix with the mixing operation introducing the dependence among the discrete responses. Therefore, it has a rather simple computational form, but suffers from a restricted range of attainable dependence. We will study the full dependence capacity of the bivariate K-FNM copula, where K is the number of mixture components, by using general correlation matrices for each mixture component.
The remainder of the paper proceeds as follows. Section 2 introduces the bivariate K-FNM copula and discusses its properties. Before that it has a brief overview of relevant copula theory. Section 3 shows that the proposed copula is a "blanket" copula, i.e., a copula that can "nearly" approximate any bivariate parametric copula. Section 4 exploits the use of the bivariate K-FNM copula to create the bivariate distribution of the times a vehicle leaves and arrives home. We conclude with some discussion in Section 5.
2 The bivariate K-finite normal mixture copula In this section we will define the bivariate K-FNM copula and study its properties. Before that, the first subsection has some background on bivariate copulas.
Overview and relevant background for copulas
A copula is a multivariate cumulative distribution function (cdf) with uniform U (0, 1) margins (Joe, 1997; Nelsen, 2006; Joe, 2014) . If F 12 is a bivariate cdf with univariate margins F 1 , F 2 , then Sklar's (1959) theorem implies that there is a copula C such that F 12 (y 1 , y 2 ) = C F 1 (y 1 ), F 2 (y 2 ) .
The copula is unique if F 1 , F 2 are continuous, but not if some of the F j have discrete components. If F 12 is continuous and (Y 1 , Y 2 ) ∼ F 12 , then the unique copula is the distribution of (U 1 , U 2 ) = (F 1 (Y 1 ), F 2 (Y 2 )) leading to
where F −1 j are inverse cdfs. In particular, if Φ 12 (·; θ) is the bivariate normal (BVN) cdf with correlation θ and standard normal margins, and Φ is the univariate standard normal cdf, then the BVN copula is
If C(·; θ) is a parametric family of copulas and F j (·; η j ) is a parametric model for the jth univariate margin, then C F 1 (y 1 ; η 1 ), F 2 (y 2 ; η 2 ); θ is a bivariate parametric model with univariate margins F 1 , F 2 . For copula models, the variables can be continuous or discrete (Nikoloulopoulos, 2013; Nikoloulopoulos and Joe, 2015) .
The bivariate K-FNM copula
Let a bivariate K-FNM distribution be defined as
where N 2 (µ, Σ) denotes the BVN distribution with mean vector µ = (µ 1 , µ 2 ) and covariance matrix Σ =
. Its cdf is given by
where Φ 2 (y; µ, Σ) is the cdf of the N 2 (µ, Σ) distribution.
cdf, then the bivariate K-FNM copula is defined as
Subsequently, one can derive the bivariate K-FNM copula density as below c(u 1 , u 2 ; π k , µ k , Σ k , k = 1, . . . , K) = f 2 F −1 (u 1 ; π k , µ k1 , σ k1 , k = 1, . . . , K), F −1 (u 2 ; π k , µ k2 , σ k2 , k = 1, . . . , K); π k , µ k , Σ k , k = 1, . . . , K
where f and f 2 is the univariate and bivariate density, respectively, of the K-FNM distribution.
Dependence properties of the K-FNM distribution
We study the dependence properties of the bivariate K-FNM distribution as these will be inherited to the copula.
The mean vector and covariance matrix of the K-FNM are given respectively by
To overcome the typical identifiability issues we priory assume that µ 1 + . . . + µ K = 0, i.e., the mean vectors become
and that the variances of the mixture components are set to one, i.e., σ 2 k1 = σ 2 k2 = 1 for k = 1, . . . , K.
The covariance matrix is then of the form ∆ = ∆ 11 ∆ 12 ∆ 12 ∆ 22 , where
and
As one can easily see, an identifiability problem still occurs. To overcome this, we set ν 1 = K − 1, ν 3 = · · · = ν 2K−3 = 1 and ν 2 = θ 1 , ν 4 = θ 2 , . . . , ν 2K−2 = θ K−1 .
Accordingly, the variance-covariance terms of ∆ reduce to
The Pearson's correlation parameter is
and can attain the ±1 values.
We depict some dependence shapes that can be imposed by the bivariate K-FNM copula with the above parametrization in Figure 2 .
Maximum likelihood estimation
In copula models, a copula is combined with a set of univariate margins. This is equivalent to assuming that variables Y 1 , Y 2 have been transformed to uniform random variables U 1 = F 1 (Y 1 ), U 2 = F 2 (Y 2 ). For data y ij , i = 1, . . . , n, j = 1, 2, we use either non-parametric or parametric univariate distributions to transform the K = 2 π 1 = 0.3 ρ 1 = 0.8 ρ 2 = −0.8 data y ij to copula data u ij = F j (y ij ), i.e., data on the uniform scale. These semi-parametric and parametric estimation techniques have been developed by Genest et al. (1995) and Joe (2005) , respectively, and can be regarded as two-step approaches on the original data or simply as the standard one-step maximum likelihood (ML) method on the transformed (copula) data.
To this end, estimation of the K-FNM copula parameters (π 1 , . . . , π K−1 , θ 1 , . . . , θ K−1 , ρ 1 , . . . , ρ K ) can be approached by maximizing the logarithm of the joint likelihood
where c(·; ·) is the K-FNM copula density given in (5). The estimated parameters can be obtained by using a quasi-Newton (Nash, 1990 ) method applied to the logarithm of the joint likelihood. This numerical method requires only the objective function, i.e., the logarithm of the joint likelihood, while the gradients are computed numerically and the Hessian matrix of the second order derivatives is updated in each iteration. The standard errors (SE) of the ML estimates can be also obtained via the gradients and the Hessian computed numerically during the maximization process.
3 Is the bivariate K-FNM a "blanket" copula?
In this section we will show that the K-FNM copula is quite close to any parametric family of copulas. We will use the Kullback-Leibler methodology (Joe, 2014, pages 234-241) to compare the new parametric copula family with existing parametric families of copulas. Before that, the first subsection provides choices of parametric bivariate copulas.
Existing parametric families of copulas
We will consider copula families that have different tail dependence (Joe, 1993) or tail order (Hua and Joe, 2011) .
Otherwise, it is reflection asymmetric often with more probability in the joint upper tail or joint lower tail. Upper tail dependence means that
is the survival or reflected copula of C; this "reflection" of each uniform U (0, 1) random variable about 1/2 changes the direction of tail asymmetry. Under some regularity conditions (e.g., existing finite density in the interior of the unit square, ultimately monotone in the tail), if there exists κ L (C) > 0 and some L(u) that is slowly varying at 0 + (i.e.,
can be defined by the reflection of (U 1 , U 2 ), i.e., After briefly providing definitions of tail dependence and tail order we provide below a list of bivariate parametric copulas with varying tail behaviour:
• Reflection symmetric copulas with intermediate tail dependence such as the BVN copula in (2) with
where θ is the copula (correlation) parameter.
• Reflection symmetric copulas with tail quadrant independence (κ L = κ U = 2), such as the Frank copula.
• Reflection asymmetric copulas with upper tail dependence only such as the Gumbel copula with λ L = 0 (κ L = 2 1/θ ) and λ U = 2 1/θ (κ U = 1), where θ is the copula parameter.
• Reflection asymmetric copulas with lower tail dependence only such as the Clayton copula with λ L = 2 −1/θ (κ L = 1) and λ U = 0 (κ U = 2), where θ is the copula parameter.
• Reflection symmetric copulas with tail dependence, such as the t ν copula with
, where θ is the correlation parameter of the bivariate t distribution with ν degrees of freedom, and T ν is the univariate t cdf with ν degrees of freedom.
• Reflection asymmetric copulas with upper and lower tail dependence that can range independently from 0 to 1, such as the BB1 copula with λ L = 2 −1/(θδ) (κ L = 1) and λ U = 2 − 2 1/δ (κ U = 1), where θ and δ are the copula parameters.
• Reflection asymmetric copulas with tail quadrant independence (κ L = κ U = 2), such as the the twoparameter BB10 copula.
The aforementioned bivariate copula families are sufficient for applications because tail dependence and tail order are properties to consider when choosing amongst different families of copulas, and the concepts of upper/lower tail dependence and upper/lower tail order are one way to differentiate families. Nikoloulopoulos and Karlis (2008) and Joe (2014) have shown that it is hard to choose a copula with similar tail dependence properties from real data because copulas with similar tail dependence properties provide similar fit.
Kullback-Leibler distance and sample size
For inferences based on likelihood, the Kullback-Leibler (KL) distance is relevant, especially as the parametric model used in the likelihood could be misspecified (Joe, 2014) . Typically, one considers several different models when analysing data, and from a theoretical point of view, the KL distance of pairs of competing models provides information on the sample size need to discriminate them.
We will define KL distance for two copula densities and the expected log-likelihood ratio. Because the KL is a non-negative quantity that is not bounded above, we use also the expected value of the square of the log-likelihood ratio in order to get a sample size value that is an indication of how different two copula densities are. Consider two copula densities (competing models) c 1 and c 2 with respect to Lebesgue or counting measure in R 2 . The KL distance between copulas with densities c 1 , c 2 is defined as
The KL distance can be interpreted as the average difference of the contribution to the log-likelihood of one observation.
We use the log-likelihood ratio to get a sample size n c 1 c 2 which gives an indication of the sample size needed to distinguish c 1 and c 2 with probability at least 0.95. If c 1 , c 2 are similar, then c 1 , c 2 will be larger, and if c 1 , c 2 are far apart, then n c 1 c 2 will be smaller. The calculation is based on an approximation from the Central Limit Theorem and assumes that the square of the log-likelihood ratio has finite variance when computed with c 1 being the true density (Joe, 2014) . If the variance of of the log-density ratio is
then the KL sample size is
This is larger when KL(c 1 , c 2 ) is small or the variance σ 2 c 1 is large.
Minimizing the KL distance
For a theoretical likelihood comparison between existing bivariate parametric families of copulas and the bivariate K-FNM copula we minimize the KL distance in (6) where the true c 1 is the copula density of each of parametric bivariate copulas in Subsection 3.1 and c 2 is the copula density of the K-FNM copula in (5), and hence (a) obtain the parameters of the K-FNM copula that is quite close to the true copula in KL distance, (b) the KL sample size for these parameters. The minimized KL distances and resultant sample sizes will show the similarity or dissimilarity of the K-FNM copula with the existing parametric families of copulas.
Numerical evaluation of KL(c 1 , c 2 ) or the variance σ 2 c 1 is easily done with the following steps:
1. Calculate Gauss-Legendre quadrature points {u q : q = 1, . . . , n q } and weights {w q : q = 1, . . . , n q } in terms of standard uniform; see e.g., Stroud and Secrest (1966) .
2. Convert from independent uniform random variables {u q 1 : q 1 = 1, . . . , n q } and {u q 2 : q 2 = 1, . . . , n q } to dependent uniform random variables {u q 1 : q 1 = 1, . . . , n q } and {C −1 1 (u q 2 |u q 1 ; θ) : q 1 = q 2 = 1, . . . , n q } that have copula C 1 . The inverse of the conditional distribution C 1 (u 2 |u 1 ) = ∂C 1 (u 1 , u 2 )/∂u 1 corresponding to the copula C 1 is used to achieve this. 
Numerically evaluate
With Gauss-Legendre quadrature, the same nodes and weights are used for different functions; this helps in yielding smooth numerical derivatives for numerical optimization via quasi-Newton Nash (1990) . Our comparisons show that n q = 15 is adequate with good precision to at least at four decimal places; hence it also provides the advantage of fast implementation. Table 1 shows the minimized KL distances and the corresponding 2-FNM copula parameters and KL sample sizes for comparing 1-parameter copula families, with symmetric or asymmetric dependence as the Kendall's τ varies from 0.1 to 0.9, versus the bivariate 2-FNM copula. Table 2 shows the minimized KL distances and the corresponding 2-FNM or 3-FNM copula parameters and KL sample sizes for comparing the BB1 copula, with reflection asymmetric tail dependence (λ L = λ U ) as the lower and upper tail dependence varies from 0.1 to 0.9 and from 0.9 to 0.1, respectively, versus the bivariate 2-or 3-FNM copula. Table 3 shows the minimized KL distances and the corresponding 2-FNM or 3-FNM copula parameters and KL sample sizes for comparing the t ν copula for a small ν, with reflection symmetric tail dependence (λ L = λ U ) as the Kendall's τ varies from 0.1 to 0.9, versus the bivariate 2-or 3-FNM copula. The conclusion from the values in the tables are:
• The K-FNM copula is close to any parametric bivariate family of copulas and a large sample size is required to distinguish when the Kendall's τ values range from 0.1 (weak dependence) to 0.5 (moderate dependence).
• To approximate copulas with refection symmetric or asymmetric tail dependence, they are required up to K = 3 mixture components, while for any 1-parameter family K = 2 mixture components are sufficient.
• Since the K-FNM copula and each of the parametric families of copulas have the same strength of dependence as given by Kendall's τ , the magnitude of the KL distance is related to the closeness of the strength of dependence in the tails. This is because copula densities can asymptote to infinity in a joint tail at different rates (tail order less than dimension d) or converge to a constant in the joint tail (if tail : Minimized KL distances and the corresponding 2-FNM or 3-FNM copula parameters and KL sample sizes for comparing the tν copula for a small ν, with reflection symmetric tail dependence (λL = λU ) as the Kendall's τ varies from 0.1 to 0.9, versus the bivariate 2-or 3-FNM copula. • Copula families with stronger dependence have larger KL distance with the K-FNM copula than those with weaker dependence when strength of dependence in the tails are different based on the tail orders. Figure 3 summarizes these results by depicting the contour plots of the 2-or 3-FNM copula with the parameters in Tables 1-3, i.e., the ones that the FNM copulas are close in terms of KL distance to the true copulas, and normal margins, along with the contour plots of the true copulas with normal margins. We summarize the case of τ = 0.5 (λ L = 0.4, λ U = 0.6 for BB1).
If two copula models are applied to discrete variables and have the same strength of dependence as given by the Kendall's τ , then the KL distance gets smaller. This is because the different asymptotic rates in the joint tails of the copula density do not affect rectangle probabilities for the log-likelihood with discrete response (Joe, 2014) . This means that a discretized K-FNM copula model will be close to any copula model for discrete data even for strong dependence.
To show that we use ordinal response variables, say Y 1 , Y 2 with regressions on a scalar covariate x, which is assumed to take X values equally spaced in [1, 1] . Let Z be a latent variable with cdf F, such that Y = y
where Y is the number of categories of Y (without loss of generality, we assume α 0 = −∞ and α Y = ∞), and β is the slope of x. From this definition, the ordinal response Y j is assumed to have probability mass function (pmf)
Note that G normal leads to the probit model and G logistic leads to the cumulative logit model for ordinal response. With copula families, the bivariate pmf (see e.g., Nikoloulopoulos and Karlis 2010) can be obtained
Let f and g denote the bivariate pmfs defined as in (7) for the bivariate Clayton and K-FNM copula, respectively. Then the KL(f, g) is
log f (y 1 , y 2 |x) g(y 1 , y 2 |x) f (y 1 , y 2 |x). Table 4 shows the minimized KL distances, the corresponding 2-FNM copula parameters and KL sample sizes for comparing the discretized Clayton copula model, as the Kendall's τ varies from 0.1 to 0.9, versus the discretized 2-FNM copula model. We show the comparison results versus the Clayton copula, as in Table 1 it was revealed that the Clayton copula is the 1-parameter copula family which is the most far apart from the 2-FNM copula for continuous responses. We used univariate ordinal regressions, but note that using ordinal probit regressions led to similar results. τ = 0.5 π 1 = 0.5 θ 1 = 0.45 ρ 1 = 0.65 ρ 2 = 0.65 τ = 0.5 π 1 = 0.5 θ 1 = 0.88 ρ 1 = 0.40 ρ 2 = 0.40 Tables 1-3, i.e., the ones that the FNM copulas are close in terms of KL distance to the true copulas, and normal margins, along with the contour plots of the true copulas with normal margins. The conclusions from the table and the computations we have done for other copula families are:
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• The K-FNM copula is close to any parametric bivariate family of copulas if two copulas models are applied to discrete variables.
• With discrete response variables, it takes larger sample sizes to distinguish the K-FNM copula (because tails of the copula densities would not be "observed").
• The KL distances (sample sizes) get larger (smaller) with less discretization, i.e., as Y increases.
Application to the transportation data
In this section we apply the K-FNM copula to the transportation data of the year 2008 provided by the Dutch Ministry of Transportation (see Section 1). The data comprise n = 8, 579 observations. Our objective is to describe the joint distribution of the time Y 1 a vehicle leaves home and the time Y 2 a vehicle arrives home.
We estimate each marginal distribution non-parametrically by the empirical distribution function of Y j , viz.
where r ij denotes the rank of y ij . Hence we allow the distribution of the continuous margins to be quite free and not restricted by parametric families. We use simple diagnostics, such as scatter plots of the variables (Figure 1) , to identify the suitable copula family. Although copula theory uses transforms to standard uniform margins, for diagnostics, we convert the original data to normal scores using the normal quantiles of their empirical distributions. With a bivariate normal scores plot (Nikoloulopoulos et al., 2012) one can check for deviations from the elliptical shape that would be expected with the BVN copula, and hence assess if tail asymmetry exists on the data. In Figure 4 we depict the bivariate normal scores plot for the travelling times. From the plot, it is revealed that there is more skewness in the upper tail and that none of the existing parametric families of copulas can adequately model the dependence structure of the travelling times.
To find a copula model that provides a good fit to the travelling times we don't use goodness-of-fit procedures (see e.g., Genest et al. 2009 and the references therein), but we rather adopt the Akaike's information criterion (AIC). The goodness-of-fit procedures involve a global distance measure between the model-based and empirical distribution, hence they might not be sensitive to tail behaviours and are not diagnostic in the sense of suggesting improved parametric models in the case of small p-values (Joe, 2014) . For vine copulas, Dissmann et al. (2013) found that pair-copula selection based on likelihood and AIC seem to be better than using bivariate goodness-of-fit tests. The AIC is −2 × ℓ + 2 × (# model parameters) and a smaller AIC value indicates a copula model better approximates both the dependence structure of the data, and the strength of dependence in the tails. Note in passing that the discussion and results below also apply to other information criteria such as the Bayesian information criterion.
As a baseline comparison, we initially fit the typical copula families presented in Section 3.1. To make it easier to compare strengths of dependence, we convert the copula parameters to Kendall's τ 's via the relations in Joe (2014, Chapter 4) . Table 5 gives the AICs, estimated copula parameters and their SE, along with the family-based Kendall's τ and tail dependence parameters λ L , λ U for each fitted parametric family of copulas.
The AICs show, that among the existing parametric families of copulas, the BB10 copula provides the best fit. Then we exploit the use of the K-FNM copula to construct a plausible copula family to represent the joint distribution of travelling times. Table 6 gives the AICs, estimated copula parameters and their SE, along with the family-based Kendall's τ for different numbers of components. The estimated Kendall's τ 's, viz.
τ (Y 1 , Y 2 ;π 1 , . . . ,π K−1 ,θ 1 , . . . ,θ K−1 ,ρ 1 , . . . ,ρ K ) =
−1+4
1 0 1 0 C(u 1 , u 2 ;π 1 , . . . ,π K−1 ,θ 1 , . . . ,θ K−1 ,ρ 1 , . . . ,ρ K )dC(u 1 , u 2 ;π 1 , . . . ,π K−1 ,θ 1 , . . . ,θ K−1 ,ρ 1 , . . . ,ρ K ), have been calculated via adaptive bivariate integration over hypercubes (Narasimhan et al., 2018) ; C(·; ·) is the K-FNM copula cdf given in (3). The AICs show, that the 4-FNM copula provides the best fit and provides much better fit than the BB10, since the AIC has been improved by 1961.9 = −2095.3 − (−4057.162). Note in passing that using K > 4, the estimated mixing probabilities for the extra components were close to zero, and, hence, there was no improvement in fit. In Figure 5 we depict the estimated contour plot of the 4-FNM copula with standard normal margins, along with the bivariate normal scores plot for the travelling times. From the plots, it is revealed that the 4-FNM copula provides a realistic representation of the joint distribution. The new-parametric family of copulas does not only allow to make accurate inferences that are based on the joint distribution, but also provides superior statistical inference for the parameters of interest, such as
Kendall's τ . From Table 6 , it is revealed that the Kendall's τ was underestimated using simple parametric families of copulas and a change from a τ -value of 0.17 (BB10-based) to one >0.28 has been achieved. 
Discussion
We have proposed the K-FNM parametric family of bivariate copulas and demonstrated that the new family is so flexible, it removes the ad-hoc constraints on the tails of existing parametric copula families, and is able to handle various dependence patterns that appear in the existing parametric bivariate copula families. A similar construction in the literature, which is called Bayesian non-parametric estimation of a copula (Wu et al., 2015; Dalla Valle et al., 2018) , takes BVN copulas as the mixture components, hence it allows only for reflection symmetric dependence and is not as general as the proposed K-FNM copula, which can allow reflection asymmetric dependence.
The use of the FNM copula can remedy the bivariate copula selection issue. There exist many bivariate copula families, and as the new copula family can "nearly" approximate any of these, then the selection of the appropriate copula family among many candidates can be subsided by solely using the K-FNM copula.
This applies when the data are continuous and have weak to moderate dependence and when the data are discrete for any different strength of dependence. Given that bivariate copulas are building blocks for many multivariate dependence models such as the vine (e.g., Panagiotelis et al. 2012; Erhardt and Czado 2018) and
factor (e.g., Krupskii and Joe 2013; Nikoloulopoulos and Joe 2015) copula models, there is much potential of the proposed copula for building up more complex multivariate dependence models. Future research will focus on exploring this potential in modelling real multivariate datasets that have complex dependence structures.
