This paper is devoted to the study of the linearization problem of system of three second-order ordinary differential equations 
, , , = are found.
The sufficient conditions for linearization by restricted class of point transformation
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Introduction
In general, physical applications of differential equations are in the form of nonlinear equations, which are very difficult to solve explicitly. Most of the solutions are approximate solutions. In solving nonlinear ordinary differential equations, one of the solving methods is reducing nonlinear ordinary differential equations to be linear ordinary differential equations, which makes the method easier and then we have exact solution of original equation. The first linearization problem for single second-order ordinary differential equations was solved by S. Lie [1] . He found the general form of all ordinary differential equations of second-order that can be reduced to a linear equation by changing the independent and dependent variables. He showed that any linearizable second-order equation should be at most cubic in the first-order derivative and provided a linearization test in terms of its coefficients. The linearization criterion is written through relative invariants of the equivalence group. A. M. Tresse [2] and R. Liouville [3] treated the equivalence problem for second-order ordinary differential equations in terms of relative invariants of the equivalence group of point transformations. In [4] an infinitesimal technique for obtaining relative invariants was applied to the linearization problem. A different approach to tackling the equivalence problem of second-order ordinary differential equations was developed by E. Cartan [5] . The idea of his approach was to associate with every differential equation a uniquely defined geometric structure of a certain form.
The linearization problem for a system of second-order ordinary differential equations was studied in [6, 7] . In [6] , Wafo and Mahomed found the criteria for linearization of a system of two second-order ordinary differential equations which are related with the existence of an admitted four-dimensional Lie algebra. In [8] , Aminova and Aminov gave the necessary and sufficient conditions for a system of second-order ordinary differential equations to be equivalent to the free particle equations. Particular class of systems of two (n = 2) second-order ordinary differential equations was considered by Mahomed and Qadir [9] and they also provided the construction of the linearizing point transformation by using complex variables. Some first-order and second-order relative invariants with respect to point transformations for a system of two ordinary differential equations were obtained in [10] . In [11] , Sookmee and Meleshko proposed a new method of linearizing a system of equations, where a given system of equations is reduced to a single equation to which the Lie theorem on linearization is applied. In [12] , necessary and sufficient conditions for a system of two second-order ordinary differential equations to be equivalent to the simplest equations were obtained by using the implementation of Cartan's method. Linearization criteria for a system of two second-order ordinary under general point transformation were obtained in [13] . In [7] , linearization criteria for a system of two second-order ordinary differential equations to be equivalent to the linear system with constant coefficients matrix via fiber preserving point transformations were achieved. Nowadays, the linearization problem of a system of three second-order ordinary differential equations to be equivalent to linear system via point transformations is open. Hence, it's worth solving this problem as essential part of a study of differential equations.
The manuscript is organized as follows. In Section 2, the necessary conditions of linearization of a system of three second-order ordinary differential equations in the general case of point transformations are presented. In particular, in Section 3, sufficient conditions for linearizing restricted class of point transformations are obtained. Examples which illustrate the procedure of using the linearization theorems are presented in Section 4.
Necessary Conditions for Linearization
We begin with investigating the necessary conditions for linearization. We consider a system of three secondorder ordinary differential equations ( ) ( ) ( ) 1  1  1  2  3  1  2  3   2  2  1  2  3  1  2  3   3  3  1  2  3  1  2  3   , , , , , ,  ,   , , , , , ,  , , , , , , , , which can be transformed to a linear system ( ) ( ) ( )
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, , , (41)- (43), one gets the system (4). □
Sufficient Conditions for Linearization
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Linearizing Transformation
By the prove of Theorem 2, we arrive at the following corollary. Corollary 3. Provided that the sufficient conditions in Theorem 2 are satisfied, the transformation (44) mapping system (4) to a linear system (2) is obtained by solving the following compatible system of equations for the functions ( ) ( ) ( ) 
Examples
Example 1. Consider the system of nonlinear ordinary differential equation. 
It is a system of the form (4) 
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