t } t>0 associated with ∆ λ are both bounded on
Introduction and statement of main results
Let (X , µ) be a measure space and T * := {T ǫ } ǫ>0 a family of operators bounded on L p (X , µ) for p ∈ (1, ∞) such that lim ǫ→0 T ǫ f exists in some sense. A classical way to measure the speed of convergence of {T ǫ } ǫ>0 is to study square functions of the type (
, where ǫ i → 0. Recently, other expressions have been considered, among which are the ρ-variation and the oscillation operators; see, for instance, [2, 4, 9, 10, 11, 14, 15, 17, 19, 20] . Recall that variation operator V ρ (T * f ) is defined by V ρ (T * f )(x) := sup
where the supremum is taken over all sequences {ǫ i } decreasing to zero. The oscillation operator O(T * f ) can be introduced as
with {ǫ i } being a fixed sequence decreasing to zero. The L p -boundedness of these operators were studied by Bourgain [2] for p = 2 and by Jones et al. [18] for p ∈ [1, ∞) in the context of ergodic theory. Since then, in harmonic analysis, the study of boundedness of oscillation and variation operators associated with semigroups t } t>0 as special cases, where dm λ (x) := x 2λ dx and dx is the Lebesgue measure.
The aim of this paper is to prove the L p (R + , dm λ )-boundedness and their endpoint estimates of the oscillation and variation operators for {P [λ] t } t>0 and {W [λ] t } t>0 , respectively. To this end, we recall some necessary notation.
Let P
[λ] * := {P [λ] t } t>0 be a family of Poisson semigroup operators defined by
t (x, y)f (y) y 2λ dy , where J ν is the Bessel function of the first kind of order ν with ν ∈ (−1/2, ∞) and
t (x, y) = (sin θ) 2λ−1 (x 2 + y 2 + t 2 − 2xy cos θ) λ+1 dθ, t, x, y ∈ (0, ∞);
(1.3)
see [5] . Let {t j } j>0 be a fixed decreasing sequence converging to zero and ρ > 2. The ρ-variation operator V ρ (P 
The first main result of this paper is as follows.
For the endpoint p = 1, we also consider the boundedness of O(P
Hardy space H 1 (R + , dm λ ) in [5] . Throughout this paper, for any x, r ∈ R + , we define I(x, r) := (x − r, x + r) ∩ R + .
Definition 1.2 ([5]). A measurable function a is called an
, where for every j, a j is an H 1 (R + , dm λ )-atom and α j ∈ C, with
where the infimum is taken over all possible decompositions of f as above.
We now state the boundedness of O(P
As a consequence of Theorem 1.3, we have the following characterization of
Moreover, there exists a positive constant C > 1 such that
For p = ∞, we study the boundedness of O(P
where
Our result concerning the boundedness of O(P
t } t>0 be the heat semigroup associated with ∆ λ defined by setting, for all f ∈ 1≤p≤∞ L p (R + , dm λ ) and x ∈ R + ,
(see [5, pp. 200-201] t } t>0 .
The organization of this paper is as follows. Section 2 is devoted to the proof of Theorem 1.1. For this purpose, we first establish a basic proposition on the upper bounds of the Poisson kernel and its derivatives. Then we prove the
by using the result in [19] on the oscillation and variation for symmetric diffusion semigroups (see Lemma 2.2). Moreover, using the Calderón-Zygmund decomposition, the basic proposition and the 
As an application, by the characterization of H 1 (R + , dm λ ) space via the maximal operator M P [λ] of the Poisson semigroup {P [λ] t } t>0 in [5] , we further establish an equivalent characterization of
Based on the proposition in Section 2 and properties of BMO(R + , dm λ ), we in Section 4 obtain the boundedness of O(P [λ] * ) and V ρ (P [λ] * ) on BMO(R + , dm λ ). We borrow the ideas in [9] . However, compared with the case in [9] , since the Poisson semigroup {P [λ] t } t>0 associated with ∆ λ has the conservation property P t (1) = 1, our argument is more straightfoward than that in [9] .
Throughout the paper, we denote by C positive constants which is independent of the main parameters, but it may vary from line to line. For every p ∈ (1, ∞), we denote by p ′ the conjugate of p, i.e., 1/p ′ + 1/p = 1. If f ≤ Cg, we then write f g or g f ; and if f g f , we write f ∼ g. For any k ∈ R + and I := I(x, r) for some x, r ∈ (0, ∞), kI := I(x, kr). For any x, r ∈ (0, ∞), if x < r, then
Thus, we may assume that x ≥ r.
2 L p (R + , dm λ )-boundedness and weak type (1,1) estimates
In this section, we provide the proof of Theorem 1.1. To begin with, we first establish a basic proposition on the upper bounds of the Poisson kernel and its derivatives, which is a useful tool in this paper.
Proposition 2.1. There exists a positive constant C such that for any x, y, t ∈ (0, ∞),
and P
[λ]
ii)
and
iii)
.
iv)
Proof. We first show i). By (1.3) and the fact 5) it is easy to see (2.1) holds. On the other hand, by the fact that for θ ∈ [0, π/2], sin θ ∼ θ and 1 − cos θ ≥ 2(θ/π) 2 , we have
This implies (2.2) and hence i).
Observe that
Then using a similar argument, we see that ii)-iv) hold. This finishes the proof of Proposition 2.1.
Before we present the proof of Theorem 1.1, we also need two auxiliary lemmas which were established in [19] and [12] . Lemma 2.2. Let (Σ, dµ) be a positive measure space and T * = {T t } t>0 a symmetric diffusion semigroup satisfying that T t T s = T s T t for any t, s ∈ (0, ∞), T 0 = I the identity operator,
Then the operators V ρ (T * ) and O(T * ) defined in (1.1) and (1.2) are both bounded on L p (Σ, dµ) for any p ∈ (1, ∞).
It is straightforward from the definition of m λ (i.e., dm λ (x) := x 2λ dx) that there exists a finite constant C > 1 such that for all x, r ∈ R + ,
This means that (R + , | · |, dm λ ) is a space of homogeneous type in the sense of [12, 13] .
The following Calderón-Zygmund decomposition was established in [12, pp. 73-74] in the setting of spaces of homogeneous type. Lemma 2.3. Let f ∈ L 1 (R + , dm λ ) and η > 0, there exist a family of intervals {I j } j , and constants C > 0 and M ≥ 1, such that
Proof of Theorem 1.1. We first claim that {P [λ] t } t>0 satisfies the conditions in Lemma 2.2. In fact, {P
t } t>0 satisfies (T ii ). Third, recall that for any t, x, y ∈ (0, ∞), the kernel P
satisfies (1.3), which implies (T iii ). Moreover, by [5, p. 208] , the conservation property (T iv ) holds for {P [λ] t } t>0 . According to Lemma 2.2, we conclude that O(P
We next establish the weak (1,1) estimation. We only give the proof of O(P 
it suffices to prove
For (2.6), by the L 2 -boundedness of O(P
[λ] * ) and Lemma 2.3 (ii), we have
This shows (2.6). Now, we prove (2.7). LetĨ j := 3I j and I := jĨ j . Using the doubling property of m λ and Lemma 2.3 (iv), we write
It remains to estimate the last term. For each j, by the fundamental theorem of calculus, we now analyze the operator
By (i) and (iii) of Lemma 2.3, we have
where y j is the center of I j . This yields that
Then applying Lemma 2.3 (i) and the mean value theorem, we write
where for y ∈ I j , ξ := sy + (1 − s)y j for certain s ∈ (0, 1).
To estimate T 1 , we first claim that
(2.8)
In fact, for any x ∈ R + \Ĩ j and y, ξ ∈ I j , we have
We further consider the following two cases: Case 1: x ≤ 2|x − y|. In this case,
By Proposition 2.1 iv) and (2.9), we see that
t (x, ξ)
Case 2: x ≥ 2|x − y|. In this case, m λ (I(x, |x − y|)) ∼ x 2λ |x − y|. Since x / ∈Ĩ j and y ∈ I j , x ∼ y ∼ ξ, we have that by (2.9),
Thus, applying (2.4), we conclude that
Combining the two cases above, we conclude that (2.8) holds.
For x / ∈Ĩ j and y ∈ I j , by (2.8) and Lemma 2.3 (iii), we have that
Now we estimate T 2 . By (2.8) and Lemma 2.3 (iii) again, we have
Consequently, we obtain T 2 1 η f L 1 (R + , dm λ ) . Therefore, we have
This finishes the proof of Theorem 1.1.
(H
In this section, we present the proofs of Theorems 1.3 and 1.4. The proof for V ρ (P Proof of Theorem 1.3. Assume that f ∈ H 1 (R + , dm λ ). Then we have that f = α k a k , where a k is an H 1 (R + , dm λ )-atom such that k |α k | < ∞ and there exists an open bounded interval
t is bounded on L 1 (R + , dm λ ) for each t ∈ (0, ∞), we have P
t (a k ). Moreover, we write
. Applying Minkowski's inequality for series, we have
Therefore,
For any x / ∈ 2I k , we see that
Combining R + a k (x)dm λ (x) = 0 and the mean value theorem yields
where ξ := sy + (1 − s)x k for s ∈ (0, 1).
For any y, ξ ∈ I k , x ∈ R + \ 2I k , we have |x − ξ| ∼ |x − y|. Thus, by (2.8), we see that
This means
This finishes the proof of Theorem 1.3.
We next present the proof of Theorem 1.4.
see [5] . In fact, it suffices to verify that for any t ∈ (0, ∞) and a. e. x ∈ R + ,
To this end, recall that P [26, p. 362] . Then for a. e. x ∈ R + , we have that P [λ] t f (x) → f (x) as t → 0 + . Thus for fixed t ∈ (0, ∞) and any ε ∈ (0, ∞), there exists t 0 ∈ (0, t) such that for anyt ∈ (0, t 0 ),
Lett ∈ (0, t 0 ) and {t j } ∞ j=1 ց 0 satisfying that t 1 := t and t 2 :=t. Then we conclude that
Since ε is arbitrary, we see that (3.6) holds. This shows (3.4). From (3.4) and the assumption that f, V ρ (P
This further implies that f ∈ H 1 (R + , dm λ ) and
, which together with (3.3) completes the proof of Theorem 1.4.
4 The BMO(R + , dm λ )-type estimation
In this section, inspired by the methods in [9] , we apply Theorem 1.1 and some properties of BM O(R + , dm λ ) space defined in [13] to prove Theorem 1.6.
Proof of Theorem 1.6. Let f ∈ BMO(R + , dm λ ), it suffices to prove that for any interval I := I(x 0 , r) with x 0 ∈ R + and r > 0,
where j 0 ∈ N such that t j 0 −1 ≥ 8r > t j 0 ,
, f I, λ is as (1.4) and P
t (f I, λ ) if t < 8r and P
It follows that
We write
Then, for G 1 we have
From the conservation property P t (1) = 1 for all t > 0, we deduce that G 13 = 0. By Hölder's inequality, John-Nirenberg's inequality (see [13] ) and the fact O(P
For G 12 , we write
Similar to the estimate of (2.8), by Proposition 2.1 iii), we see that for any y ∈ R + \ 2I and x ∈ I,
From this and the fact that for any k ∈ N,
it follows that
Combining the arguments of G 11 and G 12 , we obtain G 1 f BMO(R + , dm λ ) . For G 2 , by the mean value theorem, there exists ξ := sx 0 + (1 − s)x for some s ∈ (0, 1) such that
t (f − f I, λ )(x) − ∂ t P t (x, y) − ∂ t P Recall that the Poisson maximal function M P [λ] f in (3.5) is bounded on L p (R + , dm λ ) for any p ∈ (1, ∞)(see [5] or [24, p. 73] ). Then by this, Hölder's inequality and John-Nirenberg's inequality, we conclude that
f BMO(R + , dm λ ) .
To estimate G 31 , observe that by Proposition 2.1 i), for 0 < t ≤ 8r and x ∈ I,
t (x, y) |f (y) − f I, λ | y 2λ dy |f (y) − f I, λ |y 2λ dy f BMO(R + , dm λ ) .
Therefore G 3 f BMO(R + , dm λ ) .
Since P t (x, y) − P t (x 0 , y) |f (y) − f I, λ |y 2λ dy
