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A theorem of BeurlingLaxHalmos represents a subspace M of H 2C (D)the
Hardy space of analytic functions with values in the Hilbert space E and square
summable power seriesinvariant for multiplication by z as 8H 2F , where F is a
subspace of E and 8 is an inner function with values in L(F, E). When the Hardy
space is replaced by the Hilbert space H(k) determined by a NevanlinnaPick
kernel k, such as the Dirichlet kernel or the row contraction kernel on the ball in Cd,
the BLH Theorem survives with F an auxiliary Hilbert space and 8 a L(F, E)
valued function which is inner in the sense that the operator M8 of multiplication
by 8 is a partial isometry. Under mild additional hypotheses, when E=C, Mz , the
operator of multiplication by z, is cellularly indecomposable and has the codimen-
sion one property; however, if M is invariant for Mz , MMzM need not be a
cyclic subspace for Mz restricted to M.  2000 Academic Press
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0. INTRODUCTION
Let H 2E (D) denote the Hardy space of analytic functions with values in
the complex Hilbert space E and square summable power series. A rich and
revered theory, initiated by Beurling, exists for subspaces M of H 2E (D)
which are invariant for the shift operator of multiplication by z. For
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instance, a result of BeurlingLaxHalmos (BLH) says that for such M
there exists a subspace F of E and an analytic function 8 with values in
L(F, E), the space of bounded linear operators from F to E, such that
8 is inner and M=8H 2F (D). With a modest but necessary modification,
this result of BLH extends to the vector-valued Hilbert spaces associated
with a NevanlinnaPick kernel.
Let 0 denote a set and k a positive semidefinite kernel over 0; i.e., a
function k: 0_0 [ C which is positive in the sense that for each finite set
E/0 the matrix
(0.1) (k(x, y))y, x # E
is positive semidefinite. Let H(k) denote the Hilbert space obtained by
closing up the pre-Hilbert space of linear combination of [k( } , x): x # 0]
modulo null vectors in the inner product determined by
(0.2) (k( } , y), k( } x))=k(x, y).
Elements of H(k) are thought of as functions on 0 by identifying f # H(k)
with the function
(0.3) f (x)=( f, k( } , x)).
The vector-valued version of H(k) is the tensor product HE (k)=EH(k).
The space HE (k) can also be thought of as the space of E valued functions
on 0 obtained by closing up finite linear combinations of [ek( } , x): e # E,
x # 0] modulo null vectors in the inner product determined by
(0.2$) (ek( } , y), fk( } , x))=(e, f ) k(x, y)
and identifying f # HE (k) with the vector valued function
(0.4) ( f (x), e) E =( f, ek( } , x)) HE(k) .
A function ,: 0 [ C defines an operator M*, on the linear span of the set
[k( } , x): x # 0] by M*,k( } , x)=,(x) k( } , x). The function , is a multiplier
if M*, extends to a bounded operator on H(k). In this case, for each
f # H(k), M, f (x)=,(x) f (x) # H(k).
More generally, given Hilbert spaces E and F, a function 8: 0 [
L(F, E) is a multiplier if the operator densely defined by M*8ek( } , x)=
8(x)* ek( } , x) extends to a bounded operator from HE (k) to HF (k). The
multiplier 8 is inner if M8 is a partial isometry. If ,: 0 [ C is a multiplier
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and E is a Hilbert space, then , also determines a multiplier I,:
0 [ L(E), where I is the identity on E. We often write ,, instead of I,.
Choose a base point | # 0 with k(|, |)>0. The positive semidefinite
kernel k is a NevanlinnaPick Kernel, and NP kernel for short, if there
exists a positive semidefinite function b: 0_0 [ C such that |b( y, x)|<
k(|, |) and
(0.5) k( y, x) k(|, |)&k( y, |) k(|, x)=b( y, x) k( y, x).
Since b( y, x) is positive semidefinite, there exists an index set B and func-
tions bj , j # B, such that
(0.6) b( y, x)=:
j
bj ( y) bj (x).
It is not hard to see that each bj is a multiplier.
0.7. Theorem. If k is an NP kernel and if M/HE (k) is a subspace,
then the following are equivalent.
(1) M is invariant for each Mbj ;
(2) there exist an auxiliary Hilbert space F and an inner function
8: 0 [ L(F, E) such that M8M*8 is the projection onto M and
(0.8) M=8HF (k);
(3) M is invariant for M, for every scalar multiplier ,.
Moreover, if k is a positive semidefinite kernel and if there exists an
auxiliary Hilbert space F and an inner function 8: 0 [ L(F, C) such that
&8(x)&<1 for each x and M8M*8 is the projection onto M|=[ f # H(k) :
f (|)=0], then k is an NP kernel.
Note that the result does not depend upon the choice of bj because of the
equivalence of items (1) and (3). In any event, there is usually a canonical
choice of bj , either finite or countable.
It is worthwhile to consider some consequences and special cases of
Theorem (0.7).
For the Szego kernel, k: D_D [ C,
(0.9) k(z, w)=
1
1&zw
,
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relation (0.5) is satisfied with |=0 and b(z, w)=zw . In this case, M
satisfies (0.7) if and only if M is invariant for the shift. Further, although
it doesn’t follow from the statement of (0.7) and in general it is not true,
in the case of the Szego kernel the proof of (0.7) plus a short argument
shows that it is possible to choose F a subspace of E and M8 an isometry,
thus recovering the usual BLH theorem.
Often the kernel, like the Szego kernel, carries analytic structure. In this
case 0 is a domain in Cd, | is assumed to be 0, and k(z, w) is analytic in
z=(z1 , ..., zd) and conjugate analytic in w=(w1 , ..., wd). For example, let
Bd denote the unit ball [z # Cd : &z&<1] in Cd and kd the row contraction
kernel,
(0.10) kd (z, w)=
1
1&(z, w)Cd
.
Then kd is an NP kernel with b(z, w)=(z, w) . In this case, a subspace
M satisfies (0.7) if and only if it is invariant for multiplication by the
coordinate functions zj . While it is not obvious, the Dirichlet kernel
k: D_D [ C,
(0.11) k(z, w)=:

0
(zw )n
n+1
.
is an NP kernel [1, 15].
Several additional results are obtained by specializing to the scalar case,
E=C, and assuming k is an NP kernel with k( } , |)=1. If M satisfies the
hypothesis of (0.7), then M contains the multiplier ,=88(|)* 1. Conse-
quently, the algebra of scalar multipliers is cellularly indecomposable: any
two nontrivial subspaces satisfying (0.7) have a nontrivial intersection.
Further, , # M is a contractive multiplier, a result of Richter and Sundberg
for the Dirichlet shift [12]. To see this, observe PM k( } , |)=PM1=,, and
&,&2=(88(|)* 1, k( } , |)) =8(|) 8(|)*. This justifies the estimate,
(0.12) &M, &&M8& &8(|)*&=1 &,&.
An operator T has the codimension one property [11] if MTM has
dimension one for every subspace M invariant for T. If T is cellularly
indecomposable and bounded below, then T has the codimension one
property [11]. Consequently, if T=Mz is bounded above and below and
if every invariant subspace for T is hyperinvariant, then T has the codimen-
sion one property; however, as a weighted shift example shows, even if the
vector ,=PM 1 is not zero, it need not be cyclic for T.
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The choice of base point plays only a small role. For instance, if k is
positive semidefinite and never vanishes, then k is an NP kernel if and only
if for each p # 0 there exists a positive semidefinite kernel b(z, w; p) such
that
(0.13) k( p, p) k(z, w)&k(z, p) k( p, w)=b(z, w; p) k(z, w).
In particular, if (0.13) holds for some point p, then (0.13) holds for every p.
There is another result of BLH in the Beurling theory which gives a
factorization for the inner functions for a nested pair of shift invariant
subspaces M/N of H 2E (D). A version holds for HE (k) when k is an NP
kernel.
0.14. Theorem. Suppose k is an NP kernel, M/N/HE (k), and F, G
are Hilbert spaces. If 8: 0 [ L(F, E) and 9: 0 [ L(G, E) are inner func-
tions with M=8HF (k), and N=9HG (k), then there exists a multiplier
1: 0 [ L(F, G) such that M1 is a contraction and 8=91.
Unlike the case of H 2E (D), in general there need not be an inner function
1 satisfying the conclusion of (0.14).
Section one contains preliminaries about the Hilbert spaces HE (k) and
the transfer function representation for its contractive multipliers.
Theorems (0.7) and (0.14) are proved in section two. Change of base point
is discussed in section three. Section four contains additional information
about analytic kernelsfor instance the BeurlingLax representor 8 of
(0.7) can be chosen analyticand a version of Arveson’s curvature
invariant. The prospect of choosing 1 an inner function in (0.14) is con-
sidered in section five. Section six contains an example of a weighted shift
which has the codimension one property, but for which there exists an
invariant subspace M such that MTM is not a cyclic subspace for T
restricted to M. The paper concludes with some questions.
1. PRELIMINARIES
This section contains some basic facts about the Hilbert space HE (k)
and its multipliers.
The operator valued kernel k: 0_0 [ L(E
*
) is said to be positive semi-
definite if for each finite subset E/0 the operator matrix
(1.1) (k( y, x))x, y # E
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is positive semidefinite. One says k is analytic if 0 is a region (open con-
nected subset) in Cd and k( y, x) is analytic in y for each fixed x. The paper
[7] contains a good discussion of factorization of positive semidefinite
analytic kernels.
1.2. Lemma. Suppose k: 0_0 [ L(E
*
). The following are equivalent.
(1) k is (analytic and ) positive semidefinite;
(2) There exists an auxiliary Hilbert space F and a (an analytic)
function E: 0 [ L(F, E
*
) such that
k( y, x)=E( y) E(x)*;
(3) there exists an index set J and (analytic) functions fj : 0 [ E*such that
k( y, x)=: fj ( y) fj (x)*,
where the sum converges WOT.
Sketch of Proof. If k is positive semidefinite, define the Hilbert space
H(k) like in the introduction, but now as the closure of equivalence classes
of E
*
valued functions. The evaluation maps, E(x): H(k) [ E
*
given by
E(x) f= f (x) are bounded and the factorization of item (2) results. If k is
analytic, then so is E. Assuming item (2), choose an orthonormal basis [ej]
of F and observe that (3) holds with fj (x)=E(x) ej . Further, the fj are
analytic if E is analytic. Item (3) is easily seen to imply item (1).
Let P| denote the orthogonal projection on HE (k) defined by
(1.3) P| f =f (|)
k( } , |)
k(|, |)
.
1.4. Lemma. If k is an NP kernel, then
k(|, |) I& Mbj M*bj=k(|, |) P| .
The proof shows that M*bj is bounded on finite linear combinations of
[k( } , x): x # 0] and thus extends to a bounded linear operator on H(k). In
particular, each bj is a multiplier. Further, since each Mbj M*bj is positive
semidefinite and, as seen in the proof below, for any finite set F/B,
j # F Mbj M*bjPM , the sum  Mbj M*bj converges WOT to a positive semi-
definite operator.
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Proof. For e, f # E and x, y # 0, compute
(1.4.1) (k(|, |) I&: Mbj M*bj) ek( } , x), fk( } , y)
=(k(|, |)&b( y, x)) k( y, x)(e, f )
=k( y, |) k(|, x)(e, f ) .
On the other hand,
(1.4.2) (P| ek( } , x), fk( } , y)) =ek(|, x) k( } , |)k(|, |) , fk( } , y)
=
k(|, x) k( y, |)
k(|, |)
(e, f ).
Comparing (1.4.1) and (1.4.2) completes the proof.
A colligation is a unitary operator
(1.5)
C C
U=\AC
B
D+ :  [  ,
E
*
E
where E, E
*
, and C are all Hilbert spaces. The associated transfer function
is
(1.6) W(x)=D+C(I&Z(x) A)&1 Z(x) B,
where Z: 0 [ L( C, C) is given by
(1.7) Z(x)* f=
1
k(|, |)12
bj (x) f.
The hypothesis that |b( y, x)|<1 implies that, as an l2 (B)-sequence,
&[bj (x)]&<1 and thus I&Z(x) A is invertible. The Lemma below is a spe-
cial case of a more general result from [16]. It is the easy direction of the
representation for contractive multipliers from HF (k) to HE (k). This type
of representation is well known for H  functionsmultipliers of the Hardy
space of the disc. Agler represented AglerSchur class functions on the
polydisc as transfer functions [2] and versions of this results can also be
found in [4, 7, 8].
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1.8. Lemma. W is multiplier and MW is a contraction.
Sketch of Proof. As usual MW is a contraction if and only if
(1.8.1) K( y, x)=(I&W( y) W(x)*) k( y, x)
is a positive semidefinite kernel. Thus, by the remarks at the outset of this
section, MW is a contraction if and only if there exists an auxiliary Hilbert
space H and a function F: 0 [ L(H, E) such that
(1.8.2.) (IE &W( y) W(x)*) k( y, x)=F( y) F(x)*.
If there exists an auxiliary Hilbert space H and a function H: 0 [
L(H, E) such that
(1.8.3.) IE &W( y) W(x)*=H( y) H(x)* \1& b( y, x)k(|, |)+
then multiplying (1.8.3) by k( y, x) gives (1.8.2) with F( y)=H( y)(k( y, |)
- k(|, |)).
To complete the proof, observe if W is the transfer function for the
unitary operator matrix U, then, by the identity Z( y) Z(x)*= b( y, x)k(|, |) IC ,
(1.8.3) holds with
(1.8.4) H( y)=C(I&Z( y) A)&1.
2. MAIN RESULTS
This section contains the proofs of Theorems (0.7) and (0.14) from the
Introduction.
Proof of (0.7). To prove that item (1) implies item (2), assume that M
is a subspace of HE (k) which is invariant for each Mbj . Compute, for e,
f # E and x, y # 0,
(2.1) \k(|, |) PM &:j Mbj PMM*bj+ ek( } , x), fk( } , y) k( y, x)
=(PM ek( } , x), fk( } , y)) \k(|, |)&: b j ( y) bj (x)+ k( y, x)
=(PM ek( } , x), fk( } , y)) k( y, |) k(|, x).
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On the other hand,
(2.2) k(|, |) PM &:
j
Mbj PM M*bj =PM \I&:j Mbj PM M*bj+ PM
PM \k(|, |) I&:j Mbj M*bj+ PM
=k(|, |) PM P|PM
0,
where the first equality follows from the fact that M is invariant for each
Mbj and the second equality follows from Lemma 1.4. It follows that the left
hand side of (2.2) is a positive semidefinite operator on HE (k). Conse-
quently, there exists an auxiliary Hilbert space F and an operator
X*: HE (k) [ F such that
(2.3) k(|, |) PM &:
j
Mbj PM M*bj=XX*.
Define 8: 0 [ L(F, E) by
(2.4) 8(x)* e={X*
ek( } , x)
k(|, x)
,
0,
k(|, x){0
k(|, x)=0.
If both k(x, |){0 and k( y, |){0, then
(2.5) (M8M*8ek( } , x), fk( } , y))
=(8(x)* ek( } , x), 8( y)* fk( } , y))
=( (X*ek( } , x)) k( } , x), (X*fk( } , y)) k( } , y))
1
k(|, x) k( y, |)
=(XX*ek( } , x), fk( } , y))
k( y, x)
k(|, x) k( y, |)
.
Combining (2.1), (2.3), and (2.5), we get
(2.6) (M8M*8ek( } , x), fk( } , y)) =(PMek( } , x), fk( } , y)).
If either k(|, x) or k( y, |) is zero, then both sides of (2.6) are zero, since,
in that case, (0.5) implies k( } , x)=0. Thus (2.6) holds for all e, f # E and
x, y # 0.
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It follows that 8 is a multiplier,
(2.7) PM =M8M*8 ,
M=8HF (k), and M8 is a partial isometry.
If , is a scalar multiplier, then , and 8 commute. Thus item (2) implies
item (3). And of course (3) implies (1).
To prove the final statement of the theorem, first suppose there exists an
auxiliary Hilbert space F and an inner function 8: 0 [ L(F, C) such
that PM|=M8M*8 . Applying both sides of this equality to k( } , x) and
taking the inner product with k( } , y) gives
(2.8) k( y, x)&
k(x, |) k(|, y)
k(|, |)
=8( y) 8(x)* k( y, x).
From Lemma 1.2, there exist bj such that  bj ( y) bj (x)=8( y) 8(x)* and,
since &8(x)&<1, |b( y, x)|<1.
On the other hand, if k is an NP kernel, let F=l2 (B) and define
8: 0 [ L(F, C) by 8*(x)= bj (x).
Proof of (0.14). One approach is to apply a version of the Commutant
Lifting Theorem for H(k) [10], the simplest proof of which uses the lurk-
ing isometry [8]. Here the technique of the lurking isometry is applied
directly.
Define X* from the range of M*9 to the range of M*8 by
(2.9) X*M*9ek( } , x)=M*8ek( } , x).
The fact that PN PM implies X is a contraction. Thus, the function
K: 0_0 [ L(E) defined by
(2.10) (K( y, x) e, f ) =( (I&XX*) M*9 ek( } , x), fM*9ek( } , y))
=( (9( y) 9(x)*&8( y) 8(x)*) e, f ) k( y, x)
is a positive semidefinite kernel. From Lemma 1.2 there exists an auxiliary
Hilbert space H and a function F: 0 [ L(H, E) such that
(2.11) K( y, x)=F( y) F(x)*.
Substituting (2.11) into (2.10) multiplying by (k(|, |)&b( y, x)), using
(0.5), and rearranging gives
(2.12) k(|, |) F( y) F(x)*+(k( y, |) 8( y))(k(x, |) 8(x))*
=(k( y, |) 9( y))(k(x, |) 9(x))*+: bj ( y) bj (x) F( y) F(x)*.
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Let
(2.13)
F(x)* e H
F0={\  + : x # 0, e # E=/ (k(x, |) 8(x))* e F
and
(2.14)
bj (x) F(x)* e H
G0={\  + : x # 0, e # E=/  .(k(x, |) 9(x))* e G
The identity (2.12) implies that there is an isometry V from F0 onto G0 such
that
(2.15)
k(|, |)12 F(x)* e bj (x) F(x)* e
V \  +=\  + .k(|, x) 8(x)* e k(|, x) 9(x)* e
Expanding the space H if necessary, extend V to a unitary U from HF
onto ( H)G. Let 1 denote the transfer function for the colligation
corresponding to U and the above orthogonal decomposition of the
domain and range of U. By Lemma 1.8, 1 is a multiplier and &M*1&1.
Further, since U extends V,
(2.16)
A*bj (x) F(x)* e+C*9(x)* e=k(|, |)12 F(x)* e
B*bj (x) F(x)* e+D*9(x)* e=8(x)* e.
Solving for F(x)* in the first equation and substituting into the second
gives
(2.17) 1(x)* 9(x)* e=8(x)* e.
Finally, we wish to show if k is the Szego kernel and E is separable, then
M8 is an isometry, not just a partial isometry, and the auxiliary Hilbert
space F can be chosen to have dimension no larger than that of E so that
F can be thought of as a subspace of E.
Let S denote the shift operator on H 2E (D). In this case (2.3) has the form
PM &SPM S*=PMSM . Thus, we can choose F=MSM and X=PF .
Given h # F, identified with the constant function h # H 2F (D),
(2.18) (M8h)(x)=h(x).
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From (2.18) it follows that M8h # F/H 2E (D). Consequently, for h, g # F
and n>m,
(2.19) (M8S nh, M8S mg) =(S n&mM8h, M8 g) =0.
Using (2.19) it follows that for H= hjz j # H 2F ,
(2.20) &M8H&2=: &hj&2.
Thus M8 is an isometry (no kernel).
If E is infinite dimensional, then the dimension of F is at most that of
E. Accordingly, we assume that E has finite dimension d. Arguing by con-
tradiction, assume also that F has dimension larger than d. Let d $ denote
the largest rank of 8(z) and note that d $d. By suitable choice of basis,
we can write
(2.21) 8=\80, 081, 0
80, 1
81, 1
80, 
81,  + ,
where 80, 0 (z) is rank d $ for some z and 8* , 1 is a column vector. It follows
that 80, 0 is rank d $ for most z and, with \=det(80, 0),
(2.22)
\80, 0 (z)&1 80, 1
8(z) \ &\ +=0.0
Since this contradicts (2.20), the dimension of F is at most d.
3. CHANGE OF BASE POINT
Under mild additional hypothesis the choice of base point is not impor-
tant.
3.1. Theorem. If k is a positive definite kernel and k( y, x) never
vanishes, then the following are equivalent.
(1) k is an NP kernel with respect to base point |;
(2) the function
b(‘, z; |, |)=k(|, |)&
k(‘, |) k(|, z)
k(‘, z)
is a positive semidefinite kernel;
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(3) for each * # 0, the function
b(‘, z; *, *)=k(*, *)&
k(‘, *) k(*, z)
k(‘, z)
is a positive semidefinite kernel.
Proof. Items (1) and (2) are clearly equivalent and certainly (3) implies
(1). It remains to show that (1) implies (3). Accordingly assume (1) holds.
Given *, let M* denote the space of functions in H(k) which vanish at *.
This subspace is invariant for each (scalar) multiplier and therefore there
exists an auxiliary Hilbert space F and an inner function 8: 0 [ L(F, C)
such that M8M*8 is the projection onto M* . Formula (3) holds with
b( y, x; *, *)=8( y) 8(x)*.
4. ANALYTIC KERNELS
Recall, the kernel k is analytic if 0 is a region (an open connected set)
in Cd which contains the origin 0, if, for each fixed z, k(‘, z) is analytic in
a neighborhood of 0, and if k(‘, 0) is not identically zero.
If k is an analytic NP kernel, then the BeurlingLax representors in both
(0.7) and (0.14) can be chosen analytic.
4.1. Theorem. If k is an analytic NP kernel over 0 and if M/HE (k)
is invariant for each Mbj , then there exists an auxiliary Hilbert space F and
an analytic inner function 8: 0 [ L(F, E) such that M8M*8 is the projec-
tion onto M. If G is a Hilbert space and if 9: 0 [ L(G, E) is another
analytic inner function such that M9M*9 is the projection onto a subspace N
containing M, then there exists an analytic multiplier 1: 0 [ L(F, G) such
that M1 is a contraction and 8=91.
Proof. The function 8 as in (2.4) is analytic off Z, the zero set of
k( } , 0). For x, y not in Z, (2.6) holds. Off Z, 8 is bounded, thus 8 has a
unique extension to an analytic function on 0 [14, p. 62]. If x is in Z, then
k( } , x)=0 so that both sides of (2.6) are zero. This proves the first part.
For the second part, note that, by Lemma 1.2, the bj can be chosen
analytic, and in that case the transfer function (1.6) is analytic. Since, in the
proof of (0.14), 1 is defined as a transfer function, it is analytic.
When the kernel is analytic the BeurlingLax representor is almost
unique.
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4.2. Theorem. Suppose k is an analytic NP kernel over 0 and M/
HE (k) is invariant for each Mbj . If Fj are auxiliary Hilbert spaces and
8j : 0 [ L(Fj , E) are analytic inner functions such that
PM =M8j M*8j ,
for j=1, 2, then there exists a partial isometry V: F1 [ F2 such that
8M (‘)=82 (‘) V.
4.3. Lemma. Suppose k is an analytic NP kernel over 0 and F: 0 [
L(F, E) is an analytic multiplier. If &MF &1 and if for some x # 0 and
vector v # E, &F*(x) v&=&v&, then for every ‘, F(‘)* v=F(x)* v.
Proof. If w # E and k( y, y) is not zero, then
(4.3.1) &w&2=
&wk( } , y)&2
k( y, y)

&M*Fwk( } , y)&2
k( y, y)
=&F*( y) w&2.
Thus F is a contraction off the zero set of k( } , 0). It follows that F is con-
traction valued.
The function
(4.3.2) h(‘)=(F(‘) F*(x) v, v)
is analytic in 0 and is bounded by &v&2, since F is contraction valued. Since
h attains its maximum at x, h is constant. Using again that F(‘) is a con-
traction, it follows that
(4.3.3) F*(‘) v=F(x)* v.
Proof of 4.2. Applying Theorem (4.1) with N=M and 8=81 and
9=82 , one obtains an analytic multiplier 1: 0 [ L(F1 , F2) such that
M1 is a contraction and
(4.2.1) M81=M82M1 .
Taking adjoints and applying both sides to ek( } , x) for e # E and x # 0
gives
(4.2.2) 1(x)* 82 (x)* e=81 (x)* e.
239NEVANLINNAPICK KERNELS
Since &81 (x)* e&=&82 (x)* e&, (4.3) says that
(4.2.3) 1(‘)* 82 (x)* e=81 (x)* e.
Let G2 denote the subspace of F2 generated by [82 (x)* e: x # 0, e # E].
The function ‘ [ 1(‘)*|G2 is constant and an isometry. Extend this con-
stant to a partial isometry V*: F2 [ F1 . Then
(4.2.4) V*82 (x)*=81 (x)*
for all x. This completes the proof.
4.4. Theorem. Suppose k is an NP kernel over 0, 8: 0 [ L(F, E), is
an inner function and xj is a sequence of points from 0. Let M=
M8M*8HE (k). If f1 , ..., fN is a basis of M=, if fl (xj) is bounded, and if
k(xj , xj) tends to , then 8(xj) 8(xj)* converges weakly to the identity.
Let kd denote the row contraction kernel from the introduction. If 8 is
a multiplier, then 8 is a bounded analytic function on the ball Bd and thus
has boundary values almost everywhere. The following is a special case of
a result of Arveson [6].
4.5. Theorem. If M/HE(kd) is invariant for Mzj , multiplication by the
jth coordinate function, if M has finite codimension, and if 8: L(F, E) is
inner with
PM =M8M*8 ,
then, pointwise on the boundary, 8 is a coisometry.
Proof. Since M has finite codimension, there exists points y1 , ..., yN and
vectors e1 , ..., eN such that [ejk( } , yj)] span M=. Choosing a sequence xj
converging to a point ‘ (in the K-limit or admissible sense) on the bound-
ary of Bd, it follows from Theorem 4.4 that 8(‘) 8(‘)* is the identity.
Hence 8(‘) is a coisometry.
Proof of 4.4. The hypothesis implies that
(4.4.1)
PM= ek( } , x j)
- k(x j , xj)
converges to 0. Consequently,
(4.4.2)
(PM ek( } , xj), fk( } , xj))
k(xj , xj)
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converges to (e, f ). Using the representation for PM , we can write this
sequence as
(4.4.3) (8(xj)* e, 8(xj)* f ).
5. FACTORIZATION
An example below shows that it is not always possible to choose the 1
in Theorem 0.14 a partial isometry. On the other hand, this and an addi-
tional example support the following conjecture.
5.1. Conjecture. Suppose k is an NP kernel, M/N/HE (k) are sub-
spaces, G is a Hilbert space, and 9: 0 [ L(G, E) is an inner function with
PN =M9M*9 . If M is invariant for each bj , then there exists a Hilbert
space F and an inner function 1: 0 [ M(F, G) such that PM =
M91 M*91 .
To see that it may not be possible to choose 1 in (0.14) a partial
isometry, let } denote the analytic kernel over the unit disc D given by
(5.2) }(‘, z)=
1
1& 12 (‘z +(‘z )
2)
.
Then
(5.3) }(‘, z) }(0, 0)&}(‘, 0) }(0, z)= 12 (‘z +(‘z )
2) }(‘, z).
Thus, with bj (‘)=(1- 2) ‘ j, for j=1, 2, } is an NP kernel. Let N denote
the orthogonal complement of the span of [1] and M the orthogonal com-
plement of the span of [1, z]. Then both N and M are invariant for multi-
plication by the bj (so for the shift) and N#M. Of course, PN =M9M*9 ,
where 9: D [ L(C2, C) is given by
(5.4) 9(‘)=(1 (‘) 2 (‘))
and j=bj . Since
(5.5) }(‘, z)&1&
‘z
2
=\34 (‘z )2+
1
4
(‘z )3+ }(‘, z),
it follows that PM =M8M*8 , if and only if
(5.6) 8(‘) 8(z)*= 34 (‘z )
2+ 14 (‘z )
3.
In the Proposition below, 8=(,1 ,2), where ,1=(- 32) ‘2 and
,2= 12‘
3.
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5.7. Proposition. If 1: D [ L(C2, C2) is analytic, and if 8=91, then
M1 is not an inner function.
Proof. Using partial fractions
(5.7.1)
}=
2
3 \
1
1&t
+
1
2
1
1+
t
2+ ,
where t=‘z . Thus }=0 }j t
j, where
(5.7.2) }j= 23 (1+(&1)
j 2&( j+1)).
From the relation 8=91, a bit of algebra gives
(5.7.3) 1=\‘(-
3
2&G0 )
G0
(‘ - 12&G1 ) ‘
G2 + ,
for some functions G0 , G1 .
We have
(5.7.4) 1="\10+"
2
"M1 \10+"
2
="\‘ (-
3
2&G0 )
G0 +"
2
2 |- 32&G0 (0)|2+|G0 (0)|2.
It follows that G0 (0)=- 23 and that the inequalities in (5.7.4) are
equalities. Consequently, G0 is constantly equal - 23.
Next, since 1 is contraction valued on the boundary of D, the two by
two matrix valued function
(5.7.5) 1(‘)=\-
1
6 ‘
- 23
(- 12‘&G1 (‘)) ‘
G1 (‘) +
is a contraction for |‘|=1. It follows that G1=0. Thus,
(5.7.6) 1=\-
1
6‘
- 23
- 12‘2
0 + .
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From (5.7.6) it is evident that the vector
(5.7.7) h=\0‘+
is in the range of M1 . Since &h&2=2 and
(5.7.8) &M*1h&2="\-
2
3 ‘
0 +"
2
= 43 ,
M1 is not a partial isometry.
5.8. Proposition. With 9 as above, if
1=\-
1
6‘
- 23
- 12‘2
0
- 13 ‘
&- 13+ ,
and 8=91, then 8 satisfies (5.6) and M1 is a partial isometry.
Proof. Let S denote multiplication by z on H(k). From general prin-
ciples (or routine computation) b(S, S*)= 12SS*+
1
2S
2S*2 is the projection
onto the range of S. Thus, the computation
(5.8.1)
- 16S* - 23
\-
1
6 S
- 23
- 12 S2
0
- 13S
&- 13+\- 12S*2 0 +=\ 12 SS*+ 12S 2S*20 0I+ ,- 13S* &- 13
shows M1 is a partial isometry. Algebra shows 8=91 satisfies (5.6).
Here is a more general example where conjecture (5.1) holds. For \1,
define an analytic kernel over the unit disc D by
(5.9) k\=k\ (z, w)=1+\z&1\ +
1
1&zw \
w &1
\ + .
5.10. Example. (1) The kernels k\ are NP kernels;
(2) If M/H(k\) is invariant for M‘ , then PM k( } , z) is an NP
kernel.
(3) If M/N/H(k\) are both invariant for M‘ and if 9 is an inner
function with M9M*9=PN , then there exists an inner function 1 such
that 8=91 is inner and PM =M8M*8 .
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5.1.1. Remark. The kernel k\ is associated to the Brownian shift [3]
B\=\S0
\E
1 + ,
where S is the unilateral shift on H2 (D) and Ec=c1, for a complex
number c with 1 denoting the constant function 1.
Proof. To see that k\ is an NP kernel it is enough to show that
(5.10.1) L(z, w)=1&
k(z, 0) k(0, w)
k(0, 0) k(z, w)
is a positive semidefinite kernel. Let
(5.10.2) p(z, w)=1+\2&z&w +(1&\2) zw .
Direct computation gives
(5.10.3) L(z, w)=
zw
1+\2 \1+\2
(1&z)(1&w )
p(z, w) + .
Consequently, to show L is positive, it is enough to show that 1p(z, w) is a
positive kernel. To this end, note that
(5.10.4) p(z, w)=\r&zr+\r&
w
r +&
\4
r2
zw ,
where r2=1+\2. Thus, with ,(z)=r& zr , and =
z
,(z) ,
(5.10.5)
1
p(z, w)
=
1
,(z) ,(w)
1
1&(z) (w)
=
1
,(z)
 (z)n (w)n
1
,(w)
.
This concludes the proof of item one.
To prove item two, let B=B\ denote the Brownian shift from (5.11) and
suppose M is an invariant subspace for B. Let T=B|M . Since B is a
2-Isometry, so is T; i.e.,
(5.10.6) T*nT n=n(T*T&I )+I.
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Since T*T&I=PM (B*B&I ) PM and since B*B&I is rank one, T*T&I
has rank at most one. If the rank is zero, then T is the shift and the kernel
in question is, up to equivalence, the Szego kernel which is an NP kernel.
Hence, assume that the rank is one and write T*T&I=xx*. Consider the
polar decomposition T=VP, where P=(T*T )12 and V=TP&1. Expand-
ing the identity (5.10.6) with n=2, we find
(5.10.7) V*P2V=2&P&2.
Hence
(5.10.8) V*xx*V=+2xx*,
where +2=1(1+&x&2). Consequently there is a unimodular constant #
such that V*x=#+x. View C as the span of x and H as the orthogonal
complement of C. With respect to this orthogonal decomposition
(5.10.9) T=VP=\
W
0
C
#
- 1+&x&2+ \I0 0- 1+&x&2+ ,
where W is an isometry. It follows that
(5.10.10) T=U\S0
\$E
# +
for some 0<\$<\ and unitary U. Since T is pure, U is not there. Further,
since the only point spectrum of B* on the boundary of the disc is at 1,
#=1. Hence, T=B\$ up to unitary equivalence:
(5.10.11) PMk\ tk\$ .
With .=PM 1,
(5.10.12) PMk\ (‘, z)=.(‘) k\$ (‘, z) .(z).
Item two now follows from item one.
Finally, suppose M/N/H(k\) are invariant for multiplication by ‘.
There exists a function 9: D [ l2, such that
(5.10.13) PN =M9M*9 .
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Since PN k( } , z) is an NP kernel and M is a subspace of N invariant for
multiplication by ‘, there exists a function 5: D [ l2 such that M5 M*5 is
the orthogonal projection of N onto M. In particular
(5.10.14) PM k(‘, z)=(M5 (z)* PNk( } , z)), (M5 (‘)* PNk( } , ‘))
=5(‘) 5(‘)* PNk(‘, z).
Define G: D [ L(l2 l2) by
(5.10.15) 1(‘)=5I.
Then M1 is a partial isometry, and
(5.10.16) (M*1M*9k( } , z), M*1M*9 k( } , ‘))
=(M*19(z)* k( } , z), M*19(‘)* k( } , ‘))
=(5(z)*9(z)* k( } , z), 5(‘)*9(z)* k( } , z))
=(5(‘) 5(z)*)(9(‘) 9(z)*) k(‘, z)
=
PM k(‘, z)
PNk(‘, z)
PN k(‘, z)
k(‘, z)
k(‘, z)
=PM k(‘, z).
Thus M19 M*19=PM .
6. CYCLIC VECTORS
When S is the unilateral shift and M is invariant for S, the space
K=MSM is one dimensional and cyclic for S | M. In fact K is a
wandering subspace for SM in the sense that SnK is orthogonal to SmK
whenever n is different from m and the span of [SnK: n] is dense in the
Hardy space H2. This gives half of the classical Beurling Theorem; the
other half consisting of the fact that K is spanned by an inner function.
When the unilateral shift is replaced by the Dirichlet shift D, K=
MDM is still one dimensional. A deep result of Richter shows it is also
cyclic for D | M [11]. On the other hand, if B is the Bergman shift, then
K=MBM need not be one dimensional. Hedenmalm proved that when
K is one dimensional, it is cyclic for B | M and a difficult result of Aleman,
Richter, and Sundberg [5] shows that K is cyclic independent of its dimension.
Examples of weighted shifts T close to B and invariant subspaces M for
which K=MTM is one dimensional but not cyclic [9] show that the
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cyclicity of K is a delicate matter. In this section we describe a unilateral
weighted shift T which has the codimension one property, but which also
has an invariant subspace M such that MTM is not a cyclic subspace
for T restricted to M.
Let B1= 117 , B2=
16
17 , bj (‘)=- Bj ‘ j, b(‘, z)=b1 (‘) b1 (z)+b2 (‘) b2 (z),
and
(6.1) k(‘, z)=
1
1&b(‘, z)
.
Then k is an analytic NP kernel over the unit disc. Let T denote multiplica-
tion by z on H(k).
Writing k=1+ kj (‘z ) j and using the fact that
(6.2) 1=k(‘, z)
1
k(‘, z)
=k(‘, z)(1&b(‘, z)),
we see that kj and Bj satisfy the recursion relation
(6.3) kn+2=kn+1B1+kn B2 .
Therefore
(6.4)
kn+2
kn+1
=B1+
kn
kn+1
B2B1 .
Using the above inequality applied to kn+1 knb1 we see
(6.5)
kn+2
kn+1
=B1+
kn
kn+1
B2B1+
B2
B1
.
It now follows that T is bounded below by 1- B1 and above by
- B1+B2 B1 .
A subspace M/H(k) is invariant for T if and only if it is invariant for
both b1 and b2 . Thus, Theorem (0.7) implies that every subspace M
invariant for T contains a multiplier. Since T is also bounded below,
MTM has dimension one [11]. That is, T has the codimension one
property [11].
Let M denote those functions in H(k) which vanish at 14 . The function
(6.6) f (‘)=1&
k(‘, 14)
k(14, 14)
is in M and orthogonal to TM.
247NEVANLINNAPICK KERNELS
Compute:
(6.7) k (&12 ,
1
4)=
136
135
=k ( 14 ,
1
4) .
Thus f (&12)=0. On the other hand, g(‘)=‘&
1
4 is in M, but doesn’t vanish
at &12 . Thus f is not cyclic for the restriction of T to M.
7. QUESTION
In addition to conjecture (5.1) there remains a number of natural problems
and questions ranging from the abstract to the concrete. We list a few.
If k is an analytic NP kernel over the unit disc and if multiplication by
z is bounded, are invariant subspaces for multiplication by z hyperin-
variant? Michael Jury [17] has recently constructed a class of examples
which shows the answer is no. While the operators in these examples aren’t
weighted shifts, they are very close to the unilateral shift.
Provisionally, say that k is a total NP kernel if whenever M/N/H(k)
are subspaces satisfying Theorem (0.7) the kernel
(7.1)
PMk(‘, z)
PNk(‘, z)
is positive semidefinite. The kernels k\ from Example (5.10) are total NP
kernels. Is the Dirichlet kernel a total NP kernel? Experimental evidence
says yes. More generally, if multiplication by z on H(k) is an analytic
2-isometry, is k an NP kernel?
If k is a total NP kernel, if the operator S of multiplication by z is
bounded above and below and if M satisfies Theorem (0.7), then MSM
has dimension one, but does S restricted to M have a cyclic vector? Jury’s
examples also show the answer to this question is no.
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