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Tiivistelmä
Tässä työssä esitetään kaksi uutta muuttujanvalintamenetelmää Gaussisten proses-
sien avulla rakennetuille tilastollisille malleille. Menetelmät järjestävät kovariaatit
perustuen niiden kykyyn ennustaa selitettävän muuttujan arvoja. Tämä tehdään
tarkastelemalla täyden mallin tuottamia ennusteita lähellä mallin sovitukseen
käytettyjä datapisteitä. Kovariaattien järjestyksen perusteella voidaan rakentaa
yksinkertaisempi malli käyttämällä vain parhaita muuttujia. Menetelmien kykyä
järjestää kovariaatit niiden merkitsevyyden mukaan tutkittiin simuloitujen sekä
avointen tietoaineistojen avulla rakennetuissa muuttujanvalintaongelmissa. Tulok-
set osoittavat, että uudet menetelmät järjestävät muuttujat johdonmukaisemmin
kuin yleisesti käytetty olemassaoleva ARD-menetelmä, sekä valitut muuttujat
ennustavat selitettävää muuttujaa paremmin. Esiteltyjen menetelmien uskotaan
olevan hyödyksi yksinkertaistamaan ja tulkitsemaan monimutkaisia Gaussisten
prosessien avulla rakennettuja malleja.
Avainsanat Gaussinen prosessi, selittävien muuttujien valinta, Bayesilainen
tilastotiede
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7Symbols and abbreviations
Abbreviations
ARD Automatic relevance determination
BMA Bayesian model averaging
CV Cross-validation
GP Gaussian process
HMC Hamiltonian Monte Carlo
KL Kullback-Leibler
LOO-CV Leave-one-out cross-validation
MAP Maximum a posteriori
MCMC Markov chain Monte Carlo
ML Maximum likelihood
MLPD Mean log-predictive density
NUTS No-U-turn sampler
SE Squared exponential
General notation
a, b, c Scalars
a,b, c Column vectors
ai i’th element of vector a
A,B,C Matrices
AT Matrix transpose
A−1 Matrix inverse
ai i’th row of matrix A
ai,j j’th element of the i’th row of matrix A
I Identity matrix
Operators
Cov[·, ·] Covariance
DKL(p || q) Kullback-Leibler divergence from distribution p to distribution q
E[·] Expected value
Var[·] Variance
Symbols
M Model structure and other modelling assumptions
D Observed dataset of n observations, D = (X,y) = {(x(i), y(i))}ni=1
x∗ Unobserved input variable
y∗ Unobserved output variable
n Number of observed examples
m Number of covariates
w Vector of parameters
θ Vector of hyperparameters
1 Introduction
In recent years, deep and complex machine learning models have gained a large
amount of attention due to leaps made in performance in a variety of applications,
such as object classification, speech recognition, and recommender systems. However,
the theoretical understanding of many complex models is still incomplete, and the
results produced by these models are not fully understood. A great deal of research
still needs to be done in order to learn interpreting the decisions made by these models.
This is especially important for safety-critical applications, such as self-driving cars,
where the decisions of the machine learning model may crucially affect the lives of
humans.
In practice, it is difficult to know which input variables are needed to solve a
certain problem or predict a certain target variable. While it may be feasible to
include every plausible covariate in a model, analyzing such a model is often difficult.
Covariate selection is a widely studied problem in machine learning that can be used
to simplify statistical models in order to make them more interpretable. From the full
set of covariates, some may be totally irrelevant for a given problem, and identifying
and removing them is therefore beneficial. In addition, reducing the number of input
variables often reduces measurement and modelling costs in the future.
This thesis studies covariate selection methods specific to Gaussian process
models. Gaussian processes offer a flexible nonparametric framework for Bayesian
regression. While they are suitable for predictive modelling in a variety of applications,
interpreting the models may be difficult due to their flexible nature. This thesis
shortly reviews covariate selection methods found in the literature, and those specific
to Gaussian process models are introduced in more detail. As a background, the
essential theory of Gaussian processes is introduced together with the basics of
Bayesian inference.
The main contribution of this work is the introduction and implementation of
two novel covariate selection methods for Gaussian process models. The theoretical
foundation of the methods is explained, and they are motivated through the shortages
of existing methods. The properties of these methods are further investigated in
an array of numerical experiments with both simulated and real data sets. The
experiments indicate that the new methods lead to models with improved predictive
performance compared to previously used methods without increasing the compu-
tational complexity prohibitively. This is a result of several factors, one of which
is the improved identification of linear but important covariates. The differences in
predictive performance are explained with the theoretical properties of the different
methods.
9Some of the results in this thesis are presented in a shorter format in (Paananen
et al., 2017), which is a part of the contributions of the thesis work. This thesis will
present the methods slightly more thoroughly and provide more background for the
discussed topics. In addition, the thesis includes additional numerical experiments.
The experiments with simulated data sets are replicated with additional irrelevant
covariates, and the estimation consistency results are shown in more detail for all of
the real world data sets.
The thesis is structured as follows. The discussion begins in Section 2 with an
introduction to several concepts related to Bayesian statistics. The principles of
Bayesian inference are introduced together with methods to perform it in practice.
Section 3 continues with a review of Bayesian model selection, which is an important
concept for understanding the rest of this thesis. Section 4 presents the theory of
Gaussian processes and their use as regression models. Section 5 introduces covariate
selection as a special case of model selection, and reviews existing approaches to
the problem in the Gaussian process framework. The introduced covariate selection
methods serve as motivation for this work and for the new methods which are
presented in Section 6. In Section 7 these two methods are compared to previous
methods in several numerical experiments, which include constructed toy data sets
as well as freely available benchmark data sets. Finally, Section 8 summarizes and
discusses the key results of this thesis.
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2 Bayesian modelling
2.1 Bayesian inference
Given some set of data D, the basis for a Bayesian statistical analysis is a probabilistic
model M, which is a description that models uncertainty with probability (Gelman
et al., 2014). The purpose of the model is to act as a hypothesis for the unknown
process that generated the data. Often the model contains some parameters w,
which are treated as random variables as the true values are unknown. Bayesian
inference refers to the process of fitting the model to available data, and expressing
the result as a probability distribution of the unknown model parameters. The aspect
that defines inference as Bayesian, is quantifying uncertainty about the parameters
with probability, and transferring that uncertainty into uncertainty about future
observations. Meeting the requirements of a full Bayesian treatment is often difficult
in practice, but nevertheless, the framework provides useful guidelines for statistical
inference.
Unless otherwise stated, this thesis will consider models that predict continuous
values of a one-dimensional output variable y given p input variables x = {x1, . . . , xp},
which are called regression models. We will denote a sample of n data points as D =
(X,y), where y = [y(1) . . . y(n)]T is the vector of output values and X = [x(1) . . .x(n)]T
is the design matrix. Before the data is observed, the predictive distribution of the
observations y for given values of the parameters w is characterized by the sampling
distribution p(y|w,M). When the data is observed, the sampling distribution as a
function of w is called the likelihood, stating how probable the data is given some
w. Prior beliefs about the unknown model parameters are determined by the prior
distribution p(w|M).
Bayesian inference is the process of combining prior information with new infor-
mation provided by the data into a posterior distribution p(w|y,M). The posterior
follows from the Bayes’ rule, which states the conditional distribution of the model
parameters w given available data y and the model assumptions as
p(w|y,M) = p(y|w,M)p(w|M)
p(y|M) =
p(y|w,M)p(w|M)∫
p(y|w,M)p(w|M)dw . (1)
The posterior distribution contains all the information available about the parameters
and their uncertainty. The denominator in the Bayes’ theorem is called either evidence
or marginal likelihood, and it integrates the likelihood over the prior information
about the parameters. The marginal likelihood normalizes the posterior into a proper
probability distribution.
11
The Bayes’ rule provides an intuitive way of updating one’s beliefs when new data
is available, by using the previous posterior as the new prior distribution. Inference
can thus be performed sequentially, and the effect of new data on the posterior
distribution can be observed. Updating the posterior beliefs sequentially is consistent
and produces the same end result as if all the data was used at once.
After observing data D, the posterior distribution of the parameters, p(w|y,M),
can be straightforwardly used to model the uncertainty about an unobserved target
value y∗ at any input point x∗. In the Bayesian framework, the posterior predictive
distribution of y∗ is given by averaging the conditional predictions of unobserved
data over the posterior distribution of w:
p(y∗|y,M) =
∫
p(y∗,w|y,M)dw =
∫
p(y∗|w,M)p(w|y,M)dw. (2)
The above equation holds given the assumption that the future observation y∗ is
conditionally independent of y for particular values of w.
2.2 Approximate inference
The integrals arising from Bayesian inference are analytically tractable only in simple
modelling situations, and it is often necessary to resort to approximations. It is
essential to be aware of the accuracy of each approximation, as inaccuracies can
make the conclusions about the posterior to be invalid. Methods for approximating
intractable integrals can be roughly categorized into distributional and numerical
methods.
Distributional approximations aim to mimic the true posterior distribution with
a similar but simpler distribution that allows the inference to be conducted more
easily. The approximations may assume a particular parametric form or a certain
factorization for the posterior, for example. By construction, distributional methods
will never generate exact results, but they often have a rather low computational
complexity.
Numerical integration methods aim to directly approximate an integral by comput-
ing the function values at a finite number of points. The methods can be categorized
into deterministic and simulation methods based on whether the points are chosen in a
deterministic or stochastic way. Deterministic methods are efficient at approximating
low-dimensional integrals, but they do not scale well to higher dimensions. On the
other hand, simulation methods are more efficient at approximating high-dimensional
integrals, and they are thus commonly used in approximate Bayesian inference. For
a good overview of approximate inference methods, see e.g. (Bishop, 2006, chap. 10).
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In this thesis, simulation methods based on Markov chains are used, and they are
briefly presented in the next section.
2.2.1 Markov chain Monte Carlo
An extremely popular class of simulation methods for approximate inference are
Markov chain Monte Carlo (MCMC) methods. The methods are based on construct-
ing a Markov chain that has the true probability distribution as its equilibrium
distribution. MCMC methods approximate the integral exactly in the asymptotic
limit of infinite computational resources. Even though they produce a set of depen-
dent samples, careful tuning and monitoring of the generated chain can mitigate the
problem and make them effective in practice.
The mechanism of MCMC methods is the following. If w is a random variable
with a distribution p(w), then the expectation of an arbitrary function f(w) can be
approximated by drawing N samples from p(w) and averaging over the samples as
Ep[f(w)] =
∫
f(w)p(w)dw ≈ 1
N
N∑
i=1
f(w(i)). (3)
The typical application is Bayesian inference is the situation where p is the posterior
distribution of some model parameters w, and f is the predictive distribution
conditioned on w, giving rise to an estimate for the posterior predictive distribution:
p(y∗|y,M) =
∫
p(y∗|w,M)p(w|y,M)dw ≈ 1
N
N∑
i=1
p(y∗|w(i),M). (4)
In this thesis, an MCMC algorithm called Hamiltonian Monte Carlo (HMC) (Du-
ane et al., 1987) is utilized for integrating over intractable integrals in Gaussian
process models. HMC introduces Hamiltonian dynamics in order to achieve more
efficient proposals and avoid random walk behaviour. This is done by augmenting
the parameter space with auxiliary momentum variables and simulating the system
with Hamiltonian equations. Hamiltonian Monte Carlo can potentially make sam-
pling significantly more efficient, but it requires the gradients of the distribution to
be tractable. In addition, it introduces several parameters that need to be tuned,
making it more difficult to use compared to simpler MCMC algorithms. However,
automatically adapting methods have been developed recently, such as the no-U-turn
sampler (NUTS) (Hoffman and Gelman, 2014; Betancourt, 2016).
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2.3 Bayesian decision theory
The posterior distribution p(w|y,M) summarizes all the available information about
w given the data and the model assumptions. Therefore, it can be used to evaluate
the probability of any statement regarding the parameters. A simple example is
to assess the probability of a point estimate wˆ for the true values of the unknown
parameters w. A point estimate might be used, for example, when integrating over
the full posterior distribution is computationally too expensive. While using a point
estimate is fundamentally not Bayesian, it is not uncommon to have to resort to
such an approximation because of limited computational resources.
The difference between the true parameter value and the point estimate can be
quantified with the expected loss over the posterior distribution
RL(wˆ) =
∫
L(wˆ,w)p(w|y,M)dw, (5)
where L(wˆ,w) is a loss function that determines the error made when estimating w
with wˆ. The optimal Bayesian point estimate is one that minimizes the expected
loss for a given loss function. Two common loss functions are the absolute error
L(wˆ,w) = ||wˆ − w||1 and the squared error L(wˆ,w) = ||wˆ − w||22, which are
minimized by the posterior median and mean of w, respectively.
The mode of the posterior distribution is called the maximum a posteriori (MAP)
estimate, and it corresponds to a loss function that is zero in the case of exact
estimation, and a positive constant otherwise. The MAP estimate is often easy to
compute because it can be found via optimization without normalizing the posterior
distribution:
wˆMAP = argmax
w
p(w|y,M) = argmax
w
p(y|w,M)p(w|M). (6)
If the prior p(w|M) is uniform over w, the MAP estimate is equal to the mode
of the likelihood, which is referred to as the maximum likelihood (ML) estimate.
Because MAP estimation incorporates the prior, it is sometimes called penalized
or regularized maximum likelihood estimation. For high-dimensional distributions,
the MAP point estimate is problematic, because it maximizes the posterior density
instead of the posterior mass. Because of an effect called concentration of measure,
the mode of a high-dimensional probability distribution can be located far from the
posterior mass. Another drawback with the MAP estimate is that it is not invariant
to nonlinear transformations of the parameters.
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2.4 Hierarchical models
Many statistical problems can be effectively modelled by establishing connections
between multiple model parameters. Dependencies between the parameters can be
created with a joint probability model, and the principle of updating one’s beliefs
using the Bayes’ rule can be extended to such hierarchically specified models (Gelman
et al., 2014). While this thesis does not study hierarchical models as such, the terms
and concepts introduced here apply perfectly to Gaussian process models.
Consider a two-layer hierarchical model, where observations can be divided into
groups so that observations (X(j),y(j)) ⊆ (X,y) are controlled by parameterswj ⊆ w.
The groups of parameters w = {w0,w1, . . . ,wk} then constitute the first layer of
the hierarchical model. In a hierarchical model, it is assumed that the parameters
of the first layer {w0,w1, . . . ,wk} have a common population distribution, which is
controlled by some additional parameters θ. The parameters θ constitute the second
layer of the hierarchical model and are often called hyperparameters, and their prior
distribution is subsequently called a hyper-prior. For a two-layer hierarchical model,
the posterior distribution of w is given as the product of the likelihood and the prior
p(w|y,θ,M) = p(y|w,M)p(w|θ,M)
p(y|θ,M) =
p(y|w,M)p(w|θ,M)∫
p(y|w,M)p(w|θ,M)dw . (7)
The marginal likelihood of the bottom layer, p(y|θ,M), plays the role of the likelihood
at the second layer, and the posterior over the hyperparameters is
p(θ|y,M) = p(y|θ,M)p(θ|M)
p(y|M) =
p(y|θ,M)p(θ|M)∫
p(y|θ,M)p(θ|M)dθ . (8)
Because the posterior of w now depends on θ, the posterior predictive distribution
must integrate over both (7) and (8). In principle, the hierarchical structure can be
extended even further than two layers.
2.5 Modelling perspectives
In practical statistical modelling problems, the true model that generated the data is
unknown. The need to construct an approximative model for describing a particular
problem is therefore essential in statistical inference. Different perspectives for
relating to the true data generating model were proposed by Bernardo and Smith
(1994), who introduced three different modelling views: M-closed, M-completed,
andM-open. TheM-closed view is the most restricted, and it assumes that one has
a set of candidate models, one of which is the true model. The M-completed view
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instead considers a reference model, which is considered as the best approximation to
the true data generating process without assuming that it is fully true. TheM-open
view is the loosest, and it makes minimal assumptions about the true model. The
different views about the true data generating model give rise to different methods
for constructing the belief model. However, the modelling perspectives should not
always be interpreted strictly, as some approaches cannot be categorized into any
single view, and some approaches may combine properties from different views.
In the equations (1)-(8), every term has been conditioned on the fixed modelling
assumptions. However, there is no special reason to keep the model fixed if one is
uncertain about the true model, and with the Bayesian framework it is possible to
account for this uncertainty. By specifying a set of candidate models {Mi}Ki=1 as the
model space, the posterior distribution of the models {Mi}Ki=1 is given by the Bayes’
rule as
p(M|y) = p(y|M)p(M)
p(y) =
p(y|M)p(M)∑K
i=1 p(y|Mi)p(Mi)
. (9)
p(M|y) is a discrete probability distribution that determines the posterior probability
of each model in the model space, given a prior p(M) and the data. In this context,
p(y|M) is sometimes called themodel evidence, but it is simply the marginal likelihood
from the denominator of equations (1) and (8).
The key benefit of computing the posterior probabilities of different models is
that the uncertainty about the correct model can be transferred to the uncertainty
about predictions of the target variable. Summing the products of the posterior
predictive distributions and the model evidences of each model yields the Bayesian
model averaging (BMA) predictive distribution
p(y∗|y) =
K∑
i=1
p(y∗|y,Mi)p(Mi|y). (10)
The key difference to equation (2) is that the distribution is no longer conditioned
on a fixed model, but instead averages over all the models according to their relative
probabilities. Predicting with BMA has demonstrated to perform well in practice, and
it also has a sound theoretical justification (Raftery and Zheng, 2003; Hoeting et al.,
1999). However, it may lead to poor results if the model space is not appropriate for
the problem, because models outside the space are not considered.
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3 Model selection
Model selection is a general term that can refer to many decision problems encountered
when constructing a statistical model. The decisions are typically discrete choices
between types of models or between covariates to include in the model. Speaking
more loosely, model selection can also refer to, for example, choosing point estimates
for some hyperparameters if one wants to reduce the computational cost compared
to a Bayesian treatment. Model selection can therefore be useful for solving practical
modelling challenges, even though restricting the model will ignore some uncertainties.
The goal of model selection is to obtain a model that agrees with the process
that generated the data for which the model is constructed. This includes agreeing
with both seen observations and unseen future observations. The utility of a model
is most often quantified by its capability to predict new observations. This thesis
focuses on predictive model selection, which refers to the assessment of predictive
performance of models. This section will introduce some concepts and methods for
model selection. For a more thorough discussion of model selection, see e.g. (Vehtari
and Ojanen, 2012; Piironen and Vehtari, 2017).
Model selection is often motivated through a concept called the bias-variance
trade-off, which is an inescapable dilemma in supervised learning. The dilemma arises
from the aim to generalize the model to unseen data when only a finite amount of
training data is available. It is typically impossible to identify all relevant regularities
from the training data while maintaining the generalization ability. A highly complex
model can capture more structure from the data, but may have a tendency to confuse
noise with structure. Conversely, a simple model will make erroneous assumptions
and miss some structure in the data, but will avoid learning the noise from the
training sample. Therefore, a model that can balance between these two extremities
will be useful in practical modelling problems.
3.1 Predictive performance
The predictive performance of a statistical model can be quantified with a utility
function, which evaluates the model by comparing its predictions to observations and
assigns a reward to accurate predictions. Depending on the context, it may be more
appropriate to define a loss function instead of a utility function. The principle of
both is exactly the same, and they can be interchanged with a reversal of sign. Here,
we will stick to the convention of a utility function u, defined as a function that maps
each prediction y∗ of a model M into a scalar utility for a given unobserved value y˜.
The closer the predictions of a candidate model are to the true state of the world,
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the greater the generated utility score is. The goal of predictive model selection is to
maximize the utility score.
If the goal is to find an optimal point prediction for future observations, a widely
used utility function depends on the squared difference as
uSE(M, y˜) = −(y∗ − y˜)2, (11)
which is maximized in the case of an exact prediction, y∗ = y˜. The widespread
use of the squared difference is largely based on its mathematical convenience. In
the Bayesian framework, predictions are given as a posterior predictive distribution
p(y∗ |y,M) instead of a single point. Consequently, a widely used utility function is
the density of the predictive distribution at the observation y˜, given by the logarithmic
score
ulog(M, y˜) = log p(y∗ = y˜ |y,M). (12)
In order to choose a model that optimally predicts values for new observations, one
needs to evaluate the utility function which depends on those observations. However,
the utility function cannot be evaluated before the unknown future observations y˜
are actually observed. Therefore one often wants to maximize the generalization
utility
ut(M) = E[u(M, y˜)] =
∫
pt(y˜)u(M, y˜)dy˜, (13)
where pt(y˜) is the true probability distribution of new observations y˜. As the true
distribution pt(y˜) is also unknown, the generalization utility needs to be estimated.
The generalization utility has an important connection to information theory,
because maximizing it with the logarithmic score equals minimizing the Kullback-
Leibler (KL) divergence from the predictive distribution of the true model Mt to
the used model M. This arises from the fact that ut(M) can be decomposed as
ut(M) = ut(Mt)−DKL(pt(y˜) || p(y˜ |y,M)). (14)
The Kullback-Leibler divergence from probability distribution p(x) to distribution
q(x) is defined as (Kullback and Leibler, 1951)
DKL(p || q) =
∫
p(x) log
(
p(x)
q(x)
)
dx. (15)
This is a nonnegative and asymmetric quantity that measures how much the dis-
tribution q(x) diverges from p(x). More specifically, the KL divergence is the loss
in Shannon information when using distribution q instead of the true distribution
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p (Shannon, 1948).
3.2 Utility estimation
In practice, even the generalization utility in equation (13) cannot be computed
because the true data generating distribution pt(y˜) is unknown. This section will
present methods for estimating the generalization utility, which provide the basis
for predictive model selection. We will consider all of the methods by using the
logarithmic score utility from equation (12).
A naive way for estimating the generalization utility of a model is to use the full
available data set D = (X,y) and estimate (13) by summing over the data set
utr =
1
n
n∑
i=1
log p(y∗ = y(i) |x(i),D,M). (16)
In this way, the performance of the model is evaluated using the training data, and
the estimator is called the training utility. However, this is a poor estimator of
predictive performance, because a model that over-fits, i.e. fits to the noise in the
training data, will produce a large training utility but will predict new observations
poorly.
In order to avoid using the same data for training the model and assessing
its performance, the data can be split into separate training and test data sets
D = {Dtr,Dts}. If the model is trained with the training set and evaluated with the
test set, the estimator is called the hold-out utility
uhold-out =
1
nts
∑
i∈Its
log p(y∗ = y(i) |x(i),Dtr,M), (17)
where Its denotes the indices of points in the test set Dts and nts is the size of the test
set. Conversely to the training utility, the hold-out utility typically underestimates
the generalization performance of the model, because using all the data for training
would yield a more accurate model.
The choice of the sizes of the training and test data sets in the hold-out method
is a trade-off between the predictive performance of the model and the variance in
the utility estimate. A small test set yields a more accurate model but leads to high
variance in the utility estimator. The accuracy of utility estimation can be improved
with k-fold cross-validation (k-fold-CV). It extends the idea of hold-out such that the
data is divided into k subsets, and each subset is alternately left for model validation
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while all the other k − 1 sets form the training set:
uk-CV =
1
n
n∑
i=1
log p(y∗ = y(i) |x(i),D\I(i),M), (18)
where the test indices I(i) have been removed from the training data, which is now
D\I(i). Cross-validation provides a utility estimate for the whole data set, resulting in
smaller variance, but requires that the model is trained k times. An extreme special
case of k-fold-CV is obtained by setting k = n, i.e. leaving only one point for model
validation and training the model with the rest, and repeating this n times. This
procedure is called leave-one-out cross-validation (LOO-CV):
uLOO-CV =
1
n
n∑
i=1
log p(y∗ = y(i) |x(i),D\i,M). (19)
Cross-validation is a prevalent model selection method that avoids using the
same data for model training and evaluation, but still enables computing the utility
estimate from the whole data set. Its drawback is the relatively large computational
cost, especially with LOO-CV. The amount of splits used is a trade-off between
computational complexity and bias induced due to the incomplete training data.
3.3 Selection by evidence maximization
As outlined in Section 2, the Bayesian framework can naturally quantify uncertainty
with probability at the different levels of modelling, including the parameters, hyper-
parameters, and model structure. This section describes model selection methods
based on evidence maximization. Consider a situation where a statistician has a
set of models that are deemed plausible for modelling a given problem. In order to
simplify the modelling, the statistician may use only one of the models, and pick
the one that has the greatest posterior probability. This is called the maximum a
posteriori model
MMAP = argmax
M
p(M|y) = argmax
M
p(y |M)p(M). (20)
If the prior probabilities for each model are equal, the MAP model corresponds to
the maximum of the marginal likelihood p(y |M).
Maximizing the marginal likelihood is a common model selection procedure, and
it can naturally be used to also select point estimates for hyperparameters in a
hierarchical model. The method is called empirical Bayes, evidence framework, or
type II maximum likelihood (MacKay, 1992; Bernardo and Smith, 1994; Berger,
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2013). The popularity of maximum marginal likelihood arises from the fact that it
conforms to the principle of Occam’s razor (Jefferys and Berger, 1992; Rasmussen
and Ghahramani, 2001). This is a general principle stating that out of equally good
hypotheses, the simplest should be chosen. In other words, the method intrinsically
embodies a trade-off between the complexity of the model and the fit to data. The
downside of the method is that optimization opens the possibility to severely over-fit
the model.
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4 Gaussian process models
This section introduces Gaussian processes and their application to Bayesian mod-
elling. Gaussian process models are an important nonparametric class of models
because of their convenient properties resulting from the Gaussian distribution. In
the machine learning community, Gaussian process models have become a common
approach for modelling nonlinear relationships between a target variable and a set of
covariates. This section will introduce how Gaussian process models can be used
for regression tasks, and how their properties can be controlled with the covariance
function of the process.
4.1 Gaussian processes
A Gaussian process (GP) is an infinite collection of random variables, for which
any finite subset {f (1), f (2), . . . , f (n)} = {f(x(1)), f(x(2)), . . . , f(x(n))} form a joint
Gaussian distribution (Rasmussen and Williams, 2006)
p(f(x(1)), f(x(2)), . . . , f(x(n))) = p(f) = N (f |m,K). (21)
The mean m and covariance K of the distribution are specified by the mean function
m(x) and covariance function k(x,x′) of the Gaussian process f(x):
m(x) = E[f(x)]
k(x,x′) = E[(f(x)−m(x))(f(x′)−m(x′))].
(22)
The mean and covariance function completely specify the Gaussian process, which is
denoted as
f(x) ∼ GP(m(x), k(x,x′)). (23)
Gaussian processes satisfy a consistency property, which means that if a particular
GP specifies a joint distribution between two sets of values as (f (1), f (2)) ∼ N (m,K),
then it also specifies f (1) ∼ N (m1,K11) and f (2) ∼ N (m2,K22), where m1, m2, K11,
andK22 are subvectors or submatrices ofm andK. The consistency property implies
that examining an additional set of variables f (2) from the GP does not alter the
distribution of the previously examined variables f (1).
Gaussian process models utilize the GP framework by constructing a model where
a particular Gaussian process is set directly as a prior over functions that map the
inputs to the output(s). The chosen GP prior, specifically its mean and covariance
function, represent the beliefs about what kind of functions are expected to model the
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data. Contrary to parametric models, in the Gaussian process framework, inference
is conducted directly about the functions without explicitly parametrizing them. For
this reason, Gaussian process models are sometimes called nonparametric, as the GP
prior corresponds to an infinite-dimensional parameter space.
In Gaussian process regression, the mean function is very often set to zero, and
this convention is also adopted in this thesis. This is a convenient choice and agrees
with prior beliefs if the output data is transformed to have zero mean during pre-
processing. Moreover, this does not restrict the posterior process to have a zero mean.
The Gaussian process framework can straightforwardly handle also a nonzero mean
function m(x) and make inference about its parameters. For example, inference
over the parameters β of a linear mean function m(x) = βTx can be conducted
analytically (O’Hagan, 1978). However, the prior assumption of a linear trend in the
latent function can also be modelled with a zero mean GP if a linear term xTx′ is
added to the covariance function k(x,x′).
4.2 Regression
Gaussian process models fit well to the Bayesian framework, as measured data can
be conveniently used to conduct inference and predict the values of new observations.
Consider a simple case of noise-free training observationsD = (X, f) = {(x(i), f (i))}ni=1
and a task to predict the output values f∗ at some test points X∗. Specifying the
mean as zero, the joint distribution of the training outputs f and test outputs f∗ is⎡⎣ f
f∗
⎤⎦ ∼ N
⎛⎝0,
⎡⎣K(X,X) K(X,X∗)
K(X∗,X) K(X∗,X∗)
⎤⎦⎞⎠ . (24)
Here, the block matrix of K’s represents the matrix of covariances between all pairs
of trainings points X and test points X∗. The posterior distribution over functions
is obtained by conditioning the joint Gaussian distribution on the observations f ,
resulting in
p(f∗|X∗, f) = N (f∗|K∗K−1f ,K∗∗ −K∗K−1K∗T), (25)
where the notation is simplified asK = K(X,X),K∗ = K(X∗,X),K∗∗ = K(X∗,X∗).
In typical modelling situations, the task is to infer function values f(x) from
observations that include noise, y(i) = f(x(i)) + ε(i). By assuming the noise as
additive, independent and identically distributed Gaussian noise with variance σ2n,
and assuming a zero mean Gaussian process prior on the latent function values, the
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distribution of the observed target values y becomes
y ∼ N (0,K+ σ2nI). (26)
This leads to the joint distribution of the observed target values y and the function
values at test points f∗ as⎡⎣y
f∗
⎤⎦ ∼ N
⎛⎝0,
⎡⎣K+ σ2nI K∗T
K∗ K∗∗
⎤⎦⎞⎠ . (27)
The conditional distribution of the latent values at the test points given observed
data y is then
p(f∗ |X∗,y) = N (f∗ |E[f∗],Cov[f∗]), where
E[f∗] = K∗[K+ σ2nI]−1y,
Cov[f∗] = K∗∗ −K∗[K+ σ2nI]−1K∗T.
(28)
The predictive distribution of noisy target values y∗ at test points is given similarly
with the addition of a noise variance term σ2nI:
p(y∗ |X∗,y) = N (y∗ |E[f∗],Cov[f∗] + σ2nI). (29)
Equations (28) and (29) define the key predictive equations in Gaussian process
regression.
4.3 Covariance function
The covariance function is an essential feature of a Gaussian process, because it
determines the properties of the functions generated by the process (Rasmussen and
Williams, 2006). The parameters of the covariance function are typically called the
hyperparameters of the GP model. Often, also the parameters of the likelihood,
such as the noise magnitude σn, are thought to be part of the hyperparameters. For
Gaussian processes, the actual parameters can be considered to be the underlying
latent values f at the training points. Therefore, the number of parameters increases
with data.
A general term for a function that maps two inputs x,x′ ∈ X into R is a kernel.
An arbitrary kernel function k(x,x′) is a valid covariance function for a Gaussian
process only if the kernel is symmetric and positive semi-definite. Formally, it is
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required that ∫
k(x,x′)f(x)f(x′)dµ(x)dµ(x′) ≥ 0 (30)
for all f ∈ L2(X , µ). Here, µ is a measure on the input space X , and L2(X , µ) is the
space of square-integrable functions. A covariance function is stationary if it is a
function of the difference x − x′ , thus being invariant to translations in the input
space. A stationary covariance function is isotropic if it is also invariant to rotations
by depending only on the Euclidean distance ||x− x′||. Covariance functions can be
combined to create new ones, and valid covariance functions are created as a sum,
product, or convolution of existing covariance functions.
The main assumption that a covariance function conveys is how informative the
function values at two input locations are to each other. For regression problems,
using stationary covariance functions can often be justified, because it corresponds
to the belief that inputs close together have similar output values no matter their
location. For stationary covariance functions, a typical choice is to have the covariance
decay with distance. The rate of decay is often described with a parameter l, which
can be interpreted as a characteristic length-scale of the latent function.
One very common covariance function for regression is the squared exponential
(SE) with a single length-scale
kSE(x,x
′) = σ2f exp
(
− 12l2 ||x− x
′||22
)
. (31)
The function is infinitely differentiable, and both stationary and isotropic. Stein
(2012) argues that infinite differentiability is an unrealistic assumption, but the
squared exponential has still retained its popularity in regression tasks. Theoretically,
regression with this covariance function is equal to Bayesian linear regression with
infinitely many Gaussian basis functions.
As differentiation is a linear operation, the derivative of a Gaussian process is
another Gaussian process (Solak et al., 2003; Riihimäki and Vehtari, 2010). The
partial derivatives of the latent mean function at a test point x∗ are therefore tractable,
and they are equal to the mean of the derivative Gaussian process at that point. For
the partial derivative with respect to the covariate xd, the following equality holds
E
[
∂f ∗
∂x∗d
]
= ∂E[f
∗]
∂x∗d
. (32)
Having observed some noisy values y of the original GP, the mean and variance of
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the partial derivative of the latent function with respect to the covariate xd are
E
[
∂f ∗
∂x∗d
]
= ∂K
∗
∂x∗d
(K+ σ2nI)−1y,
Var
[
∂f ∗
∂x∗d
]
= ∂
2K∗∗
∂x∗d∂x
∗
d
− ∂K
∗
∂x∗d
(K+ σ2nI)−1
∂K∗T
∂x∗d
.
(33)
4.4 Model training
The previous sections have described inference with Gaussian processes for fixed
values of the free parameters. However, typically these are not known, and one
should also perform inference over them. To this end, one has to assign a prior for the
hyperparameters and compute the joint posterior distribution of the hyperparameters
θ and the latent function values f :
p(f ,θ|y) ∝ p(y|f ,θ)p(f |X,θ)p(θ). (34)
Moreover, the predictions for future observations should be integrated over (34):
p(f∗|X∗,y) =
∫
p(f∗|X∗, f ,θ)p(f ,θ|y)dfdθ. (35)
However, full inference is analytically intractable. A computationally convenient
and common procedure is to fix the hyperparameters to point estimates θˆ given by
maximizing the marginal likelihood, a method that is described in Section 3.3. The
optimization of the hyperparameters is often referred to as training or fitting of the
Gaussian process.
With the Gaussian likelihood, the logarithm of the marginal likelihood for a GP
model is
log p(y|X,θ) = −12y
T(K+ σ2nI)−1y−
1
2log|K+ σ
2
nI| −
n
2 log(2π). (36)
The three terms of the log marginal likelihood are interpretable as follows. The first
term is the data-fit term and it becomes larger when the GP fits the data well. The
second term is a complexity term that carries out the Occam’s razor principle, and
the third term is a normalization constant. Even though the log marginal likelihood
is known analytically, its maximization is a non-convex optimization problem. The
complexity of computing the marginal likelihood is dominated by the need to invert
the n × n matrix, which has a time complexity of O(n3). Once the inverse is
computed, the partial derivatives with respect to the hyperparameters are only O(n2)
in complexity each, and a gradient based optimization is therefore computationally
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efficient.
As mentioned in Section 3.3, optimizing the hyperparameters may lead to severe
over-fitting to the training data. The risks of over-fitting when determining the
parameters of a parametric model are well known and broadly documented. However,
the risk of over-fitting when optimizing hyperparameters are discussed less often. For
Gaussian process models, it has been shown that in both classification (Cawley and
Talbot, 2010) and regression (Mohammed and Cawley, 2017), using the evidence
framework with the squared exponential kernel results in better generalization perfor-
mance when the length-scales of each covariate are equal. This is because this form
has less hyperparameters and thus has less possibilities to over-fit to the training
data.
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5 Covariate selection
It is often difficult in practice to know which variables are useful for predicting a
target variable. The task of selecting the input variables to include in the model is
called covariate selection. This task may be defined in different ways, but the aim
is roughly to select a subset of the covariates x = {x1, . . . , xp} and maximize the
predictive performance of the model. Here, it is assumed that the model is otherwise
identical, i.e. the model structure is fixed and only the set of included covariates is
varied. The tools of model selection from Section 3 could in principle be used also
for covariate selection. However, the total amount of different variable combinations
is an exponential function of the number of available input variables, which often
calls for a different approach to the problem.
The covariate selection task can be understood through the definitions of covariate
relevance and covariate redundance (John et al., 1994; Koller and Sahami, 1996;
Guyon and Elisseeff, 2003; Yu and Liu, 2004). Strong relevance of a covariate
means that removing it from the model always reduces the predictive ability. Weak
relevance, on the other hand, indicates that predictive performance is sometimes
reduced and sometimes not, depending on the other included covariates. A covariate
that does not contain any useful information for predicting the target variable is
neither strongly or nor weakly relevant. Such covariates are called irrelevant. For
example, an irrelevant covariate can contain only noise that has zero impact on the
target variable. Covariate redundance is closely connected to correlation between
the covariates. Simply put, redundant covariates contain only information that is
included also in other covariates. For example, two completely correlated covariates
are redundant to each other, and only one of them is therefore useful.
Yu and Liu (2004) showed that the full set of covariates can be divided into four
disjoint sets: irrelevant covariates (I), weakly relevant and redundant covariates (II),
weakly relevant and nonredundant covariates (III), and strongly relevant covariates
(IV). While the division is disjoint, it is not unique as the redundance of a covariate
depends on which other covariates are included. They define the union of (III) and
(IV) as an optimal subset, as choosing it retains an equal predictive performance
compared to the full model.
Note that the above definition of the optimal subset requires that the predictive
performance of the submodel is equal to the full model. However, one may be willing
to select an even smaller subset if it simplifies the model, but does not drastically
weaken the predictive performance. In this case, there is typically a trade-off between
the predictive ability of the model and the number of covariates included. The desired
compromise between simplicity of the model and predictive performance depends on
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the application.
Covariate selection has several advantages. By identifying the important variables,
it improves the interpretability of the model and the whole problem. Additionally, it
reduces the cost of collecting and storing data as well as making measurements in
the future, as the removed variables need not be measured. However, one should
be careful with covariate selection, because the large number of possible variable
combinations increases the risk of over-fitting to the available data during the selection
process. In other words, it is very probable that some covariate combinations fit
especially well to the particular data set even though they do not generalize well
to new data. This phenomenon is called selection induced bias (Reunanen, 2003;
Cawley and Talbot, 2010; Vehtari and Ojanen, 2012; Piironen and Vehtari, 2017).
Covariate selection is closely connected to covariate extraction, as both are
different approaches to dimensionality reduction, i.e. reducing the number of random
variables in a model. Covariate extraction uses linear or nonlinear transformations
to the data to reduce the dimensionality, while constructing a set of relevant features.
One famous feature extraction method is principal component analysis, which uses
orthogonal transformations to produce linearly uncorrelated covariates. Feature
selection and feature extraction both have their own merits, but because covariate
selection preserves the original covariates, it is useful in applications requiring
interpretation of the model. For a thorough introduction to feature extraction,
see (Guyon et al., 2008).
5.1 Selection methods
A myriad of different methods have been developed specifically for covariate selection,
and it is not feasible to introduce them all. The different approaches can be roughly
categorized into subset evaluation methods and covariate ranking methods. Subset
evaluation methods directly assess the performance of subsets, and can therefore
remove also redundant covariates. The downside of subset evaluation methods is
a much higher computational complexity compared to covariate ranking methods.
Even with greedy sequential search methods, the complexity is still O(p2) for p
covariates.
Covariate ranking methods estimate the relevance of each covariate individually,
and assign to each a weight corresponding to their relevance. A subset of suitable
size can then be chosen based on the ranking. This approach has a linear time
complexity with respect to the number of covariates, and is therefore useful for
high-dimensional data. The drawback of individual evaluation methods is that they
are often ineffective at removing redundant covariates, because they are likely ranked
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approximately equally good.
One approach to covariate ranking is to assess the expected change in the target
variable as the input variables are changed. For example, Stolzenberg (1980) and Här-
dle and Stoker (1989) have examined the expected change by estimating the average
partial derivatives of a regression curve. In a simple linear regression model, the par-
tial derivatives are analytically tractable and are given by the regression coefficients.
However, in more complicated models, the derivatives need to be estimated. Gelman
and Pardoe (2007) extended the idea of the expected difference from the partial
derivatives to a more general approach. They define a predictive comparison of a
covariate xj as the difference quotient of the expected value of the model predictions:
δj(x(2)j → x(1)j ,x−j,w) =
E(y|x(2)j ,x−j,w)− E(y|x(1)j ,x−j,w)
x
(2)
j − x(1)j
. (37)
Here, x−j is the value of all input variables except xj, and w are the parameters of
the model. The predictive comparison is not equal to the partial derivative with
respect to xj, because the limit x(2)j − x(1)j → 0 is not taken. The average relevance
of a covariate xj can be computed by averaging the predictive comparison over
w, x−j, x(2)j , and x
(1)
j , where only increasing transitions x
(1)
j < x
(2)
j are considered.
The practical disadvantage of the average predictive comparison is the expensive
summation over all the variables.
5.2 Covariate selection with Gaussian process models
An alternative form of the squared exponential covariance function (31) is one with
separate length-scale parameters for each input variable
kARD−SE(x,x
′) = σ2f exp
(
−12
p∑
i=1
(xi − x′i)2
l2i
)
. (38)
While the common parameter σf determines the overall variability, the different
length-scale parameters li for each of the p input dimensions allow the generated
functions to vary at different scales along the covariates. This form is sometimes
more favourable compared to (31) because it is a less informative prior over the
functions and is thus more flexible. The separate length-scales can be utilized for
covariate selection, and this section presents different methods that have been used
in the literature.
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5.2.1 Sparsity promoting priors
As Gaussian processes are inherently Bayesian models, covariate selection is often
carried out using so-called Bayesian variable selection methods. In the Bayesian
framework, covariate selection can be done with priors that promote sparsity, i.e.
include the assumption that not all of the covariates are included. One such prior is
the spike-and-slab prior. For a linear regression model y = Xw+ ε for example, the
spike-and-slab prior on a single weight parameter wj has the form
p(wj|γj) = γj p˜(wj) + (1− γj)δ0(wj), (39)
where δ0 is the Dirac delta function at zero and γj is the parameter that controls
the exclusion probability of the weight (Mitchell and Beauchamp, 1988). Thus, with
probability (1− γj) the covariate xj is excluded from the model by setting the weight
to zero, and with probability γj it is included and has a ”slab” prior p˜(wj). The slab
part can be a noninformative Gaussian prior, for example. The spike-and-slab is
a common prior for achieving sparsity and is sometimes referred to as the golden
standard from a Bayesian perspective (George and McCulloch, 1993; Titsias and
Lázaro-Gredilla, 2011).
In the Gaussian process framework, covariate selection can be done by assigning
spike-and-slab type priors on the length-scale parameters of the covariance function.
To achieve this, one has to parametrize the covariance function differently to obtain
a nonzero probability for the covariance of a particular dimension to be exactly zero.
Savitsky et al. (2011) use a squared exponential (38) kernel and a spike-and-slab
type prior of the form
p(ρk|γk) = γkU(ρk|0, 1) + (1− γk)δ1(ρk), (40)
where γk is the parameter controlling the probability for the covariate to be irrelevant,
and ρk is a parameter that controls the covariance of the latent values corresponding
to covariate xj, which is parametrized in such a way that its domain is [0, 1]. In
this parametrization, the exponent of (38) has terms − log (ρi) instead of l−2i . Spike-
and-slab type sparsifying priors have been used for covariate selection for Gaussian
process models by Vehtari (2001), Linkletter et al. (2006), and Savitsky et al. (2011).
5.2.2 Automatic relevance determination
The separate length-scales of (38) represent the nonlinearity of each covariate. How-
ever, this nonlinearity value can also be used as an estimate for predictive relevance,
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which is known as automatic relevance determination (ARD). After optimizing the
hyperparameters, ARD allows the relevance of a covariate to be inferred from the
inverse of its corresponding length-scale parameter. This interpretation is based on
the remark that taking the length-scale to infinity renders the generated functions
flat. The ARD method was originally proposed for estimating the relevance of inputs
in multilayer perceptrons by MacKay (1994) and Neal (1995).
The use of length-scales as a measure of relevance has two problems. Firstly,
the length-scale parameters are not well identified (Zhang, 2004). This increases
variance of the relevance estimate given by ARD. Especially when a length-scale is
large compared to the scale of the data, the generated function is essentially linear
with respect to the corresponding covariate. Thus, increasing the length-scale further
does not significantly alter the likelihood. Secondly, ARD severely overestimates
the relevance of nonlinear covariates over linear or near-linear covariates of equal
relevance in the squared error sense, which has been demonstrated for multilayer
perceptrons (Lampinen and Vehtari, 2001) as well as Gaussian processes (Piironen
and Vehtari, 2016).
5.2.3 Projection predictive covariate selection
Piironen and Vehtari (2016) devised a method for projecting the information of
a full GP model onto simpler submodels with less covariates by revising an idea
originally introduced for generalized linear models (Goutis and Robert, 1998; Dupuis
and Robert, 2003). The projection is made by optimizing the hyperparameters of
the submodel so that the posterior latent Kullback-Leibler divergence at the training
points is minimized. Essentially, the full GP model is treated as a reference model,
and the submodel is chosen so that predictions change minimally. The projection
method requires some search heuristic during the projection, and each step requires
fitting multiple GPs during the search. It is thus computationally quite expensive,
but it has been shown to outperform automatic relevance determination by choosing
better submodels in simulated and real world regression problems (Piironen and
Vehtari, 2016). In generalized linear models, the projection approach was shown to
be superior to many other variable selection methods (Piironen and Vehtari, 2017).
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6 Methods
The focus of this thesis is to study covariate selection methods for Gaussian process
models. This section will introduce and motivate two novel methods, which are the
main contribution of this thesis. The methods are introduced as possible alternatives
to automatic relevance determination, introduced in Section 5.2.2, which is the
prevalent covariate selection method for GPs.
The methods are named KL and VAR, arising from the utilization of KL divergence
as well as the estimation of the variance of the GP mean. The motivation for these
methods is to avoid the drawbacks of ARD by taking a different approach than
examining the length-scale parameter of the covariance function. The methods
exploit the fact that the posterior predictive distribution of a GP model is analytically
tractable. By examining the distribution at the training data points, the average
predictive relevance can be effectively estimated without increasing the computational
complexity prohibitively over ARD.
6.1 KL divergence as a relevance measure
The Kullback-Leibler divergence (15) is prevalent in a multitude of contexts in
statistics and machine learning. It is a measure of how one probability distribution
diverges from another probability distribution, and is thus an asymmetric measure.
In the KL method, Kullback-Leibler divergence is utilized to measure the divergence
of the posterior predictive distribution of a Gaussian process model at an input point
when it is perturbed. Via sensitivity analysis of the posterior predictive distribution,
the predictive relevance of covariates can be estimated.
In GP models with a Gaussian likelihood assumption, the posterior predictive
distribution at a single test point is a univariate normal distribution. The predictive
equation for the latent values is given in (28). Denoting the mean and variance
of the predictive distribution as E[f(x)] = µ(x) and Var[f(x)] = σ2(x), the KL
divergence (15) from the predictive distribution at x to the distribution at x′
is (Kullback and Leibler, 1951)
DKL(N (µ(x), σ2(x)) || N (µ(x′), σ2(x′)))
= log σ(x
′)
σ(x) +
σ2(x) + (µ(x)− µ(x′))2
2σ2(x′) −
1
2 .
(41)
As this is a quadratic function of the difference in their means, taking the square
root of the KL divergence draws an analogy to the derivative of the GP mean. By
considering the total-variation distance of Pinsker’s inequality, the final measure for
33
the difference of predictive distributions is chosen as (Simpson et al., 2017)
d(x,x′) =
√
2DKL(N (µ(x), σ2(x)) || N (µ(x′), σ2(x′))). (42)
Because KL divergence is always nonnegative, the measure is also a nonnegative real
number.
Consider a Gaussian process with a squared exponential kernel and Gaussian
observation model fitted to some training data D = (X,y) with n observations and
p covariates. As the squared exponential is infinitely smooth, the partial derivative
of the mean of the GP with respect to a single covariate xj at an arbitrary point a
can be obtained as the limit of the difference quotient
lim
∆→0
E[f(a1, . . . , aj−1, aj +∆, aj+1, . . . , ap)]− E[f(a1, . . . , aj, . . . , ap)]
∆
= lim
∆→0
E[f(a +∆j)]− E[f(a)]
∆ = lim∆→0
µ(a +∆j)− µ(a)
∆
= ∂
∂xj
E[f(a)].
(43)
Keeping the analogy with the derivative and taking the limit of the difference quotient
of the difference measure (42) yields
lim
∆→0
d(a, a +∆j)
∆
= lim
∆→0
√
2DKL(N (µ(a), σ2(a)) || N (µ(a +∆j), σ2(a +∆j)))
∆
= lim
∆→0
√2(log σ(a+∆j)σ(a) + σ2(a)+(µ(a)−µ(a+∆j))22σ2(a+∆j) − 12)
∆2 .
(44)
Because the square root is continuous over its whole domain, the limit can be moved
inside and the above equals√ lim
∆→0
2(log σ(a+∆j)
σ(a) +
σ2(a)+(µ(a)−µ(a+∆j))2
2σ2(a+∆j) − 12)
∆2
=
√0 + lim
∆→0
(µ(a)− µ(a +∆j))2
∆2σ2(a +∆j)
= lim
∆→0
µ(a +∆j)− µ(a)
∆σ(a +∆j)
= 1
σ(a)
∂
∂xj
E[f(a)].
(45)
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The limit exists, because with noisy observations y, the predictive standard deviation
σ(a) is never zero. Thus, perturbing an input point a with respect to one covariate
by ∆ and taking the limit ∆→ 0 yields a neat form to (42) as the partial derivative
of the GP mean divided by the standard deviation of the predictive distribution.
However, the formulation (42) of the relevance measure is more general and does not
require the observation model to be Gaussian.
Because the average derivative is correlated with predictive relevance, this will be
used for estimating the predictive relevance of covariates. The additional benefit of
the above formulation is that the partial derivatives are weighted by the uncertainty of
the predictive distribution at each point. Giving less weight to uncertain predictions
improves the accuracy of the estimation. Taking the square root of the KL divergence
is also beneficial from a practical point of view. When the measure (42) is estimated
at multiple points, the square root is less sensitive to variations in the standard
deviation between the points. Thus it estimates the average relevance better than
without the square root.
The above methodology can be used to estimate the predictive relevance of
covariates at any point of the input space. Due to the curse of dimensionality, it is
not trivial how one should choose the points if one wants to estimate the predictive
relevance of covariates. In this thesis, the estimates are computed at each training
point by perturbing the training point separately in each input dimension. This
will produce a good representation of the average relevance with relatively little
computational burden. By always computing the KL divergence from the training
point to a nearby point, the method naturally complies with the asymmetry of the
KL divergence. The partial derivatives of the GP mean can be computed analytically,
as discussed in Section 4.3. However, in this thesis we fix the perturbation distance
∆ to some small number, and compute the relevance estimates directly via the KL
divergence. Because of this, the relevance measure (42) is divided by ∆:
d˜(x,x′) =
√
2DKL(N (µ(x), σ2(x)) || N (µ(x′), σ2(x′)))
∆ . (46)
6.1.1 Choice of perturbation distance
The choice of the perturbation distance ∆ has to be determined based on the
distribution of input data. When ∆ is chosen small enough, the KL method is not
sensitive to the size of the perturbation. The results of this thesis are computed with
∆ approximately 0.0001 times the standard deviation of the inputs, and varying the
distance for two orders of magnitude above and below this value did not alter the
results. However, very small values should be avoided because of potential numerical
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errors.
6.2 Variance of the predictive mean
This section presents the second new method for ordering covariates based on their
predictive relevance. This method is denoted as VAR because it is based on estimating
the variance of each component of the latent function of a fitted Gaussian process. In
order to efficiently achieve this, the distribution of the input variables will be estimated.
By assuming that the inputs have a joint Gaussian distribution x ∼ N (µ,Σ), the
conditional distribution of one covariate, given the value of the others, is a univariate
normal distribution. If the joint distribution of the input variables, with covariate xj
separated, is denoted as⎡⎣x−j
xj
⎤⎦ ∼ N
⎛⎝⎡⎣µ−j
µj
⎤⎦ ,
⎡⎣Σ−j,−j σj,−j
σ−j,j σj,j
⎤⎦⎞⎠ , (47)
the conditional distribution of the covariate xj is given by
xj |x−j ∼ N (µa, σ2a),
µa = µj + σj,−jΣ−1−j,−j(x−j − µ−j),
σ2a = σj,j − σj,−jΣ−1−j,−jσ−j,j.
(48)
The subscript j refers to selecting the row or column j from µ or Σ, whereas the
subscript −j refers to excluding them. Using equation (48), the relevance of covariate
xj at an arbitrary point can be estimated by computing the variance of the predictive
mean along the covariate with Gauss-Hermite quadrature (Golub and Welsch, 1969).
A good estimate for the overall relevance of each covariate is achieved by repeating
this procedure at each training point.
The predictive distribution of a single-output GP in one test point is a univariate
Gaussian. Let us denote the mean of this distribution as µ∗(x). Variance of the
mean along a covariate xj is then given by integrating over the conditional Gaussian
of equation (48)
Var[µ∗,j(xj|x−j)] =
∫
µ2∗,j(xj)N (xj |µa, σ2a) dxj
−
(∫
µ∗,j(xj)N (xj |µa, σ2a) dxj
)2
.
(49)
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With a change of variables k = (xj − µa)/(
√
2σa), the variance takes the form
Var[µ∗,j(xj|x−j)] =
∫
µ2∗,j(
√
2σak + µa)
e−k
2
√
π
dk
−
(∫
µ∗,j(
√
2σak + µa)
e−k
2
√
π
dk
)2
≈ π−1/2
N∑
i=1
wi µ
2
∗,j(
√
2σaki + µa)
− π−1
(
N∑
i=1
wi µ∗,j(
√
2σaki + µa)
)2
.
(50)
where wi and ki are the weights and evaluation points of the Gauss-Hermite quadra-
ture, and N is the number of these points.
6.2.1 Precision matrix estimation
In order to compute the conditional distribution of one covariate (48), the full sample
mean µ and sample covariance matrix Σ of the inputs must be estimated from the
training inputs. In addition, a submatrix of the covariance matrix, with one row
and column removed, must be inverted. The details for computing the inverse of the
submatrix efficiently from the full precision matrix are explained in Appendix A. This
sections discusses methods for estimating the covariance matrix Σ and the precision
matrix P = Σ−1 from n samples {x(i)}ni=1 of a p-dimensional random variable x.
The population covariance matrix Σ of the random variable x is defined as (John-
son and Wichern, 2007)
Σ = Cov[x,x] = Var[x] = E[(x− E[x])(x− E[x])T]. (51)
This can be estimated with the sample covariance matrix
Σˆ = 1
n− 1S, (52)
where S is the scatter matrix, defined as
S =
n∑
i=1
(x(i) − x)(x(i) − x)T, (53)
and x is the sample mean
x = 1
n
n∑
i=1
x(i). (54)
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Both x and Σˆ are unbiased estimators for the mean and covariance for any distribution
of x, that is E[x] = E[x] and E[Σˆ] = Σ. For specific distributions, different estimators
can be defined with varying properties. If x follows a normal distribution, the
maximum likelihood estimator for the covariance is
ΣˆN−ML =
1
n
S. (55)
The most basic way to estimate P = Σ−1 is to directly invert an estimator of
Σ, such as the sample covariance matrix. However, the sample covariance matrix
does not accurately estimate the true eigenvalues of Σ. This typically manifests as
overestimation of large eigenvalues and underestimation of small eigenvalues, and
causes large errors during the inversion. There are several ways to account for these
errors. Two commonly used approaches are sparsifying and shrinkage. Sparsifying
methods make the assumption that the precision matrix is sparse, and aim to achieve
this somehow. For example, the popular graphical lasso method imposes an L1
penalty for the estimation of the precision matrix to achieve sparsity (Friedman et al.,
2008). Shrinkage estimators, on the other hand, aim to shrink the eigenvalues of
the sample covariance matrix by constructing a linear combination of an estimator
matrix and some target matrix, thus improving the stability of the inversion. Very
often, this target matrix is the identity matrix.
In this thesis, only data sets with more data points than input dimensions are
considered. The precision matrix is estimated by inverting the maximum likelihood
estimator (55), where a small identity matrix is added to increase the numerical
stability. In the absence of linearly dependent components in the inputs, the ML
estimator is positive definite and its inverse can be computed using the Cholesky
decomposition.
The difficulties arising from estimating and inverting the covariance of the inputs
result in inaccuracies to the relevance estimation via the VAR method. However, the
experiments in Section 7 show that the method works well in practice even when
the input distribution is far from a normal distribution. One way to avoid the errors
caused by inversion altogether is to integrate the equation (49) over the marginal
distribution of xj instead of the conditional distribution. However, this will create
another source of error because the distribution is not correct.
6.3 Computational complexity
The exact inference with Gaussian processes has complexity O(n3) for a data set with
n observations. This hinders their applicability especially in large data sets. Once a
38
full GP model is fitted, ordering covariates using ARD comes about automatically,
requiring no additional computations. By a projection approach (Piironen and
Vehtari, 2016), the covariates can be ordered more effectively, but the drawback is
an increase in complexity to O(p2n3), where p is the dimension of the inputs.
The complexity of Gaussian process inference arises from the unavoidable matrix
inversion. However, the same inverse can be used for making an arbitrary number of
predictions at new test points, achieved by solving triangular systems, which are only
O(n2) in complexity. The KL method needs to make one prediction at each training
point, which is compared to two predictions for every input dimension that are a
distance ∆ above and below the training point. Thus, it requires computing 2p+ 1
predictions at every training point, giving it a total complexity ofO(p·n·n2) = O(pn3).
The VAR method, on the other hand, requires computing as many predictions as
the chosen number of quadrature points for every dimension and training point. This
number can be chosen to be a small constant, thus keeping the total complexity at
O(pn3). In addition to this, the method requires computing the inverse of the sample
covariance submatrix of the inputs, Σ−j,−j, for each of the p covariates. Taking
advantage of the positive definiteness of the full covariance matrix, the Cholesky
decomposition of it, O(p3) in complexity, needs to be computed only once per training
set. Then the Cholesky decomposition for each submatrix Σ−j,−j is obtained with a
rank one update from the full covariance matrix, resulting in p rank one updates of
complexity O(p2). The details of the rank one updating are described in Appendix
A. Thus, the full complexity of the variance method is O(pn3 + p3).
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7 Experiments
This section presents a range of numerical experiments, where the covariate selection
methods introduced in Section 6 are compared to automatic relevance determination.
First, a toy dataset will be constructed that will be used to highlight one of the key
drawbacks of automatic relevance determination. Second, the performance of the
three covariate selection methods is evaluated with four freely available real world
data sets. Finally, the differences in the results are explained via the theoretical
properties of the methods. All of the Gaussian process models were constructed and
trained using the GPy (2012) framework.
7.1 Toy dataset
Piironen and Vehtari (2016) evaluated the relevance determination capability of ARD
by considering a toy dataset with eight covariates and a target variable constructed
as a sum of eight independent components with varying degrees of nonlinearity. They
showed that ARD severely favours covariates with a nonlinear response compared to
linear covariates that are equally relevant in the squared error sense. In this section,
a similar toy example is constructed, but besides just uniformly distributed input
data, also normally distributed inputs are considered. The toy dataset is defined as
follows:
xj ∼ U(−1, 1) or xj ∼ N (0, 0.42) , j = 1, . . . , 8,
y = f1(x1) + . . .+ f8(x8) + ε,
ε ∼ N (0, 0.32),
fj(xj) = Aj sin (ϕjxj),
(56)
where the sine coefficients ϕj are equally spaced between π/10 and π, and the scaling
factors Aj are such that the variance of each fj(xj) is one. The variances and
scaling factors are thus different depending on the distribution of the inputs xj . The
functions fj(xj) are presented in Figure 1 for uniformly distributed inputs (black)
and normally distributed inputs (red).
For both the toy datasets, a Gaussian process model was constructed with the
covariance function being the ARD-SE kernel (38) with an added constant term.
300 input points were sampled, and the output values y were computed according
to equation (56). After optimizing the hyperparameters to the maximum of the
marginal likelihood, the relevance of each covariate was estimated either directly
using ARD, or by averaging the KL and VAR relevance estimates from each of
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Figure 1: Latent functions fj(xj), j = 1, . . . , 8 used to generate the two toy data
sets (56). The black lines represent the dataset with uniform inputs and the red lines
represent normally distributed inputs. Each latent function is scaled to unit variance
according to its corresponding input distribution.
the 300 training points. The Gauss-Hermite integrations were computed using 11
quadrature points. The relevance estimates were scaled so that the largest of them
was one. The averaged results of 200 random repetitions are presented in Figure 2
for the two examples with inputs distributed uniformly (top) and normally (bottom).
Error bars representing 95% confidence intervals are indistinguishably small.
Figure 2 demonstrates that in the toy example with uniform inputs, all three
methods prefer inputs with a nonlinear response to some extent over linear ones.
However, the preference in the two alternative methods is not as severe as with ARD,
which assigns relevance values close to zero for half of the covariates. The bottom
figure, representing the toy example with Gaussian distributed inputs, shows that the
KL and VAR methods estimate almost equal relevances for each covariate. Overall,
the toy experiment shows that the KL and VAR methods are notably better than
ARD in identifying the true equal relevance of the covariates with different amounts
of nonlinearity.
In the toy example above, all covariates are equally relevant for prediction. In
order to compare how the methods treat irrelevant covariates, the dataset was
extended with 42 totally irrelevant covariates that have zero impact on the target
variable. The extended toy example thus has 50 total covariates, only 8 of which
are relevant, and they are similar as in (56). The average relevance values from 400
data realizations are shown in Figure 3. The results show that all methods give
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Figure 2: Relevance estimates for eight covariates in the two toy examples (56) with
uniformly distributed inputs (top) and normally distributed inputs (bottom). The
estimates are computed with ARD (blue), KL divergence (red), and variance of
the predictive mean (cyan). The results are averaged from 200 random data sets
and scaled such that the most relevant covariate has a relevance of one. Error bars
representing 95% confidence intervals are indistinguishable.
negligibly small relevance values to all of the irrelevant covariates. For the relevant
covariates, the relevance values are actually more equal compared to Figure 2. This is
a result of the fact that some of the hyperparameter optimizations failed and resulted
in a GP where some of the nonlinear covariates have a linear response. Because
there are much more hyperparameters to optimize than in the small toy data set,
the optimization is much more difficult. This greatly increases the variance in the
relevance estimates of the most nonlinear terms. Figure 4 presents the results when
some random realizations where the optimization gravely failed are removed. In this
case, the results are very close to Figure 2 for the relevant covariates.
7.2 Real world data
7.2.1 Data sets
This section presents the results of experiments, where the performance of the different
methods was evaluated using four data sets obtained from the UCI machine learning
repository (Lichman, 2013). The data sets are summarized in Table 1. The datasets
were pre-processed and normalized to obtain reasonable regression tasks without any
missing data. The price was used as the target variable for the Automobile data
set, and compressive strength for the Concrete Slump dataset. All data sets can be
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Figure 3: Relevance estimates for 50 covariates in the toy model with 8 equally
relevant covariates and 42 irrelevant covariates. The estimates are computed with
ARD (blue), KL divergence (red), and variance of the predictive mean (cyan). The 8
relevant covariates are joined with a line, and range from linear (input 1) to nonlinear
(input 50) as in (56). The results are averaged from 400 random data sets and scaled
such that the most relevant covariate has a relevance of one. The error bars represent
95% confidence intervals.
modelled quite well with a Gaussian process model with the ARD-SE covariance
function, and they are thus good examples for evaluating the performance of the
covariate selection methods.
Table 1: Summary of real world dataset parameters: number of covariates p, data
points ntot, and training points used n.
Dataset p ntot n Reference
Concrete Slump Test 7 103 80 Yeh (2007)
Boston Housing 13 506 300
Automobile 38 193 150
Crime 102 1992 400 Redmond and Baveja (2002)
7.2.2 Predictive performance
In predictive feature selection, finding out the relevance ranking for the covariates is
more important than the differences in the relevance values considered in Figure 2. To
this end, we tested the predictive performance of submodels that included covariates
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Figure 4: Relevance estimates for 50 covariates in the toy model with 8 equally
relevant covariates and 42 irrelevant covariates. The results are computed from 400
data realizations, but cases where hyperparameter optimization has failed gravely,
are removed. The error bars represent 95% confidence intervals.
chosen by each method. For each method, a Gaussian process model with a sum
of constant and squared exponential (38) kernels as a covariance function was used.
The model was first fitted with all p covariates included, and then a similar submodel
was fitted with only part of the most relevant covariates included, according to the
relevance ranking given by the particular method. A total of 50 repetitions was
performed, each time splitting the data into random training and test sets with the
number of training points shown in Table 1. Both the full model and submodels
were trained on the training set, and the predictive performance of the methods
was evaluated by computing the mean log-predictive densities (MLPDs) using the
independent test set. The mean log-predictive density is simply the average of the
log-probabilities of the posterior predictive distribution at the test points. In terms
of the predictive performance estimation framework presented in Section 3.1, it is
the hold-out utility (17) using the logarithmic score utility function (12).
The mean log-predictive densities of the test sets are presented in Figure 5 as a
function of the number of covariates included in the submodel. A plot for each data set
contains results when the covariates are sorted using ARD (blue), KL divergence (red),
and variance of the predictive mean (cyan). The GP models are fitted by optimizing
the hyperparameters to the maximum of the hyperparameter posterior distribution,
with half-t distribution as the prior for the noise and signal magnitudes, and inverse-
gamma distribution for the length-scales. The inverse-gamma was chosen because it
has a sharp left tail that penalizes very small length-scales, but its long right tail
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allows the length-scales to become large (Stan Development Team, 2017). The plots
for the Automobile and Crime sets are shown only up to a point where the predictive
performance saturates. The full model MLPD, presented as a horizontal line, was
computed by sampling 100 values for every training set from the hyperparameter
posterior using Hamiltonian Monte Carlo (Duane et al., 1987).
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Figure 5: Mean log-predictive densities (MLPDs) computed from independent test
data sets for submodels as a function of covariates included in the submodel. The error
bars represent 95% confidence intervals from 50 repetitions. Blue depicts covariates
sorted using ARD, red and cyan depict the KL and VAR methods, respectively. The
dashed horizontal line depicts the MLPD of the full model with hyperparameters
sampled using Hamiltonian Monte Carlo.
The results show that in all four data sets, The KL and VAR methods generate
a slightly better ordering for the covariates than ARD does, resulting in submodels
with improved predictive performance on unseen test data. The improvement is
most distinct in the first three or four covariates in all the data sets. This is because
ARD picks the most nonlinear covariates first by definition, while the other methods
are able to identify covariates that are more relevant for prediction, albeit more
linear. After the initial improvement, the ordering in the latter covariates is never
worse than for ARD. Despite making the assumption of normally distributed inputs,
the VAR method performs well even in the Automobile data set which has a large
number of binary variables.
45
7.2.3 Consistency of relevance estimation
The weak identifiability of the length-scale parameter of the covariance function
increases the variation in the relevance estimate given by ARD. To assess this varia-
tion, this section examines how consistently each method determines the relevance
ranking of covariates between different random training sets. For every covariate,
the relevance ordinal numbers given by each of the 50 training sets were computed
from the four real world data sets. The plots of the ordinal numbers given by ARD,
KL, and VAR methods are presented in Figure 6. The ordinal numbers are plotted
for seven covariates, which were picked such that they were the most relevant on
average according to the VAR method. The markers in each ordinal number slot are
jittered horizontally to visualize the number of points in each slot.
Figure 6 shows that the KL and VAR produce the relevance sequence more
consistently compared to ARD. By comparing this plot with Figure 5, it becomes
evident that the reason for the improved predictive performance is partly a result of
improved consistency. For example, the better performance in the Concrete Slump
data for the submodel with 6 covariates is strictly the result of choosing covariate 5
more often than covariate 6. The Housing data plot shows that while both KL and
VAR methods pick covariate 5 as the most relevant in a majority of training samples,
ARD is less consistent, choosing covariates 4, 7, and 12 almost equiprobably. After
the first choice, there is variance in every method, but it is largest with automatic
relevance determination.
The correlation between consistency in Figure 6 and predictive performance in
Figure 5 highlights one of the two major problems with ARD. Because the length-
scale parameters are weakly identified, the relevance estimates have a lot of variance.
This results in less consistent relevance ordering which deteriorates the predictive
performance of the chosen submodels.
Figure 6 shows how the improvement in the predictive performance of submodels
with 1-4 covariates is partly a result of more consistent covariate ranking. However,
it does not show how consistent each method is after the first 7 choices. In order to
assess the consistency of all the choices, the entropy of each subsequent covariate
choice was computed from 50 training sets. For example, the entropy of the first
covariate choice is
H1(x) = −
50∑
i=1
p(xi) log p(xi), (57)
where p(xi) is the proportion of covariates xi. The average entropy of each method
in each data set is shown in Table 2. The results demonstrate the fact that ARD
has the largest variability on average in generating the relevance ranking.
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Figure 6: Scatter plots representing the frequency of relevance ordinal numbers
between different training sets given to 7 covariates in the four data sets. The 7
covariates shown are selected based on the fact that they were the most relevant
according to the VAR method. The markers in each ordinal number slot are jittered
horizontally to visualize the number of points in each slot.
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Table 2: Average entropy of each covariate choice.
Dataset ARD KL VAR
Concrete Slump Test 7.3 5.6 3.1
Boston Housing 14.2 13.8 13.5
Automobile 11.6 10.7 10.5
Crime 6.1 5.7 5.9
To visualize the difference of the covariate preferences between ARD and the
alternative methods, slices of the Gaussian process models fitted to the Boston
Housing data are shown in Figure 7. The slices show the mean and standard
deviations of the Gaussian process as a function of covariates 4 and 5, when the
values of the other covariates are set to their respective means. In this training split,
covariate 4 was picked first by ARD, and covariate 5 was picked first by KL and VAR.
The plot illustrates that the latent function as a function of x4 is relatively flat, but
its length-scale is small due to the small oscillation. Conversely, as a function of x5
it is quite rigid, but it has a larger slope and thus is more informative for predicting
y. This is well in line with the observation made from the toy data set that ARD
overly favours covariates with a nonlinear response.
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Figure 7: Slices of the Gaussian process model fitted to one training sample of the
Boston Housing data set by maximizing the posterior of the hyperparameters. In
this training sample, covariate x4 (left) was considered the most relevant according
to ARD. Covariate x5 (right) was considered most relevant by the KL and VAR
methods. The blue line is the mean, and the shaded areas represent one, two, and
three standard deviations of the latent function.
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7.3 Estimation of locally relevant covariates
In some cases, a covariate might have strong predictive relevance in some region
of the input space, while having a small effect on the target variable on average.
In some applications, the identification of such locally relevant covariates is impor-
tant. Consider a hypothetical regression problem, where the covariates represent
measurements to be made on a patient, and the dependent variable represents the
progression of a disease. The information that some measurement has little relevance
on average, but for some patients it is a clear indication of how far the disease has
progressed, may provide essential information for medical professionals.
Because the KL and VAR methods compute relevance estimates at each training
point, they produce a collection of relevance values in the regions of the input space
where training points are located. The relevance values can then be addressed
individually to assess the relevance of covariates in some subspace of the inputs.
To demonstrate this, the KL relevance estimates were computed at each training
point of the toy dataset with normally distributed inputs (56), and they are plotted
together with the values of covariate x8 in Figure 8. The red curve is a sketch of
the underlying latent function f8(x8) and is not scaled properly. While there is
some noise, the distribution neatly captures both the flat and steep regions of the
original sinusoidal function, exhibiting low and high relevance values, respectively.
Because the toy data set is very simple to model, the uncertainties are close to equal
everywhere, and the resulting KL relevance estimates are thus extremely correlated
with the derivative of the latent function.
Figure 8 neatly captures one of the novel aspects of the KL and VAR methods.
While automatic relevance determination outputs only a single number representing
the nonlinearity of a covariate, the other methods give a collection of relevance values.
A single nonlinearity value can represent a myriad of different functions, and while
some of them can be relevant for the regression problem, others can be very irrelevant.
The mean of the produced relevance collection can be used to assess the average
relevance of a covariate, but the distribution can also be used to examine relevances
locally. As shown in section 7.2, the averaging already provides an improvement to
the assessment of predictive relevance, and the ability to consider the local relevances
is a useful extra feature, improving the applicability of the methods.
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Figure 8: Pointwise KL relevance estimates together with the values of the eighth
covariate, computed from a sample of 300 points from the toy dataset (56) with
normally distributed input data. The red curve is a sketch of the original latent
function f8(x8) and is not scaled properly.
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8 Summary and discussion
This thesis has studied Bayesian variable selection with the focus on Gaussian process
models. The thesis has introduced two novel covariate selection methods, nicknamed
KL and VAR, which were motivated theoretically and studied in a range of numerical
experiments. The experiments included both simulated data sets and freely available
benchmark data sets, and the new methods were thoroughly compared to automatic
relevance determination, which is the prevalent covariate selection method in the
Gaussian process literature.
The drawbacks of automatic relevance determination arise from the use of the
length-scale parameters of the Gaussian process covariance function as an estimate
for predictive relevance. Because the length-scale parameter primarily represents
the nonlinearity of the latent function with respect to the corresponding covariate,
ARD confuses nonlinear response with predictive relevance. Additionally, the weak
identifiability of the length-scale parameters makes ARD less reliable and consistent
as an estimator of relevance.
The experiments of this thesis showed that the newly introduced covariate selection
methods yield improvements in several aspects compared to automatic relevance
determination. First, both methods were shown to select submodels with increased
predictive performance. The difference was most significant in small models with less
than five covariates, but also larger models never performed worse than those selected
by ARD. This is a result of the fact that ARD considers those covariates most
relevant that have the most nonlinear response when the Gaussian process model
is optimized by maximizing the posterior distribution of the hyperparameters. On
the other hand, the alternative methods preferred covariates with a more linear but
stronger response. The relevance estimates of these methods were highly dependent
on the average partial derivative of the mean of the posterior Gaussian process, and
this was shown to be a better indicator of predictive relevance.
Additionally, the experiments demonstrated that the KL and VAR methods were
more consistent about the relevance ranking that they produced for the covariates
when the training data was varied slightly. Between different splits to training and
test data sets, ARD was shown to be the least consistent in all of the four benchmark
data sets. The improved consistency makes the new methods more reliable for
estimating the predictive relevance of covariates from limited data.
The new methods introduced in this thesis require computing relevance estimates
for each covariate in each point of the training data, thus increasing the computational
complexity compared to automatic relevance determination. The VAR method, in
the form presented here, is also restricted to data sets where the dimensionality is
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less than the number of data points. Additionally, the assumption about normally
distributed inputs may cause errors in data sets that are far from Gaussian. Despite
their limitations, the newly introduced covariate selection methods were shown to
perform well in practice. More thorough experiments with different data sets and
different types of models are still needed to further assess the usefulness of the
methods.
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Appendix A
Rank one update of the Cholesky decomposition
This Appendix presents the method for obtaining the Cholesky decomposition of
a submatrix with one row and one column removed. This is done by updating the
Cholesky decomposition of the full matrix with a rank-one update (Hager, 1989).
Denote the full matrix and its Cholesky decomposition as Σ = LLT ∈ Rp×p. The goal
is to obtain the Cholesky decomposition of the submatrix Σ−j,−j = L−j,−jLT−j,−j ∈
R(p−1)×(p−1), where the row j and column j are removed from the full matrix Σ. A
direct Cholesky decomposition of the submatrix has a computational complexity of
O(p3), but a rank one update has only O(p2). If the parts of the lower triangular
matrix L are denoted as
L =
< j j > j⎛⎜⎜⎝
⎞⎟⎟⎠
< j LA 0 0
j lTB lj,j 0T
> j LC lD LE
∈ Rp×p, (58)
The corresponding triangular matrix of the submatrix Σ−j,−j is obtained as
L−j,−j =
⎛⎝LA 0
LC L˜E
⎞⎠ ∈ R(p−1)×(p−1),
L˜EL˜TE = LELTE + lDlTD.
(59)
Because lD is a vector, the modification to the Cholesky decomposition in equa-
tion (59) is a rank-one update.
