Concept learning is a kind of classification task that has interesting practical applications in several areas. In this paper, a new evolutionary concept learning algorithm is proposed and a corresponding learning system, called ECL (Evolutionary Concept Learner), is implemented. This system is compared to three traditional learning systems: MLP (Multilayer Perceptron), ID3 (Iterative Dichotomiser) and NB (Naïve Bayes). The comparison takes into account target concepts of varying complexities (e.g., with interacting attributes) and different qualities of training sets (e.g., with imbalanced classes and noisy class labels). The comparison results show that, although no single system is the best in all situations, the proposed system ECL has a very good overall performance.
Introduction
The ability to learn through experience is crucial for intelligent behavior. In fact, machine learning [1] is an important research area in artificial intelligence that studies learning as the result of computational processes. The main goal of machine learning is to design algorithms that can learn, or rather, that can automatically improve their performance on certain tasks as result of experience. There are a wide variety of tasks and corresponding methods studied in machine learning (e.g., classification, clustering and association). In this paper, the focus is on concept learning, a kind of classification task that has interesting practical applications in several areas [2] .
Basically, a concept  is a set of objects in some universe  , where each object is described by a collection of features. Given an object x ∈  , we say that x is a positive example of  if and only if x ∈  ; otherwise, we say that x is a negative example of  . A labeled example is an ordered pair ( ) , x y , where x is an object and { } , y ∈ + − is a class label. A set of labeled examples of an unknown target concept is called training set. Given a training set, the concept learning task [3] consists of finding the hypothesis that best fits this training set and that can be used for correctly predicting the class of unseen objects, as a function of their attributes.
An algorithm that learns from examples must find a hypothesis, in the space of all possible hypotheses, which best characterizes objects belonging to a target concept. The size and complexity of this search space depend on how the hypotheses are represented by the algorithm (representational bias). Indeed, the representational bias can make some kinds of concepts easier to learn and, simultaneously, it can make some others harder. Furthermore, due to the size and complexity of the search space, learning algorithms often make use of some heuristics that can guide them towards simpler and more general concepts (searching bias). However, even employing good and admissible heuristics, there is no guarantee of a good performance for all kinds of concepts [1] .
Besides the representational and searching biases, there are many other factors that can affect the performance of a learning algorithm, for instance: imbalance, characterized by training sets that have too few examples in one class and too many examples in the other one [4] ; interaction, characterized by target concepts that are defined in terms of independent attributes with synergetic effects [5] ; and noise, characterized by training sets that have some incorrectly labeled examples [6] . Clearly, all these factors depend uniquely on the specific training set that is given as input to a learning algorithm. Thus, in order to enhance its robustness and its overall performance, a learning algorithm must be able to adapt itself for each possible quality of input. In fact, adaptation seems to be an important element for a good overall performance in concept learning.
Evolutionary algorithms [7] are known to be a powerful adaptive search method for large and complex spaces and, indeed, there are several works in the literature that explore the use of such kind of algorithm in the context of classification [8] . In this setting, the evolutionary algorithm evolves a population of individuals representing possible hypotheses. At each generation, the fitness of each individual (e.g., the accuracy of the corresponding hypothesis with respect to the training set) is computed and some of the best individuals are selected to give birth to new individuals that will possibly compose the next generation. This process is repeated until some terminal condition is satisfied (e.g., a maximum number of generations is achieved). At the end, the best individual in the population is returned as the algorithm's output.
In this paper, a new evolutionary concept learning algorithm is proposed and a corresponding learning system, called ECL (Evolutionary Concept Learner), is implemented. This system is compared to three traditional learning systems [1] : MLP (Multilayer Perceptron), ID3 (Iterative Dichotomiser) and NB (Naïve Bayes). The comparison takes into account target concepts of varying complexities (e.g., defined in terms of interacting attributes) and different qualities of training sets (e.g., with imbalanced classes and noisy class labels). The comparison results show that, although no single system is the best in all situations, the proposed system ECL has a very good overall performance.
The rest of this paper is organized as follows: Section 2 introduces the fundamentals of concept learning; Section 3 presents the proposed evolutionary concept learning algorithm and describes details of the ECL's implementation; Section 4 describes the datasets used in the comparison of the four learning systems, and presents the empirical comparison results; finally, Section 5 presents the conclusions of this paper.
Concept Learning
This section presents the fundamentals of concept learning, based on which the system ECL was implemented.
Objects and Concepts
A simple way of describing objects is by using attribute tuples. An attribute is a variable that can be qualitative (nominal or categorical) or quantitative (discrete or continuous). In this work, only nominal attributes are considered. The set of all possible objects, or instances of an attribute tuple, is called instance space or universe. For example, consider a simplified version of the Monks problem [9] , in which the objects are robots described by attribute tuples of the form (color, smiling, holding), where the three attributes have the following domain: color ∈ {red, green, blue, gray}, smiling ∈ {yes, no}, holding ∈ {sword, balloon, flag}. Clearly, the set of all possible robots has exactly 4 × 2 × 3 = 24 objects; that is, the size of the instance space is 24.
A concept can be formally defined as a function from the instance space to the binary set { } , + − or, rather, to the Boolean set {true, false}. In this sense, a concept is a logical predicate that defines a set of objects satisfying a precise condition. For example, the concept of a friendly robot can be described by the Boolean expression (smiling = yes) and not (holding = sword). According to this concept description, the set of all friendly robots, a subset of the instance space, has only 8 objects.
A sentence of the form attribute = value is called feature. Boolean functions over n features; however, there are infinitely many syntactically distinct Boolean expressions which can be formed with n features. Therefore, the size of the hypothesis space for arbitrary Boolean expressions is infinite.
Examples and Datasets
Let  be a concept in a universe  . An object x ∈  is a positive example of  if x ∈  ; otherwise, x is a negative example of  . For example, the object (red, yes, flag) is a positive example of friendly robot, while the object (blue, yes, sword) is a negative one. A labeled example is a pair ( ) , x y , where x is an object and { } , y ∈ + − is a class label. For example, both the pairs ((red, yes, flag), +) and ((blue, yes, sword), −) are correctly labeled examples of the concept "friendly robot".
A set of labeled examples of an unknown target concept  is called a dataset. Frequently, a dataset is divided into two parts called training set and validation set. The training set is used by the learning system to find the hypothesis  that best agrees with  in predicting the class of unseen objects of  . The validation set is used to evaluate the performance of the hypothesis found by the system.
There are different qualities of datasets. An imbalanced dataset is a dataset that has too few examples in one class and too many examples in the other one [4] . A noisy dataset is a dataset containing incorrectly labeled examples. The quality of a dataset can negatively affect the quality of the hypothesis found by the learning system [6] .
Hypothesis Evaluation
The hypothesis returned as output by a learning system is a function  that maps objects of a specific universe  to their corresponding class labels. Indeed, it is expected that such hypothesis can assign unseen objects to their corresponding class labels with high performance.
The most common performance metrics used to hypothesis evaluation are based on the analysis of a confusion matrix, as shown in Table 1 It is worth to notice that accuracy is not a good metric to be used with imbalanced datasets, since it favors hypotheses which are strongly biased to the majority class. For example, consider a hypothesis  that classifies all objects of its universe as negative examples. Thus, if an imbalanced dataset contains only 1% of positive examples (minority class), the hypothesis  has an accuracy of 99%. In fact, a better performance metric to deal with imbalanced datasets is the g-measure, defined as the geometric mean of TPR and TNR. Clearly, using this metric, we can favor hypotheses with high percentages of correctly classified objects, in both classes. 
The Evolutionary Approach
The evolutionary approach [11] is based on stochastic search algorithms which are inspired in the Darwinian theory of evolution. Several different techniques are grouped under the generic denomination of evolutionary algorithm [12] . All such techniques share three main characteristics: the use of a population of individuals representing candidate solutions; the use of genetic operators to generate new individuals in the population; the use of a fitness measure to select individuals of the population which must survive from one generation to the next one.
The particular algorithm proposed in this work borrows ideas from different canonical evolutionary algorithms. From genetic programming [13] , it borrows the idea of representing the individuals in the population by trees; from evolutionary programming [14] , it borrows the idea of applying only mutations to generate new individuals in the population; and, from evolution strategy [15] , it borrows the µ µ + selection scheme to evolve the population from one generation to another. These ideas, based on which the system ECL (Evolutionary Concept Learner) was implemented, are discussed in more details in the next subsections.
Tree Generation
A Boolean expression can be easily represented by a tree whose internal nodes are labeled by logical operators and whose leaf nodes are labeled by features. For example, Figure 1 shows the tree representation of the expression not (smiling = no) and ((holding = balloon) or (holding = flag)). The tree representation can simplify the implementation of the various operations over Boolean expressions (e.g., creation, mutation and evaluation) that must be performed by our evolutionary algorithm.
In genetic programming [13] , there are two basic methods of generating random trees to form the initial population: the full method and the grow method. The full method generates complete trees in which all leaf nodes are at the same level. On the other hand, the grow method generates trees of various shapes. Although easy to implement, these methods cannot guarantee a uniform distribution of the generated trees, since they choose features and operators to label the tree nodes with equal probabilities. Thus, for example, when there are significantly more features than operators, the grow method almost always generates very short trees. Conversely, when there are significantly less features than operators, the grow method behaves almost like the full method. To overcome this limitation, a different approach is adopted in our proposed algorithm.
Our algorithm's input is given in the standard Attribute-Relation File Format (ARFF) [16] , where each attribute is defined by its name and its domain. Let a be an attribute with domain { }
For example, the set of features derived from the attribute smiling, with domain {yes, no}, is {smiling = yes, smiling = no}. Let F 0 be the set of all features derived from all the attributes, and their corresponding domains, defined in the input file (notice that the elements of F 0 can be viewed as a nullary operators, i.e., operators that have no operands). Let F 1 be the set of unary operators (e.g., not) and F 2 be the set of binary operators (e.g., and, or). Then, the random trees generated must have their leaf nodes labeled by elements of F 0 and their internal nodes labeled by elements of 1 2 
F F
∪ . In our approach, the distribution of random trees is based on an upper bound for the number of trees, with height at most h, that can be composed by nullary, unary and binary operators. This upper bound, h T , is inductively defined as follows: If 1 h = , the tree's root label must be chosen in the set 0 F ; thus, 0
On the other hand, if 1 h > , each tree rooted by a nullary operator is a tree of height at most h; each tree of height 1 h − , extended with a root labeled by a unary operator, is a tree of height at most h; and each pair of trees of height 1 h − , combined by a root labeled by a binary operator, is a tree of height at most h; thus
Therefore, uniform distribution of the random trees in our implementation is guaranteed by choosing a nullary, a unary and a binary operator to label the root of a tree with probabilities 
Tree Mutation
Once created, a tree can be modified by a mutation function. This function randomly selects one of a number of basic modifications that can be applied on a tree, applies the modification and returns the resulting tree.
When an internal modification is applied, an internal node of the tree is randomly selected and its label is randomly replaced by other label of the same arity (preserving the tree height) or the subtree rooted by it is replaced by a random tree of height at most 2 (possibly decreasing the tree height), as depicted in Figure 2 .
When an external modification is applied, a leaf node of the tree is randomly selected and its label is randomly replaced by another nullary operator (preserving the tree height) or the subtree rooted by it is replaced by a random tree of height at most 2 (possibly increasing the tree height), as depicted in Figure 3 .
In our algorithm, mutation is the unique genetic operation applied to evolve individuals in a population.
Tree Evaluation
As before mentioned, each tree represents a possible hypothesis about the unknown target concept defined by a specific training set. Thus, the quality of a tree depends on its evaluation on that training set. In our algorithm, the tree evaluation relies on lambda functions of the form ( ) 
Tree Selection
In genetic programming, the most widely used method to generate the initial population is known as ramped half-and-half [13] . This method results from the combination of two simpler methods, called full method and grow method. As mentioned in Subsection 3.1, these methods cannot guarantee a uniform distribution of the trees in the initial population. Thus, to ensure this property, our algorithm employs a uniform random tree generating function to create the initial population. Furthermore, to ensure that all trees in the population are distinct from each other, the algorithm uses a hash table to store the population. In fact, in this hash table, each tree t is a key to which are associated its g-measure ( ) g t , i.e., the performance measure of t in the training set, and its size ( ) s t , i.e., the number of nodes in t. This technique avoids reprocessing of identical trees, which is a waste of computational resources, and also increases diversity, which is usually beneficial.
At each generation, the algorithm transforms the current population into a new population, by using the µ µ + selection scheme [15] . First, each one of the µ trees in the current population produces a distinct mutant offspring that is included in the population (i.e., a new entry with a tree, its g-measure and its size is created in the hash table). Then, from this resulting population containing µ µ + distinct trees, only the µ trees with highest fitness are selected to survive in the next generation. This selection scheme is highly elitist and ensures that, all along the evolutionary process, the average fitness of the population never decreases. The fitness of a tree is a value highly dependent of its g-measure. Therefore, trees with higher g-measures must also have higher fitness. Moreover, according to the principle of parsimony, known as Occam's razor [13] , the best hypothesis is always the simpler one. Then, to avoid overfitted hypotheses (i.e., hypotheses with high performances in the training set, but poor performances in the validation set), simpler and more general hypotheses must be preferred. Therefore, trees with shorter sizes must also have higher fitness. Thus, the goal of the evolutionary process is to maximize g-measures and, as much as possible, to minimize sizes.
Let γ and σ be, respectively, the g-measure and the size of the best tree in the parent population. The weight of an offspring tree t relatively to the best parent tree is ( ) where π is a preference value, as defined in Table 2 . The fitness of a tree t is ( ) ( )
, , g t w t γ σ ⋅
. When the conjoined population of parents and offspring is sorted in decreasing order of fitness, the µ trees with higher g-measures and shorter sizes are positioned in the first half of the resulting sequence. Thus, by taking the first half of this sequence, we have the fittest trees that must survive in the next generation.
The System Implemented
Based on the ideas presented hitherto, an evolutionary concept learning system, called ECL (Evolutionary Concept Learner), was implemented in Python [17] . This language was chosen due to its facilities to deal with trees, hash tables and lambda functions. The system is composed by two functions: the first evolves a population of hypotheses and, at the end, returns the best hypothesis in the population (w.r.t. the training set); and the second evaluates this best hypothesis (w.r.t. the validation set) and reports some corresponding performance statistics. 
Empirical Results
The experiments described in this section compare ECL to three other traditional learner systems [1] which are implemented in Weka (Waikato Environment for Knowledge Analysis) [16] : MLP (Multilayer Perceptron), ID3 (Iterative Dichotomiser), and NB (Naïve Bayes). The aim of these experiments is twofold: first, to verify how ECL behaves in presence of interactions, imbalance and noise; and, second, to verify whether its performance in real word applications can be comparable to that of standard methods in machine learning. To achieve this aim, a broad empirical evaluation, using 15 artificial datasets and 14 natural datasets, was performed. The artificial datasets were specially designed to provide some insights into the ability of the system ECL to cope with characteristics that is commonly found in real situations, and that can negatively affect the performance of a learning system. To generate these datasets, we have implemented a program that receives as input the following parameters: the number of Boolean attributes describing the instance space, the Boolean expression describing the concept whose examples must be generated, the training set size, the validation set size, and the percentage of noise in the training set. As output, this program generates two ARFF files, one of them representing the training set and the other representing the corresponding validation set.
In order to evaluate the performance of ECL in real situations, we have also performed experiments with natural datasets (i.e., datasets whose examples are derived from real world applications). These datasets were selected from two well known machine learning repositories (KEEL [18] and UCI [19] ). To select these datasets, we have taken into account the attribute types used to describe their examples and also the number of classes. Only datasets with nominal attributes were selected. Besides that, for datasets with more than two classes, we have randomly chosen a class as positive class and collapsed the remaining classes as the negative class.
In all experiments, the same datasets were used as input for all the compared systems. Moreover, all ECL's results reported were obtained with a population of 25 trees and 20 runs, each one with at most 5000 generations, for each dataset.
In the next sections, we do not report the ECL's execution time for each experiment, since it is well known that evolutionary approaches are naturally slower than the traditional learning methods considered in this paper. However, we have observed that the minimum execution time for a single run was about 0.1 sec (for datasets lenses and bankruptcy), and the maximum execution time was about 15.71 min (for the dataset mushroom). The average execution time per run was about 3 min (by running the system implemented in Python 2.6.7, on a processor Intel Core i5-1.6 GHz, with 4 GB of memory and Windows 7 operational system). Anyway, we think that, in concept learning applications, better solutions must compensate longer execution times.
Statistical Neutrality
In the parity problem, there are several Boolean inputs and one Boolean output. The output is true if and only if an odd number of inputs are true. This concept is easily stated, but very hard to be learned. In fact, it is well known that parity problems, that generalize the Exclusive-Or (XOR) problem, are statistically neutral. Thus, any attempt to find dependencies between single inputs and the output must fail, because such dependencies simply do not exist.
Two artificial datasets for parity problems, both with 6 Boolean attributes, were used in our first experiment. As can be seen in Table 3 , even taking all the instance space as training set, no system was able to generalize good concept descriptions from the examples.
Interacting Attributes
An n-way interaction [4] is an interaction involving ( ) 1 n − attributes and a class label. Clearly, XOR is a kind of 3-way interaction; thus, concepts described in terms of interacting attributes tend to be harder to learn.
Three artificial datasets describing concepts in terms of interacting attributes were used in our second experiment. The first, named credit, defines a 3-way interaction concept over objects with 3 attributes; the second, named mutex, defines a 5-way interaction concept over objects with 5 attributes; and, the third, named symmetry, defines a 7-way interaction concept over objects with 13 attributes. The results of this experiment are shown in Table 4 . As we can observe, ECL seems to be very robust in presence of interacting attributes, being the system with best overall performance in this experiment. On the other hand, both NB and ID3 seems to be very sensitive to interacting attributes, being the systems with worst performance. 
Imbalanced Datasets
Imbalanced datasets [5] are characterized by training sets with too few examples in one class and too many examples in the other one. This kind of dataset is very common, for example, in medical diagnosis applications, where a rare disease must be identified.
In our third experiment, we have used five imbalanced datasets, defining concepts over objects with 12 attributes, with minority class distribution spanning from 12.2% to 3%. All these datasets are composed by a training set with 492 examples and a validation set with 3604 examples. As Table 5 shows, ECL is very robust for imbalanced datasets, being the system with best performance in this experiment. Moreover, we can observe that, when we consider the g-measure, NB was the system with worst performance (showing that a high accuracy does not necessarily mean a high performance). This can be explained by the fact that statistical methods tend to favor the majority class, ignoring the examples in the minority class. It is also interesting to notice that, in this experiment, ID3's performance was better than MLP's performance. Thus, it seems that majority class examples also have a greater influence in the training of neural networks.
Noisy Datasets
Noisy datasets [6] are characterized by training sets that have some incorrectly labeled examples. This kind of dataset is also common in real world applications where the example labels are defined by domain specialists.
In our fourth experiment, we have used five noisy datasets, defining concepts over objects with 15 attributes, with noisy class labels varying from 2% to 10%, equally distributed in both classes. All these datasets are composed by a training set with 1639 examples and a validation set with 1638 examples. As shown in Table 6 , ECL is also robust in presence of noise. In fact, ECL was the system with best performance in this experiment. Moreover, both in terms of accuracy and g-measure, NB was the system with worst performance. It is also interesting to notice that, with noisy datasets, MLP seems to be better than ID3.
Natural Datasets
Natural datasets are datasets whose examples are collected from real-world applications, such as biological studies, computer games, medical diagnosis, business operations, decision making, etc.
In our fifth experiment, we have used 14 datasets selected from two well known machine learning repositories (KEEL [18] and UCI [19] ). As previously mentioned, we have selected these datasets taking into account the types of attributes used to describe the examples in the datasets, as well as the number of classes. Only datasets using nominal attributes were selected. Moreover, for datasets with more than two classes, one of them was randomly selected to be the positive class, and the remaining classes were collapsed to form the negative class. The aim of this last experiment was to verify whether the system ECL can also have a good overall performance in practical applications. As can be observed in Table 7 , our expectative was confirmed. In fact, ECL was the system with higher accuracies for the majority of the datasets (9 out of 14). Particularly, when we consider the g-measure as performance metric, ECL was the best system for almost all datasets (12 out of 14).
Conclusions
Concept learning is a kind of classification problem that has interesting practical applications in several areas and there are many distinct techniques that can be applied to solve this problem. However, it is well known that no single of such techniques is capable of solving all possible learning problems with high performance. Due to this fact, new approaches to machine learning are always welcome. In this paper, a new evolutionary algorithm to solve concept learning problems was proposed, and a corresponding learning system named ECL was implemented. The novelty in this algorithm is the fact that it combines ideas from different canonical evolutionary algorithms (i.e., genetic programming, evolutionary programming and evolution strategy).
To verify the ECL's robustness, a broad empirical evaluation using artificial datasets was performed, taking into account different complexities of concepts (i.e., with or without interacting attributes) and different qualities of training sets (i.e., with or without imbalanced classes, and with or without noisy class labels). The experiments performed with these datasets showed that, in fact, ECL is very robust. This is a very important quality for a concept learner. However, we also needed to know whether the ECL's performance in practical contexts could be, at least, comparable to that of standard methods which are widely used in machine learning. In order to do this, we also performed a broad evaluation using natural datasets collected from well known public machine learning repositories. The experiments performed with these datasets showed that ECL can also have a good overall performance in real world's practical applications of concept learning. Thus, the main contribution of this paper was to offer a feasible alternative technique to solve classification problems in machine learning. Some considerations also must be done about the higher ECL's execution time. First, we observe that the learning of a specific concept is a task performed only once; on the other hand, the hypothesis learned is used many times. Thus, better hypotheses can justify higher execution times. Second, due to the inherent nondeterminism of evolutionary approaches, when the user has more time available, by running ECL many times, he has the chance of obtaining better hypotheses. Clearly, the same is not true for the other compared machine learning approaches, which are deterministic and produce always the same hypotheses, from the same training set.
Finally, although the empirical evaluation performed has showed that the evolutionary approach proposed in this work has a good overall performance, we also would like to know whether it can be significantly better than other approaches. Thus, a natural extension of this work is to perform statistical tests with the obtained results.
