INTRODUCTION AND MAIN THEOREMS
Let p 1 =2, p 2 =3, ... be the sequence of all primes in ascending order. For a non-negative integer n, write n!= p
where l=?(n) is the number of primes not exceeding n). As is very well known, and trivial to prove, for each prime p i we have
While the formula shows very clearly, for example, how _ i (n) grows as a function of n, it may give less information on other aspects. Thus, Erdo s and Graham in their book [EG, p. 77] (motivated perhaps by the result of Erdo s and Selfridge according to which a product of consecutive integers cannot be a power [ES, Theorems 1, 2] ) raised the following Theorem 1. There exist infinitely many positive integers 1=n 0 <n 1 < n 2 < } } } such that for each j all the numbers _ 1 (n j ), _ 2 (n j ), ..., _ k (n j ) are even. Moreover, n j+1 &n j C, j=1, 2, ...,
where C=C(k) is an effectively computable constant.
One may ask for various strengthenings of Theorem 1. One possible direction of extension is replacing the requirement that the exponents be even by the requirement that they be divisible by an arbitrary fixed integer d. Another is to look simultaneously at the exponents occurring in the factorizations of several factorials n!, (2n)!, ..., (an)!. Our next theorem covers both of these.
Theorem 2. For arbitrary fixed positive integers a, k and d there exist infinitely many positive integers n for which all the exponents _ i (ln), 1 i k, 1 l a, are divisible by d. The set of all such numbers n is relatively dense (i.e., has bounded gaps).
In Section 2 we give an elementary proof of Theorem 1. Section 3 is devoted to proving Theorem 2 after translating the problem to the language of dynamical systems. This proof explains why the proof of Theorem 1 cannot be modified in a simple way to prove that all exponents may be simultaneously odd, although the result is in fact probably true. (In fact, a pattern which occurs at all does so infinitely often. Since for n=1 all exponents are even, this is the case for infinitely many integers n. If``even'' is replaced by``odd,'' we do not have an initial pattern to which we need to return. Rather, we need to look for patterns which are not guaranteed to appear even once to begin with.) It is possible to turn this proof also to an elementary one, and thereby to get some specific bound on the gaps between consecutive n's for which all _ i (ln) are divisible by d. In Section 4 we make some comments regarding the actual value of the constant C and similar questions.
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PROOF OF THEOREM 1
First we need a few lemmas. Denote by F the finite group (ZÂ2Z) k . Lemma 1. Given k+1 elements in the group F, there exists a non-empty subset of this set whose elements add to 0.
The lemma is a very special case of analogous results for more general finite abelian groups [O] . (In this particular case it is easily obtained using the pigeon-hole principle.)
Given a prime p i and a positive integer n, denote by e i (n) the maximal u for which p u i | n.
Lemma 2. For any prime p i , a finite block of length b appearing in the sequence (e i (n) mod 2) n=1 appears infinitely often in the sequence, with gaps not exceeding 2p 2 i b. Proof. Set p= p i and e(n)=e i (n). Let a block B=(e(n) mod 2) m+b&1 n=m be given. Consider first the block B =(e(n)) m+b&1 n=m . Let M be the maximum of this finite sequence. Suppose first that M is obtained at least twice along the sequence. Then any block (e(n))
, where m$#m (mod p M+1 ), is easily seen to coincide with B , and in particular (e(n) mod 2) m$+b&1 n=m$ coincides with B. Thus B recurs with gaps not exceeding p M+1 , while its length is greater than p M , and the lemma is satisfied. Now suppose that the maximum M is attained at a unique location m 0 . Let M$ be the smallest non-negative integer greater than all e(n),
, where m$=cp M$ , (c, p)=1 coincides with B modulo 2. In particular, the gaps in this case are bounded above by 2p M$ , and the length of the block is greater than p M$&2 , providing us again with the required estimate. This proves the lemma. Put e(n)=(e 1 (n) mod 2, ..., e k (n) mod 2), n=1, 2, ... .
Lemma 3. Any finite block of length b appearing in the sequence (e(n)) n=1 appears there infinitely often, with gaps not exceeding (>
Proof. Taking a closer look at the proof of Lemma 2 we realize that it was actually shown there that, given a block of length b in (e i (n) mod 2), this block recurs starting at any location along an infinite arithmetic progression, whose difference is a power of p i and does not exceed p primes p 1 , p 2 , ..., p k is an infinite arithmetic progression, whose difference is at most (> k i=1 p i ) 3 b k , along which the finite blocks corresponding to all k primes appear simultaneously. This proves the lemma. Now we conclude the proof of Theorem 1. Since for N 0 =1 all the powers are even, it suffices to show that, given N with _ 1 (N), ..., _ k (N) even, there exists some N$, N<N$ N 0 +C, for an appropriate C, such that _ 1 (N$), ..., _ k (N$) are also all even. Consider the``block'' of length b 1 =1 we encounter at the (N+1)'st place
According to Lemma 3 we can now take a block 
The length of the chain is 2 k+1 &1, and the j th block is B 1+e1( j) , 1 j 2 k+1 &1. Denote:
e(n), 1 i k+1.
We now observe that for any non-empty S [1, 2, ..., k+1] there exists an initial subchain B of our chain such that
In fact, suppose S=[s 1 >s 2 > } } } >s r ]. At the first occurrence of B s1 in our chain, all the blocks B i with i<s 1 have occurred an even number of times, so that the contribution of this part of the chain is congruent to f s 1 modulo 2. Continuing to the next occurrence of B s 2 , then to the next occurrence of B s 3 , etc., we finally arrive at a chain possessing the required property. By Lemma 1 we can choose S so that this sum becomes 0. Taking N$=N+ |B| we obtain from (1)
This proves the theorem.
PROOF OF THEOREM 2
For n 1 put
We consider e(n) as a point in the finite abelian group F=(ZÂdZ) ka . Thus, e=(e(1), e(2), . . .) is a point in the group G=F N . The product topology on G makes it a compact metrizable group. On G we have the shift transformation defined by
We first claim that the point e # G is uniformly recurrent under the shift, namely that if V G is any neighbourhood of e then the set [n # N : T n (e) # V] is relatively dense in N (cf. [F, Definition 1.8] ). In our context, the uniform recurrence condition reduces to the requirement that any finite block appearing in the sequence e recurs with bounded gaps [F, Proposition 1.22] . In other words, we have to show that, given any c, the set R=[n # N: (e(n+1), e(n+2), ..., e(n+c))=(e(1), e(2), ..., e(c))] is relatively dense in N. In fact, take u # N with 2 u >c, and let n be any multiple of m=(
Obviously,
and therefore e i (l(n+b))=e i (lb), 1 i k, 1 l a, 1 b c.
As these equalities certainly hold modulo d as well, it follows that R$mN, whence the point e is uniformly recurrent.
In view of [F, Theorem 1.19] (employing the same construction as in the proof of [F, Proposition 1.12] ) the point _=(_(0), _(1), _(2), ...) # G is also uniformly recurrent under the shift. As the last statement obviously implies the conclusion of Theorem 2, the proof of the latter is complete.
CONCLUDING REMARKS
One may ask what the true value of the constant C in Theorem 1 is. As (_ 1 (n), ..., _ k (n)) may assume 2 k distinct values modulo 2, we should expect C to be no less than 2 k (unless some values never occur, say). If the sequence ((_ 1 (n), ..., _ k (n))) n=1 would behave as a random sequence modulo 2, there would exist no C as in Theorem 1 since the sequence would contain arbitrarily long blocks consisting of 1 only. Thus it is reasonable to suspect that C is somewhat larger than 2 k . We ran a test only for k=3. Going up to n=10 9 , the largest block encountered consisting of consecutive numbers not satisfying the conclusion of Theorem 1 for k=3 primes was of length 111, from 25,665,909 up to 25,666,019. Thus the value of C in this case is probably 112 or a little more. We mention that the value of C we would get by applying the method of proof of Theorem 1 is much larger.
Another question is how far is it necessary to go, as a function of k, so as to find the n 1 of Theorem 1. Differently put, what function k=k(n) can we take instead of the fixed k of Theorem 1, still finding infinitely many numbers n satisfying all parity conditions? Assuming the``probability'' of all first k exponents being even for a``random'' n to be about 1Â2 k , one might suggest a probabilistic approach. Thus, by the Borel Cantelli lemma it makes sense to expect that there exist infinitely many n's with _ i (n) even for all 1 i log 2 n, but only finitely many n's satisfying the same for all 1 i (1+=) log 2 n. While we expect k(n)=log 2 n to work, the result actually obtained by the proof of Theorem 1 is much weaker. Again, this was tested up to 10 9 . Calling a number n>1 good if _ i (n) is even for 1 i Wlog 2 nX, we found 15 good numbers in this range: 54, 816, 1040, 1920, 37, 514, 59, 358, 59, 359, 855, 368, 855, 369, 1, 475, 128, 1, 475, 129, 7, 336, 812, 14, 557, 116, 127, 632, 241, 472, 077, 979 . It is worthwhile noting that, if one chooses independently numbers in the range [2, 10 9 ], the number n being chosen with probability 1Â2
Wlog 2 nX , then the expected number of chosen numbers is about 1 2 log 2 10 9 , which is indeed very close to 15.
