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Abstract. Multiobjective reinforcement learning algorithms extend 
reinforcement learning techniques to problems with multiple conflicting 
objectives. This paper discusses the advantages gained from applying stochastic 
policies to multiobjective tasks and examines a particular form of stochastic 
policy known as a mixture policy. Two methods are proposed for deriving 
mixture policies for episodic multiobjective tasks from deterministic base 
policies found via scalarised reinforcement learning. It is shown that these 
approaches are an efficient means of identifying solutions which offer a 
superior match to the user’s preferences than can be achieved by methods based 
strictly on deterministic policies. 
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1   Introduction 
The vast majority of reinforcement learning (RL) algorithms deal with tasks involving 
maximising performance on a single objective, as encoded in the scalar reward 
received from the environment. Whilst many problems can naturally be described by 
this model, over recent years there has been growing recognition within the 
optimisation community that many real-world problems require the optimisation of 
multiple, often conflicting, objectives [1]. This observation is equally true for RL 
tasks – for example, [2] applied reinforcement learning to simultaneously manage the 
power consumption and performance of Web application servers. Recently there has 
been some interest in extending existing single-objective RL methods to handle 
multiobjective tasks. However one issue which has been largely overlooked in the 
extension of these approaches is the potential benefits to be gained in the multi-
objective domain by moving from deterministic to probabilistic policies.  
Section 2 of this paper briefly reviews existing approaches to multiobjective 
reinforcement learning (MORL). Section 3 discusses the relationship between 
multiobjective tasks and probabilistic policies, presenting an example to motivate 
further investigation.  Section 4 explores one specific type of probabilistic policy (the 
mixture policy), and Section 5 investigates means by which mixture policies can be 
generated from deterministic policies. Finally Section 6 offers suggestions for future 
directions for research in learning mixture policies for multiobjective tasks. 
2.  Multiobjective Reinforcement Learning 
Before reviewing existing approaches to MORL, it is instructive to examine some 
fundamental concepts underlying the analysis of multiobjective tasks. Inherently the 
task in any multiobjective situation is to identify solution(s) which represent a ‘good’ 
compromise amongst the objectives. This is often defined via Pareto dominance 
which allows comparison of a pair of solutions, as shown in Fig 11. A solution 
dominates another if it is superior on at least one objective, and at least equal on all 
other objectives. Two solutions are incomparable if each is superior to the other on at 
least one objective. Any dominated solution is of little value, as clearly the 
dominating solution is preferable. Therefore the best solutions in a set can be 
extracted by retaining only those which either dominate or are incomparable with 
every other member of the set. If this process is applied to the set of all solutions, the 
resulting set of non-dominated solutions is referred to as the Pareto optimal front (or 
the Pareto front), and represents the globally optimal set of compromise solutions (see 
Fig 2). Of course establishing the true front for any problem of significant size is 
generally impractical, and so the goal of many multiobjective problem-solvers is to 
produce an approximation to this front. A good approximate front should contain 
solutions which are accurate (close to the actual front) and well distributed along the 
front, with a similar extent to that of the actual front. 
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Fig 1: Solutions A and B dominate solution 
C; solutions A and B are incomparable to 
each other. 
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Fig 2: The black points indicate solutions 
which form the Pareto front; all grey solutions 
are dominated by at least one member of the 
Pareto front. 
There are several advantages to searching for a set of compromise solutions rather 
than attempting to find a single ‘optimal’ solution. Methods which aim for a single 
solution require a priori decisions from the user about the desired nature of that 
solution (e.g. specifying weights or thresholds for objectives). This requires domain 
knowledge on the part of the user, and minor variations in these preferences may 
result in significant variations in the solution achieved, which can easily lead to the 
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 In multiobjective optimisation, the task is generally to minimise each objective, so a lower 
value for an objective is superior to a higher value. In contrast in RL the task is to maximise 
the reward received, and so the notion of superiority is reversed. Given the expected 
audience for this paper, we chose to frame our discussion in terms of maximisation. 
acceptance of an inferior solution. For example, a slightly higher threshold for one 
objective may prevent discovery of a solution which provides a significant 
improvement on all other objectives. Systems which produce sets of solutions allow a 
posteriori decisions about the solution to be accepted, which are easier and better 
informed as they are based on knowledge of the trade-offs available as encapsulated 
by the front. Also the presentation of the front to the user may provide better insight 
into the relationships between the objectives. The primary disadvantage of generating 
multiple solutions rather than a single solution is the increased computational cost. In 
addition in the case of on-line learning in a real environment, the losses incurred 
during the extended learning period may prohibit searching for the complete Pareto 
set of policies. 
The most straightforward and most common means of extending existing RL 
algorithms to multiobjective problems is to convert the problems into single-objective 
tasks. The key difference between single-objective and multiobjective RL is that in 
the former the reward is scalar, whereas in the latter it is a vector, with an element for 
each objective. Therefore a multiobjective task can be reduced to a single objective 
via the process of scalarisation, where a function is applied to the reward vector to 
produce a single, scalar reward. Most commonly this is a linear weighted sum of the 
individual objective rewards (e.g. [3, 4]). The choice of weights allows the user some 
control over the nature of the policy found by the system, by placing greater or lesser 
emphasis on each objective. Less frequently a more complex, non-linear function 
tuned to the problem domain may be used [2]. The primary advantage of linear 
scalarisation lies in its simplicity – it can readily be integrated into existing RL 
algorithms with very little modification. However linear scalarisation has a 
fundamental limitation, in that it can not find solutions which lie in concave or linear 
regions of the Pareto front. [5] demonstrated for a number of benchmark problems 
that the Pareto fronts contain a substantial number of solutions which can not be 
found via linear scalarisation.   
A small number of alternatives to scalarisation have been investigated. [6] used 
lexicographic ordering and thresholding of objectives for problems with constraints 
for certain objectives (e.g. a robot maintaining an energy level greater than zero whilst 
accomplishing some task). [7] and [8] describe algorithms where the goal of the agent 
is to achieve long-term average rewards which lie in an externally defined ‘target’ 
region in objective space. These algorithms produce non-stationary policies in which 
the actions taken by the agent at any point in time are determined both by the current 
state and by the position of the current average reward vector relative to the target set. 
[9] developed a policy-gradient MORL algorithm. The algorithm starts from a policy 
derived by applying RL independently to each objective. This policy is then improved 
by following gradients in the policy space which are non-negative with regards to all 
objectives. An approximate Pareto front is constructed by performing repeated 
searches with different weightings of the gradient directions.  
3.   Multiobjective Tasks and Stochastic Policies 
With the exception of [9], the majority of MORL work has so far focused on 
finding deterministic policies (policies where the same action is always selected in 
any given state, other than when an exploratory action is chosen during learning). 
This is not surprising as most of these techniques are grounded in single-objective RL 
algorithms, and in the single-objective case there is little reason to consider stochastic 
policies as “for any MDP, there exists a stationary, deterministic optimal policy” [9, 
p288]. However this property of stationary, deterministic policies does not hold true 
when we consider problems with more than one objective, as illustrated by the simple 
environment in Fig 3. This environment consists of a single state, with two actions.  
Both actions lead back to the same state, but their associated rewards correspond to 
different objectives. Clearly there are only two deterministic policies available: 
always choosing action a1 which will maximise the reward on objective 1 but 
minimise the reward for objective 2, or always choosing action a2 which will 
maximise the reward on objective 2 but minimise the reward for objective 1. In any 
task in which we are considering multiple objectives, inherently we are seeking a 
solution which is trade-off between these objectives, but in this case neither of these 
deterministic policies offers any degree of compromise between the two objectives. In 
contrast, consider a stochastic policy which selects between actions a1 and a2 with 
probabilities p1 and (1-p1) respectively. Clearly the average reward received by this 
policy will be (p1, 1-p1). By varying the probability with which each action is 
selected, a range of policies which offer different compromises between the two 
objectives can be achieved. For more complex problems usually deterministic policies 
will exist which do in fact offer a compromise between the different objectives. 
However these policies will represent discrete, possibly widely-spaced, points in 
objective-space whereas stochastic policies offer a continuous range of trade-offs 
between the different objectives. Therefore it likely that a policy which better matches 
the user’s preferences will be found if stochastic policies are considered. 
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Fig 3: A single-state environment with 2 actions. Performing action a1 receives a vector reward 
of (1,0); performing action a2 receives a vector reward of (0,1). 
4.   Mixture Policies for Multiobjective Tasks 
Having established the potential benefits of stochastic policies for multiobjective 
tasks, we need to consider how such policies may be found. As noted earlier, many 
single-objective RL methods (such as the widely used temporal difference approaches 
such as Q-learning) do not support stochastic policies. Methods such as policy 
gradient learning and learning automata can learn the probabilities with which each 
action should be selected in each state of a stochastic policy, and [9] has pioneered the 
use of policy gradient methods in finding stochastic multiobjective policies. 
 Rather than considering more sophisticated approaches, this paper will examine 
means by which simple methods such as Q-learning and scalarisation can be used to 
find stochastic policies for episodic multiobjective tasks. [9, p59] describes a special 
form of stochastic policy known as a mixture policy2, which is derived from two or 
more deterministic policies (which we will refer to as base policies). At the start of 
each episode the mixture policy stochastically selects one of its base policies, which is 
then followed for the remainder of that episode. Over a large number of episodes, the 
vector return achieved by this mixture policy will be the mean of that achieved by its 
base policies, weighted by the probability with which each base policy is selected3. In 
[9], the only base policies considered are those maximising each individual objective, 
and the mixture policies generated from these base policies are used as the starting 
point for policy gradient search. Here we consider a more general application of 
mixture policies in which any set of base policies may be used, and in which the 
mixture policies themselves are the final outcome of the system. 
Consider the generation of mixture policies from a set of deterministic policies. Fig 
4 shows the complete set of Pareto optimal deterministic policies for the Deep Sea 
Treasure task [5]. The line joining policies A and B represents the mixture policies 
which are derived from that pair of base policies by varying the probability with 
which the policies are selected. It can be seen that any deterministic policy lying in a 
concave region of the Pareto front (e.g. policy C) will be dominated by one or more 
mixture policies derived from policies outside the concave region.  
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Fig 4: The Deep Sea Treasure task’s objective-space. Points are Pareto-optimal deterministic 
policies. The line AB represents mixture policies derived from those base policies. 
The Deep Sea Treasure task is unusual in that only the extremal policies are not in a 
concave portion of the front. Fig 5 illustrates a more generally representative front – 
the line segments indicate possible mixture policies which can be generated from this 
front. It can be seen that as the mixture policies are formed via convex combinations4 
of the base policies, the non-dominated mixture policies constructed by this process 
will form the convex hull of the original base-policy points in objective space [11]. 
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 Note that mixture policies are not fully stochastic policies in which actions are chosen 
stochastically at each state – rather they are a stochastic combination of deterministic 
policies. 
3
 It is important to note that this is only true because the choice between policies A and B is 
made at the start of each episode. Switching between policies at other time-steps would likely 
result in erratic and sub-optimal behaviour. 
4
 A convex combination is a linear combination of vectors, in which the weights sum to 1. 
All points (deterministic policies) from the original front which are not on this hull 
will be dominated once the mixture policies are considered. Similarly mixture policies 
derived from policies which are not neighbouring members of the convex hull will 
also be dominated by at least one other mixture policy. 
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Fig 5: A hypothetical Pareto front. Points indicate Pareto-optimal deterministic policies (black 
points indicate policies on the convex hull of the front). Lines indicate mixture policies 
generated from pairs of deterministic base policies (some combinations of base policies have 
been omitted for reasons of clarity). 
In summary mixture policies provide two potential benefits for episodic tasks when 
compared to deterministic policies. First they provide a continuous range of trade-offs 
between the objectives as opposed to the discrete set of trade-offs embodied by the 
deterministic policies. Hence they are likely to provide a more precise match to the 
preferences of the decision maker. Second for problems where the Pareto set of 
deterministic policies contains concave regions (which was shown to be the case for 
all benchmark problems examined by [5]) mixture policies exist which dominate (in 
some cases by a significant margin) some otherwise non-dominated deterministic 
policies.  
5   Selecting and Constructing Mixture Policies 
In light of the benefits outlined in Section 4, we propose the following general 
approach to finding suitable policies for episodic multiobjective tasks: 
• generate a set of Pareto-optimal deterministic policies 
• use these policies as base policies to derive a set of mixture policies 
• select a mixture policy which is appropriate to the preferences of the decision-
maker who is using this MORL system 
As evident in Fig 5, a mixture policy will be non-dominated if and only if it is formed 
from base policies which are neighbouring points on the convex hull of the Pareto 
front. Therefore the set of base policies need consist only of Pareto-optimal policies 
which are not in concave regions of the Pareto front – any computation expended in 
finding policies in concavities is wasted as they will not be used by any non-
dominated mixture policy. Interestingly in this context the inability of scalarised 
MORL to discover policies other than those on the convex hull (see Section 2) may in 
fact make it more efficient than other methods which can find such policies. A simple 
approach to finding the set of base policies is to carry out repeated runs of a scalarised 
RL algorithm, varying the scalarising weights between runs. A more efficient 
approach is Convex Hull Value Iteration [12] which finds in parallel all deterministic 
policies lying on the convex hull without any need for an explicit search through the 
scalarising weight space.  
Once the base policies have been found, their neighbourhood relationships can be 
established through a range of algorithms (see [13] for a summary). This provides the 
information required to derive the complete set of Pareto-optimal mixture polices. 
This set is then displayed to the system’s user so they can select the single mixture 
policy which best fits their preferences. In the following two sub-sections we will 
describe two approaches to this process of selecting a mixture policy, depending on 
the number of objectives involved in the task. 
5.1 Convex Hull Visualisation and Barycentric Coefficients 
For problems with a low dimensionality (two or three objectives) the set of mixture 
policies can be directly displayed to the user via 2-dimensional, 3-dimensional or 
stereo graphics. This provides the user with a clear depiction of the relationships 
between the objectives, and allows them to make an informed choice of the best 
available policy for their needs. The choice of policy can be indicated by selecting a 
point anywhere on the surface of the hull. Once the user selects a point in objective-
space it is simply a matter of determining the probabilistic weightings of base policies 
required to construct a mixture policy to achieve that combination of rewards. This 
can be done by calculating the barycentric coordinates of the target point, and using 
these as the probability of selection for each base policy. Barycentric coordinates are 
coordinates defined in terms of the vertices of a simplex (in our case, the points in 
objective space corresponding to the base policies, which we will label as 
V1,V2,..,Vn). If V0 is the target point (the objective-space position of our desired 
mixture policy) and Vi,j denotes the value of a point Vi for objective j, then the 
barycentric coordinates are values b1..bn such that the following equality holds for all 
j=1,...,n: 
∑
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If V0 lies within the simplex defined by V1,...,Vn (which is always true in our case 
due to the manner in which V0 is specified by the user) then the following property 
holds, and therefore the barycentric coefficient bi can be directly interpreted as the 
probability with which base policy i will be selected at the start of each episode: 
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For a problem with two objectives, each mixture policy lies on the line-segment 
bounded by the base policy points V1 and V2, as shown in Fig 6. In this case the 
barycentric coefficients can easily be calculated from the ratios of the line-segments 
V1V0 and V2V0: 
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For a problem with three objectives, V0 will lie within the bounds of a planar 
triangle defined by V1, V2 and V3. In this case the value of the coefficient for each 
vertex can be calculated based on the percentage of the area of this triangle which is 
occupied by the sub-triangle formed by V0 and the other two vertices (see Fig 7). The 
area calculations can be efficiently implemented using vector cross-products and 
length operations as follows: 
∑
=
=
−×−=
−×−=
−×−=
3
1
02013
03012
03021
)()(
)()(
)()(
j
j
i
i
A
Ab
VVVVA
VVVVA
VVVVA
 
This barycentric approach to constructing mixture policies can be extended to 
higher dimensions. However as the number of objectives rises beyond three, direct 
visualisation of the front becomes problematic5 and the computational cost of 
establishing hull geometry and calculating the barycentric coefficients increases. 
Therefore Section 5.2 discusses an interactive approach which does not require 
visualisation of the hull. 
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Fig 6: For the two objective case, each 
mixture policy V0 lies on the line-
segment formed by the base policies V1 
and V2. 
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Fig 7: For the three objective case, each mixture 
policy V0 lies in the triangle formed by the base 
policies V1, V2 and V3, and the barycentric 
coefficients can be calculated from the relative areas 
of the sub-triangles A1, A2 and A3. 
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 Although visualisation of high-dimensional Pareto fronts has been explored in the 
multiobjective optimisation community – see for example [14]. 
5.2 Interactive Construction of a Mixture Policy 
Where direct selection of mixture policies from a visualisation of the hull is not 
practical (i.e. where the number of objectives exceeds three), an alternative approach 
is to allow the user to directly select the base policies and set their probabilities so as 
to form a suitable mixture policy. This can be achieved via the following process: 
1. A complete list of possible base policies is presented to the user textually, 
augmented by lower-dimensional visualisations. 
2. The user selects the base policy which most closely matches their preferences. 
3. If the number of selected policies is less than the number of objectives, remove 
from the list all policies which are not neighbours on the hull of all selected 
policies and return to Step 2. 
4. An initial mixture policy is constructed from an equal weighting of the 
selected base policies. The user manipulates the base policy probabilities using 
a linked set of sliders (as one probability is adjusted, the other sliders are 
adjusted in the opposite direction) whilst the reward vector for the current 
mixture policy is displayed. The user can explore the trade-offs available based 
on the currently selected base policies, before settling on a mixture policy, or 
returning to Step 1 to select a new set of base policies. 
6 Conclusions and Future Work 
This paper has demonstrated the utility of stochastic policies for multiobjective tasks. 
Stochastic policies offer a continuous range of solutions, as opposed to the discrete set 
of solutions offered by deterministic policies which may contain large gaps between 
neighbouring solutions. Hence it is more likely that a policy closely matching the 
user’s preferences will be discovered if stochastic policies are allowed. In addition it 
has been shown that for some problems stochastic policies can be superior (in the 
sense of Pareto dominance) to the best deterministic policies. We have shown that for 
episodic tasks, mixture policies offer an inexpensive means of gaining the benefits 
afforded by stochasticity. The base deterministic policies required to construct 
mixture policies can be found efficiently using Convex Hull Value Iteration, and 
mixture policies can then be derived with relatively little computational cost and no 
further interaction with the environment. Two approaches for constructing a suitable 
mixture policy have been proposed for problems with different numbers of objectives. 
It is important to note one fundamental limitation of the approaches described in 
this paper – mixture policies can only be applied in this manner to tasks which are 
known to be episodic. The start of a new episode is used as a trigger for stochastically 
selecting a base policy to follow – switching between base policies at any other time 
would likely lead to erratic, sub-optimal performance by the agent, such as oscillating 
between two locations. The benefits of stochastic policies still apply to non-episodic 
tasks however, and so an important direction for future research is to examine 
whether suitable switching states can be identified for mixture policies for such tasks. 
A second possible limitation is that for some tasks consistency of behaviour may itself 
be a desirable feature, and therefore stochastic policies may be unacceptable. To 
handle these situations there is still a need for MORL systems which can identify all 
Pareto-optimal deterministic policies, not just those on the convex hull. 
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