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     En la mayoría de industrias, ya sean éstas de cualquier tipo, se encuentra presente la variable 
de la presión en diversas clases de procesos, y a su vez, el control de la misma, ya sea en control 
de presión de tanques, tuberías, o sistemas de ajuste, reubicación, traslado de piezas, 
embotelladoras, etc. Siendo así el control de la misma un factor de mejora continua.  
     La finalidad de ésta tesis, es la aplicación del algoritmo de optimización de colonia de hormigas 
(ACO) para la obtención de parámetros PID del controlador, con el propósito de controlar la 
variable de presión de una planta neumática que fue diseñada e implementada en el Laboratorio 
de Oleohidráulica y Neumática de la Universidad Católica de Santa María. 
     Se obtuvo la función de transferencia de la planta mediante el uso de la herramienta ident de 
MATLAB, y tras ésto, se implementó un controlador PID, cuyos parámetros se obtuvieron a partir 
de 3 distintos métodos: Herramienta PID Compact de TIA PORTAL, Sisotool de MATLAB, y 
mediante el algoritmo ACO. 
     La codificación implementada para encontrar los parámetros PID mediante el algoritmo ACO 
se basa en una serie de trabajos de investigación previos, y se adaptaron para poder ser aplicados 
a la planta implementada, midiendo su nivel de eficacia mediante el índice de desempeño ITAE. 
     Los mejores resultados obtenidos por el algoritmo ACO, se obtuvieron con parámetros de: 5 
hormigas, 1000 nodos, 15 tours, 0.8 de coeficiente de evaporación, así como los mejores 
parámetros PID del controlador obtenidos fueron Kp=3.09, Ki=8.46 y Kd=0.16. 
       







     In most industries, whether they are of any type, the pressure variable is present in various kinds 
of processes, and at the same time, its control, whether in pressure control of tanks, pipes, or 
systems adjustment, relocation, moving parts, bottlers, etc. In this way, the pressure control is a 
factor of continuous improvement. 
     The purpose of this thesis is the application of the ant colony optimization algorithm (ACO) to 
obtain PID parameters for the controller, with the purpose of controlling the pressure variable of a 
pneumatic plant that was designed and implemented in the Oil Hydraulic and Pneumatics 
Laboratory of the Catholic University of Santa María. 
     The plant transfer function was obtained through the use of the MATLAB ident tool, and after 
this, a PID controller was implemented, whose parameters were obtained from 3 different methods: 
TIA PORTAL PID Compact tool, MATLAB Sisotool, and through the ACO algorithm. 
     The coding implemented to find the PID parameters through the ACO algorithm is based on a 
series of previous research works, and they were adapted to be applied to the implemented plant, 
measuring its level of efficiency using the ITAE performance index. 
     The best results obtained by the ACO algorithm were obtained with parameters of: 5 ants, 1000 
nodes, 15 tours, 0.8 for evaporation coefficient, as well as the best PID parameters of the controller 
obtained were Kp=3.09, Ki=8.46 y Kd=0.16. 
       







     En la actualidad, la ingeniería en automatización y control industrial es un área que ha adquirido 
mucha relevancia, en vista de que los diversos procesos industriales tienden a ser cada vez más 
automatizados. Teniendo en cuenta los requerimientos de diversos tipos de procesos, es necesaria 
la aplicación de tecnologías y métodos que permitan realizar acciones de control y automatización 
acorde a las características específicas de los procesos en cuestión, es por ello que la ingeniería en 
el control de procesos tiende a implementar y optimizar diversos métodos y algoritmos que 
respondan acorde a los requerimientos planteados, tal es el caso que podemos mencionar el 
desarrollo de los sistemas de control de presión, que se encuentran en constante crecimiento y 
desarrollo en los distintos tipos de industria, siendo ésta una de las principales variables a controlar 
en muchos procesos de diversos tipos, ya sea que representen una variable crítica a controlar para 
algunos tipos de industrias, o en otros casos una variable secundaria a controlar. 
     En la presente tesis, se realizará el diseño e implementación de un sistema de control de presión 
neumática, aplicando un método de control dinámico mediante el Algoritmo de Colonia de 
Hormigas (ACO), con ello se pretende obtener los parámetros más óptimos para un controlador 
PID, y a su vez comparar los resultados obtenidos con los métodos de sintonización tradicionales. 
     Cabe resaltar en este proceso de diseño e implementación, se aplicará el uso de diversos 
componentes de automatización industrial comúnmente usados en procesos industriales, tales 






1. PLANTEAMIENTO DE LA INVESTIGACIÓN 
 
1.1. IDENTIFICACIÓN DEL PROBLEMA 
     La problemática en el Perú llegó a un punto donde la investigación del control y 
automatización se estancó en métodos básicos de control, la aplicación del control de 
variables se basa actualmente en el uso del PID, y su sintonización se realiza mediante la 
aplicación de métodos tradicionales. 
     A su vez, se reconoce que, en los sistemas de control de presión neumática, debido a la 
compresibilidad de aire, se dificulta la aplicación de métodos de sintonización tradicionales 
como Ziegler Nichols, debido a que poseen mucho sobre impulso en el control. 
 
1.2. DESCRIPCIÓN DEL PROBLEMA 
     En vista de que actualmente se evidencia la falta de investigación y aplicación de métodos 
heurísticos de control, se hace necesario ahondar en la investigación de estos métodos, lo 
que además nos permitirá realizar un aporte al aprendizaje y entrenamiento de los alumnos 
pertenecientes al Programa de Estudios Profesional de Ingeniería Mecatrónica de la 
Universidad Católica de Santa María. 
     Es por ello, que se implementará un módulo que permita el control de la presión 
neumática, una variable presente en todo ámbito desde las industrias, transporte, 
clasificación, etc. De esta manera, se facilitará e impulsará la investigación de nuevas 





     En éste tipo de problemática se busca diseñar un control dinámico que nos permita 
obtener una mejor eficiencia del sistema, nuestra investigación estará basada en la 
construcción de un algoritmo que se basa en el comportamiento que tienen las hormigas de 
cómo encontrar la mejor ruta o solución de una problemática partiendo de un mismo punto 
y llegando a un resultado por muchas rutas o caminos donde se elegirá la óptima, descartando 
a través del tiempo soluciones que consumen tiempo y recursos.  
     Una vez obtenida la ruta o camino determinado en el algoritmo de colonia de hormigas 
se necesitará plantear la forma en la que nuestro algoritmo pueda ser implementado en el 
módulo de presión neumática y nos permita generar los parámetros PID para el controlador, 
se usará un PLC (controlador lógico programable) que nos permitirá interactuar con el 
sistema mediante un determinado lenguaje de programación.  
 
1.3. ANTECEDENTES 
1.3.1. Antecedentes Nacionales 
     En el ámbito nacional tenemos el siguiente antecedente perteneciente a García Pereda, 
Jorge Pablo Ricardo (2018), donde dio a conocer el “Empleo del algoritmo de colonia 
de hormigas para la sintonización de un controlador PID aplicado a un circuito RC”, 
como su tesis en el departamento de Trujillo, Perú. La tesis busca dar a conocer la 
implementación de un programa basado en el algoritmo de colonia de hormigas multi 
objetivo con restricciones que sirva como método para sintonizar un controlador PID 
aplicado a un circuito RC de primer orden, y evaluar su desempeño comparándolo con 





     De la misma manera, tenemos la tesis de doctorado perteneciente al Dr. Quispe 
Ccachuco, Marcelo Jaime (2019), que en “Cálculo de los parámetros del controlador 
PID, por sintonización y simulación, para el posicionamiento lineal de un cilindro 
hidráulico”, dio a conocer una comparativa entre los algoritmos PSO y ACO, destacando 
mediante distintos tipos de evaluaciones el gran funcionamiento del algoritmo de colonia 
de hormigas para la sintonización y obtención de los parámetros de un controlador PID. 
 
1.3.2. Antecedentes Sudamericanos 
     En el ámbito sudamericano tenemos el siguiente antecedente de Centeno Valencia 
Jairo y Jiménez Herrera Víctor (2010), donde nos permite conocer de forma didáctica un 
“Manual consultivo de control neumático y electro neumático utilizando el software 
FESTO” en el departamento de Cotopaxi, Ecuador. Esta tesis muestra la elaboración y 
consecución de un manual de control neumático y electro neumático utilizando como 
herramienta principal para el diseño de circuitos neumáticos el software simulador 
fluidSIM el cual es una herramienta de complemento, este trabajo va dirigido al 
aprendizaje de los estudiantes de la carrera de Electromecánica de la UTC.” 
 
1.3.3. Antecedentes Internacionales 
     En el ámbito internacional, donde la tecnología y la automatización son los principales 
pasos de los países de primer mundo podemos tener el siguiente antecedente de Aparicio 
Guirao, Daniel (2012), donde implementó la “Aplicación de los algoritmos de hormigas 





la resolución de la falta de equilibrio en líneas de montaje en estaciones de trabajo de una 
línea de producción, por lo que se busca resolver mediante una meta heurística de 
optimización por colonia de hormigas, basada en el comportamiento de estos animales en 
el medio natural, donde cada hormiga deposita un rastro de feromonas en la ruta que sigue 
de la colonia a la fuente de alimento que el resto de los miembros de la colonia pueden 
seguir. Éste trabajo presenta la implementación del algoritmo de optimización por colonia 
de hormigas RALBP-MMAS. 
 
1.4. JUSTIFICACIÓN DEL PROBLEMA 
1.4.1. Justificación técnica 
 Diseño e implementación de un circuito neumático necesario para poder llevar a cabo 
las acciones de control. 
 Aplicación de métodos heurísticos y conceptos del control dinámico para el control 
principal de la variable. 
 Programación del controlador lógico (PLC) que llevará a cabo las acciones de control. 
 
1.4.2. Justificación social 
 Desarrollar un módulo que sirva a los estudiantes de la Escuela Profesional de 
Ingeniería Mecatrónica de la Universidad Católica de Santa María en el estudio del 





 Adquisición de nuevos equipos para el laboratorio de neumática de la UCSM, que 
brindarán nuevas posibilidades para el desarrollo de la investigación, tanto como para 
el aprendizaje de los alumnos. 
 Desarrollo de nuevos algoritmos de sintonización de parámetros PID para el control 
en aplicaciones usadas cotidianamente en distintos tipos de industrias, como es el 
control de la presión, lo que permitirá la optimización de los procesos y por 
consiguiente del uso de recursos. 
 
1.5. OBJETIVOS 
1.5.1. Objetivo general 
 Diseñar e implementar un sistema de control de presión neumática basado en el 
Algoritmo de Colonia de Hormigas (ACO) para encontrar los parámetros PID del 
controlador. 
 
1.5.2. Objetivos específicos 
 Diseñar e implementar un circuito neumático que cuente con los elementos necesarios 
para realizar las pruebas, haciendo uso de componentes Festo. 
 Realizar la programación del PLC haciendo uso del lenguaje Ladder. 
 Diseñar y adaptar el algoritmo de Colonia de hormigas para encontrar los parámetros 
de sintonización PID. 






1.6. ALCANCES Y LIMITACIONES 
Los alcances de ésta tesis se basan en el diseño y construcción de un sistema de control 
de presión neumática aplicando un control PID haciendo uso de los equipos del laboratorio 
de neumática de la UCSM, para lo cual se realizará la implementación del sistema de control 
mediante un PLC Siemens S7-1200, en el cual se probarán dos métodos de sintonización de 
parámetros convencionales. Además, se estudiará la sintonización de los parámetros PID 
mediante la aplicación del algoritmo de colonia de hormigas (ACO), y se evaluarán los 
resultados obtenidos por los distintos métodos estudiados. 
     En la implementación de ésta tesis, utilizaremos elementos de la marca FESTO, debido a 
que al trabajar con componentes únicamente de esta marca, no habrá problemas de conexión 
durante la implementación de la planta en sí, y en caso se desee replicar ésta tesis, será 
necesario utilizar elementos de la misma marca, debido a que cada uno de ellos posee 
características propias, que determinarán las características de la planta. También se cumple 
el propósito de continuar la línea con la que trabaja el Laboratorio de Oleohidráulica y 
Neumática de la Universidad Católica de Santa María. 
     Al ser la presión una variable que varía su valor de manera constante debido a muchos 
factores tales como las características del compresor o de los elementos neumáticos propios 
de la planta, se dificulta particularmente realizar controlarla de una manera estable. A su vez, 
el compresor a usar nos proporciona una salida de 0 a 8 bar, lo que limita el rango de control 
de la planta a valores de 0 a 5 bares. 
     Finalmente, se presenta la limitación sobre el algoritmo ACO en sí, que debido a ser un 





los métodos tradicionales de sintonización, es por ello que presenta ciertas restricciones y 
dificultades de diseño e implementación. 
 
1.7. HIPÓTESIS 
     Dado que ha habido numerosas investigaciones que conllevaron al desarrollo de diversos 
métodos de control, es probable que mediante la aplicación de los métodos heurísticos, como 
el algoritmo de colonia de hormigas (ACO), podamos mejorar la eficiencia del control de la 
presión neumática en un sistema de control automático, obteniendo parámetros PID que nos 















2. MARCO TEÓRICO 
 
2.1. DESCRIPCIÓN DE COMPONENTES DE PLANTA 
2.1.1. Neumática 
M. Moreno afirma que el aire comprimido es una de las formas de energía más antiguas 
que conoce y utiliza el hombre para reforzar sus recursos físicos, el primer lugar donde 
se inició el estudio y el uso de la neumática fue en la antigua Grecia en el siglo I, hace 
más de dos mil años.  
De aquí mismo procede la expresión Pneuma que designa lo etéreo, lo puro los cuatro 
elementos fundamentales: aire, agua, fuego y tierra. Como derivación de la palabra 
Pneuma surge el concepto neumático que trata los movimientos y procesos del aire.  
A partir de 1950 podemos hablar de una verdadera aplicación industrial de la neumática 
en los procesos de fabricación, la neumática en la industria no se inició hasta hacerse 
más necesaria la exigencia de automatizar y racionalizar los procesos de trabajo para 
bajar los costos de producción. En la actualidad, todo desarrollo industrial está 
concebido con aire comprimido, y en consecuencia se usan equipos neumáticos.  
 
La neumática es la tecnología que emplea el aire comprimido como modo de 
transmisión de la energía necesaria para mover y hacer funcionar mecanismos. El aire es 
un material elástico y por tanto, al aplicarle una fuerza, se comprime, mantiene esta 
compresión y devolverá la energía acumulada cuando se le permita expandirse, según la 





2.1.1.1. Aire comprimido 
     El aire comprimido también llamado aire compactado por medios mecánicos, 
confinado en un reservorio a una determinada presión. 
     Distinto de los líquidos que son virtualmente incomprensibles, el aire es fácilmente 
compresible y puede almacenarse en grandes cantidades en recipientes relativamente 
pequeños. Mientras más se comprima el aire, más alta la presión, a mayor presión 
mayor debe ser la resistencia del recipiente.  
     El aire comprimido tiene algunas ventajas tales como la generación de energía sin 
limitaciones ya que la materia prima es sin costo, fácil distribución y no precisa 
recuperación, también brindan la facilidad de acumulación en tanque o depósitos, 
puede ser usado en ambientes altamente explosivos o inflamables; no interfiere ni daña 
el medio ambiente. Los costos involucrados al aire comprimido son de bajo coste y de 
fácil obtención (Moreno, 2011). 
     Todas estas ventajas son de gran importancia, pero no debemos olvidar que toda 
tecnología también presenta inconvenientes y las desventajas más notables son: 
 En circuitos de gran longitud o de tamaño considerable se producen pérdidas de 
energía demasiado considerables para los procesos. 
 Las presiones con las cuales se trabajan no permiten aplicar grandes fuerzas. 
 
     Genera altos niveles de ruido debido a la descarga de aire hacia la atmósfera, por lo 





2.1.1.2. Estructura de un sistema neumático 
     Los sistemas neumáticos están compuestos de una concatenación de diversos 
grupos de elementos. Estos grupos de elementos conforman una vía para la transmisión 
de señales de mando desde el lado de la emisión de señales (entrada) hasta el lado de 
la ejecución del trabajo (salida). En la Figura 1 se representa el sistema de flujo de 
señales neumáticas (Moreno, 2011). 
 
Figura 1. Sistema de flujo de señales 
Fuente: Adaptado de Moreno (2011) 
 
Abastecimiento de energía 
     El sistema de abastecimiento de aire comprimido para un sistema neumático, debe 
tener dimensiones suficientemente grandes y además, el aire comprimido debe tener 
la calidad necesaria. El aire es comprimido y guiado hacia el sistema de distribución 
de aire. Para tener la seguridad que el aire tiene la calidad requerida, se recurre a una 





      Algunos equipos de abastecimiento son: 
Compresor 
     Para producir aire comprimido se utilizan compresores, que elevan la presión del 
aire al valor de trabajo deseado. Todos los mecanismos y mandos neumáticos se 
alimentan desde una estación central de generación.  
     El aire comprimido viene de la estación compresora y llega a las instalaciones a 
través de tuberías. Las centrales de generación pueden ser fijas, como en la mayoría 
de las industrias, o móviles, como en la construcción o en máquinas que se desplazan 
frecuentemente. Como norma general, al planificar una instalación, es necesario prever 
un tamaño superior de la red, para alimentar aparatos neumáticos que se adquieran en 
el futuro (Vega, 2010). 
 
Depósito de aire comprimido 
     El acumulador o depósito tiene la función de estabilizar el suministro de aire 
comprimido. Compensa las oscilaciones de presión en la red de tuberías, a medida que 
se consume aire comprimido. 
 
     Gracias a la gran superficie del acumulador, el aire se refrigera adicionalmente. Por 
este motivo, en el acumulador se desprende directamente una parte de la humedad del 
aire en forma de agua (Moreno, 2011). 
     En la Figura 2, se identifica un depósito de aire comprimido con el detalle de las 






Figura 2. Depósito de aire comprimido 
Fuente: Buenache (2010) 
 
     Para la construcción de la planta, incluiremos un acumulador de presión neumática 
de la marca FESTO, en el cual se ejercerá la acción de control de la presión que 
contenga, el acumulador que usaremos tendrá una capacidad de 0.4 lt de capacidad. 
 
Unidad de mantenimiento 
     La unidad de mantenimiento combina los siguientes elementos: 
 Filtro de aire comprimido.  
 Regulador de aire comprimido.  
 Lubricador de aire comprimido.  
 Manómetro indicador de la presión.  
     La combinación correcta, el tamaño y el tipo de estos elementos son determinados 





garantizar la calidad del aire necesaria en cada aplicación, se instalan unidades de 
mantenimiento en todos los sistemas de control de la red neumática (Vega, 2010). 
 
Filtro para aire comprimido 
     El filtro para aire comprimido tiene la función de eliminar impurezas y condensado 
de aire a presión que pasa por él. El aire comprimido fluye hacia el vaso del filtro, 
donde se produce la separación de las partículas de líquido y de suciedad mediante 
fuerza centrífuga.  
     Las partículas de suciedad se depositan en el fondo del vaso. El condensado tiene 
que ser evacuado antes de que llegue al nivel máximo, ya que de lo contrario sería 
alimentado otra vez al flujo de aire (Vega, 2010).  
 
Regulador de aire a presión 
     El regulador tiene la función de mantener constante la presión de servicio (presión 
secundaria), independientemente de las oscilaciones que se produzcan en la presión de 
potencia (presión primaria) y del consumo de aire.  
 
Lubricador del aire a presión 
     Este tiene la función de agregar aceite al aire en determinado tramo del sistema de 





requiera (FESTO, Neumática e hidráulica. Sistemas de aprendizaje y servicios para la 
formación técnica., 2017). 
 
Figura 3. Unidad de mantenimiento FESTO 
Fuente: FESTO (2017) 
 
2.1.2. Control de la planta 
     Con la finalidad de realizar el control de la planta neumática a implementar, será 
necesario identificar los principales componentes a utilizar. 
2.1.2.1. Válvulas de control 
     Previamente han sido mencionados algunos elementos neumáticos que intervienen 
en el suministro y regulación de la presión que alimentará a nuestro sistema. De manera 
adicional es necesario identificar y clasificar a ciertos elementos neumáticos que son 
considerados como complementarios, pero serán imprescindibles en el sistema que 
posteriormente será presentado, ya que son los elementos responsables del control del 





     Dependiendo de su construcción y aplicación, las válvulas pueden tener distintos 
tipos de accionamientos, los cuales son como se muestran a continuación (Serrano 
Nicolás, 2009). 
 
Válvulas de accionamiento manual 
     Son aquellas que requieren una acción voluntaria del operador para que se pueda 
dar su funcionamiento. 
     En todo sistema neumático, independientemente del grado de automatización que 
éste tenga, siempre habrá una válvula de accionamiento manual, que cumplirá diversos 
propósitos de acuerdo a la finalidad del sistema (Serrano Nicolás, 2009). 
  
    En la Figura 4 se muestran distintos tipos de accionamientos manuales: (a) Pulsador 
rasante protegido, (b) Pulsador tipo seta, (c) Pulsador tipo seta de mayores 
dimensiones, (d) Válvula selectora de llave, (e) Selector de Maneta de 2 o 3 posiciones 
fijas. 
 
Figura 4. Tipos de Accionamientos Manuales 





     En la Figura 5 se identifica una válvula de 3/2 vías de accionamiento mecánico de 
la marca FESTO, así como su esquema neumático. Ésta válvula será aplicada en ésta 
tesis con distintos propósitos, siendo el principal representar una perturbación en el 
sistema de control. 
 
Figura 5. Válvula de 3/2 vías FESTO con pulsador y su esquema neumático 
Fuente: FESTO (2002) 
Válvulas de accionamiento eléctrico 
     Éste tipo de mando transforma la señal eléctrica en una señal neumática que 
accionara el mecanismo de cierre o apertura de las distintas vías de la válvula. 
     Pueden ser de tipo de accionamiento directo o indirecto, o servo pilotadas. 
     En la Figura 6 se observa una electroválvula de accionamiento directo, en ella se 
puede observar el cuerpo de la válvula (3), una bobina electromagnética (1), la cual 
ejercerá un campo magnético al ser energizada al cerrarse el interruptor (2), y ejercerá 
una atracción sobre el núcleo móvil (4), venciendo la fuerza del resorte, permitiendo 






Figura 6. Electroválvula de Accionamiento Directo 
Fuente: Serrano Nicolás (2009) 
 
     En la aplicación de ésta tesis, se aplicará la utilización de una válvula proporcional 
FESTO de 5/3 vías accionada de manera eléctrica, mediante una variación de 0 a 10 
voltios, como se muestra en la Figura 7. 
 
Figura 7. Válvula Proporcional FESTO de 5/3 vías accionada eléctricamente 






     Por su aplicación, podríamos identificar a los principales tipos de válvulas, tomando 
en consideración a las que se usarán en la implementación de la planta de ésta tesis, 
como se detallan a continuación. 
 
Válvula reguladora de caudal 
    Ésta válvula el caudal que circula a través de un  conducto de una manera simple, 
estrangulando el paso, disminuyendo así la sección  o área transversal del paso del 
conducto. La regulación se puede realizar de dos maneras, sea en ambos sentidos, o 
sólo en uno de ellos, en éste caso se incorpora en paralelo una válvula anti retorno.   
     En la Figura 8, se muestran ambos tipos de válvulas reguladoras de cauda con sus 
respectivos esquemas neumáticos. Al lado izquierdo, se puede ver la válvula 
reguladora de caudal de sentido bidireccional (la que no cuenta con válvula anti 
retorno), y al lado derecha se muestra la válvula reguladora de caudal de sentido 
unidireccional (Serrano Nicolás, 2009). 
 
Figura 8. Válvula reguladora de caudal 






     En la implementación, aplicaremos el uso de ésta válvula junto con la válvula de 
3/2 vías accionada mecánicamente para poder regular el nivel de perturbación que se 
desea simular en la planta. 
El datasheet de la válvula reguladora de caudal FESTO puede ser identificado en el 
ANEXO 10. 
     En la Figura 9, se muestra la válvula reguladora de caudal FESTO que aplicaremos 
en ésta tesis, así como su respectivo esquema neumático. 
 
Figura 9. Válvula reguladora de caudal unidireccional FESTO y su esquema neumático 
Fuente: FESTO (2002) 
 
Válvula proporcional reguladora de presión 
     Con el aporte de la electrónica moderna, es posible lograr un control preciso del 
flujo neumático que se suministra a los distintos actuadores, esto se logra mediante la 
aplicación de las válvulas proporcionales, elementos que fueron recientemente 
incorporados al campo de la neumática. 
     Estos elementos permiten la regulación precisa de presiones neumáticas según una 
magnitud previamente fijada mediante una señal de tensión eléctrica, permitiendo 





     De la curva mostrada en la Figura 10, se puede concluir que la presión de salida 
será proporcional a la tensión eléctrica en la bobina. 
 
Figura 10. Curva Presión de Salida vs Señal de mando 
Fuente: Serrano Nicolás (2009) 
 
     En la Figura 11 se muestra un esquema representativo de la acción de control que 
ejerce la válvula, así como los principales elementos que intervienen en ésta acción. 
 
Figura 11. Válvula Proporcional Reguladora de Presión – Esquema Representativo 
Fuente: Serrano Nicolás (2009) 
 
     La válvula proporcional que usaremos para construir la planta será una válvula de 





     En la Figura 12, se muestra el diagrama de la válvula proporcional FESTO de 5/3 
vías. Se puede apreciar que la válvula sólo será pilotada eléctricamente por un lado, 
contando por el otro con un retorno por muelle. Cuenta con una entrada de aire en 1 y 
2 salidas, en 2 y 4. Por construcción de la planta, la salida 2 de la válvula será 
bloqueada, ya que la implementación de la planta únicamente de la salida 4. 
 
Figura 12. Representación neumática y eléctrica de válvula proporcional 5/3 vías 
Fuente: FESTO (2002) 
 
     A su vez, en la Figura 13, se muestra la construcción interna de la válvula, con un 






Figura 13. Construcción interna de válvula proporcional 5/3 vías 
Fuente: FESTO (2002) 
 
     La válvula cuenta con un sensor interno de posición de la corredera, que mide la 
posición de la corredera, así como una electrónica interna que se encarga de regular la 
posición de la corredera (FESTO, 2002). 
     De la misma manera, en la Figura 14, se puede identificar su curva de 
funcionamiento en función de la tensión suministrada. De la curva podemos deducir 
que, al sólo trabajar con una salida de la válvula mencionada, sólo trabajaremos con 
un rango de voltaje aproximado de 5 a 10 voltios, ya que de 0 a 5 voltios tendremos 






Figura 14. Curva de funcionamiento de válvula proporcional 5/3 vías 
Fuente: FESTO (2002) 
 
     En la Figura 15, se identifica la correcta conexión de la válvula proporcional de 
acuerdo a un código de colores. Cabe resaltar que estimularemos a la válvula mediante 
voltaje, por lo que no será necesario utilizar la entrada de corriente (negra). 
 
Figura 15. Detalle de conexión eléctrica de válvula proporcional 5/3 vías 
Fuente: FESTO (2002) 
 
El datasheet de la válvula proporcional de 5/3 vías FESTO puede ser identificado en 





2.1.2.2. Elementos de medición y sensado de la presión neumática 
Manómetro 
     Según Cengel (2009), el manómetro es un dispositivo de medición de presión, que 
mediante un método de deformación elástica (Tubo de Bourdon), nos permite conocer 
la presión neumática en el sistema, esto debido a la deformación que sufren algunos 
materiales cuando se les aplica una presión, como se muestra en la Figura 16. 
 
Figura 16. Tipos de tubos de Bourdon para la medición de presión 
Fuente: Cengel (2009) 
 
     Como parte del módulo a implementar, se aplicará el uso de un manómetro para 
poder monitorear la presión presente en la línea de manera visual. 
     El manómetro proporcionado por FESTO consta de las siguientes características: 
 Manómetro con tubo de Bourdon. 
 Margen de indicación: 0-1000 kPa (0-10 bar). 
 Clase de calidad: 1.6. 






     En la Figura 17, se muestra un manómetro FESTO, así como su esquema 
neumático. 
 
Figura 17. Manómetro FESTO y su esquema neumático 
Fuente: FESTO (2017) 
 
 
Sensor de Presión 
     Es el elemento encargado de proveer el valor de la variable física de presión de 
manera eléctrica. Para cumplir éste propósito,  se utiliza un transductor eléctrico de 
presión, mediante la unión de un elemento que varía su resistencia con la presión, y un 
elemento eléctrico que lo transforma en una señal (Tecsup, 2018).  
     Para la construcción de la planta, usaremos un sensor de presión de la marca 
FESTO. 
     Según las hojas de datos de FESTO (2017), éste elemento es un sensor de presión 
relativa de resistencia piezoeléctrica con amplificador y compensación de temperatura, 





     Las características principales de este sensor son: 
 Magnitud medida: Presión relativa. 
 Procedimiento de medición: Sensor de presión piezorresistivo. 
 Margen de medición: 0-1000 kPa (0-10 bar). 
 Presión máxima: 1400 kPa (14 bar). 
 Alimentacion: 12-30 V DC. 
 Salida analógica: 0-10 V, 0-20 mA. 
 Error total: ±1 % del valor final. 
 Medio de funcionamiento: aire comprimido filtrado, grado de filtración 40 µm. 
 Conexión eléctrica: conectores de seguridad de 4 mm. 
 Frecuencia máxima: 100 Hz. 
 Protección eléctrica: resistente a cortocircuitos, con protección de polaridad 
inversa. 
 Sistema de fijación rápida Quick-Fix. 
 
Figura 18. Sensor de presión analógica FESTO 







     A continuación, podemos identificar en primer lugar el símbolo eléctrico del 
sensor, el cual nos permitirá representar el elemento en la etapa de diseño de la planta, 
así como identificarlo para poder realizar la simulación correspondiente. El símbolo 
para el sensor de presión está representado en la Figura 19, en la parte superior se 
representa la entrada neumática del elemento, y en la parte inferior se representan los 
terminales eléctricos del sensor. 
 
Figura 19. Simbología de sensor de presión FESTO 
Fuente: FESTO (2002) 
 
     De igual manera, en la Figura 20, podemos identificar la curva de funcionamiento 
del sensor, la cual nos indica un funcionamiento lineal para una tensión de 0 a 10 
voltios, con una salida de 0 a 10 bares. 
 
Figura 20. Curva de funcionamiento de sensor de presión FESTO 





2.1.2.3. Tarjeta de valor de punto de consigna 
     Con la finalidad de generar rampas o escalones para poder realizar la etapa de 
modelamiento de la planta, se aplicará el uso de una tarjeta de consigna FESTO. 
De acuerdo a las hojas de datos de FESTO (2017), éste tipo de tarjeta nos 
proporciona las siguientes funciones: 
 Generación de puntos de consigna programable. 
 Generación de rampa programable. 
 Secuencia cíclica de puntos de consigna y rampas. 
 Cronómetro. 
 Margen de tensión de salida: -10 - +10 V (ajustable en pasos de 0.1V). 
 Rampas: 4. 
 Tensión de activación de entradas: Min. 15 V. 
     Este tipo de tarjeta proporcionará el valor de referencia que deseemos obtener en la 
salida del controlador PID, proporcionando un valor de tensión (FESTO, Neumática e 
hidráulica. Sistemas de aprendizaje y servicios para la formación técnica., 2017). 
 
Figura 21. Tarjeta de Punto de Consigna FESTO 





2.1.2.4. Controlador Lógico Programable (PLC) 
     De acuerdo a Ballcells y Romeral (1997), el controlador lógico programable, es un 
equipo electrónico de control independiente del proceso a controlar, que se adapta al 
mismo y contiene la secuencia de operaciones a realizar. 
     Esta serie de operaciones se define en señales de entrada y salida, ya sean digitales 
o analógicas, dependiendo del tipo de proceso controlado y sus características de 
control. 
Se gobiernan las señales de salida a partir de un programa de control previamente 
introducido a la memoria del autómata, a través de una unidad de programación. 
     Un Controlador Lógico Programable se compone de los siguientes bloques: 
 Unidad central de proceso o de control (CPU). 
 Memorias internas. 
 Memoria de programa. 
 Interfaces de entrada y salida. 
 Fuente de alimentación. 
 
Figura 22. Diagrama de Bloques de un Controlador Lógico Programable 





Para implementar el sistema que controlará la planta neumática, utilizaremos un 
controlador lógico programable de la marca Siemens, en el modelo  S7-1200 compact 
CPU 1214C AC/DC/RELAY, éste es un PLC compacto, que cuenta con las siguientes 
características principales: 
 14 entradas digitales. 
 10 salidas digitales como relés. 
 2 entradas analógicas. 
 Voltaje de alimentación: 85-264 V AC. 
 Cuenta con un puerto PROFINET para la comunicación. 
 100kB de memoria para programación y datos. 
En la Figura 23, se muestra una imagen del PLC Siemens S7-1200, donde se 
pueden reconocer las principales entradas y salidas. 
 
Figura 23. PLC Simatic S7-1200 AC/DC/RELAY 





Para poder realizar el control será necesario controlar la válvula proporcional 
FESTO de 5/3 vías, que trabaja en un rango de 0 a 10 voltios, como una variable 
analógica, por lo que el PLC deberá estar equipado con el módulo SB 1232, AQ 1x12 
bit, que brinda al PLC 1 salida analógica mediante la cual se podrá controlar la válvula 
proporcional. 
Los datasheets del PLC Siemens S7-1200, tanto como del módulo SB-1232  pueden 
ser identificado en los ANEXOS 13 y 14 respectivamente. 
 
Figura 24. Módulo Siemens SB 1232 
Fuente: Siemens (2019) 
 
El PLC Siemens S7-1200 que se utilizará en el desarrollo de ésta tesis se encuentra 
instalado en un módulo de entrenamiento de propiedad de la Universidad Católica de 






Figura 25. Módulo de entrenamiento S7-1200 de DINAUT 
Fuente: Elaboración propia 
 
     Es importante resaltar que aplicamos el uso particular de éste modelo de PLC, 
así como de la marca Siemens, tomando en cuenta la buena interconexión que la 
misma nos brinda con la marca FESTO, lo cual permite que la etapa de diseño y 
construcción se facilite en gran medida. También es destacable que éste PLC nos 
brinda prestaciones industriales, y su costo es relativamente bajo en comparación 
a equipos del mercado que cuentan con las mismas características. 
 
Lenguajes de Programación 
     El lenguaje de programación es un lenguaje formal que nos  permite ingresar un 
programa para expresar procesos de control en la memoria del PLC, usando una 
sintaxis establecida. Un programa es un conjunto de instrucciones, órdenes y símbolos 





     Según el estándar IEC 61131, el que considero estos lenguajes para la programación 
de los PLC. Los lenguajes de programación se pueden clasificar en lenguaje de 
programación visual o escrito (DIEEC, 2011). 
     Los lenguajes de programación visual admiten estructurar el programa por medio 
de símbolos gráficos, similares a los que se han venido utilizando para describir los 
sistemas de automatización, planos esquemáticos y diagramas de bloques (SENA, 
2005). 
 
Figura 26. Lenguaje de programación visual (LADDER) 
Fuente: Sena (2005) 
 
     El tipo de lenguaje visual se clasifica en el diagrama de bloque de funciones (FBD) 
y en el diagrama del tipo escalera (LADDER).  
     El PLC con el cual trabajaremos se programará mediante el software SIMATIC 7, 
por lo que se realizará todo tipo de programación en LADDER. 
El lenguaje LADDER es el lenguaje más utilizado en la programación de PLC´s ya 
que todos los lo soportan, se trata de una conexión grafica entre variables de tipo 





eléctricos, este tipo de programación también nos permite trabajar con entradas 
analógicas. 
Sus características principales son el uso de barras de alimentación y elementos de 
enlace y estados (flujo de energía), es un tipo de programación sencillo y simplificado 
de un buen soporte y disponibilidad. 
La estructura es simple con la facilidad de usar contactos, bobinas, bloques 
funcionales y el poder evaluar las redes en orden de arriba abajo y de izquierda a 
derecha (SENA, 2005). 
 
Figura 27. Lenguaje de diagrama de tipo escalera (LADDER) 










Tabla 1. Símbolos básicos de programación tipo escalera (LADDER) 
Fuente: Sena (2005) 




Se activa cuando hay un uno lógico en el elemento que representa, esto es, una 
entrada (para captar información del proceso a controlar), una variable interna 




Su función es similar al contacto NA anterior, pero en este caso se activa 
cuando hay un cero lógico, cosa que deberá de tenerse muy en cuenta a la hora 




Se activa cuando la combinación que hay a su entrada (izquierda) da un uno 
lógico. Su activación equivale a decir que tiene un uno lógico. Suele 





Se activa cuando la combinación que hay a su entrada (izquierda) da un cero 
lógico. Su activación equivale a decir que tiene un cero lógico. Su 




Una vez activa (puesta a 1) no se puede desactivar (puesta a 0) si no es por su 
correspondiente bobina en RESET. Sirve para memorizar bits y usada junto 












2.2.  FUNDAMENTOS DEL SISTEMA DE CONTROL 
2.2.1. Introducción 
Para poder llevar a cabo el control de la etapa neumática del Sistema, será necesario 
implementar un Sistema de Control, cuyo funcionamiento deberá estar basado en la 
Teoría de Control, y cumplir con diversos parámetros planteados y estudiados por 
diversos autores. 
 
2.2.2. Sistema de control 
     Podemos definir a un sistema como un conjunto de elementos que poseen 
características comunes, los cuales además de ello, se caracterizan por poseer parámetros 
que los definen, y ser susceptibles a variaciones con el tiempo. 
     Podemos denominar parámetros del sistema a aquellos que se caracterizan por ser 
invariables en el tiempo y propios de cada elemento; a su vez, se denomina variables del 
sistema a aquellos parámetros que son variables en el tiempo, y de acuerdo a su 
configuración en el sistema, determinarán las características del mismo (Roca, 2014). 
 
Figura 28. Representación de un Sistema de Control 






2.2.2.1. Sistemas de control de lazo abierto 
Este tipo de sistemas se caracterizan porque la salida del mismo no influye en la 
entrada, es decir que la acción de control no es realimentada, debido a que la señal de 
salida no es medida ni tomada en cuenta para realizar la acción de control. 
 
Figura 29. Sistema de Control de Lazo Abierto 
Fuente: Elaboración propia 
 
Tomando en cuenta esta premisa, se puede notar que este tipo de sistemas se 
encuentran vulnerables ante cualquier tipo de perturbación, debido a que ante la 
variación de la salida no se ejecutará una acción de control distinta. Es por ello que la 
precisión del sistema dependerá directamente de la calibración de los elementos que 
intervienen en él. 
Éste tipo de sistemas es aplicable sólo cuando es conocida la relación entre la 









2.2.2.2. Sistemas de control de lazo cerrado   
A diferencia de los sistemas de control de lazo abierto, este tipo de sistemas se 
caracterizan por ser retroalimentados, es decir que la señal de salida del sistema 
alimenta al controlador, por lo que influye en la acción de control. 
 
Figura 30. Sistema de Control de Lazo Cerrado 
Fuente: Elaboración propia 
 
La diferencia entre la señal de entrada y la señal de la alimentación nos da la señal 
de error de actuación, que comparada con la señal de referencia (Set Point), nos 
permitirá reducir el error y así poder aproximarnos al valor deseado de salida del 
sistema. 
Este tipo de sistema es aplicable a casos en los cuales existan perturbaciones 
internas o externas, lo cual afecte considerablemente a la relación existente entre la 
entrada y la salida del sistema. 
Si se habla en términos de Control en Lazo Cerrado, será necesario referirnos a la 






2.2.2.3. Sistemas de control de lazo abierto vs lazo cerrado  
Para poder realizar una comparación entre ambos tipos de sistemas, será necesario 
identificar las distintas características y aplicaciones que cada uno de ellos tiene, 
debido a que ofrecen distintos tipos de prestaciones para el tipo de uso al cual se verán 
enfocados.  
En caso deseamos aplicar un Sistema de Control de Lazo Abierto, será necesario 
usar elementos de alta precisión y costosos. Será recomendable aplicarlo cuando no 
existan perturbaciones considerables, ya sean internas o externas, y en caso se conozca 
con anticipación las entradas del sistema. 
Para referirnos al Sistema de Control de Lazo Cerrado, tenemos en consideración 
que nos brinda una mayor potencia de salida, y nos permite usar elementos de menor 
costo. Sin embargo, este tipo de sistemas presentan problemas de estabilidad debido a 
la retroalimentación, y será necesario un mayor número de elementos para 
implementar el controlador (Ogata, 2010). 
 
Ventajas de sistemas de control de lazo abierto 
 Simplicidad de construcción y mantenimiento. 
 No presenta problemas de estabilidad. 
 Menos costoso. 







Desventajas de sistemas de control de lazo abierto 
 Es necesaria la re calibración constante de los sistemas para evitar errores. 
 Susceptible a las perturbaciones internas o externas.  
   
2.2.3. Elementos de un sistema de control 
2.2.3.1. Controlador 
La función del Controlador es de tomar decisiones y determinar la acción de 
control, ya sea basada en la señal de referencia y las relaciones de entrada y salida de 
los sistemas previamente conocidos (Sistemas de Lazo Abierto), o ya sea basada en la 
señal de referencia y la retroalimentación del sistema (Sistemas de Lazo Cerrado). 
 
2.2.3.2. Actuador 
El actuador es el elemento que cumple la función de recibir la señal proveniente del 
controlador, y a su vez, se encarga de ejercer una acción sobre la planta, la cual 




Se define como planta al proceso en el cual se controlará una o más variables, la 
misma se caracteriza por un modelo matemático, y además por una respuesta 






El comparador es un elemento propio de los Sistemas de Control de Lazo Cerrado, 
mediante éste es posible realizar la comparación de la señal de retroalimentación, con 
la señal de referencia, para poder de esta manera proveer al controlador con la señal 
de error, necesaria para realizar el control. 
 
2.2.3.5. Sensor 
Éste elemento es el encargado de realizar la medida de la variable controlada, y 
enviar ésta señal al bloque comparador, que posteriormente utilizará la señal provista 
por el sensor para de esta manera retroalimentar al controlador. 
 
2.2.4. Modelado matemático de sistemas de control 
     Un modelo matemático de un sistema neumático se define como un conjunto de 
ecuaciones que representa la dinámica del sistema con precisión, tener en cuenta que el 
modelo matemático no es único para un sistema determinado. Un sistema se puede 
representar de muchas formas distintas por lo que pueden tener muchos modelos 
matemáticos.  
     Las dinámicas de cualquier tipo de sistema se describen con ecuaciones diferenciales, 
estas ecuaciones se obtienen de las leyes físicas como las Leyes de Newton en la parte 





2.2.4.1. Modelamiento del sistema neumático 
     Para el desarrollo del modelo matemático del sistema se tiene en cuenta las 
siguientes suposiciones, el fluido de trabajo es aire y se considera un gas ideal donde 
aplicamos la ley de conservación de la masa en cada volumen de control, donde no se 
considera las pérdidas de presión por fricción en los conductos de aire, las propiedades 
como la densidad, presión del aire se considera uniforme en los diferentes volúmenes 
de control (Bacca, De Negri, & Assaf, 2010). 
 
2.2.4.2. Modelamiento de la válvula proporcional de vías y flujos de masa 
     La válvula posee un diseño sencillo, económica y didáctico, y buenas características 
de una válvula 5/3 tales como buenas propiedades dinámicas y precisión (Bacca, De 
Negri, & Assaf, 2010). 
     En la Figura 31 se muestra la válvula proporcional 5/3, donde podemos destacar 
que el puerto 1 de la válvula se comunica con la alimentación de aire comprimida, los 
puertos 3 y 5 son de escape y los puertos 2 y 4 de la válvula son los encargados de 








Figura 31. Posición central de la válvula 5/3 
Fuente: Bacca, De Negri, & Assaf (2010) 
 
     Conectada la válvula al acumulador y bajo condiciones estables, los flujos de masa 
de suministro, son prácticamente iguales a los flujos de masa de escape a la atmosfera 
?̇?5 𝑦 ?̇?3 , respectivamente por tanto los flujos de masa ?̇?4 𝑦 ?̇?2 son iguales a cero.  
     En la Figura 32, se muestran los flujos de masa que se generan cuando la corredera 
tiene un desplazamiento 𝑥𝑣
+ positivo. En este caso se produce un proceso de 
presurización en la cámara A del cilindro y un proceso de despresurización en la 
cámara B (Bacca, De Negri, & Assaf, 2010). 
 
Figura 32. Desplazamiento positivo de la corredera 






     En forma contraria a la anterior, cuando la corredera tiene un desplazamiento 
negativo, se generan los flujos de masa que se muestran en la Figura 33. En esta 
situación se produce un proceso de despresurización en la cámara A y un proceso de 
presurización en la cámara B del cilindro (Bacca, De Negri, & Assaf, 2010). 
 
Figura 33. Desplazamiento negativo de la corredera 
Fuente: Bacca, De Negri, & Assaf (2010) 
 
     Como nuestra válvula proporcional es pilotada eléctricamente aplicamos la ley de 
Kirchhoff a los flujos de masa que están presentes en los nodos (1) y (2) e igualando 
respectivamente a la rapidez de cambio de masa dentro de los volúmenes de control 
comprendidos en las cámaras 1 y 2 de la válvula, (véase Figura 33), se obtiene: 





= 0                                            (1) 





= 0                                            (2) 
Donde: 
𝑃𝑎 , 𝑃𝑏 𝑠𝑜𝑛 𝑝𝑟𝑒𝑠𝑖ó𝑛  

















































































𝑃𝑢, 𝑃𝑑 𝑠𝑜𝑛 𝑝𝑟𝑒𝑠𝑖ó𝑛 𝑦 𝑎𝑙𝑡𝑎 𝑝𝑟𝑒𝑠𝑖ó𝑛  
𝑇𝑢 𝑒𝑠 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑎 










     El área relativa se define como la relación entre el área geométrica variable del 





     El cálculo de los flujos se realiza teniendo en cuenta la configuración mostrada en 
la Figura 34. 
 
Figura 34. Configuración de flujos de masa 4 y 2 
Fuente: Bacca, De Negri, & Assaf (2010) 
 
     Según esta configuración, las ecuaciones de flujo de masa en estado estable en los 
puertos 4 y 2 se pueden escribir como: 
 





?̇?2 = ?̇?̇ 𝑠2 − ?̇?3                                                                                 (6) 
 














                                                                              (8) 
𝛼4 + 𝛽4 = 1                                                                                              (9) 
𝛼2 + 𝛽2 = 1                                                                                                (10) 
Ahora de (1) y (2) tenemos que: 
?̇?𝑠1 = ?̇?𝑠1 − ?̇?5 = 𝐴𝑟𝑠1𝑓1 (𝑃𝑠 , 𝑇𝑠,
𝑃𝑑
𝑃𝑠
) − 𝐴𝑟5𝑓1 (𝑃𝑎, 𝑇𝑎,
𝑃0
𝑃𝑎
)           (11) 
?̇?2 = ?̇?3 − ?̇?𝑠2 = 𝐴𝑟5𝑓1 (𝑃𝑠, 𝑇𝑠,
𝑃𝑑
𝑃𝑠
) − 𝐴𝑟𝑠2𝑓1 (𝑃𝑎 , 𝑇𝑎,
𝑃0
𝑃𝑎
)           (12) 


























                                                       (14) 
     Por tanto, las ecuaciones de flujo de masa a través de los puertos de trabajo de la 





?̇?4 = 𝐴𝑟4𝛼4𝑓 (𝑃𝑠, 𝑇𝑠,
𝑃𝑑
𝑃𝑠
) − 𝐴𝑟4𝛽4𝑓 (𝑃𝑎 , 𝑇𝑎,
𝑃0
𝑃𝑎
)                             (15) 
?̇?2 = 𝐴𝑟2𝛼2𝑓 (𝑃𝑠, 𝑇𝑠,
𝑃𝑑
𝑃𝑠
) − 𝐴𝑟2𝛽2𝑓 (𝑃𝑎 , 𝑇𝑎,
𝑃0
𝑃𝑎
)                             (16) 
 
2.2.5. Función de transferencia 
     En la ingeniería de control, se denomina función de transferencia de un sistema a la 
función que caracteriza las relaciones de entrada y de salida del mismo. Nuestra función 
de transferencia será hallada mediante métodos computacionales. 
     Se define como el cociente de la transformada de Laplace de la salida entre la 
transformada de Laplace de la entrada. Será necesario asumir que todas las condiciones 
iniciales son nulas o iguales a 0 (Ogata, 2010). 









∙ + 𝑏𝑚𝑥 
 
     Donde y es la salida, mientras x es la entrada del sistema, entonces podremos 
interpretar a la función de transferencia como: 
𝐹𝑢𝑛𝑐𝑖ó𝑛 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟𝑒𝑛𝑐𝑖𝑎 = 𝐺(𝑠) =
ℒ[𝑠𝑎𝑙𝑖𝑑𝑎]
ℒ[𝑒𝑛𝑡𝑟𝑎𝑑𝑎]











𝑎0𝑠(𝑛) + 𝑎1𝑠(𝑛−1) +⋯+ 𝑎𝑛−1𝑠∙ + 𝑎𝑛
 
 
     La importancia que toma la función de transferencia, es cuando se desea representar la 
dinámica de cualquier sistema de manera matemática, haciendo uso de ecuaciones 
algebraicas. (Ogata, 2010) 
 
2.2.6. Diseño de un sistema de control 
     Tal como es en el diseño de ingeniería, el diseño de sistemas de control deberá seguir 
una estricta metodología para poder así obtener la configuración, especificaciones y la 
respectiva identificación de parámetros, todo ello basado en cumplir satisfactoriamente 
con una necesidad específica. 
     Para poder diseñar un Sistema de Control, primero debemos conocer los objetivos que 
pretendemos lograr con el sistema. Posteriormente deben identificarse las variables a 
controlar, una vez identificadas las variables, debemos determinar cuál es el nivel de 
precisión que pretendemos lograr con el diseño, lo cual nos llevará a determinar la calidad 
de instrumentos de medición que usaremos. 
     Tras definir los parámetros deseados, podremos determinar el actuador que usaremos, 
que dependerá del tipo de proceso a controlar. La elección del controlador a usar, 
dependerá nuevamente de la respuesta que queremos obtener, además de las 





     Finalmente, en el proceso de diseño, se ajustarán los parámetros del sistema, hasta que 
éste alcance la respuesta deseada, para ello será necesario realizar una serie de pruebas, 
hasta que se alcance el resultado deseado, y en caso no sea posible, será necesario 
determinar una nueva configuración del sistema  (Dorf & Bishop, 2005). 
 
Figura 35. Proceso de Diseño de un Sistema de Control 






2.2.7. Modos de control 
     Se denomina modo de control al modo de actuación del controlador que determina su 
salida, y se basa en diferentes acciones de control. En esta tesis, describiremos a los 
principales modos de control que basan su funcionamiento en funciones lineales. 
 
2.2.7.1. Control proporcional (P) 
Según Roca (2014), el control proporcional es aquel en el cual el elemento final de 
control (Actuador), efectúa una acción de control proporcional a la magnitud de 
desviación provista por la retroalimentación. 
     El control proporcional se puede definir mediante la siguiente ecuación: 
𝑢(𝑡) = 𝑘𝑝𝑒(𝑡) 
Donde KP se considera la ganancia proporcional, y e(t) como la señal de error. 
 
En este tipo de control, solo se toma en cuenta la ganancia KP, la cual determinará 
la salida del controlador. 
 
2.2.7.2. Control integral (I) 
También denominado flotante de velocidad proporcional, este tipo de control hace 
que el actuador realice su función de manera que éste se mueva a una velocidad 
proporcional a la señal de error. Es decir que mientras mayor sea la desviación, más 





La importancia de este modo de control, se basa en que mientras haya señal de error 
existirá una señal que lo corrija, y ésta persistirá y durará hasta que la desviación se 
haya corregido completamente y se equilibre el sistema. 









Donde KI se considera una constante ajustable, y e(t) como la señal de error. 
 
Como desventaja podemos resaltar que no se muestra de una manera enérgica en 
los instantes después de la aparición brusca de una desviación, en vista de que su efecto 
es paulatino, a comparación del control proporcional, que presenta una respuesta 
enérgica desde el primer momento que se presenta un cambio en la señal de error 
(Roca, 2014). 
 
2.2.7.3. Control proporcional – integral (PI) 
El tipo de modo de control PI, se caracteriza por reunir las características de los 
modos Proporcional e Integral, esto le permite aprovechar las ventajas de ambos 






El control proporcional - integral se puede definir mediante la siguiente ecuación: 







Donde KP se considera como la ganancia proporcional, TI como el tiempo integral y e(t) 
como la señal de error. 
 
2.2.7.4. Control proporcional – derivativo (PD) 
El modo de control PD, tiene un comportamiento similar al PI, al realizar la acción 
de control proporcional, pero en lugar de realizar la acción integral, integra a su 
funcionamiento la acción derivativa, la cual responde únicamente a la magnitud de la 
velocidad de cambio de la desviación, oponiéndose a ella. 
El control proporcional - derivativo se puede definir mediante la siguiente ecuación: 




Donde KP se considera como la ganancia proporcional, Td como el tiempo derivativo 
y e(t) como la señal de error. 
Al realizar la acción derivativa, se aprecia un comportamiento de corrección 
anticipativo a los efectos de la desviación, es decir que esta acción brinda un efecto de 






2.2.7.5. Control proporcional – integral – derivativo (PID) 
De acuerdo a Roca (2014), éste tipo de control se basa en la combinación de los 3 
modos de control previamente descritos (P, I y D), para de esta manera aprovechar las 
ventajas que nos brindan, suprimiendo sus desventajas. 
El control proporcional – integral - derivativo se puede definir mediante la siguiente 
ecuación: 










Donde KP se considera como la ganancia proporcional, TI como el tiempo integral, Td como 
el tiempo derivativo y e(t) como la señal de error. 
A continuación, se define el comportamiento de las 3 acciones: 
 La acción proporcional corrige la posición del actuador de manera proporcional a 
la desviación, de manera instantánea, pero a su vez, genera una desviación de manera 
permanente. 
 La acción integral ejerce sobre el actuador, una acción lenta y progresiva, que va de 
manera proporcional a la señal de error. Actúa hasta que anula completamente la 
desviación. 
 La acción derivativa ejerce el actuador, un efecto anticipativo a la desviación, de 
manera proporcional a la velocidad de cambio de la misma. Toma en cuenta la 







Figura 36. Diagrama de Bloques de un Controlador PID 
Fuente: Ogata (2010) 
 
2.2.8. Métodos tradicionales de sintonización de controladores PID  
     Para realizar la sintonización de los parámetros del controlador PID a implementar, 
haremos uso de dos métodos ampliamente usados en la actualizad para la obtención de 
los parámetros PID de cualquier sistema, tales como son la herramienta PID Compact de 
TIA Portal, así como la herramienta Sisotool de Matlab. 
 
2.2.8.1. Método por herramienta PID Compact de TIA Portal 
El bloque PID Compact es una herramienta propia del TIA Portal, el cual ofrece un 
regulador PID continuo con optimización integrada. 
Éste objeto, compara una señal de consigna deseada (asignada previamente en el 
TIA Portal) con el valor real medido por el sensor de presión que se encuentra en 
nuestra planta, dentro de un lazo de regulación. 
Producto de ésta comparación, se determina un error (diferencia entre el valor de 
consigna y el valor real), y se calcula un valor de salida (o valor de control), cuyo 
propósito es hacer que los valores de consigna y el valor real sean el mismo con la 





Internamente éste bloque, nos brinda un regulador PID, que contará con las 3 
acciones de control, cuyos parámetros serán regulados de manera autónoma realizando 
en primera instancia una optimización inicial, la cual realizará un cálculo aproximado 
de los parámetros. Posteriormente podremos optimizar aún más el regulador mediante 
una optimización fina (Siemens, 2014). 
 
Figura 37. Representación del bloque PID Compact 
Fuente: TIA Portal (2019) 
 
Características del bloque PID Compact 
Como se indicó anteriormente, éste bloque, además de proveer la optimización para 
obtener los parámetros PID, cuenta con un regulador PID incorporado, el cual nos 
permitirá variar los parámetros PID, para poder analizar la respuesta del sistema 
controlado ante distintos valores de parámetros PID (Siemens, 2014). 
El algoritmo propio del regulador interno del bloque PID Compact trabaja de 






Figura 38. Representación del objeto PID Compact 
Fuente: Siemens (2014) 
 
Asimismo, podemos identificar la estructura interna del regulador PID del PID 
Compact como se muestra en la Figura 39. 
 
Figura 39. Representación de la estructura interna del objeto PID Compact 






2.2.8.2. Método por herramienta Sisotool de Matlab 
Ésta herramienta, la cual podemos encontrar en Matlab, proviene del diseñador de 
sistemas de control (Control System Designer), y nos permite diseñar controladores de 
entrada simple y salida simple, proveniente del inglés single-input, single-output 
(SISO), modelados a través de Matlab o Simulink (Mathworks, 2019). 
Sisotool nos permite analizar sistemas lineales, conociendo la función de 
transferencia en lazo abierto, y graficando el lugar de raíces, podremos determinar el 
lugar geométrico de las soluciones para una ecuación característica al variar el valor 
de K en la ecuación. G(s) representa la función de transferencia en lazo abierto (ISA, 
2008). 
1 + 𝐾. 𝐺(𝑠) = 0 
 
En la ventana principal de Sisotool, podremos identificar el lugar de raíces del 
sistema, así como el diagrama de Bode en cadena abierta, con la ganancia indicada 
(C(s)). También se muestran los polos y zeros. Es en este diagrama donde podemos 
variar el regulador proporcional de ganancia, obteniendo así polos y zeros distintos 
para los valores ingresados. De igual manera, será posible variar el polo en cadena 
cerrada arrastrándolo en el diagrama, y la herramienta calculará el valor de la ganancia 






Figura 40. Lugar de raíces y diagrama de Bode de Sisotool 
Fuente: ISA (2008) 
 
Ésta herramienta nos permite también conocer respuestas del sistema en su lazo 
cerrado, permitiéndonos variar la entrada, salida y el tipo de representación (Bode, 
respuesta al escalón, impulso, etc.) 
 
Figura 41. Obtención de respuesta al escalón en bucle cerrado 





     En la Figura 42, se muestra el lugar de raíces para un controlador C(s), así como 
su respuesta al escalón. Gracias a Sisotool, es posible arrastrar en el gráfico las distintas 
raíces, generando variaciones tanto como en la ganancia calculada así como en el 
gráfico de la respuesta del controlador. También es posible obtener distintos 
parámetros de la respuesta, tales como los valores pico, valor en régimen permanente, 
etc. Es de ésta manera, como podremos restringir éste tipo de parámetros para que la 
herramienta calcule los parámetros del controlador para cumplir con los requisitos que 
deseemos para nuestro controlador (ISA, 2008). 
 
Figura 42. Imagen de sección interactiva del controlador LTI viewer 







2.3.  ALGORITMO COLONIA DE HORMIGAS (ACO) 
     En esta sección se introducen conceptos y definiciones que son utilizados en el resto de 
la investigación, los cuales son necesarios para una mejor comprensión de los temas a 
conocer: 
 
2.3.1. Optimización combinatoria 
     El término optimizar significa algo más que mejorar; sin embargo, en el contexto 
científico la optimización es el proceso de tratar de encontrar la mejor solución posible 
para un determinado problema, en un problema de optimización existen diferentes 
soluciones, un criterio para diferenciar entre ellas y el objetivo es encontrar la mejor. 
     Muchos problemas de optimización de importancia teórica y/o práctica consisten en la 
búsqueda de una “mejor” configuración de un conjunto de variables para lograr ciertos 
objetivos.  
     Los problemas se dividen naturalmente en dos categorías: aquellos en los que las 
soluciones son codificadas con un valor real de las variables, y aquellos en los que las 
soluciones están codificadas con variables discretas.  
     Dentro de esta clase de problemas llamados Problemas de Optimización Combinatoria 
(POC) se busca un objeto de un conjunto finito (o posiblemente de un conjunto 
infinitamente contable). Este objeto puede ser un número entero, un subconjunto de ellos, 






2.3.2. Heurística  
     El término heurístico está relacionado con la tarea de resolver problemas 
inteligentemente utilizando la información disponible, el término proviene de la palabra 
griega (heuriskein) que significa encontrar o descubrir, de la cual se deriva eureka, la 
famosa exclamación de Arquímedes al descubrir su principio. En el ámbito de la 
Inteligencia artificial se usa el término heurístico para describir una clase de algoritmos 
que aplicando el conocimiento propio del problema y técnicas realizables se acercan a la 
solución de problemas en un tiempo razonable. 
     Podemos obtener la siguiente definición a lo que es un método heurístico: 
“Se califica de heurístico a un procedimiento para el que se tiene un alto grado 
de confianza en que encuentra soluciones de alta calidad con un coste 
computacional razonable, aunque no se garantice su optimalizad o su factibilidad, 
e incluso, en algunos casos, no se llegue a establecer lo cerca que se está de dicha 
situación. Se usa el calificativo heurístico en contraposición a exacto...” (Melián, 
2003, pág. 28). 
 
     Los Métodos heurísticos o aproximados son procedimientos eficientes para encontrar 
buenas soluciones, aunque no se pueda comprobar que sean óptimas, pero en estos 
métodos, la rapidez del proceso es tan importante como la calidad de la solución obtenida. 
     Se considera un problema bien definido cuando están definidas las posibles entradas, 
la forma de la solución y lo que se quiere lograr (la función objetivo) aunque no haya un 






     Según Cañari (2005), el método heurístico más intuitivo es el de la búsqueda 
exhaustiva: dado un problema, analizar todas las posibles soluciones y escoger la mejor. 
     Como se debe usar un método heurístico: 
 Para generar una solución inicial. 
 Dada una solución inicial, el método heurístico participa en un paso 
intermedio del procedimiento para tratar de mejorarla. 
 
2.3.3. Metaheurística  
     Son estrategias para diseñar o mejorar los procedimientos heurísticos con miras a 
obtener un alto rendimiento. El término metaheurística fue introducido por Fred Glover 
en 1986 y a partir de entonces han aparecido muchas propuestas de pautas o guías para 
diseñar mejores procedimientos de solución de problemas combinatorios. 
“Los procedimientos Metaheurísticos son una clase de métodos aproximados que 
están diseñados para resolver problemas difíciles de optimización combinatoria, 
en los que los heurísticos clásicos no son efectivos. Los Metaheurísticos 
proporcionan un marco general para crear nuevos algoritmos híbridos 
combinando diferentes conceptos derivados de la inteligencia artificial, la 
evolución biológica y los mecanismos estadísticos.” (Osman, 1996, pág. 15). 
 
     Según Cañari (2005), las metaheurísticas se sitúan conceptualmente” por encima” de 
las heurísticas en el sentido que guían el diseño de éstas, pueden estar compuestas por una 





heurística constructiva para generar una solución inicial y luego usar otra heurística de 
búsqueda para encontrar una mejor solución. 
     Según el tipo de metaheurísticas podemos tener una clasificación en: 
 Metaheurísticas constructivas  
 Metaheurísticas evolutivas  
 Metaheurísticas de búsqueda 
 
2.3.3.1. Métodos constructivos 
Se tiene una estructura vacía que representa una solución a la cual se van 
incorporando elementos de esta manera la metaheurística constructiva da pautas para 
seleccionar los componentes que debe tener una buena solución.  
     Un ejemplo de metaheurística constructiva es la GRASP (Greedy Randomized 
Adaptative Search Procedures), procedimientos de búsqueda basados en funciones 
voraces aleatorizadas que se adaptan. 
     Es un método de multi arranque en donde cada paso consiste en una fase de 
construcción y otra de mejora. En la fase de construcción se aplica una heurística 
constructiva para obtener una solución inicial y en la segunda fase dicha solución se 
mejora mediante un algoritmo de búsqueda local. En cada iteración la elección del 
próximo elemento a ser añadido a la solución parcial está determinada por una función 
greedyx (voraz), la cual elige el elemento que da mejor resultado inmediato sin tener 
en cuenta una perspectiva más amplia.  
     Se dice que se adapta porque en cada iteración se actualizan los beneficios 





















Figura 43. Esquema de funcionamiento global del Algoritmo GRASP 
Fuente: Adaptado de Cañari (2005) 
 
2.3.3.2. Métodos de búsqueda 
     Según Cañari (2005), son métodos que presuponen que existe una solución y 
realizan procedimientos de búsqueda, la diferencia con los métodos analíticos es que 
no necesariamente se encontrará la solución óptima.  
     Las principales metaheurísticas de búsqueda global surgen de las tres formas 
principales de escapar de los óptimos locales:  
a) Volver a comenzar la búsqueda desde otra solución inicial, (Multi start) 
b) modificar la estructura de entornos (metaheurística de entornos variables), y  
c) permitir movimientos de empeoramiento de la solución actual. 
 
Mientras (no se cumpla la condición) 
Hacer  
Fase Constructiva 
Seleccionar una lista de elementos candidatos  
Considerar una lista restringida de los mejores candidatos 
Seleccionar un elemento aleatorio 
Fase de Mejora 
Realizar un proceso de búsqueda local a partir de la solución construida 
hasta que no se pueda mejorar más. 
Actualización 







Ejemplos de metaheurísticas de búsqueda: 
 Búsqueda tabú 
 Templado simulado 
 
2.3.3.3. Métodos evolutivos 
     Según Cañari (2005), son métodos que van construyendo un conjunto de soluciones 
a diferencia de los otros métodos que sólo pasan de una solución a otra en cada 
iteración. El procedimiento consiste en generar, seleccionar, combinar y reemplazar 
un conjunto de soluciones.  
Algunos ejemplos de metaheurísticas evolutivas: 
 Algoritmos Genéticos  
 Búsqueda Dispersa (Scatter search). 
 Modelos probabilísticos. 
 Algoritmo cultural. 
 Programación evolutiva. 
 
2.3.3.4. Inteligencia de enjambre 
     Según Martin (2016), la inteligencia de enjambre es una rama de la inteligencia 
artificial que se encarga de estudiar el comportamiento natural, organizado.  
     Fue inspirada en la naturaleza, especialmente por ciertos sistemas biológicos, los 
sistemas de inteligencia de enjambre están formados por una población de agentes, 





     Los individuos siguen reglas simples y aunque no esté definida una estructura de 
control centralizada que dictamine su comportamiento. 
Algunos ejemplos naturales son: 
 Optimización de colonia de hormigas. 
 Optimización enjambre de partículas. 
 Optimización de múltiples enjambres. 
 Algoritmo de colonia de abejas. 
 Algoritmo de altruismo. 
 Algoritmo de murciélago. 
 Búsqueda de sistema cargado. 
 Algoritmo de búsqueda diferencial. 
 
2.3.4. Optimización de colonia de hormigas 
     Las hormigas son capaces de encontrar el camino más corto desde su colonia hasta la 
fuente de alimento sin disponer del sentido de la vista. Además, presentan la capacidad 
de adaptarse al entorno cuando se producen cambios en él, volviendo a encontrar el mejor 
camino. Esta característica se debe a una substancia denominada feromona. 
     Cuando la hormiga se desplaza deja un rastro que marca el camino que ha seguido de 
manera que las siguientes hormigas lo detectaran junto con el del resto de predecesoras.    
     Las hormigas que deban realizar el camino hasta el alimento, escogerán uno de los 
caminos según una función de probabilidad que dependerá de la intensidad del rastro. En 
el caso de los caminos utilizados por un gran número de hormigas, el rastro de feromona 






Figura 44. Representación gráfica del recorrido de las hormigas 
Fuente: Barán (2010) 
 
     Los algoritmos basados en el comportamiento de las colonias de hormigas, se han 
utilizado en los últimos años en disciplinas como la investigación operativa, las redes de 
comunicación, la robótica o la optimización combinatoria; este planteamiento es una 
nueva meta-heurística, denominado ACO (Ant Colony Optimization).  
     Estos algoritmos, se caracterizan por utilizar las hormigas “virtuales” como los agentes 
que se desplazan por el grafo asociado al problema, para evitar tener pocas soluciones 
viables, también se mantiene en la versión digital la propiedad de evaporación de la 
feromona. Cada individuo, cuando construye una solución, realiza una aportación a la 
comunidad con el único objetivo de colaborar a que otras hormigas obtengan mejores 








2.3.4.1. Propiedades del Ant Colony Optimization 
Parámetros de control 
     El camino de la hormiga depende de las propiedades y algoritmo programado, esta 
dependencia se muestra a través de los parámetros 𝛼 y 𝛽 que son los que controlan el 
peso de la información histórica y de la regla heurísticas, respectivamente. Es mediante 
éstos con los que se define si se desea proporcionar mayor importancia al instinto de 
la hormiga (heurística asociada) o si se prefiere priorizar el rastro dejado por la colonia 
(información histórica disponible por la cooperación del resto de hormigas). 
 
     Para evitar las soluciones no tan deseables se define el parámetro 𝜌  como el 
porcentaje de evaporación en cada iteración del rastro. Esta evaporación tiene como 
objetivo “hacer olvidar” parte de la memoria histórica para no provocar una 
dependencia demasiado prematura de la resolución hacia la información del rastro. 
     Otros parámetros de control interesantes son los referentes a los rastros en 
“condiciones especiales” para las situaciones que precisan de un tratamiento diferente. 
Cuando se desea que el rastro quede amplificado, como por ejemplo para hacer más 
interesante el camino a la mejor solución conseguida, se debe establecer cuál es la 
cantidad extra de feromona.  
 
     Así mismo, para la situación inicial del problema es preciso establecer el valor del 
rastro a priori y no se pueden olvidar los parámetros ya que estas son las limitaciones 






Importancia del criterio heurístico asociado a la hormiga 
     Los algoritmos Greedy son aquellos que crean soluciones utilizando un único 
criterio de exploración constante durante toda la búsqueda de la solución.  
     En estos casos, las reglas funcionan bien durante las primeras etapas pero empeora 
cuando llegan a las etapas finales al estar obligados a aplicar la misma regla escogida 
en el inicio. 
     Es por ese motivo que en los algoritmos ACO se utilizan, durante los instantes 
iniciales, en mayor medida las reglas heurísticas y a medida que hay más experiencia, 
éstas perderán peso frente a la memoria del rastro. No obstante, hay que recordar que 
depende de una variable de probabilidad. 
 
2.3.4.2. Esquema de funcionamiento 
     Es necesario establecer cuál será el criterio de finalización cuando se considere que 
no es posible mejorar la solución obtenida hasta el momento. Los criterios más 
conocidos y utilizados hacen referencia a la desviación de la solución aunque otros 
más simples como el tiempo de ejecución o el número de sub colonias también son 
utilizados. Para la resolución de los problemas de este trabajo se ha optado por este 





















Figura 45. Esquema de funcionamiento del Algoritmo de Colonia de Hormigas ACO 
Fuente: Adaptado de Joaquin Bautista (2000) 
 
2.3.4.3. Procedimiento Ant Colony System 
     Se construye iterativamente una solución para el problema, las soluciones 
intermedias se denominan estados solución y en cada iteración del algoritmo, cada 












𝝉𝒙𝒚  = 𝐶𝑎𝑛𝑡𝑖𝑑𝑎𝑑 𝑑𝑒 𝑓𝑒𝑟𝑜𝑚𝑜𝑛𝑎𝑠 𝑑𝑒𝑝𝑜𝑠𝑖𝑡𝑎𝑑𝑎𝑠 𝑒𝑛 𝑙𝑎 𝑡𝑟𝑎𝑛𝑠𝑖𝑐𝑖ó𝑛 𝑑𝑒𝑙 𝑒𝑠𝑡𝑎𝑑𝑜 𝑥 𝑎 𝑦 
Paso 1: Inicialización 
Paso 1.0: Entrada de datos 
Paso 1.1: Cálculo de cotas del problema. 
Paso 1.2: Cálculo de la matriz de pesos. 
Paso 1.3: Inicialización del rastro. 
Paso 2: Mientras no se alcance la condición de fin 
 Paso 2.1: Creación de la subcolonia 
Paso 2.2: Actualización de los rastros. 
Paso 2.3: Si se alcanza mejor solución. 
 Paso 2.3.1: Añadir rastro extra. 
 Paso 2.3.2: Consolida la matriz de rastros (Volver al paso 2) 
Paso 2.4: Si el rastro es muy débil. 






𝒏𝒙𝒚  = 𝐶𝑜𝑛𝑣𝑒𝑛𝑖𝑒𝑛𝑐𝑖𝑎 𝑑𝑒𝑙 𝑒𝑠𝑡𝑎𝑑𝑜 𝑑𝑒 𝑡𝑟𝑎𝑛𝑠𝑖𝑐𝑖ó𝑛 𝑥𝑦 
𝜶 = 𝑃𝑎𝑟á𝑚𝑒𝑡𝑟𝑜 𝑝𝑎𝑟𝑎 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑎𝑟 𝑙𝑎 𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑖𝑎 𝑑𝑒 𝜏𝑥𝑦  𝑦 𝑒𝑠 ≤ 0 
𝜷 = 𝑃𝑎𝑟á𝑚𝑒𝑡𝑟𝑜 𝑝𝑎𝑟𝑎 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑎𝑟 𝑙𝑎 𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑐𝑖𝑎 𝑑𝑒 𝑛𝑥𝑦  𝑦 𝑒𝑠 ≥ 0 
𝒌 = 𝑁ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑙𝑎 ℎ𝑜𝑟𝑚𝑖𝑔𝑎 𝑞𝑢𝑒 𝑟𝑒𝑎𝑙𝑖𝑧𝑎𝑟𝑎 𝑢𝑛 𝑒𝑠𝑡𝑎𝑑𝑜 
 
     Cuando todas las hormigas han completado una solución, los rastros son 
actualizados con: 




𝝉𝒙𝒚  = 𝐶𝑎𝑛𝑡𝑖𝑑𝑎𝑑 𝑑𝑒 𝑓𝑒𝑟𝑜𝑚𝑜𝑛𝑎𝑠 𝑑𝑒𝑝𝑜𝑠𝑖𝑡𝑎𝑑𝑎𝑠 𝑒𝑛 𝑙𝑎 𝑡𝑟𝑎𝑛𝑠𝑖𝑐𝑖ó𝑛 𝑑𝑒𝑙 𝑒𝑠𝑡𝑎𝑑𝑜 𝑥 𝑎 𝑦 
∆𝝉𝒙𝒚

















3. MODELAMIENTO MATEMÁTICO E IMPLEMENTACIÓN DE LA PLANTA 
 
3.1.  MODELAMIENTO DE LA PLANTA 
     Para poder conocer el comportamiento de la planta ante distintos tipos de entradas y 
perturbaciones, es necesario realizar un modelamiento matemático de la misma, lo que 
posteriormente nos permitirá conocer su modelo y características matemáticas, así como 
poder diseñar controladores de diversos tipos para obtener una respuesta deseada. 
Para obtener éste modelo, será necesario llevar a cabo una experimentación con los 
componentes de la planta conectados y funcionando entre sí, adquiriendo datos a la salida 
de la misma, ante distintos estímulos a la entrada. La Figura 46 representa la conexión a 
realizar, se muestra a continuación: 
 
Figura 46. Diagrama de conexiones para la adquisición de datos 





En la implementación de éste modelo, se tomó como referencia el manual de 
entrenamiento del módulo del PLC S7-1200 por DINAUT, que precisa ciertos 
procedimientos para realizar la adquisición de datos (DINAUT, 2018). 
Cabe resaltar que ésta figura representa las conexiones necesarias para realizar la 
adquisición de datos, más no la construcción final de la planta que se diseñará e 
implementará en esta tesis.  
      En la Figura 47, se muestra la representación esquemática del circuito neumático 
implementado para realizar la adquisición de datos de la planta, así como el circuito 
implementado físicamente en el laboratorio. 
 
Figura 47. Conexiones neumáticas del sistema para adquisición de datos 
Fuente: Elaboración propia 
 
       De manera análoga, en la Figura 48 se muestra la representación esquemática del circuito 
eléctrico de conexión entre el sensor y válvula de 5/3 vías a la tarjeta de consigna y el PLC, 






Figura 48. Conexiones eléctricas del sistema para adquisición de datos 
Fuente: Elaboración propia 
 
       En la Figura 49, se muestra una vista general de la planta, con las conexiones neumáticas 
y eléctricas necesarias para poder realizar la adquisición de datos. 
 
Figura 49. Vista general de la planta conectada para adquisición de datos 





3.1.1. Adquisición de datos 
     Para realizar la adquisición de datos, procederemos a usar la tarjeta de consigna con 
valores de 0 - 10 voltios para variar la respuesta de la válvula proporcional, y almacenar 
los valores de la presión registrados por el sensor de presión analógico conectado al 
acumulador de presión, en la memoria interna del PLC, y posteriormente exportar estos 
datos a una hoja de datos en la computadora. 
 
3.1.1.1. Programación del Controlador Lógico Programable (PLC) 
Al usar el PLC (Controlador Lógico Programable) para realizar una adquisición de 
datos, será necesario escribir un programa simple que registre los datos con un tiempo 
de muestreo determinado, y los almacene en su memoria interna para después poder 
acceder a ellos de manera remota. 
     Usaremos la herramienta Data Log, que se aplica para poder registrar datos leídos 
por el PLC en la memoria interna del mismo, y tras establecer parámetros, podremos 
acceder a los datos registrados mediante una conexión remota, ya que se almacenarán 
en una hoja de datos en formato CSV (DINAUT, 2018). 
Procedemos a leer los datos leídos en las entradas analógicas IW64 e IW66 en el 










Figura 50. Ingreso de datos analógicos 
Fuente: Elaboración propia 
 
     Posteriormente, éstos datos deben ser debidamente escalados, para que los valores 
registrados sean los deseados (ya sean éstos en voltios o bares), por lo que procedemos 
a crear 2 segmentos para escalar los valores obtenidos, en el caso de la consigna, de 0 







Figura 51. Bloques de escalamiento de valores 
Fuente: Elaboración propia 
 
Una vez establecidos los valores que se deben leer, así como su escalamiento, 
procedemos a crear el bloque Data Log Create, cuya función es crear un bloque de 
datos que contendrá las características de la tabla de salida de los valores adquiridos, 
y los ordenará de acuerdo a lo que se especifique, para que el controlador empiece a 
registrar los datos, activamos un valor booleano en la entrada digital I0.0, que activará 








     Para nuestro caso, los datos deberán clasificarse como valores de consigna y 
presión, en unidades voltios y bares respectivamente. 
 
Figura 52. Bloque Data Log Create 
Fuente: TIA Portal (2019) 
 
 
Figura 53. Bloque de datos de planta 















     Una vez creado e iniciado el bloque Data Log, éste dará inicio a el registro de los 
datos, escribiéndolos en la memoria del PLC mediante el bloque de datos. Para realizar 
el muestreo activaremos el bloque Data Log Write, que escribe los datos dado un 
tiempo de muestro. Configuraremos una frecuencia de 10 Hz, lo que nos dará una 
muestra cada 0.1 segundos, y posteriormente se procederá a trasladar los datos leídos 
cada 0.1 segundos al bloque de datos. 
 
 
Figura 54. Bloque Data Log Write 
Fuente: Elaboración propia 
 
 
Figura 55. Bloques de traslado de datos 





3.1.1.2. Generación de datos de planta 
Una vez programado el PLC, se debe configurar la tarjeta de consigna para que ésta 
genere una señal de rampa, y activar la entrada del PLC que da inicio al proceso de 
adquisición de datos. Una vez iniciado el registro de datos, la tarjeta de consigna 
incrementará en voltaje de 0 a 10 V, con una rampa de 10 seg/1V, con un muestreo de 
10 Hz, obtendremos un aproximado de 1000 muestras.  
#𝑚𝑢𝑒𝑠𝑡𝑟𝑎𝑠 = 𝑇 ∗ 10 
𝑠𝑒𝑔
𝑉
∗ 10 𝑉 
#𝑚𝑢𝑒𝑠𝑡𝑟𝑎𝑠 = 10 𝐻𝑧 ∗ 10 𝑠𝑒𝑔 ∗ 10 
#𝒎𝒖𝒆𝒔𝒕𝒓𝒂𝒔 = 𝟏𝟎𝟎𝟎 
     Alcanzados los 10 V, procederemos a acceder a la memoria del PLC mediante el 
servidor web previamente configurado al cargar el programa, ingresando con la 
dirección IP del PLC, y podremos descargar el registro de datos en formato CSV.  
 
Figura 56. Navegador de archivos Siemens 
Fuente: Elaboración propia 
 
 






Finalmente, los datos obtenidos se podrán analizar en una hoja de datos, lo cual 
posteriormente nos permitirá realizar el modelamiento de la planta. Cabe resaltar que 
aplicamos una entrada de rampa para estimular a la planta. 
 
 
Figura 57. Gráfico de la rampa y la respuesta de la válvula (tension vs tiempo) 
Fuente: Elaboración propia 
 
3.1.2.  Modelamiento de la planta 
     Una vez generada la tabla de datos, procederemos a filtrarla, eliminando la zona 
muerta (valores de consigna para los cuales no se produce ninguna respuesta en la salida), 
debido a que podemos suprimir estos valores en el modelamiento matemático, al no 
producir alteraciones en la planta. Esta zona muerta comprenderá desde los 0 a 4.6 voltios, 
ya que trabajaremos desde los 4.7 a 10 voltios (Valores para los cuales opera la válvula). 
     No tomaremos en cuenta todos los datos registrados, debido a que resulta necesario 
seleccionarlos y filtrarlos, en vista de que la inclusión de datos erróneos o innecesarios 





Tabla 2. Muestra de datos de 0 a 6.4 Bar, obtenidos con una rampa de 0 a 10 V 
Fuente: Elaboración propia 
 
     Usando Microsoft Excel podemos graficar nuestra entrada rampa de 4.7 a 10 voltios, 
y la respuesta de la válvula. 
 
Figura 58. Entrada Rampa vs Salida Válvula 
Fuente: Elaboración propia 
 
 
     Usando Microsoft Excel procedemos a graficar la data obtenida nuestra entrada “U1 






Figura 59. U1 (Voltios) vs Y1 (Bares) 
Fuente: Elaboración propia 
 
     En el software Matlab se introdujo la data obtenida bajos el nombre de las variables 
“u1” y “y1”, entrada y salida correspondiente. 
     Se tomó parte de la muestra de datos para realizar el análisis y descartar las señales 
erráticas, las variables creadas aparecen en el Workspace y nos permitirá jalar los datos 
del Excel. 
 
Figura 60. Vectores “u1” y “y1” 
Fuente: Elaboración propia 
 
     Procedemos a importar los datos de nuestra tabla de muestra de datos a los vectores 






Figura 61. Datos importados al Workspace 
Fuente: Elaboración propia 
 
     Se utiliza la herramienta “System identification” o en su forma abreviada ident, como 
se muestra a continuación en la siguiente figura. 
 
Figura 62. Ventana de System Identification Tool 









     Una vez abierta la herramienta, se procede a importar los datos que se encuentran en 
el Workspace, seleccionando la ventana desplegable “Import Data”, escogeremos la 
opción “Time-Domain Signals” y procedemos a importar nuestra entrada y salida. 
 
Figura 63. Importación de datos a System Identification Tool 
Fuente: Matlab (2019) 
 
     Una vez se tiene la data seleccionada procedemos a comprobar que los datos son 
correctos, para eso usamos la opción “Time Plot” para poder visualizar la entrada de los 
datos. 
 
Figura 64. Importación de datos y visualización con Time Plot 






     Una vez seleccionado el rango de data a procesar, continuamos con la estimación del 
modelo, donde desplegamos la opción “Estimate”, donde podemos escoger dentro de sus 
opciones la de “Transfer Model”, “Process Model”, “Nonlinear Models”. 
 
Figura 65. Opciones de estimación de modelos 
Fuente: Elaboración propia 
 
     Procedemos a escoger la función “Transfer Function Model” donde escogeremos la 
cantidad de dos polos y un zero, nos dan como resultado una aproximación del 82.94%. 
 
Figura 66. Transfer Function Model en Ident de Matlab 







Figura 67. Aproximación de TF1 
Fuente: Elaboración propia 
 
     Una vez que obtenemos nuestra aproximación procedemos a compararla en el LTI 
Viewer, que nos permitirá realizar un step o gráfica de la función de transferencia. 
 
Figura 68. Gráfica realizada por LTI Viewer 











Observación importante acerca de los modelos encontrados 
     Se probó con varios modelos, pero el más cercano fue obtenido con la función 
“Nonlinear Models” por lo que nos llegó a brindar una aproximación del 98.88%, para 
poder obtener estos datos usamos el modelo Hammerstein-Wienner donde 
seleccionaremos que la zona muerta va desde 0 a 0.5. 
 
Figura 69. Configuración de parámetros de Hammerstein-Wiener 
Fuente: Elaboración propia 
 
 
Figura 70. Model output de modelo no linear 
Fuente: Elaboración propia 
 
 
     Una vez escogido este modelo procedemos a graficarlo con “LTI Viewer”, para 
corroborar al linealizarlo y aplicarle una entrada escalón este nos muestre una curva 






Figura 71. Respuesta de la función al sistema con la función LTI Viewer 
Fuente: Elaboración propia 
 
 
Al tener los sistemas en el Workspace de Matlab, comenzamos a trabajar con el 
siguiente código de Matlab que nos permitirá obtener la función de transferencia. 
 
Figura 72.  Código en Matlab para obtener la función de transferencia 
Fuente: Elaboración propia 
 
     Se aprecia que mejorar la complejidad y porcentaje de algunos métodos como “No 
linear model” no asegura una óptima función de transferencia para nuestra planta, además 





3.2. OBTENCIÓN DE LA FUNCIÓN DE TRANSFERENCIA 
     Se procede a exportar “tf1” todo al Workspace, entonces se comienza a trabajar con los 
datos   exportados. 
 
Figura 73. Exportación de tf1 a Workspace 
Fuente: Elaboración propia 
 
Al tener los sistemas en el Workspace de Matlab, llamamos a la función de transferencia 
con el siguiente código de Matlab que nos permitirá obtener la función de transferencia. 
 
Figura 74. Código en Matlab para obtener la función de transferencia 






Aplicando una entrada de escalón unitario obtenemos la siguiente respuesta con el 
comando step que nos permite visualizar la función de transferencia, la cual debe ser la 
misma figura que la obtenida con el LTI Viewer. 
 
Figura 75.  Escalón unitario aplicado a la planta modelada “G” en lazo abierto 


















3.3. DISEÑO E IMPLEMENTACIÓN DE LA PLANTA 
     En el proceso de diseñar e implementar la planta neumática de presión a controlar, es 
necesario tomar en cuenta los distintos circuitos que intervendrán en el proceso, tales como 
el circuito neumático y el circuito eléctrico, que serán los circuitos principales que nos 
permitirán realizar las etapas de adquisición de datos y la etapa final de implementación del 
controlador. 
 
3.3.1. Diseño neumático de la planta 
     En la parte neumática, la planta a diseñar será relativamente de sencilla construcción, 
debido a que el objeto de estudio de esta tesis se centra en su mayoría en la construcción 
y aplicación del algoritmo ACO. 
     Cabe resaltar que la presión máxima proporcionada por el compresor varía entre 0 y 8 
bares, tomando en cuenta que será calibrado a 6 bares para fines de realizar un mejor 
control. Ésta calibración se da de ésta manera para poder restringir el rango de valores 
entre los cuales podremos asignar una consigna, tomando en cuenta que los valores de 







Figura 76.  Simulación en Fluidsim de la planta a implementar 
Fuente: Elaboración propia 
 
     Como se muestra en la Figura 77, la planta neumática cuenta con una válvula 
proporcional de 5/3 vías, que se controla electrónicamente, la salida N°2 de la válvula 
será bloqueada, teniendo en cuenta que no la utilizaremos, y la salida N°4 se conectará a 
un acumulador de presión de 0.4 litros, que a su vez estará conectado a un sensor de 
presión analógica, un indicador de presión y a una válvula de 3/2 vías accionada 
mecánicamente, la cual, conectada a una válvula reguladora de caudal unidireccional, nos 
permitirá variar el nivel de la perturbación que se desea simular en la planta. 
 
Figura 77. Implementación física de la planta neumática 






3.3.2. Diseño eléctrico de la planta 
     Para realizar la implementación eléctrica de la planta, deberemos tomar en cuenta las 
dos señales necesarias para realizar el control PID, es decir la señal proveniente del sensor 
de presión conectado al acumulador, así como la señal que controla al solenoide que 
acciona la válvula proporcional de 5/3 vías. 
     Cabe resaltar que si bien la planta neumática permanece igual a la etapa de adquisición 
de datos, la parte eléctrica si cambiará, teniendo en cuenta que el controlador que 
usaremos será el PLC, por lo que tanto el sensor analógico como la válvula proporcional 
deberán ser conectados al mismo. 
 
Figura 78. Simulación en Fluidsim de las conexiones eléctricas de la planta 
Fuente: Elaboración propia 
 
     En la implementación eléctrica, usaremos como fuente de poder la fuente propia del 






     La señal proveniente del sensor será conectada a la entrada analógica IW64, 
registrando el valor de 0-10 voltios que brinda el sensor indicando la presión a la cual se 
encuentra el sistema. La señal de control, que será conectada al solenoide de la válvula 
proporcional, deberá ser conectada en la salida analógica QW80, que varía los valores de 
0 a 10 voltios dependiendo del controlador PID. 
    En el diagrama de bloques de la Figura 79, se muestra la conexión eléctrica que se 
realiza entre el PLC y la planta neumática, tomando como entrada analógica IW64 y como 
salida analógica QW80. 
Figura 79. Diagrama de bloques de diseño de planta 
Fuente: Elaboración propia 
 
 
Figura 80. Conexiones físicas de la válvula y sensor con el PLC 







4. CÁLCULO DE PARÁMETROS PID DEL CONTROLADOR 
     Para poder realizar el adecuado control de la presión en la planta implementada, será 
necesario determinar los parámetros del controlador PID, para lo cual se aplicarán 3 distintos 
métodos de sintonización de parámetros. Se aplicarán 2 métodos convencionales de 
sintonización, aplicando herramientas computacionales y herramientas propias del PLC, así 
como también se aplicará el algoritmo de colonia de hormigas. 
 
4.1.  OBTENCIÓN DE PARÁMETROS PID APLICANDO LA HERRAMIENTA 
COMPUTACIONAL SISOTOOL DE MATLAB 
     Como primer método de obtención de parámetros PID, haremos uso de la herramienta 
computacional Control and Estimation Tools Manager conocida como Sisotool de Matlab, 
ésta es una herramienta gráfica que permite el análisis de sistemas lineales, donde podremos 
obtener las raíces del sistema y obtendremos los valores del controlador de la planta. 
 
Figura 81.  Herramienta Sisotool 







4.1.1. Herramienta computacional Sisotool de Matlab 
     Como indicamos anteriormente Sisotool es una herramienta computacional propia de 
Matlab, esta herramienta tiene algunas condiciones de diseño ya que al ser un sistema 
neumático requerimos que actúe a mayor velocidad que un sistema hidráulico por lo que 
colocaremos los siguientes datos como condiciones de diseño: 
 Mp=20% 
 Ts<2 seg 
     También escogeremos el tipo de arquitectura dentro de Sisotool, que nos permitirá 
definir el lazo cerrado y el tipo de compensador C que actuara como el sistema PID. 
 
Figura 82. Tipo de arquitectura Sisotool 







     En ventana mostrada en la Figura 83, podremos editar el compensador, al querer 
obtener un controlador PID obtenemos valores que brindan una respuesta oscilatoria, pero 
al obtener un controlador PI obtenemos una respuesta mucho más rápida y eficaz. 
      
Figura 83. Valores del controlador PID encontrados con PIDtool 





     En la Figura 84 podemos observar cómo añadimos a nuestro compensador un 
integrador y un Zero real, los cuales nos darán el compensador de nuestro sistema de lazo 
cerrado. 
 
Figura 84. Ventana Compensador Editor 
Fuente: Matlab (2019) 
 
     En la Figura 85, utilizamos el PID Tuning de Sisotool que nos permitirá obtener los 
valores del compensador en la Workspace de Matlab. 
 
Figura 85. Ventana PID Tuning 






     Para poder finalizar podemos observar como la herramienta Sisotool nos muestra 
como el compensador actúa sobre nuestra función de transferencia y brinda un step de 
nuestro sistema de lazo cerrado con el compensador PID. 
 
Figura 86. Step del compensador y función de transferencia 
Fuente: Elaboración propia 
 
     Para poder obtener los valores del PID en el Workspace tendremos que exportar el 






Figura 87. Exportar compensador a Workspace 
Fuente: Elaboración propia 
 
     Una vez tengamos el compensador en el Workspace procedemos a pasarlo a command 
window para su visualización y a su vez también tener los valores del compensador PID. 
 
Figura 88. Visualización compensador en Command Window 





     Para culminar comprobamos en Simulink que los valores obtenidos del controlador PI 
son viables para nuestra función de transferencia, y comprobamos la gráfica obtenida por 
el Sisotool y la que obtendremos con Simulink. 
 
 
Figura 89. Visualización en Simulink 
Fuente: Elaboración propia 
 
     Podemos concluir que en Sisotool y Simulink obtenemos la misma gráfica de cómo 
actúa el compensador en nuestra función de transferencia, dando como resultado un 











4.2. OBTENCIÓN DE PARÁMETROS PID APLICANDO LA HERRAMIENTA PID 
COMPACT DEL SOFTWARE TIA PORTAL 
     Como segundo método de obtención de parámetros PID, aplicaremos el uso de una 
herramienta computacional que nos proporciona el TIA Portal, la cual nos permitirá realizar 
una sintonización automática de la planta, la cual posteriormente determinará los parámetros 
PID para poder controlar la planta previamente implementada, de una manera óptima. 
     La herramienta mencionada es el objeto tecnológico PID Compact, el cual se 
implementará en un programa que realizará una interfaz entre las distintas señales que 
tenemos tanto en la entrada como en la salida del PLC. 
 
4.2.1. Procedimiento de obtención de parámetros PID con PID Compact 
     Para poder obtener los parámetros PID de la planta será necesario identificar las 
distintas etapas o partes del programa que implementaremos y cargaremos en el 
controlador, para poder hacer uso de la herramienta PID Compact. 
     En el proceso de obtención de los parámetros PID haciendo uso de la herramienta PID 
Compact de TIA Portal, se tomó como referencia el manual de entrenamiento del módulo 
del PLC S7-1200 por DINAUT (DINAUT, 2018). 
Las principales etapas del programa se detallan a continuación. 
 
4.2.1.1. Ingreso, salida y escalamiento de variables de control 
     Como primera etapa, en el bloque de programa “Main”, se crearán 2 segmentos, 





provenientes del sensor de presión (valor real), así como de escribir los datos para el 
control de la válvula proporcional (valor de control). 
     En segundo lugar, cumplirán la función de escalar los valores, teniendo en cuenta 
que los valores con los cuales el software realiza cálculos en el PLC, no son los mismos 
valores que se leerán a la salida del sensor de presión, así como los valores con los 
cuales se controlará la válvula proporcional. 
     En la Figura 90, se muestra el segmento 1, en el cual se procede a escalar y asignar 
los valores de salida hacia la válvula proporcional. 
     Los valores que nos proporciona el PID Compact como variable de control se darán 
en un valor de 0 a 100 %, lo cual se asignará a una variable denominada 
“Escalamiento_Valvula”, como se puede apreciar en el recuadro de color rojo. 
     Posteriormente, ésta variable se ingresará en un bloque de escalamiento, que 
escalará los valores de 0 a 100 a valores de 13270 a 27648 (éste tipo de valores son los 
que el PLC escribe para la salida analógica que posee, la cual varía entre 0-10 V). Cabe 
resaltar que no tomamos en cuenta la salida desde el valor de 0, debido a que 
consideramos una zona muerta desde los 0 a los 4.6 V para la válvula proporcional. 
     Finalmente, la salida del bloque de escalamiento (recuadro azul) será llevada a la 
salida analógica del PLC, que variará los valores de control de la válvula proporcional 






Figura 90. Representación del Segmento 1 
Fuente: Elaboración propia 
 
     En la Figura 91, se muestra el segmento 2, en el cual se procede a leer y escalar los 
valores obtenidos del sensor de presión. 
     Los valores de presión (que varían entre 0 y 10 voltios), serán leídos por el PLC 
como valores de 0 a 27648, y asignados a “Escalamiento_Sensor”, como se muestra 
en el recuadro rojo. 
     Posteriormente, se escalará los valores de 0 a 27648 a valores de 0 a 100 (como se 
puede observar en el recuadro azul), esto debido a que para poder trabajar con el bloque 
de PID Compact, necesitaremos una entrada porcentual del valor real, que será 
comparado con la consigna posteriormente asignada. 
 
Figura 91. Representación del Segmento 2 





4.2.1.2. Creación y configuración del objeto PID Compact 
     Crearemos un nuevo bloque de programa “Cyclic interrupt”, en el cual se 
encontrará el bloque “PID_Compact_1”, como muestra la Figura 92. 
 
Figura 92. Bloque PID_Compact_1 
Fuente: TIA Portal (2019) 
 
     Como se aprecia en la Figura 92 se asigna un “Set_Point_Forzado”, la cual será la 
variable que posteriormente se forzará para asignar el set point, así como la entrada 
escalada del sensor, y la salida de control hacia la válvula proporcional. 
     Posteriormente, procederemos a configurar el bloque, asignando los parámetros de 
entrada y salida (Figura 93), así como indicando los límites del valor real, teniendo en 
cuenta que trabajaremos con una escala porcentual para el cálculo de los parámetros 






Figura 93. Configuración de parámetros entrada/salida 
Fuente: Elaboración propia 
 
 
Figura 94. Configuración de los límites del valor real 









4.2.1.3. Optimización y obtención de parámetros PID 
     Tras haber configurado los parámetros del PID Compact, procederemos a cargar el 
programa en el PLC y a observarlo en tiempo real. Posteriormente, nos ubicaremos en 
la variable de set point, y la forzaremos asignándole un valor de 40%, como se muestra 
en la Figura 95. 
 
Figura 95. Asignación de un valor forzado de set point 
Fuente: Elaboración propia 
 
     Tomando como referencia la Figura 96, en el menú interno del bloque, se deberá 
realizar en primer lugar una medición (recuadro rojo), y posteriormente una 







Figura 96. Sintonización de parámetros PID 
Fuente: Elaboración propia 
 
     Como se puede observar en la Figura 96, obtenida a partir de la sintonización, el 
bloque genera un sobre impulso en el valor de control (línea roja), lo que hace variar 
al valor sensado por la planta (línea verde) hasta sobrepasar al valor de consigna (línea 
negra), y posteriormente varía el valor de control en repetidas ocasiones, optimizando 
así los valores PID, a los que posteriormente podremos acceder mediante la ventana 
de configuraciones del bloque, como se muestra en la Figura 97. 
 
Figura 97. Parámetros PID obtenidos de la sintonización 





4.3. OBTENCIÓN DE PARÁMETROS PID DEL CONTROLADOR POR EL 
ALGORITMO DE COLONIA DE HORMIGAS (ACO) 
     El algoritmo de colonia de hormigas es un algoritmo de optimización genético, que basa 
su funcionamiento en los principios de selección natural y en la genética de una población 
determinada, funcionando de manera iterativa en base a diversos parámetros que dependen 
de la población. 
     El principal objetivo del algoritmo es encontrar la mejor solución que desarrolle la 
población determinada, previamente asignados los parámetros que limitarán esta búsqueda. 
     En la búsqueda de la solución más óptima, el algoritmo pretende equilibrar 2 objetivos 
opuestos, tales como encontrar la mejor solución y expandir el espacio de búsqueda, y en 
consecución del objetivo, éste algoritmo de optimización genética, realiza la búsqueda 
paralela de soluciones basadas en distintos nodos, en los cuales no se registra un alto grado 
de conocimiento de la solución, y todo este proceso dependerá de la interacción de los 
alrededores y de los operadores genéticos (Ünal, Ak, Topuz, & Erdal, 2013). 
 
4.3.1. DESCRIPCIÓN DE FUNCIONAMIENTO DEL ALGORITMO 
     Como se mencionó previamente en el marco teórico, este algoritmo se construye a 
partir del estudio del comportamiento de las hormigas, y cómo éstas al ser ciegas, logran 
establecer las rutas más cortas entre su colonia y la fuente de alimento. Se determinó que 
el medio de comunicación entre ellas es un rastro de feromonas, el cual se crea a partir 
de la ruta tomada por una hormiga. Es muy importante conocer el comportamiento de las 





contenga mayor concentración de feromonas en él, además de reforzar la concentración 
de las mismas con las mismas feromonas que dejan al recorrerlo. 
     A éste comportamiento se le denomina comportamiento auto catalítico, y éste 
caracteriza  a la población de hormigas, de manera que a mayor concentración de 
feromonas, la ruta se hace más atractiva para cada individuo de la población. De ésta 
manera se puede inferir el comportamiento de la población, tomando en cuenta que 
mientras más individuos hayan recorrido previamente una ruta, mayor será la 
probabilidad de que los próximos individuos recorran la misma (Dorigo, Maniezzo, & 
Colorni, 1996). 
     Para poder implementar el algoritmo, será necesario tener en cuenta algunas 
consideraciones (que se establecen en base a lo estudiado previamente a partir del 
comportamiento de las hormigas). Las hormigas artificiales que se crearán como una 
herramienta de optimización se podrán diferenciar de las reales en las siguientes 
características: 
 Las hormigas artificiales poseerán una remota memoria. 
 Las hormigas artificiales no serán completamente ciegas. 
 Las hormigas artificiales realizarán todo tipo de decisiones en tiempo discreto. 
     Para poder comprender de una mejor manera cómo funciona el sistema de feromonas 
y cómo éste varía en función al tiempo, haremos uso de un clásico ejemplo del 






     La Figura 98 ilustra el comportamiento de las hormigas ante un obstáculo en su 
trayectoria. 
 
Figura 98. Comportamiento de las hormigas ante un obstáculo 
Fuente: Laporte (1996) 
  
    Como se observa en el apartado (a) de la figura, sería un caso en el cual las hormigas 
recorren la ruta de manera natural, en vista de que no existe la presencia de obstáculos, 
así que los niveles de feromonas se mantienen de manera regular en el trayecto. 
     En el apartado (b) se muestra la presencia de un obstáculo nuevo, y ante el mismo, se 
puede considerar que las hormigas iniciarán el recorrido al mismo tiempo del trayecto D-
B y viceversa. 
     En el apartado (c) se muestra cómo el número de hormigas que rodean el obstáculo 
por el lado C del mismo es claramente mayor al número de hormigas que lo rodean por 
el lado H, esto debido a que el rastro de feromonas es mayor por C, teniendo en cuenta 





es menor que por H, lo que provoca que mayor número de hormigas rodeen al obstáculo 
por C, incrementando el rastro de feromonas (Dorigo, Maniezzo, & Colorni, 1996). 
     Para poder llegar a un mejor entendimiento del ejemplo previamente mostrado, será 
explicado de una manera numérica. En la Figura 99, se muestra un sistema de hormigas 
artificiales simple, que muestra dos trayectorias distintas al igual que el anterior ejemplo. 
 
Figura 99. Comportamiento de las hormigas artificiales ante un obstáculo 
Fuente: Dorigo (1996) 
 
     En el apartado (a) de la figura, se muestra la distancia entre el punto A y el punto E, 
cruzando dos caminos distintos, siento el que atraviesa por H, el doble de largo que el 
camino que atraviesa el punto C.  
     En el apartado (b), se introducen 30 hormigas artificiales al sistema, las cuales en un 
tiempo t = 0, llegan a los puntos D y B, y dividen su trayectoria en igual cantidad (15 





     En el apartado (c), se puede apreciar que para t=1, teniendo en cuenta que la distancia 
a recorrer por el punto H es el doble que la que se recorrerá por el punto C, el número de 
hormigas que atraviesan la segunda ruta es el doble de las que recorren la primera. 
     Es necesario tener en cuenta que además de simplemente recorrer las distintas 
trayectorias, cada hormiga deja un rastro de feromonas para las siguientes hormigas a 
recorrer la ruta, y como la segunda trayectoria es recorrida por un mayor número de 
hormigas debido a que éstas realizan el recorrido en un tiempo considerablemente menor, 
el rastro de feromonas irá incrementando gradualmente al incrementar también el número 
de hormigas que la transitan, mientras que el de la otra ruta irá disminuyendo, lo que 
concluirá en que todas las hormigas opten por transitar ésta ruta, optimizando así su 
recorrido al adoptar la ruta más corta desde su colonia hasta la fuente de alimento (Dorigo, 
Maniezzo, & Colorni, 1996). 
     La idea central de éste algoritmo es realizar iteraciones de trayectorias de las hormigas 
artificiales, de manera que cada nueva iteración se base en el mejor rastro de feromonas 
dejado por iteraciones previas, optimizando así las soluciones a cada iteración para poder 








4.3.2. PARÁMETROS Y CONSTRUCCIÓN DEL ALGORITMO DE COLONIA DE 
HORMIGAS (ACO) 
     Para poder determinar cómo se realizará la construcción del algoritmo, haremos 
mención del problema del vendedor viajero, que busca determinar la distancia más 
cercana entre una serie de ciudades, dadas las distancias entre ellas, recorriendo todas 
ellas y volviendo al punto de origen. 
    De ésta manera, podremos estimar en primer lugar, la distancia dij, que será la euclídea 
(Pitágoras) que representa el camino que une a las ciudades i y j. 
𝑑𝑖𝑗 = [(𝑥𝑖 − 𝑥𝑗)
2
+ (𝑦𝑖 − 𝑦𝑗)
2
]1/2 
     Podemos definir igualmente, a la población de hormigas que se encuentran en el 
pueblo i, en el tiempo t como: 
𝑏𝑖(𝑡)(𝑖 = 1,2, … , 𝑛) 





     En la creación y formulación del algoritmo, debemos establecer el comportamiento de 
las hormigas que crearemos, asignando las siguientes características: 
 Cada hormiga puede elegir a qué pueblo ir, tomando en cuenta la probabilidad de 






 Para poder forzar el uso de “tours legales” (esto se refiere a que no se pueden repetir 
los pueblos previamente visitados en el mismo tour), deshabilitaremos las visitas a 
pueblos repetidos, hasta que el tour se dé por completado. Esto se controlará mediante 
una lista denominada tabú. 
 Cada hormiga dejará un rastro de feromonas al realizar un determinado tour. 
 
     Tomando éstas consideraciones en cuenta, podemos establecer a  𝜏𝑖𝑗(𝑡)  como la 
intensidad del rastro de feromonas dejado por las hormigas entre i y j, en un tiempo t, y 
debemos resaltar que t es el tiempo en el cual se escoge el pueblo en el cuál se estará en 
el tiempo t + 1. 
     De ésta manera, podemos denominar iteración al m movimientos que realizan las m 
hormigas entre los tiempos t y t+1. 
𝒏 𝒕𝒐𝒖𝒓𝒔 → 𝟏 𝒄𝒊𝒄𝒍𝒐 → 𝒄𝒂𝒅𝒂 𝒉𝒐𝒓𝒎𝒊𝒈𝒂 𝒄𝒐𝒎𝒑𝒍𝒆𝒕𝒂 𝟏 𝒓𝒆𝒄𝒐𝒓𝒓𝒊𝒅𝒐 
     Cada vez que se completa 1 ciclo, será necesario actualizar la intensidad del rastro de 
feromonas que dejan las hormigas a través del tour realizado. 
𝜏𝑖𝑗(𝑡 + 𝑛) = 𝜌. 𝜏𝑖𝑗(𝑡) + ∆𝜏𝑖𝑗 
     Se define ρ como el coeficiente de evaporación del rastro de feromonas, tal es que 
podemos definir a (1-ρ) como la tasa de evaporación del rastro de feromonas en un tiempo 










     Se define a ∆𝜏𝑖𝑗
𝑘
 como la cantidad por unidad de distancia marcada por la feromona 
entre el camino (i,j) por la hormiga k entre los tiempos t y (t+n), y se  determina en base 





; 𝑠𝑖 𝑙𝑎 ℎ𝑜𝑟𝑚𝑖𝑔𝑎 𝑘 𝑢𝑠𝑎 𝑒𝑙 𝑐𝑎𝑚𝑖𝑛𝑜 (𝑖, 𝑗)𝑒𝑛 𝑒𝑙 𝑡𝑜𝑢𝑟 𝑒𝑛𝑡𝑟𝑒 𝑡 𝑦 (𝑡 + 𝑛)
0                                                                                 𝑒𝑛 𝑐𝑢𝑎𝑙𝑞𝑢𝑖𝑒𝑟 𝑜𝑡𝑟𝑜 𝑐𝑎𝑠𝑜
 
     Donde: 
 Q: constante relacionada a la cantidad de rastro dejado por las hormigas. 
 Lk: Longitud del tour recorrido por la hormiga k. 
     Como fue previamente explicado, se debe utilizar una herramienta que nos permita 
restringir los recorridos de las hormigas artificiales, de manera que éstas no recorran las 
mismas ciudades en el tour completado, es por ello que se crea y asigna una estructura 
denominada lista tabú. 
     Ésta estructura, guarda los pueblos que ya fueron previamente visitados por las 
hormigas hasta un tiempo t y prohíbe a las mismas volver a visitarlos, hasta que las n 
iteraciones (1 tour) hayan sido completadas. 
     Es mediante ésta herramienta, que se calcula la distancia o solución, que la hormiga 
recorrió, ya que se almacena en ella la ruta por la que la hormiga realizó su recorrido. 
Tras registrar éste recorrido, la lista tabú se limpia y es entonces que la hormiga está 
preparada para realizar un nuevo recorrido (Dorigo, Maniezzo, & Colorni, 1996). 
     Se define a tabuk como un vector que crece de manera dinámica, conteniendo así a la 





elemento s será la lista de las ciudades que fueron recorridas por la hormiga k durante el 
tour realizado. 
     A diferencia de las hormigas reales, las hormigas artificiales contarán con visibilidad, 
parámetro que junto con el rastro de feromonas determinarán la probabilidad con la cual 
las hormigas tomarán decisiones para realizar su recorrido. A diferencia del rastro de 












∑ [𝜏𝑖𝑘(𝑡)]∝ ∙ [𝑛𝑖𝑘]𝛽𝑘 ∈ 𝑝𝑒𝑟𝑚𝑘
;                          𝑠𝑖 𝑗 ∈ 𝑝𝑒𝑟𝑚𝑘
0                                                                                 𝑑𝑒 𝑜𝑡𝑟𝑎 𝑚𝑎𝑛𝑒𝑟𝑎
 
     Donde: 
 Permk = {N - tabuk} 
α: Importancia relativa del rastro de feromonas, α ≥ 0. 
 β: Importancia relativa de la visibilidad de las hormigas, β ≥ 0. 
La probabilidad de transición es un intercambio entre visibilidad (parámetro que 
define qué pueblos escoger, aplicando un criterio heurístico) y la intensidad de feromonas 
presentes en el tiempo t (determina el tráfico de hormigas en (i,j) que es altamente 






4.3.3. OBTENCIÓN DE PARÁMETROS PID MEDIANTE LA APLICACIÓN DEL 
ALGORITMO DE COLONIA DE HORMIGAS (ACO) 
     Tras conocer el funcionamiento del algoritmo de colonia de hormigas, podremos 
realizar el procedimiento mediante el cual se calculen los parámetros PID optimizados 
mediante el mismo. 
     Para ello, será necesario implementar a su vez, una herramienta que nos permita 
comparar los resultados obtenidos a partir de las soluciones que plantea el algoritmo de 
colonia de hormigas. Para ello, usaremos una función de costo, que evaluará las respuestas 
obtenidas por el algoritmo, hasta obtener la mejor respuesta, que será la que implique el 
menor costo computacional.  
     Para lograr el propósito de realizar una retroalimentación del algoritmo comparando 
los costos obtenidos a partir de las rutas, hasta poder encontrar la más óptima, será 
necesario entrelazar los bloques correspondientes a cada proceso, como se muestra en la 
Figura 100. 
 
Figura 100. Diagrama de bloques de aplicación de algoritmo ACO a control PID 





     Como se muestra en la figura, una vez configurados los parámetros del ACO en el 
respectivo bloque, el cálculo de parámetros PID se realizará a partir de lo previamente 
configurado, lo que determinará la respuesta del algoritmo, y generará los parámetros del 
controlador PID, que ejercerán la acción de control sobre la planta neumática. 
Posteriormente, la respuesta de la planta ante los distintos valores obtenidos a partir del 
algoritmo será medida a partir de la función de estimación de costo, que determinará qué 
solución es la más óptima.  
     Para resolver éste tipo de circunstancia (obtener el valor de los parámetros Kp, Ki y 
Kd), las hormigas artificiales deben recorrer 3 distintos pueblos entre el inicio y el fin de 
su recorrido, creando así un vector con los 3 valores a hallar, como se muestra en la 
Figura 101 (Ünal, Ak, Topuz, & Erdal, 2013). 
 
Figura 101. Representación gráfica de ACO para obtención de parámetros PID 







Para poder establecer una relación entre los diversos parámetros propios del ACO, y la 
función de costo que determinará la solución más óptima, se tiene:  




     Donde: 
 𝜏(𝑘)𝑖𝑗: Valor del rastro de feromona entre i y j en la iteración k. 
 θ: Coeficiente general de actualización de feromona 
 J: Función de costo para el tour realizado por la hormiga 
     Como es sabido, el rastro que tour que contenga un mayor rastro de feromonas será el 
más óptimo, por lo que podemos considerar al mayor rastro de feromonas, como el que 







     Al igual que en la ecuación previamente descrita, donde el rastro incrementa con las 
iteraciones realizadas, para el peor rastro de feromonas determinado, se obtendrá el mayor 








     Finalmente, tras entender cómo a medida que se incrementan las iteraciones en el 











     Donde: 
 λ: Constante de evaporación de la feromona 
 
Figura 102. Diagrama de flujo de funcionamiento de ACO para obtener parámetros PID 





     En el diagrama de flujo que se muestra en la Figura 102, se detalla el funcionamiento 
del algoritmo, que en una primera instancia, limita el número de hormigas como el de 
tours (previamente definidos por el usuario, así como el número de nodos). Para la acción 
de cada hormiga, además de realizar los tours de acuerdo a las distintas funciones 
estudiadas, actualiza el rastro de feromonas para cada ruta posible. En paralelo al trabajo 
de las hormigas, la función de costo recaba todos los datos obtenidos por las hormigas, 
los registra y clasifica, determinando en cada iteración el mejor tour obtenido hasta el 
momento, y guardándolo hasta que se haya completado el máximo número de tours, 
obteniendo así la mejor solución posible. 
 
4.3.4. PRUEBA CON VALORES PID HALLADO CON EL ALGORITMO DE 
COLONIA DE HORMIGAS (ACO) 
 
     Nuestro código está compuesto por dos partes, ya que es una interfaz que trabajara 
tanto con el workspace de Matlab y el entorno de Simulink, el algoritmo de Colonia de 
hormigas necesita trabajar con funciones de transferencia lineales. 
     Como se muestra en la Figura 103, procedemos a revisar nuestro programa 
planta.mdl donde podemos ver el entorno de simulink, procederemos a cargar nuestra 






Figura 103. Programa de Simulink planta.mdl, se coloca función de transferencia 
Fuente: Elaboración propia 
 
     Configuramos para exportar los datos de nuestra entrada escalón del Step al workspace 
de Matlab, de igual manera con el Clock y la salida output del Scope. Del workspace 
traeremos los parámetros PID estos valores serán hallados con nuestro programa ACO.m 
de Matlab.  
  
Figura 104. Programa de Simulink planta.mdl, configuración de bloques  






Una vez culminado el programa ACO.m de Matlab procedemos a realizar las pruebas 
correspondientes de compatibilidad con nuestro subprograma cost_func.m mostrado en 
la Figura 105 que nos permitirá evaluar el costo de nuestro algoritmo. 
 
Figura 105. Código de Matlab ACO.m, código principal 
Fuente: Elaboración propia 
 
 
Figura 106. Código de Matlab cost_func.m, código de costo ITAE 
Fuente: Elaboración propia 
 
Una vez culminado la revisión procedemos a correr el programa ACO.m que nos 
permitirá hallar los valores de Kp, Ki y Kd, para poder trabajar en nuestra planta 






Figura 107. Resultados obtenidos para los parámetros PID mediante el programa ACO.m 
Fuente: Elaboración propia 
 
     El programa también nos permitirá visualizar dos Step como se visualiza en la Figura 
108, el primer step llamado Figure 1 nos muestra la comparación del costo ITAE con cada 
tour realizado por las hormigas seleccionadas en el algoritmo. En el segundo step nos 
muestra la respuesta del compensador PID con nuestra función de transferencia. 
 
Figura 108. Figuras 1 y 2 del programa ACO.m, resultados de ACO 






Para corroborar que nuestro código ACO.m está funcionando de manera correcta 
podemos comparar la Figure 2 con el Scope mostrado por nuestro programa de Simulink 
donde ambas gráficas deben mostrar el mismo resultado. 
 
Figura 109. Comparación de resultados Scope de Simulink y Figure 2 de Matlab 
Fuente: Elaboración propia 
 
Una vez tengamos las pruebas realizadas por cada método mencionado, procedemos 
a comparar los resultados con nuestro programa de Matlab llamado Comparacion.m 
como podemos ver a continuación en la Figura 110. 
 
Figura 110. Programa Comparacion.m de Matlab 





Para acceder a los códigos de programación de Matlab completos, referirse al ANEXO 
1, 2 y 3. 
 
 
En la siguiente Figura 111 podemos observar como el programa Comparacion.m nos 
muestra las tres curvas correspondientes a cada uno de los controladores PID. 
 
Figura 111. Gráfica de comparación de respuesta del controlador PID con programa Comparacion.m 
Fuente: Elaboración propia 
 
De igual manera procedemos a corroborar que nuestras gráficas de los controladores 
correspondientes sean correctas con nuestro programa de Simulink Tesis.slx como se 






Figura 112. Programa de corroboración Tesis.slx, Diagrama de bloques 
Fuente: Elaboración propia 
 
Probamos el programa de corroboración Tesis.slx de Simulink, el resultado es el 
Scope mostrado en la Figura 113, la cual debe ser igual a la gráfica de comparación de 
Matlab. 
 
Figura 113. Programa de corroboración Tesis.slx, Diagrama de bloques 
Fuente: Elaboración propia 
 





Una vez obtenidas las respuestas transitorias de nuestro sistema de control nos 
muestra con frecuencia oscilaciones amortiguadas antes de alcanzar el estado 
estacionario, es común especificar lo siguiente: 
1. Sobreelongación Mp 
2. Tiempo de retardo Td 
3. Tiempo de subida Tr 
4. Tiempo pico Tp 
5. Tiempo de asentamiento Ts 
Estas especificaciones se definen y se muestran en la Figura 114. 
 
Figura 114. Curva de respuesta al escalón unitario 
Fuente: Ogata (2010) 
 
     En la Tabla 3 se muestra los resultados para cada una de las especificaciones de las 
respuestas obtenidas por nuestros controladores PID. 
 
1. Sobreelongación máxima (porcentaje), Mp: la máxima Sobreelongación es el 





final en estado estacionario de la respuesta es diferente de la unidad, es frecuente utilizar 







La cantidad de sobreelongación máxima (en porcentaje) indica de manera directa la 
estabilidad relativa del sistema (Ogata, 2010). 
2. Tiempo de retardo Td: el tiempo de retardo es el tiempo requerido para que la respuesta 
alcance la primera vez la mitad del valor final (Ogata, 2010). 
3. Tiempo de subida, Tr: Según Ogata (2010) el tiempo de subida es el tiempo requerido 
para que la respuesta pase del 10 al 90%, del 5 al 95% o del 0 al 100% de su valor final. 
Para sistemas subamortiguados de segundo orden, por lo general se usa el tiempo de 
subida de 0 a 100%. Para sistemas sobreamortiguados, suele usarse el tiempo de 












4. Tiempo pico, Tp: Según Ogata (2010), el tiempo pico es el tiempo requerido para que 








5. Tiempo de asentamiento, Ts: Según Ogata (2010), el tiempo de asentamiento es el 





valor final del tamaño especificado por el porcentaje absoluto del valor final (por lo 
general, de 2 o 5%). El tiempo de asentamiento se relaciona con la mayor constante de 
tiempo del sistema de control. Los objetivos del diseño del sistema en cuestión 












Tabla 3. Comparación de especificaciones de los controladores ideales PID utilizados 











Controlador Mp Td Tr Tp Ts 
PID Compact 0 0.189 s 6.1 s 0.494 s 7.16 s 
PID Sisotool 0 0.153 s 6.7 s 0.354 s 8.62 s 






5. PRUEBAS Y RESULTADOS 
     Para los resultados obtenidos una parte fundamental es la función de costo o índices de 
desempeño que nos permite evaluar el desempeño de nuestro sistema y elegir el que minimice 
o tenga el valor menor en dicho índice.  
     Los índices de desempeño se calculan con base a un tiempo definido de forma arbitraria T, 
de forma que el sistema alcance su estado estacionario, nos conviene elegir T como tiempo de 
asentamiento o tiempo requerido para que la curva alcance un rango alrededor del valor final 
especificado por el valor final (Ts) (Quispe Ccachuco, 2019). 
     Los índices de desempeño se obtienen en función del error, definido por la diferencia 
entre la referencia del sistema y la salida del sistema, como se muestra en la siguiente 
ecuación (Trujillo, 2018). 
𝑒(𝑡) = 𝑦𝑟𝑒𝑓(𝑡) − 𝑦(𝑡) 
 
IAE: El IAE o integral del valor absoluto del error, que se define como:  
 





      Solamente va acumulando el error presente en el transitorio sin añadir peso a algún error, 
no cancela los cambios del signo, da una respuesta bien amortiguada y con muy poco 
sobrepaso. 










     Dará siempre un resultado positivo, esto debido a que la función de error está al cuadrado, 
lo que hace que se penalicen valores tanto positivos como negativos. Este criterio da mayor 
peso a errores grandes, pero da muy poco peso a errores pequeños. Es fácil de calcular tanto 
analíticamente como computacionalmente (Trujillo, 2018). 
ITAE: El ITAE o integral del tiempo multiplicado por el valor absoluto del error que se define 
como: 





     Al ponderar el valor absoluto del error con el tiempo, los errores grandes presentes al inicio 
pasan desapercibidos ya que se multiplican con tiempos muy pequeños, lo que nos indica que 
da poco peso a los errores grandes y un mayor peso a los errores pequeños. Genera sobrepaso 











5.1. COMPARACIÓN DE ESTÁNDARES DE DESEMPEÑO POR EL MÉTODO DE    
PID COMPACT DEL TIA PORTAL 
 
     Como primer paso analizamos nuestro programa de Simulink ITAE.slx la señal obtenida 
de nuestra función de transferencia y cómo actúa el control hallado por cualquiera de los 3 
métodos utilizados, como observamos en la Figura 115. 
 
Figura 115. Programa ITAE.slx de Simulink, permite exportar los datos de las respuestas 
Fuente: Elaboración propia 
 
     Analizando el resultado de nuestro compensador PID hallado con el PID compact, 
primero exportaremos las gráficas del Simulink hasta el Workspace de Matlab para ello se 
modificará los parámetros del Scope que nos permitirá exportar los datos del Scope en una 
tabla Excel. 
 
Figura 116. Configuración para exportar datos a Workspace desde Simulink 





     Una vez configurado el Scope procedemos a llevar los datos de las gráficas al Workspace, 
como se muestra en la siguiente Figura 117, tendremos los datos en un Excel donde la 
primera columna es el tiempo de muestreo y la segunda es el resultado en presión (Bares). 
 
Figura 117. Exportación de datos al Workspace, Matlab y Excel 
Fuente: Elaboración propia 
 
     Una vez culminado la exportación de datos procedemos a crear nuestra tabla en Excel 
que nos permitirá hallar los valores de IAE, ISE e ITAE correspondientes al compensador 
hallado del PID Compact del TIA Portal como se muestra en la Figura 118. 
 
Figura 118. Índice de desempeño con PID Compact 





5.2. COMPARACIÓN DE ESTÁNDARES DE DESEMPEÑO POR EL MÉTODO DE 
SISOTOOL DE MATLAB 
 
     De la misma manera ahora procedemos a analizar el compensador PID hallado con el 
Sisotool de Matlab, como primer paso exportamos los datos del Simulink hacia el 
Workspace. 
 
Figura 119. Programa de Simulink con valores de PID Sisotool 
Fuente: Elaboración propia 
 
     Trasladamos nuestros datos a la tabla de Excel que nos permitirá hallar los valores de 
IAE, ISE e ITAE de nuestro PID Sisotool como se muestra en la Figura 120. 
 
Figura 120. Índices de desempeño de valores PID de Sisotool 





5.3. COMPARACIÓN DE ESTÁNDARES DE DESEMPEÑO POR EL MÉTODO DEL 
ALGORITMO DE HORMIGAS (ACO) 
 
     De igual forma evaluamos el compensador hallado por el algoritmo de colonia de 
hormigas (ACO), como primer paso exportamos los datos del Simulink al Workspace. 
 
Figura 121. Programa de Simulink con valores de PID de ACO 
Fuente: Elaboración propia 
 
     Trasladamos nuestros datos a la tabla de Excel que nos permitirá hallar los valores de 
IAE, ISE e ITAE de nuestro PID Sisotool como se muestra en la Figura 122. 
Para acceder a las tablas de datos de índices de desempeño, referirse al ANEXO 6. 
 
 
Figura 122. Índices de desempeño de valores PID ACO 





Para acceder a las tablas de datos de índices de desempeño, referirse al ANEXO 6. 
     Después de analizar los distintos métodos utilizados para obtener el control más óptimo 
de la planta de control de presión neumática, podemos definir que el algoritmo de hormigas 
nos brinda el mejor índice de desempeño IAE, ISE e ITAE. 
 
Tabla 4. Índices de desempeño de valores PID 
Fuente: Elaboración propia 
Método IAE ISE ITAE 
PID Compact 6.93 2.26 9.8 
Sisotool Matlab 10.29 2.54 25.73 
Algoritmo de 
hormigas(ACO) 
2.57 1.24 1.35 
 
 
     Después de analizar los distintos métodos utilizados para obtener el control más óptimo 
de la planta, podemos observar los valores de Kp, Ki y Kd por cada controlador hallado. 
 
Tabla 5. Valores Kp, Ki y Kd de los compensadores PID 
Fuente: Elaboración propia 
Método Kp Ki Kd 
PID Compact 1.777 2.287 0.229 
Sisotool Matlab 2.22 1.46 0 
Algoritmo de 
hormigas(ACO) 








     Para poder realizar las pruebas necesitamos hallar los valores Ti y Td ya que el Tia Portal 
nos solicita estos datos, como se muestran en la Tabla 6. 
 
Tabla 6. Valores Kp, Ti y Td de los compensadores PID 





     Como podemos observar en la Tabla 6 los resultados obtenidos se muestran en Ti, Td, 
para esto hacemos uso de la Tabla 7 para realizar la conversión de los valores Ki y Kd a Ti 
y Td para la prueba experimental. 
Tabla 7.  Tabla para hallar valores Kp, Ti y Td . 
Fuente: Ogata (2010) 
Método Kp Ti Td 
P 0.5 Kp Crítico -- -- 
PI 0.45 Kp Crítico Kp/Ki -- 






Método Kp Ti Td 
PID Compact 1.777 0.777 0.195 
Sisotool Matlab 2.22 0.45 0 
Algoritmo de 
hormigas(ACO) 





5.4. COMPARACIÓN DE RESULTADOS OBTENIDOS DE MANERA 
EXPERIMENTAL EN LA PLANTA 
     Se procedió a probar los valores obtenidos en la planta real. Mediante la herramienta 
Trace de TIA PORTAL, fue posible graficar las respuestas obtenidas y asignarles parámetros 
para poder realizar una mejor comparación de los resultados. 
 
5.4.1. RESULTADOS OBTENIDOS POR EL MÉTODO PID COMPACT DE TIA 
PORTAL 
     Mediante la optimización aplicada por el método de PID Compact de TIA PORTAL, 
se obtuvo un sobre impulso de 9 %, tiempo de retardo de 0.85 segundos, tiempo de subida 
de 2.05 segundos, tiempo pico de 3.8 segundos y tiempo de asentamiento de 8 segundos. 
     En la Figura 123, se puede observar la respuesta obtenida por este método 
 
Figura 123. Respuesta real obtenida por método PID Compact 






5.4.2. RESULTADOS OBTENIDOS POR EL MÉTODO SISOTOOL DE MATLAB 
     Mediante la optimización aplicada por el método de la herramienta Sisotool de 
MATLAB, se obtuvo un sobre impulso de 5.5 %, tiempo de retardo de 0.375 segundos, 
tiempo de subida de 1.49 segundos, tiempo pico de 2.3 segundos y tiempo de 
asentamiento de 7 segundos. 
     En la Figura 124, se puede observar la respuesta obtenida a partir de éste método de 
optimización. 
 
Figura 124. Respuesta real obtenida por herramienta Sisotool de Matlab 











5.4.3. RESULTADOS OBTENIDOS POR EL MÉTODO ALGORITMO DE COLONIA 
DE HORMIGAS (ACO) 
     Mediante la optimización aplicada por el método de algoritmo de colonia de hormigas 
(ACO), se obtuvo un sobre impulso de 12 %, tiempo de retardo de 0.375 segundos, tiempo 
de subida de 0.75 segundos, tiempo pico de 1.2 segundos y tiempo de asentamiento de 4 
segundos. 
     En la Figura 125, se puede observar la respuesta obtenida a partir de éste método de 
optimización. 
 
Figura 125. Respuesta real obtenida por el Algoritmo Colonia de Hormigas 
Fuente: Elaboración propia 
 
     Se puede apreciar en los distintos gráficos de respuestas obtenidas en todos los casos, 
que el método de sintonización mediante el algoritmo de colonia de hormigas, es el que 
brinda una mejor respuesta, alcanzando el valor de consigna en un rango de 40 a 50 % 





     En la Figura 126, se muestra la respuesta real obtenida de manera experimental para 
todos los métodos de sintonización de parámetros PID, previamente mostrados de manera 
individual, mostrando de forma visual que los valores de Kp, Ki y Kd encontrados con el 
ACO son los más eficientes como se muestra a continuación. 
 
Figura 126. Comparación de las respuestas obtenidas por todos los métodos de sintonización de 
parámetros 
Fuente: Elaboración propia 
 
      La Tabla 8, muestra los valores reales que caracterizan a los 3 controladores, 
obtenidos de manera experimental en la planta implementada, y registrados mediante la 








Tabla 8. Comparación de los controladores ideales PID utilizados en la planta física 





























Controlador Mp Td Tr Tp Ts 
PID Compact 9% 0.85 s 2.05 s 3.8 s 8 s 
PID Sisotool 5.5% 0.375 s 1.49 s 2.3 s 7 s 
ACO PID 12% 0.375 s 0.75 s 1.2 s 4 s 







Se diseñó e implementó una planta de control de presión neumática, así como su sistema de control 
mediante el uso de una válvula proporcional de 5/3 vías, controlada por un PLC, cuyos parámetros 
de control PID fueron obtenidos a partir del algoritmo de colonia de hormigas, siendo Kp=3.09, 
Ki=8.46 y Kd=0.16. 
 
Para la implementación del sistema, se optó por el uso de elementos neumáticos de la marca 
FESTO, con la finalidad de permitir que ésta tesis sea posteriormente implementa y mejorada de 
manera didáctica por los alumnos de la Escuela de Ingeniería Mecatrónica de la UCSM. 
 
Se realizó la programación del PLC haciendo uso del lenguaje Ladder, así como herramientas 
propias del software TIA PORTAL para poder realizar la adquisición de datos para el 
modelamiento matemático de la planta, la sintonización de parámetros PID, el análisis de 
resultados obtenidos por los métodos estudiados y el control del proceso de la planta en sí. 
 
Se implementó el algoritmo de colonia de hormigas para obtener los parámetros PID del 
controlador, estableciendo de manera experimental los parámetros ACO más eficientes, siendo 
éstos: 5 hormigas, 1000 nodos, 15 tours y un 0.8 como coeficiente de evaporación de la feromona. 
Además, se restringió también el valor de Kp entre 0.01 y 10, el valor de Ki entre 0.01 y 10, y el 





Se comprobó experimentalmente, y mediante el uso de una función de costo (ITAE), que el 
algoritmo de colonia de hormigas (ACO) es el que brinda una mejor solución, siendo su tiempo de 
respuesta mejor al obtenido a partir de los métodos de sintonización estudiados y aplicados 
previamente. 
 
Se puede concluir que el rango de control posible en ésta planta de control de presión neumática 
varía entre 0 y 5 bar, debido a que la presión que nos brinda el compresor es de 6 bar, y teniendo 
en cuenta los sobre impulsos que presentan cada tipo de controlador (considerando un 17% como 


















Se puede recomendar que al hacer uso de compresor se tiene que trabajar entre 0 y 5 bar, debido a 
que la presión que nos brinda el compresor es de 6 bar, y teniendo en cuenta los sobre impulsos 
que presentan cada tipo de controlador (considerando un 17% como máximo), se excede el valor 
de 6 bares necesarios para realizar un adecuado control. 
 
Para futuras investigaciones se debe considerar que si la planta es un sistema lineal se debe 
aproximar una función de transferencia lineal, porque el código ACO solo trabaja con funciones 
lineales, se podría optimizar el código para que resuelva funciones de transferencia no lineales. 
 
Se puede optimizar cualquier valor de los parámetros de comparación de la función de 
transferencia no solo el tiempo de establecimiento, también se puede optimizar los procesos 
mediante las variaciones que posee el algoritmo de Colonia de hormigas. 
 
Se puede reemplazar los componentes neumáticos como el compresor a uno que nos entregue más 
de 12 bares para tener un rango de control de 0-10 bares y usar todo el rango de control de la 
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ANEXO 1: CÓDIGO MATLAB: ACO.M 
 
ACO.m 




%% Parámetros ACO 
n_iter=15; %Número de tours 
NA=5;% Número de hormigas 
alpha=0.8; % Importancia relativa del rastro de la feromona 
beta=0.2; % Importancia realtiva de la visibilidad de las hormigas 
roh=0.7; % Constante de evaporación de feromona 
n_param=3; % Número de parametros 
LB=(0.01).*ones(1,27); % Límite inferior 
UB=10.*ones(1,27); % Límite superior 
n_node=500; % Cantidad de nodos para cada parámetro 
cost_best_prev=inf; 
%% Generación de nodos 
T=ones(n_node,n_param).*eps; % Matriz de feromonas 
dT=zeros(n_node,n_param); % Cambio de feromona 
for i=1:n_param 
    Nodes(:,i) =linspace(LB(i),UB(i),n_node); % Generación de nodos en el 
espacio 
end 
%% Bucle de tours 
for iter=1:n_iter 
%% Probabilidad de transición   
    for tour_i=1:n_param 
        prob(:,tour_i)= (T(:,tour_i).^alpha) .* ((1./Nodes(:,tour_i)).^beta); 
        prob(:,tour_i)=prob(:,tour_i)./sum(prob(:,tour_i)); 
    end 
%% Bucle de hormigas     
    for A=1:NA 
        for tour_i=1:n_param 
            node_sel=rand; 
            node_ind=1; 
            prob_sum=0; 
            for j=1:n_node 
                prob_sum=prob_sum+prob(j,tour_i); 
                if prob_sum>=node_sel 
                    node_ind=j; 
                    break 
                end 
            end 
            ant(A,tour_i)=node_ind; 
        end 
        cost(A)=cost_func(Nodes(ant(A,:)),0); 
        clc 
        disp(['Número de hormiga: ' num2str(A)]) 
        disp(['Costo de la hormiga: ' num2str(cost(A))]) 





        
fprintf('_______________________________________________________________\n\n'
) 
        fprintf('---------------------------------Kp----------Ki-----------
Kd---\n\n') 
        disp(['Parametros de la hormiga        : ' num2str(Nodes(ant(A,:)))]) 
        if iter~=1 
        disp(['Tour: ' num2str(iter)]) 
        disp('_________________') 
        ti=I/P; 
        td=D/P; 
        fprintf('\n\n') 
        fprintf('Parametros PID obtenidos\n') 
        
fprintf('_______________________________________________________________\n\n'
) 
        fprintf('---------------------------------Kp----------Ti-----------
Td---\n\n') 
        disp(['Parámetros PID de la hormiga: ' num2str([P ti td])]) 
        end 
         
         
    end 
    [cost_best,cost_best_ind]=min(cost); 
     
    % Elitsem 
    if (cost_best>cost_best_prev) && (iter~=1) 
        [cost_worst,cost_worst_ind]=max(cost); 
        ant(cost_worst_ind,:)=best_prev_ant; 
        cost_best=cost_best_prev; 
        cost_best_ind=cost_worst_ind; 
    else 
        cost_best_prev=cost_best; 
        best_prev_ant=ant(cost_best_ind,:); 
    end 
     
    dT=zeros(n_node,n_param); % Change of Phormone 
    for tour_i=1:n_param 
        for A=1:NA 
            
dT(ant(A,tour_i),tour_i)=dT(ant(A,tour_i),tour_i)+cost_best/cost(A); 
        end 
    end 
    %%uso de constante de evaporación de feromona 
    T= roh.*T + dT; 
     
    
    %% Figuras y steps del ACO 
   cost_mat(iter)=cost_best; 
    %%Evaluación del costo con respecto a los tours 
    figure(1) 
    plot(cost_mat) 
    grid on 
    xlabel Tour 
    ylabel Costo 





    figure(2) 
    cost_func(Nodes(ant(cost_best_ind,:)),1); 
    param_mat(iter,:)=Nodes(ant(cost_best_ind,:)); 
    save('ACO_data.mat','cost_mat','param_mat') 
    grid on 
    xlabel Time 
    ylabel G(t) 









































%%Comando de interacción entre Matlab y Simulink 
sim('planta.mdl') 




%%Bucle para evaluación de costo 
for i=1:n 
%  cost_value=cost_value+(err(i))^2 ;  % ISE 
%   cost_value=cost_value+abs(err(i));  % IAE 
  cost_value=cost_value+t(i)*abs(err(i));  % ITAE 
%   cost_value=cost_value+t(i)*(err(i))^2;  % MSE 
end 
%   cost_value=cost_value/t(n);  % MSE 
%Grafica de la función de transferencia 
if plotfig 
    figure(2) 
    grid on 
    xlabel Time 
    ylabel G(t) 
    plot(t,reference,t,output) 



























%Programa de visuaización de controladores PID 
clear all,  
close all,  
clc; 
%Funcion de transferencia 
num=[3.387 5.705]; 
den=[1 1.705 8.363]; 
G=tf(num,den) 

























%Gráficas de los controladores PID 




step(GM,'g') %Escalon Verde para la funcion de transferencia Sisotool 
Matlab 
grid on 
title('Respuesta del controlador PID','FontSize',14) 


































ANEXO 5: BLOQUES DE PROGRAMACION LADDER 
 





































ANEXO 6: Tablas EXCEL IAE, ISE e ITAE 
ACO 
 
Set Point    
1.00    







    
T(s) P(Bar) IAE ISE ITAE 
0.00 0.0000 1.00 1.00 0.00 
0.10 0.5847 0.42 0.17 0.04 
0.20 0.9359 0.06 0.00 0.01 
0.30 1.0825 0.08 0.01 0.02 
0.40 1.0946 0.09 0.01 0.04 
0.50 1.0431 0.04 0.00 0.02 
0.60 0.9790 0.02 0.00 0.01 
0.70 0.9301 0.07 0.00 0.05 
0.80 0.9049 0.10 0.01 0.08 
0.90 0.9007 0.10 0.01 0.09 
1.00 0.9099 0.09 0.01 0.09 
1.10 0.9250 0.07 0.01 0.08 
1.20 0.9404 0.06 0.00 0.07 
1.30 0.9531 0.05 0.00 0.06 
1.40 0.9624 0.04 0.00 0.05 
1.50 0.9686 0.03 0.00 0.05 
1.60 0.9727 0.03 0.00 0.04 
1.70 0.9755 0.02 0.00 0.04 
1.80 0.9777 0.02 0.00 0.04 
1.90 0.9797 0.02 0.00 0.04 
2.00 0.9817 0.02 0.00 0.04 
2.10 0.9837 0.02 0.00 0.03 
2.20 0.9856 0.01 0.00 0.03 
2.30 0.9874 0.01 0.00 0.03 
2.40 0.9890 0.01 0.00 0.03 
2.50 0.9904 0.01 0.00 0.02 
2.60 0.9916 0.01 0.00 0.02 
2.70 0.9926 0.01 0.00 0.02 
2.80 0.9935 0.01 0.00 0.02 


















3.00 0.9950 0.01 0.00 0.02 
3.10 0.9956 0.00 0.00 0.01 
3.20 0.9961 0.00 0.00 0.01 
3.30 0.9966 0.00 0.00 0.01 
3.40 0.9970 0.00 0.00 0.01 
3.50 0.9973 0.00 0.00 0.01 
3.60 0.9977 0.00 0.00 0.01 
3.70 0.9979 0.00 0.00 0.01 
3.80 0.9982 0.00 0.00 0.01 
3.90 0.9984 0.00 0.00 0.01 
4.00 0.9986 0.00 0.00 0.01 
4.10 0.9988 0.00 0.00 0.01 
4.20 0.9989 0.00 0.00 0.00 
4.30 0.9991 0.00 0.00 0.00 
4.40 0.9992 0.00 0.00 0.00 
4.50 0.9993 0.00 0.00 0.00 
4.60 0.9994 0.00 0.00 0.00 
4.70 0.9994 0.00 0.00 0.00 
4.80 0.9995 0.00 0.00 0.00 
4.90 0.9996 0.00 0.00 0.00 
5.00 0.9996 0.00 0.00 0.00 
5.10 0.9997 0.00 0.00 0.00 
5.20 0.9997 0.00 0.00 0.00 
5.30 0.9997 0.00 0.00 0.00 
5.40 0.9998 0.00 0.00 0.00 
5.50 0.9998 0.00 0.00 0.00 
5.60 0.9998 0.00 0.00 0.00 
5.70 0.9999 0.00 0.00 0.00 
5.80 0.9999 0.00 0.00 0.00 
5.90 0.9999 0.00 0.00 0.00 
6.00 0.9999 0.00 0.00 0.00 
6.10 0.9999 0.00 0.00 0.00 
6.20 0.9999 0.00 0.00 0.00 
6.30 0.9999 0.00 0.00 0.00 
6.40 0.9999 0.00 0.00 0.00 
6.50 0.9999 0.00 0.00 0.00 
6.60 1.0000 0.00 0.00 0.00 
6.70 1.0000 0.00 0.00 0.00 
6.80 1.0000 0.00 0.00 0.00 
6.90 1.0000 0.00 0.00 0.00 
7.00 1.0000 0.00 0.00 0.00 
7.10 1.0000 0.00 0.00 0.00 





7.30 1.0000 0.00 0.00 0.00 
7.40 1.0000 0.00 0.00 0.00 
7.50 1.0000 0.00 0.00 0.00 
7.60 1.0000 0.00 0.00 0.00 
7.70 1.0000 0.00 0.00 0.00 
7.80 1.0000 0.00 0.00 0.00 
7.90 1.0000 0.00 0.00 0.00 
8.00 1.0000 0.00 0.00 0.00 
8.10 1.0000 0.00 0.00 0.00 
8.20 1.0000 0.00 0.00 0.00 
8.30 1.0000 0.00 0.00 0.00 
8.40 1.0000 0.00 0.00 0.00 
8.50 1.0000 0.00 0.00 0.00 
8.60 1.0000 0.00 0.00 0.00 
8.70 1.0000 0.00 0.00 0.00 
8.80 1.0000 0.00 0.00 0.00 
8.90 1.0000 0.00 0.00 0.00 
9.00 1.0000 0.00 0.00 0.00 
9.10 1.0000 0.00 0.00 0.00 
9.20 1.0000 0.00 0.00 0.00 
9.30 1.0000 0.00 0.00 0.00 
9.40 1.0000 0.00 0.00 0.00 
9.50 1.0000 0.00 0.00 0.00 
9.60 1.0000 0.00 0.00 0.00 
9.70 1.0000 0.00 0.00 0.00 
9.80 1.0000 0.00 0.00 0.00 
9.90 1.0000 0.00 0.00 0.00 
10.00 1.0000 0.00 0.00 0.00 

















Set Point    
1.00    









T(s) P(Bar) IAE ISE ITAE 
0.00 0.0000 1.00 1.00 0.00 
0.10 0.5416 0.46 0.21 0.05 
0.20 0.7836 0.22 0.05 0.04 
0.30 0.8679 0.13 0.02 0.04 
0.40 0.8763 0.12 0.02 0.05 
0.50 0.8538 0.15 0.02 0.07 
0.60 0.8235 0.18 0.03 0.11 
0.70 0.7959 0.20 0.04 0.14 
0.80 0.7752 0.22 0.05 0.18 
0.90 0.7617 0.24 0.06 0.21 
1.00 0.7546 0.25 0.06 0.25 
1.10 0.7525 0.25 0.06 0.27 
1.20 0.7541 0.25 0.06 0.30 
1.30 0.7582 0.24 0.06 0.31 
1.40 0.7639 0.24 0.06 0.33 
1.50 0.7706 0.23 0.05 0.34 
1.60 0.7778 0.22 0.05 0.36 
1.70 0.7852 0.21 0.05 0.37 
1.80 0.7926 0.21 0.04 0.37 
1.90 0.7999 0.20 0.04 0.38 
2.00 0.8071 0.19 0.04 0.39 
2.10 0.8140 0.19 0.03 0.39 
2.20 0.8207 0.18 0.03 0.39 
2.30 0.8272 0.17 0.03 0.40 
2.40 0.8334 0.17 0.03 0.40 
2.50 0.8394 0.16 0.03 0.40 
2.60 0.8452 0.15 0.02 0.40 
2.70 0.8508 0.15 0.02 0.40 
2.80 0.8562 0.14 0.02 0.40 
2.90 0.8613 0.14 0.02 0.40 
3.00 0.8663 0.13 0.02 0.40 
















3.20 0.8758 0.12 0.02 0.40 
3.30 0.8803 0.12 0.01 0.40 
3.40 0.8846 0.12 0.01 0.39 
3.50 0.8887 0.11 0.01 0.39 
3.60 0.8927 0.11 0.01 0.39 
3.70 0.8966 0.10 0.01 0.38 
3.80 0.9003 0.10 0.01 0.38 
3.90 0.9039 0.10 0.01 0.37 
4.00 0.9073 0.09 0.01 0.37 
4.10 0.9107 0.09 0.01 0.37 
4.20 0.9139 0.09 0.01 0.36 
4.30 0.9170 0.08 0.01 0.36 
4.40 0.9200 0.08 0.01 0.35 
4.50 0.9229 0.08 0.01 0.35 
4.60 0.9256 0.07 0.01 0.34 
4.70 0.9283 0.07 0.01 0.34 
4.80 0.9309 0.07 0.00 0.33 
4.90 0.9334 0.07 0.00 0.33 
5.00 0.9358 0.06 0.00 0.32 
5.10 0.9381 0.06 0.00 0.32 
5.20 0.9403 0.06 0.00 0.31 
5.30 0.9425 0.06 0.00 0.30 
5.40 0.9445 0.06 0.00 0.30 
5.50 0.9465 0.05 0.00 0.29 
5.60 0.9485 0.05 0.00 0.29 
5.70 0.9503 0.05 0.00 0.28 
5.80 0.9521 0.05 0.00 0.28 
5.90 0.9538 0.05 0.00 0.27 
6.00 0.9555 0.04 0.00 0.27 
6.10 0.9571 0.04 0.00 0.26 
6.20 0.9586 0.04 0.00 0.26 
6.30 0.9601 0.04 0.00 0.25 
6.40 0.9616 0.04 0.00 0.25 
6.50 0.9629 0.04 0.00 0.24 
6.60 0.9643 0.04 0.00 0.24 
6.70 0.9656 0.03 0.00 0.23 
6.80 0.9668 0.03 0.00 0.23 
6.90 0.9680 0.03 0.00 0.22 
7.00 0.9691 0.03 0.00 0.22 
7.10 0.9703 0.03 0.00 0.21 
7.20 0.9713 0.03 0.00 0.21 
7.30 0.9724 0.03 0.00 0.20 





7.50 0.9743 0.03 0.00 0.19 
7.60 0.9752 0.02 0.00 0.19 
7.70 0.9761 0.02 0.00 0.18 
7.80 0.9770 0.02 0.00 0.18 
7.90 0.9778 0.02 0.00 0.18 
8.00 0.9786 0.02 0.00 0.17 
8.10 0.9794 0.02 0.00 0.17 
8.20 0.9801 0.02 0.00 0.16 
8.30 0.9808 0.02 0.00 0.16 
8.40 0.9815 0.02 0.00 0.16 
8.50 0.9822 0.02 0.00 0.15 
8.60 0.9828 0.02 0.00 0.15 
8.70 0.9835 0.02 0.00 0.14 
8.80 0.9840 0.02 0.00 0.14 
8.90 0.9846 0.02 0.00 0.14 
9.00 0.9852 0.01 0.00 0.13 
9.10 0.9857 0.01 0.00 0.13 
9.20 0.9862 0.01 0.00 0.13 
9.30 0.9867 0.01 0.00 0.12 
9.40 0.9872 0.01 0.00 0.12 
9.50 0.9877 0.01 0.00 0.12 
9.60 0.9881 0.01 0.00 0.11 
9.70 0.9885 0.01 0.00 0.11 
9.80 0.9889 0.01 0.00 0.11 
9.90 0.9893 0.01 0.00 0.11 
10.00 0.9897 0.01 0.00 0.10 


















Set Point    
1.00    







    
T(s) P(Bar) IAE ISE ITAE 
0.00 0.0000 1.00 1.00 0.00 
0.10 0.3523 0.65 0.42 0.06 
0.20 0.6079 0.39 0.15 0.08 
0.30 0.7701 0.23 0.05 0.07 
0.40 0.8548 0.15 0.02 0.06 
0.50 0.8830 0.12 0.01 0.06 
0.60 0.8756 0.12 0.02 0.07 
0.70 0.8505 0.15 0.02 0.10 
0.80 0.8208 0.18 0.03 0.14 
0.90 0.7953 0.20 0.04 0.18 
1.00 0.7783 0.22 0.05 0.22 
1.10 0.7711 0.23 0.05 0.25 
1.20 0.7728 0.23 0.05 0.27 
1.30 0.7816 0.22 0.05 0.28 
1.40 0.7950 0.21 0.04 0.29 
1.50 0.8107 0.19 0.04 0.28 
1.60 0.8271 0.17 0.03 0.28 
1.70 0.8428 0.16 0.02 0.27 
1.80 0.8570 0.14 0.02 0.26 
1.90 0.8695 0.13 0.02 0.25 
2.00 0.8801 0.12 0.01 0.24 
2.10 0.8891 0.11 0.01 0.23 
2.20 0.8968 0.10 0.01 0.23 
2.30 0.9034 0.10 0.01 0.22 
2.40 0.9093 0.09 0.01 0.22 
2.50 0.9147 0.09 0.01 0.21 
2.60 0.9197 0.08 0.01 0.21 
2.70 0.9245 0.08 0.01 0.20 
2.80 0.9291 0.07 0.01 0.20 
2.90 0.9335 0.07 0.00 0.19 
3.00 0.9377 0.06 0.00 0.19 
















3.20 0.9455 0.05 0.00 0.17 
3.30 0.9491 0.05 0.00 0.17 
3.40 0.9524 0.05 0.00 0.16 
3.50 0.9556 0.04 0.00 0.16 
3.60 0.9585 0.04 0.00 0.15 
3.70 0.9612 0.04 0.00 0.14 
3.80 0.9638 0.04 0.00 0.14 
3.90 0.9661 0.03 0.00 0.13 
4.00 0.9683 0.03 0.00 0.13 
4.10 0.9704 0.03 0.00 0.12 
4.20 0.9723 0.03 0.00 0.12 
4.30 0.9741 0.03 0.00 0.11 
4.40 0.9758 0.02 0.00 0.11 
4.50 0.9773 0.02 0.00 0.10 
4.60 0.9788 0.02 0.00 0.10 
4.70 0.9802 0.02 0.00 0.09 
4.80 0.9814 0.02 0.00 0.09 
4.90 0.9827 0.02 0.00 0.09 
5.00 0.9838 0.02 0.00 0.08 
5.10 0.9848 0.02 0.00 0.08 
5.20 0.9858 0.01 0.00 0.07 
5.30 0.9867 0.01 0.00 0.07 
5.40 0.9876 0.01 0.00 0.07 
5.50 0.9884 0.01 0.00 0.06 
5.60 0.9892 0.01 0.00 0.06 
5.70 0.9899 0.01 0.00 0.06 
5.80 0.9905 0.01 0.00 0.06 
5.90 0.9911 0.01 0.00 0.05 
6.00 0.9917 0.01 0.00 0.05 
6.10 0.9922 0.01 0.00 0.05 
6.20 0.9927 0.01 0.00 0.04 
6.30 0.9932 0.01 0.00 0.04 
6.40 0.9937 0.01 0.00 0.04 
6.50 0.9941 0.01 0.00 0.04 
6.60 0.9945 0.01 0.00 0.04 
6.70 0.9948 0.01 0.00 0.03 
6.80 0.9951 0.00 0.00 0.03 
6.90 0.9955 0.00 0.00 0.03 
7.00 0.9958 0.00 0.00 0.03 
7.10 0.9960 0.00 0.00 0.03 
7.20 0.9963 0.00 0.00 0.03 
7.30 0.9965 0.00 0.00 0.03 





7.50 0.9970 0.00 0.00 0.02 
7.60 0.9972 0.00 0.00 0.02 
7.70 0.9973 0.00 0.00 0.02 
7.80 0.9975 0.00 0.00 0.02 
7.90 0.9977 0.00 0.00 0.02 
8.00 0.9978 0.00 0.00 0.02 
8.10 0.9980 0.00 0.00 0.02 
8.20 0.9981 0.00 0.00 0.02 
8.30 0.9982 0.00 0.00 0.01 
8.40 0.9983 0.00 0.00 0.01 
8.50 0.9984 0.00 0.00 0.01 
8.60 0.9985 0.00 0.00 0.01 
8.70 0.9986 0.00 0.00 0.01 
8.80 0.9987 0.00 0.00 0.01 
8.90 0.9988 0.00 0.00 0.01 
9.00 0.9989 0.00 0.00 0.01 
9.10 0.9990 0.00 0.00 0.01 
9.20 0.9990 0.00 0.00 0.01 
9.30 0.9991 0.00 0.00 0.01 
9.40 0.9992 0.00 0.00 0.01 
9.50 0.9992 0.00 0.00 0.01 
9.60 0.9993 0.00 0.00 0.01 
9.70 0.9993 0.00 0.00 0.01 
9.80 0.9994 0.00 0.00 0.01 
9.90 0.9994 0.00 0.00 0.01 
10.00 0.9994 0.00 0.00 0.01 















































































































ANEXO 14: DATASHEET MÓDULO DE SALIDAS ANALÓGICAS SB-1232 SIEMENS
 
 
191 
 
 
 
192 
 
 
 
