Abstract. This paper is a detailed tutorial exposition of a novel and highly-useful product of matrices called the semi-tensor product (STP). This new product allows the multiplication of two matrices and that do not satisfy the conformity condition required in a conventional matrix product (CMP), namely, that the column dimension n of the first matrix be equal to the row dimension p of the second matrix B. The STP inherits almost all of the properties of the CMP, and reduces to it when n = p. The basic concepts, properties, manipulations of the STP are presented, and demonstrated via tutorial illustrative examples. Applications of the STP include multi-linear and non-linear control problems, theoretical analysis of mathematical problems, and derivation of mathematical proofs. We emphasize the STP use in the matrix expression of Boolean (Switching or logical) functions. We achieve a better understanding of this use by translating the STP terminology to conventional or more familiar representations of Boolean functions, and by explicitly identifying the bases on which the matrix expressions of the Boolean function are constructed. We compare the STP representation of Boolean functions with other well known representations such as the Variable-Entered Karnaugh Maps (VEKMs) and the Reduced Ordered Binary Decision Diagrams (ROBDDs). We show that while these latter representations are complete multi-level ones, the STP representation is a single leaf-level representation. In essence, the STP representation is a truth-table expression of both the function and its complement, and hence it involves unnecessary duplication. The readability of the STP representation of a Boolean function is hindered by its implicit reverse ordering starting at 1 rather than at 0. The STP representation is suitable for the larger class of pseudo-Boolean functions, and hence it is somewhat loose for the restricted class of Boolean functions. For example, it uses the very general and costly operation of real addition to implement the OR operation of Boolean algebra. Such an inefficient implementation cannot be tolerated when the intended applications are among the most intractable problems. Despite the aforementioned negative aspects, the utility of the STP in a variety of applications and even in handling Boolean functions is undeniable. In fact, the STP is computationally successful in handling medium-sized problems in areas ranging from Boolean synchronous networks to logic deduction. The STP is an effective tool for mathematical proofs and derivations over the Boolean domain. We demonstrate this point by using mathematical induction in a novel STP derivation of the Preparata Transformation which relates the truth-table representation of a two-valued Boolean function to its linear (Reed-Müller) one. 
Introduction
Matrices have grown over the years to become an integral part of the mathematical background necessary for the diverse fields of science and engineering. In the past, many educators were so sensitive to the conceptual difficulties posed by matrices to the extent of avoiding them altogether. In a rather contemporary MIT text on circuit analysis [1] the authors admitted that their non-use of matrices made their equations rather bulky. They said that "they debated for some time whether they should use matrices in their book or not, until one day they read Max Jammer's
"The Conceptual Development of Quantum
Mechanics" in which he described how Heisenberg felt rather uneasy with matrices when he first learned them from Jordan." The moral of this story in our opinion is that: Since the usefulness of matrices definitely outweighs their difficulty, no effort should be spared to make their topics easily accessible to those who need to utilize them. It is in this spirit that we write this paper to popularize a longawaited novel kind of matrix products.
The literature has many kinds of matrix products. The conventional matrix product (CMP), which is a famous tool in scientific applications, is a matrix itself and is obtained subject to the conformity condition that the column dimension of the first matrix be equal to the row dimension of the second matrix. Other prominent kinds of matrix products, which are matrices themselves, include: (a) the Kronecker (tensor) product of two matrices with arbitrary dimensions [2, 3] , and (b) the Hadmard product of two matrices of identical dimensions, also known as the entry-wise product or Shur product, and distinguished by being commutative [2, 4] . Another famous product of two matrices is the Frobenius product, which is itself a scalar obtained as the inner product of the two matrices as though they were vectors.
Several Chinese Researchers led by Prof. D. Cheng and his coworkers [2, [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] started more than one decade ago to extend the conventional matrix product (CMP) by introducing the concept of Semi-Tensor Product (STP) for which the conformity condition needed in the CMP can be dispensed with. They presented many surveys of this new product and demonstrated its utility in a variety of applications. There is some difficulty in following these surveys due to the use of unfamiliar or unexplained notation, reliance on implicit assumptions, and occasionally the noise caused by typographical errors. In many cases, only a particular definition of a special kind of STP (tailored to the application at hand) is given. Moreover, it seems that some of best written surveys (e.g., [6, 10, 17] ) are available only in Chinese.
Cheng and his associates [2, [5] [6] [7] [8] [9] [10] [11] [14] [15] [16] [17] opted to name their novel product a semi-tensor product because of the partial similarities it has with the tensor (Kronecker) product. However, the term "semi-tensor" had been in use in various mathematical circles for several decades. For example, it appears in the description of several mathematical entities such as semi-tensor algebras, Hopf algebras, Koszal algebras, and semi-vector spaces [19] [20] [21] [22] [23] [24] [25] [26] [27] .
In this paper, we use the term "semi-tensor product" in the specific context when it is applied to two matrices. Recently, some Chinese authors started to name STP products as Cheng products [see, e.g., [18] ). It is still too early to guess whether such a new name will prevail or not. Anyhow, we note that though the STP was initially proposed by Prof. Cheng, he himself admits that the STP was not introduced solely by him single-handed, but it was developed in collaboration with many colleagues and Ph.D. students (see, e.g., [2, 11] ).
The beginning sections of this paper are a review on the subject of STP of two matrices. We hope to further popularize this subject by familiarizing a wide spectrum of readers with its properties and utility. We strive to give a complete picture of the various special cases of STP and related products. We adhere to the typical scientific practice of subscripting a matrix with its row and column dimensions. This practice facilitates the readability of many of the equations used. We make our exposition more reader-friendly by explaining and annotating mathematical terminology and equations via simple and clear English, and also by presenting many demonstrative examples that are hopefully error-free.
Though we give a brief sketch of general STP applications, we concentrate only on the STP application to Boolean functions. We review, explain, assess, and extend the use of STP in defining and manipulating Boolean functions. We achieve a better understanding of this use by translating the STP terminology to conventional or more familiar representations of Boolean functions, and by explicitly identifying the bases on which the matrix expressions of the Boolean function are constructed.
We compare the STP representation of Boolean functions with other well known representations such as the Variable-Entered Karnaugh Maps (VEKMs) [28] [29] [30] [31] [32] [33] and the Reduced Ordered Binary Decision Diagrams (ROBDDs) [34] [35] . We show that while these latter representations are complete multi-level ones, the STP representation is a single leaf-level representation. In essence, the STP representation is a truth-table expression of both the function and its complement, and hence it involves unnecessary duplication. The readability of the STP representation of a Boolean function is hindered by its implicit reverse ordering starting at 1(the familiar starting index of matrices) rather than at 0 (the familiar starting value in a truth table). The STP representation is suitable for the larger class of pseudo-Boolean functions, and hence it is somewhat loose for the restricted class of Boolean functions.
The STP Boolean methodology is not competitive to the VEKM methodology for manual solutions of small problems, where the VEKM methodology has the definite advantage of conceptual simplicity and pictorial insight. The VEKM methodology, however, is not intended for larger problems where manual solutions are not feasible and automated solutions are needed. Here, both the STP and ROBDD methodologies can be used.
Our most serious reservation against the STP applications to problems involving Boolean functions is that the STP methodology uses the very general and costly operation of real addition to implement the OR operation of Boolean algebra. In comparison, the ROBDD methodology has an intrinsic and deliberate care for efficiency (see, e.g., [35] ), and hence is expected to have much faster algorithms. Moreover, inefficiency in STP implementations cannot be tolerated when the intended applications are among the most intractable problems. Therefore, the STP Boolean applications are essentially limited to where they have already demonstrated their success, i.e. to small and medium-sized problems.
To balance the aforementioned criticism, we also highlight and demonstrate certain strengths of the STP Boolean methodology. We note that the STP is an effective tool for mathematical proofs and derivations over the Boolean domain. We demonstrate this point by using mathematical induction in a novel STP derivation of the Preparata Transformation which relates the truth-table basis for the representation of a two-valued Boolean function to its linear (Reed-Müller) one (see, e.g., [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] ).
The remainder of this paper is organized as follows. Section 2 reviews important basic definitions. It starts by introducing the Kronecker (tensor) product of two matrices and listing its important properties. Then, it defines the semi-tensor product (STP) of two general matrices. It explains that there are two kinds of STP, namely left STP (LSTP) and right STP (RSTP), of which the LSTP has superior properties, and hence is typically taken as the default STP (i.e., the term STP is usually meant to indicate LSTP only). The final part of Section 2 defines the LSTP of a row vector and a column vector in the general case and specializes this definition to the multiple-dimension condition for which the dimension of one of these vectors is a factor (divisor) of that of the other vector. Subsequently, an alternative definition for the LSTP of two matrices is given, again for the "multiple-dimension condition", in which the column dimension n of the first matrix A is either a factor (divisor) or a multiple of the row dimension p of the second matrix B. This alternative definition is easier to grasp and facilitates manipulations in a manner reminiscent of the simplification of the CMP via matrix partitioning. Section 3 lists properties of the LSTP, while Section 4 briefly surveys diverse scientific applications of the STP, with a deliberate attempt to scrutinize and even criticize them. Essentially all these applications require the multiple-dimension case, and hence there is so far no significant utility of the most general form of the STP. Most applications proved to be of significant utility and high efficiency. One notable exception was the STP application to Boolean functions, discussed in Section 5, which was noted in Section 6 not be competitive with some other techniques, despite its conceptual utility and computational success. Section 7 comments on the STP application to pseudoBoolean functions, while Section 8 presents an STP derivation of the Preparata transformation using mathematical induction. We conclude the paper with some reflections and comments in Section 9.
Basic Definitions

The Kronecker Product (KP)
The Kronecker product of matrices is also called the tensor product of matrices. The reason for this alternative name is that the general tensor product is applicable in different contexts to many mathematical entities, including matrices. This product is applicable to any two matrices regardless of their dimensions [3, 45, 46] . Definition.1. Let × = {a ij }, (1 ≤ i ≤ , 1 ≤ j ≤ ) be a matrix of m rows and n columns and × be a matrix of p rows and q columns. The Kronecker product (KP) of A and B is denoted by the operator "⨂", and is defined as [3, 45, 46] . ( )
The Kronecker product can be shown [3, 45, 46] to enjoy the following properties:
2. Commutativity with scalar multiplication For the matrices × , × , × , × , CMPs can be formed by A and C, by B and D, and by ( ⨂ ) and ( ⨂ ), and these products are related by
In (12), if we set q = p, r = n, B = , C = (where and are identity matrices of dimensions p and n, respectively), then AC = A and BD = D and we obtain:
which can be used for defining the Kronecker product of two arbitrary matrices × , × in terms of their right and left Kronecker products with identity matrices. This relation is different (and should not be confused) with our forthcoming definition of a semi-tensor product (STP) of two general matrices, which involves only right Kronecker products (KP) of identity matrices. In passing, we stress that in properties 7 and 9, the two matrices do not reverse their order in a way similar to that of the CMP {( ) = , ( ) = }. Figure 1 shows various classes of general semi-tensor products (STP). There are two main classes of the STP, namely, the left semi-tensor product (LSTP), denoted by the operator " ⋉ ", and the right semi-tensor products (RSTP), denoted by the operator " ⋊ ", out of which the RSTP is inferior to the LSTP, since the former does not satisfy a rule for block multiplication [11] , and hence does not allow a row-column definition of the product. Therefore, literature on STP uses LSTP as the default STP [2, 11] . Moreover, there are no significant applications of STP for arbitrary matrices, but most applications deal with the multiple-dimension case in which the column dimension of the first matrix in the product is a multiple or a divisor of the row dimension of the second matrix. Therefore, most literature on STP concentrates on this multipledimension case [2, 11] . An important sub-case of this case is when the aforementioned two dimensions match exactly. In such a case, the STP reduces to the conventional matrix product (CMP). We will now concentrate on the LSTP, and refer to it simply as STP since
The STP of Two General Matrices
Right Semi-Tensor Product Left Semi-Tensor Product
Multiple-Dimension Condition Multiple-Dimension Condition
it is the default STP. We reproduce its definition from Fig. 1 as
where the integer c is the least common multiple (lcm) of the integers n and p, expressed in terms of their greatest common divisor (gcd) as:
Note that the STP definition involves two right Kronecker products of the given matrices with identity matrices. These two Kronecker products (KP) are then conventionally multiplied to produce the required STP (they satisfy the conformity condition for forming a CMP, namely that the column dimension of the first KP and the row dimension of the second KP are both equal to the integer c. Note that if n is equal to p (dimensionmatching case), then c is equal to both of them, both and reduce to the scalar multiplication identity, i.e., to the integer 1, and hence ( × ⨂ ) and ( × ⨂ ) are replaced by × and × , respectively, so that the STP in (15 ) reduces to a conventional matrix product (CMP).
An important special case of the STP of two matrices arises when the first matrix is a row vector and the second matrix is a column vector. Let × be replaced by a row vector 
Example 3
Consider the matrices ( ) (1)(11) + (3)(12) + (5)(13) + (7)(14) (2)(11) + (4)(12) + (6)(13) + (8) 
The Multiple-Dimension Condition
There are two cases for the multiple dimension condition. In case 1, the column dimension n of the first matrix (X or A) is a multiple of the row dimension p of the second matrix (Y or B), and hence c = lmc (n, p) = n. In case 1, the column dimension n of the first matrix (X or A) is a factor or divisor of the row dimension p of the second matrix (Y or B), and hence c = lmc (n, p) = p.
Case 1 for the STP of a row vector and a column vector
Here m = q = 1, and = , and the STP becomes the row vector
of equal sizes (1 × ), to obtain
Example 5
Consider × = [1 2 3 4 5 6], and , which is the same answer obtained earlier. The earlier solution might be appealing to many readers because it goes as quickly as possible to the familiar territory of the CMP. However, the current solution is shorter and avoids the inclusion of (and multiplication by) extraneous zeroes.
Case 2 for the STP of a row vector
and a column vector When c = p, the STP is given by the column vector
where the column vector × is split into column blocks , , … , of equal sizes ( × 1).
Example 6
Consider Note that the result obtained herein is the transpose of that in example 5, since = , = . This result is in agreement with the forthcoming property (27).
Case 2 for the STP of two general matrices
When c = p, the STP of two general matrices is
where S is split into column blocks
(1 ≤ ≤ , 1 ≤ ≤ ) of equal sizes ( × 1), where
where is the row of and is the column of . which combine to give the same answer previously obtained for × .
Example 4 (revisited)
×
STP Properties
The left semi-tensor products satisfy almost all the properties enjoyed by the CMPs. In fact, they have the following properties [2, 11, 14] :
Commutativity with scalar multiplication
5. Product commutativity with transposition (with reverse order)
For square matrices and , the following relations are added. 
A Sketch of Some Prominent STP Applications
Convenience and consistency in matrix and vector manipulations
The STP is a handy tool in certain matrix and vector manipulations. Utilizing the concept of a swap matrix in [3] , which is a special kind of a permutation matrix, Cheng, et al. [2, 11, 14] used the STP to implement certain "swap" or "interchange" functions, in particular between vectors. Swap matrices are also utilized to demonstrate certain pseudocommutative properties of the STP [14] . Moreover, the STP can be used to streamline certain matrix computations. Cheng et al. [2, 11, 14] cite the example of four n-dimensional vectors X, Y, Z, and W. Here, a CMP of the form depicts a scalar, while one of the form is an n × n square matrix. An n × n square matrix can be constructed as
where the last step is flawed (and actually not permissible) as it produces a meaningless expression of two jaxtapositioned column vectors ( × × ). However, if CMPs in (32) are replaced by STPs, no inconsistency arises. The convenience in STP handling vectors and matrices leads to many useful applications in differential geometry [2, 11] . In particular, the STP might be effective in treating problems involving the classical differential operators of the gradient of a scalar, or the divergence or curl of a vector.
Treatment of any finite-dimensional data
Unlike the conventional matrix product, which can generally treat only one-or twodimensional data, the semi-tensor product of matrices can be used to deal with any finitedimensional data. In fact, the STP can perform any multi-linear multiplication and is more convenient than the cubic product used in statistics for three-linear multiplications [11] .
STP Applications to physics
The STP has many significant applications to physics [47] , including (a) the Carleman linearization of some dynamic physical systems, (b) solving the problem of invariants of planar polynomial systems through the solution of a set of algebraic equations, and (c) proving the general contraction of a simple field.
STP Applications to MultiDimensional, and Linear Control Problems
The STP has many applications in algebra [48] , and this fact is perhaps the single most important reason for innovating the STP concept. The STP is used to express various
types of polynomials [2] , and this is a key issue in its utility in non-linear computations, in addition to its use in linear computations. There is an extensive number of STP applications to many difficult problems in the analysis of conventional control systems [2, 5-9, 11, 17, 49-53] . These STP applications are extended to cover Boolean control networks, which are used to model many biological systems. The dynamics of a Boolean control network, as represented by its transition or structure matrix, are successfully analyzed via STP algebraic methodology in [2, 11, [14] [15] [16] [17] [18] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] .
In passing, we note that one of the earliest STP control problems appears in the seminal paper [5] , which handled the Morgan's problem for control systems. This paper alerted the scientific community to the utility of STP products in treating multi-dimensional data and in treating nonlinear problems in a linear way.
STP Applications to Mathematical
Derivations and Proofs An area of STP applications, which might have come as a surprise to many scholars, is the area of mathematical derivations and proofs. In the following subsections, we describe two cases in which STP concepts are used to construct mathematical proofs. In the first case, the STP tools pioneered novel ideas in an unexplored domain. By contrast, the STP concepts came as an afterthought in the second case, but they added the beautiful elegance of succinctness and brevity.
Fixed points in Boolean transformations
Li, et al. [66] used the techniques of semitensor products to determine all the transformations : {0,1} ⟶ {0, 1} , which have exactly two fixed points. Their work opened new avenues for immediate further development as it alerted the great mathematician Sergiu Rudeanu [67] (viewed by many as the father of Boolean equations and transformations [68] [69] ) to explore the topic via his conventional algebraic techniques [70] [71] . He managed to obtain two important generalizations of the STP result in [66] , namely, (a) he found the fixed points of a Boolean transformation : ⟶ , where is an arbitrary Boolean algebra, and (b) he described explicitly the form of the transformations : {0,1} ⟶ {0, 1} having exactly k fixed points, for k = 0, 1, 2, 3, and 4. Here, we have a wonderful interplay between STP and conventional algebraic methods that led to a very quick advancement of the state of the art in an important field.
Preparata Transformation
In a now classical paper, Preparata [72] used an involuntary (self inverse) binary matrix to transform the basis of the truth [16] ) the transformation of Preparata (without identifying it as such), and sketched a proof for it using the STP methodology. In Section 8, we contribute a clearer, more rigorous, and complete STP proof of the Preparata Transformation using mathematical induction. Here, the role of the STP methodology was not to innovate a new concept, but just to impart elegance and succinctness to an existing one.
STP Applications to the Matrix
Expression of Logics The concepts and operations of STP have a great utility in the matrix expression of many logics, including the conventional two-valued propositional logic, many-valued logics, and fuzzy logic [73] [74] [75] [76] . The STP proved useful not only for Boolean functions [16] but also for pseudo-Boolean functions [77] [78] which are realvalued functions over the Boolean domain [79] [80] [81] [82] [83] [84] . The STP was also successfully utilized in solving deduction problems over propositional logic. We anticipate a better utility for the STP in solving these deduction problems, if it is used in conjunction with the Modern Syllogistic Method (MSM) [85] [86] [87] [88] [89] , which is a method that ferrets out (from any set of premises) all that can be concluded in the most compact form. We devote the next few sections to STP applications to Boolean and pseudo-Boolean functions.
STP Application to Boolean Functions A Boolean function is a function is ( ):
⟶ , where = {0,1} is the bivalent, two-valued or switching carrier [70, 71, 85, 90] , usually referred to as D in the STP literature (see, e.g., [14] ). Cheng, et al., [14, [73] [74] [75] [76] [77] [78] proposes that a two-valued Boolean variable be represented as a matrix
Note that the matrix expression is redundant since it has both the uncomplemented literal and the complemented literal ̅ . An arbitrary choice is made in (33) to take (and not ̅ ) as the first element of . Corresponding to the definition (33), the Boolean constants 1 and 0 are given by
Here, the mutation denotes the jth column of the × identity matrix Boolean operators are defined as matrices, called structure matrices. The unary NOT operation (¬) is expressed as Before introducing binary operators, we must see first how a set X of two variables and are expressed:
The vector X constitutes the basis on which binary operators are constructed. As a result of the choice made in (33) , it appears in a reverse order of what is used conventionally in truth tables in classical textbooks on logic design or Boolean algebra (see, e.g, [85, 90] ). Now, the binary OR operation is given by Again the matrix expression for ( ∨ ) gives both its value and its complement. The plus sign (+) in (40) depicts real addition, but since both and ∈ , the expression ( + ̅ + ̅ ̅ ) evaluates to ( ∨ ) for the four possible combinations of and x . We made use of De Morgan's theorem in going from ̅ ̅ to ¬( ∨ ). Table 1 summarizes vector representations of the six commutative binary Boolean operators in addition to the IMPLY operator. The STP representation of a n-variable switching function takes the form of a 2 × 1 matrix of the form 
where X is a 2 × 1 vector of the minterms over the variables , , ⋯ , arranged in reverse order. For example, for n = 3, the vector X is given by
Comparison with other Representations of Boolean Functions
The key theorem used in representing a Boolean function ( ) is its Shannon expansion [90] , more appropriately called the Boole-Shannon expansion [32, 85] 
where the operations (∨, ⨁, ∧, ⨀) are the (inclusive) OR, exclusive-OR, AND, and Equivalence (Coincidence or exclusive NOR) operations of Boolean algebra [85, 90] and ( |0 ) and ( |1 ) are called subfunctions [29, 91] , restrictions [34] , quotients or ratios [32, 85, 90, 92] Each of the four versions of the BooleShannon expansion (43) can be proved by proving the equality of its two sides for the two possible values of ( = 0 and = 1). Figure 2 is a graphical representation of each of the expansions (43) in terms of (a) a signal flow graph (SFG) [93] [94] [95] [96] [97] [98] [99] [100] [101] [102] and (b) a variableentered Karnough map (VEKM) [28] [29] [30] [31] [32] [33] . Figure 3 shows the complete binary tree resulting from repeated application of the Boole-Shannon expansion (43) to the 2-out-of-3 function.
Fig. 2. Graphical representations of the Boole-Shannon expansions (43) (a) as a signal flow graph (SFG), and (b) as a variable-entered Karnaugh map (VEKM).
This tree is called a binary decision diagram (BDD) in the literature [103] . We have chosen to draw it in the form of a multi-level Signal Flow Graph (SFG) [93] [94] [95] [96] [97] [98] [99] [100] [101] [102] , where the value of a node is the weighted ORing of the values incident on it. For example, there are two arrows emanating from nodes ( ) and ( ∨ ) at level 1, and these two arrows are incident on node f. The value of f is the logical sum (ORing) of the values of these two nodes weighted by the transmissions ̅ and written on the arrows, i.e., f is given by
For convenience, we color variable nonleaf nodes as grey, and use a black color for constant leaf nodes of value 1 and a white color for constant leaf nodes of value 0. This has been the practice in earlier work [93] [94] [95] [96] [97] [98] [99] [101] [102] , and it enhances figure readability considerably. Our interpretation for the SFG in The complete binary tree in Fig. 3 . translates into a set of Variable-Entered Karnaugh Maps (VEKMs) [28] [29] [30] [31] [32] [33] in Fig. 4 . A VEKM of m map variables and (3-m) entered variables (0 ≤ ≤ 3) corresponds to the nodes representing the function at level m of the tree in Fig. 3 . In particular, the VEKM corresponding to level 0 is a purely-algebraic expression, while the one for level 3 is a conventional Karnaugh map (CKM), which is a two-dimensional display of the truth table of the function that enjoys useful adjacency properties. The CKM or the truth table is a peripheral leaf-level representation that is typically abbreviated by a decimal notation of the form [90] . = ∑(3, 5, 6, 7) = ∏(0, 1, 2, 4), where the ∑ notation lists the function minterms or its true-vectors (the values of ( ) for the cells in which f = 1), while the dual ∏ notation lists the function maxterms or its false-vectors (the values of ( )
(a)
( ) for the cells in which f = 0). Note that the sets of numbers associated with ∑ and ∏ are complementary, and that one set only suffices to identify f.
The expansion tree in Fig. 3 . suffers redundancy. For example, at level 2, there are two nodes labeled , which are identical (together with their subtrees). Also, leaf nodes of 0 or 1 might appear early in the tree and it is pointless to expand them further. Figure 5 replaces the expansion tree by an acyclic graph that eliminates the aforementioned redundancy. This is a Reduced Ordered Binary Decision Diagram (ROBDD) [34] [35] , which is now the de facto data structure for representing and manipulating Boolean functions.
For comparison purposes we show in Fig.  6 . various STP representations for the 2-outof-3 function given by (45) and displayed in Figs. 3-5 . The matrix representation is clearly a peripheral-level leaf representation like the CKM or truth table and not a multilevel one like the VEKMs or ROBDD. In fact, it is simply a truth table of both the function in ( ) and its complement ̅ in ( ). This kind of duplication is useful in situations when both and ̅ are needed, but otherwise it is an unwarranted duplication and a source of computational inefficiency. The notion that = ( ) represents the truth table of is disguised by the fact that the STP uses a reverse ordering of minterms, and employs the matrix convention of starting counting at 1 (and not the truth table convention of starting counting at 0). The representation via ⋉ brings about another problem. The STP employs real addition to implement ORing. The implementation works correctly because the set of admissible input combinations is restricted to contain only the three pairs (0,0), (0,1), and (1,0), while the pair (1,1) is prohibited. For this set, many types of arithmetical and logical additions are equivalent as shown in Table 2 . Of course, real addition (that requires a few full adders) is costlier than ORing (that requires a single OR gate) (see, e.g., [90] ). Many problems that require the STP matrix expression of Boolean functions are hard or intractable problems. These include many problems involving the study of the dynamic behavior of synchronous Boolean networks. Zhao [104] showed that the two problems of (a) the determination of the number of fixed points (cycles of length 1) for monotone Boolean networks, and (b) the determination of the existence of fixed points for general Boolean networks are both strong NP-complete. These means that many of the intended STP applications are among the most intractable problems [105] , and hence an inefficient handling of them is certainly undesirable. ⟶ , where is the set of real numbers. Pseudo-Boolean functions have diverse engineering applications such as integer programming, graph theory, game theory, and capacitated networks (see, e.g., [79- ). Since a PBF has the same domain as a Boolean function, it can be handled in the same way or via the same tools. For example, consider the PBF studied by Zhao and Cheng [77] : Here, the OR function ( ∨ ) is replaced by its real equivalent ( + − ). The function f has a Boole-Shannon expansion that leads to the complete binary tree representation in Fig. 7 , or equivalently to the set of VEKM representations in Fig. 8 . It is also possible to replace the tree in Fig. 7 by an ROBDD-like acyclic graph, but the gain in efficiency is typically not as significant as it is in the case of Boolean functions. The STP representation of ( , , ) is via the structure vector [77] Again, this structure vector is a peripheral level leaf representation like a CKM or a truth table, and not a multi-level one like an expansion tree or a set of VEKMs. The entries of this vector are the same as the leaf-level nodes in Fig. 7 but in a different order. The handling of PBFs via the STP methodology in [77] [78] seems natural and efficient since it involves manipulation of real quantities via real operations.
Preparata transformation
In this subsection, we give a novel STP derivation of the Preparata transformation [36] [37] [38] [39] [40] [41] [42] [43] [44] between the bases of the truth-table/ Karnough map representations of a Boolean function, i.e., the bases of its minterm/ maxterm expression and its linear expression (its ReedMüller expression). The Preparata transformation, also known as the Reed-Müller transformation [42] , requires the use of a set of binary matrices (of dimensions 2 × 2 ), which are defined recursively, in conjunction with the STP methodology by
The Preparata transformation for n variables can take the following form, which we call T(n):
where the LHS of (51) constitutes a reverseorder truth table basis of the form
while the STP of the RHS of (51) is a linear basis of the form
The vector expression of a Boolean variable is
An explicit expression of T(n) in (51) is Now, we prove T(n) in (51) or (55) by mathematical induction. For this purpose, we need to prove (a) the boundary case T(1), namely,
which is obviously true, since = 1 + .
(b) the inductive case ( ) ⟶ ( + 1), for ≥ 1, . ., we assume the truth of T(k) and utilize this assumption in proving T(k+1).
The transformation T(k) is
in which, the variables can be renamed by making
Now, we utilize (58) in proving T(k+1), which is of the form
Comparison of (58) and (59) reveals that (59) is true if
Note that (60) coincides with (56) when k = 0. We now proceed to prove (60) for general k by evaluating its two sides as follows. Comparing the STP in the LHS of (60) with (14) Comparing the STP in the RHS of (60) with (14), we obtain = = 2 , = 2, = 1, = 2 , and hence we obtain
Since (60) is true, the required result T(k+1) in (59) is also true, and this completes the proof.
Several comments are in order. The reverse order associated with the STP inflicted some penalties on our derivation. Firstly, it necessitated the unusual renaming step in going from (57) to (58) , which meant that the inductive step supported its case of (k+1) variables by the case of their last k variables and not that of their first k variables. Secondly, the self-inverse nature for the matrix P k in (50) has been disguised. Comparatively, the corresponding matrix S n in the original (forward-order) Preparata Transformation is a self-inverse (involutory) matrix given by 
Conclusions
In this paper we presented a detailed tutorial exposition of semi-tensor products (STP), and clarified its relation to the conventional matrix products (CMP) and to the Kronecker products (KP). We reviewed the basic concepts, properties, manipulations, and several prominent applications of the STP.
Comparing the conventional matrix product, the tensor (Kronecker) product, and the semi-tensor product of matrices, it is easily seen that there are some similarities as well as some significant differences among them. The conventional matrix product is of an elementto-element nature, and the tensor product involves a product of one element by a whole matrix, while the semi-tensor product involves one element of a matrix times a block of another matrix. Cheng et al. [14] cite this as one prominent reason why their new product should be called a semi-tensor product.
Patel, et al. [106] has a serious observation about numerical algorithms, which they emphasize by calling it a "folk theorem." This so called "theorem" states that "if an algorithm is amenable to 'easy' hand calculation, it is probably a poor method if implemented in the finite floating-point arithmetic of a digital computer." The "converse of the folk theorem"states that"Many algorithms that are now considered fairly reliable in the context of finite arithmetic are not amenable to hand calculation." It seems that many STP algorithms can serve as pertinent examples that fully support the converse of the folk theorem. This explains why despite the extensive computational successes of the STP approach, it is still very slowly being accepted and assimilated by the scientific community. In particular, we observe that the STP concepts, techniques, and applications have not found their way yet to popular textbooks, though we believe that they are guaranteed to do so sooner or later.
The past decade witnessed a surge in applications of the STP methodology. We reviewed many of these applications and cited representative samples of their references. We were very careful to observe any shortcomings that could possibly accompany a hasty advancement or a non-scrutinizing rush. We found that there exist many useful and powerful, flawless STP applications, and we anticipate that prospective innovative STP applications are still to come. We had only a minor reservation about the STP utility in representing Boolean functions. Though the STP methodology could contribute elegant proofs and derivations for Boolean functions and transformations, and though it was employed successfully as a computational tool for Boolean problems, it is not really the best or most efficient computational tool for these problems. 
