Radio source counts constrain galaxy populations and evolution, as well as the global star formation history. However, there is considerable disagreement among the published 1.4-GHz source counts below 100 µJy. Here we present a statistical method for estimating the µJy and even sub-µJy source count using new deep wide-band 3-GHz data in the Lockman Hole from the Karl G. Jansky Very Large Array (VLA). We analyzed the confusion amplitude distribution P(D), which provides a fresh approach in the form of a more robust model, with a comprehensive error analysis. We tested this method on a large-scale simulation, incorporating clustering and finite source sizes. We discuss in detail our statistical methods for fitting using Monte Carlo Markov chains, handling correlations, and systematic errors from the use of wide-band radio interferometric data. We demonstrated that the source count can be constrained down to 50 nJy, a factor of 20 below the rms confusion. We found the differential source count near 10 µJy to have a slope of −1.7, decreasing to about −1.4 at fainter flux densities. At 3 GHz the rms confusion in an 8 arcsec FWHM beam is ∼ 1.2 µJy beam −1 , and a radio background temperature ∼ 14 mK. Our counts are broadly consistent with published evolutionary models. With these results we were also able to constrain the peak of the Euclidean normalized differential source count of any possible new radio populations that would contribute to the cosmic radio background down to 50 nJy.
INTRODUCTION
The counts of discrete radio sources and their contribution to the cosmic radio background (CRB) can be used to constrain galaxy evolution. The history of radio source counts goes back to Mills (1952) who discussed the cumulative count or 'ogive', giving one of the first published source counts, followed by Ryle & Scheuer (1955) , with the discovery that the slope of the source count using the confusion P(D) distribution was steeper than expected from a static Euclidean universe, which implied that sources must be evolving in space density or luminosity. Since then many more surveys have been carried out to measure the source counts at vari- * E-mail:tvern@phas.ubc.ca ous radio frequencies, both whole-sky and limited area surveys, which confirmed the importance of evolution (see de Zotti et al. 2010 , for a recent review). These counts can now be broken down into different source populations, primarily star forming galaxies and those powered by active galactic nuclei.
With advancements in radio telescopes we have been able to probe the source count to ever increasing depth, so that estimating the count in the µJy and sub-µJy regions is now possible. Investigating the count at these faint flux densities is important for understanding the evolution of sources at lower luminosities and/or higher redshifts (z 2). How the count below 10 µJy behave has been unknown until now: what the slope is in this region, whether the Euclideannormalised count declines or begin to rise again (possibly arXiv:1311.7451v2 [astro-ph.CO] 7 Mar 2014 indicating a new population), and whether they continue to obey the well-known far-IR to radio correlation (de Jong et al. 1985; Condon et al. 1991; Ivison et al. 2010) out to higher redshifts.
There has been considerable discussion recently about what might be happening at flux densities fainter than the limits of the current source counts. Results from the Absolute Radiometer for Cosmology, Astrophysics, and Diffuse Emission, or ARCADE 2 ), revived interest in the CRB and how it may be related to the faint 1 counts. Measurements from ARCADE 2 indicate the presence of an excess of radio emission over previous measurements or estimates using source count data ). Vernstrom et al. (2011) , motivated by the ARCADE 2 results, presented new estimates of lower limits to the background from a compilation of source counts at eight frequencies and found an expected value for the background temperature almost five times lower than that of ARCADE 2 at 1.4 GHz. The ARCADE2 results suggested that this excess emission might be coming from a previously unrecognized population of discrete radio sources below the flux density limit of existing surveys, and that this new population might be seen in radio source counts extending to lower flux density levels. This issue was further examined by Singal et al. (2010) , who concluded that this emission could primarily be coming from ordinary star forming galaxies at z > 1 only if the far-IR/radio ratio decreases with redshift. In other words we can only explain the background results with sources if they break the far-IR/radio correlation (Haarsma & Partridge 1998) . Vernstrom et al. (2011) also showed that the known radio source counts cannot on their own account for the ARCADE 2 excess, although the source counts, at least at 1.4 GHz, are not inconsistent with a possible upturn below about 10 µJy. Such a possible upturn is mainly driven by the faintest count available at 1.4 GHz, from Owen & Morrison (2008) . Owen & Morrison found that their (Euclideannormalised) count, which extends down to 15 µJy, did not decrease with decreasing flux density (compared to static Euclidean counts), but seemed to level off or even show signs of increasing. It is important to note that the Euclideannormalised count (S 5/2 dN/dS) does not need to level off or turn up to explain the high ARCADE 2 background temperature; it is sufficient that S 2 dN/dS levels off or turns up.
New 3-GHz data from the Karl G. Jansky Very Large Array, VLA, reach down to µJy levels (Condon et al. 2012, hereafter CO12) and the resulting map is the deepest currently available. In this previous paper we estimated the source count from 1 to 10 µJy using a technique known for historical reasons as P(D) analysis (Scheuer 1957; Condon 1974) . This approach allows a statistical estimate of the count from a confusion-limited survey, extending down to flux densities below the confusion limit. P(D) is the probability distribution of peak flux densities in an image. This approach results in statistical estimates of the source count that are much fainter than the faintest sources that can be counted individually (about 5 times the rms noise). The count model used in CO12 was a single power law over a limited flux density range. However, there appeared to be evidence for a break in the slope somewhere in this region and certainly the results did not support any upturn in the count. While this previous result puts strong limits on the µJy count, it is possible that more comprehensive analysis of the P(D) distribution, with a more general count model, could reveal additional information about the true shape of the count, as well as constraining the count fainter than 1 µJy.
Here we present a more sophisticated modelling approach to the P(D) fitting process, motivated by Patanchon et al. (2009) , using a model based on multiple joined power laws. The statistical uncertainties here are evaluated using Markov chains. We test this technique with a largescale simulation incorporating realistic source sizes, multicomponent sources, and clustering. This method allows for exploration of the flux density limit of the P(D) approach, and the count below the confusion noise, as well as a thorough non-parametric error analysis.
In Section 2 we briefly describe the data used. In Section 3 we describe the details of P(D) and the process adopted for model fitting and error analysis. In Section 4 we discuss the models used in the fitting and the details of their application to the VLA data. Section 5 presents a discussion of the simulation used to test the method and the results from fitting the simulated data. In Section 6 we present the results of the fitting from two different models, a discussion of the parameter degeneracies, and the derived radio background temperature. Section 7 gives a discussion of the systematics and comparisons with previous results.
OBSERVATIONS
The observations were made with the Karl G. Jansky Very Large Array (VLA) in S-band, which ranges from 2 to 4 GHz, in the C configuration (maximum baseline 3.4 km), with an average of 21 antennas. The 3-GHz VLA pointing was selected explicitly to overlap the region Owen & Morrison (2008) observed in the Lockman Hole at 1.4 GHz. The field is centred on α = 10 h 46 m 00 s , δ = +59
• 01 00 (J2000), and was originally chosen as it is known to be a "random" (i.e. for our purposes quite crowded) field, with the brightest source about 7 mJy, and no very bright radio sources nearby. It is also covered in many other wavebands (Spitzer, Chandra, Herschel, GMRT, and more) allowing for source cross-identification, investigation of AGN contribution, and study of the far-IR/radio correlation. The 3 GHz (centre frequency) S-band was chosen rather than the 1.4 GHz L-Band, because the contamination from interference is less, the sensitivity is better, the requirements on dynamic range are lower, the confusion is lower, and additionally S-Band has greater available bandwidth (2 GHz). This is in addition to S-band being closer to the frequency of the largest ARCADE 2 observed excess.
There was a total of approximately 50 hours of onsource observing time, split into six 10-hour sessions in 2012 February and March. The calibration and editing were per- formed using the Obit package (Cotton 2008 ) 2 , and are described in detail in CO12. The VLA S-band contains 16 separate frequency sub-bands, which were cleaned simultaneously and then used to create a 3-GHz wide-band image. The sub-bands were weighted to maximize signal-tonoise for sources having spectral indices near α = −0.7, the mean spectral index of faint sources found at frequencies around 3 GHz (Condon 1984) . The final wide-band image, and the 16 sub-band images, have circular 8 -arcsec synthesized beams. The FWHM of the primary beam ranges from 21.6 arcmin at 2 GHz to 10.8 arcmin at 4 GHz. Because of the weighting used to combine the individual images, the primary beam of the wide-band image is frequency-dependent, so the effective frequency ν of the image decreases with radial distance from the pointing centre. Table 1 provides a summary of the image properties.
METHOD
In order to model the source count below the current cutoffs, the method of P(D), or probability of deflection, is used. This method was introduced by Scheuer (1957) as the probability of pen deflections on a chart-recorder from a single baseline of a two-element radio interferometer. The P(D) distribution of an image is the distribution of pixel intensities (Jy beam −1 ), or the "1-point statistics", which depends on the underlying source count. Condon (1974) and Scheuer (1974) gave analytical derivations of P(D) for a single powerlaw model of a source count. The method which has been most often applied is to count the objects in the map brighter than some cut-off (usually about 5σn) and use P(D) analysis for the faint end of the count, constraining an amplitude and a slope. A similar approach with the VLA data described here was carried out in CO12, where a simple power law was fit to the count below 10 µJy. In this paper we follow the more computationally intensive approach of Patanchon et al. (2009) to apply a histogram-fitting procedure for the full range of image source brightnesses. This approach does not require that the source count model be a power law, allowing for more flexibility in accurately modelling the true 2 http://www.cv.nrao.edu/~bcotton/Obit.html source count. For completeness we give here a brief summary of the statistics of P(D), providing some specific details on how we applied this to the 3 GHz VLA data. For more detailed derivations see Condon (1974) , Takeuchi et al. (2001) , and Patanchon et al. (2009) .
Probability of deflection
The deflection, D, at any point (pixel) is an image intensity (in units such as Jy per beam solid angle) at that point. P(D) is then the probability distribution of those deflections in some finite region of the image. The differential number count dN (S)/dS is the number of sources per steradian with flux densities between S and S + dS per unit flux-density interval. The relative point spread function (PSF) B(θ, φ) is the relative gain of the peak-normalised CLEAN beam at the offset of a pixel from the source 3 . The image response to a point source of flux density S at a point in the PSF where the relative gain is B is x = SB(θ, φ). The mean number of source responses (e.g. pixel values) per steradian with observed intensities between x and x + dx is R(x)dx (see Condon 1974 , for example), with
The PDF, or probability distribution function, for the observed flux density in each sky area unit (in this case an image pixel) is the convolution of the PDFs for each flux density interval over all flux densities -this is P(D). The convolution in the image plane is just multiplication in the Fourier plane of the individual characteristic functions. In this case D is the total flux density from all sources with the observed flux density x. Thus, P (w) is
and P(D) is the inverse Fourier transform of this,
The P(D) distribution in a noisy image is the convolution of the noiseless P(D) distribution with the noise intensity distribution. Convolution is equivalent to multiplication in the Fourier transform plane, and the Fourier transform of a Gaussian is a Gaussian, so for Gaussian noise with rms σn,
The task then boils down to using the measured P(D) to constrain a model for dN/dS, via R(x), for a given noise and beam.
Implementation
When calculating the P(D) distribution we use very fine binning in flux density: 2 18 bins with bin size = 0.04 µJy beam −1 . The output PDF is then interpolated onto the bins used for the image histogram to perform the fit. We calculate and fit P(D) over the entire range of pixel values in the given image. For the image histogram we use a bin size of 0.3 µJy beam −1 below D = 10 µJy beam −1 . However, for pixels with flux densities above 10 µJy beam −1 there would be very few pixels per bin, because of the small bin size as well as the lack of bright sources in the image; thus a majority would have value 0 or 1. To ensure a large enough number of pixels per bin (to use a Gaussian approximation for fitting) we used expanded bin sizes in the tails. The bin size above 10 µJy increases to ensure a minimum of 10 pixels in all bins. A total of 65 bins were used for the central 5 arcmin region, spanning the range −7 µJy beam −1 to 6900 µJy beam −1 .
Image noise
It is important to have an accurate measure of the instrumental noise in the image for analysis. As mentioned in Section 2 we created 16 images from the different S-band frequency sub-bands. The images created from the UV data should have constant instrumental noise across the images, before any primary beam corrections and neglecting any deconvolution artifacts or contamination from dirty-beam sidelobes (which in our case were small with the largest dirtybeam sidelobe contamination being 0.1 µJy beam 1 ). We used the AIPS task IMEAN to calculate the rms noise values of the CLEANed sub-band images in four large areas well outside the primary beam of each. This ensures that the contribution from source signals in these regions is negligible. The 16 images were combined with weights inversely proportional to the sub-band noise to create the 3 GHz centre image. The noise was then measured again in several large areas outside the 3 GHz primary beam area of the centre image. From these measurements we obtained our noise estimate of σn = 1.012 ± 0.007 µJy beam −1 , constant across the image, before the primary beam correction. For more details on the imaging process and noise measurements see section 2.4 of CO12.
For the basic P(D) calculation using eq. (4), it is assumed that the noise, σn, is constant across the image. However, for our VLA data this is not the case. While the true instrumental noise does not change, because of the primary beam correction and frequency weighting effects, the noise measured in µJy beam −1 increases radially with distance, ρ, from the pointing centre. The noise for the ring of pixels at a radius of 5 arcmin has already increased from 1.08 µJy beam −1 to 1.447 µJy beam −1 . However, the actual noise contributing to the P(D) is a weighted combination of the variance of the rings inside some set radius. Thus, for a circle of radius 5 arcmin the weighted effective noise from all the rings inside is 1.255 µJy beam −1 , as seen as the red dashed line in Fig. 1 . We have to choose an area where the variation in the noise is not too large, since for a P(D) analysis we want σn to be roughly constant. For highest accuracy we would also like σn σc, where σc is the confusion noise; and yet we want the area to be as large as possible to provide the most samples. We chose to carry out the main P(D) calculation within the central 5 arcmin, where the fractional change in the noise has a broad minimum and the effective noise is σc. When binning the pixels for the histogram, weighting must be applied for the histogram to reflect the effective width of σ * n = 1.255 µJy beam −1 . To accomplish this the area is split into sub-rings with radii (as measured from the mid-point radius of the ring) increasing by 0.11 arcmin. A histogram is made for each ring and a value equal to
gives the pixel weight in the kth ring. The σn k is the value of the noise, after the primary beam correction, in the kth ring (the black line of Fig. 1 ). The weights, w k , go as σ −4 n k because in this case the estimator is a variance, and thus the weights go as the square of the variance, or the variance of the variance (see section 3 of CO12, for a more detailed discussion of the noise, weighting, and choice of area). These weights are applied to each ring histogram and the histograms are combined. The rings used for the central 5 arcmin can be seen in Fig. 3 . This weighting scheme takes into account the areas of the rings but also favours the more sensitive (lower noise) rings.
The weighting also affects the uncertainties on the bins for the combined histogram. There are 23 rings in the central area and thus 23 histograms; each of those histogram's bins has Poisson uncertainties of ς i,k = √ n i,k , for the ith bin of the kth histogram (or kth ring). The uncertainties of the combined histogram are then a weighted combination of these such that,
which can be seen compared with the standard √ ni Poisson value in the bottom panel of Fig. 4 . It is these bin uncertainties that are used when model fitting.
Additionally, to increase the amount of data used to constrain the count we ran the fitting in two other zones. The first extends from 5 to 7.5 arcmin, and the second covers from 7.5 to 10 arcmin. The effective noise inside this second zone is 2.005 µJy beam −1 and the effective noise inside the third zone is 3.550 µJy beam −1 . With just the 0 to 5 arcmin zone we are sampling about 8 per cent of the available pixels. The use of all three zones brings that up to around 32 per cent of the image pixels. While this still leaves a large fraction of the total image unused for constraining the count, outside a 10 arcmin radius the instrumental noise overwhelms the confusion noise.
The frequency-dependent primary beam correction, and our weighting scheme, does mean that our image noise is not purely Gaussian, as is assumed in the P(D) calculation. We ran a simulation to see by how much our noise might be deviating from Gaussian and whether this could impact our fitting. We created images of random Gaussian noise, of the same size as our central 5 arcmin and convolved them with a Gaussian the same shape and size as our beam. We then applied the same corrections as to our actual data and created a weighted histogram of each using the process described above. A Gaussian was fit and calculated for each sample noise image, and then the noise image P(D) and that of the fitted Gaussian were both convolved with a noiseless P(D) from a source count model (the specific source PDF used can be seen in Fig. 11 ). After 100 trials we calculated the mean P(D) from the noise histograms, fitted Gaussians, noise histograms convolved with the source model PDF, and fitted Gaussians convolved with the source model PDF. These four means can be seen in the top panel of Fig. 2 , with the ratio of the fitted Gaussians to the noise images shown in the bottom panel. We can see that for the noise alone the true weighted histograms do deviate from Gaussians starting at around 3σ, with the largest deviations being about a factor of 2.5 in the 5σ region. However, once convolved with the source count P(D) the deviation is much smaller. There is then no discernible difference in the two distributions on the positive side. On the negative side the maximum deviation from the Gaussian model is only about a factor of 1.25, and this is only in the 4−5σ range, where in the images there are likely only 0−3 pixels/bin. Thus, with our current data this should not present any bias in the fitting.
Model fitting
We have developed a code to fit P(D) based on a set of input model parameters. The input model need not be a simple power law, and may take on various forms, as long as it is continuous over the chosen flux density range. To fit the parameters we forward-model and use Markov chain Monte Carlo (MCMC) sampling methods. We make use of the publicly available MCMC package CosmoMC (Lewis The dot-dashed black line line is the mean from convolving the noise image histograms with a noiseless source count P(D) and the red dotted line is the mean from convolving the same source count P(D) with the fitted Gaussians. The bottom panel shows the ratios of the means. The black line is the mean from the fitted Gaussians divided by noise image histograms and the red dashed line is the mean from the fitted Gaussian convolution divided by the mean from image convolution. This shows how the noise weighting we apply to our data causes it to deviate from purely Gaussian noise.
& Bridle 2002)
5 , which, while developed for use in cosmological modelling, may be used as a generic sampler, if one provides data, model, and likelihood function. The MCMC code varies the input parameters in order to minimize the chosen fit statistic. Once the chain has past the "burn-in" phase it converges near the minimum and will then sample the parameter space, drawing from the parameter's proposal density to decide on the next step in the chain. A well chosen proposal density can improve the efficiency of the fitting procedure. For all of our chains we first ran sample chains, with about an order of magnitude fewer steps than the final chains, and used these to compute the covariance matrix of the parameters, which we then supplied to the MCMC code to use for the proposal density.
There has been discussion about the optimal choice of statistic to use for P(D) fitting. One possibility is to use the classical χ 2 , as done by Friedmann & Bouchet (2004) and Maloney et al. (2005) . However, the weighting of 1/ni, with ni being the number of pixels in the ith bin, will tend to over-weight the bins when ni is small, giving more weight to the tails of the distribution Since for small numbers the uncertainty is not well modelled by √ ni, this option is not ideal. Another choice is to minimize the more correctly calculated negative log likelihood, as done by Patanchon et al. (2009) and Glenn et al. (2010) . While this method gives proper weighting, the problems come when trying to interpret the goodness of the fit. For the P(D) model with Poisson statistics the log likelihood is defined as
Here N is the total number of pixels in the image, pi is the probability in the ith bin when the PDF is normalised to sum to one, and ni is the the number of image pixels in the ith bin. In the limit that ni 1 this approximates a χ 2 distribution:
where K is a normalisation factor usually taken to be K = (1/2) i (N pi). However, when the log likelihood of eq. (7) does not equal the left hand side of eq. (8) it can be difficult to determine K and therefore difficult to interpret the log likelihood.
Neither of these two methods takes into account the fact that the pixels in the map (and hence bins in the histogram) are correlated. Due to the sources and noise being convolved with the beam, values in one location will affect neighbouring pixel values within an area roughly equal to the size of the beam (or the size of the beam area divided by 2 in the case of the noise; for further explanation see CO12). Furthermore, one source, when convolved with the beam, will contribute pixels to multiple bins. Ignoring these issues will underestimate the uncertainties of the bins and correspondingly the uncertainties of the fit parameters.
When dealing with correlated variables the ideal solution is to use the generalised form of χ 2 , which includes the covariance matrix of the data. However, tests run using simulated images show this correlation matrix to be highly dependent on the underlying source count model. As we do not know in advance the true source count for our data, we want to avoid biasing the results by using a covariance matrix calculated from simulations performed with only an approximated source count.
In order to remove the bin-to-bin correlations we instead sampled the image using a grid of positions with spacings of one beam FWHM. This should ensure that the pixels are approximately independent and correspondingly that the histogram bins are also independent. Of course the optimal sampling will be a compromise between reducing the correlations, and not losing too much fine-scale information, so it is certainly necessary to test that sampling with 1×FWHM spacing is close to the best choice.
We tested the effectiveness of this method using simulations. We used a simple broken power-law source count of slope −1.7 for flux densities less than 10 µJy and −2.3 for sources brighter than 10 µJy, to generate sources that were randomly placed in an image with the same number of pixels as our data image. We convolved these sources with a beam of the same size as ours, and added them to beam-convolved Gaussian noise with σ = 1.255 × 10 −6 . We simulated 20,000 realisations in this way, made full histograms of each and also created histograms using pixels sampled from a grid with spacings of FWHM/ √ 2, 1×FWHM, and √ 2×FWHM. We computed the mean number of pixels per bin from these and then computed the corresponding correlation matrix. Each entry in the correlation matrix was computed such that,
the diagonals of which are equal to 1. The correlation coefficient, ρi,j, is equal to Ci,j/ςiςj, where Ci,j is the covariance of the ith and jth bin. One row from this matrix, near the peak of the histogram, is plotted in the top panel of Fig. 4 . This shows that by taking FWHM-separated samples from the grid we remove nearly all of the correlation between However, it is important to realise that the situation in interferometry is fundamentally different than for single dish data. In direct imaging observations the instrumental noise is (ideally) independent at the map level, and hence it makes sense to further smooth this by a kernel of approximately the beam size (as shown in figure 3 of Patanchon et al. 2009 ). However, for interferometric imaging, the noise is independent in the Fourier plane, and when going to the image plane has already been convolved by the synthesized (dirty) beam. Chapin et al. (2011) found from simulations of sub-mm data that in the very confused regime the optimal filter is the inverse of the PSF in Fourier space, i.e., the map is de-convolved by the beam; and in the regime dominated by instrument noise the optimal filter is the PSF. In our case, with σn σc our current weighting scheme may not be optimal for P(D), but is likely close. To determine the ideal weighting and filtering scheme for our type of data would require a more thorough analysis, starting in the Fourier plane and looking at ways to optimize before transformation to the image plane, rather than applying filters post transformation. This is beyond the scope of this paper. the bins; the off-diagonals of the gridded simulation are all zero within statistical error. The samples with grid spacings of FWHM/ √ 2 showed higher off-diagonal correlations. The √ 2×FWHM samples have roughly the same correlations as using 1×FWHM, but with lower resolution. Thus we chose to use grids with the FWHM spacing.
The images we use have a beam width of approximately six pixels. Hence the FWHM grid which samples the image could be shifted in RA and Dec, with 36 different choices possible without repeating any pixels. An example of the grids can be seen in the top panel of Fig. 3 , where the blue mini-crosses represent the positions of the image pixels selected for binning that grid. From the 36 histograms we are able to compute the scatter for each bin, which can be used as a check on the calculated bin uncertainties described in eq. (6).
We chose to carry out the MCMC fitting by minimising
where the uncertainties used were not the usual Poisson √ ni error bars, but rather (due to weighting effects from the primary beam) those from eq. (6). We performed MCMC trials on our VLA data using both eq. (10) and eq. (7) (both using the gridded image histograms). Comparisons of the output fit parameters for the different methods can be seen in Fig. 5 . Although the outputs from the two methods are consistent, because the value of the log likelihood does not equal the χ 2 /2 it is difficult to interpret the goodness of the fit.
Also in Fig. 5 we show the gridded method against the results of a trial using all of the image pixels. The output is not significantly different for the parameters; however, as mentioned, the full resolution method underestimates the limits, the 68 per cent error region being roughly a factor of 1.5 to 3 times smaller in log 10 dN/dS. We know that the fits performed with the gridded data use approximately independent samples. Even though we do lose some resolution we believe this method to be more statistically robust and to model more accurately the variance and correlations.
CHOICE OF MODEL
In CO12 a single power-law model was fit to the data in this field. The best fitting single power law in the range 1 < S < 10 µJy was dN/dS = 9000S −1.7 Jy −1 sr −1 . It was noted that power law models from Condon (1984) , dN/dS = 9.17× 10 4 S −1.5 Jy −1 sr −1 , and Wilman et al. (2008) simulations, dN/dS = 2.5 × 10 4 S −1.6 Jy −1 sr −1 , were both reasonably good approximations to the data in this range (assuming α = −0.7 to convert from 1.4 GHz to 3 GHz). However, it is the case that no single power law fits well across the whole µJy region.
Modified power law
Since the single power-law model had already been explored, we first decided to try fitting a modified power law of the form dN dS = κS α+β log 10 S+γ(log 10 S)
in the range 0.01 < S < 60 µJy. For S > 60 µJy we connected the modified power law to the model from Condon (1984) (scaled to 3 GHz using α = −0.7), where this model is in good agreement with known counts. We chose the cutoff at 60 µJy so that we would fit the data not just in the µJy region but also in the slightly brighter area where the count from Owen & Morrison (2008) was found to be higher than expected at 1.4 GHz. We fit for α, β, and γ, while κ was calculated as a normalisation constant to ensure continuity at S = 60 µJy. The results are presented in Section 6. While the modified power law is a better fit than a simple power law, one would still like to be able to constrain the shape of the count in more detail over different intervals of flux density. With the modified power law, the fit parameters are not very sensitive to the region S σn, even though there is still information in the image at these faint flux densities. This model also does not allow us to investigate the faintest limits for which constraints are still possible. Therefore, we have followed the approach of Patanchon et al. (2009) and Glenn et al. (2010) and fit a phenomenological parametric model of multiple joined power laws, allowing for more variation in the shape of the count. In this approach we fix the position in log 10 (S) of a fixed number of nodes, and fit for the node amplitude of log10 dN/dS. Between the nodes the count is interpolated in log space to ensure a continuous function, with the count outside the highest and lowest nodes set to zero. The node amplitudes do not actually represent the value of dN/dS at the positions of the nodes, but rather represent an integral constraint on some region surrounding the node. Therefore, the best-fit position of any given node depends not only on the underlying source count but also on the number, or spacing, of the nodes, and also the type of interpolation used between the nodes.
Node-based model
The choice of the number and position of the nodes is somewhat subjective. There need to be enough nodes across the flux-density range to be able to account for changes in the underlying count, and the choice is also influenced by the resulting uncertainties on the parameters. The fits of the node positions are degenerate; neighbouring nodes will be most strongly correlated, and so, adding too many nodes will increase the correlations and parameter degeneracies. We examined trials using five, six, and eight nodes. We found that there was no significant change in the ∆χ 2 with the total of eight nodes, and with six the results were most consistent over repeated trials. Comparison of the results with different number of nodes can be seen in Fig. 5 ; based on this, we decided to fit six nodes, spaced roughly evenly in log 10 S. The value of the faintest node is to be considered only as an upper limit, since the code cannot distinguish between low amplitude values and zero. Therefore, the situation is effectively that we fit five well constrained nodes and one upper limit. In the P(D) calculation we also considered two additional brighter nodes at fixed dN/dS values. The highest node is far above any source in our field, and it was found that changing its value during P(D) calculation had no effect on the output. The second highest is also in a very sparsely populated flux density area for our image (only one source brighter). These two node positions are in a well-constrained range of the 1.4 GHz source count, so rather than fitting for these nodes their values were estimated from existing 1.4 GHz source counts, scaled to 3 GHz using α = −0.7. Adding these extra nodes is essentially the same as adopting a prior on the brightest count region considered.
The positions for the six nodes were chosen through trial and error. We found that the results were not sensitive to a faintest node below −7.3, in log 10 (S), and thus this position was chosen for the lowest node. For the second faintest node, we found that any nodes placed in the region between the faintest and ∼ 0.25σn were difficult to constrain and very degenerate for more than one in that region. We therefore chose to place the second node at about a quarter of the instrumental noise, which produces reasonably robust constraints. As far as the spacing between the second and sixth nodes, the requirements are to have fairly evenly spaced nodes in log 10 (S), while still having at least one node in the µJy region, one near the Owen & Morrison (2008) flux density limit, and one between that and the fixed node near our brightest flux density. We ended up with four nodes (three power laws) encompassing the region from 0.2 to 17.2 µJy, fully covering the region fit in CO12 and the Owen & Morrison (2008) sources. Although the node placement was fixed, to make sure that the precise positions did not bias the results we also ran chains at ±0.1 in log 10 S of the centre nodes, the results of which can also be seen in Fig. 5 . Since no discernible difference was observed when varying the positions, for the rest of the analysis the centre positions were adopted.
Since the source count comes from a redshift integral over luminosities, the count must be continuous between Smin and Smax. Smax is set by the flux density of the brightest node, 0.0126 Jy, which, as above, was chosen to be brighter than any source in our image, but not so bright as to greatly increase the range (so that our bin size could be kept as small as possible). Smin in our case is set by the number of bins, and is thus 0.0126/2 18 = 0.04 µJy. Since we are fitting for nodes at only a few positions, it is necessary to interpolate the count between the nodes. As well as using linear interpolation (multiple power laws), we considered a cubic spline model, with the cubic spline interpolation done in log 10 dN/dS and log 10 S. We ran chains using both models while keeping other variables fixed, and compared the output, which can be seen in Fig. 5 . The comparison is not straightforward, since the values at each node do not have exactly the same meaning, being effectively integral constraints over different flux density regions. However, the two methods produce very similar results: the marginalised means are almost exactly the same, but the uncertainties in the fainter regions are larger for the cubic spline model. For simplicity we decided to use the power-law model for the rest of the analysis.
Some additional constraints on the fitting parameters were applied to ensure physically reasonable results. A prior on the background temperature from the integrated count was used. It was set as a cut-off, such that any count model yielding a temperature greater than 95 mK at 3 GHz was not considered. This was imposed to allow the count to produce (but not overproduce) the background temperature seen by ARCADE 2 of around 70 mK. This is a very weak prior, and hence very reasonable to impose, as it not only exceeds the ARCADE 2 value but also greatly exceeds previous source count temperature estimates of 13 mK. It is important to set some limit on the amplitude of the faintest nodes, where the data constraints are weakest. For the brighter nodes, a starting estimate of the count was given by approximating known source counts around the node at 1.4 GHz scaled to 3 GHz. High and low cut-offs were placed on the nodes, limiting the region to be sampled. These were chosen based on the observed high and low count values in the region around the node measured using the compilation of 1.4 GHz source counts from de Zotti et al. (2010) , scaled to 3 GHz. For the nodes fainter than the current cut-off as set by Owen & Morrison (2008) , starting estimates were based on the scaled Condon (1984) model at 1.4 GHz. Limits were placed on the sampling space by extrapolating two lines (in log-log space) from the current cut-off, one with a positive slope and one a negative slope. The extreme allowed values for the last node, at ∼ 0.05 µJy, were 20 and 14 (in log 10 [dN/dS]). This yielded a wide area to be sampled in a region where no previous information existed.
It is very important to have an accurate value for the instrumental noise in this calculation, because it convolves the noise-free P(D) distribution. Unless σn σc, then small changes in σn can have a significant effect on the output, particularly in the faint flux density regime. Our estimate for the confusion noise is roughly the same as our estimate of the effective instrumental noise inside the 5 arcmin ring, σc = 1.2 σ * n = 1.255. Since our noise estimate comes from a weighted average of the instrumental noise of the 16 frequency sub-band images, and then a weighted average of the noise after primary beam correction, any errors in the measurement or calculation of those would affect our calculated noise value. To allow for the possibility of uncertainty in our noise value we performed the MCMC P(D) fitting with: (1) the noise fixed at the calculated values for σ * n for each model; and (2) allowing the noise to be a free parameter. In this latter case the calculated noise value was given as a starting estimate for the fitting and we allowed a sampling range of (1.255 ± 0.05) µJy beam −1 . In the modified power-law case the marginalised mean for the noise is σ * n = 1.268 ± 0.005, while the node-based model gives a marginalised value of σ * n = 1.250 ± 0.006. These are consistent with the original estimate of 1.255 µJy beam −1 . The results of fitting with the noise being variable versus fixed can be seen in the bottom left panel of Fig. 5 . The noise parameter is strongly degenerate with the faintest two node amplitudes. These nodes do not contribute much to the bright tail of the P(D), but mainly affect its width. This explains why, for the variable noise case, the faintest two nodes are slightly higher than in the fixed noise case, since the fitted σ * n is smaller. For both models the fixed and variable noise results are consistent within uncertainties. For the rest of the analysis only the fixed noise results are used.
In terms of the multiple noise zones, the three zones were all fit independently; the results are shown in Fig. 5 . We also fit all three zones simultaneously, such that the fit χ 2 was a sum of the individual χ 2 s. So in this case we minimized
where χ 2 i is the χ 2 of eq. (10) from each zone for a given set of input model parameters. The results presented in Section 6 report the fitting of just the first zone (with the lowest noise) and the three zones together ,for both the modified powerlaw model and the node-based model.
SIMULATIONS

SKADS simulated image
To test our model and statistical approach we used data from the SKADS (Square Kilometre Array Design Studies) SKA Simulated Skies (S 3 ) simulation (Wilman et al. 2008 ). The S 3 simulation is a large-scale semi-empirical model of the extragalactic radio continuum sky at several frequencies. The simulated sources were drawn from calculated luminosity functions, with evolving bias factors b(z) for different galaxy types (radio-loud AGN, radio-quiet AGN, and starforming galaxies). These were inserted into an evolving dark matter density field. This simulation, therefore, has realistic approximations of the known source counts and contains both small and large-scale clustering. Using these data allowed us to test not only the functionality and accuracy of our code, but also any effects that small-scale (beam-sized) clustering might have on the output, by comparing the fitted model to the known input.
We used the simulated data at 1.4 GHz, the closest frequency in the simulation to our VLA data. The full size of the simulation is 400 deg 2 , from which we extracted the central 1 deg 2 . The simulated image was constructed to have the same beam and pixel size as our VLA data. Random (beamconvolved) Gaussian noise was added to the simulated image, with σn = 2.14 µJy beam −1 rms. This noise value is slightly larger than that of our VLA image central 5 arcmin due to the simulation being at 1.4 GHz instead of 3 GHz. The model count was set up as described in Section 4, with six variable nodes and two fixed ones. The faintest node was set at 10 nJy, as this was the faintest flux density simulated in the data. The second node was set at 0.1σn.
The output from the MCMC fitting to the simulated data can be seen in the top panel of Fig. 6 and the P(D) distributions are shown in Fig. 7 . The plot shows the marginalised mean amplitudes from each parameter's likelihood distribution for all six nodes. The values for the six nodes and the χ 2 values at each point in the chain can be used to compute 68 per cent confidence intervals (useful for examining the full likelihood surface, since there are shape changes due to the parameter degeneracies, as discussed in Section 6.2). The results from this simulated image indicate that our fitting procedure is unbiased; the input source count model is always within the relevant confidence regions. There is some slight deviation from the input count for the faintest three nodes. This is perhaps not unexpected, since this region is well below the instrumental noise. However, while the error bars on the faintest node are large, it is important to note that that the count is still constrained; even the 95 per cent limits for this node do not reach the high and low limits given to the MCMC routine. The marginalised mean for the faintest node is within 1 per cent of the input value, even though this is two orders of magnitude below the noise limit. This test shows that the method and model are not only capable of fitting the underlying source count of an image, but that there is still information about the count well below the instrumental noise, as long as that noise value is known well.
Clustering and source sizes
The simulated image included sources with varying sizes, sources with multiple components, and the underlying clustering information. In Wilman et al. (2008) the angular two-point correlation function, w(θ), is shown for the full simulation; this is a little higher than measurements made by Blake et al. (2004) at a somewhat brighter flux density limit. We computed w(θ) for the specific 1 deg 2 simulated sample. The function w(θ) is usually approximated by a power law of the form w(θ) = Aθ −α ( or sometimes written as w(θ) = (θ/θ φ ) −α ). Blake & Wall (2002a,b) found A = 1.0 × 10 −3 and α = 0.8, using data from the the NRAO VLA Sky Survey (NVSS; Condon et al. 1998) . We assumed α = 0.8 and calculated θ φ for the subset of simulated data we used. Using all the sources down to the limit of 10 nJy we found θ φ = 1.6 × 10 −5 deg or 0.06 arcsec. The sources are certainly clustered on the scale of our beam ( 8 arcsec), but very weakly, because θ• (the angular scale for non-linear clustering) is so small compared with our synthesized beam size. Our P(D) calculation does not take into account any clustering correction. It also does not account for source sizes, but assumes that all the sources are unresolved. While Gaussian noise σ=2.14 µJy beam −1 P(D) model fit Image histogram Figure 7 . Comparison of pixel histograms from 1.4 GHz simulation (red dots) with the output of the marginalised means model P(D) using as input six variable nodes (solid line) and a fixed σn = 2.14 µJy beam −1 noise level (dashed line).
in the case of both the VLA data and the simulated data, many of the sources are smaller than the beam, we know that this is not the case for all of them. In the simulated data there are roughly 700,000 sources, with a mean major axis size of 1.4 arcsec and mean minor axis of 0.8 arcsec, giving a mean source solid angle of Ω 1.27 arcsec 2 (before convolution with the beam). This is much smaller than our beam solid angle of 72.3 arcsec 2 . To test what kind of effect source sizes and clustering have on the model fitting, two other images were made. The first kept the source position information, so that any clustering would be preserved, but all source size information was neglected. Every source, single and multi-component, was set to a single delta function with flux density equal to the total source flux density, and then this was convolved with the beam. The second image also had all the sources as delta functions, but in this case the positions were randomised as well, so that the sources were unclustered. The MCMC fitting was rerun on histograms from these two simulated images with all other factors being the same. The results from fitting each of the three images are compared in the bottom panel of Fig. 6 .
The amplitudes and error regions of the three brighter S nodes are the same in each case. The only differences are for the faintest nodes, which are more difficult to constrain. Comparing the full image with the case where no size information is present, we see that the full image case is higher; as anticipated given that with the larger source sizes one might expect more blending, more bright pixels, and a slightly wider histogram. When comparing the case with randomised positions and unresolved sources, again the results are the same down to about the noise level, although fainter than this does give lower values. This again is expected, due to the lack of both source sizes and clustering. Clustering within the beam will tend to boost the pixel values after beam convolution, producing a slight widening of the distribution (see Takeuchi & Ishii 2004) . We would expect these fainter nodes to be of lower amplitude without clustering, as seen. When not accounting for source sizes or clustering, the largest fractional change in node amplitude from the full image is 2.3 per cent at the first node, 2.2 per cent for the second node, with the others all 1 per cent or less; all of the values lie within the 68 per cent confidence limits of the full simulation. These results make us confident that neglecting the effects of clustering and source size when fitting our real data results in no significant bias.
Regarding the issue of source sizes, it is important to note that P(D) counts are much more robust than comparably deep individual source counts. This is because P(D) counts use a much bigger beam. For example, our 8 arcsec P(D) beam corresponds to about one source per beam. Individual sources can be counted reliably only if there are at least 25 beams per source. This means the beam width for individual counts can not be much bigger than 8./ √ 25 ∼ 1.6 arcsec, which is quite close to the mean source size in the SKADS simulation and would require large corrections for partial resolution of the sources.
RESULTS
Estimated number counts
For all the models investigated here we report the means from the marginalised parameter likelihood distributions for the variable parameters and any derived parameters. This is done both for fitting just the first noise zone and for fitting all three zones simultaneously. The limits listed are 68 per cent (upper and lower) confidence limits for the marginalised means, except for the first node which is only an upper limit. We can also compare these results with the single powerlaw best-fit from CO12 and with a compilation of known source counts from de Zotti et al. (2010) . The confusion noise is measured from the noiseless P(D) distribution (eq. (3) with the noise term set to zero). Calculating the standard deviation is not an accurate way of finding σc, since it is such a skewed distribution. Instead we found the median and D1 and D2 such that
when normalised such that the sum of the P (D) = 1, since in the Gaussian case 68 per cent of the area is between ±1σ. Then we took σc = (D2 − D1)/2. The confusion noise values for the different models are listed in Tables 2 and 3 . The value estimated from the single power-law fit in CO12 is 1.2 µJy beam −1 , in the middle of our range of 1.05 σ * c 1.37 µJy beam −1 . The MCMC fitting was first run with the modified power-law model. The results from these runs are listed in Table 2 , with the fits scaled to 1.4 GHz plotted in Fig. 8 . The data and model P(D) distributions can be seen in Fig. 9 , along with the noise distributions and model noiseless P(D) distributions. Above about 3 µJy all the fits are consistent. Below this the results from fitting the three noise zones simultaneously fall off faster than the fits from the first noise zone alone. The results for the node-based model are listed in Table 3. The slopes and normalisation constants for the interpolated power laws between the nodes, of the form dN/dS = kS γ , are listed in Table 4 . The source counts from these models are plotted in power law has the advantage of being a single continuous function, as well as having less fit parameters. However, the node-based model allows for a larger range of possibilities than the modified power law and is much more sensitive to the count below the noise level, as it is able to fit that region with little to no effect on the brighter values. With this model, the count for the one-zone case is above those from the three-zone case in the faint region, although the marginalised means are almost identical.
Parameter degeneracies
The values of the parameters are highly correlated, particularly between adjacent nodes where the correlation is negative. This means that the errors on the number count parameters will also be correlated, giving non-Gaussian shapes to some of the joint likelihoods of the two parameter distributions. Sources at a given flux density contribute to many different P(D) pixel values when convolved with the beam. This means that some sources could be effectively moved from one flux density bin to another, still retaining the same shape for the resulting histogram. This is illustrated in the confidence regions plotted with the source counts (see Fig. 5 ). Instead of being straight power laws from one parameter's upper limit to the next, the confidence regions tends to "bow" inwards between the two nodes; as one node amplitude is raised the amplitude of the neighbours must decrease. This degeneracy is strongest for the fainter flux densities, as they are not only degenerate with neighbouring nodes, but also with the instrumental noise. The Pearson correlation matrix for the two cases is Table 3 . Marginalised mean amplitudes for the six fit nodes and two fixed nodes at 3 GHz, given separately for the deepest noise zone and for all three noise zones fit simultaneously. The brightest two nodes were fixed to values estimated from known counts at 1.4 GHz and scaled to 3 GHz using α = −0.7. listed in Table 5 , and the 2D likelihood distributions are shown in Fig. 12 . The degeneracy means that adding more nodes in the fainter regions does not improve the fit. We would require lower instrumental noise, as well as increased resolution, to benefit from extra nodes. Figure 10 . Source count at 3 GHz from MCMC fitting of the node-based model using six free nodes and two fixed nodes. Points and corresponding lines are the node marginalised means, with the red dashed line being from all three noise zones (out to 10 arcmin), while the blue solid line is from one zone (5 arcmin). The dot-dashed lines are 68 per cent confidence regions (purple for Zone 1, orange for all three zones). The top panel uses the Euclidean normalisation, while the bottom panel has the S 2 normalisation indicative of contribution to the background temperature.
Background temperature
We can obtain an estimate of the contribution from discrete sources to the radio background temperature from our new source count. The source count and the sky temperature at a frequency ν are related by the Rayleigh-Jeans approximation,
In the above equation kB is the Boltzmann constant, and T b is the sky temperature from all the sources brighter than Smin. Equation (14) is also equivalent to
It is for this reason that in Figs. 8 and 10 the bottom panels show the source count weighted not by the Euclidean S 5/2 but by S 2 . This alternate weighting of S 2 dN/dS is proportional to the source count contribution to the background temperature per decade of flux density. With such a plot the source count must fall off at both ends to avoid violating Olbers paradox; for this reason it is also the case that the brighter side must turn over at flux densities brighter than we have plotted.
Using eq. (14) we are able to obtain estimates for the discrete-source contribution to the background temperature from our results. Integrating the MCMC output at each step in the chains allows us to look at the distribution of temper- atures. Fig. 13 shows the histograms obtained from the modified power-law fitting for both noise zone cases at 3 GHz, as well as scaled to 1.4 GHz; the same is shown in Fig. 14 for the node-based model. For the modified power-law fits we integrated over the flux density range 0.05 S (µJy) 60 and used the values from the Condon (1984) model for 60 < S (µJy) < 10 9 . For the node-based model the fit results were used in the range 0.05 < S (µJy) < 1.26 × 10 4 and the Condon (1984) model for 1.26 × 10 4 < S (µJy) < 10 9 .
The outputs obtained from the MCMC fitting allow us to compute 68 per cent confidence intervals for each distribution, as well as the means, medians, peaks, and values from the source counts from the marginalised means from each parameter. These values are listed in Table 6 . The values from the different models and noise settings are all consistent. These yield a background temperature of around 14.5 mK at 3 GHz, corresponding to 115 mK at 1.4 GHz. The distributions from the node-based models tend toward higher values and have more elongated tails. Because of this skewness, the 68 per cent confidence limits for these two distributions are computed from the median instead of the mean. This skewness is simply due to the fact that this model allows for more possible values in the faintest region, letting the faintest node rise to higher amplitudes, thus affecting the integrated temperature. 
DISCUSSION
Systematics
Image artefacts
This P(D) fitting technique assumes that the instrumental noise is Gaussian and well characterised. In practice our image noise is very nearly Gaussian, with the highest contamination from dirty beam sidelobes being only about 0.1 µJy beam −1 . There is, however, another effect that contributes to the shape of the histogram: it appears to have a tail of excess negative flux density pixels and thus does not drop off in a purely Gaussian way on the negative side. When looking at the image it is clear that the pixels responsible (with values > 5σ, even considering the primary beam correction) are all clustered around the brightest two sources, with almost all of them around the brightest source in the image which is about 7 mJy, right at the edge of the 5 arcmin ring.
It is clear that this is an artefact caused by the imaging and cleaning process, or by asymmetry in the antenna pattern. The VLA antennas use alt-az mounts which cause the antenna pattern to rotate on the sky with parallactic angle. The support legs for the secondary introduce asymmetries in the antenna pattern, which, when combined with the rotation with parallactic angle, cause sources away from the pointing centre to appear variable. This in turn causes areas of negative excess pixels around brighter sources. The effect gets stronger with distance from the field centre, with increasing frequency, and source brightness. When examining the 16 sub-band images it does seem that this effect increases in strength with frequency. However, it is difficult to say if this is truly the cause, as beyond 5 arcmin there are very few bright sources. To be able to remove this effect we would need detailed measurements of the antenna beam pattern at S-band. Such measurements have not yet been made; we hope that future imaging will be able to correct for artefacts of this type.
With the current data the presence of this negative tail seriously affects the MCMC fitting. Since there is a large deviation from the predicted P(D) calculation with Gaussian noise, attempting to fit the entire histogram gives too broad a distribution, and too low a peak. The fitting procedure inflates the faintest (and possibly second faintest) node to higher amplitudes to achieve this. Without being able to correct or model the antenna pattern we simply masked out the negative pixels around the 7 mJy source and a smaller region near a second (1 mJy) source. This decreased the total number of pixels used by about 0.2 per cent. We also masked the negative pixels in the second noise zone around this source, decreasing its number of pixels by 0.07 per cent. The negative side of the image P(D) can be seen in Fig. 15 . Red points indicate the image values, while the black line is the P(D) model using the node values from the first noise zone fitting. The blue line shows the image values after masking out the negative regions. Tests run on the masked and unmasked versions clearly show that the masking has no effect on any nodes other than the first two, which become artificially inflated in the unmasked fitting. Thus we feel justified in performing the masking. All of the results presented in Section 6 were fit using the masked images.
Weighting
New data reduction and imaging challenges arise from the 2 GHz bandwidth of the VLA at S band. Across this bandwidth there are substantial changes in the synthesised beam size and the primary beam, as well as source flux-density changes due to the spectral dependence. In our particular case each sub-band was imaged independently (although cleaned simultaneously), with weighting and taper factors applied during cleaning to force the synthesized beams to be the same size. In the narrow-band case changes due to the frequency bandwidth are usually small and thus weighting to produce an image at the centre frequency of the band does not usually need to include any spectral dependence. With wide-band data this type of weighting scheme would maximize signal to noise only for sources with α = 0. Instead one could perform a weighted fit of the spectral dependence in each pixel of the 16 sub-band images, correct for the primary beam spectral dependence at the distance of each pixel from the centre, and use that value to calculate the flux density at the centre frequency. However, this requires having enough signal-to-noise in each pixel to obtain an accurate fit. The weighting scheme we used was
where i labels the sub-bands, σni is the noise in each subband image, and A(ρ, νc) is the primary beam value at pixel distance ρ and sub-band frequency νi. Using these weights the 3-GHz pixel values were given by
with bi being the pixel brightness in the ith sub-band. This combination is designed to maximize the signal-to-noise ratio for sources with α = −0.7, the average spectral index for faint sources in this frequency range (e.g. Condon 1984 ). However, it is possible that this choice of weighting scheme might have affected our P(D) results. To test this we created two new wide-band images with different weightings applied. One image was made using α = −0.45 and one with α = −0.95. The MCMC fitting was rerun on both of these images, leaving the noise as a free parameter, since changing the weighting could have also affected the noise level. The marginalised mean values for the noise are σ * n = 1.259 µJy beam −1 for α = −0.45 and σ * n = 1.245 µJy beam −1 for α = −0.95. The results of the MCMC fitting can be seen in Fig. 16 , compared with the α = −0.7 case with variable noise. There is very little difference in the fits. The largest fractional difference between the marginalised fits is still only 0.6 per cent for the third node between the −0.7 and the −0.95 cases. Therefore, it does not appear that the spectral dependence of the weighting has a significant effect on the output.
Comparison with other estimates
CO12 found that the best-fit slope for a single power-law in the µJy region was γ = −1.7. It was noted that at the fainter end a shallower slope of γ = −1.5 or −1.6 might be better. Looking at the slopes between our fit nodes and the earlier result, we have three power-law sections that cover this region: between the second and third nodes corresponds to the region 0.2 S (µJy) 0.5; between the third and fourth nodes is the region 0.5 S (µJy) 2.9; and between the fourth and fifth nodes is the region 2.9 S (µJy) 17.2. The slopes for these regions can be seen in Table 4 . For the faint part of the region our slopes range from −1.23 to −1.65, while for the brighter part they range from −1.69 to −1.78. The new results therefore agree well with a −1.7 slope for the brighter part of the µJy region and do seem to suggest a shift to a shallower slope in the µJy regime. Our χ 2 value of 153.0 for N dof = 149 over the full 10 arcmin is lower than those we obtain with a single-slope model of slope −1.7, where χ 2 = 249.1 for N dof = 153 (or a slope of −1.6, which gives χ 2 = 292.3). By using the node-based model instead of the single power-law model the improvement in the fit yields ∆χ 2 = 96.1, which is a highly significant improvement for 149 degrees of freedom. Condon (1984) used the local luminosity function to constrain the epoch-dependent spectral luminosity function of extragalactic radio sources, finding a simple model based on luminosity, redshift, and frequency that accurately predicted the source count at 1.4 GHz at that time. This model shows two peaks in the S 2 dN/dS source count, one dominated by starburst-powered galaxies peaking at 50 µJy, and the other dominated by AGN-powered galaxies peaking near 0.1 Jy. In the brighter flux density range, where there is a large amount of observational data, this model describes the source count well. We have plotted this Condon (1984) model against our fits for comparison in Fig. 17 . At the brighter end of the count, S 90 µJy, there is good agreement between this model and all of our fits. In the region S 3 µJy the model is also within the uncertainties for all the node-based fits, and lines up quite closely with the marginalised mean fits. However, in the region 3 S (µJy) 90 the Condon model is consistently below our fits, both from the node-based model and the modified power law. In this region the dominant component of the Condon model is star-forming galaxies. The discrepancy between the model and our source count results suggests the contribution from these galaxies is greater than previously thought. If the star-forming component from Condon's model is increased by roughly a factor of 2 it would match quite closely. It is clear that any successful models should not deviate too strongly from the Condon (1984) model, but may need a slightly different treatment of star-forming galaxies.
We have also compared our results with the empirical model from Béthermin et al. (2012) . This model is derived from the infrared luminosity functions of star forming galaxies, broken into two groups: 'main sequence' galaxies and 'starburst galaxies', combined with new spectral energy distributions from the Herschel observatory as well as source counts from a range of IR and submm wavelengths. The Béthermin model was scaled to 1.4 GHz assuming a non-evolving IR-radio correlation of qTIR ≡ log
= 2.64 out to high redshift and a spectral index of α = 0.8. This model is plotted in Fig. 17 , with our best fit results, as well as the Condon (1984) model and CO12 power law. In contrast to the Condon (1984) model, the Béthermin model matches our results quite closely in the region 1 S (µJy) 50, where the star-forming contribution is dominant. However, for 50 S (µJy) 1000 the model drops below our best fits, as well as the Condon (1984) model, and is clearly underpredicting the observed counts. From figure 3 of Béthermin et al. (2012) this is the region where the main sequence contribution starts to decline and where the starburst contribution peaks. If the starburst contribution is increased by a factor of around 3 then the model in this region more closely approximates the other estimates. All of our model fits, even allowing liberal uncertainties, lie below the source-count values from Owen & Morrison (2008) . These points are highlighted in red in Fig. 18 ; they seem to level off, or rise, toward fainter flux densities. We do not see any such indication for our results, all of our model fits declining in amplitude within this region and beyond. As discussed in CO12 we believe this discrepancy to be mainly due to incorrect source size corrections in constructing the earlier source count estimates. Higher resolution VLA observations at 3 GHz would resolve the size issues definitively.
As to the matter of the ARCADE 2 excess emission, it seems unlikely from these results that it could be coming from discrete sources. All of our model fits, both node-based and modified power law, as well as the single power-law from CO12, imply a background temperature at 3 GHz of around 13 mK. Using the fit provided in Fixsen et al. (2009) to scale the ARCADE 2 result from 3.2 GHz to 3 GHz yields a temperature of 62 mK, far outside the uncertainties in our results.
There is no indication in our results of any new population of sources. Fig. 18 shows two possible bumps (representing new possible populations) that would integrate up to the extra temperature necessary to account for the AR-CADE 2 result. These were modelled as simple parabolas in the log 10 [S] − log 10 [S 5/2 dN/dS] plane, with fixed peak position. The bump peaking at around 2 µJy is clearly much higher in amplitude than any of our fits. Any kind of new population peaking above about 50 nJy can be ruled out. Of course there is still the possibility that a new population could exist that is even fainter than our current limits, peaking somewhere below 50 nJy. The fainter bump shown in Fig. 18 is one such example. However, the source density required for such sources to contribute significantly to the background is extreme.
Between the faintest two nodes, 0.05 µJy and 0.20 µJy, and particularly near the faintest node, the count is not well constrained and the uncertainties do allow for a rise in the count. We therefore cannot rule out bumps with peaks fainter than 10 nJy. However, as the peak goes to fainter flux densities the bump needs to increase in width or height to produce the required background temperature. Note that any such population would far exceed the total number of known galaxies, as well as requiring a complete departure from the radio/far-IR correlation. Figure 17 . Source counts at 1.4 GHz of models and observed counts. Black points are known counts compiled from de Zotti et al. (2010) . The green line is a single power-law fit from CO12, with surrounding error box. The yellow line is the evolutionary model from Condon (1984) . Red solid line and points are the best fit results from the MCMC fitting of the node-based model (three noise zones out to 10 arcmin). The dashed lines are 68 per cent confidence regions. The blue solid line is the best fit results from the MCMC fitting of the modified power-law model (three noise zones out to 10 arcmin). The results from this paper have been scaled to 1.4 GHz assuming a spectral index of −0.7. The purple solid line is the evolutionary model from Béthermin et al. (2012) . The left panel uses the Euclidean normalisation, while the right panel has the S 2 normalisation. Table 7 . Marginalised parameter means for the best fit (threezone) node model and modified power law model scaled to 1.4 GHz using α = −0.7. The form for the modified power law is given in eq. (11) Node 1. to these data we have developed a novel and thorough P(D) analysis that has revealed the structure of the 3-GHz source count down to 0.1 µJy.
CONCLUSIONS
The novel features are the following.
(i) We have modelled the source count by a series of nodes joined by short sections of power-law form (Patanchon et al. 2009 ). In this way, there is no prescription, assumption or constraint on the form the count might follow. The parameters in our model then simply become the node values.
(ii) We have used Markov chain Monte Carlo sampling throughout to provide unbiased determinations of the parameters and accurate estimates of parameter uncertainties. This demonstrates with clarity the dependence on flux density, how the inter-parameter dependencies increase with decreasing flux density, and the faintest limits to which P(D) is sensitive.
From the use of these novel techniques we have drawn the following conclusions.
(i) The MCMC approach shows that the uncertainties are dominated by sample variance rather than systematic effects, at least at the high end of the count. Hence a wider image at the same depth would lead to an improved estimate of the source count.
(ii) Our results are broadly consistent with the single power-law slope of −1.7 found by CO12, although differing slightly in detail. They show that the error estimate of CO12 is somewhat generous. They also show with greater conviction the change to a shallower slope below 3 µJy suggested by CO12.
(iii) The consistency with previous estimates persists even when we take into account changes in the instrumental noise with frequency and position within the primary beam, dif- ferent weightings of the wide-band bandpass data, and nonGaussian features in the noise. (iv) We have shown that the method allows extraction of count information from these data to flux densities an order of magnitude below the limit traditionally set by noise plus confusion, and far below the 5σ noise limit of around 5 µJy set by direct source-counting.
(v) Using a realistic large-scale simulation from Wilman et al. (2008) , we have verified our approach and shown that it is unbiased. This simulation enabled us to quantify the effects of clustering and source sizes on the P(D) distribution, both of which we found to be insignificant. While simulated P(D) from a model sky is not new (e.g. Wall & Cooke 1975) , never before has a comprehensive simulation been combined with a comprehensive count-fitting technique.
(vi) Our source count estimates rule out any new populations that could be invoked to account for the ARCADE 2 excess temperature, down to a level of about 50 nJy. The count is closely represented by existing models of evolving luminosity functions, including the dominance of star-forming galaxies at the faintest flux densities observed; this suggests that we have a substantially robust accounting of the galaxies that contribute to the radio sky.
We have presented several different estimates of the count extracted directly from P(D) analysis at 3 GHz, and the count extrapolated to 1.4 GHz. These involve different assumptions about the model shape, e.g. the number of nodes, and different choices of data, namely the various noise zones. Our most precise estimates come from the maximal use of the data (i.e. 3 noise zones) with 6 nodes, presented in the right column of Table 3 . This choice allows sufficient freedom to fit the shape in each flux density region, without affecting the others. However, a simpler parameterization to use is provided by the modified power-law shape, which still fits the data reasonably well. The parameters for these fits are provided in Table 2 at 3 GHz. The counts extrapolated to 1.4 GHz for both models are additionally provided in Table 7 ; this is particularly useful for comparison to this popular radio band where a large amount of data and models already exist.
