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Resumen
En este trabajo trataremos el concepto de álgebras de Hopf. Para ello di-
vidiremos el trabajo en tres apartados fundamentales. El primero acerca de
las bases teóricas sobre álgebras de Hopf y como llegar a ellas mediante el
proceso de linealización. El segundo sobre aquellas álgebras de Hopf que pro-
vengan de la linealización de un producto asociativo, tratando aśı pues las
álgebras de Lie. Y por último, sobre aquellas cuyos productos ya no sean
asociativos, centrándonos en las que provienen de lazos de Bruck.
Abstract
In this paper we will study Hopf algebras. To this end, we divide the paper
into three fundamental parts. The first one deals with the basic background
required to understand the definition of Hopf algebras, and how they can be
obtained by a linearization process. In the second part, we focus on those
that appear from the linearization of an associative product, which leads to
Lie algebras. Finally, we discuss those Hopf algebras with not associative
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El estudio de los grupos y álgebras de Lie es uno de los pilares de la Ma-
temática del siglo XX, con importantes conexiones con F́ısica y Geometŕıa.
El espacio tangente de un grupo de Lie es un álgebra de Lie, y rećıproca-
mente, toda álgebra de Lie real de dimensión finita aparece de este modo.
Además, dos grupos de Lie son localmente isomorfos si y solamente si lo son
sus álgebras de Lie. Estos resultados fundamentales que clasifican estructuras
con operaciones no lineales (grupos) a través de estructuras con operaciones
lineales (álgebras), demostrados por Sophus Lie, presuponen la asociatividad
del grupo. Cabe preguntarse si es válido un resultado similar para productos
no asociativos. Es decir, si en una variedad anaĺıtica hay definido alrededor
de un punto e un producto anaĺıtico m tal que m(x, e) = x = m(e, x), ¿po-
demos encontrar una estructura algebraica con operaciones multilineales de
modo que clasifique localmente el producto m? Tras el trabajo intenso de nu-
merosos matemáticos, dicho resultado fue obtenido en 1987 por L.V. Sabinin
y P.O. Mikheev en Infinitesimal theory of local analytic loops.
Durante las últimas décadas un nuevo objeto se ha ganado un hueco en el
olimpo de las estructuras algebraicas: las álgebras de Hopf. El espacio de
distribuciones con soporte en el elemento identidad de un grupo de Lie es
un álgebra de Hopf cuya álgebra de Lie de elementos primitivos es exac-
tamente el álgebra de Lie del grupo. Rećıprocamente, cualquier álgebra de
Hopf coconmutativa conexa real cuya álgebra de Lie de elementos primitivos
sea de dimensión finita aparece de este modo. Una de las ventajas de las
álgebras de Hopf es que permiten entender muy fácilmente el origen de la
correspondencia entre grupos y álgebras de Lie. De hecho, permiten extender
esta correspondencia, al menos formalmente, a productos no asociativos.
Este trabajo pretende presentar de modo claro y con ejemplos el tratamiento
de productos unitarios mediante álgebras de Hopf. En el caso de grupos la
exposición será mayormente autocontenida, por las limitaciones de espacio,




Los conceptos de álgebra, coálgebra, biálgebra y álgebras de Hopf se han
tomado de [6]. El proceso de linealización que se expone aparece detallado en
[5]. Los resultados relativos a variedades diferenciables pueden encontrarse
en [7].
1.1. Álgebras, coálgebras, biálgebras y álge-
bras de Hopf
Definición 1 (Álgebra). Sea K un cuerpo, una K-álgebra es un par (A,m)
formado por un K-espacio vectorial A y una aplicación K-bilineal m, llamada
producto,
m : A× A −→ A
(x, y) 7−→ xy.
Es habitual el presentar m como una aplicación K-lineal
m : A⊗K A −→ A
x⊗ y 7−→ xy.
Puesto que el cuerpo K no cambiará en toda la exposición, omitiremos las
referencias a él. Aśı, por ejemplo, hablaremos de espacio vectorial, álgebra
o ⊗ en lugar de K-espacio vectorial, K-álgebra o ⊗K. También es habitual,
cuando no hay confusión en cuanto al producto, el referirse al álgebra (A,m)
simplemente como A.
6
Un álgebra (A,m) se dice asociativa si (xy)z = x(yz) para cualesquiera
x, y, z ∈ A. Es conveniente, como se verá más adelante, el disponer también de
una caracterización de esta propiedad, y de otras que se irán presentando, en
términos de diagramas conmutativos. Aśı, el álgebra (A,m) se dice asociativa
si el siguiente diagrama conmuta:










donde α((x⊗ y)⊗ z) := x⊗ (y ⊗ z) e Id denota la aplicación identidad.
Antes de continuar, conviene puntualizar que cuando las propiedades se ex-
presan en términos de diagramas se están utilizando objetos y flechas. Estos
objetos, pertenecerán a alguna categoŕıa, y las flechas, serán morfismos en
dicha categoŕıa. En el caso que estamos presentando, la categoŕıa tiene como
objetos a los K-espacios vectoriales y las flechas son simplemente las apli-
caciones K-lineales. Una ventaja conceptual de expresar las propiedades en
términos de diagramas, es que al cambiar de categoŕıa, tendŕıamos automáti-
camente definidas los mismos conceptos en la nueva categoŕıa.
Un álgebra (A,m) se dice conmutativa si xy = yx para cualesquiera x, y ∈ A.
En términos de diagramas esta propiedad equivale a la conmutatividad del
diagrama:






;; con τ : A⊗ A −→ A⊗ A
x⊗ y 7−→ y ⊗ x.
Un álgebra (A,m) se dice unitaria si existe un morfismo (aplicación lineal
en nuestro caso) no nulo u : K −→ A tal que














conmutan, o lo que es lo mismo, si existe 1 := u(1) 6= 0 en A tal que 1x =
x = x1 para todo x ∈ A. Las flechas diagonales en los diagramas anteriores
vienen dadas por λ⊗ x 7→ λx y x⊗ λ 7→ λx.
Definición 2 (Coálgebra). Una K-coálgebra es una terna (C,∆, ε) formada
por un K-espacio vectorial C, un morfismo ∆ : C −→ C ⊗C llamado copro-













Conviene utilizar la notación de Sweedler para representar ∆(c) ya que es




Aśı por ejemplo, la conmutación de los diagramas en la definición de coálge-
bra seŕıa equivalente a
∑
ε(c(1))c(2) = c =
∑
ε(c(2))c(1).
Una coálgebra (C,∆, ε) se dice coasociativas si el diagrama




C ⊗ C∆⊗Idoo C∆oo
∆
||
C ⊗ (C ⊗ C) C ⊗ C
Id⊗∆
oo
conmuta o, usando la notación de Sweedler, si
∑
c(1)(1) ⊗ c(1)(2) ⊗ c(2) =∑
c(1) ⊗ c(2)(1) ⊗ c(2)(2) para todo c ∈ C












c(2)⊗ c(1) para todo c ∈ C.
Proposición 3. El producto tensorial de dos álgebras (o coálgebras) es nue-
vamente un álgebra (o coálgebra).
Ejemplo (Polinomios). Uno de los ejemplos más interesantes de álgebra
y de coálgebra son los polinomios. Sea X = {x1, x2, ..., xn} un conjunto de
indeterminadas y K[X] := K[x1, x2, ..., xn] el conjunto de todos los polinomios
en las indeterminadas X con coeficientes en el cuerpo K. Este conjunto es un
álgebra asociativa, conmutativa y unitaria con su producto y unidad usuales
que cumple la siguiente propiedad universal:
Dada un álgebra asociativa, conmutativa y unitaria A y ele-
mentos a1, a2, ..., an ∈ A existe un único homomorfismo de álge-
bras, al que llamamos homomofismo evaluación, ev : K[X] −→ A
tal que ev(xi) = ai y ev(1) = 1, i = 1, . . . , n.
Esta propiedad permite definir muy cómodamente homomorfismos. Por ejem-
plo, como K[X]⊗K[X] y K son ambas álgebras asociativas, conmutativas y
unitarias, la propiedad universal nos asegura que existen dos únicos homo-
morfismos:
∆: K[X] −→ K[X]⊗K[X] ε : K[X] −→ K
xi 7−→ xi ⊗ 1 + 1⊗ xi xi 7−→ 0
1 7−→ 1 1 7−→ 1
lo que sugiere que los polinomios son también una coálgebra. Para asegurar-
nos debemos comprobar que ciertas aplicaciones son iguales. Afortunadamen-
te las aplicaciones involucradas son homomorfismos de álgebras, por lo que
para ver que son iguales basta comprobar que coinciden en los generadores.
Por ejemplo, la imagen de xi a través de la composición
K[X] ∆−→ K[X]⊗K[X] ε⊗Id−−→ K⊗K[X] ←→ K[X]
es ε ⊗ Id(xi ⊗ 1 + 1 ⊗ xi) = xi. Por tanto esta composición coincide con la
identidad en los generadores de K[X] (y en 1), y al ser ambas aplicaciones
homorfismos de álgebras, podemos concluir que son iguales no solamente
al ser evaluadas en xi sino en cualquier elemento de K[X], cumpliéndose
aśı la propiedad
∑
ε(c(1))c(2) = c =
∑
ε(c(2))c(1). Por tanto (K[X],∆, ε) es
una coálgebra. Es más, podemos probar que (K[X],∆, ε) es una K-coálgebra
coconmutativa y coasociativa sin más que comprobar las condiciones para
los elementos xi (y 1), lo cual es sencillo. 
Definición 4 (Morfismo entre coálgebras). Dadas dos coálgebras C y D,
una aplicación lineal f : C −→ D es un morfismo de coálgebras si
∆(f(c)) =
∑
f(c(1))⊗ f(c(2)) y ε(f(c)) = ε(c) ∀c ∈ C.
Definición 5 (Biálgebra). Una biálgebra es una tupla (B,m, u,∆, ε) en la
cual
1. (B,m, u) es un álgebra unitaria,
2. (B,∆, ε) es una coálgebra
3. m y u son morfismos de coálgebras.
Una biálgebra se dice asociativa (o conmutativa) si lo es como álgebra. Igual-
mente se dice coasociativa (o coconmutativa) si lo es como coálgebra.
Ejemplos. El propio cuerpo K es una biálgebra con su estructura de álgebra
natural y la estructura de coálgebra definida por
∆: K −→ K⊗K ε : K −→ K
λ 7−→ λ · 1⊗ 1 λ 7−→ λ
También los polinomios K[X], para los cuales hemos introducido su estruc-
tura de coálgebra anteriormente, forman una biálgebra. 
Proposición 6. La condición (3) en la definición de biálgebra es equivalente
a que m y u sean homomorfismos de álgebras unitarias.
Definición 7 (Álgebra de Hopf asociativa). Un álgebra de Hopf asociati-
va es una biálgebra (H,m, u,∆, ε) asociativa y coasociativa junto con una
aplicación S : H −→ H, llamada ant́ıpoda que cumple:∑
S(x(1))x(2) = ε(x)1 =
∑
x(1)S(x(2))
Ejemplo (Polinomios). Ya hemos visto que (K[X],m, u,∆, ε) es una K-
biálgebra, pero además usando la propiedad universal de K[X] podemos
definir un homomorfismo:
S : K[X] −→ K[X]
xi 7−→ −xi
1 7−→ 1
Puesto que la composición
K[X] ∆−→ K[X]⊗K[X] S⊗Id−−−→ K[X]⊗K[X] m−→ K[X]
coincide en xi y 1 con la aplicación p 7→ ε(p)1 y ambas son homomorfismos
de álgebras, entonces son iguales, es decir se tiene∑
S(p(1))p(2) = ε(p)1 =
∑
p(1)S(p(2)) ∀p ∈ K[X]
por lo que K[X] es una álgebra de Hopf. 
Vamos ahora a ver un ejemplo muy importante pues servirá de motivación
para este trabajo. Dado un grupo G con elemento identidad e consideramos
las aplicaciones:
m : G×G −→ G u : e −→ G
(x, y) 7−→ xy e 7−→ e
∆: G −→ G×G ε : G −→ e
x 7−→ (x, x) x 7−→ e
S : G −→ G
x 7−→ x−1
junto con las identificaciones
G× {e} ←→ G ←→ {e} ×G {e} × {e} ←→ {e}
(x, e) ←→ x ←→ (e, x) (e, e) ←→ e
Estas aplicaciones se asemejan a las aplicaciones involucradas en la estruc-
tura de álgebra de Hopf asociativa. De hecho, sin cambiamos de categoŕıa y
consideramos la categoŕıa de conjuntos y aplicaciones en lugar de la categoŕıa
de espacios vectoriales y aplicaciones lineales, y vemos el producto cartesiano





G×G ∆×Id // (G×G)×G
OO

G×G Id×∆ // G× (G×G)
x //
!!
(x, x) // (x, x, x)



























sugieren que (G,∆, ε) es una “coálgebra” coasociativa en la categoŕıa de
conjuntos y aplicaciones. A su vez, (G,m, u) seŕıa un “álgebra” asociativa en
esa misma categoŕıa. De hecho, puesto que
∆(m(x, y)) = ∆(xy) = (xy, xy) = m((x, x), (y, y))
ε(m(x, y)) = e←→ (e, e) = (ε(x), ε(y))
y
∆(u(e)) = (e, e) = (u(e), u(e))
ε(u(e)) = e = ε(e)






G×G S×Id // G×G
m

{e} u // G
x //

(x, x) // (x−1, x)
ε






G×G Id×S // G×G
m

{e} u // G
podemos concluir que un grupo es un “álgebra de Hopf” en la categoŕıa de
conjuntos y aplicaciones. O mejor, un álgebra de Hopf no es nada más que
un “grupo” en la categoŕıa de espacios vectoriales y aplicaciones lineales.
1.2. Linealización
Un espacio localmente eucĺıdeo M de dimensión d es un espacio topológico
Hausdorff en el cual cada punto posee un entorno abierto homeomorfo a un
subconjunto abierto de Rd. Dado un punto x ∈ M , U un entorno abierto
de x y ϕ : U −→ Rd un homeomorfismo de U en un abierto de Rd, decimos
que ϕ es una aplicación coordenada y que las funciones πiϕ, donde πi denota
la proyección de Rd en su i-ésima componente, son funciones coordenadas.
La pareja (U,ϕ) se dice entorno coordenado de x, y si ϕ(x) = (0, . . . , 0)
entonces se dice que es un entorno coordenado centrado en x. Una estructura
diferenciable F de clase Ck (1 ≤ k ≤ ∞) en un espacio localmente eucĺıdeo
M es una familia de sistemas coordenados F = {(Ui, ϕi)}i∈I que cumple:
1. M = ∪i∈IUi,
2. ϕiϕ
−1
j |ϕj(Ui∩Uj) es una aplicación de clase Ck para todo i, j ∈ I y
3. la familia {(Ui, ϕi)}i∈I es maximal respecto de la anterior propiedad,
es decir, si (U,ϕ) es un entorno coordenado tal que ϕϕ−1j |ϕj(U∩Uj) y
ϕiϕ
−1|ϕ(Ui∩U) son de clase Ck entonces (U,ϕ) ∈ F .
La tercera condición no es especialmente importante, ya que cualquier familia
de entornos coordenados que cumpla las dos primeras condiciones se puede
completar hasta una familia que también cumpla la tercera. En el caso en
que la condición de regularidad sea que ϕiϕ
−1
j |ϕj(Ui∩Uj) sea anaĺıtica entonces
se tiene el concepto de estructura anaĺıtica o de clase Cω. Una variedad
diferenciable de clase Ck y dimensión d es una pareja (M,F) tal que
1. M es un espacio topológico segundo contable que es además un espacio
localmente eucĺıdeo de dimensión d.
2. F es una estructura diferenciable en M de clase Ck.
Dada una variedad diferenciable (M,F) de clase Ck y un abierto U ⊆ M ,
una función f : M −→ R, se dice de clase Ck en U si para todo (Ui, ϕi) ∈ F
la función fϕ−1i |ϕi(U∩Ui) : ϕ(U ∩ Ui) ⊆ Rd −→ R es de clase Ck. Dadas dos
variedades diferenciables (M, {(Vi, ϕi)}i) y (N, {(Uj, φj)}j), una aplicación
Φ: M −→ N se dice diferenciable de clase Ck si para todo (Uj, φj) y todo
i ∈ {1, . . . , d}, donde d es la dimensión de N , la función
πiφjΦ|Φ−1(Uj) : Φ−1(Uj) ⊆M −→ R
es diferenciable de clase Ck.
Ejemplo. Un ejemplo natural de variedad anaĺıtica son las esferas. Consi-
derar Sn := {(x1, . . . , xn+1) ∈ Rn+1 | x21 + · · · + x2n+1 = 1} y las aplicaciones
ϕ1 : U1 = S
n \ {(0, . . . , 0, 1)} −→ Rn y ϕ2 : U2 = Sn \ {(0, . . . , 0,−1)} −→ Rn
definidas por
ϕ1(x1, . . . , xn+1) := (
x1
1− xn+1




ϕ2(x1, . . . , xn+1) := (
x1
1 + xn+1




Es sencillo comprobar que {(U1, ϕ1), (U2, ϕ2)} cumplen las dos primeras pro-
piedades que definen una estructura diferenciable (anaĺıtica en este caso),
por lo que se puede completar hasta una. La esfera Sn con esta estructura es
una variedad anaĺıtica. 
Aunque es natural formular el proceso de linealización en términos de va-
riedades diferenciables, en la práctica vamos a linealizar aplicaciones en un
entorno de un punto, obviando las propiedades fuera de ese entorno. De he-
cho, el entorno puede ser tan pequeño como deseemos, por lo que en realidad
la linealización se hace del “germen” de la aplicación, por lo que no es nece-
sario introducir más conceptos sino simplemente saber que
cuando sea conveniente por simplicidad podremos asumir que en
lugar de la variedad M y de un punto e ∈ M , nuestro punto es
el origen (0, . . . , 0) ∈ Rn y que la variedad M es en realidad un
entorno abierto, tan pequeño como sea necesario, del origen.
Aśı, en lo que sigue, fijaremos e como el origen de Rn y M como un entorno
abierto de e tan pequeño como sea necesario, mantenemos la terminoloǵıa
de variedades ya que, usando entornos coordenados centrados, es lo mismo,
y porque el pensar en variedades permite ver las construcciones en contextos
más interesantes topológica y geométricamente. El cuerpo de los números
reales lo denotaremos por K. También consideraremos
Ce(M) := {f : M → K | f es anaĺıtica en un entorno de e}
el cual es una K-álgebra con la suma, producto y productos por escalares
usual de funciones. El conjunto
Ce(M)
∗ := {µ : Ce(M) −→ K | µ es K-lineal}
es también un K-espacio vectorial. Nuestro objeto de estudio es un subespacio
de éste.
Fijaremos algo de notación necesaria en cuanto a sub́ındices. Dado I :=
(i1, ..., in) ∈ Nn,
|I| := i1 + ...+ in, I! := i1! · · · in!, xI := xi11 · · · xinn
∂I :=
∂|I|
∂i1x1 · · · ∂inxn
, ∂I |e :=
∂|I|
∂i1x1 · · · ∂inxn
∣∣∣∣∣
e
, δ := ∂(0,...,0)
∣∣
e




0 si J 6= I
I! si J = I
Puesto que la caracteŕıstica de los números reales es cero, el conjunto {∂I |e |
I ∈ Nn} ⊆ Ce(M)∗ es un subconjunto K-linealmente independiente.
Definición 8. El conjunto de distribuciones en M con soporte en e es el
espacio vectorial
Ce(M)
′ := K〈∂I |e | I ∈ Nn〉 ⊆ Ce(M)∗.
Es importante observar que si la dimensión de M es ≥ 1 entonces Ce(M)′ es
un espacio de dimensión infinita.
Definición 9. Dada una aplicación ϕ : M −→ N anaĺıtica en e (es decir,
en un entorno de e), definimos la linealización de ϕ:
ϕ′ : Ce(M)
′ −→ Cϕ(e)(N)′
µ 7−→ ϕ′(µ) : f 7−→ µ(f ◦ ϕ)
Esta aplicación está bien definida gracias a la regla de la cadena pues ∂I |e(f ◦
ϕ) es una combinación lineal de operadores ∂J |ϕ(e) aplicados a f .
Proposición 10. La aplicación de linealización ϕ 7−→ ϕ′ cumple:
1. Id′M = IdCe(M)′ y
2. (ψ ◦ ϕ)′ = ψ′ ◦ ϕ′.
Al linealizar aplicaciones no perdemos información si solamente estamos in-
teresados en entornos suficientemente pequeños de e. Puesto que el enfoque
que seguimos es en efecto local, obviaremos las posibilidades que nos brin-
da el principio de prolongación anaĺıtica en los casos en que la variedad sea
conexa.
Proposición 11. Sean ϕ, φ : M −→ N dos aplicaciones anaĺıticas en e ∈M
tales que ϕ(e) = φ(e). Se tiene que existe un entorno U de e tal que ϕ|U = φ|U
si y solamente si ϕ′ = φ′.
Demostración. Sean y1, ..., yk : N −→ K las funciones coordenadas corres-
pondientes a un entorno coordenado de ϕ(e). Se tiene
ϕ′(∂I |e)(yi) := ∂I |e(yi ◦ ϕ) = ∂I |e(ϕi)
donde ϕi := yi◦ϕ. Esto nos dice que podemos recuperar todos los coeficientes
de la serie de Taylor de ϕ –por simplicidad puede pensarse que M y N
son entornos del origen de Rn y Rm respectivamente– y aśı que ϕ queda
determinada por ϕ′ en un entorno de e.
Proposición 12. Si dimM = 0, es decir M es discreto, entonces Ce(M) =
K〈fe〉 y Ce(M)′ = K〈δ〉 donde fe : M −→ K, fe(e) = 1, δ : Ce(M) −→ K
δ(λfe) = λ. En particular tanto Ce(M) como Ce(M)
′ son espacios vectoriales
de dimensión uno isomorfos a K.
Proposición 13. La aplicación Ce1(M)
′⊗Ce2(N)′ −→ C(e1,e2)(M ×N)′ que
env́ıa µ⊗ ν a la distribución
µ⊗ ν : f(x1, ..., xn; y1, ..., yn)) 7−→ µ(ν(f(x1, ..., xn; y1, ..., yn)))
es un isomorfismo de espacios vectoriales, es decir,
C(e1,e2)(M ×N)′ ∼= Ce1(M)′ ⊗ Ce2(N)′.
Demostración. Puesto que la aplicación es claramente lineal, basta compro-
bar que env́ıa una base del espacio de salida a una base del espacio de llegada,
lo cual es obvio ya que
∂i1
∂i1x1



























En particular, si tomamos N = K0 = {0} entonces
C(e,0)(M ×K0) ∼= Ce(M)′ ⊗ C0(K0)′ ∼= Ce(M)′
El isomorfismo, visto de derecha a izquierda, queda determinado por
∂I |e ←→ ∂I |e ⊗ δ ←→ ∂I |e ⊗ δ : f(x1, ..., xn; 0) 7−→ ∂I |e(f(x1, ..., xn; 0))
que es exactamente el mismo que la linealización de la aplicación θ : M ×
K0 −→M ya que
θ′(∂I |e ⊗ δ)(f(x1, ..., xn)) = ∂I |e ⊗ δ(f(x1, ..., xn; 0) = ∂I |e(f).
Proposición 14. Dadas ϕ : M1 −→ N1, ψ : M2 −→ N2 aplicaciones anaĺıti-
cas en e1 y e2 respectivamente y ϕ × ψ : M1 ×M2 −→ N1 ×N2 su producto
cartesiano, que es anaĺıtica en (e1, e2), se cumple que (ϕ× ψ)′ = ϕ′ ⊗ ψ′
Demostración. Mediante el isomorfismo mostrado en la Proposición 13 tene-
mos que (ϕ × ψ)′ : Ce1(M1)′ ⊗ Ce2(M2)′ −→ Cϕ(e1)(N1)′ ⊗ Cϕ(e2)(N2)′ viene
dado por
(ϕ× ψ)′(∂I |e1 ⊗ ∂J |e2)(f) = (∂I |e1 ⊗ ∂J |e2)(f(ϕ(x), ψ(y))
= ϕ′(∂I |e1)⊗ ψ′(∂J |e2)(f)
lo que prueba el enunciado.
Vamos a ver ahora unos ejemplos de linealización de algunas aplicaciones
usuales.
Aplicación constante. La linealización de la aplicación constante
c : M −→ K0 = {e}
x 7−→ e
es la aplicación ε : Ce(M)
′ −→ K dada por
ε(∂I |e)(λfe) = ∂I |e(λ1) =
{
0 si I 6= (0, ..., 0)
λ si I = (0, ..., 0)
Aśı pues se tiene que su linealización ε es ε(∂I |e) = 0 si I 6= (0, .., 0) y ε(δ) = δ.
Inclusión. La linealización de la aplicación inclusión
i : K0 −→ M
e 7−→ e
es la aplicación u := i′ : K ∼= K〈δ〉 −→ Ce(M)′ dada por:
u(λδ)(f) = (λδ)(f ◦ i) = (λδ)f(e) = λf(e).
Por tanto u(λ) = λδ.
Proyección. La linealización de la proyección
π : M ×N −→ M
(x, y) 7−→ x
la podemos obtener a partir del diagrama conmutativo












Tenemos que π′ = θ′ ◦ (Id⊗c′) por lo que π′(µ⊗ ν) = θ′(µ⊗ ε(ν)) = ε(ν)µ y
π′(µ⊗ ν) = ε(ν)µ.
Si considerásemos la proyección en N en vez de en M obtendŕıamos que la
linealización seŕıa la aplicación µ⊗ ν 7−→ ε(µ)ν.
Duplicación. La linealización de la aplicación duplicación
d : M −→ M ×M
x 7−→ (x, x)
es especialmente interesante. Se trata de una aplicación
∆ := d′ : Ce(M)




muy relacionada con la forma en la que aplicamos derivadas iteradas a un
producto de funciones. En efecto, si h(x, y) = f(x)g(y) tenemos
µ(fg) = µ(f(x)g(x)) = µ(h(x, y) ◦ d) = d′(µ)(h) = ∆(µ)(h)
=
∑










Cambio de orden. La linealización de la aplicación
τ : M ×N −→ N ×M
(x, y) 7−→ (y, x)
es la aplicación τ ′ : Ce1(M)
′ ⊗ Ce2(N)′ −→ Ce2(N)′ ⊗ Ce1(M)′ dada por
τ ′(µ⊗ ν)(f) = τ ′(µ⊗ ν)(f(x, y)) = (µ⊗ ν)(f(y, x)) = (ν ⊗ µ)(f).
Es decir,
τ ′(µ⊗ ν) = ν ⊗ µ.
Proposición 15. Se tiene:
1. (Ce(M)
′,∆, ε) es una coálgebra coasociativa y coconmutativa
2. Si ϕ : M −→ N es anaĺıtica en e entonces su linealización ϕ′ es un
morfismo de coálgebras
3. Cualquier aplicación m : M × M −→ M anaĺıtica en (e, e) tal que
m(x, e) = x = m(e, x) define una biálgebra (Ce(M)
′,∆, ε,m′, u).
Demostración. 1) Es fácil ver que el siguiente diagrama, y por tanto su li-



















lo que demuestra que
∑
µ(1)ε(µ(2)) = µ. Del mismo modo obtenemos que∑
ε(µ(1))µ(2) = µ, lo que demuestra que (Ce(M)
′,∆, ε) es una coálgebra.
Además como los diagramas siguientes también conmutan, mirando a sus




M ×M Id×d //M ×M ×M

































podemos concluir que (Ce(M)
′,∆, ε) es coasociativa y coconmutativa.














N c // K0















ϕ′(µ) ε // ε(ϕ′(µ))δ
Esto prueba que ϕ′ es un morfismo de coálgebras.
3) Dada una aplicación m : M ×M −→M anaĺıtica en (e, e) su linealización
m′ : Ce(M)
′ ⊗ Ce(M)′ −→ Ce(M)′ puede verse como un producto bilineal
y, por la propiedad anterior, también como un morfismo de coálgebras. A
su vez, como m(e, x) = x = m(x, e), usando la linealización del diagrama
conmutativo













µ m′(δ ⊗ µ)
tenemos que m′(δ ⊗ µ) = µ. Igualmente se cumple que m′(µ⊗ δ) = µ por lo
que (Ce(M)
′,∆, ε,m′, u) es una biálgebra.
Además de las propiedades que acabamos de ver, según como sea la aplica-
ción m podemos obtener otras propiedades extra de (Ce(M)
′,∆, ε,m′, u) sin
más que linealizar diagramas conmutativos. Diremos que m es unitario para
referirnos a la propiedad m(x, e) = x = m(e, x).
En lo siguiente siempre asumiremos que m es unitario.
Corolario 16. Si m es asociativo, es decir, el diagrama siguiente conmuta
M ×M ×M m×Id //
Id×m
((
M ×M m //M
M ×M m //M
entonces la biálgebra (Ce(M)
′,∆, ε,m′, u) es asociativa.
Corolario 17. Si el producto m en M además de ser asociativo y unitario











son conmutativos entonces (Ce(M)
′,∆, ε,m′, u, s′) es un álgebra de Hopf.
Aunque la existencia de inversos es natural en el contexto de grupos, sin
embargo, en el caso de productos unitarios asociativos es innecesario ya que
es una consecuencia del Teorema de la función impĺıcita, o de la aplicación
inversa formulado para aplicaciones anaĺıticas.
Teorema 18 (Teorema de la aplicación inversa). Sea ϕ : U ⊆ Rn −→ Rn
una aplicación anaĺıtica de un entorno abierto U de e ∈ Rn. Si el jacobiano
de ϕ en e no es nulo entonces existe un entorno abierto U1 ⊆ U tal que
ϕ(U1) es entorno abierto de ϕ(e1) y ϕ|U1 : U1 −→ ϕ(U1) es un difeomorfismo
anaĺıtico.
Teorema 19 (Teorema de la función impĺıcita). Sea
F : W ⊆ Rn×Rm −→ Rm
(x, y) 7−→ F (x, y)
una aplicación anaĺıtica de un entorno abierto W de (a, b) ∈ Rn×Rm en Rm.
Si el jacobiano de F (a, y) en b no es nulo entonces existe un entorno abierto
U de a y una única aplicación anaĺıtica ϕ : U −→ Rm tal que U × {b} ⊆ W
y F (x, ϕ(x)) = F (a, b) para todo x ∈ U .
Teorema 20. Si m : M ×M −→ M es una aplicación anaĺıtica en (e, e),
m(x, e) = x = m(e, x) y m, visto como producto, es asociativo entonces exis-
ten automáticamente inversos para elementos en un entorno suficientemente
pequeño de e.
Demostración. Como m(e, y) = y, el jacobiano de m(e, y) en e no es nulo.
Por el teorema de la función impĺıcita existe un entorno abierto U2 de e y
s2 : U2 −→M anaĺıtica tal que
m(x, s2(x)) = m(e, e) = e
Denotando m(x, y) por xy tenemos que xs2(x) = e. Podemos hacer exacta-
mente el mismo proceso pero con m(x, e) pues su jacobiano tampoco es nulo
en e y aśı existe un entorno abierto U1 de e y s1 : U1 −→M tal que
m(s1(y), y) = m(e, e) = e.
Por tanto, igual que antes, s1(y)y = e. Aśı, para x en un entorno de e




(s1(x)x)s2(x) = es2(x) = s2(x)
Concluimos que existe un entorno abierto U de e y s : U −→M anaĺıtica tal
que xs(x) = e = s(x)x para todo x ∈ U .
1.3. Bases de Poincaré-Birkhoff-Witt
Primero presentaremos un ejemplo sencillo de álgebra de Hopf obtenida me-
diante el procedimiento de linealización.
Ejemplo. Consideremos m : Kn × Kn −→ Rn dada por m(x, y) := x + y
que es una aplicación conmutativa y asociativa, y por tanto tras linealizarla
utilizando como punto base e := (0, . . . , 0) obtendremos un álgebra de Hopf
de dimensión infinita. Tenemos que:
m′(∂I |e, ∂J |e)(f) = (∂I |e ⊗ ∂J |e)(f ◦m) = (∂I |e ⊗ ∂J |e)(f(x+ y))
= ∂I |e(∂J(f)) = ∂I∂J |e(f) = ∂I+J |e(f)
ya que dada una función g(t) tenemos que d
j
dsj








m′(∂I |e, ∂J |e) = ∂I+J |e.
Por otro lado, si definimos s : Kn −→ Kn dada por s(x) := −x entonces
tenemos
s′(∂I |e)(f) = ∂I |e(f ◦ s) = ∂I |e(f(−x)) = (−1)|I|∂I |e(f)
por lo que
s′(∂I |e) = (−1)|I|∂I |e.
Aśı, (Ce(M)
′,∆, ε,m′, u, s′) es un álgebra de Hopf conmutativa y asociativa.
De hecho, la aplicación
Ce(M)
′ −→ K[x1, ..., xn]
∂I |e 7−→ xI
es un isomorfismo de álgebras. A través de esta identificación s se corresponde
con
xI 7−→ (−1)|I|xI .
Por otro lado ∆ se identifica con el único homomorfismo de álgebras
K[x1, ..., xm] −→ K[x1, ..., xm]⊗K[x1, ..., xm]
tal que
1 7−→ 1⊗ 1 y xi 7−→ xi ⊗ 1 + 1⊗ xi
y la counidad se corresponde con la evaluación en e = (0, ..., 0). Aśı pues,
solamente con la suma de Kn acabamos de encontrar una estructura de álge-
bra de Hopf en K[x1, ..., xm]. Esta estructura es la usual que se considera en
distintos contextos. 
Proposición 21. Sea m : M × M −→ M un producto anaĺıtico en e con
m(x, e) = x = m(e, x). Se cumple que
m′(∂I |e, ∂J |e) = ∂I+J |e + combinación lineal de ∂K |e con |K| < |I + J |
Demostración. Podemos asumir que M ⊆ Kn y que e = (0, . . . , 0). Puesto
que m(x, e) = e, m(e, y) = y entonces la expresión de m(x, y) en serie de
potencias en el punto e es de la forma
m(x, y) = x+ y + r(x, y)
con r(e, y) = e = r(x, e). Escribimos
m′(∂I |e, ∂J |e)) =
∑
K αK∂K |e
para ciertos αK . Para determinar los escalares αK observamos primero que
m′(∂I |e, ∂J |e)(xK) = K!αK por lo que
K!αK = m
′(∂I |e, ∂J |e)(xK) = ∂I |e ⊗ ∂J |e(mk11 (x, y) · · ·mknn (x, y))
= ∂I |e ⊗ ∂J |e((x1 + y1 + r1(x, y))k1 · · · (xn + yn + rn(x, y))kn)
donde mi(x, y) es la i-ésima componente de m(x, y) y K = (k1, . . . , kn). Si
|K| ≥ |I + J | entonces cualquier sumando de
(x1 + y1 + r1(x, y))
k1 · · · (xn + yn + rn(x, y))kn
que contenga algún ri(x, y) tendrá grado mayor que |K| ≥ |I + J | y por lo
tanto al aplicarle ∂I |e ⊗ ∂J |e dará 0. Aśı pues si |K| ≥ |I + J | entonces
K!αK = ∂I |e ⊗ ∂J |e((x1 + y1)k1 · · · (xm + yn)kn) =

0 si K 6= I + J
K! si K = I + J
Por tanto αI+J = 1 y αK = 0 si |K| ≥ |I + J | pero K 6= I + J .
Para trabajar con bases adecuadas de Ce(M)
′ conviene fijar la siguiente no-
tación:
µ∗ν := m′(µ, ν) y ∂∗I |e := ((((∂1|e ∗ ∂1|e) · · · ∂1|e︸ ︷︷ ︸
i1
)∗∂2|e) ∗ · · ·︸ ︷︷ ︸
i2
· · · · · · ) ∗ ∂n|e︸ ︷︷ ︸
in
Como consecuencia del resultado anterior logramos
Proposición 22. Sea m : M ×M −→M un producto anaĺıtico en e tal que
m(x, e) = x = m(e, x). Se tiene que
∂∗I |e = ∂I |e + una combinación lineal de ∂K |e con |K| < |I|.
Teorema 23 (Teorema de Poincaré-Birkhoff-Witt para productos unitarios).
Sea m : M ×M −→ M un producto anaĺıtico en e tal que m(x, e) = x =
m(e, x). El conjunto de elementos {∂∗I |e | I ∈ Nn} es una base de Ce(M)′.
Corolario 24. Los elementos {∂1|e, ..., ∂n|e} generan Ce(M)′ como álgebra
unitaria y además son linealmente independientes.
Proposición 25. Sea m : M ×M −→M un producto anaĺıtico en e tal que




























Demostración. Basta usar que ∆ es un homomorfismo de álgebras y que
∆(∂i|e) = ∂i|e ⊗ δ + δ ⊗ ∂i|e para obtener












Es interesante también conocer la fórmula de la comultiplicación ∆ en la base
{∂I |e | I ∈ Nn}. Usando que ∆ es la linealización de la aplicación duplicación
y la regla de Leibniz para derivadas:∑









Dada ahora una función h : M × M −→ K anaĺıtica en (e, e) y p(x, y) su
polinomio de Taylor de grado ≤ |I|, el cual es una combinación lineal de
expresiones de tipo f(x)g(y), tenemos

























∂J1 |e ⊗ ∂J2|e. (1.1)
Ejemplo. Vamos a desarrollar un ejemplo relativo al calculo de estas bases






| x1 ∈ K \ {0}, x2 ∈ K
}





| x1 ∈ K \ {0}, x2 ∈ K
}
←→ (x1, x2) ∈ K2 =: M
entonces podemos definir un producto m : M ×M −→M dado por
m((x1, x2), (y1, y2)) = (x1, x2) · (y1, y2) = (x1y1, x1y2 + x2y−11 )
que en un entorno de e := (1, 0) es asociativo y unitario, por lo que, Ce(M)
′
es un álgebra de Hopf pero no será conmutativa ya que m no lo es.
Calcularemos ∂1|e ∗ ∂2|e, lo cual por lo que ya hemos visto, sabemos que va
a ser de la forma ∂1∂2|e + α1∂1|e + α2∂2|e + α0δ para ciertos α0, α1, α2 ∈ K.
Para determinarlos observamos que
∂1|e ∗ ∂2|e(f) = ∂1|e ⊗ ∂2|e(f ◦m((x1, x2), (y1, y2)))
= ∂1|e ⊗ ∂2|e(f(x1y1, x1y2 + x2y−11 ))
= ∂2|y=e
(
∂1|x=e(f(x1y1, x1y2 + x2y−11 ))
)
= ∂2|y=e((∂1|m(e,y)f)∂1|x=e(x1y1)
+ (∂2|m(e,y)f)∂1|x=e(x1y2 + x2y−11 ))
= ∂2|y=e((∂1|yf)y1 + (∂2|yf)y2)
= ∂2∂1|e(f) + ∂2|ef
ya que e = (1, 0), donde la notación ∂i|x=e indica que se deriva con respecto
a xi y tras ello se evalúa x en e (y el mismo convenio se sigue para ∂i|y=e).
Por lo tanto ∂1|e ∗ ∂2|e = ∂2∂1|e + ∂2|e. Del mismo modo obtenemos que
∂2|e ∗ ∂1|e(f) = ∂2|e ⊗ ∂1|e(f(x1y1, x1y2 + x2y−11 ))
= ∂1|y=e∂2|x=e(f(x1y1, x1y2 + x2y−11 ))
= ∂1|y=e((∂1|m(e,y)f)∂2|x=e(x1y1)
+ (∂2|m(e,y)f)∂2|x=e(x1y2 + x2y−11 ))
= ∂1|y=e(0 + (∂2|yf)y−11 )
= ∂1∂2|e(f)− ∂2|ef
por lo que ∂2|e ∗ ∂2|e = ∂1∂2|e − ∂2|e.
Definición 26 (Conmutador). En un álgebra, el conmutador de dos elemen-
tos a, b, es el elemento [a, b] := ab− ba.
En el ejemplo que estamos desarrollando tenemos que
[∂1|e, ∂2|e] = ∂1|e ∗ ∂2|e − ∂2|e ∗ ∂1|e = 2∂2|e.

Es importante observar que aunque ∂i|e ∗ ∂j|e no es combinación lineal de
∂1|e, ..., ∂n|e, los conmutadores [∂i|e, ∂j|e] śı lo son. Gracias a esto podemos
calcular fácilmente a partir de los conmutadores cómo se multiplican los
elementos de la base de Poincaré-Birkhoff-Witt de Ce(M)
′ para productos
anaĺıticos unitarios asociativos m : M ×M −→M .
Ejemplo. Continuando con el ejemplo anterior, tenemos
(∂2|e ∗ ∂2|e) ∗ ∂1|e = ∂2|e ∗ (∂2|e ∗ ∂1|e) = ∂2|e ∗ (∂1|e ∗ ∂2|e − 2∂2|e)
= −2∂2|e ∗ ∂2|e + ∂2|e ∗ ∂1|e ∗ ∂2|e
= −2∂2|e ∗ ∂2|e + (∂1|e ∗ ∂2|e) ∗ ∂2|e − 2∂2|e ∗ ∂2|e
= (∂1|e ∗ ∂2|e) ∗ ∂2|e − 4∂2|e ∗ ∂2|e
lo que expresa el producto (∂2|e∗∂2|e)∗∂1|e en términos de la base de Poincaré-
Birkhoff-Witt.
Teorema 27. Sea m : M ×M −→M un producto anaĺıtico unitario asocia-
tivo. La ant́ıpoda S del álgebra de Hopf Ce(M)
′ queda determinada por
S(µ ∗ ν) = S(ν) ∗ S(µ), S(δ) = δ ⊗ δ y S(∂i|e) = −∂i|e.
Demostración. La ant́ıpoda S es la linealización de x 7−→ x−1. Ahora bien, al
igual que para grupos, esta aplicación cumple que (xy)−1 = y−1x−1. Expre-
sando esta igualdad en términos de diagramas y linealizando obtenemos S(µ∗
ν) = S(ν) ∗ S(µ). Puesto que {∂1|e, ..., ∂n|e} generan Ce(M)′ como álgebra,
entonces S queda determinada por los valores de S(δ), S(∂1|e), . . . , S(∂n|e).
Usando la propiedad que define a la ant́ıpoda, como ∆(δ) = δ⊗δ y ∆(∂i|e) =
∂i|e ⊗ δ + δ ⊗ ∂i|e, tenemos
S(δ) ∗ δ = ε(δ)δ = δ
por lo que S(δ) = δ. Igualmente
S(∂i|e) ∗ δ + S(δ) ∗ ∂i|e = ε(∂i|e)δ = 0
por lo que S(∂i|e) = −∂i|e.
Ejemplo. Siguiendo con el grupo no conmutativo del ejemplo anterior tene-
mos que:
S(∂1|e ∗ ∂2|e) = S(∂2|e) ∗ S(∂1|e) = (−∂2|e) ∗ (−∂1|e) = ∂2|e ∗ ∂1|e
= ∂1|e ∗ ∂2|e − 2∂2|e

De este modo llegamos a una notable conclusión:
En el caso de productos anaĺıticos asociativos y unitarios pode-
mos reconstruir todas las operaciones del álgebra de Hopf asociada






Álgebras de Hopf asociativas
Los resultados teóricos de este caṕıtulo pueden encontrarse en [5].
2.1. Álgebras de Lie
Definición 28 (Álgebra de Lie). Llamamos álgebra de Lie a un espacio
vectorial E, junto con una operación producto [ , ] : E ⊗ E −→ E, llamada
corchete de Lie, que cumple las siguientes propiedades
1. [x, y] = −[y, x]
2. [[x, y], z] = [[x, z], y] + [x, [y, z]]
para todo x, y, z ∈ E
Proposición 29. El par (TeM, [ , ]), con TeM := K〈∂1|e, ..., ∂m|e〉 y la apli-
cación [ , ] : TeM ⊗ TeM −→ TeM dada por [µ, ν] := µ ∗ ν − ν ∗ µ asociado
a un producto asociativo, unitario y anaĺıtico definido en un entorno de un
punto e de una variedad anaĺıtica M es un álgebra de Lie.
Demostración. Lo único que tenemos que probar es que el producto cumple
las propiedades del corchete de Lie, para lo cual sabemos que el producto
∗ del álgebra de Hopf Ce(M)′ es asociativo. Por un lado se tiene [µ, ν] =
28
µ ∗ ν − ν ∗ µ = −(ν ∗ µ− µ ∗ ν) = −[ν, µ] mientras que por otro
[[µ, ν], η]− [[µ, η], ν]− [µ, [ν, η]]
= {(µ ∗ ν − ν ∗ µ) ∗ η − η ∗ (µ ∗ ν − ν ∗ µ)}
− {(µ ∗ η − η ∗ µ) ∗ ν − ν ∗ (µ ∗ η − η ∗ µ)}
− {µ ∗ (ν ∗ η − η ∗ ν)− (ν ∗ η − η ∗ ν) ∗ µ} = 0
Lema 30. Se tiene que
TeM = K〈∂1|e, ..., ∂m|e〉 = {µ ∈ Ce(M)′ | ∆(µ) = µ⊗ δ + δ ⊗ µ}.








∂J1|e ⊗ ∂J2|e. Puesto que el conjunto {∂I |e | I ∈ Nn}
es linealmente independiente, si ∆(µ) = µ ⊗ δ + δ ⊗ µ entonces claramente
µ ∈ TeM . Por otro lado, la misma fórmula muestra que si µ ∈ TeM entonces
∆(µ) = µ⊗ δ + δ ⊗ µ.
Sean m1 y m2 dos productos asociativos, unitarios y anaĺıticos definidos en
entornos V1 de e1 ∈ G1 y V2 de e2 ∈ G2. Diremos que (G1,m1) es localmente
isomorfo a (G2,m2) si existen U1 ⊆ V1 ⊆ G1 y U2 ⊆ V2 ⊆ G2 entornos
abiertos de e1 y e2 respectivamente con m1(U1, U1) ⊆ V1, m2(U2, U2) ⊆ V2 y
ϕ : V1 −→ V2 un difeomorfismo anaĺıtico tal que ϕ(e1) = e2 y ϕ(m1(x, y)) =
ϕ(xy) = ϕ(x)ϕ(y) = m2(ϕ(x), ϕ(y)) para todo x, y ∈ U1.
En lo siguiente nos referiremos a (Gi,mi) simplemente como Gi. También
abusaremos de la notación y por lo general utilizaremos los mismos śımbolos
∆, ε, ∗, S, δ para todas las distintas álgebras de Hopf que aparezcan aso-
ciadas a productos asociativos unitarios anaĺıticos (Gi,mi). Si cualquiera de
estos śımbolos viene acompañado por un sub́ındice i, será simplemente para
enfatizar en qué álgebra de Hopf consideramos esa operación.
Proposición 31. Si G1 es localmente isomorfo a G2 entonces Ce1(G1)
′ y
Ce2(G2)
′ son álgebras de Hopf isomorfas y Te1G1 y Te2G2 son álgebras de Lie
isomorfas.
Demostración. Sea ϕ : V1 −→ V2 el difeomorfismo anaĺıtico tal que ϕ(e1) = e2
y ϕ(m1(x, y)) = ϕ(xy) = ϕ(x)ϕ(y) = m2(ϕ(x), ϕ(y)). Por la Proposición 15,
ϕ′ es un isomorfismo de coálgebras. Ese isomorfismo es también un isomorfis-
mo como álgebras ya que basta linealizar el diagrama que expresa la igualdad
ϕ(m1(x, y)) = m2(ϕ(x), ϕ(y)) para observarlo. Además, dado µ ∈ Te1(G1) se
tiene que
∆(µ) = µ⊗ δ + δ ⊗ µ =⇒ ∆ϕ′(µ) = ϕ′ ⊗ ϕ′∆(µ) = ϕ′(µ)⊗ δ + δ ⊗ ϕ′(µ)
por lo que ϕ′ induce, por restricción, una aplicación lineal ϕ′|Te1G1 : Te1G1 −→
Te2G2 que es biyectiva (su inversa es la inducida por la linealización de ϕ
−1).
Puesto que por el Teorema 27, la ant́ıpoda S2 de Ce2(G2)
′ queda determinada
por S2(µ ∗ ν) = S2(ν) ∗ S2(µ), S2(δ), S2(∂i|e2) = −∂i|e2 pero ϕ′S1(ϕ′)−1
también cumple estas mismas propiedades
ϕ′S1(ϕ






′)−1(∂i|e2) = ϕ′(−(ϕ′)−1(∂i|e2)) = −∂i|e2
ϕ′S1(ϕ
′)−1(δ) = ϕ′S1(δ) = ϕ
′(δ) = δ
entonces S2 = ϕ
′S1(ϕ
′)−1 por lo que ϕ′S1(µ) = S2(ϕ
′(µ)). Aśı pues ϕ′ es un
isomorfismo de álgebras de Hopf. Más aún,
ϕ′|Te1 (G1) : Te1G1 −→ Te2G2
es también un isomorfismo de álgebras de Lie ya que
ϕ′([µ, ν]1) = ϕ
′(µ∗1ν−ν∗1µ) = ϕ′(µ)∗2ϕ′(ν)−ϕ′(ν)∗2ϕ′(µ) = [ϕ′(µ), ϕ′(ν)]2




ij∂k|e, las constantes αkij que determinan dicho
producto se pueden obtener también como ∂i|e ⊗ ∂j|e(xyx−1y−1)k, donde
(xyx−1y−1)k denota la k-ésima coordenada de xyx
−1y−1, es decir, el escalar
xk(xyx
−1y−1) con xk la k-ésima función coordenada. Recordando las aplica-
ciones s : x 7−→ x−1, d : x 7−→ (x, x) y τ : (x, y) 7−→ (y, x),
∂i|e ⊗ ∂j|e(xyx−1y−1)k = ∂i|e ⊗ ∂j|e(m ◦ (m× (m ◦ (s× s))) ◦ τ ◦ (d× d))k
= ((m ◦ (m× (m ◦ (s× s))) ◦ τ ◦ (d× d))′(∂i|e ⊗ ∂j|e))(xk)
= m′ ◦ (m′ ⊗ (m′ ◦ (s′ ⊗ s′)))(∂i|e ⊗ ∂j|e ⊗ δ ⊗ δ
+ ∂i|e ⊗ δ ⊗ δ ⊗ ∂j|e + δ ⊗ ∂j|e ⊗ ∂i|e ⊗ δ
+ δ ⊗ δ ⊗ ∂i|e ⊗ ∂j|e)(xk)
= (∂i|e ∗ ∂j|e − ∂j|e ∗ ∂i|e)(xk) = [∂i|e, ∂j|e](xk) = αkij
es decir, el álgebra de Lie TeG puede obtenerse directamente del producto
m sin pasar por Ce(G)
′, sin embargo, para operar con esta álgebra es mejor
verla dentro de Ce(G)
′ donde en lugar del producto de Lie [µ, ν] podemos
usar el producto asociativo µ ∗ ν. 
2.2. ¿Anaĺıtico o formal?
Las funciones que hemos considerado hasta ahora eran anaĺıticas en un en-




I en términos de las coordenadas x1, . . . , xm. Si




I , pero estas series no las podemos evaluar en puntos dis-
tintos de e –si asumimos que xi(e) = 0, es decir, que trabajamos con un
entorno centrado en e– ya que no podemos asegurar su convergencia. Sin
embargo, formalmente śı que podemos imitar los cálculos que haŕıamos con
series convergentes.
Sea M = Km y N = Kn. Una función formal g : M −→ K es una serie formal∑
I αIx
I en ciertas indeterminadas, cuyo nombre es irrelevante, x1, . . . , xm.
Por analoǵıa, puede pensarse que xi es la i-ésima proyección de M en K.
Una aplicación formal ϕ = (ϕ1, ..., ϕn) : M −→ N es una tupla de funciones
formales ϕj : M −→ K cuyos términos independientes son nulos.
Al componer una aplicación formal ϕ : M −→ N con una función formal
f : N −→ K se obtiene otra función formal ya que





1 · · ·ϕinn




término independiente nulo entonces f◦ϕ es una serie formal bien definida –la
condición de que el término independiente sea nulo asegura que no aparecen
sumas infinitas en K–. Para funciones formales f =
∑
I αIx
I y e := (0, . . . , 0)
podemos definir
δ(f) := ∂(0,...,0)|e(f) := f(e) := α(0,...,0) y ∂I |e(f) := I!αI .
que no es nada más que extender a funciones formales la forma en que los
elementos de Ce(M)
′ = K〈∂I |e | I ∈ Nm〉 operan sobre funciones anaĺıticas.
Una ventaja que tenemos con esto, es que ahora K puede ser un cuerpo
arbitrario con carK = 0 en lugar del cuerpo R de los números reales y
que todo lo que hemos visto hasta ahora en el caso anaĺıtico sigue siendo
válido cuando las funciones y aplicaciones son formales y las distribuciones
con soporte en e operan sobre funciones formales. En particular, cualquier
aplicación formal ϕ : M = Km −→ N = Kn puede linealizarse mediante
ϕ′ : µ 7−→ ϕ′(µ) : f 7−→ µ(f ◦ ϕ)
y se cumplen para Ce(M)
′ y para ϕ′ las distintas propiedades algebraicas que
hemos visto hasta ahora en el caso anaĺıtico.
Sin embargo, la principal ventaja de considerar aplicaciones formales es que
todo morfismo de coálgebras θ : Ce(M)
′ −→ Ce(N)′ –aqúı usamos el mismo
śımbolo e para el origen de M y el de N– es la linealización de alguna
aplicación formal ϕ : M −→ N , algo que no podemos asegurar en el contexto
anaĺıtico ya que las series de potencias que dan lugar a ϕ podŕıan no ser
convergentes.
Proposición 32. Sea θ : Ce(M)
′ −→ Ce(N)′ un morfismo de coálgebras.
Existe una única aplicación formal ϕ : M −→ N tal que θ = ϕ′.
Demostración. En efecto, sean xi : M = Km −→ K e yj : N = Kn −→ K la
i-ésima y la j-ésima proyecciones respectivamente. Dada θ se define ϕ(x) :=







Aśı se tiene que
ϕ′(∂I |e)(yJ) = ∂I |e(ϕj11 · · ·ϕj1n ) =
∑
(∂I |e)(1)(ϕ1) · · · (∂I |e)(j1+...+jn)(ϕn)
=
∑
θ((∂I |e)(1))(y1) · · · θ((∂I |e)|J |)(yn)
=
∑
(θ(∂I |e))(1)(y1) · · · (θ(∂I |e))|J |(yn)
= θ(∂I |e)(yJ)
Por tanto ϕ′(∂I |e)(yJ) = θ(∂I |e)(yJ) para todo J , es decir, ϕ′ = θ. La unicidad
es consecuencia de la Proposición 11 o, si se prefiere, de su demostración.
2.3. Clasificación de los grupos locales de Lie
Un producto asociativo unitario anaĺıtico (G,m) induce un álgebra de Hopf
Ce(G)
′ y un álgebra de Lie TeG. La ventaja del álgebra de Lie es que tiene
dimensión finita; la desventaja es que no es un álgebra asociativa. Sin embar-
go, durante todo el siglo XX se ha desarrollado una intensa investigación en
estas estructuras y actualmente la falta de asociatividad de las álgebras de
Lie es considerada más bien como una ventaja. Un aspecto que ha motiva-
do su estudio es la observación con la que cerrábamos el caṕıtulo inicial. El
producto conmutador del álgebra de Lie TeG determina salvo isomorfismo el
álgebra de Hopf Ce(G)
′, y por la Proposición 32, al menos formalmente, de-
termina el producto m. De hecho, como vamos a ver, esta observación puede
probarse también si se tiene en cuenta la convergencia. Por claridad, en la
demostración asumiremos dos lemas necesarios que probaremos a posteriori.
Dados dos productos anaĺıticos, asociativos y unitarios m1,m2 definidos en
un entorno de e = (0, ..., 0) ∈ Rm sean G1 := (Rm,m1), G2 := (Rm,m2), lla-
mados grupos locales de Lie, y denotemos por ∗1 y ∗2 los productos inducidos
en Ce(G1)
′ y Ce(G2)
′ respectivamente, y por (TeG1, [ , ]1) y (TeG2, [ , ]2) las
correspondientes álgebras de Lie.
Teorema 33. Sean G1 y G2 dos grupos locales de Lie, estos son isomorfos si
y solamente si las álgebras de Lie (TeG1, [ , ]1) y (TeG2, [ , ]2) son isomorfas.
Demostración. Una de las afirmaciones la hemos probado en la Proposi-
ción 31. Aśı que demostraremos el rećıproco.
Sea θ : TeG1 −→ TeG1 un isomorfismo de álgebras de Lie, aśı pues, θ es
una aplicación lineal, biyectiva y θ([µ, ν]1) = [θ(µ), θ(ν)]2. Consideremos en
TeG2 la base {θ(∂1|e), ..., θ(∂m|e)}. Si en Ce(G1)′ tenemos que ∂i|e ∗1 ∂j|e =




ij∂k|e entonces en Ce(G2)′ se tendrá que
θ(∂i|e) ∗2 θ(∂j|e) = θ(∂j|e) ∗2 θ(∂i|e) + [θ(∂i|e), θ(∂j|e)]2
= θ(∂j|e) ∗2 θ(∂i|e) + θ([∂i|e, ∂j|e]1)




Por tanto, la forma en la que se multiplican ∂i|e y ∂j|e en Ce(G1)′ se corres-
ponde con la forma en que se multiplican θ(∂i|e) y θ(∂j|e) en Ce(G2)′. Puesto
que los elementos θ(∂∗1I |e) := θ(∂1|e) ∗2 · · · ∗2 θ(∂2|e) ∗2 · · · ∗2 θ(∂m|e) son una
base de Ce(G2)
′ –véase el Lema 34 tras la demostración– esto implica que la
aplicación
θ : ∂∗1I |e 7−→ θ(∂
∗1
I |e)
es un isomorfismo de álgebras entre Ce(G1)
′ y Ce(G2)
′. Además, como θ(∂i|e) ∈
TeG2, ∆(θ(∂i|e)) = θ(∂i|e)⊗ δ+ δ⊗ θ(∂i|e) y, usando los mismos argumentos







|e) = θ ⊗ θ(∆(∂∗1I |e)),




S ◦ θ ◦ S(µ ∗1 ν) = S ◦ θ(S(ν) ∗1 S(µ)) = S(θ(S(ν)) ∗2 θ(S(µ)))
= S(θ(S(µ))) ∗2 S(θ(S(ν))),
S ◦ θ ◦ S(∂i|e) = −S ◦ θ(∂i|e) = θ(∂i|e)
por lo que S ◦ θ ◦ S = θ y aśı θ ◦ S = S ◦ θ. Es decir θ es un isomorfismo de
álgebras de Hopf entre Ce(G1)
′ y Ce(G2)
′.
Por la Proposición 32 existe una única aplicación formal ϕ : G1 −→ G2 tal

























ya que, por la Proposición 11 o su demostración, dos aplicaciones formales
son iguales si y solamente si lo son sus linealizaciones. Aśı pues, ϕ ◦ m1 =
m2 ◦ (ϕ× ϕ) como aplicaciones formales.
Las series de potencias que definen a ϕ son convergentes en e –véase el
Lema 35 tras la demostración– por lo que ϕ es una aplicación anaĺıtica en e.
Además, dϕ(∂j|e) =
∑




∂j|eϕi = ϕ′(∂j|e)(xi) = θ(∂j|e)(xi)
implica que dϕ|e : TeG1 −→ TeG2 es exactamente la aplicación θ : TeG1 −→
TeG2. Puesto que por hipótesis θ es un isomorfismo lineal –de hecho lo es
de álgebras de Lie– entonces ϕ : G1 −→ G2 es un difeomorfismo local en e y
ϕ(xy) = ϕ(x)ϕ(y), es decir, G1 es localmente isomorfo a G2.
Lema 34. Si {µ1, ..., µn} es una base de TeG entoncesµ∗I := µ1 ∗ · · ·︸ ︷︷ ︸
i1
∗µ2 ∗ · · ·︸ ︷︷ ︸
i2
· · · · · · ∗ µn︸ ︷︷ ︸
in
| I ∈ Nn

es una base de Ce(G)
′.
Demostración. Veamos que si cambiamos un único µi por µ̄i de modo que
{µ1, ..., µ̄i, ..., µn} siga siendo base de TeG y consideramos µ̄j := µj si j 6= i
entonces {µ∗I | I ∈ Nn} es base de Ce(G) si y solamente si lo es {µ̄∗I | I ∈ Nn}.
Para ello basta ver que {µ̄∗I | |I| ≤ n} genera el mismo subespacio que
{µ∗I | |I| ≤ n} para todo n. Esto es cierto, ya que, por hipótesis µ̄i :=
αµi +
∑













Sea ahora {µ1, ..., µn} base arbitraria de TeG. Existe un elemento µσ(1) tal
que {µσ(1), ∂2|e, ..., ∂n|e} es base de TeG y por ello, {∂∗I |e | I ∈ Nn} śı
es base de Ce(G)
′, los monomios formados a partir de esta base son base
de Ce(G)
′. Reiterando este proceso existe una permutación, σ de {1, .., n}
tal que {µσ(1), ..., µσ(m)} cumple lo mismo. Puesto que reordenar monomios
no aumenta el grado, los monomios de grado ≤ |I| formados a partir de
{µσ(1), ..., µσ(n)} generan el mismo subespacio que los formados a partir de
{µ1, ..., µn}. Por lo tanto {µ∗2I | |I| ≤ n} es base de Ce(G)′.
Lema 35. La aplicación formal ϕ en la demostración del Teorema 33 es
anaĺıtica en e.
Demostración. Para probarlo vamos a necesitar el siguiente teorema de exis-
tencia y unicidad de soluciones de ecuaciones diferenciales:
Sea φ = (φ1, ..., φn) una aplicación anaĺıtica en e = (0, ..., 0) ∈
Rn. La ecuación diferencial formal γ′(s) = φ(γ(s)), γ(0) = e po-
see una única solución formal. Esta solución es anaĺıtica en 0.
Vamos a probar el enunciado en un caso más general de lo necesario. Sea
G1 := Rm y G2 := Rn, con θ : TeG1 −→ TeG2 un homomorfismo de álgebras
de Lie, θ : Ce(G1)
′ −→ Ce(G2)′ el correspondiente homomorfismo de álgebras
de Hopf y ϕ : G1 −→ G2 la aplicación formal que cumple que ϕ′ = θ. Pro-
baremos que ϕ es anaĺıtica. El resultado requerido en la demostración del
Teorema 33 corresponde a n = m y a θ isomorfismo.
Primer vamos a probarlo para para G1 = (R,+). En este caso ϕ(s + t) =















∂yi |(ϕ(s),e)m(x, y)k · ϕ′i(0). (2.1)
Usando el teorema de existencia y unicidad que hemos enunciado al comienzo




i=1 ∂yi |(x,0)m(x, y)k · ϕ′i(0)
que, por (2.1), tiene como solución formal a ϕ, concluimos que ϕ es anaĺıtica
en 0.
Una vez probado esto, vamos a pasar al caso general. Puesto que el producto
de un álgebra de Lie es anticonmutativo y el álgebra de Lie asociada al
grupo (R,+) tiene dimensión 1 entonces el producto de esta álgebra de Lie
es nulo. Aśı, dado µ ∈ TeG1 –y lo mismo serviŕıa para µ ∈ TeG2– existe un
homomorfismo de álgebras de Lie desde el álgebra de Lie de (R,+) hasta
TeG1 que env́ıa ∂1|0 7−→ µ. Por lo que acabamos de ver, existe un entorno
Uµ de 0 en Rn y una aplicación fµ : Uµ ⊂ R −→ G1 anaĺıtica en Uµ tal que
f ′µ(0) := dfµ(∂1|0) = µ –recordemos que dfµ|0 coincide con el homomorfismo
de álgebras de Lie– y de modo que fµ(s + t) = m1(fµ(s), fµ(t)) si s, t ∈ Uµ.
Además
ϕ ◦ fµ : R −→ G2 es un homomorfismo formal
fθ(µ) : Uθ(µ) −→ G2 es un homomorfismo anaĺıtico
Puesto que (ϕ◦fµ)′(0) = dϕ|eµ = θ(µ) = f ′θ(µ)(0), por (2.1) y por la unicidad
del teorema, existe un entorno de 0 tal que ϕ ◦ fµ y fθ(µ) coinciden.
Seleccionamos ahora una base µ1, ..., µn de TeG1 y un entorno U de 0 sufi-
cientemente pequeño para que
φ : Um −→ G1
(t1, ..., tm) 7−→ fµ1(t1) · · · fµm(tm)
φ̄ : Um −→ G2
(t1, ..., tm) 7−→ fθ(µ1)(t1) · · · fθ(µm)(tm)
donde xy indica el producto correspondiente, estén definidas y sean anaĺıticas.
Por un lado, como fµ(0) = e,
dφ(∂ti |0) = ∂ti |0φ = f ′µi(0) = µi
por lo que dφ|(0,...,0) es biyectiva y φ es un difeomorfismo local en (0, . . . , 0).
Por otro lado, formalmente
ϕ ◦ φ(t1, ..., tm) = ϕ(fµ1(t1) · · · fµm(tm))
= ϕ(fµ1(t1)) · · ·ϕ(fµm(tm))
= fθ(µ1)(t1) · · · fθ(µm)(tm) = φ̄(t1, ..., tm)
implica que ϕ ◦ φ = φ̄, y por ello ϕ y φ̄ ◦ φ−1 coinciden en un entorno de e.
Puesto que la segunda aplicación es anaĺıtica en e, también aśı la primera.
2.4. Ejemplos
En esta sección calcularemos en algunos ejemplos concretos el álgebra de Lie
asociada a ciertos productos anaĺıticos. Lo haremos a través del álgebra de
Hopf, no tanto porque sea más simple, que en algunos casos no lo es, sino para
mostrar cómo hacerlo ya que es un método general que solamente requiere
algo de paciencia.
Ejemplo. El álgebra de cuaternios H es un álgebra asociativa de dimensión
4 sobre los números reales. Tienen una base ortonormada 1, i, j, k con la
siguiente tabla de multiplicación
1 i j k
1 1 i j k
i i −1 k −j
j j −k −1 i
k k j −i −1
Este producto se comporta muy bien con respecto a la norma ya que ‖uv‖ =
‖u‖‖v‖ para cualesquiera u, v ∈ H. En particular, los cuaternios de norma 1
forman una superficie esférica S3 de dimensión 3 que es un conjunto cerrado
por producto de H. Por tanto, este producto unitario asociativo y anaĺıti-
co define un álgebra de Hopf y un álgebra de Lie asociada cuya tabla de
multiplicación vamos a calcular.
Podemos darles coordenadas a dos puntos genéricos de un entorno de 1 me-
diante
(x1, x2, x3) := a · 1 + x1 · i+ x2 · j + x3 · k con a :=
√
1− x21 − x22 − x23
(y1, y2, y3) := b · 1 + y1 · i+ y2 · j + y3 · k con b :=
√
1− y21 − y22 − y23
Aśı
m((x1, x2, x3),(y1, y2, y3)) =
ab+ ay1 · i+ ay2 · j + ay3 · k + x1b · i
− x1y1 + x1y2 · k − x1y3 · j + x2b · j − x2y1 · k
− x2y2 + x2y3 · i+ x3b · k + x3y1 · j − x3y2 · i− x3y3
Por lo tanto, representamos m(x, y) como
m(x, y) = (ay1+x1b+x2y3−x3y2, ay2−x1y3+x2b+x3y1, ay3+x1y2−x2y1+x3b)
Pasamos ya a calcular ∂i|1 ∗ ∂j|1 con i 6= j, teniendo en cuanta que 1 ∈ S3
tiene coordenadas (0, 0, 0), por lo que identificaremos estos elementos. Aśı
pues


















Tenemos que calcular el escalar ∂i|x=1∂j|y=1mk, el cual denotaremos como
εijk. Para ello separaremos en dos casos. Si los sub́ındices i, j, k son distintos
entre śı
εijk = ∂i|x=1 ∂j|y=1mk =

1 si (i, j, k) ∈ {(1, 2, 3), (2, 3, 1), (3, 2, 1)}
−1 si (i, j, k) ∈ {(2, 1, 3), (3, 2, 1), (1, 3, 2)}
Si k ∈ {i, j}, suponemos que i = k (si k = j es equivalente) aśı
∂i|x=1 ∂j|y=1mk = ∂k|x=1 ∂j|y=1mk = ∂k|x=1(±xl) =
l 6=j,k
0








= ∂i∂j|1(f) + εijk∂k|1(f) con k 6= i, j
ya que si k = j o k = i entonces εijk = 0. Una vez calculado esto, obtenemos
∂i|1 ∗ ∂j|1 − ∂j ∗ |1∂i|1 = 2εijk∂k|1 con k 6= i, j
Quedando la tabla de multiplicación del álgebra de Lie que buscábamos como
[ , ] ∂1|1 ∂2|1 ∂3|1
∂1|1 0 2∂3|1 −2∂2|1
∂2|1 −2∂3|1 0 2∂1|1
∂3|1 2∂2|1 −2∂1|1 0
Otra forma de calcular la tabla hubiese sido utilizar la nota del final de la
Sección 2.1 que permite el cálculo directo a partir de la fórmula del producto
unitario. 
Ejemplo. Asumimos la siguiente igualdad para matrices cuadradas A ∈
Mn(R)
det(exp(A)) = etraza(A).
Aśı pues, alrededor de la matriz identidad Idn el grupo de matrices de de-
terminante 1 se puede parametrizar por las matrices de traza 0. Para n = 2,







Vamos a calcular la tabla de multiplicación del álgebra de Lie asociada a este
producto unitario asociativo y anaĺıtico.











) ≡ (y1, y2, y3)


















+ · · ·
tenemos que como solo buscamos calcular las derivadas de primer orden, los
elementos que sean de grado mayor que uno, al evaluarlos posteriormente












Una vez que tenemos esto, ya podemos calcular con facilidad el producto que
necesitamos para nuestras operaciones, aśı

































x1 + y1 + x1y1 + x2y3 x2 + y2 + x1y2 − x2y1
x3 + y3 − x3y1 − y3x1 −x1 − y1 + x3y2 + x1y1
)
.
Tenemos entonces que para nuestros cálculos podemos utilizar el producto
m(x, y) = (x1 + y1 + x1y1 + x2y3, x2 + y2 + x1y2− x2y1, x3 + y3− x3y1− y3x1)
En este caso vamos a calcular directamente todos los ∂i|1 ∗ ∂j|1 con i, j ∈
{1, 2, 3}:
∂1|1 ⊗ ∂2|1(f ◦m) = ∂1|x=1(∂2|y=1(f(m(x, y)))
= ∂1|x=1(∂2f · (1 + x1)) = ∂1∂2|1f + ∂2|1f
∂2|1 ⊗ ∂1|1(f ◦m) = ∂2|x=1(∂1|y=1(f(m(x, y)))
= ∂2|x=1(∂1f · (1 + x1) + ∂2f · (−x2) + ∂3f · x3)
= ∂2∂1|1f − ∂2|1f
∂1|1 ⊗ ∂3|1(f ◦m) = ∂1|x=1(∂3|y=1(f(m(x, y)))
= ∂1|x=1(∂2f(x2) + ∂3f · (1− x1))
= ∂1∂3|1f − ∂3|1f
∂3|1 ⊗ ∂1|1(f ◦m) = ∂3|x=1(∂1|y=1(f(m(x, y)))
= ∂3|x=1(∂1f · (1 + x1) + ∂2f · (−x2) + ∂3f · (x3))
= ∂3∂1|1f + ∂3|1f
∂2|1 ⊗ ∂3|1(f ◦m) = ∂2|x=1(∂3|y=1(f(m(x, y)))
= ∂2|x=1(∂1f · (x2) + ∂3f · (1− x1))
= ∂2∂3|1f + ∂1|1f
∂3|1 ⊗ ∂2|1(f ◦m) = ∂3|x=1(∂2|y=1(f(m(x, y)))
= ∂3|x=1(∂2f · (1 + x1)) = ∂3∂2|1f
De este modo, la tabla de multiplicación del álgebra de Lie que buscábamos
es la siguiente:
[ , ] ∂1|1 ∂2|1 ∂3|1
∂1|1 0 2∂2|1 −2∂3|1
∂2|1 −2∂3|1 0 ∂1|1
∂3|1 2∂3|1 −∂1|1 0
Nuevamente esta no es la forma más breve de calcular la tabla de multiplica-
ción, pero śı encaja muy bien con la teoŕıa vista hasta ahora y con la idea de
manipular los productos de Lie a través del álgebra de Hopf y en términos
de bases. Otra forma seŕıa la siguiente. Primero observamos que si {Xi}i es
una base fija de las matrices de traza cero y xi(A) es la i-ésima coordenada
de la matriz A respecto de esta base entonces, usando que alrededor de la
matriz identidad Id las matrices son de la forma exp(A) y la nota que cierra
la Sección 2.1,









exp(tXi) exp(sXj) exp(−tXi) exp(−sXj)
= XiXj −XiXj −XjXi +XiXj = [Xi, Xj]





son las mismas que nos encontramos al expresar [Xi, Xj] como combinación
lineal de la base {Xi}i, es decir, que el álgebra de Lie del grupo de matrices
invertibles es isomorfa al álgebra de matrices con el producto conmutador.
En el caso del grupo de matrices de determinante 1, este isomorfismo seŕıa
con el álgebra de Lie de matrices de traza 0 con el producto conmutador. 
Si nos fijamos en las dos álgebras de Lie que acabamos de calcular en los
ejemplos anteriores, podemos ver que no son isomorfas entre śı, vistas como
álgebras sobre los números reales –en la primera álgebra no hay elementos
a, b no nulos tales que [a, b] = 2b, mientras que en la segunda śı. Podemos
aśı de esta forma clasificar productos unitarios asociativos anaĺıticos muy
distintos entre śı calculando sus álgebras de Lie y ver si dichas álgebras son
isomorfas entre śı o no.
Caṕıtulo 3
Álgebras de Hopf no asociativas
La exposición que hemos seguido de productos unitarios anaĺıticos no requiere
que el producto sea asociativo. Es decir, esta técnica ayuda a clasificar pro-
ductos unitarios mucho más generales que los asociativos a través de análogos
no asociativos de las álgebras de Hopf asociativas que se han usado en el ca-
so de productos asociativos. En este caṕıtulo desarrollaremos, debido a la
limitación del espacio, el estudio de una familia de productos unitarios que
generalizan a uno muy natural en las matrices simétricas definidas positivas.
Nos hemos basado en [2, 3, 4].
3.1. Matrices simétricas definidas positivas
Consideramos el conjunto de matrices reales n×n simétricas y definidas po-
sitivas, Pn. Este conjunto no es cerrado por el producto usual de matrices,
por lo que parece no tener interés dentro del contexto que estamos expo-
niendo. Sin embargo, vamos a ver que podemos definir de modo natural un
producto unitario anaĺıtico no asociativo en Pn, por lo que a partir de Pn es
una biálgebra no asociativa de modo similar a como se obtienen las álgebras
de Lie a partir de productos asociativos.
Dada A ∈ Pn existe una matriz P ortogonal tal que








entoncesA = P−1D2P = (P−1DP )2. Además P−1DP ∈ Pn ya que P−1DP =
P TDP que es simétrica y tiene valores propios > 0, por lo tanto P−1DP es
una ráız cuadrada de A en Pn.
Lema 36. Dada A ∈ Pn, existe una única
√





Demostración. Hemos probado la existencia, por lo que solo resta probar
la unicidad. Si existiera otra R ∈ Pn tal que R2 = A además de la matriz√
A := P−1DP encontrada en el párrafo previo al lema, entonces
R2 = A = P−1D2P =⇒ PR2P−1 = D2 =⇒ (PRP−1)2 = D2.
Esto implica que D2 conmuta con PRP−1 y como λ1, ..., λ > 0 entonces D
–y también
√
D– conmuta con PRP−1 ya que es una potencia suya. Lo cual
nos lleva a que:
1. como se cumple que D−1PRP−1D−1PRP−1 = D−2(PRP−1)2 = Id
entonces (D−1PRP−1)2 = Id;
2. tenemos que (D−1PRP−1)T = (PRP T )D−1 = D−1(PRP T ) lo que
implica que D−1PRP−1 es simétrica, y
3. si X es un vector columna, como
√
D conmuta con PRP−1, P es orto-
gonal y R es definida positiva,









y XT (D−1PRP−1)X = 0⇐⇒ X = 0.
Por lo tanto D−1PRP−1 es simétrica definida y sus valores propios son reales
positivos. Pero como a su vez se cumple que (D−1PRP−1)2 = Id entonces
todos ellos tienen que ser 1. Además, como D−1PRP−1 es diagonalizable,
entonces necesariamente D−1PRP−1 = Id, es decir PRP−1 = D, lo que
implica que R = P−1DP =
√
A.





aplicación S(A) := A−1. Se tiene:
1. A ∗B ∈ Pn, A ∗ Id = A = Id ∗A.
2. A ∗ (B ∗ (A ∗ C)) = (A ∗ (B ∗ A)) ∗ C.
3. S(A) ∗ (A ∗X) = X = A ∗ (S(A) ∗X).
4. S(A)((A ∗ (X ∗ A)) ∗ S(A) = (S(A) ∗ ((A ∗X) ∗ S(A)) ∗ A.
5. S(A ∗B) = S(A) ∗ S(B).



























A = A ∗ (B ∗A)
implica















(A ∗ (B ∗ A))C
√
(A ∗ (B ∗ A)) = (A ∗ (B ∗ A)) ∗ C

















A = A ∗ (A−1 ∗X)
4. A−1 ∗ ((A ∗ (X ∗ A)) ∗ A−1) =
por 2.
A−1 ∗ (A ∗ (X ∗ (A ∗ A−1)))
= A−1 ∗ (A ∗X) = A−1 ∗ ((A ∗X) ∗ (A−1 ∗ A))
=
por 2.
(A−1 ∗ ((A ∗X) ∗ A−1)) ∗ A








A)−1 = S(A ∗B)
Proposición 38. Si X es una matriz simétrica entonces exp(X) ∈ Pn, es
decir, exp(X) es una matriz simétrica y definida positiva.
Este resultado admite un rećıproco.
Proposición 39. Sea A ∈ Pn y P matriz ortogonal tal que
PAP T = diag(λ1, . . . , λn) con λ1, ..., λn > 0.
Se tiene que
ln(A) := P T diag(ln(λ1), . . . , ln(λn))P
es una matriz simétrica pero no necesariamente definida positiva y exp(ln(A)) =
A. Además, si X es una matriz simétrica entonces ln(exp(X)) = X.





















= P T diag
(
eln(λ1), . . . , eln(λn)
)
P
= P T diag(λ1, . . . , λn)P = A.
Si X es simétrica entonces existe P matriz ortogonal tal que PXP T =
diag(α1, . . . , αn). Por tanto P exp(X)P
−1 = diag(eα1 , . . . , eαn) y aśı, por la
definición de ln, y la nota tras la demostración, ln(exp(X)) = X.
Nota. Observemos que ln(A) no depende de la matriz P ya que si Q es
otra matriz ortogonal y QAQ−1 = PAP−1 es la misma matriz diagonal
D = diag(λ1, . . . , λn) entonces P
−1DP = Q−1DQ por lo que PQ−1 conmuta
con D y por tanto también con la matriz diag(ln(λ1), . . . , ln(λn)). Aśı,
P T diag(ln(λ1), . . . , ln(λn))P = Q
T diag(ln(λ1), . . . , ln(λn))Q

Puesto que exp es una aplicación biyectiva entre las matrices simétricas y
las matrices simétrica definidas positivas, podemos usar las primeras para
coordinatizar las segundas y transportar el producto ∗.











aśı que en estas coordenadas el producto en Pn se transportaŕıa a














que es anaĺıtica alrededor de 0 ya que exp lo es y ln también lo es alrededor
de Id por ser su inversa.
Recordemos que Te Pn = {µ ∈ Ce(Pn)′ | ∆(µ) = µ⊗δ+δ⊗µ} donde e := Id.
Aunque en el caso de productos asociativos el conmutador [ , ] conteńıa
toda la información para recuperar localmente el producto unitario, aqúı el
conmutador no contiene absolutamente nada de información.
Proposición 40. Para cualesquiera α, β ∈ Te Pn se tiene que [α, β] = 0.
Demostración. Linealizando la identidad del apartado 3 de la Proposición 37,∑
S(α(1)) ∗ (α(2) ∗ β) = ε(α)β, por lo que S(δe) = δe y S(α) + α = 0 si
α ∈ Te Pn. Si α, β ∈ Te Pn entonces la misma identidad nos muestra que
S(α ∗ β) + S(α) ∗ β + β ∗ S(α) + α ∗ β = 0
es decir, S(α ∗ β) = β ∗ α; pero por otro lado tenemos que linealizando la
identidad del apartado 5 de la Proposición 37,
S(α ∗ β) = S(α) ∗ S(β) =⇒ S(α ∗ β) = α ∗ β.
Por lo tanto α ∗ β = β ∗ α para cualesquiera α, β ∈ Te Pn.
3.2. Álgebras de Hopf no asociativas
Un lazo local es un par (P,m) formado por una variedad diferenciable pun-
teada –es decir, en la que hemos fijado un punto base e– y un producto
m : U × U −→ P, (x, y) 7−→ xy := m(x, y) definido en un entorno U de e
que es anaĺıtico y ex = x = xe. En general, al estudiar lazos locales el en-
torno U de definición de m no es relevante por lo que podemos asumir que es
tan pequeño como sea necesario para que todas las expresiones algebraicas
que usemos tengan sentido. Por ejemplo, si necesitásemos multiplicar tres
elementos x, y, z, puesto que m es continúa y m(e, e) = e, m−1(U) seŕıa un
entorno de (e, e) y existiŕıa U1 entorno de e, que podemos asumir contenido
en U , tal que U1×U1 ⊆ m−1(U). Aśı, dados x, y, z ∈ U1, el producto xy está
definido y pertenece a U y por tanto el producto (xy)z está definido también,
lo mismo que el producto x(yz). Es decir, el producto de tres elementos de
U1 está definido. Del mismo modo procedeŕıamos para encontrar un entorno
en el cual podamos realizar operaciones con mayor número de factores.
Puesto que el Teorema 20 acerca de existencia de inversos depende fuerte-
mente de la asociatividad, es conveniente reformularlo en un contexto no
asociativo para poder dar una definición correcta de álgebra de Hopf no aso-
ciativa.
Teorema 41. Sea P un lazo local. Existe un entorno U de e y aplicaciones
\, / : U × U −→ P tales que
x\(xy) = y = x(x\y) e (yx)/x = y = (y/x)x
si x, y pertenecen a U .
Demostración. Podemos pensar sin pérdida de generalidad que P = Rm y que
e = (0, . . . , 0). Consideramos la aplicación F ((x, y), z) := xz−y. Claramente
F ((e, e), z) = z, por lo que el jacobiano de esta aplicación en (e, e) no es nulo.
Por tanto, por el Teorema de la función impĺıcita, existe un entorno abierto
U × U de (e, e) y una única aplicación anaĺıtica ϕ : U × U −→ P de modo
que F ((x, y), ϕ(x, y)) = F ((e, e), e) = (0, . . . , 0). Es decir, xϕ(x, y) − y =
(0, . . . , 0). Definiendo x\y := ϕ(x, y) se tiene x(x\y) = y. Por el mismo
motivo, a partir de F1((x, y), z) := x\z−y encontramos una única aplicación
anaĺıtica ϕ1(x, y) tal que x\ϕ1(x, y) = y en U –recordar que U puede ser tan
pequeño como sea necesario. Multiplicando esta expresión por x y usando
que x(x\y) = y obtenemos que ϕ1(x, y) = xy. Por tanto x\(xy) = y.
A partir de la aplicación G((x, y), z) := zx − y obtendŕıamos la aplicación
x/y y sus propiedades.
Las aplicaciones \ y / se conocen como divisiones a izquierda y a derecha, y
sus sustitutos naturales de la aplicación x 7−→ x−1 cuando no se dispone de
la asociatividad.
Definición 42. Un álgebra de Hopf no asociativa (coconmutativa y coaso-
ciativa) es una biálgebra (B,m, u,∆, ε) junto con dos aplicaciones lineales
\, / : B ⊗B −→ B tales que∑
µ(1)\(µ(2)ν) = ε(µ)ν =
∑
µ(1)(µ(2)\ν)∑
(νµ(1))/µ(2) = ε(µ)ν =
∑
(ν/µ(1))µ(2).
Claramente, la biálgebra de distribuciones con soporte en e de un lazo local
P es un álgebra de Hopf no asociativa.
3.3. Teoŕıa de Lie para lazos locales de Bruck
Los lazos locales de Bruck son tipos especiales de lazos locales. Un lazo local
de Bruck (a izquierda) es un lazo local tal que cumple además las siguientes
identidades:
x(y(xz)) = (x(yx))z y S(xy) = S(x)S(y)
donde S(x) := e/x para cualesquiera x, y, z en un entorno suficientemente
pequeño de e como para que las expresiones estén definidas –ya no volveremos
a insistir en este punto. Tras lo expuesto en la sección anterior, el ejemplo
más natural de lazo local de Bruck es el conjunto de las matrices simétricas
definidas positivas Pn con el producto ∗.
Algunas de las propiedades de Pn que no se recogen en la definición de lazo
local de Bruck son en realidad consecuencia de la definición.
Lema 43. En cualquier lazo local de Bruck se tiene que S(x)(xy) = y =
x(S(x)y).
Demostración. Sustituyendo y = S(x) en la primera identidad de la defini-
ción de lazo de Bruck tenemos que x(S(x)(xz)) = (x(S(x)x))z. Puesto que
S(x)x = (e/x)x = e entonces x(S(x)(xz)) = xz. Dividiendo a izquierda por
x tenemos que S(x)(xz) = z. En particular S(x)(xS(x)) = S(x), lo que,
dividiendo por S(x) a izquierda implica que xS(x) = e. Como además, por
la definición de S, S(S(x))S(x) = e entonces xS(x) = e = S(S(x))S(x).
Dividiendo a derecha por S(x) obtenemos S(S(x)) = x. Si partimos de
S(x)(xz) = z cambiando x por S(x) entonces S(S(x))(S(x)z) = z implica
que x(S(x)z) = z, que es la segunda igualdad que queŕıamos demostrar.
Aśı, la demostración de la Proposición 40 nos muestra que para cualquier
lazo de Bruck P el conmutador de elementos de Te P es siempre nulo por lo
que no podemos clasificar ni estudiar P utilizando un análogo del álgebra
de Lie como hemos hecho hasta ahora. Debemos buscar una nueva forma de
analizarlo.
Definición 44 (Asociador). En un álgebra se llama asociador de x, y, z al
elemento (x, y, z) := (xy)z − x(yz).
Lema 45. Sea P un lazo local de Bruck. Dados α, β, γ ∈ Te P se tiene que el
asociador (α ∗ β) ∗ γ − α ∗ (β ∗ γ) de α, β, γ en Ce(P)′ pertenece nuevamente
a Te P.
Demostración. Basta usar que Te P = {µ ∈ Ce(P)′ | ∆(µ) = µ⊗δ+δ⊗µ}.
Aśı, quizás sea el producto triple asociador (α, β, γ) en lugar del producto
binario conmutador [α, β] el que resulte más útil para clasificar el lazo P.
Vamos a estudiar propiedades de dicho asociador y a ver como este nos
permite comprender todo el producto de Ce(P)
′, pero de aqúı en adelante,
para aligerar la notación y puesto que ya nos centraremos en Ce(P)
′ en lugar
de en P, vamos a utilizar
1 en lugar de δ
x, y, z, ... en lugar de η, µ, ν, ... ∈ Ce(P)′
xy en lugar de x ∗ y
a, b, c, ... en lugar de α, β, ... ∈ Te P
Proposición 46. Dados a ∈ Te P e y, z ∈ Ce(P)′ se tiene que:
1. (a, y, z) = −(y, a, z),
2. a(yz) = (ay + ya)z − y(az).





(x(1)(yx(2)))z. Si elegimos a como x, puesto
que ∆(a) = a⊗1+1⊗a entonces a(yz)+y(az) = (ay)z+(ya)z. Esto prueba
ambos apartados.
Si usamos la notación
La : x 7−→ ax, Ra : x 7−→ xa y Ta : x 7−→ ax+ xa
entonces la segunda propiedad se puede escribir como
La(yz) = Ta(y)z + y(−La(z)). (3.1)




′) := {(d1, d2, d3) ∈ End(Ce(P)′)3 | d1(yz) = d2(y)z + yd3(z)}.
Si en una derivación ternaria se tiene que d1 = d2 = d3 entonces decimos
que d1 es una derivación.
En la definición el conjunto End(Ce(P)
′) es el conjunto de aplicaciones lineales
de Ce(P)
′ en śı mismo. Estas aplicaciones lineales se pueden componer entre
śı pero también podemos considerar el producto conmutador entre ellas. Al
igual que en la demostración de la Proposición 29, con este conmutador
End(Ce(P)
′) es un álgebra de Lie, lo mismo que End(Ce(P)
′)3 si utilizamos
el producto conmutador componente a componente.


































− d′2d2(y)z − d2(y)d′3(z)− d′2(y)d3(z)− yd′3d3(z)
= [d2, d
′
2](y)z + y[d3, d3](z).
Proposición 49. Sea P un lazo local de Bruck. Si a, b ∈ Te P entonces
([La, Lb], [Ta, Tb], [La, Lb]) ∈ TDer(Ce(P)′).
Más aún, [La, Lb] = [Ta, Tb] es una derivación de Ce(P)
′.
Demostración. La primera cuestión es cierta por las propiedades que tiene el
asociador, como hemos visto en (3.1). Ahora, dados a, b ∈ Te P tenemos que
[La, Lb](1) = ab− ba = 0 ya que ab = ba si a, b ∈ Te P .
Aśı pues,
[La, Lb](yz) = [Ta, Tb](y)z + y[La, Lb](z) =⇒
z=1
[La, Lb](y) = [Ta, Tb](y)
de donde concluimos que [La, Lb] = [Ta, Tb] y que por lo tanto [La, Lb] es una
derivación.
Proposición 50. Sea P un lazo local de Bruck, a, b ∈ Te P y
Da,b(y) := [a, b, y] := [La, Lb](y).
Se tiene que [[La, Lb], Lc] = L[a,b,c]
Demostración. ComoDa,b = [La, Lb] es una derivación,Da,b(xy) = Da,b(x)y+
xDa,b(y), lo que podemos reescribir como [Da,b, Lx] = LDa,b(x).
Proposición 51. Sea P un lazo local de Bruck y a, b, c ∈ Te P. Se tiene que
[a, b, c] = −2(a, b, c) ∈ Te P.
Demostración. La igualdad se prueba de forma inmediata pues
[a, b, c] = [La, Lb](c) = a(bc)− b(ac) = −(a, b, c) + (b, a, c) + (ab)c− (ba)c
= −2(a, b, c),
a aplicando el Lema 45 concluimos que este elemento pertenece a Te P.
Podemos aśı considerar el par (Te P, [ , , ]) y pensar en él como en una
estructura algebraica. Ahora tenemos que ver como este producto triple nos
permite estudiar Ce(P)
′.
El siguiente resultado es análogo al Lema 34, y omitimos la demostración.
Proposición 52. Sea P un lazo local de Bruck. Si {a1, ..., an} es una base
de Te P y
aI := a1(· · · (a1︸ ︷︷ ︸
i1
a2 · · ·
in︷ ︸︸ ︷
an(· · · (anan)) · · · )
con I := (i1, ..., in) entonces
{aI | I ∈ Nn}
es una base (de tipo Poincaré-Birkhoff-Witt) de Ce(P)
′
Queremos calcular dentro de Ce(P)
′ el producto aIaJ de dos elementos bási-
cos en términos de la base que acabamos de nombrar usando si fuera necesario
algún tipo de penalización, es decir, buscamos realizar el mismo procedimien-
to que en el tema de productos unitarios asociativos, donde los productos en
Ce(G)
′ quedaban totalmente determinados si conoćıamos [ , ] para los ele-
mentos de la base de Poincaré-Birkhoff-Witt.
Si T := TeQ y T
n := T (T (· · · (TT )) es el subespacio generado por los pro-
ductos c1(c2(· · · (cn−1cn)) con c1, ..., cn ∈ T entonces
[La, Lb](T
n) ⊆ T n
es decir, que al aplicar [La, Lb] no se aumenta el grado n del producto, ya
que
[La, Lb](c1(c2(· · · (cn−1cn))) =
n∑
i=1
c1(c2(· · · [La, Lb](ci) · · · (cn−1cn))
y [La, Lb](ci) = [a, b, ci] ∈ T .
Observaremos ahora que un monomio de la forma b1(b2(· · · (bn−1bn)) puede
ser reordenado de la siguiente forma
b1(b2(· · · (bi(bi+1 · · · (bn−1bn))) = b1(b2(· · · (bi+1(bi · · · (bn−1bn)))
+ b1(b2(· · · (bi−1[Lbi , Lbi+1 ](bi+2 · · · (bn−1bn)))
donde la “penalización” que se le añade al permutar bi y bi+1 está en T
n−2
por lo que hemos visto anteriormente.
Ejemplo Vamos a ordenar correctamente a2(a3(a4a1)):
a2(a3(a4a1)) = a2(a3(a1a4)) = a2(a1(a3a4)) + a2[a3, a1, a4]
= a1(a2(a3a4)) + [La2 , La1 ](a3a4) + a2[a3, a1, a4]
= a1(a2(a3a4)) + [a2, a1, a3]a4 + a3[a2, a1, a4] + a2[a3, a1, a4]
Si conociéramos el valor de [a2, a1, a3], [a2, a1, a4] y [a3, a1, a4] en términos
de la base {a1, ..., an} entonces lo escribiŕıamos y seguiŕıamos ordenando los
sumandos nuevos que han aparecido. 
Aśı sabemos que
el producto aiaJ queda determinado por [ , , ]
y salvo una combinación lineal de términos de la base de Poincaré-Birkhoff-
Witt de menor grado coincide con aJai. Ahora veremos que también aIaJ
queda determinado. Lo probaremos por inducción, suponemos que sabemos
calcular aI′aJ si |I ′| < |I|, es decir, aI′ es de menor grado que aI como una
combinación lineal de la base de Poincaré-Birkhoff-Witt y que solo necesi-
tamos para ello conocer el producto triple [ , , ]. Escribiremos aI = aiaI′ .
Sabemos que
aI′ai = aiaI′ + r
con r una combinación lineal de elementos de menor grado de la base de
Poincaré-Birkhoff-Witt. Aśı, usando el apartado 2 de la Proposición 46






















Todos los términos de la última ecuación se desarrollarlos puesto que los
factores de la izquierda en cada sumando son todos de grado menor que |I|,
aśı pues, podŕıa calcular cuanto seŕıa el producto en término de la base. Por
lo tanto,
el producto de Ce(P)
′ queda determinado por [ , , ].
Esto demuestra el siguiente resultado.
Teorema 53. Sean P1 y P2 dos lazos locales de Bruck. Se tiene que Ce(P1)
′
es isomorfa a Ce(P2)
′ como biálgebras si y solamente si (Te P1, [ , , ]) es
isomorfa a (Te P2, [ , , ]).
Si dispusiésemos de algún resultado que nos asegurase que el isomorfismo
entre Ce(P1)
′ y Ce(P2)
′ proviene de una aplicación anaĺıtica entre P1 y P2
–sabemos que śı que proviene de una formal, pero no podemos asegurar la
convergencia– entonces automáticamente tendŕıamos un análogo del Teore-
ma 33 pero para lazos locales de Bruck. Tal resultado es cierto, pero cae ya
fuera del alcance de este trabajo fin de grado.




























= (a1(a2(a3a4)) + a1[a3, a2, a4] +
1
2





Finalmente es interesante conocer qué propiedades tiene este producto [ , , ]
que permite clasificar localmente los lazos de Bruck.
Proposición 54. El producto triple [ , , ] cumple las siguientes relaciones:
1. [a, b, c] = −[b, a, c]
2. [a′, b′, [a, b, c]] = [[a′, b′, a], b, c] + [a, [a′, b′, b], c] + [a, b, [a′, b′, c]]
3. [a, b, c] + [b, c, a] + [c, a, b] = 0
es decir, es un producto triple de Lie.
Demostración. Probemos cada una de las propiedades. Puesto que el con-
mutador en End(Ce(P)
′) define un álgebra de Lie:
1. [a, b, c] = [[La, Lb], Lc](1) = −[[Lb, La], Lc](1) = −[b, a, c]
2. [a′, b′, [a, b, c]] = [[La′ , Lb′ ], L[a,b,c]](1) = [[La′ , Lb′ ], [[La, Lb], Lc]](1)
= [[[[La′ , Lb′ ], La], Lb], Lc](1) + [[La, [[La′ , Lb′ ], Lb], Lc]](1)
+ [[La, Lb], [[La′ , Lb′ ], Lc]](1)
= [[L[a′,b′,a], Lb], Lc](1) + [La, [L[a′,b′,b], Lc]](1)
+ [[La, Lb], L[a′,b′,c]](1)
= [[a′, b′, a], b, c] + [a, [a′, b′, b], c] + [a, b, [a′, b′, c]]
3. Por último
[a, b, c] + [b, c, a] + [c, a, b] = [[La, Lb], Lb](1) + [[Lb, Lc], La](1)
+ [[Lc, La], Lb](1) = 0
Se puede demostrar que cualquier producto triple de Lie proviene de un lazo
local de Bruck en los términos que hemos expuesto, pero nuevamente esto
cae fuera del alcance de este trabajo.
Ejemplo. Volvemos al conjunto Pn con el que hemos iniciado este caṕıtulo.
Consideraremos que exp(X) tiene coordenadas X. Fijemos una base {Xi}i
del espacio vectorial de matrices simétricas n × n. En lugar de escribir ∂i|e
para la i-ésima derivada parcial –aqúı e = Id– podemos escribir ∂Xi |e, es decir
usando la notación propia de derivadas direccionales. Aśı, si Z =
∑
i αiXi,
también podemos considerar la derivada direccional en la dirección Z que
viene dada por ∂Z |e =
∑
i αi∂Xi |e o a través de la fórmula natural






Dadas tres matrices simétricas Y1, Y2, Y3, vamos a calcular [∂Y1|e, ∂Y2|e, ∂Y3|e].
Sabemos que [∂Y1|e, ∂Y2|e, ∂Y3|e] una combinación lineal de elementos de la
base de Te Pn, es decir, un ∂Z |e para alguna matriz simétrica Z =
∑
i αiXi.
Si xj : Pn −→ R es la j-ésima función coordenada entonces ∂Z |e(xj) =∑
i αi∂I |e(xj) = αj. Por tanto para encontrar Z basta aplicar la distribu-
ción [∂Y1|e, ∂Y2|e, ∂Y3|e] a cada una de las funciones coordenadas. Tenemos
xj(Z) = [∂Y1|e, ∂Y2|e, ∂Y3|e](xj)
= ∂Y1|e ∗ (∂Y2 |e ∗ ∂Y3 |e)((xj)− ∂Y2|e ∗ (∂Y1 |e ∗ ∂Y3 |e))(xj)
= ∂Y1|A=e ⊗ ∂Y2 |B=e ⊗ ∂Y3|C=e(xj(A ∗ (B ∗ C)))

































































































































Aśı pues, el sistema triple de Lie correspondiente a Pn es salvo isomorfismo





En esta memoria, pese a sus limitaciones de extensión, hemos hecho un resu-
men bastante completo respecto al tema de álgebras de Hopf. Los conceptos
básicos sobre álgebras, coálgebras, etc han quedado perfectamente tratados
al igual que lo relativo al proceso de linealización, y todas sus caracteŕısti-
cas. Gran parte del peso teórica del trabajo, como hemos podido comprobar,
ha recáıdo en las álgebras de Hopf asociativas y las álgebras de Lie que ob-
teńıamos de ellas. Si bien es cierto eso, también las no asociativas han sido
explicadas correctamente. A pesar de todo esto, esto solo podŕıa considerarse
una introducción a este tema puesto que teóricamente y en sus aplicaciones,
no hemos ni alcanzado el inicio de él. Aún aśı, el objetivo del mismo se ha
obtenido puesto que era obtener un trabajo donde la base de todos estos
conceptos estuvieran, sin olvidar, los múltiples ejemplos al respecto. Conclu-
yendo aśı que este trabajo me ha permitido obtener una base muy amplia
respecto a este tema, pero en el cual aún, si tuviéramos más tiempo, se puede
llegar a profundizar mucho.
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