The purpose behind this work is to construct from a family of algebraic formal power series of degree more than 2, a family of transcendental fractions over IK p (X).
Introduction
Let IK p be a field of characteristic p ≥ 0 and IK p ((X −1 )) be the field of formal power series, We say that deg f = −γ(f ). We define an absolute value on IK p ((X −1 )) by | f |= exp (−γ(f )) for any f in IK p ((X −1 )). Let that q −1 = p −2 = 0, q −2 = p −1 = 1 and for any n ∈ IN, q n = a n q n−1 + q n−2 , p n = a n p n−1 +p n−2 . We can write p n q n = [a 0 ; a 1 , . . . , a n ] and we refer to ( p n q n ) n∈IN as the convergent of f and to (a n ) n∈IN as the partial quotients. Let f be an algebraic formal power series of minimal polynomial
and
An algebraic formal power series is reduced if its minimal polynomial is reduced and [f ] = 0. In 1844, Liouville [4] was the first to prove that transcendental numbers existed. Moreover, he constructed explicit examples of such numbers. Liouville's theorem states that if x is algebraic of degree n then there exists a positive number c such that, for arbitrary integers p and q (q > 0),
In 1962, Baker [1] proved the following :
. .] where B n is a block of k n consecutive partial quotients and if there are infinetely many n for which
where λ(n) is a sequence of integers verifying certain increasing properties, then x is transcendental}. The proof of this result has been based on Liouville's and Roth's theorems. After this, in 1967, Shmidt [9] stipulated the following : {if a positif irrational number is approximate by quadratic numbers, it is either quadratic or transcendental}. In fact, it was used in most theorem's proofs.
In [3] , the transcendence of continued fractions which have repetition properties has been deduced.
It was proved in [7] that the real number whose continued fraction expansion in the {1 -2} valued Thue-Morse sequence is a transcendental number. Moreover, in [5] it improved Baker's results using Shmidt's theorem.
We alluded that Liouville's theorem had an analogous in the field of formal power series. But Roth's and Shmidt's theorems does not have an equivalent in the case of formal power series.
In [2] , Baum and Sweet were the first to give an example of algebraic formal power series of degree 3 that had a bounded continued fraction expansion. This, remained an open problem in the real case. This work was pursued in [8] by Mills and Robbins who gave an example of formal power series over IK p (X) where its continued fractions expansion was explicitly given.
In this note, we improve the theorem published in [6] , which was concerned by constructing a family of transcendental continued fractions over IK p (X) from an algebraic formal power series of degree more than 2. 
We denote by δ i,j the sum of degrees of the first n i,j -terms of g j , d i the sum of degrees of B i 's terms and
Theorem 2 Let f and g be two algebraic formal power series of degrees d and m respectively which having the same first s-terms of their sequences of partial quotients, let δ s be the sum of degrees of these terms. If | f |> 1 and g is reduced then
We need the following lemmas to prove these theorems. 
Proof. Suppose that f is a reduced formal power series, and
where
We remark that the absolute value of the coefficient of L(Z) is strictly less than 1. By Hensel's lemma [10] , we state that
Thus it leads to a contradiction with P (f i ) = 0. Conversely, if P (Y ) has a simple root f such that | f |> 1 and the others f i of P are simple and verify | f i |< 1. Then, in this case, we have f reduced since P is unitary, then the coefficients of f are symmetrical polynomials in f,
Moreover, the degree of T is less or equal to the degree of Q (as a polynomial in Y ).
Proof. π is a permutation of  {1, 2, . . . , n}) . Then, we remark that the dominant term of σ 
Proof. As g is algebraic of degree m then 
for any j ∈ {0, . . . , m−1} and P the minimal polynomial of f. Consequently, 
As g is reduced, then using lemma 1, we get | g i |< 1 and | P (g i ) |< H(f ) for any i ∈ {2, . . . , m}. Whence
On the other hand, we can suppose that
Finally, 
is the sequence of convergent in the continued fraction expansion of f. Since for any integer n,
It clearly appears that f = [a 1 , . . . , a n , g], we can conclude that g is algebraic. On the other hand, the conjugate of g satisfy | g i |< 1 for n sufficiently large. Therefore from lemma 1 g is reduced . ♦
Lemma 5 Let f be an algebraic formal power series of degree d such that
Proof. Let us begin by the particular case where
and for k ≥ 2, we have
and we have As f and g have the same first s-terms of their continued fraction expansion, then
Thus, it follows from theorem 2 that
after taking logarithms, we
Proof of theorem 1. We may assume that f is algebraic not quadratic of degree d. ,j , B i+1 , . . . , B l−1 , a   (1)   1 , . . . , a   (1)   n l,1 , . . . , a   (j−1)  1 , . . . , a ,j , B i+1 , . . . , B l−1 , a   (1)   1 , . . . , a   (1)   n l,1 , . . . , a   (j−1)  1 , . . . , a
it implies that g j is quadratic and f too. Such a fact is absurd).
1 , . . . , a
it follows from lemma 5 that f i,j is algebraic of degree d and
As g j and f i,j have the same first n i,j -terms, it follows from theorem 2 that
with δ i,j as the sum of degrees of the first n i,j terms of g j and m j as the algebricity's degree of g j , it implies that
where α = max 1≤j≤k m j and β = max
and lim inf [a 1 , . . . , a t , b 1 , . . . , b n i,j −t , A i,j , a   (1) 1 , . . . , a (1) −1 , a 1 , . . . , a t , . . .].
Then f i, j = [a 1 , . . . , a t , C i,j , C i+1,j , . . .] , where
The sum of C i,j 's degrees is equal to 
• If
In both cases, we contradict with the hypothesis and we conclude that f is transcendental or quadratic. ♦ = [B 1 , B 2 , . . . , B n , . . .] where . it is clear that g 2 is quadratic and refers to [8] , g 1 is cubic. Now, we define for any k ≥ 1 
