Research has shown that adults' lexical-semantic representations are surprisingly malleable. For instance, the interpretation of ambiguous words (e.g., bark) is influenced by experience such that recently encountered meanings become more readily available (Rodd et al., , 2013 . However, the mechanism underlying this word-meaning priming effect remains unclear, and competing accounts make different predictions about the extent to which information about word meanings that is gained within one modality (e.g., speech) is transferred to the other modality (e.g., reading) to aid comprehension. In two Web-based experiments, ambiguous target words were primed with either written or spoken sentences that biased their interpretation toward a subordinate meaning, or were unprimed. About 20 min after the prime exposure, interpretation of these target words was tested by presenting them in either written or spoken form, using word association (Experiment 1, N ϭ 78) and speeded semantic relatedness decisions (Experiment 2, N ϭ 181). Both experiments replicated the auditory unimodal priming effect shown previously (Rodd et al., , 2013 ) and revealed significant cross-modal priming: primed meanings were retrieved more frequently and swiftly across all primed conditions compared with the unprimed baseline. Furthermore, there were no reliable differences in priming levels between unimodal and cross-modal prime-test conditions. These results indicate that recent experience with ambiguous word meanings can bias the reader's or listener's later interpretation of these words in a modality-general way. We identify possible loci of this effect within the context of models of long-term priming and ambiguity resolution.
One of the strongest and most important biasing factors is the overall frequency with which the word is used to refer to each possible meaning in the language, that is, the relative meaning dominance. For instance, the word "pen" has one meaning (writing implement; dominant meaning) that is much more common relative to another (animal enclosure; subordinate meaning). Numerous studies have shown that interpretation of ambiguous words is biased toward the meaning that occurs most frequently. This bias is stronger when there is a greater imbalance in dominance, and it results in faster, less effortful access for high-frequency meanings (Vitello & Rodd, 2015) . This increased availability of highfrequency meanings can be revealed most clearly in the absence of a biasing context, such as in simple word association tasks: participants are more likely to retrieve the more frequent meaning of an ambiguous word (e.g., produce the associate "write" rather than "pig" in response to "pen"; Twilley, Dixon, Taylor, & Clark, 1994) .
Although the effects of immediate sentence context and meaning dominance on lexical-semantic disambiguation are well established (Twilley & Dixon, 2000; Vitello & Rodd, 2015) , research suggests that lexical-semantic representations are more flexible and dynamic than previously thought. Not only are adults highly skilled at learning new meanings for previously unambiguous words (Rodd et al., 2013 ), but they are also able to update their representations of familiar word meanings based on their current linguistic experience. Specifically, recent experience with an ambiguous word in the context of one of its subordinate meanings has a strong influence on subsequent interpretation of the same word in the absence of biasing context, an effect referred to as wordmeaning priming (Betts, Gilbert, Cai, Okedara, & Rodd, 2017; Rodd et al., 2016 Rodd et al., , 2013 ; see also Zeelenberg, Pecher, Shiffrin, & Raaijmakers, 2003 for a related finding). For instance, exposure to the sentence "The man accepted the post in the accountancy firm." results in an increase in the probability of a later word association response to "post" that relates to the prime-consistent 'employment' meaning, compared with when the word meaning is not primed. This effect is strongest when the association test occurs within a few minutes of the presentation of the priming sentence , Experiments 1 and 2), but it then becomes relatively stable and lasts for at least 20 -40 min in lab-based experiments (Betts et al., 2017; Rodd et al., 2013, Experiment 1) and up to several hours in real world situations (Rodd et al., 2016, Experiments 1, 3, and 4) .
Word-meaning priming relies critically on the presentation of the ambiguous word form itself during priming, rather than simply the semantic content related to the word's meaning. The latter effect is semantic priming, which occurs over shorter timescales but does not produce an equivalent bias in word association responses after longer delays. Rodd et al. (2013, Experiment 3) found that replacing the ambiguous word with a synonym in the priming sentences (e.g., substituting a synonym for "post" as in "The man accepted the job in the accountancy firm") produced a priming effect for job meanings of "post" after a 3 min prime-totest delay, but not after a 20-min delay.
Previous studies have examined various possible explanations for word-meaning priming. For instance, the effect does not appear to be driven by a detailed exemplar/episodic memory for the priming sentences, given that there is no priming advantage when the encounters with the word form are presented using the same speaker compared with when two clearly different speakers (male vs. female) are used at prime and test , Experiment 1; Rodd et al., 2013, Experiment 2) . This finding is inconsistent with an account in which perceptual details are retained in the memory trace of the prime encounter and then matched to the test encounter, because such an account would predict that a same-voice test encounter will more strongly cue the memory of the prime (cf. an episodic lexicon account; Goldinger, 1996; Luce & Lyons, 1998) .
In addition, word-meaning priming does not seem to be a direct consequence of the explicit recall of the prime sentences at test. If this were the case then one might expect a substantial number of word association responses to repeat words from the item's prime encounter, but in fact these 'repeated words' are relatively rare and the priming effect remains after these responses are removed (Rodd et al., 2013, Experiments 1-3) . Explicit recall of the priming sentences might be particularly likely when participants are aware of the priming manipulation, however previous studies show that priming effects were not dependent on participant self-reported awareness (Betts et al., 2017; Rodd et al., 2016) . Furthermore, the salience of the ambiguity in the prime phase has not been shown to affect the presence or magnitude of the priming effect (Rodd et al., , 2013 .
These studies make clear that recent experience plays a key role in modulating the availability of word meanings by making lowfrequency meanings more readily available after they have been recently encountered. This type of priming will facilitate communication in the likely scenario of word meanings being used consistently within conversations (Gale, Church, & Yarowsky, 1992) . However, the underlying mechanism of word-meaning priming remains unclear. In the present study, we investigate which specific aspects of lexical-semantic representations are changed as a consequence of exposure to an ambiguous word in a particular meaning context. In what follows, we consider the possible mechanism(s) of word-meaning priming.
Mechanism of Word-Meaning Priming
Word-meaning priming has two distinctive attributes that set it apart from other types of linguistic priming and thus constrain mechanistic explanations. First, it survives relatively long primetest delays (at least 40 min; Rodd et al., 2016) . By contrast, many types of linguistic priming can only survive very short prime-test intervals, ranging from no delay at all to only a few seconds and/or intervening items (e.g., semantic and form priming, but see Bowers, Damian, & Havelka, 2002 , for possible exceptions). Short-term priming has been attributed to the influence of multiple, compound cues in short-term memory (STM) on retrieval from long-term memory (Ratcliff & McKoon, 1988) , or residual transient activation of the prime stimulus representation within the lexical-semantic network (McClelland & Rumelhart, 1981; Morton, 1969) . However, the compound-cue account requires the continued activation of all stimuli in STM between prime and test, which becomes unfeasible when priming effects are shown for a large number of items and with long prime-test delays. Similarly, a residual activation account predicts increased activation for representational units/nodes of all the stimuli encountered across the prime-test intervals, which would quickly result in indiscriminate, wide-spread activation across the whole network. For these reasons, the causal mechanisms involved in short-and long-term priming are thought to be distinct; the latter effect is often considered as a form of implicit learning (Becker, Moscovitch, Behrmann, & Joordens, 1997) .
Longer-term priming effects can be simulated in computational models through small changes to connection strengths between lexical-semantic representational layers. In distributed connectionist models of word recognition (e.g., Hinton & Shallice, 1991) , word forms and meanings are represented as sparse distributed patterns of activation, with connections between all word form and semantic units, as well as recurrent 'clean up' connections among the units within representational layers. When a word is presented to the network, activation flows from the input (word form) to the output (semantic representation) until the network settles into a stable representation (i.e., attractor state). Although persistence in the intrinsic activations of representational nodes/units can mimic short-term priming effects, changes to the connection strengths between them tend to produce smaller but lasting effects that are more resistant to interference from intervening stimuli . One way that these changes can take place is through error-correcting learning where connection weights are altered slightly to adjust for the difference between the network's initial and target states Rodd, Gaskell, & MarslenWilson, 2004 ). The result is that the network forms an 'attractor state' that makes the target state more likely to occur on the next encounter with the same input (word form). These alterations in the connection strengths among active units will affect the network's response to words that are similar in form or meaning, while leaving the network's response to other words unaffected.
A second distinctive feature of word-meaning priming is that it is not restricted to the same behavioral task at prime and test. Existing word-meaning priming studies have used semantic relatedness decisions to sentence-word pairs (Rodd et al., 2013) or passive listening , Experiments 1 and 2) as the prime task, and word association as the test task. In addition, Rodd et al. (2016, Experiments 3 and 4) conducted naturalistic experiments where the prior exposures to ambiguous words and meanings occurred during a routine part of the participants' lives (e.g., rowing-related meanings for individuals who participate in this sport), and thus there was no experimental priming task. The fact that word-meaning priming is not task-specific is important for ruling out a stimulus-response learning account of repetition priming, which could involve a different learning mechanism (Henson, Eckstein, Waszak, Frings, & Horner, 2014) .
Under the assumption that the word-meaning priming effect is driven by long-term changes to connections within the lexicalsemantic network, we can consider the specific locus of this effect. In what follows, we address this question within a distributed connectionist model of word recognition. We note, however, that similar distinctions could arise in any model that incorporates connections with variable weights, including models that use localist representations (e.g., the interactive two-step model, Dell, Schwartz, Martin, Saffran, & Gagnon, 1997) .
Locus of Word-Meaning Priming
We examine the potential locus of word-meaning priming within the context of a 'triangle' model structure, such as that used by many models of word reading and spoken word recognition (e.g., Seidenberg & McClelland, 1989) . Many of these triangle models use the same distributed connectionist structure described in the previous section, where word forms and meanings are represented as sparse patterns of binary activation across a large set of units. The triangle structure results from connections between orthographic and phonological units (representing the written and spoken form of words), as well as connections between each of these layers and a shared lexical-semantic layer (see Figure  1A) .
One particularly relevant implementation of such a model is that proposed by Rodd, Gaskell, and Marslen-Wilson (2004) , which is capable of learning one-to-many mappings between single word forms and two meanings. Although Rodd and colleagues focused exclusively on the orthography-semantics mapping, here we discuss their proposed mechanism for learning multiple meanings of ambiguous words as it would occur within the full triangle model structure. The Rodd et al. (2004) network was trained through repeated exposures to all form and meaning units set to their target values [0 or 1], where on each exposure, an error-correcting algorithm was used to adjust the form-to-meaning connection weights, as well as the weights of recurrent connections between semantic units. After the network had been trained on all wordmeaning patterns, a word form input pattern was presented to the network, with each semantic unit initially being set to [0] , but then becoming activated on the basis of input from the active orthographic units. For word forms that had been paired with two meanings during training, the initial semantic activation was usually some combination of features from the word's different meanings: a semantic 'blend state.' The model's recurrent connections in the semantic layer prevented it from settling into these meaningless blend states by biasing the activation of semantic units toward those that commonly co-occurred with the currently active units during training (i.e., that were part of a single coherent meaning) and away from the units that rarely or never co-occurred. This resulted in stable attractor basins for each separate meaning pattern (e.g., a dog's noise, the outer covering of a tree) that made the blend state unstable.
Within distributed connectionist models such as Rodd et al. (2004) , alterations to connection strengths between units can potentially explain long-term priming effects. Even assuming this, there are still multiple possible loci of word-meaning priming. One explanation is that the form-to-meaning mapping is changed as a result of experience. Indeed, Rodd et al. (2013) suggested this possibility: "Within this [distributed connectionist] framework, any recent experience with one of the meanings would strengthen the connections between its form-based and semantic representations such that when the model next encounters the word's form there is an increased probability of it settling into the recently encountered meaning" (p. 192, brackets added for clarity). By this account, the connections between the input form of the word (orthographic or phonological) and the semantic activation pattern are strengthened after the priming encounter so that a subsequent encounter with the same input pattern will be more likely to reactivate the most recently activated semantic pattern (i.e., the primed meaning). Others have also suggested that the form-tomeaning connections can account for similar types of long-term lexical-semantic priming (Monsell, 1985; Zeelenberg et al., 2003) . A schematic representation of this possibility is shown in the first column in Figure 1B , with the predicted locus of change in response to an auditory (top row) or visual (bottom row) prime encounter with the ambiguous word.
A second possibility is that word-meaning priming results from a strengthening of the connections among semantic units ( Figure  1B , second column). This is the explanation of long-term semantic priming proposed by Becker and colleagues (1997) . The authors presented model simulations and empirical results supporting the view that experience with prime words deepens the attractor basins for those words in the semantic layer, and that the semantically similar target words are affected by this change because of their overlap in semantic space. In conjunction with their original formto-meaning hypothesis, Rodd et al. (2016) also proposed this alternative account of word-meaning priming: "equivalent changes to the connections within the semantic layer could potentially make the attractor basin for that meaning more stable, relative to the alternative unprimed meaning." (p. 34). In other words, the units that correspond to the semantic features of the more recently encountered meaning of an ambiguous word become more strongly connected to one another, forming a more stable attractor basin. This change to the attractor structure would make it more likely that, when the word is encountered again in the absence of any biasing context, the final settled state of the network would correspond to the primed meaning.
Critically, these two accounts make different predictions about whether word-meaning priming will transfer between auditory and visual modalities. The form-to-meaning connection hypothesis (Harm & Seidenberg, 2004; Seidenberg & McClelland, 1989) . Circles represent distributed patterns of activation. Straight arrows represent the connections between layers, and circular arrows represent recurrent 'clean up' connections that form attractor states within the layer. (B) Columns show three possible loci of the word-meaning priming effect (see text). Each column depicts the changes within the system in response to auditory (top row) and visual (bottom row) prime encounters under each hypothesis.
predicts that word-meaning priming will depend on the congruence of the word form (spoken or written) between prime and test encounters, with greater priming effects when the word form is the same modality. The strongest version of this account predicts that there will be no cross-modal priming, that is, when the ambiguous word is presented in different modalities in the prime and test exposures. The semantic attractor hypothesis, on the other hand, predicts that priming will impact on comprehension of word meanings regardless of the presentation modalities at prime and test, making it possible to observe cross-modal priming. Furthermore, if word-meaning priming is driven entirely by the connections between units in the semantic layer, then cross-modal priming should be equivalent to unimodal priming. Previous research on wordmeaning priming (Betts et al., 2017; Rodd et al., 2016 Rodd et al., , 2013 has used only the spoken form at both prime and test, so at present there is no evidence for or against the existence of word-meaning priming in cross-modal conditions. Thus far we have described two alternative loci of wordmeaning priming within distributed connectionist models: changes to the weights of connections that (a) link word forms to meanings (i.e., between orthographic or phonological units and semantic units), or (b) form attractor states for meanings within the semantic layer. There is a third possibility, which is that the prime and/or test encounters with words in one modality (e.g., orthographic input in reading) involves the covert activation of the other modality (e.g., phonological recoding of written words, see third column in Figure 1B ). There is substantial evidence for this type of word form coactivation from studies of silent reading and spoken word recognition (e.g., Chéreau, Gaskell, & Dumay, 2007; Newman & Connolly, 2004; Rastle, McCormick, Bayliss, & Davis, 2011) . If this is the case, then it is possible for the form-to-meaning connections for both the phonological and orthographic representations to become strengthened as a result of a single encounter with the ambiguous word. Like the semantic attractor state hypothesis, this form coactivation account allows for the presence of cross-modal priming.
We note that these three accounts are not mutually exclusive. Rodd et al. (2016) suggested that changes to recurrent connections in the semantic layer could occur in conjunction with changes in the form-to-meaning mappings. Similarly, it may be the case that priming predominately affects the form-to-meaning connections within the presented modality, but that coactivation of the other word form also produces weaker changes to the form-to-meaning connections in the other modality-this possibility is depicted via the alteration intensity gradient in the third column of Figure 1B . Thus there are two important questions regarding the effect of prime and test modality on word-meaning priming; whether crossmodal priming can be observed, and if so, whether cross-modal priming is of equivalent magnitude to unimodal priming.
The prediction that unimodal and cross-modal priming will be equivalent is not specific to this interpretation within distributed connectionist models. This prediction could also arise from any model in which different word meanings are represented by localist, abstract 'word-meaning nodes' that are commonly activated by both auditory and visual input (Jastrzembski, 1981; Kellas, Ferraro, & Simpson, 1988) . In these cases, word-meaning priming could result from increased availability of the primed wordmeaning node (e.g., a raised threshold).
It is difficult to predict the effect of prime-test modality congruence on word-meaning priming because there have been relatively few investigations of modality effects in similar paradigms. Existing evidence suggests that long-term linguistic priming often involves both a modality-specific and modality-general component, but that the relative contribution of each varies across paradigms (Roediger & Blaxton, 1987; Rueckl & Galantucci, 2005) . Some studies have shown weaker or absent long-term cross-modal repetition priming, specifically when performance on an auditory exposure task (e.g., word pleasantness ratings, sentence-word completion judgments, explicit memorization) and visual test task (e.g., lexical decision, word fragment/stem completion; McKone & Murphy, 2000; Monsell, 1985; Roediger & Blaxton, 1987; Rueckl & Galantucci, 2005 ) is compared with a visual unimodal condition.
There is also some evidence for an asymmetric pattern of modality effects in long-term priming. For instance, Monsell (1985) reported more cross-modal transfer in repetition priming from sentence completion judgments to lexical decision in the visual prime/auditory test condition compared with auditory prime/visual test. This was assumed to be the result of covert coactivation of phonological word forms during reading in the visual prime condition, coupled with little or no coactivation of orthographic word forms in the auditory prime condition. Although it may seem that the coactivation of phonological representations from orthographic forms should also occur during the visual test phase, resulting in equivalent priming for both crossmodal conditions, it is possible that orthographic-to-phonological activation is stronger when the task is unspeeded (as in the sentence completion priming task used by Monsell) or that it is task-dependent.
Further evidence of this cross-modal asymmetry comes from Rueckl and Mathew (1999) , who showed that priming one heterographic homophone in a pair (e.g., week) within a disambiguated context increases the probability of responding with the other, unprimed word in a visual stem completion test task (e.g., 'weak' in response to wea__), where the test stem was always incompatible with the spelling of the primed homophone. This effect occurred regardless of the modality of the primed homophone, suggesting that covert activation of the (shared) phonological word form occurred during the prime and/or test phases. There was no significant priming in an orthographic similarity control condition (e.g., visually presented 'teak' as a prime for 'weak' in response to wea__), which suggested relatively little contribution of orthographic overlap between the homophone pairs in this priming effect. However, both the stem completion task and the lexicaldecision task used by Monsell (1985) mainly depend on access to word forms, with relatively little dependence on semantics. The word-meaning priming tasks, on the other hand, require access to both word forms and their meanings. Hence, it remains unclear whether potential asymmetries in phonological/orthographic coactivation will be relevant to meaning access and selection from printed and spoken words.
The aim of the present study was to explore the locus of word meaning priming: does the change that occurs as a result of exposure to ambiguous word meanings reflect (a) a modalityspecific change in form-to-meaning mappings, or (b) a modalitygeneral change to lexical-semantic processing. We manipulate the modality of both the prime and test presentations within the word-meaning priming paradigm, using word association (Experiment 1) and speeded semantic relatedness decisions (Experiment 2) to test for preferred interpretations and the speed of meaning access for ambiguous words. In addition to providing specific information about the mechanisms of word-meaning priming, the results of this study will speak to more general issues concerning how readers/listeners use language experience to aid future comprehension. Is information about words and their meanings that is gained within one modality transferred in full to the other modality to (potentially) aid comprehension in that form of communication? Or do we accrue information about how words are used separately for speech and text?
Experiment 1
In Experiment 1, we used the word association task as a test of meaning preference, as this allowed for a direct comparison with previous word-meaning priming experiments (Betts et al., 2017; Rodd et al., 2016 Rodd et al., , 2013 . Following recent demonstrations that precise stimuli presentation timing and high quality reaction time (RT) data can be obtained when testing participants remotely using Web-based experimental platforms (Barnhoorn, Haasnoot, Bocanegra, & van Steenbergen, 2015; Hilbig, 2016; Pinet et al., 2016; Reimers & Stewart, 2015 , the experiment was conducted using participants recruited and tested online.
There were two primary phases in the present experiment, separated by short filler tasks. In the prime phase, ambiguous words were presented within sentence contexts that supported a subordinate meaning (e.g., 'The pig pen was muddier than ever'), and participants made semantic relatedness decisions to probe words presented after each sentence to ensure that they were attending to the sentences and processing their meanings. In the test phase, both primed and unprimed ambiguous words were presented in isolation, and for each word, the participant typed an associated word. By assessing which meaning of the ambiguous word these responses related to, we can determine how the word was interpreted during the test phase. Specifically, we were interested in whether the proportions of word association responses related to the primed meaning (e.g., associates to 'pen' that relate to the animal enclosure meaning) increased following presentation of an earlier priming sentence relative to when the ambiguous word had not been presented previously (unprimed) . The sentences in the prime phase and single words in the test phase were presented in either auditory (spoken) or visual (written) form, and crossing these factors produced six prime-test conditions: auditory prime-auditory test, auditory -visual, visual-auditory, visual-visual, unprimed-auditory, unprimed-visual. Consistent with previous word-meaning priming experiments that have used spoken materials at prime and test, we expected significant priming in the two unimodal conditions. Although the visual unimodal condition has only been previously examined in the context of cross-language priming (Poort, Warren, & Rodd, 2016) , we have no reason to expect that the magnitude of unimodal visual priming will differ from that of the auditory unimodal condition. If word-meaning priming is driven entirely by changes in form-to-meaning connections ( Figure 1B, first column) , then we expect (a) a significant interaction between prime and test modality such that priming is reduced in the cross-modal compared with the unimodal conditions, and (b) no significant priming in the cross-modal conditions (auditory-visual vs. unprimed-visual, visual-auditory vs. unprimed-auditory) . If word-meaning priming is primarily driven by changes to the semantic attractor structure ( Figure 1B , second column) and/or to the form-to-meaning connections for both phonological and orthographic word forms (Figure 1B, third column) , then we expect no significant difference between unimodal and cross-modal conditions (i.e., significant priming in the cross-modal conditions and no significant interaction between prime and test modality). Finally, if word-meaning priming involves a combination of modality-general and modalityspecific components, then we would expect to see significant cross-modal priming combined with greater facilitation in unimodal conditions.
Method
Participants. Eighty-one participants were recruited via Prolific Academic (Peer, Samat, Brandimarte, & Acquisti, 2015) and completed the experiment online. Participants indicated that they were native speakers of British English who were born and currently residing in the U.K. (verified with IP address geolocation). We used an a priori inclusion criteria of no less than 2 standard deviations below the mean percent correct in the semantic relatedness and vocabulary tasks, and a session duration of 60 min or less. This criterion resulted in the exclusion of three participants, who were replaced during data collection to reach the target of 13 participants per version (see Design). The final sample included 78 volunteers (39 women; M ϭ 31 years, SD ϭ 11, range ϭ 18 -56) who were paid £4.50 for their time. The study was approved by the UCL Department of Experimental Psychology Ethics Committee.
Design. We used a factorial crossing of three Prime Types (Auditory, Visual, Unprimed) and two Test Modalities (Auditory, Visual) which produced 6 Prime-Test conditions: AuditoryAuditory (AA), Auditory-Visual (AV), Visual-Auditory (VA), Visual-Visual (VV), Unprimed-Auditory (UA), Unprimed-Visual (UV). All participants were exposed to a subset of items in each of the 6 conditions, and all items were presented in all conditions across different versions of the experiment. This resulted in a crossed design which combined within-participant, between-item and within-item, between-participants manipulations. Participants were assigned to versions in counterbalanced order.
Materials. There were 78 ambiguous experimental items, which were a subset of the 88 items (words and priming sentences) used in Rodd et al. (2016) Experiment 2. Because each word was presented in both spoken and written form, only homonyms were used, that is, same pronunciation and spelling. This resulted in the exclusion of 10 items from the original stimuli list that had different spellings (e.g., night/knight). Meaning dominances were estimated as the proportions of unprimed word association responses relating to each meaning, based on a pretest conducted with a separate group of participants (N ϭ 25). For each item, we selected one of the subordinate meanings (i.e., one that did not correspond to the highest proportion of the pretest word association responses) to be used in the priming sentence. The mean dominance of the primed meanings for experimental items was 0.23 (SD ϭ 0.13, range ϭ 0.00 -0.48).
The 78 words were arranged in order of dominance and then pseudorandomly split into 6 lists of 13 words such that all lists contained words with similar dominance distributions (see Table 1 in the Appendix). Across the 6 versions, each word list was assigned to 1 of the 6 experimental conditions (see Table 3 in the Appendix). The dominance ratings did not differ across the 6 lists, F(5, 72) ϭ 0.01, p ϭ .999.
Each experimental item was presented in a sentence that used the item in a subordinate meaning context. The ambiguous words were disambiguated by their prior context to facilitate their comprehension, for example, "The musician had altered the song's key several times." Each sentence was paired with a written probe word, which for half of the sentences was related to the meaning of the sentence and for the other half of sentences was unrelated (see Table 4 in the Appendix). The sentences had a mean length of 9.3 words (SD ϭ 1.7, min ϭ 6, max ϭ 13). The mean duration of the spoken sentences was 2.21 seconds (SD ϭ 0.38, min ϭ 1.40, max ϭ 2.99).
The sentence and single word audio files used were the same as those used in Rodd et al. (2016) , which were recorded in a sound-attenuated booth by a female native speaker of southern British English. All audio files were matched for RMS amplitude.
Procedure. The experimental tasks were presented using an online survey tool (Qualtrics, www.qualtrics.com) and a JavaScript engine for collecting RTs (Barnhoorn et al., 2015) . After an initial consent and demographic eligibility screening, participants completed the following tasks, which are shown in Figure 2 and explained in more detail below: semantic relatedness prime, vocabulary test, subjective reading/listening questionnaire, Author Recognition Test (ART), word-association test, meaning clarification. The whole session lasted 45 min on average. The vocabulary test, subjective reading/listening questionnaire and ART resulted in a delay of ϳ9 min between the end of the prime task and beginning of the word association task. The mean estimated delay between the prime and test encounters (i.e., the mean difference between the midpoints of the two tasks) was 19.5 min.
Demographic questionnaire. Participants were asked to provide their age, gender, native language, country of birth and country of residence. The experiment ended at this stage if the participant did not meet the eligibility criteria.
Semantic relatedness priming task. Participants both heard (Auditory Prime) and read (Visual Prime) sentences containing an ambiguous word within the same randomized blocks of trials. After each sentence, a probe word appeared and the participant made a semantic relatedness judgment. For instance, the participant might read/hear the sentence "The pig pen was muddier than ever" and then read the probe word "ANIMALS." On Auditory presentation trials, a fixation cross appeared in the middle of the screen while the sentence audio played. In the Visual trials, the sentence was written in the middle of the screen in sentence case (i.e., with the initial letter of the first word capitalized). After each sentence, participants moved on to the probe word by pressing the 'f' key. Presentation was self-paced to allow participants sufficient time to ensure that they understood the sentence before moving on to the probe word (this was particularly important for the Visual trials due to individual differences in reading speed). However, it was not possible to end the audio sentence before the entire file had played, or to move on from the visual sentence within the first 1000 ms of its onset. After the 'f' key press there was a 500-ms fixation cross, followed by the presentation of the probe word (in UPPER CASE) in the middle of the screen along with reminders for the response keys ('j' ϭ related, 'k' ϭ unrelated) below the probe word. Participants made a key press to indicate whether or not the probe word was related to the sentence. This task was designed to be relatively easy and the probes were never related to the inappropriate meaning of the ambiguous word.
This task began with a set of 16 practice sentences, all containing filler ambiguous words. Accuracy feedback was given after each response to the probe, and a warning message was shown if the response took longer than 2 seconds. The main task was made up of 56 sentences containing experimental items in the 4 priming conditions (AA, AV, VA, VV). The stimuli were separated into two blocks within the priming and test tasks, and the items were always presented within the same block for both tasks to reduce the between-item variance in prime-to-test duration. Roughly half (6 or 7) of the 13 target words within conditions were assigned to either block 1 or 2, resulting in similar numbers of trials per condition in the two blocks. The items within each condition that were assigned to block 1 or 2 in versions 1, 2, and 3 were assigned to the opposite block in versions 4, 5, and 6. Within blocks, the order of trials was uniquely randomized for each participant.
At the end of this task, we assessed participants' awareness of the ambiguous words and the priming manipulation. Participants were asked via open-ended questions whether they (a) noticed anything in particular about the sentences they just heard or (b) had any ideas as to what the experiment was about. Participants were allowed to move on without responding. Vocabulary test. This task was included so that we could exclude any participants who were not proficient speakers of English and who may therefore not have known all the subordinate meanings of the words in the experiment. The original version of the Mill-Hill vocabulary test (Raven, Raven, & Court, 1998) contains 34 target words with 6 words presented as multiple choice options, and the participant is asked to select the synonym from the set of 6 options. Three target words and seven incorrect multiple choice options overlapped with the experimental word set, either in form or meaning, so these words were removed (targets) or replaced with other words matched for length and frequency (incorrect options). The final version contained 31 trials.
Subjective reading/listening experience. This task was included with the aim of assessing the extent to which any crossmodal priming might be mediated by reading style (see Results). Participants responded to 12 statements using a 1-5 scale: 1 ϭ never or almost never, 2 ϭ occasionally, 3 ϭ sometimes, 4 ϭ usually, 5 ϭ always or almost always.
Author recognition test. This task was included with the aim of assessing the extent to which any cross-modal priming might be mediated by reading experience (see Results). A modified version of the ART (Acheson, Wellu, & MacDonald, 2008) was used to assess the participants' exposure to print. This test consists of 130 names, 65 of which are real authors and 65 are foils. Participants tick a box next to any name that they know to belong to a real author. This test was modified following the recommendations of Acheson et al. (2008) to include more popular authors, and to adapt the ART for British participants. Fifteen authors from the recently updated list (Moore & Gordon, 2015) who were identified as having the least discriminability were replaced with authors selected from the 2010 -2013 British best-seller lists.
Word-association test. Participants were presented with written and spoken single words, and for each word, their task was to type an associated word into a text box. The instructions provided some example responses for an unambiguous probe word and encouraged participants to respond quickly during the task. The task was split into two blocks, with trials randomized within blocks. Items were presented in the same block as in the priming task. The two lists of unprimed experimental items (UA, UV) were split evenly across the two word association blocks and presented randomly with the other trials.
In the auditory test conditions, an audio player appeared in the middle of the screen and the sound played automatically. Participants were able to replay the word using the audio controls. On visual trials, the target word appeared in written form in the middle of the screen.
After this task, we again assessed participants' awareness of the priming manipulation. Participants were asked whether they had any ideas as to what the experiment was about. As with the earlier awareness questions, this was an open-ended question and participants could move on without giving any response.
Meaning clarification. This task was included to facilitate the coding of word association responses. In each trial, a written experimental item appeared with the participant's response, and a multiple choice question clarified the meaning of the item as it relates to their response. For example, if a participant entered the word 'tree' in response to the item 'bark' in the word association task, the participant would see: "You heard the word BARK, and your response was TREE. Which meaning were you referring to?" The multiple choice options were short definitions related to the dominant meaning (e.g., dog noise), the subordinate meaning (e.g., outer covering of tree), and an 'other meaning' option. There was also a "misheard the word" option for auditory test conditions only. The order of dominant/subordinate meaning definitions were randomly allocated to the 1st and 2nd options, whereas 'other' and 'misheard' were always the 3rd and 4th options, respectively. The order of trials was randomized for each participant.
Response recoding. The self-coding of responses was checked by Rebecca A. Gilbert and another researcher, both of whom are native speakers of English and were blind to condition. The first coder examined the word association responses and verified that the response categorization given in the meaning clarification task (dominant, subordinate, other meaning) was correct. In cases where the coders could not verify the intended meaning (e.g., 'train' in response to 'coach,' which might refer to either meaning), the participant's self-coding was always used. Responses where the participant misheard the word or responded with the same word as the target were coded as a 4th category, 'invalid.' The first coder flagged the meaning clarification responses that were considered to be errors, for example, if the participant's word association response seemed to unambiguously relate to one meaning, and where this was not consistent with the self-coding response. These cases were then examined by the second coder, and the two coders reached consensus.
1
Of the total 5850 word association responses (78 participants ϫ 75 items; see Main Analysis), the codes for 282 responses (4.8%) were changed from the participants' self-coded values. Of these recoded responses, most (84%) were changes from a self-coding of 'other meaning' to one of the two definitions, or vice versa. A minority (14%) were recoded because they clearly related to one definition but were self-coded as the other definition. The remaining recoded responses (2%) were rare cases in which the participant reported mishearing the word but the response was clearly related to one of the definitions, or in which the response was invalid (e.g., the participant clearly misheard the word, responded with the target word).
Results
Proportions of correct responses in the semantic relatedness priming task were high (M ϭ 0.97, SD ϭ 0.03, range ϭ 0.85-1.00) showing that participants were attending to and successfully comprehending the priming sentences. Proportions of correct responses on the vocabulary test were in the normal range (M ϭ 0.60, SD ϭ 0.13, range ϭ 0.23-0.97). We will not describe the results for the two remaining filler tasks (subjective reading/listening questionnaire, ART). These tasks were included to determine whether the hypothesized unimodal priming advantage was modulated by individual differences. As there was no significant increase in priming for unimodal versus cross-modal conditions (see Main Analysis), we did not investigate individual differences in the interaction.
Main analysis: Word association data. Three items were removed from the analysis because they were mistakenly included, despite having different levels of ambiguity in the two modalities: ('break' which can also be spelled 'brake,' 'bow' which can be pronounced to rhyme with 'now' or 'know,' 'record' which can be pronounced with first or second syllable stress). Responses that were coded as 'invalid' (1.5% of the data) were removed, which left 5763 out of 5850 (78 participants ϫ 75 words) word association responses in the analysis.
Each response was coded as '1' if its meaning was consistent with the meaning used in the priming sentences and '0' if it related to any other meaning (i.e., either 'dominant' or 'other meaning'). The average proportion of subordinate responses for the unprimed conditions was 0.23.
2
Mean proportions of sentence-consistent responses within the 6 Prime Type ϫ Test Modality conditions are shown in Figure 3 . The responses were analyzed with a logistic mixed effects (LME) model using the 'lme4= package (Bates, Mächler, Bolker, & Walker, 2015) and R statistical software (version 3.3.1; R Core Team, 2013) . The model took a 3 ϫ 2 design with fixed effects for Prime Type (Auditory, Visual or Unprimed), Test Modality (Auditory or Visual), and the interaction. Within Prime Type, Helmert coding was used to define two planned contrasts: (a) Unprimed ϭ Ϫ2/3 versus Auditory or Visual ϭ 1/3, and (b) Auditory ϭ Ϫ1/2 versus Visual ϭ 1/2. Deviation coding was used for Test Modality: Auditory ϭ Ϫ1/2 versus Visual ϭ 1/2.
Our general approach to the LME modeling for both Experiment 1 and 2 was as follows. We first attempted to use the maximal random effects structure, given that the inclusion of all random slopes for fixed effects reduces the probability of Type I errors (Barr, Levy, Scheepers, & Tily, 2013) . If this model did not converge, we removed the correlations among random effects terms, followed by the by-item and by-subject random intercepts. If these models did not converge, we removed the random effects term that accounted for the least variance, continuing in this manner until the model converged. All tests of fixed effects were then evaluated using models with this random effects structure. This method for dealing with nonconvergence is similar to the data-driven approaches proposed by Bates, Kliegl, Vasishth, and Baayen (2015) and Matuschek, Kliegl, Vasishth, Baayen, and Bates (2017) in that it reduces model complexity by removing terms that account for the least variance. However, in our case we stopped model reduction as soon as the model converged, whereas Bates et al. and Matuschek et al. sought to find the optimal model complexity given the data (even if it is not the most complex model that will converge).
In the present experiment, the final model contained a bysubject and by-item random intercept.
3 Likelihood ratio tests were used to evaluate main effects and interactions, and significance of individual model coefficients were obtained using the z statistic in the model summary. The main effect of Test Modality was significant, ␤ ϭ 0.14, SE ϭ 0.07, z ϭ 2.20, p ϭ .028, 2 (1) ϭ 4.78, p ϭ .029, though the difference was small (an increase of 0.03 in the model-adjusted mean proportions for visual over auditory test). The main effect of Prime Type was significant, 2 (2) ϭ 36.90, p Ͻ .001. The coefficient for the first Prime Type contrast (Unprimed vs. the two primed levels) was significant, ␤ ϭ 0.42, SE ϭ 0.07, z ϭ 6.02, p Ͻ .001, and the coefficient for the second Prime Type contrast (Auditory Prime vs. Visual Prime) was not significant, ␤ ϭ Ϫ0.03, SE ϭ 0.08, z ϭ Ϫ0.40, p ϭ .692. Bonferronicorrected Wald z tests for pairwise comparisons within Prime Type Figure 3 . Experiment 1 proportions of word-association test responses that were consistent with the primed meanings across the 6 conditions. The Auditory (left bars) and Visual (right bars) Test Modalities are grouped on the x axis. Prime Type is color-coded: Auditory Prime (light gray), Visual Prime (medium gray), and Unprimed (dark gray). Bars show the subject grand means, and error bars show 95% CIs, adjusted to remove betweensubjects variance (Morey, 2008). were conducted using the 'glht' function from the 'multcomp' package for R (version 1.4 -6; Hothorn, Bretz, & Westfall, 2008) . The results of these tests were consistent with those from the model summary: both the Auditory Prime (z ϭ 5.48, p Ͻ .001) and Visual Prime (z ϭ 5.09, p Ͻ .001) conditions were associated with significantly more sentence-consistent responses than the Unprimed conditions, and the Auditory and Visual Prime conditions were not significantly different from one another (z ϭ Ϫ0.40, p Ͼ .999).
A likelihood ratio test for the full fixed effects model and a model without the interaction term showed that the critical Prime Type ϫ Test Modality interaction was not significant, 2 (2) ϭ 2.65, p ϭ .265. The significance tests for model coefficients showed that Test Modality did not significantly interact with either the first Prime Type contrast (i.e., unprimed vs. primed, ␤ ϭ Ϫ0.19, SE ϭ 0.14, z ϭ Ϫ1.36, p ϭ .173), or the second Prime Type contrast (i.e., Auditory Prime vs. Visual Prime, ␤ ϭ 0.14, SE ϭ 0.15, z ϭ 0.91, p ϭ .366). One limitation of null-hypothesis significance testing is that nonsignificant results are not interpretable, because a lack of sufficient evidence for rejecting the null hypothesis does not constitute evidence for the absence of an effect. For this reason, we compared the relative unstandardized effect sizes for the priming effect (i.e., first Prime Type contrast, unprimed vs. primed) and the critical interaction between the second Prime Type contrast (i.e., Auditory Prime vs. Visual Prime) and Test Modality. The model coefficient and 95% confidence interval for the priming effect was 0.42 [0.29, 0.56], while for the prime-test modality interaction this was 0.14 [Ϫ0.16, 0.44], which represents ϳ33% of the size of the priming coefficient. We also used a Bayesian analysis to follow up this null interaction result, as this allowed us to quantify the likelihoods of each hypothesis against the other, given the data. Bayes Factors were computed using the Bayesian Information Criterion (BIC) approximation from two competing LME models. 4 The alternative (1) model contained the full fixed effects structure, and the null (0) model lacked the 2 ϫ 2 interaction between the Prime Type second contrast (A vs. V) and Test Modality (A vs. V). To compute the Bayes Factor in favor of the null, we used the formula BF 01 ϭ e ⌬BIC 10 /2 , where ⌬BIC 10 is the BIC for the alternative model minus BIC for the null model (Masson, 2011; Wagenmakers, 2007) . This analysis showed that, given the data, the null hypothesis (that there is no Prime Modality ϫ Test Modality interaction) was about 49 times more likely than the alternative hypothesis, BF 01 ϭ 49.40.
To determine whether there was significant priming in the two cross-modal conditions (AV and VA), we compared the proportions of sentence-consistent responses in each of these conditions to that in the unprimed condition with the same test modality (UV and UA, respectively). For each subset analysis, a full model was constructed with condition (cross-modal primed or unprimed) as a deviation-coded fixed factor and with by-subject and by-item random intercepts and slopes for condition. The full model did not converge for the Auditory Test Modality subset, so the by-subject intercept was removed as it accounted for the least variance. The model coefficient significance tests and model comparisons showed that there were significantly more consistent-meaning responses in both cross-modal conditions relative to the unprimed conditions with the same test modality (AV vs. UV: ␤ ϭ 0.34, SE ϭ 0.15, z ϭ 2.37, p ϭ .018, 2 (1) ϭ 5.30, p ϭ .021; VA vs.
We had not predicted a difference in the unprimed conditions as a function of test modality, however there appeared to be a numerical difference between the UA and UV subject means. In addition, the model coefficient for Test Modality was significant, and the pattern of means suggests that this effect may have been driven by differences in the Unprimed conditions. We therefore conducted an exploratory analysis to determine whether this difference was reliable. Using the 'phia' package for R (version 0.2-1; Rosario-Martinez, 2015), we tested of the effect of Test Modality within each level of Prime Modality, where the estimates and variances for each Prime Type ϫ Test Modality condition were calculated from the full LME model. This analysis showed that there were significantly more sentence-consistent (subordinate) word association responses in the UV condition compared with the UA condition, 2 (1) ϭ 5.28, p ϭ .022. Although this difference was not expected, it does not affect the interpretation of the modality congruence effects of interest. We therefore defer further consideration of this difference until the General Discussion.
Participant awareness. In response to the awareness questions after the priming task, none of the participants predicted the priming manipulation and 2 participants expressed an awareness of the ambiguity. After the word-association test, 10 participants mentioned ambiguity, 8 participants indicated an awareness of the priming (e.g., repetition of words within the experiment, influence of the earlier task on later task performance), and 4 participants mentioned both ambiguity and priming.
To determine whether the results were driven by the 'aware' participants, the main analysis was repeated with only the 'unaware' participants. Participants were scored as 'aware' if they mentioned the priming manipulation and/or presence of ambiguity in response to any of the awareness questions. This categorization was intended to exclude either type of awareness to obtain a more conservative 'unaware' group. There were 23 (30%) aware and 55 (70%) unaware participants. The results of this subset analysis were consistent with the main analysis and similar analyses in previous studies (Betts et al., 2017; Rodd et al., 2016) : the 'unaware' participants showed significant priming effects and no significant interactions between prime and test modalities (see supplemental materials for a detailed description of these results).
Discussion
We examined the effects of prime and test presentation modalities on word-meaning priming, using proportions of word association responses that are consistent with the primed (subordinate) meaning as a measure of word-meaning preference. We found significant effects of priming, with more prime-consistent word association responses for words presented in primed than unprimed conditions. These results replicate those of previous auditory unimodal priming experiments (Betts et al., 2017; Rodd et al., 2016 Rodd et al., , 2013 and show for the first time that cross-modal word-meaning priming can be observed. This is also the first time that the word-meaning priming paradigm has been used in a fully Web based experiment. The effect of priming on sentenceconsistent word association responses observed here (a raw increase of 6.9% from unprimed to primed in the subject means) is similar to that from a previous lab-based experiment with a comparable design (7.8% subject mean increase in Rodd et al., 2016 ; Experiment 2, 20-and 40-min delay conditions), suggesting that the switch to the Web based method did not result in a substantial reduction in the observed priming effect.
There was no significant interaction between prime and test modalities, meaning that there was no reliable priming advantage for unimodal over cross-modal conditions. Because null effects are difficult to interpret within a null hypothesis significance testing framework, we also computed a Bayes Factor, which showed that the data were more consistent with the absence of an interaction. In addition, separate analyses comparing each cross-modal condition to the unprimed condition with the same test modality showed significant priming in both cross-modal conditions. Taken together, these results provide initial support for the view that recent experience with ambiguous words biases the subsequent interpretation of these words in a modality-general way. Thus, the results of this experiment are incompatible with a strong version of the form-to-meaning account of word-meaning priming (Rodd et al., 2013 , which predicts greater priming for unimodal over cross-modal prime-test conditions.
The word association task used in Experiment 1 is a measure of preferences for ambiguous words' meanings. This is useful because it provides a measure of the individual's word interpretation in the absence of any biasing context. However, there are a few disadvantages of the word-association test. One is that each trial produces a single binary response (either the associate is related to the primed meaning or not), and this discrete categorization may conceal subtle changes in word-meaning preferences that are insufficient to change interpretation from the default (dominant) meaning to the primed meaning. Consequently, this task may lack the sensitivity necessary to observe modality congruence effects, which could account for our null finding. A second issue is that the word association task is unspeeded; participants are free to reflect on their response and change it before committing. Thus it is possible that shifts in meaning preferences that are observed using the word association task are, in part, the result of strategic responding, rather than online access to word meanings. A third issue is that word association responses may be contaminated by association types that are not purely semantic, such as collocations/ phrasemes and idioms (e.g., "rock and roll," "armed to the teeth"), and priming could potentially reflect changes in the availability of these other types of associates. In Experiment 2 we use a different test task and sought to replicate the results of Experiment 1 using a speeded measure of word-meaning access.
Experiment 2
Experiment 2 used a test task in which participants made speeded semantic relatedness judgments about individual ambiguous words and subordinate-related probe words . Compared with word association, this task provides a more sensitive, graded measure of the speed and ease with which readers can access specific word meanings for ambiguous words. In this task, the target ambiguous word is presented in spoken or written form, followed by a written probe word related to the primed (subordinate) meaning, for example, toast-SPEECH. Participants must indicate via one of two key presses, as quickly and accurately as possible, whether or not the meanings of the two words are related. It thereby provides a more 'online' measure of interpretation compared with word association responses.
One challenge associated with using this speeded relatedness task was that the primed words could potentially benefit from form-based priming compared with the unprimed words. Repetition priming experiments show that word forms are more quickly recognized if they have been recently seen/heard. In the present experiment, having previously encountered an auditory or visual word form earlier in the study may increase the recognition speed of that same word form in the test trials. If this is the case, then it could result in a modality-specific benefit to semantic relatedness decisions, if the relatedness decision to the second word (the probe) is influenced by the recognition speed of the first word (the target). Critically, this potential benefit for primed words would not reflect word-meaning priming. However, we expected formbased priming to have a negligible effect on responses during the semantic relatedness test task because repetition priming studies using lexical decision show reduced or absent facilitation effects when the word is initially presented in a sentence context (Levy & Kirsner, 1989; MacLeod, 1989 ; but see also Monsell, 1985) and when a homograph is presented in the context of different meanings at prime and test (Masson & Freedman, 1990) . Furthermore, in the present experiment, speeded responses are made to a subsequently presented probe word, not to the ambiguous target word (which is the word that would benefit from form-based priming). Thus, even if initial processing of the target is facilitated due to form-based priming, the task still requires subsequent processing of the probe word and access to semantics to make a relatedness decision.
A second challenge for this task was equating stimulus timings in the auditory and visual test modalities. The time-course of target word recognition differs for spoken and written words, so the relative timing of the probe word onset will also differ between the two presentation modalities even when using the same stimulus onset asynchronies (SOAs). Studies using similar methods have shown that response patterns can vary as a function of the SOA (e.g., Henderson, Snowling, & Clarke, 2013) . This effect of SOA is thought to reflect the time-course of activation and selection of ambiguous word meanings, with an initial activation of all meanings followed by the selection of one meaning and inhibition of others. To reduce the possibility of observing large differences between test modalities, the SOAs were roughly matched in the auditory and visual test conditions. However, a main effect of test modality would not be surprising, nor would it be interpretable because of differences in the timing of spoken and word recognition. Importantly, our main research question relates to the interaction between prime and test modalities, which should still be observable in the presence of a main effect of test modality.
Based on the results of Experiment 1, we expect that the probability of interpreting the ambiguous words with their sentence-consistent meanings will increase after priming, resulting in more accurate 'related' responses for the primed targets and subordinate-meaning probes at test. If priming also increases the speed of access to the primed word meanings then we expect faster correct responses for primed versus unprimed target words. Furthermore, if word-meaning priming affects modality-general aspects of lexical-semantic representations then, consistent with the results of Experiment 1, we should observe statistically equivalent priming in unimodal and cross-modal conditions. In contrast, if our failure to observe a significant prime-test modality interaction in Experiment 1 was a consequence of the limitations of the word association method (e.g., lack of sensitivity, influence of off-line/ strategic processes), then here we might see this interaction due to faster and/or more accurate responses for unimodal over crossmodal conditions.
Method
Participants. The recruitment methods, exclusion criteria, and payment were the same as in Experiment 1. For this experiment we also set an inclusion criteria of response accuracy within 2 standard deviations of the mean percent correct in the test task. Based on an unpublished pilot experiment with a similar test task but without the priming manipulation, we set an a priori sample size of 30 participants per version (180 in total). Seven participants were excluded and replaced during data collection (4 for exceeding the time limit, 1 for a low vocabulary score, 1 for low test task accuracy, and 1 for low prime and test task accuracies), and there was 1 extra participant as a result of accidental overrecruitment. The final sample included 181 volunteers (87 women; M ϭ 29.5 years, SD ϭ 8.3, range ϭ 18 -49). The study was approved by the UCL Department of Experimental Psychology Ethics Committee.
Design. The design was the same as Experiment 1, except that additional fillers were added to the semantic relatedness prime and test tasks (see Materials).
Materials. The items and sentence materials were the same as those from Experiment 1, with some exceptions described here. Five items from Experiment 1 were replaced with new items (see Table 1 and Table 2 in the Appendix). The semantic relatedness test required the addition of filler items (words and sentences) for both the priming and test tasks. This was because all experimental items were 'yes' targets in the test task, so an equal number of 'no' filler targets were needed that did not differ from the 'yes' targets in their overall proportions of item ambiguity or familiarity (via priming). Thus there were an additional 78 ambiguous filler items (52 primed, 26 unprimed) and 24 low-ambiguity filler items (all primed) added to this experiment (see Table 5 in the Appendix). The low-ambiguity filler items were included to reduce the salience of ambiguous words. The filler trials contained equal numbers of prime and test modalities, which were the same across all versions of the experiment. Responses to these additional fillers were not analyzed.
The new semantic relatedness test task required written probe words for all target items. For experimental items and half of the low-ambiguity fillers, the probe word was related to the primed meaning, and all others were unrelated (see Table 6 in the Appendix). The related probes were selected from common word association responses and dictionary definitions. These words were not used in the item's priming sentence or as the relatedness probe following the priming sentence, nor were they related to the item's other meaning(s). The related and unrelated probes were matched for number of letters (related: M ϭ 5.60, SD ϭ 1.72, unrelated: M ϭ 5.59, SD ϭ 1.81, t(178) ϭ Ϫ0.04, p ϭ .966) and log frequency per million (related: M ϭ 3.72, SD ϭ 0.69, unrelated: M ϭ 3.74, SD ϭ 0.61, t(175.07) ϭ 0.17, p ϭ .865). In total there were 124 items in the priming task (52 experimental, 52 ambiguous filler, 24 low-ambiguity filler) and 180 items in the test task (78 experimental, 78 ambiguous filler, 24 low-ambiguity filler).
The stimuli that were new to this experiment were recorded by the same speaker as in Experiment 1, and matched with the rest of the stimuli for RMS amplitude. Because the spoken single words were part of a speeded task in this experiment, it was important to more precisely control their onset/offset times than was possible using the sound files from Experiment 1, which included short pre-/post-token silences because of the automated segmentation of these tokens from a continuous recording. For this reason, we manually removed the inaudible periods before and after all of the single word tokens.
Procedure. The procedure was the same as that in Experiment 1, apart from the test task. In each trial in the semantic relatedness test, participants were presented with a single words (the target) in either spoken or written form, followed by a written probe word, and made a speeded semantic relatedness judgment (see Figure 4) . Trials began with a 500-ms fixation cross in the center of the screen, followed by the auditory or visual target. On auditory trials, the fixation cross remained on the screen while the audio played, and the probe word was presented immediately upon the offset of the sound file. On visual trials, the target was presented in lowercase for 400 ms, followed by a 200-ms fixation (which served as a mask) before the probe word onset. The probe word was always presented visually in upper case, with response key reminders below the word ('f' ϭ unrelated, 'j' ϭ related). Although it was not possible to perfectly equate the probe presentation times relative to target word recognition in the auditory and visual modalities, we roughly matched the target-probe SOAs by using the mean duration of the auditory sound files (556 ms) as a basis for the 600 ms SOA in the visual condition. In both test modalities, the probe remained on the screen until a valid response was made, and a warning was presented if the response took longer than 1500 ms.
After the test task instructions and examples, participants completed 12 practice trials comprised of 9 low-ambiguity targets and 3 ambiguous filler targets. Half of these target-probe pairs were semantically related (e.g., cheese-BISCUIT) and the other half were unrelated (e.g., soap-DOOR). Half of the practice target words were presented in spoken form and the other half in written form. Feedback on accuracy was presented after each response, and a warning message was shown if the response took longer than 1500 ms. The main task began with 4 filler items, and the remaining items were randomized within the first or second block, with items presented in the same block as in the priming task to minimize between-item variability in prime-to-test durations. There were 3 evenly spaced, optional breaks of up to 1 min during the task.
The task order was: semantic relatedness prime, vocabulary, subjective reading/listening questionnaire, Author Recognition Test (ART), semantic relatedness test. The whole session lasted 42 min on average. The mean estimated delay between the prime and test encounters (i.e., the mean difference between the midpoints of the two tasks) was 23 min.
Results
Proportions of correct responses in the priming task were near ceiling (M ϭ 0.95, SD ϭ 0.03, range ϭ 0.83-1.00). Proportions of correct responses on the vocabulary test were in the expected range (M ϭ 0.57, SD ϭ 0.13, range ϭ 0.26 -1.00).
Main analysis: Semantic relatedness test. Response Times. From the 14118 total responses to experimental items (181 participants ϫ 78 items), there were 9 trials with missing data due to technical problems. Of the remaining responses, any that were incorrect (23.8%) were removed from the RT analysis. This relatively high error rate was expected given the use of subordinate meanings and a speeded task. An examination of accuracy by items revealed that, as expected, the error rates were very variable (range ϭ 0.02-0.69), with higher error rates for words with more subordinate (lower-frequency) meanings (r(76) ϭ Ϫ0.49, p Ͻ .001). After plotting accuracy as a function of meaning dominance, there were no target-probe pairs with error rates that deviated greatly from the least squares line, so all items were included. For time-based exclusions of individual trials, we followed the general principle of minimal trimming with model criticism (Baayen & Milin, 2010) . We began with liberal cut-off thresholds of less than 300 ms and greater than 2500 ms, then examined the model diagnostic plots for evidence of outliers that would suggest that further trimming is needed. To achieve this, we first determined whether any dependent variable transformation was needed to meet the assumptions of LME models, so that any outliers could be identified after applying the transformation. A comparison of model diagnostic plots (quantile-quantile, distribution of residuals) for the raw, log-transformed and inverse transformed RTs revealed that the log transformation best met the assumptions. The diagnostic plots revealed that no further timebased trimming was necessary. The exclusion of correct responses that were faster than 300 ms (3 trials) or slower than 2,500 ms (21 trials) left 10,732 responses in the analysis. Figure 5A shows the subject grand mean RTs across the 6 conditions. In both test modalities, correct responses to the target-probe pairs were faster for items that were primed than unprimed.
The log-transformed RTs were analyzed with a linear mixed effects model using the same general procedures described in Experiment 1. As in Experiment 1, Prime Type was Helmertcoded (contrast 1: Unprimed ϭ Ϫ2/3 vs. Auditory or Visual ϭ 1/3; contrast 2: Auditory ϭ Ϫ1/2 vs. Visual ϭ 1/2) and Test Modality was deviation coded (Auditory ϭ Ϫ1/2 vs. Visual ϭ 1/2). The model with the full random effects structure did not converge, even after removing the correlations among random effects terms, and after removing the random intercepts. We then removed the term that accounted for the least variance in a stepwise fashion until the model converged, which resulted in the removal of the by-item slope for Test Modality and the by-subject slope for Prime Modality. Thus the final model contained a by-subject random intercept and slopes for Test Modality and the interaction, and a by-item random intercept and slopes for Prime Type and the interaction.
As in Experiment 1, likelihood ratio tests were used to evaluate significance of main effects and interactions. However, unlike logistic mixed effects models, the model summaries for linear mixed effects models created with the lme4 package for R do not return significance tests for fixed effects. To test the significance of the individual model coefficients, we used Satterthwaite's approximation for degrees of freedom using the 'lmerTest' package (Kuznetsova, Brockhoff, & Christensen, 2015) , because this method gives acceptable Type I error rates with these models (Luke, 2017 In auditory trials, the written probe word was presented on the offset of the spoken target word. In visual trials, the written target word was presented for 400 ms, followed by a 200-ms fixation and the written probe word. To determine whether there was significant priming specifically in the two cross-modal conditions, subset analyses were conducted on each cross-modal condition and the unprimed condition with the same test modality (i.e., AV vs. UV, and VA vs. UA). Within each subset, full models were constructed with log RT as the dependent variable, condition (cross-modal primed or unprimed) as a deviance-coded fixed factor, and by-subject and by-item random intercepts and slopes for condition. Likelihood ratio tests showed that the RTs in both cross-modal conditions were significantly faster than RTs in the unprimed conditions with the same test modality (AV vs. UV: ␤ ϭ 0.03, SE ϭ 0. 01, t(48.04) (1) ϭ 9.39, p ϭ .002). Accuracy. Of the total 14,109 trials, we excluded any trials with RTs faster than 300 ms (4 trials) and slower than 2500 ms (43 trials), regardless of response accuracy. This was the same criteria used in the RT analysis, and is based on the assumption that these very fast and slow responses reflect accidental button presses and lapses in attention, respectively. The subject grand mean proportions of errors by conditions are shown in Figure 5B . In both test modalities, the proportions of errors were lower when the item was primed versus unprimed, and slightly lower for items primed with a visual versus auditory sentence.
Logistic mixed effects models converged after removing the by-subject slope for Test Modality, thus the final model included a by-subject intercept and slope for Prime Type and the interaction, and a by-item intercept and slope for Prime Type, Test Modality and the interaction. There was a significant main effect of Prime Type, 2 (2) ϭ 27.32, p Ͻ .001. The model coefficients for the first Figure 5 . Experiment 2 response times (A; in ms) and proportions of errors (B) in the semantic relatedness test task. Bars are grouped by Test Modality on the x axis (Auditory, left bars; Visual, right bars) and color-coded by Prime Type: Auditory (light gray), Visual (medium gray) or Unprimed (dark gray). Bars show the subject grand averages, and error bars show 95% CIs, adjusted to remove between-subjects variance (Morey, 2008 31, 0.26] , that is, ϳ9% of the magnitude of the priming coefficient. A Bayesian analysis comparing the full model (alternative) against the model without the 2 ϫ 2 interaction between prime and test modalities (null) showed that, given the data, there was much stronger evidence in favor of the null compared with the alternative hypothesis, BF 01 ϭ 148.41.
We examined the presence of cross-modal priming in the errors using subset analyses for each cross-modal condition (AV and VA) and the unprimed condition with the same test modality (UV and UA, respectively). Within each subset, full models were constructed with accuracy as the dependent variable, condition (crossmodal priming or unprimed) as a fixed factor, and by-subject and by-item random intercepts and slopes for condition. Likelihood ratio tests for the full model against the reduced model (i.e., without condition as a fixed factor) revealed that accuracy was significantly higher in both cross-modal conditions compared with the unprimed conditions with the same test modality (AV vs. UV: ␤ ϭ 0.37, SE ϭ 0.09, z ϭ 4.01, p Ͻ .001, 2 (1) ϭ 13.81, p Ͻ .001; VA vs. UV: ␤ ϭ 0.35, SE ϭ 0.10, z ϭ 3.60, p Ͻ .001, 2 (1) ϭ 10.92, p ϭ .001).
Participant awareness. After the priming task, none of the participants predicted that the experiment would involve a priming manipulation, and 30 participants mentioned the ambiguous words in the priming sentences. After the test task, 48 participants mentioned the use of ambiguous words, 1 participant's response indicated awareness of the priming manipulation, and 4 participants mentioned both ambiguity and priming. Using the same categorization criteria as in Experiment 1, there were 68 (38%) 'Aware' participants and 113 (62%) 'Unaware' participants. Compared with Experiment 1, here there was a greater proportion of participants who noticed the ambiguous words. This increased awareness may have been due to the inclusion of ambiguous filler items in the present experiment, which increased the total number and proportion of ambiguous words in the experiment.
To determine whether the pattern of results was dependent on the 'aware' participants, the main analysis was repeated with only the 'unaware' participants. For both RT and accuracy analyses, the critical pattern of results was consistent with the main analysis: the 'unaware' participants showed significant priming effects and no significant interactions between prime and test modalities (see supplemental materials for detailed results).
Discussion
Using a speeded semantic relatedness test task, we replicated the main findings of Experiment 1 by showing that cross-modal priming can be observed and that this effect is not significantly reduced compared with unimodal priming. Responses to the ambiguous targets and subordinate-related probe words were significantly faster and more accurate for target words in all primed compared with unprimed conditions. Importantly, the effects of priming were significant in the cross-modal conditions in particular, as revealed by comparisons between each cross-modal condition and the unprimed condition with the same test modality. In the subject mean RTs, there was a numerical interaction characterized by a larger advantage for the auditory prime condition with the auditory compared with visual test. However, this pattern was only partially consistent with the prediction of a unimodal benefit: there was no analogous advantage for the visual prime over auditory prime condition with the visual test. Moreover, there was no such numerical pattern in the error data, and the interaction between prime and test modality was not reliable in either the RT or error analysis. Thus, contrary to our original predictions, and consistent with the results of Experiment 1, we found no evidence for a benefit of modality congruence on word-meaning priming.
There was a significant main effect of test modality in the accuracy analysis in that responses tended to be less accurate in the auditory test conditions. As mentioned in the introduction, we hesitate to draw any conclusions from a main effect of test modality because of the differences in the timing of auditory versus visual target word recognition and relative probe word onset. One possibility is that the (un)certainty of target word recognition differed between modalities, with a greater likelihood of mishearing than mis-reading the word. Another possibility is that there was a modality switching cost, making the auditory trials more difficult than the visual trials given that both target word modalities were followed by a visual probe word.
We also found a significant difference between the two prime modalities such that the written prime sentences resulted in slightly but significantly fewer errors at test, as well as marginally slower response times, compared with the spoken prime sentences. Again, there are a number of possible reasons for this difference, including a higher probability of mis-hearing the auditory priming sentences or the ability to spend more time reading the visual sentences, given that the priming task was self-paced. This question could be examined in future research by equating the priming sentence exposure times for auditory and visual conditions with rapid visual serial presentation. Importantly, these main effects do not undermine our ability to draw conclusions about cross-modal priming and the (lack of a) critical prime-test modality interaction.
General Discussion
The two experiments reported here investigated whether the impact of recent experience on the interpretation of ambiguous words involves predominantly modality-specific or modalitygeneral changes within the lexical-semantic system. We found a clear and consistent pattern of results. There was an overall effect of priming, including significant priming for the cross-modal conditions. Given that previous word-meaning priming studies have used only auditory unimodal conditions, the present work demonstrates for the first time that word-meaning priming occurs in cross-modal and visual unimodal prime-test conditions. Critically, we found no evidence for the hypothesized cross-over interaction between prime and test modality resulting from greater priming in unimodal relative to cross-modal conditions.
In Experiment 1, we examined the effects of modality congruence on word association responses. Word association is the standard test of word-meaning priming and allowed us to verify that priming does occur in unimodal auditory conditions, thus replicating previous results (Betts et al., 2017; Rodd et al., 2016 Rodd et al., , 2013 . In Experiment 2 we sought converging evidence using a speeded semantic relatedness decision task that was chosen to assess the speed and ease of word-meaning access, as opposed to the all-ornothing measure of meaning preference provided by word association . Our results with this task were clear in showing significant priming overall and no significant advantage for unimodal over cross-modal conditions in either the response times or accuracy measures. It therefore appears that wordmeaning priming affects not only the probability of selecting the primed meaning of ambiguous words, as evidenced by the increase in sentence-consistent word association responses (Experiment 1) and correct semantic relatedness decisions (Experiment 2), but also the speed of access to these meanings, as seen by the faster correct responses in the semantic relatedness test task (Experiment 2).
Compared with short-term priming paradigms, the present studies used relatively high proportions of ambiguous words and primed items. This may have made it more likely that participants noticed the repetition of words across tasks and/or the use of ambiguous words. Indeed, after the test phase, around 1/3 of participants mentioned one or both of these aspects of the study. In Experiment 1, very few participants (3%) mentioned ambiguity after the prime phase. This suggests that awareness of the ambiguity mainly emerged from the test phase, when participants were required to interpret each word in the absence of immediate biasing context. In Experiment 2 the participants who mentioned ambiguity after the prime phase were also in the minority (17%), although this percentage was higher than in Experiment 1, perhaps because the Experiment 2 prime phase contained about twice as many ambiguous items. Importantly, the key results of these experiments were unchanged when we analyzed the subsets of participants who did not express any awareness of the ambiguous words and/or priming manipulation. This is consistent with previous results (Betts et al., 2017; Rodd et al., 2016) and provides further evidence against the possibility that word-meaning priming is attributable to strategic responding in the 'aware' participants.
Although the present studies used a Web-based design, the priming effects on word association responses reported here were similar in magnitude to those observed in previous lab-based studies (Rodd et al., , 2013 , and our results using a speeded response time measure of word-meaning priming were similarly robust. The recent shift toward conducting experiments online reflects the fact that Internet-based studies provide the ability to collect large amounts of data more quickly and inexpensively, and from a more diverse set of participants, than is generally feasible with lab-based research (Woods, Velasco, Levitan, Wan, & Spence, 2015) . This is particularly important given the ongoing issues with low statistical power and false positives in psychological research (Button et al., 2013; Open Science Collaboration, 2015) . Although there are a number of important issues to consider when conducting experiments over the Internet (Plant, 2016; Woods et al., 2015) , there has been substantial progress made in developing and testing solutions to these issues, with reassuring results (Barnhoorn et al., 2015; Germine et al., 2012; Hilbig, 2016; van Steenbergen & Bocanegra, 2016) . In our view, Web-based experiments are a promising avenue for conducting well-powered experimental research with more representative samples.
The Locus of Word-Meaning Priming
These results are inconsistent with the proposed explanation put forward by Rodd et al. (2013) that word-meaning priming involves changes in form-to-meaning connections. In the Rodd et al. (2004) model and triangle models more generally (Harm & Seidenberg, 2004) , form-to-meaning connections determine how orthographic or phonological inputs are mapped onto semantic representations. If word-meaning priming reflects changes to connection weights between form and semantic units then this should produce a stronger bias toward the recently encountered meaning in unimodal than cross-modal conditions. In its strongest form, this account might even predict that cross-modal priming should be absent (because different connection weights mediate access to meaning from written and spoken words). In contrast to this prediction, we found significant priming in all primed conditions and no significant interaction between prime and test modalities.
Null effects are difficult to interpret using frequentist statistics, and do not allow us to make inferences about the absence of an effect of modality congruence on word-meaning priming. However, there are a few reasons why the present results are nonetheless informative. First, we computed Bayes Factors that allowed us to directly compare the likelihoods of the null and alternative hypotheses, given the data. These results showed that the data were more consistent with the absence of an interaction between prime and test modalities (i.e., the null hypothesis), which suggests that our failure to observe a statistically significant interaction was not due to low power. Second, we found that, on average across analyses, the model coefficient for the modality-specific effect was about 1/3 of that for the overall priming effect. This suggests that, even if a true unimodal priming advantage exists, the effect is likely to be small relative to the modality-independent component of word-meaning priming. Finally, the presence of significant cross-modal priming in both experiments is a positive finding that is in clear contradiction with the strongest version of the form-tomeaning hypothesis. Based on these observations, then, we conclude that these results rule out a simple, unimodal form-tomeaning interpretation of the word-meaning priming effect. Rodd et al. (2016) proposed an alternative to the form-tomeaning hypothesis for the locus of word-meaning priming. They suggested that the changes to the lexical-semantic system could occur within the semantic layer as a result of changes to the recurrent connections between semantic units. These recurrent connections form attractor basins for each separate meaning. During the semantic settling process, there is activation of semantic units from the word form layer which continues until the network reaches a stable semantic representation. As any individual semantic unit becomes activated, the recurrent connections will increase the chances of activation of other units that tended to be coactive during learning. If the prime encounter strengthens these recurrent connections, this would result in an attractor basin that is wider and/or deeper for that particular meaning, making it (a) more likely to be selected, and (b) selected more rapidly . More generally, this interpretation would suggest that recent experience with word usage causes a long-lasting adjustment to relative meaning dominance levels within the semantic system.
At this point it is unclear why the effect of priming would occur through changes to the within-semantic connections, rather than in the form-to-meaning connections. From a communicative point of view, it would make sense for knowledge about word meanings to be modality-general (this is discussed in the later section "Implications for comprehension of written and spoken language"). However, it is not clear whether this effect arises because of a systematic difference in the plasticity of the two types of representations, or because of differences in the representational structures (e.g., sparseness). Meaning representations are relatively sparse and are less likely to overlap across a set words, whereas phonemes/letters are relatively dense and more likely to overlap by chance. Thus any strengthening of form-to-meaning connections as a result of the prime encounter could perhaps be easily cancelled out by subsequent encounters with words that overlap in form but have very different meanings (e.g., bark, bat, break). This explanation could be examined in the future through simulations, and through experiments that manipulate the degree of overlap in form and meaning across words encountered between prime and test.
Another possibility is that the significant cross-modal priming we observed is the result of coactivation of the orthographic and phonological word forms during the prime and/or test phases. Coactivation during the prime phase might result in a strengthening of the form-to-meaning mappings for both phonological and orthographic representations of the word, and would therefore lead to equivalent unimodal and cross-modal priming at test. It is also possible that coactivation of the two word forms occurs during the test encounter, which could result in equivalent unimodal and cross-modal priming, even if the priming encounter produced a modality-specific change to the lexical-semantic network. However, our results are not consistent with previous evidence for a stronger mediating role of phonological than orthographic representations in cross-modal priming (Rueckl & Mathew, 1999) , resulting in an asymmetric patterns of cross-modal priming with unspeeded priming sentences and a speeded test task (Monsell, 1985) . Nonetheless, at present it is not possible to distinguish between the word form coactivation and modality-general semantic layer explanations.
One concern is that our within-participant manipulations of modality resulted in a bias toward modality-general processing. However, if anything, this design has been shown to produce a bias in the opposite direction, that is, a unimodal over cross-modal priming advantage, compared with a between-subjects manipulation of modality. This finding is thought to reflect voluntary encoding strategies and/or the increased attention drawn to perceptual features of the stimuli in mixed modality trial blocks (Brown, Neblett, Jones, & Mitchell, 1991; Lukatela, Eaton, Moreno, & Turvey, 2007; Mulligan, 2011) . This previous work suggests that the present studies may have been biased toward observing a unimodal priming advantage, making the lack of such an advantage even more striking. Whether the use of mixedmodality trials had any biasing effect in word-meaning priming is an open empirical question that could be examined in future work with a between-subjects design and use of a single modality throughout the experiment (Lukatela et al., 2007) . Future studies could also investigate the role of dual encoding during priming by presenting visual/auditory masks during the auditory/visual priming sentences to see whether this results in a unimodal priming advantage (Vallet, Brunel, & Versace, 2010) .
Our results can also be interpreted within models that propose localist word-meaning nodes. In these models, there are multiple, separate entries for individual word meanings, which compete for selection. Spoken and written word forms map on to the same word-meaning node. We presume that word-meaning priming could be explained in these models in terms of (e.g.) a reduction in the unidirectional inhibitory connection weight from the dominant to the subordinate word-meaning node, so that on the next presentation of the word, the node for the primed (subordinate) meaning will more easily overcome competition from the dominant meaning node and thus be both (a) more likely to be selected and (b) selected more rapidly compared with the unprimed case.
However, we note that localist models have other weaknesses relative to distributed models in their ability to account for lexicalsemantic representations. Namely, the representation of a word's meaning as a single unit, rather than as a more flexible pattern of activation, fails to capture the degrees and 'shades of meaning' that occurs in language, and in particular for polysemous words (Rodd et al., 2004) . In contrast, distributed connectionist models represent the 'core' meaning of polysemous words as a subset of semantic units, and each individual instance or 'sense' of the word can be represented as variations on this core semantic pattern. While localist word-meaning nodes are useful for representing words with multiple unrelated meanings because they have no problem implementing one-to-many form-to-meaning mappings, they are thus less parsimonious as an explanation of polysemous word representation since different nodes would be required for even subtle variations to a word's meaning. They also require that the lexicon makes a categorical distinction between these two types of ambiguity, which is generally considered to be of a more continuous nature ranging from highly related word senses to highly unrelated word meanings but with a large set of intermediate meanings for which classification is unclear. Although these data do not provide any evidence against the presence of word nodes, we suggest that they can most parsimoniously be explained in terms of changes in the form-to-meaning connection strengths between both auditory and visual word form units and the semantic units, and/or in the shape of the attractor structure within the semantic layer.
Thus far, we have discussed the implications of our results in the context of a single-system account of lexical processing. However, given that learning mechanisms feature heavily in our explanation of the mechanism underlying word meaning priming, it is worth considering alternatives to a single-system account. In particular, a complementary systems account (McClelland, McNaughton, & O'Reilly, 1995) has been highly influential in explaining many aspects of learning and memory processing. In recent years this account has been fruitfully applied to language learning and processing, most particularly in the context of learning the form and meaning of new spoken words (e.g., . According to complementary systems models of language, the main repository of lexical knowledge is cortical and relatively stable, whereas new learning is mediated by hippocampal systems to avoid interference with existing knowledge (Davis & Gaskell, 2009) . Plausibly, the priming phase of our paradigm resulted in new learning not in the cortical semantic network as described above but in the hippocampus. This new hippocampal representation might act to bind the lexical representation of the ambiguous word with its sentential context, such that the context is able to influence disambiguation of the same word at a later time-point. An involvement of the hippocampus in the comprehension of language on a day-to-day basis has been proposed by Duff and Brown-Schmidt (2012) , and helps to explain why hippocampal amnesics show deficits in their ability to retrieve senses of ambiguous words (Klooster & Duff, 2015) . We cannot select between single-and multiple-system models on the basis of the current data-future studies of the neural foundations of word-meaning priming or the impact of hippocampal amnesia would be valuable. However, our results do imply that, under a complementary systems account of word-meaning priming, whatever word representations become bound together must be abstract enough to be independent of perceptual modality.
Implications for Comprehension of Written and Spoken Language
More generally, these results tell us about the degree to which experience with spoken and written language is interlinked. Our data suggest that when listeners/readers update their knowledge about the distributional properties of word meanings in one modality, this experience can impact on how these words are processed in the other modality, and it is possible that this transfer generalizes to other types of linguistic learning and experience. For instance, there is some evidence for transfer across modalities after the consolidation of newly learned words and meanings (van der Ven, Takashima, Segers, & Verhoeven, 2015) . There is clear utility in the existence of shared lexical-semantic representations such that comprehension in one modality would generally benefit from knowledge accumulated across all experience with language. Indeed, there is research to suggest that listening comprehension is closely related to reading comprehension in children (e.g., Diakidoy, Stylianou, Karefillidou, & Papageorgiou, 2005; Hagtvet, 2003; Nation & Snowling, 2004) and that reading experience is linked to vocabulary growth across the life span (Sullivan & Brown, 2015) . These relationships may be attributable, in part, to knowledge about word usage that is gained through individual encounters with either orthographic or spoken word forms, but which can then be accessed and applied more generally across different types of communication. Although there are additional factors within modalities that have differential effects on comprehension success, such as verbal working memory and orthographic decoding abilities, beyond this it may be that comprehension depends largely on modality-general linguistic knowledge.
However, the modality-general influence of linguistic experience observed here does not preclude the potential for modalityspecific learning about word meanings. In particular, if the reader/ listener has evidence that words are consistently used to mean different things in different modalities, then we might expect these individuals to keep track of these systematic, modality-specific usage patterns. Evidence that listeners can, in some situations, keep track of how ambiguous words are used differently in specific linguistic environments comes from a recent study of the effect of English accents (British vs. American) on the interpretation of words that have different dominant meanings in the two dialects (e.g., "bonnet"). Cai et al. (2017) found that native British English speakers were more likely to make word association responses related to the American-dominant meaning (e.g., type of hat) than British-dominant meaning (e.g., car part) when the words were spoken in an American accent. However, this shift in preference toward American-dominant meanings did not transfer to written words that were intermixed with the presentation of U.S. accented spoken words which, furthermore, did not differ from written words tested in the absence of any spoken words. Thus, in this case, accented spoken words provide evidence for reliable differences in the likely meanings of words that are used differently by American and British English speakers. Hence, when appropriately signaled, modality-specific interpretations of spoken and written words can be observed. One explanation for these modality-specific effects, in conjunction with the results of the present studies, is that individuals will use their same 'default' (dominant) interpretation for both spoken and written ambiguous words, unless there are systematic cues (such as accent) that provide additional information on usage that can bias interpretation toward a different meaning. In the case of the Cai et al. study, the biasing cue (speaker accent) was uniquely present in the spoken words.
This explanation of the differences between the current experiments and Cai et al.'s (2017) results predicts that modalityspecific priming might be observed under conditions where participants were exposed to a large number of instances of the ambiguous words, but where the meaning usage differed systematically between the two modalities. It would also predict that individuals could be sensitive to any naturally occurring systematic differences in relative meaning frequencies between spoken and written language. For instance, it might be that slang/colloquial word meanings are used more often in speech than in print (e.g., the British colloquial 'tired' meaning of the word "shattered"), and the opposite may be true for more formal word meanings (e.g., the 'say' meaning of the word "state"; PurcellGates, 2001 ). In addition, vocabulary in written language has shown to be more diverse than that in spoken language (Chafe & Danielewicz, 1987) . Given that most words in English are ambiguous to some extent, the greater formality and variety of vocabulary in written language may have a systematic effect on word meaning frequencies between modalities. Our Experiment 1 results hint at this possibility of different distributional statistics for word meanings in spoken and written language in that the proportion of subordinate meaning word association responses was greater for written than spoken words in the unprimed condition. This might indicate that subordinate meanings are used more often in text, and hence that ambiguous word usage in print is, on average, more balanced in terms of relative meaning frequencies. Unfortunately it is not possible to answer this question with our current data, and because this was an exploratory finding, we note that the difference may be due to chance. Future experiments could examine whether (a) systematic differences exist in the relative frequencies of word meanings in text versus speech, and (b) listeners/readers can keep track of such differences and use them to aid disambiguation.
To summarize, we found that recent exposure to ambiguous words in subordinate-meaning contexts biases later interpretation of those words toward the same meaning, and this biasing effect is not significantly modulated by the (in)congruency between the presentation modalities of the prime and test encounters. Recent experience with ambiguous words therefore appears to influence word meaning interpretation in a modality-general way. These results are not consistent with the previous proposal that wordmeaning priming results solely from changes to the connections from either the orthographic or phonological word form to a particular meaning representation. Instead we suggest that the locus of the biasing effect occurs primarily within amodal lexicalsemantic representations or as a result of the coactivation of written and spoken word forms, with the result that meanings that were recently encountered become more readily activated and more likely to be retrieved. Note. The 78 ambiguous words were pseudorandomly split into 6 lists of 13 words (matched for mean dominance) for the purpose of counterbalancing items across the 6 conditions. † Item was included in the analysis of Experiment 1 but removed in Experiment 2. ‫ء‬ Item was removed from the word association analyses. Removing these items did not affect the matching of lists for mean dominance. Note. The 78 ambiguous words were pseudorandomly split into 6 lists of 13 words (matched for mean dominance) for the purpose of counterbalancing items across the 6 conditions. ‫ء‬ Item was new to the stimuli set in Experiment 2. (Appendix continues) 
