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Abstract
A continuous linear operator T :X → X is hypercyclic if there is an x ∈ X such that the orbit
{T nx} is dense, and such a vector x is said to be hypercyclic for T . Recent progress show that it
is possible to characterize Banach space operators that have a hypercyclic subspace, i.e., an infinite
dimensional closed subspace H ⊆ X of, except for zero, hypercyclic vectors. The following is
known to hold: A Banach space operator T has a hypercyclic subspace if there is a sequence (ni)
and an infinite dimensional closed subspace E ⊆ X such that T is hereditarily hypercyclic for (ni)
and T ni → 0 pointwise on E. In this note we extend this result to the setting of Fréchet spaces
that admit a continuous norm, and study some applications for important function spaces. As an
application we also prove that any infinite dimensional separable Fréchet space with a continuous
norm admits an operator with a hypercyclic subspace.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction and preliminaries
Let T = (Tn) be a sequence of continuous linear operators on a locally convex space
(LCS) X . (Operators are tacitly assumed to be linear and continuous in the sequel.) Let
Orb(T, x) ≡ {Tnx: n 0} denote the orbit of x ∈X under T. Recall that T is hypercyclic,
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x is said to be hypercyclic for T. An operator T :X → X is hypercyclic (and x ∈ X
is hypercyclic for T ) whenever (Tn ≡ T n) is hypercyclic (x is hypercyclic for (T n)), and
we recall that no finite dimensional space carries a hypercyclic operator—so we assume
in what follows that X is infinite dimensional. A hypercyclic subspace for T is a closed
infinite dimensional subspace H ⊆ X whose nonzero vectors are hypercyclic (for T ). It
is convenient to let H(T ) denote the set of hypercyclic subspaces for T , and we shall call
H(T ) the hypercyclic spectrum of T . Due to a result of Ansari [2], saying that T and any
positive power T n have the same set (possibly empty) of hypercyclic vectors, it follows in
particular that
H(T ) =H(T n), n = 1, . . . . (1)
Let us note that the restriction of T to any H ∈ H(T ) lacks nontrivial closed invari-
ant subsets and, in particular, the invariant subset problem can be formulated: Is there an
operator T such that X ∈H(T )? (Note that X is the only possible set in H(T ) that is
invariant under T .) A fact, that also motivates the study of hypercyclic subspaces, is that
every hypercyclic operator admits a dense (invariant) subspace whose nonzero vectors are
hypercyclic (this result was first established for operators on complex Hilbert spaces [10,
17] and has then been extended successively by different authors to general LCS operators,
see page 358 in Grosse-Erdmann’s survey article [15]). In contrast, there are hypercyclic
operators that lacks hypercyclic subspaces, λB :p → p , where |λ| > 1, 1 p < ∞ and
B is the unweighted backward shift, is an example of such an operator [25, Theorem 3.4].
The study of hypercyclic subspaces originates from [5,25] and the topic has then been
studied intensively in a series of papers [4,6,8,14,19,20,26,27]. An interesting fact is that it
is possible to connect the hypercyclic spectrum of T with ordinary spectral properties of T .
Indeed, recall that an operator T is hereditarily hypercyclic if there is a sequence (nk) of
natural numbers such that (Ti ≡ T mi ) is hypercyclic for every subsequence (mi ≡ nki ), and
T is then said to be hereditarily hypercyclic for (nk). In [14] the authors where able to piece
previous results together by proving that the following are equivalent for a hereditarily
hypercyclic operator T on a Banach space B:
(1) There is a sequence (ni), for which T is hereditarily hypercyclic, and a closed infinite
dimensional subspace E ⊆B such that T ni → 0 pointwise on E.
(2) H(T ) is not empty.
(3) The essential spectrum of T meets the closed unit disc.
(Recall that the essential spectrum of a LCS operator T is the complement of the set of
λ ∈ C such that Im(T − λ) is closed and has finite codimension and dim ker(T − λ) is
finite. Further, Im(T −λ) is necessarily dense for all λ for a hypercyclic operator T . Hence,
explicitly 3 means that Im(T − λ) is not closed or dim ker(T − λ) = ∞ for some λ with
|λ| 1.)
Up to recently the study of hypercyclic subspaces has essentially been concentrated to
the setting of Banach and Hilbert spaces and thus, it is for instance not known to what
degree the equivalences between 1–3 extend when we replace B by an arbitrary Fréchet
space. In particular, we recall the following well known result of Godefroy and Shapiro
766 H. Petersson / J. Math. Anal. Appl. 319 (2006) 764–782[13, Theorem 5.1]: Every nonscalar convolution operator on the Fréchet space H (Cn) of
n-variable entire functions (compact-open topology) is (hereditarily) hypercyclic. (A con-
volution operator is, by definition, a continuous linear operator that commutes with all
translations, and a scalar operator is a scalar multiple of the identity.) We shall see that
Godefroy–Shapiro’s Theorem extends to E (Rn) (smooth functions), and the analogue re-
sult holds for convolution operators on Fréchet spaces of entire functions with infinite
dimensional domains—more on this below. Thus, it is a natural question to ask what can
be said about the hypercyclic spectrum of such convolution operators. What is known in
this direction is the following result of Bernal-González and Montes-Rodríguez [5]: Any
translation operator τa :f → f (a + z), 0 = a ∈ C, on H (C) has a hypercyclic subspace.
In this note we study hypercyclic subspaces in the setting of Fréchet spaces, and the
paper is organized as follows. In Section 2 we prove that the implication between 1 and
2 extends to an arbitrary Fréchet space F that admits a continuous norm, and operator
T :F → F (Theorem A). The same result was independently obtained in [8], but with
a completely different technique. (An example in [8] shows that the hypothesis that F
supports a continuous norm can not be removed.) We also establish, in Theorem B, a spec-
tral sufficient condition for 2 of type 3—we prove that if T :F → F has an eigenspace
Eλ = ker(T − λ) of infinite dimension for some |λ|  1, then H(T ) is not empty. In
Section 3, we prove that under some assumptions on a Fréchet space operator T with
H(T ) = ∅, we can say something about the structure of H(T ) (Theorem C). In Section 4
we apply the results obtained in Sections 2 and 3 on some function spaces. In particular,
as an application of Theorems A and B we can extend the one variable result of Bernal-
González and Montes-Rodríguez to n > 1 variables—H(τa) = ∅ if 0 = a ∈ Cn. In fact, it
follows that any nonscalar convolution operator on H (Cn) where n > 1 has a hypercyclic
subspace, so, in particular—H(P (D)) = ∅ for any partial differential operator P(D) with
constant coefficients and of order > 0. We establish similar results for some spaces of en-
tire functions with infinite dimensional domains. Finally, by virtue of Theorem A, we prove
in the last section, Section 5, that any infinite dimensional separable Fréchet space F that
supports a continuous norm admits an operator with nonempty hypercyclic spectrum (The-
orem D), which extends the Banach space analogue [19, Corollary 2.2] and complements
[9, Theorem 1], saying that any separable infinite dimensional Fréchet space F supports a
hypercyclic operator.
Before we start we recall the following: The proof [13] of Godefroy and Shapiro’s result
above rests on the well known Hypercyclicity Criterion:
Proposition 1. (See [7,13,15]) Let T :F →F be a continuous linear operator on a sep-
arable Fréchet space F . Assume T satisfies the Hypercyclicity Criterion: There are dense
subsets X,Y ⊆ F (not necessarily linear) and a sequence of (possibly discontinuous)
maps S = (Snk :Y →F ) such that:
C1. T nkx → 0 as k → ∞ for all x ∈ X,
C2. Snky → 0 as k → ∞ for all y ∈ Y ,
C3. T nkSnky → y as k → ∞ for all y ∈ Y .
Then T is hypercyclic.
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evident that any operator T on a separable Fréchet space F that satisfies the Hypercyclicity
Criterion is hereditarily hypercyclic, and we recall the important result of Bès and Peris—
the converse holds true. More generally, they establish in [7] equivalence between the
following:
(i) T satisfies the Hypercylicity Criterion,
(ii) T is hereditarily hypercyclic,
(iii) T ⊕ T is hypercyclic on F ×F (T ⊕ T (x, y) ≡ (T x,T y)),
and (see [7, Remark 2.6]) if T satisfies the Hypercyclicity Criterion for the sequence (nk)
in the obvious sense, then T is hereditarily hypercyclic for (nk). (It is an open problem
whether hypercyclicity of T in fact implies (i)–(iii).)
2. The sufficient conditions for H(T ) = ∅
Given a Fréchet space F , we shall tacitly assume that ‖ · ‖n, n = 1, . . . , denotes
an increasing sequence of generating seminorms on F . By Un we denote the semiball
{f : ‖f ‖n  1}. We let Fn denote the normed space obtained from F/ker‖ · ‖n equipped
with the norm ‖ · ‖n induced by the corresponding seminorm ‖ · ‖n on F . Thus, we
have a natural isomorphism F ′n  F ′U◦n ≡
⋃
m1 mU
◦
n , where U◦n denotes the polar set
{λ: |〈f,λ〉| 1 ∀f ∈ Un} of Un, and the dual norm ‖ · ‖∗n of ‖ · ‖n is in this way given by
‖λ‖∗n = supUn |〈u,λ〉|, λ ∈F ′U◦n . Note that F admits a continuous norm, i.e., there exists a
continuous norm on F , if and only if ‖ · ‖n, n = 1, . . . , can be chosen as norms, and thus
Fn = (F ,‖ · ‖n).
Example 1. The Fréchet space H (Cn) of n-variable entire functions provided with the
compact open topology, admits a continuous norm, e.g. f → sup‖z‖1 |f (z)|.
In contrast, the Fréchet space E (Rn) of smooth functions equipped with its standard
topology, i.e. the topology generated by the seminorms
‖f ‖m,n ≡
∑
|α|m
sup
‖x‖n
∣∣f (α)(x)∣∣, n,m ∈ N, (2)
does not admit any continuous norm. (We have used standard multi-index notation in (2).)
Indeed, if such norm ‖ · ‖ would exist, ‖f ‖  M‖f ‖m,n for all f ∈ E (Rn) for some
m,n,M > 0. But if f is a smooth function = 0 with support outside the ball ‖x‖  n,
‖f ‖m,n = 0 and so ‖f ‖ = 0 and accordingly f = 0 which is a contradiction.
We recall that a basic sequence in a Fréchet space F , is a sequence (en) whose closed
linear hull is given by all convergent series
∑∞
1 αnen and where the expansion is unique.
Let us note the following simple fact; if (en) is a sequence in F such that, for every m,
(eˆn ≡ en + ker‖ · ‖m) forms a basic sequence in Fm, then (en) is a basic sequence in F .
(By a basic sequence in a normed space, like Fm, we mean a sequence that forms a basic
sequence in the corresponding completion.)
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dimensional subspace E ⊆ F and neighborhood U of the origin, there is a sequence
(en) ⊆ E ∩ U such that, for every m  1, the canonical images eˆn = en in Fm form a
basic sequence (eˆn).
Proof. Take a sequence (εn) ⊆ (0,1) such that n1(1 − εn) > 0. By [21, Proposi-
tion 1.a.3], it suffices to prove that we can find a sequence (en) ⊆ E ∩ U of nonzero
elements such that for any sequence of scalars (αn):
‖α1e1 + · · · + αnen‖m  (1 − εn)−1‖α1e1 + · · · + αnen + αn+1en+1‖m, m n. (3)
(Note that eˆn = 0 in Fm for all m.)
Since U is a neighborhood of the origin, we can find a nonzero element e1 ∈ E ∩ U .
Assume now that we have chosen e1, . . . , en ∈ E∩U . Put F ≡ span{ei}n1 and let F̂m denote
the image of F in Fm. Then Km ≡ F̂m∩{fˆ : ‖fˆ ‖m = ‖f ‖m = 1} is compact in Fm, so for
any given m n there is an εn-net {gˆm1 , . . . , gˆmm′ } for Km. Hahn–Banach’s Theorem gives
that there are functionals λm1 , . . . , λ
m
m′ in F
′
U◦m F ′m with
λmν
(
gmν
)= 1 and ∥∥λmν ∥∥∗m = 1
for all ν m′. Now, L ≡⋂m,ν kerλmν (the kernels are taken in F ) has finite codimension
in F and thus we can find a nonzero element en+1 ∈ E ∩ U ∩ L. For any m n, ν m′
and scalar α we estimate
1 = λmν
(
gmν + αen+1
)

∥∥gmν + αen+1∥∥m.
So, if f ∈ F and fˆ ∈Km, then, by choosing gmν so that ‖gmν − f ‖m = ‖gˆmν − fˆ ‖m  εn,
‖f + αen+1‖m 
∥∥gmν + αen+1∥∥m − ∥∥f − gmν ∥∥m  1 − εn.
Hence (3) and thus the required sequence exists. 
Two basic sequences (en) and (fn) are equivalent when
∑
αnen converges if and only
if
∑
αnfn converges.
Lemma 2. Let F be a Fréchet space and ‖ · ‖n, n = 1, . . . , norms. Let (en) and (fn) be
sequences in F such that, for all m, (eˆn) and (fˆn) form equivalent basic sequences in Fm,
then (en) and (fn) are equivalent basic sequences in F .
Proof. By the hypothesis, (en) and (fn) form basic sequences in F . Assume
∑
αnen con-
verges. Then
∑
αneˆn converges in Fm for all m. Hence, for every m,
∑
αnfˆn converges
in Fm to some xm. From the fact that the embeddings Fm+1 → Fm are continuous, we
deduce xm = x1 for all m, and consequently, ∑αnfn = x1 in F . Thus, convergence of∑
αnen implies that
∑
αnfn converges, and the converse follows by changing the roles of
(en) and (fn). 
Theorem A. Let T :F → F be an operator on a Fréchet space F that admit a contin-
uous norm. Assume that T is hereditarily hypercyclic for (nk) and that there is an infinite
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not empty.
Proof. The proof goes parallel to that of the corresponding statement in [14] for the Ba-
nach space setting.
We can assume that ‖ · ‖n, n = 1, . . . , are norms and hence Fn = (F ,‖ · ‖n). We let
Bn denote the Banach space obtained from the completion of Fn. By Lemma 1 there is
a sequence (en) ⊆ E ∩U1 that forms a basic sequence in F and in every Bn. Let (e∗n) be
a biorthogonal system to (en) in F ′U◦1  F
′
1. Since U
◦
1 ⊆ U◦m, e∗n ∈ F ′U◦m  F ′m for all m
and hence (e∗n) forms a biorthogonal system to (en) as a basic sequence in Bm. Let us note
that since en ∈ U1 and 〈en, e∗n〉 = 1:∥∥e∗n∥∥∗1  1, ∥∥e∗n∥∥∗m+1  ∥∥e∗n∥∥∗m, (4)
for all n,m 1.
Let (δn) be a denumerable dense set in F and let (εn) be a decreasing sequence of
real numbers such that 0 < εm < 1 and
∑
εm < 1. Next, for n,m  1 we put i(m,n) ≡
(m+ n− 1)(m+ n)/2 − n+ 1. It follows that i = i(m,n) is strictly increasing in both m
and n (see [14, p. 173] for further remarks). We claim that there is a mapping r = r(i),
defined for i = 0 and for all i = i(m,n), where r(0) = 0 and (r(i(m,n)))n is a strictly
increasing subsequence of (nk) for every fixed m, and a sequence (fm) in F such that:
(a)
∥∥T r(i(m,n))fm − δn∥∥n  εm/2n for all m,n 1,
(b)
∥∥T r(i(k,n))(fm − em)∥∥n  εm/∥∥e∗m∥∥∗12n for all k,m,n 1 where k = m,
(c) ‖fm − em‖m  εm/
∥∥e∗m∥∥∗1 for all m 1.
(Note that (a) implies fm is hypercyclic for T .) Indeed, by following the procedure in [14],
we deduce that there is such a map r(i) and a double sequence (fm,n)m1,n0 in F , where
fm,0 = em for all m, such that:∥∥T r(j)(fm,n − fm,n−1)∥∥m+n  εm/∥∥e∗m∥∥∗12i(m,n), 0 j < i(m,n), (5)∥∥T r(i(m,n))fm,n − δn∥∥n  εm/2i(m,n)+1, m,n 1, (6)∥∥T r(i(m,n))fm′,n′∥∥n  εm/∥∥e∗m∥∥∗12i(m,n)+1, 1 i(m′, n′) < i(m,n). (7)
In particular, (5) implies that (fm,n)n is a Cauchy sequence in F (take j = 0) and we note
that, for any n 1,
fm ≡ lim
i
fm,i = fm,n +
∑
kn
(fm,k+1 − fm,k).
From this and (5) we have
‖fm − em‖m  ‖fm,1 − em‖m +
∑
k1
∥∥(fm,k+1 − fm,k)∥∥m
 ‖fm,1 − fm,0‖m+1 +
∑∥∥(fm,k+1 − fm,k)∥∥m+k
k1
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+
∑
k1
εm
‖e∗m‖∗12i(m,k+1)
 εm‖e∗m‖∗1
.
Hence (c) and to obtain (a) and (b) we only have to follow the arguments in [14, pp. 176–
177] (we replace the norm there with norms ‖ · ‖m and use (6) and (7) in the estimates).
Now, from (c) we have for any n 1∑
mn
∥∥e∗m∥∥∗n‖fm − em‖n ∑
mn
∥∥e∗m∥∥∗1‖fm − em‖m ∑ εm < 1.
Hence, (fm) is a basic sequence in every Bn and equivalent to (em) [11, Theorem 9, p. 46].
Thus, by Lemma 2, (fm) and (em) are equivalent basic sequences in F .
Define H as the closed linear span of (fm), i.e. H is the set of all convergent series∑
αmfm in F . We shall prove that H is a required hypercyclic subspace. As H contains
the elements fm, H is infinite dimensional so we are done if we can prove that if f =∑
αmfm ∈ H \ {0}, i.e. αk = 0 for some k, then f is hypercyclic for T . We may assume
that αk = 1 (since a nonzero scalar multiple of a hypercyclic vector is again hypercyclic).
Since (em) is equivalent to (fm),
∑
m =k αmem converges and thus to an element e of E,
since E is closed. (Note that αm = 〈e, e∗m〉.) Now, if n ν then (a) and (b) give∥∥T r(i(k,n))f − δn∥∥ν
=
∥∥∥∥T r(i(k,n))fk − δn + T r(i(k,n))e + ∑
m =k
αmT
r(i(k,n))(fm − em)
∥∥∥∥
ν

∥∥T r(i(k,n))fk − δn∥∥n + ∥∥T r(i(k,n))e∥∥ν + ∑
m =k
|αm|
∥∥T r(i(k,n))(fm − em)∥∥n
 εk/2n +
∥∥T r(i(k,n))e∥∥
ν
+ ‖e‖1
∑
m =k
εm
2n
→ 0, n → ∞.
Hence f is hypercyclic. 
It follows that if T :F → F is hereditarily hypercyclic and has an eigenvalue λ
such that |λ| < 1 and the corresponding eigenspace Eλ ≡ ker(T − λ) is infinite dimen-
sional, then H(T ) = ∅. Indeed, we only have to note that Eλ is closed and that T is
hereditarily hypercyclic for some strictly increasing sequence (nk), so for any f ∈ Eλ,
T nkf = λnkf → 0. We shall see that the same conclusion holds if dimEλ = ∞ and
|λ| = 1:
Theorem B. Let T ∈L (F ) be a hereditarily hypercyclic operator on a Fréchet space F
that admits a continuous norm. Assume dim ker(T − λ) = ∞ for some λ with |λ| 1, then
H(T ) = ∅.
Proof. We prove that the hypothesis of Theorem A holds.
Choose a basic sequence (en) in the sense of Lemma 1 with E = ker(T − λ) ≡ Eλ
and U = U1. Let (εn) be a decreasing sequence in (0,1) such that ∑ εn < 1. T satisfies
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T mi → 0 on X. We can, in a successive way, find elements fn ∈ X such that:
‖fn − en‖n,
∥∥T m(fn − en)∥∥n  εn‖e∗n‖∗1 , m = 1, . . . , n. (8)
In particular (4) and (8) imply ‖e∗n‖∗n‖fn − en‖n  εn and, as in the proof of Theorem A,
we deduce from Lemma 2 that (fn) is a basic sequence in F and equivalent to (en). In
fact, and what we actually need, any subsequence (eni ) is a basic sequence and it follows
that (fni ) forms an equivalent basic sequence. By the fact that T mi → 0 pointwise on X,
we can construct a strictly increasing subsequence (ni) of (mi) such that:∥∥T nkfni∥∥nk−1  εni 2
−k
‖e∗ni‖∗1
, i = 1, . . . , k − 1. (9)
Now, (fni ) and (eni ) form equivalent basic sequences in F , and since T is hereditarily
hypercyclic for (mi), T is hereditarily hypercyclic for (ni). We let F be the closed linear
hull of (fni ) and, by virtue of Theorem A, we only have to prove that T nkf → 0 for every
f =∑i1 αifni ∈ F .
Since (fni ) and (eni ) are equivalent,
∑
ik αieni converges for any k and thus to an ele-
ment e(k) ∈ Enk . (Note that αi = 〈e(1), e∗ni 〉.) So given ν  1 we have for any k sufficiently
large (nk  ν)∥∥T nkf(k)∥∥ν ∑
ik
|αi |
∥∥T nk (fni − eni )∥∥ni + ∥∥T nke(k)∥∥ν
 ‖e(1)‖1
∑
ik
εni + |λ|nk‖e(k)‖ν ≡ Fk, where f(k) ≡
∑
ik
αifni .
Since e(k) → 0, Fk → 0 and if we invoke (9) we obtain
∥∥T nkf ∥∥
ν

∥∥∥∥∥T nk
k−1∑
i=1
αifni
∥∥∥∥∥
ν
+ ∥∥T nkf(k)∥∥ν

k−1∑
i=1
|αi |
∥∥T nkfni∥∥ν + Fk  ‖e(1)‖1
k−1∑
i=1
εni
2k
+ Fk → 0
as k → ∞. 
3. On the structure of H(T )
Next we are interested in the structure of H(T ). In particular, given H ∈ H(T ), is it
then possible to get new elements of H(T ) out from H others than infinite dimensional
closed subspaces of H ?
Given a Fréchet space F we denote by L(F ) the algebra of continuous linear operators
on F . For any f ∈ F , Lf (F ) denotes L(F ) equipped with the seminorms ‖T ‖f :n ≡
‖Tf ‖n, n = 1, . . . . (Thus convergence in Lf means convergence at the point f —Lf is
not separated.) If S ⊆ L, then [S] denotes the subalgebra of L generated by S and [S]f
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Theorem C. Let T ∈ L(F ), where F is a Fréchet space, and assume H ∈H(T ), H =F .
Then:
(a) If T is surjective, then Hm ≡ (T m)−1H , m = 0,1, . . . , are different elements of H(T ).
More specifically, Hn  Hm if m> n 0. (Note that H0 = H .)
(b) If T is bijective, then T mH , m ∈ Z, are different elements of H(T ), in fact T mH 
T nH if m> n.
(c) If B ⊆ L(F ) is a class of bijections that commute with T and T ⊆ L(F ) any class
such that: (i) T ∈ [T ]f for all f and (ii) S ∈ [B]f for all S ∈ T and f , then BH ∈
H(T ) for every B ∈ B and there is a B ∈ B such that BH \H = ∅.
Proof. (a) Since H is closed any Hm is closed. By the surjectivity of T m, T mHm = H
and from this we conclude that Hm is infinite dimensional and that the nonzero vectors of
Hm are hypercyclic. Thus, Hm ∈H(T ) for every m 0. Next, assume Hn ⊆ Hm for some
m> n 0. Then H = T mHm ⊇ T m−nT nHn = T m−nH . But from (1), H ∈H(T m−n) so
H must be the entire set F , which is not the case by assumption.
(b) We prove that T mH ∈H(T ). Since T −nH = Hn if n 0, this is clear for non pos-
itive powers m, so assume m  1. T m is bijective and hence an isomorphism by virtue
of the open-mapping theorem. Thus T mH is a closed infinite dimensional vector space.
Further, T mf is a hypercyclic vector for T for any such vector f , since Orb(T ,T mf )
contains Orb(T ,f ) except for a finite set of points. Hence T mH ∈ H(T ). That T mH ,
m ∈ Z, are different elements follows essentially by the arguments for (a). However, as-
sume T mH ⊆ T nH for some integers m > n, i.e., T m−n(T nH) ⊆ T nH . But, from what
we just have proved, T nH ∈H(T ) and thus T nH ∈H(T m−n) by (1). Consequently, T nH
must be the entire set F and hence, since T n is a linear isomorphism, H =F and we have
a contradiction.
(c) Let B ∈ B. By the arguments in (b), it is clear that BH forms an infinite dimen-
sional closed subspace. Since B and T commute, T nB = BT n and thus Orb(T ,Bf ) =
B Orb(T ,f ). This shows that Bf is a hypercyclic vector for T for any such vector f ,
hence BH ∈H(T ).
Next, assume BH ⊆ H for all B ∈ B. Then H is invariant under any element of [B].
Let f ∈ H . By assumption there is a net (Tα) of elements in [T ] such that Tαf → Tf .
But for fixed α, there is a net (Bβ) in [B] such that Bβf → Tαf . Hence, since H is
closed, Tαf ∈ H for all α. Thus Tf ∈ H , and by the fact that f was arbitrary TH ⊆ H .
Accordingly, H = F which is a contradiction and we conclude that BH  H for some
B ∈ B. 
Remark 1. In view of (c) we emphasize that T ∈ [S]f for all f , is a weaker condition
than that T ∈ [S]F ≡ closure of [S] w.r.t. the (strong operator) topology generated by the
seminorms {‖ · ‖f :n: f ∈F , n 1}. Let us also note that if, in (c), we take T = {T }, the
hypothesis (i) and (ii) reduce to T ∈ [B]f for all f .
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if H ∈H(T ). However, in general, there is no guarantee for that BH = H so that we get
something new. Further, in (a) it is possible that Hm ⊆ H for all m. Now, (c) does not only
guarantee that BH = H but also that BH contains elements outside H .
4. Some applications
4.1. The entire functions H (Cn)
The Fréchet space H (Cn) of n-variable entire functions provided with the compact
open topology, admits a continuous norm, see Example 1. Let Exp(Cn) denote the alge-
bra of entire exponential type functions, i.e. the set of all ϕ ∈ H (Cn) such that for some
M,r > 0, |ϕ(ξ)|Mer‖ξ‖. It is well known that there is an algebra isomorphism between
Exp(Cn) and the set C = C(H ) of convolution operators on H =H (Cn). If we use stan-
dard multi-index notation, such an isomorphism is given by ϕ → ϕ(D) ≡∑α ϕαDα where∑
ϕαξ
α is the power series expansion of ϕ about the origin. (See [13, Section 5] for a proof
and details, it follows that
∑
ϕαD
αf converges absolutely in H for any f ∈H . See also
Section 3.3 for an alternative approach.) Thus, in particular, when P is a polynomial, P(D)
is the differential operator obtained by replacing each variable ξi by Di ≡ ∂/∂zi . Further,
τa = ea(D) where, in this subsection, ea ≡ e〈a,·〉 ∈ Exp(Cn) and 〈z, ξ 〉 ≡∑ ziξi , and ϕ(D)
is a scalar operator iff ϕ is a constant mapping.
In view of Godefroy–Shapiro’s result in [13]: any nonscalar ϕ(D) is hereditarily hyper-
cyclic (for the full sequence (nk = k)), Theorems A and B can be applied:
Theorem 1. If n > 1 then any nonscalar convolution operator ϕ(D) on H (Cn) has a
hypercyclic subspace. If n = 1, then H(ϕ(D)) = ∅ for any ϕ ∈ Exp(C) that is not a poly-
nomial.
Proof. Let n be arbitrary and assume first that the zeroset Z(ϕ) ≡ {ξ : ϕ(ξ) = 0} is infi-
nite. Then {ea : a ∈ Z(ϕ)} ⊆ kerϕ(D), for ϕ(D)ea = ϕ(a)ea , and thus kerϕ(D) is infinite
dimensional since the elements ea , a ∈ Cn, are linearly independent (an argument is given
in Section 3.3). Hence H(ϕ(D)) is not empty by Theorem B.
Next, assume Z(ϕ) is finite. If n = 1, then Hadamard’s Theorem (see [1, p. 208]) gives
that this is equivalent to that ϕ is of the form ϕ = Pea for some polynomial P and a ∈ C.
By our assumption that ϕ is not a polynomial, both P and a are nonzero and in view of
this it is clear that Pea − λ has an infinite number of zeros for any λ = 0 (since otherwise,
Pea − λ = Qeb) for some polynomial Q, which is not possible). So, from the first part
of the proof, dim ker(ϕ(D) − λ) = ∞ for any λ = 0. If n > 1, then the zeroset for an
entire function is either infinite or empty. Hence Z(ϕ) is empty and ϕ is of the form eu
for some entire u. But since ϕ ∈ Exp(Cn), u must be a linear polynomial, i.e. ϕ = Aea
for some constant A = 0 and nonzero a ∈ Cn. (See the proof of Theorem 5.) So for any
λ = 0, ϕλ ≡ ϕ − λ has an infinite zeroset and thus kerϕλ(D) = ker(ϕ(D) − λ) is infinite
dimensional. Hence H(ϕ(D)) = ∅ by Theorem B. 
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infinite, and that dim ker(ϕ(D) − λ) < ∞ (Z(ϕ − λ) is finite) for every λ, say, in the unit
disc in C iff ϕ is either a constant or a one variable polynomial.
Thus we know that H(ϕ(D)) is in general not empty. Our next objective is to ap-
ply Theorem C. We recall from Malgrange’s Theorem [23, Theorem 5, p. 322] that any
nonzero ϕ(D) ∈ C is surjective. Further, C is commutative and the translation operators τa
are invertible elements of C. It is also clear that the entire set H (Cn) is not a hypercyclic
subspace for any convolution operator, since a constant mapping cannot be a hypercyclic
vector, and we obtain:
Theorem 2. Let ϕ ∈ Exp(Cn) (nonconstant) and assume H ∈H(ϕ(D)). Then:
(a) Hm = ϕm(D)−1H , m  0, are different elements of H(ϕ(D)). (Hn  Hm if m >
n 0.)
(b) If ϕ(D) = τa , a = 0, then τma H = τmaH , m ∈ Z, are different elements of H(τa).
(τmaH  τnaH if m> n.)
(c) For any neighborhood U ⊆ Cn of the origin, there is an a ∈ U such that the hyper-
cyclic subspace τaH ∈H(ϕ(D)) is not contained in H .
Proof. (a) and (b) are direct applications of (a) respective (b) of Theorem C (ϕ(D) is
surjective and τa is bijective). To prove (c) we apply (c) of Theorem C. Given U we put
B ≡ {τa: a ∈ U}. If {ei} denotes the canonical unit basis of Cn, then, for s sufficiently
small = 0, Bs ≡ s−1(τsei − I ) ∈ [B] and Bsf → Dif in H as s → 0 for any f ∈ H .
Now ϕ(D)f =∑ϕαDαf so ϕ(D) ∈ [D1, . . . ,Dn]f for all f . This proves (c). 
We conclude this subsection by suggesting some possible lines of further investigations.
First of all, we do not claim that H(P (D)) = ∅ when P(D) is a differential operator
on H (C). However, we expect that H(P (D)) is indeed empty for any one-variable poly-
nomial P . For the essential spectrum σe(P (D)) = ∅ so if H(P (D)) = ∅, this would show
that 3 of the Introduction is not a sufficient condition for 2 for a general Fréchet space
admitting a continuous norm. Thus we propose a study on hypercyclic spectral properties
of ordinary differential operators P(D).
Next, every convolution operator ψ(D) = 0 has dense range and commutes with any
given ϕ(D). Consequently, if f is a hypercyclic vector for ϕ(D), then ψ(D)f is also hy-
percyclic. Indeed, Orb(ϕ(D),ψ(D)f ) = ψ(D)Orb(ϕ(D),f ) which is dense since ψ(D)
has dense range. Hence, if H ∈ H(ϕ(D)) then ψ(D)H is an infinite dimensional vec-
tor space, since the restriction of ψ(D) to H is one-to-one, whose nonzero vectors are
hypercyclic for ϕ(D). However, ψ(D)H may fail to be closed and thus to be a hyper-
cyclic subspace. (When ψ(D) = τa we know of course that ψ(D)H is closed which we
already have applied in Theorem 2.) Further, a result of Taylor and Meise [24] states that
any nonzero ψ(D) has a continuous right inverse Ψ . Thus kerψ(D) is complemented in
H =H (Cn) with H = kerψ(D)⊕Ψ (H ). It is clear that Ψ−1(H) ⊆ ψ(D)H and thus
Ψ−1(H) is a closed vector space of, except for zero, hypercyclic vectors, but may fail to
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hypercyclic subspaces for ϕ(D) if H ∈H(ϕ(D)).
4.2. The smooth functions E (Rn)
Let E = E (Rn) be the space of complex-valued smooth functions on Rn endowed with
its standard Fréchet space topology, see Example 1. Put eξ ≡ e−i〈·,ξ〉 ∈ E where 〈x, ξ 〉 ≡∑
xiξi , (x, ξ) ∈ Rn × Cn. The Fourier–Laplace transform Fλ of λ ∈ E ′ is thus given by
Fλ(ξ) = λ(eξ ), and we recall from Paley–Wiener–Schwartz’ Theorem [18, p. 181] that F
is a linear isomorphism between E ′ and the space E = E(Cn) formed by all ϕ ∈ H (Cn)
such that |ϕ(ξ)|M(1 + ‖ξ‖)Ner‖ Im ξ‖ for some M,N, r > 0. (Note that E is an algebra
under pointwise multiplication.) We put E and E into duality by 〈f,ϕ〉 ≡ F−1ϕ(f ). If
x ∈ Rn, then e−i〈x,·〉 ∈ E and we hope the reader accept the small abuse of notation when
we denote this function by ex .
Proposition 2. The set C(E ) of convolution operators on E = E (Rn) is formed by the oper-
ators ϕ(∂)f (x) ≡ 〈f,ϕex〉, ϕ ∈ E(Cn), and the map ϕ → ϕ(∂) is an algebra isomorphism
between E and C.
Proof. We prove that any ϕ(∂) is a convolution operator. It is easily checked that ϕ(∂)f
is a continuous function with ∂i(ϕ(∂)f ) = ϕ(∂)(∂if ), ∂i ≡ ∂/∂xi . Thus ϕ(∂)f ∈ E with
∂α(ϕ(∂)f ) = ϕ(D)(∂αf ) (∂α ≡ ∂α11 . . . ∂αnn ), and from this we deduce that ϕ(∂) is a con-
tinuous map on E . ϕ(∂) commutes with any other ψ(∂). Indeed, it suffices, by totality, to
prove that they commute on the set {eξ : ξ ∈ Cn}. But
φ(∂)(eξ ) = eξφ(ξ) (10)
for any φ ∈ E, hence [ϕ(∂)ψ(∂)](eξ ) = eξϕ(ξ)ψ(ξ) which proves our claim and that
ϕ(∂)ψ(∂) = [ϕψ](∂). Since for any a ∈ Rn, τa = ea(∂), ϕ(∂) ∈ C.
Next, let T ∈ C. We must prove that T = ϕ(∂) for some unique ϕ ∈ E. Seξ (x) = t Sex(ξ)
for any continuous operator S on E , where t S :E → E denotes the transpose of S, hence
ϕ ∈ E where ϕ(ξ) ≡ T eξ (0) and we prove that T = ϕ(∂). Again, by totality, it suffices to
prove that T eξ = ϕ(∂)eξ , i.e. T eξ = eξϕ(ξ), for any ξ ∈ Cn. This follows from
T eξ (x) = [τxT eξ ](0) = [T τxeξ ](0) = eξ (x)T eξ (0).
Finally, by (10) it follows that the function ϕ ∈ E is unique for T = ϕ(∂). 
We underline that τa = ea(∂) and, when ϕ = P is a polynomial, P(∂) is the differential
operator obtained by replacing each variable ξj by i∂j = i∂/∂xj . In [13, Remark 5.5.b] it
is shown that any nonscalar differential operator P(∂) is hypercyclic, we now improve this
result:
Theorem 3. Every ϕ(∂) ∈ C(E ), where ϕ is nonconstant, is hereditarily hypercyclic.
Proof. We prove that ϕ(∂) satisfies the Hypercyclicity Criterion (Proposition 1). (The
proof runs parallel to that of [13, Theorem 5.1].) By Liouville’s Theorem, U ≡ {ξ :
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and define EV analogously. Since U,V are open, EU and EV are dense. Indeed, if
ψ ∈ E  E ′ vanishes on EU (EV ), then ψ(ξ) = 〈eξ ,ψ〉 = 0 for all ξ ∈ U (V ) and hence
ψ = 0 which proves our claim. Now, from ϕ(∂)neξ = ϕ(ξ)neξ , it is clear that ϕ(∂)n → 0
pointwise on EU . Since the elements eξ are linearly independent (see the proof of Theo-
rem 5 for an argument), we can define a map S :EV → EV by Seξ ≡ eξ /ϕ(ξ) and then
extended by linearity. It is now obvious that with Sn ≡ Sn, limSn = 0 pointwise and
ϕ(∂)S = IdEV (so ϕ(∂)nSn = IdEV ). Thus ϕ(∂) satisfies the Hypercyclicity Criterion, and
is thus hereditarily hypercyclic, for the full sequence. 
The arguments in the proof of Theorem 1 applies, but since E does not admit any
continuous norm, see Example 1, we can only conjecture:
Conjecture 1. Let ϕ ∈ E(Cn) and assume ϕ is not constant and, when n = 1, not a poly-
nomial. Then H(ϕ(∂)) is not empty.
In any case, we can apply Theorem C. To this end we recall Malgrange’s Theorem for
E (Rn) [23, Theorem 3, p. 294] that states that any nonzero differential operator P(∂)
is surjective. Unfortunately, it is not known whether an arbitrary convolution operator is
onto—but we know of course that any translation operator τa is bijective.
Theorem 4. If P is a polynomial (nonconstant) and H ∈H(P (∂)), then:
(a) Hm = Pm(∂)−1H , m 0, are different elements of H(P (∂)). (Hn  Hm if m> n.)
(b) For any neighborhood U ⊆ Rn of the origin, there is an a ∈ U such that the hyper-
cyclic subspace τaH is not contained in H .
If H ∈H(τa), a = 0, then τma H = τmaH , m ∈ Z, are different elements ofH(τa). (τmaH 
τnaH , m> n.)
Proof. A proof goes parallel to that of Theorem 2. However, for (b), let us only point out
that, with obvious notation, s−1(τsei − I )f → ∂if in E as s → 0 in R. 
4.3. Infinite dimensional holomorphy
In [28] we extended Godefroy–Shapiro’s Theorem to infinite dimensional holomor-
phy and the (separable Fréchet) space HH (E) of Hilbert–Schmidt entire functions on a
separable Hilbert space E. More precisely, we proved that any nonscalar convolution op-
erator on HH (E) is hereditarily hypercyclic, and that there is a similar characterization
of the algebra C = C(HH (E)) of convolution operators as in the case of n variables. In
fact, C is formed by all ϕ(D) (see [28, Proposition 2.2]) where ϕ is a so-called Hilbert–
Schmidt exponential type function on E. If we assume E is infinite dimensional (of
course, HH (Cn) = H (Cn), and HH (E) admits a continuous norm for arbitrary E),
ker(ϕ(D) − λ) is infinite dimensional for any nonconstant ϕ and λ = 0, so, by Theo-
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a straight forward way.
Next, let us consider another type of holomorphy—Nuclearly entire functions of
bounded type on a Banach space. This holomorphy type has been studied comprehensively
in the literature—like in Gupta’s classical work [16], see also [12,22].
Let F = E′ be the dual of an infinite dimensional Banach space E and consider the
Fréchet space HNb(F ) of nuclearly entire functions of bounded type. HNb(F ) admits
a continuous norm, and we assume E is separable so that HNb(F ) is a separable. Let
Exp(E) denote the algebra of exponential type functions, i.e., as in finite dimensions, the
set
⋃
r>0 Expr (E) where Expr (E) is formed by all holomorphic functions ϕ on E such
that |ϕ(x)| Mer‖x‖ for some M > 0. Next we put ex ≡ e〈x,·〉 ∈ HNb(F ) where x ∈ E
and 〈·, ·〉 denotes the canonical bilinear form on E × F . The Fourier–Borel transform B
on H ′Nb(F ), defined by Bλ(x) ≡ λ(ex), is a linear isomorphism between H ′Nb(F ) and
Exp(E). Thus HNb(F ) and Exp(E) form a dual pair by 〈f,ϕ〉 ≡ B−1ϕ(f ), and we obtain
an algebra isomorphism between Exp(E) and C ≡ {convolution operators on HNb(F )}
by ϕ → ϕ(D) where ϕ(D)f (y) = 〈f,ϕey〉, ey ≡ e〈·,y〉. (The notation is consistent with
Section 4.1 when E = F = Cn in the sense that then 〈f,ϕez〉 = ∑ϕαDαf (z).) Next,
we equip every Expr (E) with the norm |||ϕ|||r ≡ supE |ϕ(x)|e−r‖x‖ and endow Exp(E)
with the corresponding inductive locally convex topology. We shall denote by P(E) the
subalgebra of Exp(E) that is generated by F (⊆ Exp(E)). (The elements of P(E) are
sometimes called polynomials of finite type.)
For details on all this we refer to [12] (or [16]). We can now prove the following:
Theorem 5. For any nonconstant ϕ ∈ Exp(E), ϕ(D) :HNb(F ) →HNb(F ) is hereditarily
hypercyclic and H(ϕ(D)) = ∅. Suppose H ∈H(ϕ(D)), then:
(a) Hm = ϕm(D)−1H , m 0, are different elements ofH(ϕ(D)). (Hn  Hm, m> n 0.)
(b) If ϕ ∈P(E), then for any neighborhood U ⊆ F of the origin, there is an a ∈ U such
that the hypercyclic subspace τaH for ϕ(D) is not contained in H .
If H ∈ H(τa), 0 = a ∈ F , then τma H = τmaH , m ∈ Z, are different elements of H(τa).
(τmaH  τnaH , m> n.)
Proof. The arguments in the proof of Theorem 3 (or those of [28, Theorem 3.1]) show that
ϕ(D) satisfies the Hypercyclicity Criterion and thus that ϕ(D) is hereditarily hypercyclic.
Let us just prove the crucial part that {ea}a∈E forms a linearly independent set in HNb(F ).
Since 〈ea,ϕ〉 = ϕ(a), we only have to prove that for any finite set {a1, . . . , an} ⊆ E, there is
for every i  n a ϕi ∈ Exp(E) such that ϕi(aj ) = δij . In fact, by taking products, it suffices
prove this when n = 2 and it is now elementary to construct such a function ϕi .
We proceed as the proof of Theorem 1. If ϕ has an infinite zeroset Z(ϕ), kerϕ(D) is
infinite dimensional since ϕ(D)ea = ϕ(a)ea and thus kerϕ(D) ⊇ {ea: a ∈ Z(ϕ)}. Con-
sequently H(ϕ(D)) = ∅ (Theorem B). Assume now that Z(ϕ) is finite. This implies that
Z(ϕ) is empty, since this is true when E is of finite dimension > 1, and we shall prove
that ϕ is necessarily of the form ϕ = Aea = Ae〈·,a〉 for some constant A and a ∈ F . For
fixed x ∈ E consider the one-variable function ϕx(z) ≡ ϕ(zx). Clearly, ϕx ∈ Exp(C) and
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ϕx(0) = ϕ(0), i.e. A(x) does not depend on x. In the same way a(x) is determined,
a(x) = ϕ′x(0) = Dxϕ(0) where Dx denotes the directional derivative along x. Hence we
are done if we can prove that x → Dxϕ(0) is a continuous linear form a ∈ F = E′. (This
is the point which motivates why we consider HNb(F ) and not HNb(E).) But assume
|ϕ(x)|Mer‖x‖. Then, for any x ∈ E with ‖x‖ 1, Cauchy’s integral formula gives
∣∣Dxϕ(0)∣∣= 12π
∣∣∣∣∣
2π∫
0
ϕ
(
eit x
)
e−it dt
∣∣∣∣∣ 12π
2π∫
0
Merdt = Mer,
hence the continuity. Thus ϕ = ϕ(0)ea where neither ϕ(0) nor a ∈ F is zero, so Z(ϕ − λ)
is infinite for any λ in the punctured unit disc in C. Accordingly, the eigenspace Eλ =
ker(ϕ(D) − λ) is infinite dimensional for any such λ and hence H(ϕ(D)) = ∅ by Theo-
rem B.
Next, a well known result of Gupta [16] shows that Malgrange’s Theorem extends to
HNb(F )—any nonzero ϕ(D) is surjective. Hence (a) by virtue of (a) of Theorem C, and
the last statement follows by (b) of the same theorem. It remains to prove (b), so assume
ϕ belongs to the closure of P(E). It follows that if P(E)  ϕα → ϕ in Exp(E), then
ϕα(D)f → ϕ(D)f for all f ∈HNb(F ) (see, e.g., the proof of [12, Proposition III.3]). So
ϕ(D) ∈ [T ]f for all f where T ≡ {Dy : y ∈ F } and Dy denotes the directional derivative
along y ∈ F (note that 〈·, y〉(D) = Dy ). It is easily checked that s−1(τsy − I )f → Dyf in
HNb(F ) as s → 0, i.e., Dy ∈ [B]f for all f where B is the family of bijections {τa : a ∈ U}.
Thus (b) by virtue of (c) of Theorem C. 
In view of (b) we note that, in particular, if ϕ = ea , i.e. ϕ(D) = τa , then ϕ ∈P(E) for
ea =∑n0〈·, a〉n/n! in Exp(E). Further, if E is finite dimensional, then P(E) is dense
in Exp(E) which explains why the hypothesis in (b) is not necessary in the corresponding
statement of Theorem 2.
Finally we refer to [3] where a variant of Godefroy–Shapiro’s Theorem is obtained for
Entire functions of compact bounded type on a Banach space—as above, Theorems 1 and 2,
or parts of them, are presumably extendible to this setting.
5. H(T ) = ∅ for some T ∈L(F )
Recall that a nuclear mapping on a LCS X is an operator N of the form N =∑∞
1 αn〈·, fn〉en where (αn) ∈ 1, {en} ⊆X is bounded and {fn} ⊆X ′ is equicontinuous
(i.e. {fn} is contained in the polar set U◦ for some neighborhood U ⊆X of the origin). If
N =∑αn〈·, fn〉en is nuclear and {fn} ⊆ U◦, N is said to be of type U . Before we proceed
let us explain the idea in what follows. In [9] it is proved that any infinite dimensional
separable Fréchet space F admits a hypercyclic operator T . (Of course, dimX = ∞ and
separability are both necessary conditions for any LCS X to carry a hypercyclic operator.)
In fact, the authors showed that if F is not isomorphic to ω ≡∏∞n=0 C = CN, it is possible
to choose T as a (nonzero) nuclear perturbation of the identity, i.e. T = I +N where N is
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hypercyclic. Our objective is to prove:
Theorem D. Every infinite dimensional separable Fréchet space F that admits a continu-
ous norm, supports a continuous linear operator T :F →F with H(T ) = ∅.
(See also [4].) Thus, by our discussion, to do so it suffices to prove that for any hered-
itarily hypercyclic Fréchet space operator T = I + N :F → F , where N is nuclear and
F admits a continuous norm, H(T ) = 0.
The following is elementary and the proof is left to the reader.
Lemma 3. If N and M are nuclear, NM is nuclear and of the same type as M .
Lemma 4. Let Nn, n = 1, . . . , be nuclear maps of type Um on a Fréchet space F , and let
ε > 0 be arbitrary. Then there are infinite dimensional closed subspaces En ⊆F such that
F ⊇ E1 ⊇ E2 · · · and
‖Nnf ‖n  ε‖f ‖m, f ∈ En, n = 1, . . . . (11)
Proof. The following explain the idea of dealing with nuclear maps here:
Sublemma: If N is a nuclear operator of type Um on a Fréchet space F , then the trans-
pose N ′ maps any equicontinuous set V ◦ into a compact set in F ′U◦m .
Proof. Let N = ∑αn〈·, fn·〉en where {fn} ⊆ U◦m. Using that if (xn) ∈ 1, then there is
an increasing sequence (yn) of positive numbers going to infinity such that (ynxn) ∈ 1,
we may assume en → 0 in F . It is clear that N ′ =∑αn〈en, ·〉fn. Let V be an arbitrary
neighborhood of the origin. Then p ≡ supV ◦ |〈·, λ〉| is a continuous seminorm on F and
hence Fn ≡ ‖α‖1p(en)fn → 0 in F ′U◦m = (F ′U◦m,‖ · ‖∗m) where α ≡ (αn). Thus {Fn} forms
a relatively compact set in F ′U◦m and the closed absolutely convex hull of this set is given
by K ≡ {∑βnFn: ∑ |βn| 1} [9, p. 590]. F ′U◦m is complete and thus K is compact. We
see that N ′(V ◦) ⊆K , and our claim follows. 
First, let n = 1. From what we just have proved, K1 ≡ N ′1(U◦1 ) is a relatively compact
set in F ′U◦m . Hence there is an ε-net {λ11, . . . , λ1n1} for K1 in F ′U◦m . Put E1 ≡
⋂
i kerλ1i
where the kernels are taken in F . Clearly, E1 is infinite dimensional and closed. Now,
let f ∈ E1. By Hahn–Banach’s Theorem there is a λ ∈ U◦1 such that ‖N1f ‖1 = 〈N1f,λ〉.
Further, there is a λ1i such that ‖N ′1λ− λ1i ‖∗m  ε. Hence,
‖N1f ‖1 = 〈N1f,λ〉 =
〈
f,N ′1λ− λ1i
〉
 ε‖f ‖m.
Next, if n = 2, then we choose an ε-net {λ21, . . . , λ2n2} for K2 ≡ N ′2(U◦2 ). We put E2 ≡
E1 ∩ (⋂i kerλ2i ) which obviously is closed, infinite dimensional and a subspace of E1.
By the arguments above, (11) holds for n = 2, and by continuing in this way we obtain a
required sequence (En) of sets. 
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Theorem 6. Let F be a Fréchet space that admits a continuous norm. Then any hered-
itarily hypercyclic operator T on F that is a nuclear perturbation of the identity, has a
nonempty hypercyclic spectrum.
Proof. So let T = I +N where N is nuclear, say of type Um. We shall apply Theorem A,
so the aim is to get an infinite dimensional closed subspace of F on which adequate pow-
ers of T tends to zero. For any n  1 we can write T n = (I + N)n = I + Nn where, by
Lemma 3, every Nn =∑n1 (nν)Nν is of type Um. By Lemma 4 we can find infinite dimen-
sional closed subspaces En ⊆ F such that F ⊇ E1 ⊇ E2 · · · and (11) hold. In view of
Lemma 1 we can also find a basic sequence (en) ⊆ E1 ∩U1 in F , whose image in any Fn
forms a basic sequence, and it follows from the proof that we may choose each en such
that en ∈ En. Let (e∗n) ⊆F ′U◦1 be a biorthogonal system to (en).
From this point the proof is almost identical to that of Theorem B; however, we give the
details for the readers convenience. Let (εn) be a decreasing sequence in (0,1) such that∑
εn < 1. T satisfies the Hypercyclicity Criterion for some sequence (mi), so there is a
dense set X such that T mi → 0 on X. We can, in a successive way, find elements fn ∈ X
such that:∥∥fn − en∥∥n,∥∥Nm(fn − en)∥∥n  εn‖e∗n‖∗1 , m = 1, . . . , n. (12)
In particular (12) implies ‖e∗n‖∗n‖fn − en‖n  εn. Lemma 2 and the argument in the proof
of Theorem A show that (fn) is a basic sequence in F and equivalent to (en), or more
generally, any subsequence (eni ) is a basic sequence and (eni ) and (fni ) are equivalent
basic sequences. Since T mi → 0 pointwise on X, we can construct a strictly increasing
subsequence (ni) of (mi) such that:∥∥T nkfni∥∥nk−1  εni 2
−k
‖e∗ni‖∗1
, i = 1, . . . , k − 1. (13)
Now, (fni ) and (eni ) form equivalent basic sequences in F , and since T is hereditarily hy-
percyclic for (mi), T is hereditarily hypercyclic for (ni). We let E be the closed linear hull
of (fni ) so, by virtue of Theorem A, we only have to prove that T nkf → 0 for every f =∑
i1 αifni ∈ E. Since (fni ) and (eni ) are equivalent,
∑
ik αieni converges for any k,
this to an element e(k) ∈ Enk . So given ν  1 we have for any k sufficiently large (nk  ν)
‖Nnkf(k)‖ν 
∑
ik
|αi |
∥∥Nnk (fni − eni )∥∥ni + ‖Nnke(k)‖nk
 ‖e(1)‖1
∑
ik
εni + ε‖e(k)‖m ≡ Fk, where f(k) ≡
∑
ik
αifni ,
since αi = 〈e(1), e∗ni 〉. It is clear that Fk → 0 and by (13) we obtain
∥∥T nkf ∥∥
ν

∥∥∥∥∥T nk
k−1∑
αifni
∥∥∥∥∥ +
∥∥(I +Nnk )f(k)∥∥νi=1 ν
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k−1∑
i=1
|αi |
∥∥T nkfni∥∥ν + ‖f(k)‖ν + ‖Nnkf(k)‖ν
 ‖e(1)‖1
k−1∑
i=1
εni
2k
+ ‖f(k)‖ν + Fk → 0
as k → ∞. 
Closing remarks
We recall that 1 of the Introduction is not sufficient for 2, i.e. Theorem A does not
extend, for general Fréchet spaces F . By Theorem B, we have almost proved that 3 is
sufficient for 2 for Fréchet spaces that admit a continuous norm. What remains to be proven
is that the following has an affirmative answer:
Question 1. Let T be a hereditarily hypercyclic operator on a Fréchet space F that admits
a continuous norm. Assume that Im(T −λ) fails to be closed for some λ with |λ| 1, does
this imply H(T ) = ∅?
However, it follows that 2 does not imply 3 for Fréchet spaces F that does not admit
any continuous norm. Indeed, in a recent work [6] it is proved that the backward shift
B on ω = CN has a hypercyclic subspace. ω is a Fréchet space that does not admit any
continuous norm and B is hereditarily hypercyclic. But Im(B − λ) and ker(B − λ) are
closed respective finite dimensional for any λ, hence our claim.
Finally, in [14] it is shown that if T is a hereditarily hypercyclic Banach space operator
such that T ni → 0 on some infinite dimensional closed subspace E, then it is always pos-
sible to choose E and (ni) such that T is hereditarily hypercyclic for (ni), i.e. such that 1
of the Introduction (the hypothesis of Theorem A) holds. We do not know if this is possible
in the setting of non-normable Fréchet spaces that admit a continuous norm.
Question 2. Let T be a hereditarily hypercyclic operator on a Fréchet space F that admits
a continuous norm. Assume there is a sequence (ni) and an infinite dimensional closed
subspace E such that T ni → 0 on E. Does this imply H(T ) = ∅?
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