An increasing challenge in analysis of microarray data is how to interpret and gain biological insight of profiles of thousands of genes. This article provides a review of statistical methods for analysis of microarray data by incorporating prior biological knowledge using gene sets and biological pathways, which consist of groups of biologically similar genes. We first discuss issues of individual gene analysis. We compare several methods for analysis of gene sets including over-representation anlaysis, gene set enrichment analysis, principal component analysis, global test and kernel machine. We discuss the assumptions of these methods and their pros and cons. We illustrate these methods by application to a type II diabetes data set.
Introduction
Since the intial work of Schena et al. 1 in 1995, microarrays have become a commonly used tool in biological and medical research due to their ability to simultaneously profile the expression of thousands of genes. Initial experiments were relatively simple with no replication, one array per condition, and only crude measurements for differential expression were used -a fold change of 1.5 indicated up-regulation while a fold change of 0.75 indicated down-regulation. As the complexity of these studies increased with their popularity, the need for more sophisticated tools became clear.
Currently, a standard microarray experiment consists of the simultaneous expression profiling of thousands of genes across various experimental conditions. Unless otherwise stated, we generally assume two conditions. Low-level analyses typically include image analysis (grid alignment, target detection, intensity extraction and local background correction), normalisation and computation of a gene expression value for each probe on the chip. Significant work has been done in this area [2] [3] [4] [5] [6] as all further analyses are contingent on proper low-level processing.
High-level analyses typically begin by calculating a statistic (often a t-statistic) for each gene on the chip, measuring differential expression between experimental conditions. A p-value is usually generated for each gene, based on the statistic, via permutation or a parametric distribution. To account for the thousands of comparisons performed, procedures controlling the family wise error rate (FWER) or the false discovery rate (FDR) 7, 8 are performed. Genes that survive the correction for multiple comparisons are then considered differentially expressed while genes that fail to meet the criterion for significance are non-differentially expressed. The list of differentially expressed genes is often the final goal for the statistician and once obtained, it is the responsibility of the biological or biomedical researcher to draw further conclusions.
These traditional approaches have yielded a wealth of information regarding gene interactions, functions and pathways. Recently, biologists have become interested in exploiting this information to facilitate and improve the analyses performed. The knowledge can be used to varying degrees, 9 but at the most basic level, it is known that most biological phenomena occur through the concerted expression of multiple genes. We can thus use our prior knowledge of what genes belong to various signalling pathways or functional groups and focus our analyses on sets of related genes, called gene sets. Numerous databases containing gene groupings based on various criteria have been developed. Examples include KEGG 10 and the Gene Ontology (GO) Consortium. 11 Use of information derived from the GO consortium database is the most popular, so we briefly describe their database. The GO consortium contains three principal ontologies: biological processes, cellular components and molecular functions. Each ontology is a directed acyclic graph, creating a hierarchy of terms, called GO terms, that range from very broad functions, such as 'physiological process', down to more specific levels, such as 'microtubule depolymerisation'. Each ontology and GO term has a comprehensive list of genes previously demonstrated to be associated with that ontology or GO term. A number of tools have been created for mining and using the data from the GO consortium. 12 Using groupings from the GO consortium or other annotation databases, our analyses no longer consider individual genes, but rather groups of genes. This mode of analysis overcomes a number of drawbacks, which we will explore later, associated with traditional approaches to microarray analysis and is biologically more meaningful. The goal of this article is to review methods that test for the differential expression of gene sets defined by prior knowledge.
In the next section, we will briefly review the drawbacks associated with the traditional approach and discuss the use of prior biological knowledge as a remedy for some of the problems. Section 3 introduces a few of the many popular methods using prior biological knowledge. Section 4 presents statistical issues other authors have identified regarding these methods. In Section 5, we apply these methods to a real data set and compare their performances. Finally, in Section 6, we briefly summarise the main points of the article and discuss other practical issues regarding the use of prior biological knowledge.
Problems associated with traditional approaches
Advocates have suggested many different reasons for incorporating prior biological knowledge into the analysis of gene expression data. [13] [14] [15] [16] [17] We present some of these arguments here.
In terms of biological rationale for testing gene sets, it is well known that most pathways are not driven by a single gene, but rather by a combination of multiple genes acting in a concerted fashion. Thus, individual gene analysis may miss important pathway effects since genes that demonstrate a high level of differential expression between conditions may not be as important as a group of genes that each shows only moderate differences between conditions. In particular highly differentially expressed genes tend to be 'downstream' genes. Many upstream proteins, such as transcription factors and other regulatory proteins, may only show very moderate changes, especially in contrast to high abundance proteins expressed at the end of the biological cascade. If attention is restricted to only the most highly differentially expressed genes, upstream effects are likely to be missed, despite the crucial role they play acting as activators and gatekeepers.
Practicality also motivates the use of prior biological knowledge. Many investigators have been faced with the problem after correction for multiple comparisons, no genes meet the threshhold for statistical significance. Given that sample sizes for microarray experiments tend to be small, if the signal in the data is not strong relative to the noise, as in situations where exposures are mild, perhaps due to toxicity restrictions on patients, or where the biological response is simply weak by nature, then finding highly differentially expressed genes may be quite difficult. Multiple comparisons exacerbate the problem when high correlations exist in the data: the typical FDR and FWER controlling procedures assume that all of the hypotheses are independent, but genes are known to work together in a concerted fashion so tests may be overly conservative. Use of the empirical null hypothesis serves as a means of correcting for correlation, 18 but assumptions regarding the tail behaviour of the null distribution may not hold. Regardless, when using traditional approaches, failure to detect differentially expressed genes lead to failure in drawing conclusions.
The alternative to not detecting any differentially expressed genes is to find that even after correction for multiple comparisons, a long list of 'differentially expressed' genes remains. Although biological collaborators often prefer a long list of genes that meet the threshhold for statistical significance, this presents a problem in terms of interpretation. Often it is difficult to draw out a specific theme or message, or to identify potential mechanisms based on a long gene list. What conclusions are found also tend to be very subjective.
Further, comparisons of gene lists between different experiments have shown little overlap. Despite similar exposure conditions, experiments from different groups have shown dissimilar results when gene lists are compared. 19 This presents a confusing picture of what is going on biologically since each group is presenting hypotheses based on their own lists of genes called differentially expressed.
Using prior biological knowledge immediately preempts the problem that no genes are individually differentially expressed after multiple comparisons as we are no longer interested in any individual gene's significance. Furthermore, as we are no longer performing thousands of comparisons, but rather restricting attention to comparatively few pathways of specific interest, corrections for multiple comparisons need not be as extreme. Interpretation of results is facilitated as pathways are often the primary interest, and this provides a means by which the same conclusions will be drawn by different researchers presented with the same data, improving objectivity. Depending on the method applied, moderate changes can potentially be detected, and for a pathway shown to be differentially expressed, what genes are driving the difference can possibly be elucidated as well, identifying which genes are the upstream regulator genes. Finally, while a single gene is likely to show great variability in differential expression level from experiment to experiment, a pathway that contains many genes is less likely to demonstrate such variable behavior, giving more consistent results between experiments. 16 
Prior knowledge-based methods
Numerous methods utilising prior biological knowledge have been and are being developed. We here, review a few of the many methods but emphasise that this is by no means a complete catalogue. We will compare these methods and discuss their assumptions and pros and cons in Section 4.
Over-representation analysis
Over-representation analysis (ORA) refers to an entire class of methods which are, by far, the most commonly used as they are the earliest and the simplest developed. These methods start from a list of genes that are called differentially expressed, D, and the list of genes in the gene set of interest, S. D c and S c represent the set of genes not differentially expressed and the set of genes not in the gene set, respectively. Based on these, the researcher looks for an over-representation of the genes in the gene set among differentially expresssed genes, or equivalently, over-representation of differentially expressed genes in the gene set. Practically speaking, this is done by creating a 2 × 2 contingency table based on membership in D and membership in S. Letting N be the total number of genes, and for any sets A and B, N A denotes the cardinality of A and N AB denotes the cardinality of A ∩ B, then we can build Table 1 . To generate a p-value for over-representation, we test for independence between membership in D and membership in S using a Fisher's exact test, 20 specifically:
Many variations on this method have been developed. 21 Differences focus on the construction of the list of differentially expressed genes and the test used once a 2 × 2 table has been constructed. Tests besides Fisher's exact test include the chi-square test, the hypergeometric test and the binomial proportions z-test. In practice, the choice of test 
However, as will be demonstrated later, how the cutoff distinguishing differentially expressed genes from non-differentially expressed genes is constructed strongly influences whether or not a pathway is called differentially expressed. Criteria for differential expression may be based on the multiple comparisons threshold, but can be much simpler, e.g. using the 100 genes with smallest individual p-value, the top 5% most differentially expressed genes, or all genes with fold change greater than 2. For a full discussion of ORA methods, see Khatri and Draghici. 21
Gene set enrichment analysis
While ORA is attractive because of its simplicity, it relies heavily a potentially arbitrary hard cutoff. A method that remedies this is gene set enrichment analysis (GSEA). Instead of using a set cutoff, GSEA ranks all the genes on the chip based on some signed measure of differential expression from individual gene analysis and then tests the null that the genes in the gene set are uniformly distributed throughout the list of ranked genes against the alternative that the genes in the gene set tend to be closer to the top or bottom of the list. The assumption is that if a gene set is differentially expressed, then the component genes are likely to be more differentially expressed and thus clustered towards either the top or bottom of the list. This assumes that the direction of differential expression for genes in a differentially expressed gene set is the same.
The original GSEA approach was developed by Mootha et al. 22 . Using the same notation as before, the basic algorithm is as follows:
(1) Rank the N genes on the chip based on a differential expression measurement, such as t-statistic, to obtain L, the ranked gene list. 
where N S is the number of genes in Set S and N S c is the number of genes not in set S. Define the enrichment score ES(S) = max 1≤j≤N The ES is essentially a modified Kolmogorov-Smirnov statistic. Several improvements have been made to the method. Sweet-cordero et al. 23 extended GSEA to multiple gene sets and multiple data sets and the Subramanian et al. 13 modified the enrichment score so that each gene's contribution is weighted by its correlation with the phenotypic outcome. Many methods similar to GSEA have been developed. The gene set analysis (GSA) of Efron and Tibshirani 24 is based on the GSEA method, but uses a 'maxmean statistic', M, instead of the Kolmogorov-Smirnov statistic for the enrichment score, potentially leading to greater power. If t i is the differential expression measurement (t-statistic) for the i-th gene in the gene set, then the max mean statistic is given by:
Note that the denominator is N S . For evaluation of significance, GSA argues for permutation of genes in addition to the permuation of class labels. A method by Smythe 25 and Tian et al. 26 uses the averaged t-statistic for the enrichment score. Tian et al. also makes further modifications to GSEA in the case where one wishes to compare differential expression of one gene set to differential expression of another. Other methods by Pavlidis et al. 27 and Rhanenfhrer et al. 28 are similar in flavour.
Global test method using generalised linear models
The global test 14 does not rely on the potentially unstable individual gene analyses. This method exploits the duality beween association and prediction: if a gene set can be used to predict the clinical outcome, its expression pattern must differ for different outcomes. If Y is the outcome of interest (possibly continuous or possibly 1/0 for case/control status), and letting X be the n × N S matrix of gene expression values for the gene set (where n is the number of samples) so that x ij is the gene expression value of the j-th gene of the i-th sample, the global test is motivated by a regression model to predict the outcome based on gene set expression:
where g(·) is a link function in generalised linear models, 29 such as the logit link for the two group comparison, and α is an intercept. Then testing for an overall predictive effect for the gene set is equivalent to testing:
In most cases, the number of genes in the gene set is large relative to the sample size, so an additional assumption that the β's are iid with mean 0 and variance τ 2 is made. Under this assumption, our null hypothesis is simply:
An alternative interpretation is to rewrite the earlier model by setting r i = N S j=1 x ij β j . Then under the null, r = (r 1 , . . . , rn) where n is the number of samples, has mean 0 and covariance τ 2 XX . We thus rewrite our model as:
which corresponds to a random effects model. Assuming α is known, a score statistic for testing H 0 : τ 2 = 0 is given as
where R = 1/N S XX , μ = g −1 (α), and μ 2 and μ 4 are the second and fourth central moments of Y under the null. 14, 30 T can be approximated by:
which is also assymptotically normal under H 0 . However, since the sample size is likely to be low, Goeman et al. suggest that significance be evaluated by permuting the class labels to obtain a null distribution for Q and then comparing the original statistic to the permuted distribution. Since α is never known in real situations, some adjustments are necessary to estimate μ and μ 2 .
A nice by-product of the global test statistic is that i-th gene's contribution to Q is simply:
as Q = 1/N S i Q i . Thus, if a pathway is determined to be significantly differentially expressed, by estimating the contribution (influence score) for each gene, researchers can determine which genes are driving the difference, giving more information as to the biological mechanisms involved.
Global test method using kernel machines
The global test of Goeman et al. 14 assume in model (1) the effects of genes within a gene set are additive. Genes within a pathway are often correlated and interact to each other. The additive assumption hence might be too strong in practice. Liu et al. 17 proposed modelling the gene set effects using kernel machines, which allow joint flexible non-linear effects of genes within a pathway on a phenotype. Specifically, we replace the generalised linear model (1) by the generalised non-linear model
where h(·) is a linear or non-linear smooth function and its functional form can be estimated from the data. When h(·) is linear in x's, (3) reduces to the generalised linear model (1).
Liu et al. proposed to estimate h(·) using kernel machines, which can proceed by estimating h(·) using (2) 
Principal components analysis
Another set of approaches that do not rely on individual gene analyses are based on the principle of dimension reduction. Although gene sets already contain far fewer genes than the total number on a chip, the dimensionality of the gene set still often exceeds the sample size. By sufficiently reducing the dimentionality of the data, standard univariate or multivariate methods can be applied. The most commonly used means of dimension reduction is principal components analysis (PCA).
PCA seeks to identify the b directions of greatest variability in the data and then project the data onto the space spanned by these directions. Mathematically, these directions are given by the eigenvectors of the sample covariance matrix ( ) corresponding to the b largest eigenvalues of . Suppose that the expression value for each gene has been centered by their respective sample means, then letting , e 2 , . . . , ep) , and e 1 ≥ e 2 ≥ · · · ≥ ep, where v j is the eigenvector corresponding to the j-th largest eigenvalue, e j , V and E can be found by the singular value decomposition of X:
Projecting the data into a smaller subspace reduces the dimensions of the data while keeping the most information since the directions of greatest variability are retained.
To our knowledge, the first method of this type to apply these ideas to detection of differentially expressed gene sets is the method proposed by Tomfohr et al., 15 which we will refer to as PCA T . The idea is to reduce the gene set to its first principal component, so that we have a single 'supergene' or 'metagene'. The supergene's expression value for the i-th subject is the first component score:
Since X new is now one dimensional, we can then use a standard two-sample univariate test, e.g. t-test or Wilcoxon test, to evaluate the significance of the supergene. If the supergene is found to be differentially expressed, then the entire gene set is considered to be differentially expressed.
Often times, the first principal component may be insufficient for summarising a gene set's activity or it may capture variability not associated with differences resulting from clinical outcomes. For instance, it has been demonstrated in the genome wide association testing literature that the first principal component identifies variability resulting from differences in ancestry among subjects. 31 Thus, a natural extension of PCA T is to consider additional higher order components and reduce the gene set to the first b principal components. This approach was first published by Kong et al. 32 and we refer to it as PCA K 
Since X is now an n × b matrix, one can use Hotelling's T 2 test to evaluate significance. For completeness, the Hotelling's T 2 statistic is found by:
where n j is the number of subjects with clinical outcome j,X new j is the vector of mean expression values for the supergenes among subjects with clinical outcome j, and p = ((n 1 − 1) 1 + (n 2 − 1) 2 )/(n − 2) is the pooled covariance matrix ( j is the covariance matrix of the supergenes among subjects with outcome j). To generate a p-value, one can either permute the class labels and generate a permutation distribution for T 2 , or alternatively, under the commonly used assumption of normality, it is known that is to generate a Scree plot (a barplot of the eigenvalues) and then look for an 'elbow' or 'big gap' in the graph. An elbow between the q-th and (q + 1)-th eigenvalue suggests that there is a rapid decrease in the relative importance of the components. In the past, this method tended to be subjective and not practical in many situations because it was not automated, but Zhu and Ghodsi propose a simple algorithm for identifying elbows. Suppose we want to see if there is a gap between the q-th and (q + 1)-th eigenvalues. Let A 1 = {e 1 , e 2 , . . . , eq} and A 2 = {e q+1 , e q+2 , . . . , e d }. If there truly is a gap at the q-th position A 1 and A 2 can be considered as samples from two different distributions, f (e; θ 1 ) and f (e; θ 2 ), respectively. If we assume the two samples are independent, then the log-likelihood of our data is given by:
For convenience, we use the normal density for f and we can obtain a profile loglikelihood by plugging in: Despite the naive, but convenient, assumptions of normality and independence, empirical results suggest that the overall algorithm is still effective. (4) Guttman-Kaiser's average eigenvalue rule: All eigenvalues greater in magnitude than the average of the eigenvalues are retained. The method was initially designed for PCA based on the correlation matrix. If all of the genes were independent, then the principal components would be identical to the original data and have unit variance. Thus, any eigenvalue less than 1 in magnitude carries less information than one of the original variables and is not worth keeping. Noting that 1 is the mean of the eigenvalues from the correlation matrix, we instead compare the eigenvalues from the covariance matrix to the mean. To actually test for the equality of the last d − q eigenvalues, we use the statistic:
improves the approximation.
The authors do not agree as to which rules are optimal. This may depend on the individual setting and correlation structure of the gene set. If a pathway is determined to be significantly differentially expressed by PCA T , genes driving the difference are identified as the genes with the greatest loadings. Tomfohr et al. refer to these as 'activity levels'. If PCA K is used, one can find activity levels by identifying which supergenes are most differentially expressed and examining the loadings for generating those supergenes. Multiple differentially expressed supergenes may suggest differing mechanisms for differential expression.
Statistical issues
Numerous methods other than those described exist. In the next section we will compare the described methods on a real data set, but here we first introduce two statistical considerations that have recently been identified. This work is largely the result of Goeman and Buhlmann. 38 
The null hypothesis
Each of the methods seeks to test for differential expression of the gene set between experimental conditions. However, as Goeman and Buhlmann 38 and Tian et al. 26 Methods that use formulation 1 are the most prevalent as they include all of the currently used over-representation analysis methods and the original GSEA method. The methods described testing formulation 2 are the global test, PCA, and some later variants of GSEA. While both null's seem similar, they are actually quite different. Goeman and Buhlmann call formulation 1 a competitive null hypothesis while formulation 2 is a self-contained null hypothesis. Fundamentally, a competitive null pits the genes in S against all other genes in the experiment, while a self-contained null looks only at the genes in the gene set and ignores all of the other genes on the microarray. Both Tian et al. and Goeman and Buhlmann favour self-contained tests.
Criticism of tests using H comp 0 revolve primarily around issues of power. Generally, a self-contained test will tend to have more power than a competitive test, as H self 0 tends to imply H comp 0 . Under the competitive setup, a gene set's significance is penalised in experiments where many genes are differentially expressed as the standard for significance has been raised. Allison et al. 39 and subsequently Goeman and Buhlmann describe the competitive framework as a 'zero-sum game'. Asside from the power considerations, this creates negative correlation between p-values and is problematic as the standard false discovery rate corrections may not be valid under negative correlation. As self-contained nulls completely ignore other gene sets, this is not an issue.
Goeman and Buhlmann also note that self-contained tests are direct generalisations of single gene tests. This is a nice property as testing a gene set with a single gene is equivalent to testing the gene individually. This property does not hold for competitive tests. A related result is that a self-contained test can directly test the null that there are no differentially expressed genes on the chip, potentially serving as a quality check.
A competitive null cannot treat the entire data set as a gene set as there would be no complement to compare with.
The main criticism of self contained tests is that they may be overly powerful in settings where many genes appear to be highly differentially expressed. In particular, large gene sets may contain a few genes that appear to be differentially expressed leading to a significant p-value for that gene set despite it's biological irrelevance. In such cases, Goeman and Buhlmann suggest using self-contained tests as an initial screening and then following up with a competitive test in the second stage.
The sampling unit
Goeman and Buhlmann identify another important statistical issue that raises the most fundamental question: what is the sampling unit? Classical tests are based on experiments that have a population of subjects, and then subject sampling is performed: we consider our data a sample of subjects drawn from the population. Each subject has the same set of fixed attributes (in this case genes). In contrast, the over-representation methods described above perform gene sampling. The tests used still assume the samples are drawn from the population, but in this case the population considered is the set of genes. This reverses the classical setup: we now consider our data as a sample of genes coming from a fixed set of subjects. In the first set up, our sample size is the number of subjects (arrays) while in the latter it is actually the number of genes. GSEA, GSA, global test and PCA all sample subjects.
This has a dramatic impact on the interpretation of results obtained. Specifically, a significant p-value gives confidence that if we were to draw a new sample, a gene set would again be differentially expressed, i.e. results generalise to the population from which we sampled. Under the subject sampling scheme, this means that we are confident that the association between genes and the experimental conditions will be found for a new group of samples. In contrast, under the gene sampling scheme, a significant p-value gives confidence that for a new set of genes from the same subjects, a similar association between being in the gene set and being called 'differentially expressed' will be found.
The gene sampling scheme is usually not the preferred set up. Generally, experiments are performed with the intention of finding results that generalise beyond the sample of subjects. Indeed, a new experiment would likely take a new sample of subjects rather than a new sample of genes. Also, tests for both sampling schemes assume that sampling units are independent and identically distributed. Assuming genes are independent is extremely unrealistic: the entire purpose of using prior biological knowledge is to exploit the information that genes work together.
Comparison on type II diabetes data
This data set consists of gene expression profiles of muscle tissue from 17 subjects with type II diabetes and 17 subjects with normal glucose tolerance (a third group with impaired glucose tolerance was omitted from our analysis). It was first analyzed in Mootha et al. 22 using GSEA and is available from the Broad Institute website (http://www.broad.mit.edu/cgi-bin/cancer/datasets.cgi). Details on low-level processing are available in the original manuscript. After removing all genes with no single measure greater than 100 (genes not expressed in the data), 10 983 genes remained. To compare the performance of the described methods, to each of 133 pathways (the original 149 considered by Mootha et al. less the pathways containing 0 or 1 gene only) we applied:
(1) ORA considering the top 100 genes as 'differentially expressed' and testing for association using Fisher's exact test. (2) ORA considering the top 100 genes as 'differentially expressed' and testing for association using the χ 2 -test. (3) ORA considering the top 5% most differentially expressed genes (as determined by two-sample t-test) as 'differentially expressed' and testing for association using Fisher's exact test. (4) ORA considering the top 5% most differentially expressed genes as 'differentially expressed' and testing for association using the χ 2 -test. (5) The original GSEA method, with genes ranked by two-sample t-statistics. (6) GSA, with genes ranked by two-sample t-statistics (software available from the authors' website: http://www-stat.stanford.edu/ tibs/GSA/index.html). (7) Global test (software available from Bioconductor: http://www.bioconductor.org/). (8) PCA T (9) PCA K with the number of components to use determined by taking the maximum of 3 or the number of components necessary to account for 70% of the variability. For gene sets with fewer than three genes, the number of components used was equal to the number of genes in the gene set.
Results comparing the number of gene sets identified as differentially expressed, at the nominal α = 0.05 level, by each method are given in the diagonal of Table 2 . Non-diagonal entries contain the number of gene sets simultaneously identified by the two methods. As an example, 18 pathways were identified as differentially expressed by GSEA and 9 pathways were indentified as differentially expressed by both GSEA and GSA.
Over-representation analysis is clearly very sensitive to the cut-off used. If the top 100 genes, as ranked by t-statistic, were called 'differentially expressed', only seven pathways were identified by Fisher's exact test. In contrast, if the cutoff is lowered so that the top 5% genes are called 'differentially expressed', then 60 pathways are identified. When comparing the use of Fisher's exact test to use of the χ 2 -test, it initially appears that the χ 2 -test is able to identify many more pathways at the same cutoff. However, the pathways identified by using the χ 2 -test and not identified by the fisher's exact test all contain very few genes (less than five genes). In such situations, the χ 2 -test may not be appropriate. For pathways comprised of more genes, results were essentially the same. GSA identifies only two more pathways as differentially expressed than GSEA, but the pathways identified by each overlap by only nine pathways despite GSA being developed based on GSEA.
Though theoretical justifications suggest self-contained tests are more powerful, yet the global test and PCA T identified only four and five pathways, respectively. The global test may not perform optimally in identifying pathways consisting of many genes with no predictive ability and only a few with predictive ability. Under the assumptions of the test, the global test should identify such pathways, but inclusion of many other genes may dilute the signal and introduce extraneous noise. A method employing variable selection may perform better.
Using PCA T assumes that the first principal component sufficiently summarises the entire pathway's activity. Given that signal is low and noise often high in expression profiling experiments and that we have not accounted for other baseline effects such as ancestry, it is not surprising that the first principal component does not provide good separation of diabetics from normal patients. Indeed, Bair et al. 40 suggest some filtering of genes is necessary in order for the first component to capture the difference of interest.
PCA K identifies more (16) pathways than PCA T , suggesting that use of more principal components provides a better summary of a gene set's expression. On the other hand, of the five pathways identified as being differentially expressed by PCA T , only one was identified by PCA K . Truth of the PCA K null implies truth of the PCA T null, so rejection of the PCA T null should imply rejection of the PCA K null. However, in practice though the first component is different, this difference is diluted by the additional components used, suggesting that the number of components used is not optimal. A better method for determining the number of components to test needs to be developed. Of the 16 pathways identified by PCA K , 6 were also identified by the original GSEA programme. These six were also identified as being significantly differentially expressed by GSA. It is important to note, that GSEA and GSA assume that all of the genes in a significantly differentially expressed pathway will be differentially expressed in the same direction, i.e. the genes will tend to all be closer to the top of the ranked gene list or all be closer to the bottom of the ranked gene list. In contrast, PCA K (as well as PCA T and the global test) does not consider the directionality. This better matches biological assumptions: in a given pathway, certain genes will be turned on and others turned off in response to stimuli. Pathways identified by PCA K but not by GSEA or GSA may be such pathways in which direction of differential expression is different.
Discussion
When applied to the type II diabetes data, we see that using prior biological knowledge can potentially identify pathways of interest. If the traditional approach had been taken, no conclusions could have been drawn as no genes met the criteria for differential expression after controlling for the false discovery rate. The number of pathways identified by ORA tends to be somewhat unstable depending on the number of genes called 'differentially expressed', though if this method is used, the specific test used does not appear to make a difference as long as the sizes of the gene sets are not small. The interpretation of the ORA results is difficult, however, as they treat all genes as the sampling unit. These methods should be used very cautiously, if at all. Global test and PCA T may not perform well for gene sets that include many irrelevant genes. The enrichment scoring methods appear to function well as does PCA K . All three methods produce results that are biologically reasonable, but it is not clear which method is preferable in practice, despite the competitive nature of the enrichment scoring methods.
A major weakness that all prior biological knowledge based described suffer is the quality of the prior biological knowledge incorporated. The methods we described here all deal with analysing gene sets which are grouped based on some biological principle and the assumption is that all of the genes in the biological grouping are associated with each other in a biologically meaningful fashion. However, this assumption is not always true: the quality of the groupings is not always guaranteed. Databases such as KEGG are of good quality, as are other databases curated by humans. Databases curated by algorithms tend to contain the most inaccuracies and errors. For instance, data from the GO consortium is the most common source of gene set groupings, but the data also tend to include information from weaker sources. In particular, annotations based on IAE (Inferred from Electronic Annotation) are viewed quite skeptically, but according to the GO annotation website (http://www.geneontology.org) as of May, 2009, only 64 568 of 160 498 human GO annotations are from non-IAE sources. Mistakes also tend to arrise from inconsistencies and abmbiguity in gene names/symbols. Use of high quality groupings is absolutely essential.
Use of prior biological knowledge can alleviate some of the problems associated with analysis of gene expression profiles. Use of these methods has led to a better understanding of the biological mechanisms underlying phenotypic responses. These methods do, however, have problems of their own: in addition to relying heavily on the quality of the information used, we have seen that methods seeking to accomplish the same task provide differing results, all of which may be reasonable. Issues regarding multiple comparisons are also of concern since gene sets may be very highly correlated, differing by only a few genes. Clearly, more research is necessary to deal with the unresolved statistical issues and the problem of inconsistent results.
