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capacity. The derivations of error probabi l i ty bounds for the binary symmetric 
channel for codes in general, parity-check codes, and for convolutional codes, 
all given in Chapter  7, give further insight into the problem of code complexity. 
The error probabi l i ty bounds are generalized in Chapter 9, with the aid of mathe- 
matical  techniques developed in Chapter  8, to the general memoryless channel. 
The notat ion at some points, part icularly in Chapter  2, is more cumbersome 
than necessary. A more complete bibl iography would increase the value of the 
book as a reference. Fano states in his preface, "Because of the obvious growth of 
interest in the field, I soon became convinced that  an unpolished book available 
in a year . . ,  would be more useful than a more polished book years later ."  
This is certainly t rue- - i t  is hoped that  he will prepare a new edit ion in a few 
years. 
Fano suggests that  the first seven chapters are suitable for a graduate course 
on information theory, and has included a problem set for teaching purposes. 
This seems to me an excellent choice of material.  I t  is part icular ly important  o 
include mater ia l  on relationship between code complexity and probabi l i ty  of 
error for error correcting codes, in order to give the student a realistic apprecia- 
t ion for Shannon's fundamental  theorem for the noisy channel. Such material  is 
avai lable in no other textbook. 
W. WESLEY PETERSON 
Electrical Engineering Department 
University of Florida, Gainesville, Fla. 
Error-Correcting Codes. By W. W. PETERSON. Mass. Inst. Technol. Press 
and Wiley, New York, 1961. x + 285 pp. $7.75. 
This book, " the first to be devoted exclusively to error-detecting and error- 
correcting codes for information transmission and storage systems," deserves the 
attent ion of communications and computer engineers, information theorists, 
mathematic ians,  and anyone else who is interested in learning about recent de- 
velopments in coding theory, pr imari ly in the area of fixed-length codes for trans-  
mission over a communicat ion channel perturbed by symmetric noise. 
The book appears at a time when publ ications in coding theory are reaching 
near t idal-wave proportions. A rough count (91) of coding papers l isted in the 
bibl iography shows that  75% of them have a publ icat ion date of 1958 or later. 
Hence, this book is doubly welcome: it brings these recent results together under 
one cover and, more important,  it attempts to t reat  them in a unified fashion. 
The main tools of unif ication are taken from that  branch of mathematics known 
as modern algebra. Chapters 2 and 6 present hose concepts of algebra needed for 
understanding the material  in the book. The topics in these chapters include 
groups, rings, fields, vector spaces, matrices, polynomial rings, ideals, residue 
classes, and Galois fields. Quoting the author,  "These two chapters are in no 
sense complete mathemat ica l  presentat ions but  rather  barely minimum mathe-  
matical prerequisites for the discussion of codes." Thus, one finds the presenta- 
t ion is more inclined toward the needs of the book than toward a systematic 
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development of the concepts. Nonetheless, with few exceptions, the material is 
clearly presented and interspersed with a number of examples. 
The material up to Chapter 5 might be considered an introduction to coding 
for those who do not wish to cover the entire book. The concept of coding informa- 
tion for transmission over a noisy communication channel is introduced in Chapter 
1. Chapter 3 treats linear codes, the generalization of Slepian's group codes to 
codes which have symbols taken from an arbitrary finite field. In Chapter 4, 
most of the known bounds on probability of error and on correction capability 
codes are presented. Chapter 5 discusses familiar examples of linear codes: 
Hamming codes, the Golay code, Reed-Muller codes, IV[cDonald codes. An example 
of a code that is not linear is given--fixed-weight codes derived from Hadamard 
matrices--and this is the only such code discussed in the book. 
Chapters 8-12 are devoted to more recent developments: new codes and their 
implementation. The discussion is unified by using a description of codes in terms 
of polynomial algebra, with the necessary results having been developed in Chap- 
ter 6. Implementation for particular codes in terms of encoding and decoding 
equipment is preceded by a general discussion of linear switching circuits in Chap- 
ter 7. Chapter 8 treats cyclic codes generally; Chapter 9, Bose-Chaudhuri codes; 
Chapter 10, burst-error-correcting codes, especially Fire codes. Chapter 11 gives 
some additional decoding methods. Recurrent codes are briefly discussed in 
Chapter 12, the one exception to the restriction of the book to fixed-length codes, 
with emphasis on the codes of Hagelbarger. 
Chapter 13 is a short chapter on codes for checking arithmetic operations. 
Each chapter has included a section of notes giving some background to the 
material within the chapter, and most chapters also contain a small set of prob- 
lems. Five appendices have also been added. They give, respectively, inequalities 
involving binomial coefficients, a table of the entropy function, a list of irreducible 
polynomials over the field of two elements, a list of the preceding material which 
is needed to understand the contents of each section, and a list of symbols. A 
fairly complete 129 item bibliography appears. 
In summary, the opinion of this reviewer is that this book is indispensable for 
those who wish to learn about or to use error-correcting codes in a serious way. 
They will be aided in their reading by numerous examples pread throughout the 
text. A few errors were noted (e.g., the existence of a ttadamard matrix of order 
92 has not been settled), but they are mainly of the misprint variety. The author 
has stated in his preface that a list of errata may be obtained upon request. 
JAMES i .  GRIESMER 
IBM Research Center 
Yorktown Heights, N. Y. 
Character i s t i c  Funct ions.  By EUGENE LUKACS. Hafner, New York and 
Charles Griffin, London, 1960. 216 pp. $6.50. 
This is a useful compendium of properties of characteristic functions, many of 
which were only available in French and Russian periodicals (note, however, that 
