ABSTRACT The connectivity and diagnosability of a system or a network are two important measures. In 1996, Fàbrega and Fiol proposed the h-extra connectivity of the network G = (V , E), which is necessary for (h, m)-diagnosability of networks. In 2016, Zhang et al. proposed the (h, m)-diagnosability of G that requires every component of G − S has at least (h + 1) nodes for S ⊆ V . The locally twisted cube LTQ n is applied widely. There are many studies on LTQ n . In this paper, we show that the h-extra connectivity of LTQ n is n − 1 2 h(h − 2n + 3) for n ≥ 5 and 0 ≤ h ≤ n − 3, and m of the (h, m)-diagnosability of LTQ n is n − 1 2 h(h − 2n + 1) for n ≥ 5, 0 ≤ h ≤ n − 3 in the PMC model and n ≥ 7, 0 ≤ h ≤ n − 3 in the MM * model, respectively.
I. INTRODUCTION
Many systems have networks as underlying topologies and a network is usually denoted by a graph where vertices (nodes) denote processors and edges (links) denote communication links between processors. However, processors and communication links failures are unavoidable in the system. The diagnosis of the system is the process of identifying the faulty processors. The Preparata, Metze, and Chien's (PMC) Model proposed by Preparata et al. [20] and the Maeng and Malek's (MM) model proposed by Maeng and Malek [18] . The special case, called the MM * model, of the MM model proposed by Sengupta and Dahbura [24] . In the MM * , each processor must test all pairs of its adjacent processors. There are many measures for faulty diagnosis of the system. The following diagnostic measures of the system are more popular in recent years. In 2005, Lai et al. [13] introduced conditional diagnosability of the system. They considered the situation that no faulty set can contain all the neighbors of any node in the system. In 2012, Peng et al. [19] proposed the g-goodneighbor diagnosability of the system, which restricts every fault-free node containing at least g fault-free neighbors. In [19] , they studied the g-good-neighbor diagnosability of the n-dimensional hypercube in the PMC model. At present, there are many researches about the g-good-neighbor diagnosability of the system G = (V , E). See [14] , [19] ,
The associate editor coordinating the review of this manuscript and approving it for publication was Majed Haddad. [21] , [23] , [25] - [28] , [31] , [32] , [34] , [36] , [40] . In 2016, Zhang and Yang [41] introduced the h-extra diagnosability of the system that restricts every component of G − S to have at least (h + 1) nodes for S ⊆ V . There are many researches about the h-extra diagnosability of the system. See [22] , [29] , [30] , [32] , [33] , [41] .
The h-extra connectivity of the locally twisted cube LTQ n is necessary for the (h, m)-diagnosability of LTQ n . In 1996, the h-extra connectivityκ (h) (G) of the network G was introduced by Fàbrega and Fiol [4] . The h-extra connectivitỹ κ (h) (G) of G has been widely studied [2] , [4] , [8] , [9] , [12] , [16] , [35] , [38] , [42] - [44] .
In this paper, we show that the h-extra connectivity of LTQ n is n − 
II. PRELIMINARIES A. NOTATIONS
A multiprocessor system and a network are modeled as an undirected simple graph For v ∈ V (G), the neighborhood N G (v) of v in G to be the set of nodes adjacent to v.
denotes the edges between A and B in G. Detailed, we follow [1] .
B. DEFINITIONS
Definition 1 [4] :
Definition 2 [22] : Let G be an h-extra connected graph and let S be any minimum h-extra cut of G. If G − S has a component H such that |V (H )| = h + 1, then G is said to be super h-extra connected. In addition, if G − S has two components, then G is said to be |S| two super h-extra connected.
Definition 3 [3] , [5] , [6] , [13] :
We give two kinds of the definition of the locally twisted cube LTQ n .
Definition 4 [37] : For n ≥ 2, the locally twisted cube LTQ n is a graph. The node set V (LTQ n ) = {u 1 u 2 . . . u n : u i ∈ {0, 1}, i ∈ {1, 2, . . . , n}}. Two nodes u 1 u 2 · · · u n and v 1 v 2 · · · v n of LTQ n are adjacent iff either of the following two conditions is satisfied.
1) u i = v i and u i+1 = v i+1 ⊕ v n for some 1 ≤ i ≤ n − 2, n ≥ 3 and u j = v j for all the remaining bits, where "⊕" denotes the modulo 2 addition; 2) u i = v i for i ∈ {n − 1, n}, n ≥ 2 and u j = v j for all the remaining bits. Definition 5 [37] : For n ≥ 2, a locally twisted cube LTQ n is defined recursively as follows: 1) LTQ 2 is a graph consisting of four nodes labeled with 00, 01, 10 and 11, and four edges {00, 01}, {01, 11}, {11, 10} and {10, 00}. 2) For n ≥ 3, let 0LTQ n−1 and 1LTQ n−1 denote the graph obtained from one copy of LTQ n−1 by prefixing the label of each node with 0 and 1, respectively. The node that each node 0u 2 u 3 · · · u n of 0LTQ n−1 is adjacent to the node 1(u 2 ⊕ u n )u 3 · · · u n of 1LTQ n−1 . These edges whose ends in different iLTQ n−1 (i ∈ {0, 1}) are called between-edges. E denotes all between-edges. The edges E(LTQ n ) = E ∪ E(0LTQ n−1 ) ∪ E(1LTQ n−1 ). By the definition, LTQ n is an n-regular graph of 2 n nodes and n2 n−1 edges. Figs. 1-3 show four locally twisted cubes. There are many researches about locally twisted cubes. See [7] , [10] , [11] , [15] , [17] , [21] - [23] .
III. THE EXTRA CONNECTIVITY OF THE LOCALLY TWISTED CUBE
Firstly, we give some existing results.
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The hypercube-like networks [43] (Some authors also use the term BC-networks instead [6] , [39] , [44] ), denoted by L n , include hypercubes, cross cubes, möbius cubes, twisted cubes, locally twisted cubes, varietal cubes, etc.
Lemma 6 [44] (2012): Let n ≥ 4, 0 ≤ h ≤ n − 4, and X n be a BC network. Thenκ (h) [39] , [43] (2017)
Since the article [44] is in 2012 and the article [43] is in 2017, we use the result of the article [43] in this article.
According to Lemma 7, we know thatκ (h) (
is determined by different networks. We will prove that
for n ≥ 5 and 0 ≤ h ≤ n − 3. Lemma 8 [22] : All between-edges of LTQ n is a perfect matching.
Lemma 9 [37] : The connectivity κ(LTQ n ) = n. Lemma 10 [21] :
Lemma 11 [38] :
is strictly monotonically increasing for x ≥ 4. Thus,
And let u 1 = 0 n be the core of the star. Let
Lemma 13: Let K 1,h be defined as above and let
Proof: According to the definition of the star
Therefore, for h = 0 and h = 1, the result is true. Assume that, for h = k − 1 (k ≥ 2), the result holds. We will prove that, for h = k (k ≥ 2),
. We decompose LTQ n into 0LTQ n−1 and 1LTQ n−1 . Then 0LTQ n−1 and
)). By Lemma 11 and
be a function of h. Lemma 14 [43] :
Proof: Let K 1,h be defined in Lemma 13 and S 1 = N LTQ n (V (K 1,h ) ). By Lemma 13, S 1 is an h-extra cut and
Lemma 16 [43] : Let 0 ≤ h ≤ n − 3 and n ≥ 5 and X n ∈ L n and let S be an h-extra cut of
Theorem 17: Let 0 ≤ h ≤ n − 3 and n ≥ 5. Then LTQ n is (n− 1 2 h(h−2n+3)) two super h-extra connected, i.e., LTQ n −S has exactly two components, one of which has exactly (h + 1) nodes.
Proof: Note LTQ n ∈ L n . Let S be an h-extra cut of LTQ n . Then, by Theorem 15, |S| ≥ n − 
IV. THE (h, m)-DIAGNOSABILITY OF THE LOCALLY TWISTED CUBE IN THE PMC MODEL AND THE MM * MODEL
Firstly, we give some existing results. VOLUME 7, 2019 Theorem 18 [3] , [40] , [41] :
Theorem 19 [24] , [40] , [41] : m) -diagnosable in the MM * model iff for h-extra subsets S 1 and S 2 of V (G) with S 1 = S 2 , |S 1 | ≤ m and |S 2 | ≤ m satisfies one of the following conditions. (1) One uw ∈ E(G) and vw ∈ E(G) for u, w ∈ V (G) \ (S 1 ∪ S 2 ) and v ∈ S 1 S 2 .
(2) One uw ∈ E(G) and vw ∈ E(G) for u, v ∈ S 1 \ S 2 and
Lemma 20: Let 0 ≤ h ≤ n − 3 and n ≥ 5. Theñ t h (LTQ n ) ≤ n − Proof: Let K 1,h be the star in Lemma 13, and let
, LTQ n −F 1 has two components and S 1 is an h-extra cut of LTQ n . Therefore, S 1 and S 2 are h-extra sets of LTQ n with 
is a strictly increasing function and f (x) > 0.
Proof:
it is equivalent to prove that there is an edge uv ∈ E(LTQ n ) with u ∈ V (LTQ n )\(S 1 ∪ S 2 ) and v ∈ S 1 S 2 for each distinct pair of h-extra faulty subsets S 1 and S 2 of V (LTQ n ) with 
Note that LTQ n −S 1 has two parts LTQ n −S 1 −S 2 and LTQ n [S 2 \S 1 ] (for convenience). Since S 1 = S 1 ∩ S 2 is an h-extra faulty set, every component Proof:
2 is a strictly increasing function for x ≥ 6. Thus, f (x) ≥ f (6) > 0 for x ≥ 6. Since f (x) > 0 for x ≥ 6, f (x) is a strictly increasing function for x ≥ 6 and f (x) ≥ f (6) > 0.
Theorem 27 [23] : Let n ≥ 3 and h = 0. Then t(LTQ n ) = t 0 (LTQ n ) = n in the MM * model.
Theorem 28 [21] :t 1 (LTQ n ) is 2n − 1 in the PMC model for n ≥ 4 and the MM * model for n ≥ 5.
Lemma 29: Let n ≥ 7 and 2 ≤ h ≤ n − 3. Theñ
102116 VOLUME 7, 2019 Proof: By the definition, it is sufficient to show that LTQ n is (h, n − 
Since 
Claim 2: LTQ n − S 1 − S 2 has no isolated vertex. Suppose, on the contrary, that LTQ n − S 1 − S 2 has at least an isolated node w. Since S 1 is an h-extra set, at least a node u ∈ S 2 \ S 1 such that uw ∈ E(LTQ n ) (h ≥ 2). Since(S 1 , S 2 ) is not satisfied with the condition of Theorem 19, at most a node u ∈ S 2 \ S 1 such that uw ∈ E(LTQ n ). Therefore, there is just a node u such that uw ∈ E(LTQ n ).
Case 1:
By the definition of LTQ n , |N (i) ∩ (S 1 ∩ S 2 ) = (n − 2) for any i ∈ I . By Lemmas 24 and 8,
− 8, a contradiction to that 2 n ≤ 2n 2 − 8 for n ≥ 7 and 2 ≤ h ≤ n − 3. So V (Q) = ∅. Since (S 1 , S 2 ) is not satisfied with the condition (1) in Theorem 19, and the definition of Q,
has |V (C i )| ≥ h+1. Note that LTQ n −(S 1 ∩S 2 ) has two parts: 
V. CONCLUSION
The conditional connectivity and conditional diagnosability are two important metrics for fault tolerance of a multiprocessor system. In this paper, we show that the h-extra connectivity of the locally twisted cube LTQ n is n − 
