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1. INTRODUCTION 
We present here some results on the number of positive solutions of the 
nonlinear elliptic boundary value problem 
-w) = fW>, 4, x E 9, 
fw4 = ,444, XEX!, 
(‘1 
where Q is a bounded connected open set in Rn and the nonlinearity f (w, X) 
is convex or superlinear in w (Eqs. (2) and (3) below). Our results describe 
rather general conditions under which (1) does not have three solutions 
uo ) u1 , u2 which satisfy 0 < uo(x) < ul(x) < uz(x) for all x E Q unless 
f(zu, X) is affine (i.e., linear but not necessarily homogeneous) in w. The basic 
technique of the proof is similar to that used by Krasnosel’skii [l, Sec. 31 for 
nonlinear operators in partially ordered Banach spaces; see also [l, Sec. 
7.1.111. In order to apply these techniques to (l), we need to assume a condi- 
tion which is satisfied if the boundary X? is sufficiently smooth (see [2] and 
Propositions 1 and 2). A special case of our result, proved in a different way, 
and an application are given by Fujita [3] for -L = d (the Laplacian), 
Dirichlet boundary conditions, and f(w, x) = ew. A similar result for two 
point boundary value problems for ordinary differential equations has been 
obtained by Moore and Nehari [4]; they and also Ullrich [5] give applications. 
Note that iff(0, X) and g(x) are identically zero on Q, then (1) has the trivial 
nonnegative solution u(x) E 0. 
Our result shows that any linearly ordered set of solutions of (1) contains 
at most two nonnegative solutions. The equation Au + /\eu = 0 inside the 
unit ball in three dimensions with u = 0 on the boundary [6, p. 3611 furnishes 
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an example of Eq. (1) in which the function f(u) = eU is convex and the 
equation has, depending on the value of h, an arbitrarily large number of 
nonnegative solutions. For certain ordinary differential equations, however, it 
has been established that (1) h as at most two nonnegative solutions (see 
[7-lo]); our result shows that in order to do this, it suffices to show that for 
any pair (24 i , ua} of nonnegative solutions of (I), either u1 < us or us < u1 . 
2. ASSUMPTIONS AND NOTATION 
We consider the boundary value problem (l), where Q is a bounded con- 
nected open set in p with boundary 8L2, L is the uniformly elliptic operator 
Lu(x) = - 5 U&c)DJ+(X) + f zJ,(x)D&) + c(x)u(x), 
i,i=l i=l 
with 
for some constant p > 0, any m-vector (f,J, and all x E 52, and B is the 
boundary operator 
Bu(x) = 
I 
- & 44 + 4-9 49, x E a&2, 
1. u(x), ~~a,sz, 
with 32 = a,Q v a&2, a$2 n a.$2 = ia, and a,Q closed. We assume the 
following: The coefficients aij , bi , and c of L are real and bounded on L2 
with c(x) > 0; 
a+qa+) = li,r,&nf [U(X + M(X)) - u(x)]/o~ 
denotes an inner directional derivative at x c a$ (i.e., for each x E Q2 the 
points x + TV lie in Sz for all sufficiently small t > 0); and 01 is defined and 
nonnegative everywhere on a$. At each point x E a#, either x has the 
inside sphere property (ISP) [ll, page 551 and the directional derivative 
a/&(x) has a direction pointing into the interior of a ball B in ~2 tangent to 
a,i2 at x, or a(x) > 0. 
The function g : LX2 + [0, + co) is continuous on L&Q. The function f is 
defined on a set CC _C [0, + co) x L? of the form 
(X = {(w, x) : x E L2 and 0 < zu < p(x)}, 
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where p : Q -+ (0, + co) is a positive function on 0, f(0, X) 3 0, and f(zu, X) 
is convex in w; i.e., 
f(Vl + (1 - 7) wz 7 4 G rlf(Wl 7 4 + (1 - df@a 9 4 (2) 
for all 77 E [0, 11, x EL’, and 0 < wr < wa < p(x). If f(0, X) and g(x) are 
identically zero, then instead of (2) we make the weaker assumption that 
f( w, x is su er znear m w; I.e., > P I’ . 
f(rlw, 4 e rlfh 4 (3) 
for all 77 E [0, l] and (w, X) E 6. One easily sees that (3) implies that iff(w, x) 
is nonnegative, then it is nondecreasing in w, and if equality holds in (3) for 
some 71 = Q, E (0, l), then equality holds for all 7 E [q,, , 11. 
Although we do not assume thatf(w, X) is nonnegative or monotonic in w, 
we assume that f satisfies the following regularity condition, which allows (1) 
to be replaced by an equivalent problem with a nonlinearityf(w, x) which is 
nonnegative and nondecreasing in w (see the lemma below): If the condition 
(*) For all x E a$, either g(x) > 0 or x has the ISP, and for all x E aaL?, 
A4 > 0 
is satisfied, then we assume that for every v > 0 there exists a constant 
K, 2 0 such that 
and 
f(wa, 4 -f (WI 3 4 2 - K(w, - ~1) (4) 
fh 7 x> > - Kw, (5) 
whenever p(x) > w2 > wr 3 Y and x E Q; if (*) is not satisfied, then we 
assume that there is a constant K, such that (4) and (5) hold with Y = 0. 
If f (w, X) is convex in w, then (4) for w, > wi 2 v is equivalent to 
&+fh4 3 - K, where Dl+f (w, X) denotes the right partial derivative of 
f (w, x) with respect to w [12, Chap. 1, Sec. 41. If f (w, X) is superlinear in w 
and f (0, x) E 0, then (4) and (5) are equivalent to f (v, x) 3 - UK, if v > 0 
and 
&+f(O, 4 = ;;y+f(w, 4/w b --K,, 
if v = 0, since 
f(%, 4 -f(W,,X) >f(%A - (%/%)f(% >X) f(Wz94 ZZZ- 
wa - Wl wa - Wl WZ 
>, limf(w' ~) 
w-t"+ w ' 
by the superlinearity off. 
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Let Q1 be a subset of 0. C&Q denotes the set of real valued functions on 
Sz u Q, which are continuous on 52, . C,(Q,) for integer p > 1 denotes the set 
of real valued functions u E C&Q,) for which there exists an open set G, r> Qr 
such that u and its partial derivatives of all orders less than or equal to p are 
continuous on G, . A function u on Q, will be called never negative if u(x) > 0 
for all x E Qr , and positive if it is never negative and not identically zero. 
The set of functions u E C,,(~) n C,(Q) which have second partial deriva- 
tives at each x E J2 will be denoted by dam(L). By a superfunction for (L, B) 
on D we mean a function u E dam(L) such that Lu > 0 in Q and Bu(x) = 0 
for x E 8Q. According to the maximum principle [l 1, pages 53-551, if u is a 
superfunction for (L, B), then either U(X) > 0 for all x E Q or there exists a 
number ik2 > 0 such that U(X) = - M for all x ED. If the condition (*) 
above is satisfied, then a positive superfunction u for (L, B) on Q satisfies 
U(X) > 0 also for x E ai2. 
Our final assumption is that there exists a linear set 9’ C dam(L) such that 
any two positive superfunctions for (L, B) on Sz in Y have a bounded ratio 
on a. Sufficient conditions for the existence of such a set 9’ are given in [2]; 
we cite two such conditions here: 
PROPOSITION 1. Let Q = B, be a ball of radius R, and Bu(x) = u(x) 
for all x E 82 (i.e., a,lR = m). Let Y be the set of all u E dam(L) such that Lu 
is bounded on 52. Then any two positive superfunctions for (L, B) in Y have a 
bounded ratio on 0. 
Before giving a condition for more general domains, we introduce the 
following terminology: Define a function 4 : w -+ 852 as follows: For x E Q, 
E(x) is one of the points of as2 such that 1 x - f(x)1 is the distance from x to 
aQ and Xx + (1 - h) t(x) E IR for all h E (0, I]; for x E aQ, S(x) = x. We say 
that a point x0 E Z? has the strong inside cone property (SICP) if there exists 
an open ball B C Q, a finite convex cone K C B u {x,}, and a neighborhood N 
of x,, such that B n aQ = K n aQ = {x0} and for each x EN n 52, s(x) can 
be defined so that x0 + x - f(x) E K. A sufficient condition for x0 to have 
the SICP is the following: x0 has the ISP, and there is a neighborhood N of x,, 
such that the inner normal n(x) is defined for each x E N n aQ and continuous 
at x0 . 
PROPOSITION 2. Let XJ satisfy the following additional conditions: Each 
point in a$ has the ISP, and each point in a&J has the SICP and a neighborhood 
which does not intersect a$. Then any two positive superfunctions for (L, B) 
on Q in C,(sZ u a&2) have a bounded ratio on 0. 
It follows that if Q has a sufficiently smooth boundary-in particular, if (1) 
reduces to an ordinary differential equation on an interval Q C R-then we 
may take 9’ = C,(@ n C,(Q). 
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As an example of the results which may be obtained using the set 9, we 
prove: 
LEMMA 1. Let m be a never negative function on 52 and suppose that the 
linear boundary value problem 
Lb(x) = m(x) h(x), x E sz, 
Bh(x) = 0, sEaa, 
(6) 
has a positive solution h E Y. If there exists a positive function u E Sp which 
satisjies (1) with g identically zero, and f(u(x), x) > m(x) u(x) for all x E I?, 
thenf(u(x), x) = m(x) u(x) for all x E Q and u is a constant multiple of h. Thus 
if f (w, x) > m(x) w for all x E Q and w E (0, p(x)), then (1) does not have a 
positive solution u. 
Proof. There exists a largest number 7 > 0 such that u(x) > qh(x) for all 
x E Q. Since B(u - qh) = 0 and 
Lb - 74 (4 = f (44, x) - r7m(x) 4x) 
3 44 [u(x) - $441 
2 0, 
(7) 
either u = yh or u - qh is a positive superfunction for (L, B) on Sz in Y. If 
the latter holds, then there exists a number E > 0 such that the ratio 
h(x)/[u(x) - qh(x)] is bounded on Q by c-l; that is, u(x) >, (6 + 7) h(x) for 
all x E 9. But this contradicts the choice of 7. Thus u - vh = 0, and Equa- 
tion (7) implies that f(u(x), x) = Tm(x) h(x) = m(x) u(x) for all x E Q. 
3. THE CENTRAL RESULTS 
THEOREM 1. Let f : 6 + (- co, + a~) satisfy inequality (3) and the 
other conditions stated above, and let g(x) = 0 for all x E aQ. Suppose that (1) 
has positive solutions ul , u2 E Y such that 
for all x E Q. Then either ul(x) = z+(x) f or all x E Sz or there exists a real valued 
function m on J2 such that 
f(w, 4 = 44 w (8) 
for all x E !2 and ul(x) < w < z+(x). In the latter case, (1) has an in.nite 
number of solutions of the form yu,(x) (y > 0), among which is uz(x). 
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THEOREM 2. Let f (w, x) satisfy (2) and the other conditions stated above. 
Suppose that (1) has three distinct never negative solutions u0 , u1 , u2 E 9 such 
that 
0 < f%(x) < 44 < 44 < P(X) (9) 
for all x E Q. Then there exist functions m and b on Q such that for each x E 52, 
f (w, x) = m(x) w + b(x) 
for all w E [z+,(x), z+(x)]. All solutions u 3 u0 of (1) have the form 
44 = %(4 + 77M4 - %(41 
for some real number 7. If g is identically zero, then either b is identically zero or b 
changes sign on Qn; if f (0, x) = 0 for all x E Sz, then b is identically zero. If b and 
g are identically zero, then all positive solutions of (1) are multiples of u1 , and 
f (w, x) = m(x) w 
for all x E Q and inf U(x) < w < sup U(x), where U(x) is the set 
U(x) = {w E [0, ,o(x)) : th ere exists a positive solution u of (1) in Y with 
w = u(x)}. 
For simplicity, we have stated these theorems and the corollaries below in 
the form: If there exist solutions which satisfy certain conditions (e.g., 
inequality (9)), then the functions f and g must have certain properties. In 
practice, it is probably the contrapositive of these assertions which is most 
useful; that is, if f and g do not satisfy the stated conditions, then (1) cannot 
have solutions satisfying the stated conditions. For example, if there exists 
an x E Q such that f (w, x) is strictly convex in w (i.e., strict inequality holds 
in (2) for all w E (0, p(x))), then (1) d oes not have three solutions satisfying 
(9) for all x E Q. 
Our proof of Theorems 1 and 2 makes use of the following: 
LEMMA 2. It su.ces to prove Theorems 1 and 2 under the additional assump- 
tions that f (w, x) is never negative and never decreasing in w on CC. 
Proof. Let T be a finite set of positive solutions of (l), with each u E T 
satisfying U(X) < p(x) for all x E Q. If the condition (*) is satisfied, let v be the 
minimum value assumed by the functions in T; otherwise, let v = 0. Choose 
a constant K, 3 0 so that (4) and (5) are satisfied. Define 
f *(w, x) =f (w, x) + Kw 
for x~9 and v<w<p(x); if v>O, definef*(w,x) for O<w<v as 
follows: If f (w, x) is superlinear in w, f *(w, x) = [f (v, x) + J&v] w/v; if 
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f(eu, x) is convex in w, f*(zu, x) =f(~, x) + K,v. Then every function in T 
is also a solution of 
L*+) = f*MX>, 4, x E Q, 
Bu(x) = &), xEaf2, 
cl*) 
where L* == L it KU .f*(w, x) is never decreasing in w: This is obvious for 
0 < w < V. Iff(w, x) is superlinear in w, then for wg >, wi > V, 
f*(w2, x) -f*(q) x) = f(w2 > x)-f rg w2 , f) + K(w* - WI) 
for w2 >, v 3 wi > 0, 
2 w2 wf w1 [f(w2 ,4 t K”%l 
3 0; 
f Yw2 > 4 - f*(wl 7 4 = f(w2 , 4 -.f(b 4 =1/v + qw2 - 4 
3 WI x)/v + mw, - WI> 
> 0. 
Iff(w, x) is convex in w, then the fact thatf*(w, x) is never decreasing in w 
follows immediately from (4) and the definition of f*(w, x). Since 
f *(O, x) > 0, f *(w, x) 3 0 for all x E Q and w E [0, p(x)). Clearly, f *(w, x) 
is superlinear or convex in w iff(w, x) is superlinear or convex, respectively, 
in w. 
Consider now Theorem 1; f(w, x) is superlinear in w and g is identically 
zero. Suppose that (1) has distinct positive solutions ui(x) < u2(x); take 
T = {u i , u2> and define f * and L* as above. Applying Theorem 1 for never 
decreasing never negative nonlinearities to (l*), we have yu2(x) = ui(x) for 
some 77 E (0, 1) and f(w, x) =f*(w, x) - K,w = [m*(x) - KJ w = m(x) w 
for ur(x) < w < u2(x) and some function m on Q. 
We turn to Theorem 2 and suppose that (1) (withf(w, x) convex in w) has 
three distinct never negative solutions u,, , ui , u2 satisfying (9). Let u be any 
positive solution of (I), take T = {u, us , ui , u2} or T = {u, ZQ , us) according 
as us(x) + 0 or us(x) E 0, and define L* andf* as above. Then Theorem 2 
for monotonic never negative nonlinearities applied to (l*) implies that 
f(w, 3) = [m*(x) - KJ w + b(x) = m(x) w + b(x) for some functions m 
and b on 52 and z+,(x) < w < u,(x); the remaining assertions of Theorem 2 
for Eq. (1) now follow immediately. For example, if b and g are identically 
zero, then Theorem 2 applied to (1*) shows that the function u E T is a 
multiple of u1 and f(u(x), x) = m(x) U(X) for all x E Sz. This completes the 
proof of Lemma 2. 
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Remark. This proof shows that we may in fact assume that f (w, x) is 
strictly increasing in w for each x E Q. 
Proof of Theorem 1. In accordance with Lemma 2, we assume that 
f (w, x) is never negative and never decreasing in w. Suppose (1) has two 
different positive solutions ur and u2 in Y with 0 < q(x) < tie(x). Since ill 
and uz - u1 are superfunctions for (L, B) on 52, the ratio ur/(ue - ur) is 
bounded on 51, and therefore the smallest number 7 such that ur(x) < T&X) 
for all x ED satisfies 0 < 7 < 1. Using the monotonicity and superlinearity 
off, we have 
wP‘2 - Ul) (4 = ?7fMx),x) -fMx)~ x) 
2 rlfMx>, x) -fh%(x), x) (11) 
20 
for all x E a, and B(Tu~ - ur) = 0. Thus, if qua - ur # 0, the ratio 
u2/(qu2 - ur) is bounded; that is, there is an F > 0 such that 
(7 - 4 % - ur > 0. But this contradicts the minimality of 7. Therefore 
T&X) = ur(x), and (11) implies that 
fbPz(xh x) =fMx), x) = 77fMxh x). 
It follows from (3) that f (w, x) = wf (u2(x), x)/us(x) for all x E s2 and 
q(x) < w d %(X)’ 
Clearly all functions yu,(x) with 1 < y < 77-l are also solutions of (1) when 
f has the form (8). This completes the proof of Theorem 1. 
Under the conditions of Theorem 1, the solutions of (1) can be described 
further, as follows: For each x E Q, define the set 
W(x) = {w E LO, P(X)) :f(w, x) = m(x) w>, 
and let wi(x) = inf W(x), w,(x) = sup W(x). The superlinearity of f (w, x) 
in w implies that W(x) is an interval and that f (w, x) < m(x) w for w < wi(x) 
(if w<(x) > 0) and f (w, x) > m(x) w for w > w,(x) (if w,(x) <p(x)). The 
preceding proof shows that 
w<(x) < inf(zl(x) : u is positive, satisfies (l), and u < ur} 
< sup{u(x) : u satisfies (1) and u > ur} 
< ws(x). 
Using Lemma 1 and similar arguments, we see that a solution u E 9 of (1) 
satisfies u(x) > wi(x) for all x E Q if and only if it satisfies u(x) < w,(x) for all 
x E Sz. In particular, there is no solution u E 9’ with u > w, or 0 < u < wi . 
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Proof of Theorem 2. Appealing to Lemma 2, we again assume that f (w, x) 
is never negative and never decreasing in w. Define 
f O(w, x) =f @o(x) + w, x) - f (uo(x)v x); 
thenfO(w, x) is never negative, never decreasing in w, and superlinear in w 
(since f (w, x) is convex in w) for all x E Q and w E [0, p(x) - uo(x)). The 
functions ui - u. and ua - u. are distinct positive solutions of 
and 
Lu(x) = f o(u(x), x), x E Q, 
&4(x) = 0, x E asz, 
%(X) - uo(x) > %(X) - q(x) > 0 for all x E Q. 
Thus Theorem 1 implies that there exists a function m : Sz -+ [0, + CO) such 
that f O(w, x) = m(x) w for all x E Q and ur(x) - uo(x) < w < uZ(x) - uo(x); 
that is, (10) holds for all x E 52 and ui(x) < w < Us, with 
&4 = f (uo(x), x) - m(x) uo(x). 
Since, however, the convexity of f ( w, x) in w implies the convexity of 
fO(w, x) in w, it is easy to see that we must have f O(w, x) = m(x) w for 
0 < w < uZ(x) - uo(x) and hence (10) holds for U,,(X) < w ::: z+(x). Thus 
the linear boundary value problem 
Wx) = m(x) 4.4 + b(x), XEQ, 
w4 = Ax>, %Easz, 
(12) 
has three never negative solutions u. .< ui < ua in S, m(x) uo(x) $- b(x) > 0 
for all x E Q, and, by Theorem 1, z+(x) - uo(x) is a constant multiple of 
q(x) - u,,(x). If b(x) < 0 and g is identically zero, then b must be identically 
zero; to see this, let h be a positive solution of the linear homogeneous prob- 
lem (6) (e.g., h = ui - uo) and let CY be the largest number such that 
h > (YZ+ . Then 
L(h - auJ (x) = m(x) [h(x) - map] - d(x) >, 0, XEQ, 
B(h - q) (x) = 0, x E a-2. 
Thus (cf. the proof of Lemma 1) we must have k(x) = q(x) and b(x) = 0 
for all x E Q. Similarly, by Lemma 1, if b(x) 3 0 for all x E G’ and g is zero, 
then b must be identically zero. It also follows that when b and g are identically 
zero, all solutions of (12) or (6) are multiples of ur (cf. [2, Theorem 11). In 
this case, the convexity off implies that f (w, x) > m(x) w for all x E a and 
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w E [O,p(x)), so Lemma 1 implies that all solutions of (1) are solutions of (6) and 
multiples of u1 , and Eq. (8) holds for all x E Q and w E [inf U(x), sup U(x)). 
Finally, iff(0, x) and g( x are identically zero, then the preceding arguments ) 
hold with u,, replaced by 0, so (10) holds for 0 < w < us(x), and thus 
f(0, x) = b(x) = 0 for all x E Q. (In this case, in fact, Theorem 1 can be 
applied directly to the solutions u1 , ua .) This completes the proof. 
4. FURTHER DEVELOPMENTS 
Suppose now that the function f in (1) is independent of x, 
f: [O,P(X))+(-- ~0, + h d co an convex. If the condition (*) is not satisfied, 
we assume that the right hand derivative D+f(O) of f at 0 satisfies 
D+f(O) > - co. Then the conditions associated with equations (4) and (5) 
are satisfied. Thus, according to Theorem 2, if (1) has three distinct never 
negative solutions satisfying (9), then for each x E Q there exist numbers 
m(x) and b(x) such that f(w) = m(x) w + b(x) for all w E [u,(x), us(x)]. It 
is not difficult to see that the functions m and b must be constant on Q, and 
thus f(w) = mw + b for all w E [min u,, , max ~a], where min u and max u 
denote the minimum and maximum, respectively, of a function u on 8. 
Therefore under these assumptions we obtain the following corollaries to 
Theorem 2 (assuming, in particular, the existence of three distinct solutions 
ua , u1 , ua of (1) in Y satisfying (9)): 
COROLLARY 2.1, If aQ = a,&?, so that the boundary condition in (1) becomes 
U(X) = g(x) for all x E 52, then there exist numbers m and b such that 
f(w) = mw + b for min g < w < max ua . 
COROLLARY 2.2. If g(x) = 0 for all x E XJ, then there exists a number m 
such that f (w) = mw for 0 < w < sup U, where U = {w > 0 : there exists a 
solution u E Y of (1) and x E Q such that u(x) = w}. 
We assume again that f (w, x) depends on x. In most cases of interest, the 
set Y we are considering has the property that for any never negative func- 
tions m and b on 52, the boundary value problem (12) has more than one 
positive solution in Y only if b and g are zero. This is the case, for example, 
under the assumptions of Propositions 1 and 2 above [2, Theorem I]. In these 
circumstances, it is easily seen that we can add the following statement o the 
assertions of Theorem 2: In Eq. (IO), either both b andg are identically zero, or 
b is never positive and g is not identically zero, or b changes sign on Q. (The 
examples below show that any of these cases may occur.) 
Moreover, if every point of a&? has the ISP and the function m of 
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Theorem 2 is bounded and not identically zero, then it does not satisfy 
m(x) < 0 for all x E Q; for the functions ui are all solutions of 
[L - m(x)] 44 = b(x), XEQ, 
Bu(x) = g(4, x E 32, 
and if m(x) < 0 for all x E Q, this has at most one solution by the maximum 
principle [13, page 701. 
Suppose that, in addition to the conditions of the preceding two paragraphs, 
the function f(~, x) is independent of X, and g(x) = 0 for some .w E L&L?. 
Then we have f(w) = mw + b for 0 < w .< sup U, where U is the set 
defined in Corollary 2.2 above; the condition associated with Eq. (5) (with 
v = 0) implies that f(0) = !J >, 0. According to the next to last paragraph, 
we must have b = 0 and g(x) = 0 for all x E 8Q. Thus, under these assump- 
tions, we have: 
COROLLARY 2.3. If a,Q # ia and g(x) = 0 for at least one point x E %&, 
then g(x) = 0 f or all x E %Q and there exists a number m > 0 such that 
f(w) = mw for 0 < w < sup U. 
5. EXAMPLES 
As the following examples show, it can happen that Eq. (1) has three 
distinct solutions satisfying (9) and the functions b in (10) and g in (1) are 
not zero. Take Sz = (0, rr), Lu = - u”, and Bu = u (on LX2 = (0, x}), and 
consider the following version of equation (1): 
u”(x) +f (u(4, x> = 0, o<x<?T, 
40) = go 3 44 = g1- 
(13) 
EXAMPLE 1. For each x E [0, ~1, define 
for some constant 0 E [0, $1. Then (13) with g, = g, = 0 has positive solu- 
tions 
uA(x) = A sin x - (l/3) sin 2x 
at least for all A >, 14/3; the function b(x) = - sin 2x changes sign on 
[0, ~1, and the boundary conditions are homogeneous. 
400 LAETSCH 
EXAMPLE 2. Choose a, /3 such that /? 3 a > (4 - n) /3/n > 0 and define, 
for each x E [0, ?T], 
wheref,(w, x) is any continuous function convex in w on [0, a] x [0, z] such 
that fs(a, x) = a + p( 1 - 4x/x) for all x E [0, ~1. Then 
uA(x) = A sin x + (a + @) co-p(1-$) 
is a positive solution of (13) with g, = a and g, = 2/3 - a at least for every 
A > 4/3/r. (For such A, uA’(x) has only one zero on (0, P) and the minimum 
of uA occurs at 0, ~~(0) = u.) Here b(x) = /3(1 - 4x/7r) changes sign on 
[0, ~1, and the boundary conditions are inhomogeneous. 
EXAMPLE 3. Define 
for an arbitrary number ,8 > 0; then (13) with g, = g, = fl has positive 
solutions uA(x) = A sin x + /3 for all A 3 0. The function b(x) = - /3 is 
negative on s1 and the boundary conditions are inhomogeneous. 
Example 3 also shows that Theorem 1 is not valid if g is not zero, 
for in this example f(w) is superlinear in w. Another way in which 
Theorem 1 can fail when g is not zero is illustrated by 
EXAMPLE 4. It can easily be seen that the problem 
d(x) + 77%?(~) = 0 1 O<x<rr, 
v(0) = v(7r) = 0, 
has two distinct positive solutions Q(X) ,< q(x) (see, e.g., [6]); define 
q(x) = q(x) + 1 for i = 1 and 2. Then each function Ui satisfies (13) with 
g, = g, = 1 and 
The function f is clearly superlinear, and we have two solutions ur < ua . 
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6. ALTERNATIVE METHOD OF PROOF 
We now indicate an alternative method of proving Theorems 1 and 2, 
which uses only the following comparison theorem [14, Theorem 111: 
LEMMA 3. Let m1 and mz be two positive functions on Sz satisfying 
ml(x) < mp(x) for all x E Q. Suppose that for i = 1 and 2, each of the eigenvalue 
problems 
Lb(x) = XV&) h(x), XESZ, 
Bh(x) = 0, XEES-2, 
(14) 
has a positive ezgenfunction in Y corresponding to the positive eigenvalues h, and 
X, , respectively. Then h, < X, , and strict inequality holds unless ml(x) = m&) 
for all x E Q. 
We then have the following 
Alternative proof of Theorem 1. (Recalling the remark following Lemma 2, 
we assume that f (w, x) > 0 for w > 0.) If (1) has two distinct positive solu- 
tions in P’ satisfying q(x) < us(x) < p(x), then these solutions are positive 
eigenfunctions of the eigenvalue problems (14), with mi(x) = f (t+(x), x)/q(x) 
(recall that z+(x) > 0 for all x E Q by the maximum principle). Since the 
corresponding eigenvalues are A, = A, = 1, and 0 < ml(x) < mz(x) by the 
superlinearity off, Lemma 3 implies that ml(x) = m,(x) for all x E Sz, and 
thence f (w, x) = m(x) w for ul(x) < w < z+(x), where m(x) = ml(x) = mz(x). 
We can prove Theorem 2 similarly, without using Theorem 1, as follows: 
Alternative proof of Theorem 2. (For f (w, x) strictly increasing in w.) 
Suppose (1) has three distinct solutions ua , u1 , u2 in Y satisfying (9), and 
define hi = ui - us for i = 1 and 2. Then the hi are positive eigenfunctions 
of (14) corresponding to the eigenvalue 1, with 
m,(X> = f h(x) + hi(x), x) - f (u,(x), x) 
z 
hi(x) 
= f h(x), x) - f (u,(x), x) 
dx) - %(X) * 
The monotonicity and convexity of f( w, x) in w imply, respectively, that 
mi(x) > 0 and mz(x) > ml(x) [12, Chap. 1, Sec. 41. Lemma 3 implies that 
ml(x) = mz(x) for all x E J2, and the convexity off implies the existence of 
functions m and b on Sz such that 
f (w, x) = m(x) w + b(x) 
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for all x E Q and all w E [z+,(x), pa]. Thus u,, , ur , and ua are solutions of 
wq = 44 U(X) + w% x E i-2, 
Wx) = g(x), x E am. 
The proof now proceeds as before. (Note that we have not neededf(w, x) 20 
here.) 
A result closely related to this method of proving Theorem 2 is 
THEOREM 3. Let f (w, x) be convex and never decreasing in w and suppose 
that (1) has two never negative solutions u1 and u2 in Y. Let m : !2 -+ [0, + a) 
satisfy 0 + m(x) < D,+f(u,(x), x) f or a x E J2, and suppose that (14) with 11 
mi = m has a positive eigenvalue p(m) corresponding to a positive eigenfunction. 
Then u2(x) > q(x) for all x E Q if 1 < p(m), and 1 < p(m) if us(x) > q(x) 
for all x E Q. The case 1 = p(m) holds only if f (w, x) = m(x) w + b(x) for 
some function b : D --+ (- 03, + co) and all x E S2 and w E [u,(x), u2(x)]. 
Proof. Since f (w, x) is convex in w, &+f (Qx), x) exists [12, Chap. 4, 
Sec. 11 and 
L(u2 - Ul) (4 = f (%(x)9 x) - f (4x), x) 
3 Q”f 04x)> x) h(x) - ~I(41 
b 44 [u2(x) - ~441 
for all x E Q, and B(u, - ur) = 0. It follows from Theorem 5 of [14] that 
u2 - ul > 0 if 1 < p(m), and 1 < p(m) if z1a - u1 > 0. If 1 = p(m), then 
Theorem 6 of [14] implies that 
-W2 - 4 (4 = f (u,(x), x) - f @4x), x) = m(x) b2(x) - 441, 
so f (w, x) = m(x) w + b(x) for some function b : Q---f (- co, + co). 
If the operator L together with the boundary conditions B is self-adjoint 
and 852 is sufficiently smooth that Green’s theorem is applicable, then the 
preceding results can be obtained more easily, as indicated in [IO, Lemma 
3.21. 
7. EQUATIONS WITH A PARAMETER 
We now look briefly at some consequences of the preceding for 
Lu(4 = Af (u(x), x), XE.Q, 
Bu(x) = g(x), XEkX-2, 
(15) 
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where f (w, x) is convex and never decreasing in w for w >, 0. We denote by 
A the set of positive numbers X for which (15) has a positive solution u E 9’. 
We conclude from Theorem 3 that if, for some X E A, (15) has two never 
negative solutions ur , u2 , then X < p(m) implies ur < up , and u1 < ug 
implies X < p(m). Furthermore, the situation described in Theorem 2 can 
occur only for A = sup A (and thus sup A E A): 
THEOREM 4. If, for some h E A, (15) has three never negative solutions 
uo Y u1 , ug E Y satisfying (9) for all x E Q, andf (w, x) is not identically zero for 
x E Q and w E [0, u,(x)], then h = sup A. 
Proof. Suppose that for some h = A, E A, (15) has three solutions u. , 
ul , u$ satisfying (9) for all x E Q. Then by Theorem 2, there exists functions 
m > 0 and b on 52 such that f (w, x) = m(x) w + b(x) for all x E .Q and 
w E [u,(x), Z+(X)]. Suppose that (15) has a solution u E Y for some h > A,. 
Then (14) with X = A, and m, = m has a positive solution (e.g., us - u,), 
and u - ua satisfies 
where 
L(u - UJ (x) = Qn(x) [u(x) - u&)1 + b,(x), 
Ux) =z (A - &)f (U(X), 4 
+ Xo[f (4% 4 -f (44, x> - N4 44 + 44 %(41 2 0, 
since f (w, x) is convex in w. It follows that b,(x) must be zero for all x E Q 
(cf. Lemma 1); since X > A, , we must have f (u(x), x) = 0 for all x E Q and 
thus m(x) uZ(x) + b(x) =f(ua(~), x) = m(x) [u$(x) - u(x)]. Consequently 
b(x) = - m(x) u(x) < 0; since U(X) > 0 for all x E Q, Theorem 2 implies that 
b(x) = m(x) = 0 for all x E Q. This contradicts the assumption on the non- 
vanishing off. Thus there is no solution u E .Y of (15) for h > A, . This 
completes the proof. 
Remark. The case f (w, x) identically zero for x E 52, w E [0, uZ(x)] can 
occur only if a,Q = O, the functions c and 01 in the operators L and B are 
identically zero on Q and Z2, respectively, and the solutions ui are constants; 
otherwise, the maximum principle [13, pages 67-701 implies that (11) does 
not have three solutions satisfying (9). 
Note added in proof. Because of the generality of our definition of the directional 
derivative au/&, the boundary operator B might not be linear, although we have 
implicitly assumed it to be so. Thus, in the description of the set Y preceding Proposi- 
tion 1, we should add the assumption that B is linear on 9. 
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