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Least Squares Cubic Spline Approximation I - Fixed Knots 
Carl de Boor" and John R. Rice 
Introduction. Spline functions, and, more generally, piecewise 
polynomial functions are the most successful approximating functions 
in use today. They combine ease of handling in a computer with great 
flexibility, a-nd are therefore particularly suited for the approximation 
of experimental data or design curve measurements. 
For a rather complete list of the recent literature on splines, the 
reader >« referred to the bibliography of [8]. 
This paper presents an algorithm for tbe computatioR of the least-
squares approximation to a given function u by cubic splines with 
a given fixed set of knots. But since the successful use of splines• 
for purposes of "smoothly" approximating a given set of data dep.ends 
strongly on the proper placement of the knots, the algorithm is written 
ss as to facilitate experimentation with various knot sets in as eco-
nomical a fashion as possible. In [2], use is made of this in a pro-
gram which attempts to compute the least-squares-approximation to a 
given function u by cubic splines with a fixed number of knots. 
As a consequence, the algorithm is somewhat more complex than 
seems warranted for the mere calculation of the l^-approximation to 
u hv a )inear family of functions. 
—
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2. Ma thematica1 backg round. 
(a) Definition of spl ines. Let TT : a
 =
 ^ < £ , < . . . < { ; , , = b be 
o I k+1 
a partition of the interval [a,b1. a (po1ynomiaI) spline function of 
degree n £n TT is, by definition, any function s(x) E C , b T . 
which on each of the intervals -, i = 0,...,k, reduces to a 
polynomial of degree < n. The points are called knots (or, joints) 
We denote by S
n
 the linear space of all such functions. Define 
TT
 R 
( 2 . 0 (*-?); = {
( x
"
0
5 , n
: 
Then it is easily shown that each s e s" is uniquely represented by 
two sets of parameters, ^ = j i • • •
 a r )
d A = {a ̂ ,... , where 
(2.2) s(x) = S | A g x ) a.(x-g.); + fi
Q
 a ^ . ^ x * . 
Apparently, the boundary "knots'" P'
a
Y
 n o
 role in this 
representation. In fact, the right-hand side of (2.2) is well-defined 
on the entire line. Hence, we may and will consider each s e S ̂  to 
be defined by (2.2) on the entire line. Nevertheless, we retairv the 
boundary "knots" for use in other representations. 
(b) Representation of splines. The representation (2.2) is useful 
for mathematical analysis, but is very ill-conditioned and cumbersome 
to evaluate. In computations, the following representations are to be 
preferred. 
For purposes of evaluation, the following seems best: 
3.. 
Repr. I. The set { §
o
, — , and the set of polynomial coefficients 
[c.jji = 0 k; j = 0,...,n}, where 
(2.3) S ( A , £ ,X) = E
0
 C
I J
( X - ^
I
)
J
, f o r 5 J < x < 5
 ]
, i - 0
F
. . . ,k. 
It is clear that this representation is highly redundant, requiring 
(n+l)(k+I) linear parameters. In particular, if n is odd, and 
r = (n+1)/2, 
then Cjj , j = r, ,n, may be computed from
 c
i j
| C
" + i •
 r
~ '» ^y 
c - - Y. [c. . (A?-)
S
 " 5
1
 (!)c. (A? •)
t
], 
ij
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(2.1*) j = r,••-,n; i = 0,...,k, 
where 
AS and
 T
. . = (-l)
i+
->
 r
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r
" '
+ t
"
J
) . 
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 1
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 x
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This" gives 
Repr. II. The set [?
o >
..., S ^ j )
 a n d t h e s e t
 {
 c
jj I * = 0,... ,k+l; 
j ® 0 r- 1} , 
whe re 
(2.5) c.. = — L d
J
S ( A , g . x ) 
1 J
 j i dx
J 
X = ^ . . 
This representation is redundant, tco, requiring (k+2)(n+l)/2 linear 
parameters. 
In reducing Repr. I to Repr. II, we only used the continuity of 
S ( A , 2 .*)
 a n d
 its derivatives up to the (r-l)st. But since ,x) 
is in C a small subset of the c.^ is sufficient. 
Repr. III. The set . .. and the set [c_|(j=0 and i=0,...,k+l) 
or 0 = 1 , . -. ,r-l, and i=0,k+l)} . 
To 
pass from Repr. Ill (and thcnce to other representations) is the 
spline interpolation problem. Its solution consists in solving a system 
of k*(r-l) equations in the unknowns C. i=I,...,k; j=1,...,r-1, whose 
coefficient matrix is block tridiagonal of block size c-1. The per-
tinent equations are: 
(2.6) - v i ^ r
1
] -
1
' 
i ~ j 011•(|r 2 « 
It is clear that this representation requires n+k+1 linear parameters, 
hence is not redundant. In particular, it makes sense to define the 
fr-U 
spline of degree n interpolating f e C [a,b] £n k as the unique 
element s e sjj satisfying 
s(§i) - f ,), i=0,.. ., k+1, 
(2.7) 
s
( j )
K i
)
 = f
0 ) g
i
)
i
 i=o, k+1; j = 1,..., r- 1. 
The algorithm under discussion employs each of these representations 
and the following 
5.. 
Repr- IV- The set {S ( A , £ ,x.)Ji=|,...,N], where X = (x.j i=l,...,n] 
is a given (increasing) set of points (cf. below). 
It should be pointed out [5; 9] that the set [S(A,
r
^
1
t
 x.) | i=l,...,N} 
A-O i 
represents S(A, - ,x) if and only if for some subset "X of X with 
K >S 
x.< x_<.. .<x ,, one has 
1 2 n+k+I 
(2.8) x
{
 < %
i
 < ' x .
+ n + 1
, i=l,...,k. 
For completeness, we mention a further non-redundant representation 
valid for arbitrary n, which makes use of the so called B-splines and 
brings out the "local" character of splines: 
Repr. V. The set ^ k+n+1 ̂
 a n ? 1 5 e t
 ^ - n ' '" ' ' 
where 
k 
(2.9) S (A j
1-
-
1
 ,x) = E b. B. (x) , 
i l 
i=-n 
and 
B i(*> - < W i
_
 ^ i + n + r
 x )
'
 1
 * "
n k
-
9
n
(s;x) = (s-x)" , 
r> + 
with 
k+n+1 
Here, f(5j,...-, 5
i + n +
j ) denotes the (n+l)st divided difference of the 
function f(s) on the points ^i+n+l" 
It is not difficult to see that 
B ^ x ) > 0 with equality iff x $ fc., ?
i + n + |
) , 
Z B. (x) - I. all x e [ ?
o
, ?
k + 1
] , 
I — n 
This representation is particularly useful for the study and computational 
handling of splines with repeated knots as the limit of splines with pair-
wise distinct knots defined above. 
(c) Least-squares approximation. Let M be a linear space with 
inner product <f,g> and associated norm 
I M l = (<f,f»*. 
Let S be a finite-dimensional subspace of M. Given u e M, the error 
E(w) = [|u-w|[ 
of approximating u by w is uniquely minimized over all w e S by 
the orthogonal projection P<.u of u, i.e., u* = P^u is determined by 
u* e S, and, for all w e S, <u*,W> = <u
(
v£>. 
u* is most advantageously computed with the aid of an orthonormal 
r i ^ 
basis of S, i.e., a generating set for 5 which satisfies 
= <5
£
j. i.j = l m. 
For then, 
m 
(2.10) P u = E < U , Y
;
> H . 
i i
 1 
Given a basis
 f o r
 S, an orthonormal basis {Y^} for S 
may be constructed from it by a variety of techniques (e.g., [3], [6]). 
The best-known of these is the Gram-5chmidt-orthonormal ization pro-
cedure, in which each Y . is computed as the normalized error of the 
best approximation to by elements in the span of i.e. 
by successively solving a least-squares approximation problem ra-1 
times. In formulae, 
i-1 s. 
Y- - 4). - E <$).,¥.> Y . , ) V l
 j=i
 1
 J J [ 
(2.11) f i = 1 ,...,m. 
" I I / L L I J L L . J 
A slight reordering of the computations, resulting in the so-called 
modified Gram-Schmidt-process, has proven to be more stable in practice: 
i=l,... (2.12) = (!.
(j)
- 4 .
( j )
, i . > T . , j=l i-l 
The reader should refer to [7] and [ M for some experimental results, 
and to [1] for a rigorous comparative analysis d la Wilkinson of the 
two computational processes. 
The algorithm under discussion uses the trapezoidal sum approximation 
t 0
 x 
N 
J f(x) g (x) w(x)dx 
as inner product, i.e., 
N 
<f,g> = E [ f ( x
M
) g ( x
M
) + f(x
i
)g(x.)]W
i
, 
i=-l 
(2.13) 
8. 
where X « {x.|i = l,...,N} is a given finite point set and w(x) is a 
non-negative function, both to be supplied by the user. Hence M may 
be taken as the set of all real functions on X. The set S consists 
of all functions of the form 
t(x)s(x), s(x) e S*, 
where tt:5
o
 < < . . .< is a fixed knot set and t(x) a trend function 
to be supplied by the user. We will ignore the presence of t (x) in 
the subsequent discussion. 
It has been our experience that a careful choice of the initial basis 
for S can greatly increase the reliability of the subsequent 
calculation of the l
2
~ approximation to u via the modified G.-S. 
process. A straightforward but costly approach would consist in rein-
forcement, i.e., in the repeated application of the modified G.-S. pro-
cess until Repr. II or Repr. Ill of the basis elements becomes stationary. 
The algorithm under discussion permits this approach if desired (cf, be-
low the case MODE = 2 in the algorithm NUBAS). Less costly would be the 
construction of a "nearly" orthogonal basis. Vague as this term is, 
the following process is based on this notion, and has proven quite 
successful: construct each (). so as to have at least one more ex-
tremum than -
It is also mandatory that computation of the inner products be made 
somewhat more accurately than the other computations. This may be ac-
complished by "double precision accumulation" of the products, or, as 
in this algorithm, complete double precision arithmetic in the inner 
product ca!cu1 at tens. 
3. The algorithm. 
(a) General remarks. As stated earlier, the success of approximation 
by splines depends heavily on the correct choice of the knot set . 
The algorithm FXDKNT is, therefore, designed to permit the exper-
imentation with various choices of ^ in as economical a fashion as 
possible. This is done by using four modes of operation. 
An initial call to rXDJCNT, which must be in M6D£ = 0, produces the 
L:-S. approximation to the given u using a specified knot set • 
Subsequent calls may be used to modify repeatedly the current knot set. 
Thus more knots may be added while retaining all or at least the first 
KW9T knots in (M6DE = 1,2). M8DE = 3 permits the efficient eval-
uation of the L.-S. error as a function of one additional knot to be 
inserted between two neighboring knots, thus making it possible to 
minimize the L.-S. error with respect to one knot with relatively little 
work. 
(b) Inputs The input to FXDKNT consists of: 
(i) The integer M9DE which is assumed to be one of 0,1,2,3: A 
call with MSOE = 0 wi11 change M90E to I; a call with M8DE = 2 may 
change M6DE to 1. 
(ii) LX abscissa and ordinates, XX (L), U (L), L=l, ..., LX, of the 
function u(x) to be approximated. 
The numbers XX(L) are assumed to be increasing with L, and should 
normally be strictly increasing. A quick look at the inner product 
(2.13) shows that repeated points 
XX (L- 1) < X (L) = X (L+l) = . . . » X (M) <X (tt+1) 
10. 
are effectively ignored unless U(L) J
4
 U(M) In which case u is 
treated as if it had a jump discontinuity at XX(L) of size U(M) -
U(l). 
(iii) (in M6DE = 0,1,2) the set of (additional) knots ADOXl(i), 
i=1,...,JADD: 
If H9DE = 0, then ADDXI(l) and AD0Xl(2) are taken as the left 
and right boundary knot, respectively. The only restriction on the 
remaining entries, if any, (or on the entries in any subsequent call) 
is that each should fall within this interval and not be coincident with 
any knot already in use (an error message will result in the contrary 
case). In particular, the entries of ADOXI need not be ordered in 
any way. JADD may be zero (or even negative) to signify "no additional 
knots". 
(iv) (in M8DE = 1,2) the integer KNST. 
This number is part of the information returned by FXDWJT; but if 
it is decreased between two calls to FXDKNT by an amount M, the H 
knots introduced last in prior calls will be removed from the current 
knot set, 
(v) The number ARG: 
ARG is taken to be a real number in M8DE = 3, giving the current 
value of the one knot being varied. If M0DE J
4
 3, ARG is taken to 
be an integer between 0 and 3. specifying various output options. 
The output. The output of (information returned from) FXDKNT 
consists of: 
(i) The number FXDKNT = 11u-u*| |
 2
/(XX(LX)-XX(1)), giving the L.-S. 
error of the current best approximation to u; 
11.. 
(ii) The current knot set XlL(i), i = 1,...,KN0T. 
The entries of XlL are increasing with i, XIL contains the boundary 
knots. 
(iii) (M6DE s* 3) the values UERROR(L) of u-u* at XX (L), L = 1, .. .LX, 
u* being the b. a. to u by cubic splines on the current knot set. 
(iv) (M6DE k 3 and ARG = 1) Repr. II, I, IV of u* in V6RDL, C9EFL, 
and FCTL, respectively; and the integer UMAX, indicating that (u-u*)w 
attains its maximum at XX{LMAX). 
(v) In addition, FXDKNT has some printed output in case ARG > 0, 
and MQDE ^ 3 . 
id) The algorithm NU8AS. The heart of the FXDKNT algorithm is the 
repeated solution of the following problem: 
Given an orthonormal basis [Y,] for the linear space S of all 
l 
cubic splines on 
TT: XIL(1) <-..< XIL(KW8T) 
and the L.-S. approximation u* to u by elements in S, find the 
A « ^ 
L.-S. approximation u* to u by elements in S, where S ^ S is 
the linear space of a 11 cubic splines on 
XIL(l) <...< XIL (INSERT-1) <r XKN6T < XIL (INSERT) <...< XIL(KN0T) 
This problem is solved in NUBAS. 
Thus, initially, one has present, for each Y
J f
 Repr. II in V8RD(i,.
f
.) 
Repr. I in Xl(.), CflEF(.,.), and Repr. IV in FCT(.,i); further 
one has u-u* in UERROR, andcu.Yp- in BC(i). 
12. 
KN9T is increased by one, and the current knot set Xll is en-
larged by the insertion of the additional knot XKN6T so that XIL 
contains the knots again in increasing order. Repr. II for the Y .
J
s 
is updated to include Y.(XKN0T) and V:(XKN8T), while the other two 
representations remain unchanged. 
Next, with ILAST = KNOT + 2, an element b
r i
 • of S but not in r
ILAST 
A 
S is constructed as that element of S which interpolates a certain 
function f on the current knot set. The choice of f depends on 
M9DE. 
If K9QE = I, then, with iLMl = ILAST-1, 
f(x> = 
Y
ILM1
 ( X )
 '
 X
 -
 X K N e T
' 
ILMl
 X > X K N e T
> 
thus making it quite likely that ^ JU^SJ
 o n e m o r e
 local extremum 
than f
I L M I
; 
If the reinforcing mode M6DE = 2 is used, 
= ¥
I L A S T 
is chosen provided that such a function was in fact constructed during 
an earlier call to FXDKNT. Otherwise, MQDE is set to one, and the al-
gorithm proceeds in that mode. 
Repr. Ill for ^ m ^ y computed from f and stored in V8RDL 
and is then augmented to Repr. II in the subroutine INTERP, using 
equations (2.6). Subroutine EVAL then supplies Repr. I using (2.4), 
storing it in C8EFL, and, from it, Repr. IV, storing it in FCTL. 
13. 
The modified Gram-Schmidt-process is then applied. Specifically, 
the components TEMP(i)
 =
 <§
l l A S J
> Yj> of fr^j-j- with respect to 
the orthonomta] basic [Y. J ,. . . ,ILMl} of S are computed by 
TEMP(i) - <FCTl,FCT(i)> ^ 
f i=>l,... ,ILMl, 
FCTL - FCTL - TEMP(i)*FCT(i) J 
( i ) 
the inner product < 6 , Y-> being computed In subroutine D9T 
I LAST
 1 
using Repr. IV of the functions involved. 
Hence, after the calculation 
ILM1 
VSRDL - V9RDL - E TEMP{i)*V9RD (i) , 
i=l 
A 
V6RDL contains Repr. II of a cubic spline in S orthogonal to S. 
Another call to EVAL derives from this Repr. I and IV. Finally, 
Repr. I, II, IV of the is stored via 
ILAST 
C -/<FCTL,FCTl> 
C9EF - C9EFL/C 
VGRD(ILAST) - TOROL/C 
FCT(ILAST) - FCTL/C 
Also, the component BC(ILAST) of u with respect to Y J ^ J J
 i s 
puted as 
BC(ILAST) - <UERR0R,FCTL>/C. 
Except in H9DE = 3, a call to NUBAS is followed by 
UERROR - UERROR - BC(ILAST) * FCT(IfcAST), A so that UERROR contains u-u*. 
14. 
For M6DE = 0 and M8DE = 3, there are minor modifications in 
NUBAS. In case M9DE = 0, one of the first four Y . is computed so 
that, in the above, "with one additional knot
11
 has to be replacad by 
"of one degree higher". Explicitly, for i=l,2,3,4, jl.
p
 and hence .Yj 
a polynomial of degree i-I. 
If M6DE = 3, XKNOT is not taken as an additional knot but rather 
as a new value for the knot introduced last. Accordingly, the current 
knot set is changed (at that knot) but not increased, and LAST 
then defined as in M9DE = 2. 
(e) The algorithm FXDKNT. FXDKNT uses NUBAS in the following way 
H6DE = 0. U is put into UERROR, trend and weight are evaluated 
at the XX's, the quantities W. (see (2.13)) are computed and stored 
in TRPZWT. The initial knot set is set up to consist of just the two 
boundary knots which are taken to be ADDXl(l), ADDXI(2). Four calls 
to NUBAS produce the orthonormal basis 'Yj.-.Y^ for the set of cubic 
polynomials as described above, their various representations and the 
L.-S. approximation to u by cubic polynomials. UERROR is saved in 
CU8ERR for possible use later on in a M0DE = 1,2 call. H9DE is 
set to 1. If JADD-2 > 0, the program proceeds, after 
JA00 - JADD-2, ADDXl(i) - ADDXI(i+2), i=l JADD, 
as for M9DE = 1. Otherwise, the L.-S. error of the current L.-S. 
approximation to u is computed as 
FXDKNT - cUERROR,UERRQR>/(XX (LX)-XX(1)) 
and FXDKNT is terminated. 
15.. 
MODE = 1,2: If KNOT > KN9TSV, KN9T is set equal to KN6TSV, and 
JADD successive calls to NUBAS produce the L.-S. approximation to u 
by cubic splines having the knots introduced earlier and additional knots 
ADDXl(i), i=l JADD. 
If KN6T < KN6TSV, this action is preceded by the following: 
The (KN9TSV-KN0T) knots introduced last into the current knot set by a 
preceding call or calls are removed from it. The various arrays such 
as UERROR are restored to the stage where we had just computed the 
L.-S. approximation to u using just the first KN6T knots. 
In either case, the program returns the square of the L.-S. error, 
FXDKNT, of the current b. approximation to u computed as in K0DE « 0. 
M8DE = 3. If the previous call to FXDKNT was in a mode other than 
3 (HflDEJ^FALSE), ARG is taken as the value of an additional knot. 
The current value of FXDKNT is saved in ERBUTl, and a call to NUBAS 
in M0DE = 2 with XKN9T - ARG produces, as described earlier, an 
increased knot set, an additional ^ j u s f
 a n d
 BC(ILAST) <UERR0R,
(
/'.
I L A S T
>
. 
But the component BC(ILAST)* Y
I L A S T
 of u (or, UERROR), with 
respect to Y
i l a s t
 is not taken out of UERROR. Rather, FXDKNT is 
computed as 
FXDKNT - ERBUTl - (BC (I LAST)**2)/(XX (LX)-XX (1)) , 
ILAST 
using the well known fact that if u* = BC(i)¥j, then 
||u-u*|{ = !!u[|
2
 - ^ ( B C U ) )
2 
i=l 
= ERBUTl - (BC(ILAST))
2
. 
If the previous call to FXDKNT was in M0DE - 3 (MSDE3-TRUE). ARG is 
taken as a new value for the additional knot introduced in the first in 
5'jch C^li-i. Henr.e, a ca! I to NU8AS in M90E « 3 produces, 
16. 
h. Variables in this program 
Global with calling program: 
AODXI (26) 
C9EFL(27,M 
FCTL(100) 
INTERV 
J-ADD 
KN6T 
LMAX 
LX 
M9DE 
U(100) 
UERR6R(100) 
V6R0L(28,2) 
XIL (28) 
XX(100) 
Global in FXDKNT 
BC (30) 
FCT(I00,30) 
ILAST 
INSIRT(30) 
I0ROER(28) 
TREND(IOO) 
TRPZWT(IOO) 
V0RD(3O,28,2) 
XKN9T 
/ 
\ 
Local in FXCK'NT 
ARG = rPRINT = CHANGE 
CUBERR(IOO) 
ERBUTl 
ERRLl 
ERRL2 
ERRL99 
KN0TSV 
H0DE3 
PRINT(IOO) 
WEIGHT(IOO) 
XSCALE 
Local in NUBAS 
C8EF(381,4) 
aLMl
 a
 3LAST- 1 
INSERT 
ICLAST ;cl(;j3l) 
17 
6-. Example: The set of data used here has three distinct features; 
(i) It is actual data, expressing a thermal property of titanium; (ii) 
It is difficult to approximate by classical approximating functions; 
(iii) There is a significant amount of noise in the data. 
T I T A N I U M H E A T D A T A 
X u(x) u*(x) 
2 
(u-u*)xlO X u(x) u*(x) (u-u«)x10 
595 .644 .624 2.03 845 .812 .965 -15.28 
60S .622 .636 -1.37 855 • 907 1.103 -19.64 
615 .638 .643 - .47 865 1.044 1.248 -20.44 
625 .649 .646 .29 875 1.336 1.386 - 5.00 
635 .652 .647 .52 885 1.881 1.502 37.89 
645 -639 .646 - .71 895 2.169 1.583 58.60 
655 .646 .645 .08 905 2.075 1.615 46.03 
665 Ml .645 1.17 915 1.598 1.583 1.46 
675 .652 .647 .46 925 1.211 1.481 -27.01 
685 .655 . .652 .26 935 • 9J6 1.323 -40.67 
695 .664 .659 .45 945 .746 1.129 -38.33 
705 .663 .667 - .44 955 .672 .922 -24.98 
715 .663 .675 -1.21 965 .627 .721 - 9.41 
725 .668 .681 -1.33 975 .615 .548 6.70 
735 .676 .685 - .89 985 .607 .424 18.34 
7*+5 .676 .685 - .87 995 .606 .369 23.73 
755 .686 .679 .66 1005 .609 .395 21.37 
765 -679 .669 1.00 1015 .603 .480 12.33 
775 .678 .658 2.05 1025 .601 .589 1.17 
785 .683 .650 3.31 1035 .603 .691 - 8.84 
795 • .694 .651 4.29 1045 .601 .753 -15.24 
805 -699 .666 3.26 1055 .61) .743 -13.16 
815 .710 .701 .93 1065 .601 .626 - 2.54 
825 .730 .759 - z . g o 1075 .608 .372 23.58 
835 .763 .£46 -8.34 
19.. 
The (rounded) values of the Least-squares approximation u* to 
u and the error are given alongs-ide the given data. For this ap-
proximation, the knot set TT was chosen to be uniformly spacfed, with 
5 interior knots. Apparently, this is a poor choice for the location 
of the knots, as may seen by comparing u* with the approximation to 
u Iisted in [2]. 
Other output, as produced by a run of a FORTRAN version of the 
algorithm on an IBM 7094, includes Repr. I for u*, and the L j ^ , 
and L a 
Knots 
595 
675 
755 
norm of the error, as follows: 
Coefficients Knots 
.623718 835 
.147983x10 
-.303437x10 
.194334x10 
.647403 
- 2 
-4 
-6 
.356044x10"
3 
. 162946x10"** 
-.196743x10 
.679440 
- 6 
-.814263x10 
-.309237x10 
.839879x10 
r 3 
-4 
- 6 
915 
995 
Coefficients 
.846403 
.103636x10 
.170647x10' 
-.231291x10 
-1 
-5 
.158343x10 
-.674063x10 
-.384450x10' 
.348626x10' 
.368658 
-2 
-3 
-5 
-.131654x10 
.452251x10 
-.544051x10 
-2 
-3 
-5 
835 1075 
Average error = .IO838O, Least Square error = .177236, Maximum error = .586038. 
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FU.'v'CT 10'i r X D T CPRGJ 
C THE FU-'CTICf ;•• :- S THr SOUAHE OF THE 
DOUBLE PRECISION TRPZ»'T»SUM 
LOGICAL V0DE3 
DIMENSION HtiGHTf100),CU3ERR(100) 
CO 'ON / ":.a*I:;t / TREMDf ) » TRPZ TJ1C0J, Pi-1V T ( 2001 
CC,-ulON/lMPuT/LXjXX( 1 0 H ) ,U( 1 0 U J spJADDsAJUXI (26) jMOUE 
C U ( L ) = FCT TO EE APPR AT X X ( L ) » L = 1 * L X . 
C X X ( L > I S ASSUMED TO RE NONDECREASING '-"ITH L 
C A I ^ D X K I ) = I - T H X'VOT TO BE INTRODUCED, 1 = 1 , J A D D 
C MODE = 0 , 1 , 2 , 3 , SEE COMMENTS DELOV.' ( AND I P NU-^AS J 
CC; ;-'0>J/ OUTPUT /UERFTC^ ( 10 . . ) , F C T L I 1C'J ) J X I L ( 2 3 ) , C C E F L ( 27 ) , 
* VORDL ( 2 8 , 2 ) »KI^OT ,LMAX , IWTERV 
C L 'EK. IOR(L> = E.^P.R." OF 3OL2 A , TO I J , L = 1 , L X 
C KMOT = CURRENT MC. OF KNOTS U N C L 6DRY KNOTS) 
C I .NTERV - KNOT - 1 = CURRENT NO- OF INTERVALS ( P G L . P I E C E S L 
C XI L (K ) »K=L»KNOTI CURRENT [ORDFREO) SET CF KNOTS 
C THE .••;AXI 'U , E-V>OP OCCURS AT >'X ( L V \ X ) 
C IF RG= 1 , FCTL(L) CONTAINS THE CURRENT KA B TO U AT XX (LJ 
C COEFL ( I »t ) CC ' T I •'•ISTHE FOL-C^nF* QV I-TH I>'TERV*L FOR 
C VORDLdj.) CONTAINS VALUE AND DERIVo OF ^ .A , AT X IL ( I ) 
CO /.ON/ C-ASI5 /FCTllv <30) ,VORD(30,28-2) ,£Cf?0) , ILAST 
C FCT (L , i-i) = SASIS FCT M AT XX(L) 
C V O P X . , K , L ) CO:-!T/M: S THE OSDS ( L * L ) AI\D SLC.PFS <L = 2 ) OF FCT K 
c AT THE KNOT INTRODUCED AS k-Ti-U C O R R E L A T I 0 / TO ORDERING OF 
C K : 0 T S ° V ? I 7 ^ I S OQ-NR V I 1 I O^^F-'I > 1 , ^ = , C.LO /\IV"> SLOPE ~ T 
C X L L ( K ) ARE IN vr"?r)(-:, LORCFH(K ) » - ) . 
C 3CU) = COORDINATE CF U (AMD OF .tA- TO U> VRTO I-TH OW F̂CT 
C ILAST = tUR̂ EMT NO.. OF BASIS FCT.MS 
CO •>:•! / LASTS / I ORÔ " { 2 S ) , INSIRT ( 30 ) < X.<" OT 
C THE' FCT ILAST (TO ii£) INTRODUCED LAST HAS ADDITIONAL KNOT 
C XKNOT, THE KNOT JUST INTRO" 
C DUCED HAS INDEX INSERT IN XIL»INSERT IS SAVFD IN I MS IRT(I LAST; 
C FOR POSSIBLE REPLACEMENT OF KNOTS LATER UN (SEE r:03E = 2«3). 
C ***L0CAL VARIA^LFS 
c XSCALE = XX(LX) - XX(1>« USlO TO C~ .ALIZE I.-.VEl PRODUCT 
C; = LENGTH CF THE INTERVAL OF INTEGRATION 
C-. K\OTSV = NOo OF KNOTS USED IN / OST RECENT CALL TO FXDK-IT 
C". . . ERtfUT 1 - = SO--.OF L2-ERROR OF .APPR USING ALL BUT THE ONE 
C KMO.T BEING VARIED ( USED IN MODE = 3) 
C CUE ERR = UERROR OF ;.oAo ?,Y CUSIC POL-S (MEEDED FOR fiODE = 2) 
C • . ilO!>E3 > TRUE, OR ^ALSE UIP- OM '/HilT̂ ER ,JR?Vy CALL /AS IV 
C •"• ' . M0DE=3 OR MOT 
EQUIVALENCE -.( I PR I NT , C,JANGE ) 
C ARG IS .EITHER ;FIXED POINT (-'.ODE >NE.3) TO PICK PRINT-OUT OPTIOr 
C-' - 0!< -TS -,FLOATI;'S!6 ;o.i;I/-IT T(. ;OOE = 3 ) TO- GIVE NE" VALUE OF V̂ -RIEL 
. - -CHANGE • = -ARG . •. -- -i - -. - - • 
IF (MODÊ GToO): GO TO 29 
c -
C "IODE = U"R COMPUTE-PAS I S FCT 1 THROUGH 4 •TOV ' .R ' 'RTO ' THES< 
C THEN SET MODE = 1 AND PUT UERROR INTO U . . . 
X-SCALE = XX ( LX ) - XX ( ] ) 
DO 10 I = 5 i 30 
LU I MS T R T ( I ) = D 
22, 
DO 11 L=1» LX 
UERROR(L) = U(L) 
TREND(L) = T(XX(L)) 
11 WEIGHTlLJ = '
r
 (X X{L) ) 
DO 12 L= 2 » LX 
12 TRPZ'"'T [ L ) = (XXlL)-XX(L-l>)/4, 
XIL(1) = ADDXI(1) 
XlL(2» = ADDXI(2) 
i Q P n r S ( i ) = l 
IORDER(2) = 2 
KNOT = 2 
INTERV = 1 
DO 19 1=1,4 
ILAST = I 
CALL NUuAS 
DO 19 L=1»LX 
19 UERRCR(L) = UPRROR(L) 
*('; IIIGHT (L -1) +'•'£ I GI-iT ( L ) ) 
- 3CI I >#FCT(L,I) 
r ODE = 1 
DO 20 L = 1>LX 
20 CLRERR(L) = UERROR(L) 
C IF (JAC*-LF.2) . ONLY B.A., ^ Y CyRIC.S IS 
C OTHERWISE* ADDXI(I), I.GT.2, CONTAINS 
JADD = JADD - 2 
IF (JADD « LF ® U > GO TO 60 
DO 21 1=1,JADD 
21 ADDXI(I) = ADDX1(1+2) 
GO TO 51 
COMPUTED 
ADDITIONAL KNOTS 
29 
C-
C 
C 
C 
C 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
30 
GO TO (40,40,30) j.iODE 
,
,
-10DE = 3 *»* MERELY REPLACE THE LAST KNOT INTRODUCED SY 
CHANGE AND RECOMPUTE L2 ERROR- CHANGE ENTERS 
VIA THE ARGUMENT JPRINT = CHANGE, 
THIS MODE SHOULD 0£ USED FOR 
MINIMIZING THE L2-ERR0R VjRTO THE KNOT 
INTRODUCED LAST AS IT MINIMIZES THE COWP W O R K 
IF MODE3 = TRUF (!•£., THE PRECEDING CALL TO FXDKNT 
WAS IN MODE= 3)t THE PROGR WILL ASSUME THAT CHANGE 
HAS THE SAME ORDER REL TO THE OTHER KNOTS AS THE 
PREV INTRODUCED VALUE FOR 'KNOT- OTHERWISE 
IF M0DE3=FALSE ( THE PRECEDING CALL WAS IN SOr'.E OTHER MODE 
9
 A FCT IS ADDED WITH CHANGE AS THF ADD & KNOT. 
UERRCR IS ASSUMED TO CONTAIN ERROR OF i^A* TO U WRl 
ALL PREV FCTNS- **NOTE** IF THE NEXT CALL TO FXDKNT 
IS IN A yODE OTHER THAN 3»"THE C H A N G F PROPOSED 
NO
1
'' '.
:
ILL BE MAUE PERMANENT- ^ 
GO TO 35 
XK\!OT = CHANGE 
IF (MODE 3) 
i'iODE3 = «TRUE o 
ER3UT1 = FXDKNT 
'•'OOF = 2 
CALL NULiAS 
c 
23, 
K N O T S V = K N O T 
? ; O O E = 3 
G O T O 3 6 
3 5 C A L L N U f i A S 
3 6 F X D K N T = E R 3 U T 1 - -Q.C ( I L A S T ) / X S C A L E * ' 3 C ( I L A S T ) 
R E T U R N 
C 
c * * * M O D E = l , R E T A I N T H E F I R S T K N O T K N O T S I N T R O D U C E D E A R L I E R 
C ( H E N C E T H E I R C u R R E S P F C T N S ) S U T R E P L A C E F U R T H E R 
C F C T N S ( I F A N Y ) B Y F C T N S H A V I N G A D D I T I O N A L 
C K N O T S A D D X I ( I ) >T = 1 , J A D D ) H E N C E 
C I F K N 0 T c L T » K N 0 T 5 V ( = N 0 . . 0 F K N O T S U S E D I N P R F v C A I . . 
C 4 0 T H R O U G H 4 9 R E S T O R E S A R R A Y S I O R D E R , X l L , U E R R O R T O T H E S T A T E O r 
C I L A S T = K N O T + 2 , I N V E R T I N G T H E A C T I O N O F D O I I e » <. T O 1 4 I N N 
4 0 I F ( K N O T „ L T - > K N O T S V ) G O T O 4 2 
K N O T = K N O T S V 
I F ( . N O T » k O D E 3 ) G O T O 5 0 
D O 4 1 L = 1 » L X 
4 1 U E R R O R ( L ) = U E R R O R ( L ) - B C ( I L A S T > * F C T < L , I L A S T ) 
G O T O 4 9 
4 2 D O 4 3 L = 1 » L X 
4 ' i U E P R O R ( L ) = C U B E R R ( L ) 
I F ( K N O T » L E o 2 1 G O T O 4 8 
I D U M = K N O T + 1 
D O 4 5 I 0 = I D U M , K N O T S V 
I N S E R T = I N S I R T ( I L A S T ) 
I L'-*3 = I L A S T - 3 
no 44 K = I N S E R T • I L M 3 
I O R D F R ( K ) = I O R D E R ( K + l J 
4 4 X I L ( K ) = X I L ( K + l ) 
4 5 I L A S T = I L A S T - 1 
D O 4 7 I = 5 s I L A S T 
D O 4 7 L = 1 » L X 
4 7 U E R R O R ( L ] = u E R R O R ( L ) - «3C ( I ) * F C T ( L , I ) 
G O T O 4 9 
4 8 X I L ( 2 ) = X I L ( I L A S T - 2 ) 
I O R D E R ( 2 ) = 2 
K N O T = 2 
4v» I F ( J A D D . G T o O ) G O T O 5 1 
I L A S T = K M O T + 2 
I N T E R V - K N O T - 1 
G O T O 6 0 
C 
C = A D D J A O ~ 5 A S I S F C T N S , I » F o , F O R I O = l , J A D D , 
C C O N S T R U C T F C T I L A S T ' - f l T H O N E P-iOP.f- K N O T , V I Z = 
C X K N 0 T = A D D X I ( 1 0 ) • T H A N T H E ! P R E V I O U S L A S T F C T , 
C O R T H C N O K M A L I Z E I T O V E R A L L P R E V I O U S F C T N S , T H E N 
C C O M P U T E T H E C O O R D I N A T E t-C ( I L A S T ) O F U 1 R T O I T , 
C S U B T R A C T O U T I T S C O M P O N E N T F R O . - U E R R O R ° 
5 0 I F { J A D : 5 » L F « » 0 ) " G O T O 6 1 
5 1 D O 5 2 1 0 = 1 , J f D O 
X K N O T = A D D X I ( 1 0 ) 
C A L L N U i l A S 
24.. 
DO 52 L = 1 » L X 
52 U E R R O R ( L ) = U E R R O R ( L ) - 8 C ( I L A S T > * F C T ( L , I L A S T ) 
C 
6 0 F X O K N T = D O T ( 3 i , 2 ) / X S C A L E 
K N O T S V = K N O T 
6 1 i ! 0 D E 3 = o F A L S E a 
I F ( I PR I NT „ C0<= 0 ) RETURN 
C VARIOUS P R I N T I N G I S DONE DEP ON THE ARG = I P R I N T 
GO TO ( 7 0 , 8 0 , 9 0 ) »I PR INT 
C 
C COMPUTE C O E F F I C I E N T S OF 6«AC. AND P R I N T 
c 3 E S T A P P R O X I M A T I O N P R I N T O U T * * * * 
C F O R M A T Is 
C KNOTS X I C J J CUBIC C O E F F I C I E N T S PC I , J ) IN 
C INTERVAL < X l ( J ) , X K J + 1 ) ] 
C ERROR CURVE ( S C A L E D ) 
C 
C THE FOLLOWING FORTRAN CODE F INDS VALUES AT X OF THE 
C APPROXIMATION-FROW T H I S OUTPUT-
C I = L X I 
C 1 A = X - X I ( I ) 
C I F ( A ) 2 , 4 , 4 
c ; i = r - 1 
c i r ( i ) 3 , 3 , 1 
c 3 1 = 1 
C 4 V = P ( 1 , I ) + A i f ( P ( 2 » I ) + A * ( P ( 3 » I 1 + A * P ( 4 j I ) ) ] 
C 
70 W R I T E ( 6 * 6 1 0 ) 
DO 7 2 1 = 1 , K N O T 
I LOC = I O R D E R ( I ) 
H O 7 2 L = 1 5 2 
SU.-I = 0 a DO 
D O 7 1 J = 1 , 1 L A S T 
7 1 S U "i = S U t f + B C ( J ) * V O R D ( J , I L C C , L ) 
72 V O R D L ( I > L ) = SU* 
CALL EVAL 
D O 7 3 I = 1 » I N T E R V 
w K I T E ( 6 » 6 2 0 ) I , X I L ( I ) 
7 3 V ' R I T E ( 5 , 6 3 0 ) ( J , C O E F L ( I , J ) , J = 1 , 4 ) 
' • ' R I T E ( 6 , 6 2 0 ) K N O T , X I L ( K N C T ) 
6 1 0 F O R M A T ( 4 2 X , 5 H K M O T S , 2 2 X t l 3 H C u B I C C O E F F I C I E N T S / / ) 
6 2 0 F O R M A T ( 3 5 X » 3 H X I ( , 1 2 , 3 H ) = , F 1 2 . 6 ) 
6 3 u F O R : > ' ; A T ( 6 7 X , 2 H C ( » I 1 , 3 H ) = , E 1 6 * 6 ) 
C 
C * * C 0 " P U T F L 2 » L I , M A X E R R O R S A N D P R I N T 
8 0 E R R L 2 = S O R T ( F X D K N T ) 
E R D L 9 9 = C o 
D O 8 2 L = 1 , L X 
D I F = A^S ( UERROR ( L ) *'•»£ I GHT ( L ) 1 
I F ( E R R L 9 9 •> f*T •> D I F ] 6 0 TO 81 
LI'̂ A X = L 
E R R L 9 9 = D I F 
8 1 E R R L 1 = E R P L 1 + D I F 
82 CONTINUE 
26.. 
F R P L 1 = E ^ L l / F L O A T ( L X ) 
'••'K I T E ( 6 9 6 2 3 ) E R R L 2 , E R R L 1 » E R R L 9 9 , X X ( L . ! A X ) 
C *** T H E F O L L O W I N G C A R D I S T E M P O R A R Y 
G O T O ( 9 0 , 9 6 , 9 6 ) i I P R I " T 
C 
C S C A L E E R R O R C U R V 7 A M D P R I M T 
9 0 I E = u 
.'•"'/CALE = 1 = 
I F ( E R R L 9 9 . G E . L G . ) GO T O 9 2 
. 0 0 9 1 I E = 1 » 9 
S C A L F = S C . ' L F ^ l O o 
I F ( E R R L 9 9 # S C A L E . G E . 1 0 s ) GO T O 9 2 
9 1 CO. '-JT IWUE 
9 2 0 0 9 3 L = 1 , t . X 
9 3 P R I N T ( L ) = U E R R O R ( L ) * S C A L E 
GO T O < 9 4 » ° ^ » 9 5 J » I P R I I 1 ; T 
" R I T E ( 6 , 6 2 1 ) I E , ( L
5
X X ( L ) ^ C T L f L ) , P R I N T ( L ) , L = l , L x ) 
G O T O 9 6 
5 5 • • • R I T F ( 6 , 6 2 2 ) I E , ( L , X X ( L ) , P R I N T ( L ) , L = 1 , L X J 
9 6 R E T U R N 
6 2 1 F O R M A T ( 1 H / / 4 5 X , 3 & H A P P R 0 X I M A T I O N A M D S C A L E D E R R O R C u R V E / 3 8 X » 
» 1 0 H D A T A P O I N T , 7 X , 1 3 H A P P ! < O m i A T I O < J , 3 X » 1 6 H D E V l A T I O N X 1 0 E + , I 1 / 
» ( . 3 1 X » U . F 1 6 , « 2 . F - 1 6 o 0 » F 1 7 , M ) 
6 2 2 F O R : " : A T ( 1 H / / 5 3 X , 1 1 H E R R 0 R C U R V E / 3 G X , 1 0 H D A T A P G I N T , 2 3 X , 
1 1 6 H D E V I A T I 0 M X 1 C E + ? 1 1 / ( ? 1 X 1 1 4 • F l 6 . - % l 6 X * F 1 7 . 6 ) ) 
6 2 3 F O R M A T ( 1 H / / / 4 0 X 2 O H L F A S T S Q U A R E E R R O R = , F 2 0 , 6 / 
1 4 0 X 2 O H A V E R A G - T E R R O R = , E 2 0 - 6 / 
? 4 0 X 2 0 . H - M A X l M U . - i E R R O R = , F 2 0 . 6 » 3 H A T f F 1 2 „ 6 / / / ; . 
ErtD 
C 
c 
S U B R O U T I N E I N T F R P 
C 
C C O M P U T E T H E S L O P E S V 0 R D L ( I » 2 ) , I = 2 , K N 0 T - 1 A T I N T E R I O R 
C K '- IOTS O F C U B I C S P L I N E F O R G I V E N V A L U E S V O R D L ( I , 1 I , I = 1 , K N O T , 
C A T A L L T H E K N O T S A M D G I V E N B O U N D A R Y D E R I V A T I V E S 
D I H E N S I Of-! 0 ( 2 8 ) , D I A G ( 2 8 ) 
CO." --ON/ O U T P U T / U E R R O R ( I C O ) , F C T L ( 1 0 0 ) , X I L ( 2 8 ) , C O F F L < 2 7 , 4 ) , 
* V O R D L ( 2 8 , 2 ) , K»-<OT t L H f X , I N T E R V 
D A T A D l 1 ) , r > ( 1 ) / 1 0 » f i « / 
P>0 1 C M= 2 , K w O T 
D ( K ) = X l L C M - X I L ( M - l ) 
1 C 0 I A G ( M ) = { V O R D L ( i , 1 ) - V O R D L ( I ' . - 1 , 1 ) ) / D ( . ' i ) 
D O 2 0 y = 2 , I N T E R V 
V O R D L C' I , 2 ) = 3 u # ( 0 ( i ' 1 ) * C I A G ( f ' 5 + l ) + D ( M + l ) * 0 1 A G ( ) ) 
2 C D l A G ( t f ) = 2 » * 0 ( M > + D ( M + 1 ) ) 
' D O 3 0 V - 2 j I M T E ^ V 
^ = - D ( M + l ) / 0 1 AC- ( M - 1 ) 
= D I < V G ( M ) + G * C ( l - ' - l ) 
3 0 V O R D L ( , 2 ) = V O R D L ( , 2 ) + G « - V O R D L ( ; ! - 1 , 2 ) 
= K V O T 
26. 
00 4C 2 , I NTERV f 
V J = NJ - 1 ( 
4D VORDL ( M J , 2 > = ( VORDL ('
l
J » 2 ) - D( N J ) *VORDL ( N J+1 ,2 > )/D I Ar- (N J ) 
RETURN 
END 
iw 
C x * * *-•»• •>.:• -z * -:<• •> -::-* ^ * * i - - > ; • a * * -K- <- «••«• # -K- S •»• «• -it # -ir # » * # # r. 
C 
FUNCTION DOT (i-i , INDEX ) 
•C COMPUTE INNER PRODUCT OF FCT M WITH FCT ILAST ( I N D E X E D OR 
C UERROR ( Ii
V!
DEX = 2 ) 
DOUSLE PRECISION DDOT,C,TRPZWT 
CO- !0M / WAMOT / TREND ( 100 ) , TRPZYJT ( 100 ) ?G( 100 ) 
C0:i;10N/lNPuT/LXrXX( 100) ,U( ICO) , JADD »ADDX I (26) »:'ODE 
CC'-MO
1
-'/ OUTPUT /UERaOR(lOC) ,FCTL<100) »XIL(25) ,C0EFL(27,4) , 
* VORDL( 28 »2 ) ,KNOT,LMAX INTERV 
CO''.'-ION/ BASIS /FCT( 100,30) ,VORO{30,28»2)
 9
BC( 30) » ILAST 
GO .TO (10,30) , INDEX 
10 IF ( Mo ElJ> I LAST ) GO "TO 20 
DO 11 L=1»LX 
11 C-(L) = FCT(L,-i)*FCTL(L) 
GO TO AO 
2' DO 21 L=1,LX 
. 21 r, (L) = FCTL(L)*FCTL(L) 
GO TO GO s 
30 IF (:-^F0o3l) GO TO 40 , 
DO 31 L=1»LX V 
31 C-(L) = FCTL(L)*U£RROR(L) 
GO TO 80 
41' DO 41 L=1,LX 
41 G (L ) = UERROR (L > * U E R
p n n
 ( L ) 
80 DDOT = 'J .DO 
DO 81 L = 2 »LX 
01 DDOT = DDOT + (G(L-l) + G ( L ) ) *TRPZV.'T ( L) 
C 
DOT = DDOT 
• R E T U R N 
FMD 
C 
« * * if- -s-K-* <- * ®» * «• * * * -:- x e- ##•#*•»*••» * * * * * * * * 
C 
SUBROUTINE EV\L 
C COMPUTE POL, COEFF COEFL(IjJC) OF FCT ILAST FRO!'. VORDL, 
C THEN COMPUTE FCTL(L) = (FCT ILAST)*TREND AT XX(L1jL=1*LX 
C 
DOUftLE PRECISION G.TRPZWT 
CO- MON /
 ;
-.'ANDT / TR!f
 M
0 (100 ) , TRPZWT (100 ) , G (100 ) 
CO. -
 :
*.0N/1 NPUT / LX , XX ( lOO ) ,UI1J0) , JADD,-"'>DX I (26) ,
L
-!ODE 
CO'V/ON/ OUTPUT /UERROR ( IOC ) , F C T L ( 1 0 0 ) ,XLL(2FI) , C 0 . - F L ( 2 7 . 4 ) , / 
* VORDL( 2 8 , 2 ) , K\OT SLMAX »IRITERV ^ 
DO L'J I = 1,1 NTERV / 
C O E F L ( 1 , 1 ) = V O R D L ( 1 , 1 ) V 
C O E F L ( I , ? ) = V O R D L ( 1 , 2 ) 
DX = X 11. ( I +1 ) - X ! L ( I ) 
27.. 
D U M 1 = ( V O R D L ( 1 + 1 , 1 ) - V O R D L ( I , 1 ) ) / O X 
D U M 2 = V O R D L ( I , 2 ) + V O R D L { [ + 1 , 2 ) - 2 . * D U M l 
C O E F L ( I » 3 ) = ( D U M 1 - D U M 2 - V 0 R D L ( I , 2 ) ) / D X 
1 0 C O E F L ( 1 , 4 ) = D U M 2 / D X / D X 
C 
J = 1 
ISV.'TCH = 1 
D O 2 0 L = 1 » L X 
G O T O ( 1 1 , 1 3 ) , I S ' - ' T C H 
1 ] [ F ( J o F Q o I f ' T F R V ) G O T O 1 ? 
I F ( X X ( L ) « L T b X I L ( J + l ) ) GO T O 1 3 
J = J + 1 
G O T O 1 1 
12 I S W T C H = 2 
1 3 DX = X X ( L ) - X I L { J ) 
20 F C T L ( L ) = ( C O E F L ( J , 1 ) + D X * ( C O E F L { J , 2 ) + D X * ( C O E F L { J , 3 ) 
* + D X * C O E F L ( J , 4 ) ) ) ) * T R E N D ( L ) 
R E T U R N 
E N D 
C 
C 
S U B R O U T I N E N U B A S 
D O U B L E P R E C I S I O N S U M 
C 0:' 'IMON / I N P U T / L X , X X ( 1 0 0 ) , U ( 1 0 U ) , J A D D , A D D X I ( 2 6 ) .RIODE 
C O M M O N / O U T P U T / U E R R O R ( 1 0 0 1 , F C T L ( 1 0 0 ) , X I L < 2 8 ) , C O £ F L ( 2 7 , 4 ) , 
* V O R D L ( 2 8 , 2 ) , K N O T * L M A X , I N T E R V 
C O . ' i f ' i O N / B A S I S / F C T [ 1 0 0 » 3 0 ) , V O R D ( 3 0 , 2 8 , 2 ) , B C ( 3 0 ) , I L A S T 
C O M M O N / L A S T 3 / I O R D E R ( 2 8 > , I N S I R T ( 3 0 ) , X K N O T 
C C O E F ( I C » o ) C O N T A I N S T H E P O L C O E F F I C I E N T S O F F C T M F O R I N T E R -
C V A L T O T H E R I G H T O F X I ( 1 C > , I C = I C f ' i , I C M + ' i - 3 * 
C h I T H IC i- i = M# ( M — 7 ) / 2 + 1 0 ( W I T H O B V I O U S M O D S F O R r< i . . . _E<.4) 
C T H E F C T I L A S T ( T O B E ) I N T R O D U C E D L A S T , H A S I T S V A L U E S A T T H E 
C T H E P O I N T S X X ( L ) I N F C T L ( L ) » H A S F I R S T I N D F X I C L A ^ 
C I N C O E F A N D X I » H A S A D D I T I O N A L K U O T X K ^ O T » T H E K N O T K ^ O T S 
C F O R I T A R E C O N T A I N E D , I N I N C R E A S I N G O R D E R , I N X l L , I T S . C O R -
C R E S P O N D I N G O R D S A N D S L O P E S A R E I N V O R D L , T H E K N O T J U S T I N T R O -
C D U C E D H A S I N D E X I N S E R T I N X l L , I N S E R T I S S A V E D I N I N S I R T U L A S 1 
C F O R P O S S I B L E R E P L A C E M E N T O F K N O T S L A T E R O N ( S E E r l O O E = 2 , 3 » o 
D I M E N S I O N T E * P ( 3 f i ) , X I ( 3 8 1 ) , C 0 F F ( 3 8 1 , 4 ) 
I F ( M O D E o G T » 0 ) GO T O 8 
C S T R U C T F C T I L A S T F O R I L A S T « L E o 4 
X I ( I L A S T ) = X I L ( l ) 
I C L A S T = I L A S T 
I L M 1 = I L A S T - 1 
I F { I L A S T a G T o 2 ) GO T O 7 
I F ( I L A S T « E Q « 2 ) G O T O 6 
C F I R S T B A S I S F C T I S C O N S T A N T 
V O R D L ( 1 , 1 ) = 1 . 
V O R D L ( 2 , 1 ) = 1 . 
V O R D L ( 1 , 2 ) = 
V O R D L ( 2 , 2 ) = 0 . 
GO T O 6 7 
28. 
S E C O N D P A S I S F C T I S A S T R A I G H T L I N E 
6 V O R D L ( 2 , 2 ) = \ O R D L ( 1 , 1 ) / ( X I L < 2 ) - X l L ( l ) ) * 2 , 
V O R D L ( 1 , 2 ) = — V 1 - O L ( 2 , 2 ) 
7 V O R D L ( 2 * 1 ) = 
V O R D L ( 2 , 2 ) = 
- V O R D L ( 2 , 1 ) 
- V O R D L ( 2 , 2 ) 
G O T O 5 9 
8 G O T O ( 1 0 , 1 0 , 1 4 ) , K O D E 
* - f t * S £ T U P C O N S T A N T S D E P . O N l L A S T o I N S E R T WE»-.' K N O T I N T O X I L 
U P D A T E V O R D c O R F C T M , M = 1 . I L A S T - 1 
1 0 K N O T = K N O T + 1 
I L A S T = K N O T + 2 
I C L A S T = I L A S T * ( I L A S T - 7 ) / 2 + 1 0 
I L : * I = I L A S T - 1 
I N T E R V = K N O T - 1 
D O 1 1 I N S E R T = 2 , I N T E R V 
I F ( X K N 0 T o L T „ X I L ( I N S E R T ) ) G O T O 1 2 
1 1 C O N T I N U E 
G O T O 9 5 
1 2 I F ( X K N O T o L E . X l H I N S E R T - 1 ) ) G O T O 9 5 
10 = K
M
O T 
D O 1 3 L = I N S E R T , I N T E R V 
10 = 10 - 1 
X I L ( 1 0 + 1 ) = X I L ( 1 0 ) 
1 3 I O R D F R U O + l ) = I O R D E R ( 1 0 ) 
I 0 R D F R ( I N S E R T ) = K N O T 
1 4 X I L ( I N S E R T ) = X K N O T 
D X = X K N O T - X I L ( 1 ) 
D O 1 5 1 = 1 , 4 
V O R O ( I , K M 0 T , 1 ) = C O E F ( I , 1 ) + D X * ( C O E F ( 1 , 2 ) + D X * ( C O E F ( 1 , 3 ) 
* . + D X * C O E F ( 1 , 4 ) ) ) 
1 5 v O R D ( I . K N O T , 2 ) = C 0 E F ( I , 2 J + 0 X * ( 2 » * C 0 f c . F ( I , 3 ) + D X * 3 o * C O E F { I , 4 ) ) 
I D = 4 
I B O U N D = 4 
D O 1 9 1 = 5 » I L M 1 
I D = I D + I - 4 
I B O U N D = I B O U N D + 1 - 3 
1 7 I F ( I D o £ 0 « I B O U N D ) G O T O 1 8 
I F ( X K N O T ^ L T * > I ( I D + 1 ) ) G O T O 1 8 
I D = I D + 1 
G O T O 1 7 
1 8 D X = X K -SOT - X I ( I D ) 
V O R D ( I , K N O T » 1 ) = C O E F ( I D , l ) + D X ' * ( C C t F ( 1 0 , 2 1 + D X * ( C O t F ( I D , 3 ) 
* + D X * C O F F ( I D , 4 ) } ) 
1 3 V O R D ( I . K N 0 T » 2 ) = C 0 E F ( I Q , 2 »+DX* ( C O E F ( I D . 3 1 * 2 . + 0 X * 3 . * C O F . F ( I ) ) 
D I : F I V E L ^ - S T O A S I S F U N C T I O N ( 
G O T O ( 3 U ? 4 C » 5 0 ) , 1 - O D E v 
' O D E = 1 * * * D D I L A S T - T M P A S I S F U N C T I O N C O N S T R U C T F R G ' - y ^ T 
I L A « T - 1 R V R E F L E C T I N G T H E P A R T O F T H E L A T T E R ^ . 0 
. T H F R l f v l T O F X U i . ' O T A C R O S S T H E X - A X I S , T H E * 
P O L A T ; . \ 'C , T H I S SHOULD INDUCE Q V F O S C I L L A T I 
M R 1 7 I L \ ST T H ' I N FCT I L A S T - 1 
29.. 
29 M O D E = 1 
30 V O R D L f 1 > 2 } = V O R D ( I L M 1 , 1 , 2 ) 
D O 31 K = l , I N S E R T 
ILOC = I O R D E R ( K ) 
31 V O R D L ( K , 1 ) = V 0 R D ( I L M 1 , I L 0 C , 1 ) 
D O 32 K= I N S E R T , I N T E R V 
ILOC = I O R D E R ( K + l ) 
32 V O R D L ( K + l ,1 ) = - V O R D ( I Lf'l , I L O C , 1) 
V O R D L ( K M O T , 2 ) = - V O R D ( I L M l . 2 , 2 ) 
GO TO 5 5 
M O O E = 2 * * * R E P L A C E FCT ILAST SY I N T E R P O L A T I N G IT AT THE 
C U R R E N T S E T OF K N O T S e IF F C T ILAST H A S NOT B E E N 
P R E V I O U S L Y DEF ( I N S I R T ( I L A S T ) = 0 ) ( S E E 9 A ^ O v E * 
4 L S 0 M A I N AT 10)) S E T M O D F = 1 , P R O C E E D IN THAT U p D E 
IF ( I N S I R T ( I L A S T ) . E O o C ) G O TO 29 
V O R D L ( 1 , 1 ) = V O R D ( I L A S T , 1 , 1 ) 
V O R D L ( 1 , 2 ) = V O R D ( I L A S T , 1 , 2 ) 
ID = ICLAST 
I B O U N D = I C L A S T + I-LAST - 4 
D O 43 K = 2 , I N T E R V 
41 IF ( I D a E O c I B O U N D ) G O T O 42 
IF ( X I L ( K ) 0 L T 0 X I ( I D + 1 ) ) G O TO 42 
ID = ID + 1 
GO TO 41 
42 DX = XI L ( K ) - XI ( ID) 
43 V O R D L ( K » 1 ) = C O E F ( I D , 1 ) + D X * ( C O E F ( I D , 2 ) + D X * ( C O E F ( I D , 3 ) 
* + D X * C O E F ( I D » 4 ) ) ) 
V O R D L ( K N O T , 1 ) = V O R D { I L A S T , 2 , 1 ) 
V O R D L ( K N O T , 2 ) = V O R D ( I L A S T , 2 , 2 ) 
G O TO 55 
r>:0DE = 3 * » * C H A N G E FCT ILAST BY C H A N G I N G J U S T THE KNOT INTRO 
D U C E D L A S T 
5U ID = I C L A S T + INSERT - 1 
DX = X K N O T - X I ( I D ) 
XI (ID) = X K N O T 
IF ( D X . G E . O . ) G O TO 51 
ID = 10 - 1 
DX
 =
 X K M O T - X I ( I D ) 
51 V O R D L ( I N S E R T , 1 ) = COEF( TD,1 ) + D X * ( C O E F ( I D , 2 ) + D x * ( C O E F { I D , 3) 
# + D X * C 0 E F ( I D , 4 ) ) ) 
I N T E R P O L A T E 
55 C A L L INTERP 
G O T O ( 5 7 , 5 7 , 5 9 ) , M O D £ 
57 ID = ICLAST - 1 
D O 56 10 = 1 , I N T E R V 
ID = ID + 1 
56 XI (ID) = X I L t10) 
I N S I R T ( I L A S T ) = INSERT 
30.. 
c W-'
1
* GRTHC'-JOT-- ;AI_IZE T C T I L A S T O V^R P R E V I O U S ( O R T H O N O R r i f t L ) S E T 
C T H E M C O M P U T E THE CO-'-'POrlENT iiC(ILAST) OF U E R R O R U R T O IT 
C F I N A L L Y , S T O R E T H E V A R I O U S R E P R E S E N T A T I O N S OF F C T I L A S T 
C 
39 C A L L E V A L 
'70 69 I=l,ILi'il 
TF.f'p ( I ) = - 0 0 T ( f ,1 ) 
, 0 0 69 L = 1 • L X 
6 9 F C T L ( L ) = F C T L ( L ) + TFflP { J ) * F C T ( L , I ) 
DO 61 K = 1 , K N 0 T 
I L O C = I O R D E R t <) 
D O 61 L= 1,2 
C
.U
£
-' = O - D O 
D O 68 1 = 1 , 1 L M 1 
6 S SU
r
*. = S U M + TE.iPf I ) frVOPDM , I L O C , L ) 
61 V O ^ D L ( K , L ) = V O R D L ( K , L ) + S U ^ 
6 7 C A L L E V A L 
C = S O R T ( D O T ( I L A S T , 1 ) ) 
r C ( I L A S T ) = D O T tI L A S T j 21 / C 
D O 62 K = 1 , K N 0 T 
I L O C = I O R D E R ( K ) 
0 0 62 L = 1 » Z 
V O P O L ( K , L J = V O R D L ( K » L ) / C 
62 V O R D ( I L A S T , I L O C »L) = V Q R D L ( K , L ) " 
ID = I C L A S T - 1 
DO 63 1 0 = 1 , 1 N T E R V 
ID = ID + 1 
D O 63 L = l , 4 
5 3 C O F F ( I D , L ) = C O E F L ( 1 0 , L ) / C 
0 0 64 L = 1 s L X 
6 4 F C T ( L , I L A S T ) = F C T L ( L ) / C 
R E T U R N 
C 
C * * * T H I S O U T P U T I N D I C A T E S A F A l L u R C C O N D I T I O N 
95 W R I T E ( 6 , 9 5 0 ) XK"lOT,ILAST 
9 5 0 FOR.iAJ ( 15H * # * N E W K N O T » E 2 d „ 8 »13H F O R F U M C T I ON , I 3 , 5CH O U T O F 130 
#
U
M
D S OR C O I N C I D E N T "'ITH A P R E V I O U S X . N C T
U
/ 3 6 H * * * E X E C U T I O "
1
 CAN''0 
# T
 d
jE C O N T I N U E D ) 
S T O P 
C 
E N D 
Cfl-***-*******^^.^ A N D W E I G H T F U N C T I O N S * * * * * * * * * * * * * * * * * * * * * * * * * * * * ^ * * * * * 
C 
F U N C T I O N T ( Z ) 
T = 1 . 
R E T U R N ( 
E N O 
C ( 
F U N C T I O N V.'(Z) 
»•; - 1 o 
R E T U R N 
F NO 
