Abstract-We address the problem of multi-user downlink beamforming and power allocation in a cognitive radio (CR) secondary network (SN) with constraints on the total interference in the primary network (PN). We derive the Lagrange dual of the problem and show that both problems are equivalent. Two algorithms are proposed to solve the problem. The first is based on convex optimization and the second algorithm exploits the uplink-downlink duality that is enforced by the introduction of appropriate slack variables in the constrained optimization problem. This leads to a simple iterative technique that enjoys easy implementation and low computational costs. Simulation results illustrate that the proposed iterative technique converges to the global optimum in all cases.
I. Introduction
Cognitive radio (CR) has been identified as a promising path towards efficient usage of scarce radio resources. Secondary CR networks (CRNs) opportunistically access the licensed spectrum of the primary network ensuring that the latter is not adversely affected in its operation. In the underlay CRN, the secondary network obtains access to the licensed spectrum provided that the interference level caused to the primary network remains below some predefined interference temperature [1] . In the overlay systems context, PN and SN are allowed to cooperate and the interference level may be negotiated. A level-dependent licence fee applies to the SN in the latter case. In either CRN, an efficient control of the interference level caused by the SN using power allocation and beamforming techniques is of critical importance.
Optimum downlink power control and beamforming for multi-user cellular networks has recently received much attention [2] - [4] . In [5] , the problem of minimizing the total transmit power subject to the quality-of-service (QoS) constraints on the primary users (PUs) is addressed and two equivalent solutions are provided that attain the optimal solution. The first algorithm is based on convex optimization, whereas the second one uses a simple iterative procedure. In the underlay CRN context, additional constraints on the total interference on the PUs need to be taken into account in the downlink beamforming problem. In [6] the secondary broadcast downlink beamforming problem has been addressed and various optimal formulations of the problem were investigated. Secondary multi-user downlink beamforming has been considered in [7] , where supplementary inequality and robustness constraints have been incorporated into the generic convex optimizationbased approach of [5] . However, the latter approach is based on semi-definite relaxation (SDR). A substantial drawback of this method is that it requires to use interior-point algorithms for solving the resulting semi-definite programming problem. This generally increases the computational and implementational complexity when running the algorithm on real hardware or DSP architectures.
In this paper, we consider the problem of optimum power allocation and downlink beamforming in a cellular SN, where the secondary base station (BS) is required to meet the interference constraints imposed by the PN. This situation is, for example, encountered in femto-and picocells, where the home BS reuses the radio resources of the surrounding macro network, and the interference created by the SN to the macrocell needs to be controlled [8] . We show that for the downlink beamforming problem with interference constraints i) strong Lagrange duality holds and ii) a dual virtual uplink problem can be derived, that yields identical beamformers as for the original problem. Based on these results, two algorithms are proposed. The first algorithm is based on convex optimization and exploits the strong Lagrange duality of the problem considered. The second algorithm uses the uplinkdownlink duality to obtain the solution iteratively. The latter algorithm does not require any use of convex optimization software and enjoys simple implementation. Simulation results validate that our iterative algorithm converges to the optimal solution after a moderate number of iterations.
II. Problem formulation
Let us consider a downlink CRN that involves L PUs and K secondary users (SUs). The SN BS contains N t transmit antennas and the PU and SU receivers are assumed to be single-antenna devices. Without any loss of generality, we assume that the users are indexed so that the users 1, . . . , K are SUs, and the users K + 1, . . . , K + L are PUs.
The signal transmitted at the SN BS is given by
where
T , s k (n) denotes the symbol that is transmitted to the kth SU at time n, p k denotes the transmitted power allocated to the kth SU, U [u 1 , . . . , u K ] is the beamforming matrix, u k denotes the normalized beamforming vector of the kth SU, diag{·} denotes a diagonal matrix, and (·)
T stands for the transpose. Throughout the paper, we assume that the unit-norm constraint ||u k || = 1 holds for all the vectors u 1 , . . . , u K , where ||·|| is the vector 2-norm. The signal received at the kth SU can be written as
where z k (n) is the additive white Gaussian sensor noise of variance σ 2 k , and
T is the downlink channel vector of the kth SU (k = 1, . . . , K). Here, h k,m is the complex channel coefficient between the mth transmit antenna of the SN BS and the kth SU receiver. The interference signal received at the lth PU can be written as
T is the downlink channel vector of the lth PU (l = 1, . . . , L), and h K+l,m is the complex channel coefficient between the mth transmit antenna of the SN BS and the lth PU receiver.
In the traditional beamforming setup, the objective of designing the beamforming matrix U and the downlink powers p 1 , . . . , p K is to minimize the total transmitted power K k=1 p k subject to some minimum QoS requirements for each user. This problem can be expressed as
where the superscript "DL" denotes "downlink", γ k denotes the signal-to-interference-plus-noise-ratio (SINR) target and R k E{h k h H k } is the downlink channel covariance matrix of the kth user. In the CR framework, the total interference caused by the SN BS at the individual PUs needs to be controlled. In this case, we modify problem (4) by adding the following additional inequality constraints
where R K+l E{h K+l h H K+l } is the downlink channel covariance matrix for the lth PU and 1/γ K+l is the threshold for the interference level I DL l of this user. The duality results derived in this paper are based on the relative SINR balancing property, which is established when all inequality constraints in (4) and (5) are active, i.e., when strict equalities hold at the optimum. This is, for example, the case in the conventional downlink beamforming without PU interference constraints [4] - [5] . To see that this property holds, assume without loss of generality that at its optimum the relative SINR of the kth SU, SINR DL k /γ k , is strictly larger than one. It is then always possible to reduce the relative SINR of this SU by scaling down the power allocated to it, and, therefore, to further reduce the objective function. At the same time, the relative SINR of the remaining SUs is increased so that none of the inequality constraints is violated. All these facts contradict to the optimality assumption. Hence, at the optimum point all SU constraints are satisfied with equality.
However, in the presence of the PUs the balancing property does not necessarily hold for the inequality constraints in (5), which may thus be inactive at the optimum. In this paper, we propose to incorporate new slack variables p K+1 , . . . , p K+L in the underlying problem, so that the PU interference constraints in (5) transform to expressions similar to the active SU interference constraints in (4) . Towards this aim, let us first invert the constraints in (5) and rewrite the optimization problem (4)- (5) as
Next, let us introduce the slack variables p K+l ≤ 1 for l = 1, . . . , L, that can be interpreted as the virtual downlink powers of the PUs. Replacing the numerator of the lth constraint in (6) by the corresponding virtual downlink power p K+l , we obtain the following optimization problem:
Here, SINR VDL K+l denotes the virtual downlink SINR of the lth PU. It is easy to see that problems (6) and (7) yield the same solution. With the introduction of the virtual PU downlink powers in (7), the PU constraints are transformed to a structure similar to the SU QoS constraints in (4) . Recall that for latter constraints strict equality holds at the optimal solution. Following the similar argument, it can be shown that at the optimum of (7) the PU constraints are active and, therefore, can be replaced by equalities.
III. Uplink-downlink duality
In this section, we obtain an equivalent virtual uplink (VUL) problem that can be viewed as the dual of the cognitive downlink problem in (6) . This problem is given by
where q 1 , . . . , q K and q K+1 , . . . , q K+L are the virtual uplink powers corresponding to the SUs and PUs, respectively. The following lemma relates the virtual uplink problem to the original CR downlink problem.
Lemma 1:
The downlink problems (6) and (7) and the dual virtual uplink problem (8) 
where 1 K×1 is the K ×1 vector containing ones in all its entries and
Let λ max {·} denote the maximum eigenvalue of a matrix. It can be shown that for λ max { D −1 G 1 } < 1 the matrix ( D − G 1 ) is invertible and that all entries of its inverse are nonnegative [5] . In this case, the vectors p 1 = ( D − G 1 ) −1 η 1 and p 2 = G 2 p 1 also contain only nonnegative elements and the power constraint p 1 ≥ 0 K×1 in (9) can be replaced by a constraint on the maximum eigenvalue of the matrix D −1 G 1 [5] . The problem (9) then reads as
We further define the vectors
and q 2 [q K+1 , . . . , q K+L ] T and expand the cost function (13) with the term p
, which is obtained directly from the constraints in (13). The problem (13) is then equivalent to
Inserting q 1 from (14) and p 1 = (D − G 1 ) −1 η 1 in the objective function of (15), we obtain
where the first constraint in (16) follows directly from (14).
converges to a matrix with non-negative entries. If we choose q 2 ≥ 0 L×1 and if the constraints in (16) are satisfied, it follows that q 1 ≥ 0 K×1 . This is due to the fact that in this case, all the vectors and matrices in (14), including the inverse
have non-negative entries. The optimization problem (16) then becomes equivalent to
This problem defines the virtual uplink beamforming problem of (8) in the matrix notation.
IV. Lagrange duality
The Lagrange dual problem corresponding to the cognitive downlink problem (6) can be formulated as
where q 1 , . . . , q K+L ≥ 0 denote the Lagrange multipliers [9] . Lemma 2: For the Lagrange dual problem (18), strong duality holds. That is, the duality gap between the cognitive downlink problem (6) and the Lagrange dual problem (18) is zero, and both optimization problems attain the same objective function value at their optima. Further, the optimum beamforming weight vectors u 1 , . . . , u K of (6) are given by the set of vectors in the nullspace of the corresponding semidefinite matrices M 1 , . . . , M K in (18) evaluated at the optimum Lagrange multipliers q 1 , . . . , q K+L .
Proof of Lemma 2: Let u k , p m and q m denote the optimum beamforming vector, downlink power, and uplink power, respectively, that solve the problem (7) and (8) for k = 1, . . . , K and m = 1, . . . , K + L. Assume without loss of generality that at the optimum all the PU interference constraints in (5) are satisfied with strict inequality. Then there exist scalars α l > 1 for l = 1, . . . , L, such that
Note that in this case the PU SINR target γ l in (6) can be replaced by the enhanced target α l γ l without changing the optimal solution or violating any constraint of the problem (6). If we now consider the virtual uplink problem (8) and substitute γ
. . . , L, then it follows from the PU constraints in (7) and (19) that p (α) K+l = 1 at the optimum. Note that this also holds true if the interference constraint (5) of a particular PU (e.g., the lth user) is satisfied with equality at the optimum. In this case, we define γ (α) K+l = γ K+l and α K+l = 1, so that according to the PU constraints in (6) and (7) If we insert these substitutions into (8) 
. . , L. Similarly, using the same substitutions as above in the Lagrange dual problem (18), we have
It can be shown [5] , that the virtual uplink dual problem in (20), and the Lagrange dual problem (21) have identical solutions taken from the set k are non-negative definite and have at least one zero eigenvalue [5] .
We note that both problems, the virtual uplink problem (20) and the Lagrange dual problem (21) have identical objective functions, with the difference that in the former problem the objective is minimized, while it is maximized in the latter problem. We conclude that both these problems have identical solutions q 1 , . . . , q K and attain the same objective function value at the optimum. If u 1 , . . . , u K denote the optimum beamforming weight vectors of the virtual uplink problem (20), then it is clear that these vectors lie in the nullspace of the semi-definite matrices M at q 1 , . . . , q K . According to Lemma 1, the primal problem (6) is equivalent to the virtual uplink problem (20). Thus, all three problems yield identical beamforming solutions u 1 , . . . , u K and strong Lagrange duality holds for problem (6) . This further implies that the duality gap is zero.
It follows from the strong duality result of the Lemma 2, that the complementary slackness conditions K+l = 0 of the Karush-KuhnTucker (KKT) conditions [9] for problem (6) hold at the optimum. With the constraints in (20), this means that p K+l = 1 if the lth PU constraint is active at the optimum, or the corresponding virtual uplink power q K+l = 0. The complementary slackness condition can thus be compactly written as
It is worth noting that the same approach can be used to prove, from the uplink-downlink duality, that also the SDR approach of [7] yields optimal solutions in all cases. We stress that the latter fact was not proven in [7] .
The Lagrange dual of any problem is always convex [9] . Lemma 2 states that the optimal beamformers for the cognitive downlink problem (6) can be obtained from the solution of the SDP problem in (18). Thus the first algorithm we propose consists of directly solving problem (18) using standard interior-point software [10] . The optimum Lagrange multipliers q 1 , . . . , q K+L and the optimum beamformers u 1 , . . . , u K are obtained from the vectors in the nullspace of the matrices on the left side of the semi-definiteness constraints in (18). The downlink powers are obtained, e.g., from the first constraints in (9) , and equations (10)-(11). In this paper, however, we are interested in obtaining a computationally efficient algorithm that does not require interior-point software. Therefore, the SDP algorithm is used just as a performance benchmark for the iterative algorithm introduced in the next section.
V. The iterative Algorithm Next, we develop a simple algorithm for solving the optimum downlink beamforming and power allocation problem (6) iteratively. This algorithm can be viewed as an nontrivial extension of the procedure in [5] for the case with PU interference constraints. 
and the vector u k , for k = 1, . . . , K, from the solution of the corresponding generalized eigenproblem.
2) Virtual uplink power allocation update (SUs): Compute
for k = 1, . . . , K.
3) Transformation to the downlink domain: For the beamforming vectors obtained in step 1 compute the equivalent virtual downlink powers p 1 (t + 1) = ( D − G 1 ) −1 η 1 and p 2 (t + 1) = G 2 p 1 (t + 1) according to the constraints in (9) with D, G 1 , G 2 and η 1 defined in (10)- (12), respectively.
4) Virtual uplink power allocation update (PUs): Compute
(25) Convergence check: The following conditions can be used for checking the convergence:
for k ≤ K + L and l = 1, . . . , L and a small positive constant δ. The optimum power allocations after convergence at iteration T are given by p 1 (T ), . . . , p K (T ), and the corresponding beamforming vectors are obtained as u 1 (T ), . . . , u K (T ).
This iterative algorithm has several interesting properties. First of all, the update procedure in step 2 stems from the observation that, according to the SU constraints in (8), the generalized eigenvalue μ k (t) can be viewed as a measure of the instantaneous uplink SINR of the kth SU, SINR VUL k , that is achieved with a specific set of beamformers. The algorithm thus drives the SINR of the kth SU towards the target SINR VUL k = 1. Moreover, if at a specific iteration p K+l exceeds one (i.e., the solution is infeasible), then the virtual uplink power allocated to the lth user is increased. This ensures that in the next iteration more emphasis is given to the interference suppression of the lth PU in the virtual uplink beamformer design. The resulting reduction of the interference level, in turn, initiates some reduction of the slack variable p K+l to achieve the optimum balancing point. Conversely, if at some specific iteration p K+l < 1, then (25) reduces the value of q K+l , and, thus less emphasis is given to the interference suppression of the lth PU in the next iteration.
Another remarkable property of the uplink power updating procedures (24) and (25) is that the solution q 1 , . . . , q K+L , p 1 , . . . , p K+L and u 1 , . . . , u K of the cognitive downlink beamforming problem (7) and the corresponding virtual uplink problem (8) are fixed points of the iteration in the sense that q k = q k /μ k and q K+l = p K+l q K+l for k = 1, . . . , K and l = 1, . . . , L. To see that this statement holds true, consider that at the optimum the relative SINR of the kth user, given by μ k , is equal to one. Similarly, according to the complementary slackness condition derived in the previous section, at the optimum either p K+l = 1 or q K+l = 0 and thus q K+l = p K+l q K+l is a fixed point of the iteration (25).
VI. Simulation results
In this section, we present simulation results illustrating the performance of the proposed iterative algorithm in comparison with the benchmark SDP technique (which, as has been proven above, is equivalent performance-wise to the SDR beamformer of [7] ). The software package CVX has been used for solving the corresponding SDP problem. The case of K = 5 SUs and L = 5 PUs has been considered. The SN BS has been assumed to have N t = 9 antennas. Interference levels 1/γ K+l = −6 dB (l = 1, . . . , L) have been assumed for each PU. The QoS constraints γ k (k = 1, . . . , K) of the SUs were drawn from a uniform distribution in the interval [0 dB; 10 dB]. Rayleigh fading channels and noise variances of −6 dB were assumed. A total of N = 1000 independent Monte-Carlo runs were performed, with independent channel realizations and different QoS targets drawn in every run. In Figure 1 , the root mean-square estimation error (RMSE), if a few percents of outage is allowed, then the convergence speed can be substantially improved. The complexity of the proposed iterative algorithm is O{KN 2 t } per iteration. Note that the SDR algorithm in [7] has the complexity O{(KN t ) 3 } and requires at most O{(KN t ) 0.5 } iterations for convergence.
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