Nonperturbative study of SU(N) Yang–Mills theory with gauge invariant condensates of mass dimension two by Vercauteren, David
Universiteit Gent
Faculteit Wetenschappen
Vakgroep Fysica en Sterrenkunde
Nonperturbative study of SU(N ) Yang–Mills theory
with gauge invariant condensates of mass
dimension two
Niet-perturbatieve studie van SU(N )-Yang–Millstheorie met
ijkinvariante condensaten van massadimensie twee
David Vercauteren
Proefschrift tot het bekomen van de graad van
Doctor in de Wetenschappen:
Fysica
Academiejaar 2009-2010

Universiteit Gent
Faculteit Wetenschappen
Vakgroep Fysica en Sterrenkunde
Promotor: Prof. Dr. Henri Verschelde
Universiteit Gent
Faculteit Wetenschappen
Vakgroep Fysica en Sterrenkunde
Krijgslaan 281 S9, 9000 Gent, België
Tel.: +32-9-264 47 62
Fax.: +32-9-264 49 89
Dit werk kwam tot stand in het kader van een beurs van het Bijzonder Onderzoeks-
fonds van de Universiteit Gent.
Proefschrift tot het behalen van de graad van
Doctor in de Wetenschappen:
Fysica
Academiejaar 2009-2010

Dankwoord
Vooreerst gaat mijn dankbaarheid uit naar mijn promotor Henri Verschelde, dat je
naast je hele nest doctoraatsstudenten en al die passionerende vergaderingen nog
de tijd hebt gevonden om je krankzinnige (en uiteraard geniale) ideeën met mij te
delen.
’k Zoen gèrn e dikke pieper geevn an David Dudal vor ol de goeie road die
e mien gegeevn et, vor ol de discushes die mien stief vele holpen èn, en vo de
soamenwerkienge die e mien van tied toe tied gegund et. ’k Zoe jen ook willn
bedankn vo jen efforts om toch e bitje verstoanboar vlams probeern te klappn.1
Verder wil ik ook al mijn collega’s bedanken voor het gezelschap, de vriend-
schap en voor al de diepgaande, niet altijd even fysica-gerelateerde discussies.
Much gratitude also goes to Maxim Chernodub, for bringing your very in-
teresting work to my attention, thus giving the inspiration for some very fruitful
research.
Dit werk werd gesponsord door de Belgische belastingbetaler, via het Bijzon-
der Onderzoeksfonds van de Universiteit Gent. Ik heb deze vrijgevigheid zeer op
prijs gesteld.
Gent, mei 2010
David Vercauteren
1Met dank aan Fabienne Haot voor de vertaling.

Table of Contents
Dankwoord i
Nederlandse samenvatting ix
English summary xi
1 Introduction and overview 1-1
1.1 The dimension two condensate in Yang–Mills theory . . . . . . . 1-1
1.1.1 Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . 1-1
1.1.2 Overview of this work . . . . . . . . . . . . . . . . . . . 1-5
1.2 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1-6
1.2.1 Publications in international journals . . . . . . . . . . . 1-6
1.2.2 Publications in international conference proceedings . . . 1-6
2 The local composite operator formalism 2-1
2.1 Coupling a source to A2µ . . . . . . . . . . . . . . . . . . . . . . 2-2
2.2 In the background gauge . . . . . . . . . . . . . . . . . . . . . . 2-4
2.2.1 The classical action . . . . . . . . . . . . . . . . . . . . . 2-5
2.2.2 The most general counterterm . . . . . . . . . . . . . . . 2-7
2.2.3 Absorbing the counterterm . . . . . . . . . . . . . . . . . 2-9
2.2.4 Concluding remarks . . . . . . . . . . . . . . . . . . . . 2-10
3 The fate of the Savvidy vacuum 3-1
3.1 Effective action . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-2
3.1.1 Spectrum of the ghost operator . . . . . . . . . . . . . . . 3-3
3.1.2 Spectrum of the gluons . . . . . . . . . . . . . . . . . . . 3-3
3.1.3 Total . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-6
3.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-7
3.2.1 Effect of H on σ′ . . . . . . . . . . . . . . . . . . . . . . 3-8
3.2.2 Effect of σ′ on H . . . . . . . . . . . . . . . . . . . . . . 3-10
3.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-12
4 Instantons 4-1
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-2
4.2 Instantons and 〈A2µ〉 . . . . . . . . . . . . . . . . . . . . . . . . . 4-5
4.3 Computation of the action . . . . . . . . . . . . . . . . . . . . . 4-8
iv
4.3.1 Separation of the problem . . . . . . . . . . . . . . . . . 4-9
4.3.2 Numerical computation for small l . . . . . . . . . . . . . 4-10
4.3.3 WKB expansion for large l . . . . . . . . . . . . . . . . . 4-12
4.3.4 Together . . . . . . . . . . . . . . . . . . . . . . . . . . 4-15
4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-17
5 Vortices 5-1
5.1 In gradient expansion . . . . . . . . . . . . . . . . . . . . . . . . 5-3
5.2 As an expansion in the fields . . . . . . . . . . . . . . . . . . . . 5-5
5.2.1 Expansion . . . . . . . . . . . . . . . . . . . . . . . . . . 5-6
5.2.2 Tracing . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-8
5.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-12
6 Temperature I: The formalism 6-1
6.1 The asymmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . 6-2
6.2 Algebraic analysis and renormalizability . . . . . . . . . . . . . . 6-4
6.2.1 The traceless part of 〈AaµAaν〉 . . . . . . . . . . . . . . . . 6-4
6.2.1.1 Ward identities . . . . . . . . . . . . . . . . . . 6-5
6.2.1.2 The most general counterterm . . . . . . . . . . 6-7
6.2.2 The two operators combined . . . . . . . . . . . . . . . . 6-10
6.3 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6-11
6.3.1 Hubbard–Stratonovich transformation . . . . . . . . . . . 6-11
6.3.2 Determination of ω . . . . . . . . . . . . . . . . . . . . . 6-13
7 Temperature II: The action 7-1
7.1 Brute-force approach . . . . . . . . . . . . . . . . . . . . . . . . 7-2
7.2 The effective potential at zero temperature . . . . . . . . . . . . . 7-5
7.2.1 Computation of the effective potential . . . . . . . . . . . 7-5
7.2.2 Minimum of the potential . . . . . . . . . . . . . . . . . 7-14
7.3 The finite-temperature corrections . . . . . . . . . . . . . . . . . 7-16
7.3.1 Numerical minimization . . . . . . . . . . . . . . . . . . 7-17
7.3.2 Low temperatures . . . . . . . . . . . . . . . . . . . . . . 7-18
7.3.3 High temperatures . . . . . . . . . . . . . . . . . . . . . 7-20
7.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7-22
8 Effective field theory and composite operators 8-1
8.1 Effective field theory and integrating out of degrees of freedom . . 8-2
8.2 Integrating in degrees of freedom . . . . . . . . . . . . . . . . . . 8-10
8.3 Generalized Hubbard–Stratanovich transform for path integrals . . 8-15
8.4 The Gross–Neveu model . . . . . . . . . . . . . . . . . . . . . . 8-18
8.5 Local composite operators and superconductivity . . . . . . . . . 8-22
9 Conclusion 9-1
vA Special functions and other cool stuff A-1
A.1 The Γ and digamma functions . . . . . . . . . . . . . . . . . . . A-1
A.2 Sums at finite temperature . . . . . . . . . . . . . . . . . . . . . A-2
A.3 The ζ functions . . . . . . . . . . . . . . . . . . . . . . . . . . . A-3
A.3.1 The Riemann ζ function . . . . . . . . . . . . . . . . . . A-3
A.3.2 The Hurwitz ζ function . . . . . . . . . . . . . . . . . . . A-4
A.4 Hypergeometric functions . . . . . . . . . . . . . . . . . . . . . A-5
A.5 The Schwinger trick . . . . . . . . . . . . . . . . . . . . . . . . . A-6
A.6 The Gel’fand–Yaglom trick . . . . . . . . . . . . . . . . . . . . . A-7
A.7 Functional traces and the scattering phase shifts . . . . . . . . . . A-8
A.8 Langer correction . . . . . . . . . . . . . . . . . . . . . . . . . . A-9
References R-i



Nederlandse samenvatting
–Summary in Dutch–
Bij ‘roepen’ hoort ‘riep’, maar bij ‘snoepen’ geen ‘sniep’.
Bij ‘lopen’ hoort ‘liep’ maar bij ‘kopen’ geen ‘kiep’.
En evenmin hoort bij ‘slopen’: ‘sliep’.
Uit: De linguïstieke logica van het Nederlands, H. Hagers
In deze doctoraatsthesis bestudeer ik de wisselwerking tussen het gluoncondensaat
van dimensie twee en andere fenomenen die optreden in SU(N )-Yang–Millstheo-
rieën. Dit condensaat is essentieel gebleken in de niet-perturbatieve studie van het
vacuüm van deze theorieën en is in de literatuur al vanuit verscheidene standpun-
ten onderzocht. Ook vanuit analytische richting is heel wat onderzoek verricht, en
het is vanuit het werk van Verschelde et al. dat ik vertrek.
Vooreerst geeft dit condensaat het gluon een effectieve massa. Dit is van groot
belang, gezien dit een broodnodige oplossing biedt voor heel wat laag-energetische
moeilijkheden. Massieve Yang–Millstheorie is echter evenmin zonder problemen,
maar er is gebleken dat het mogelijk is dit te bestuderen in een renormaliseerbaar
kader. Ik toon aan dat dit kader kan worden uitgebreid naar de inclusie van achter-
grondvelden in de achtergrondijk.
In de jaren zeventig werd gevonden dat het vacuüm van SU(2)-Yang–Millsthe-
orie onstabiel is, en dat spontaan een chromomagnetisch veld zou worden gegene-
reerd. Zulk een veld kan op zijn beurt echter ook weer het einde van het verhaal
niet zijn, aangezien het niet alleen de symetrieën van de theorie breekt, maar ook
omdat er in de aanwezigheid van zo’n veld tachyonen kunnen bestaan. Deze ta-
chyonen zullen het vacuüm verder destabiliseren. Het in rekening brengen van
de effectieve gluonmassa afkomstig van het condensaat van dimensie twee brengt
hier soelaas. Een stabiel vacuüm kan worden gevonden, en dit bevat geen chro-
momagnetisch veld meer. Andersom vind ik ook dat sterke chromomagnetische
velden —die kunnen optreden in kernen of in hoog-energetische botsingen— het
condensaat vernietigen.
Gezien het condensaat een nauwe link heeft met topologische excitaties, kijk
ik daar ook naar. Een eerste voorbeeld zijn instantonen. Instantonfysica wordt
eveneens geplaagd door infraroodproblemen, maar dit keer blijkt dat het conden-
saat geen sluitende oplossing brengt. Wel vind ik dat de twee fenomenen —de
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instantonen en de fluctuaties eromheen— verschillende bijdragen leveren tot het
condensaat. Daarnaast bestudeer ik ook vortices. Ik vind sterke aanwijzingen
dat er vortices in het vacuüm aanwezig moeten zijn, gezien zij de vacuümener-
gie verlagen. De computationele moeilijkheid verhindert echter een dieper gaande
analyse.
Als laatste onderzoek ik de invloed van temperatuur op het condensaat. Bij ein-
dige temperatuur speelt ook de elektrisch-magnetische asymmetrie een rol, door-
dat een temperatuursbad Lorentzsymmetrie breekt. Hierom breid ik het formalis-
me uit om deze asymmetrie toe te laten, en ik bewijs dat de uitbreiding renorma-
liseerbaar blijft. Vervolgens bereken ik de effectieve actie. Deze minimaliseren
geeft het temperatuursverloop van het condensaat en zijn asymmetrie, en de be-
komen resultaten komen kwalitatief goed overeen met wat is waargenomen op het
rooster.
English summary
Say inveigh, neigh, but inveigle,
Make the latter rhyme with eagle.
Mind! Meandering but mean,
Valentine and magazine.
From: The Chaos, Dr. Gerard Nolst Trenité
In this doctoral thesis, I study the interrelation between the dimension two gluon
condensate and other phenomena occurring in SU(N ) Yang–Mills theories. This
condensate has turned out to be essential for a nonperturbative study of the vacuum
of these theories, and it has already been studied from several points of view in the
literature. Also from the analytical side much research has been done, and it is
from the work by Verschelde et al. that I start.
First, this condensate gives the gluon an effective mass. This is of major impor-
tance, as it offers a much needed solution to many a low-energy problem. Massive
Yang–Mills theory, however, is not without trouble either, but it has turned out to
be possible to study it in a renormalizable framework. I show that this framework
can be extended to include background fields in the background gauge.
In the seventies the vacuum of SU(2) Yang–Mills theory was found to be un-
stable, and a chromomagnetic field would be spontaneously generated. Such a
field cannot in its turn be the end of the story either, as it not only breaks the sym-
metries of the theory, but also because tachyons can exist in the presence of such a
field. These tachyons will destabilize the vacuum again. Taking an effective gluon
mass coming from the dimension two condensate into account solves this. A stable
vacuum can be found, and this vacuum does not contain a chromomagnetic field
any longer. In the opposite approach I also find that strong chromomagnetic fields
—which can arise in nuclei or in high-energy collisions— destroy the condensate.
As the condensate is closely linked with topological excitations, I also look
into this. A first example are instantons. Instanton physics is also plagued by
infrared problems, but this time it turns out that the condensate does not yield us
a statisfactory solution. I do find that the two phenomena —the instantons and the
fluctuations around them— give separate contributions to the condensate. Besides
this I also study vortices. I find strong indications that vortices have to be present
in the vacuum, as they lower the vacuum energy. The computational difficulty
prohibits a more profound analysis, though.
xii ENGLISH SUMMARY
Finally I study the influence of temperature on the condensate. At finite tem-
perature the electric-magnetic asymmetry also comes into the pictures, as a heat
bath breaks Lorentz symmetry. As such I extend the formalism to allow for this
asymmetry, and I prove that this extention remains renormalizable. Then I com-
pute the effective action. Minimalizing it gives the temperature dependence of the
condensate and its asymmetry, and the obtained results agree qualitatively with
what is observed on the lattice.
1
Introduction and overview
Ár var alda þar er Ýmir bygði,
vara sandr né sær né svalar unnir,
jörð fannsk æva né upphiminn,
gap var ginnunga, en gras hvergi.
From: Völuspá
1.1 The dimension two condensate in Yang–Mills the-
ory
1.1.1 Setting
After many decades of work, it is now clear that the strong forces are described by
the theory of Quantum Chromodynamics (QCD). This theory describes hadrons as
tightly bound states of quarks and antiquarks, which interact via the strong force
mediated by gluons.
When this theory was originally developed, immediately the question arose
why no free quarks were being observed. This led to the proposal of confinement,
which means that quarks are so strongly interacting that they cannot be freed. This
idea is nowadays generally accepted, and the potential between quarks has been
measured in lattice simulations, turning out to rise linearly with the distance —a
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string holds together the quarks in a bound state. However, the precise mechanisms
underlying confinement are still badly understood, and this is still an active field
of research.
Another point where QCD continues to puzzle physicists is mass generation.
All fundamental fields in the theory are (nearly) massless,1 but the effective spec-
trum consists of quite heavy states. Somehow, nonperturbative effects give the
fields present in the theory a dynamically generated mass. As this work treats the
pure Yang–Mills (glue) sector of QCD, I will from now on ignore quarks and focus
on gluons instead.
As gluons are described by a gauge theory —SU(3) Yang–Mills theory—
gauge invariance protects them from having a mass already at the fundamental
level. The only other way to get a gauge boson mass at the perturbative level is the
Higgs mechanism, and clearly this does not apply to QCD. Nonetheless already in
the eighties it was dawning that a gluon mass was to be part of the dynamics.
At the phenomenological level, several early authors argued that a gluon mass
had to be included in order to explain experimental observations [1–3]. The masses
that are found vary wildly, from 0.5GeV to more than 1GeV. In lattice simula-
tions, the behavior of the gluon is more readily accessible, and it has turned out
that the gluon propagator is not the massless∝ 1/p2. From these works, a mass of
0.6GeV emerges (see for example [4] for an early one in SU(3)). Also at the the-
oretical side, the approach using the Schwinger–Dyson equations leads to a gluon
mass of around 0.5GeV [5].
Now the question remains how this mass is exactly generated. One could imag-
ine a scenario analogous to the mass generation in the Gross–Neveu model [6]:
gluons attract each other, form tachyons and the gluon pairs condense [7–9]. This
brings us to the notion of condensates: a condensate of gluon pairs would result in
a nonvanishing vacuum expectation value for the operator A2µ.
The operator A2µ is not gauge invariant, and as such one can wonder whether
it could be at all relevant for physical quantities. Again, phenomenological con-
siderations point in the direction of an affirmative answer. In the operator product
expansion (OPE), one considers correlators Π to behave like the predictions from
the parton model plus corrections containing nonperturbative physics:
Π(q2) = (parton model prediction)
1 + a
ln q
2
ΛQCD
+
b
q2
+
c
q4
+ · · ·
 , (1.1)
where the constants a, b and c depend on the quantum numbers of the current which
one is computing the correlation function of. For dimensional reasons, cmust have
a mass dimension of four, and so one expects it to be proportional to the vacuum
1This is, naturally, when one takes only light quarks into account and puts their masses equal to
zero. For the more realistic case, things are more complicated, but the puzzle remains.
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expectation value of F 2µν . Similarly, b must have a mass dimension of two, and
so would be proportional to some condensate of mass dimension two. It turns out
that, even for physical observables, one must take into account the 1/q2 corrections
in order to find acceptable agreement with experimental data [3, 10–12], which
implies that the dimension two condensate must be physically relevant.
Now, however, consider not just 〈A2µ〉, but the value in that gauge where it
reaches its minimum 〈A2min〉:
〈A2min〉 =
〈
min
U
1
V T
∫
d4x(AUµ )
2
〉
, (1.2)
where the minimization is performed over the entire gauge group, and AUµ denotes
the gauge transformed value of Aµ under the gauge transform U . This way, one
has a quantity which is gauge invariant by construction [13,14], but in general this
minimal value is a very nonlocal quantity. The value of (1.2) can be expanded in a
perturbative series as2
A2min =
∫
d4x
[
Aaµ
(
δµν − ∂µ∂ν
∂2
)
Aaν
− gfabc
(
∂ν
∂2
∂Aa
)(
1
∂2
∂Ab
)
Acν
]
+O(A4) .
(1.3)
However, it turns out that the minimum is reached in the exact Landau gauge.
This means that, when working in the Landau gauge ∂µAµ, (1.3) reduces to just
A2µ, and the vacuum expectation value of the local operator A
2
µ gets a physical
meaning.
The 〈A2min〉 condensate is also closely linked with topological excitations like
vortices, monopoles and such. For example, if one considers a vortex carrying a
certain amount of magnetic flux ~B, then we have that
∮
~A · ~dx = ∫ ~B · ~dS 6= 0,
which means that, no matter the gauge, Aµ cannot vanish everywhere. This means
that 〈A2min〉 must be nonzero in the presence of such a vortex, and so it can be used
to signal the occurrence of such excitations.
In order to test these ideas, Gubarev et al. looked at compact QED. This theory
is confining when the coupling e2 is large and nonconfining when it is small. There
is a phase transition near e2 ≈ 1. In [13] they computed the value of 〈A2µ〉 in the
Landau gauge for various values of the coupling constant, and they found that,
indeed, the phase transition has a large effect on the condensate —in the confining
phase it shows nontrivial behavior, while in the deconfined phase the condensate
has its perturbative value. This is shown in figure 1.1.
In Yang–Mills theory, of course, things are more complicated. For one thing it
is not as easy to compute 〈A2µ〉 on the lattice, as it is less clear how to subtract the
divergences. Nonetheless it is possible to get a lower bound from the difference
2See for example [15] for a full derivation hereof.
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Figure 1.1: The value of 〈A2µ〉 in the Landau gauge in compact QED, from [13]. The
(divergent) noncompact QED value has been subtracted to make it finite. Small β
corresponds to strong coupling and thus to the confining phase.
over the phase transition, and in [14] this was found to give 〈A2min〉 ≥ (760MeV)2.
Furthermore it seems like it that the dimension two condensate has two compo-
nents in Yang–Mills theory: one soft component related to instantons, which will
enter the OPE for gauge noninvariant quantities like the gluon propagator [16];
and a hard component relevant for physical quantities.
The logical question is then how this dimension two condensate can be tack-
led analytically. It is a local composite operator (LCO), which means that there
are several difficulties like the Borel nonsummability due to ultraviolet renor-
malons [17, 18] and the question of how to seperate the (divergent) perturbative
contribution from the more interesting nonperturbative part [18, 19]. Furthermore
coupling a source to the operator A2µ will generate new divergences, and adding
counterterms to absorb them will spoil an energy interpretation of the effective
action [20].
In the nineties Verschelde et al. developed a formalism to compute the vacuum
expectation value of the local composite operator ψψ in the Gross–Neveu model
[21, 22]. Their way circumvented both problems of Borel nonsummability and of
renormalization. Furthermore a way was found to construct an effective potential
that could be given the interpretation of an energy. A one-loop computation gave
very good results [21], and going to two loops improved the results yet more [22].
Finally the method was applied to Yang–Mills theory without [23] and later
with [24] quarks. They found an effective gluon mass of around 500MeV. The
method is renormalizable to all order in perturbation theory [25] but not unitary in
the gluon sector. However, one can hope that confinement will ensure unitarity in
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the physical, color-singlet sector. It is this method that I will be using in this work
to study 〈A2µ〉 more closely. Therefore the next chapter will be devoted to it, and I
will not say more about it here.
1.1.2 Overview of this work
This is the state of the art where my work starts. I apply the formalism described
in [23] to study the interplay between the dimension two condensate and several
other phenomena in Yang–Mills theory.
In the seventies, Savvidy showed that the perturbative vacuum of Yang–Mills
theory is unstable under the formation of a constant and abelian chromomagnetic
field [26]. This can, of course, not be the end of things, as such a field violates both
Lorentz and gauge invariance. Nielsen and Olesen then showed that, furthermore,
the effective action in the presence of a constant chromomagnetic field has an
imaginary part [27]. This imaginary part describes the decay of this false vacuum.
In chapter 3 I show how the dimension two condensate destroys the Savvidy field
and stabilizes the vacuum.
A second topic approached concerns instantons. These are solutions to the
classical field equations [28] that attracted quite some attention, as they are an
important source of nonperturbative effects like chiral symmetry breaking. They
seem to be closely linked to 〈A2µ〉 [29], and so chapter 4 is devoted to their study
in the formalism of LCOs.
Then, chapter 5 touches the topic of vortices. Vortices seem to be responsible
for confinement [30, 31] —at least in the maximal center gauge. They are not as
readily accessible in the continuum limit, but some work can still be done on them.
In order to address all these topics, it is necessary to generalize the LCO for-
malism to the Landau background gauge. In chapter 2 I show that not only this
is possible, but also I find the unique dimension two operator that ought to be
considered.
In chapters 6 and 7, I turn to the study of finite temperature. In [32] the
LCO formalism was already applied to Gross–Neveu at finite temperature, and
a chiral symmetry restorating phase transition was found. The study of 〈A2µ〉 in
Yang–Mills theory at finite temperature is slightly more involved, and an electric-
magnetic asymmetry has to be taken into account. This asymmetry was already
studied on the lattice by Chernodub and Ilgenfritz [33], and so the results of the
analytical approach can be immediately compared with the lattice, which works
out quite well.
Finally, chapter 8 discusses some more general stuff about the local composite
operators formalism, in specific it deal with how the formalism can be extended to
be used in the setting of effective field theories.
Chapter 9 concludes my work.
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2
The local composite operator
formalism
From: Saimon no Ji, Matsuo Basho¯
In this chapter, composite operators and the local composite operator (LCO) for-
malism are introduced. This formalism was originally developed in [21,22] for the
Gross–Neveu model, and subsequently applied to Yang–Mills theory in the Lan-
dau gauge in [23]. The basic idea is to couple a source J to the A2µ operator and to
compute the vacuum expectation value of the condensate by taking the derivative
of the partition function Z[J ] with respect to J . However, certain complications
arise, like the emergence of new divergences which need to be absorbed. Section
2.1 contains all details concerning this procedure.
In my work I often switch on classical background fields, which force one to
work in the Landau background gauge instead of in the ordinary Landau gauge.
The original LCO formalism has to be expanded to allow for this. In section 2.2 I
explain how this can be done, and I prove the renomalizability of the new formal-
ism to all orders in an algebraic setting.
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2.1 Coupling a source to A2µ
In this section I outline the LCO formalism for Yang–Mills theory in the Landau
gauge as originally proposed in [23]. We start from the usual gauge-fixed Yang–
Mills action
SYM+gf =
∫
d4x
(
1
4
F 2µν +
1
2ξ
(∂µAaµ)
2 − c¯a∂µDµca
)
, (2.1)
where F aµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµAcµ is the Yang–Mills field strength and
c¯a and ca are the antighost and ghost fields respectively. The Landau gauge limit
ξ → 0 is understood.
In order to compute the vacuum expectation value of A2µ in the Landau gauge,
let us couple a source J to this operator:
Z[J ] = e−W [J] =
∫
[dAaµ]e
−SYM+gf− 12
R
d4x JA2µ , (2.2)
such that 12 〈A2µ〉 = δδJW [J ]|J=0. Now two new kinds of divergences will be
generated, which were not present without the source term: there are divergences
linear in J and that can be absorbed by renormalizing the source J0 = ZJJ , and
there are the more problematic divergences quadratic in J coming from diagrams
like
. (2.3)
In order to absorb these, it is necessary to add a term ζJ2/2 to the Lagrangian. This
introduces a new parameter ζ to the theory. We will need to somehow determine
this parameter later on. Now we have that
δ
δJ
W [J ] =
〈
1
2
A2µ − ζJ
〉
, (2.4)
such that, in the limit J → 0, we again recover the condensate we are interested
in.
Now the theory is multiplicatively renormalizable, as shown in [25]. A similar
procedure can be applied to find renormalizable actions for generalized dimension
two condensates including a ghost contribution c¯aca in the maximally Abelian and
Curci–Ferrari gauges [34–36]. This stands in contrast with the common wisdom
that massive Yang–Mills theory cannot be renormalized. The renormalizability
here is due to our fixing the gauge first and adding a source term only afterwards.
One element still lacking is the determination of ζ. This is possible via the
renormalization group. We have that, using dimensional regularization (i.e. work-
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ing in d = 4−  dimensions),
µ
∂
∂µ
ζ = 2γJζ + (+ 2γJ)δζ − β ∂
∂g2
δζ , (2.5)
where γJ is the anomalous dimension of J defined as
γJ = µ
∂
∂µ
lnZJ , (2.6)
and δζ is the divergent part of the ζJ2 term, defined as
ζ0J
2
0 = (ζ + δζ)J
2 . (2.7)
If we set ζ to be a meromorphic function of g2, we keep only one running pa-
rameter in the theory. From (2.5) then follows a differential equation which can
be solved with a Laurent series around g2 = 0. This series will start with a g−2
term, and it turns out that, in order to find ζ up to n-loop order, it is necessary
to compute the renormalization group coefficients β, γJ and δζ to (n + 1)-loop
order. In [23, 24] the computations have been done to three-loop order, allowing
to determine ζ to two loops. As they will be needed throughout my work, I quote
the one-loop results here:
ζ =
N2 − 1
g2N
9
13
+
N2 − 1
(4pi)2
161
52
, (2.8a)
δζ = −3
2
N2 − 1
(4pi)2
2

. (2.8b)
Other parameters will not be necessary.
By adding the ζJ2 term, one new problem has been introduced: it is not
straightforward to give an energy interpretation to the effective action in the pres-
ence of such a J2 term [20]. It is still possible to do a Legendre transformation
to find the value of the condensate, but it is less cumbersome, especially for more
general J , to use a Hubbard–Stratanovich transformation. This introduces unity
into the path integral in the form
1 =
∫
[dσ] exp− 1
2ζ
∫
d4x
(
σ
g
+
1
2
A2µ − ζJ
)2
, (2.9)
where a new field σ has been introduced. This effectively eliminates the term
quadratic in the source J , and the resulting path integral is
Z[J ] = e−W [J] =
∫
[dAµ][dσ]e−SYM+gf−SLCO+
R
d4xσJg , (2.10)
where SLCO is given by
SLCO =
σ2
2g2ζ
+
gσA2µ
2g2ζ
+
(A2µ)
2
8ζ
. (2.11)
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Now taking the derivative with respect to J brings down σ/g, and so we find that
〈σ〉J = −g
〈
1
2
A2µ − ζJ
〉
. (2.12)
We can conclude that we have but to compute the effective action for σ using the
new Lagrangian, and from that we can find 〈A2µ〉. From the expression for SLCO it
is also evident that a space-time independent vacuum expectation value for σ will
give the gluon an effective mass
m2eff =
σ
gζ
= gσ
13
9
N
N2 − 1 (2.13)
at lowest order.
2.2 In the background gauge
In the following chapters we will need the LCO formalism to be extended to the
Landau background gauge. This gauge arises when considering a classical back-
ground field Aˆaµ:
Aaµ = Aaµ + Aˆaµ , (2.14)
whereAaµ represents the quantum part of the gauge field. Using this split-up of the
fields, one can do perturbation theory around a non-trivial vacuum. In the exact
path integral such a rewrite of the field will, naturally, change nothing, but at any
finite order in perturbation theory it is possible to uncover non-trivial effects in this
way. The Landau gauge condition ∂µAaµ = 0 is now replaced by
1
DˆµAaµ = Dˆµ(Aaµ − Aˆaµ) = 0 , (2.15)
where Dˆµ is the covariant derivative contaning only the background field Aˆaµ. In
this gauge the ghost action is changed accordingly to
Lgh =
∫
d4x c¯aDˆµDµca . (2.16)
The condensate 〈A2µ〉we want to compute the vacuum expectation value of will, of
course, also need to be modified. It turns out that, if we demand renormalizability
of the action, the operator A2µ = (Aaµ − Aˆaµ)2 is to be considered. I will now
prove that this is indeed the only possible choice. For this I use the algebraic
renormalization formalism, and the computations outlined below are parallel to
those done by Dudal et al. in the linear covariant gauges [25]. The algebraic
analysis of the background gauge has already been explored by Grassi, Hurth and
Quadri [37], and their approach is used in the following.
1Mark that, in practice, Aˆaµ will always be chosen to satisfy the Landau gauge, in which case many
of the expressions in this section simplify considerably. However, it is for now more opportune to leave
Aˆaµ more general, as it will allow to take functional derivatives with respect to Aˆ
a
µ andΩ
a
µ more freely.
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2.2.1 The classical action
We start from the action of pure Yang–Mills theory in the Landau background
gauge:
SYM+gf =
∫
d4x
(
−1
4
(F aµν)
2 + baDˆµ(Aaµ − Aˆaµ) + c¯aDˆµDµca
)
. (2.17)
Here we introduced the Nakanishi–Lautrup field ba, which is a Lagrange multiplier
for the gauge fixing condition. A second part of the action consists of the source
field J coupled to the operator we are considering, which I leave more general for
now:
SJ =
∫
d4x
(
1
2
J(A2µ + αA
a
µAˆ
a
µ + βAˆ
2
µ) +
ζ
2
J2
)
, (2.18)
where the term in J2 has been added to absorb the quadratic divergences in the
source field. The numbers α and β will be determined by demanding renormaliz-
ability. The parameter ζ has to be introduced here, and, just as in the case without a
background field, it will have to be determined using other considerations. Finally
we introduce classical source fields ∆∗, A∗aµ, and c
∗a coupling to the nonlinear
BRST variations of the fields and operators under consideration:
Sext =
∫
d4x
(
∆∗
(
(Aaµ +
α
2 Aˆ
a
µ)Dµca − (α2Aaµ + βAˆaµ)Ωaµ
)
−A∗aµ(Dµca +Ωaµ) +
1
2
gfabcc∗acbcc
)
, (2.19)
where we have introduced the ghost field Ωaµ, which is the BRST transformation
of Aˆaµ. The term in A
∗a
µΩ
a
µ has been added in order to allow to absorb the coun-
terterms later on. If we add one final term∫
d4x c¯aDµΩaµ (2.20)
necessary to cancel some spurious terms coming from the BRST variation of Aˆaµ,
the total action is invariant under the nilpotent BRST transformation s defined by
sAaµ = −Dµca , sca =
1
2
gfabccbcc ,
sc¯a = ba , sAˆaµ = Ω
a
µ , s∆
∗ = J , (2.21)
sba = sJ = sΩaµ = sA
∗a
µ = sc
∗a = 0 .
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The full action can be rewritten in the form
S =− 1
4
∫
d4x(F aµν)
2 + s
∫
d4x
(
c¯aDˆµ(Aaµ − Aˆaµ)
+
1
2
∆∗(A2µ + αA
a
µAˆ
a
µ + βAˆ
2
µ)−A∗aµ(Aaµ − Aˆaµ) + c∗aca +
ζ
2
∆∗J
)
.
(2.22)
From this form, the BRST invariance is easy to see: working with s on the first
term will give a mere gauge transformation with ca as the gauge function, and
working on the second part will give zero as s is nilpotent by definition.
At the classical level, the theory is characterized by some powerful identities.
We have the Slavnov–Taylor identity:
S(S) =
∫
d4x
(
δS
δAaµ
δS
δA∗aµ
+
δS
δca
δS
δc∗a
+ ba
δS
δc¯a
+Ωaµ
δS
δAˆaµ
+ J
δS
δ∆∗
)
= 0 ,
(2.23a)
which is nothing but a reexpression of the BRST invariance of the action; the
equation for the Nakanishi–Lautrup field:
δS
δba
= Dˆµ(Aaµ − Aˆaµ) ; (2.23b)
the antighost equation:
δS
δc¯a
+ Dˆµ δS
δA∗aµ
= DµΩaµ , (2.23c)
which can straighforwardly be found by taking the derivative with respect to the
antighost field c¯a and rewriting the composite operator Dµca as a derivative with
respect to A∗aµ; and the ghost Ward identity:
δS
δca
+ Dˆµ δS
δΩaµ
+ gfabcc¯b
δS
δbc
= (1 + α2 )∂µ(∆
∗Aaµ)
+ (α2 + β)∂µ(∆
∗Aˆaµ)−DµA∗aµ + gfabccbc∗c . (2.23d)
This last identity can be found by first taking the derivative of the action with
respect to the ghost field ca:
δS
δca
= −DµDˆµc¯a+∂µ(∆∗Aaµ)+ α2Dµ(∆∗Aˆaµ)−DµA∗aµ+gfabccbc∗c . (2.24)
Then we note that
[Dˆµ,Dµ]ab = −gfabcDˆµ(Acµ − Aˆcµ) = −gfabc
δS
δbc
, (2.25)
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which gives
δS
δca
+ gfabcc¯b
δS
δbc
= −DˆµDµc¯a + ∂µ(∆∗Aaµ)
+ α2Dµ(∆∗Aˆaµ)−DµA∗aµ + gfabccbc∗c . (2.26)
In order to get rid of the composite operator term with Dµc¯a, we consider:
δS
δΩaµ
= α2∆
∗Aaµ + β∆
∗Aˆaµ +Dµc¯a . (2.27)
Using this, we immediately find (2.23d).
2.2.2 The most general counterterm
When doing perturbation theory, counterterms have to be added to the classical
theory. If we write this as S + Sct, where  is the perturbation parameter, then we
can demand the full action to obey the same set of identities (2.23) up to leading
order in . For the counterterm, this translates to the conditions:
BSSct = 0 , (2.28a)
δSct
δba
= 0 , (2.28b)
δSct
δc¯a
+ Dˆµ δS
ct
δA∗aµ
= 0 , (2.28c)
δSct
δca
+ Dˆµ δS
ct
δΩaµ
= 0 , (2.28d)
where BS is the linearized operator:
BS =
∫
d4x
(
δS
δAaµ
δ
δA∗aµ
+
δS
δA∗aµ
δ
δAaµ
+
δS
δca
δ
δc∗a
+
δS
δc∗a
δ
δca
+ ba
δ
δc¯a
+Ωaµ
δ
δAˆaµ
+ J
δ
δ∆∗
)
, (2.28e)
which is again nilpotent. Now it follows from the general theory concerning al-
gebraic renormalization that the most general invariant local counterterm can be
parametrized as
Sct = −a1
4
∫
d4x(F aµν)
2 + BS
∫
d4x Ξ , (2.29)
where Ξ is the most general local polynomial with dimension 4 and ghost number
−1. In order to write this down, we need the dimensions and ghost numbers of the
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fields and sources:
Aaµ Aˆ
a
µ c
a c¯a ba J Ωaµ A
∗a
µ c
∗a ∆∗
dimension 1 1 0 2 2 2 1 3 4 2
ghost number 0 0 1 −1 0 0 1 −1 −2 −1
With this we can write down the most general form for Ξ:
Ξ = a2AaµA
∗a
µ + a3Aˆ
a
µA
∗a
µ + a4c
ac∗a + a5Aaµ∂µc¯
a + a6Aˆaµ∂µc¯
a
+ a7gfabcAˆaµA
b
µc¯
c + a8gfabcc¯ac¯bcc + a9bac¯a + a10∆∗A2µ
+ a11∆∗AˆaµA
a
µ + a12∆
∗Aˆ2µ + a13∆
∗c¯aca + a14∆∗J . (2.30)
The ai, i = 1, . . . , 14, are arbitary parameters. With this form, the constraint
(2.28a) is automatically fullfilled. The equation (2.28b) gives:
Dˆµ(a2Aaµ + a3Aˆaµ)− a5∂µAaµ − a6∂µAˆaµ + a7gfabcAˆbµAcµ
+ 2a8gfabcc¯bcc + 2a9ba − a13∆∗ca = 0 , (2.31)
from which we find
a2 = a5 = −a7 , a3 = a6 , a8 = a9 = a13 = 0 . (2.32)
The constraint (2.28c) is now already satisfied. The ghost Ward identity (2.28d)
gives:
(a2 + a3)∂µDˆµc¯a + a4DµDˆµc¯a − a4gfabccbc∗c + (a2 + a3 + a4)∂µA∗aµ
+ a4DµA∗aµ +
(
a2(1 + α2 )− a4 + 2a10 + a11
)
∂µ(∆∗Aaµ)
+
(
a3(1 + α2 )− a4 α2 + a11 + 2a12
)
∂µ(∆∗Aˆaµ) + a4
α
2 gf
abc∆∗AˆbµA
c
µ = 0 ,
(2.33)
which yields
a2 = −a3 , a11 = −a2(1 + α2 )− 2a10 ,
a12 = a2(1 + α2 ) + a10 , a4 = 0 .
(2.34)
Finally we find for Ξ:
Ξ = a2(Aaµ − Aˆaµ)
(
A∗aµ + Dˆµc¯a − (1 + α2 )∆∗Aˆaµ
)
+ a10∆∗(Aaµ − Aˆaµ)2 + a14∆∗J . (2.35)
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2.2.3 Absorbing the counterterm
From equation (2.35), we can write down the most general counterterm consistent
with the symmetries of the theory:
Sct =
∫
d4x
(
− (a14 + a2)(F aµν)2 + a2(∂µAaν)F aµν + a2(DµAˆaν)F aµν
− a2c¯aDˆ2ca + (a2 + a10)J(Aaµ − Aˆaµ)2 + a14J2
+∆∗(Aaµ − Aˆaµ)
(
(a2 + 2a10)∂µca
+ (a2 α2 − 2a10)gfabccbAˆcµ + (−a2 α2 + 2a10)Ωaµ
)
− a2(1 + α2 )∆∗(AˆaµDµca − Ωaµ(Aaµ − 2Aˆaµ))
+ a2A∗
a
µ(Dˆµca +Ωaµ)− a2ΩaµDˆµc¯a
)
. (2.36)
Now it is clear that, in order to reabsorb this counterterm into the classical action,
we need to have α = −2 and β = 1. Then we can absorb the counterterm with
multiplicative renormalization. If we write the bare fields Φ0 = Z
1/2
Φ Φ for the
fields Aaµ = Aaµ − Aˆaµ, ca, c¯a, and ba, then we find:
Z
1/2
A = Z
−1/2
b = 1 + 
(a1
2
+ a2
)
, Z1/2c = Z
1/2
c¯ = 1− 
a2
2
. (2.37a)
For the parameters we write g0 = Zgg and ζ0 = Zζζ, and we find:
Zg = 1− a12 , Zζ = 1 + 
(
2a1 − 4a10 + 2
ζ
a14
)
. (2.37b)
For the sources J , ∆∗, A∗aµ, and c
∗a we write Φ0 = ZΦΦ:
ZJ = 1 + (−a1 + 2a10) , Z∆∗ = 1 + 
(
−a1
2
+
a2
2
+ 2a10
)
,
ZA∗ = Z1/2c , Zc∗ = Z
1/2
A .
(2.37c)
For the classical fields Aˆaµ and Ω
a
µ, we write the bare fields as Φ0 = Z
1/2
Φ Φ, and
we find:
Z
1/2
Aˆ
= Z−1g , ZΩ = Z
−1/2
c . (2.37d)
Finally mark thatAaµ and Aˆaµ renormalize separately. For this reason one must
consider the local composite operator A2µ instead of A2µ, which would not be mul-
tiplicatively renormalizable.
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2.2.4 Concluding remarks
As we are working in a different gauge, one could expect the ζ parameter to be
modified. However, this is not the case for dimensional reasons. In the limit
Aˆaµ → 0, the Landau background gauge reduces to the ordinary Landau gauge,
and so the value for ζ should be equal to the backgroundless value in that limit.
Introducing a background field cannot modify it, as there are no other dimensionful
quantities present to make a dimensionless function.2 This argument also carries
through for the renormalization group parameters. We can conclude that the values
in equations (2.8) are valid in the Landau background gauge as well.
2I will always work in mass independent renormalization schemes.
3
The fate of the Savvidy vacuum
From: Ra¯ma¯yan. a, Va¯lmı¯ki
In the seventies, Savvidy [26] used a renormalization group analysis to find that
the SU(2) Yang–Mills vacuum is unstable against formation of a constant chromo-
magnetic field. Such a field, though, is neither gauge nor Lorentz invariant, and so
it cannot be the final physical vacuum either.
Not much later Nielsen and Olesen [27] showed that the action in such a field
has an imaginary part, meaning that the Savvidy vacuum will decay and is unstable
as well. Ever since then, many ways have been explored in order to stabilize this,
the most well-known being a dynamical Higgs approach [27,38] and the “spaghetti
vacuum” [39] consisting of a superposition of many domains with different orien-
tations, forming a kind of liquid crystal. Recently new roads of investigation have
been explored using the Cho–Faddeev–Niemi decomposition [40, 41] —see for
example [42–44].
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Already in [27] it was noted that the instability signaled by the imaginary part
would disappear if the gluon gets a sufficiently high mass. In this chapter I inves-
tigate this with the formalism of LCOs. Section 3.1 will be devoted to calculating
the effective action, which will be discussed in section 3.2. There I search for min-
ima of the action, and I consider the effect of each field on the induced value of
the other one. Finally, in section 3.3 my conclusions are presented.
3.1 Effective action
I now proceed to combine the formalism of massive gluons using the LCO formal-
ism in the Landau background gauge with a constant chromomagnetic background
field. The action I depart from is given by
L = 1
4
(F aµν [Aµ + Aˆµ])2 −
1
2ξ
(Dµ[Aˆµ]Aaµ)2 + c¯aDµ[Aˆµ]Dµ[Aµ + Aˆµ]ca
+
σ2
2g2Zζζ
+
1
2
Z2
g2Zζζ
gσ(Aaµ)2 +
1
8
Z22
Zζζ
(Aaµ)4 . (3.1)
For simplicity, I will work in SU(2). If we choose the background to be a
chromomagnetic field in the z-direction in space and in the 3-direction in isospace,
we can write
Aˆaµ = Hx1δ
a3gµ2 . (3.2)
With this expression, the effective potential at one loop is given by (the renormal-
ization factors are shown only in the classical part, as they will be necessary to
cancel the divergences in the quantum part):
Veff =
1
2
H2 +
σ2
2g2Zζζ
− log det(−D2)
+
1
2
log det
(
− gµνD2ab +
(
1− 1
ξ
)
(DµDν)ab
+ 2gab3HS3µν + gµνδ
ab σ
gζ
)
. (3.3)
where the limit ξ → 0 is implied, and
S3µν =

0 −1
1 0
0
0
 . (3.4)
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3.1.1 Spectrum of the ghost operator
I start by calculating the determinant of −D2.
If we use the eigenbasis of ab3, we first have the “3” ghosts, for which the
covariant derivative reduces to an ordinary one, and then we have the “+” and the
“−” ghosts with eigenvalues±ı. For those last ones the covariant derivative equals
Dµ = ∂µ± ıgHx1gµ2. The “3” ghosts give a trivial contribution of tr log ∂2 = 0.
For the “+” ghosts we need the eigenfunctions of D2 = ∂2 + 2ıHx1g∂2 −
g2H2x21, and analogously for the “−” ghosts. This is a harmonic oscillator, and
we readily find for the “+” states:
−D2eı~x · ~pψn
(√
gHx1 +
p2√
gH
)
= (gH(2n+ 1) + p23 + p
2
4)e
ı~x · ~pψn
(√
gHx1 +
p2√
gH
)
, (3.5)
where ψn (n ∈ N) is the nth eigenfunction of the harmonic oscillator, and vector
notation denotes ~a = (a3, a4). The spectrum is now discrete, and taking traces
amounts to integrating over ~p and summing over n:
tr =
gH
2pi
∞∑
n=0
∫
d2p
(2pi)2
. (3.6)
Working in dimensional regularization (with number of dimensions equal to d =
4− ), we find:
tr log(−D2) = 2gH
2pi
+∞∑
n=0
∫
dd−2p
(2pi)d−2
ln
(
gH(2n+ 1) + ~p2
)
= − (2gH)
2−/2
2pi(4pi)1−
Γ(−1 + 2 )ζ(−1 + 2 ; 12 ) , (3.7)
where ζ(s; q) is the Hurwitz zeta function defined in (A.18). The factor of two
comes from the equal contributions of “+” and “−” ghosts. The Hurwitz zeta
function can be simplified using identity (A.21), giving a Riemann zeta function
(see equation (A.14)). Then expanding around  = 0 is straigtforward and we find
tr log(−D2) = g
2H2
3(4pi)2
(
2

+ 1− ln 2gH
µ¯2
− 12ζ ′(−1)− ln(2)
)
. (3.8)
3.1.2 Spectrum of the gluons
The gluons can be split into two classes: the ones obeying the Landau gauge pre-
scription Dµψµ = 0, giving
1
2
trDµψµ=0 log
(
−gµνD2ab + 2gab3HS3µν + gµνδab
σ
gζ
)
, (3.9)
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and the ones not satisfying the prescription, giving
1
2
trDµψµ 6=0 log(−DµDν) + constant , (3.10)
where the irrelevant constant part contains limξ→0 ln ξ.
The spectrum of this last operator can be reduced to the spectrum of −D2.
If ψµ is an eigenfunction of −DµDν with eigenvalue k2 6= 0, we also have that
−D2Dµψµ = k2Dµψµ, so thatDµψµ is an eigenfunction of−D2 with eigenvalue
k2. This means that all eigenvalues of −DµDν are also eigenvalues of −D2. Con-
versely, if f is an eigenfunction of the operator−D2 with eigenvalue p2, thenDµf
will be an eigenfunction of −DµDν with the same eigenvalue. Thus we see that
these two operators have an identical spectrum and we can write
trDµψµ 6=0 log(−DµDν) = tr log(−D2) . (3.11)
The expression on the right-hand side has been calculated in the previous subsec-
tion. Since the ghosts will come with a factor−1 and the gluons with a factor 1/2,
exactly minus one half of the result given there will remain.
For the gluons fulfilling the gauge prescription, we start with the “3” gluons.
A straightforward calculation yields
3− 
2
tr log
(
σ
gζ
− ∂2
)
= − 3σ
2
4g2ζ2(4pi)2
(
2

+
5
6
− ln σ
2gζµ¯2
)
, (3.12)
where the prefactor of 3−  is the number of polarisations.
Secondly there are the “+” and the “−” gluons:
1
2
trDµψµ=0 log
(
gµν
σ
gζ
− gµνD2 ± 2ıgHS3µν
)
(3.13)
with Dµ = ∂µ ± ıgHx1gµ2. I will show the computations for the “+” gluons
explicitly —the “−” gluons are completely analogous and give the same result.
We now pass to the polarization basis, wherein S3µν is diagonal. We get:
S3µν =

ı
−ı
0
0
 , Dµ = (√gHaˆ ı√gHaˆ† ∂3 ∂4) , (3.14)
with aˆ and aˆ† the ladder operators of the harmonic oscillator from equation (3.5).
This reduces the problem to four one-dimensional harmonic oscillators with the
same eigenfunctions as in (3.5). The eigenvalues are gH(2n+1+2s)+~p2+σ/gζ
with s = −1,+1, 0, 0 the spin eigenvalue of the state.
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Now we have to restrict the spectrum according to the Landau background
gauge. For this purpose we construct the following vector functions from the scalar
eigenfunctions
fn = eı~x · ~p

e1ψn+1(
√
gHx1 + p2√gH )
e2ψn−1(
√
gHx1 + p2√gH )
e3ψn(
√
gHx1 + p2√gH )
e4ψn(
√
gHx1 + p2√gH )
 , n = −1, 0, 1, 2 . . . , (3.15)
where ψn with n negative is defined to be zero. The vector eµ is a polarization
vector. These functions have eigenvalues gH(2n+1)+~p2+σ/gζ. To see whether
they obey the gauge condition, we calculate
Dµfµn =

0 (n = −1)
(e1
√
gH + ıe3p3 + ıe4p4)eı~x · ~pψ0 (n = 0)
(e1
√
gH(n+ 1) + ıe2
√
gHn+ ıe3p3 + ıe4p4)eı~x · ~pψn (n > 0)
.
(3.16)
We conclude that, for n = −1, there is but one polarization with a contribution
of 1/2 tr log(−gH + ~p2 + σ/gζ). For n = 0, of the three one is eliminated
by the gauge prescription, leaving us with 2 polarizations (2 −  in dimensional
regularization) each contributing 1/2 tr log(gH + ~p2+σ/gζ). For n > 0 we have
the usual 3 (3−) polarizations with the usual contribution. For ease of calculation,
we calculate the second and third groups together with 3 polarizations, so that we
have to subtract the contribution of n = 0 exactly once.
The gluons with n = −1 give
gH
4pi
∫
d2−p
(2pi)2−
log
(
−gH + p2 + σ
gζ
)
=
gH
(
σ
gζ − gH
)
(4pi)2
(
2

+ 1− ln
σ
gζ − gH
µ¯2
)
. (3.17)
For the gluons with n = 0 there remains:
− gH
4pi
∫
d2−p
(2pi)2−
log
(
gH + p2 +
σ
gζ
)
= −
gH
(
σ
gζ + gH
)
(4pi)2
(
2

+ 1− ln
σ
gζ + gH
µ¯2
)
. (3.18)
3-6 CHAPTER 3
And finally all the other states contribute
(3− )gH
4pi
+∞∑
n=0
∫
d2−p
(2pi)2−
log
(
gH(2n+ 1) + p2 +
σ
gζ
)
= (3− ) (2gH)
2−/2
2(4pi)2−/2
Γ(−1 + 2 )ζ
(
−1 + 
2
;
1
2
+
σ
2g2Hζ
)
. (3.19)
When expanding this around  = 0, we can make use of the relation between the
Hurwitz zeta function and the Bernoulli polynomials (A.20), in our case:
ζ(−1, x) = −B2(x)
2
= −x
2
2
+
x
2
− 1
12
. (3.20)
Using this, we find for (3.19):
−
3σ2
g2ζ2 − g2H2
4(4pi)2
(
2

+
1
3
− ln 2gH
µ¯2
)
+
6(gH)2
(4pi)2
∂ζ
∂s
(
−1; 1
2
+
σ
2g2Hζ
)
.
(3.21)
where the derivative ∂ζ/∂s stands for the derivative with respect to the first argu-
ment.
The “−” gluons give exactly the same contribution, so that the above expres-
sions must be multiplied by a factor of two.
3.1.3 Total
If we sum all the terms we have calculated, and we substitute the values for the
renormalization constants, we get:
Veff =
1
2
H2 +
27
26
σ′2
2
− 9g
2σ′2
4(4pi)2
(
1
2
+
161
78
− 1
3
ln
gσ′
µ¯2
− 2
3
ln
2gH
µ¯2
)
− 2g
2Hσ′
(4pi)2
ln
σ′ −H
σ′ +H
− g
2H2
(4pi)2
(
4− 2 ln gσ
′ − gH
µ¯2
− 2 ln gσ
′ + gH
µ¯2
+
1
3
ln
2gH
µ¯2
− 2ζ ′(−1)− 1
6
ln(2)
)
+
12g2H2
(4pi)2
∂ζ
∂s
(
−1; 1
2
+
σ′
2H
)
,
(3.22)
where we have set
gσ′ =
26
27
gσ , (3.23)
such that the effective gluon mass squared is m2eff = gσ
′. We see that all the
divergences cancel, which is a strong check on the correctness of the result. The
real part of (3.22) is plotted in figure 3.1.
In the limit H → 0 this expression reduces to the one obtained in [23], and
when taking σ → 0 we get the result of Nielsen and Olesen [27] modulo some
differences due to the use of another subtraction scheme and gauge.
THE FATE OF THE SAVVIDY VACUUM 3-7
0.0
0.5
1.0
1.5
2.0
Σ '
L
MS
20.0
0.5
1.0
H
L
MS
2
-0.1
0.0
0.1
0.2
Evac
L
MS
4
Figure 3.1: The real part of the effective action (3.22) in function ofH and σ′. The black
line denotes σ′ = H , where the imaginary part of the action vanishes.
When H > σ′ our potential (3.22) has an imaginary part
− ıg
2H
8pi
(H − σ′) , (3.24)
which reduces to the Nielsen and Olesen result for σ′ = 0. It turns out to vanish
for H ≤ σ′, so that the Nielsen-Olesen problem of the Savvidy vacuum is then
resolved, as predicted would happen by Nielsen and Olesen [27] themselves.
3.2 Discussion
In the next two subsections, I show that the minimum of the effective potential is
for H = 0 (or virtually zero) and σ′ the value calculated in [23].
In order to do so, I will consider two cases: first H will be considered as an
external field and σ′ as an effective gluon mass induced by quantum effects, and
next I will investigate the influence of a nonzero σ′ on the value of the Savvidy
field. When looking at small values of the external fields, the analyses can be done
analytically by expanding the potential in this small parameter. The scale can then
be chosen according to renormalization group considerations. For bigger values of
the external fields, however, I proceed numerically. In this last case the scale µ¯2
is, for the ease of calculation, fixed equal to µ¯2 = 4.12Λ2
MS
, the value of gσ′ in
the global minimum of the effective action. In that point the coupling constant is
reasonably small:
g2
8pi2
=
36
187
≈ 0.19 . (3.25)
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3.2.1 Effect of H on σ′
IfH is set to zero, the effective potential has a perturbative extremum (a maximum)
in σ′p = 0 and a non-perturbative minimum at
gσ′np = Λ
2
MSe
24pi2
11g2 = 4.12Λ2MS , (3.26)
where the scale was chosen equal to gσ′np.
For small H the equations can be expanded in a series in H:
Veff(H,σ′) =
27
26
σ′2
2
− 9g
2σ′2
4(4pi)2
(
5
6
+
161
78
− ln gσ
′
µ¯2
)
+
1
2
H2 − g
2H2
(4pi)2
(
1
2
− 7
2
ln
gσ′
µ¯2
− 1
6
ln
2gH
µ¯2
− 2ζ ′(−1)− 1
6
ln(2)
)
+O(H3 lnH) . (3.27)
To obtain this, I used the expansion of the Hurwitz zeta function for large argu-
ments, which can be found in (A.24) in the appendix. From this can easily be
obtained that, up to this order,
gσ′np = gσ
′
H=0 −
7gH2
9σ′H=0
, (3.28)
so that σ′np decreases with a raising of H . The vacuum energy changes like
Evac = EH=0− 413H
2+
g2H2
(4pi)2
(
1231
156
+
1
6
ln
4H
σ′H=0
+ 2ζ ′(−1)
)
+· · · . (3.29)
We see that, for very smallH , the term of orderH2 lnH will dominate, lower-
ing the vacuum energy. Very fast, though, this term will be supplanted by the terms
of order H2, and the energy will start increasing again. The effective potential in
this regime is depicted in Figure 3.2. The lowest value is reached when
H = σ′ exp
(
384pi2
13g2
− 1257
26
− 2 ln 2− 12ζ ′(−1)
)
= 3.92× 10−13 σ′ .
(3.30)
Since this result is astronomically small, there is no reason why it wouldn’t disap-
pear when higher-order corrections or any other effects are taken into account. For
all practical purposes one can say that the vacuum energy is lowest when H = 0
and σ′ has the value given in (3.26). One would expect terms containing lnH to
be replaced with ln(H +σ) when switching on a mass, causing this residual chro-
momagnetic field to vanish. This does not happen, though, because the ghosts and
the unphysical gluon do not cancel exactly. This is related to the unitarity problem
of the model, which could be solved non-perturbatively in the zero color sector
when incorporating confinement. [23]
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Figure 3.2: The difference between Evac(H) and Evac(H = 0) for very small values ofH
in the non-perturbative minimum for σ′. A shallow minimum (order 10−27 Λ2MS) is
seen forH ≈ 7× 10−13 Λ2MS.
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Figure 3.3: Real (full line) and imaginary part (dashed line) of the potential for
H = 0.4Λ2MS.
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Figure 3.4: Left: The various values of σ′ as functions ofH . The full line is the
non-perturbative value of σ′, the dashed line is the value of σ′ in the lower
minimum, and the dotted line is σ′ = H , drawn for reference. Right: The vacuum
energy in the minima as a function ofH . In both plots the thick dot indicates
where the higher minimum in the effective potential disappears.
When H is increased, analytic methods have to be abandoned and I solve the
equations numerically instead. A qualitative sketch of the effective potential in
this regime is depicted in Figure 3.3. A nonzero imaginary part exists whenever
σ′ < H , as mentioned above. In the real part of the action, the point with σ′ = 0
is no longer an extremum, but a new perturbative minimum forms for σ′ between
zero and H . This is separated from the original non-perturbative minimum by a
little hill with a top at σ′ slightly aboveH . The value of σ′ in the non-perturbative
minimum decreases with increasing H . For higher H a point is reached where
the minimum with smaller σ′ has a lower energy than the one with greater σ′. We
thus find a first-order phase transition around H = 0.40Λ2
MS
. For H yet higher,
the non-perturbative minimum disappears altogether and only the perturbative one
remains. These evolutions can be seen in Figure 3.4.
The conclusion is that a nonzero chromomagnetic field decreases the effec-
tive gluon mass, and when the field is sufficiently high, a phase transition occurs,
lowering the mass to a value slightly lower than gH .
3.2.2 Effect of σ′ on H
We can take the limit σ′ = 0, giving
Leff(σ = 0) = 12H
2 − g
2H2
(4pi)2
(
4− 11
3
ln
gH
µ¯2
+ 4ζ ′(−1) + 2
3
ln(2)
)
− ıg
2H2
8pi
.
(3.31)
Here we used that ζ(s, 1/2) = (2s − 1)ζ(s). Ignoring the imaginary part, and
putting µ¯2 equal to the value of gH in the global minimum, we obtain a perturba-
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Figure 3.5: Real (full line) and imaginary part (dashed line) of the potential for
σ′ = 0.5Λ2MS.
tive extremum in H = 0 and a non-perturbative one in
gH = µ¯2 exp
(
−24pi
2
11g2
+
13
22
+
12
11
ζ ′(−1) + 2
11
ln(2)
)
≈ 1.71Λ2MS . (3.32)
When expanding in a series in σ′, the next term in the real part is
− 3g
2Hσ′
(4pi)2
ln 2 , (3.33)
meaning the non-perturbative minimum will be lowered. This also increases the
induced value of H by an amount of 9σ′ ln 2/22 ≈ 0.28σ′.
When going to higher values of σ′, we find that H = 0 (or near-to zero) turns
into a local minimum of the potential. ForH slightly below σ′ there is a maximum
and for H higher than σ′ there is a non-perturbative minimum (see Figure 3.5).
When increasing σ′, this last one first deepens out, reaching a lowest value for
σ′ = 0.40Λ2
MS
, and it then goes up again. The value ofH in this point grows with
increasing σ′. For σ′ big enough this H asymptotically goes to σ′.
The value of the effective action in H = 0 decreases for rising σ′, so that
around σ′ = 0.48Λ2
MS
it dives lower than the energy in the non-perturbative mini-
mum. This means that, at this point, there is a first-order phase transition from the
state withH > σ′ to the one withH ≈ 0, causing the imaginary part in the action
to vanish. This is depicted in Figure 3.6.
We conclude that switching on a nonzero gluon mass first makes H increase,
and then destroys it completely. When the gluon mass is sufficiently large, the
vacuum is no longer unstable against the formation of a constant chromomagnetic
field, and the Nielsen-Olesen instability, caused by the imaginary part, also is re-
solved.
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Figure 3.6: Left: The induced value ofH as a function of σ′ (full line). For higher values
of σ′ this nears the asymptoticH = σ′ (dashed line). Right: The vacuum energies
in the non-perturbative minimum (full line) and inH = 0 (dashed line). The
branch forH = 0 is the same as the potential calculated in [23], reaching its
lowest value for σ′np = 1.06Λ
2
MS.
3.3 Conclusions
In this chapter I found that, when considering both a constant chromomagnetic
field and an 〈A2µ〉 condensate, the effective action is minimized for zero (or near-to
zero) chromomagnetic field with a non-perturbative value for 〈A2µ〉 as found by
Verschelde et al. [23]. There are no unstable modes any longer, and the imaginary
part in the action is zero in this minimum.
When considering the situation in which H is an external field, I found that
applying such a field first lowers the value of the induced mass, and for H around
0.40Λ2
MS
the non-perturbative mass is destroyed, leaving only a perturbative value
slightly smaller than H . The action then has a (small) imaginary part as in the
Savvidy case.
When, on the other hand, considering the effect of the mass on the Savvidy
field, I found that a sufficiently high gluon mass (σ′ ≥ 0.48Λ2
MS
) destroys the in-
duced H field, at the same time causing the Nielsen-Olesen instability (the imagi-
nary part in the action) to vanish.
4
Instantons
From: Qiu¯xìng ba¯ shoˇu (4), Dù Fuˇ
Instantons are solutions to the classical field equations of Yang–Mills theory, and
as such they are important for a semi-classical approximation of the path inte-
gral. Discovered in 1975 by Belavin, Polyakov, Schwarz and Tyupkin [28], they
attracted quite some interest in the subsequent years. Firstly, instantons solve the
U(1) problem and raise the mass of the η′ meson (see [45] and references therein).
Furthermore instantons open the door for CP symmetry violation [46]. And, as in-
stantons give rise to confinement in the three dimensional Georgi–Glashow model
[47], it was hoped that a similar thing would happen in four dimensional Yang–
Mills theories.
Instantons, however, could not —at least not using existing techniques— solve
the infrared problems of Yang–Mills theory, and confinement is still an open prob-
lem today. The infrared problem did even not spare instanton physics, and
’t Hooft’s first computation of the density of instantons in the Yang–Mills vac-
uum resulted in an infrared-divergent integral [48]. Since then, many models to
4-2 CHAPTER 4
work with instantons have been proposed [49–54], most of them starting from the
idea of introducing interactions between instantons.
Nowadays, instanton models have a fair amount of success in explaining quan-
titatively much of the physics of Yang–Mills theory and QCD (see [45] and ref-
erences therein) —still barring confinement. These models, however, have their
bases in phenomenology, and many of the assumptions they are built upon lack
a rigorous foundation. One could naively expect a dimension two condensate to
bring solace, as it gives a mass to the gluons. This is reminescent of electroweak
theory, where the Higgs field gives a mass to the gauge bosons, so suppressing
large instantons [48].
This chapter is devoted to the study of the interplay between instantons and the
dimension two condensate in SU(2) Yang–Mills theory. Section 4.1 first introduces
the necessary concepts. Then a general analysis is given in section 4.2. We will see
that certain results can be attained, but the instanton ensemble still needs additional
hand-waving to be stabilized. Section 4.3 is devoted to the opposite viewpoint: the
influence of instantons on the condensate. The classical contribution of instantons
to the condensate has been studied by Boucaud and collaborators [29, 55], and I
can refine their approach using the formalism of local composite operators so as to
also consider quantum fluctuations. Finally, section 4.4 concludes this chapter.
4.1 Introduction
Instantons were found for the first time in 1975 by Belavin, Polyakov, Schwarz
and Tyupkin [28]. They are self-dual field configurations obeying the Yang–Mills
fields equations and they possess a topological charge.
The action of SU(2) pure Yang–Mills theory is (in Euclidian space-time) equal
to
S =
∫
d4x
1
4
GaµνG
a
µν (4.1)
with the field strength
Gaµν = ∂µA
a
ν − ∂νAaµ + gabcAbµAcν . (4.2)
Using the dual field strength
G˜aµν =
1
2
µναβG
a
αβ , (4.3)
we can rewrite the action as
S =
∫
d4x
1
8
(Gaµν ± G˜aµν)2 ∓
∫
d4x
1
4
GaµνG˜
a
µν . (4.4)
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The second term in the above expression is very interesting. If we introduce the
Chern–Simons current
Kµ = 2µναβ
(
Aaν∂αA
a
β +
g
3
abcAaνA
b
αA
c
β
)
, (4.5)
then it turns out that the second term in equation (4.4) can be written as a surface
integral: ∫
d4x
1
4
GaµνG˜
a
µν =
∫
d4x
1
4
∂µKµ =
1
4
∮
∂V
KµdSµ , (4.6)
where the last integral is over the hypersphere at infinity. Now we are interested
in fields with a finite action, meaning that the fields strength must go to zero suffi-
ciently fast at infinity. For the gauge potentials, this means that they are to have a
pure gauge form:
Aµ −−−−→|x|→∞
ı
g
U∂µU
† , (4.7)
or the potential is a function from the hypersphere at space-time infinity to the
gauge group SU(2). Both these manifolds are S3, the three-dimensional sphere,
and as such the gauge potentials we are dealing with reduce to mappings S3 → S3
at infinity. These mappings come in classes labeled by integer numbers,1 which are
called winding number or (more correctly) the Pontryagin index. This topological
charge Q can be expressed in terms of the Chern–Simons current:
Q =
g2
32pi2
∫
d4xGaµνG˜
a
µν =
g2
32pi2
∮
∂V
KµdSµ . (4.8)
A mapping from one class is not continuously deformable to a mapping from an-
other class. These observations mean that the set of all field configurations falls
apart in disjoint sets, according to the behavior at infinity of the gauge potential,
and it is not possible to continuously deform a potential in one class into one in
another class by going through finite action configurations.
Now we can rewrite equation (4.4) as
S =
∫
d4x
1
8
(Gaµν ± G˜aµν)2 ∓
8pi2
g2
Q . (4.9)
We are interested in potentials solving the field equations, meaning we want sta-
tionary points of the action. The topological charge Q cannot change under small
perturbations of the fields, so that we have to minimize the first term in (4.4). As
it is a square, any field making it zero will be a minimum. This leads to the self-
duality equations
Gaµν = ±G˜aµν . (4.10)
1Mathematically, this statement is written pi3(S3) = Z.
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Self-dual fields will always be solutions to the fields equations,2 and so we can find
solutions by solving the first-order self-duality equations instead of the second-
order field equations themselves.
Now we will search for solutions. The one-instanton configuration is self-dual
(and thus the plus sign must be chosen in (4.10)). In order to do this, we introduce
the ’t Hooft symbols:
ηaµν =

aµν (µ, ν = 1, 2, 3)
−δaν (µ = 4)
δaµ (ν = 4)
0 (µ = ν = 4)
. (4.11)
The four-dimensional rotation group SO(4) is locally equivalent to SO(3)×SO(3),
and so its generators fall apart in two groups belonging to one SO(3) group each.
One group, which is called the group of left-isoclinic rotations, is generated by the
’t Hooft symbols. The generators are
SiLµν = −
ı
2
ηiµν (4.12)
and the commutator algebra is
[SiL, S
j
L] = ı
ijkSkL . (4.13)
The second SO(3) group in SO(4) analogously constitutes of right-isoclinic rota-
tions, which are generated by the anti-’t Hooft symbols η¯aµν —equal to the ’t Hooft
symbols, but opposite in sign when one of the indices is equal to four. Right- and
left-isoclinic rotations commute. These ’t Hooft symbols have many interesting
properties, some of which are relevant to the problem at hand:
1
2
µναβη
a
αβ = η
a
µν ,
1
2
µναβ η¯
a
αβ = −η¯aµν . (4.14)
With this in mind, it makes sense to take the following ansatz:
Aaµ = η
a
µνxνf(r) , (4.15)
which describes a hedgehog configuration centered on the origin. The field strength
is
Gaµν = η
a
µν(gx
2f2(r)− 2f(r)) + (xµηaνλ + xνηaµλ)
xλ
r
(
f ′(r) + grf2(r)
)
.
(4.16)
2This can also be seen by observing that DµG˜µν = 0 always holds due to the Bianchi identities.
If Gµν and G˜µν are proportional to each other, DµGµν must hold as well. The opposite is not true,
as it is possible to construct solutions to the field equations which are neither self-dual nor anti-self-
dual [56–58]. These solutions cannot, however, be minima, but must be saddlepoints [59–61].
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The first term herein is already self-dual. If we demand that the second term be
zero, we find the following solution, which is called the BPST instanton:
Aaµ =
2
g
ηaµνxν
r2 + ρ2
(4.17)
where ρ2 is a constant of the integration. Solutions centered on other points than
the origin can immediately be found by applying a translation. Anti-self-dual so-
lutions (anti-instantons) also exist, and can be found by changing the ’t Hooft
symbols by anti-’t Hooft symbols.
The BPST instanton has a great many symmetries. Translations, dilations and
the coordinate inversion (xµ → xµ/x2) transform solutions into other solutions
(in the case of the coordinate inversion the result is an anti-instanton of size 1/ρ,
albeit in a different gauge). Rotations leave the solution invariant.
This last fact will be necessary for doing computations in an instanton back-
ground, so I will now elaborate on it. Spin rotations have already been introduced
and are generated by the ’t Hooft and anti-’t Hooft symbols. Coordinate rotations
are generated by the angular momentum operators, and again we have two classes
of them, being the left- and the right-isoclinic rotations:
LiL = −
ı
2
ηiµνxµ∂ν , L
i
R = −
ı
2
η¯iµνxµ∂ν . (4.18)
The commutator algebra is identical to the one of the spins in (4.13), and again
the left-isoclinic momentum operators commute with the right-isoclinic ones. One
last kind of “rotation” consists of the global gauge rotations, in the conjugate rep-
resentation generated by the isospin operator:
T iab = −ıiab . (4.19)
The commutator algebra is again the one in (4.13). Now full rotations of space-
time are generated by J iL = L
i
L+S
i
L and the analogous form for the right-isoclinic
rotations. The JR leave the instanton invariant. The JL, however, only leave the
instanton invariant up to a global gauge rotation. The invariant operators are thus
J i = J iL + T
i.
4.2 Instantons and 〈A2µ〉
As instantons are present in the Yang–Mills vacuum, it is an interesting question
what their connection with the dimension two condensate is. This has been studied
on the lattice by Boucaud et al. [29, 55] and a rather large instanton contribution
to the condensate has been found, which shows some agreement with the results
from an OPE approach to the gluon propagator from [16]. Furthermore in [62] it
has been shown that a random instanton liquid gives the gluon an effective mass.
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The opposite viewpoint is just as interesting: in ’t Hooft’s seminal paper he found
that a gauge boson mass stabilizes the instanton gas [48]. Let us look into this
last question first, as, if successful, it would minimize the amount of hand-waving
necessary to compute the action.
First we have the question of which gauge to choose. All instanton calcula-
tions are done in background gauges, as analytic computations in non-background
gauges are quite impossible. The LCO formalism does not give classical fields a
mass in the Landau background gauge, however. In the electroweak theory con-
sidered by ’t Hooft in [48] it is exactly this classical mass which suppresses large
instantons by the simple fact that large instantons are no solutions to the massive
field equations anymore, while small instantons can still be considered approxi-
mate solutions.
If we want to have a mass already at the classical level, it is necessary to work
in the non-background Landau gauge. Although the computations cannot be car-
ried through in this gauge, it still possible to find the general form of the result.
In order to circumvent the question of which background to take for the σ field3 it
is more opportune to start before the point where the Hubbard–Stratanovich trans-
formation is introduced.
We start from
− 1
2
〈A2µ〉 =
δ
δJ
ln
∫
[dAµ]e−S−
1
2JA
2
µ+
ζ
2J
2
∣∣∣∣
J=0
(4.20)
As the source is small, instantons will be approximate solutions. Eventually, we
can correct the instanton using the valley method [63], but this turns out not to give
more insight. At the classical level, the action is now
S +
1
2
JA2µ =
8pi2
g2
+
6pi2
g2
Jρ2 + · · · , (4.21)
where the dots stand for contributions from corrections to the instanton. From
renormalization group arguments, we can now write down the general form of the
one-loop result:
W [J ] =W 0I [J ]−
∫ ∞
0
dρ
ρ5
exp
(
− 8pi
2
g2
− 6pi
2
g2
Jρ2
+
11
3
ln(µ2ρ2) + f1(Jρ2) + · · ·
)
, (4.22)
where the dilute instanton gas approximation has been used, giving an exponential
of the instanton contribution. Here, W 0I stands for the zero-instanton result, and
3Allowing σ to obey its own field equations lead to too trivial results.
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f1 is an unknown function which gives the quantum corrections. A factor of the
spacetime volume has been left out. For finite J , the integral over the instanton
size ρ is now convergent and can be done:
W [J ] =W 0I [J ]− g10/3µ22/3J−5/3e− 8pi
2
g2 f2(g2) , (4.23)
where f2 is a new unknown function. Mark that the limit J → 0 gives ’t Hooft’s
divergent result again. Doing the Legendre inversion yields
Γ[σ] = Γ0I [σ]− g10/3µ22/3σ−5/3e− 8pi
2
g2 f3(g2) , (4.24)
where f3 is yet another unknown function, and Γ0I is the zero-instanton result.
If the coupling is sufficiently small, the instanton correction can be ignored and
the zero-instanton result is recovered. The instanton term can then be considered
as a small perturbation, slighly shifting the value of the condensate. However, no
matter how small the coupling, the second term will always diverge for sufficiently
small σ, and so the effective action will be unbounded from below.4 This is of
course related to the infrared divergence found in the case without condensate.
The conclusion is that two problems can be identified. First there is the re-
silience of the infrared divergence. One could say this is due to the strength of
the LCO formalism —the gluon mass is left free in order to determine it by the
gap equation, which allows the possiblity for the mass to be zero, which again al-
lows instantons to proliferate and to so destabilize the action. This can be solved
invoking only a little handwaving: when σ is small the dilute instanton gas ap-
proximantion is not valid, and so this part of the result must be thrown away. The
final conclusion is that instantons slighly shift the value of 〈A2µ〉.
This leaves a second problem: one would expect each instanton to give a con-
tribution of 12pi2ρ2/g2 to the condensate already at the classical level. This does
not happen, which is due to the way the problem has been approached. The dilute
instanton gas approximation starts from the one-instanton contribution and expo-
nentiates it to give a gas. The contribution of one instanton to the condensate is
negligible —it is finite, while the total condensate is proportional to the spacetime
volume— and so it drops out.
In the background gauge this last problem is readily solved: the classical and
quantummechanical contributions are neatly separated from the start. Furthermore
it turns out that the computations can all be done, which allows for a quantitative
result to be given as well. Only the infrared divergence still remains as a problem,
but, as some hand-waving is necessary anyway, one of the many instanton liquid
models can be used to cure this. This is the subject of the following section.
4It is easy to see that f3(g2) must be positive, at least for small g2.
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4.3 Computation of the action
The computation of the quantum action of massive fields in a BPST instanton
background is quite a non-trivial exercise. No exact analytical methods have been
found to do this so far, but quite some progress has been made nonetheless. A
small-mass expansion has been found by Carlitz and Creamer [64], and improved
by Kwon, Lee and Min [65]. A large-mass expansion has also been found by
Novikov et al. [66] and in [65]. Then Dunne et al. have found a way to approxi-
mate the effective action by a WKB expansion [67], to then finally find a way to
compute this quantity exactly, albeit numerically [68, 69]. It is this last formalism
that I use in the following.
The quantum corrections to the action are given by the following functional
determinants:
1
2
log det
(
−gµνD2ab +
(
1− 1
ξ
)
(DµDν)ab + 2gabcF cµν + gµνδab
σ
gζ
)
− log det(−D2) , (4.25)
where the limit ξ → 0 is understood and where all covariant derivatives contain
only the instanton background. The second functional determinant is the same as
the one already computed by ’t Hooft in [48]. The log det of the gluon propa-
gator can be simplified as in ’t Hooft’s seminal paper [48].5 The presence of a
mass combined with the Landau gauge instead of the Feynman gauge complicate
matters slightly, however.
First, suppose we have a function obeying
−D2ψa = λψa (4.26)
then one can show that
∆abµνDνψb =
(
λ
ξ
+
σ
gζ
)
Dµψa (4.27)
where ∆abµν is the massive gluon propagator in a one-instanton background, as in
the determinant of the first term of (4.25). In order to find this result, one has to
make use of the classical field equations for Aµ. We see that, in the limit ξ → 0,
the functions Dµψa will become massless and they will give a contribution of
1
2 log det(−D2) + 12 tr ln ξ to the effective action, and they will cancel half of the
ghost contribution. A second contribution comes from the functions η¯iµνDνψa
with i = 1, 2, 3. Using the properties of the ’t Hooft symbols and the explicit form
of the instanton, it is straightforward to show that these functions obeyDµAaµ = 0.
5’t Hooft does not mention spin elimination for gluons, only for fermions, but the procedure is
essentially the same.
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For these functions, we get
∆abµν η¯
i
νλDλψa =
(
λ+
σ
gζ
)
η¯iµνDνψa , (4.28)
meaning they will contribute 32 log det(−D2 + σ/gζ) to the effective action. This
leaves us with
Veff =
8pi2
g2
+ V
σ2
2g2ζ
− 1
2
log det(−D2) + 3
2
log det
(
−D2 + σ
gζ
)
, (4.29)
where V is the volume of spacetime.
In the above arguments we have ignored the existence of zero modes, which
cannot be written as covariant derivatives of some Lorentz-scalar function. So they
have to be considered seperately. Due to the classical action being the unmodified
Yang–Mills action, one would naively expect these modes to remain zero modes.
However, going through the computations uncovers that they get a mass σ/gζ.
This is due to the perturbative approximation. Properly including all the interac-
tions between σ and the gluon field to all orders will make the zero modes massless
again, and we will treat them as such here. Using the action without the Hubbard–
Stratanovich transformation and with a source directly coupled to A2µ shows that
this is indeed the right course.
In order to compute the functional determinants, it is convenient to split off the
zero-instanton contributions:
Veff = V V 0Ieff +
8pi2
g2
− 1
2
log det
(−D2
−∂2
)
+
3
2
log det
(−D2 + σgζ
−∂2 + σgζ
)
. (4.30)
’t Hooft already computed the first functional determinant, finding
log det
(−D2
−∂2
)
=
1
3
(
2

+ ln ρ2µ¯2
)
− 8ζ ′(−1)− 10
9
+
1
3
ln 2 (4.31)
where  = 4 − d with d the number of dimensions in dimensional regularization,
and µ¯ is the scale set by going to the MS scheme. For the second functional
determinant, the work by Dunne and collaborators is to be followed. I do this in
the following subsections.
4.3.1 Separation of the problem
Working in the isospin and angular momentum bases introduced in section 4.1, the
problem at hand can be written as
log det
−D2 +m2
−∂2 +m2 =
∞∑
l=0, 12 ,1,
3
2 ···
|l+1|∑
j=|l−1|
log det
−D2l,j +m2
−∂2l +m2
(4.32)
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where the subscripts l, j indicate that we take the part of the operators working in
the sector with rotational quantum numbers l and j:
−D2l,j = −∂2r −
3
r
∂r +
4
r2
l(l + 1) +
4(j + l + 1)(j − l)
r2 + ρ2
− 8
(r2 + ρ2)2
(4.33a)
−∂2l = −∂2r −
3
r
∂r +
4
r2
l(l + 1) (4.33b)
with r the radial coordinate. In order to control the divergences more easily, we
will take this together in the following way:
∞∑
l=0, 12 ,1,
3
2 ···
|l+1|∑
j=|l−1|
fl,j =
∞∑
l=0, 12 ,1,
3
2 ···
(fl,l+1 + fl+ 12 ,l+ 12 + fl+1,l) , (4.34)
where fl,j is the summand at hand. Writing our new summand as Γl, we now split
the sum over l into two parts:
∞∑
l=0, 12 ,1,
3
2 ···
Γl =
L∑
l=0, 12 ,1,
3
2 ···
Γl +
∞∑
l=L+ 12
Γl , (4.35)
where L is a large integer. Now we see that the first sum only contains functional
determinants of one-dimensional operators (as the operators only contain r and
derivatives with respect to it). In the following paragraph we will compute these
numerically. The second sum goes all the way up to infinity, and it diverges badly.
In that part a regulator will have to be introduced, and in order to deal with all
these divergences, it is necessary to do the computation analytically. This will be
done in a WKB expansion in paragraph 4.3.3.
4.3.2 Numerical computation for small l
We have to compute the expression
log det
−D2l,j +m2
−∂2l +m2
(4.36)
for various values of l and j, as a parameter of m and ρ.6 As the operators in
both denominator and numerator are one-dimensional, we can use the Gel’fand–
Yaglom trick from equation (A.47). However, as we are working on an infinite
interval, and as we also have r−2 poles in the operators, some slight modifications
are in order.
6But mark that, given the dimensionalities in the problem, onlymρ is an independent parameter.
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First consider the following equations:
(−D2l,j +m2)ψ1l,j = 0 , (−∂2l +m2)ψ2l = 0 . (4.37)
Instead of the boundary conditions (A.45), we demand that the solutions be regular
in r = 0, and we demand thatψ1l,j andψ
2
l have the same behavior for small r. Then
we get:
log det
−D2l,j +m2
−∂2l +m2
= lim
r→∞ log
ψ1l,j(r)
ψ2l (r)
. (4.38)
Now the equation for ψ2l can easily be solved to give
ψ2l (r) =
I2l+1(mr)
r
, (4.39)
where Iν(x) is a modified Bessel function of the first kind. As this function in-
creases exponentially for large x, computing the quotient in (4.38) numerically
may be less stable than desired. Therefore it is better to consider the quotient itself
as the function to solve for, and one can easily construct a differential equation
which it satisfies. Even more efficient still is to consider the logarithm:
Sl,j(r) = log
ψ1l,j(r)
ψ2l (r)
. (4.40)
The function Sl,j satisfies the following differential equation
S′′l,j+(S
′
l,j)
2+
(
3
r
+ 2m
I ′2l+1(mr)
I2l+1(mr)
)
S′l,j =
4(j + l + 1)(j − l)
r2 + ρ2
− 8
(r2 + ρ2)2
.
(4.41a)
and has the boundary conditions
Sl,j(0) = S′l,j(0) = 0 . (4.41b)
This equation can be solve numerically, and one observes that the asymptotic value
for r →∞ is reached fairly fast.
It is possible to increase the speed of convergence of the numerical compu-
tation by taking the asymptotics apart. If we have, in a more general case, an
equation like
f ′′1 + (f
′
1)
2 + p1f ′1 = q1 , f1(0) = f
′
1(0) = 0 (4.42)
with p1 and q1 functions of r, then the first two terms can be neglected for large r,
as we expect f(r) to go to a constant value there. The remaining equation can be
solved to give f(r) =
∫ r
0
q1(r′)/p1(r′) dr′. We can then take the following ansatz
for f1:
f1(r) =
∫ r
0
q1(r′)
p1(r′)
dr′ + f2(r) , (4.43)
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where we have introduced a new function f2 which satisfies the differential equa-
tion
f ′′2 + (f
′
2)
2 + p2f ′2 = q2 , f2(0) = f
′
2(0) = 0 (4.44a)
with
p2 = p1 +
2q1
p1
, q2 = −
(
q1
p1
)2
− ∂r q1
p1
. (4.44b)
This new differential equation can be more accurately integrated numerically, es-
pecially for larger angular momenta. This procedure can be iterated several times
to yield optimal results. If we then take the results together as in (4.34), one sees
that, for higher values of l, some near-cancellations occur. This will make the sum
over l less divergent. Mark that the sum still behaves like ∼ L2 for large L, and
that this will have to be subtracted.
4.3.3 WKB expansion for large l
In order to compute the sum over large angular momenta, a regulator has to be
introduced. We now add a Pauli–Villars regulator, which we will later on trade for
a dimensional regulator:
log det
(−D2l,j +m2)(−∂2l +M2)
(−∂2l +m2)(−D2l,j +M2)
, (4.45)
whereM is a large Pauli–Villars mass. First we write this in the Schwinger proper-
time representation using (A.40):
−
∫ ∞
0
ds
s
(e−m
2s − e−M2s) tr(e−s(−D2l,j) − e−s(−∂2l )) . (4.46)
The operator trace can be expressed in terms of phase shifts:
− 2
pi
∫ ∞
0
ds
∞∑
l=0, 12 ,1,
3
2 ···
|l+1|∑
j=|l−1|
(2l + 1)(2j + 1)(e−m
2s − e−M2s)
×
∫ ∞
0
ke−sk
2
η(k)dk . (4.47)
At this point it is possible to go over to a dimensional regulator to regulate the
small-s part of the integrals. For small s, it is possible to prove that the remaining
parts of the integrand behave like s−1, such that we have the behavior∫ ∞
0
1
s
(e−m
2s − e−M2s)ds = − ln m
2
M2
. (4.48)
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With a dimensional regulator we have7∫ ∞
0
1
s
e−m
2ssds =
1

− γ − ln m
2
µ2
. (4.49)
This means that the connections between the two regulators is given by
lnM2 =
1

− γ + lnµ2 . (4.50)
In order to go the MS subtraction scheme we have to identify
lnM2 =
1

+ ln µ¯2 . (4.51)
The phase shifts can be computed in the WKB approximation. First we note
that the formalism of WKB cannot be directly applied to operators like ours, due
to the centrifugal term. Thus one has to apply the Langer correction (see section
A.8), and we find that the formalism can immediately be applied if we take the
following two potentials:
Q1(r) = k2 − V1(r) = k2 − 4
r2
(l + 12 )
2 − 4(j + l + 1)(j − l)
r2 + ρ2
+
8
(r2 + ρ2)2
(4.52a)
Q2(r) = k2 − V2(r) = k2 − 4
r2
(l + 12 )
2 . (4.52b)
Up to second order in the WKB expansion (higher order corrections do not con-
tribute to the large-L limit), the phase shifts of the scattering problem can be ex-
pressed as
η =
1
2
∮ (√
Q1(x)− 148
Q′′1(x)
Q1(x)3/2
+ · · ·
)
dx− (1→ 2) . (4.53)
where the integral goes around the classical turning point of the potential. In our
case we find:∫ ∞
0
ke−sk
2
η(k)dk =
∫ ∞
0
dk
∫ ∞
r1(k)
dr ke−sk
2
(√
k2 − V1(r)
+
1
8r2
1√
k2 − V1(r)
+
1
48
V ′′1 (r)
(k2 − V1(r))3/2 + · · ·
)
− (1→ 2) (4.54)
where ri(k) is the solution to
k2 − Vi(ri) = 0 . (4.55)
7Note that this is not the same dimensional regulator as putting the number of spacetime dimen-
sions equal to 4 − . An extra finite subtraction has to be made in order to link these two ways of
dimensionally regulating, see equations (4.50) and (4.51).
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Since this equation is rather cumbersome to work with, we switch the order of
integration, and we find the simpler problem:
∫ ∞
0
ke−sk
2
η(k)dk =
∫ ∞
0
dr
∫ ∞
√
V1(r)
dk ke−sk
2
(√
k2 − V1(r)
+
1
8r2
1√
k2 − V1(r)
+
1
48
V ′′1 (r)
(k2 − V1(r))3/2 + · · ·
)
− (1→ 2) . (4.56)
Now it is straightforward to integrate over k, and we find:
∫ ∞
0
ke−sk
2
η(k)dk =
√
pi
∫ ∞
0
dr e−sV1(r)
(
1
4s3/2
+
1
16r2
√
s
−
√
s
48
V ′′1 (r) + · · ·
)
− (1→ 2) . (4.57)
There are some subtleties involved in the following steps. In [69] is shown how
the order of integrations and sums can change the result, and also some non-trivial
changes of variables are necessary to allow one to do all integrations in finite time.
As the steps are rather cumbersome, I will not show all intermediate results. We
need to compute the following:
− 2√
pi
∫ ∞
0
ds
∫ ∞
0
dr
∞∑
l=0, 12 ,1,
3
2 ···
e−m
2ss
(
(2l + 1)(2l + 3)(fl,l+1 + fl+1,l)
+ (2l + 2)2fl+ 12 ,l+ 12
)
(4.58)
with
fl,j = e−sV1(r)
(
1
4s3/2
+
1
16r2
√
s
−
√
s
48
V ′′1 (r) + · · ·
)
− (1→ 2) . (4.59)
Given the huge number of terms involved in the computation, the steps outlined be-
low have been performed using the computer algebra package Mathematica. Mark
that, before doing the integrations necessary, it is often advisable to demand Math-
ematica to fully expand the expressions and to integrate termwise, as the program
will otherwise try to simplify the expression first —in order to make sure that no
spurious divergences are introduces when integrating termwise— which can take
quite a long time. Also some integrations take several seconds to do, which, mul-
tiplied by the number of integrals, can lead to quite exorbitant computation times.
However it is possible to compute one master integral and ask Mathematica to
simply replace each term by its integral.
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First the sum over the angular quantum numbers is executed. As we are only
interested in the sum starting from some large value of l, we can use the Euler–
Maclaurin expansion:
∞∑
l=L+ 12
Γl = 2
∫ ∞
L
Γldl − 12ΓL
∣∣∣∣
l=L
− 1
24
dΓl
dl
∣∣∣∣
l=L
+ · · · . (4.60)
This can be done exactly and it involves error functions coming from the integra-
tion of the exponential, which contains quadratic expressions in l:∫ ∞
L
e−αl
2−βldl =
√
pi
2
√
α
eβ
2/4α
(
1− erf(L√α+ β
2
√
α
)
)
. (4.61)
Then it is convenient to change variables:
s =
y
L2
, r = ρx
√
y . (4.62)
Now we expand the integrand—barring the e−m
2y/L2 factor, which will be neces-
sary to keep the integration over y convergent— in decreasing powers of L. Then
the integration over y is performed. The master integral herefore is∫ ∞
0
e−m
2y/L2 y
α
(x2y + 1)β
dy , (4.63)
which evaluates to confluent hypergeometric functions. These can again be ex-
panded for high L, and only ordinary gamma functions remain. The next step
consists of the integral over x. Finally we find:
1
3
+ 8L2 + 20L− lnL
(
2
3
+ 2ρ2m2
)
+
83
9
− 4 ln 2
3
− γ
3
+ ρ2m2(2− 4 ln 2 + ln ρ2m2) , (4.64)
where terms of order L−1 and 1 have been neglected.
4.3.4 Together
Now the finite (in 1/) part of (4.64)8 is added to the numerical results found in
the way described in section 4.3.2. A value for L must be chosen, and, just as the
authors of [69], I have taken L = 50 combined with Richardson extrapolation:
ΓR(L = 50) = 2Γ(L = 50)− Γ(L = 25) , (4.65)
8The term containting the Euler–Mascheroni has been left out, as it will be used to go over to the
minimal subtraction scheme.
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Figure 4.1: The finite part of the one-loop quantum correction to the one-instanton
effective action of a spin-0 and isospin-1 particle with massm.
where Γ(L) is the total result at a given value of L and ΓR(L) is the Richardson
extrapolated value thereof. The final results are depicted in figure 4.1. If we call
this function α(mρ), we finally find for the effective action in a dilute instanton
gas:
1
V
Veff(m2) =
27
26
m2
2g2
+
9
4
m2
(4pi)2
(
−5
6
− 161
78
+ ln
m2
µ¯2
)
+
210pi6
g8
∫ ∞
0
dρ
ρ5
exp
(
−8pi
2
g2
+
11
3
ln µ¯2ρ2 − 3
2
α(mρ) +
1
2
α(0)
)
, (4.66)
where m is the effective gluon mass σ/gζ, and α(0) = −8ζ ′(−1) − 10/9 +
1/3 ln 2. The integration over the instanton size ρ is divergent, as in the massless
case.
In order to extract meaningful results from the effective action (4.66), the in-
tegral has to be given a finite value in some way. The easiest way out is to add an
infrared cut-off ρc as the upper bound of the integral, but this violates the scaling
Ward identities [70]. Several improvements have been suggested, usually involv-
ing interactions between the instantons. For our purpose, however, it suffices to
take a phenomenological approach: we suppose the infrared divergence is some-
how cured, and we work in an instanton liquid with certain values for the density
n and average radius ρ. This modifies the effective action to
1
V
Veff(m2, n, ρ) =
27
26
m2
2g2
+
9
4
m2
(4pi)2
(
−5
6
− 161
78
+ ln
m2
µ¯2
)
− n exp
(
−8pi
2
g2
+
11
3
ln µ¯2ρ2 − 3
2
α(mρ) +
1
2
α(0)
)
. (4.67)
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Phenomenological values for n and ρ found on the lattice are [45]
n ≈ 1 fm−4 ≈ (0.6ΛMS)4 , ρ ≈ 13 fm ≈ (1.8ΛMS)
−1 , (4.68)
where ΛMS = 330MeV in SU(2).
Taking the scale µ¯2 at the value of m2 in the global minimum of the action,
we find that the instantons are much suppressed by the relative smallness of the
coupling g2. The non-perturbative minimum is still at m ≈ 2.05ΛMS, as in the
case without instantons. Now, however, we cannot say that 〈 12g2A2µ〉 = − 2726m2 =
−4.36Λ2
MS
in SU(2), since the instanton contribution to the condensate has to be
included. As in [29, 55]9 each instanton gives a contribution of 12pi2ρ2, resulting
in
〈g2A2µ〉tot = −(2.0ΛMS)2 = −0.42GeV2 . (4.69)
This value depends strongly on the instanton liquid parameters plugged into the
model. It is negative but close to zero because the instanton and quantum contri-
butions are similar in magnitude but opposite in sign, and the quantum corrections
have slightly larger absolute value.
4.4 Conclusions
A first conclusion arrived at in this chapter is that I have not been able to solve
the infrared problem plaguing instanton physics by adding an effective gluon mass
coming from the dimension two condensate. As the gluon mass must be deter-
mined from its gap equations, this leaves open the possiblity of it being zero, which
gives instantons the possibility to cause the infrared divergence. The amount of
hand-waving necessary to stabilize the vacuum is less than without the condensate
(one only has to state that the mass will be sufficiently high and the divergence is
swept under the rug), but the state of affairs is not yet very satisfying.
The second main conclusion of this chapter is that, when working in the Lan-
dau background gauge, the LCO formalism gives a separate contribution to 〈A2µ〉,
which lowers the contributions coming from the instantons themselves.
9Mark that the authors of [29, 55] used a different convention for the gauge fields, and their A2µ
corresponds to g2A2µ here.

5
Vortices
Gnáth, húaraib, ar gressaib gal
glenaid luch inna línsam;
os mé, du-fuit im lín chéin
dliged ndoraid cu ndronchéill
From: Pangur Bán, anonymous
Chromomagnetic vortices, and in particular center vortices, seem to be one of the
main ingredients for explaining confinement [30, 31].
The center of a group is defined by the subgroup commuting with all group
elements. In SU(N ) this is the set of elements
zn = e2piın/N1 , n = 0, . . . , N − 1 , (5.1)
which form the group ZN . Under a center transformation, quarks in the fundamen-
tal representation change as ψ → znψ, while adjoint particles are left invariant.
Thus one can see that, in a deconfined phase, the center symmetry is broken, as
free quarks exist. In the confined phase the symmetry is restored.
Center vortices are line-like structures in space (brane-like in Euclidean space-
time) carrying a magnetic flux quantized by elements belonging to the center of the
gauge group. On the lattice so-called “thin” vortices can easily be conceptualized
as a line of plaquettes carrying a center element. If one starts from the trivial vac-
uum (i.e. with all link variables equal to unity), a vortex can be created by giving a
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center element to all links lying on a sheet with the vortex as its boundary. On the
sheet in question doing so amounts to a singular gauge transform, but at the border
a nontrivial structure carrying magnetic flux is created.
Such center vortices contribute to the expectation value of Wilson loops, and
as such we see again that they are closely related to confinement. When a vortex
pierces a Wilson loop, it contributes a center element. If the vacuum is filled with
vortices, these will give random contributions and the expectation value of the
Wilson loop will show a fall-off going with the area [71]:
〈W 〉 → e−αA (5.2)
where A is the area of the Wilson loop and α is a constant related to the planar
density of intersection points. However, if one considers the situation where vor-
tices do not percolate, most vortices will not contribute to the Wilson loop at all, as
they pierce it twice in different direction, thus giving two canceling contributions.
Only those vortices near the loop itself will contribute nontrivially, and so one gets
a perimeter law:
〈W 〉 → e−βL (5.3)
where L is the perimeter and β is again a constant.
In lattice simulations this picture seems to be confirmed: in the confining phase
vortices percolate, while the deconfined phase sees much fewer vortices [71]; and
if one removes the vortices from the configurations while in the confined phase,
the string tension disappears almost completely, while leaving only the vortices
and discarding all other fluctuations only changes the string tension slightly [72].1
On the lattice, one sees only thin vortices, which are singular in the contin-
uum. However there are some phenomenological indications that vortices are
really “thick” and form domains [73]. As such one can also study them in the
continuum limit.
A logical first step would consist of searching for vortex solutions to the clas-
sical field equations. However, for this to work one needs a gluon mass at the
classical level as in a Higgs model [74] or in models of pure Yang–Mills theory
with a mass added [75]. As the model I work with only has a gluon mass at the
quantum mechanical level, it will be necessary to compute the quantum effective
action and search for solutions thereof.
In [76] Diakonov and Maul computed, in massless Yang–Mills theory and up
to one-loop quantum corrections, the energy of a thick vortex, parametrized as
Aaµ = δ
a3ϕˆµ
µ(ρ)
ρ
, (5.4)
1Mark a subtlety concerning theories like SO(3). This theory is supposed to be identical to SU(2)
gauge theory, but it has the trivial center {1}. However, the same kind of phenomena do exist in SO(3)
due to the nontrivial topology of the group. A unified treatment would use the homotopy group pi1 of
the group instead of the center [30]. Also mark that a centerless theory like G2 still has a nontrivial
string tension at intermediate distances due to domain formation [73].
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where ϕˆµ is the angular basis vector in cylindrical coordinates, ρ is the distance
to the vortex center, and µ(ρ) is a profile function that needs to be determined.
The flux of such a thick vortex is given by µ(ρ → ∞) and must be an integer to
describe a center vortex. They found that the vacuum is unstable for the formation
of such vortices, both of flux zero and of flux one. Bordag [77] showed that these
vortex-solutions are themselves unstable, as tachyonic modes are found.
In order to get rid of this tachyonic instability, a gluon mass should be intro-
duced. In chapter 3 I showed that the Savvidy instability [26, 27] is resolved by
introducing this condensate —the tachyonic modes in a constant chromomagnetic
field get a positive mass and the vacuum is furthermore stabilized against forma-
tion of such a field.
The computations needed to consider the interaction between a chromomag-
netic vortex and the dimension two condensate are intractable, however. The need
to work in the Landau (background) gauge (and not in the Feynman background
gauge, as is done in [76, 77]) complicates matters enormously. When working
in the exact Landau background gauge, the coefficient of DµDν (where the co-
variant derivatives contain the background field only) in the propagator is infinite,
making it necessary to perform the gauge fixing by hand on the eigenstates. If,
however, the background does not obey the classical field equations, the spectrum
does not neatly separate into a part obeying Dµψµ = 0 and a part orthogonal to
those obeying the gauge condition.2 Therefore it will be necessary to work in some
approximations. In section 5.1 I attack the problem using a gradient expansion. In
section 5.2 I try out an expansion in the fields. Section 5.3 concludes this chapter.
5.1 In gradient expansion
In chapter 3 I calculated, to one-loop order, the effective action of a constant chro-
momagnetic SU(2) field with a constant value for the 〈A2µ〉 condensate. The results
hereof can be readily used to find the zero-order term of the energy of a vortex in a
gradient expansion. This means that, given the effective action density Veff(H,σ)
for constant values of the fields, the effective action for space-dependent magnetic
field H(x) and condensate σ(x) will be given by
Vvortex[H,σ] =
∫
ddx Veff(H(x), σ(x)) + · · · , (5.5)
where the dots contain corrections for the non-constancy of the fields. Here,
σ = −g
2
〈A2µ〉 . (5.6)
2It is a straightforward calculation to show that the commutator of DµDν and the rest of the prop-
agator reduces to expressions with DµFµν , meaning that both operators can be diagonalized simulta-
neously only if the classical field equations are fulfilled.
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Figure 5.1: The dimension two condensate σ′ = 13
9
Nc
N2c−1
σ as a function of the applied
chromomagnetic SU(2) fieldH . The full and the dashed lines show the values in
the two local minima, while the dotted line is σ′ = H , drawn for reference. Here,
we took µ¯2 to be equal to gσ when in the non-perturbative minimum found in [23].
In order to take the best ansatz for a vortex, first note that, in this approxima-
tion, the energy will be lowest whenH(x) and σ(x) are constrained to take values
locally minimizing Veff(H,σ). Therefore I will take the vortex to have a cylin-
drical Heaviside profile, with the vacuum with no chromomagnetic field and with
condensate outside, and a given value of either field inside the vortex. In chapter
3 I found that the presence of a chomomagnetic field affects the value of the con-
densate. Therefore, I will suppose that the value of σ inside the vortex is the one
where the effective potential is minimized, given the presence of the field H . The
value of the latter is then determined by the amount of flux we want —for a center
vortex with center element n the flux must be 2pin, giving the value H = 2n/r2
with r the radius of the vortex.
To find the value of σ inside the vortex, I use the results of chapter 3, which are
reproduced in figure 5.1. There are two local minima. When H < 0.40Λ2
MS
, the
higher (non-perturbative) value of σ gives lower energy; otherwise it is the lower
(perturbative) value of σ. This implies a transition when the vortex radius equals
2.2
√
nΛ−1
MS
.
The energy of a vortex will then, in this approximation, be given by
E(n, r) = pir2
(
Veff
(
H =
2n
r2
, σ = σ(H)
)
− Veff(H = 0, σ = σ0)
)
(5.7)
where σ(H) is the value of σ given an applied fieldH and σ0 is the value σ would
take without chromomagnetic fields, as in [23]. The result is depicted in figure 5.2
for various values of the flux. One can see a local minimum for different amounts
of flux in the region r < 2.2
√
nΛ−1
MS
, when the magnetic field is sufficiently strong
to force σ to take its lower, perturbative, value. The radius of the vortex rises with
increasing flux.
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Figure 5.2: The energy of a center vortex with flux n = 1 (full line), 2 (dashed line), and 3
(dotted line). The kink is due to the value of σ inside the vortex making a transition
from one local minimum to another one. Mark that n = 2 corresponds to a vortex
with trivial center element.
Mark that, in the zero-order gradient expansion, the energy has an imaginary
part, as the vacuum with H > σ′ was found to still possess tachyon modes (see
chapter 3). These unstable modes could be expected to disappear when performing
an exact computation, as the modes inside the vortex will have a zero-point energy,
caused by being locked up inside a potential well. A way to perform such an exact
computation remains to be found, though.
5.2 As an expansion in the fields
Formally, we are interested in computing the following functional determinant:
lim
ξ→0
log det
(
∆µν +
(
1− 1
ξ
)
DµDν + gµνM2
)
, (5.8)
where ∆µν is the gluon propagator in a background field, and M2 is a (possi-
bly spacetime dependent) mass term coming from a vacuum expectation value of
〈A2µ〉. We would like to expand this in a series in the fields Aaµ and V =M2−m2
withm2 the effective gluon mass at spacetime infinity. However, it is not possible
to expand this and then take the limit ξ → 0, as ξ will appear in denominators.
The limit has to be taken first.
We start by observing that, using the product formula for the determinant, we
can always write (5.8) as
log det(∆µν + gµνM2)+ lim
ξ→0
log det
(
ξgµν + (ξ − 1) 1∆µλ + gµλM2DλDν
)
,
(5.9)
where a field-independent constant has been dropped. The tensor in the denom-
inator denotes a matrix inverse. Now we can take the limit ξ → 0, and then we
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cyclicly permutate the order of operators in the second determinant:
log det(∆µν + gµνM2) + log det
(
−Dµ 1∆µν + gµνM2Dν
)
. (5.10)
This form is quite impossible to handle when one wants to compute it directly, but
it can straightforwardly be expanded in the fields.
5.2.1 Expansion
The one-loop contribution to the effective potential is given by
1
2
tr log(−gµνD2 + 2ıgT aF aµν + gµν(m2 + V ))
+
1
2
tr log
(
−Dµ 1−gµνD2 + 2ıgT aF aµν + gµν(m2 + V )
Dν
)
− tr log(−D2) , (5.11)
where T a are the basic generators of the gauge group in the conjugate representa-
tion:
T abc = −ıfabc , trT a = 0 , trT aT b = Nδab . (5.12)
We now expand (5.11) in Aaµ and V . The effective gluon mass m
2 will not be
expanded in. As we are ultimately interested in Abelian fields, I will suppose F aµν
to be equal to the derivative part only, and thus completely of first order in the
fields. In order not to clutter the notation, I will use dot notation for the Lorentz
product. I will also always suppose that the background field satisfies the Landau
gauge: ∂ ·Aa = 0. Starting with the ghost contribution, we immediately find up
to second order:
tr log(−D2) = tr log(−1∂2) + g2 tr
(
(T aAa)2
1
−∂2
)
+ 2g2 tr
(
T aAa · ∂ 1−∂2T
bAb · ∂ 1−∂2
)
+ · · · , (5.13)
where terms linear in T a have been dropped due to their tracelessness. Here 1
stands for the unity matrix in color space. Taking the trace over color indices
gives:
tr log(−D2) = (N2 − 1) tr log(−∂2) +Ng2 tr
(
A2
1
−∂2
)
+ 2Ng2 tr
(
Aa · ∂ 1−∂2A
a · ∂ 1−∂2
)
+ · · · . (5.14)
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The trace in the first term in (5.11) gives, after tracing over color indices:
tr log(−gµνD2 + 2ıgT aF aµν + gµν(m2 + V ))
= (N2 − 1)d tr log(−∂2 +m2) + (N2 − 1)d tr
(
V
1
−∂2 +m2
)
+Ndg2 tr
(
A2
1
−∂2 +m2
)
− (N
2 − 1)d
2
tr
(
V
1
−∂2 +m2V
1
−∂2 +m2
)
+2Ng2
(
(gµνAa · ∂ + F aµν)
1
−∂2 +m2 (gµνA
a · ∂ − F aµν)
1
−∂2 +m2
)
+· · · .
(5.15)
Analogously, the second term gives
tr log
(
−Dµ 1−gµνD2 + 2ıgT aF aµν + gµν(m2 + V )
Dν
)
= (N2 − 1) tr ln −∂
2
−∂2 +m2 − (N
2 − 1) tr
(
V
1
−∂2 +m2
)
+ (N2 − 1) tr
(
V
1
−∂2 +m2V
1
−∂2 +m2
)
− N
2 − 1
2
tr
(
∂µV ∂µ
1
−∂2 +m2
1
−∂2
)2
− 4Ng2 tr
(
Aa · ∂ 1−∂2 +m2A
a · ∂ 1−∂2 +m2
)
+ 4Ng2 tr
(
∂µF
a
µλ
1
−∂2 +m2F
a
λν∂ν
1
−∂2 +m2
1
−∂2
)
+2Ng2 tr
(
Aaµ
1
−∂2 +m2F
a
µν∂ν
1
−∂2
)
+2Ng2 tr
(
∂µF
a
µν
1
−∂2 +m2A
a
ν
1
−∂2
)
+4Ng2 tr
(
Aa · ∂ 1−∂2 +m2A
a · ∂ 1−∂2
)
+Ng2m2 tr
(
Aaµ
1
−∂2 +m2A
a
µ
1
−∂2
)
+2Ng2
(
(∂µAa · ∂∂µ + ∂µF aµν∂ν)
1
−∂2 +m2
1
−∂2
)2
+Ng2 tr
(
Aa · ∂ 1−∂2
)2
+ 2Ng2 tr
(
(∂µAa · ∂∂µ + ∂µF aµν∂ν)
1
−∂2A
a · ∂ 1−∂2 +m2
1
−∂2
)
+ 2Ng2 tr
(
(∂µAa · ∂∂µ + ∂µF aµν∂ν)
1
−∂2 +m2
1
−∂2A
a · ∂ 1−∂2
)
+Ng2 tr
(
(Aa · ∂)2 1−∂2 +m2
1
−∂2
)
+Ng2m2 tr
(
Aa · ∂ 1−∂2 +m2
1
−∂2A
a · ∂ 1−∂2
)
+ · · · . (5.16)
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5.2.2 Tracing
The terms without fields are the same as in the case without any fields considered,
which has already been done and which I will not do over again. They give the
potential for m2, and I will, for the following, suppose that m2 is at the global
minimum of this potential. At first order in the fields we find:
1
2
(N2 − 1)(d− 1) tr
(
V
1
−∂2 +m2
)
. (5.17)
We now take the trace by introducing momentum-eigenstates |p〉. In this basis we
have that 〈p|V |p〉 = ∫ ddx V (x), and so we find:
1
2
(N2 − 1)(d− 1)
∫
ddx V (x)
∫
ddp
(2pi)d
1
p2 +m2
. (5.18)
This is exactly what one finds when taking the derivative of the case without fields
with respect tom2 and multiplying with the integral of V . This is the case for the
tree level contribution as well, and we conclude that the contribution of first order
in the fields is zero, as m2 is in a minimum of the potential without gauge fields
taken into accout.
The first non-trivial order is the one quadratic in the fields. There are two
kinds of terms in the quadratic part: terms where the two instances of the fields are
adjacent, and those where they are separated by derivatives. Those of the first kind
can be computed in the same way as the ones linear in the fields:
1
2
Ng2d tr
(
A2
1
−∂2 +m2
)
−Ng2 tr
(
A2
1
−∂2
)
=
1
2
Ng2d
∫
ddx A2
∫
ddp
(2pi)d
1
p2 +m2
−Ng2
∫
ddx A2
∫
ddp
(2pi)d
1
p2
= −2Ng
2
(4pi)2
m2
(
2

+
1
2
− ln m
2
µ¯2
)∫
A2d4x . (5.19)
Now we turn to the terms where we have two instances of the fields separated by
derivatives. The most general expression we have to consider can be written as
tr(A(xµ)B(∂µ)C(xµ)D(∂µ)) , (5.20)
where A, B, C and D are functions. Now we trace this expression using a mo-
mentum basis |p〉, and we also insert a convolution of unity in a momentum basis
|q〉. This yields∫
ddp
(2pi)d
ddq
(2pi)d
A˜(qµ − pµ)B(ıqµ)C˜(pµ − qµ)D(ıpµ) (5.21)
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where
f˜(pµ) =
∫
ddx eıp · xf(xµ) (5.22)
denotes the Fourier transform. If we now shift the momentum qµ → qµ + pµ, we
finally find:
tr(A(xµ)B(−∂2)C(xµ)D(−∂2))
=
∫
ddp
(2pi)d
ddq
(2pi)d
A˜(qµ)B(ı(q + p)µ)C˜(−qµ)D(ıpµ) . (5.23)
Now, in order to write C˜(−qµ) as a function of +qµ, we consider the symmetry of
the fields. We are interested in symmetric configurations, which means that F aµν is
even, and so Aaµ is odd. V is also an even function. This will hold for their Fourier
transforms as well.
One term that can immediately be computed in this way, is:
Ng2 tr
(
(Aa · ∂)2 1−∂2 +m2
1
−∂2
)
= Ng2
∫
ddp
(2pi)d
ddq
(2pi)d
A˜aµ(q)A˜
a
ν(q)
pµpν
(p2 +m2)p2
=
Ng2
d
∫
ddq
(2pi)d
A˜2(q)
∫
ddp
(2pi)d
1
p2 +m2
, (5.24)
where we have made use of the Landau gauge condition q · A˜a(q) = 0 and of the
symmetry in the integral over pµ. Integrating over pµ finally gives
Ng2
(4pi)2
m2
(
2

+ 1− ln m
2
µ¯2
)∫
A2d4x , (5.25)
where the Plancherel theorem for the Fourier transformation has been used:∫
ddp
(2pi)d
|f˜(p)|2 =
∫
ddx |f(x)|2 . (5.26)
Mark that A˜aµ is a purely imaginary function, as it is the Fourier transform of an
odd, real function. This introduces an extra minus sign when adding absolute value
bars.
For the other terms, we want to use the Feynman trick to bring all denomi-
nators of each term to a single denominator. It turns out that some of the terms
contain a product of four different denominators, which will give unwieldy multi-
ple integrals. Instead, it is possible to reduce the product of denominators in each
term to a product of only two factors, using the identity
1
−∂2 +m2
1
−∂2 =
1
m2
(
1
−∂2 −
1
−∂2 +m2
)
. (5.27)
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This way only one integral over a Feynman parameter xwill have to be introduced.
For example, for the parts containing V , we get:
− N
2 − 1
4m4
∫ 1
0
dx
∫
ddp
(2pi)d
ddq
(2pi)d
V˜ 2(q)
(
(d− 2)m4 + (p2 + p · q)2
(p2 +m2 + x(2p · q + q2))2
− 2(p
2 + p · q)2
(p2 +m2 + x(2p · q + q2 −m2))2 +
(p2 + p · q)2
(p2 + x(2p · q + q2))2
)
. (5.28)
Next we perform the shift pµ → pµ − xqµ. Then, the denominators are only
functions of p2, and they contain no dependence on the direction of pµ anymore.
As such, the numerators can be symmetrized, uzing pµpν → p2gµν/d. This gives
for the parts containing V :
− N
2 − 1
4m4
∫ 1
0
dx
∫
ddp
(2pi)d
ddq
(2pi)d
V˜ 2(q)
×
(
(d− 2)m4 + (p2 − x(1− x)q2)2 + 1dp2q2(1− 2x)2
(p2 +m2 + x(1− x)q2)2
− 2(p
2 − x(1− x)q2)2 + 2dp2q2(1− 2x)2
(p2 + (1− x)m2 + x(1− x)q2)2
+
(p2 − x(1− x)q2)2 + 1dp2q2(1− 2x)2
(p2 + x(1− x)q2)2
)
. (5.29)
Then we integrate over pµ, we put d = 4 −  and expand in , and we integrate
over x. Finally we find:
N2 − 1
(4pi)2
∫
d4q
(2pi)4
V˜ 2(q)
(
− 3
4
(
2

− ln m
2
µ¯2
)
− 7
8
− 1
3
(m2 + q2)3 ln
m2 + q2
m2
+
q6
6
ln
q2
m2
+
1
8
(
12 + 4
q2
m2
+
q4
m4
) √
4m2 + q2
q
artanh
q√
4m2 + q2
)
(5.30)
If we now add the classical contribution containing V ’s to (5.30), the diver-
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Figure 5.3: The function f(q) as defined from equation (5.32).
gences cancel as they should, and we find:
9
13
N2 − 1
N
∫
d4q
(2pi)4
V˜ 2(q)
2g2
+
N2 − 1
(4pi)2
∫
d4q
(2pi)4
V˜ 2(q)
(
3
4
(
ln
m2
µ¯2
− 161
78
)
− 7
8
− 1
8
(m2 + q2)3
m4q2
ln
m2 + q2
m2
+
q4
16m4
ln
q2
m2
+
1
8
(
12 + 4
q2
m2
+
q4
m4
) √
4m2 + q2
q
artanh
q√
4m2 + q2
)
. (5.31)
This is of the form
∫
d2q
(2pi)2 V˜
2(q)f(q) with f(q) a certain function.3 If we take
g2 to be what it is when µ¯2 = m2, i.e. in the mimimum of the effective ac-
tion without spacetime dependent fields added, then f(q) is a strictly positive and
monotonously rising function of |q|. This means that any small, spacetime depen-
dent, and symmetric oscilation of the value of 〈A2µ〉 around its asymptotic value
will cause an increase in the vacuum energy. From this we may conclude that
the vacuum with a constant background of the 〈A2µ〉 condensate is stable under
perturbations of the condensate itself.
The picture is different when turning to a spacetime dependent perturbation in
the gluon field. Repeating the steps outlined above, we find:
∫
d4q
(2pi)4
q2
2
|A˜(q)|2+ Ng
2
2(4pi)2
∫
d4q
(2pi)4
|A˜(q)|2
(
11
3
q2 ln
m2
µ¯2
+
(
4m2 − 223
36
q2
)
+
m2 + q2
12m4
(m4 − 10m2q2 + q4) ln m
2 + q2
m2
+
q2
6
(
1 +
q2
m2
− 1
4
q4
m4
)
ln
q2
m2
−
(
1− 5
3
q2
m2
+
1
12
q4
m4
)
(4m2 + q2)3/2
q
artanh
q√
4m2 + q2
)
. (5.32)
3As V (xµ) is a real and even function, so will be V˜ (pµ).
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This is again of the form
∫
d4q
(2pi)4 |F˜ (q)|2f(q). The function f(q) is depicted in
figure 5.3. One sees that, for |q| ∼ 10−6m, this function is negative, indicating a
vacuum instability. One can conclude that the vacuum with a constant background
of the 〈A2µ〉 condensate is unstable under the formation of slowly varying gluon
fields. In order to find out where the instability will lead to (if it is ever stopped
at all), it would be necessary to compute higher order terms in the expansion. It
is however not possible to continue the expansion the way it has been done in this
section, as at higher orders there will be more factors of 1/(−∂2), leading to ever
worse infrared divergences. It would be necessary to resum at least part of the
series. However, I will leave this issue for what it is and conclude this section
here.
5.3 Conclusions
In this chapter two approaches to the effective action of a vortex in the LCO vac-
uum have been carried out. A first approximation consisted of a gradient expansion
at lowest order. It was found that vortices can be metastable. Going to higher or-
der in the gradient expansion in the Landau background gauge is not possible, and
it may be less useful that what one might naively hope (see [78] for an example
showing that the gradient expansion at finite order may give misleading informa-
tion).
A second approach used is an expansion in the fields. The conclusion there is
that the vacuum with a constant value for 〈A2µ〉 is stable with respect to spacetime
dependent fluctuations in the condensate itself, but it is unstable for formation of
chromomagnetic fields. In order to find out where the instability would lead to,
higher order corrections should be computed, which seems impossible to do.
6
Temperature I: The formalism
Meni siinä mennessänsä aalloitse Aluen järven.
Karkasi katajikolle, niin paloi katajakangas;
kohautti kuusikkohon: poltti kuusikon komean.
Vieri vieläkin etemmä, poltti puolen Pohjan maata,
sakaran Savon rajoa, kahen puolen Karjalata.
From: Kalevala
At low temperatures, pure Yang–Mills theory is very non-perturbative, being a
theory of glueballs instead of of gluons, and having a mass scale where the fun-
damental Lagrangian contains none. At higher temperatures a phase transition or
cross-over occurs to a regime where gluons are freed to form a plasma, and at even
higher temperature this plasma becomes weakly coupled and Yang–Mills theory
becomes perturbative. However, as with much in Yang–Mills theory, the exact
mechanisms behind this temperature dependence are poorly understood.
As the dimension two condensate seems to have a close connection with con-
finement and with the deconfinement phase transition (see for example chapter 2
for more details thereover), one would expect the phase transition to be visible in
the behavior of the condensate. Therefore it is very interesting to see what happens
with the dimension two condensate at higher temperatures.
Now in contrast with the case of compact QED, where the deconfinement tran-
sition happens at a certain value of the coupling constant, the phase transition in
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Yang–Mills theory is driven by thermal fluctuations. As a heat bath breaks Lorentz
invariance, one expects the electric and the magnetic parts of the condensate to start
leading their own lives. As such we now effectively have to consider two conden-
sates 〈A20〉 and 〈A2i 〉. For practical purposes, however, we will consider two linear
combinations thereof, being their sum 〈A2µ〉 and their weighted difference ∆A2
defined in section 6.1. In order to do this, the LCO formalism will have to be
expanded to incorporate the electric-magnetic asymmetry∆A2 .
This work is split between this chapter and the next one. This chapter starts
with the introduction of the asymmetry itself in section 6.1, giving an account of
the work of Chernodub and Ilgenfritz on the lattice [33]. The LCO formalism
is extended to include the asymmetry in section 6.2, where it is proven that it is
actually possible to do so without losing renormalizability. Then, after some pre-
liminary work in section 6.3, the effective potential is computed in the following
chapter.
6.1 The asymmetry
At finite temperature, it makes sense to consider the temporal and spatial parts of
〈A2µ〉 separately, as Lorentz invariance is broken by the preferred reference system
of the heat bath. For practical purposes, however, this separation is not yet optimal.
On the lattice, for example, both these parts are badly divergent and it is a nontrivial
exercise to extract the finite parts. In the continuum the situation is not all that
better, as the two parts have the same mass dimension and will therefore mix under
the renormalization group.
For this reason, in [33] Chernodub and Ilgenfritz considered the electric-mag-
netic asymmetry∆A2 :
∆A2 = 〈g2A24〉 −
1
d− 1 〈g
2A2i 〉 . (6.1)
At zero temperature the asymmetry is zero by Lorentz invariance. And we know
that adding a temperature will not generate more divergences, such that all diver-
gences will cancel when this quantity is computed on the lattice. The result is
depicted in figure 6.1.
A first remark concerns the visibility of the phase transition in the value of the
asymmetry. At temperatures lower than the critical one, the asymmetry goes from
zero at zero temperature to a positive value, which reaches a maximum at the crit-
ical temperature. At higher temperatures, the asymmetry decreases and becomes
negative when T > 2.21 Tc. The two transition points —the phase transition tem-
perature and the symmetric point where the asymmetry goes through zero— divide
the temperature range in three regions. These seem to coincide with those asso-
ciated with the condensed, liquid, and gaseous states of the magnetic monopoles,
TEMPERATURE I: THE FORMALISM 6-3
Figure 6.1: The electric-magnetic asymmetry in the dimension two condensate as
measured on the lattice by Chernodub and Ilgenfritz [33].
whose dynamics are closely related to confinement and deconfinement (see, for
example, [79]). At yet higher temperatures, one would expect the perturbative
behavior to kick in, which goes like
∆A2(T ) =
N2 − 1
12
g2T 2 (6.2)
at lowest order.1 However, lattice artifacts prohibit lattice computations at suffi-
ciently high temperatures to see this [80].
At low temperatures, the behavior of the asymmetry is less readily explained.
Naively, one would expect the asymptotics to be governed by the lightest excitation
in the spectrum —in the case of SU(2) Yang–Mills theory the lowest glueball:
∆A2(T ) ∝ e−mO++/T . (6.3)
In order to get a less naive view on the problem, one can turn to the Abelian
Higgs model —i.e. photodynamics with spontaneous symmetry breaking due to
some Higgs potential. The photon in this theory is massive due to the vacuum
expectation value of the scalar Higgs field. In the London limit with an infinitely
massive Higgs particle, one can easily access the asymmetry by a perturbative
computation. Instead of an exponential form as in (6.3), one finds for the leading
behavior at small temperature:
∆A2(T ) ≈ −2pi
2
45
T 4
m2
+ · · · , (6.4)
1In [33] the opposite sign was erroneously found, which seemed to agree with the highest tem-
peratures found in the lattice computations. Given the sign of (6.2), one would expect the qualitative
behavior of asymmetry to make yet another turn at higher temperatures.
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where m is the photon mass. This polynomial behavior is due to the massless
longitudinal polarization of the photon, which is unphysical but still contributes to
the dimension two condensate asymmetry.
Turning to the numerical results obtained for pure Yang–Mills, Chernodub and
Ilgenfritz found the best fit
∆fitA2(T ) = C∆T
2e−m/T (6.5)
with
C∆ = 9.0 , m = 200MeV . (6.6)
There seems to be no polynomial behavior as in the Abelian Higgs model, which
seemingly means that there is no contribution from a zero-momentum pole in the
longitudinal gluon propagator. More surprizing, however, is the magnitude of the
mass in the exponential: it is way lower than the mass of the lowest-lying glueball
state, which is about 1.5GeV. The authors of [33] were not able to explain this,
prompting the research outlined below.
6.2 Algebraic analysis and renormalizability
6.2.1 The traceless part of 〈AaµAaν〉
We begin by recalling the expression of the pure Yang–Mills action in the Landau
gauge
S =SYM + SGF
=
1
4
∫
ddxF aµνF
a
µν +
∫
ddx
(
ba∂µA
a
µ + c
a∂µDabµ cb
)
,
(6.7)
where
Dabµ ≡ ∂µδab − gfabcAcµ . (6.8)
In order to study the local composite operatorOµν = 12AaµAaν− 12 δµνd A2κ, we intro-
duce it into the action by means of a BRST doublet of external sources (Kµν , ηµν),
symmetrical in the Lorentz indices, in the following way
SK = s
∫
ddx
(
1
2
ηµνA
a
µA
a
ν −
1
2d
ηA2µ −
ω
2
ηµνKµν +
ω
2d
ηK
)
=
∫
ddx
(
1
2
KµνA
a
µA
a
ν + ηµνA
a
µ∂νc
a − 1
2d
KA2µ
− 1
d
ηAaµ∂µc
a − ω
2
KµνKµν +
ω
2d
K2
)
,
(6.9)
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where s denotes the nilpotent BRST operator acting as
sAaµ = −Dabµ cb , sca =
1
2
gfabccbcc , (6.10a)
sca = ba , sηµν = Kµν , (6.10b)
sba = sKµν = 0 . (6.10c)
We have used the short-hand notations Kµµ = K and ηµµ = η. In eq. (6.9) we
have used the property ηµν = ηνµ, hence
ηµνA
a
µs(A
a
ν) = ηµνA
a
µDabν cb = ηµνAaµ∂νca . (6.11)
As is apparent from expressions (6.7) and (6.9), the action (SYM + SGF + SK)
is BRST invariant
s (SYM + SGF + SK) = 0 . (6.12)
We notice that we could rewrite the action SK in terms of kµν ≡ Kµν − 1dδµνK,
as (Kµν − 1dδµνK)2 = K2µν − 1dK2, so we might be tempted to immediately
couple AµAν to the traceless tensor source kµν . However, as not all components
of kµν can then be considered as independent due to the constraint kµµ = 0, using
the derivative with respect to kµν becomes rather tricky, and hence does also the
writing down of suitable Ward identities. The current parametrization in terms of
a completely general sourceKµν is, thus, much more useful.
Analogously as in the case of 〈A2µ〉 [21, 23], the dimensionless parameter ω
is needed to account for the divergences present in the vacuum Green function
〈O(x)O(y)〉, which will turn out to be proportional to the specific (traceless) com-
bination ofK2 andKµνKµν already written down in (6.9).
Remark: I use the following definition for the derivative with respect to a
symmetric source Λµν :
δΛµν
δΛαβ
=
1
2
(δµαδνβ + δµβδνα) . (6.13)
6.2.1.1 Ward identities
In order to translate the BRST invariance (6.12) into the corresponding Slavnov–
Taylor identity, we introduce two further external sources Kaµ and L
a coupled to
the non-linear BRST variations of Aaµ and c
a
Sext =
∫
ddx
(
−ΩaµDabµ cb +
1
2
gfabcLacbcc
)
, (6.14)
with
sΩaµ = sL
a = 0 . (6.15)
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Therefore, the complete action
Σ = SYM + SGF + SK + Sext , (6.16)
obeys the following identities:
• the Slavnov–Taylor identity
S(Σ) =
∫
ddx
(
δΣ
δAaµ
δΣ
δΩaµ
+
δΣ
δca
δΣ
δLa
+ ba
δΣ
δca
+Kµν
δΣ
δηµν
)
= 0 ;
(6.17a)
• the Landau gauge fixing condition
δΣ
δba
= ∂µAaµ ; (6.17b)
• the antighost equation
δΣ
δca
+ ∂µ
δΣ
δΩaµ
= 0 ; (6.17c)
• the ghost Ward identity
GaΣ = ∆acl (6.17d)
with
Ga =
∫
ddx
(
δ
δca
+ gfabc
(
cb
δ
δbc
))
(6.17e)
and
∆acl = g
∫
ddxfabc
(
ΩbµA
c
µ − Lbcc
)
(6.17f)
—notice that the term ∆acl, being linear in the quantum fields A
a
µ and c
a, is
a classical breaking;
• thanks to the specific way we introduced the sourcesKµν and ηµν , and their
tracesK and η, we also have
δµν
δ
δKµν
Σ = 0 , (6.17g)
δµν
δ
δηµν
Σ = 0 . (6.17h)
Let me also display, for further use, the quantum numbers of all fields and sources
entering the action Σ:
Aµ c c b ηµν Kµν Ω L
dimension 1 0 2 2 2 2 3 4
ghost number 0 1 −1 0 −1 0 −1 −2
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6.2.1.2 The most general counterterm
In order to characterize the most general local counterterm which can be freely
added to all orders of perturbation theory, we perturb the classical action Σ by
adding an arbitrary integrated local polynomial Σcount in the fields and external
sources of dimension bounded by four and with zero ghost number. This Σcount
is, however, restricted due to the existence of the Ward identities. More precisely,
it amounts to impose the following conditions on Σcount:
• the linearized Slavnov–Taylor identity
BΣΣcount = 0 (6.18a)
where
BΣ =
∫
ddx
(
δΣ
δAaµ
δ
δΩaµ
+
δΣ
δKaµ
δ
δAaµ
+
δΣ
δca
δ
δLa
+
δΣ
δLa
δ
δca
+
ba
δ
δca
+Kµν
δ
δηµν
)
(6.18b)
obeys BΣBΣ = 0;
• the Landau gauge fixing condition
δΣcount
δba
= 0 ; (6.18c)
• the antighost equation
δΣcount
δca
+ ∂µ
δΣcount
δΩaµ
= 0 ; (6.18d)
• the ghost Ward identity
GaΣcount = 0 ; (6.18e)
• and the additional identities
δµν
δ
δKµν
Σcount = 0 , (6.18f)
δµν
δ
δηµν
Σcount = 0 . (6.18g)
Taking into account that (Kµν , ηµν) form a BRST doublet, from the general results
on the cohomology of Yang–Mills theories it turns out that the external sources
(Kµν , ηµν) can only contribute through terms which can be expressed as pure BΣ
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variations. Henceforth, the invariant local counterterm Σcount can be parametrized
as [81]
Σcount =
a0
4
∫
ddxF aµνF
a
µν + BΣ∆−1 , (6.19)
where a0 is a free parameter and ∆−1 is the most general local polynomial with
dimension 4 and ghost number −1, given by
∆−1 =
∫
ddx
(
a1ΩaµA
a
µ + a2L
aca + a3∂µcaAaµ +
a4
2
gfabcc
acbcc + a5baca
+a6
ηµν
2
AaµA
a
ν + a7ηA
a
µA
a
µ + a8
ω
2
ηµνKµν + a9
ω
2
ηK
)
, (6.20)
with a1, . . . , a9 still arbitrary parameters.
From the conditions (6.18c), (6.18d), (6.18e) it consequently follows that
a3 = a1 , a4 = a5 = 0 , a2 = 0 , (6.21)
and from (6.18f) and (6.18g) we find
a6 = a7d , a8 = a9d , (6.22)
and hence∆−1 reduces to
∆−1 =
∫
ddx
(
a1
(
ΩaµA
aµ + ∂µcaAaµ
)
+ a6
(
ηµν
2
AaµA
a
ν −
1
d
ηAaµA
a
µ
)
+ a8
(
ω
2
ηµνKµν − 1
d
ω
2
ηK
))
. (6.23)
Therefore, for the final form of the most general possible counterterm one obtains2
Σcount = a0
∫
ddx
1
4
F aµνF
a
µν + a1
∫
ddx
(
Aaµ
δSYM
δAaµ
+Ωaµ∂µc
a + ∂ca∂ca
+KµνAaµA
a
ν + ηµνA
a
µ∂νc
a − 1
d
KAaµA
a
µ −
1
d
ηAaµ∂µc
a
)
+ a6
∫
ddx
(
1
2
KµνA
a
µA
a
ν + ηµνA
a
ν∂µc
a − 1
2d
KAaµA
a
µ −
1
d
ηAaµ∂µc
a
)
+ a8
∫
ddx
(ω
2
KµνKµν − ω2dK
2
)
. (6.24)
2It is formally understood that we work in dimensional regularization, with d = 4 − . We have
left the d in front of the operators instead of writing 4, as this is important in order to get the correct
finite parts once calculating in d dimensions.
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Finally, it remains to discuss the stability of the classical action, i.e. to check
whether Σcount can be reabsorbed into the classical action Σ by means of a mul-
tiplicative renormalization of the coupling constant g, the parameters ω, the fields
{φ = A, c, c, b} and the sources {Φ = K,Kµν , η, ηµν , La,Ωaµ}:
Σ(g, ω, φ,Φ) + ϑΣcount = Σ(g0, ω0, φ0,Φ0) +O(ϑ2) , (6.25)
with the bare fields, sources and parameters defined as
Aa0µ = Z
1/2
A A
a
µ , Ω
a
0µ = ZΩΩ
a
µ , g0 = Zgg ,
ca0 = Z
1/2
c c
a , La0 = ZLL
a , ω0 = Zωω .
ca0 = Z
1/2
c c
a , K0 = ZKK ,
ba0 = Z
1/2
b b
a , η0 = Zηη ,
K0µν = ZKµνKµν ,
η0µν = Zηµνηµν ,
(6.26)
and ϑ the infinitesimal perturbation parameter. Notice that, for consistency, we
should find that ZKµν = ZK and Zηµν = Zη.
The parameters a0, a1, a6, a7, a8 and a9 turn out to be related to the renormal-
ization of the gauge coupling constant g, of the fields Aaµ, c
a and of the sourcesK,
Kµν and ω according to
Zg = 1− ϑa02 ,
Z
1/2
A = 1 + ϑ
(a0
2
+ a1
)
,
ZK = 1 + ϑ (a6 − a0) ,
Zω = 1 + ϑ (2a0 − 2a6 − a8) .
(6.27)
Concerning the other fields and the sources Ωaµ and L
a, it can be verified that they
renormalize as
Z
1/2
c = Z
1/2
c = Z
−1/2
A Zg = 1− ϑ
a1
2
,
Zb = Z−1A , ZΩ = Z
1/2
c , ZL = Z
1/2
A ,
Zη = Zηµν = ZKZ
1/2
A Z
1/2
c = 1 + ϑ
(
a6 − a02 +
a1
2
)
,
ZKµν = ZK .
(6.28)
This completes the proof of the multiplicative renormalizability of the LCO Oµν
in the Landau gauge: the action (6.7) is renormalizable, where the Z-factor ofKµν
is equal to the Z-factor ofK, as required.
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6.2.2 The two operators combined
In the previous paragraph, we have considered the renormalizability of the LCO
formalism with the operator Oµν = 12AaµAaν − 12 δµνd A2κ alone. However, we want
to study this operator simultaneously with A2µ. So we consider the following ac-
tion:
Σ′ = SYM + SGF + SK + Sext + SA , (6.29)
with
SA = s
∫
ddx
(
1
2
λAaµA
a
µ −
1
2
ζλJ
)
=
∫
ddx
(
1
2
JAaµA
a
µ + λA∂c−
1
2
ζJ2
)
. (6.30)
This way, A2 has been introduced again, in the way of [23]. The action (6.29)
allows us to study the operatorsA2µ andOµν . Clearly, these 2 operators correspond
to the decomposition of AµAν into its trace and traceless components.
The action Σ′ obeys the same Ward identities as the action Σ (see eq. (6.16)),
only the Slavnov–Taylor identity is slightly modified:
S(Σ′) =
∫
ddx
(
δΣ′
δAaµ
δΣ′
δΩaµ
+
δΣ′
δca
δΣ′
δLa
+ ba
δΣ′
δca
+K
δΣ′
δη
+Kµν
δΣ′
δηµν
+ J
δΣ′
δλ
)
= 0 . (6.31)
and we also have an extra identity,∫
δΣ′
δλ
+
∫
c
δΣ′
δb
= 0 . (6.32)
Therefore the counterterm obeys the following linearized Slavnov–Taylor identity
BΣΣ′count = 0 , (6.33)
where BΣ is given by
BΣ =
∫
ddx
(
δΣ
δAaµ
δ
δΩaµ
+
δΣ
δKaµ
δ
δAaµ
+
δΣ
δca
δ
δLa
+
δΣ
δLa
δ
δca
+ ba
δ
δca
+Kµν
δ
δηµν
+ J
δ
δλ
)
, (6.34)
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and it is also restricted by ∫
δΣ′count
δλ
= 0 . (6.35)
After imposing all the Ward identities, we find for the counterterm
Σ′count = Σcount + a1
∫
ddx
(
1
2
JA2µ
)
+
∫
ddx a11
ζ
2
J2 , (6.36)
with Σcount given in (6.24). Notice that, due to the additional Ward identities
(6.18f) and (6.18g), no mixing occurs between J andK. This is a powerful result.
A priori, a mixing between Oµν and A2κδµν cannot be excluded.
Absorbing the counterterm (6.36) back into the original action Σ′ gives the
additional Z-factors (all the others are the same as before)
Zζ = 1 + ϑ (2a0 + 2a1 − a11) ,
ZJ = ZgZ
−1/2
A = 1− ϑ (a1 + a0) ,
Zλ = ZJZ
1/2
A Z
1/2
c .
(6.37)
Summarizing our result so far, we have seen that we had to introduce 2 (inde-
pendent) sources to discuss the renormalization of Oµν = 12AaµAaν − 12 δµνd A2κ and
A2µ, and this by means of the action (6.29). The vacuum divergences ∼ J2 and
the renormalization factor ZJ remains unchanged compared with the cases already
studied in [23, 24, 82].
6.3 Preliminaries
The next step will be to calculate the effective potential. In this section the last
necessary steps before this computation are performed. The effective action itself
is then computed in the following chapter.
6.3.1 Hubbard–Stratonovich transformation
In this section, we will get rid of the unwanted quadratic source dependence by
the introduction of 2 Hubbard–Stratonovich fields. We start by writing down the
complete action (6.29) where, except forKµν and J , we set all the external sources
equal to zero:
Σ′ =
1
4
∫
ddxF aµνF
a
µν +
∫
ddx
(
ba∂µA
a
µ + c
a∂µDabµ cb
)
+
∫
ddx
(
1
2
KµνA
a
µA
a
ν −
1
2d
KAaµA
a
µ −
ω
2
KµνKµν +
ω
2d
K2
)
+
∫
ddx
(
1
2
JAaµA
a
µ −
1
2
ζJ2
)
. (6.38)
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The energy functional can be written as
e−W (J,Kµν) =
∫
[dAµ][dc][dc][db]e−Σ
′
. (6.39)
We now rewrite the action as
Σ′ = SYM + SGF +
∫
ddx
(
1
2
kµνA
a
µA
a
ν −
1
2
ωk2µν
)
+
∫
ddx
(
1
2
JAaµA
a
µ −
1
2
ζJ2
)
, (6.40)
where we have used the abbreviation
kµν = Kµν − δµν
d
K , (6.41)
and where we have used the bare quantities. We will now perform two Hubbard–
Stratonovich transformations by multiplying expression (6.39) with the following
unities,
1 =
∫
[dσ]e−
1
2ζ
R
ddx(σg+ 12A2−ζJ)
2
,
1 =
∫
[dφµν ]e
− 12ω
R
ddx

1
g

φµν− δµνd φ

+ 12AµAν−ωkµν
2
,
(6.42)
where we have introduced two new fields, σ and φµν . We used a specific (traceless)
combination, φµν − δµνd φ with φ = φκκ, the reason wherefore will become clear
soon. Let us define the following abbreviation ϕµν ,
ϕµν = φµν − δµν
d
φ , (6.43)
which is traceless, just like kµν . Now performing the Hubbard–Stratonovich trans-
formations yields
e−W (J,Kµν) =
∫
[dAµ][dc][dc][db][dσ][dφµν ]
exp
[
−
∫
ddx
(
L(Aµ, σ, φµν)− σ
g
J − ϕµν
g
kµν
)]
, (6.44)
where∫
ddx L(Aµ, σ, φµν) = SYM + SGF +
∫
ddx
[
1
2ζ
σ2
g2
+
1
2ζg
σAaµA
a
µ
+
1
8ζ
(AaµA
a
µ)
2 +
1
2ω
ϕ2µν
g2
+
1
2ωg
ϕµνAµAν +
1
8ω
(AaµA
a
ν)
2
]
. (6.45)
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Notice that, by the Hubbard–Stratonovich transformation, we have removed the
terms with ζJ2, ωk2µν , JA
2, and kµνAµAν . The sources J and kµν are now
linearly coupled to σ/g and to ϕµν/g, as one can see in equation (6.44). Hence,
the usual 1PI formalism applies, with the following identification,
〈σ〉 = −g
2
〈
A2µ
〉
,
〈ϕµν〉 = −g 〈Oµν〉 , (6.46)
which follows easily from acting with ∂∂J and
∂
∂Kµν
on the equivalent generating
functionals e−Σ
′
and e−W (J,Kµν), and then setting J = Kµν = 0.
Here we can also appreciate the role of the traceless combination ϕµν used in
(6.42): it ensures that in the final action (6.45) the traceless combination 12AµAν−
1
2
δµν
d A
2
κ appears, as
1
2
ϕµνAµν =
1
2
(
φµν − δµνφ
2
κ
d
)
Aµν =
1
2
φµν
(
AµAν − δµν
d
A2κ
)
=
1
2
(
φµν − δµν
d
φ2κ
)(
AµAν − δµν
d
A2κ
)
= ϕµνOµν . (6.47)
6.3.2 Determination of ω
We did not yet determine the new parameter ω. In this section I will do so by
deriving a differential equation for ω, in an analogous way as was done for ζ
in [23].3 In order to do so, I will adapt the notation a bit, and define δω as
ω0 k
2
0,µν = µ
−
(
1 +
δω
ω
)
ω k2µν = µ
−ZωZ2Kω k
2
µν . (6.48)
Further define the following anomalous dimensions
µ
∂
∂µ
g2 = β(g2) , (6.49a)
µ
∂
∂µ
lnZKµν = γK(g
2) ⇒ µ ∂
∂µ
Kµν = −γK(g2)Kµν . (6.49b)
To determine a differential equation for ω, we take the derivative of equation
(6.48) with respect to µ. Note that, from equation (6.49), it follows that
µ
∂
∂µ
Kµµ = −γK(g2)Kµµ , (6.50)
and therefore
µ
∂
∂µ
kµν = −γK(g2)kµν . (6.51)
3ζ does not change by adding the traceless operatorOµν , so I will not derive it again.
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We find:
− (ω + δω) +
(
µ
∂
∂µ
ω + µ
∂
∂µ
(δω)
)
− 2γK(g2)(ω + δω) = 0 . (6.52)
As we can consider ω as a function of g2, we can rewrite the previous equation as
µ
∂
∂µ
ω = (ω + δω)− β(g2) ∂
∂g2
(δω) + 2γK(g2)(ω + δω) (6.53a)
⇒ β(g2) ∂
∂g2
ω(g2) = 2γK(g2)ω(g2) + h(g2) , (6.53b)
with
h(g2) = δω − β(g2) ∂
∂g2
(δω) + 2γK(g2)δω (6.54)
a finite function of g2. This particular choice of ω(g2) is the unique one which
ensures a linear renormalization group equation for the generating functionalW [J ]
while keeping multiplicative renormalizability for ζ. Then, (6.53b) is solved with
a Laurent series in g2,
ζ(g2) =
ζ0
g2
+ ζ1 + ζ2g2 +O(g4) (6.55)
by keeping in mind that the β-function starts at order g4, and a typical anomalous
dimension at order g2. Explicit calculations show that f(g2) starts at order g0.
Notice also that (6.53b) implies that β(g2) and γK(g2) have to be known to (n+1)
loops if ω(g2) is to be known at n loops. I refer the reader to the literature for all
details involved in the LCO procedure [21, 23, 82].
We now still need to determine the anomalous dimension of the Oµν operator,
as well as the divergence structure of its associated vacuum energy. While we fol-
low the same procedures here as [24], there are some novel features associated with
treating an operator with free Lorentz indices, especially since it is also traceless.
We use dimensional regularization in d = 4 −  dimensions to exploit the power
of the calculational machinery of the MINCER algorithm [83]. The algorithm is
encoded [84] in the symbolic manipulation language FORM [85].
First, to renormalize Oµν we insert it into a gluon two-point function and nul-
lify the momentum of one external gluon leg. This is in order to comply with the
conditions of the MINCER algorithm which determines three loop scalar massless
two-point functions to the finite part in dimensional regularization. Concerning
the gluon external leg momentum nullification, given that each triple gluon vertex
carries a numerator momentum, this procedure does not introduce any spurious
infrared singularities which could plague, say, a similar procedure in a scalar field
theory. For the Green function we consider, 〈Aaσ(p)Oµν(−p)Abρ(0)〉, there are four
free Lorentz indices and therefore one first needs to construct a Lorentz tensor pro-
jector. Clearly there will be more than one such independent tensor. Given what-
ever choice of basis is made, the scalar amplitude associated with each independent
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tensor can be deduced by inverting the tensor basis. However, as we are not actu-
ally interested in the finite parts of the Green function 〈Aaσ(p)Oµν(−p)Abρ(0)〉 but
only its divergence structure, we need only find one projector. We have chosen to
project with the tensor
POµν|σρ(p) = δµσδνρ + δµρδνσ − 2δσρ
pµpν
p2
. (6.56)
The Feynman diagrams contributing to 〈Aaσ(p)Oµν(−p)Abρ(0)〉 are generated by
the QGRAF package [86], and the output converted to FORM input notation by ap-
pending the necessary indices as well as the internal momenta consistent with the
MINCER topology definitions [85]. These computations have actually been done
in the presence of Nf flavours of massless quarks, in the general linear covariant
gauge, and up to three loops, which gives some additional consistency checks. For
this calculation there are 2 one-loop, 42 two-loop and 1023 three-loop Feynman
diagrams to be calculated. We follow the algorithm of [87] to extract the renormal-
ization constant ZO = ZKZA associated withOµν . The result of our computation
is the MS expression for the anomalous dimension
γK(g2) = 2
[
29
12
g2N
16pi2
+
389
48
(
g2N
16pi2
)2
+O(g6)
]
(6.57)
with corresponding renormalization factor
ZK = 1− 296
1

(
g2N
16pi2
)
+
[
2117
72
1
2
− 389
48
1

](
g2N
16pi2
)2
+O(g6) . (6.58)
For these results, the anomalous dimension passes all the usual internal consistency
checks.
The second main three-loop result which we have determined is the divergence
structure of the associated operator vacuum energy. As outlined in [24] this can be
deduced by considering a massless 2-point function with the operator present at
each of the two external points and a non-zero momentum flowing in one operator
and out the other. The divergence structure of this Green function reproduces the
divergence which occurs in the vacuum graphs composing the effective potential.
In essence these vacuum diagrams involve the constant current of the LCO for-
malism which gives massive propagators. By formally differentiating with respect
to these masses one accesses the part of the vacuum diagrams which are diver-
gent. This divergence can then be extracted by formally setting the mass to zero in
these cut-open vacuum graphs to produce the massless 2-point function we com-
pute [24]. We have generated the diagrams using QGRAF, which gives 1 one-loop,
7 two-loop and 127 three-loop Feynman diagrams. However, as with the renor-
malization of Oµν we need to project with an appropriate Lorentz tensor to have
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scalar amplitudes, since our Green function is in effect 〈Oµν(p)Oσρ(−p)〉. Again
only the divergence structure is required and therefore we applied the projector
PKµν|σρ =
1
2(d− 1)(d+ 2)
[
δµσδνρ + δµρδνσ − 2
d
δµνδσρ
]
. (6.59)
Consequently we find that the divergence is
δω =
N2 − 1
16pi2
[
− 7
12
1

+O(g2)
]
. (6.60)
At the end, the generating functionalW [J,Kµν ]will obey the following renor-
malization group equation:(
µ
∂
∂µ
+ β(g2)
∂
∂g2
− γJ(g2)
∫
d4x J
δ
δJ
−γK(g2)
∫
d4x Kµν
δ
δKµν
)
W [J,Kµν ] = 0 , (6.61)
which in turn ensures a linear renormalization group equation for the effective
action Γ(σ, φµν). There is no explicit reference anymore to either ζ or ω, as these
LCO parameters obey their renormalization group running by construction.
Now for the calculation of ω(g2), we also require the two loop β-function:
β(g2) = −g2 − 2(β0g4 + β1g6 +O(g8)) , (6.62)
with
β0 =
11
3
(
N
16pi2
)
, β1 =
34
3
(
N
16pi2
)
. (6.63)
Combining γK and δω into expression (6.54) yields
h(g2) =
(N2 − 1)
16pi2
[
− 7
12
− 1345
432
g2N
16pi2
+O(g6)
]
. (6.64)
Now we can solve the differential equation (6.53b). Using (6.57) and (6.64), we
can determine ω to one loop order:
ω =
N2 − 1
16pi2
[
1
4
16pi2
g2N
+
73
1044
]
. (6.65)
Finally, from expression (6.48), we can determine Z2KZω:
Z2KZω = 1 +
δω
ω
= 1− 7
3
(
g2N
16pi2
)
+O(g4) . (6.66)
7
Temperature II: The action
Ghazal N◦1674, Rumi
In this chapter, the work started in the previous chapter is continued. The previous
chapter introduced the formalism, and the necessary preliminary work was done.
Here I compute the effective action of Yang–Mills theory in the presence of a
dimension two condensate 〈A2µ〉 and an asymmetry ∆A2 first at zero and then at
finite temperature.
The chapter starts by giving an account of a simpler approach, detailed in sec-
tion 7.1. In this section all necessary mathematical machinery is used, let loose on
the case without considering the asymmetry. This allows for a less mathematical
exposé later on. The effective potential is computed in section 7.2 at zero temper-
ature and in section 7.3 at finite temperature. Finally, section 7.4 concludes the
chapter.
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7.1 Brute-force approach
A naive approach would be to use the LCO formalism for A2µ in a heat bath, with-
out adding any more fancy stuff. This is done by compactifying the imaginary-time
dimension, giving it a length 1/T . The integral over k0 in loop integrals is now
replaced by a sum over n with k0 = 2pin.
In our case we have:
V (σ) =
σ2
2g2ζ
+
1
2
ln det δab
(
−δµν∂2 +
(
1− 1
ξ
)
∂µ∂ν + δµνm2
)
(7.1)
withm2 = gσ 139
N
N2−1 . The functional determinant can be computed as follows:
1
2
ln det δab
(
−δµν∂2 +
(
1− 1
ξ
)
∂µ∂ν + δµνm2
)
=
1
2
(N2 − 1)(d− 1)T
+∞∑
n=−∞
∫
dd−1k
(2pi)d−1
ln(k2 + 4pi2T 2n2 +m2)
+
1
2
(N2 − 1)T
+∞∑
n=−∞
∫
dd−1k
(2pi)d−1
ln(k2 + 4pi2T 2n2) . (7.2)
The first sum can be evalutated as
+∞∑
n=−∞
ln(k2 + 4pi2T 2n2 +m2) = 2 ln 2 sinh
√
k2 +m2
2T
, (7.3)
where we have used expression (A.13). Herein we separate out the low-temperature
behavior, giving
+∞∑
n=−∞
ln(k2+4pi2T 2n2+m2) =
√
k2 +m2
T
+2 ln
(
1− e−
√
k2+m2
T
)
. (7.4)
The first term hereof will, combined with the classical contribution to the effec-
tive action, give the zero-temperature case again. The second term gives rise to a
temperature correction:
3T
2pi2
(N2 − 1)
∫ ∞
0
k2 ln
(
1− e−
√
k2+m2
T
)
dk , (7.5)
where we have replaced the number of dimensions by its physical value. The sec-
ond term in (7.2) can analogously be computed and is equal to−(N2−1)pi2T 4/90.
In contradistinction to the zero-temperature case, the trace of ln(−∂2) is now non-
vanishing, but as it does not depend in any way on the fields of interest, it will be
irrelevant to the discussion. The full potential is shown in figure 7.1.
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Figure 7.1: The effective potential as a function ofm2 for various temperatures. The
lowest line is T = 0, the highest one is T = 0.76ΛMS. A constant term has been
added to the potential to shift it to go through the origin.
As the integral in (7.5) cannot be computed in closed form, we cannot hope to
solve the gap equation analytically for all T . We can instead do two things: solve
the equations numerically, or perform an expansion in some parameter. I will first
show briefly how to find the small- and large-temperature expansion, and then I
will show some results of a numerical analysis.
For the low-temperature expansion, it is helpful to do a change of variables in
the integral of (7.5):
3T 4
2pi2
(N2 − 1)
∫ ∞
0
t2 ln
(
1− e−
√
t2+m2/T 2
)
dt . (7.6)
Thus we see that small temperature corresponds to large mass. In this limit the
exponential is vanishingly small for all values of the integration variable t, and so
the logarithm can be expanded in a series. A next step consists of the expansion
of the square root in the exponent. Here we have to be careful, as this expansion is
not allowed for t2 > m2/T 2. For small temperatures, however, the contribution of
this part of the integration interval is exponentially smaller than the leading-order
term. As such we can proceed without worries and we find
− 3T
4
2pi2
(N2 − 1)e−m/T
∫ ∞
0
t2e−Tt
2/2m
(
1 +O(T 3t48m3 )
)
dt . (7.7)
This gives the leading-order correction
− 3(N
2 − 1)
(2pi)3/2
m3/2T 5/2e−m/T . (7.8)
Taking the derivative brings down a minus sign from the exponential (deriving the
m3/2 factor gives subleading terms), and putting everything together we find that
the correction onm2 due to temperature is negative. This seems to agree with the
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naive expectation that temperature will break the non-perturbative condensate and
will restore the perturbative vacuum. Mark that the influence of temperature is
exponentially suppressed at the lowest temperatures, and a numerical analysis will
have to show that no subleading terms spoil our expectations.
For the large-temperature expansion, it is more straighforward to go back to
expression (7.2). Instead of performing the sums first, we start by doing the inte-
grations:
− 1
2
(N2 − 1)(d− 1)Γ(−d−12 )
T
(4pi)
d−1
2
+∞∑
n=−∞
(4pi2T 2n2 +m2)(d−1)/2 , (7.9)
where we are only keeping the first term, as the second one will be, again, irrele-
vant. When expanding this in large T , we have to watch out for the n = 0 term,
which must be treated separately. The terms with n 6= 0 can then be written as a
single sum, and we find
− 1
2
(N2 − 1)(d− 1)Γ(−d−12 )
Tmd−1
(4pi)
d−1
2
− (N2 − 1)(d− 1)Γ(−d−12 )
T
(4pi)
d−1
2
∞∑
n=1
∞∑
i=0
(
d−1
2
i
)
(2piTn)d−1−2im2i .
(7.10)
If the number of dimensions d is sufficiently small, we can sum over n to find
Riemann zeta functions (A.14):
− 1
2
(N2 − 1)(d− 1)Γ(−d−12 )
Tmd−1
(4pi)
d−1
2
−(N2−1)(d−1)Γ(−d−12 )
T
(4pi)
d−1
2
∞∑
i=0
(
d−1
2
i
)
(2piT )d−1−2iζ(2i+1−d)m2i .
(7.11)
Most of the terms in this expression have a smooth d→ 4 limit, but the term with
i = 2 has a pole due to the zeta function. Taking that one apart, we find
N2 − 1
(4pi)2
(
− (2piT )
4
30
+
(2piT )2m2
2
− 2(2piT )m3
− 3m
4
2
(
1

− ln 2piT
µ¯
− ln 2 + γ − 1
3
)
− 4(2piT )4
∞∑
i=3
(
3/2
i
)
ζ(2i− 3)
( m
2piT
)2i)
. (7.12)
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With this, the full effective potential becomes
9
13
N2 − 1
N
m4
2g2
+
N2 − 1
(4pi)2
(
(2piT )2m2
2
− 2(2piT )m3
+
3m4
2
(
ln
2piT
µ¯
+ ln 2− γ + 1
3
− 161
156
)
− 4(2piT )4
∞∑
i=3
(
3/2
i
)
ζ(2i− 3)
( m
2piT
)2i)
, (7.13)
where the irrelevant T 4 term has been dropped. Now, however, we have to be
careful, as at high temperatures we expect the mass squared to be proportional to
g2T 2. This fact changes our series in 1/T into a series in g, and we see that the
classical term and the leading-order quantum correction have the same order in g.
Solving the gap equation at leading order yields
m2 = −13
72
Ng2T 2 ⇒ 〈A2µ〉 =
N2 − 1
4
T 2 . (7.14)
This last expression is exactly what one would expect from perturbation theory.
However, we have a negative mass-squared, meaning that there are tachyons in
the theory. When going one order further in the expansion, we run into trouble
because of the m3 term. This issue is related to the need for resummation in hot
field theory [88]. In order to carry this through, it will be necessary to consider the
electric and magnetic components separately, so I will not do this here.
Now only remains to show the results of the numerical analysis. A choice for
µ¯2 has to be made, and in the following we take it equal to gσ′(T = 0). For
sufficiently small temperatures one minimum can be found. At the temperature
of 0.76ΛMS this minimum disappears, and at higher temperatures the potential is a
monotonously rising function of the condensate. When one analyses the potential
for negative values of the mass-squared, one finds the minimum (7.14), but in order
to see it, one has to ignore the imaginary part of the potential. Later I will say more
hereover. For values lower than the critical temperature of 0.76ΛMS, the values of
m2 are shown in figure 7.2.
7.2 The effective potential at zero temperature
7.2.1 Computation of the effective potential
We are now ready to calculate the one loop effective potential. First, from [23] we
find that the tree level mass associated to AaµA
a
µ is given by
m2 =
13
9
N
N2 − 1gσ = gσ
′ , (7.15)
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Figure 7.2: The upper line shows the value ofm2 in the minimum of the effective potential
as a function of the temperature. The lower line is the same for the maximum in the
potential. At the temperature of 0.76ΛMS, one can see these two extrema merging
and disappearing.
where we have defined
σ′ = σ
13
9
N
N2 − 1 . (7.16)
Analogously, from the results in the previous chapter we find that the tree level
mass matrix associated with AµAν is given by,
Mµν = 4
N
N2 − 1gϕµν = gϕ
′
µν , (7.17)
where we have defined
ϕ′µν = 4
N
N2 − 1ϕµν . (7.18)
To calculate the effective potential for σ′ and ϕ′, we can rely on the background
formalism. At one loop, only the integration over the gluon field Aµ gives a non-
trivial contribution, and we find
e−Γ
(1)(σ′,ϕ′µν) =
∫
[dA] exp−
{∫
d4x
(
1
2ζ
σ2
g2
+
1
2ω
ϕ2µν
g2
)
+
∫
d4x
[
1
2
Aaµδ
ab
(
δµν∂
2 +
(
1− 1
ξ
)
∂µ∂ν +m2 +Mµν
)
Abν
]}
= exp−
(
1
2ζ
σ2
g2
+
1
2ω
ϕ2µν
g2
)
exp−
(
N2 − 1
2
tr lnQµν
)
, (7.19)
where Qµν is defined as,
Qµν =
(
−∂2δµν +
(
1− 1
ξ
)
∂µ∂ν + δµνm2 +Mµν
)
. (7.20)
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Mµν is the traceless matrix which describes the asymmetry.
Let us start with the calculation of tr lnQµν . We can parameterize the traceless
matrixMµν as follows,
Mµν = A

1
− 1d−1
. . .
− 1d−1
 , (7.21)
as we can assume that there is still spatial symmetry when separating the temporal
component. Mark that, in order to have positive effective masses, we need the
constraints
m2 − A
d− 1 ≥ 0 , (7.22a)
m2 +A ≥ 0 . (7.22b)
We can now rewrite tr lnQµν as
tr ln
(
−∂2δµν +
(
1− 1
ξ
)
∂µ∂ν + δµνm2
)
+ tr ln
(
δµν +
1
−∂2 +m2
(
δµλ + (1− ξ) ∂µ∂λ−∂2 + ξm2
)
Mλν
)
, (7.23)
which, in the Landau gauge limit ξ → 0, becomes
(d− 1) tr ln(−∂2 +m2) + tr ln(−∂2)
+ tr ln
(
δµν +
1
−∂2 +m2
(
δµλ − ∂µ∂λ
∂2
)
Mλν
)
. (7.24)
The matrix of the last logarithm has the following eigenvalues: 1 − 1−∂2+m2 Ad−1
with multiplicity (d− 2), 1 + A−∂2+m2
(
1− dd−1 ∂
2
0
∂2
)
and 1. Therefore, we obtain
tr lnQµν =(d− 1) tr ln(−∂2 +m2) + tr ln(−∂2)
+ (d− 2) tr ln
(
1− 1−∂2 +m2
A
d− 1
)
+ tr ln
(
1 +
A
−∂2 +m2
(
1− d
d− 1
∂20
∂2
))
=tr ln(−∂2)︸ ︷︷ ︸
I
+(d− 2) tr ln
(
−∂2 +m2 − A
d− 1
)
︸ ︷︷ ︸
II
+ tr ln
(
−∂2 +m2 +A
(
1− d
d− 1
∂20
∂2
))
︸ ︷︷ ︸
III
.
(7.25)
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First, in dimensional regularization, we know that1
I = tr ln(−∂2) =
∫
ddk
(2pi)d
ln k2 = 0 . (7.26)
Part II is a readily evaluated as
II =(d− 2) tr ln
(
−∂2 +m2 − A
d− 1
)
=
1
(4pi)2
(
m2 − A
3
)2(
−2

− 1
2
+ ln
m2 − A3
µ2
)
+
4A
9(4pi)2
(
m2 − A
3
)
+O() ,
(7.27)
where we have worked in the MS scheme. Notice that, for II to be real-valued,
constraint (7.22a) must hold.
Finally, part III requires much more effort due to the presence of the temporal
derivatives.
III = tr ln
(
−∂2 +m2 +A
(
1− d
d− 1
∂20
∂2
))
=
∫
ddk
(2pi)d
ln
(
k2 +m2 +A
(
1− d
d− 1
k20
k2
))
=
∫
ddk
(2pi)d
ln
(
k40 + k
2
0
(
m2 + 2k2i −
A
d− 1
)
+ k2i (k
2
i +m
2 +A)
)
− tr ln k2 , (7.28)
where the notation ki refers to (d − 1)-dimensional spatial part of k. The second
term can be ignored as it does not contribute relevantly. Notice that, for III to
be real-valued, the constraint (7.22b) must hold. We will start by performing the
integral over the temporal momentum k0. To cut down on notational length, we
will write our expression as∫ +∞
−∞
dk0
2pi
ln(k40 + αk
2
0 + β) , (7.29)
where α and β are always positive due to the reality of the ki and our two con-
straints (7.22a) and (7.22b). We split this into two parts∫ +∞
−∞
dk0
2pi
(ln(k20 + z1) + ln(k
2
0 + z2)) (7.30)
1An overall factor (V T ) will always be omitted in all the calculations.
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where −z1 and −z2 are the zeros2 of the polynomial z2 + αz + β. Note that both
the sum and the product of z1 and z2 (which are equal to α and β respectively)
are positive and real, meaning that z1 and z2 must be either each other’s complex
conjugate, or else must be real, and also that their real parts have to be positive.
If one chooses the branch cut of the logarithm along the negative imaginary axis,
one can easily check that we took the correct sheet in (7.30).
Now we will perform the integration over k0. Formally, the following holds:∫ +∞
−∞
dk
2pi
ln(k2 +X) =
√
X . (7.31)
This can be seen by somehow regularizing the integral and dropping irrelevant
constants. Applying this to expression (7.30) gives
√
z1 +
√
z2 =
√
z1 + z2 + 2
√
z1z2 =
√
α+ 2
√
β . (7.32)
In the second step we squared the expression and took the square root again. This
is allowed as both z1 and z2 have positive real parts. In the last step we made use
of the fact that −z1 and −z2 are the solutions to a quadratic equation, and that
therefore their sum and product yield the coefficients of the equation. Substituting
back the values of α and β, we arrive at the following form:
III =
√
2
∫
dd−1ki
(2pi)d−1
√
m2
2
+ k2i −
A
2(d− 1) +
√
k2i
√
k2i +A+m2 . (7.33)
Now we use the following expression, which can be found using the (ana-
lytically continuated) ordinary Schwinger trick (A.39) together with the related
formula (A.41):√
A+ `
√
B = − `
4pi
lim
z→ 12
∫ ∞
0
dt
tz
∫ ∞
0
ds
s3/2
e−
t2`2
4s −tA−sB . (7.34)
Using this we can rewrite the square root
III = − 1√
8pi
∫
dd−1ki
(2pi)d−1
∫ ∞
0
dt
tz
∫ ∞
0
ds
s3/2
√
k2i e
−( t24s+t+s)k2i
×e−t(m
2
2 − A2(d−1) )−s(A+m2)
= − 1√
8pi
∫ ∞
0
dt
tz
∫ ∞
0
ds
s3/2
e−t(
m2
2 − A2(d−1) )−s(A+m2)
×
(∫
dd−1ki
(2pi)d−1
√
k2i e
−( t24s+t+s)k2i
)
, (7.35)
2Here I introduce minus signs in order to get less clutter later on.
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where we have left the limit z → 1/2 implicit. Therefore, we can now evaluate
the integral over k, yielding∫
dd−1k
(2pi)d−1
ke−(
t2
4s+t+s)k
2
=
1
2d−1pi(d−1)/2
(
t2
4s
+ t+ s
)−d/2 Γ(d2 )
Γ(d−12 )
.
(7.36)
If we insert equation (7.36) into equation (7.35), we obtain,
III = − 1√
2pi(d+1)/2
Γ(d2 )
Γ(d−12 )
∫ ∞
0
dt
tz
×
∫ ∞
0
ds
s(d−3)/2e−t(
m2
2 − A2(d−1) )e−s(A+m
2)
(t+ 2s)d
= − 1
2d/2pi(d+1)/2
Γ(d2 )
Γ(d−12 )
∫ ∞
0
dt
t(d−1)/2+z
e−t(
m2
2 − A2(d−1) )
×
∫ ∞
0
ds′e−s
′t(A+m2)/2s′ (d−3)/2(1 + s′)−d , (7.37)
where in the last step, we have performed the substitution s′ = 2s/t. In this
expression, we can put z = 1/2 as it will turn out that the integral will converge
(within the constraints (7.22)). In the integral over s′, we recognize the integral
representation of the Kummer function of the second kind (see equation (A.30)
in the appendix), which, as in equation (A.29), can be written using 1F1(a; b; z)
—the confluent hypergeometric function. This lead us to
III =
Γ(d2 )
2d/2pi(d−1)/2 sinpi d−12
∫ ∞
0
dt
td/2+1
e−t(
m2
2 − A2(d−1) )
×
(
1F1(d−12 ;−d−12 ; t2 (A+m2))
Γ(d)Γ(−d−12 )
−
(
t
2
(A+m2)
) d+1
2
1F1
(
d; d+32 ;
t
2 (A+m
2)
)
Γ(d−12 )Γ(
d+3
2 )
)
. (7.38)
For the final integration, we recognize the integral of (A.31), resulting in
III =
Γ(d2 )
2d/2pi(d−1)/2 sinpi d−12
 2F1
(
d−1
2 ,−d2 ;−d−12 ;
1
2 (A+m
2)
(m
2
2 − A2(d−1) )
)
Γ(−d2 )(
m2
2 − A2(d−1)
)−d/2
Γ(d)Γ(−d−12 )
−
(
A+m2
2
) d+1
2 2F1
(
d, 12 ;
d+3
2 ;
1
2 (A+m
2)
(m
2
2 − A2(d−1) )
)
Γ( 12 )(
m2
2 − A2(d−1)
)1/2
Γ(d−12 )Γ(
d+3
2 )
 . (7.39)
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Up to now we have been working in d dimensions. The next step is to replace
d→ 4− , and to rewrite this expression as a series in . Only in the first term do
we encounter a pole 1/ originating from Γ(−d2 ). In the second term there is no
such pole and, therefore, we can immediately set d = 4:
IIIb =
−Γ (d2) (A+m22 ) d+12
2d/2pi(d−1)/2 sinpi d−12
2F1
(
d, 12 ;
d+3
2 ;
1
2 (A+m
2)
(m
2
2 − A2(d−1) )
)
Γ
(
1
2
)
(
m2
2 − A2(d−1)
)1/2
Γ(d−12 )Γ(
d+3
2 )
∣∣∣∣∣∣∣∣
d=4
=
(m2 +A)5/2
15pi2
√
m2 − A3
2F1
(
4,
1
2
;
7
2
;
m2 +A
m2 − A3
)
. (7.40)
For the first term, we have to expand in a series of . For the benefit of the reader, I
will do this expansion in a structured way. We can distinguish 3 different parts. A
prefactor, the hypergeometric function and Γ(−d2 ). First, after some algebra, we
can write the expanded prefactor as
Γ(d2 )
2d/2pi(d−1)/2 sinpi d−12
1(
m2
2 − A2(d−1)
)−d/2
Γ(d)Γ(−d−12 )
=
−1
8(4pi)2
{(
m2 − A
3
)2
− 
2
(
m2 − A
3
)[
4
9
A
+
(
m2 − A
3
)(
ln
(
m2 − A3
µ2
)
− ln(16pi)
)]}
, (7.41)
where we are working in the MS-scheme (later we will convert µ to the MS
scheme). Let me mention that in the calculation of this expansion, we have to
expand the Γ function around positive integer and around half-integer arguments,
wherefor digamma functions are needed. (See section A.1 in the appendices.)
Secondly, we have to expand the hypergeometric function into a series in . Using
(A.37), we find
2F1
(
d− 1
2
,−d
2
;−d− 1
2
;
1
2 (A+m
2)
(m22 − A2(d−1) )
)
= (1 + 2v + 5v2)
+
(
11v3 − 3v
3(1− v) +
2
9
(1 + 5v)
Av
m2 − A3
− 1
2
(1 + 2v + 5v2) ln(1− v)
)
 ,
(7.42)
where
v =
m2 +A
m2 − A3
. (7.43)
7-12 CHAPTER 7
Finally, the expansion Γ(−d2 ) in terms of  reads,
Γ(−d2 ) =
1

+
(
3
4
− γ
2
)
+O() . (7.44)
Taking the three previous expansions in  together, we find,
IIIa = − 118(4pi)2
[
5A2 + 12Am2 + 9m4
] [2

− ln
(
A
A− 3m2
)
− ln
(
m2 −A/3
µ2
)]
+
1
108(4pi)2
(
−7A2 + 15Am2 + 27m4 + 27m
6
A
)
.
(7.45)
Notice that we have switched to the MS scheme. In summary, equation (7.39)
becomes,
III = − 1
18(4pi)2
[
5A2 + 12Am2 + 9m4
] [2

− ln
(
A
A− 3m2
)
− ln
(
m2 −A/3
µ2
)]
+
1
108(4pi)2
(
−7A2 + 15Am2 + 27m4 + 27m
6
A
)
+
(m2 +A)5/2
15pi2
√
m2 − A3
2F1
(
4,
1
2
;
7
2
;
m2 +A
m2 − A3
)
. (7.46)
This part is real-valued if the second constraint (7.22b) holds. Taking parts II and
III together yields,
tr lnQµν =
1
18(4pi)2
[
−2

+ ln
(
m2 −A/3
µ2
)] [
7A2 + 27m4
]
+
1
108(4pi)2
[
−29A2 + 99Am2 − 27m4 + 27m
6
A
]
+
1
18(4pi)2
[
5A2 + 12Am2 + 9m4
]
ln
(
A
A− 3m2
)
+
(m2 +A)5/2
15pi2
√
m2 − A3
2F1
(
4,
1
2
;
7
2
;
m2 +A
m2 − A3
)
. (7.47)
The remaining hypergeometric function can be expressed in terms of elementary
functions using equation (A.38).
The expression (7.47) has quite some square roots and logarithms, so let us
now check whether it is real in the domain where it is supposed to be real. First
consider A > 0. In this case the ln
(
A
A−3m2
)
picks up an imaginary part, leading
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to
=
[
1
18(4pi)2
[
5A2 + 12Am2 + 9m4
]
ln
(
A
A− 3m2
)]
=
1
288pi
(
5A2 + 12Am2 + 9m4
)
. (7.48)
Then, keeping the constraints (7.22) in mind and using (A.38), we also find
=
 (m2 +A)5/2
15pi2
√
m2 − A3
2F1
(
4,
1
2
;
7
2
;
m2 +A
m2 − A3
)
= − 1
288pi
(
5A2 + 12Am2 + 9m4
)
. (7.49)
This is a first consistency check, as the imaginary parts neatly cancel.
Secondly, for A < 0, all constituent functions in the tr ln are real to start with.
A third interesting test is the A → 0 limit, which should give back the known
result for (d − 1)tr ln(−∂2 +m2). All the terms singular in A nicely cancel and
we recover the correct value
tr lnQµν =
m4
16pi2
(
−5
4
− 3

+
3
2
ln
m2
µ2
)
. (7.50)
The classical part in expression (7.19) is, to the orders in g2 and  we need,
readily evaluated as
1
2ZζZ2Jζ
σ2
g2
=
9
26
N2 − 1
N
m4
g2
[
1 +
13
3
(
Ng2
16pi2
)
− 161
36
(
g2N
16pi2
)]
,
1
2ZωZ2Kω
ϕ2µν
g2
=
1
8
N2 − 1
N
A2
g2
(
4
3
+

9
)
×
[
1 +
7
3
(
g2N
16pi2
)
− 73
261
(
g2N
16pi2
)]
, (7.51)
where the renormalization Z-factors have been reintroduced.
Taking all the results together, we nicely find that all the divergences cancel in
the effective potential, which, after some algebra and simplification, leads to the
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final result
V (1)(m,A) =
N2 − 1
2(4pi)2
{
1
18
ln
(
m2 −A/3
µ2
)[
7A2 + 27m4
]
+
[
−155
522
A2 +
11
12
Am2 − 87
26
m4 +
1
4
m6
A
]
+
1
18
[
5A2 + 12Am2 + 9m4
] [
ln
(
A
A− 3m2
)
+ ln
(
1 +
√
m2 +A
m2 − A3
)
− ln
(
1−
√
m2 +A
m2 − A3
)]
−
(
m2 − A3
)
12A
(6A2 + 11Am2 + 3m4)
√
m2 +A
m2 − A3
+
9
13
(4pi)2
g2N
m4 +
1
3
(4pi)2
g2N
A2
}
. (7.52)
The fact that the divergences cancel is a stringent check on the result.
7.2.2 Minimum of the potential
We will now determine the minimum of the potential (7.52) by solving the associ-
ated gap equations
∂V (1)
∂m2
= 0 ,
∂V (1)
∂A
= 0 , (7.53)
and checking which extremum is the global minimum.
Before doing this, we can already check whether for small A, the minimum
m2 = (2.03ΛMS)2 from [23,24] is a stable one. A Taylor expansion around A = 0
yields
V (1)(m,A) =
N2 − 1
32pi2
{
−113m
4
26
+
144m4pi2
13g2N
+
3
2
m4 ln
[
m2
µ2
]}
︸ ︷︷ ︸
V (1)(m,A=0)
+
N2 − 1
32pi2
{(
85
3132
+
16pi2
3g2N
+
7
18
ln
[
m2
µ2
])
A2
}
+O(A3) . (7.54)
The first part is exactly the first order potential found in [23, 24], and the second
part is a positive correction3 in A2. Moreover, one can also check that ∂
2V (1)
∂m2∂A =
∂2V (1)
∂A∂m2 = 0 at
A = 0 , m2 ≈ 4.12Λ2MS , (7.55)
3We recall that we set µ¯2 = m2 in [23, 24] based on the renormalization group.
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while it is already known from [23,24] that ∂
2V (1)
∂(m2)2 > 0 at (7.55). This means that
(7.55) is a stable (local) minimum. This is a nice and nontrivial verification of the
results of [23, 24], while establishing Lorentz invariance (as A = 0), a conditio
sine qua non at T = 0.
Let us now look for other minima. The gap equations (7.53) yield
0 =
7A
12
− 74m
2
13
+
3m4
4A
+
√
A+m2
3m2 −A
(
5A
4
√
3
−
√
3m2 − 3
√
3m4
4A
)
+
288m2pi2
13g2N
+
(
2
3
A+m2
)(
ln
[
A
A− 3m2
]
− ln
[
1−
√
A+m2
−A3 +m2
]
+ ln
[
1 +
√
A+m2
−A3 +m2
])
+ 3m2 ln
[
−A3 +m2
µ2
]
, (7.56a)
0 = −107A
522
+
5m2
4
+
m4
2A
− m
6
4A2
+
√
A+m2
3m2 −A
(
A√
3
− 29m
2
12
√
3
− 2m
4
√
3A
+
√
3m6
4A2
)
+
32Api2
3g2N
+
(
5
9
A+
2
3
m2
)(
ln
[
A
A− 3m2
]
− ln
[
1−
√
A+m2
−A3 +m2
]
+ ln
[
1 +
√
A+m2
−A3 +m2
])
+
7
9
A ln
[
−A3 +m2
µ2
]
. (7.56b)
After determining these conditions, we still need to choose an appropriate value
for µ¯. In order to compare possible other minima with the minimum (7.55), we
should operate with the same scale. We set
µ¯2 ≈ 4.12Λ2MS . (7.57)
With this choice, the coupling constant becomes
g2(µ¯2) =
1
β0 ln µ
2
Λ2
MS
⇒ g
2N
16pi2
=
3
11 ln(4.12)
≈ 0.19 , (7.58)
which is sufficiently small to assure the perturbative expansion we have carried
out is trustworthy. If one solves the two gap equations numerically, besides the
minimum (7.55), one only finds the maximum
A = 0 , m2 = 0 . (7.59)
In summary, the potential (7.52) has only one minimum (7.55):
V (1)(m2 = 4.12, A = 0) ≈ −3.23Λ4MS , (7.60)
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where we have set N = 3. As A = 0 in the minimum, Lorentz invariance is
preserved as required in this zero-temperature case. This is a good test for the
solidness of our framework, before going to the more complicated case of finite
temperature.
7.3 The finite-temperature corrections
We now compute the effective action at finite temperature. The formalism is iden-
tical to the one in section 7.1, allowing me to gloss over the details. The integrals
over the timelike momenta have to be replaced by sums over Matsubara frequen-
cies, resulting in the following traces giving the one-loop quantum corrections:
N2 − 1
2
(d− 2)T
∫
dd−1k
(2pi)d−1
+∞∑
n=−∞
ln
(
4pi2T 2n2 + ~k2 +m2 − A
d− 1
)
,
(7.61a)
N2 − 1
2
T
∫
dd−1k
(2pi)d−1
+∞∑
n=−∞
ln
(
16pi4T 4n4
+4pi2T 2n2
(
m2 + 2~k2 − A
d− 1
)
+ ~k2(~k2 +m2 +A)
)
,
(7.61b)
which are the finite-temperature versions of parts II and III in (7.25).4 The sums
can be computed using standard techniques. The sum in (7.61a) is already known,
and formula (A.13) gives us
tr ln
(
−∂2 +m2 − A
d− 1
)
= 2T
∫
dd−1k
(2pi)d−1
ln 2 sinh
√
~k2 +m2 − Ad−1
2T
.
(7.62)
This can be split into the T = 0 contribution and a finite temperature correction:
tr ln
(
−∂2 +m2 − A
d− 1
)
= tr ln
(
−∂2 +m2 − A
d− 1
)∣∣∣∣
T=0
+ 2T
∫
d3k
(2pi)3
ln
1− exp−
√
~k2 +m2 − A3
2T
 (7.63)
where we have set d = 4 in the temperature correction.
The second expression (7.61b) can be computed in an analogous way as (A.13),
except that the numerator will be a fourth-order polynomial, and the computations
4Part I in (7.25) is non-zero at finite temperature, but it only contributes a, for us, irrelevant constant,
so I treat it as if it were still zero.
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become slightly more involved. When all the dust settles, we find the temperature
correction to the trace to be equal to
2T
∫
d3k
(2pi)3
ln
1− exp−
√
α
2 +
√
α2−4β
2
T

+ ln
1− exp−
√
α
2 −
√
α2−4β
2
T
 , (7.64)
where we have used the shorthand notations α = m2 + 2~k2 − A/3 and β =
~k2(~k2 +m2 +A).
If we put the results of (7.63) and (7.64) together with the correct degeneracy
factor, we find the temperature correction to be
(N2 − 1) T
pi2
∫ ∞
0
k2 ln
1− exp−
√
~k2 +m2 − A3
2T
 dk
+ (N2 − 1) T
2pi2
∫ ∞
0
k2
ln
1− exp−
√
α
2 +
√
α2−4β
2
T

+ ln
1− exp−
√
α
2 −
√
α2−4β
2
T
 dk . (7.65)
From (7.52) we already know the zero-temperature effective potential. If we
add the temperature correction found above, we can start the work of searching for
minima. As the expressions involved are pretty much unhandleable, we use two
strategies: expanding in series gives some analytical insight in the low- and high-
T behavior, and numerical minimization gives a global view of the temperature
dependence. For the numerical part, I have used µ¯2 = 4.12ΛMS, the value of gσ′
in the non-perturbative minimum at zero temperature, and N = 2. It is possible
to have µ¯2 shift as gσ′ gets modified at finite temperature; this, however, does not
significantly change the results.
7.3.1 Numerical minimization
Plotting and visually inspecting the potential reveals only one minimum, which co-
incides with the already known non-perturbative minimum at T = 0. One would
expect the zero-temperature perturbative solution to become a saddle-point of the
potential at finite T , but it turns out that this saddle-point can only be found from
T = 0.45ΛMS onwards. For lower temperatures it seems that the saddle-point
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Figure 7.3: The 〈g2A2µ〉 condensate (full line) and the asymmetry∆A2 (dashed line) as
functions of the temperature, in units ΛMS.
is located in a region of the parameter space where the effective potential has an
imaginary part. For slightly higher temperatures, the saddle-point and the non-
perturbative minimum merge and from a temperature of 0.67ΛMS onwards no so-
lutions to the gap equation can be found anymore. I will say more about this in
paragraph 7.3.3.
The values of the condensates in the non-perturbative minimum are plotted in
figure 7.3. In this figure I have used the sign and prefactor conventions of [33]
instead of those from [23], which means that the value of 〈A2µ〉, being the opposite
of σ, is negative. We see that the absolute value of 〈A2µ〉 is slightly lowered by
raising the temperature. The asymmetry is positive and rising, just as was found
on the lattice in [33]. Our value for the asymmetry seems to be slightly lower, but
as we have only done a one-loop calculation, one cannot expect the results to have
very high accuracy.
In figure 7.4 the values of the electric part and the magnetic part are plotted
separately. At T = 0 both are, naturally, equal. When increasing the temperature,
the electric component goes up, while the magnetic component remains approx-
imately constant. This is also what has been found on the lattice [80]. Similar
conclusions for correlations in the gluon condensate were also found in [89].
7.3.2 Low temperatures
The limit T ∼ 0 can be considered analytically, in the same way as was done
in section 7.1. We find that the three integrals in the potential have lowest-order
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Figure 7.4: The electric (dashed) and magnetic (full line) components of the 〈A2µ〉
condensate as function of the temperature. (The magnetic component has been
divided by three to be able to compare with the electric component.)
behavior
−(N2 − 1)m
3/2T 5/2
21/2pi3/2
e−m/T , −(N2 − 1)pi
2T 4
90
(
m2 − A3
m2 +A
)3/2
,
−(N2 − 1) T
5/2
23/2pi3/2
(m2 + A3 )
9/4
(m2 − 5A3 )3/2
e−
√
m2−A3 /T
(7.66)
respectively. It is clear that, for low T , the second integral will dominate. If we
take this to be the first low-temperature correction, we find for the asymmetry
A = −g
2Npi2
15m2
(
1− 85
1044
g2N
(4pi)2
)
T 4 ,
∆A2 = (N2 − 1) g
2pi2
30m2
(
1− 85
1044
g2N
(4pi)2
)
T 4 ,
(7.67)
and (to this order in the temperature) there is no correction to 〈g2A2µ〉. If we apply
a fit to the low-temperature part of our numerical data, the two results are in nice
agreement. Mark that, as there is no T 4 correction to 〈g2A2µ〉 but there is a positive
one to ∆A2 , the magnetic component of the condensate will decrease its value, or
increase its absolute value, as can be seen in figure 7.4. This is in opposition to
the behavior of the electric component, which only decreases in absolute value.
The increase in |〈g2A2E〉| is small, however, and it is not clear how higher-order
corrections will influence this result.
In [33] it was found that the value of the asymmetry was best described by an
exponential form
∆A2 ≈ cT 2e−m/T (7.68)
with m = 201(8)MeV. They, however, only had data for T > 0.4 Tc. For such
higher temperatures, the lowest order in the expansion is, of course, not sufficient,
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and the exponential corrections cannot be ignored anymore. In order to investigate
the behavior of the asymmetry, the numerical results have to be used again. It
turns out to be very difficult to find a fit good enough in broader intervals. Given
the complexity of the analytical expressions and given the fact that I have only
done the calculations up to one-loop order, it is not possible to say more about it,
however.
7.3.3 High temperatures
In order to get more insight in the disappearance of all solutions to the gap equation
at higher T , I will expand the effective potential in this limit. Proceeding in the
same way as in section 7.1, we find the following high-T expansion:
N2 − 1
2g2N
(
9
13
m4 +
1
3
A2
)
+
N2 − 1
8
(
m2 +
A
3
)
T 2
− N
2 − 1
12pi
(
(m2 +A)
3
2 +
(
m2 − A
3
) 3
2
)
T
+
N2 − 1
32pi2
(
3m4 +
7
9
A2
)
ln
2piT
µ¯
− N
2 − 1
24pi2
(
327
208
m4 +
2
3
m2A− 3623
4176
A2
)
+
ζ(3)(N2 − 1)
20736pi4
(81m6 − 27m4A+ 36m2A2 + 2A3)T−2 + · · · (7.69)
where we have dropped the T 4 term, as it does not depend on the fields in any way
and is, thus, irrelevant. Now one has to keep in mind that, at high temperatures, one
expects the fields to scale with the temperature, and that all terms in the expansion
above are effectively of the same order in T . However, one expects to have that
m2 ∼ A ∼ g2T 2, making the above series one in g, with the first two terms being
of the same order. Solving the gap equation perturbatively yields at lowest order
m2 = −13N
72
g2T 2 , A = −N
8
g2T 2 , (7.70)
and for the condensates:
〈g2A2µ〉 =
N2 − 1
4
g2T 2 , ∆A2 =
N2 − 1
12
g2T 2 . (7.71)
This is exactly the result one expects from a perturbative computation.
Going to higher order in this expansion, some subtleties are encountered. First
note that the effective gluon masses-squared are negative, and the next term in the
expansion contains square roots of the masses-squared. This gives an imaginary
part to the potential. Another point of note is the fact that our expansion has
effectively become a series in the coupling g instead of one in the temperature.
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Figure 7.5: The diagrams giving the Debye mass in hard-thermal-loop resummation. The
ghost loop is not necessary [90].
Figure 7.6: More diagrams that need to be resummed: two coming from the σ part of the
LCO Lagrangian, and again the same two diagrams from the ϕµν part of the LCO
Lagrangian. The index “ζ, ω” has been added to remind of the fact that this
depicts the two four-gluon vertices coming from the LCO formalism. The dotted
line is the σ or φµν propagator.
This means that, when going to higher order in 1/T , one has to take into account
the effect of higher-loop diagrams. These two problems are actually related.
It has been known for a long time that, at higher temperatures, the perturbation
series must be reorganized.5 In ordinary pure Yang–Mills theory, this amounts to
giving the timelike gluon a Debye massm2D =
N
3 g
2T 2, which effectively resums
the hard (high momentum) contributions of the diagrams in figure 7.5. In our
formalism, however, there are four additional vertices. This gives rise to four extra
diagrams that need to be resummed. They are shown in figure 7.6. Computing
these diagrams, it turns out that they exactly cancel the lowest-order contribution
from the condensate.
When doing this resummation, one has to watch out for double counting, which
can happen when considering diagrams without external lines [90]. However,
when taking the derivative of the effective action with respect to the fields, we
are in fact considering diagrams which do have external lines, and so this problem
will not arise. This means that, at the level of the effective action, the mismatch
due to double counting contains terms without fields only. As such, we can pro-
ceed ignoring this problem. Adding the resummed diagrams to the result found in
5See for example [88].
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(7.69), we find up to the effective order g3:
N2 − 1
2g2N
(
9
13
m4 +
1
3
A2
)
+
N2 − 1
8
(
m2 +
A
3
)
T 2
− N
2 − 1
12pi
((
m2 +
13N
72
g2T 2 +A+
N
8
g2T 2 +m2D
) 3
2
+
(
m2 +
13N
72
g2T 2 − A
3
− N
24
g2T 2
) 3
2
)
T + · · · , (7.72)
where, again, terms not containing the fields m2 and A have been dropped. Once
more solving this perturbatively, we find:
m2 = −13
18
g2N
(
T 2
4
− mDT
4pi
+ · · ·
)
,
A = −3
2
g2N
(
T 2
12
− mDT
36pi
+ · · ·
)
,
(7.73)
and analogously for 〈g2A2µ〉 and∆A2 . This is exactly what one would expect from
perturbation theory.
7.4 Conclusions
I computed the effective action of SU(N ) Yang-Mills theory in the presence of a
dimension two condensate and an asymmetry in this condensate. Figure 7.3 is the
main result of this chapter. Good qualitative agreement with the results of [33]
is found. The quantitative agreement is less excellent, but as my computations
are only one-loop order and the coupling is not that small, one may not hope for
miracles. A two-loop treatment, however, is intractable [91].
The low-T behavior seems to be best described by ∆A2 = αT 4, as a naive
computation in an Abelian Higgs model would lead us to expect [33]. The mis-
match with the exponential fit found in [33] is probably due to their having data
only for T > 0.4 Tc. At high temperatures it turns out that resummation à la hard-
thermal-loop is necessary, and not doing this will give no solutions when imposing
that the effective action be real. After resumming the necessary diagrams, the per-
turbative values for the condensates are recovered. No non-perturbative solutions
are found. The only part of the temperature range where I cannot boast good re-
sults is around the phase transition. At that point the temperature is already too
high to trust a simple one-loop computation, and the high-temperature expansion
cannot be expected to still yield good results at a temperature so low.
By now, lattice computations for the full dimension two condensate and for
the electric and magnetic components separately at finite temperature have been
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completed [80]. Qualitative agreement is again good. For T < Tc, it is indeed
found that the electric component shows much more temperature dependence than
the magnetic component, which is nearly constant in that range.

8
Effective field theory and composite
operators
Dyl’Gyt bin@N qaj@ doGoNon.
From: A cuckoo tale, Siberian folk tale
In this last chapter I would like to point out some new avenues of research which
are based on a generalisation of the LCO method. In the previous chapters, I
calculated non-perturbative corrections using a renormalisable effective action for
local composite operators. The demand of renormalisability fully determined the
σ field Lagrangian —the parameters in the Hubbard–Stratonovich transform and
their running. However, this demand seriously restricts the applicability of the
method.
Suppose, for example, that we want to study chiral symmetry breaking, where
the composite operator is the mass dimension three ψψ. If we couple the com-
posite operator to an external quark mass, there will be logarithmic divergences
to the vacuum energy proportional to the quark mass to the fourth power. These
cannot be transformed into a linear coupling to a sigma field using a Hubbard–
Stratonovich transformation. This is because the ensuing theory should describe
pion physics and hence be a nonrenormalizable effective field theory. The math-
ematical reason is that the dimension of the sigma field should be two for the
Hubbard–Stratanovich method to work in 3 + 1 dimensions. This means we need
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another dimensionful parameter in the theory to couple the dimension three LCO
to a dimension two σ field. Effective field theory can provide this extra parameter.
I show in this chapter how the LCO method can be extended to effective field
theory, which is described in section 8.1, using Weinberg’s idea of extending the
Hilbert space to accommodate new elementary particles coupling directly to the
LCO, described in section 8.2. In section 8.3 I show that Weinberg’s Hilbert
space method (the Schmidt method) can be revamped via the path integral ap-
proach as an generalisation of the Hubbard–Stratanovich transform. The Hubbard–
Stratonovich transformed theory is now only equivalent with the original one in the
low energy regime. First, in section 8.4, I apply this to the Gross–Neveu model,
which is renormalizable, after which I apply this to a 1 + 1 dimensional effective
theory describing the low energy excitations of a metal around the Fermi surface
in section 8.5. I show that the LCO approach in this case exactly reproduces the
correct Hubbard–Stratanovich transform through explicit calculation of the ζ func-
tion. One would generally expect that, for an effective field theory, the coupling
to marginal operators (corresponding to taking the infinite cutoff limit) will be
given by the usual LCO method, while for the coupling to irrelevant operators one
needs to keep the cutoff finite and use the extended LCO method. As a nontriv-
ial application of this extended LCO method, it is very natural to think about the
color-flavor locked phase of QCD at high density, where the presence of a Fermi
surface provides the extra dimensionful parameter.
8.1 Effective field theory and integrating out of de-
grees of freedom
The old view on renormalization, which was prevalent during the fifties and sixties,
was that quantum field theory is a theory of point particles defined up to infinitely
high energy or infinitely small distance scales, which leads to divergences when
two or more fields coincide. To give a meaning to these divergences, one has to first
regulate them by introducing a cutoff Λ, which removes from the theory all states
having energies larger than Λ. Then, using perturbation theory, one can show that
all troublesome divergences can be absorbed in a few parameters such as mass,
coupling constant, and field normalization. Everything physical is then finite in
terms of these renormalized quantities and does not depend on the cutoff Λ if one
lets Λ go to infinity at the end. Field theories of this type are called renormalizable,
and it was a dogma that only renormalizable theories are allowed. The search for
renormalizablity was also the restriction that fuelled the gauge revolution in the
seventies [92–94].
A new view on renormalization was initiated with the work of Wilson on the
renormalization group [95]. The essence of Wilson’s ideas on renormalization can
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be easily illustrated by means of a simple toy-model of the world. Suppose that
the world is exactly described by (3 + 1)-dimensional massless λφ4 theory, down
to zero distance. The bare Lagrangian is given by
L = 1
2
∂µφ∂
µφ− λ(Λ)
4!
φ4 , (8.1)
where I have introduced a dependence on the regulator cutoff Λ, which, according
to the old view on renormalization, should be taken to infinity at the end. It is
intuitively clear that the physics at low energy, and hence large distances, cannot
depend on the details of what happens at very high enery or small distances. To
investigate the influence of the high-momentum modes, we will integrate them out
from the very high momentum cutoff Λ, which regulates the divergences, to some
intermediate cutoff Λ1. If we split the quantum field φ in a low-momentum part ϕ
and a high-momentum part ϕ˜ with{
ϕ(k) 6= 0 0 ≤ k ≤ Λ1
ϕ(k) = 0 Λ1 ≤ k ≤ Λ
,
{
ϕ˜(k) = 0 0 ≤ k ≤ Λ1
ϕ˜(k) 6= 0 Λ1 ≤ k ≤ Λ
, (8.2)
then the integration measure in the path integral factorizes as
[dφ]Λ = [dϕ]Λ1 [dϕ˜][Λ1,Λ] , (8.3)
and we can rewrite the original path integral
Z =
∫
[dφ]Λe
ı
~
R
d4x LΛ[φ] (8.4)
as
Z =
∫
[dϕ]Λ1e
ı
~
R
d4x LeffΛ1 [ϕ] (8.5)
with
e
ı
~
R
d4x LeffΛ1 [ϕ] =
∫
[dϕ˜][Λ1,Λ]e
ı
~
R
d4x LΛ[ϕ+ϕ˜] . (8.6)
The effective Lagrangian LeffΛ1 [ϕ] is thus obtained by integrating out the high-
energy ϕ˜ particles. Their influence is now encoded in the renormalizable parame-
ters of the effective Lagrangian. Since this Lagrangian is non-local, we can expand
it in powers of momentum around the low-energy limit:
LeffΛ1 [ϕ] =
1
2
∂µϕR∂
µϕR − m
2
R(Λ)
2
ϕ2R −
λR(Λ)
4!
ϕ4
+
∞∑
n=1
(
cn
Λ2n
ϕ4+2nR +
dn
Λ2n
∂µϕR∂
µϕRϕ
2n
R + · · ·
)
.
(8.7)
From this expansion follows that the effect of the high-energy degrees of freedom
can be taken into account by adding a finite number of local “counterterms” if we
are only intersted in finite precision.
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Indeed, let us look at two-particle scattering up to one loop. The free propaga-
tors of the ϕ and ϕ˜ particles are given by
G0(k) =
ı
k2 − ıθ(Λ1 − k) (8.8a)
G˜0(k) =
ı
k2 − ıθ(k − Λ1)θ(Λ− k) (8.8b)
respectively. ϕ-ϕ scattering up to one loop is given by
p3
p4
p1
p2
+
p3
p4
p1
p2
+
p3
p4
p1
p2
+
p3
p4
p1
p2
+
p3
p4
p1
p2
+
p3
p4
p1
p2
+
p3
p4
p1
p2
.
(8.9)
As the external ϕ particles carry low momentum compared to the ϕ˜ particles in
the loop, we can neglect them in the loop, so that the ϕ particles effectively see a
four-point vertex
=
3λ2
2
∫
Λ21<q
2<Λ2
d4q
(2pi)4
1
(q2 − ı)2 , (8.10)
and, at this precision in the p2/Λ2 expansion with p the external ϕmomentum, we
find that the effect of the high-momentum modes can be completely described by
adding a local counterterm to the Lagrangian:
−ıλR(Λ1) = +
= −ıλ(Λ) + 3ıλ4(Λ)
∫
Λ21<q
2<Λ2
d4q
(2pi)4
1
q4
= −ıλ(Λ)
(
1− 3λ(Λ)
(4pi)2
ln
Λ
Λ1
)
.
(8.11)
The renormalized coupling constant is logarithmically dependent on the interme-
diate scale and, although λ(Λ) can be small, the log’s can be large, such that we
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resum them using the β-function defined by
β(λR) = Λ
∂
∂Λ
λR(Λ1)
∣∣∣∣
Λ,λ
=
3
(4pi)2
λ2R +O(λ3R) ,
(8.12)
to
λR(Λ1) =
λ
1− 3(4pi)2λ ln Λ1Λ
. (8.13)
Suppose we are interested in higher precision, then we can simply expand the
lop integral around p = 0 and find, at lowest order, a local counterterm of the form
δLeffΛ1 ∝ λ2(Λ)
p2
Λ21
ϕ4 ∼ d1
Λ21
∂µϕ∂
µϕϕ2 . (8.14)
Analogously at one-loop we find a contribution to three-particle scattering:
, (8.15)
which, at lowest order in the momentum expansion, can be described by the coun-
terterm
δLeffΛ1 ∝
λ3(Λ)
Λ21
ϕ6 ∼ c1
Λ21
ϕ6 . (8.16)
Why does the field ϕ have to be renormalized? For this we need to go to two
loops and investigate the setting-sun diagrams:
. (8.17)
At low momentum, they contribute to the ϕ propagator as
G(k2) =
ı
k2
(
1− 1
12
(
λ
(4pi)2
)2
ln
Λ2
Λ21
− 1
12
(
λ
(4pi)2
)2
ln
Λ21
−k2
)
, (8.18)
where the first correction comes from the integration over the high-momentum ϕ˜
particles, and the second correction from the integration over the soft ϕ modes.
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Again, the effect of the high-momentum modes can be taken into account by
adding a local term
δLeffΛ1 = −
δZ3
2
∂µϕ∂
µϕ (8.19)
with
δZ3 = − 112
(
λ
(4pi)2
)2
ln
Λ2
Λ21
. (8.20)
Defining the renormalized field as
ϕ = Z1/23 ϕR = (1 + δZ3)
1/2ϕR , (8.21)
this new counterterm can be absorbed into the normalization of the renormalized
ϕR field.
There is, of course, also a renormalization of the mass, and here we encounter
a problem with the old renormalization philosophy. Calculation the following dia-
gram:
,
(8.22)
we find that the high-momentum modes contribute with a local mass term with
m2R(Λ1) =
λ
2(4pi)2
(Λ2 − Λ21) . (8.23)
We could choose to include a mass term in the bare Lagrangian to cancel the
O(Λ2) term, but the fact then remains that the effective low-energy mass is heavily
dependent on the intermediate energy scale, and a very fine tuning of the coupling
λ is necessary (which can be destroyed at higher orders). This is the well-known
naturalness problem, which gives us a first hint that renormalizability is not all
that counts in a sensible physical theory. To keep low-energy particles from de-
coupling, one needs extra symmetries such as gauge invariance, chiral symmetry
or supersymmetry, which protect against large renormalization of the mass.
If we consider what happens to the effective Lagrangian when we go to low en-
ergy (or when we take Λ to infinity), we find three types of interactions. There are
the relevant operators, which grow in importance, such as the mass term; there are
marginal operators, such as the ϕ4 term, which evolve logarithmically according
to the β-function to a fixed-point; and there are the irrelevant operators, such as ϕ6
or (∂µϕ)2ϕ2, which go to zero. As a consequence, the low-energy physics depend
on the short-distance theory only through the relevant and marginal couplings,
and possibly through some leading irrelevant coupling if one measures sufficiently
small effects. This provides a completely new ideology. Presumably no field the-
ory of any type is complete up to arbitrarily high energies. They are all effective
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theories valid up to some cutoff. The new philosophy can hence be summarized as
follows [96]:
• A finite cutoff Λ can be introduced into any field theory for the purpose of
discarding high-energy states from the theory. The cutoff can then be used
for processes involving momenta much below Λ.
• The effects of the discarded states can be retained in the theory by adjusting
the existing couplings in the Lagrangian, and by adding new, local, non-
renormalizable interactions. These interactions are polynomial in the fields
and derivatieves of the fields. The nonrenormalizable couplings do not result
in untreatable infinities as the theory has a finite cutoff.
• Only a finite number of interactions is needed when working to a particular
order. One must include all interactions involving operators with dimension
n+ 4 or less to achieve accuracy through order (p/Λ)n.
• Conversely, an operator of dimension n + 4 can only affect results at order
(p/Λ)n and may be dropped from the theory if such precision is unneces-
sary.
The interactions in a cutoff theory are completely specified by the requirement
of locality, by the symmetries of the theory and the regulator, and by the desired
precision. The structure of the operators (except for their symmetry) does not
depend on the details of the high-energy theory. Only the coefficients depend
on the high-energy regime. In the case of a known high-energy theory they can
be calculated as we have shown in the previous paragraphs. In the case of an
unknown fundamental theory they have to be measured experimentally. In a sense,
the expansion of an effective Lagrangian in powers of 1/Λ is somewhat analogous
to a multipole expansion in classical field theory.
Up to now I have discussed the concept of an effective field theory in pertur-
bation theory. What happens at strong coupling or when there are nonperturbative
effects? In these cases the naive scaling analysis of the operators does not work
anymore. Indeed, in the perturbation context the scaling is determined by the ki-
netic term
Lkin = 12∂µϕR∂
µϕR , (8.24)
because we assume that it is dominant and will set the scale of the fluctuations. In
d dimensions, φ scales naively as [E]d/2−1, and an opeator Oi constructed from
M ϕR’s andN derivatives has mass dimension δi =M(d/2−1)+N . This means
that, in a process where the energy E is the only scale, we have∫
ddx Oi ∼ Eδi−d , (8.25)
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such that the corresponding coupling gi scales as λiΛ δi − d where λi is dimension-
less. Therefore the contribution of the operator Oi is of order
λi
(
E
Λ
)δi−d
. (8.26)
This perturbative naive scaling teaches us that, if δi is smaller than the number of
dimensions d, the operator grows more important at lower energies and is rele-
vant. If δi equals d, the operator is equally important at all energies and therefore
marginal. If δi is larger than d, the operator becomes irrelevant at low energies.
If, by integrating out to lower energies, the couplings start to grow, this simple
scaling has to be corrected. Indeed, let us, for example, investigate the scaling of
ϕR itself. As
ϕR = (1 + δZ3)−1/2ϕ ∼
(
1 +
1
12
(
λ
(4pi)2
)2
ln
Λ
Λ1
)
ϕ ∼
(
Λ
Λ1
)γ(λ)
ϕ ,
(8.27)
where
γ(λ) =
1
12
(
λ
(4pi)2
)2
+O(λ3) (8.28)
is the anomalous dimension of the ϕ field. As the bare field ϕ has canonical scaling
(ϕ ∼ E), we find1
ϕR ∼ E1+γ . (8.29)
This follows from the renormalized propagator:
GR =
ı
k2
(
1− 1
12
(
λ
(4pi)2
)2
ln
Λ21
−k2 + · · ·
)
∼
(
1
k2
)1−γ(λ)
. (8.30)
To be strict, this derivation is only correct at a fixed-point λ = λ∗.
The same is true for composite operators such as ϕ2R or ϕ
4
R or any operatorOi,
as
Oi = Z
i
ZN/2
OiR (8.31)
with N the number of ϕ fields in Oi. Also in this case, the Z factors can turn into
an anomalous dimension for the composite operator.
As a consequence, the dimension of the operators can change a lot when the
coupling becomes large, and operators can switch between relevant, marginal and
irrelevant. As such the theory is still determined by an effective Lagrangian with a
finite number of operators, but they can differ from the naive perturbative scaling
argument. As an example, consider the Ising model in d = 4 −  dimensions,
1The ϕ field has canonical scaling if E → sE, Λ → sΛ. As ϕR is independent of Λ, we have to
rescale Λ→ sΛ in the normalization of φR.
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described by a λφ4 theory. For small λR, the φ4 operator is relevant, because φ
scales as E1−/2 and the canonical scaling of φ4 is E4−2. However, as the energy
is scaled down, the coupling constant λR runs according to the β-function
β(λR) = −λR + 3(4pi)2λ
2
R +O(λ3R) , (8.32)
and the growing of λR stops at the fixed-point
λ∗R =
(4pi)2
3
. (8.33)
Let us now look at the contribution of φ4 to a process with energy-scale E. Up to
one-loop, Z equals one and
Z4 = 1 +
3
(4pi)2
λR
Λ1
Λ
+ · · · ∼
(
Λ1
Λ
) 3
(4pi)2
λR
, (8.34)
such that
〈ϕ4R〉 =
(
Λ1
Λ
)− 3
(4pi)2
λR
〈ϕ4〉 . (8.35)
The bare operator φ4 scales canonically as E4−2 if we also rescale Λ. Therefore
ϕ4R scales as
E
4−2+ 3
(4pi)2
λR . (8.36)
For λR = 0, 〈ϕ4R〉 scales canonically as E4−2 and is relevant. For the fixed-point
λ∗R defined in (8.33), 〈ϕ4R〉 scales asE4− and hence scales as a marginal operator.
There are essentially two ways through which effective Lagrangians evolve
as we scale down the energy, and operators change their scaling and move from
(ir)relevant to marginal operators. The first way has just been described and con-
sists in reaching a new fixed-point with anomalous dimensions. The second way
involves the generation of a new low-energy scale. For this, let us take massless
QCD.We start with massless quarks described by a quark operator ψq which scales
as E3/2. As we integrate out high-energy modes, we induce confinement and chi-
ral symmetry breaking, and at sufficiently low energy we end up with an effective
Lagrangian describing free massless pions. The naive pion field
~pi = ψqγ5~τψ (8.37)
scales as E3, which is not the canonical dimension we expect for free pions. How-
ever, the chiral condensate introduces the new low-energy scale ΛQCD, which can
be used to define canonical pion fields.
If we start from a high-energy theory without fundamental mass scale in the
Lagrangian —as is the case for QCD— the generation of a new mass scale has to
be nonperturbative:
M ∝ ΛQCD ∝ Λe−1/β0g2(Λ) . (8.38)
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I will show in the next section how integrating in new degrees of freedom can
provide new low-energy scales.
8.2 Integrating in degrees of freedom
The essential idea of integrating in has been elegantly introduced by S.Weinberg in
the context of bound states in scattering theory [97].2 He started from some simple
observations about proton–neutron scattering and tried to answer two questions.
• What distinguishes composite and elementary particles?
• How can we diagnose and cure the failures of perturbation theory in scatter-
ing problems?
Let us consider low-energy proton–neutron scattering. In the spin one, isospin
zero, parity even channel, there is a bound state: the deuteron. As perturbation
theory can never yield a bound state, we can be sure that the Born series for the
scattering amplitude diverges at −2.2MeV —the binding energy of the deuteron.
As this is close (on the scale of typical nuclear energies) to small positive energy,
we can guess that the Born series will also diverge for small positive energy. In
terms of S-matrix theory, a pole will appear if the coupling is sufficiently strong,
which makes the perturbation theory diverge. Now suppose that the deuteron were
not a bound state or composite particle, but a real elementary particle. Then the
deuteron would no longer owe its existence to the strong neutron–proton interac-
tion, which would then have to be much weaker.3 Therefore we expect that the
Born series would now converge for small positive energies. Can we experimen-
tally distinguish between these two descriptions? Weinberg showed that the an-
swer is no. He showed that, given a theory having bound states in certain channels
forbidding the use of perturbation theory, it is possible to find another, equivalent
theory where the composite particles are elementary and in which the forces are
weak enough to allow perturbation theory.
To see how this is possible, let us start from elementary elastic scattering the-
ory, where the T -matrix is related to the S-matrix through
〈~k′|Sˆ|~k〉 = δ(~k − ~k′)− 2piı〈~k′|Tˆ (E + ı)|~k〉 , (8.39)
and Tˆ is related to the potential Vˆ through the Lipmann–Schwinger integral equa-
tion
Tˆ (E) = Vˆ + Vˆ
1
E − Hˆ0
Tˆ (E) . (8.40)
2He did not call it “integrating in” as he used ordinary quantum mechanics in Hilbert space and did
not use path integrals.
3Otherwise there would be a second deuteron.
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Iteration generates the Born series
Tˆ (E) = Vˆ + Vˆ
1
E − Hˆ0
Vˆ + Vˆ
1
E − Hˆ0
Vˆ
1
E − Hˆ0
Vˆ + · · · . (8.41)
The Lipmann–Schwinger equation can be formally solved as
Tˆ = Vˆ + Vˆ
1
E − Hˆ Vˆ . (8.42)
Now suppose that Hˆ has a bound state:
Hˆ|B〉 = EB |B〉 , (8.43)
with EB < 0. We then have
Tˆ ∼ Vˆ |B〉 1
E − EB 〈B|Vˆ (E ∼ EB) , (8.44)
and Tˆ has a pole atE = EB with residue Vˆ |B〉〈B|Vˆ . For small positive scattering
energies this pole term will still dominate, and we can assume that this dominant
part can be well represented by a separable potential
VˆS = Vˆ |Γ〉〈Γ|Vˆ , (8.45)
where |Γ〉 has a sufficiently large overlap with the exact bound state |B〉. The
Schmidt method for solving the problem of divergent series consists in splitting
the potential in a separable and a reduced piece
Vˆ = Vˆ1 + Vˆ |Γ〉〈Γ|Vˆ (8.46)
such that the reduced potential Vˆ1 has no bound state for small negative energy. It
can be shown [97] that
Tˆ (E) = Tˆ1(E) +
1
N2
Tˆ1(E)|Γ〉∆(E)〈Γ|Tˆ1(E) , (8.47)
where Tˆ1 describes scattering solely due to the reduced potential Vˆ1 and fulfills the
reduced Lipmann–Schwinger equation
Tˆ1(E) = Vˆ1 + Vˆ1
1
E − Hˆ0
Tˆ1(E) , (8.48)
and∆(E) is a propagator for the bound state or composite particle and is given by
(1− J(E))−1, with
J(E) =
1
N2
〈Γ|Vˆ1 1
E − Hˆ0
Tˆ1(E)|Γ〉
= 1− 1
N
+
1
N2
〈Γ|Tˆ1(E)|Γ〉 ,
(8.49)
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where N = 1− 〈Γ|Vˆ |Γ〉.
This says that scattering in the potential Vˆ is the superposition of scattering
in the potential Vˆ1 without pole and a pure pole-term scattering. Indeed, if |Γ〉 is
properly chosen, Tˆ1(E) will have no pole at E = EB and the pole is in the second
term. At E ∼ EB we have
Tˆ (E) ∼ 1
N2
Tˆ1(EB)|Γ〉∆(E)〈Γ|Tˆ1(EB) , (8.50)
and Tˆ1(EB)|Γ〉 is the form factor which converts an incoming particle into a bound
state or an incoming particle pair into a composite particle. How should we choose
the state |Γ〉? A necessary condition is that |Γ〉 should have sufficiently large
overlap with the exact boundstate |B〉 such that Tˆ1(E) has no pole at E = EB .
Let us try to quantify this. If Tˆ1(E) has no pole atE = EB , then∆(E) has a pole,
and
∆(E) ∼ R
E − EB (8.51)
for E around EB , such that there
Tˆ (E) ∼ R
N2
Tˆ1(EB)|Γ〉〈Γ|Tˆ1(EB)
E − EB . (8.52)
Comparing this with (8.44) we find
Vˆ |B〉 = R
1/2
N
Tˆ1(EB)|Γ〉 , (8.53)
or using (Hˆ0 + Vˆ )|B〉 = EB |B〉:
|B〉 = R
1/2
N
1
EB − Hˆ0
Tˆ1(EB)|Γ〉 . (8.54)
If Tˆ1 has no pole around EB , perturbation theory converges. In lowest order we
have
Tˆ1(E) = Vˆ1 = Vˆ − Vˆ |Γ〉〈Γ|Vˆ (8.55)
and
Vˆ |B〉 = R
1/2
N
Vˆ |Γ〉(1− 〈Γ|Vˆ |Γ〉) +O(Vˆ 21 ) = R1/2Vˆ |Γ〉+O(Vˆ 21 ) , (8.56)
where the expression for N has been used. We can choose the norm of |Γ〉 such
that R = 1 to lowest order, finally obtaining
|B〉 = |Γ〉+O(Vˆ1) . (8.57)
Therefore |Γ〉 is the lowest-order approximation to |B〉, and rescattering in the
potential Vˆ1 is convergent and produces the exact bound state |B〉. Consequently
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we have a certain freedom in choosing |Γ〉. As long as the reduced potential Vˆ1
induces no pole and has a convergent Born series aroundEB , the Born series (8.54)
for |B〉 will converge as well. The art of choosing an appropriate |Γ〉 consists in
finding a choice for which the convergence of Tˆ1(E) is as fast as possible. This
will ensure that the expansion for the form factor Tˆ1(EB)|Γ〉 converges fast and
that the pole term in (8.47) is approximated accurately after a few terms.
The idea of Weinberg was that we can obtain the same Schmidt expansion by
regarding the bound state or composite particle as an elementary particle. There-
fore we have to extend the Hilbert space. I will denote operators in this Hilbert
space with boldface:
H0|~k〉 = Ek|~k〉 , 〈0|~k〉 = 0 ,
H0|0〉 = E0|0〉 , 〈0|0〉 = 1 ,
(8.58)
with E0 < 0, where the continuous spectrum Ek is the same as the one of Hˆ0 in
the original Hilbert space, and where |0〉 is the additional “elementary” particle,
which will generate the pole term previously due to the bound state or composite
particle. Together |0〉 and |~k〉 form a complete set spanning the new (extended)
Hilbert space. In order that the total HamiltonianH be physically equivalent (same
S-matrix) to Hˆ , the new potentialV must fulfill
〈~k′|V|~k〉 = 〈~k′|Vˆ1|~k〉 ,
〈~k′|V|0〉 =
√
−NE0〈~k′|Vˆ |Γ〉 =
√
−E0
N
〈~k′|Vˆ1|Γ〉 ,
〈0|V|~k〉 =
√
−NE0〈Γ|Vˆ |~k〉 =
√
−E0
N
〈Γ|Vˆ1|~k〉 ,
〈0|V|0〉 = E0(N − 1) ,
N = 1− 〈Γ|Vˆ |Γ〉 .
(8.59)
It would be incorrect to deduce from these prescriptions that V = Vˆ1 or that
|0〉 = (−E0/N)1/2|Γ〉, as V and Vˆ1 act in different Hilbert spaces. In particular
|0〉 is orthogonal to all continuum states |~k′〉, whereas |Γ〉 is not. Indeed, |Γ〉 is a
first-order approximation to |B〉 and belongs to the Hilbert space spanned by the
continuum states |~k〉.
If we now project out the continuum states in the corresponding Lipmann–
Schwinger equation:
T1(E) = V +VPˆ
1
E −H0 PˆT1(E) (8.60)
with Pˆ =
∫
d3k
(2pi)3 |~k〉〈~k|, we find
T(E) = T1(E) +T1(E)|0〉∆(E)〈0|T1(E) (8.61)
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where∆(E) = (E − E0 −Π(E))−1, withΠ(E) = 〈0|T1(E)|0〉. The physical
interpretation is again that ∆ is the exact elementary particle propagator, T1|0〉
is the vertex or form factor, and T1 is the sum of scattering graphs that have no
elementary particle exchange. The last equation above is then the Dyson equation
for the self-energy. I will prove this in the next section using path integrals.
According to (8.59) all matrix elements ofV are equal to corresponding matrix
elements of Vˆ1 if we perform the substitutions
|0〉 →
√
−E0
N
|Γ〉 , 〈0| →
√
−E0
N
〈Γ| . (8.62)
By taking matrix elements of (8.47) and (8.60), we obtain the same conclusion for
the T -matrices:
〈~k′|T1|~k〉 = 〈~k′|Tˆ1|~k〉 ,
〈0|T1|~k〉 =
√
−E0
N
〈Γ|Tˆ1|~k〉 ,
〈~k′|T1|0〉 =
√
−E0
N
〈~k′|Tˆ1|Γ〉 ,
〈0|T1|0〉 = −E0
N
〈Γ|Tˆ1|Γ〉 .
(8.63)
From (8.61) then follows that the scattering matrix elements of T are given by
〈~k′|T(E)|~k〉 = 〈~k′|Tˆ1(E)|~k〉 − E0
N
∆(E)〈~k′|Tˆ1|Γ〉〈Γ|Tˆ1|~k〉 . (8.64)
On the other hand, from the definition of Π, (8.49) and (8.63) follows that the
self-energy is given by
Π(E) = −E0(1−N +NJ(E)) , (8.65)
such that the elementary particle propagator can be rewritten as
∆(E) = − 1
E0N
(
1− J(E)− E
E0N
)−1
. (8.66)
Substituting this in (8.64) we finally obtain for the T -matrix in the extended theory:
〈~k′|T|~k〉 = 〈~k′|Tˆ1|~k〉+
(
1− J(E)− E
E0N
)−1
〈~k′|Tˆ1(E)|Γ〉〈Γ|Tˆ1(E)|~k〉 .
(8.67)
Comparing this with the scattering matrix elements in the original theory:
〈~k′|Tˆ |~k〉 = 〈~k′|T1|~k〉+ (1− J(E))−1〈~k′|Tˆ1(E)|Γ〉〈Γ|Tˆ1(E)|~k〉 , (8.68)
the only difference is in the propagator, and disappears for E < |E0| or E0 →
−∞. In these limits, the two theories become equivalent.
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How can we reinterpret this result in terms of effective theories? It is clear
that extending the theory and its Hilbert space in such a way that physical effects
(S-matrix elements) are the same at low energy (E < |E0| or E0 → −∞) boils
down to integrating in extra degrees of freedom without changing the physics in
an effective theory. I will show in the next section how this translates into a path
integral formalism.
8.3 Generalized Hubbard–Stratanovich transform for
path integrals
Consider the following generalized Hubbard transform:
1 = det Qˆ(ψ,ψ∗)
∫
[dσ][dσ∗] exp
ı
~
∫
dt
(
− ı~σ
∗(t)∂tσ(t)
E0N
+
∣∣∣∣σ(t)− ∫ d3x Γ∗(~x)V (~x)ψ(~x, t)∣∣∣∣2
)
, (8.69)
where Qˆ(ψ,ψ∗) is a quadratic operator dependent on the fields ψ and ψ∗ (kept
fixed) and working on σ. This quantum mechanical path integral (σ is a (0 + 1)-
dimensional field) is a trivial Gaussian. In the limit |E0| → ∞ it represents a usual
Hubbard–Stratanovich transform. Indeed, in this limit the time derivative term can
be dropped and a shift
σ → σ +
∫
d3x Γ∗V ψ (8.70)
shows that det Qˆ is independent of ψ and ψ∗. For low energy (small compared to
|E0|), det Qˆ is independent of ψ and ψ∗ in lowest order in E/|E0|. The constant
N and the wave function Γ(x) are defined as
〈~x|Γ〉 = Γ(~x) , N = 1− 〈Γ|Vˆ |Γ〉 . (8.71)
The non-relativistic scattering of spinless particles with massm at a static po-
tential V can be described by the path integral
Z =
∫
[dψ][dψ∗] exp
ı
~
∫
d4x L(ψ,ψ∗) (8.72)
with
L(ψ,ψ∗) = ı~ψ∗ ∂ψ
∂t
− ~
2
2m
(~∇ψ∗) · (~∇ψ)− ψ∗V ψ . (8.73)
An equivalent path integral at low E (or |E0| → ∞) is obtained by plugging in the
identity (8.69). Dropping the constant det Qˆ we now have a path integral
Z =
∫
[dψ][dψ∗][dσ][dσ∗] exp
ı
~
∫
d4x L(ψ,ψ∗, σ, σ∗) (8.74)
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where
L(ψ,ψ∗, σ, σ∗) =
∫
d3x ı~ψ∗∂tψ −
∫
d3x
(
~2
2m
(~∇ψ∗) · (~∇ψ) + ψ∗V ψ
)
− ı~σ
∗∂tσ
E0N
+
∣∣∣∣σ − ∫ d3x Γ∗V ψ∣∣∣∣2 . (8.75)
Using the canonically conjugated variables defined by
pσ = − ı~σ
∗
E0N
, pi = ı~ψ∗ , (8.76)
we readily obtain the Hamiltonian
H =pσσ˙ +
∫
d3x piψ˙ − L
=
∫
d3x
(
~2
2m
|~∇ψ|2 + ψ∗V ψ
)
− σσ∗ +
∫
d3x ψ∗V Γσ
+ σ∗
∫
d3x Γ∗V ψ −
∫
d3x ψ∗V Γ
∫
d3x Γ∗V ψ .
(8.77)
Promoting ψ and σ to quantum operators ψˆ and σˆ and defining aˆ0 through
σˆ =
√
−E0Naˆ0 , (8.78)
we can define the HamiltonianH on the extended Hilbert space:
H = H0 +V (8.79)
with
H0 =
∫
d3x
~2
2m
|~∇ψˆ|2 + E0aˆ†0aˆ0 , (8.80a)
V =
∫
d3x ψˆ†Vˆ1ψˆ + E0(N − 1)aˆ†0aˆ0
+
∫
d3x ψˆ†V Γ
√
−E0Naˆ0 +
√
−E0Naˆ†0
∫
d3x Γ∗V ψˆ ,
(8.80b)
where
Vˆ1 = Vˆ − Vˆ |Γ〉〈Γ|Vˆ . (8.80c)
Defining the quantum states |0〉 and |~k〉 as
|0〉 = aˆ†0|Θ0〉 , |~k〉 = aˆ†k|Θ0〉 , (8.81)
where |Θ0〉 is the vacuum ofH0, we easily recover the relations (8.59), which are
the relations postulated by Weinberg to ensure equivalence of the original theory
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and the extended theory. In the path integral approach based on integrating in
extra degrees of freedom, this equivalence is trivially proved via the Hubbard–
Stratanovich transform.
Let me now show how the Schmidt expansion (8.61) is recovered in the path
integral approach using the usual Feynman rules. First the ψ propagator is
∆ψ0 =
1
E −H0 , (8.82)
and the ψ–ψ vertex is given by
〈~k′|V1|~k〉 . (8.83)
This vertex can be resummed, and we immediately find that the full ψ propagator
is equal to
∆ψ =
1
E −H . (8.84)
The σ propagator is equal to
∆σ0 =
1
− EE0N + 1
. (8.85)
There are also two ψ–σ vertices, given by
〈~k′|V |Γ〉 and 〈Γ|V |~k〉 (8.86)
respectively. Again a full σ propagator can be constructed by summing all dia-
grams having two external σ legs and alternating σ and full ψ propagators. We
immediately find:
∆σ =
1
− EE0N + 1− tr〈Γ|V |~k′〉〈~k′| 1E−H |~k〉〈~k|V |Γ〉
. (8.87)
Performing the traces yields
∆σ =
1
− EE0N + 1− 〈Γ|V Pˆ 1E−H Pˆ V |Γ〉
. (8.88)
Now from (8.80c) follows that V1|Γ〉 = NV |Γ〉. Using this, we almost recognize
the matrix element of T1 between |Γ〉 states, or the matrix element of T1 between
|0〉 states. The term lacking is just 〈Γ|V |Γ〉/N , which can be found from (8.71).
Finally we find
∆σ =
−E0N
E − E0 − 〈0|T1|0〉 . (8.89)
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A last necessary ingredient are external ψ legs. A first one is given by
〈~k|V |Γ〉+ tr〈~k|V1|~k′〉〈~k′|∆ψ0|~k′′〉〈~k′′|V |Γ〉+ · · ·
=
(
V + V1Pˆ
1
E −H Pˆ V
)
|Γ〉 = NT1|Γ〉 , (8.90)
and the second one is analogously equal to N〈Γ|T1.
Now the scattering T -matrix has two contributions: one without contributions
of the σ field, which is by definition equal to T1; and one with the full σ propaga-
tor. Thus we find
T = T1 +T1|0〉 1
E − E0 − 〈0|T1|0〉 〈0|T1 , (8.91)
exactly as in (8.61).
8.4 The Gross–Neveu model
Weinberg’s method of introducing elementary particles in the channels where bound
states are expected and in this way improve the convergence of the Born series,
leaves a lot of freedom in the choice of the wave function |Γ〉 and hence in the
reduced potential Vˆ1. A necessary condition for succes is that Vˆ1 has no bound
states, which means that |Γ〉 has a sufficiently large overlap with the exact bound
state |B〉. Therefore, in quantum field theory, there are several possible ways of
integrating in. The way which we introduce in this section is determined by two
demands:
1. The theory must remain renormalizable after integrating in.
2. The integrated field must be a composite operator with the quantum numbers
of the expected boundstate (usually a tachyon).
The demand of renormalizability is rather restrictive. It means that the theory, after
integrating in, is completely equivalent to the original theory at all energy scales.
In Weinberg’s language this corresponds to E0 → −∞, where exact equivalence
of the T -matrix is ensured. This does not mean that we have an optimal choice
at low energies. In fact, the best choice would be to take a Lagrangian with com-
posite fields which reproduces the low-energy regime as well as possible in some
perturbative sense, as in effective field theory. This will entail, however, the in-
troduction of nonrenormalizable interactions. In the light of effective field theory,
this is fine, but here we will restrict ourselves to renormalizable choices.
The Gross–Neveu model is a fermion model 1 + 1 dimensions with a global
U(N ) symmetry and the following Euclidean Lagrangian [6]:
L = ψ/∂ψ − 1
2
g2(ψψ)2 , ψ ≡ ψi , i = 1, . . . , N . (8.92)
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The theory has a discrete chiral symmetry
ψ → γ5ψ (8.93)
and is asymptotically free. In a sense, it is a baby version of QCD without confine-
ment. The theory has a tachyon in the ψψ channel. This can be most easily seen
in the N →∞ limit where the bubble graphs saturate the nonperturbative physics
in the ψψ channel. Indeed, in the N →∞ limit, we have the following geometric
series of bubble graphs for fermion-fermion scattering:
+ · · ·+ crossing terms = g2
(
1
1 + g
2N
2pi ln
s
µ2
+ (s↔ u)
)
(8.94)
with s = −(p1 − p2)2. There is a tachyon-pole at
p2 = −µ2 exp− 2pi
g2N
(8.95)
in the infrared regime, which signals spontaneous breaking of the chiral symmetry.
To remove the tachyon, we will integrate in a new scalar field σ, which is the
composite operator ψψ. In terms of the σ field we will recover the tachyon (now as
an elementary particle in Weinberg’s sense) if we expand around the perturbative
vacuum σ = 0. A shift to the nonperturbative σnp = 〈ψψ〉 will allow us to remove
the tachyon and describe the spontaneously broken vacuum.
We introduce the σ field in two steps. First we couple an external source J to
the composite operator ψψ. As there are logarithmic divergences in two types of
graphs
and , (8.96)
8-20 CHAPTER 8
we need corresponding counterterms, and the Lagrangian becomes
L[J ] = ψ/∂ψ + Jψψ − g
2
2
(ψψ)2 − ζ
2
J2 + Lct (8.97)
with
Lct = δZψ/∂ψ − 12Zgg
2(ψψ)2 + δZ2Jψψ − 12δζJ
2 . (8.98)
Notice that we have introduced a vacuum energy term ζJ2 to renormalize the new
infinities due to the source term Jψψ.
As we had to introduce a new counterterm − 12δζJ2, we also had to introduce
a new parameter ζ into the theory. This does not look very promising if we want to
find a completely equivalent theory to the original Gross–Neveu model. However,
using cutoff regularization4 and integrating up to µ, we find
δζ = −N
2pi
ln
Λ2
µ2
. (8.100)
If we now choose
ζ =
1
g2
(8.101)
and using the standard renormalizations at lowest order where Z = 1:
J0 = Z2J = J
(
1− (N − 12 )
g2
2pi
ln
Λ2
µ2
)
,
g20 = Zgg
2 = g2
(
1− (N − 1) g
2
2pi
ln
Λ2
µ2
)
,
(8.102)
we find that
(ζ + δζ)J2 =
1
g2
(
1− Ng
2
2pi
ln
Λ2
µ2
)
=
J20
g20
+ · · · , (8.103)
which shows that there is no need to introduce a new parameter if ζ is simply a
function of g2. The form of the function is a Laurent series in g2 starting with
∝ 1/g2, where the proportionality constant is determined by the divergences of
the vacuum energy and is equal to 1 in the case of the Gross–Neveu model.
Generalizing this to all orders, we have
J0 =
Z2
Z
J ,
ζ0J
2
0 = (ζ + δζ)J
2 ,
(8.104)
4Dimensional regularization can also be used, in which case we have
1

= ln
Λ
µ
. (8.99)
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from which we obtain, in dimensional regularization [21, 22]:
µ
d
dµ
ζ = 2γ2(g2)ζ + δ(g2) , (8.105)
where
γ2(g2) = µ
d
dµ
ln
Z2
Z
∣∣∣∣
g0,
,
δ(g2) = (+ 2γ2(g2))δζ − µ d
dµ
δζ
∣∣∣∣
g0,
.
(8.106)
To avoid introducing new parameters, we choose ζ to be a function of g2, such that
(8.105) becomes
β(g2)
d
dg2
ζ(g2) = 2γ2(g2)ζ(g2) + δ(g2) . (8.107)
The first few orders have been calculated in [22]:
ζ(g2) =
1
g2
+
1
N − 12
1
8pi
+
N − 32
3N
2 − 1
g2 +O(g4) , (8.108)
using a three-loop calculation.
What we have done up to now is simply adding asource term Jψψ to the
Gross–Neveu model and ensuring renormalizability of the energy by adding the
term − 12ζ0J20 . Notice that the perturbative vacuum energy of the Gross–Neveu
model is identically zero, due to chiral symmatry. We can also show that the extra
vacuum energy term vanishes in the limit of infinite cutoff. Indeed, defining Zζ
through
ζ + δζ = Zζζ , (8.109)
we find from (8.101), (8.102) and (8.103):
Zζ = (Zg)
N
N−1
(
1 +O( 1lnΛ )
) ∼ ( 1
lnΛ
) N
N−1
→ 0 as Λ→∞ , (8.110)
as the Gross–Neveu model is asymptotically free. This means that the vacuum
energy is a finite function of J , and the conjugate effective potential is also finite.
We can now introduce the σ field through a Hubbard–Stratanovich transform:
1 =
∫
[dσ] exp− 1
2Zζζ
∫
d2x
(
σ
g
+ Z2ψψ − ZζζJ
)2
(8.111)
in such a way that the source J now only appears linearly and couples to σ/g. This
way, we are sure that the ensuing σ field Lagrangian
Lσ =ψ/∂ψ + σ
2
2g2ζ(g2)
+
1
g2ζ(g2)
gσψψ
− g
2
2
(ψψ)2
(
1− 1
g2ζ(g2)
)
− σ
g
J + Lct
(8.112)
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is multiplicatively renormalizable. To lowest order we have ζ = 1/g2 and
Lσ = ψ/∂ψ + σ
2
2
+ gσψψ − σ
g
J . (8.113)
The four-fermion interaction is completely canceled, only at lowest order. For
a renormalizable σ Lagrangian, the four-fermion term will reappear in the next
order, but be suppressed in g2. If one wants a complete cancellation of the four-
fermion interaction, one needs to introduce nonrenormalizable terms and work
with effective field theory.
The effective potential of σ has been calculated in [22] up to two loops. The
agreement of the nonperturbative fermion mass with the exact result obtained using
the Bethe-ansatz technique [98] was shown to be very good even for low values
of N , where the N → ∞ approximation gives rather poor results. The reason of
this success is that the effective coupling constant g2(gσnp) is not too large, even
at small N .
8.5 Local composite operators and superconductiv-
ity
The quasi-free behavior of strongly interacting fermions close to the Fermi surface
is the cornerstone of the Landau theory of normal Fermi liquids. This theory sim-
ply says that excitations just around the Fermi surface have a very long life-time
and can be considered to be quasi-free. Although the essence of Fermi liquid the-
ory is simply stated, its justification is not so simple and complex techniques from
quantum field theory were needed to show that the deep insight of Landau was
correct [99]. In the 1990’s, however, Polchinski found a much simpler explanation
based on effective field theory [100]. He showed that, by integrating out degrees
of freedom in a shell around the Fermi surface, there are no relevant or marginal
operators which can induce interactions and the theory flows to a free massless
two-dimensional fermion theory with Lagrangian:5
Lnormal = ı
(
ψ†α
∂
∂t
ψα − vFψ†α
∂
∂x
ψα
)
, (8.114)
where vF = pF /m is the Fermi velocity and α = 1, 2 denotes the spin degrees of
freedom. Note that the dispersion relation from this Lagrangian is
E = vF l (8.115)
where l is the momentum orthogonal to the Fermi surface defined by
~p =
~p
|~p| (pF + l) (8.116)
5We assume the Fermi surface to be spherical.
EFFECTIVE FIELD THEORY AND COMPOSITE OPERATORS 8-23
where ~p is near the Fermi surface. This agrees with the fact that the energy of the
excitations is measured with respect to the Fermi surface and that a normal Fermi
liquid is gapless.
Now, one can ask oneself how things change when we are in the superconduct-
ing phase. In this case, as Polchinski showed, there can be marginal interations
if one restricts the kinematics of the particles around the Fermi surface. Indeed,
consider a four-fermion interaction in 3 + 1 dimensions:
Lint = g
2
2
(ψ†αψα)
2 . (8.117)
Let us calculate the diagram
(8.118)
with ~p1 = −~p2 as is the case for Cooper pairs. One can easily convince oneself
that, for these kinematical restriction, the momentum l orthogonal to the Fermi
surface as defined in (8.116) is conserved, such that the interaction is essentially
in 1 + 1 dimensions. We know that in 1 + 1, a four-fermion interaction can be
marginal because the coupling constant is dimensionless (cfr. the Gross–Neveu
model). Indeed, integrating the loop momentum over the Fermi surface, the loop
integral becomes two-dimensional:
g2
(2pi)4
(4pip2F )
∫
dldE(· · · ) , (8.119)
or using the dispersion relation to introduce the two-dimensional energy-momentum
vector pµ = (E/vF , l) this becomes
g2p2F vF
pi
∫
d2p
(2pi)2
(· · · ) . (8.120)
Thus, if we restrict ourselves to back-to-back scattering around the Fermi surface,
we obtain an effective two-dimensional Lagrangian
L = ı
(
ψ†α
∂
∂t
ψα − vFψ†α
∂
∂x
ψα
)
+
g2p2F vF
pi
(ψ†αψα)
2 . (8.121)
Renormalizing the field as φ =
√
vFψ, we find
L = ı
(
φ†α
1
vF
∂
∂t
φα − φ†α
∂
∂x
φα
)
+
g2p2F
pivF
(φ†αφα)
2 . (8.122)
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As, in units ~ = 1, this Lagrangian must have a mass dimension two, φ has mass
dimension 1/2 and6
λ = −g
2p2F
pivF
= −g
2pFm
pi
(8.123)
is dimensionless.
As we now have an effective two-dimensional theory around the Fermi sur-
face, we will have logarithmic divergences which renormalize λ. As a detailed
calculation shows, the effective theory is asymptotically free for λ > 0, and the
coupling runs as
λ(µ) =
λ(Λ)
1− pFm(2pi)2λ(Λ) ln(Λ/µ)
(8.124)
to lowest order in perturbation theory. The β function is equal to
β(λ) = µ
∂
∂µ
λ = − pFm
(2pi)2
λ2 (8.125)
to lowest order in perturbation theory. Perturbatively for positive λ, one finds a
tachyon in the BCS channel. This shows that the Fermi surface is unstable and
Cooper pairs will condense.
Let us now do the full (3 + 1)-dimensional calculation and show that loga-
rithmic divergences develop as predicted above. To remove the tachyon in BCS
channel, we introduce an external field J which couples to ψψ:
LJ = Jψψ + J∗ψ†ψ† . (8.126)
In order to absorb divergences in J2, we add the term
LJ2 = −ζ|J |2 , (8.127)
analogously to the case in Gross–Neveu. A new constant ζ has been introduced
here. In order to determine this, we will use the renormalization group. The inter-
action and source parts of the Lagrangian are given by
− (λ+λδZ)(ψ†αψα)2+(1+ δZ)(Jψ2ψ1+ J∗ψ†1ψ†2)− (ζ + δZλ )|J |2 . (8.128)
The divergence δZ is the same in all three terms, as it is basically the diagram
(8.118) and higher-order corrections, but with different kinds of external legs,
which need to be computed. If we now define
γ = µ
∂
∂µ
δZ , (8.129)
6The sign has been chosen such that λ > 0 corresponds to the interesting superconducting case.
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then the renormalization group equations immediately give us the three identities
β(1 + δZ) + λγ − 4λ(1 + δZ)γψ = 0 ,
γ − (1 + δZ)(γJ + 2γψ) = 0 ,
µ
∂
∂µ
ζ +
γ
λ
− β
λ
δZ − 2(ζ + δZλ )γJ = 0 .
(8.130)
From this we can solve(
µ
∂
∂µ
− 2γJ
)
ζ = −2γJ
λ
− β
λ2
, (8.131)
meaning that
ζ =
1
λ
+ α exp 2
∫
γJ
β
dλ . (8.132)
Here we may choose the integration constant α to be zero.
Now performing a Hubbard–Stratanovich transformation inserts unity into the
path integral:
1 =
∫
[dσ] exp− λ
Z
∣∣∣∣σλ + Zψ2ψ1 − Zλ J
∣∣∣∣2 . (8.133)
This finally gives us the full Lagrangian
L = L0 + |σ|
2
Zλ
+ (σψ2ψ1 + σ∗ψ
†
1ψ
†
2)−
1
λ
(Jσ + J∗σ∗) . (8.134)
This is exactly what one would find without the LCO formalism but using the
mean-field approximation consisting of simply inserting the σ field by a Hubbard–
Stratanovich transformation and coupling a source to σ [101]. This equivalence is
a highly nontrivial fact, as, for example, in the Gross–Neveu model this only holds
in the N →∞ limit, where the mean-field approximation is exact. From then on,
the computations in our case are identical to those in [101] and the final result is
〈|σ|〉 = D exp− 1
λρ(0)
(8.135)
where D is the Debye frequency, which has been used as a cutoff, and ρ(0) is the
density of states near the Fermi surface.

9
Conclusion
Đã trót chơi hoa phải có trèo
Trèo lên chớ ngại mỏi xương nhèo
Cành la cành bổng vin co vít
Bông chín bông xanh để lộn phèo
Chơi hoa, Hồ Xuân Hương
In my work, I have studied the interplay between the 〈A2µ〉 condensate and several
other phenomena.
First, the formalism of [23] has been expanded to the Landau background
gauge, in order to include background gauge fields. This is possible without losing
renormalizability.
The effective action in the presence of both the dimension two condensate and
a constant chromomagnetic background field has been computed. The result is
given in (3.22). This potential has a global minimum in a vacuum without chro-
momagnetic field, and as such the Savvidy instability is resolved. Also, when an
external chromomagnetic field is applied, the condensate is reduced to its pertur-
bative value.
The dimension two condensate does not completely solve the infrared instabil-
ity in the dilute instanton gas model. Only when working in the non-background
gauge does the classical gluon field get a mass, which cuts off the integration over
instanton sizes. However, as this mass must be determined from a mass gap, this
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leaves the possibility of it being zero, which keeps open the door to the infrared
instability. Turning to a liquid model, I have computed the effective action in the
Landau background gauge, and two contributions to the dimension two condensate
have been found: one coming from instantons and one coming from the quantum
fluctuations around them. Equation (4.69) is the main result of that part.
Turning to vortices, the computations have been found to be impossible to carry
through exactly, so two different approximation schemes have been used. In both
cases I have found strong indications that vortices will be present in the vacuum.
At finite temperature it is necessary to also consider the electric-magnetic
asymmetry in the condensate. Again the formalism of [23] has been expanded
to acommodate for it. The renormalizability of this expansion can be proven, and
the extra parameter introduced is computed in (6.65). At zero temperature the
effective action has no new minima, as one would expect when Lorentz invari-
ance is unbroken. At finite temperature the asymmetry becomes positive, as was
already found on the lattice. Then a phase transition occurs and only the perturba-
tive minimum is left. At high temperatures this can be accessed after a necessary
resummation of the perturbative series.
A
Special functions and other cool stuff
Narejea kituoni, nanga zangu nazitiya
Moya t
¯
’ezi na omoni, sambo ipate tuliya
Nahudha ni Nabahani, bahari alozoweya
Hachi shuu na miuya, wala wimbi uziwani
From: Shaza, Ahmed Sheikh Nabhany
A.1 The Γ and digamma functions
The Γ function is the well-known continuous version of the factorial:
Γ(n+ 1) = n! , ∀n ∈ N . (A.1)
For <z > 0, it is defined by the integral
Γ(z) =
∫ ∞
0
tz−1e−tdt , (A.2)
and for all other values it is defined by analytical continuation. For practical pur-
poses, it comes in handy to use the functional equation
Γ(z + 1) = zΓ(z) . (A.3)
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Very often we will need the expansion of the Γ function around one of its poles
—the negative integers. As is well known,
Γ(x) =
1
x
− γ +O(x) , (A.4a)
Γ(−n+ x) = (−1)
n
n!
1
x
+
(−1)n
n!
(
1 + · · ·+ 1
n
− γ
)
+O(x) ,
∀n ∈ N , n > 0 ,
(A.4b)
where γ is the Euler–Mascheroni constant. When expanding around other values
of the argument, one needs the digamma function:
Ψ(z) =
Γ′(z)
Γ(z)
. (A.5)
This function satisfies the recurrence relation
Ψ(z + 1) = Ψ(z) +
1
z
. (A.6)
Some special values are of interest:
Ψ(1) = −γ , Ψ( 12 ) = −2 ln 2− γ , Ψ(− 32 ) =
8
3
− 2 ln 2 + γ . (A.7)
A.2 Sums at finite temperature
At finite temperature, the imaginary time dimension is compactified with a cir-
cumference of 1/T . This results in a discretization of the spectrum. In order to
compute traces, the following replacement has to be made for bosons∫
dk0
2pi
f(k0)→ T
+∞∑
n=−∞
f(2pinT ) . (A.8)
In order to do computations, we will also need to compute sums of particle prop-
agators. An example from which we can derive the formulae necessary in the text
is
+∞∑
n=−∞
1
4pi2T 2n2 +∆
. (A.9)
We can rewrite this sum as a contour integral
1
2pii
∮
pi cotpiz
4pi2T 2z2 +∆
dz (A.10)
where the contour contains all the poles of the cotangent. The residue theorem
ensures that the integral will evaluate to the sum (A.9). Now we can deform the
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contour and turn it inside-out, which will result in it containing all poles except for
the ones of the cotangent:
−
∑
z0
Res
z=z0
pi cotpiz
4pi2T 2z2 +∆
. (A.11)
The sum is now over the zeros of the polynomial in the denominator. Evaluating
the residues leads to
− pi cot
ipi
√
∆
2piT
2ipiT
√
∆
=
coth
√
∆
2T
2T
√
∆
. (A.12)
It can easily be verified that this has the correct zero-temperature limit.
Other formulae can be obtained by, for example, integrating over∆:
+∞∑
n=−∞
ln(4pi2T 2n2 +∆) = 2 ln 2 sinh
√
∆
2T
(A.13)
where the constant of integration has been chosen so as to give the correct zero-
temperature limit.
A.3 The ζ functions
A.3.1 The Riemann ζ function
The Riemann ζ function is, for <s > 1, defined as
ζ(s) =
∞∑
n=1
1
ns
. (A.14)
This definition can be analytically continuated to the full complex plane, resulting
in very interesting behavior. For our purposes, however, only some specific values
of the argument are needed.
The function is divergent in s = 1, leading to the following Laurent series:
ζ(s) =
1
s− 1 + γ +O(s− 1) , (A.15)
where γ is again the Euler–Mascheroni constant. The values of the function in
negative integers can be written as Bernoulli numbers:
ζ(−n) = −Bn+1
n+ 1
, n ∈ N , (A.16)
where Bn is the nth Bernoulli number.1 As all Bernoulli numbers of odd order
beyond one are zero, the ζ function has zeros in all the negative even integers.
Some values of explicit interest are
ζ(0) = −1
2
, ζ(−1) = − 1
12
, ζ(−3) = 1
120
. (A.17)
1Mark that one must use the convention that B1 = +1/2.
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A.3.2 The Hurwitz ζ function
The Hurwitz ζ function is one of many generalizations of the Riemann ζ function.
For <s > 1 and <q > 0 it is also defined by a series:
ζ(s; q) =
∞∑
n=0
1
(q + n)s
. (A.18)
One immediately sees that ζ(s; 1) = ζ(s).
If s is a negative integer, one can write this function, as with the Riemann ζ
function, in simpler form:
ζ(−n; q) = −Bn+1(q)
n+ 1
, n ∈ N (A.19)
with Bn(x) the nth Bernoulli polynomial. In particular, we have that
ζ(0; q) =
1
2
− q , ζ(−1; q) = −q
2
2
+
q
2
− 1
12
. (A.20)
Another point of interest is what happens when q = 1/2. It is easy to prove that
ζ(s; 12 ) = ζ(s)(2
s − 1) . (A.21)
Using this, it is straightforward to come to the following Taylor expansion:
∂ζ
∂s
(
−1; 1
2
+ x
)
= −1
2
ζ ′(−1)− 1
24
ln 2− x
2
ln 2 +O(x2) , (A.22)
which is used in the text.
The following integral representation of the Hurwitz ζ function exists in the
same domain as the definition (A.18):
ζ(s; q) =
1
Γ(s)
∫ +∞
0
ts−1e−qt
1− e−t dt . (A.23)
This can be used to derive the following large-x expansion:
ζ
(
s;
1
2
+ x
)
=
1
xs−1Γ(s)
∫ +∞
0
us−2e−u
(
1− u
2
24x2
+O(x−4)
)
du
=
1
(s− 1)xs−1 −
s
24xs+1
+O
(
1
xs+3
)
. (A.24)
Now, although the integral form we used to find this is only valid for <s > 1, the
last line does not have this inhibition, and it is clear that an analytic continuation
of the Hurwitz ζ function will still have the same large-x expansion. We can thus
use this expression for any s. This leads us to
∂ζ
∂s
(
−1; 1
2
+ x
)
=
x2
2
lnx− x
2
4
− 1
24
lnx− 1
24
+O
(
lnx
x2
)
, (A.25)
which is used in the text as well.
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A.4 Hypergeometric functions
The hypergeometric functions are generally defined as a series:
pFq(a1, . . . , ap; b1, . . . , bq; z) =
∞∑
n=0
(a1)n · · · (ap)n
(b1)n · · · (bq)n
zn
n!
, (A.26)
where (x)n is the Pochhammer symbol:
(x)n = x(x+ 1) · · · (x+ n− 1) = Γ(x+ n)Γ(x) . (A.27)
The functions are defined as an analytic continuation of the series for values of z
where the series does not converge. Mark that the functions reduce to polynomials
whenever one of the a’s is a negative integer.
A first example is the confluent hypergeometric function or Kummer function
of the first kind 1F1(a; b; z), which is a solution to Kummer’s equation
zf ′′(z) + (b− z)f(z)− af(z) = 0 . (A.28)
This differential equation has a second solution, being the Kummer function of the
second kind:
U(a, b, z) =
pi
sin(pib)
[
1F1(a; b; z)
Γ(a− b+ 1)Γ(b) − z
1−b 1F1(a− b+ 1; 2− b; z)
Γ(a)Γ(2− b)
]
.
(A.29)
This function, in its turn, has an integral representation which is used in the text:
U(a, b, z) =
1
Γ(a)
∫ ∞
0
e−zxxa−1(1 + x)b−a−1dx . (A.30)
One last expression of note is the following integral:
2F1(a, b; c; z) =
1
Γ(b)
∫ +∞
0
dte−ttb−1 1F1(a, c, tz) , (A.31)
which uses the Gauss hypergeometric series 2F1(a, b; c; z).
We also need the expansion of the following expression for small x:2
2F1( 32 − x,−2 + x;− 32 + x; z) . (A.32)
When x is exactly equal to zero, the above expression reduces to a polynomial.
But we can say even more:
2F1( 32 − x,−2;− 32 + x; z) = 1 + 2z +
5− 2x
1− 2xz
2 , (A.33)
2This can also be computed using the MATHEMATICA package HYPEXP [102, 103], which yields
the same result. However, it is not very healthy blindly trusting computer algebra packages, so we do
it by hand as well, which, in this case, is not too cumbersome.
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which yields the expansion
2F1( 32 − x,−2;− 32 + x; z) = 1 + 2z + 5z2 + 8xz2 +O(x2) . (A.34)
Now we only need the following:
∂2F1
∂b
( 32 ,−2 + x;− 32 ; z)
∣∣∣∣
x=0
. (A.35)
One can use a well-known formula3 to write this as
d
dx
1
(1− z)1+x 2F1(−3,
1
2 − x;− 32 ; z)
∣∣∣∣
x=0
=
d
dx
1
(1− z)1+x
(
1 + (1− 2x)z + (1− 2x)(3− 2x)z2
−(1− 2x)(3− 2x)(5− 2x)z
3
3
)∣∣∣∣∣
x=0
= − ln(1− z)(1 + 2z + 5z2)− 2z
1− z
(
1 + 4z − 23
3
z2
)
. (A.36)
All together, we find that
2F1( 32 − x,−2 + x;− 32 + x; z) = 1 + 2z + 5z2
− x
(
ln(1− z)(1 + 2z + 5z2) + 2z 1−
11
3 z
2
1− z
)
+O(x2) . (A.37)
One last expression used is
2F1(4, 12 ;
7
2 ; z) =
5
128
1
z − 1
1
z5/2
(
√
z
(−15z2 + 4z + 3)
+
3
2
(
5z3 − 3z2 − z − 1) (ln(1 +√z)− ln(1−√z))) . (A.38)
A.5 The Schwinger trick
A very useful trick is given by Schwinger:
A−n =
1
Γ(n)
∫ ∞
0
e−Attn−1dt , (A.39)
3See, for example, Abramowitz and Stegun, formula 15.3.3.
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where n and A must be larger that zero for the integral to converge.4 One can
formally take the derivative with respect to n and then put n equal to zero to find
the following equality:
lnA = −
∫ ∞
0
e−Att−1dt . (A.40)
This identity holds only formally, but it is still of great use in many applications.
For our purposes, we also need a similar expression for exp(−t√B). In order
to uncover one, one can expand this exponential, use the trick (A.39) termwise
(ignoring the fact that this is only formally possible), and resum the series. One
finds
e−t
√
B =
t
2pi
∫ ∞
0
e−
t2
4s−sB
s3/2
ds . (A.41)
It turns out that this expression holds whenever t and B are both positive.
A.6 The Gel’fand–Yaglom trick
A very useful trick exists to compute functional determinants of one-dimensional
operators. Consider two operators O1 and O2 defined on a one-dimensional line
segment going from x = 0 to x = L, which we want to compute the following
expression of:
detO1
detO2 . (A.42)
The determinants are computed in the space of functions obeying Dirchlet bound-
ary conditions:
ψi(0) = ψi(L) = 0 , i = 1, 2 . (A.43)
Now consider the following function:
f(m) =
det(O1 +m2)
det(O2 +m2) , (A.44)
which is a meromorphic function of the complex parameter m. This function has
single zeros whenever −m2 is an eigenvalue of O1, and single poles whenever
−m2 is an eigenvalue of O2. If now we define the functions ψim(x), i = 1, 2, as
(Oi +m2)ψim = 0 , ψim(0) = 0 ,
∂ψ1m
∂x
(0) =
∂ψ2m
∂x
(0) , (A.45)
then we see that ψim(L) will be zero when −m2 is an eigenvalue of Oi due to
this being exactly the boundary condition in x = L. This means that the function
4Analytic continuation will ensure that the statement still holds formally when n is smaller than
zero, such that, for practical purposes, it is not always necessary to worry about this constraint.
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ψ1m(L)/ψ
2
m(L) also has single zeros whenever −m2 is an eigenvalue of O1, and
single poles whenever −m2 is an eigenvalue of O2. By Liouville’s theorem, this
means that
f(m) ∝ ψ
1
m(L)
ψ2m(L)
, (A.46)
where the proportionality constant is m independent. Considering the limit m →
∞, one sees that both sides of the proportionality go to one, from which follows
that the proportionality constant must be one. Putting m = 0 one finally finds the
following rule:
detO1
detO2 =
ψ10(L)
ψ20(L)
, (A.47)
which allows one to compute functional determinants without the need for search-
ing a full spectrum.
A.7 Functional traces and the scattering phase shifts
We consider the following general problem
tr(e−sO1 − e−sO2) , (A.48)
where the Oi are two radial operators resulting from the separation of a d-di-
mensional rotationally invariant problem of the form − + Vi(r), and where the
potentials Vi(r) fall off sufficiently fast at radial infinity. In order to compute the
traces, we need to solve the eigenvalue equations of the operators
Oiψi = k2i ψi , (A.49)
where we demand that the functions be regular at the origin. Let us now put the
system in a spherical box of radius R. This makes the spectrum discrete, and we
can write the eigenvalues as k2i (n) with n a natural number. For large R we have
that
ki(n+ 1)− ki(n) = pi
R
+O( 1R2 ) . (A.50)
Now the large-r asymptotics for ψ2 can be written as
ψ2(r) ∼ Cr−(d−1)/2 cos(k2(n)(r + a)) (A.51)
where C and a are unimportant constants. For ψ1 we get
ψ1(r) ∼ Cr−(d−1)/2 cos(k2(n)(r + a) + η(k1(n))) (A.52)
with η(k1(n)) the phase shift. In order to satisfy the boundary conditions at r = R,
the phases of both solutions have to be equal at the boundary:
k1(n)(R+ a) + η(k1(n)) = k2(n)(R+ a) , (A.53)
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from which one finds:
k2(n)− k1(n) = η(k1(n))
R
+O( 1R2 ) . (A.54)
With this last expression, we can rewrite (A.48) as
tr(e−sO1 − e−sO2) =
∑
n
(e−sk
2
1(n) − e−sk22(n))
=
∑
n
e−sk
2
1(n)
(
2sk1(n)
η(k1(n))
R
+O( 1R2 )
)
.
(A.55)
Now we can take the limit R → ∞, which transforms the sum into an integral as
1
R
∑
n =
1
pi
∫
dk1, where we have made use of (A.50) to find the correct expres-
sion for the infinitesimal element. Finally, we find:
tr(e−sO1 − e−sO2) = 2s
pi
∫ ∞
0
k1e
−sk21η(k1)dk1 . (A.56)
A.8 Langer correction
When considering a Hamiltonian of the form
Hˆ = − d
2
dr2
− d− 1
r
d
dr
+ V (r) , (A.57)
the WKB formalism cannot be directly applied because of the centrifugal term. In
order to solve this, we introduce the function Ψ(x) = e(d−2)x/2ψ(ex). With this
definition, the eigenvalue problem Hˆψ(r) = k2ψ(r) becomes
−Ψ′′(x) +
(
(d− 2)2
4
+ e2x(V (ex)− k2)
)
Ψ(x) = 0 . (A.58)
This expression is of a form to which the usual WKB formalism can be applied. If
we use this new potential to compute the phase shift, we find at first order:5
η(1) =
1
2
∫
dx
√
− (d− 2)
2
4
+ e2x(k2 − V (ex))
=
1
2
∫
dr
√
k2 − (d− 2)
2
4r2
− V (r) .
(A.59)
So we see that an extra correction (d − 2)2/4r2 has to be added to the potential.
At second order one has:
η(2) = −1
2
∫
dx
1
48
d2
dx2
(
−(d−2)2
4 + e
2x(k2 − V (ex))
)
(
−(d−2)2
4 + e
2x(k2 − V (ex))
)3/2 , (A.60)
5The subtraction of the “free” part is not shown. Also the limits of integration are kept implicit.
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which, after working out and partially integrating, gives:
η(2) =
1
2
∫
dr
 1
8r2
1√
k2 − (d−2)24r2 − V (r)
+
1
48
V ′′(r)(
k2 − (d−2)24r2 − V (r)
)3/2
 . (A.61)
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