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Abstract. When serially reusable multi-unit resources are shared among many processes, each 
of which has exclusive control over some resource units, it is possible for deadlocks to happen. 
The work of Holt (197I) stated the problem af deadlock detection as a directed multigraph 
problem. In this paper we examine the possibility of existence of fast parallel algorithms for 
deadlock detection. Although many graph problr:ms have efficient parallel solutions (in parallel 
polylogarithmic time, by using only a polynoinial number of processors), we present strong 
evidence that this is not the case for the general deadlock detection problem. We show that the 
problem is complete in P under log-space reductions and thus probably not efficiently parallelizable. 
Fortunately, when the problem is restricted (e.g., single-unit requests of processes or single-unit 
resources), then it falls in NC. We present efficient parallel algorithms for the restricted versions 
of the deadlock detection problem. 
1. Introduction 
When serially reusable resources are shared among a population of processes, 
each of which maintains exclusive control over particular resources allocated to 
that process, it is possible for deadlocks to develop in which some processes will 
never be able to finish. If a system does not employ some protocol that ensures that 
no deadlock will ever occur,, then a detection and recovery scheme must be imple- 
mented. In such cases an algorithm that examines the state of the system is invoked 
periodically to determine whether a deadlock has occurred. If so, the system must 
attempt o recover from the dead&k. 
The work of Holt [9,10,11] showed that the problem of deadlock detection can 
be stated as a directed graph problem over a bipartite directed multigraph represent- 
ing the current state of requests and allocations of resource units to processes (the 
resource graph [9]). The well-known banker’s algorithm (see [2,8]) is perhaps the 
oldest and most well-known sequential algorithm detection whit 
be made to run in O(mn log n) time, where n is 
the number of resources (or resource types [I9]) in t 
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Deadlock detection becomes more challenging in the multiprocessor systems of 
today, not only because the size of the problem is considerably increased, but also 
because one may use the parallelism of the system to construct more efficient parallel 
detection algorithms. It has been argued by many researchers that ultimate multipro- 
cessor performance will require parallel computation, even at the level of operating- 
system calls (see, e.g., [23]). This fact, together with the richness of results on parallel 
graph algorithms led us to examine the possibility of existence of efficient parallel 
algorithms for deadlock detection. The theoretical model in mind is the P-RAM of 
[25] with the resource graph stored in shared memory. 
Issues of sequential complexity of deadlock a&dance problems were examined 
in [6,17,26]. A formal treatment of deadlock can be found in [ 1 l] and also in 
[ 1,241. Distributed deadlock detection algorithms were given in [ 16,211 and also 
in [5,18]. The work of Kameda [ 143 examined the problem of testing the deadlock- 
freedom of computer systems. However, there is no previous work on the parallel 
complexity of deadlock detection. 
In this note, we shall first prove that the general deadlock detection problem 
(over many serially reusable resources w-ith more than one unit each) is complete 
in P (i.e., the class of problems which can be solved in polynomial time) under 
log-space reductions. Hence, we shall provide strong evidence that the variations of 
the banker’s algorithm cannot be significantly sped up by the use of any reasonable 
number of parallel processors. (Theoretically,: some speed-up is always possible, as 
in [4,20], but it requires an exponential number of processors in general). Other 
problems complete in P under log-space or NC’ reductions can be found in 
[3,7,13,15]. 
Although deadlock detection may not be efficiently parallelized in the general 
case, special cases which involve restrictions on the allocators, the number of resource 
units requested simultaneously, and on the number of resource units per resource 
can be handled efficiently by parallel algorithms. We prove that the deadlock 
detection problem for the cases of immediate allocations, single-unit resources, and 
single-unit requests is in NC (the class of functions computable in parallel poly- 
logarithmic time with a polynomial number of processors). Thus it seems that the 
designers of parallel operating systems will have to make decisions about restricting 
the generality of resource-allocation schemes in order to gain in efficiency. 
e use the model of [11] (see also [24]). The state of the system is represented 
by the re-usable resource multigraph D( V, E), where V is the union of the set rr of 
proc node pi E T being a process) and of the set p oi resource nodes 
(eat tes a serially reusable resource). Let IZ-I= n and IpI = m. The 
irected multigraph is bipartite with respect to 7~ and p. Each arc e E E is either 
of the type e=(pi, (in which case e is a request edge and is interpreted as a 
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request by pi for one unit of Ri or of the type e = (Rj, pi) (in which case e is an 
assignment edge and indicates an allocation of one unit of Rj to pi). 
For each resource Ri E p, there is a nonnegative integer ti denoting the number 
of units of Ri. The system muat always work within the following limitations: 
(a) no more than ti assignments (allocations) may be made for Ri (for all 
i=l,2,...,m); and 
(b) the sum of the requests and allocations of any process for a particular resource 
cannot exceed the available units. 
In the following, we will denote by I(a, b)(, the number of edges directed from 
node a to node b. 
The multigraph D represents the current system state. D changes to a new state 
only through requests, releases, or acquisitions of resources by one or more processes. 
These operations follow some rules: 
(1) A process pi may request at once any number of resources (including any 
number of units of a particular resource) subject to limitations (a) and (b), provided 
that pi has no requests outstanding. 
(2) If a process pi has outstanding requests and all such requests can be satisfied, 
then a possible change of state is an acquisition, where all request edges of pi reverse 
direction. 
(3) If a process pi has no requests outstanding, then pi may release any nonempty 
subset of resource units (the corresponding edges are deleted). 
In parallel systems, more than one operation (as above) may happen concurrently, 
provided that they do not conflict with each other (i.e., they follow (a) and (b)) l 
It is important to note that processes are nondeterministic; subject to the above 
restrictions, any operation by any subset of processes is possible at any time. 
3.. ‘Cw general deadlock detection problem and its p:wWl corn 
T’lx general deadlock detection problem is the folkGng: Given the multigraph 
D-i\< E) with V=?rvp and ?~={p ,?..., pQ;, y=(&,.. ., R,} and the set T= 
{ fi3..“! fmj of units, is D a deadlock state, i.e., is there in D any su! set S of the 
se:. r such that the processes in S cannot change state and will never change state 
in ti2e fu$;ure? 
H&t in [lo] examined the above probleili in depth. ‘WC now quickly summarize 
rhe ke:) notions and theorems proved in [lO]. 7licy ~wil?%e used in this paper. 
(Holt [lo]). A process pi is blocked is~l a St.& D when pi has outstanding 
rcqucsts which cannot be satisfied in 
32 (Halt [lo-j). ,4. py&&pph c is r~h-~d b*i a process pi (which is , .m-L_b_- 
llrlcked nor an isolated node) y removing allI e&es to and from pi- (‘Ihis 
is interpreted as pi acquiring any resources for which it has pending requests and 
then releasing all of its resources. Then pi becomes an isolated node). 
3 (Holt [lo]). The multigraph D is called irreducible if it cannot be 
: t 4.zcd by any process. 
olt [lo]). D is called com#etely reducible iff there exists a sequence 
of reductions that deletes all edges of the graph. 
oh !IO]). All reduction sequences of a given re-usable resource multi- 
graph ii) iead to the sazne irreducible multigraph. 
.6 (Holt [IO]) (Deadlock Theorem). D is in a deadlock state iff D is not 
completely? reducible. 
We note that the above results of I4olt give a quick sequential algorithm for testing 
whether D is completely reducible (and hence, if a deadlock exists). 
efini~ioa 3.7 (see, e,g., L r20j’r. Let E, and i’ be languages over an alphabet C. We 
say E’ is log-space re&cibh: 1 r) L if theTe exists a function f such that 
(a) for each ap E Z?, (11~ E E’ iff f(a) E Ik; 
(b) f is computable in log-space by a deterministic Turing machine, 
3.8 (see, e.g., [20]>. Let P be the class of languages accepted in determinis- 
tic polynomial time by R Turing machine. L is complete in P under log-space reductions 
if 
(a) LE B; and 
(b) for each 1.’ E P, i’ iu log-space reducible to L. 
ote. It is known [27] that log-space reducibility is transitive. We now state the 
first main result of <his daper. 
The general deadlock detection problem is complete in P under log-space 
reductions. 
e will use a reduction from the following version of the circuit value problem 
efine a boolean circuit to be a sequence B = (B,, . . . , B,) where Bi is 
f&d&e or an ex sion op( Bi, , B,) where ia, i2 C i and “op” is AND or 
OR. Let value( ISi) = opjvalue ), va;ae( B,)). Let value(B) = value( B,). The circuit 
lem with AND and OR is then: given a boolean circuit (as above), test 
%. Ladner [lS] has shown the following lemma. 
e circuit value problem with AND and OR is complete 
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Fig. I. Process PI holds one unit of resource RI and asks for two units of &. R2 has three units of 
which two are allocated. 
For the purpose of the reduction, we shall use one process Pi for each variable 
Bi, i= 1,. . l 9 n. An additional special process PO will be used. Given an instance of 
the circuit value problem, we work as follows: 
Case 1. The case Bi := false is represented by having the process Pi ask for the 
single unit of resource RFi, which is however allocated to PO (Fig. 2). 
Case 2. The case Bi := true is represented by having the process P ask for nothing 
but being granted a resource unit from the resource RTi (which has a sir,gle unit). 
We also set PO to ask for that unit (Fig. 3). 
Case 3. The case Bi := Bj AND Bk (j, k C i) is denoted by having process Pi ask 
for two single-unit resources, each being kept by one of Bj 3 Bk (Fig. 4). Note that 
state Pi can be reduced only if both Pj, Pk can. 
Fig. 2. Bi := false. 
Fig. 3. Bi := true. 
Fig. 4. Bi := Bj AND Bk. 
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Case 4. The case Bi := Bj OR & (j, k < i) is denoted by having process Pi ask for 
one unit of a two-unit resource (R&. One unit of Rtik is given to Pj and one to Pk 
(Fig. 5). Note that 4 can be reduced only if at least one of pi, Pk can. 
Case S. We also show (in Figs. 6(a) and 6(b)) how to repeat the same AND or 
0R statement. 
Case 6. Finally, we let process PO ask for all units of all resources of the type R, 
or type R,,. 
It should be clear that the transformation of B to the resource multigraph Ds 
created by rules (l), . . . , (6) can be done in O(log n) space only. 
. PO can be reduced ifl value(&) = true. 
Claim. PO is blocked only by the resources held by P, (which corresponds 
to B,,). From our construction, a process Pi will be reduced either if Bi is set to true 
initially or if value( Bi) = true (an easy induction on i is needed here). Hence, 
P. 
J 
pk 
P. 
3 
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l2 
P. 
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P. 
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Fig. 5. Bi := Bj OR Bkm 
Fig. 6(a). Bi, ‘= Bj AND Bk’, Biz:= Bj AND Bk. 
P. 
3 
‘k 
'k 
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va!ue( B,) = true is equivalent to the statement “& will be reduced”, which implies 
that the special process can be reduced iff value( 
. PO can be reduced i*$ Ds is completely reducible. 
If PO cannot be reduced, then, clearly, 
If PO can be ieduced, 
is irreducible. 
then a?1 initially ‘false’ processes can be reduced (they are 
blocked only by PO). Since a process Pi is blocked by previously ‘defined’ processes, 
every Pi can then be reduced. Cl 
To complete the proof of Theorem 3.9 we combine the two claims to prove that 
& is true iff Ds is completely reducible. Cl 
Remark. We just showed that it is unlikely for the general deadlock detection 
problem to be solved efficiently (e.g., in time log no(‘)) in parallel. This is a serious 
constraint for the design of parallel operating systems. However, our next section 
will show that more restricted cases of deadlock detection are efficiently 
parallelizable. 
4. The restricted deadlock detection problem 
4.1. The case of single-unit resources 
Assume that each resource has one unit, i.e., ti = 1, i = 1, . . . , m. Holt showed the 
following theorem [lo]. 
Theorem 4.1 (Holt [lo]). A reusable resource (multi)graph with single-unit resources 
is a deadlock state if it contains a cycle. 
Cycles are easily detected in parallel. One can use breadth-first search as in [ 123 
to compute the strong components of the rlultigraph D in parallel (by using a 
CREW PRAM) in O(log n, log d) time, where d is the depth of the digraph 
(maximum of shortest directed simple paths) by the use of 0( n3/log n) processors. 
The existence of a cycle is equivalent to a nontrivial strong component. Hence, 
we have the following lemma. 
2. Deadlock detection for single-unit resources i  in NC. 
4.2. Immediate allocations and single-unit-requests 
If the system states are such that all satisfiable requests have been granted (e.g., 
when the resource allocators grant satisfiable requests immediately), we call them 
expedient states (see [lo]). Let us assume that the re-usab!e resource multigraph D 
is expedient and let us furthermore assume that processes may request only one 
unit at a time (i.e., at most one request edge can be connecte to any process node 
or, equivalently, the out-degree of process nodes is s 
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&.+: ,,.trron 4.3, A knot in a directed graph o r directed multigraph is a subset S of 
the set of nodes V such that 
(1) all vertices of S are reachable by each vertex of S; and 
(2) no vertex of S can reach a vertex outside S (there are no edges going out 
of S). 
A knot of a digraph is a strongly connected component, with no edges 
going out of the strongly connected component. 
4.5 (Holt [IO]). A reusable resource multigraph D( V, E) which is expedient 
and has only single-unit requests is a deadlock state if it contains a nontrivial knot. 
In [12,22], it has been shown how to get O(log’n) parallel algorithms for the 
construction of strongly connected components of digraphs. These algorithms run 
in CRCW PRAM machines and produce a data structure (in shared memory) which 
allow any two nodes of the digraph to test whether they belong to the same strong 
component in constant time. The -f ,~mwr of processors required in 0(n3/log n). 
emark 4.6. Let D( V, E) be a reusable resource multigraph which is expedient 
and has been constructed through single-unit requests. Let D’ be the directed graph 
constructed from D (by replacing each nonempty set of directed edges which join 
two nodes and have the same direction by a single directed edge). Then D has a 
knot iff D’ has a knot. The proof of this is easy. 
.% Let D be a re-usable resource multigraph which is expedient and is a state 
of a system with single-unit requests. Then, we can detect deadlocks in D by using a 
CRCW PRAM of 0(n3/log n) processors in 0(log2n) parallel time. 
roof. The PRAM constructs D’ (as in Remark 4.6) out of D by assigning one 
processor per edge of D and doing a logical OR operation for the set of edges of 
the same direction for each vertex pair. (Logical OR can be done in 0( 1) parallel 
time in CRCW PRAMS, see [12]). 
Then the PRAM runs the strong-components parallel algorithm of [22]. 
At the end, each edge processor tests in parallel, (in O(1) time) whether the two 
vertices (which are connected by the edge) belong to different strongly connected 
components. If so, then the strong component of the origin of the directed edge is 
marked. arked strong components cannot be knots. Then, in O(1) parallel time 
(through a logical OR operation) the PRAM checks in parallel whether one or more 
knots have been found. 0 
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