Today's digital society is interconnected and networked, with modern smart devices ubiquitously built into and embedded within smart environments and other environments, where people (their users) typically live. It is very important to mention that sensorial awareness of an environment depends on one's current location and equipment, as well as the equipment's real-time capabilities. Personal sensorial information is considered to be the key factor for progress in the improvement of the productivity of everyday life and creation of a smart surrounding environment. This paper describes the design, implementation, and testing process of a new sensorial framework based on the current possibilities created by ubiquitous smart mobile devices with sensors, which involves computing power and battery power issues. The two parts of the proposed framework have been designed, implemented, and tested. The client part is represented by a front-end mobile application, and the back-end part is represented by a server-side application. The analysis of the data, captured during the testing phase, involves the analysis of the processing time, battery consumption, and transmitted data amount. This analysis reveals that Transmission Control Protocol (TCP) and user datagram protocol (UDP) protocols have a comparable performance, although TCP is preferable for use in local networks. In comparison to other solutions such as MobiSense or Feel the World framework, the final solution of the proposed and developed sensorial framework has two main capabilities, which are the security support and social networking possibilities. The advantage of the MobiSense platform is the existence of several real-world applications, whereas the proposed sensorial framework needs to be verified in the massive context of many users in real time.
Introduction
Nowadays, smart mobile-based reality, in which life supportive informational systems are able to promote the effectiveness of human behavior, has become widespread. The key to intelligent human behavior is to embrace ecological sustainable solutions, which could move people from financial slavery to a creative future. Human needs have changed according to this wisdom through each era of our evolution, and human dreams and desires are the most important catalysts for the elevation of the effectiveness of knowledge distribution throughout humanity. The knowledge itself consists of pieces of information, some of which are related to the physical aspects of reality and others which can be gathered by mobile device sensors. The era of simple nonsensorial smart phones is more or less over, and the future environment, where built-in sensors, such as those based on ambient temperature, a magnetic field, an accelerometer, gravity, light, humidity, and localization [1] are common features of current mobile devices, has emerged [2] . Sensors are assumed to be the basis of research and serve as mandatory information providers for building future knowledge-based sensorial informational systems [3] [4] [5] . Moreover, they provide physical reality information, which is mostly related to the surrounding environment of a single person at a certain place and time. Such a sensor-centric view is the key to improving the effectiveness of human behavior in relation to the actual resources and knowledge of the environment.
Trends and Standards
Nowadays, challenges in the application development area are all about keeping in touch with the actual trends and standards that influence mainstream future-based solutions [6] . The Internet of Things (IoT) is considered to be one such future mainstream trend [7, 8] , where all devices are able to communicate with each other and share information about users or surrounding areas. It is clear that the sharing and distribution of information between every day users creates an intelligent environment that makes users' lives easier. For instance, when entering the home, users can adjust the lights to automatically turn on with a specific color that the user likes and intensify itself according to the brightness outside and inside. Information about a user's location can be acknowledged by a live WiFi connection through a mobile device. The key idea behind IoT is that all devices have internet access [9] , which we believe will become the reality in the near future. Therefore, the offered solution takes into account the intermediate between no connectivity and full connectivity, i.e., limited connectivity to the internet. The solution proposes to share such information between nodes via message exchanging in an ad-hoc created local network. The devices that are not connected will use other connected devices to distribute messages across the network to endpoints. Ideally, each device uses sensorial networks [10] , including Android devices, which are capable of understanding the distributed messages and behaving according to their content. In order to allow each device to handle universal messaging, there have to be defined informational exchange standards. As the IoT is one of the key parts of Industry 4.0 [11] , current trends in automation and data exchanges in manufacturing, we can also predict the benefits of sensorial networks. In order to obtain the latest research on Industry 4.0, we have employed a systematic literature review (SLR) to identify the research areas related to sensorial networks [12] .
We searched the Web of Science (WOS), as well as the Scopus database, for the term, "Industry 4.0", in the title of papers, until the end of July 2019. As a result, we obtained 1265 papers at WOS, which were distributed into 456 journal articles [13] [14] [15] , 146 editorial materials, 653 conference papers, and 25 book chapters. There were also 18 records that were recognized by WOS as highly cited in filed. In the Scopus database, we obtained 1982 records, containing 874 journal articles, 923 conference papers, 60 editorial materials and two books (see Figure 1 for the current trends in Industry 4.0). This short analysis provides a solid basis for proving that Industry 4.0 is now very trendy not only in industry, but also in research areas. The sensorial framework (SF) refers to the sensing of users' behavior [20] and distribution of collected information within the surrounding area. In this way, each device is able to understand the content of a message. One example is the Windows Push Notification Service (WNS), based on Android devices, which can easily be implemented and applied anywhere [21] . The solution is able to link external sensors connected via USB to mobile devices [22] . The sensorial framework (SF) can recognize that a user is walking, running or sitting, and each device in the surrounding area, which receives such messages by a broadcast, can behave according to the user's behavior.
Problem Definition
There are several areas that have to be defined at first to understand the core principals of reality in order to properly design the sensorial framework (SF). At first, a considerable amount of information should be collected about the embedded sensors in devices to answer questions about what and how they measure, as well as what their outputs are. Then, the focus should be on real By summarizing the results, Germany was found to rank as number one in terms of the number of publications with "Industry 4.0" as a keyword [16] [17] [18] , with 283 results from the WOS. Germany was followed by the People's Republic of China (PRC), with 92 records [19] ; Italy, with 91; England, with 72; Spain, with 69; and the Czech Republic, with 61. From the Scopus database, where more papers are already indexed with the German authored papers, Germany was also found to be in the lead, with 507 records, followed by Italy, with 169; the United Kingdom, with 112; the USA, with 98; the PRC, with 97; and the Czech Republic, with 58. Figure 2 shows the distribution of published articles with "Industry 4.0" as a keyword in the Scopus database by country. This short analysis provides a solid basis for proving that Industry 4.0 is now very trendy not only in industry, but also in research areas. The sensorial framework (SF) refers to the sensing of users' behavior [20] and distribution of collected information within the surrounding area. In this way, each device is able to understand the content of a message. One example is the Windows Push Notification Service (WNS), based on Android devices, which can easily be implemented and applied anywhere [21] . The solution is able to link external sensors connected via USB to mobile devices [22] . The sensorial framework (SF) can recognize that a user is walking, running or sitting, and each device in the surrounding area, which receives such messages by a broadcast, can behave according to the user's behavior. This short analysis provides a solid basis for proving that Industry 4.0 is now very trendy not only in industry, but also in research areas. The sensorial framework (SF) refers to the sensing of users' behavior [20] and distribution of collected information within the surrounding area. In this way, each device is able to understand the content of a message. One example is the Windows Push Notification Service (WNS), based on Android devices, which can easily be implemented and applied anywhere [21] . The solution is able to link external sensors connected via USB to mobile devices [22] . The sensorial framework (SF) can recognize that a user is walking, running or sitting, and each device in the surrounding area, which receives such messages by a broadcast, can behave according to the user's behavior.
There are several areas that have to be defined at first to understand the core principals of reality in order to properly design the sensorial framework (SF). At first, a considerable amount of information should be collected about the embedded sensors in devices to answer questions about what and how they measure, as well as what their outputs are. Then, the focus should be on real mobile devices, which will be used in experiments. It is also important to concentrate on how these mobile devices interact with users and environments theoretically and practically. Additionally, the key factors, which can influence the framework in certain ways, need to be defined. Finally, the topic of the usability of embedded sensors in cloud-based services needs to be discussed. This attaches an additional value to the present research.
All sensors consume energy in order to provide their measurements [23, 24] . In the case of mobile devices, it is a challenge to maximize the duration of device usage, without recharging. It was assumed that the energy consumption for localization [25, 26] is the most effective within Global System for Mobile communication (GSM) cell-based evaluation [27] . The energy cost is lower than <20 mW and is followed by WLAN, which has around 500 mJ. On the other hand, the Global Positioning System (GPS) sensor uses the most energy (more than >1000 mJ), depending on the mobile device. Therefore, the sensors used for location estimation have to be considered in relation to the energy efficiency factor. Relative to an accelerometer, a magnetometer has a significantly lower energy consumption, and its sampling of sensors does not pose a significant difficulty in terms of power management. Table 1 shows the measurements of the energy consumption of Samsung S2 smartphone sensors. It can be concluded, from those measurements, that the accelerometer is the most efficient sensor for smart phones' motion detection [28] . This means that, when we need to trigger any action, whereby the mobile device starts to move, listening to accelerometer sensorial data is sufficient.
A suitable solution for the goal of research based on the gathered knowledge can be provided. In this way, it is possible to suggest an effective solution to the battery consumption of mobile devices, available network connectivity, and necessity of provided information. The usage of a sensorial-based cloud service was considered, where sensorial data from a group of users were gathered from mobile devices. These included users' location, activity, or environment, which were recognized by embedded sensors. Figure 3 shows the typical user scenario of a sensorial framework (SF).
In this way, it is possible to suggest an effective solution to the battery consumption of mobile devices, available network connectivity, and necessity of provided information. The usage of a sensorialbased cloud service was considered, where sensorial data from a group of users were gathered from mobile devices. These included users' location, activity, or environment, which were recognized by embedded sensors. Figure 3 shows the typical user scenario of a sensorial framework (SF). According to the users' behavior, it is possible to create virtual spaces based on similar behavior patterns and share information or artifacts with others. Users can share their recognized location, activities, or environment with others automatically through social connectors or specific applications. Users can automate processes in their surrounding environment by connected elements in the Internet of Things (IoT) [29] . There are many practical uses to which third parties can put this technology. For instance, users can analyze their daily activities. The users' mobile devices connect to a local WiFi spot, recognized as a home environment, and the service can then share such information with relatives or social channels and can start a home welcoming process. The same can be done when a user leaves home to prevent energy loss, lock all entrances, or inform relatives that the user is no longer at home.
Related Works
Since the core problems were identified in the previous section, it is now possible to search for related works in this area. There are many publications dealing with sensor-based computing, however, it is necessary to limit the focus to those publications that have something in common with mobile devices. While the number of such articles becomes lower as a consequence of this limitation, thousands remain. Therefore, we consider other search criteria, which include the applications related to frameworks and informational systems. In this way, the considered publications can be limited to the ones mainly oriented toward context-awareness. The following articles are considered to be relevant to our research:
• (FTW) Feel the World, a mobile framework for participatory sensing [30] ; • (MobiSens), a versatile mobile sensing platform for real-world applications [31] ; • (SensLoc), sensing everyday places and paths using less [32] ; • (ODK) Open Data Kit Sensors, a sensor integration framework for Android at the application level [33] .
These four publications are described in more detail in the following subsections. The rest of the related articles are summarized in the last subsection, as they are the closest to our desired goals relating to the sensorial framework. In the last section, we compare the articles, with a brief functionalities overview.
Feel the World Framework (FTW)
This related work introduces an embedded sensor middleware, which gives third-party programmers the ability to develop applications that enable people to sense, visualize, and share information about their surrounding environment. This middleware platform is called Feel the World (FTW), and the key contributions of this work can be summarized as follows [30] : It is an open source framework that allows for the development of Android-based applications and user-centric sensing. The FTW framework allows users to see and configure each integrated user mobile device or external sensor. The framework is able to configure properties, such as the sample rate, data collection time, data priority, and running environment. The framework includes a system architecture, based on Android SDK and the Java Runtime Environment (JRE), with a downloadable source code. The data are stored on mobile devices by default in different CSV formatted files. Such an implementation is not sufficient for data access, because pattern recognitions could be considered based on samples gathered by the mobile device itself, which, however, makes sense.
MobiSens Platform
The MobiSens Platform is a versatile mobile sensing platform for real-world applications, where the common requirements of mobile sensing applications depend on power consumption, activity segmentation, recognition, and annotation based on descriptions provided by a group of motivated users, who provide activity labels. The framework proves the usability of several applications with auto-segmentation and auto-recognition features, which increases the applicability of the whole framework. In short, their achievements are described in the following way by [31] : "Based on the MobiSens platform, we developed a range of mobile sensing applications, including Mobile Lifelogger, SensCare for assisted living, Ground Reporting for soldiers to share their positions and actions horizontally and vertically, and CMU SenSec, a behavior-driven mobile Security system". Therefore, an analysis of the pros and cons of their solution, based on user behavior patterns to determine missing gaps, was conducted. At first, the MobiSens system architecture, which consists of three main client or server parts, was studied. These include the mobile application, which collects sensor data and applies activity segmentation with light-weight algorithms, a first-tier back-end system, where data are indexed and processed with heavy-weight algorithms, and a second-tier system, with applications and services.
SensLoc Location Service
Location-based services are considered to be a core functionality of sensorial frameworks. The SensLoc location service provides an innovative approach to locate mobile devices with minimal battery consumption. More specifically, the authors of the work mention that "SensLoc comprises a robust place detection algorithm, a sensitive movement detector, and an on-demand path tracker. Based on a user's mobility, SensLoc proactively controls the active cycle of a GPS receiver, a WiFi scanner, and an accelerometer. Pilot studies show that SensLoc can correctly detect 94% of place visits, track 95% of a total travel distance, and still only consume 13% of the energy consumed by algorithms that periodically collect coordinates to provide the same information". Therefore, this publication is considered to be related to the proposed solution, since the location resolution is mandatory for advanced environment and behavior pattern recognition. The proposed service describes the optimal location resolution, gathered from sensors, WiFi, GPS, and an accelerometer using an advanced technique for determining an indoor location, since people usually spend approximately 89% of their time indoors and only 6% outdoors [34] .
Open Data Kit Framework
In the case of developing an application, which would work with external mobile device sensors and would be connected via Bluetooth or USB, the Open Data Kit framework becomes useful. The authors describe their framework as: "A framework to simplify the interface between a variety of external sensors and consumer Android devices. The framework simplifies both the development of applications and drivers, with abstractions that separate responsibilities between the user application, sensor framework, and device driver". Therefore, we acknowledge this framework as modular in order to add new sensors to the system, with isolation between applications and a sensor-specific code. A single sensing interface is made available for external and internal sensors to provide a low-level sensor communication abstraction. Typically, applications can directly communicate with a sensor manager through standard Android service interfaces or content providers. This framework and such principals can be used in the case of using external sensors, which are currently beyond the scope of the proposed solution, but which can be considered for future research.
Discussion
The analysis of all related publications shows a significant contribution of many ideas and problem solutions. In Table 2 , the core relevant features of the proposed solution are outlined and compared to the related works. Only the embedded sensor is considered in our SF. External sensors connected to mobile devices are within the scope of future work. Server data synchronization is the basis for spreading out dataflow to multiple clients and is considered to be mandatory. Dynamic sampling is required to adjust sensor usage in terms of battery effectiveness and consumption. The decision module on the client side is one of the features that supports intelligent data transmission and pattern recognition. The related works do not include all of our desired goals and functionality. Therefore, it is believed that the design and implementation of such a sensorial framework would be of great value and would provide sensorial information related to mobile devices in a comprehensive form (directly on a mobile device itself or externally on other devices).
Sensorial Network Framework Embedded in Ubiquitous Mobile Devices
The full model of the proposed solution for the sensorial framework is defined in this Section. In order to be able to easily and quickly develop this solution, agile techniques were used. Then, the goals are presented, and a description and considerations concerning the possibilities of the sensorial framework are provided. Afterwards, the focus is on converting ideas into user stories, where the level of the framework model definition is reached, and the basic architecture of the system, including the activity flow, class, and data model is covered. Furthermore, some security aspects and possible security threats are identified. Finally, a deployment model of the system, in terms of the end users, is developed. The section also describes, in minimal detail, the techniques and tools that were used for the modeling and analysis process. The focus was on using a more agile approach for modeling an information system.
Goals, Requirements, and User Stories
The main target is to create a realistic solution. Therefore, the following list of main goals is created and kept in mind throughout the whole research: To gather any possible sensorial information from mobile devices, •
To provide a visualization of gathered sensor data in a comprehensive form for end users; •
To add prediction models to the consolidated sensorial data.
Moreover, the innovation potential and reasons for the defined goals should also be clarified. First, each voluntary user is able to view a history of a sensor's data on their mobile device. A graphical representation of the records, based on a user's location, time, and activity, was outlined in the considered cases, when this was considered useful. Users would also be able to see a sensorial map provided by the sensorial framework, which could help to automate the decision making of any sensorial-based electronics.
In the next part, user stories, which form the basis of our models and further analysis, are described. The scrum format was used for user story definition, where the developer side is represented by the authors of this paper, and the end users are represented by students, who own Android mobile devices, with a desire to use an innovative approach to information distribution. In Table 3 , the user stories are outlined, which were extracted by questionnaires from the end-user group. After the identification of user stories, it is possible to prioritize them and make assumptions concerning the difficulty of story points. These criteria are defined in order to improve the quality of decision making, where the most important user stories are developed first. It is possible to count how much time it takes and how much effort is needed with some degree of difficulty. This kind of measurement increases the flexibility of the organization of the user definitions in relation to the issues of the framework development. There is a specialized form to visualize such an overview, called a story board. The main reason for this kind of view is to simplify it for everyone and offer the possibility to display it simply by a pencil and stickers on any wall, obviating the need to use electronic equipment. 
System Architecture
This section concentrates on a high-level system architecture design using components in order to understand each part of the system. The client or server architecture is considered, as shown in Figure 4 , in relation to information distribution, where a server is defined as a single instance, and clients are defined as multiple instances of mobile device applications. A client consists of an application, a user interface (UI), a background service, sensor readers, and a database. The end user controls and views all information on the UI from the application module, which gathers data from the server or from locally saved data in database. In that moment, when the end-user connects their mobile device to the system, the background service provides data from sensors to the server and updates the local database. The server consists of several components, including listeners, an application program interface (API), a core, management, logging, and a database. The listeners store sensorial data, gathered from mobile devices, in the database. 
Activity and Flow Model
In the design and analysis phase of the sensorial framework development process, it is possible to analyze, in more detail, each user story in order to provide the necessary insight for implementation. The process activity and flow model is defined in a comprehensive form to gather data in order to define classes and data models at a later point. Some activities require that the mobile device has access to the internet to allow it to communicate with the backend. Before a user starts the application, the application firstly needs to be installed on the mobile device. The high level of application flow, where all user stories can be applied from a specific application point of the flow, is shown in Figure 5 . 
In the design and analysis phase of the sensorial framework development process, it is possible to analyze, in more detail, each user story in order to provide the necessary insight for implementation. The process activity and flow model is defined in a comprehensive form to gather data in order to define classes and data models at a later point. Some activities require that the mobile device has access to the internet to allow it to communicate with the backend. Before a user starts the application, the application firstly needs to be installed on the mobile device. The high level of application flow, where all user stories can be applied from a specific application point of the flow, is shown in Figure 5 .
State Models
This section is dedicated to model the states of the system. The activity and process flow design is considered to be sufficient for a basic understanding of how it should work within the system. Therefore, the focus is on the implementation of such functionalities. The state model can be the base agreement concerning the possibilities of the system entities and how they can behave together, as well as how information is distributed internally between the entities. The main entities have to be defined, which can be in different states and, later, are binding for other derivate entities in the classes and data model universe. Core entities are understood as natural representations of reality, such as users, devices, and sensors. These are the main three entities that constitute the basis for interacting with other entities and being connected with them. The user entity represents all information related to a single user in the data collection. Core entities are also easily understandable by different colors in Figure 5 as green represent users, purple is for devices, and red is for sensors.
to analyze, in more detail, each user story in order to provide the necessary insight for implementation. The process activity and flow model is defined in a comprehensive form to gather data in order to define classes and data models at a later point. Some activities require that the mobile device has access to the internet to allow it to communicate with the backend. Before a user starts the application, the application firstly needs to be installed on the mobile device. The high level of application flow, where all user stories can be applied from a specific application point of the flow, is shown in Figure 5 . 
Implementation
In this section, the frontend and backend implementation phases of the system's development lifecycle are described. A source code is produced, based on the defined class model and criteria from the design phase. The frontend is considered to be the client application, which is using the backend application as a server. The frontend communicates with the backend via representation state transfer (REST) HTTP request and response messaging, for the entity exchange channel, and the user datagram protocol (UDP) for the byte streaming channel.
Frontend Application
The user interface (UI) on the Android platform [24] is based on a static definition, within a predefined xml layout file, or dynamic definition, where visual components are instantiated during runtime from a code. The first method helps developers with rapid development and the "what you see is what you get" (WYSIWYG) design mode. On the other hand, the dynamic definition throughout the source code accesses the advanced design mode based on variables in runtime. A combination of these is used, where a basic layout is defined as static and does not change during the application lifecycle, and some inner visual components are generated during the start of the application. In this way, two basic layouts are defined and highlighted, as shown in Figure 6 , where a user can see a sensor list immediately after startup and can start monitoring or stop monitoring the sensor by touching each graph. The navigation is handled by a menu in the top right-hand corner, which is also visualized in the right screenshot. Users are able to log in to the system, see a profile of the sensors, connect or disconnect their device to and from a cloud, see devices that are also connected to the system, and even change the name of their device. Future Internet 2019, 11, 215 11 of 20 profile are set via an interactive number entering dialog. The user can customize the sampling rate to the millisecond just by entering a numeric value in the correct field. The entered value is first locally stored in the sensor profile and then synchronized with a cloud. This layout dashboard is dynamically generated by a list of the available sensors, gathered from SensorManager, to supply each item with a SensorViewGraph class, which is responsible for the proper data visualization of the cached data from the memory of each sensor. This view is refreshed by an FPS of at least 10. This prototype is considered sufficient for seeing in real time what is behind a sensor's raw data, however, for future development, visualization with GL rendering should be provided for a better refresh rate. Nevertheless, the current solution is based on Canvas and provides real-time data graphing. First, a sensor's data are collected into a memory cache by the sensor's listeners from the Android framework. Then, the collected data are processed, and the intensity and average are calculated. Independently, in the view manager, whenever the canvas can be refreshed, after invalidated states have been propagated, the canvas is redrawn with current values from the cache memory. This process is repeated, and the sensor data animation appears on the screen. The sensor profile layout (Figure 7 ) of the client Android application is designed to customize the embedded mobile device sensors. The user can choose the required embedded sensor from the Spinner Android component and a scanned sensor list. After selecting the desired embedded mobile device sensor, the user can customize the sensor attributes in order to change the monitor rate, local data propagation rate, and remote cloud propagation rate of the data. These attributes of the sensor profile are set via an interactive number entering dialog. The user can customize the sampling rate to the millisecond just by entering a numeric value in the correct field. The entered value is first locally stored in the sensor profile and then synchronized with a cloud. The values are applied instantly by updating a live instance and sensor listeners of an activity via the SensorManager using a back button or by changing sensors. The behavior of the user on a google map is shown on the left side of Figure 7 . It shows walking, running, and standing still. This behavior recognition is based on a monitoring accelerometer, which means that, when the intensity of the measured data exceeds an empirically defined threshold [36] , the engine recognizes that the user is walking, running, or standing still. The overlay of one's own visual definition of items is implemented using Google maps within Google API. The item is composed of a personal image, personal name, gathered from social connectors [37] , and the current activity, which is realized by activity recognition [38] .
The next step, after the application's layout definition, is the logic of the application. The Android framework includes a Java class, called Activity, which brings together UI and an application's logic. It is a basic fundamental principal of the Android framework philosophy of application design to use activity from the model, view and control (MVC) point of view.
Application logic defines how activities should be coupled and how they should react to events. The activity is named after the intention behind another activity or by listening to broadcasted intentions within the system, such as onBootComplete, onActionMain, or onSensorChanged, which are visualized in Figure 8 . The main background service, which is responsible for gathering data from the sensors, also locally stores the data or posts them to a remote backend.
The user workflow scenario is considered as well. It starts with a user's intention to launch the application from the launcher and jump to ActivityMain, which is responsible for the static initialization control flow. The control is given to ActivityAuth, where all authentication tasks are performed with the backend. Once a valid token is received from the backend and stored locally in the secure storage, the control is given again to ActivityMain, with a successful resulting code, and ActivityDashboard can be started. The ActivityDashboard provides all of the necessary data for UI The values are applied instantly by updating a live instance and sensor listeners of an activity via the SensorManager using a back button or by changing sensors. The behavior of the user on a google map is shown on the left side of Figure 7 . It shows walking, running, and standing still. This behavior recognition is based on a monitoring accelerometer, which means that, when the intensity of the measured data exceeds an empirically defined threshold [36] , the engine recognizes that the user is walking, running, or standing still. The overlay of one's own visual definition of items is implemented using Google maps within Google API. The item is composed of a personal image, personal name, gathered from social connectors [37] , and the current activity, which is realized by activity recognition [38] .
Future Internet 2019, 11, 215 13 of 20 from local and remote datasets, with a valid token. If the token expires over time, the control is given back to ActivityMain, and the authentication begins again. 
Backend Application
There are many ways to implement the backend application. The one that was chosen in this study is based on the spring framework and is convenient, easy to use and extremely fast in developing applications in Java. In essence, the spring framework constitutes a step forward from old conventional rules to new and reasonable simplification for developers through comprehensive solutions. When web-based services are considered through the spring framework [39] for the backend, the string boot has to be mentioned, as it combines all classical web containers based on XML configuration files. However, for the proposed solution, it is a static and ineffective old approach, and Java annotation-based configurations in a minimalistic form, as outlined in the following code, are therefore preferred. The key principal of the backend server concerns the request and response handling through a Hyper Text Transfer Protocol (HTTP), where knowledge of how a HTTP works comes in handy. The suggested implementation is based on the spring framework, which brings to developers' attention the business logic of the application, rather than the reinvention of the wheel. To better understand the business logic of the application, the backend implementation is outlined in Figure 9 on the basis of the request and response process flow principal. The parts of the spring framework are represented in blue. The parts of the internal implementation are represented in yellow. The user workflow scenario is considered as well. It starts with a user's intention to launch the application from the launcher and jump to ActivityMain, which is responsible for the static initialization control flow. The control is given to ActivityAuth, where all authentication tasks are performed with the backend. Once a valid token is received from the backend and stored locally in the secure storage, the control is given again to ActivityMain, with a successful resulting code, and ActivityDashboard can be started. The ActivityDashboard provides all of the necessary data for UI from local and remote datasets, with a valid token. If the token expires over time, the control is given back to ActivityMain, and the authentication begins again.
There are many ways to implement the backend application. The one that was chosen in this study is based on the spring framework and is convenient, easy to use and extremely fast in developing applications in Java. In essence, the spring framework constitutes a step forward from old conventional rules to new and reasonable simplification for developers through comprehensive solutions. When web-based services are considered through the spring framework [39] for the backend, the string boot has to be mentioned, as it combines all classical web containers based on XML configuration files. However, for the proposed solution, it is a static and ineffective old approach, and Java annotation-based configurations in a minimalistic form, as outlined in the following code, are therefore preferred. The key principal of the backend server concerns the request and response handling through a Hyper Text Transfer Protocol (HTTP), where knowledge of how a HTTP works comes in handy. The suggested implementation is based on the spring framework, which brings to developers' attention the business logic of the application, rather than the reinvention of the wheel. To better understand the business logic of the application, the backend implementation is outlined in Figure 9 on the basis of the request and response process flow principal. The parts of the spring framework are represented in blue. The parts of the internal implementation are represented in yellow. At first, the request is received on a server via the Dispatcher Servlet, which immediately dispatches the task to HandlerMapping for the selection of the appropriate controller. It uses mapping, defined in the controller, and returns the selected handler and controller back to the DispatcherServlet. Afterwards, the task is sent to the HandlerAdapter, which calls the business logic of the controller. The business logic, with a persistent data layer, is processed, and the result is sent to the model, which returns the logical name of the view to the HandlerAdapter. The DispatcherServlet dispatches the task of resolving the view corresponding to the view name to the ViewResolver and returns the view mapped to the view name. The DispatcherServlet sends the rendering process to the returned view, which renders the model data and returns the response.
MongoDB was used as the main database engine, as its high quality has been proven in many cases. MongoDB is a document-based database, where documents are similar to JSON objects. The values of fields may include other documents, arrays, and arrays of documents. It supports a dynamic schema definition, which can change in real time, without data constraints. Moreover, it provides a high-performance data persistence, where the index supports faster queries, together with a high availability, provided via a replication facility, called replica sets. Additionally, it has automatic scaling, where horizontal scalability is part of the core MondoDB functionality, with automatic shading of distribution data across a cluster of machines. Once the database engine is installed on a server, and it runs in a separate process, listening to default port 27017, it is possible to start to use Java database clients to connect to a local host. For the purpose of interaction, a database engine was used, with database client implementation, based on the spring framework, via spring-datamongodb. The interface is defined in the following source code, which enables coupling data manipulation operations by annotations. An improved database was considered for the sake of indexing and obtaining a more effective data layout [40] .
Evaluation and Discussions
This section describes the methods with which the implemented applications were evaluated and discusses the main issues related to the results.
Tuning and Testing of the Developed Solution
A necessary part of the proper evaluation of the developed framework includes the tuning and testing of the solution. The Dalvik Debug Monitoring Server (DDMS) [24] , outlined in Figure 10 , was At first, the request is received on a server via the Dispatcher Servlet, which immediately dispatches the task to HandlerMapping for the selection of the appropriate controller. It uses mapping, defined in the controller, and returns the selected handler and controller back to the DispatcherServlet. Afterwards, the task is sent to the HandlerAdapter, which calls the business logic of the controller. The business logic, with a persistent data layer, is processed, and the result is sent to the model, which returns the logical name of the view to the HandlerAdapter. The DispatcherServlet dispatches the task of resolving the view corresponding to the view name to the ViewResolver and returns the view mapped to the view name. The DispatcherServlet sends the rendering process to the returned view, which renders the model data and returns the response.
MongoDB was used as the main database engine, as its high quality has been proven in many cases. MongoDB is a document-based database, where documents are similar to JSON objects. The values of fields may include other documents, arrays, and arrays of documents. It supports a dynamic schema definition, which can change in real time, without data constraints. Moreover, it provides a high-performance data persistence, where the index supports faster queries, together with a high availability, provided via a replication facility, called replica sets. Additionally, it has automatic scaling, where horizontal scalability is part of the core MondoDB functionality, with automatic shading of distribution data across a cluster of machines. Once the database engine is installed on a server, and it runs in a separate process, listening to default port 27017, it is possible to start to use Java database clients to connect to a local host. For the purpose of interaction, a database engine was used, with database client implementation, based on the spring framework, via spring-data-mongodb. The interface is defined in the following source code, which enables coupling data manipulation operations by annotations. An improved database was considered for the sake of indexing and obtaining a more effective data layout [40] .
Evaluation and Discussions
Tuning and Testing of the Developed Solution
A necessary part of the proper evaluation of the developed framework includes the tuning and testing of the solution. The Dalvik Debug Monitoring Server (DDMS) [24] , outlined in Figure 10 , was used for tuning and optimizing the implementation on the Android client. On the server side, the On the basis of the results from the profiling tools, it was possible to find memory leaks and existing deadlocks. Moreover, the implementation itself was also improved. For instance, from the profiling trace log, the precise exclusive CPU time spent on each method in the implementation was obtained. Furthermore, the source code, based on useless and ineffective calls, was discovered and optimized.
To test the functionalities of the developed system, there are a lot of testing frameworks. Some of them differ from one another according to the client and server used. On the client side, Junit tests were used for unit testing of functionalities. Android API and the Espresso library were applied for instrumental testing of Android internal elements, which basically simulate user behavior within the application. It is also possible to use Monkey Runner for UI-type stress testing by pseudo random events on a device. On the client side, this can be slightly more complex due to the simulation of the user's behavior, which is different to that on the server side, where input and outputs are generated by the client's applications. For testing the functionalities on the server-side, Junit testing was used, and the Rest Assured library was applied for REST API testing. The code coverage of a particular test suite was considered very low on both the server and client sides due to the lack of the developers' capacity, which is a necessary consequence of covering most of the test cases, both the positive and the negative ones.
Discussion of Results
The most important of the measured results of the system functionalities is the processing time, battery consumption, and the amount of transmitted data. The implemented solution was tested in a local 2.4 GHz WiFi network, with a single router in the area of a distance less than 2 m. The sensorial provider was a mobile device (Android Sony ZT3-blade), the sensorial consumer was a tablet device (Google Nexus 7), and the backend was a tower server (HP ProLiant ML150 Gen9). These details are outlined in a test scenario ( Figure 11 ). On the basis of the results from the profiling tools, it was possible to find memory leaks and existing deadlocks. Moreover, the implementation itself was also improved. For instance, from the profiling trace log, the precise exclusive CPU time spent on each method in the implementation was obtained. Furthermore, the source code, based on useless and ineffective calls, was discovered and optimized.
The most important of the measured results of the system functionalities is the processing time, battery consumption, and the amount of transmitted data. The implemented solution was tested in a local 2.4 GHz WiFi network, with a single router in the area of a distance less than 2 m. The sensorial provider was a mobile device (Android Sony ZT3-blade), the sensorial consumer was a tablet device (Google Nexus 7), and the backend was a tower server (HP ProLiant ML150 Gen9). These details are outlined in a test scenario ( Figure 11 ). Over 100 measurements for each sensor, from the sensorial provider to the sensorial consumer, were transported, and the time delivery of all of the components was measured. The granularity of the measurement is defined by each component, which has an independent system clock. The starting point is on the mobile device, where sensor data are gathered by listeners, and the processing time of each sensor is the measured delta of the data delivered to our application from the Android middleware [42] . Then, the data are processed and sent to the backend, where another time consumption is measured as the delta between the start time of the message delivery and the stop time, when it is acknowledged that the message has been received. Finally, the message is captured by the backend and stored in the database, where the delta of the start and stop time of the storing measurement entity are measured. The results (Table 4) highlight that, in a local network, it is possible to use TCP, rather than UDP, of which the time consumptions are comparable. However, TCP has a certain payload delivery. We Over 100 measurements for each sensor, from the sensorial provider to the sensorial consumer, were transported, and the time delivery of all of the components was measured. The granularity of the measurement is defined by each component, which has an independent system clock. The starting point is on the mobile device, where sensor data are gathered by listeners, and the processing time of each sensor is the measured delta of the data delivered to our application from the Android middleware [42] . Then, the data are processed and sent to the backend, where another time consumption is measured as the delta between the start time of the message delivery and the stop time, when it is acknowledged that the message has been received. Finally, the message is captured by the backend and stored in the database, where the delta of the start and stop time of the storing measurement entity are measured.
The results (Table 4) highlight that, in a local network, it is possible to use TCP, rather than UDP, of which the time consumptions are comparable. However, TCP has a certain payload delivery. We decided to use TCP to test the bit rate in order to be as close as possible to the HTTP REST protocol for data transfer, which was initially considered as the only way to exchange data with the cloud service, however, we are currently considering the benefits of UDP as an ideal way to propagate sensory data, although it may be unreliable. Moreover, transferring data is less time consuming than sensorial event data gathering on a low-end mobile device. Therefore, in future research, it would be useful to consider the test scenario on a wide area network (WAN) with different providers and also change the information distribution principal. Currently, the basic sensors of mobile devices are covered, which are visualized in a comprehensive form on mobile devices by an Android application. The sensorial data can be captured locally by mobile devices and can be provided to local applications. Furthermore, data are propagated on a remote backend, where they can be distributed to proper consumers, such as other mobile devices or different servers, for analysis. For further research, a group of users could be established, who are willing to share their sensorial data from a personal mobile device. The cooperation with other developer members, who would like to link their solutions in a framework, would also be very useful. Other mobile device sensors will continue to be added to the framework. A microphone, camera, or radio could be included in the sensorial framework and can be used in other applications, such as a Smart Home Point [43] .
Conclusions and Future Works
Sensorial-based frameworks are quickly evolving in the quickly changing mobile device environment. The challenge of creating an efficient concept for distributive sensorial information lies in battery consumption, communication, and effective sensorial data gathering. There is a group of sensorial applications that partly provide the desired functionalities. However, none of these applications provide a fully capable sensorial framework with an open sourced code, available social connectors, predictive pattern recognition, customization of visual components, intelligent profile handling, and minimal battery consumption. All of these aspects are evaluated to help increase the usability of sensorial frameworks. Therefore, the challenge of this work was to design and implement such a framework in a real environment.
The goal of this paper was to create a sensorial framework that captures embedded sensor data and transforms them into comprehensive information, which can be shared through the cloud. To reach that goal, it was necessary to analyze the currently available mobile device sensors, discover the most suitable development tools and techniques, design and implement a prototype application, test the prototype in a real environment, and evaluate the results. In the beginning, the agile development approach, together with Java and Android-based platforms, was selected for implementation, which proved to be a good choice later on. The key benefit of the proposed architecture is in its scalability and applicability for further location, motion, and environment-based real-time solutions. The work proposes an effective sensorial information distribution in terms of usability. The future smart environments are expected to be based on mobile device embedded sensorial networks [44] [45] [46] . While one of the most significant contributions of the successful solution MobiSens platform is covered by activity classification based on Hidden Markov models (HMM) together with adaptive activity recognition based on user annotation interaction with sophisticated user interface (UI) where end users are willing to annotate their unknown activities, the potential use case scenarios of our proposed sensorial framework can be summarized as follows:
-
Measuring the radio capabilities of networks, for instance, WiFi, 3G, LTE, etc. Global knowledge of a network map can be beneficial for a free WiFi connection or better connection, when this is required for a community with open communication; -Measuring sensors, such as a microphone and its volume level or a camera and its noise level. Such an application enables the identification of a surrounding area; -Measuring health sensors embedded in smart watches, connected to a mobile device via Bluetooth.
Measuring the heartbeat or body temperature of a user can identify their behavior more precisely.
Wireless networks are an essential components of various intelligent systems enabling the involvement of the Internet of Things, including Smart Homes, Smart Healthcare, Smart Factories, and Smart Cities [45] . Selection of the right technology that suits the requirements of a particular system can and will be a challenging task for a system architect due to the wide variety of options [47] . 
