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resumo Nesta tese consideramos operadores de Wiener-Hopf-Hankel com símbolos
de Fourier nas classes das funções quase-periódicas, semi-quase periódicas
e quase periódicas por troços. Começamos por considerar operadores de
Wiener-Hopf-Hankel actuando entre espaços de Lebesgue L2 com símbolos
matriciais de Fourier possivelmente diferentes nos operadores de Wiener-
Hopf e de Hankel. Seguidamente, consideramos estes operadores com sím-
bolos de Fourier iguais actuando entre espaços de Lebesgue com pesos
Lp(R, w), onde 1 < p < ∞ e w pertence a uma subclasse de pesos de
Muckenhoupt. Adicionalmente, são também objecto de estudo operadores
singulares integrais com deslocamento de Carleman e coeficientes quase-
periódicos. O objectivo principal desta tese é obter caracterizações para tais
classes de operadores no que refere às suas propriedades de regularidade. Por
propriedades de regularidade nós designamos aquelas propriedades que de-
pendem do núcleo e do co-núcleo do operador. As principais técnicas usadas
são as relações de equivalência entre operadores e a teoria da factorização.
Uma caracterização da invertibilidade de operadores de Wiener-Hopf-Hankel
com símbolos pertencentes à subclasse de Wiener de funções quase-
periódicas APW é obtida, assumindo que uma particular função matricial
admite um contradomínio numérico limitado fora de zero e baseando-nos
nos valores uma certa média de deslocamento.

Para os operadores de Wiener-Hopf-Hankel actuando entre espaços de
Lebesgue L2 e com símbolos AP possivelmente diferentes, critérios para
a propriedade de semi-Fredholm e para a invertibilidade lateral e bi-lateral
são obtidos e inversos para todos os casos possíveis são apresentados. Com
vista a tais resultados, um novo tipo de factorização AP é introduzido.
Operadores singulares integrais com deslocamento de Carleman e com co-
eficientes escalares quase-periódicos são também estudados. Considerando
um operador auxiliar mais simples e usando factorizações apropriadas, as
dimensões dos núcleos e dos co-núcleos destes operadores são obtidas.
Para operadores de Wiener-Hopf-Hankel com símbolos matriciais SAP e
PAP (possivelmente diferentes) actuando entre espaços de Lebesgue L2,
critérios para a propriedade de Fredholm são apresentados tal como a soma
dos índices de Fredholm dos operadores de Wiener-Hopf mais Hankel e
Wiener-Hopf menos Hankel.
Estudando dependências entre diferentes símbolos matriciais de Fourier dos
operadores de Wiener-Hopf mais Hankel actuando entre espaços de Lebesgue
L2, conclusões são obtidas acerca do núcleo e do co-núcleo destes oper-
adores.
Para operadores de Wiener-Hopf-Hankel actuando entre espaços de Lebesgue
com pesos, Lp(R, w), é feito um estudo considerando símbolos de Fourier
escalares e iguais nos operadores de Wiener-Hopf e de Hankel e pertencentes
às classes APp,w, SAPp,w e PAPp,w. É obtida uma caracterização da invert-
ibilidade para operadores de Wiener-Hopf mais Hankel com símbolos APp,w.
No caso em que os símbolos de Fourier dos operadores pertencem a SAPp,w
e PAPp,w, são obtidos critérios de semi-Fredholm para os operadores de
Wiener-Hopf-Hankel assim como fórmulas para os índices de Fredholm de
tais operadores.
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abstract In this thesis we consider Wiener-Hopf-Hankel operators with Fourier sym-
bols in the class of almost periodic, semi-almost periodic and piecewise al-
most periodic functions. In the first place, we consider Wiener-Hopf-Hankel
operators acting between L2 Lebesgue spaces with possibly different Fourier
matrix symbols in the Wiener-Hopf and in the Hankel operators. In the
second place, we consider these operators with equal Fourier symbols and
acting between weighted Lebesgue spaces Lp(R, w), where 1 < p < ∞
and w belongs to a subclass of Muckenhoupt weights. In addition, singular
integral operators with Carleman shift and almost periodic coefficients are
also object of study. The main purpose of this thesis is to obtain regular-
ity properties characterizations of those classes of operators. By regularity
properties we mean those that depend on the kernel and cokernel of the
operator. The main techniques used are the equivalence relations between
operators and the factorization theory.
An invertibility characterization for the Wiener-Hopf-Hankel operators with
symbols belonging to the Wiener subclass of almost periodic functions APW
is obtained, assuming that a particular matrix function admits a numerical
range bounded away from zero and based on the values of a certain mean
motion.

For Wiener-Hopf-Hankel operators acting between L2-spaces and with pos-
sibly different AP symbols, criteria for the semi-Fredholm property and for
one-sided and both-sided invertibility are obtained and the inverses for all
possible cases are exhibited. For such results, a new type of AP factorization
is introduced.
Singular integral operators with Carleman shift and scalar almost periodic co-
efficients are also studied. Considering an auxiliar and simpler operator, and
using appropriate factorizations, the dimensions of the kernels and cokernels
of those operators are obtained.
For Wiener-Hopf-Hankel operators with (possibly different) SAP and PAP
matrix symbols and acting between L2-spaces, criteria for the Fredholm
property are presented as well as the sum of the Fredholm indices of the
Wiener-Hopf plus Hankel and Wiener-Hopf minus Hankel operators.
By studying dependencies between different matrix Fourier symbols of
Wiener-Hopf plus Hankel operators acting between L2-spaces, results about
the kernel and cokernel of those operators are derived.
For Wiener-Hopf-Hankel operators acting between weighted Lebesgue
spaces, Lp(R, w), a study is made considering equal scalar Fourier sym-
bols in the Wiener-Hopf and in the Hankel operators and belonging to the
classes of APp,w, SAPp,w and PAPp,w. It is obtained an invertibility char-
acterization for Wiener-Hopf plus Hankel operators with APp,w symbols. In
the cases for which the Fourier symbols of the operators belong to SAPp,w
and PAPp,w, it is obtained semi-Fredholm criteria for Wiener-Hopf-Hankel
operators as well as formulas for the Fredholm indices of those operators.
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Introduction
Wiener-Hopf and Hankel operators are known to be very important objects in the
modeling of a great variety of applied problems. Since their appearance, advances on the
knowledge of their theory, consequent generalizations and their use have been continuously
increasing. This circumstance is not indifferent of the interplay between these operators
and singular integral operators which can be identified in different monographs on the
subject (cf., e.g., [17, 48, 71, 72]).
For several decades, the Wiener-Hopf operators as well as the related Toeplitz opera-
tors and the Hankel operators have been studied separately. The studies on algebraic com-
binations betweenWiener-Hopf and Hankel operators had an important initial step in 1979
by S. C. Power [80] who used the C∗−algebra generated by Toeplitz and Hankel operators.
Power devoted a particular attention to those kinds of operators having piecewise continu-
ous Fourier symbols. After that, new results for these operators with piecewise continuous
symbols were established by Roch and Silbermann [82]. Later on, interactions between
Wiener-Hopf and Hankel operators as well as the algebras generated by those operators
were considered by many authors (see [4, 5, 7, 9, 40, 43, 51, 67, 74, 82, 84, 87]). Many
concrete problems have recently appeared in Mathematical Physics such as in the analysis
of problems of wave diffraction by wedges, that can be reduced to equations characterized
by Wiener-Hopf plus Hankel operators (cf. e.g., [41, 42, 43, 44, 22, 21, 70, 87, 53]). In
such cases, the fundamental additional step is to find out conditions under which these
operators are invertible or possess the Fredholm property, and to give a formula for their
inverses in the case of invertibility. This last eventual knowledge would allow the con-
struction of solution for the original problem.
xi
There should be emphasized that the structure and the properties of algebraic com-
binations between Wiener-Hopf and Hankel operators are substantially different from the
structure and the properties of isolated Wiener-Hopf (cf. e.g. [8, 19, 17, 18, 47, 50, 60, 61])
and Hankel (cf. e.g. [79, 81, 86]) operators.
For particular situations, new global methods have been successful in finding charac-
terization for the Fredholm property and asymptotic behavior of the Wiener-Hopf plus
Hankel operators, and opening the door to aspire to obtain corresponding characteriza-
tions in more general situations (cf. e.g. [5, 7, 10, 12, 13, 14, 57, 75, 76, 77, 78]).
Currently, it is known several characterizations of regularity properties [39] for Wiener-
Hopf plus Hankel operators with equal Fourier symbols within the algebra of almost peri-
odic, semi-almost periodic and piecewise almost periodic functions. Corresponding results
for the general situation of the different Fourier symbols in the Wiener-Hopf operators
and in the Hankel operators are not well-known, and this is the one that appears most
frequently in applications [41, 70, 69, 87]. However, there is a complete characterization
for the Fredholm property of Wiener-Hopf plus Hankel operators with different Fourier
symbols in the class of piecewise continuous functions initiated by T. Ehrhardt [51], and
in several subsequent works such as [4, 5, 6].
The simpler case of Wiener-Hopf plus Hankel operators with different Fourier sym-
bols in the algebra of continuous functions on the real line had been successfully studied
by some authors (cf. eg. [82]). The complexity of the situation increases considerably in
the case that scalar functions are replaced with matrix functions. There are some stud-
ies about Wiener-Hopf and Hankel operators acting between weighted Lebesgue spaces
Lp(R, w), with 1 < p < ∞ and w being a Muckenhout weight (cf. e.g. [19, 16, 60, 61]).
Although the sum of these operators acting between weighted Lebesgue spaces had been
considered (see [82]), additional knowledge considering the Fourier symbols belonging to
other classes of functions constitutes a great advance in the theory of Wiener-Hopf plus
Hankel operators.
The goal of this thesis is devoted to the regularity properties of Wiener-Hopf plus (and
minus) Hankel operators with different Fourier matrix symbols belonging to the algebras
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of almost periodic, semi-almost periodic, piecewise almost periodic functions, and act
between L2-Lebesgue spaces. It is noticeable that the scalar situation is considered in
some cases. Due to the close relationship between Wiener-Hopf plus Hankel operators
and general singular integral operators with Carleman shift, the class of the last ones is
also studied in Chapter 6 for the particular case of coefficients belonging to the algebra of
almost periodic functions. Anyway, in the last part of this thesis, we considered Wiener-
Hopf plus and minus Hankel operators with scalar and equal Fourier symbols belonging
to the algebras of almost periodic, semi-almost periodic and piecewise almost periodic
functions, and acting between weighted Lebesgue spaces Lp(R, w) (1 < p < ∞). With
some of the techniques used in this thesis, it is not necessary to study separately Wiener-
Hopf plus Hankel and Wiener-Hopf minus Hankel operators. Therefore, we will simply
write Wiener-Hopf-Hankel operators, in global way.
This thesis is divided into ten chapters and organized as follows.
In Chapter 1, we start with the basic concepts from Operator Theory and introduce
important operator relations that are crucial throughout this thesis. Namely, the equiv-
alence, the ∆-relation after extension (see [39]), the equivalence after extension (see [3]),
and other relations between bounded linear operators . We give the formal definitions
of the operators such as the Wiener-Hopf, Hankel and Toeplitz operators, and investi-
gate several identities and relations between the sum (and difference) of those operators.
Furthermore, we construct relations between Wiener-Hopf plus and minus Hankel oper-
ators and Wiener-Hopf operators, relations between Wiener-Hopf plus Hankel operators
with different Fourier symbols, and those between Wiener-Hopf-Hankel operators and
Toeplitz-Hankel operators.
In Chapter 2, we present the algebras where the Fourier symbols of the operators
under study belong to. More precisely, we present the characteristics and properties of
the algebras of almost periodic functions (AP ), semi-almost periodic functions (SAP )
and piecewise almost periodic functions (PAP ). Additionally, we recall the space of
Besicovitch together with some properties of this space such as the equivalence between
the invertibility of Wiener-Hopf operators on the L2-Lebesgue space and a certain operator
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on the B2-Besicovitch space (see [17, 58, 59]).
In Chapter 3, we characterize left, right and both-sided invertibility of matrix Wiener-
Hopf plus Hankel operators with different Fourier symbols in the Wiener subclass of the
almost periodic algebra (APW ). This is done when a certain almost periodic matrix-
valued function (constructed from the initial Fourier symbols of the Wiener-Hopf and
the Hankel operators, and presented in Chapter 1) admits a numerical range bounded
away from zero. The invertibility characterization is based on the value of a certain mean
motion.
In Chapter 4, based on different kinds of auxiliary operators and corresponding oper-
ator relations, we present conditions that characterize the invertibility of matrix Wiener-
Hopf plus Hankel operators having possibly different Fourier symbols in the class of almost
periodic elements. For gaining such invertibility characterization, we use of an auxiliary
Wiener-Hopf plus Hankel operator and introduce a new kind of factorization for AP ma-
trix functions. Additionally, under certain conditions, we obtain the one-sided and two-
sided inverses of the matrix Wiener-Hopf plus Hankel operators under study. We indicate
that Wiener-Hopf plus Hankel operators with almost periodic symbols first considered in
[75] and [9] are treated the cases of scalar and matricial Fourier symbols, respectively. In
both cases, equal Fourier symbols are considered in the Wiener-Hopf and in the Hankel
operators.
In Chapter 5, we present an invertibility characterization for Wiener-Hopf plus and
minus Hankel operators having different Fourier symbols in the class of almost periodic
functions within the context of Besicovitch spaces. We obtain a criterion for the one-sided
invertibility of corresponding Wiener-Hopf plus and minus Hankel operators by consider-
ing equal Fourier symbols in their Wiener-Hopf and Hankel parts. Such obtained char-
acterizations are based on a so-called generalized factorization of the associated Fourier
symbols.
In Chapter 6, we consider singular integral operators with Carleman shift with almost
periodic coefficients involved in the properties of the kernel and the cokernel of those
operators. In particular, the dimensions of their kernels and cokernels are obtained by
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using appropriate properties of the related almost periodic elements and, in special, the
partial indices of some of their relevant factorizations. Although several characterizations
for the Fredholm property were known for different classes of singular integral operators
with shift (see Karapetiants and Samko [57] and Litvinchuk [68]) not as much defect
numbers characterizations are known for the same operators.
In Chapter 7, we present sufficient conditions for the Fredholm property of Wiener-
Hopf plus and minus Hankel operators with different Fourier matrix symbols in the C∗-
algebra of semi-almost periodic elements. This chapter deals with a more general situation
than that considered by Nolasco, Bogveradze and Castro in [9, 12, 74], and therefore the
present results in this chapter is a generalization of the results in the above-mentioned
works. Under such conditions, we derive a formula for the sum of the Fredholm indices
of the Wiener-Hopf plus Hankel and Wiener-Hopf minus Hankel operators.
In Chapter 8, we treat Wiener-Hopf-Hankel operators with Fourier symbols being
piecewise almost periodic matrix functions. As in the previous chapter, we present con-
ditions for the Fredholm property of Wiener-Hopf plus and minus Hankel operators with
different Fourier matrix symbols and, under such conditions, we obtain a formula for the
sum of the Fredholm indices of these Wiener-Hopf plus Hankel and Wiener-Hopf minus
Hankel operators. The present results are generalized from those in [11, 23].
In Chapter 9, using dependencies between different matrix Fourier symbols of Wiener-
Hopf plus Hankel operators, we obtain the consequent conclusions on the kernel and
cokernel of those operators. This study was motivated by the works of Benhida, Câmara
and Diogo [8] and that of Ehrhardt [52].
In Chapter 10 we treat Wiener-Hopf plus and minus Hankel operators with equal
Fourier symbols in the Wiener-Hopf and in the Hankel operators, and acting between
weighted Lebesgue Lp(R+, w), where 1 < p <∞ and w belongs to a subclass of Mucken-
houpt weights. Based on a factorization concept for almost periodic functions within the
Fourier multipliers on Lp(R+, w), we indicate an invertibility characterization for Wiener-
Hopf plus Hankel operators with almost periodic symbols on weighted Lebesgue spaces.
Additionally, the formulas for one-sided and the two-sided inverses of the Wiener-Hopf
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plus Hankel operators are also obtained. We obtain the conditions for the Fredholm prop-
erty of Wiener-Hopf plus and minus Hankel operators with semi-almost periodic symbols
on weighted Lebesgue spaces. Our approach leads to a Fredholm criterion which is de-
scribed upon the mean values of the representatives at infinity of the Fourier symbols.
We establish formulas for the Fredholm indices of Wiener-Hopf plus/minus Hankel oper-
ators, and obtain sufficient conditions for the invertibility of those operators. Finally, we
present a semi-Fredholm theory for Wiener-Hopf operators on weighted Lp-spaces with
piecewise almost periodic Fourier symbols. With such results and for the same class of
Fourier symbols, we obtain the conditions to ensure the Fredholm property and the lat-
eral invertibility of the Wiener-Hopf-Hankel operators. Under the Fredholm property,
the conclusions about the Fredholm index of Wiener-Hopf operators and the sum of the
Fredholm indices of Wiener-Hopf plus Hankel and Wiener-Hopf minus Hankel operators
are discussed.
The results in this thesis are mainly based on the author’s papers [27, 28, 29, 30, 31,
32, 34, 35, 36, 37, 33, 38], and that of other authors are properly referred.
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Chapter 1
Introductory results and notation
In this chapter we provide the essential tools used throughout this thesis. In partic-
ular, we introduce some well-known definitions and results that can be found in classical
Functional Analysis and Operator Theory textbooks. In the study of certain bounded
linear operators, we frequently need to transfer properties from one operator to another
somehow equivalent operator. In this sense, we recall several important equivalence rela-
tions between bounded linear operators, namely, the ∆-relation, the equivalence and the
equivalence after extension relations.
We introduce, in this chapter, the main objects of the study, the Wiener-Hopf plus
Hankel operators and the related Toeplitz-Hankel operators. Some basic formulas from
the theory of those operators are presented. Finally, we construct equivalence relations
between the operators under study, which constitutes one of the most important tech-
niques used in this thesis. Thereby, we exhibit three important equivalence relations: (i)
an equivalence relation between Wiener-Hopf plus and minus Hankel operators and pure
Wiener-Hopf operators, (ii) an equivalence relation between Wiener-Hopf plus Hankel
operators and other operators of the same type with particular Fourier symbols in the
Wiener-Hopf and in the Hankel parts and, (iii) an equivalence relation between Wiener-
Hopf plus/minus Hankel operators and Toeplitz plus/minus Hankel operators. In what
follows, we simply write Wiener-Hopf-Hankel (and Toeplitz-Hankel) operators to both
Wiener-Hopf plus Hankel and Wiener-Hopf minus Hankel operators (resp. Toeplitz plus
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Hankel and Toeplitz minus Hankel operators).
1.1 Lebesgue and Hardy spaces
Let 1 ≤ p <∞. The Banach space Lp(R) consist of all Lebesgue measurable complex
valued functions f defined on R for which
‖f‖Lp(R) :=
(∫
R
|f(t)|pdt
) 1
p
<∞.
By L∞(R) we denote the Banach space of all essentially bounded and Lebesgue measurable
complex valued functions defined on R endowed with the norm
‖f‖L∞(R) := ess sup{|f(t)| : t ∈ R}.
Let us introduce the Hardy spaces. Put C± := {z ∈ C : ±=m(z) > 0}. We denote
by H∞(C±) the set of all bounded and analytic functions in C± and by H∞± (R), or
simply H∞± , the set of all functions in L∞(R) that are non-tangential limits of functions
in H∞(C±). The sets H∞± are closed subalgebras of L∞(R).
For 0 < p < ∞, Hp(C±) represents the set of all analytic functions f ∈ C± which
satisfy
sup
±y>0
∫
R
|f(x+ iy)|pdy <∞.
The set of all functions that are non-tangential limits on Hp(C±) are denoted by Hp±(R)
or simply Hp±. For 1 ≤ p <∞, Hp± is a closed subspace of Lp(R).
Let F : L2(R)→ L2(R) denote the Fourier transformation given by the formula
(Ff)(x) =
∫
R
f(t)eitxdt, x ∈ R,
and its inverse
(F−1f)(t) = 1
2pi
∫
R
f(x)e−itxdx, t ∈ R.
The Paley-Wiener theorem states that
H2+(R) = FL2+(R), H2−(R) = FL2−(R),
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where L2±(R) are the subspaces of L2(R) formed by all functions supported on the closure
of R±.
We denote by BN×N the Banach algebra of all N × N matrices with entries in a
Banach algebra B, and by BN we mean the Banach space of all N dimensional vectors
with entries in a Banach space B.
For Banach spaces X and Y , L(X,Y ) represents the Banach space of the linear
bounded operators acting from X into Y . For Y = X we will simply use L(X). Finally,
we use the notation GX to denote the set of elements from X admitting inverses which
also belong to X.
1.2 Regularity properties
Let T ∈ L(X, Y ) (with X and Y being Banach spaces). The kernel and the image of
T are defined by
kerT := {x ∈ X : Tx = 0}, imT := {Tx : x ∈ X},
respectively. kerT and imT are linear subspaces of X and Y , respectively, and ker T
is always closed. When im T is a closed subspace of Y , the operator T is said to be
normally solvable.
In case T is normally solvable, the defect numbers of T are defined by
n(T ) = dimker T and d(T ) = dim cokerT,
where cokerT is the cokernel of T defined by cokerT := Y/ imT .
A normally solvable operator T is said to be semi-Fredholm if at least one of the
dimensions n(T ) and d(T ) is finite. In particular, T is called (properly) n-normal if
n(T ) < ∞ (and d(T ) = ∞), (properly) d-normal if d(T ) < ∞ (and n(T ) = ∞). If both
n(T ) and d(T ) are finite, then the operator T is called a Fredholm operator. In case T is
semi-Fredholm, one can define its Fredholm index by
IndT = n(T )− d(T ).
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Theorem 1.2.1. (Atkinson) If A, B ∈ L(X) are Fredholm or n-normal (resp. d-normal)
operators, then AB is Fredholm or n-normal (resp. d-normal) operator. Additionally,
IndAB = IndA+ IndB.
An operator T ∈ L(X,Y ) is called compact if T maps each bounded subset of X into
a relatively compact subset of Y . We denote by K(X,Y ) the set of all compact operators
in L(X,Y ). For Y = X we will simply use K(X) := K(X,X). The quotient algebra
L(X)/K(X) is referred to as the Calkin algebra.
We say that T ∈ L(X, Y ) possesses a left (right) Fredholm regularizer if there exists
a linear bounded operator R such that RT − I (TR− I, respectively) is compact. Thus,
T possesses a (left/right) Fredholm regularizer if and only if the element T is (left/right)
invertible in the Calkin algebra (modulo the ideal of a compact operator). Additionally, T
possesses a Fredholm regularizer if T possesses both left and right Fredholm regularizers.
One can show that an operator T possesses a Fredholm regularizer if and only if T is a
Fredholm operator.
Theorem 1.2.2. (Cf., e.g., [17]) If A ∈ L(X, Y ) is a Fredholm operator (resp. n-normal,
d-normal) and K ∈ K(X, Y ), then A + K is a Fredholm operator (resp. n-normal, d-
normal) and Ind (A+K) = IndA.
The operator T ∈ L(X, Y ) is left-invertible (resp. right-invertible) if there exist
T− : Y → X such that T−T = IX (TT− = IY , respectively), where IX (IY ) represents
the identity on X (Y , resp.). It is known that T is left-invertible if and only if T is
injective, normally solvable and imT is a complementable subspace of Y . Analogously,
T is right-invertible if T is surjective and kerT is complementable in X. If T admits both
left and right inverse, then T is said to be two-sided invertible (or simply invertible). In
the case of TT−T = T and T−TT− = T−, T− is called a reflexive generalized inverse of
T .
The spectrum of a bounded linear operator T ∈ L(X) is defined by
spT := {λ ∈ C : T − λIX is not invertible in L(X)}.
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In addition, the essential spectrum of T ∈ L(X) is defined in the following way
spessT := {λ ∈ C : T − λI is not Fredholm}.
1.3 Relations between bounded operators
In order to relate different classes of operators and to transfer certain operator prop-
erties between the operators under study, we will recall some different types of relations
between bounded linear operators.
In what follows, consider two bounded linear operators T : X1 → X2 and S : Y1 → Y2,
acting between Banach spaces.
The operators T and S are said to be equivalent, and we denote this by T ∼ S, if
there are two boundedly invertible linear operators, E : Y2 → X2 and F : X1 → Y1, such
that
T = E S F. (1.3.1)
It directly follows from (1.3.1) that if two operators are equivalent, then they belong
to the same regularity class [39, 85]. More precisely, one of these operators is one-sided
invertible, two-sided invertible, generalized invertible, Fredholm, n-normal, d-normal or
normally solvable if and only if the other operator enjoys the same property.
Another kind of equivalence relation between linear bounded operators is the equiv-
alence after extension (cf. [3]). We say that the operators T and S are equivalent after
extension, and denote this by T ∗∼ S, if there exist two Banach spaces Z1 and Z2, such
that T ⊕ IZ1 and S ⊕ IZ2 are equivalent operators, i.e.,T 0
0 IZ1
 = E
S 0
0 IZ2
F, (1.3.2)
for invertible bounded linear operators E : Y2×Z2 → X2×Z1 and F : X1×Z1 → Y1×Z2,
and where IZ1 and IZ2 are the identity operators on Z1 and Z2 spaces, respectively. In
this context, the spaces Z1 and Z2 are sometimes referred as extension spaces. Like in the
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equivalence case, two equivalent after extension operators belong to the same regularity
class.
The so-called ∆–relation and ∆–relation after extension were introduced in [39] for
bounded linear operators acting between Banach spaces. We say that T is ∆–related to
S (and abbreviate T∆S) if there is a bounded linear operator acting between Banach
spaces T∆ : X1∆ → X2∆ and two invertible bounded linear operators E : Y2 → X2 ×X2∆
and F : X1 ×X1∆ → Y1 such that T 0
0 T∆
 = ESF. (1.3.3)
We say that T is ∆–related after extension to S (and abbreviate T
∗
∆ S) if there is a
bounded linear operator acting between Banach spaces T∆ : X1∆ → X2∆ and invertible
bounded linear operators E : Y2 ×Z → X2 ×X2∆ and F : X1 ×X1∆ → Y1 ×Z such thatT 0
0 T∆
 = E
S 0
0 IZ
F, (1.3.4)
where Z is an additional Banach space and IZ represents the identity operator in Z.
If in (1.3.4), T∆ : X1∆ → X2∆ = X1∆ is the identity operator, we obtain the just
defined equivalence after extension relation and, if in (1.3.3), T∆ : X1∆ → X2∆ = X1∆ is
the identity operator, we say that the operator T is equivalent after one-sided extension
to the operator S.
In contrast to equivalence and equivalence after (one-sided) extension relation, if T
is ∆–related after extension to an operator S, then the transfer of regularity properties
can only be guaranteed in one direction, that is, from operator S to operator T . This is
due the non-symmetric character of the ∆–relation after extension. For instance, T may
be an invertible operator, T∆ not normally solvable, and in this case, S is not a normally
solvable operator. Thus, T and S do not enjoy the same regularity properties.
An important property of ∆–relations after extension is the transitivity, i.e., if T1
∗
∆ S
and S
∗
∆ T2, then T1
∗
∆ T2. Since the equivalence after extension is a particular case of
the ∆–relation after extension, it also follows that if T1
∗∼ S and S ∗∼ T2, then T1 ∗∼ T2.
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Another relation between bounded linear operators is the matricial coupling. We
say that T and S are matricially coupling if they can be embedded into invertible 2 × 2
operator matrices T T2
T1 T0
 : X1 × Y2 → X2 × Y1S0 S1
S2 S
 : X2 × Y1 → X1 × Y2,
involving bounded linear operators only, such thatT T2
T1 T0
−1 =
S0 S1
S2 S
 . (1.3.5)
It is interesting to observe that T and S are equivalent after extension if and only if T
and S are matricial coupled operators (cf. [3]).
1.4 Wiener-Hopf-Hankel operators
A convolution operator A acting between Hilbert spaces L2(R) is formally given by
the formula
Aϕ(x) = (k ∗ ϕ)(x) =
∫
R
k(x− t)ϕ(t)dt, x ∈ R. (1.4.1)
The function k ∈ L1(R) is called the convolution kernel of the operator A.
Using the Fourier transformation, the operator (1.4.1) can be written in the form
A = F−1φ · F ,
where φ is the Fourier transform of the convolution kernel k, φ = Fk, and it is called the
Fourier symbol of the convolution operator A.
Compositions of convolution operators with other particular operators are very useful
in different fields, and are often called “convolution type operators”. A relevant class of
convolution type operators on the half-line is constituted by the Wiener-Hopf and the
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Hankel operators, which are associated with a huge amount of applied mathematical
problems.
It was already in 1931 that Norbert Wiener and Eberhard Hopf, when investigating
a problem in radiative equilibrium, discovered how to solve a certain class of integral
equations which is now classified with their names. Their collaboration resulted in the
famous paper [92] in which they established how to solve integral equations of the form
cf(x) +
∫ +∞
0
k(x− y)f(y)dy = g(x), x ∈ R+, (1.4.2)
where c ∈ C and k ∈ L1(R) are fixed, g ∈ L2(R+) is given and f ∈ L2(R+) is the unknown
element.
In [93, p. 143] we may find already the following strong statement about such powerful
methods and its importance:
The equations for radiation equilibrium in the stars belong to a type now known
by Eberhard Hopf’s name and mine. They are closely related to other equations
which arise when two different physical regimes are joined across a sharp edge
or a boundary, as for example in the atomic bomb, which is essentially the
model of a star in which the surface of the bomb marks the change between an
inner regime and an outer regime.
After that, several generalizations and related types of corresponding equations have
been considered in a consequent manner. During the period from 1960s and 70s the
dominant methods on the study of those equations are based on operator theory. Conse-
quently, from the Wiener-Hopf integral equations arise the classical Wiener-Hopf integral
operators defined by
Wφf(x) = cf(x) +
∫ +∞
0
k(x− y)f(y)dy, (1.4.3)
where φ := c + Fk belongs to the Wiener algebra W := {φ : φ = c + Fk, c ∈ C, k ∈
L1(R)}. Having in mind the convolution operation, the Wiener-Hopf integral operator
can be understood as a convolution type operator, being represented as
Wφ = r+F−1φ · F : L2+(R)→ L2(R+), (1.4.4)
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where r+ is the restriction operator from L2(R) into L2(R+) and φ is a so-called Fourier
symbol of the Wiener-Hopf operator.
Hankel operators can be defined in many different ways, which is useful in applications
since in a concrete case we can choose the form that is most suitable for the problem under
consideration. The study of the Hankel operators had its begun in 1861 with the Ph.D.
thesis of Hermann Hankel [56], where he considered matrices of the form
a0 a1 a2 a3 · · ·
a1 a2 a3 a4 · · ·
a2 a3 a4 a5 · · ·
...
...
...
... . . .
 ,
where the entries are complex numbers depending on the sum of the coordinates, ajk =
aj+k. The operators induced by these matrices
(bj)j∈N 7→
(∑
k∈N
aj+kbk
)
are called Hankel operators. Later on, some important characterizations of those operators
were obtained by other authors such as L. Kronecker [65], D. Hilbert and Z. Nehari [73].
In the sense of (1.4.2) and (1.4.3), for φ belonging to the Wiener algebra, the Hankel
integral operators have the form
Hφ =
∫ +∞
0
k(x+ y)f(y)dy, x ∈ R+.
By using the convolution, we can rewrite the Hankel operators in the form
Hφ = r+F−1φ · FJ : L2+(R)→ L2(R+), (1.4.5)
where J is a so-called reflection operator acting by the rule
(Jf)(x) = f˜(x) = f(−x), x ∈ R,
and φ is referred as the Fourier symbol of the Hankel operator.
10 1. Introductory results and notation
By considering Φ1 and Φ2 ∈ [L∞(R)]N×N to be matrix functions in the formulas
(1.4.4) and (1.4.5) respectively, we have that the Wiener-Hopf plus and minus Hankel
operators with Fourier symbols Φ1 and Φ2 are given by
WΦ1 ±HΦ2 = r+F−1(Φ1 ± Φ2J)F : [L2+(R)]N → [L2(R+)]N . (1.4.6)
In the last chapter, these operators will be also considered in a framework of Lp spaces
with weights but since this is only in the final part of the thesis we prefer to give only
there the corresponding global definitions.
1.5 Toeplitz-Hankel operators
The Toeplitz operators were first considered in 1991 in the paper [88] by Otto Toeplitz,
who characterized these operators as operators induced by matrices with entries of the
form ajk = aj−k, j, k ≥ 0. Toeplitz operators are also known to be the discrete analogues
of the Wiener-Hopf operators.
To define those operators in the way that we need in this thesis, let us first introduce
some other important operators.
On L2(R), consider the Cauchy singular integral operator S = SR defined by
(Sϕ)(x) =
1
pii
∫
R
ϕ(τ)
τ − xdτ , x ∈ R ,
where the integral is understood in the sense of principal value. Since S2 = IL2(R),
the operator S generates two orthogonal projections P and Q of L2(R) onto H2±(R)
respectively, and given by
P =
1
2
(I + S) and Q =
1
2
(I − S). (1.5.1)
The operators P and Q are denominated by Riesz projections. Using the Fourier trans-
formation, we can also write
P = F`0r+F−1,
where `0 : L2(R+)→ L2+(R) is the zero extension operator.
1.6 Operator identities for Wiener-Hopf plus Hankel operators 11
Let φ ∈ L∞(R). The Toeplitz operator is defined by
TΦ = PφP : H
2
+(R)→ H2+(R).
where φ is called the symbol of the operator.
Considering the matrix functions Φ1 and Φ2 ∈ [L∞(R)]N×N , the Toeplitz plus and
minus Hankel operators acting between Hardy spaces [H2+(R)]N and with Fourier symbols
Φ1 and Φ2 have the form
TΦ1 ±HΦ2 = P (Φ1 ± Φ2J)P : [H2+(R)]N → [H2+(R)]N .
1.6 Operator identities for Wiener-Hopf plus Hankel
operators
We will now give some basic formulas for the Wiener-Hopf plus Hankel operators in
view of taking profit of certain factorization properties for such operators. Let us first
recall the two well-known formulas stated in the following proposition.
Proposition 1.6.1. ([17, Proposition 2.10]) Let Φ, Ψ ∈ [L∞(R)]N×N . Then
WΦΨ = WΦ`0WΨ +HΦ`0HeΨ , (1.6.1)
HΦΨ = WΦ`0HΨ +HΦ`0WeΨ. (1.6.2)
Having in mind the previous proposition, we can obtain the following result for
Wiener-Hopf plus Hankel operators.
Proposition 1.6.2. Let Φ, Ψ ∈ [L∞(R)]N×N and w ∈ CN×N such that w2 = IN×N .
Then,
WΦΨ + HΦΨw = WΦ`0(WΨ +HΨw) +HΦw`0(WweΨw +HweΨ)
= (WΦ +HΦw)`0(WΨ +HΨw) +HΦw`0(WweΨw−Ψ +HweΨ−Ψw). (1.6.3)
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Proof. Recall formulas (1.6.1) and (1.6.2). Since w ∈ CN×N and w2 = IN×N , it follows
WΦΨ +HΦΨw = WΦ`0WΨ +HΦ`0HeΨ +WΦ`0HΨw +HΦ`0WeΨw
= WΦ`0(WΨ +HΨw) +HΦ`0(WeΨw +HeΨ)
= WΦ`0(WΨ +HΨw) +HΦw`0(WweΨw +HweΨ)
= (WΦ +HΦw)`0(WΨ +HΨw) +HΦw`0(WweΨw−Ψ +HweΨ−Ψw),
which is the desired identity. The proposition is proved.
Observing that HΦ = 0 for Φ ∈ [H∞− (R)]N×N , and using Proposition 1.6.2, it is
possible to factorize Wiener-Hopf plus Hankel operatorWΨ+HΨw (for a particular matrix
w ∈ CN×N) if the matrix function Ψ admits a factorization where the left factor belongs
to [H∞− (R)]N×N and the right factor satisfies a particular “even” property.
Theorem 1.6.3. Let Φ, Ψ, Θ ∈ [L∞(R)]N×N and w ∈ CN×N such that w2 = IN×N . If
Φ ∈ [H∞− (R)]N×N and Θ = wΘ˜w, then we have the factorization
WΦΨΘ +HΦΨΘw = WΦ`0(WΨ +HΨw)`0(WΘ +HΘw). (1.6.4)
Proof. Using formula (1.6.3), we have
WΦΨΘ +HΦΨΘw = (WΦ +HΦw)`0(WΨΘ +HΨΘw) +HΦw`0(WwgΨΘw−ΨΘ +HwgΨΘ−ΨΘ).
Recalling that HΦ = 0 if Φ ∈ [H∞− (R)]N×N , we obtain
WΦΨΘ +HΦΨΘw = WΦ`0(WΨΘ +HΨΘw).
Now, relaying on the property of Θ and using (1.6.3) once again, we have that
WΦΨΘ +HΦΨΘw = WΦ`0
[
(WΨ +HΨw)`0(WΘ +HΘw) +HΨw`0(WweΘw−Θ +HweΘ−Θw)]
= WΦ`0(WΨ +HΨw)`0(WΘ +HΘw).
The theorem is proved.
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Theorem 1.6.4. Let Φe ∈ G[L∞(R)]N×N such that Φe = wΦ˜ew, with w ∈ CN×N and
w2 = IN×N . Then WΦe +HΦew is invertible with inverse being the following operator
`0
(
WΦ−1e +HΦ−1e w
)
`0 : [L
2(R+)]N → [L2+(R)]N .
Proof. First, observe that
(WΦeΦ−1e +HΦeΦ−1e w)`0 = (WIN×N +Hw)`0 = r+`0 = I[L2(R+)]N .
Recalling (1.6.3), we obtain that
(WΦeΦ−1e +HΦeΦ−1e w)`0 = (WΦe +HΦew)`0(WΦ−1e +HΦ−1e w)`0
+HΦew`0
(
W
w
g
Φ−1e w−Φ−1e
+H
w
g
Φ−1e −Φ−1e w
)
`0. (1.6.5)
Since Φe = wΦ˜ew, we have wΦ˜−1e w − Φ−1e = 0 and wΦ˜−1e − Φ−1e w = 0. It follows that
(1.6.5) is equivalent to
WIN×N +Hw = (WΦe +HΦew)`0(WΦ−1e +HΦ−1e w),
and thus
I[L2(R+)]N = (WΦe +HΦew)`0(WΦ−1e +HΦ−1e w)`0.
Similarly,
`0(WΦ−1e +HΦ−1e w)`0(WΦe +HΦew) = I[L2(R+)]N .
Hence, we have explicitly shown that WΦe +HΦew is invertible and its inverse is given by
the formula:
`0(WΦ−1e +HΦ−1e w)`0 : [L
2(R+)]N → [L2+(R)]N .
Thus, the proof is completed.
1.7 Relations between convolution type operators
We are now in conditions to present relations between Wiener-Hopf-Hankel operators
and Wiener-Hopf operators, Wiener-Hopf plus Hankel operators with different Fourier
symbols and Wiener-Hopf-Hankel operators and Toeplitz-Hankel operators.
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1.7.1 Relation betweenWiener-Hopf-Hankel operators andWiener-
Hopf operators
The following is based on the famous Gohberg-Krupnik-Litvinchuk identity (see [55,
57, 64, 66, 68], for instance).
Theorem 1.7.1. Let Φ1,Φ2 ∈ G[L∞(R)]N×N . Then the matrix Wiener-Hopf plus Hankel
operator WΦ1 +HΦ2 : [L2+(R)]N → [L2(R+)]N is ∆–related after extension to the Wiener-
Hopf operator WΨ : [L2+(R)]2N → [L2(R+)]2N with Fourier symbol
Ψ =
Φ1 − Φ2Φ˜−11 Φ˜2 −Φ2Φ˜−11
Φ˜−11 Φ˜2 Φ˜
−1
1
 . (1.7.1)
Proof. Let us start by extending WΦ1 + HΦ2 on the left by the zero extension operator
`0 : [L
2(R+)]N → [L2+(R)]N , which leads to
WΦ1 +HΦ2 ∼ `0(WΦ1 +HΦ2) : [L2+(R)]N → [L2+(R)]N .
Using the notation P+ = `0r+ and P− = I[L2(R)]N − P+, we will now extend
`0(WΦ1 +HΦ2) = P+F−1(Φ1 ·+Φ2 · J)F|P+[L2(R)]N
to the full [L2(R)]N space by using the identity in [L2−(R)]N . Next we will extend the
obtained operator to [L2(R)]2N with the help of the auxiliary paired operator
T = F−1(Φ1 · −Φ2 · J)FP+ + P− : [L2(R)]N → [L2(R)]N .
Altogether, we have
`0(WΦ1 +HΦ2) 0 0
0 IP− [L2(R)]N 0
0 0 T
 = E1W1F1
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with
E1 =
1
2
I[L2(R)]N J
I[L2(R)]N −J
 ,
F1 =
I[L2(R)]N I[L2(R)]N
J −J

I[L2(R)]N − P−F−1(Φ1 ·+Φ2 · J)FP+ 0
0 I[L2(R)]N
,
W1 =
F−1Φ1 · F 0
F−1Φ˜2 · F 1
P+ +
1 F−1Φ2 · F
0 F−1Φ˜1 · F
P−
=
1 F−1Φ2 · F
0 F−1Φ˜1 · F
 (F−1Ψ · FP+ + P−)
=
1 F−1Φ2 · F
0 F−1Φ˜1 · F
 (P+F−1Ψ · FP+ + P−)(I[L2(R)]2N + P−F−1Ψ · FP+)
where in the last definition of operator W1 we are using P± defined in [L2(R)]2N and Ψ
is the same as defined in (1.7.1).
Note that the paired operator
I[L2(R)]2N + P−F−1Ψ · FP+ : [L2(R)]2N → [L2(R)]2N
used above is an invertible operator with inverse given by
I[L2(R)]2N − P−F−1Ψ · FP+ : [L2(R)]2N → [L2(R)]2N .
Therefore, we have just explicitly demonstrated that WΦ1 +HΦ2 is ∆–related after exten-
sion to the Wiener-Hopf operator
WΨ = r+F−1Ψ · F : [L2+(R)]2N → [L2(R+)]2N ,
and this concludes the proof.
Corollary 1.7.2. Let Φ1,Φ2 ∈ G[L∞(R)]N×N . If the Wiener-Hopf operator
WΨ : [L
2
+(R)]2N → [L2(R+)]2N
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(with Ψ as defined in (1.7.1)) is Fredholm or (left/right/both-sided) invertible, then the
Wiener-Hopf plus Hankel operator WΦ1 +HΦ2 : [L2+(R)]N → [L2(R+)]N has the same
corresponding property.
Proof. Due to the ∆–relation after extension between the two operators presented in
Theorem 1.7.1, we derive that:
(i) im
WΦ1 +HΦ2 0
0 T
 is closed if and only if im WΨ is closed;
(ii)
(
[L2(R+)]N × [L2(R)]N
) \ im
WΦ1 +HΦ2 0
0 T
 ' [L2(R+)]2N \ imWΨ ;
(iii) ker
WΦ1 +HΦ2 0
0 T
 ' kerWΨ .
Then, these properties (i)–(iii) are enough to conclude the desired statement, taking
into consideration the definitions of Fredholm property and (lateral/both-sided) invert-
ibility.
Note that in the proof of Theorem 1.7.1, the auxiliary operator T is equivalent after
extension to the Wiener-Hopf minus Hankel operator WΦ1 − HΦ2 (see e.g. Proposition
1.3.9 in [74]). Thus, we can interpret the ∆-relation after extension between the Wiener-
Hopf plus Hankel operatorWΦ1+HΦ2 and the Wiener-Hopf operatorWΨ as an equivalence
after extension between diag[WΦ1+HΦ2 ,WΦ1−HΦ2 ] and WΨ. In this sense, we can write
the following:
Theorem 1.7.3. Let Φ1,Φ2 ∈ G[L∞(R)]N×N . Then
DΦ1,2 :=
WΦ1 +WΦ2 0
0 Wφ1 −HΦ2
 : [L2+(R)]2N → [L2(R+)]2N (1.7.2)
is equivalent after extension to the Wiener-Hopf operator WΨ : [L2+(R)]2N → [L2(R+)]2N
with Fourier symbol Ψ as defined in (1.7.1).
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In the case of Φ1 = Φ2 =: Φ, Ψ takes the form
Ψ =
 0 −ΦΦ˜−1
IN Φ˜−1

and
WΨ = r+F−1
ΦΦ˜−1 0
0 IN
F`0r+F−1
 0 −IN
IN Φ˜−1
F ,
which shows an explicit equivalence after extension relation between WΨ and WΦgΦ−1 .
Therefore,
DΦ :=
WΦ +WΦ 0
0 WΦ −HΦ
 ∗∼ W
ΦgΦ−1 . (1.7.3)
1.7.2 Relations between Wiener-Hopf plus Hankel operators with
different Fourier symbols
Although the next proposition is basically known from [52, Theorem 3.2], we choose
to present in here a direct and simple proof of it.
Proposition 1.7.4. Let Φ1,Φ2 ∈ [L∞(R)]N×N . The Wiener-Hopf plus Hankel operator
WΦ1 +HΦ2 : [L
2
+(R)]N → [L2(R+)]N
is equivalent after one-sided extension with
WΨ +HΨw : [L
2
+(R)]2N → [L2(R+)]2N ,
where
Ψ =
 Φ1 Φ2
0 I
 , w =
 0 I
I 0
 . (1.7.4)
Proof. A direct computation yields WΦ1 +HΦ2 0
0 I[L2+(R)]N
 =
 r+ −WΦ2 −HΦ1
0 I[L2+(R)]N
 `0(WΨ +HΨw) ,
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which shows the equivalence after one-sided extension between WΦ1+HΦ2 and WΨ+HΨw
simply because E =
 r+ −WΦ2 −HΦ1
0 I[L2+(R)]N
 `0 is an invertible bounded linear operator.
From the previous proposition, we directly conclude the following corollary.
Corollary 1.7.5. The operator WΦ1 +HΦ2 : [L2+(R)]N → [L2(R+)]N is a Fredholm oper-
ator if and only if WΨ +HΨw : [L2+(R)]2N → [L2(R+)]2N has also the Fredholm property.
Moreover,
dimker(WΦ1 +HΦ2) = dimker(WΨ +HΨw),
dim coker(WΦ1 +HΦ2) = dim coker(WΨ +HΨw).
1.7.3 Relation betweenWiener-Hopf-Hankel operators and Toeplitz-
Hankel operators
In this subsection, we describe an equivalence relation between Wiener-Hopf-Hankel
operators and Toeplitz-Hankel operators.
Proposition 1.7.6. Let Φ1, Φ2 ∈ [L∞(R)]N×N . The Wiener-Hopf plus/minus Hankel
operator WΦ1 ± HΦ2 : [L2+(R)]N → [L2(R+)]N is equivalent to the Toeplitz plus/minus
Hankel operator TΦ1 ±HΦ2 : [H2+(R)]N → [H2+(R)]N .
Proof. Consider the Wiener-Hopf plus or minus Hankel operator
WΦ1 ±HΦ2 = r+F−1(Φ1 ± Φ2J)F . (1.7.5)
Applying the invertible operator F`0 : [L2+(R)]N → [H2+(R)]N at the left of (1.7.5) and
the invertible operator `0r+F−1 : [H2+(R)]N → [L2+(R)]N at the right, we obtain
F`0r+F−1(Φ1 ± Φ2J)F`0r+F−1 = P (Φ1 ± Φ2J)P = TΦ1 ±HΦ2 .
Thus, we conclude that WΦ1 ± HΦ2 is equivalent to TΦ1 ± HΦ2 and the proposition is
proved.
The Proposition 1.7.6 justifies why the theory of Wiener-Hopf-Hankel operators in
L(L2+(R), L2(R+)) is equivalent to the theory of Toeplitz-Hankel operators in L(H2+(R)).
Chapter 2
The Fourier symbols and Besicovitch
space
In this chapter, we present the definitions and important properties of certain classes
of Fourier symbols which will appear in the Wiener-Hopf-Hankel operators under study.
Namely, we consider the algebra of almost periodic functions (AP ), the algebra of semi-
almost periodic functions (SAP ) and the algebra of piecewise almost periodic functions
(PAP ). At the end of this chapter, we introduce the Besicovitch space which will play an
important role in the development of the Fredholm theory for the Wiener-Hopf-Hankel
operators with AP Fourier symbols.
2.1 Almost periodic functions
The theory of almost periodic functions was introduced by Harold Bohr in the 1920’s.
During the 1920’s and 1930’s, several authors, such as S. Bochner, H. Weyl, A. Besicovitch,
J. von Neumann and V. V. Stepanov, developed further on Bohr’s theory.
According to Bohr, a complex valued function f(x) (x ∈ R) is called an almost
periodic function if for any ² > 0 there is a trigonometric polynomial
T²(x) =
N∑
k=1
cke
iλkx (2.1.1)
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(ck ∈ C, λk ∈ R) such that |f(x)− T²(x)| < ² for every x ∈ R.
The fundamental theorem of almost periodic functions [15] states that the class of
almost periodic functions is identical to the closure of the class of almost periodic poly-
nomials (2.1.1).
In what follows, we will use the notation
eλ(x) = e
iλx, x ∈ R.
In this sense, the algebra of almost periodic functions is the smallest closed subalgebra of
L∞(R) that contains all the functions eλ:
AP := algL∞(R){eλ : λ ∈ R}.
In addition, we use the notation
AP+ := algL∞(R){eλ : λ ≥ 0}, AP− := algL∞(R){eλ : λ ≤ 0}
for these two subclasses of AP (which are still closed subalgebras of L∞(R)).
All AP functions have a well-known mean value. The existence of such a number is
provided in the next proposition.
Proposition 2.1.1. (Cf., e.g., [17, Proposition 2.22]) Let A ⊂ (0,∞) be an unbounded
set, and let
{Iα}α∈A = {(xα, yα)}α∈A
be a family of intervals Iα ⊂ R such that |Iα| = yα − xα → ∞ as α → ∞. If φ ∈ AP ,
then
M(φ) := lim
α→∞
1
|Iα|
∫
Iα
φ(x) dx
is finite. Moreover, the limit is not dependent on particular choice of the family {Iα}.
For any φ ∈ AP , the number that has just been introduced M(φ) is called the Bohr
mean value or simply the mean value of φ. In the matrix case the mean value is defined
entry-wise.
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Bohr’s Theorem states that for each φ ∈ GAP there exists a real number κ(φ) and a
function ψ ∈ AP such that
φ(x) = eiκ(φ)xeψ(x) , (2.1.2)
for all x ∈ R (cf. Theorem 8.11 in [17]). The number κ(φ) is uniquely determined, and it
is called the mean motion of φ. For φ ∈ GAP , the mean motion of φ can be obtained by
k(φ) = lim
T→∞
(arg φ)(T )− (arg φ)(0)
T
where arg φ is any continuous argument of φ.
For φ ∈ GAP , the number
d(φ) = eM(ψ)
is called geometric mean value of φ (where ψ is the same as in (2.1.2)).
If ϕ ∈ AP , then the set Ω(ϕ) = {λ ∈ R : M(ϕe−λ) 6= 0} is at most countable (cf.
[17, Theorem 2.23]) and it is called the Bohr-Fourier spectrum of ϕ.
We define the Wiener subclass of almost periodic functions, and we denote by APW ,
the (proper) subclass of all functions ϕ ∈ AP which can be written in an absolutely
convergent series of the form:
ϕ =
∑
j
ϕj eλj , λj ∈ R,
∑
j
|ϕj| <∞.
Additionally, APW− (APW+) is the set of the functions ϕ ∈ APW such that Ω(ϕ) ⊂
(−∞, 0] (Ω(ϕ) ⊂ [0, +∞), respectively). It is clear that APW− ⊂ AP− and APW+ ⊂
AP+.
2.2 Semi-almost periodic and piecewise almost periodic
functions
Let R˙ := R ∪ {∞}. We will denote by C(R˙) the set of all continuous functions ϕ on
the real line for which the limits
ϕ(−∞) := lim
x→−∞
ϕ(x), ϕ(+∞) := lim
x→+∞
ϕ(x).
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exist and coincide. The common value of these two limits will be denoted by ϕ(∞).
Furthermore, C0(R˙) will represent the collection of all ϕ ∈ C(R˙) for which ϕ(∞) = 0.
In addition, consider the C∗-algebra of all bounded piecewise continuous functions on
R˙, denoted by PC or PC(R˙), as being the algebra of all functions ϕ ∈ L∞(R) for which
the one-sided limits
ϕ(x0 − 0) = lim
x→x0−0
ϕ(x), ϕ(x0 + 0) = lim
x→x0+0
ϕ(x)
exist for each x0 ∈ R˙. By convention, we will consider ϕ(∞± 0) = ϕ(∓∞). Furthermore,
PC0 will represent the subclass of PC of all piecewise continuous functions ϕ for which
ϕ(±∞) = 0. Finally, we consider C(R) := C(R)∩PC(R˙), where C(R) is the usual set of
continuous functions on the real line.
2.2.1 Semi-almost periodic functions
Let us define the algebra of semi-almost periodic functions.
Definition 2.2.1. The C∗-algebra SAP of all semi-almost periodic functions on R is the
smallest closed subalgebra of L∞(R) that contains AP and C(R):
SAP = algL∞(R){AP,C(R)}.
The algebra of SAP functions can be interpreted in a different form due to the
following characterization of D. Sarason [83].
Theorem 2.2.1. Let u ∈ C(R) be any function for which u(−∞) = 0 and u(+∞) = 1.
If ϕ ∈ SAP , then there are ϕ`, ϕr ∈ AP and ϕ0 ∈ C0(R˙) such that
ϕ = (1− u)ϕ` + uϕr + ϕ0. (2.2.1)
The functions ϕ`, ϕr are uniquely determined by ϕ, and independent of the particular
choice of u. The maps
ϕ 7→ ϕ`, ϕ 7→ ϕr
are C∗-algebra homomorphisms of SAP onto AP.
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This theorem remains valid in the matrix case.
We denote by SAPW the set of all functions from SAP for which the right and left
almost periodic representatives are functions from the Wiener algebra APW .
2.2.2 Piecewise almost periodic functions
Let us define the algebra of piecewise almost periodic functions.
Definition 2.2.2. The C∗-algebra PAP of all piecewise almost periodic functions on R
is the smallest closed subalgebra of L∞(R) that contains AP and PC:
PAP = algL∞(R){AP, PC}.
The following theorem is the matrix version of a corresponding result for the scalar
case (cf. [17, Proposition 3.15]).
Theorem 2.2.2. (a) If Φ ∈ PAPN×N , then there are uniquely determined matrix func-
tions Θ`, Θr ∈ APN×N and Φ0 ∈ PCN×N0 such that
Φ = (1− u)Θ` + uΘr + Φ0, (2.2.2)
where u ∈ C(R), u(−∞) = 0 and u(+∞) = 1.
(b) If Φ ∈ GPAPN×N , then there exist an invertible semi-almost periodic element Θ ∈
GSAPN×N and an invertible piecewise continuous element Ξ ∈ GPCN×N such that
Ξ(−∞) = Ξ(+∞) = IN×N , that admit a factorization
Φ = ΘΞ, (2.2.3)
and WΦ = WΘWΞ+K1 = WΞWΘ+K2 with compact operators K1, K2. The almost
periodic representatives of Θ are the functions Θ` and Θr of part (a).
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2.3 The Besicovitch space
An almost periodic polynomial is a function f : R→ C which can be represented as
a finite sum of the form f =
∑
λ fλeλ, with fλ ∈ C and λ ∈ R. The set of all almost
periodic polynomials will be denoted by AP 0. The Besicovitch space B2 is defined as the
completion of AP 0 with respect to the norm:
‖f‖B2 :=
(∑
λ
|fλ|2
) 1
2
(cf. [17, page 127]).
Let RB denote the Bohr compactification of R and dµ the normalized Haar measure
on RB. It is known that AP may be identified with C(RB) and B2 may be identified
with L2(RB, dµ) (cf. e.g., [17]). Thus B2 := L2(RB, dµ) is a nonseparable Hilbert space
with the inner product (f, g) :=
∫
RB f(ξ)g(ξ)dµ(ξ). For f, g ∈ AP , we have (f, g) :=
limT→∞ 12T
∫ T
−T f(x)g(x)dx. Since µ(RB) = 1, AP ⊂ B2 and, AP is a dense subset of B2.
The mean value
M(f) =
∫
RB
f(ξ)dµ(ξ)
exists and it is finite for every f ∈ B2. The set Ω(f) = {λ ∈ R : M(fe−λ) 6= 0} is called
the Bohr-Fourier spectrum of f ∈ B2, which can be shown to be at most countable.
Similarly to the Besicovitch space B2, one can define Besicovitch spaces Bp (1 ≤ p ≤
∞). For 1 ≤ p <∞, Bp may be viewed as the completion of the set of all almost periodic
polynomials with respect to the norm
‖f‖Bp =
(∑
|fλ|p
)1/p
= (M(|f |p))1/p =
(∫
RB
|f(x)|pdµ(x)
)1/p
.
In addition, B∞ is the C∗-algebra of all essentially bounded and µ-measurable functions
on RB and its norm is given by
‖f‖B∞ = ess sup
x∈RB
|f(x)|.
For p ∈ {1, 2,∞}, consider the subspaces
Bp± := {ϕ ∈ Bp : Ω(ϕ) ⊂ R± ∪ {0}},
◦
Bp±:= {ϕ ∈ Bp : Ω(ϕ) ⊂ R±}.
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It can be shown that B2± and
◦
B2± are the closure of APW± and APW 0± in B2, respectively
(where APW 0± stand for the functions in APW± whose Bohr-Fourier spectrum does not
contain the origin).
Let `2(R) denote the collection of all functions f : R → C for which the set {λ ∈
C : f(λ) 6= 0} is at most countable and ‖f‖2`2(R) :=
∑ |f(λ)|2 < ∞. Additionally, `∞(R)
denote the set of all functions f : R→ C such that
‖f‖`∞(R) := sup
λ∈R
|f(λ)| <∞.
The Bohr-Fourier transform FB : `2(R) → B2, sending a function f ∈ `2(R) with a
finite support to the function
(FBf)(x) =
∑
x∈R
f(λ)eiλx, x ∈ R,
can be continuously extended to `2(R). The operator FB is an isometric isomorphism,
and the inversion operator is defined as
(F−1B f)(λ) =M(fe−λ), λ ∈ R.
If φ ∈ `∞(R), then the operator ψ(φ) = FBφFB−1 is bounded.
2.3.1 Passage to the Besicovitch space
We recall an isomorphism theorem which allows us to show that the invertibility of
Wiener-Hopf operator in L(L2+(R), L2(R+)) with an almost periodic Fourier symbol is
equivalent to the invertibility of a certain operator in L(B2+, B2+).
Consider the orthogonal projections of P and Q, from L2(R) onto H2+(R) and H2−(R)
respectively, as defined in (1.5.1).
Let D := alg(P,AP ) be the smallest closed C∗-subalgebra of L(L2(R)) which contains
P and the set {φI : φ ∈ AP}. Consider the bounded complementary projections on the
Besicovitch space B2 definded as
P˜ = FBχ[0,∞)F−1B : B
2 → B2+, Q˜ = FBχ−F−1B : B2 →
◦
B2− .
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Let D˜ denote the smallest C∗-subalgebra of L(B2) which contains P˜ and the set {φI :
φ ∈ AP}.
Theorem 2.3.1. ([17, Theorem 9.3]) The C∗-subalgebras D and D˜ are (isometrically)
isomorphic. More precisely, there is a (unique) C∗-algebra isomorphism Φ : D → D˜ such
that
Φ(P ) = P˜ , Φ(φI) = φI (φ ∈ AP ).
Chapter 3
Wiener-Hopf plus Hankel operators
with APW symbols with good
numerical range
In this chapter, we characterize left, right and both-sided invertibility of matrix
Wiener-Hopf plus Hankel operators with possibly different Fourier symbols in the Wiener
subclass of the almost periodic algebra. This is done when the almost periodic matrix-
valued function
Ψ =
Φ1 − Φ2Φ˜−11 Φ˜2 −Φ2Φ˜−11
Φ˜−11 Φ˜2 Φ˜
−1
1

(cf. (1.7.1)) constructed from the initial Fourier symbols of the Wiener-Hopf and Hankel
operators, admits a numerical range bounded away from zero. The invertibility charac-
terization is based on the value of a certain mean motion. At the end, an example of a
concrete Wiener-Hopf plus Hankel operator is studied in view of the illustration of the
proposed theory.
This study is motivated by the results of [1] and [2] and in contrast to the previous
works that consider Wiener-Hopf plus Hankel operators with equal APW symbols in the
Wiener-Hopf and in the Hankel operators (cf. [74, Chapter 6]), we are here considering
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the possibility of having different Fourier symbols.
3.1 Preliminaries
Let H(Θ) denote the numerical range of a complex matrix Θ ∈ CN×N defined by
H(Θ) = {(Θη, η) : η ∈ CN , ‖η‖ = 1}.
If Φ ∈ [APW ]N×N , then (due to the definition of APW ) we also have that H(Φ(x)) is
well-defined for all x ∈ R. In this way, the numerical range of Φ is said to be bounded
away from zero if
inf
x∈R
dist (H (Φ(x)) , 0) > 0
or, equivalently, if there is an ε > 0 such that
∣∣(Φ(x)η, η)∣∣ ≥ ε‖η‖2 for all x ∈ R and all η ∈ CN .
Consider Φ ∈ [APW ]N×N and η ∈ CN\{0}. If the numerical range of Φ is bounded
away from zero, then the function (Φη, η) given by
(Φη, η)(x) = (Φ(x)η, η) , x ∈ R,
is invertible in APW. Thus, the mean motion of (Φη, η), denoted by κ
(
(Φη, η)
)
, is well-
defined for all η ∈ CN\{0}. Moreover, due to a theorem by Babadzhanyan and Rabinovich
(cf. [17, Theorem 9.9], [1] and [2]), κ
(
(Φη, η)
)
is independent of η ∈ CN\{0}.
Let us recall a known result for Wiener-Hopf operators with APW Fourier symbols.
Corollary 3.1.1. ([17, Theorem 9.10]) Let Φ ∈ APWN×N and consider the numerical
range of Φ to be bounded away from zero.
(a) If κ
(
(Ψ η, η)
)
< 0, then WΦ is right-invertible.
(b) If κ
(
(Φ η, η)
)
> 0, then WΦ is left-invertible.
(c) If κ
(
(Φ η, η)
)
= 0, then WΦ is invertible.
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3.2 An invertibility characterization
Theorem 3.2.1. Let us consider Φ1,Φ2 ∈ G[APW ]N×N such that the numerical range of
Ψ (defined in (1.7.1)) is bounded away from zero.
We have the following characterization of the invertibility properties of the operator
WΦ1 +HΦ2:
(a) If κ
(
(Ψ η, η)
)
< 0, then WΦ1 +HΦ2 is right invertible.
(b) If κ
(
(Ψ η, η)
)
> 0, then WΦ1 +HΦ2 is left invertible.
(c) If κ
(
(Ψ η, η)
)
= 0, then WΦ1 +HΦ2 is invertible.
Proof. The assertion is a consequence of the ∆–relation after extension between the
Wiener-Hopf plus Hankel operator WΦ1 + HΦ2 and the Wiener-Hopf operator WΨ (pre-
sented in Theorem 1.7.1), and the corresponding result for Wiener-Hopf operators (Corol-
lary 3.1.1). Indeed, the hypotheses in (a), (b), and (c) give us (from Corollary 3.1.1)
the right invertibility, left invertibility, and (both-sided) invertibility of WΨ, respectively.
Then, by using Corollary 1.7.2, these three cases lead us to the final conclusion about the
Wiener-Hopf plus Hankel operator WΦ1 +HΦ2 .
It is clear that the condition on the numerical range of Ψ – to be bounded away from
zero – is fundamental in the last result. In view of this, not all Fourier symbol matrix
functions Φ1 and Φ2 in G[APW ]N×N yield such a property for the corresponding Ψ matrix
function. For instance,
Φ1(x) = Φ2(x) =
2e eix e eix
e−eix e−eix
 , x ∈ R (3.2.1)
is invertible in [APW ]2×2 but produces a matrix function Ψ which does not have a nu-
merical range bounded away from zero. In fact, for Φ1 and Φ2 in (3.2.1), if we take
any η = (η1, η2, 0, 0)> ∈ C4 such that ‖η‖ = 1, then a direct computation yields
([Ψ(x)]η, η) = 0 for all x ∈ R. Note that in such computation the identity Φ1 = Φ2
plays an important role.
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3.3 Example
To illustrate the previous theorem, we will present a concrete case of an invertible
Wiener-Hopf plus Hankel operator Wφ1 + Hφ2 with different APW Fourier symbols φ1
and φ2:
φ1(x) = 2e
2e−ix and φ2(x) = ee
ix+e−ix , x ∈ R.
Note that φ1 and φ2 are invertible and φ−11 , φ
−1
2 ∈ APW . This yields that φ1, φ2 ∈
GAPW . In this case, for the element Ψ from the last section, we have the particular form
Ψ(x) =
 32e 2e
−ix −1
2
e e
−ix − eix
1
2
e−eix + e−ix 1
2
e−2eix
 , x ∈ R.
Let us analyze that the numerical range of Ψ is bounded away from zero. Considering
η = (η1, η2)
> ∈ C2, such that ‖η‖ = 1, it follows that
(Ψ(x)η, η) =

 32η1e 2e
−ix − 1
2
η2e
e−ix − eix
1
2
η1e
−eix + e−ix + 1
2
η2e
−2eix
 ,
η1
η2


= 3
2
|η1|2e 2e
−ix
+ 1
2
|η2|2e−2e
ix
+ =m(η1η2)ie−2i sinx ,
for all x ∈ R. Therefore,
H(Ψ(x)) = {3
2
|η1|2e 2e
−ix
+
1
2
|η2|2e−2e
ix
+ =m(η1η2) i e−2i sinx,
η =
η1
η2
 ∈ C2, ‖η‖ = 1
 (3.3.1)
for x ∈ R. We then have
dist
(H(Ψ(x)), 0) = [∣∣∣∣32 |η1|2e 2e−ix + 12 |η2|2e−2eix
∣∣∣∣2+∣∣=m(η1η2)e−2i sinx∣∣2
] 1
2
,
with η = (η1, η2)> ∈ C2 such that ‖η‖ = 1.
Let ‖η‖ = 1. It being clear that =m(η1η2)e−2i sinx = 0 if and only if =m(η1η2) = 0,
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we will now verify that
∣∣∣32 |η1|2e 2e−ix + 12 |η2|2e−2eix∣∣∣ 6= 0 for all x ∈ R. We have∣∣∣∣32 |η1|2e 2e−ix + 12 |η2|2e−2eix
∣∣∣∣ = ∣∣∣∣32 |η1|2e−2i sinx+2 cosx + 12 |η2|2e−2i sinx−2 cosx
∣∣∣∣
=
∣∣e−2i sinx∣∣ ∣∣∣∣32 |η1|2e2 cosx + 12 |η2|2e−2 cosx
∣∣∣∣
=
∣∣∣∣32 |η1|2e2 cosx + 12 |η2|2e−2 cosx
∣∣∣∣ > 0 .
Altogether, this leads to
inf
x∈R
dist
(H(Ψ(x)), 0) > 0, (3.3.2)
i.e. the numerical range of Ψ is bounded away from zero.
To compute the corresponding mean motion, we start by considering η = (1, 0)>.
From (3.3.1), it follows that
(Ψ(x)η, η) =
3
2
e2e
−ix
, x ∈ R .
Due to the fact that 3
2
e2e
−ix ∈ GAPW , from the analogue of Bohr’s Theorem for AP
functions (cf. (2.1.2)), we have that
k
((
Ψη, η
))
= 0 (3.3.3)
for η = (1, 0)>. From (3.3.2) and (3.3.3), and according to the Babadzhanyan and Rabi-
novich Theorem (mentioned above), it follows that k
((
Ψη, η
))
= 0 for all η ∈ C2\{0}.
Therefore, applying Theorem 3.2.1, we conclude that Wφ1 +Hφ2 is an invertible operator.

Chapter 4
Matrix Wiener-Hopf plus Hankel
operators with AP symbols
The main goal of this chapter is to obtain invertibility criteria for matrix Wiener-
Hopf plus Hankel operators with (possibly) different almost periodic Fourier symbols
(and acting between L2 Lebesgue spaces), as well as to derive formulas for the one-sided
or two-sided inverses of these operators. For that purpose, we make use of the equivalence
relation established in Proposition 1.7.4.
We would like to clarify that in opposition to the Wiener-Hopf plus Hankel case,
the properties of Wiener-Hopf operators with almost periodic symbols are already well
developed (cf., e.g., [17, 47]). In addition, we are considering the possibility of Φ1 6= Φ2
(see (1.4.6)) in contrast to some previous works that study regularity properties of Wiener-
Hopf plus Hankel operators only in the case of Φ1 = Φ2; cf. [10, 12, 74, 75, 76].
4.1 Matrix AP asymmetric factorization
Let us introduce a new kind of AP factorization, the AP asymmetric factorization
with respect to w ∈ CN×N .
Definition 4.1.1. Let Φ ∈ GAPN×N and w ∈ CN×N such that w2 = IN×N . We say that
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Φ admits an AP asymmetric factorization with respect to w if it can be represented in
the form
Φ = Φ−DΦe ,
where Φ− ∈ G[AP−]N×N , Φe = wΦ˜ew and D = diag[eλ1 , . . . , eλN ], λj ∈ R. The numbers
λj are called the partial indices of the factorization. If λ1 = · · · = λN = 0, then the
factorization is referred to as a canonical AP asymmetric factorization with respect to w.
4.2 Invertibility criteria
Theorem 4.2.1. Let Φ1, Φ2 ∈ GAPN×N , w =
 0 I
I 0
 and let Ψ =
 Φ1 Φ2
0 I
 admit
an AP asymmetric factorization with respect to w, Ψ = Ψ−DΨe, with Ψ− ∈ GAP 2N×2N− ,
Ψe ∈ G[L∞(R)]2N×2N such that Ψe = wΨ˜ew and D = diag[eλ1 , . . . , eλ2N ].
(a) If there exist positive and negative partial indices λi (i = 1, . . . , 2N), then WΦ1+HΦ2
is not semi-Fredholm;
(b) If λi ≤ 0, for all i = 1, . . . , 2N , and if for at least one index i we have λi < 0, then
WΦ1 +HΦ2 is properly d-normal and right-invertible.
(c) If λi ≥ 0, for all i = 1, . . . , 2N , and if for at least one index i we have λi > 0, then
WΦ1 +HΦ2 is properly n-normal and left-invertible.
(d) If λi = 0, for all i = 1, . . . , 2N , then WΦ1 +HΦ2 is two-sided invertible.
Proof. To prove this theorem we initially make use of the fact thatWΦ1+HΦ2 is equivalent
after one-sided extension with WΨ + HΨw (cf. Proposition 1.7.4), which allows us to
transfer the above mentioned regularity properties from the operator WΨ + HΨw to the
operator WΦ1 +HΦ2 .
Let Φ1,Φ2 ∈ GAPN×N , Ψ =
 Φ1 Φ2
0 I
 such that Ψ admits an AP asymmetric
factorization with respect to w:
Ψ = Ψ−DΨe,
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with Ψ− ∈ GAP 2N×2N− , D = diag[eλ1 , . . . , eλ2N ] and Ψe = wΨ˜ew.
From (1.6.4), we have that
WΨ +HΨw = WΨ−`0(WD +HDw)`0(WΨe +HΨew), (4.2.1)
where WΨ− is invertible because Ψ− ∈ GAP 2N×2N− and WΨe +HΨew is also invertible due
Theorem 1.6.4.
Thus, (4.2.1) shows us an equivalence relation between WΨ +HΨw and WD +HDw.
We will now consider the corresponding appropriate cases separately:
(a) Suppose that at least some of the partial indices are greater that zero, some of
them may be equal to zero and some of them are less than zero; for instance (without loss
of generalization):
λ1, . . . , λi > 0, λi+1 = · · · = λj = 0 and λj+1, . . . , λ2N < 0
(for some i ≥ 1, i+ 1 ≤ j ≤ 2N). This means that
WD +HDw = WD(I + wJ)
= diag[Weλ1 , . . . ,Weλi ,Weλi+1 , . . . ,Weλj ,Weλj+1 , . . . ,Weλ2N ](I + wJ)
= diag[Weλ1 , . . . ,Weλi , r+, . . . , r+,Weλj+1 , . . . ,Weλ2N ](I + wJ).
Employing Gohberg-Feldman-Coburn-Douglas Theorem [17, Theorem 2.28], we have
thatWeλ1 , . . . ,Weλi are properly n-normal and left-invertible, Weλj+1 , . . . ,Weλ2N are prop-
erly d-normal and right-invertible. Thus, WD +HDw is not semi-Fredholm and from the
equivalence relations between WΦ1 +HΦ2 , WΨ+HΨw and WD +HDw, it also follows that
WΦ1 +HΦ2 is not semi-Fredholm in this case.
(b) Suppose now that λi ≤ 0, for all i = 1, . . . , 2N . This implies that D ∈ AP 2N×2N− .
Since AP 2N×2N− = AP 2N×2N∩[H∞− (R)]2N×2N , it holds that D ∈ [H∞− (R)]2N×2N and hence,
WD +HDw = WD. Thus, in this case, WΨ +HΨw is equivalent to WD. If we employ the
Gohberg-Feldman-Coburn-Douglas Theorem to each of the operators in the main diagonal
of the operator WD, it follows the assertion (b) of the theorem.
(c) Part (c) can be deduced from the reasoning in (b) by passing to adjoints.
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(d) If all partial indices are zero, we have that WD+HDw is equivalent to the identity
operator which is two-sided invertible, obtaining therefore the assertion (d).
4.3 Formulas for the inverses
Theorem 4.3.1. If Ψ ∈ GAP 2N×2N (defined in (1.7.4)) admits an AP asymmetric fac-
torization with respect to w =
 0 I
I 0
,
Ψ = Ψ−DΨe ,
with D = diag[eλ1 , . . . , eλ2N ], then
(WΨ +HΨw)
− = `0(WΨ−1e +HΨ−1e w)`0WD−1`0WΨ−1− `0 : [L
2(R+)]2N → [L2+(R)]2N (4.3.1)
is the:
(i) right-inverse of WΨ +HΨw, if λi ≤ 0 for all i = 1, . . . , 2N ;
(ii) left-inverse of WΨ +HΨw, if λi ≥ 0 for all i = 1, . . . , 2N ;
(iii) inverse of WΨ +HΨw, if λ1 = · · · = λ2N = 0.
Proof. From the hypothesis we have Ψ = Ψ−DΨe, where Ψ− ∈ GAP 2N×2N− , Ψe = wΨ˜ew
and D = diag[eλ1 , . . . , eλ2N ].
(i) If λi ≤ 0, i = 1, . . . , 2N , then, from (4.2.1), due to Theorem 1.6.4 and having in
mind that Ψ−, D ∈ AP 2N×2N− , it follows:
(WΨ +HΨw)(WΨ +HΨw)
− = WΨ−`0WD`0(WΨe +HΨew)`0
(WΨ−1e +HΨ−1e w)`0WD−1`0WΨ−1− `0
= WΨ−`0WD`0WD−1`0WΨ−1− `0
= WΨ−`0WΨ−1− `0
= I[L2(R+)]2N .
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(ii) If λi ≥ 0, i = 1, . . . , 2N , then, from (4.2.1), it follows:
(WΨ +HΨw)
−(WΨ +HΨw) =
= `0(WΨ−1e +HΨ−1e w)`0WD−1`0WΨ−1− `0WΨ−`0(WD +HDw)`0(WΨe +HΨew)
= `0(WΨ−1e +HΨ−1e w)`0WD−1`0(WD +HDw)`0(WΨe +HΨew)
= `0(WΨ−1e +HΨ−1e w)`0(WΨe +HΨew)
= I[L2+(R)]2N .
This last result is obtained due to Theorem 1.6.4 and due to the fact that Ψ− ∈
GAP 2N×2N− , and λi ≥ 0. This, in particular, yields
`0WD−1`0(WD +HDw)`0 = `0(WD−1D +HD−1Dw)`0
= `0(WI +Hw)`0
= `0WI`0 = `0
(cf. Proposition 1.6.2).
(iii) If λ1 = · · · = λ2N = 0, then
(WΨ +HΨw)
− = `0(WΨ−1e +HΨ−1e w)`0WΨ−1− `0 : [L
2(R+)]2N → [L2+(R)]2N
and from (4.2.1), it follows
(WΨ +HΨw)(WΨ +HΨw)
− = WΨ−`0(WΨe +HΨew)`0(WΨ−1e +HΨ−1e w)`0WΨ−1− `0
= WΨ−`0WΨ−1− `0
= I[L2(R+)]2N ,
by the use of Theorem 1.6.4 and because Ψ− ∈ GAP 2N×2N− .
In addition, by the same reason,
(WΨ +HΨw)
−(WΨ +HΨw) = `0(WΨ−1e +HΨ−1e w)`0WΨ−1− `0WΨ−`0(WΨe +HΨew)
= I[L2+(R)]2N .
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Using the equivalence after one-sided extension relation between WΦ1 + HΦ2 and
WΨ + HΨw, and Theorem 4.3.1, we can derive the representation of the one-sided or
two-sided inverse of WΦ1 +HΦ2 .
Within the framework of bounded linear operators
V = [Vij]
2
i,j=1 : [L
2
+(R)]2N → [L2+(R)]2N ,
with Vij : [L2+(R)]N → [L2+(R)]N , we will use the notation Rij(V ) := Vij.
Corollary 4.3.2. If Ψ ∈ GAP 2N×2N (defined in (1.7.4)) admits an AP asymmetric
factorization with respect to w, Ψ = Ψ−DΨe, with D = diag[eλ1 , . . . , eλ2N ], then
(WΦ1 +HΦ2)
− = R11
(
`0(WΨ−1e +HΨ−1e w)
)
R11(`0WD−1) R11
(
`0WΨ−1−
)
`0
+R12
(
`0(WΨ−1e +HΨ−1e w)
)
R22(`0WD−1) R21
(
`0WΨ−1−
)
`0
: [L2(R+)]N → [L2+(R)]N (4.3.2)
is the:
(i) right-inverse of WΦ1 +HΦ2, if λi ≤ 0 for all i = 1, . . . , 2N ;
(ii) left-inverse of WΦ1 +HΦ2, if λi ≥ 0 for all i = 1, . . . , 2N ;
(iii) inverse of WΦ1 +HΦ2, if λ1 = · · · = λ2N = 0.
Proof. From Proposition 1.7.4, we have that WΦ1 + HΦ2 is equivalent after one-sided
extension withWΨ+HΨw and the corresponding operator relation given e.g. in the explicit
form:  WΦ1 +HΦ2 0
0 r+
 =
 r+ −WΦ2 −HΦ1
0 r+
 `0(WΨ +HΨw).
Therefore,  WΦ1 +HΦ2 0
0 r+
− = (WΨ +HΨw)−
 r+ −WΦ2 −HΦ1
0 r+
−1 ,
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and thus
(WΦ1 +HΦ2)
− = R11
(WΨ +HΨw)−
 r+ WΦ2 +HΦ1
0 r+
 `0
= R11
(
(WΨ +HΨw)
−r+
)
`0.
Using now Theorem 4.3.1, a straightforward computation yields
(WΦ1 +HΦ2)
− = R11
(
`0(WΨ−1e +HΨ−1e w)`0WD−1`0WΨ−1−
)
`0
= R11
(
`0(WΨ−1e +HΨ−1e w)
)
R11(`0WD−1) R11
(
`0WΨ−1−
)
`0
+R12
(
`0(WΨ−1e +HΨ−1e w)
)
R22(`0WD−1) R21
(
`0WΨ−1−
)
`0 .
4.4 Example
In this last section we present an example to illustrate the results described above.
Let us consider
Φ1(x) =
 2e−e−ix+e2ix 0
ee
−ix+eix ee
−ix+eix+1
 , Φ2(x) =
 iee−2ix 0
−iee−ix −iee−ix+1
 , x ∈ R.
(4.4.1)
Being clear that Φ1, Φ2 ∈ GAP 2×2, let us construct the corresponding matrix Ψ:
Ψ(x) =
 Φ1(x) Φ2(x)
0 I2×2
 =

2e−e
−ix+e2ix 0 iee
−2ix
0
ee
−ix+eix ee
−ix+eix+1 −iee−ix −iee−ix+1
0 0 1 0
0 0 0 1
 . (4.4.2)
Considering Ψ− and Ψe given by
Ψ−(x) =

2e−e
−ix
0 i 0
0 ee
−ix
0 −i
0 0 e−e
−2ix
0
0 0 −e−e−2ix−1 e−e−ix−1

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and
Ψe(x) =

ee
2ix
0 0 0
ee
ix
ee
ix+1 0 0
0 0 ee
−2ix
0
0 0 ee
−ix
ee
−ix+1
 ,
for x ∈ R, we have that Ψ = Ψ−Ψe with Ψ− ∈ GAP 2×2− , Ψe ∈ G[L∞(R)]2×2 such that
Ψe = wΨ˜ew, and w =
 0 I2×2
I2×2 0
. Therefore, it follows that Ψ admits a canonical
AP asymmetric factorization with respect to w ∈ C2×2.
As a consequence, using Corollary 4.3.2, we conclude that the Wiener-Hopf plus
Hankel operator WΦ1+HΦ2 (with Fourier symbols given in (4.4.1)) is two-sided invertible.
Moreover, using the same corollary, we are able to determine the inverse ofWΦ1+HΦ2 .
From (4.3.2), it follows that
(WΦ1 +HΦ2)
−1 = R11
(
`0(WΨ−1e +HΨ−1e w)
)
R11
(
`0WΨ−1−
)
`0
+R12
(
`0(WΨ−1e +HΨ−1e w)
)
R21
(
`0WΨ−1−
)
`0 . (4.4.3)
Therefore, introducing in (4.4.3) the elements
Ψ−1e =

e−e
2ix
0 0 0
−e−e2ix−1 e−eix−1 0 0
0 0 e−e
−2ix
0
0 0 −e−e−2ix−1 e−e−ix−1

Ψ−1− =

1
2
ee
−ix
0 − i
2
ee
−2ix+e−ix 0
0 e−e
−ix
i ie
0 0 ee
−2ix
0
0 0 ee
−ix
ee
−ix+1

Ψ−1e w =

0 0 e−e
2ix
0
0 0 −e−e2ix−1 e−eix−1
e−e
−2ix
0 0 0
−e−e−2ix−1 e−e−ix−1 0 0
 ,
4.4 Example 41
we obtain the inverse of WΦ1 +HΦ2 in the following explicit form
(WΦ1 +HΦ2)
−1 = `0
 We−e2ix 0
W−e−e2ix−1 We−eix−1
 `0
 12Wee−ix 0
0 We−e−ix
 `0
=
1
2
 `0We−e2ix `0Wee−ix `0 0
−`0We−e2ix−1 `0Wee−ix `0 2 `0We−eix−1 `0We−e−ix `0
 .

Chapter 5
On the invertibility of
Wiener-Hopf-Hankel operators via
generalized factorizations
The main goal of this chapter is to obtain invertibility criteria for Wiener-Hopf plus
and minus Hankel operators with almost periodic Fourier symbols within the context of
Besicovitch spaces and based on a generalized factorization of those Fourier symbols.
5.1 Generalized AP factorizations
The invertibility and Fredholm characteristics of Wiener-Hopf operators and Wiener-
Hopf plus Hankel operators can be obtained through certain factorizations of the involved
Fourier symbols. In this sense, let us recall the so-called generalized right AP factorization
and introduce the generalized AP asymmetric factorization.
Definition 5.1.1. (Cf. [17]) A matrix function Φ ∈ GAPN×N is said to admit a gener-
alized right AP factorization if it can be represented in the form
Φ(x) = Φ−(x)D(x)Φ+(x) (5.1.1)
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for all x ∈ R, where
D(x) = diag[eλ1 , . . . , eλN ], λj ∈ R
and
Φ− ∈ G[B2−]N×N , Φ+ ∈ G[B2+]N×N , Φ−P˜Φ−1− I ∈ L(B2N).
The numbers λj are called the right AP indices of the factorization. A generalized right
AP factorization with D = IN×N is referred to be a canonical generalized right AP
factorization.
Definition 5.1.2. We say that a function φ ∈ AP admits a generalized AP asymmetric
factorization if it can be represented in the form
φ = φ−eλφe
where φ− ∈ GB2−, φe ∈ GB∞ such that φe = φ˜e, and φ−P˜ φ−1− ∈ L(B2).
A generalized asymmetric AP factorization with λ = 0 is referred to be a canonical
generalized AP asymmetric factorization.
5.2 Invertibility of operators with AP symbols
We recall an invertibility criterion for Wiener-Hopf operators.
Theorem 5.2.1. ([17, Theorem 21.7]) Let Φ ∈ APN×N . Then Φ has a canonical gener-
alized right AP factorization if and only if the Wiener-Hopf operator WΦ is invertible on
L([L2+(R)]N , [L2(R+)]N).
Using the equivalence after extension relation between Wiener-Hopf plus and minus
Hankel operators Wφ1 ± Hφ2 , and the Wiener-Hopf operator WΨ with Ψ as defined in
(1.7.1) (cf. Theorem 1.7.3), we can obtain the following result.
Theorem 5.2.2. Let φ1, φ2 ∈ AP and let the matrix Ψ as defined in (1.7.1) belong
to AP 2×2. Then, each one of the Wiener-Hopf plus Hankel and the Wiener-Hopf minus
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Hankel operators, Wφ1 ±Hφ2, is invertible in L(L2+(R), L2(R+)) if and only if the matrix
function
Ψ =
φ1 − φ2φ˜−11 φ˜2 −φ2φ˜−11
φ˜−11 φ˜2 φ˜
−1
1
 ,
admits a canonical generalized right AP factorization.
Proof. Both operators Wφ1 +Hφ2 and Wφ1 −Hφ2 are invertible operators if and only if,
by the equivalence after extension relation established in Theorem 1.7.3, the Wiener-Hopf
operatorWΨ is an invertible operator. Thus, the result follows immediately from Theorem
5.2.1.
Observe that a corresponding result remains valid for the matricial case.
5.2.1 The case of equal Fourier symbols
In this subsection, we present an invertibility criterion for the scalar Wiener-Hopf
plus and minus Hankel operators by considering the case of equal Fourier symbols in the
Wiener-Hopf and in the Hankel operators.
Theorem 5.2.3. Let φ ∈ GAP and suppose that φ admits a generalized AP asymmetric
factorization φ = φ−eλφe.
(a) If λ < 0, then Wφ ±Hφ are right-invertible.
(b) If λ > 0, then Wφ ±Hφ are left-invertible.
(c) If λ = 0, then Wφ ±Hφ are invertible.
Proof. Let φ ∈ GAP . From (1.7.3), we have that Wφ±Hφ are both left (right)-invertible
if and only if W
φgφ−1 is left (right)-invertible. The operator Wφgφ−1 is left (right)-invertible
in L(L2+(R), L2(R+)) if and only if the operator
F`0Wφgφ−1F−1 = Pφφ˜−1
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is left (right)-invertible in L(H2+(R)). From Theorem 2.3.1, it follows that the left
(right)-invertibility of Pφφ˜−1 in L(H2+(R)) is equivalent to the left (right)-invertibility
of P˜ φφ˜−1| eP : B2+ → B2+.
Suppose that φ admits a generalized AP asymmetric factorization φ = φ−eλφe. Then
φφ˜−1 = φ−e2λφ˜−1− .
Due to the hypothesis, the matrix function φφ˜−1 is invertible in AP and the operator
R := φ˜−e−2λP˜ φ−1− = φ˜φ
−1φ−P˜ φ−1− (5.2.1)
is bounded on B2.
Suppose λ ≤ 0 and let f ∈ APW+. Then, having in mind that φ˜−e−2λ ∈ B2+, we
have P˜ φ˜−e−2λP˜Φ−1− f = φ˜−e−2λP˜Φ
−1
− f and so:
P˜ φφ˜−1P˜Rf = P˜ φφ˜−1P˜ φ˜−e−2λP˜ φ−1− f
= P˜ φφ˜−1φ˜−e−2λP˜ φ−1− f
= P˜ φ−P˜ φ−1− f
= P˜ φ−(I − Q˜)φ−1− f
= P˜ f − P˜ φ−Q˜φ−1− f
= P˜ f
= f. (5.2.2)
The equality (5.2.2) is, therefore, true for all f ∈ APW+. Due to the fact that APW+
is dense in B2+ then, equality (5.2.2) holds for all f ∈ B2+. Consequently, R is a right
inverse of P˜ φφ˜−1P˜ on B2+ and we conclude that, for λ ≤ 0, Wφ ±Hφ are right-invertible
in L(L2+(R), L2(R+)).
If λ ≥ 0, then P˜ φφ˜−1P˜ is left-invertible in B2+ and R (defined in (5.2.1)) is the
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left-inverse of P˜ φφ˜−1P˜ . In fact, let f ∈ APW+. We have
RP˜φφ˜−1P˜ f = φ˜−e−2λP˜ φ−1− P˜ φφ˜−1P˜ f
= φ˜−e−2λP˜ φ−1− φφ˜−1P˜ f
= φ˜−e−2λP˜ e2λφ˜−1− P˜ f
= φ˜−P˜ φ˜−1− P˜ f
= φ˜−φ˜−1− P˜ f
= f.
We would like to observe that in the last identities we used the fact that e−2λP˜ e2λΦ˜−1− P˜ f =
P˜ Φ˜−1− P˜ f (for λ ≥ 0). This is the case because P˜ = FBχ[0,∞)F−1B and Tλ := F−1B eλFB
acts by the rule (Tλf)(x) = f(x − λ) for f ∈ AP and x ∈ R, and it is extendable as a
continuous operator on the whole B2.
We have just concluded that R is a left-inverse of Pφφ˜−1P˜ on B2+ and consequently,
Wφ ±Hφ are left-invertible in L(L2+(R), L2(R+)).
From the last two cases, it directly follows that in the case of λ = 0, P˜ φφ˜−1P˜ is
invertible and the operator R (with λ = 0) is the two-sided inverse that we were looking
for. Therefore, for λ = 0, we conclude that Wφ ± Hφ are invertible operators, and this
concludes the proof.
5.3 Examples
First example
Consider the functions φ1(x) = iee
2ix and φ2(x) = φ˜1(x) = iee
−2ix . Thus, in this case,
we have that the corresponding Ψ matrix is given by
Ψ(x) =
 0 −1
−e−e−2ix+e2ix −ie−e−2ix
 .
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Considering Ψ− and Ψ+ given by
Ψ−(x) =
 0 −1
−e−e−2ix 0

and
Ψ+(x) =
 ee2ix i
0 1
 ,
we have that Ψ− ∈ G[B2−]2×2, Ψ+ ∈ G[B2+]2×2 and Ψ = Ψ−Ψ+.
Thus, from Theorem 5.2.2, we conclude that the Wiener-Hopf plus Hankel and
Wiener-Hopf minus Hankel operators Wφ1 ±Hφ2 are both invertible operators.
Second example
Consider the almost periodic function φ given by
φ(x) = iee
−ix−2ix(2 + cos(x)), x ∈ R,
which is an invertible function (see Figure 5.1). Note that cos(x) = (eix + e−ix)/2 is
obviously an almost periodic function.
4
-2
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Figure 5.1: The image of φ for x ∈ [−150, 150].
Considering φ− and φe given by
φ−(x) = iee
−ix
,
φe(x) = 2 + cos(x),
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we have that φ− ∈ GB2− and φe ∈ GB∞ such that φ˜e = φe. It follows that φ admits
a generalized AP asymmetric factorization with λ = −2. Thus, using Theorem 5.2.3,
we conclude that Wφ + Hφ and Wφ − Hφ are right-invertible operators (which are not
two-sided invertible).

Chapter 6
Defect numbers of singular integral
operators with Carleman shift and AP
coefficients
The theory of singular integral operators with shifts exhibits strong consequences in
a wide range of different areas. This is due to its high importance in the modelling of a
large variety of applied problems. In this way, it is not surprising that their Fredholm
theory – and, if possible, detailed information about the dimensions of their kernel and
cokernel – is highly desirable for the understanding of the solvability of corresponding
integral equations characterized by such kind of operators.
It is also relevant to notice that singular integral operators with shift are related
with classes of boundary value problems in a natural way. For instance, the study of
singular integral operators with conjugation may be considered to have begun more than
half century ago with the investigation of boundary value problems for analytic functions
with conjugation, namely by Markushevich (1946), Vekua (1952) and Boiarskii (1952).
In particular, Vekua’s paper [90] is recognized as the first one in which singular integral
equations with shift were considered. The classical monographs of F.D. Gakhov [54],
N. Karapetiants and S. Samko [57], V.G. Kravchenko and G.S. Litvinchuk [64], G.S.
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Litvinchuk [68], S.G. Mikhlin and S. Prössdorf [71] describe the advances in this field of
research in a very detailed way. For some more recent work within this scope we would
like to refer to [17, 20, 24, 25, 26, 46, 49, 45, 62, 63, 89, 91, 94].
In the present chapter, we are concerned with singular integral operators of the form
TA,I = AP + IQ : L
2(R) −→ L2(R) (6.0.1)
where the coefficient A is a functional operator of the type
A = φ1I + φ2J, (6.0.2)
with almost periodic elements φ1, φ2 and where I denotes the identity operator.
In a parallel way to (6.0.2), we will be also using the auxiliary operator
A˜ = φ1I − φ2J.
Additionally, let M =M(J) : [L2(R)]2 → [L2(R)]2 be the operator given in the form of a
2× 2 matrix by
M =
1√
2
 I I
J −J
 .
Then,
SA,B =M
 TA,I 0
0 T eA,I
M−1 (6.0.3)
is a (pure) singular integral operator. Namely
SA,B = AP + BQ,
with 2× 2 matrix coefficients given by
A =
 φ1 0
φ˜2 1
 and B =
 1 φ2
0 φ˜1
 . (6.0.4)
Setting
w =
 0 1
1 0
 , (6.0.5)
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then, it is relevant to observe that B = wA˜w.
The identity (6.0.3) allows us to define the map
Φ : TA,I 7→ SA,B, (6.0.6)
for operators (6.0.1), where the functional operator A is given by (6.0.2). The relation
between A and A is established in (6.0.3) and (6.0.4). The values of Φ are (two by two
matrix) singular integral operators without shift and with almost periodic coefficients.
The knowledge about the properties of singular integral operators without shift is
much more developed than the one about corresponding operators with shift. Thus,
using the map (6.0.6) (with the operator relation (6.0.3)), we would like to obtain a
factorization of singular integral operator with shift TA,I and then, to derive some of its
properties, in particular, the dimensions of its kernel and cokernel. This will be done
considering φ1 and φ2 in the class of almost periodic functions AP by using some of their
specific properties (and, consequently, A, B ∈ AP 2×2).
The Fredholm characteristics of a singular integral operator with bounded measurable
coefficients can be obtained through certain factorizations of the involved symbols, in
particular, the so-called generalized right AP factorization (recall Definition 5.1.1). In
the next section we will obtain several relations between different special factorizations.
After that, we will construct an operator equivalence relation between the initial operator
and a new operator which will be simpler to analyze.
6.1 Special matrix AP factorizations
Let us denote by AP 2×2w the subset of AP 2×2 consisting of all matrix functions Ψ for
which there exists A ∈ GAP 2×2 such that Ψ = wA˜−1wA. We refer to matrix A as a
representative of the element Ψ ∈ AP 2×2w . Note that the representatives are not unique.
We cite a property of elements of AP 2×2w that will be used below: if Ψ ∈ AP 2×2w , then
Ψ−1 = wΨ˜w.
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Let us introduce the subalgebraM4×4w of [L∞(R)]4×4 consisting of all matrix functions
M satisfying the relation
M =
 0 w
w 0
 M˜
 0 w
w 0
 .
Note that M4×4w contains the subalgebra of block diagonal matrices of the form
M =
 A 0
0 wA˜w
 . (6.1.1)
Definition 6.1.1. A special AP factorization of a matrix (6.1.1) in the algebra M4×4w is
a block diagonal factorization of M in the form:
M =
 X 0
0 X
 R 0
0 wR˜w
 Y+ 0
0 Y−
 , (6.1.2)
where X = wX˜w, R ∈ GAP 2×2, Y+ = wY˜−w ∈ G[B2+]N×N .
Proposition 6.1.1. Let A ∈ AP 2×2 be given. The matrix M admits a special factoriza-
tion in the algebra AP 4×4 ∩M4×4w if and only if the matrix function Ψ := B−1A, where
B = wA˜w admits the representation
Ψ = X−UX+ (6.1.3)
where X− = wX˜−1+ w ∈ G[B2−]2×2 and U ∈ AP 2×2w . The relation between the special AP
factorization of M and the factorization of Ψ is given by:
X− = Y−1− , X+ = Y+ = R−1X−1A, and U = wR˜−1wR.
Proof. Suppose that the matrix function M (6.1.1) admits a special factorization in
AP 4×4 ∩ M4×4w , and set
X− = Y−1− , X+ = Y+, and U = wR˜−1wR.
It follows that X− ∈ G[B2−]2×2, X+ ∈ G[B2+]2×2 and U ∈ AP 2×2w . Additionally, X−1− =
Y− = wY˜+w = wX˜+w and
A = XRX+,
B = wA˜w = wX˜ R˜X˜+w = XwR˜wX−1− = XRU−1X−1− , (6.1.4)
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where the last equality follows from the definition of U , i.e., R−1wR˜w = U−1 ⇔ wR˜w =
RU−1.
Thus, we obtain
B−1A = (XRU−1X−1− )−1(XRX+) = X−UR−1X−1XRX+
= X−UX+.
Suppose now that the matrix function Ψ admits the representation (6.1.3), with
X+ = R−1X−1A, where R is such that U = wR˜−1wR. It follows that X = AX−1+ R−1
and
wX˜w = wA˜X˜−1+ R˜−1w = BwX˜−1+ R˜−1w = BX−wR˜−1w = AΨ−1X−wR˜−1w
= AΨ−1X−UR−1 = AΨ−1ΨX−1+ R−1 = AX−1+ R−1
= X .
Thus, the matrix functions A and B satisfy the equalities (6.1.4). Consequently, the
block-diagonal matrix function M can be factorized in the form (6.1.2), with Y± given
by Y− = X−1− and Y+ = X+, and we have just concluded that M admits a special
factorization in AP 4×4 ∩M4×4w .
6.2 Operator equivalence relation between TA,I and a
new simpler operator
In this section we analyze several factorization properties which at the end of the first
subsection will help us to find an equivalence relation between TA,I and a new operator
– in a sense simpler than the first one. Then, in the second subsection we will look for
simple forms of the representatives associated to the last mentioned operator.
6.2.1 Operator equivalence relation
Proposition 6.2.1. Let Ψ ∈ GAP 2×2w and suppose that Ψ = Ψ−ΛΨ+ is a generalized
right AP factorization of Ψ with Λ = diag[eλ1 , eλ2 ] (λ1 ≥ λ2), Ψ± ∈ G[B2±]2×2. Then the
56 6. Defect numbers of SIOs with Carleman shift and AP coefficients
outer factors of the factorization of Ψ satisfy:
Ψ− = wΨ˜−1+ H (6.2.1)
where H = (Hjk)2j,k=1 is a matrix function in G[B1−]N×N such that
H˜ = Λ−1H−1Λ (6.2.2)
with detH = −1. Moreover,
(i) if λ1 = λ2, then H is a constant matrix with H = H−1;
(ii) if λ1 > λ2, then H is a lower triangular matrix of the form
H =
 ε 0
p −ε
 (6.2.3)
where ε ∈ {−1, 1} and p is an entire function such that
p˜(x) = ei(λ1−λ2)xp(x). (6.2.4)
Proof. Suppose that Ψ = Ψ−ΛΨ+ is a generalized right AP factorization of Ψ ∈ AP 2×2w .
Any Ψ ∈ AP 2×2w fulfills the relation Ψ = wΨ˜−1w. Therefore,
Ψ = wΨ˜−1+ Λ˜−1Ψ˜
−1
− w = wΨ˜
−1
+ ΛΨ˜
−1
− w,
since Λ˜ = Λ−1. Additionally, Ψ˜−1+ ∈ G[B2−]2×2 and Ψ˜−1− ∈ G[B2+]2×2. Consequently,
Ψ = Ψo−ΛΨ
o
+, with Ψo− = wΨ˜
−1
+ and Ψo+ = Ψ˜
−1
− w, is another factorization of Ψ ∈ AP 2×2w .
The equality Ψ−ΛΨ+ = Ψ0−ΛΨ0+ implies that
(Ψ0−)
−1Ψ−Λ = ΛΨ0+Ψ
−1
+ . (6.2.5)
Setting H− = (Ψ0−)−1Ψ− and H+ = Ψ0+Ψ−1+ , from (6.2.5) we obtain the following identity
(H−)jk(x) = (H+)jk(x)ei(λj−λk)x (6.2.6)
where (H±)jk (j, k ∈ {1, 2}) is the jk entry of H±.
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If λj ≥ λk, then the function in the left-hand side of (6.2.6) is in the class B1− and the
function in the right-hand side belongs to B1+, which implies that there exist constants
cjk such that
(H−)jk(x) = cjk = (H+)jk(x) ei(λj−λk)x.
Therefore, cjk = cjkei(λj−λk)x. Thus, if λj > λk, we obtain that cjk = 0 and in the case
λj = λk, we conclude that cjk are constants. We have proved that
(H−)jk(x) =
 0, if λj > λkcjk = const if λj = λk. (6.2.7)
Assume now that λj < λk. We will rewrite equality (6.2.6) in the following way
(H−)jk(x)ei(λk−λj)x = (H+)jk(x). (6.2.8)
In (6.2.8), the function in the right-hand side belongs to B1+ and in the left-hand side we
have the product of a B1− function and a (Wiener) almost periodic element with Bohr-
Fourier spectrum equal to λk − λj > 0. Therefore, to have the equality in (6.2.8) we
must guarantee that (H−)jk has Bohr-Fourier spectrum contained in [λj − λk, 0]. Thus,
the function in the left-hand side of (6.2.8) extends to an analytic function in C−, and
the function in the right-hand side extends to an analytic function in C+. Consequently,
(H−)jk(x) is the restriction to the real line of an entire function.
Letting
H = H−, (6.2.9)
we conclude that H is an entire function which satisfies (6.2.7). The triangular structure
of H implies that detH(x) is a constant and since H = Ψ˜+wΨ−, this constant cannot be
zero. Thus, in addition to (6.2.7), we have that
(H)jk(x) =
 0, if λj > λkcjk = const 6= 0, if λj = λk.
From (6.2.9), we obtain that
H = (Ψ0−)−1Ψ− ⇔ Ψ0−H = Ψ− ⇔ wΨ˜−1+ H = Ψ−.
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Thus, (6.2.1) holds true.
Since H = (Ψ0−)−1Ψ−, recalling (6.2.5), we have H = ΛΨ0+Ψ−1+ Λ−1. Thus, we obtain
successively:
H˜ = Λ˜Ψ˜0+Ψ˜−1+ Λ˜−1 = Λ−1Ψ˜0+Ψ˜−1+ Λ = Λ−1[Ψ˜+ ˜(Ψ0+)−1]−1Λ
= Λ−1[Ψ˜+wΨ−]−1Λ = Λ−1[(Ψ0−)
−1wwΨ−]−1Λ = Λ−1[(Ψ0−)
−1Ψ−]−1Λ
= Λ−1H−1Λ,
and (6.2.2) is verified.
From the above relation, we conclude that if λ1 = λ2, then H is a constant non-
singular matrix such that H = H−1 (recall that the constants cjk obviously satisfy c˜jk =
cjk). In the case λ1 > λ2, we have that c1 0
p˜(x) c2
 =
 c−11 0
−c−11 c−12 ei(λ1−λ2)xp(x) c−12
 (6.2.10)
from which one concludes that the constants cj, j = 1, 2, in the main diagonal of H are
such that c2j = 1.
To draw the other conclusions in the proposition we use the fact that the shift operator
J has one fixed point (x = 0). As Ψ ∈ AP 2×2w , Ψ = wA˜−1wA for some A ∈ AP 2×2. We
have
det Ψ(0) = 1 = detΨ−(0) det Λ(0) detΨ+(0)
= detΨ−(0) detΨ+(0).
From (6.2.1), we have H = Ψ˜+wΨ−. It follows that
det H = detH(0) = det Ψ˜+(0) detw detΨ−(0)
= − detΨ+(0) detΨ−(0)
= −1.
For the case λ1 > λ2, this implies that the constants cj (j = 1, 2) in the main diagonal
of H are such that c1 = −c2 = ε ∈ {−1, 1} and from (6.2.10), we also conclude that
p˜ = ei(λ1−λ2)xp. This completes the proof.
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Theorem 6.2.2. Let Ψ ∈ AP 2×2w , and suppose that Ψ = Ψ−ΛΨ+ is a generalized right
AP factorization of Ψ in AP 2×2 with Λ(x) = diag[eiλ1x, eiλ2x]. Considering the matrix
function H described in Proposition 6.2.1, we have that Ψ admits the representation
Ψ = X−DwX+,
where:
1. X− = wX˜−1+ w ∈ G[B2−]2×2 is given by X− = Ψ−F−1, and with F chosen as follows:
(i) If λ1 = λ2, then F is any matrix such that FH = wF , with H as defined in
Proposition 6.2.1;
(ii) If λ1 > λ2, then F =
 1 0
−1
2
εp 1
.
2. Dw is any anti-diagonal matrix function, Dw = Dw, with D depending on the matrix
H as follows:
D = diag[εeiλ1x,−εeiλ2x],
except for the case λ1 = λ2 where we simply have Dw = eiλ1xI.
Proof. By starting with the given factorization of Ψ in AP 2×2w , taking into account the
results (6.2.1) and (6.2.2) of Proposition 6.2.1, we have
Ψ = Ψ−ΛΨ+ = Ψ−ΛH˜Ψ˜−1− w = Ψ−ΛΛ−1H−1ΛΨ˜−1− w = Ψ−H−1ΛΨ˜−1− w (6.2.11)
where the matrix H is defined in Proposition 6.2.1.
To proceed, we consider two cases, depending on whether the partial indices of Ψ are
equal or not.
(i) If λ1 = λ2, then according to Proposition 6.2.1, H is a constant matrix such that
H = H−1. Thus, we have
H−1Λ = H−1eiλ1x = Heiλ1x.
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Since detH = −1, the matrices w and H are similar. Therefore, there exists a
constant non-singular matrix F such that FH = wF. Setting Dw = Dw = eiλ1xI,
we have
Heiλ1x = F−1wFeiλ1x = F−1eiλ1xwF = F−1DwwF.
(ii) If λ1 > λ2, then, from Proposition 6.2.1, H is a lower triangular matrix function of
the form (6.2.3). Introducing the matrix functions
F =
 1 0
−1
2
εp 1
 , D = diag[εeiλ1x,−εeiλ2x], ε ∈ {−1, 1},
and using the property (6.2.4) of the function p, we obtain
H−1Λ = F−1DF˜ = F−1DwwF˜ .
For both cases (i) and (ii), substituting the representation obtained for H−1Λ in (6.2.11),
we conclude that
Ψ = X−DwX+,
where Dw = Dw, X− = Ψ−F−1, and X+ = wX˜−1− w.
Theorem 6.2.2 shows that if we consider a matrix function Ψ ∈ AP 2×2w admitting
a generalized right AP factorization, then we can obtain a representation such that the
outer factors are connected in the way we need in (6.1.3) (cf. Proposition 6.1.1), and the
central factor Dw in that representation belongs to AP 2×2w (as in (6.1.3)). We have proved
in Proposition 6.1.1 that obtaining a factorization of this type for a matrix function
Ψ = B−1A ∈ AP 2×2w is equivalent to obtain a special AP factorization of the block-
diagonal matrix function M = diag[A,B] inM4×4w . The special factorization of M is just
we need to factorize the operator SA,B and, consequently, to factorize the operator TA,I .
Using these results, we can state the following proposition.
Proposition 6.2.3. Let A ∈ GAP 2×2 and B = wA˜w. If the matrix function Ψ = B−1A
admits a generalized right AP factorization, then the matrix function M = diag[A,B]
admits a special AP factorization in the algebra M4×4w .
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We have just collected results which permit us to achieve the desired equivalence
operator relation for the singular integral operator TA,I .
Theorem 6.2.4. Let TA,I = Φ1P +Φ2JP +Q with coefficients Φ1, Φ2 ∈ AP and suppose
that the matrix functions A and B given by (6.0.4) are such that B is invertible in AP 2×2
and Ψ = B−1A admits a generalized right AP factorization. Then TA,I is equivalent to
TA0,B0 in the way that
TA,I = TA1,B1 TA0,B0 TA2,B2 (6.2.12)
for invertible operators TAj ,Bj , j = 1, 2, on the right-hand side of (6.2.12). Moreover, the
new equivalent operator TA0,B0 has simple coefficients in the sense that Φ(TA0,B0) = SR,w eRw
for R a representative of the matrix function Dw ∈ AP 2×2w given in Theorem 6.2.2.
Proof. Let SA,B = Φ(TA,I) with B = wA˜w and set M = diag[A,B]. Suppose that the
matrix function Ψ admits a generalized right AP factorization. Then, from Proposition
6.2.3, M admits a special factorization
M = diag[X ,X ] diag[R, wR˜w] diag[Y+,Y−].
Since the product of a singular integral operator with equal coefficients by an arbitrary
singular integral operator is again a singular integral operator and the product of an arbi-
trary singular integral operator by a singular integral operator of the form X+P + X−Q,
with X± ∈ [B2±]2×2 is again a singular integral operator, it follows that SA,B admits the
factorization
SA,B = SX ,XSR,w eRwSY+,Y− ,
where each operator on the right-hand side belongs to the image of the map Φ, and
moreover, the outer operators are invertible. Consequently, setting
TA1,B1 = Φ
−1(SX ,X ), TA2,B2 = Φ−1(SY+,Y−), TA0,B0 = Φ−1(SR,w eRw),
we have (6.2.12) where the outer operators on the right-hand side are invertible. This
completes the proof.
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6.2.2 On the structure of the representatives
We know already from Theorem 6.2.4 that if the matrix Ψ = B−1A admits a gener-
alized right AP factorization, then TA,I is equivalent to an operator TA0,B0 such that
Φ(TA0,B0) = wR˜w(DwP +Q)
for R a representative of Dw, with Dw given in Theorem 6.2.2. In view of this, our present
goal is to obtain a simpler representative which depends on the parameters ε, λ1 and λ2.
Lemma 6.2.5. Let D be a diagonal matrix function such that Dw = Dw ∈ AP 2×2w with
representative R. Then
R0 = R diag[e−iλ22 x, e−iλ12 x]
is a representative of D0w = D0w with D0 = diag[e−iλ1x, e−iλ2x]D, for λ1, λ2 ∈ R.
Proof. If R is a representative of Dw, then Dw = Dw = wR˜−1wR and thus, wDw =
R˜−1wR. Let us prove that D0w = w(R˜0)−1wR0. In fact, one has
w(R˜0)−1wR0 = w diag[e−iλ22 x, e−iλ12 x]R˜−1wR diag[e−iλ22 x, e−iλ12 x]
= w diag[e−i
λ2
2
x, e−i
λ1
2
x]wDw diag[e−iλ22 x, e−iλ12 x]
= w diag[e−iλ2x, e−iλ1x]wDw
= diag[e−iλ1x, e−iλ2x]Dw
= D0w = D0w.
Thus, R0 is a representative of D0w, with D0 = diag[e−iλ1x, e−iλ2x]D.
Theorem 6.2.6. Let Dw ∈ AP 2×2w be the matrix function given in Theorem 6.2.2. Then
R = diag[1, eiλ1x] is a representative of Dw if λ1 = λ2. If λ1 > λ2, a representative of Dw
is given by
R =
 eiλ22 x −εeiλ12 x
εei
λ2
2
x ei
λ1x
2
x
 =
 f −εeiλ1xg˜
εeiλ2xf˜ g
 (6.2.13)
where
g = ei
λ1
2
x, f = ei
λ2
2
x. (6.2.14)
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Proof. If λ1 = λ2, then Dw = eiλ1xI (see Theorem 6.2.2). Observing that
eiλ1xI = w diag[1, eiλ1x]w diag[1, eiλ1x],
we obtain that R = diag[1, eiλ1x] is a representative of Dw.
Now, we consider the case λ1 > λ2 for which, according to Theorem 6.2.2, Dw is an
anti-diagonal matrix function belonging to AP 2×2w .
Using Lemma 6.2.5, we obtain that a representative of the matrix function Dw is
given by
R = R0 diag[f, g], (6.2.15)
where R0 is a representative of D0w = D0w with D0 = diag[−ε, ε]. A representative R0 of
D0w is any diagonalizing matrix of w, for instance
R0 =
 1 −ε
ε 1
 . (6.2.16)
Substituting the representative of R0 of D0w into (6.2.15), we obtain the formula for the
representative R of Dw given in the statement of the theorem.
6.3 The defect numbers of TA,I
We are now in a position to obtain the defect numbers of TA,I upon the above con-
sidered factorizations and operator relations. We recall that, from Theorem 6.2.4, the
operator TA,I is equivalent to the simpler operator TA0,B0 such that
Φ(TA0,B0) = RP + wR˜wQ = wR˜w(DwP +Q),
for R a representative of the anti-diagonal matrix function Dw introduced in Theo-
rem 6.2.2.
If λ1 = λ2, then TA,I is equivalent to the singular integral operator T = eiλ1xP + Q.
This operator is obviously invertible in case of λ1 = 0; left-invertible and properly n-
normal in case λ1 > 0; right-invertible and properly d-normal if λ1 < 0.
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Now, consider the case λ1 > λ2. In this situation, a representative R of Dw is of the
form (6.2.13) with f and g given by (6.2.14). Thus, TA0,B0 = A0P +B0Q, with
A0 = f(I + εe
−iλ2xJ), B0 = g˜(I − εeiλ1xJ).
Since f−1f˜ = e−iλ2x, g−1g˜ = e−iλ1x, we have
A0 = (I + εJ)fI, B0 = (I − εJ)g˜I.
Let us fix some notation. For σ ∈ {−1, 1}, introduce the operator
Pσ =
1
2
(I + σJ),
which is a projection operator in L2(R), having P−σ as complementary projection. With
this notation, we have
A0 = 2PεfI, B0 = 2P−ε,g˜I.
This implies that the operator TA0,B0 is a direct sum of two corresponding operators:
TA0,B0 = 2PεfI+ ⊕ 2P−εg˜I−
where I± are the identity operators on imP and imQ, respectively. Additionally, note
that JB0J = 2P−εg. Hence,
TA0,B0 = 2PεfI+ ⊕ J2P−εgJI−. (6.3.1)
Let us display this result in a more convenient form. Consider the parameter σ ∈
{−1, 1} and a function h ∈ GAP such that
h−1h˜ = e−iλx (6.3.2)
(for some λ ∈ R) and define the operator
Vσ,h = 2PσhI+ : imP −→ imPσ. (6.3.3)
Notice that (by the Bohr representation theorem) for any h ∈ GAP there exists k(h) and
a ∈ AP such that h(x) = eik(h)xea(x), and therefore the existence of h under condition
(6.3.2) is guaranteed. Then
TA0,B0 = Vε,fI+ ⊕ JV−ε,gJI−. (6.3.4)
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In this way, to characterize the operator TA0,B0 we only need to characterize the operator
Vσ,h.
Proposition 6.3.1. Let Vσ,h be the operator defined by (6.3.3) with h ∈ GAP satisfying
h−1h˜ = e−iλx (cf. (6.3.2)). Then
dimkerVσ,h =
 0, if λ ≥ 0∞, if λ < 0,
codim imVσ,h =
 0, if λ ≤ 0∞, if λ > 0.
Proof. Let us start by determining the properties associated with the kernel of the op-
erator Vσ,h. Suppose that φ+ ∈ AP+ belongs to kerVσ,h, that is Pσhφ+ = 0, and set
φ− = Jφ+ (φ− ∈
◦
B2−). Thus φ+ = −σh−1h˜φ−. Since h−1h˜ = e−iλx, it follows that φ+ and
φ− are solutions of the problem
φ+ = −σe−iλxφ−. (6.3.5)
(i) If λ ≥ 0, then the equation (6.3.5) has only the trivial solution and thus, in this
case, kerVσ,h = {0}.
(ii) Assume now λ < 0. The function in left-hand side of (6.3.5) belongs to B2+ and
in the right-hand side we have the product of B2+ and B2− functions. To have the
equality we must guaranty that the function in the right-hand side belongs to B1+
and therefore, φ− must have Bohr-Fourier spectrum contained in [λ, 0]. From (6.3.5)
we have that
φ− ∈ eiλxB2+ ∩B2− = {φ ∈ B2 : Ω(φ) ⊂ [λ, 0]}.
Since φ+ = Jφ−, we conclude that, in this case, dimkerVσ,h =∞.
Now we turn to the analysis of the properties associated with the image of Vσ,h. For
this purpose, consider the adjoint operator V ∗σ,h, which can be viewed as an operator from
imPσ into L2(R).
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Since P ∗ = P, J∗ = J and P ∗σ = Pσ, it follows that
V ∗σ,h = 2PhPσ : imPσ → imP.
Suppose that ψ ∈ kerV ∗σ,h, i.e., ψ ∈ imPσ ∩ AP and Phψ = 0. Then the function
Ψ− = hψ ∈ imQ, in particular Ψ− ∈ AP−.
Since ψ ∈ imPσ, we have that σψ˜ = ψ. Taking into account (6.3.2), it follows that
h = e−iλxh˜. Therefore, we obtain
hψ = σe−iλxh˜ψ˜.
Defining Ψ+ = JΨ−, we have
Ψ− = σe−iλxΨ+. (6.3.6)
This problem is analogous to the one considered in the first part of the proof.
(j) If λ ≤ 0, then the equation has only the trivial solution and thus kerV ∗σ,h = {0}.
(jj) Suppose now λ > 0. The function in left-hand side of (6.3.6) belongs to B2− and in
the right-hand side we have the product of B2− and B2+ functions. Thus, Ψ+ must
have Bohr-Fourier spectrum contained in [0, λ]. From (6.3.6) we have that
Ψ− ∈ eiλxB2− ∩B2+ = {ϕ ∈ B2 : Ω(ϕ) ⊂ [0, λ]}.
Thus, in this case, dimkerV ∗σ,h =∞.
Since codim imVσ,h = dimkerV ∗σ,h, this completes the proof.
Theorem 6.3.2. Let TA,I be the singular integral operator defined in (6.0.1) whose coeffi-
cients belong to the AP algebra, and suppose that the matrix functions A and B given by
(6.0.4) are such that B is invertible and Ψ = B−1A ∈ AP 2×2w admits a generalized right
AP factorization in AP 2×2 with partial indices λ1 and λ2 (λ1 ≥ λ2). Then
dimkerTA,I =
 0, if λi ≥ 0∞, otherwise ,
codim imTA,I =
 0, if λi ≤ 0∞, otherwise ,
i = 1, 2.
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Proof. From Theorem 6.2.4 we know already that TA,I is equivalent to the operator TA0,B0
such that Φ(TA0,B0) = wR˜w(DwP +Q), where R is a representative of Dw.
If λ1 = λ2 =: λ, then TA0,B0 is equivalent to the pure singular integral operator
T = eiλxP +Q. Therefore, see e.g. [17, Theorem 2.28], it follows that
dimkerTA,I =
 0, if λ ≥ 0∞, if λ < 0, codim imTA,I =
 0, if λ ≤ 0∞, if λ > 0. (6.3.7)
In the other case, taking into account the direct sum decompositions (6.3.4), we have
dimkerTA0,B0 = dimkerVε,f + dimkerV−ε,g (6.3.8)
codim imTA0,B0 = codim imVε,f + codim imV−ε,g, (6.3.9)
where ε is the parameter arising in the characterization obtained in Proposition 6.2.1 and
f and g are given in (6.2.14). Additionally, applying Proposition 6.3.1, it follows
dimkerVj =
 0, if λj ≥ 0∞, otherwise , codim imVj =
 0, if λj ≤ 0∞, otherwise , (6.3.10)
j = 1, 2. Joining (6.3.8)–(6.3.9) and (6.3.10), we obtain the result stated in the theorem.

Chapter 7
Matrix Wiener-Hopf-Hankel operators
with SAP symbols
In the present chapter, we obtain conditions which characterize the situation when
WΦ1 +HΦ2 and WΦ1 −HΦ2 are at the same time Fredholm operators, and we present a
formula for the sum of their Fredholm indices. This is done for matrices Φ1 and Φ2 in the
class of semi-almost periodic elements (cf. Definition 2.2.1).
In what follows, recall the diagonal matrix operator (1.7.2) introduced in Chapter 1
DΦ1,2 =
 WΦ1 +HΦ2 0
0 WΦ1 −HΦ2
 : [L2+(R)]2N → [L2(R+)]2N .
7.1 Matrix AP factorization
Let us recall the so-called right and left AP factorizations.
Definition 7.1.1. A matrix function Φ ∈ GAPN×N is said to admit a right AP factor-
ization if it can be represented in the form
Φ(x) = Φ−(x)D(x)Φ+(x) (7.1.1)
for all x ∈ R, with
Φ− ∈ GAPN×N− , Φ+ ∈ GAPN×N+ , (7.1.2)
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and D is a diagonal matrix of the form
D(x) = diag [eλ1 , . . . , eλN ] , λj ∈ R.
The numbers λj are called the right AP indices of the factorization. A right AP factor-
ization with D = IN×N is referred to be a canonical right AP factorization.
If in a right AP factorization besides condition (7.1.2) the factors Φ± belong to APW ,
then we say that Φ admits a right APW factorization (it being clear in such a case that
Φ ∈ APW ).
It is said that a matrix function Φ ∈ GAPN×N admits a left AP factorization if
instead of (7.1.1) we have
Φ(x) = Φ+(x)D(x) Φ−(x)
for all x ∈ R, and Φ± and D having the same property as above.
Note that from the last definition it follows that if an invertible almost periodic matrix
function Φ admits a right AP factorization, then Φ˜ admits a left AP factorization, and
also Φ−1 admits a left AP factorization.
The vector containing the right AP indices will be denoted by k(Φ), i.e., in the
above case k(Φ) := (λ1, . . . , λN). If we consider the case with equal right AP indices
(k(Φ) := (λ1, λ1, . . . , λ1)), then the matrix
d(Φ) :=M(Φ−)M(Φ+)
is independent of the particular choice of the right AP factorization. In this case, this
matrix d(Φ) is called the geometric mean of Φ.
7.2 The Fredholm property
In the present section we work out characterizations for the Fredholm property of
WΦ1+HΦ2 and WΦ1−HΦ2 . We start with the general case (where no dependence between
the SAP matrices Φ1 and Φ2 is imposed), and in the last two subsections (of the present
section) we will consider particular cases where some relations between Φ1 and Φ2 will
allow extra detailed descriptions.
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7.2.1 General case
We start by recalling a known Fredholm characterization for Wiener-Hopf operators
with SAP matrix Fourier symbols having lateral almost periodic representatives admitting
right AP factorizations.
Theorem 7.2.1. (Cf. e.g., [17, Theorem 10.11]) Let Φ ∈ SAPN×N and assume that
the almost periodic representatives Φ` and Φr admit a right AP factorization. Then the
Wiener-Hopf operator WΦ is Fredholm if and only if:
(i) Φ ∈ GSAPN×N ;
(ii) The almost periodic representatives Φ` and Φr admit canonical right AP factoriza-
tions (and therefore with k(Φ`) = k(Φr) = (0, . . . , 0));
(iii) sp(d−1(Φr)d(Φ`)) ∩ (−∞, 0] = ∅, where sp(d−1(Φr)d(Φ`)) stands for the set of the
eigenvalues of the matrix
d−1(Φr)d(Φ`) := [d(Φr)]−1d(Φ`).
The matrix version of Sarason’s Theorem (cf. Theorem 2.2.1) applied to
Ψ =
Φ1 − Φ2Φ˜−11 Φ˜2 −Φ2Φ˜−11
Φ˜−11 Φ˜2 Φ˜
−1
1

(cf. (1.7.1)) says that if Ψ ∈ GSAP 2N×2N , then this matrix function admits the represen-
tation
Ψ = (1− u)Ψ` + uΨr +Ψ0, (7.2.1)
where Ψ`,r ∈ GAP 2N×2N are defined for the particular Ψ by
Ψ` =
Φ1` − Φ2`Φ˜−11r Φ˜2r −Φ2`Φ˜−11r
Φ˜−11r Φ˜2r Φ˜
−1
1r
 (7.2.2)
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and
Ψr =
Φ1r − Φ2rΦ˜−11` Φ˜2` −Φ2rΦ˜−11`
Φ˜−11` Φ˜2` Φ˜
−1
1`
 (7.2.3)
(with Φ1`, Φ1r and Φ2`, Φ2r being the local representatives at ∓∞ of Φ1 and Φ2, respec-
tively), u ∈ C(R) such that u(−∞) = 0, u(+∞) = 1, and Ψ0 ∈ [C0(R˙)]2N×2N .
From (7.2.2) it follows that
Ψ˜−1` =
 Φ˜−11` Φ˜−11` Φ˜2`
−Φ2rΦ˜−11` Φ1r − Φ2rΦ˜−11` Φ˜2`
 . (7.2.4)
Therefore, we obtain
Ψr =
 0 IN
IN 0
 Ψ˜−1`
 0 IN
IN 0
 . (7.2.5)
These representations, and the equivalence after extension relation between the op-
erator DΦ1,2 (1.7.2) and the pure Wiener-Hopf operator WΨ (cf. Theorem 1.7.3), lead to
the following characterization in the case when Ψ` admits a right AP factorization.
Theorem 7.2.2. Let Ψ ∈ SAP 2N×2N and assume that Ψ` admits a right AP factoriza-
tion. In this case, the Wiener-Hopf plus and minus Hankel operators WΦ1 + HΦ2 and
WΦ1 −HΦ2 are both Fredholm if and only if the following three conditions are satisfied:
(c1) Ψ ∈ GSAP 2N×2N ;
(c2) Ψ` admits a canonical right AP factorization;
(c3) sp[Hd(Ψ`)] ∩ iR = ∅, where H=
 0 IN
IN 0
.
Proof. (i) Let us assume that the Wiener-Hopf plus and minus Hankel operatorsWΦ1+HΦ2
and WΦ1−HΦ2 are both Fredholm operators. Then, WΨ is also Fredholm due to Theorem
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1.7.3. Therefore, using Theorem 7.2.1 we obtain that Ψ ∈ GSAP 2N×2N , Ψ` and Ψr admit
canonical right AP factorizations and
sp(d−1(Ψr)d(Ψ`)) ∩ (−∞, 0] = ∅. (7.2.6)
In particular, we realize that propositions (c1) and (c2) are already fulfilled. Additionally,
the canonical right AP factorization of Ψ` can be normalized into
Ψ` = θ−Λθ+, (7.2.7)
where θ± have the same factorization properties as the original lateral factors of the
canonical factorization but with M(θ±) = I, and where Λ := d(Ψ`). Let
H =
 0 IN
IN 0
 . (7.2.8)
From (7.2.5) and (7.2.7) we derive that
Ψr = HΨ˜
−1
` H = Hθ˜
−1
+ Λ
−1θ˜−1− H
which shows that
d(Ψr) = HΛ
−1H (7.2.9)
and therefore
d−1(Ψr) = HΛH. (7.2.10)
In this way, we conclude that
sp[d−1(Ψr)d(Ψ`)] = sp[HΛHΛ]
= sp[(HΛ)2].
Thus, (7.2.6) turns out to be equivalent to
sp[(HΛ)2] ∩ (−∞, 0] = ∅
which leads to
sp[HΛ] ∩ iR = ∅ .
74 7. Matrix Wiener-Hopf-Hankel operators with SAP symbols
Therefore, the proposition (c3) is also satisfied.
(ii) Let us now assume that (c1), (c2) and (c2) hold true. From condition (c1) we
have Ψ ∈ GSAP 2N×2N . The left and right representatives of Ψ are given by (7.2.2) and
(7.2.3). Due to the fact that Ψ` admits a canonical right AP factorization, it follows
that Ψ−1` admits a canonical left AP factorization and Ψ˜
−1
` admits a canonical right AP
factorization. Therefore,  0 IN
IN 0
 Ψ˜−1`
 0 IN
IN 0
 = Ψr (7.2.11)
admits a canonical right AP factorization. These two canonical right AP factorizations
and condition (c3) imply that
sp(d−1(Ψr)d(Ψ`)) ∩ (−∞, 0] = ∅.
All these facts together with Theorem 7.2.1 give us that WΨ is a Fredholm operator.
Using the equivalence after extension relation, we obtain that the Wiener-Hopf plus and
minus Hankel operators WΦ1 +HΦ2 and WΦ1 −HΦ2 are both Fredholm operators.
Let us now think about the case of Ψ ∈ SAPW 2N×2N . If Ψ ∈ SAPW 2N×2N , then in
Theorem 7.2.2, we can drop the assumption which states that Ψ` admits an AP factor-
ization and also simplify the corresponding conditions (c1) and (c2).
Corollary 7.2.3. Let Ψ ∈ SAPW 2N×2N . The Wiener-Hopf plus and minus Hankel
operators WΦ1 +HΦ2 and WΦ1 −HΦ2 are both Fredholm if and only if the following three
conditions are satisfied:
(c1′) Ψ ∈ GSAPW 2N×2N ;
(c2′) Ψ` admits a canonical right APW factorization;
(c3′) sp[Hd(Ψ`)] ∩ iR = ∅, where H=
 0 IN
IN 0
.
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Proof. The result is derived from Theorem 7.2.2 and from the following known facts
which apply to any Φ ∈ GAPW 2N×2N : (j) Φ has a canonical right AP factorization if
and only if Φ has a canonical right APW factorization; (jj) Φ has a canonical right APW
factorization if and only if WΦ is invertible.
In fact, for our Ψ ∈ SAPW 2N×2N , note that if both operators WΦ1 + HΦ2 and
WΦ1 −HΦ2 have the Fredholm property, then (by the equivalence after extension relation
stated in Theorem 1.7.3) we also have that the Wiener-Hopf operator WΨ is a Fredholm
operator. Therefore, WΨ` and WΨr are invertible operators and from (jj) this is equivalent
to Ψ` and Ψr to admit canonical right APW factorizations. Thus, the assertion now
follows from Theorem 7.2.2 and proposition (j).
7.2.2 The case of Φ1 = Φ˜2
For some particular cases where Φ1 and Φ2 are dependent on each other, we can
simplify the statement of Theorem 7.2.2 by making use of consequent equivalence after
extension operator relations. In the present subsection we will analyze the case of Φ1 = Φ˜2.
Let Φ2 ∈ GSAPN×N and consider Φ1 = Φ˜2. In this case, the matrix Ψ takes the form
Ψ =
 0 −IN
Φ−12 Φ˜2 Φ˜
−1
2

and the Wiener-Hopf operator WΨ is equivalent after extension to the operator WΦ−12 fΦ2 .
In fact, we have in this case
WΨ = r+F−1
 0 −IN
IN Φ˜
−1
2
F`0r+F−1
Φ−12 Φ˜2 0
0 IN
F .
This together with the equivalence after extension relation between the operator DΦ1,2
(cf. 1.7.2) and WΨ shows that
DΦ1,2
∗∼ WΦ−12 fΦ2 (7.2.12)
(due to the transitivity of the equivalence after extension relation).
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From Theorem 2.2.1, we conclude that Φ2 ∈ GSAPN×N admits the following repre-
sentation
Φ2 = (1− u)Φ2` + uΦ2r + Φ20 (7.2.13)
(with Φ20 ∈ [C0(R˙)]N×N) and
Φ−12 Φ˜2 = [(1− u)Φ2` + uΦ2r + Φ20]−1[(1− u˜)Φ˜2` + u˜Φ˜2r + Φ˜20]. (7.2.14)
Therefore, from (7.2.14), we obtain that
(Φ−12 Φ˜2)` = Φ
−1
2` Φ˜2r, (Φ
−1
2 Φ˜2)r = Φ
−1
2r Φ˜2`. (7.2.15)
These representations and the above relation between WΨ and WΦ−12 fΦ2 (when Φ1 =
Φ˜2), allow us to construct the following result.
Corollary 7.2.4. Let Φ2 ∈ SAPN×N . Assume that Φ−12` Φ˜2r admits a right AP factor-
ization. In this case, the Wiener-Hopf plus and minus Hankel operators WfΦ2 +HΦ2 and
WfΦ2 − HΦ2 are both Fredholm operators if and only if the following three conditions are
satisfied:
(l) Φ2 ∈ GSAPN×N ;
(ll) Φ−12` Φ˜2r admits a canonical right AP factorization;
(lll) sp[d(Φ−12` Φ˜2r)] ∩ iR = ∅.
Proof. (i) If WfΦ2 ±HΦ2 are both Fredholm operators, then from a similar reasoning as in
[52, Proposition 2.6] it follows that Φ2 ∈ G[L∞(R)]N×N and therefore Φ2 ∈ GSAPN×N .
The Fredholm property of the Wiener-Hopf plus and minus Hankel operators WfΦ2 +
HΦ2 and WfΦ2−HΦ2 implies that the operator WΨ is Fredholm and due to the transitivity
of equivalence after extension relations, it follows that the operator WΦ−12 fΦ2 has also the
Fredholm property (cf. (7.2.12)). Employing Theorem 7.2.1, we obtain that Φ−12 Φ˜2 ∈
GSAPN×N , (Φ−12 Φ˜2)` and (Φ−12 Φ˜2)r admit canonical right AP factorizations and
sp[d−1((Φ−12 Φ˜2)r)d((Φ
−1
2 Φ˜2)`)] ∩ (−∞, 0] = ∅. (7.2.16)
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Due to (7.2.15), we conclude that Φ−12` Φ˜2r admits a canonical right AP factorization. From
(7.2.16), it follows that
sp[d−1(Φ−12r Φ˜2`)d(Φ
−1
2` Φ˜2r)] ∩ (−∞, 0] = ∅. (7.2.17)
A canonical right AP factorization of Φ−12` Φ˜2r can be normalized into
Φ−12` Φ˜2r = Θ−ΛΘ+, (7.2.18)
where Θ± have the same factorization properties as the original lateral factors of the
canonical factorization but with M(Θ±) = I, and where Λ := d(Φ−12` Φ˜2r). Thus, (7.2.18)
allows
Φ−12r Φ˜2` = (Φ˜
−1
2` Φ˜2r)
−1 = Θ˜−1+ Λ
−1Θ˜−1− ,
which shows that
d(Φ−12r Φ˜2`) = Λ
−1,
and therefore (7.2.17) turns out to be equivalent to
sp[Λ2] ∩ (−∞, 0] = ∅.
From the eigenvalue definition, it therefore results in
sp[Λ] ∩ iR = ∅
which proves item (lll) of corollary.
(ii) Conversely, suppose that (l), (ll) and (lll) are fulfilled. The property (l) implies
that Φ−12 Φ˜2 is also invertible in SAPN×N . Since Φ
−1
2` Φ˜2r = (Φ
−1
2 Φ˜2)` admits a canonical
right AP factorization, then
(Φ˜−12 Φ˜2)` = Φ˜
−1
2` Φ2r
admits a canonical left AP factorization and
[(Φ˜−12 Φ˜2)`]
−1 = Φ−12r Φ˜2`
78 7. Matrix Wiener-Hopf-Hankel operators with SAP symbols
admits a canonical right AP factorization. These last two canonical right AP factoriza-
tions and condition (lll) imply that
sp[d−1((Φ−12 Φ˜2)r)d((Φ
−1
2 Φ˜2)`)] ∩ (−∞, 0] = sp[d−1(Φ−12r Φ˜2`)d(Φ−12` Φ˜2r)] ∩ (−∞, 0]
= ∅.
All these facts together with Theorem 7.2.1 show that WΦ−12 fΦ2 is a Fredholm operator.
Using the equivalence after extension relation of (7.2.12), we obtain that the Wiener-
Hopf plus and minus Hankel operators WfΦ2 + HΦ2 and WfΦ2 − HΦ2 have the Fredholm
property.
7.2.3 The cases of Φ1 = ±Φ2
In a similar way, we obtain an analogous result as in the previous subsection when
considering Φ1 = ±Φ2 ∈ GSAPN×N . In such conditions the matrix-valued function Ψ
takes the form
Ψ =
 0 ∓Φ2Φ˜−12
±IN ±Φ˜−12
 = ±
 0 −Φ2Φ˜−12
IN Φ˜
−1
2
 ,
and therefore WΨ can be factorized in the following way:
WΨ = ± r+F−1
Φ2Φ˜−12 0
0 IN
F`0r+F−1
 0 −IN
IN Φ˜
−1
2
F .
This identity shows an explicit equivalence after extension relation between WΨ and
W
Φ2
g
Φ−12
, and therefore
DΦ1,2
∗∼ W
Φ2
g
Φ−12
. (7.2.19)
From (7.2.13), it follows that that
Φ2Φ˜
−1
2 = [(1− u)Φ2` + uΦ2r + Φ20][(1− u˜)Φ˜2` + u˜Φ˜2r + Φ˜20]−1
and thus,
(Φ2Φ˜
−1
2 )` = Φ2`Φ˜
−1
2r , (Φ2Φ˜
−1
2 )r = Φ2rΦ˜
−1
2` .
Through a similar proof as the one of Corollary 7.2.4, we obtain the next result.
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Corollary 7.2.5. Let Φ1,Φ2 ∈ SAPN×N such that Φ1 = ±Φ2 and assume that Φ2`Φ˜−12r
admits a right AP factorization. In this case, the Wiener-Hopf plus and minus Hankel
operatorsWΦ1+HΦ2 andWΦ1−HΦ2 are both Fredholm operators if and only if the following
three conditions are satisfied:
(i) Φ2 ∈ GSAPN×N ;
(ii) Φ2`Φ˜−12r admits a canonical right AP factorization;
(iii) sp[d(Φ2`Φ˜−12r )] ∩ iR = ∅.
7.3 Index formula
In the present section, we will be concentrated in obtaining a Fredholm index formula
for DΦ1,2 , i.e., a formula for the sum of the Fredholm indices of Wiener-Hopf plus Hankel
and Wiener-Hopf minus Hankel operators WΦ1 ± HΦ2 with Fourier symbols Φ1,Φ2 ∈
GSAPN×N . Within this context, let us now assume that WΦ1 +HΦ2 and WΦ1 −HΦ2 are
Fredholm operators.
7.3.1 General situation
Let GSAP0,0 denote the set of all functions ϕ ∈ GSAP for which k(ϕ`) = k(ϕr) = 0.
To define the Cauchy index of ϕ ∈ GSAP0,0 we need the lemma presented below.
Lemma 7.3.1. (Cf. e.g. [17, Lemma 3.12]) Let A ⊂ (0,∞) be an unbounded set and let
{Iα}α∈A = {(xα, yα)}α∈A
be a family of intervals such that xα ≥ 0 and |Iα| = yα − xα → ∞, as α → ∞. If
ϕ ∈ GSAP0,0 and argϕ is any continuous argument of ϕ, then the limit
1
2pi
lim
α→∞
1
|Iα|
∫
Iα
((argϕ)(x)− (argϕ)(−x))dx (7.3.1)
is finite. Moreover, it is independent of the particular choices of {(xα, yα)}α∈A and argϕ.
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The limit (7.3.1) is denoted by indϕ and is usually called the Cauchy index of ϕ.
Moreover, following [74, Section 4.3] we can generalize the notion of Cauchy index for
SAP presented in Lemma 7.3.1 for functions with k(ϕ`) + k(ϕr) = 0.
The following theorem provides a formula for the Fredholm index of matrix Wiener-
Hopf operators with SAP Fourier symbols.
Theorem 7.3.2. (Cf. e.g. [17, Theorem 10.12]) Let Φ ∈ SAPN×N . If the almost periodic
representatives Φ`,Φr admit right AP factorizations, and if WΦ is a Fredholm operator,
then
Ind WΦ = −ind[detΦ]−
N∑
k=1
(1
2
−
{1
2
− 1
2pi
arg ξk
})
(7.3.2)
where ξ1, . . . , ξN ∈ C\(−∞, 0] are the eigenvalues of the matrix d−1(Φr)d(Φ`) and {·}
stands for the fractional part of a real number. Additionally, when choosing arg ξk in
(−pi, pi), we have
Ind WΦ = −ind [detΦ]− 1
2pi
N∑
k=1
arg ξk.
We will now be concerned with the question of finding a formula for the sum of the
Fredholm indices of WΦ1 +HΦ2 and WΦ1 −HΦ2 (i.e., Ind[WΦ1 +HΦ2 ] + Ind[WΦ1 −HΦ2 ]).
Using the equivalence after extension relation presented in Theorem 1.7.3, we conclude
that
Ind[WΦ1 +HΦ2 ] + Ind[WΦ1 −HΦ2 ] = Ind WΨ.
Observing that WΨ is a Fredholm operator and using (7.3.2), we obtain
IndWΨ = −ind[detΨ]−
2N∑
k=1
(1
2
−
{1
2
− 1
2pi
arg ηk
})
, (7.3.3)
where ηk ∈ C\(−∞, 0] are the eigenvalues of the matrix of d−1(Ψr)d(Ψ`) = (Hd(Ψ`))2,
with H =
 0 IN
IN 0
 (cf. (7.2.9)–(7.2.10)). Therefore, (7.3.3) can be rewritten as
IndWΨ = −ind[detΨ]−
2N∑
k=1
(1
2
−
{1
2
− 1
pi
arg ζk
})
(7.3.4)
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where ζk ∈ C\iR are the eigenvalues of the matrix Hd(Ψ`). Moreover, formula (7.3.3) is
reduced to
IndWΨ = −ind[detΨ]− 1
pi
2N∑
k=1
β(ζk) (7.3.5)
where
β(ζk) :=
 arg(ζk) if <e ζk > 0arg(−ζk) if <e ζk < 0 (7.3.6)
when choosing the argument in (−pi
2
, pi
2
).
These conclusions are assembled in the following corollary.
Corollary 7.3.3. Let Ψ ∈ GSAP 2N×2N and assume that Ψ` admits a right AP factor-
ization. If WΦ1 ±HΦ2 are Fredholm operators, then
Ind[WΦ1 +HΦ2 ] + Ind[WΦ1 −HΦ2 ] = −ind[detΨ]−
2N∑
k=1
(1
2
−
{1
2
− 1
pi
arg ζk
})
(7.3.7)
where ζk ∈ C\iR are the eigenvalues of the matrix Hd(Ψ`). Moreover, making use of
(7.3.6), formula (7.3.7) simplifies to the following one:
Ind[WΦ1 +HΦ2 ] + Ind[WΦ1 −HΦ2 ] = −ind[detΨ]−
1
pi
2N∑
k=1
β(ζk). (7.3.8)
7.3.2 The case of Φ1 = Φ˜2
For the particular case where Φ1 = Φ˜2, we can simplify formula (7.3.8) even further.
In fact, when Φ1 = Φ˜2, employing the equivalence after extension relation (7.2.12), we
deduce that
Ind[WΦ1 +HΦ2 ] + Ind[WΦ1 −HΦ2 ] = −ind[det(Φ−12 Φ˜2)]−
1
pi
N∑
k=1
β(δk), (7.3.9)
where δk ∈ C\iR are the eigenvalues of the matrix d(Φ−12` Φ˜2r) and
β(δk) =
 arg(δk) if <e δk > 0arg(−δk) if <e δk < 0,
with the argument in both cases being chosen in (−pi
2
, pi
2
).
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In addition, let us simplify the form of ind[det(Φ−12 Φ˜2)]. Since the matrix Φ
−1
2` Φ˜2r has
a canonical right AP factorization, it holds k(Φ−12` Φ˜2r) = (0, . . . , 0) and consequently,
k(det(Φ−12` Φ˜2r)) = 0.
Taking this into consideration, and recalling that for any f ∈ GAP we have k(f) = k(f˜−1)
and [detΦ]` = detΦ`, it follows that
k((detΦ−12 )`) + k((detΦ
−1
2 )r) = k(det(Φ
−1
2` )) + k(det(Φ
−1
2r ))
= k(det(Φ−12` )) + k(det(Φ2r)
−1)
= k(det(Φ−12` )) + k[( ˜det(Φ2r)−1)
−1]
= k(det(Φ−12` )) + k( ˜det(Φ2r))
= k(det(Φ−12` )) + k(det(Φ˜2r))
= k(det(Φ−12` ) det(Φ˜2r))
= k(det(Φ−12` Φ˜2r))
= 0. (7.3.10)
Applying a similar reasoning to Φ˜2, we obtain
k((det Φ˜2)`) + k((det Φ˜2)r) = k(det(Φ˜2`)) + k(det(Φ˜2r))
= k(
˜
det(Φ˜2`)−1) + k(det(Φ˜2r))
= k(det(Φ−12` )) + k(det(Φ˜2r))
= k(det(Φ−12` ) det(Φ˜2r))
= k(det(Φ−12` Φ˜2r))
= 0. (7.3.11)
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Employing now (7.3.1), (7.3.10) and (7.3.11), the following computation holds true:
ind[det(Φ−12 Φ˜2)] = ind[detΦ
−1
2 det Φ˜2]
= ind[detΦ−12 ] + ind[det Φ˜2]
= ind[detΦ2]
−1 + ind[d˜et Φ2]
= ind[detΦ2]
−1 − ind[detΦ2]
= −ind[detΦ2]− ind[detΦ2]
= −2 ind[detΦ2].
Thus, we have just concluded the following corollary.
Corollary 7.3.4. Let Φ1, Φ2 ∈ GSAPN×N such that Φ1 = Φ˜2 and assume that Φ−12` Φ˜2r
admits a right AP factorization. If WΦ1 ±HΦ2 are Fredholm operators, then
Ind[WΦ1 +HΦ2 ] + Ind[WΦ1 −HΦ2 ] = 2 ind[detΦ2]−
1
pi
N∑
k=1
β(δk) (7.3.12)
where δk ∈ C\iR are the eigenvalues of the matrix d(Φ−12` Φ˜2r) and
β(δk) =
 arg(δk) if <e δk > 0arg(−δk) if <e δk < 0 (7.3.13)
with the argument in both cases being chosen in (−pi
2
, pi
2
).
7.3.3 The case of Φ1 = ±Φ2
When considering Φ1 = ±Φ2, a similar proof as above allows that
ind[detΦ2Φ˜
−1
2 ] = 2 ind[detΦ2].
Thus, for the present case, we can state the following:
Corollary 7.3.5. Let Φ1, Φ2 ∈ GSAPN×N such that Φ1 = ±Φ2, and assume that Φ2`Φ˜−12r
admits a right AP factorization. If WΦ1 ±HΦ2 are Fredholm operators, then
Ind[WΦ1 +HΦ2 ] + Ind[WΦ1 −HΦ2 ] = −2 ind[detΦ2]−
1
pi
N∑
k=1
β(δk) (7.3.14)
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where δk ∈ C\iR are the eigenvalues of the matrix d(Φ2`Φ˜−12r ) and
β(δk) =
 arg(δk) if <e δk > 0arg(−δk) if <e δk < 0
with the argument in both cases being chosen in
(−pi
2
, pi
2
)
.
7.4 Examples
In the present section we exemplify the above theory with three particular cases of
corresponding Fourier symbol matrices Φ1 and Φ2.
First example
Let Φ1 = Φ˜2, with
Φ2(x) = (1− u(x))
eix 0
0 e−ix
+ u(x)
e−ix 0
0 eix
+
 0 − 1x−i
1
x+i
0
 , (7.4.1)
and where u is the real-valued function defined by
u(x) =
 12ex if x < 01− 1
2
e−x if x ≥ 0.
(7.4.2)
From (7.4.1) and Theorem 2.2.1, it becomes clear that Φ2 ∈ SAP 2×2. In addition, we will
show that Φ2 ∈ GSAP 2×2. To this purpose, let us compute the determinant of Φ2:
detΦ2(x) = det
(1− u(x))eix + u(x)e−ix − 1x−i
1
x+i
(1− u(x))e−ix + u(x)eix

= 1 + (2u(x)− 2u2(x))(cos(2x)− 1) + 1
x2+1
.
Recalling that u is a real-valued function given by (7.4.2), we obtain
detΦ2(x) =

1 + (ex − e2x)(cos(2x)− 1) + 1
x2+1
if x < 0
1 + (e−2x − e−x)(cos(2x)− 1) + 1
x2+1
if x ≥ 0.
(7.4.3)
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−20
Figure 7.1: The range of detΦ2 in the first example.
Let us first show that detΦ2(x) 6= 0 for x ∈ (−∞, 0).
In this domain ex − e2x belongs to (0, 1
4
] and cos(2x)− 1 ∈ [−2, 0]. Therefore,
−1
2
< (ex − e2x)(cos(2x)− 1) ≤ 0
and hence,
1
2
< 1 + (ex − e2x)(cos(2x)− 1) ≤ 1
(cf. Figure 7.1). Observing that 1
x2+1
∈ (0, 1) (when x < 0), we conclude that for x < 0:
detΦ2 >
1
2
. (7.4.4)
Let us now consider x ∈ [0,+∞). In this case, we have e−2x − e−x ∈ [−1
4
, 0]. This
implies that
0 ≤ (e−2x − e−x)(cos(2x)− 1) < 1
2
.
Hence,
1 ≤ 1 + (e−2x − e−x)(cos(2x)− 1) < 3
2
.
Observing that 1
x2+1
∈ (0, 1] (when x ≥ 0) we conclude that for x ≥ 0:
det Φ2 > 1. (7.4.5)
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From (7.4.4) and (7.4.5), it follows that Φ2 ∈ GSAP 2×2.
Now, a direct computation yields that
Φ−12` Φ˜2r =
1 0
0 1
 ,
which obviously admits a canonical right AP factorization and
d(Φ−12` Φ˜2r) = I2×2.
Hence,
sp[d(Φ−12` Φ˜2r)] ∩ iR = {1} ∩ iR = ∅.
This allows us to conclude that the operators WfΦ2 ± HΦ2 have the Fredholm property.
Thus, by using the above theory (cf. Corollary 7.3.4), we are now in a position to compute
the sum of their Fredholm indices. For this case, we have
Ind[WfΦ2 +HΦ2 ] + Ind[WfΦ2 −HΦ2 ] = −2 ind det(Φ2)− 1pi
2∑
k=1
β(δk)
where δk ∈ C\iR are the eigenvalues of the matrix d(Φ−12` Φ˜2r) and β is given by (7.3.13). In
addition, we have already seen that detΦ2 is a real-valued positive function, and therefore
its argument is zero. Altogether, we have:
Ind[WfΦ2 +HΦ2 ] + Ind[WfΦ2 −HΦ2 ] = 0
(since the eigenvalues of d(Φ−12` Φ˜2r) are also real and positive, and therefore their argu-
ments are also zero).
Second example
Let us now assume that Φ1 = −Φ2 and consider the following matrix-valued function:
Φ2(x) = (1− u(x))
 2 4ie4ix
ie−4ix 0
+ u(x)
 2 4ie−4ix
ie4ix 0
+
e−|x| 0
0 e−|x|

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where u is the real-valued function defined by
u(x) =
1
2
+
1
2
tanh(x). (7.4.6)
Being clear that Φ2 ∈ SAP 2×2, we will show that Φ2 is invertible. To this end, let us
compute the determinant of Φ2:
det Φ2(x) = det
 2 + e−|x| 4i(1− u(x))e4ix + 4iu(x)e−4ix
i(1− u(x))e−4ix + iu(x)e4ix e−|x|

= 2e−|x| + e−2|x| + 4− 8u(x)(1− u(x))(1− cos(8x)).
Recalling that u is a real-valued function given by (7.4.6), we obtain
detΦ2(x) = 2e
−|x| + e−2|x| + 2 + 2 tanh2(x) + (2− 2 tanh2(x)) cos(8x). (7.4.7)
6
5
4
10
3
2
50-5-10
Figure 7.2: The range of detΦ2 in the second example.
Due to the reason that 2e−|x| + e−2|x| + 2 ≥ 2 and 2 tanh2(x) ∈ [0, 2], we obtain that
2e−|x| + e−2|x| + 2 tanh2(x) ≥ 2.
Moreover, 2 − 2 tanh2(x) ∈ [0, 2] and cos(8x) ∈ [−1, 1]. Observing that the maximum
value 2 of 2− 2 tanh2(x) is attained for x = 0, it follows that
(2− 2 tanh2(x)) cos(8x) ∈ (−2, 2].
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Therefore,
2e−|x| + e−2|x| + 2 tanh2(x) + (2− 2 tanh2(x)) cos(8x) > 0.
We conclude that det(Φ2) > 0 and thus Φ2 ∈ GSAP 2×2.
Observing now that
Φ2`Φ˜
−1
2r =
1 0
0 1
 ,
it results that Φ2`Φ˜−12r admits a canonical right AP factorization and
d(Φ2`Φ˜
−1
2r ) = I2×2.
Hence, the eigenvalues of this matrix are equal to 1 /∈ iR. These are sufficient conditions
for these operators W−Φ2 ±HΦ2 to have the Fredholm property (cf. Corollary 7.2.5).
Let us calculate the sum of their Fredholm indices. For this case, we have
Ind[W−Φ2 +HΦ2 ] + Ind[W−Φ2 −HΦ2 ] = 2 ind det(Φ2)−
1
pi
2∑
k=1
β(δk).
Since detΦ2 is a real-valued function, and the eigenvalues of d(Φ2`Φ2r) are also real, it
results that their arguments are zero. Altogether, we have:
Ind[W−Φ2 +HΦ2 ] + Ind[W−Φ2 −HΦ2 ] = 0.
Third example
Let Φ1(x) = 1 + e−x
2 and Φ2(x) = −(1 − u(x))e−ix + u(x)e−2ix, where u is the
real-valued function defined by
u(x) =
1
2
+
1
2
tanh(x).
Consequently, observing that u˜(x) = 1− u(x) we have (cf. (1.7.1))
Ψ(x) =
1 + e−x
2
+
(
u(x)e−
ix
2 −(1−u(x))e ix2
)2
1+e−x2
(1−u(x))e−ix−u(x)e−2ix
1+e−x2
−u(x)eix+(1−u(x))e2ix
1+e−x2
1
1+e−x2
 .
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From Theorem 2.2.1, it becomes clear that Φ1 and Φ2 ∈ SAP and thus, the matrix
Ψ belongs to SAP 2×2. Since detΨ = 1, we conclude that Ψ ∈ GSAP 2×2.
Following (7.2.2), we obtain
Ψ`(x) =
1 + eix e−ix
e2ix 1
 .
Moreover, observing that
Ψ`(x) =
e−ix 1
1 0

e2ix 1
1 0
 ,
we conclude that Ψ` admits a canonical right AP factorization and
d(Ψ`) =
M(e−ix) M(1)
M(1) 0

M(e2ix) M(1)
M(1) 0
 .
Since M(e−ix) =M(e2ix) = 0 and M(1) = 1, we obtain that d(Ψ`) = I2×2 and therefore,
Hd(Ψ`) =
0 1
1 0
 , H =
0 1
1 0
 .
Hence,
sp[Hd(Ψ`)] ∩ iR = {−1, 1} ∩ iR = ∅.
These are sufficient conditions for these operators WΦ1 ±HΦ2 to have the Fredholm prop-
erty (cf. Theorem 7.2.1).
Let us now calculate the sum of their Fredholm indices. For this case, we have
Ind[WΦ1 +HΦ2 ] + Ind[WΦ1 −HΦ2 ] = −ind[detΨ]−
1
pi
2∑
k=1
β(ζk)
where ζk ∈ C\iR are the eigenvalues of the matrix Hd(Ψ`) and β is given by (7.3.6).
In addition, we have previously seen that detΨ = 1, therefore having a zero argument.
Altogether, we have Ind[WΦ1 +HΦ2 ] + Ind[WΦ1 −HΦ2 ] = 0.

Chapter 8
Matrix Wiener-Hopf-Hankel operators
with PAP symbols
In this chapter, the main goal is to obtain conditions which characterize the situation
when WΦ1 + HΦ2 and WΦ1 − HΦ2 (Φ1, Φ2 ∈ PAPN×N) are at the same time Fredholm
operators, and to present a formula for the sum of their Fredholm indices. It is clear that
it is possible to occur that WΦ1±HΦ2 will not be Fredholm at the same time. However, as
in the previous chapter, the method which we will be using does not provide independent
Fredholm information for these two types of operators. Anyway, simultaneous Fredholm
information about Wiener-Hopf plus Hankel and Wiener-Hopf minus Hankel operators is
already very useful in some applications (as it can be seen in [22] in a particular case). Our
results will be obtained for possibly different matrices Φ1 and Φ2 in the class of piecewise
almost periodic elements.
8.1 Preliminary results
Combining some results for Wiener-Hopf operators with SAP Fourier symbols (pre-
sented in the previous chapter) and some results for Wiener-Hopf operators with PC
Fourier symbols, it is possible to obtain a Fredholm characterization for Wiener-Hopf
operators with PAP Fourier symbols and consequently, a Fredholm characterization for
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Wiener-Hopf plus and minus Hankel operators with PAP symbols. For that purpose,
in what follows, we will recall some known results for Wiener-Hopf operators with PC
matrix symbols and with PAP matrix symbols.
8.1.1 Wiener-Hopf operators with PC symbols
Let us consider Φ ∈ PCN×N and recall its auxiliary extension Φ# defined by
Φ#(x, µ) := (1− µ)Φ(x− 0) + µΦ(x+ 0), (x, µ) ∈ R˙× [0, 1].
The function detΦ# : R˙ × [0, 1] → C will play an important role in the Fredholm index
study. The set C := {detΦ#(x, µ) ∈ C : x ∈ R˙, µ ∈ [0, 1]} is a closed continuous curve
obtained from Φ by joining detΦ(x−0) to detΦ(x+0) through a continuous curve at the
discontinuity points of detΦ. If 0 /∈ C, then the winding number of C with respect to the
origin (denoted in this case by wind[detΦ#]) is defined as the counter-clockwise circuits
around the origin performed by the image of detΦ#.
Theorem 8.1.1. (Cf. [17, Theorem 5.9]) Let Φ ∈ PCN×N .
(a) If detΦ#(x0, µ0) = 0 for some (x0, µ0) ∈ R˙× [0, 1], then WΦ is not semi-Fredholm.
(b) If detΦ#(x, µ) 6= 0 for all (x, µ) ∈ R˙× [0, 1], then WΦ is Fredholm and its Fredholm
index is given by
IndWΦ = −wind detΦ#.
Suppose detΦ#(x, µ) 6= 0 for all (x, µ) ∈ R˙ × [0, 1] which implies that Φ(x − 0) and
Φ(x+ 0) are invertible for all x ∈ R˙. Moreover, assume that the set
∆Φ := {x ∈ R˙ : Φ(x− 0) 6= Φ(x+ 0)}
is finite. For a connected component ` of R˙\∆Φ we define ind`Φ as (2pi)−1 times the
increment of any continuous argument of detΦ on `. Taking into account the possible
jump at infinity, the winding number of C can be given by:
wind[detΦ#] = ind[detΦ#] +
N∑
k=1
(1
2
−
{1
2
− 1
2pi
arg ξk(∞)
})
, (8.1.1)
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where
ind[detΦ#] =
∑
`
ind`[detΦ] +
∑
x∈∆Φ
N∑
k=1
(1
2
−
{1
2
− 1
2pi
arg ξk(x)
})
, (8.1.2)
with ξ1(x), . . . , ξN(x) being the eigenvalues of Φ−1(x − 0)Φ(x + 0) for x ∈ ∆Φ and {·}
denoting the fractional part of a real number.
Theorem 8.1.2. (Cf. e.g. [17, Theorem 5.10]) Let Φ ∈ GPCN×N . For WΦ to be Fredholm
it is necessary and sufficient that
sp[Φ−1(x− 0)Φ(x+ 0)] ∩ (−∞, 0] = ∅,
for all x ∈ R˙, where sp[Φ−1(x− 0)Φ(x+0)]∩ (−∞, 0] stands for the set of eigenvalues of
the matrix Φ−1(x− 0)Φ(x+ 0).
If WΦ is a Fredholm operator and Φ has at most finitely many jumps, then
IndWΦ = −wind(detΦ#)
where wind(detΦ#) is given by (8.1.1)− (8.1.2). Choosing the arguments in (−pi, pi), we
also have
IndWΦ = −ind[det Φ#]− 1
2pi
N∑
k=1
arg ξk(∞).
8.1.2 Wiener-Hopf operators with PAP matrix symbols
Let us now recall a Fredholm characterization for Wiener-Hopf operators with PAP
matrix Fourier symbols having lateral almost periodic representatives admitting right AP
factorizations.
Theorem 8.1.3. (Cf., e.g., [17, Theorem 3.16]) Let Φ ∈ PAPN×N . If Φ /∈ G[PAP ]N×N ,
then WΦ is not semi-Fredholm. Assume now that Φ ∈ GPAPN×N , and Φ` and Φr admit
right AP factorizations. Then the Wiener-Hopf operator WΦ is Fredholm if and only if:
(i) The almost periodic representatives Φ` and Φr admit canonical right AP factoriza-
tions, i.e. with k(Φ`) = k(Φr) = (0, . . . , 0);
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(ii) sp(d−1(Φr)d(Φ`)) ∩ (−∞, 0] = ∅;
(iii) sp(Φ−1(x− 0)Φ(x+ 0)) ∩ (−∞, 0] = ∅, for all x ∈ R.
Now, we can conclude a formula for the Fredholm index of matrix Wiener-Hopf op-
erators with PAP Fourier symbols.
Let Φ ∈ PAPN×N . Then Φ = ΘΞ, with Θ ∈ GSAPN×N , Ξ ∈ GPCN×N and
Ξ(±∞) = IN×N , such that
WΦ = WΘWΞ +K, (8.1.3)
with K being a compact operator (cf. Theorem 2.2.2). Assume that WΦ is a Fredholm
operator. From (8.1.3) we derive that
IndWΦ = IndWΘ + IndWΞ.
Using formulas (7.3.2), (8.1.1) and (8.1.2) and taking into account that Ξ does not have
a jump at infinity, we can conclude the following theorem:
Theorem 8.1.4. (Cf. [11, Proposition 6.3]) Let Φ ∈ GPAPN×N . If the almost periodic
representatives Φ`,Φr admit right AP factorizations, and if WΦ is a Fredholm operator,
then
Ind WΦ = −
∑
`
ind`[det Ξ]− ind[detΘ]−
∑
x∈∆Φ
N∑
k=1
(1
2
−
{1
2
− 1
2pi
arg ξk(x)
})
−
N∑
k=1
(1
2
−
{1
2
− 1
2pi
arg ηk
})
, (8.1.4)
where ξk(x) are the eigenvalues of the matrix function Φ−1(x − 0)Φ(x + 0) and ηk are
the eigenvalues of the matrix d−1(Φr)d(Φ`). Choosing both arguments in (−pi, pi), (8.1.4)
simplifies into
IndWΦ = −
∑
`
ind`[det Ξ]− ind[detΘ]− 1
2pi
∑
x∈∆Φ
N∑
k=1
arg ξk(x)− 1
2pi
N∑
k=1
arg ηk. (8.1.5)
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8.2 The Fredholm property
In the present section we obtain characterizations for the Fredholm property of WΦ1+
HΦ2 and WΦ1−HΦ2 , with possible different Fourier symbols Φ1, Φ2 ∈ PAPN×N . For that
purpose, we will consider the diagonal matrix operator
DΦ1,2 =
 WΦ1 +HΦ2 0
0 WΦ1 −HΦ2
 .
In addition, recall the equivalence after extension established in Theorem 1.7.3 between
DΦ1,2 and the Wiener-Hopf operator WΨ with
Ψ =
Φ1 − Φ2Φ˜−11 Φ˜2 −Φ2Φ˜−11
Φ˜−11 Φ˜2 Φ˜
−1
1
 .
8.2.1 General case
Using the knowledge of Theorem 2.2.2, if follows that if Ψ ∈ GPAP 2N×2N then this
matrix function admits the following representation
Ψ = (1− u)Ψ` + uΨr +Ψ0, (8.2.1)
where Ψ`,r ∈ GAP 2N×2N are defined for the particular Ψ in (1.7.1) as in (7.2.2) and (7.2.3),
u ∈ C(R), u(−∞) = 0, u(+∞) = 1, Ψ0 ∈ [PC0]2N×2N .
Since
Ψr =
 0 IN
IN 0
 Ψ˜−1`
 0 IN
IN 0
 , (8.2.2)
using the equivalence relation between the operator DΦ1,2 and the pure Wiener-Hopf
operator, we obtain the following characterization in the case when Ψ` admits a right AP
factorization.
Theorem 8.2.1. Let Ψ ∈ GPAP 2N×2N , and assume that Ψ` admits a right AP factor-
ization. In this case, the Wiener-Hopf plus and minus Hankel operators WΦ1 +HΦ2 and
WΦ1 −HΦ2 are both Fredholm if and only if the following three conditions are satisfied:
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(j) Ψ` admits a canonical right AP factorization, i.e., k(Ψ`) = (0, . . . , 0);
(jj) sp[Hd(Ψ`)] ∩ iR = ∅, where H :=
 0 IN
IN 0
;
(jjj) sp[HΨ(−x+ 0)HΨ(x+ 0)] ∩ (−∞, 0] = ∅, for all x ∈ R.
Proof. The proof of propositions (j) and (jj) follows a similar reasoning as in the proof of
Theorem 7.2.2. Assume that Ψ ∈ GPAP 2N×2N with Ψ` admitting a right AP factoriza-
tion. If the Wiener-Hopf plus and minus Hankel operators WΦ1 +HΦ2 and WΦ1−HΦ2 are
both Fredholm operators, thenWΨ is also Fredholm due to the equivalence after extension
relation stated in Theorem 1.7.3. Employing Theorem 8.1.3 we obtain that Ψ` and Ψr
admit canonical right AP factorizations,
sp(d−1(Ψr)d(Ψ`)) ∩ (−∞, 0] = ∅, (8.2.3)
and
sp(Ψ−1(x− 0)Ψ(x+ 0)) ∩ (−∞, 0] = ∅. (8.2.4)
A canonical right AP factorization of Ψ` can be normalized into
Ψ` = θ−Λθ+, (8.2.5)
where θ± have the same factorization properties as the original lateral factors of the
canonical factorization but with M(θ±) = I, and where Λ := d(Ψ`). From (8.2.2) and
(8.2.5) we derive that Ψr = HΨ˜−1` H = Hθ˜
−1
+ Λ
−1θ˜−1− H which shows that
d(Ψr) = HΛ
−1H, (8.2.6)
and therefore
d−1(Ψr) = HΛH. (8.2.7)
In this way, we conclude that sp[d−1(Ψr)d(Ψ`)] = sp[HΛHΛ] = sp[(HΛ)2]. Thus, (8.2.3)
turns out to be equivalent to sp[(HΛ)2] ∩ (−∞, 0] = ∅ which leads to sp[HΛ] ∩ iR = ∅
and therefore, the proposition (jj) is satisfied.
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Observing now that Ψ−1 = HΨ˜H, we conclude that
sp[HΨ˜H(x− 0)Ψ(x+ 0)] = sp[HΨ˜(x− 0)HΨ(x+ 0)]
= sp[HΨ(−x+ 0)HΨ(x+ 0)].
It follows that (8.2.4) is equivalent to sp[HΨ(−x+ 0)HΨ(x+ 0)] ∩ (−∞, 0] = ∅.
Let us now assume that propositions (j)-(jjj) hold and prove that WΦ1 ± HΦ2 are
both Fredholm operators. The left and right representatives of Ψ are given by (7.2.2) and
(7.2.3). Since Ψ` admits a canonical right AP factorization then Ψ−1` admits a canonical
left AP factorization and Ψ˜−1` admits a canonical right AP factorization. Therefore,
HΨ˜−1` H = Ψr admits a canonical right AP factorization. These two canonical right AP
factorizations and condition (jj) imply that sp(d−1(Ψr)d(Ψ`)) ∩ (−∞, 0] = ∅.
Condition (jjj) allows us to conclude that sp[Ψ−1(x− 0)Ψ(x+ 0)] ∩ (−∞, 0] = ∅. All
these facts together with Theorem 8.1.3 give us that WΨ is a Fredholm operator. Using
the equivalence after extension relation, we obtain that the Wiener-Hopf plus and minus
Hankel operators WΦ1 +HΦ2 and WΦ1 −HΦ2 are both Fredholm operators.
8.2.2 Particular cases
For some particular cases of Φ1 and Φ2, we can simplify the last theorem by making
use of the equivalence after extension operator relation.
Let Φ2 ∈ GPAPN×N and consider Φ1 = Φ˜2. In this case, the matrix Ψ takes the form
Ψ =
 0 −IN
Φ−12 Φ˜2 Φ˜
−1
2

and as in (7.2.12), we have
DΦ1,2
∗∼ WΦ−12 fΦ2 . (8.2.8)
From Theorem 2.2.2, if Φ2 ∈ PAPN×N , then this matrix function admits the following
representation
Φ2 = (1− u)Φ2` + uΦ2r + Φ20 (8.2.9)
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(with Φ20 ∈ [PC0]N×N) and
Φ−12 Φ˜2 = [(1− u)Φ2` + uΦ2r + Φ20]−1[(1− u˜)Φ˜2` + u˜Φ˜2r + Φ˜20]. (8.2.10)
Therefore, from (8.2.10), we obtain that
(Φ−12 Φ˜2)` = Φ
−1
2` Φ˜2r, (Φ
−1
2 Φ˜2)r = Φ
−1
2r Φ˜2`. (8.2.11)
These representations and the above equivalence after extension relation between D1,2
and WΦ−12 fΦ2 (when Φ1 = Φ˜2), allow us to construct the following corollary.
Corollary 8.2.2. Let Φ1,Φ2 ∈ GPAPN×N such that Φ1 = Φ˜2 and assume that Φ−12` Φ˜2r
admits a right AP factorization. In this case, the operator DΦ1,2 is Fredholm if and only
if the following three conditions are satisfied:
(l) Φ−12` Φ˜2r admits a canonical right AP factorization;
(ll) sp[d(Φ−12` Φ˜2r)] ∩ iR = ∅;
(lll) sp[Φ−12 (−x+ 0)Φ2(x− 0)Φ−12 (x+ 0)Φ2(−x− 0)] ∩ (−∞, 0] = ∅.
Proof. The proof runs in part by analogy to the proof of Corollary 7.2.4 since the almost
periodic representatives of Φ−12 Φ˜2 ∈ PAPN×N are defined in the same way of Φ−12 Φ˜2 ∈
SAPN×N .
If Φ2 ∈ G[PAP ]N×N , then Φ−12 Φ˜2 is also invertible in PAPN×N .
The Fredholm property of DΦ1,2 implies that the operator WΦ−12 fΦ2 is also a Fredholm
operator (cf. (8.2.8)). Employing Theorem 8.1.3, we obtain that (Φ−12 Φ˜2)` and (Φ
−1
2 Φ˜2)r
admit canonical right AP factorizations,
sp[d−1((Φ−12 Φ˜2)r)d((Φ
−1
2 Φ˜2)`)] ∩ (−∞, 0] = ∅ (8.2.12)
and
sp[(Φ−12 Φ˜2)
−1(x− 0)(Φ−12 Φ˜2)(x+ 0)] ∩ (−∞, 0] = ∅. (8.2.13)
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Due to (8.2.11) we conclude that Φ−12` Φ˜2r admits a canonical right AP factorization and
from (8.2.12), we derive
sp[d−1(Φ−12r Φ˜2`)d(Φ
−1
2` Φ˜2r)] ∩ (−∞, 0] = ∅. (8.2.14)
A canonical right AP factorization of Φ−12` Φ˜2r can be normalized into
Φ−12` Φ˜2r = Θ−ΛΘ+, (8.2.15)
where Θ± have the same factorization properties as the original lateral factors of the
canonical factorization but with M(Θ±) = I, and where Λ := d(Φ−12` Φ˜2r). Thus, (8.2.15)
allows
Φ−12r Φ˜2` = (Φ˜
−1
2` Φ˜2r)
−1 = Θ˜−1+ Λ
−1Θ˜−1−
which shows that
d(Φ−12r Φ˜2`) = Λ
−1,
and therefore (8.2.14) turns out to be equivalent to
sp[Λ2] ∩ (−∞, 0] = ∅.
From the eigenvalue definition it therefore results
sp[Λ] ∩ iR = ∅,
which proves proposition (ll).
In addition, from (8.2.13) we derive that
sp[Φ˜−12 (x− 0)Φ2(x− 0)Φ−12 (x+ 0)Φ˜2(x+ 0)] ∩ (−∞, 0] = ∅,
which is equivalent to
sp[Φ−12 (−x+ 0)Φ2(x− 0)Φ−12 (x+ 0)Φ2(−x− 0] ∩ (−∞, 0] = ∅,
and thus, the “if part” of corollary is proved.
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Now we will prove the “only if part”. Since Φ−12` Φ˜2r = (Φ
−1
2 Φ˜2)` admits a canonical
right AP factorization, then
(Φ˜−12 Φ˜2)` = Φ˜
−1
2` Φ2r
admits a canonical left AP factorization and
[(Φ˜−12 Φ˜2)`]
−1 = Φ−12r Φ˜2`
admits a canonical right AP factorization. These last two canonical right AP factoriza-
tions and condition (ll) imply that
sp[d−1((Φ−12 Φ˜2)r)d((Φ
−1
2 Φ˜2)`)] ∩ (−∞, 0] = sp[d−1(Φ−12r Φ˜2`)d(Φ−12` Φ˜2r)] ∩ (−∞, 0]
= ∅.
Condition (lll) allows us to conclude that
sp[(Φ−12 Φ˜2)
−1(x− 0)(Φ−12 Φ˜2)(x+ 0)] ∩ (−∞, 0] = ∅.
All these facts together and Theorem 8.1.3 show that WΦ−12 fΦ2 is a Fredholm operator.
Using the equivalence after extension relation presented before, we obtain that DΦ1,2 is a
Fredholm operator, which concludes the proof.
For the particular case of Φ1 = ±Φ2 we have that
DΦ1,2
∗∼ W
Φ2
g
Φ−12
, (8.2.16)
(cf. (7.2.19)). From Theorem 2.2.2, if Φ2 ∈ PAPN×N , then this matrix function admits
the following representation
Φ2 = (1− u)Φ2` + uΦ2r + Φ20 (8.2.17)
with Φ20 ∈ [PC0]N×N , and
Φ2Φ˜
−1
2 = [(1− u)Φ2` + uΦ2r + Φ20][(1− u˜)Φ˜2` + u˜Φ˜2r + Φ˜20]−1.
Therefore, (Φ2Φ˜−12 )` = Φ2`Φ˜
−1
2r and (Φ2Φ˜
−1
2 )r = Φ2rΦ˜
−1
2` . Through a similar proof of that
one of Theorem 8.1.3, we obtain the next result.
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Corollary 8.2.3. Let Φ1,Φ2 ∈ GPAPN×N such that Φ1 = ±Φ2, and assume that Φ2`Φ˜−12r
admits a right AP factorization. In this case, the Wiener-Hops plus and minus Hankel
operators W±Φ2 + HΦ2 and W±Φ2 − HΦ2 are both Fredholm operators if and only if the
following three conditions are satisfied:
(i) Φ2`Φ˜−12r admits a canonical right AP factorization;
(ii) sp[d(Φ2`Φ˜−12r )] ∩ iR = ∅;
(iii) sp[Φ2(−x+ 0)Φ−12 (x− 0)Φ2(x+ 0)Φ−12 (−x− 0)] ∩ (−∞, 0] = ∅, for all x ∈ R.
8.3 Index formula
In the present section, we obtain a formula for the sum of the Fredholm indices of
Wiener-Hopf plus Hankel and Wiener-Hopf minus Hankel operators WΦ1 ± HΦ2 , with
Fourier symbols Φ1,Φ2 ∈ GPAPN×N . Within this context, let us assume that WΦ1 +HΦ2
and WΦ1 −HΦ2 are Fredholm operators.
8.3.1 General situation
It directly follows from the definition of the operator DΦ1,2 that
IndDΦ1,2 = Ind[WΦ1 +HΦ2 ] + Ind[WΦ1 −HΦ2 ].
Using the equivalence after extension relation mentioned in Theorem 1.7.3, we have that
IndDΦ1,2 = IndWΨ and consequently, Ind[WΦ1 + HΦ2 ] + Ind[WΦ1 − HΦ2 ] = IndWΨ.
Following (8.1.4), we obtain that
IndWΨ = −
∑
`
ind`[det Ξ]− ind[detΘ]−
∑
x∈∆Ψ
2N∑
k=1
(1
2
−
{1
2
− 1
2pi
arg ξk(x)
})
−
2N∑
k=1
(1
2
−
{1
2
− 1
2pi
arg ζk
})
, (8.3.1)
where Ψ = ΘΞ is a corresponding factorization in sense of (2.2.2) for the invertible PAP
matrix function Ψ, ξk(x) are the eigenvalues of the matrix function HΨ(−x+0)HΨ(x+0),
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ζk ∈ C\(−∞, 0] are the eigenvalues of the matrix d−1(Ψr)d(Ψ`) = (Hd(Ψ`))2, and ∆Ψ =
{x ∈ R˙ : Ψ(x− 0) 6= Ψ(x+ 0)}.
Moreover, (8.3.1) can be rewritten as
IndWΨ = −
∑
`
ind`[det Ξ]− ind[detΘ]−
∑
x∈∆Ψ
2N∑
k=1
(1
2
−
{1
2
− 1
2pi
arg ξk(x)
})
−
2N∑
k=1
(1
2
−
{1
2
− 1
pi
arg ηk
})
where ηk ∈ C\iR are the eigenvalues of the matrix Hd(Ψ`).
Thus, we have just concluded the following corollary:
Corollary 8.3.1. Let Ψ ∈ GPAP 2N×2N and assume that Ψ` admits a right AP factor-
ization. If WΦ1 ±HΦ2 are Fredholm operators, then
Ind[WΦ1 +HΦ2 ] + Ind[WΦ1 −HΦ2 ] = −
∑
`
ind`[det Ξ]− ind[det Θ]
−
∑
x∈∆Ψ
2N∑
k=1
(1
2
−
{1
2
− 1
2pi
arg ξk(x)
})
−
2N∑
k=1
(1
2
−
{1
2
− 1
pi
arg ηk
})
(8.3.2)
where Ψ = ΘΞ is a corresponding factorization in the sense of (2.2.3) for the invertible
matrix-valued PAP function Ψ, ξk(x) are the eigenvalues of the matrix function HΨ(−x+
0)HΨ(x+ 0), and ηk ∈ C\iR are the eigenvalues of the matrix Hd(Ψ`).
Moreover, formula (8.3.2) simplifies into the following one:
Ind[WΦ1 +HΦ2 ] + Ind[WΦ1 −HΦ2 ] = −
∑
`
ind`[det Ξ]− ind[detΘ]
− 1
2pi
∑
x∈∆Ψ
2N∑
k=1
arg ξk(x)− 1
pi
2N∑
k=1
arg β(ηk) (8.3.3)
when choosing arg ξk(x) ∈ (−pi, pi) and
β(ηk) =

arg(ηk) if <e ηk > 0
arg(−ηk) if <e ηk < 0,
with the argument in both cases being taken in (−pi
2
, pi
2
).
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8.3.2 Particular cases
For the particular cases Φ1 = Φ˜2 and Φ1 = ±Φ2, using the above arguments and the
proof of Corollary 7.3.4, we obtain the two following corollaries.
Corollary 8.3.2. Let Φ1, Φ2 ∈ GPAPN×N such that Φ1 = Φ˜2 and assume that Φ−12` Φ˜2r
admits a right AP factorization. If WΦ1 ±HΦ2 are Fredholm operators, then
Ind[WΦ1 +HΦ2 ] + Ind[WΦ1 −HΦ2 ] = −
∑
`
ind`[detΠ]− ind[det Ω]
−
∑
x∈∆
Φ−12 fΦ2
N∑
k=1
(1
2
−
{1
2
− 1
2pi
arg τk(x)
})
−
N∑
k=1
(1
2
−
{1
2
− 1
pi
arg δk
})
(8.3.4)
where Φ−12 Φ˜2 = ΩΠ is a corresponding factorization in the sense of (2.2.3) for the invert-
ible matrix-valued PAP function Φ−12 Φ˜2, τk(x) are the eigenvalues of the matrix function
Φ−12 (−x+0)Φ2(x− 0)Φ−12 (x+0)Φ2(−x− 0), δk ∈ C\iR are the eigenvalues of the matrix
d(Φ−12` Φ˜2r) and ∆Φ−12 fΦ2 := {x ∈ R˙ : Φ−12 Φ˜2(x− 0) 6= Φ−12 Φ˜2(x+ 0)}.
Moreover, formula (8.3.4) simplifies into the following one :
Ind[WΦ1 +HΦ2 ] + Ind[WΦ1 −HΦ2 ] = −
∑
`
ind`[detΠ]− ind[detΩ]
− 1
2pi
∑
x∈∆
Φ−12 fΦ2
N∑
k=1
arg τk(x)− 1
pi
N∑
k=1
arg β(δk)
when choosing arg τk(x) ∈ (−pi, pi) and
β(δk) =
 arg(δk) if <e δk > 0arg(−δk) if <e δk < 0,
with the argument in both cases being chosen in (−pi
2
, pi
2
).
Corollary 8.3.3. Let Φ1, Φ2 ∈ GPAPN×N such that Φ1 = ±Φ2, and assume that Φ2`Φ˜−12r
admits a right AP factorization. If WΦ1 ±HΦ2 are Fredholm operators, then
Ind[WΦ1 +HΦ2 ] + Ind[WΦ1 −HΦ2 ] = −
∑
`
ind`[detΠ]− ind[det Ω]
−
∑
x∈∆
Φ2
g
Φ−12
N∑
k=1
(1
2
−
{1
2
− 1
2pi
arg τk(x)
})
−
N∑
k=1
(1
2
−
{1
2
− 1
pi
arg δk
})
(8.3.5)
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where Φ2Φ˜−12 = ΩΠ is a corresponding factorization in the sense of (2.2.3) for the in-
vertible matrix-valued PAP function Ψ, τk(x) are the eigenvalues of the matrix function
Φ2(−x+0)Φ−12 (x− 0)Φ2(x+0)Φ−12 (−x− 0), δk ∈ C\iR are the eigenvalues of the matrix
d(Φ2`Φ˜
−1
2r ) and ∆Φ2gΦ−12 := {x ∈ R˙ : Φ2Φ˜−12 (x− 0) 6= Φ2Φ˜−12 (x+ 0)}.
Moreover, formula (8.3.5) simplifies into the following one
Ind[WΦ1 +HΦ2 ] + Ind[WΦ1 −HΦ2 ] = −
∑
`
ind`[detΠ]− ind[detΩ]
− 1
2pi
∑
x∈∆
Φ2
g
Φ−12
N∑
k=1
arg τk(x)− 1
pi
N∑
k=1
arg β(δk)
when choosing arg τk(x) ∈ (−pi, pi) and
β(δk) =

arg(δk) if <e δk > 0
arg(−δk) if <e δk < 0,
with the argument in both cases being taken in (−pi
2
, pi
2
).
8.4 Examples
In the present section we exemplify the above theory.
First example
Let us take Φ1 = −Φ2 with
Φ2(x) = (1− u(x))
 0 4ie4ix
ie−4ix 0

g(x) 0
0 g(x)

+u(x)
 0 4ie−4ix
ie4ix 0

g(x) 0
0 g(x)
+
e−|x| 0
0 e−|x|

g(x) 0
0 g(x)

where u is the real-valued function defined by
u(x) =
1
2
+
1
2
tanh(x) (8.4.1)
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and
g(x) =

e2
ipi
x−1 if x < 0
1 if x ≥ 0.
(8.4.2)
It is clear that Φ2 admits a factorization
Φ2 = AB (8.4.3)
in the sense of (2.2.3) with
A = (1− u(x))
 0 4ie4ix
ie−4ix 0
+ u(x)
 0 4ie−4ix
ie4ix 0
+
e−|x| 0
0 e−|x|

and B = diag[g(x), g(x)]. Observing that A and B are invertible matrix functions, we
conclude that Φ2 is invertible.
From (8.4.3) we obtain that
Φ2Φ˜
−1
2 = ABB˜
−1A˜−1 (8.4.4)
and
Φ2`Φ˜
−1
2r = I2×2. (8.4.5)
Therefore, Φ2`Φ˜−12r admits a right AP factorization and d(Φ2`Φ˜
−1
2r ) = I2×2. Hence, the
eigenvalues of this matrix are equal to 1 /∈ iR.
Let us now verify condition (iii) of Corollary 8.2.3. To this purpose, let us first observe
that
sp(Φ2(−x+ 0)Φ−12 (x− 0)Φ2(x+ 0)Φ−12 (−x− 0)) ∩ (−∞, 0] = ∅, for all x ∈ R
is equivalent to
sp(B(−x+ 0)B−1(x− 0)B(x+ 0)B−1(−x− 0)) ∩ (−∞, 0] = ∅, for all x ∈ R.
Additionally, from the definition of B, it follows
B(−x+ 0)B−1(x− 0)B(x+ 0)B−1(−x− 0) = I2×2.
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Consequently,
sp(Φ2(−x+ 0)Φ−12 (x− 0)Φ2(x+ 0)Φ−12 (−x− 0)) = {1} /∈ (−∞, 0].
These are sufficient conditions for these operators W−Φ2 ±WΦ2 to have the Fredholm
property (cf. Corollary 8.2.3).
Let us now calculate the sum of their Fredholm indices. Since B is a diagonal matrix,
by (8.4.4) we can present the following factorization
Φ2Φ˜
−1
2 = AA˜
−1BB˜−1. (8.4.6)
Let Θ = AA˜−1 and Ξ = BB˜−1. Thus,
detΘ = detAA˜−1 = detA det A˜−1 = detA detA−1 = 1,
and therefore, we obtain that ind detΘ = 0. Furthermore,
det Ξ = detBB˜−1 = detB det B˜−1 = g2(x)g˜−2(x)
with
g2(x)g˜−2(x) =

e4
ipi
x−1 if x < 0
e−4
ipi
x−1 if x ≥ 0.
Consequently,
∑
` ind`[det Ξ] = 0. In addition, observing that the eigenvalues of the
matrix functions d(Φ2`Φ˜−12r ) and Φ2(−x+ 0) Φ−12 (x− 0) Φ2(x+ 0) Φ−12 (−x− 0) are both
real, we have that their arguments are zero.
Altogether, we obtain Ind[W−Φ2 +HΦ2 ] + Ind[W−Φ2 −HΦ2 ] = 0.
Second example
Consider the functions
Φ1(x) =
[
(1− u(x))eix + u(x)e−ix]h(x)
Φ2(x) = (1− u(x))(−eix − 1) + u(x),
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where u is the real-valued function defined by
u(x) =
1
2
+
1
pi
arctan(x),
and h is the piecewise-continuous function
h(x) =
 e
ipi
x if |x| > 1
1 if |x| ≤ 1.
From Proposition 2.2.2, it is clear that Φ1, Φ2 ∈ PAP and thus the matrix Ψ (cf. (1.7.1))
belongs to PAP 2×2. Computing detΨ, we obtain that detΨ = h2. Since h2(x) 6= 0 for
all x ∈ R, it results that Ψ ∈ GPAP 2×2.
Additionally, since Φ1 = Θ1h with Θ1 ∈ GSAP and h(x) ∈ GPC, it follows that the
matrix Ψ admits a factorization
Ψ = FG,
where
F (x) =
 Θ1 − Φ2Θ˜−11 Φ˜2 −Φ2Θ˜−11
Θ˜−11 Φ˜2 Θ˜
−1
1
 and G(x) =
 h(x) 0
0 h(x)
 .
Following (7.2.2), we have that
Ψ`(x) =
 eix + e−ix + 1 e−ix + 1
e−ix e−ix
 .
Moreover, observing that
Ψ`(x) =
 e−ix + 1 e−ix
e−ix e−ix − 1
 eix 1
1 0
 ,
we conclude that Ψ` admits a canonical right AP factorization and
d(Ψ`) =
 M(e−ix + 1) M(e−ix)
M(e−ix) M(e−ix − 1)
 M(eix) M(1)
M(1) M(0)
 .
Since M(e−ix+1) =M(1) = 1, M(e−ix − 1) = −1, M(e−ix) =M(0) = 0, we obtain that
d(Ψ`) =
 0 1
−1 0
 and Hd(Ψ`) =
 1 0
0 −1
 .
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Hence sp(Hd(Ψ`)) ∩ iR = {−1, 1} ∩ iR = ∅.
We will now verify the condition (jjj) of Theorem 8.2.1. To this purpose, let us observe
that
sp[HΨ(−x+ 0)HΨ(x+ 0)] ∩ (−∞, 0] = ∅
is equivalent to
sp[HG(−x+ 0)HG(x+ 0)] ∩ (−∞, 0] = ∅, for all x ∈ R.
Evidently, G has two points of discontinuity -1 and 1. A straightforward calculation shows
that:
G(−x+ 0)|x=−1 =
 −1 0
0 −1
 G(x+ 0)|x=−1 =
 1 0
0 1

G(−x+ 0)|x=1 =
 1 0
0 1
 G(x+ 0)|x=1 =
 −1 0
0 −1
 .
Consequently,
HG(−x+ 0)HG(x+ 0) = I2×2.
Thus, we have that sp[HG(−x+ 0)HG(x+ 0)] = {1} /∈ (−∞, 0].
These are sufficient conditions for the operators WΦ1±HΦ2 to be Fredholm operators.
Let us now calculate the sum of their Fredholm indices. For that purpose, we will
now compute the determinant of F and G.
detF = 1,
and therefore, we have that ind detF = 0. Furthermore,
detG = h2(x) =
 e
2ipi
x if |x| > 1
1 if |x| ≤ 1.
So, for |x| > 1, we have
arg detG =
2pi
x
.
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Hence, the increment of the continuous argument of detG for |x| > 1 is equal to 2pi times
1 over 2pi, so 1. For |x| < 1, detG = 1 is a real-valued function, whence the argument of
it is equal to zero. Consequently, from the formula (8.3.3), we have the following equality
Ind[WΦ1 +HΦ2 ] + Ind[WΦ1 −HΦ2 ] = 2.

Chapter 9
On the kernel and cokernel of
Wiener-Hopf plus Hankel operators
with matrix symbols
The main goal of the present chapter is to relate information about the kernel and
cokernel of Wiener-Hopf plus Hankel operators to corresponding information for similar
operators where their Fourier symbols are somehow perturbed by simple factors (which
influence upon the kernel and cokernel structure of the used operators we can then un-
derstand better). Therefore, this will be useful to obtain information about initial kernel
and cokernel of Wiener-Hopf plus Hankel operators by using the proposed auxiliary op-
erators included below. These results were somehow motivated and inspired in [8, 52],
where properties of the kernel and cokernel of Toeplitz operators with matrix symbols
were studied with the help of auxiliary Toeplitz operators.
9.1 Main result
In the present section, we will obtain the main goal of this chapter. We will study
the kernels and cokernels of the operators WrkΨ + HrkΨw, where r(ξ) = (ξ − i)/(ξ + i),
ξ ∈ R and k ∈ Z, and then we will compare this information with the kernel and cokernel
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of WΨ + HΨw, where Ψ and w are defined in (1.7.4) (or, equivalently in the sense of
Proposition 1.7.4, with the kernel and cokernel of WΦ1 +HΦ2).
We will use the notation Mk to denote the kernel of the Wiener-Hopf plus Hankel
WrkΨ +HrkΨw, i.e.,
Mk := ker(WrkΨ +HrkΨw), k ∈ Z.
In particular, M0 := ker(WΨ +HΨw).
Proposition 9.1.1. Let Ψ ∈ [L∞(R)]2N . The kernel of WΨ +HΨw is finite-dimensional
if and only if the kernel of WrkΨ +HrkΨw is finite dimensional for k ∈ Z−0 .
Proof. For k ∈ Z−0 , we have
WrkΨ +HrkΨw = WrkI`0(WΨ +HΨw) +Hrkw`0(WweΨw +HweΨ)
= WrkI`0(WΨ +HΨw),
since Hrkw = 0, due to the fact that rk has an analytic extension in the upper (lower)
half-plane for k ≥ 0 (for k ≤ 0); cf., e.g., [48, §3]. From this result, we obtain that
Mk := ker(WrkΨ +HrkΨw) = {f ∈ [L2+(R)]2N : (WΨ +HΨw)f ∈ ker(WrkI)}.
Since ker(WrkI) is finite dimensional, this implies that the kernel of WΨ + HΨw is finite
dimensional if and only if the kernel of WrkΨ +HrkΨw is finite dimensional.
Proposition 9.1.2. Let k1 and k2 ∈ Z. If k1 ≤ k2, then Mk2 ⊆Mk1.
Proof. If k1 ≤ k2, then there exists c ∈ Z+0 such that k1 = k2 − c. Employing formula
(1.6.3), we obtain that
Wrk1Ψ +Hrk1Ψw = Wr−cI`0(Wrk2Ψ +Hrk2Ψw)
+Hr−cw`0(Wwr−k2 eΨw +Hwr−k2 eΨ)
= Wr−cI`0(Wrk2Ψ +Hrk2Ψw)
(since Hr−cw = 0). From this, we conclude that if f ∈ ker(Wrk2Ψ + Hrk2Ψw) then f ∈
ker(Wrk1Ψ +Hrk1Ψw) and this completes the proof.
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From this last result, we conclude that Mk ⊆M0 for any k ∈ Z+0 . Consequently,
dimM0 <∞⇒ dimMk <∞, for k ≥ 0
and, since dim coker(WΨ +HΨw) = dimker(WΨ¯T +HwΨ¯T ),
dim coker(WΨ +HΨw) <∞⇒ dim coker(Wr−kΨ +Hr−kΨw) <∞, for k ≥ 0.
Theorem 9.1.3. Let Ψ ∈ [L∞(R)]2N×2N . The following assertions are valid for each
k ∈ Z:
(i) The space Mk is a closed linear subspace of Mk−1.
(ii) The codimension of Mk with respect to Mk−1 is not greater than 2N .
(iii) The operator V := (W(r+r−1)I +H(r+r−1)w)|Mk maps the linear space Mk into Mk−1
and the linear spaceMk+1 intoMk. The corresponding well-defined quotient mapping
V ′ :Mk/Mk+1 →Mk−1/Mk
is injective.
Proof. (i) Since WrkΨ+HrkΨw are bounded linear operators, the spaces Mk = ker(WrkΨ+
HrkΨw) are closed. Additionally, from Proposition 9.1.2 we know already that Mk is a
linear subspace of Mk−1.
(ii) Consider the linear map
F :Mk−1 → [L2(R+)]2N
f 7→ (WrkΨ +HrkΨw)f.
Recalling formula (1.6.3), we have that
Wrk−1Ψ +Hrk−1Ψw = Wr−1`0(WrkΨ +HrkΨw). (9.1.1)
Therefore, we obtain
(Wr−1I`0F )f = (Wr−1I`0(WrkΨ +HrkΨw))f = (Wrk−1Ψ +Hrk−1Ψw)f = 0.
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Thus, imF ⊆ ker(Wr−1I) and dim imF ≤ 2N since dimker(Wr−1I) = 2N [17, Theo-
rem 6.5]. On the other hand, kerF = ker(WrkΨ + HrkΨw) = Mk. Since dimMk−1 =
dim imF + dimkerF and dim(Mk−1/Mk) = dimMk−1 − dimMk it follows that
dim(Mk−1/Mk) = dim(Mk−1/ kerF ) = dim imF ≤ 2N.
(iii) We start by observing that
(Wrk−1Ψ +Hrk−1Ψw)`0(W(r+r−1)I +H(r+r−1)w)
= Wrk−1Ψ`0(W(r+r−1)I +H(r+r−1)w)
+Hrk−1Ψw`0(W(r+r−1)I +H(r+r−1)w)
= Wrk−1Ψ`0(W(r+r−1)I +H(r+r−1)w)
+Hrk−1Ψw`0(Ww(r˜+r−1)w +Hw(r˜+r−1)),
since w( ˜r + r−1)w = w(r˜ + r˜−1)w = (r + r−1)I. Applying formula (1.6.3), we obtain
(Wrk−1Ψ +Hrk−1Ψw)`0(W(r+r−1)I +H(r+r−1)w)
= Wrk−1Ψ(r+r−1) +Hrk−1Ψ(r+r−1)w
= W(1+r−2)rkΨ +H(1+r−2)rkΨw.
Using (1.6.3) again, it follows that
(Wrk−1Ψ +Hrk−1Ψw)`0(W(r+r−1)I +H(r+r−1)w) = W(1+r−2)I`0(WrkΨ +HrkΨw), (9.1.2)
due to the fact that H(1+r−2)w = 0 (since (1 + r−2)w is a “minus factor”).
Let f ∈Mk. Then
0 = W(1+r−2)I`0(WrkΨ +HrkΨw)f
= (Wrk−1Ψ +Hrk−1Ψw)`0(W(r+r−1)I +H(r+r−1)w)f,
i.e., (W(r+r−1)I + H(r+r−1)w)f ∈ ker(Wrk−1Ψ + Hrk−1Ψw) = Mk−1. Thus, we proved that
the operator V maps Mk into Mk−1. In the same way, this operator maps Mk+1 into Mk
and we conclude that the quotient mapping V ′ is well-defined.
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To prove that V ′ is injective, we have to show that its kernel is trivial.
Let f ∈ Mk such that V f ∈ Mk. This means that (W(r+r−1)I + H(r+r−1)w)f ∈ Mk.
Using (9.1.2), we conclude that
(WrkΨ +HrkΨw)`0(W(r+r−1)I +H(r+r−1)w)f = W1+r−2`0(Wrk+1Ψ +Hrk+1Ψw)f.
Since (1 + r−2)I is an invertible element in [C(R˙)]2N×2N and wind(W(1+r−2)I) = 0, we
conclude that the kernel of W(1+r−2)I is trivial (recall the Coburn-Simonenko Theorem
[17, Theorem 2.5]). It follows that f ∈ ker(Wrk+1Ψ + Hrk+1Ψw) = Mk+1, and thus the
kernel of V ′ is trivial.
Corollary 9.1.4. Let Ψ ∈ [L∞(R)]2N×2N . Then the sequence (αk) defined by
αk = dim(Mk−1/Mk)
is monotonically decreasing and takes its value in the set {0, · · · , 2N}. More precisely,
αk = 0 for all sufficiently large k ∈ Z and αk = 2N for all sufficiently small k ∈ Z. For
all the other values of k ∈ Z, αk is a strictly decreasing sequence.
Proof. By Theorem 9.1.3 (ii), the numbers αk are well-defined and take their values in
the set {0, · · · , 2N}.
Consider all the elements αk for which 0 < αk < 2N . Since from the statement (iii)
of Theorem 9.1.3, the application V ′ is injective, we can conclude that
dim(Mk/Mk+1) < dim(Mk−1/Mk).
Thus, αk is a strictly decreasing sequence for all k ∈ Z such that 0 < αk < 2N .
Assume now that, for some n ∈ Z, we have αn = 0. Then αk = 0 for all k ≥ n. In
fact, if αk 6= 0 for k > n, then the application V ′ wouldn’t be injective. For the same
reason, and because αk is not greater that 2N , it follows that if αn′ = 2N for some n′ ∈ Z,
then αk = 2N for all k > n′.
As a first consequence of the above corollary, we have that all spaces Mk are simulta-
neously finite or infinite dimensional. Since the dimensions of the coker(WrkΨ+HrkΨw) are
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equal to dimker(W
r−kΨT+Hr−kwΨT ), we also conclude that all spaces coker(WrkΨ+HrkΨw)
are simultaneously finite or infinite dimensional. Here, it is valuable to mention that when
working with ker(W
r−kΨT +Hr−kwΨT ) instead of the above ker(WrkΨ+HrkΨw), all the cor-
responding conclusions can be made. This is due to the circumstance that working with
wΨ
T is equivalent (to this matter) as working with Ψw since we may look to wΨT in
the form (wΨTw)w where the initial structure can be recognized (and the initial classes
are preserved). Additionally, for the present w, we observe that w∗ = w; cf. (1.7.4).
Therefore, we will assemble in the next result some consequences just obtained.
Theorem 9.1.5. For k1, k2 ∈ Z, the dimensions of Mk1 and Mk2 are simultaneously
finite or infinite and, analogously, the same conclusion is valid for the dimensions of
coker(Wrk1Ψ +Hrk1Ψw) and coker(Wrk2Ψ +Hrk2Ψw).
In what follows we will use the notation W 0Ψ := F−1Ψ · F .
Proposition 9.1.6. Let Ψ ∈ [L∞(R)]2N×2N and M+∞ =
⋂
k∈ZMk. Then M+∞ is a closed
linear subspace of [L2(R)]2N which can be characterized as
M+∞ = ker(W 0Ψ(I + wJ)) = {f ∈ [L2+(R)]2N : (I + wJ)f ∈ kerW 0Ψ}. (9.1.3)
Moreover, the following assertions are equivalent:
(a) dim(Mk−1/Mk) = 0 for all sufficiently large k;
(b) dim(Mk/M+∞) = 0 for all sufficiently large k;
(c) dim(Mk/M+∞) <∞ for some k ∈ Z;
(d) dim(Mk/M+∞) <∞ for each k ∈ Z.
If these conditions are satisfied, then
dim(Mk/M+∞) =
+∞∑
j=k+1
αj. (9.1.4)
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Proof. Let us first prove that kerW 0Ψ(I + wJ) ⊆ M+∞. From Theorem 9.1.3, we have
that M+∞ is a closed linear subspace of [L2(R)]2N . Since
WrkΨ +HrkΨw = r+W
0
rkΨ(I + wJ) = r+W
0
rkIW
0
Ψ(I + wJ),
it results that kerW 0Ψ(I + wJ) ⊆M+∞.
To prove the other inclusion, consider f ∈M+∞, i.e, f ∈Mk for each k ∈ Z. Then,
0 = r+W
0
rkΨ(I + wJ)f = r+W
0
rkIW
0
Ψ(I + wJ)f = WrkIW
0
Ψ(I + wJ)f.
From [17, Theorems 2.15 and 2.6b] we have that the kernel of WrkI is trivial when k
tends to +∞. Consequently, W 0Ψ(I + wJ)f = 0, i.e., f ∈ kerW 0Ψ(I + wJ).
The second description of M+∞ follows from the definition of kernel.
(a)⇒ (b) Let dim(Mk−1/Mk) = 0 for all k ≥ n (for a large n). This means that Mk−1 = Mk
for all k ≥ n. From Theorem 9.1.3, we have that Mk ⊆ Mk−1 for all k ∈ Z. Thus,
M+∞ =Mk−1 for all k ≥ n.
(b)⇒ (c) This implication is obvious.
(c)⇒ (d) We have that M+∞ ⊆ Mk ⊆ Mk−1. It follows that the linear space (Mk−1/Mk) is
isomorphic to (Mk−1/M+∞)/(Mk/M+∞). Since the dimension of Mk/Mk−1 is finite,
we obtain that Mk/M+∞ is finite dimensional and the result is obtained.
(d)⇒ (a) First note that
dim(Mk/M+∞) = dim(Mk/Mk+1) + dim(Mk/M+∞)
= αk+1 + dim(Mk/M+∞). (9.1.5)
We can apply formula (9.1.5) successively and obtain
dim(Mk/M+∞) =
n∑
j=k+1
dim(Mj−1/Mj) + dim (Mn/M+∞)
=
n∑
j=k+1
αj + dim(Mn/M+∞).
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for n > k. If we assume that αk is not equal to zero for all sufficiently large k, then
since αk is monotonically decreasing, we have that αk ≥ 1. If we fix k in the above
equation and let n tend to +∞, we obtain a contradiction. Hence, αk = 0 for all
sufficiently large k.
Finally, we remark that formula (9.1.4) follows from the previous identity. The proof is
completed.
Having in mind Theorem 9.1.3 (from where we derive that dimMk ≤ dimMk−1 for
k ∈ Z) and Corollary 9.1.4, the following can now be stated.
Corollary 9.1.7. Let k ∈ Z+0 .
(i) If dimM0 > 0, then dimM−k ≥ k + 1;
(ii) If dimM0 ≤ k, then Mk = {0}. In particular, if d = dimM0 <∞, then Md = {0}.
(iii) If M0 = {0}, then Mk = {0}.
Theorem 9.1.8. If dimMk <∞, then for k ∈ Z+0 ,
dimMk ≥ dimM0 − 2kN.
Proof. Using the fact that dim(Mk−1/Mk) = dimMk−1 − dimMk, we conclude that
dimMk = dimM0 −
k∑
j=1
dim(Mj−1/Mj).
From Theorem 9.1.3 (ii), we have that dim(Mj−1/Mj) ≤ 2N for each j ∈ Z. Thus, we
conclude that, for k ∈ Z+0 ,
dimMk ≥ dimM0 − 2kN.
As consequence of Theorem 9.1.8, taking into account that
WΨ +HΨw = Wr|k|(rkΨ) +Hr|k|(rkΨ)w
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if k ≤ 0, and
dim coker(WrkΨ +HrkΨw) = dimker(Wr−kΨT +Hr−kwΨT ),
we have the following corollary.
Corollary 9.1.9. (i) If dimM0 <∞, then
dimMk ≤ dimM0 + 2N |k|, in case k ∈ Z−0 .
(ii) If dim coker(WΨ +HΨw) <∞, then
dim coker(WrkΨ +HrkΨw) ≤ dim coker(WΨ +HΨw) + 2kN, if k ∈ Z+0 ,
dim coker(WrkΨ +HrkΨw) ≥ dim coker(WΨ +HΨw)− 2|k|N, if k ∈ Z−0 .
Theorem 9.1.10. Let d = dimM0, with 0 < d < ∞. Then, there exists k0 ∈ Z+, with
d
2N
≤ k0 ≤ d such that Mk = {0} for all k ≥ k0 and {0} 6=Mk0−1 (k ∈ Z).
Proof. From Proposition 9.1.7 and Proposition 9.1.2, we have that Md = {0} and Mk ⊆
Md. It follows that d is a strict upper bound of the set K = {k ∈ Z+ :Mk 6= {0}}. Taking
k0 = maxK + 1, we have k0 ≤ d and Mk0 = {0}. Consequently, from Proposition 9.1.2,
it follows that Mk = {0} for all k ≥ k0.
Since k0 − 1 ∈ K, it results that Mk0−1 6= {0}. From Theorem 9.1.8, we have that
0 = dimMk0 ≥ d− 2k0N.
Thus k0 ≥ d2N .
By Theorems 9.1.5, 9.1.10, and the following identity
dimker(WΨ +HΨw)
∗ = dim coker(W
Ψ
T +H
wΨ
T ),
we obtain the following conclusion.
Corollary 9.1.11. (i) dimM0 < ∞ if and only if Mk = {0}, for some k ∈ Z. More-
over, if for some k ∈ Z we have Mk = {0}, then
dimM0 ≤ max{0, 2kN}.
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(ii) dim coker(WΨ + HΨw) < ∞ if and only if coker(WrkΨ + HrkΨw) = {0}, for some
k ∈ Z. Additionally, in case for some k ∈ Z we have coker(WrkΨ +HrkΨw) = {0},
then
dim coker(WΨ +HΨw) ≤ max{0,−2kN}.
9.2 On the Fredholm index of Wiener-Hopf plus Hankel
operators
Proposition 9.2.1. Let Ψ ∈ [L∞(R)]2N and k ∈ Z. If WΨ+HΨw is a Fredholm operator
on [L2+(R)]2N , then WrkΨ + HrkΨw is a Fredholm operator on [L2+(R)]2N . Moreover, the
Fredholm index is given by
Ind(WrkΨ +HrkΨw) = Ind(WΨ +HΨw)− 2kN.
Proof. From formula (1.6.3), we conclude that
WrkΨ +HrkΨw = WrkI`0(WΨ +HΨw) +Hrkw`0(WweΨw +HweΨ).
Observing that the Hankel operator Hrkw is compact [17, Theorem 2.11], we obtain
WrkΨ +HrkΨw = WrkI`0(WΨ +HΨw) +K, (9.2.1)
where K is a compact operator.
The property of possessing a right/left Fredholm regularizer is equivalent to say that a
right/left inverse of the corresponding operator modulo the ideal of compact operators in
the Calkin algebra exists. Since WrkI is the inverse of Wr−kI modulo a compact operator
(for all k ∈ Z), we conclude that if WΨ + HΨw possesses a Fredholm regularizer, then
WrkΨ + HrkΨw also possesses a Fredholm regularizer. Consequently, if WΨ + HΨw is
Fredholm then WrkΨ +HrkΨw is also Fredholm.
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Relying on (9.2.1), we obtain
Ind(WrkΨ +HrkΨw) = Ind(WrkI`0(WΨ +HΨw))
= Ind(WrkI) + Ind(WΨ +HΨw)
= −2kN + Ind(WΨ +HΨw),
which concludes the proof.
9.3 Additional consequences
If we add some extra properties in the symbols of the Wiener-Hopf plus Hankel
operator, then some additional conclusions can be made. This is the case if we assume
some rk–perturbed asymmetric factorization for Φ [43], as in the next theorem.
Theorem 9.3.1. For Ψ ∈ [L∞(R)]2N×2N , let Φ be of the form
Φ = rkΘ−ΨΘe,
with k ∈ Z, Θ±1− ∈ [H∞− (R)]2N×2N , Θ±1e ∈ [L∞(R)]2N×2N and Θe = wΘ˜ew. Then,
(a) ker(WΦ +HΦw) is isomorphic to ker(WrkΨ +HrkΨw);
(b) dimker(WΦ +HΦw) <∞ if and only if dimker(WΨ +HΨw) <∞. Additionally, in
case dimker(WΦ +HΦw) <∞, we have
(i) dimker(WΨ+HΨw)−2Nk ≤ dimker(WΦ+HΦw) ≤ dimker(WΨ+HΨw)+2Nk,
if k ∈ Z+0 ;
(ii) dimker(WΨ +HΨw) ≤ dimker(WΦ +HΦw) ≤ dimker(WΨ +HΨw) + 2N |k|, if
k ∈ Z−0 .
Proof. (a) Let us take f ∈ [L2+(R)]2N . The following equivalences hold true due to the
kernel definition and the properties of the involved factors, with relevance to the fact
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that Θe is an even factor in the sense that Θe = wΘ˜ew. Additionally, (I +wJ)/2 is
a projector in the corresponding even space.
f ∈ ker(WΨ +HΨw) ⇔ r+F−1rkΘ−ΨΘeF(I + wJ)f = 0
⇔ rkΘ−ΨΘeF(I + wJ)f ∈ [H2−(R)]2N
⇔ rkΨΘeF(I + wJ)f ∈ [H2−(R)]2N
⇔ rkΨΘe(I + wJ)Ff ∈ [H2−(R)]2N
⇔ rkΨ(I + wJ)Θe(I + wJ)Ff ∈ [H2−(R)]2N
⇔ F−1Θe(I + wJ)Ff ∈ ker(WrkΨ +HrkΨw).
Finally, having in mind that the multiplication by Θe in the just mentioned even
space is an isomorphism, we conclude that ker(WΦ+HΦw) is isomorphic to ker(WrkΨ+
HrkΨw).
(b) We can derive from (a) and from the relations between ker(WΨ+HΨw) and ker(WrkΨ+
HrkΨw) stated in Theorem 9.1.8 and Corollary 9.1.9 (i) (to prove (i)), and Proposi-
tion 9.1.2 and Corollary 9.1.9 (i) (to prove (ii)).
9.4 Example
In view of presenting a simple example of possible applications of the just obtained
results, we will restrict our considerations to the scalar case N = 1. Recall that r(x) :=
r = (x− i)/(x+ i).
Let us consider the Wiener-Hopf plus Hankel operator Wφ1 +Hφ2 with
φ1(x) =
(
x− i
x+ i
)−2
= r−2, φ2(x) =
ix+ 1
x+ i
= ir. (9.4.1)
From Corollary 1.7.5, we have that
dimker(WΦ1 +HΦ2) = dimker(WΨ +HΨw),
dim coker(WΦ1 +HΦ2) = dim coker(WΨ +HΨw),
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where
Ψ =
 r−2 ir
0 1
 . (9.4.2)
Observing that
r−1Ψ =
 r−3 i
0 r−1
 ,
we obtain that Wr−1Ψ +Hr−1Ψw = Wr−1Ψ, since Hr−k = 0 for k ≤ 0. Thus,
M−1 = ker(Wr−1Ψ +Hr−1Ψw) = ker(Wr−1Ψ).
Since r−1Ψ admits a right Wiener-Hopf factorization
r−1Ψ =
 r−3 i
0 r−1
 =
 r−3 0
0 r−1
 1 ir3
0 1
 ,
from Simonenko’s theorem (cf. [17, Theorem 6.5]), it follows that
dimker(Wr−1Ψ +Hr−1Ψw) = dimker(Wr−1Ψ) = 4,
dim coker(Wr−1Ψ +Hr−1Ψw) = dim coker(Wr−1Ψ) = 0.
Consequently,
Ind(Wr−1Ψ +Hr−1Ψw) = 4. (9.4.3)
From Corollary 9.1.11(ii), we have
dim coker(WΨ +HΨw) ≤ max{0, 2} = 2.
Additionally, from Corollary 9.1.11, Proposition 9.2.1 and (9.4.3), we have that
Ind(WΨ +HΨw) = 2.
Thus, it follows that
2 ≤ dimker(WΨ +HΨw) ≤ 4.
We have just concluded that
2 ≤ dimker(Wφ1 +Hφ2) ≤ 4,
0 ≤ dim coker(Wφ1 +Hφ2) ≤ 2,
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such that
dimker(Wφ1 +Hφ2)− dim coker(Wφ1 +Hφ2) = 2 = Ind(Wφ1 +Hφ2),
with φ1 and φ2 defined in (9.4.1).
Chapter 10
Wiener-Hopf-Hankel operators on
weighted Lebesgue spaces
In this last chapter, we turn to the framework of weighted Lebesgue Lp spaces (with
1 < p <∞), where we will consider Wiener-Hopf-Hankel operators with almost periodic,
semi-almost periodic and piecewise almost periodic Fourier symbols.
10.1 Preliminaries
Let E be a connected subspace of R. A (Lebesgue) measurable function w : E →
[0,∞] is called a weight if w−1({0,∞}) has (Lebesgue) measure zero. For 1 < p <∞, we
denote by Lp(R, w) the usual Lebesgue space with the norm
||f ||p,w :=
(∫
R
|f(x)|pw(x)pdx
) 1
p
.
For 1 < p <∞, we denote by Ap(R) the set of all weights w on R for which the Cauchy
singular integral operator SR, given by
(SRf)(x) = lim
²→0
1
pii
∫
R\(x−²,x+²)
f(t)
t− xdt, x ∈ R,
is bounded on the space Lp(R, w). The weights w ∈ Ap(R) are called Muckenhoupt
weights.
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An essentially bounded function φ ∈ L∞(R) is a Fourier multiplier on Lp(R, w) if the
map f 7→ F−1φFf maps L2(R)∩Lp(R, w) into itself and extends to a bounded operator
on Lp(R, w) (notice that L2(R) ∩ Lp(R, w) is dense in Lp(R, w) whenever w is in Ap(R)).
Let Mp,w stand for the set of all Fourier multipliers on Lp(R, w). For w ∈ Ap(R) define
H∞p,w,± := H
∞
± ∩Mp,w.
We will denote by A0p(R) the set of all weights w ∈ Ap(R) for which the functions
eλ : x 7→ eiλx belong to Mp,w, for all λ ∈ R, and denote by Aep(R) the subspace of all
weights w ∈ Ap(R) for which Jw = w. Additionally, let Ae,0p (R) := A0p(R) ∩ Aep(R).
We shall use Lp+(R, w) to denote the subspace of Lp(R, w) formed by all the functions
supported in the closure of R+ = (0,+∞).
In what follows we consider Wiener-Hopf plus and minus Hankel operators of the
form
Wφ ±Hφ : Lp+(R, w)→ Lp(R+, w), 1 < p <∞ (10.1.1)
with Wφ and Hφ being Wiener-Hopf and Hankel operators defined by
Wφ = r+F−1φ · F and Hφ = r+F−1φ · FJ ,
respectively, where r+ represents the operator of restriction from Lp(R, w) into Lp(R+, w),
φ ∈ Mp,w is the so-called Fourier symbol and w ∈ Aep(R). For such Fourier symbol and
weight, the operators in (10.1.1) are bounded.
For R˙ = R∪{∞}, we denote by Cp,w(R˙) (resp. PCp,w(R˙)) the closure inMp,w of the
set of all functions φ ∈ C(R˙) (φ ∈ PC(R˙)) with finite total variation.
Let 1 < p <∞ and w ∈ Ap(R). Then each of the sets
Ix(p, w) := {λ ∈ R : |(ξ − x)/(ξ + i)|λw(ξ) ∈ Ap(R)}, x ∈ R,
I∞(p, w) := {λ ∈ R : |ξ + i|−λw(ξ) ∈ Ap(R)} (10.1.2)
is an open interval of length no grater than 1 which contains the origin:
Ix(p, w) = (−ν−x (p, w), 1− ν+x (p, w)), x ∈ R˙, (10.1.3)
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with 0 < ν−x (p, w) ≤ ν+x (p, w) < 1. Let ν ∈ (0, 1). The set {e2pi(x+iν) : x ∈ R} is a ray
starting at the origin and making the angle 2piν ∈ (0, 2pi) with the positive real half-line.
For z1, z2 ∈ C, the Möbius transform
Mz1,z2(ζ) :=
z2ζ − z1
ζ − 1 (10.1.4)
maps 0 to z1 and ∞ to z2. Thus,
A(z1, z2; ν) := {Mz1,z2(e2pi(x+iν)) : x ∈ R} ∪ {z1, z2} (10.1.5)
is a circular arc between z1 and z2 (which contains its endpoints z1 and z2). Finally,
given 0 < ν1 ≤ ν2 < 1, we put H(z1, z2; ν1, ν2) :=
⋃
ν∈[ν1,ν2]A(z1, z2; ν), and refer to
H(z1, z2; ν1, ν2) as the horn between z1 and z2 determined by ν1 and ν2.
10.1.1 Operator identities for Wiener-Hopf plus Hankel operators
In order to obtain an invertibility characterization for the Wiener-Hopf plus Han-
kel operators under study, we will take profit of some global factorization properties of
those operators. By analogy with [17, Proposition 2.10], we derive the following relations
between Wiener-Hopf and Hankel operators defined in weighted Lp-spaces.
Proposition 10.1.1. Let w ∈ Aep(R) and φ, ϕ ∈Mp,w. Then
Wφϕ = Wφ`0Wϕ +Hφ`0Heϕ (10.1.6)
Hφϕ = Wφ`0Hϕ +Hφ`0Weϕ, (10.1.7)
where `0 : Lp(R+, w)→ Lp+(R, w) denotes the zero extension operator.
From the identities (10.1.6)–(10.1.7), it follows that
Wφϕ +Hφϕ = Wφ`0(Wϕ +Hϕ) +Hφ`0(Weϕ +Heϕ) (10.1.8)
and
Wφϕ +Hφϕ = (Wφ +Hφ)`0(Wϕ +Hϕ) +Hφ`0(Weϕ−ϕ +Heϕ−ϕ). (10.1.9)
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Due to this last result, if we consider φ ∈ H∞p,w,− or ϕ being an even function, then
we obtain a multiplicative relation
Wφϕ +Hφϕ = (Wφ +Hφ)`0(Wϕ +Hϕ). (10.1.10)
Note that if φ ∈ H∞p,w,−, then Hφ = 0.
Attending to the previous results, we obtain the following proposition.
Proposition 10.1.2. Let w ∈ Aep(R) and φ, ψ, ϕ ∈ Mp,w. If φ ∈ H∞p,w,− and ϕ = ϕ˜,
then
Wφψϕ +Hφψϕ = (Wφ +Hφ)`0(Wψ +Hψ)`0(Wϕ +Hϕ)
= Wφ`0(Wψ +Hψ)`0(Wϕ +Hϕ). (10.1.11)
10.1.2 Operator relations
In the following theorem, we describe an equivalence relation between Wiener-Hopf
plus and minus Hankel operators and Wiener-Hopf operators. This result is proved in a
similar way to the proof of Theorem 1.7.3 in Chapter 1, taking into account the necessary
changes for the present Lp(R+, w) case instead of L2(R+) spaces. Therefore, its proof is
omitted in here.
Theorem 10.1.3. Let φ ∈ GMp,w and w ∈ Aep(R), 1 < p < ∞. There are explicitly
given bounded invertible operators E and F such that Wφ +Hφ 0
0 Wφ −Hφ
 = E
 Wφgφ−1 0
0 r+ILp+(R,w)
F : [Lp+(R, w)]2 → [Lp(R+, w)]2.
(10.1.12)
10.2 Wiener-Hopf-Hankel operators with APp,w sym-
bols
Let APp,w denote the closure of the set of all almost periodic functions in Mp,w. For
w ∈ Ap(R) set AP±p,w = APp,w ∩H∞p,w,±.
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10.2.1 APp,w factorizations
Since our results will be obtained through certain factorizations within the framework
of APp,w, we will therefore recall the notions of APp,w asymmetric factorization and right
APp,w factorization.
Definition 10.2.1. We say that a function φ ∈ GAPp,w admits an APp,w asymmetric
factorization if it can be represented in the form
φ = φ−eλφe, (10.2.1)
where φ− ∈ GAP−p,w, φe ∈ GMp,w, φ˜e = φe and λ ∈ R.
Definition 10.2.2. A function φ ∈ GAPp,w admits a right APp,w factorization if it is
possible to write
φ = φ−eλφ+, (10.2.2)
where φ− ∈ GAP−p,w, φ+ ∈ GAP+p,w and λ ∈ R.
Analogously to [74, Proposition 3.1.12], we can establish a relation between the APp,w
asymmetric factorization and the right APp,w factorization.
Theorem 10.2.1. Let φ ∈ GAPp,w. If φ admits a right APp,w factorization,
φ = ϕ−eλϕ+,
then φ admits an APp,w asymmetric factorization
φ = φ−eλφe,
with φ− = ϕ−ϕ˜−1+ and φe = ϕ˜+ϕ+.
In the next proposition, which is derived in an analogous manner as [74, Proposition
1.3.5], we describe the Wiener-Hopf plus Hankel operators with even symbols.
Proposition 10.2.2. If w ∈ Aep(R), φe ∈ GMp,w and φ˜e = φe, then Wφe + Hφe is
invertible and its inverse is the operator
`0(Wφ−1e +Hφ−1e )`0 : L
p(R+, w)→ Lp+(R, w).
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10.2.2 Invertibility characterization
In this section, we present an invertibility and semi-Fredholm criteria for the Wiener-
Hopf plus Hankel operators with APp,w Fourier symbols. For this purpose, we will first
recall a known result for Wiener-Hopf operators with such Fourier symbols.
Theorem 10.2.3. ([60, Proposition 4.1]) Let 1 < p <∞, w ∈ A0p(R) and φ ∈ APp,w\{0}.
(a) If φ /∈ GAPp,w, then Wφ is not semi-Fredholm on the space Lp+(R, w).
(b) If φ ∈ GAPp,w and k(φ) < 0, then Wφ is properly d-normal and right-invertible on
the space Lp+(R, w).
(c) If φ ∈ GAPp,w and k(φ) > 0, then Wφ is properly n-normal and left-invertible on
the space Lp+(R, w).
(d) If φ ∈ GAPp,w and k(φ) = 0, then Wφ is invertible on the space Lp+(R, w).
Motivated by this last result, the main purpose of the present section is to establish an
analogue invertibility and semi-Fredholm criterion for Wiener-Hopf plus Hankel operators
acting between Lp spaces (1 < p <∞) with Muckenhoupt weights w ∈ Ae,0p (R), and with
APp,w Fourier symbols.
Theorem 10.2.4. Let φ ∈ GAPp,w\{0}, w ∈ Ae,0p (R), consider
Wφ +Hφ : L
p
+(R, w)→ Lp(R+, w),
and suppose that φ admits an APp,w asymmetric factorization φ = φ−eλφe.
(a) If λ < 0, then Wφ +Hφ is properly d-normal and right-invertible;
(b) If λ > 0, then Wφ +Hφ is properly n-normal and left-invertible;
(c) If λ = 0, then Wφ +Hφ is invertible.
Therefore, if Wφ +Hφ is a Fredholm operator then Wφ +Hφ is invertible.
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Proof. By hypothesis, φ admits an APp,w asymmetric factorization
φ = φ−eλφe.
If λ < 0, then eλ ∈ AP−p,w. Since AP−p,w = APp,w ∩ H∞p,w,− it holds that eλ ∈ H∞p,w,−.
Moreover, from Proposition 10.1.2, we obtain
Wφ +Hφ = Wφ−`0Weλ`0(Wφe +Hφe). (10.2.3)
Considering that φ− ∈ GAP−p,w, from the characterization of GAP−p,w we guarantee the
existence of a function ψ ∈ AP−p,w such that φ− = eψ (cf. [17, Lemma 3.4]). Thus, the
mean motion of φ− is zero and, by Theorem 10.2.3, Wφ− is invertible (by the operator
`0Wφ−1− `0 : L
p(R+, w)→ Lp+(R, w)). In addition, the operator Wφe +Hφe is also invertible
due to Proposition 10.2.2. Since
`0 : L
p(R+, w)→ Lp+(R, w)
is an invertible operator, (10.2.3) shows that Wφ +Hφ is equivalent to Weλ . Taking into
account that the mean motion of eλ is λ, and λ < 0, it follows from Theorem 10.2.3
that Weλ is properly d-normal and right-invertible. Consequently, due to the equivalence
relation (10.2.3), Wφ +Hφ is properly d-normal and right-invertible and this proves part
(a).
Part (b) is proved in an equal way (and therefore it is omitted here).
Let us now suppose λ = 0. Then φ = φ−φe and Wφ+Hφ = Wφ−`0(Wφe+Hφe). Since
Wφ− and Wφe + Hφe are invertible, then Wφ + Hφ is also invertible, and therefore, the
proof of part (c) is complete.
Remark 10.2.1. We would like to point out that instead of considering an APp,w asym-
metric factorization, in the last theorem we could assume a right APp,w factorization and
obtain a corresponding result. This is the case because from Theorem 10.2.1 we already
know that the second factorization implies a factorization of the first kind.
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10.2.3 Formulas for the inverses
In the present section we obtain the representation of generalized/one-sided/two-sided
inverses of Wφ +Hφ based on factorizations of the Fourier symbol.
Theorem 10.2.5. Let w ∈ Ae,0p (R). If φ ∈ GAPp,w admits an APp,w asymmetric factor-
ization
φ = φ−eλφe,
then a reflexive generalized inverse of Wφ +Hφ is defined by
(Wφ +Hφ)
− = `0r+F−1φ−1e · F`er+F−1e−λ · F`0r+F−1φ−1− · F`
: Lp(R+, w)→ Lp+(R, w), (10.2.4)
where φ−1e , e−λ and φ
−1
− are the inverses of corresponding factors of an APp,w asymmetric
factorization of φ, ` : Lp(R+, w)→ Lp(R, w) denotes an arbitrary extension operator and
`e denotes the even extension operator on Lp(R+, w).
Moreover:
(i) if λ < 0, then (Wφ +Hφ)− is the right-inverse of Wφ +Hφ;
(ii) if λ > 0, then (Wφ +Hφ)− is the left-inverse of Wφ +Hφ;
(iii) if λ = 0, then (Wφ +Hφ)− is the inverse of Wφ +Hφ.
Proof. Noticing that ILp+(R,w) + J = `
er+, we may write the Wiener-Hopf plus Hankel
operator as
Wφ +Hφ = r+F−1φ · F`er+.
Consequently, it follows that
Wφ +Hφ = r+A−EAe`er+, (10.2.5)
where A− = F−1φ− · F , E = F−1eλ · F and Ae = F−1φe · F .
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(i) If λ < 0, then
(Wφ +Hφ)(Wφ +Hφ)
− = r+A−EAe`er+`0r+A−1e `
er+E
−1`0r+A−1− `
= r+A−EAe`er+A−1e `
er+E
−1`0r+A−1− `,
where `0r+ was omitted because r+`0r+ = r+. Since A−1e preserves the even property of
its symbol, we may also drop the first `er+ and obtain
(Wφ +Hφ)(Wφ +Hφ)
− = r+A−E`er+E−1`0r+A−1− `. (10.2.6)
Additionally, since in the present case E is a minus factor (λ < 0), it follows (also due to
the structure of E) that E−1 is a plus type factor. Due to this fact and to the properties
of A−, we may also omit the first `er+. It results that
(Wφ +Hφ)(Wφ +Hφ)
− = r+A−`0r+A−1− ` = r+` = ILp(R+,w). (10.2.7)
(ii) If λ > 0, consider
(Wφ +Hφ)
−(Wφ +Hφ) = `0r+A−1e `
er+E
−1`0r+A−1− `r+A−EAe`
er+. (10.2.8)
In this case, E−1 is a minus type factor and for this reason `er+E−1`0r+ = `er+E−1. The
same reasoning applies to the factor A−1− , and therefore we obtain
(Wφ +Hφ)
−(Wφ +Hφ) = `0r+A−1e `
er+Ae`
er+ = `0r+`
er+ = `0r+ = ILp+(R,w), (10.2.9)
where we took into account that `er+Ae`er+ = Ae`er+.
(iii) From the last two cases (i) and (ii), it directly follows that in the case of λ = 0
the operator (Wφ +Hφ)
− is the two-sided inverse of Wφ +Hφ.
Finally, noticing that all the above situations are stronger than
(Wφ +Hφ)(Wφ +Hφ)
−(Wφ +Hφ) = Wφ +Hφ,
(Wφ +Hφ)
−(Wφ +Hφ)(Wφ +Hφ)− = (Wφ +Hφ)−,
we conclude that in all cases (Wφ +Hφ)− is a reflexive generalized inverse of the Wiener-
Hopf plus Hankel operator Wφ +Hφ.
134 10. Wiener-Hopf-Hankel operators on weighted Lebesgue spaces
10.3 Wiener-Hopf-Hankel operators with SAPp,w sym-
bols
Let SAPp,w denote the smallest closed subalgebra ofMp,w that contains Cp,w(R) and
APp,w. It is clear that SAPp,w ⊂ SAP ⊂ L∞(R).
The following theorem is an analogue to the well-known Sarason’s result.
Theorem 10.3.1. ([60, Theorem 3.1]) Let 1 < p < ∞, w ∈ A0p(R) and let u be a
monotonically increasing real-valued function in C(R) such that u(−∞) = 0 and u(+∞) =
1. Then, every function φ ∈ SAPp,w can be uniquely represented in the form
φ = (1− u)φ` + uφr + φ0,
where φ`, φr ∈ APp,w, φ0 ∈ Cp,w(R˙) and φ0(∞) = 0. The maps φ 7→ φ` and φ 7→ φr
are (continuous) Banach algebra homomorphisms of SAPp,w onto APp,w of norm 1, where
||φ||p,w = ||W 0φ ||L(Lp(R,w)).
10.3.1 Semi-Fredholm theory
We start by recalling an analogue of Duduchava-Saginashvili theorem for weighted
Lebesgue spaces Lp(R+, w) with Muckenhoupt weights w ∈ A0p(R).
Theorem 10.3.2. ([60, Proposition 4.7]) Let φ ∈ SAPp,w\{0}, 1 < p <∞, w ∈ A0p(R).
(a) If φ /∈ GSAP , then Wφ is not semi-Fredholm on Lp+(R, w).
(b) If φ ∈ GSAP and k(φ`)k(φr) < 0, then Wφ is not semi-Fredholm on Lp+(R, w).
(c) If φ ∈ GSAP , k(φ`)k(φr) ≥ 0 and k(φ`) + k(φr) > 0, then Wφ is properly n-normal
on Lp+(R, w).
(d) If φ ∈ GSAP , k(φ`)k(φr) ≥ 0 and k(φ`) + k(φr) < 0, then Wφ is properly d-normal
on Lp+(R, w).
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(e) If φ ∈ GSAP , k(φ`) = k(φr) = 0 and 0 /∈ H(d(φr),d(φ`); ν−0 (p, w), ν+0 (p, w)), then
Wφ is Fredholm on Lp+(R, w).
(f) If φ ∈ GSAP , k(φ`) = k(φr) = 0 and 0 ∈ H(d(φr),d(φ`); ν−0 (p, w), ν+0 (p, w)), then
Wφ is not semi-Fredholm on Lp+(R, w).
Motivated by this result, we establish an analogue invertibility and semi-Fredholm
criterion for Wiener-Hopf plus/minus Hankel operators acting between Lp spaces (1 <
p <∞) with Muckenhoupt weights w ∈ A0,ep (R), and with SAPp,w Fourier symbols.
Theorem 10.3.3. Let φ ∈ GSAPp,w, 1 < p < ∞, w ∈ Ae,0p (R) and consider Wφ ±Hφ :
Lp+(R, w)→ Lp(R+, w).
(a) If k(φ`) + k(φr) < 0, then at least one of the operators Wφ + Hφ and Wφ − Hφ is
properly d-normal.
(b) If k(φ`) + k(φr) > 0, then at least one of the operators Wφ + Hφ and Wφ − Hφ is
properly n-normal.
(c) If k(φ`) + k(φr) = 0 and 0 /∈ H
(
d(φr)
d(φ`)
, d(φ`)
d(φr)
; ν−0 (p, w), ν
+
0 (p, w)
)
, then Wφ +Hφ and
Wφ −Hφ are Fredholm.
(d) If k(φ`)+ k(φr) = 0 and 0 ∈ H
(
d(φr)
d(φ`)
, d(φ`)
d(φr)
; ν−0 (p, w), ν
+
0 (p, w)
)
, then at least one of
the operators Wφ +Hφ and Wφ −Hφ is not normally solvable.
Proof. From Theorem 10.3.1, we can write φ in the form φ = (1− u)φ`+ uφr +φ0, where
φ`, φr ∈ APp,w, φ0 ∈ Cp,w(R˙), φ0(∞) = 0 and u is a monotonically increasing real-valued
function in C(R) satisfying u(−∞) = 0 and u(+∞) = 1.
Taking into consideration Bohr’s theorem and the definition of the geometric mean
value, it follows that φ` = ek(φ`)d(φ`)e
w` and φr = ek(φr)d(φr)ewr with w`, wr ∈ APp,w,
M(w`) =M(wr) = 0 (and d(φ`)d(φr) 6= 0). Thus,
φ = (1− u)d(φ`)ek(φ`)ew` + ud(φr)ek(φr)ewr + φ0. (10.3.1)
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Due to the transfer of regularity properties from the Wiener-Hopf operator W
φgφ−1 to
the Wiener-Hopf plus and minus Hankel operators Wφ ± Hφ (as a consequence of The-
orem 10.1.3), we will first study the regularity properties of the Wiener-Hopf operator
Wφeφ−1 : Lp+(R, w)→ Lp(R+, w). As about its Fourier symbol we obtain
φφ˜−1 =
(1− u)d(φ`)ek(φ`)ew` + ud(φr)ek(φr)ewr + φ0
(1− u˜)d(φ`)e−k(φ`)efw` + u˜d(φr)e−k(φr)efwr + φ˜0 , (10.3.2)
being the almost periodic representatives of φφ˜−1 given by
(φφ˜−1)` =
d(φ`)
d(φr)
ek(φ`)+k(φr)e
w`−fwr , (φφ˜−1)r = d(φr)
d(φ`)
ek(φ`)+k(φr)e
wr−fw` .
From this, taking into account that w`, wr ∈ APp,w are such that M(w`) = M(wr) = 0
(which additionally implies that M(w˜`) =M(w˜r) = 0), we obtain
k((φφ˜−1)`) = k((φφ˜−1)r) = k(φ`) + k(φr), (10.3.3)
d((φφ˜−1)`) =
d(φ`)
d(φr)
=
[
d((φφ˜−1)r)
]−1
. (10.3.4)
Applying now Theorem 10.3.2 to the Wiener-Hopf operator W
φgφ−1 , it follows that:
(a) If k(φ`) + k(φr) < 0, then Wφgφ−1 is properly d-normal on Lp+(R, w);
(b) If k(φ`) + k(φr) > 0, then Wφgφ−1 is properly n-normal on Lp+(R, w);
(c) If k(φ`) + k(φr) = 0 and
0 /∈ H
(
d(φr)
d(φ`)
,
d(φ`)
d(φr)
; ν−0 (p, w), ν
+
0 (p, w)
)
, (10.3.5)
then W
φgφ−1 is a Fredholm operator on Lp+(R, w);
(d) If k(φ`) + k(φr) = 0 and 0 ∈ H
(
d(φr)
d(φ`)
, d(φ`)
d(φr)
; ν−0 (p, w), ν
+
0 (p, w)
)
, then W
φgφ−1 is not
normally solvable on Lp+(R, w).
To arrive at the final assertion, we will use the identity (10.1.12). In this way, we
get in cases (a) and (b) that diag[Wφ + Hφ,Wφ − Hφ] is properly d-normal or properly
n-normal, respectively. This means that at least in the case (a) or (b), one of the operators
Wφ +Hφ and Wφ −Hφ is properly d-normal or properly n-normal, respectively. In case
(d), we have that diag[Wφ + Hφ,Wφ − Hφ] is not normally solvable, which implies that
at least one of the operators Wφ +Hφ and Wφ −Hφ is not normally solvable.
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10.3.2 Fredholm index
In this section, our main purpose is to establish a formula for the Fredholm indices of
Wiener-Hopf plus Hankel and Wiener-Hopf minus Hankel operators. In the first place, we
will establish a formula for the sum of the Fredholm indices of Wiener-Hopf plus Hankel
and Wiener-Hopf minus Hankel operators and, in the second place, we will present a
formula for the Fredholm index of each one of those operators.
For this purpose, we just need to recall an important definition. If φ ∈ GC(R˙),
then indφ is an integer. The number of times that the curve traced out by the point
φ(x), as x moves from −∞ to +∞, surrounds the origin counter-clockwise is referred
to as the winding number of φ and denoted by windφ. For φ ∈ GSAPp,w such that
k(φ`) = k(φr) = 0 and 0 /∈ H(d(φr),d(φ`); ν−0 (p, w), ν+0 (p, w)) we define the winding
number of φ by
windφ = indφ− ν00(p, w) +
{
ν00(p, w) +
1
2pi
arg
d(φ`)
d(φr)
}
(10.3.6)
where ν00(p, w) := (ν
−
0 (p, w) + ν
+
0 (p, w))/2, {c} stands for the fractional part of the real
number c and indφ is the Cauchy index of φ presented in Lemma 7.3.1.
The following theorem provides a formula for the Fredholm index of Wiener-Hopf
operators with semi-almost periodic symbols on weighted Lp-spaces.
Theorem 10.3.4. ([60, Theorem 4.8]) If φ ∈ GSAPp,w, k(φ`) = k(φr) = 0 and
0 /∈ H(d(φr),d(φ`); ν−0 (p, w), ν+0 (p, w)), (10.3.7)
then the operator Wφ : Lp+(R, w)→ Lp(R+, w) is Fredholm and
IndWφ = −indφ+ ν00(p, w)−
{
ν00(p, w) +
1
2pi
arg
d(φ`)
d(φr)
}
. (10.3.8)
Our first aim is to obtain a formula for the sum of the Fredholm indices of Wφ +Hφ
and Wφ −Hφ.
Using the operator relation presented in Theorem 10.1.3, we conclude that
Ind[Wφ +Hφ] + Ind[Wφ −Hφ] = IndWφgφ−1 . (10.3.9)
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If W
φgφ−1 is a Fredholm operator, from (10.3.8), we obtain
IndW
φgφ−1 = −ind(φφ˜−1) + ν00(p, w)−
{
ν00(p, w) +
1
2pi
arg
d((φφ˜−1)`)
d((φφ˜−1)r)
}
. (10.3.10)
Recalling that (arg φ˜)(x) = (arg φ)(−x) and (arg φ−1)(x) = −(arg φ)(x), it holds that
(arg(φφ˜−1))(x) = (arg φ)(x) + (arg φ˜−1)(x) + 2kpi
= (arg φ)(x)− (arg φ)(−x) + 2kpi, k ∈ Z.
From the definition of Cauchy index (cf. Lemma 7.3.1), and since k(φ`) + k(φr) = 0
(cf. (10.3.3)), it follows that
ind(φφ˜−1) =
1
2pi
lim
α→∞
1
|Iα|
∫
Iα
((arg(φφ˜−1))(x)− (arg(φφ˜−1)(−x)))dx
=
1
2pi
lim
α→∞
1
|Iα|
∫
Iα
((arg φ)(x)− (arg φ)(−x)− (arg φ)(−x) + (arg φ)(x))dx
=
1
2pi
lim
α→∞
1
|Iα|
∫
Iα
2((arg φ)(x)− (arg φ)(−x))dx
= 2 indφ.
Moreover, recalling (10.3.4), it holds that
arg
d((φφ˜−1)`)
d((φφ˜−1)r)
= arg
((
d(φ`)
d(φr)
)2)
. (10.3.11)
Considering arg
(
d(φ`)
d(φr)
)
∈ (−pi
2
, pi
2
)
, it follows that
arg
((
d(φ`)
d(φr)
)2)
= 2arg
(
d(φ`)
d(φr)
)
. (10.3.12)
Thus, we have just concluded the following theorem.
Theorem 10.3.5. Let φ ∈ GSAPp,w such that k(φ`)+k(φr) = 0. If Wφ±Hφ are Fredholm
operators, then
Ind[Wφ +Hφ] + Ind[Wφ −Hφ] = −2 indφ+ ν00(p, w)−
{
ν00(p, w) +
1
pi
arg
(
d(φ`)
d(φr)
)}
,
(10.3.13)
when arg
(
d(φ`)
d(φr)
)
∈ (−pi
2
, pi
2
)
.
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In order to present a Fredholm index formula for Wiener-Hopf plus and minus Hankel
operators, we just need to consider some results for Wiener-Hopf operators with Cp,w(R˙)
Fourier symbols.
Theorem 10.3.6. ([17, Theorem 17.5]) Let φ ∈ Cp,w(R˙). The operator Wφ is Fredholm
on Lp+(R, w) if and only if φ(x) 6= 0 for all x ∈ R˙. In case of Fredholm property, we have
IndWφ = −windφ.
Theorem 10.3.7. Let φ ∈ GSAPp,w. If k(φ`) + k(φr) = 0 and if for 0 < λ ≤ 1,
0 /∈ H
((
d(φr)
d(φ`)
)λ
,
(
d(φ`)
d(φr)
)λ
; ν−0 (p, w), ν
+
0 (p, w)
)
, then Ind(Wφ ±Hφ) = −windρφ, where
ρφ(x) := φ(x)e
−(1−u(x))(ik(φ`)x+w`(x))−u(x)(ik(φr)x+wr(x))d(φ`)u(x)−1d(φr)−u(x). (10.3.14)
Proof. Let φ ∈ GSAPp,w. From the proof of Theorem 10.3.3, we have that
φ = (1− u)d(φ`)ek(φ`)ew` + ud(φr)ek(φr)ewr + φ0, (10.3.15)
where u ∈ Cp,w(R) for which u(−∞) = 0 and u(+∞) = 1, φr, φ` ∈ GAPp,w, φ0 ∈ Cp,w(R˙)
with φ0(±∞) = 0 and w`, wr ∈ APp,w such that M(w`) =M(wr) = 0.
Consider the auxiliary function
ρφ(x) := φ(x)e
−
(
1−u(x)
)(
ik(φ`)x+w`(x)
)
−u(x)
(
ik(φr)x+wr(x)
)
d(φ`)
u(x)−1d(φr)−u(x). (10.3.16)
Since ρφ(−∞) = ρφ(+∞) = 1, we have that ρφ ∈ Cp,w(R˙). Moreover, because φ is
invertible, it results that ρφ ∈ GCp,w(R˙). Thus, Hρφ is a compact operator and Wρφ is a
Fredholm operator with IndWρφ = −windρφ (cf. Theorem 10.3.6). Due to compactness
of the operator Hρφ and because Wρφ is a Fredholm operator, it results that Wρφ ±Hρφ
are Fredholm operators and
Ind(Wρφ ±Hρφ) = IndWρφ = −windρφ. (10.3.17)
Consider now the following set of auxiliary functions for λ ∈ [0, 1]:
φλ(x) = ρφ(x)e
λ
(
(1−u(x))(ik(φ`)x+w`(x))+u(x)(ik(φr)x+wr(x))
)
d(φ`)
λ(1−(u(x)))d(φr)λ(u(x)).
(10.3.18)
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For all λ ∈ (0, 1], φλ ∈ GSAPp,w. In particular, φ1 = φ.
For λ ∈ (0, 1), we have that
(φλ)` = eλk(φ`)e
λw`d(φ`)
λ and (φλ)r = eλk(φr)e
λwrd(φr)
λ. (10.3.19)
Thus, we get k((φλ)`) = λk(φ`) and k((φλ)r) = λk(φr). Using the fact that M(w`) =
M(wr) = 0, we also have that
d((φλ)`) = d(φ`)
λ and d((φλ)r) = d(φr)λ. (10.3.20)
From the hypothesis of the theorem, we have that k((φλ)`) + k((φλ)r) = 0 and
0 /∈ H
(
d((φλ)r)
d((φλ)`)
,
d((φλ)`)
d((φλ)r)
; ν−0 (p, w), ν
+
0 (p, w)
)
. (10.3.21)
Thus, from Theorem 10.3.3 (c), we conclude that (W ±H)φλ are Fredholm operators for
all λ ∈ (0, 1).
Finally, since the maps
[0, 1] → L(Lp+(R, w), Lp(R+, w)), λ 7→ Wφλ +Hφλ
[0, 1] → L(Lp+(R, w), Lp(R+, w)), λ 7→ Wφλ −Hφλ
are continuous, we can apply the homotopy argument [71, Theorem 3.11], and then obtain
Ind(Wφ1 ± Hφ1) = Ind(Wφ0 ± Hφ0) which leads to Ind(Wφ ± Hφ) = Ind(Wρφ ± Hρφ) =
−windρφ..
In the next theorem we provide a condition for the invertibility of Wiener-Hopf plus
and minus Hankel operators based on the winding number of ρφ.
Theorem 10.3.8. Let φ ∈ GSAPp,w and consider ρφ defined in (10.3.14).
If k(φ`)+k(φr) = 0, 0 /∈ H
((
d(φr)
d(φ`)
)λ
,
(
d(φ`)
d(φr)
)λ
; ν−0 (p, w), ν
+
0 (p, w)
)
, 0 < λ ≤ 1, and
wind ρφ = 0, then (W ±H)φ are invertible operators.
Proof. If wind ρφ = 0, then by Coburn-Simonenko Theorem [17, Theorem 2.5 and Corol-
lary 2.6] it follows that Wρφ is an invertible operator, and the theorem is proved.
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10.3.3 Examples
First example
Consider the function φ given by
φ(x) = (1− u(x))2e2ix + u(x)e−2ix + φ0(x) (10.3.22)
where u(x) = 1
2
+ 1
2
tanh(x) and φ0(x) = 1x−i .
2
2
1
1
-1
0
-2
-1
-2 0
Figure 10.1: The range of φ(x) defined in (10.3.22) (for x between -100 and 100).
From Figure 10.1, we observe that φ is an invertible function and thus φ ∈ GSAPp,w.
Moreover, k(φ`) + k(φr) = 0.
Observing that d(φ`) = 2 and d(φr) = 1, we obtain
d(φ`)
d(φr)
= 2 and
d(φr)
d(φ`)
=
1
2
. (10.3.23)
Let p = 2 and consider the weight w(x) = |x| 13 (notice that the structure of w and in
particular the integrability index p = 2 and the exponent 1/3 ensure that this w belongs
to Ae,02 (R)). We have additionally that
I0(2, |x| 13 ) =
{
µ ∈ R :
∣∣∣ ξ
ξ + i
∣∣∣µ|ξ| 13 ∈ A2(R)} = {µ ∈ R : −1
2
< µ+
1
3
<
1
2
}
=
(
− 5
6
, 1− 5
6
)
.
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1,2 20,4 1,6
1,2
1
0,8
0,8
0,2
0,6
0
0,4
Figure 10.2: The arc A
((
1
2
)λ
, 2λ, 56
)
for different values of λ
(
λ = 15 ,
1
4 ,
1
3 ,
1
2 , 1
)
and for x
between -10 and 10.
Hence ν−0 (2, |x|
1
3 ) = ν+0 (2, |x|
1
3 ) = 5
6
and H
((
1
2
)λ
, 2λ; 5
6
, 5
6
)
= A
((
1
2
)λ
, 2λ; 5
6
)
. Fig-
ure 10.2 shows the arcs A((1
2
)λ
, 2λ; 5
6
) for different values of λ. Since these arcs do not
contain the origin, the operators (W ± H)φ : L2+(R, |x|
1
3 ) → L2(R+, |x| 13 ) are Fredholm
operators (Theorem 10.3.3 (c)).
1,210,80,40,2 0,6
0,8
0
-0,4
0,4
Figure 10.3: The graph of ρφ(x) for x between -100 and 100.
Additionally, from the graph of ρφ (cf. Figure 10.3), it holds that wind ρφ = 0. Using
Theorem 10.3.7, we obtain that Ind(W ± H)φ = 0 and consequently, (W ± H)φ are
invertible operators.
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Second example
Consider the function φ given by
φ(x) = (1− u(x))eeipix + u(x)pie2eix + φ0(x) (10.3.24)
with u(x) =
 ex if x ≤ 01 if x > 0 and φ0(x) = e−|x|.
0
15
5
0
-5
5 15
10
10
-10
20
-15
Figure 10.4: The range of φ(x) defined in (10.3.24) (for x between -50 and 50).
Observing Figure 10.4, we conclude that φ is an invertible function and thus φ ∈
GSAPpw. We have k(φ`) = k(φr) = 0.
Since d(φ`) = 1 and d(φr) = pi,
d(φ`)
d(φr)
=
1
pi
and
d(φr)
d(φr)
= pi. (10.3.25)
Consider the weight w(x) = |x| 15 and let p = 3. It follows that w ∈ Ae,03 (R) and
I0(3, |x| 15 ) =
{
µ ∈ R :
∣∣∣∣ ξξ + i
∣∣∣∣µ |ξ| 15 ∈ A3(R)} = {µ ∈ R : −13 < µ+ 15 < 13
}
=
{
− 8
15
< µ < 1− 13
15
}
=
(
− 8
15
, 1− 13
15
)
.
Hence, ν−0 (3, |x|
1
5 ) = 8
15
and ν+0 (3, |x|
1
5 ) = 13
15
. Figure 10.5 shows the hornsH
((
1
pi
)λ
, piλ; 8
15
, 13
15
)
for different values of λ. Since these horns do not contain the origin, from Theorem 10.3.3
(c), we concludes that (W ±H)φ : L3+(R, |x|
1
5 )→ L3(R+, |x| 15 ) are Fredholm operators.
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(a) H ( 1pi , pi; 815 , 1315) (b) H(( 1pi) 110 , pi 110 ; 815 , 1315) (c) H(( 1pi) 1100 , pi 1100 ; 815 , 1315)
Figure 10.5: The horns H
((
1
pi
)λ
, piλ; 815 ,
13
15
)
for different values of λ
(
λ = 1, 110 ,
1
100
)
and for x
between -10 and 10.
1,5
-1,5
10,5
-0,5
0
-1
2,52
0
-2
Figure 10.6: The range of ρφ(x) (for x between -50 and 50)
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Additionally, from the graph of ρφ(x) (c.f. Figure 10.6), we observe that windρφ = 0.
Consequently, it follows from Theorem 10.3.7 that Ind(W ±H)φ = 0 and thus, (W ±H)φ
are invertible operators.
Third example
Consider now the function
φ(x) = (1− u(x))(1 + i)eix+e2ix + u(x)e−ix + φ0, (10.3.26)
where u(x) = 1
2
+ 1
pi
arctan(x) and φ0(x) = − 1x2+1 .
3
2
1
21-2
-1
-3
3
0
-1-3
-2
0
Figure 10.7: The range of φ(x) defined in (10.3.26) (for x between -100 and 100).
Figure 10.7 shows that φ is an invertible function and thus, φ ∈ GSAPp,w. Since
k(φ`) = 1 and k(φr) = −1, we have that k(φ`) + k(φr) = 0. Additionally,
d(φ`)
d(φr)
= 1 + i and
d(φr)
d(φ`)
=
1
1 + i
. (10.3.27)
Let |x| 14 be the weight w(x), and let us consider the two cases p = 2 and p = 3.
Notice that for such an index of integrability p = 2 or p = 3, due to the structure of w
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and the exponent 1
4
, we guarantee that the weight w belongs to Ae,0p (R). We have that
I0(p, |x| 14 ) =
{
µ ∈ R :
∣∣∣∣ ξξ + i
∣∣∣∣µ |x| 14 ∈ Ap(R)} = {µ ∈ R : −1p < µ+ 14 < 1p
}
=
(
−4 + p
4p
, 1− 5p− 4
4p
)
.
Whence ν−0 (p, |x|
1
4 ) = 4+p
4p
and ν+0 (p, |x|
1
4 ) = 5p−4
4p
. Thus, for p = 2 we have
H
(
1
1 + i
, 1 + i;
4 + p
4p
,
5p− 4
4p
)
= A
(
1
1 + i
, 1 + i;
3
4
)
,
and for p = 3,
H
(
1
1 + i
, 1 + i;
4 + p
4p
,
5p− 4
4p
)
= H
(
1
1 + i
, 1 + i;
7
12
,
11
12
)
.
0,8
0
0,4
0
0,4
-0,4
0,2 0,6 10,8
(a) A
(
1
1+i , 1 + i;
3
4
)
(b) H
(
1
1+i , 1 + i;
7
12 ,
11
12
)
Figure 10.8: The horn H
(
1
1+i , 1 + i;
4+p
4p ,
5p−4
4p
)
for p = 2 and p = 3 (x between -10 and 10).
Observing Figure 10.8, we state that for p = 2 and p = 3, 0 ∈ H
(
1
1+i
, 1 + i; 4+p
4p
, 5p−4
4p
)
.
Thus we conclude that at least, one of the operatorsWφ+Hφ andWφ−Hφ acting between
Lp+(R, |x| 14 ) and Lp(R+, |x| 14 ), is not normally solvable (Theorem 10.3.3 (d)).
Let us analyze another case. For the same function φ (defined in (10.3.24)), consider
now the weight w(x) = |x| 15 and let p = 2. For this case, we have
I0(2, |x| 15 ) =
{
µ ∈ R :
∣∣∣∣ ξξ + i
∣∣∣∣µ |x| 15 ∈ A2(R)} = (− 710 , 1− 710
)
,
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and thus ν−0 (2, |x|
1
5 ) = ν+0 (2, |x|
1
5 ) = 7
10
. Additionally,
H
(
1
1 + i
, 1 + i;
7
10
,
7
10
)
= A
(
1
1 + i
, 1 + i;
7
10
)
.
Figure 10.9 shows the arcs A
((
1
1+i
)λ
, (1 + i)λ; 7
10
)
for different values of λ. Since these
arcs do not contain the origin, the operators (W ±H)φ : L2+(R, |x|
1
5 )→ L2(R+, |x| 15 ) are
Fredholm operators.
0,8
0,2
0,6
1
0,8
0,4
0
-0,2
0,2 1
0,4
-0,4
0,6
Figure 10.9: The arc A
((
1
1+i
)λ
, (1 + i)λ; 710
)
for different values of λ
(
λ = 1, 12 ,
1
7 ,
1
10
)
and for
x between -10 and 10.
Additionally, from the graph of ρφ (c.f. Figure 10.10), it holds that windρφ < 0 (as
x moves from −∞ to +∞, the curve surrounds the origin clockwise), and consequently
(W ±H)φ are not invertible operators.
10,5
0
-0,5
-0,5
0,5
1
-1
0-1
Figure 10.10: The range of ρφ(x) (for x between -50 and 50).
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10.4 Wiener-Hopf operators with PAPp,w symbols
Let PAPp,w be the smallest closed subalgebra ofMp,w that contains PCp,w and APp,w.
The following result is analogue of Theorem 2.2.2.
Theorem 10.4.1. Let w ∈ A0p(R), and let u be a monotonically increasing real-valued
function in C(R) such that u(−∞) = 0 and u(+∞) = 1.
(i) If φ ∈ PAPp,w, then there are functions ϕr, ϕ` ∈ APp,w uniquely determined, and
φ0 ∈ PC0p,w such that
φ = (1− u)ϕ` + uϕr + φ0. (10.4.1)
(ii) If φ ∈ GPAPp,w, then there exist ϕ ∈ GSAPp,w and ψ ∈ GPCp,w satisfying ψ(−∞) =
ψ(+∞) = 1, such that φ = ϕψ and
Wφ = WϕWψ +K1 = WψWϕ +K2, (10.4.2)
with compact operators K1 and K2.
(iii) In addition, the ϕ` and ϕr elements used in (i) coincide with the local representatives
of ϕ ∈ GSAPp,w used in (ii) and their unique existence is ensured by Theorem 10.3.1.
Proof. Part (i) is an immediate consequence of Theorem 10.3.1.
To prove part (ii), suppose that φ is in GPAPp,w and put f := (1− u)ϕ`+ uϕr where
the elements u, ϕ` and ϕr have the properties described in (10.4.1). Then, φ = f + φ0
(with φ0 ∈ PC0p,w). From the hypothesis there is a constant C ∈ (0,∞) such that |f(x)|
is bounded away from zero for |x| > C, and therefore, we can find a function f0 ∈ C0p,w(R˙)
such that ϕ := f + f0 ∈ GSAPp,w. Consequently, we have
φ = ϕ+ φ0 − f0 = ϕ
(
1 + ϕ−1(φ0 − f0)
)
=: ϕψ,
and it is clear that ψ = ϕ−1φ ∈ GPCp,w and ψ(−∞) = ψ(+∞) = 1. Since φ is continuous
on R and ψ is continuous at ∞, we deduce that (10.4.2) holds with compact operators
K1 and K2.
The proposition (iii) follows immediately from the construction performed for (ii).
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10.4.1 Fredholm theory for Wiener-Hopf operators with PCp,w
symbols
Let us recall a Fredholm characterization of Wiener-Hopf operators with piecewise
continuous Fourier symbols on weighted Lebesgue spaces.
Theorem 10.4.2. ([17, Theorem 17.7]) Let 1 < p < ∞, w ∈ Ap(R), and let ν±x (p, w)
be defined by (10.1.2)–(10.1.3). If ψ ∈ PCp,w, then the operator Wψ is Fredholm on the
space Lp(R+, w) if and only if
0 /∈ ψ#p,w(R˙) :=
(⋃
x∈R
H (ψ(x− 0), ψ(x+ 0); ν−∞(p, w), ν+∞(p, w))
)
⋃
H (ψ(+∞), ψ(−∞); ν−0 (p, w), ν+0 (p, w)) .
If Wψ is Fredholm on the space Lp(R+, w), then
IndWψ = −windp,wψ, (10.4.3)
where windp,wψ is the winding number about the origin of the naturally oriented curve
ψ0p,w(R˙) :=
(⋃
x∈R
A (ψ(x− 0), ψ(x+ 0); ν0∞(p, w))
)
⋃
A (ψ(+∞), ψ(−∞); ν00(p, w)) ,
with
ν0x(p, w) :=
ν−x (p, w) + ν
+
x (p, w)
2
. (10.4.4)
Suppose that ψ ∈ PCp,w has only finitely many jumps at the points ∆ψ ⊂ R and
possibly at ∞. If 0 /∈ ψ#p,w(R˙), then the Cauchy index indp,wψ of ψ with respect to p and
w is defined by
indp,wψ :=
∑
l
indlψ +
∑
x∈∆ψ
(
−ν0x(p, w) +
{
ν0x(p, w) +
1
2pi
arg
ψ(x+ 0)
ψ(x− 0)
})
,
where l ranges over the connected components of R\∆ψ, {c} denotes the fractional part
of the real number c and indlψ stands for the increment of 12pi argψ on l, with argψ being
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any continuous argument of ψ on l. Additionally, we have that
windp,wψ = indp,wψ +
(
−ν0∞(p, w) +
{
ν0∞(p, w) +
1
2pi
arg
ψ(−∞)
ψ(+∞)
})
.
Thus, we can also write (10.4.3) in the form
IndWψ = −
∑
l
indlψ
+
∑
x∈∆ψ∪{∞}
(
ν0x(p, w)−
{
ν0x(p, w) +
1
2pi
arg
ψ(x+ 0)
ψ(x− 0)
})
,
(10.4.5)
where ψ(∞± 0) := ψ(∓∞).
10.4.2 Fredholm theory for Wiener-Hopf operator with PAPp,w
symbols
The main purpose of the present subsection is to establish an invertibility and Fred-
holm description for Wiener-Hopf operators acting between Lp spaces (1 < p <∞) with
Muckenhoupt weights w ∈ A0p(R), and with PAPp,w Fourier symbols.
Theorem 10.4.3. Consider w ∈ A0p(R) and φ ∈ PAPp,w such that φ is not identically
zero.
(a) If φ ∈ GPAPp,w, k(φ`) = k(φr) = 0 and
0 /∈ φ#p,w(R˙) ∪H
(
d(φr),d(φ`); ν
−
0 (p, w), ν
+
0 (p, w)
)
,
then Wφ is Fredholm on Lp(R+, w).
(b) If φ ∈ GPAPp,w, k(φ`)k(φr) ≥ 0, k(φ`) + k(φr) > 0 and 0 /∈ φ#p,w(R˙), then Wφ is
properly n-normal and left-invertible.
(c) If φ ∈ GPAPp,w, k(φ`)k(φr) ≥ 0, k(φ`) + k(φr) < 0 and 0 /∈ φ#p,w(R˙), then Wφ is
properly d-normal and right-invertible.
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(d) In all other cases, Wφ is not normally solvable.
Proof. If φ /∈ GPAPp,w, we see from [17, Corollary 2.8], that Wφ is not normally solvable.
Thus, let us now assume that φ ∈ GPAPp,w. Then, we can write φ = ϕψ, ϕ ∈
GSAPp,w and ψ ∈ GPCp,w satisfying ψ(−∞) = ψ(+∞) = 1. Taking into account (10.4.2),
we see that Wφ is Fredholm if and only if both operators Wϕ and Wψ are Fredholm –
which by Theorem 10.4.2 and Theorem 10.3.2 happen if conditions stated in part (a) are
satisfied.
Having in mind (10.4.2) and since Wψ is Fredholm under the conditions of parts (b)
and (c) (cf. Theorem 10.4.2), we deduce that Wφ is properly n-normal (resp. properly
d-normal) if and only if so is Wϕ. Therefore, we obtain part (b) (resp. part (c)) from
Theorem 10.3.2 and Coburn-Simonenko Theorem.
To complete the proof, we use the following fact: considering linear and bounded
operators A and B acting between Banach spaces (such that AB can be computed), if
AB is n-normal (resp. d-normal) then B is n-normal (resp. A is d-normal). This, [17,
Theorem 2.2] and (10.4.2) show that Wφ is n-normal (resp. d-normal) if and only if so
are both Wϕ and Wψ, and hence we get part (d) for φ ∈ GPAP as a consequence of
Coburn-Simonenko Theorem and Theorems 10.4.2 and 10.3.2.
Corollary 10.4.4. Let φ ∈ GPAPp,w. If Wφ is a Fredholm operator, then
IndWφ = IndWϕ + IndWψ
= −
∑
l
indlψ − indϕ
+
∑
x∈∆ψ∪{∞}
(
ν0x(p, w)−
{
ν0x(p, w)−
1
2pi
arg
ψ(x− 0)
ψ(x+ 0)
})
+ν00(p, w)−
{
ν00(p, w) +
1
2pi
arg
d(ϕ`)
d(ϕr)
}
, (10.4.6)
where φ = ψϕ is a corresponding factorization in the sense of Theorem 10.4.1 (ii).
Proof. This is obtained by joining together Theorem 10.4.1(ii), formulas (10.4.5) and
(10.3.8).
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10.4.3 Example
Let p = 2 and choose the weight function w(x) = |x| 14 . We will consider the function
φ (see Figure 10.11), given by
φ(x) = (1− u(x))3eeixg(x) + u(x)ee−2ixg(x) + g(x)
x2 + 1
, (10.4.7)
where
3
-2
2
12108
-1
1
-3
40
0
62
Figure 10.11: The range of φ(x) for x between -100 and 100.
u(x) =
1
2
+
1
pi
tanh(x) and g(x) =
 ex + 1, if x < 0e 2ix−i , if x ≥ 0,
76
-1
3
53 4
0
2
-2
1
1
2
-3
Figure 10.12: The range of ϕ(x) for x between -100 and 100.
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It is clear that φ admits a factorization φ = ϕψ in the sense of Theorem 10.4.1 (ii)
with
ϕ(x) = (1− u(x))3eeix + u(x)ee−2ix + 1
x2 + 1
, (10.4.8)
and ψ(x) = g(x).
The function ϕ (cf. Figure 10.12) is invertible and we have ϕ ∈ GSAP2,w.
0,2
1,6
0,1
0
1,20,80,4
0,4
2
0,3
Figure 10.13: The range of ψ(x) for x between -100 and 100.
The element ψ is also an invertible function (see Figure 10.13). Moreover, ψ(−∞) =
ψ(+∞) = 1. Observing that ϕ and ψ are invertible, one obtains that φ is invertible.
From Theorem 10.4.1 (iii), we have that the almost periodic representatives of φ ∈
GPAP2,w coincide with the almost periodic representatives of ϕ ∈ GSAP2,w. From the
definition of k(φ), it results that k(φ`) = k(φr) = 0.
We have that
I0(2, |x| 14 ) =
{
µ ∈ R :
∣∣∣ ξ
ξ + i
∣∣∣µ|ξ| 14 ∈ A2(R)}
=
{
µ ∈ R : −1
2
< µ+
1
4
<
1
2
}
=
(
− 3
4
, 1− 3
4
)
,
whence ν−0 (2, |x|
1
4 ) = ν+0 (2, |x|
1
4 ) = 3
4
. In the same way, we obtain
ν−∞(2, |x|
1
4 ) = ν+∞(2, |x|
1
4 ) =
1
4
.
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Consequently, and observing that the only discontinuity point of φ is 0, we have
φ#p,w(R˙) = H
(
φ(0− 0), φ(0 + 0); ν−∞(2, |x|
1
4 ), ν+∞(2, |x|
1
4 )
)
∪H
(
φ(+∞), φ(−∞); ν−0 (2, |x|
1
4 ), ν+0 (2, |x|
1
4 )
)
= H
(
2e+ 1, 2e3 + e2;
1
4
,
1
4
)
∪H
(
1, 3;
3
4
,
3
4
)
= A
(
2e+ 1, 2e3 + e2;
1
4
)
∪ A
(
1, 3;
3
4
)
.
Since d(φr) = 1 and d(φ`) = 3, it also results that
H
(
d(φr),d(φ`); ν
−
0 (2, |x|
1
4 )ν+0 (2, |x|
1
4 )
)
= H
(
1, 3;
3
4
,
3
4
)
= A
(
1, 3;
3
4
)
.
Therefore, we have to consider the arcs A (2e+ 1, 2e3 + e2; 3
4
)
and A (1, 3; 3
4
)
(see
Figure 10.14).
40
0
30
-5
-10
20
-15
-20
10
Figure 10.14: The arcs A (2e+ 1, 2e3 + e2; 14) and A (1, 3; 34).
Since these arcs do not contain the origin, the operator
Wφ : L
2
+(R, |x|
1
4 )→ L2(R+, |x| 14 )
is a Fredholm operator (cf. Theorem 10.4.3 (a)).
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Let us now compute the Fredholm index of this operator.
From the definition of ψ(x), we have that if x < 0 then argψ = 0, and if x ≥ 0 then
argψ = 2x
x2+1
. Thus, indlψ = 0 and consequently
∑
l indlψ = 0.
The only point of discontinuity of ψ is zero and
ν00(2, |x|
1
4 ) =
ν−0 (2, |x|
1
4 ) + ν+0 (2, |x|
1
4 )
2
=
3
4
.
Additionally, arg ψ(x+0)
ψ(x−0) = arg
e2
2
= 0.
On the other hand, we have that indϕ = 0 and
arg
d(ϕ`)
d(ϕr)
= arg(3) = 0.
Using these results and substituting on formula (10.4.6), we obtain that
IndWφ = 0.
Consequently, putting together this information with Coburn-Simonenko Theorem, we
conclude that the Wiener-Hopf operator of this example is invertible.
10.5 Wiener-Hopf-Hankel operators with PAPp,w sym-
bols
We will turn now to Wiener-Hopf-Hankel operators with piecewise-almost periodic
symbols on Lebesgue spaces with Muckenhoupt weights w ∈ A0,ep (R). Here, we are also
looking for corresponding possible invertibility and Fredholm properties. In fact, we will
be able to identify conditions under which the Wiener-Hopf plus/minus Hankel operators
are left or right-invertible (and not Fredholm) or have the Fredholm property.
Theorem 10.5.1. Let w ∈ Ae,0p (R) and φ ∈ GPAPp,w (1 < p <∞).
(a) If k(φ`)+k(φr) < 0 and 0 /∈ (φφ˜−1)#p,w(R˙), then both operators Wφ+Hφ and Wφ−Hφ
are right-invertible (and at least one of the operatorsWφ+Hφ andWφ−Hφ is properly
d-normal).
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(b) If k(φ`)+k(φr) > 0 and 0 /∈ (φφ˜−1)#p,w(R˙), then both operators Wφ+Hφ and Wφ−Hφ
are left-invertible (and at least one of the operators Wφ+Hφ and Wφ−Hφ is properly
n-normal).
(d) If k(φ`) + k(φr) = 0 and
0 /∈ (φφ˜−1)#p,w(R˙) ∪H
(
d(φr)
d(φ`)
,
d(φ`)
d(φr)
; ν−0 (p, w), ν
+
0 (p, w)
)
then Wφ +Hφ and Wφ −Hφ are Fredholm operators.
(d) If k(φ`) + k(φr) = 0 and
0 ∈ (φφ˜−1)#p,w(R˙) ∪H
(
d(φr)
d(φ`)
,
d(φ`)
d(φr)
; ν−0 (p, w), ν
+
0 (p, w)
)
,
then at least one of the operators Wφ + Hφ and Wφ − Hφ is not normally solvable
on Lp+(R, w).
Proof. The proof runs in part by analogy to Theorem 10.3.3.
From the definition of PAPp,w, we have the following representation of φ:
φ = (1− u)φ` + uφr + φ0,
where φ`, φr ∈ APp,w, φ0 ∈ PCp,w(R˙), φ0(∞) = 0 and u is a monotonically increasing
real-valued function in C(R) satisfying u(−∞) = 0 and u(+∞) = 1.
Taking into consideration Bohr’s theorem and the definition of the geometric mean
value, it follows that
φ` = ek(φ`)d(φ`)e
w` ,
φr = ek(φr)d(φr)e
wr ,
with w`, wr ∈ APp,w, M(w`) =M(wr) = 0 (and d(φ`)d(φr) 6= 0). Thus,
φ = (1− u)d(φ`)ek(φ`)ew` + ud(φr)ek(φr)ewr + φ0. (10.5.1)
Due to the transfer of regularity properties from the Wiener-Hopf operator Wφeφ−1 to the
Wiener-Hopf plus and minus Hankel operators Wφ ± Hφ, we will study the regularity
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properties of the Wiener-Hopf operator Wφeφ−1 : Lp+(R, w) → Lp(R+, w). In view of this,
we obtain
φφ˜−1 =
(1− u)d(φ`)ek(φ`)ew` + ud(φr)ek(φr)ewr + φ0
(1− u˜)d(φ`)e−k(φ`)efw` + u˜d(φr)e−k(φr)efwr + φ˜0 (10.5.2)
being the almost periodic representatives of φφ˜−1 given by
(φφ˜−1)` =
d(φ`)
d(φr)
ek(φ`)+k(φr)e
w`−fwr ,
(φφ˜−1)r =
d(φr)
d(φ`)
ek(φ`)+k(φr)e
wr−fw` .
From this, taking into account that w`, wr ∈ APp,w are such that M(w`) = M(wr) = 0
(which additionally implies that M(w˜`) =M(w˜r) = 0), we have
k((φφ˜−1)`) = k((φφ˜−1)r) = k(φ`) + k(φr) (10.5.3)
d((φφ˜−1)`) =
d(φ`)
d(φr)
, d((φφ˜−1)r) =
d(φr)
d(φ`)
. (10.5.4)
Applying now Theorem 10.4.3 to the Wiener-Hopf operator W
φgφ−1 and having in mind
(10.5.3)–(10.5.4), it follows that:
(a) If k(φ`) + k(φr) < 0 and 0 /∈ (φφ˜−1)#p,w(R˙), then Wφgφ−1 is properly d-normal and
right-invertible on Lp+(R, w);
(b) If k(φ`) + k(φr) > 0 and 0 /∈ (φφ˜−1)#p,w(R˙), then Wφgφ−1 is properly n-normal and
left-invertible on Lp+(R, w);
(c) If k(φ`) + k(φr) = 0 and
0 /∈ (φφ˜−1)#p,w(R˙) ∪H
(
d(φr)
d(φ`)
,
d(φ`)
d(φr)
; ν−0 (p, w), ν
+
0 (p, w)
)
, (10.5.5)
then W
φgφ−1 is a Fredholm operator on Lp+(R, w);
(d) If k(φ`) + k(φr) = 0 and
0 ∈ (φφ˜−1)#p,w(R˙) ∪H
(
d(φr)
d(φ`)
,
d(φ`)
d(φr)
; ν−0 (p, w), ν
+
0 (p, w)
)
,
then W
φgφ−1 is not normally solvable on Lp+(R, w).
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To arrive at the final assertion, we use the equivalence after extension between
diag[Wφ +Hφ,Wφ −Hφ] and Wφgφ−1 (cf. Theorem 10.1.3).
In this way, we get in cases (a) and (b) that diag[Wφ + Hφ,Wφ − Hφ] is properly
d-normal and right-invertible or properly n-normal and left-invertible, respectively. This
implies that –in the case (a)– at least one of the operators Wφ + Hφ and Wφ − Hφ
is properly d-normal and both are right-invertible; in the case (b), at least one of the
operators Wφ + Hφ and Wφ − Hφ is properly n-normal and both operators are right-
invertible.
The case (c) leads to the Fredholm property for both Wφ ±Hφ.
In case (d), we have that diag[Wφ + Hφ,Wφ − Hφ] is not normally solvable, which
implies that at least one of the operators Wφ+Hφ and Wφ−Hφ is not normally solvable.
10.5.1 Fredholm index formula for the sum of Wiener-Hopf plus
and minus Hankel operators
Theorem 10.5.2. Let φ ∈ GPAPp,w. If Wφ + Hφ and Wφ − Hφ are both Fredholm
operators, then
Ind[Wφ + Hφ] + Ind[Wφ +Hφ] = IndWθ + IndWζ
= −
∑
l
indlζ − indθ
+
∑
x∈∆ζ∪{∞}
(
ν0x(p, w)−
{
ν0x(p, w)−
1
2pi
arg
ζ(x− 0)
ζ(x+ 0)
})
+ν00(p, w)−
{
ν00(p, w) +
1
2pi
arg
d(θ`)
d(θr)
}
, (10.5.6)
where φφ˜−1 = ζθ is a corresponding factorization in the sense of Theorem 10.4.1 (ii).
Proof. Let φ ∈ GPAPp,w such that Wφ +Hφ and Wφ −Hφ are both Fredholm.
Recalling that diag[Wφ +Hφ,Wφ −Hφ] is equivalent after extension with Wφeφ−1 , it
holds that
IndW
φgφ−1 = Ind[Wφ +Hφ] + Ind[Wφ −Hφ]. (10.5.7)
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From the Fredholm index formula for the Wiener-Hopf operators with PAPp,w Fourier
symbols presented in Corollary 10.4.4, we have
IndW
φgφ−1 = IndWθ + IndWζ (10.5.8)
where φφ˜−1 = ζθ. Thus, combining (10.5.7) and (10.5.8), it follows
Ind[Wφ + Hφ] + Ind[Wφ +Hφ] = IndWθ + IndWζ
= −
∑
l
indlζ − indθ
+
∑
x∈∆ζ∪{∞}
(
ν0x(p, w)−
{
ν0x(p, w)−
1
2pi
arg
ζ(x− 0)
ζ(x+ 0)
})
+ν00(p, w)−
{
ν00(p, w) +
1
2pi
arg
d(θ`)
d(θr)
}
.
We would like to remark that due to the method here used we are not able to separate
the Fredholm indices of both Wiener-Hopf plus and minus Hankel operators. In view
of this, we have the above dependence of both symbols by means of the sum of the
corresponding Fredholm indices.
10.5.2 Example
Let p = 2, w(x) = |x| 15 and consider the function φ (see Figure 10.15) given by
φ(x) = (1− u(x)) g(x) e−ipix + u(x) 2i g(x)eipix, (10.5.9)
where
u(x) =
1
2
+
1
pi
arctan(x), and g(x) =

1 + 1
x+i
, x ≥ 0
1 + 1
x−i , x < 0.
It is clear that φ admits a factorization φ = ϕψ in sense of Theorem 10.4.1 (ii), with
ϕ(x) = (1− u(x))e−ipix + u(x) 2i eipix,
ψ(x) = g(x).
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Figure 10.15: The range of φ(x) defined in (10.5.9) (for x between -50 and 50).
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Figure 10.16: The range of ϕ(x) (for x between -50 and 50).
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Figure 10.17: The range of ψ(x) (for x between -50 and 50).
We observe that ϕ is an invertible function (ϕ ∈ GSAP2,w), cf. Figure 10.16, and it
is clear that ψ is also an invertible function (ψ ∈ GPC2,w); see Figure 10.17. Moreover,
ψ(±∞) = 1. Therefore, φ is an invertible function.
From the definition of mean motion, we have that k(φ`) + k(φr) = 0.
Since φ = ϕψ, it results that φφ˜−1 = ϕϕ˜−1ψψ˜−1, with
ψψ˜−1(x) =

x2+2i
x2−2x+2 , x < 0
1, x = 0
x2−2i
x2−2x+2 , x > 0.
Recalling that p = 2 and w(x) = |x| 15 , we have
I0(x) =
{
µ ∈ R :
∣∣∣∣ ξξ + i
∣∣∣∣µ |ξ| 15 ∈ A2(R)}
=
{
µ ∈ R : −1
2
< µ+
1
5
<
1
2
}
=
{
µ ∈ R : − 7
10
< µ < 1− 7
10
}
.
Thus, ν−0 (2, |x|
1
5 ) = ν+0 (2, |x|
1
5 ) = 7
10
. In the same way, ν−∞(2, |x|
1
5 ) = ν+∞(2, |x|
1
5 ) = 3
10
.
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The only discontinuity point of φ and φφ˜−1 is 0. Then, we have
(φφ˜−1)#p,w(R˙) := H
(
φφ˜−1(0− 0), φφ˜−1(0 + 0); ν−∞(2, |x|
1
5 ), ν+∞(2, |x|
1
5 )
)
∪
∪H
(
φφ˜−1(+∞), φφ˜−1(−∞); ν−0 (2, |x|
1
5 ), ν+0 (2, |x|
1
5 )
)
= H
(
i,−i; 3
10
,
3
10
)
∪H
(
2i,−1
2
i;
7
10
,
7
10
)
= A
(
i,−i; 3
10
)
∪ A
(
2i,−1
2
i;
7
10
)
.
-1
0,80 0,4
0
-0,4
0,5
2
1,5
-0,5
1
Figure 10.18: The arcs A (i,−i; 310) and A (2i,−12 i; 710).
Additionally, since d(φr)
d(φ`)
= 2i and d(φ`)
d(φr)
= −1
2
i, we obtain
H
(
d(φr)
d(φ`)
,
d(φ`)
d(φr)
; ν−0 (2, |x|
1
5 ), ν+0 (2, |x|
1
5 )
)
= H
(
2i,−1
2
i;
7
10
,
7
10
)
= A
(
2i,−1
2
i;
7
10
)
.
Figure 10.18 shows the arcs A (i,−i; 7
10
)
and A (2i,−1
2
i; 7
10
)
. Since these arcs do not
contain the origin, the operators
Wφ ±Hφ : L2+(R, |x|
1
5 )→ L2(R+, |x| 15 )
have the Fredholm property.
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Let us calculate their Fredholm index sum.
If x < 0, we have arg(ψψ˜−1) = arctan( 2
x2
), if x > 0, then arg(ψψ˜−1) = arctan(− 2
x2
) =
− arctan( 2
x2
) and, for x = 0, arg(ψψ˜−1) = 0. Therefore,
∑
` ind`ψψ˜
−1 = 0. Additionally,
arg ψ
gψ−1(0−0)
ψgψ−1(0+0) = arg i−i = 0. On the other hand, we have indϕϕ˜−1 = 0 and arg d((ϕgϕ−1)`)d((ϕgϕ−1)r) =
arg
((
d(ϕ`)
d(ϕr)
)2)
= arg
(
1
4
)
= 0.
Finally, using this data in the formula (10.5.6), we obtain
Ind[Wφ +Hφ] + Ind[Wφ +Hφ] = 0.

Conclusion
Motivated by different kinds of applications in Mathematical and Physical problems,
this thesis has mostly considered Wiener-Hopf-Hankel operators defined in L2 Lebesgue
spaces and with (possibly) different Fourier (matrix/scalar) symbols in the Wiener-Hopf
and in the Hankel operators. For the specific case of Wiener-Hopf-Hankel operators de-
fined in weighted Lp Lebesgue spaces (1 < p <∞), only scalar and equal Fourier symbols
are considered. As about the Fourier symbols,the class of almost periodic functions, that
of semi-almost periodic functions and that of piecewise almost periodic functions are con-
sidered in the thesis. Due to the close relation between Wiener-Hopf plus Hankel operators
and singular integral operators with Carlemann shift, it is made a study of the last ones
for the particular case of almost periodic coefficients.
The main objective is the study of the regularity properties of the above mentioned
operators and the most important techniques are the construction of equivalence relations
between operators and the factorization of the involved Fourier symbols.
In Chapters 1 and 2, we give the necessary background information. More precisely,
the fundamental concepts of Operator Theory is presented in Chapter 1. It is presented in
this chapter the operators under study - Wiener-Hopf, Toeplitz and Hankel operators - as
well as some operator relations between those operators. The different classes of Fourier
symbols are presented in Chapter 2.
In Chapter 3, we study Wiener-Hopf plus Hankel operators with possibly different
Fourier matrix symbols belonging to the Wiener subclass of almost periodic functions,
APW . Based on a value of a certain mean motion, we present sufficient conditions for
one-sided or two-sided invertibility of Wiener-Hopf plus Hankel operators by considering
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a certain Fourier symbol with a numerical range bounded away from zero.
In Chapters 4 and 5, we derive invertibility criteria and formulas for the right-inverse,
left-inverse and both sided inverse for Wiener-Hopf-Hankel operators with possibly dif-
ferent Fourier symbols in the class of AP functions. Initially, the results are devoted to
the sum of Wiener-Hopf and Hankel operators with matricial symbols by the introduction
of a new type of AP asymmetric factorization. In the second place, we consider simul-
taneously the sum and the difference of Wiener-Hopf and Hankel operators with scalar
Fourier symbols and the results considered here are concerned to the Besicovitch space.
In Chapter 6, still considering AP coefficients, we study singular integral operators
with Carleman shift. Based on certain factorizations of the involved functions and some
equivalence relations between operators, we obtain a factorization of the singular integral
operators under study and derive the dimensions of their kernel and cokernel.
In Chapters 7 and 8, we obtain conditions that characterize the situation where the
Wiener-Hopf plus Hankel and Wiener-Hopf minus Hankel operators are at the same time
Fredholm operators, and we present formulas for the sum of their Fredholm indices. This
is done by considering possibly different Fourier symbols in the Wiener-Hopf and in the
Hankel operators and within the Fourier classes of SAP and PAP matrix functions.
In Chapter 9, we characterize the kernel and cokernel of Wiener-Hopf plus Hankel
operators with possibly different Fourier matrix symbols, by indicating a relationship
between those operators and the corresponding information for similar operators where
their Fourier symbols are perturbed by simple factors.
In Chapter 10, we study Wiener-Hopf plus Hankel and Wiener-Hopf minus Hankel op-
erators, defined in weighted Lebesgue spaces Lp(R, w) (1 < p <∞), with equal and scalar
Fourier symbols in the classes of APp,w, SAPp,w and PAPp,w functions. For the case of
Fourier symbols belonging to APp, w functions, we obtain an invertibility characterization
and derive the right-inverse, left-inverse and both sided inverse of the Wiener-Hopf plus
Hankel operators. For the case of Fourier symbols belonging to SAPp,w and PAPp,w func-
tions, we obtain semi-Fredholm criteria for Wiener-Hopf plus Hankel and Wiener-Hopf
minus Hankel operators and formulas for the Fredholm indices.
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