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Abstract This paper describes a robust and efficient method
to obtain the steady-state, nonlinear behaviour of large ar-
rays of electrically actuated micromembranes vibrating in
a fluid. The nonlinear electromechanical behavior and the
multiple vibration harmonics it creates are fully taken into
account thanks to a multiharmonic finite element formula-
tion, generated automatically using symbolic calculation. A
domain decomposition method allows to consider large ar-
rays of micromembranes by efficiently distributing the com-
putational cost on parallel computers. Two- and three- di-
mensional examples highlight the main properties of the pro-
posed method.
Keywords Finite element analysis, electric elastic acoustic
coupling, domain decomposition, nonlinear, multiphysics,
CMUT
1 Introduction
Many applications require the computation of the nonlinear
steady-state response to a time-harmonic excitation. Capac-
itive micromachined ultrasonic transducers (CMUTs), used
in applications such as ultrasound imaging [1,2] and non-
destructive inspection [3], are a typical example. CMUTs
consist in large arrays of electrically actuated micromem-
branes vibrating in a fluid: in order to evaluate the crosstalk
deteriorating their imaging performance one may excite a
given membrane in the array using a harmonic electric po-
tential and compute the perturbation induced on the other
membranes in the array.
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While simple lumped-parameter models exist to model
CMUTs, an accurate simulation requires the solution of the
coupled partial differential equations representing the cou-
pled elastodynamic, electrostatic and acoustic system. This
coupled problem is nonlinear, due to the dependency of the
electrostatic force with respect to the displacement of the
micromembranes. Moreover, the crosstalk in CMUTs de-
pends on the position of the membrane in the array, and
the problem can therefore not be accurately solved simply
by supposing clamped-clamped membranes [4] or periodic
boundary conditions [5]. In this paper we propose to use
finite elements to solve the fully coupled nonlinear prob-
lem for large arrays of membranes, without any simplify-
ing assumption like supposing flat CMUTs in order to use
the Rayleigh integral to compute the pressure field [6], ne-
glecting the fluid coupling between distant membranes [6]
or considering a linearized behavior [6,7].
While previous attempts have focused on this nonlin-
ear problem for a single electromechanic micromembrane
vibrating in vacuum in steady-state [8,9] and for the tran-
sient simulation of arrays thereof [10], to the best of our
knowledge no scalable approach has been proposed so far
for efficiently modelling the steady behaviour of large arrays
vibrating in a fluid. To this end, we propose to combine a
steady-state resolution method fully taking into account the
nonlinear behavior thanks to an automatic multi-harmonic
high-order finite element formulation, coupled with a do-
main decomposition technique to take advantage of parallel
processing.
The paper is organised as follows. In section 2 the multi-
harmonic finite element formulation is presented on a simple
electrostatic example before being applied to the full nonlin-
ear electroelastoacoustic problem. Section 3 presents the do-
main decomposition resolution scheme. Section 4 presents
numerical results on models of 2D and large realistic 3D ar-
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rays of electrically actuated micromembranes vibrating in
water.
2 Multiharmonic Finite Element Formulation
The steady-state solution of the considered nonlinear prob-
lem is classically obtained using a time-stepping method
(e.g. Newmark’s method [11,12]), iterated until the steady-
state is reached. However, since CMUTs are excited close to
the resonance frequency of the micromembranes, such time-
domain approaches require an enormous amount of time-
steps to reach steady-state. An alternative is a time-harmonic
resolution (in Fourier space) to directly obtain the desired
steady-state solution. Because of the nonlinearity however
additional harmonics appear in addition to the single exita-
tion frequency, and their coupling has to be taken into ac-
count. Truncating the Fourier series of the unknown fields
and approximating the Fourier coefficients by finite elements
in this case leads to a large coupled nonlinear system. This
method is called the multiharmonic or harmonic balance fi-
nite element method [13,14,15]. This multiharmonic strat-
egy has already been investigated to study the nonlinear vi-
bration of electrically actuated micromembranes in vacuum
[16,8,9], as well as in several other research fields [17,18,
19,13,20,21]. Its effective use on large scale applications is
however impeded by two main factors. On the one hand the
derivation of the equation terms in the multiharmonic for-
mulation (even if the number Nh of considered harmonics
is as small as 2) can become extremely tedious when done
manually, in particular if the nonlinear system is to be solved
using a Newton-Raphson scheme on a deforming mesh. On
the other hand the size of the nonlinear system is multiplied
by Nh compared to the time-domain approach. (Note that the
convergence of the Fourier approximation is generally of or-
der N−1h [22], but can be much faster for simple excitations
[17,23]).
The first issue is adressed below by using a fully au-
tomatic implementation of the multiharmonic formulation
using symbolic computation, as already described in [24].
To alleviate the second issue, a domain decomposition tech-
nique will be introduced in Section 3 to split the problem
into smaller, computationally manageable pieces. In addi-
tion, it will be shown in Section 4 that in practice only a few
number of harmonics have to be considered to get a very
accurate solution.
2.1 Simple Electrostatic Example
Let us consider a simple electrostatic problem solved in terms
of the electrostatic potential v(x, t) on a multiharmonically
vibrating mesh, deformed by the mechanical displacement
u(x, t). The system is excited via a time-harmonic Dirichlet
boundary condition on the electric potential on an electrode
Γe: v|Γe(t) = V1|Γe sin(2pi f0t) := v(t). A reference potential
of 0 is imposed on the ground (see Fig. 2, top). Let us as-
sume that the electric potential solution and the mechanical
displacement can be approximated by the following trun-
cated Fourier series:
v(x, t) =V1(x)sin(2pi f0t)+V3(x)sin(3 ·2pi f0t), (1)
u(x, t) = U0(x)+U2(x)cos(2 ·2pi f0t), (2)
i.e., considering the first and third harmonic for the electric
potential and the constant term and second harmonic for the
displacement. While this limited expansion is chosen for the
simplicity of the following analytic calculations, it will be
seen in Section 4 that it already leads in practice to very good
numerical results. The goal of the multiharmonic resolution
is to find the spatial fields V1(x), V3(x), U0(x) and U2(x),
which are the coefficients in the Fourier expansion.
Since the mesh deformation u is decomposed as a sum
of harmonics, integration on the mesh deformed by u must
be handled carefully. In order to do so, all the quantities
are brought back to an initial, undeformed mesh [25] by
introducing the change of variables x∗ = x+ u with Jaco-
bian J. Denoting by Ω the undeformed configuration and
by Ω∗ the deformed one and using relations dΩ∗ = |J|dΩ
and ∇∗ = J−1∇ leads to the following weak formulation of
the electrostatic problem, where ε is the electric permittiv-
ity: Find v(x) in an appropriate function space, with v = v




ε(∇∗v)T∇∗v′ dΩ∗ = 0 (3)
holds for all appropriate test functions v′(x). On the unde-































|J| dΩ= 0. (5)
In 2D and 3D extra Jacobian terms appear.
In order to obtain the multiharmonic formulation, the
non-polynomial factor G := 1|J| is first computed in weak






holds for appropriate test functions G′. In practice G is ap-
proximated in the same way as u, i.e. in this case with two
Fourier coefficients: G=G0+G2 cos(2 ·2pi f0t).
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The next step could then simply be to symbolically re-
place all quantities by their truncated Fourier expansion and
then expand the whole formulation and multiply the sines
and cosines together using recursively the following four

























Doing so at this step would however make the number of ex-
panded symbolic terms increase dramatically. In 1D it can be
shown that it increases as N2 because of the product between
G and ∂v∂x , while in 2D it increases as N
4. In order to avoid
this issue and limit the number of terms one can precom-
pute all products of terms that are known, i.e. all terms but
the unknown and the test function. A discrete Fourier trans-
form can be used to extract the most important harmonics.
In practice we multiply all known terms 2 by 2 recursively
until the whole term has been computed.
Then, we
– replace the multiplied known term and the unknown by
their truncated Fourier series;
– expand the formulation (including applying any time deriva-
tive to the sines and cosines—cf. Section 2.3);
– use (7) to transform the sines and cosines powers and
products into sums of higher frequency sines and cosines.






























+G2 cos(2 ·2pi f0t)∂V1∂x sin(2pi f0t)








































which is valid for any time t and can thus be split into three
independent equations, with the sine terms removed. Taking
the equations corresponding to the Fourier expansion of v,
i.e. the terms multipled by sin(2pi f0t) and the ones multi-
plied by sin(3 · 2pi f0t) gives an excellent approximation of
the actual electrostatic formulation and leads to the final




































holds for appropriate test functions v′.













where each of the four blocks can be generated using a clas-
sical (mono)harmonic finite element assembly procedure and
where the right-hand-side incorporates the contribution of
the nonhomogeneous Dirichlet boundary condition. In this
paper the blocks are discretised using a high order hierar-
chical finite element method [26] (with polynomial orders
ranging from 1 to 3) to get an accurate approximation of the
solution.
As can be seen, even for a simple linear electrostatic
problem the harmonics V1 and V3 can be coupled if the mesh
is deformed. To understand this physically, simply consider
a mechanical membrane vibrating harmonically as a sine
wave, with a constant applied electrostatic voltage between
two electrodes. Even though the electrostatic voltage on the
electrode is constant the voltage inside the membrane will
vary with time and thus the overall voltage will have a con-
stant component plus a harmonic component. In case the
membrane displacement is a constant or simply zero then
the electric potential harmonics are uncoupled and the off-
diagonal blocks KV1V3 and KV3V1 are zero as can be seen in
(9) when G2 is set to zero.
2.2 Implementation Aspects
It should be no surprise that the multiharmonic formula-
tion for the 2D and in particular the 3D case will contain
many terms, since the computation on the vibrating mesh is
brought back via a change of coordinates back to the unde-
formed mesh. Nevertheless, all that is needed for the sym-
bolic calculations is an algorithm able to perform symbolic
expansions of polynomials into sums of monomials (e.g.
2(a+b)2 = 2a2 +2ab+2b2), readily available as expand
in the Matlab software for example, and a function able to
transform powered sines, cosines and products thereof into
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sums of non powered higher frequency harmonics (e.g. re-
place cos(x)2 by 12 +
1
2 cos(2x)) using recursively the four
trigonometric identities in (7).
In practice the symbolic computation is a matter of sec-
onds in 2D and minutes in 3D for the largest required stiff-
ness matrices in our non-optimised Matlab test code, and it
is thus negligeable compared to the overall simulation time.
2.3 Nonlinear Electroelastoacoustic Formulation
We can readily use the above multiharmonic framework to
compute the steady-state behavior of 2D and 3D electroe-
lastoacoustic systems. In order to avoid lengthy derivations
only the 2D formulation is presented in what follows, in its
time-dependent form. This form is what the multiharmonic
method is fed with so as to automatically derive the corre-
sponding multiharmonic formulation for a required number
of harmonics.
Consider an electroelastoacoustic system with a mechan-
ical subdomain Ωm, an acoustic (fluid) subdomain Ω f and
an electric subdomainΩe. (A star superscript will here again
denote a deformation by the displacement field.) Let v [V]
be the electrostatic potential defined on Ω = Ωe, u [m] the
displacement field defined on Ωm ⊂ Ω with components ux
and uy, p [Pa] the acoustic pressure field defined in the fluid
domain Ω f ⊂ Ω and M the 2D elasticity operator defined







T . We consider the following
weak formulation of the electrostatic problem with Dirichlet





ε(∇v)T∇v′dΩ∗ = 0 (11)
holds for appropriate test functions v′. Defining Ex = ∂v∂x and
Ey = ∂v∂y and using the Frobenius matrix product A : B =
∑i, j Ai, jBi, j, we consider the following weak formulation of
the 2D linear elasticity problem with Dirichlet boundary con-

































holds for appropriate test functions u′, where ν is Poisson’s
ratio, E Young’s modulus and ρ the mass density (all homo-
geneous anisotropic). The second term in (12) is the (nonlin-
ear in v) electrostatic force computed using the virtual work
principle, see e.g. [27]. The third term is the pressure force
applied by the fluid on the fluid-mechanic interface; a is a
scalar constant improving the matrix conditionning as de-
scribed below.
The wave equation is used to get the scalar pressure field




























where ρ and c are the density and the sound speed in the
fluid. The third term in (13) is Newton’s equation linking the
mechanical acceleration to the pressure gradient [28] while
the last term is Sommerfeld’s radiation condition on the fic-
titious boundary Γ∞ truncating the computational domain.
We consider a staggered coupling that consists in solv-
ing the linear electrostatic and elastoacoustic formulations
(11)–(12,13) in alternance. After finite element discretisa-
tion the electrostatic formulation (11) leads to the linear sys-
temKv xv = fv, whose multi-block form is illustrated in (10).
If each harmonic Vi(x) is expanded in terms of N finite ele-
ment basis functions s j(x), j= 1, ...,N, as Vi(x)=∑Nj=1 Vi j s j(x),
the solution vector xv is of the form [V11, ...,V1N ,V21, ...,V2N , ...].
The elastoacoustic formulation is discretised in a similar
way, leading to the algebraic system Ku,p xu,p = fu,p for the
unknown displacement and pressure vector xu,p.
Although heavier to solve, a fully coupled monolithic
resolution based on [29] is also considered in our multi-
harmonic framework [30] for faster nonlinear convergence.
In this case the nonlinear algebraic system Ku,p,v(x)xu,p,v
= fu,p,v(x) is solved for the unknown displacement, pressure
and electric potential vector xu,p,v with a Newton iteration
which conists in starting with an initial guess x0 for xu,p,v




where J is Newton’s Jacobian matrix containing K plus the
linearised force terms described in [29].
3 Domain Decomposition Algorithm
The fundamental idea of a domain decomposition method
(DDM) is to split the overall domain into several overlap-
ping or non-overlapping subdomains Ωi, i = 1, ...,Nd (Fig.
1) and solve iteratively the global problem, using local solu-
tions on each subdomain computed in parallel. Several lin-
ear [31,32,33,34,35] and nonlinear [36,37,38] domain de-
composition algorithms have been developped. A previous
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Fig. 1 Overlapping subdomains in the overall domain.
study [30] for nonlinear electroelastic problems compared
some linear and nonlinear DD algorithms. Because the elec-
troelastic nonlinearity is smooth in this paper an overlapping
staggered [39] linear restricted additive Schwarz method [33]
is considered.
At every nonlinear iteration the linear algebraic prob-
lems of the form Kx= b or Jdx= b−Kx (denoted Ax= b
from now on) arising in the staggered and monolithic reso-
lution methods described in the previous section are solved















with R˜i and Ri the usual restriction operators respectively
on the restricted, disjoint Ωi subdomain and on Ωi. Ri is a
matrix of zeros and ones with a number of rows equal to
the number of algebraic unknowns in subdomain Ωi and a
number of columns equal to the number of degrees of free-
dom in the whole domain Ω. Multiplying Ri by x gives the
portion of x corresponding to Ωi. Multiplying R˜i by x gives
the portion of x corresponding to the 0-overlap disjoint re-
striction of Ωi. Each application of A−1i corresponds to the
solution of the local problem on subdomain i, computed in-
dependently, in parallel. To the restricted additive Schwarz
preconditionner M−1RAS a coarse grid preconditionner [33,40,
41] RTcoarseA−1coarseRcoarse is added to make the domain de-






paper both A−1 and the coarse grid resolution A−1coarse are
performed on the same mesh: A−1 with high order (second
or third) finite elements; A−1coarse with first order elements.
Using hierarchical finite element bases [26] leads to triv-
ial coarse-to-fine and fine-to-coarse interpolation matrices
Rcoarse and RTcoarse, consisting of only 0’s and 1’s.
Fig. 2 Cut view of a single 3D membrane and perspective view of a 10
by 10 3D micromembrane array - fluid not displayed on the array. Not
to scale.
4 Numerical Results
We consider both a 2D model of a 2x1 vibrating micromem-
brane array and a nxn 3D model: see Fig. 2. One cell con-
sists of a silicon membrane vibrating in water due to the
electrostatic force resulting from a sine voltage with a DC
bias applied between the electrode and the ground. In the
3D case the electric ground is separated from the mechan-
ical clamp by an insulating silicon dioxide layer. Water is
considered for the fluid to better illustrate the crosstalk be-
tween cells, air leads to weaker crosstalk. Formulation (12)
is solved in the silicon, formulation (11) is solved in the sil-
icon, silicon dioxide and in the vacuum gap and formulation
(13) is solved in the fluid. The whole mesh is made up of
about 13,000 quadrangles in 2D (2 membranes) and 250,880
hexahedra in 3D (144 membranes and the outer fluid layer).
Homogeneous Dirichlet boundary conditions are applied on
the clamp for the elasticity formulation and on the ground
for the electrostatic formulation.
The dimensions of the vibrating membranes are chosen
close to the dimensions of a modern CMUT [42]. For the nu-
merical tests, the following geometrical and material char-
acteristics have been used: membrane length of 50 µm (of
which 40 µm lie above the vacuum gap), solid support pil-
lars thickness of 10 µm, membrane thickness 750 nm, vac-
uum height 500 nm (pull-in expected for a displacement of
about 13 ·500 nm), electrode length of 10 µm; silicon and air
with electric permittivity εsilicon = 11.7 ·8.854 ·10−12 [F/m],
εsilicon dioxide = 3.9 ·8.854 ·10−12 [F/m] and εvacuum = 8.854 ·
10−12 [F/m], Young’s modulus E = 150 · 109 [N/m2], Pois-
son’s ratio ν= 0.3, density of water ρwater = 1000 [kg/m3],
speed of sound in water cwater = 1484 [m/s]. The water do-
6 Alexandre Halbach, Christophe Geuzaine
main in 2D is truncated after 4 membrane length (200 µm)
on the left and right side of the two membranes and after 10
membrane length (500 µm) in the upper direction to limit the
impact of the truncation to less than a few percent error on
the maximum of the displacement harmonics. The constant
part of the electric electrode-to-ground excitation is applied
to all the membranes in the array (except in 3D on the ex-
terior membranes used to move the fluid truncation further
from the active membranes) while the alternating part of the
excitation is only applied to a single one.
4.1 Nonlinear Behavior
In practical CMUT applications a close-to-linear vibration
is achieved by adding a tiny alternating voltage (e.g. 1% of
the pull-in voltage) to a big constant excitation voltage (e.g.
90% of the pull-in voltage). In this paper however the non-
linear behavior is put to the fore by applying a larger than
usual alternating voltage. In the 2D test case an electrode-
to-ground excitation of v(t) = 40+40 sin(2pi ·800000 t) [V]
with a strong alternating voltage is chosen for a pull-in volt-
age of about 110 V and a first mode resonance at about
1 MHz. Let us denote the multiharmonic expansion of the
displacement, pressure and electric potential field as
u(x, t) = U0(x) +Us1(x)sin(2pi f0t) +Uc1(x)cos(2pi f0t) +
Us2(x)sin(4pi f0t)+Uc2(x)cos(4pi f0t)+..., p(x, t)=P0(x)+
Ps1(x)sin(2pi f0t) + Pc1(x)cos(2pi f0t) + Ps2(x)sin(4pi f0t) +
Pc2(x)cos(4pi f0t)+... and v(x, t)=V0(x)+Vs1(x)sin(2pi f0t)+
Vc1(x)cos(2pi f0t)+Vs2(x)sin(4pi f0t)+Vc2(x)cos(4pi f0t)+
... with Us1 and Uc1 respectively the in-phase and quadra-
ture vibration with respect to the electric sine excitation. The
shape of the first 9 vibration harmonics (i.e. U0, Us1, Uc1,
Us2, Uc2, Us3, Uc3, Us4, Uc4 for the displacement field) is dis-
played on Fig. 3 and the absolute magnitude of the displace-
ment, the pressure and the electric potential in this test case
is shown on Fig. 5. Fig. 4 shows the same simulation on
three cross-talking membranes. Comparing Fig. 3 and Fig.
4 shows that the crosstalk and the array size dramatically in-
fluence the membrane vibration: as an example when a third
unexcited membrane is added to the right of the two mem-
branes the Us1 vibration is significantly stronger.
The crosstalk and the nonlinear behavior are clearly vis-
ible on Fig. 3, where multiple mechanical vibration harmon-
ics appear because of the nonlinearity. With a tiny alternat-
ing electric excitation component the Fourier terms U0, Us1
and Uc1 are dominant: the behavior is close to linear. The
terms Us2 and Uc2 grow bigger as the alternating excitation
component is increased and the constant component is de-
creased. If the constant component is dropped all what is
left is U0, Us2, Uc2 and higher harmonics. This makes phys-
ical sense since the electric force acting on the membrane
will have the same direction no matter the sign of the alter-
nating electric potential: the vibration frequency is doubled.
Fig. 3 Shape of the displacement harmonic U0, Us1, Uc1, Us2, Uc2, Us3,
Uc3, Us4, Uc4 (from top to bottom) for a single (left) and two (right)
membranes. In the latter case only the left membrane is dynamically
excited. For a given harmonic the displacement is exagerated by the
same factor for the left and right image.
Fig. 4 Shape of the displacement harmonic U0, Us1, Uc1, Us2, Uc2, Us3,
Uc3,Us4,Uc4 (from top to bottom) for three membranes. Displacements
are exagerated by the same factor as in Fig. 3.
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Fig. 5 Maximum absolute value displacement (m), pressure (MPa,
106 ·Pa) and electric potential (MV, 106 ·V ) for each of the 9 first har-
monics on the two membrane geometry. Pressure is measured at the
membrane top.
Another impact of the nonlinear behavior is the appearance
of new resonance peaks between 0 Hz and the first mode
linear resonance frequency. As an example the Fourier term
Uc2 vibrates at twice the Uc1 vibration frequency and res-
onates thus at an electric excitation frequency of about half
the first mode linear resonance frequency. The bottom har-
monics visible on Fig. 3 are clearly vibrating beyond their
first resonance mode. An additional nonlinear behavior vis-
ible on the figure is the different time-constant deformation
(top of the figure) on the left and right membranes, even
though both have a same constant excitation of 40 V . This
comes from the coupling between harmonics when nonlin-
earity is considered.
4.2 Multiharmonic Resolution
Both the staggered and the monolithic (with Newton’s method)
resolutions are used in the multiharmonic framework to get
the steady-state nonlinear solution of the electroelastoacous-
tic problem. Discretising this stiff structure-fluid interaction
problem leads to an ill-conditionned algebraic problem [43].
Fortunately the pressure in the elastoacoustic and electroe-
lastoacoustic coupled system can be scaled by the scalar fac-
tor a, as mentionned in Section 2.3 (a = 1010 in this paper):
the acoustic pressure is artificially divided by a but to end up
with the right solution the pressure force on the membrane
is multiplied by a. Doing so brings the measured 1018 ma-
trix conditionning in 3D back to 106 (with an extra diagonal
scaling). The pressure obviously needs to be multiplied by a
afterwards. Because the contribution to the nonlinear resid-
ual of the acoustic pressure is underestimated by a factor a
we multiply it by a.
As can be seen on Fig. 5 for an accurate solution only
5 harmonics need to be considered in the Fourier trunca-
tion of the pressure and displacement field while 2 are suf-
ficient for the electric potential in the 2D test case settings.
Solving for all harmonics at once in a multiharmonic reso-
lution will lead to a much larger problem to solve than for
a classical time resolution with e.g. a Newmark scheme. In
the staggered resolution scheme of section 2.3 however, the
large elastoacoustic problem (12,13) that needs to be solved
at every nonlinear iteration of the multiharmonic resolution
can be solved separately for every frequency, that is for U0
separately from the group Us1, Uc1, Ps1 and Pc1, separately
from Us2, Uc2, Ps2 and Pc2... This decoupling results from
the linearity of the elasticity and acoustic formulations and
is illustrated in the sparsity pattern of Fig. 6. For the smaller-
sized electrostatic problem however all harmonics are cou-
pled since the problem is computed on the displacement-
deformed mesh.
Fig. 7 compares the three major time consuming steps
in the multiharmonic resolution on the 2D test case with
third order finite elements, for the electrostatic formulation
(11), for the electrostatic force and for Newton’s Jacobian
when an increasing number of harmonics is considered in
the Fourier truncation of the unknown fields. The time re-
quired to do all prior symbolic computation (done only once)
is compared to the time required to generate the stiffness
matrices in the multiharmonic framework and to compute
their LU decomposition (timings for the 3D problems can
be obtained in [24]). As expected Newton’s Jacobian domi-
nates all timings and should thus be used only when its faster
nonlinear convergence makes it worthwhile. The symbolic
computation time takes a non negligeable proportion of the
generation and LU decomposition times. It can however be
computed once and for all when starting the process and its
cost is independent of the number of elements in the mesh.
The generation time also takes longer than the actual LU
decomposition time in this 2D setting. In any case for the
staggered nonlinear resolution scheme where all harmonics
need to be solved together only for the electrostatic prob-
lem a large number of harmonics can be treated in a rea-
sonable amount of time both in 2D and in 3D [24]. Finally
it is worth noting that the matrix conditionning for both the
electrostatic formulation and Newton’s Jacobian stay stable
with an increasing number of harmonics (Fig. 8).
4.3 Comparison with Time-Domain Solver
In the 2D test case, when the electric excitation frequency
is set closer to membrane resonance, a classical Newmark
scheme [11,12] has been observed to bring the membrane
beyond pull-in due to a transient displacement overshoot,
never reaching steady-state. When steady-state can be reached
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Fig. 6 Sparsity pattern of the electrostatic stiffness matrix (left) and
elastoacoustic stiffness matrix (right) for 5 harmonics per unknown
field.
(with an electric excitation of 800 kHz) the transient os-
cillations still need several tens of electric excitation peri-
ods to be decently damped (thanks to the emitted acoustic
power, a major damping cause in water) as shown on Fig.
9. This figure compares for the first 5 displacement har-
monics the maximum of the multiharmonically computed
harmonics (horizontal lines) with the harmonics computed
via a Fourier transform at every electric excitation period in
the Newmark time resolution. With at least 200 timesteps
per period there is a good match between both resolution
methods but the larger size of the multiharmonic resolution
is massively overcompensated by the large number of time
steps needed to correctly approximate the steady-state in the
time resolution. The multiharmonic resolution is in this case
orders of magnitudes faster than the classical time resolu-
tion.
4.4 Large 3D Array with Domain Decomposition
Our multiharmonic framework combined to the domain de-
composition method can be used to compute challenging
nonlinear 3D problems. The steady-state solution was com-
puted for a large 3D CMUT array vibrating in water. The
array contains 144 elementary 3D cells whose cross-section
is depicted on Fig. 2. For high accuracy seven harmonics
have been used in the Fourier truncation of the displacement,
pressure and electric potential fields: out of the 7 the last 2
are negligeable while the first and the fifth are the largest.
After discretisation there are 2,206,526 degrees of freedom
in the unknown vector xv of the electrostatic problem and
18,305,463 in xu,p for the elastoacoustic problem. The so-
lution time on 196 processing units (2 GHz Intel cores with
4 GB RAM) was about 8 hours per staggered nonlinear it-
eration with a non-optimised Matlab implementation (3 it-
erations accurately solve the nonlinearity). Parallel to the
membrane, structured mesh layers made up of 16x16 order
2 hexahedra were used. The fluid was 2 membrane-length
(100 µm) high and meshed with 2 layers. Fig. 11 shows the
nonlinear solution for displacement and pressure harmonics
Uc5 and Pc5 in case of a 70 volts electrode to ground DC bias
Fig. 7 Symbolic computation (top), matrix generation (middle) and
LU decomposition (bottom) time (s) versus number of terms in each
unknown field Fourier expansion for the 2D electrostatic 11 formula-
tion, the electrostatic force and Newton’s Jacobian.
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Fig. 8 Matrix conditionning (after diagonal scaling) versus number of
terms in each unknown field Fourier expansion for the 2D electrostatic
formulation 11 and Newton’s Jacobian.
Fig. 9 Maximum of the multiharmonically computed displacement
(m) harmonics (horizontal lines) and of the harmonics computed via
a Fourier transform at every electric excitation period in the Newmark
time resolution. Time increases in the right direction.
Fig. 10 Number of GMRES iterations to reach a 10−9 tolerance in the
staggered elastoacoustic DDM resolution as the number of subdomains
in the CMUT array increases. Results are shown for the 4 frequencies
in the truncated Fourier series of the mechanical displacement and the
acoustic pressure fields with and without the coarse grid precondition-
ner. Only the bottom left cell has a non-zero alternating electric excita-
tion voltage added to the DC bias.
applied on all cells with an additional 70 sin(2pi ·106 t) volts
applied only on the bottom left cell and on the seventh cell
of the upper row. Because the pull-in voltage is around 200
volts and the membrane vibrates close to resonance the dis-
placements changed by up to 30% in the staggered nonlinear
iterations and nonlinearity had thus to be taken into account.
Without the coarse grid preconditionner, because of the size
of the array, the DDM required a rather large amount of it-
erations to reach a low tolerance as visible on Fig. 10. The
figure shows the number of iterations required to reach a
10−9 tolerance on the relative residual in the GMRES DDM
solver of the elastoacoutic problem versus the size of the
array for the 4 frequencies in the Fourier truncation of the
mechanical displacement and acoustic pressure fields. The
coarse grid preconditonner dramatically improves this as-
pect. It is worth noting how slow the increase is for the con-
stant and the 1 f0 frequencies. This is closely related to the
low crosstalk that has been observed on them. For the 2 f0
frequency displayed on Fig. 11 the crosstalk is the strongest
and the iteration count still increases with the coarse grid but
at a slower rate.
5 Conclusion
This paper has detailed a robust and efficient method to com-
pute the nonlinear, steady-state behavior of large arrays of
electrically actuated micromembranes vibrating in a fluid.
The method combines a high-order multiharmonic finite el-
ement formulation with a staggered domain decomposition
scheme, which was successfully applied to both 2D and 3D
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Fig. 11 Slices of the pressure harmonic Pc2 versus vertical distance
to the 12x12 3D CMUT array (top), pressure at the membrane top
(middle) and mechanical displacement harmonic Uc2 (bottom). Posi-
tive pressures and displacements are in red, negative pressures in blue.
Only the bottom left cell and the seventh cell of the upper row are ex-
cited with an alternating voltage.
models of capacitive micromachined ultrasonic transducers
(CMUTs). The speedup and robustness of the method has
been demonstrated by comparing it to a classical time-stepping
approach, and the complexity of the multiharmonic imple-
mentation has been shown to be dramatically reduced by
using simple symbolic manipulations of the weak formula-
tions. To illustrate the potential of this approach for realistic
applications, a full 3D model of a CMUT with 144 mem-
branes was simulated, where five harmonics were necessary
to accurately capture the nonlinear, close-to resonant behav-
ior of the system.
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