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Abstract
In order to isolate the repetition suppression effects for each part of a whole-face stimulus, the left and right halves of face stimuli
were flickered at different frequency rates (5.88 or 7.14 Hz), changing or not changing identity at every stimulation cycle. The
human electrophysiological (electroencephalographic) responses to each face half increased in amplitude when different rather
than repeated face half identities were presented at every stimulation cycle. Contrary to the repetition suppression effects for
whole faces, which are usually found over the right occipito-temporal cortex, these part-based repetition suppression effects were
found on all posterior electrode sites and were unchanged when the two face halves were manipulated by separation, lateral
misalignment, or inversion. In contrast, intermodulation components (e.g. 7.14–5.88 = 1.26 Hz) were found mainly over the right
occipito-temporal cortex and were significantly reduced following the aforementioned manipulations. In addition, the intermodula-
tion components decreased substantially for face halves belonging to different identities, which form a less coherent face than
when they belong to the same face identity. These observations provide objective evidence for dissociation between part-based
and integrated (i.e. holistic/configural) responses to faces in the human brain, suggesting that only responses to integrated face
parts reflect high-level, possibly face-specific, representations.
Introduction
The human brain has developed efﬁcient mechanisms to recognize
visual objects (Logothetis & Sheinberg, 1996; Thorpe et al., 1996;
DiCarlo & Cox, 2007). Object recognition requires the combination
of different parts into a whole object (visual integration), and the
differentiation of the object and its parts from other objects (visual
discrimination). These issues are particularly important for the
human face, as it is a complex stimulus made of multiple parts that
need to be integrated into a uniﬁed percept (visual integration) and
as different faces need to be discriminated from one another for ade-
quate social interactions (individual face discrimination).
It is thought that the human brain discriminates faces by means
of both part-based and integrated, i.e. holistic/conﬁgural, representa-
tions (Young et al., 1987; Tanaka & Farah, 1993; Maurer et al.,
2002; Rossion, 2013). However, the respective contribution and nat-
ure of part-based and holistic/conﬁgural face representations are dif-
ﬁcult to understand because conventional approaches do not allow
separating (i) the neural responses arising from the perception of
each of the facial parts presented simultaneously and (ii) these part-
based responses from the response to the integrated stimulus that
they form.
According to recent evidence, electroencephalographic (EEG) fre-
quency tagging provides a unique way to tackle the problem of both
visual discrimination and integration of facial parts in the human
brain. Speciﬁcally, different face stimuli presented at a ﬁxed rate eli-
cit an electrical brain response at exactly that fundamental frequency
rate, a steady-state visual evoked potential (SSVEP) (Regan, 1966)
that is much larger over the right occipito-temporal cortex than
when exactly the same face is repeated (Rossion & Boremanse,
2011; see, for a review Rossion, 2014). This repetition suppression
effect is similar to the reduced neuronal response to repeated faces
in the monkey inferior temporal cortex (Miller et al., 1991; Ringo,
1996), as well as in the human ventral occipito-temporal cortex in
neuroimaging (Grill-Spector et al., 2006). It provides an objective
(i.e. locked at an experimentally-deﬁned frequency) signature of
individual face discrimination. Moreover, there is recent evidence
that tagging each half of a face with different frequency rates of
stimulation (e.g. f1 = 5.88 Hz and f 2 = 7.14 Hz; Fig. 1) provides
an objective signature of integration [nonlinear intermodulation (IM)
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responses] (e.g. 7.14–5.88 = 1.26 Hz). These IM responses are pro-
duced by neuronal populations that integrate the two face parts non-
linearly. Hence, they decrease substantially when the structural
integrity of the face is broken, for instance when the two halves are
not aligned with each other (Boremanse et al., 2013).
Here, we built upon these sources of evidence to compare part-
based (fundamental frequencies) and integrated (IM frequencies)
EEG responses when the two halves of a face stimulus change iden-
tity independently, at speciﬁc frequency rates. In doing so, we tested
(i) whether there are neural repetition suppression effects that can be
unambiguously attributed to only the parts of a face, (ii) the inﬂu-
ence of the structural integrity of the face on these putative part-
based repetition suppression effects, and (iii) how these part-based
effects relate to the nonlinear integration processes represented by
IM responses.
Materials and methods
Participants
Eleven healthy adults (all right-handed; two males; age 19–28 years,
median age 23 years) whose visual acuity was either reported as
normal or was corrected took part in the study for payment. Written
informed consent was obtained from all participants prior to the
experiment, which was approved by the Biomedical Ethical Com-
mittee of the University of Louvain. The study conformed to the
2013 WMA Declaration of Helsinki.
Visual stimulation
Fifteen full-front color pictures of faces from a well-known database
were used (The Max Planck Institute, T€ubingen, Germany). To differ-
entially tag the parts of a face, each face was vertically cut into two
halves (Fig. 1A). Hence, a ‘part’, namely a subset of the whole face
structure, is the entire half of a face in this paradigm. Each face half
subtended a visual angle of approximately 6.04° in height and 4.3° in
width. The face stimuli identities were unfamiliar to the participants.
Stimuli were displayed on a light grey background (38 cd/m2) using
an in-house application (SinStim) written in MATLAB (MathWorks
Inc., Natick, MA, USA). The design relied on the frequency-tagging
EEG (or magnetoencephalograph) technique introduced by Regan &
Heron (1969) (see, e.g. Appelbaum et al., 2006; M€uller et al., 2006;
Andersen et al., 2009; Sutoyo & Srinivasan, 2009). In each trial of
stimuli presentation, a face was divided into left and right halves
ﬂickering at different frequencies, for a duration of 70 s. The two
half faces were sinusoidally contrast modulated, one at 5.88 Hz and
the other at 7.14 Hz (Fig. 1B) (see also Boremanse et al., 2013).
In the main condition (‘Whole’), the two halves were arranged as a
typical whole face [see Movie S1 for ‘Different’ identity repetition
(Diff_ID_L7_R6_Whole.mov) and Movie S2 for ‘Same’ identity repe-
tition (Same _ID_L7_R6_Whole.mov)]. Three control conditions were
also tested. In the ﬁrst control condition (‘Gap’), the left and right face
halves were separated by a 0.3° gap. In the second control condition
(‘Misaligned’), the face halves were spatially misaligned along the ver-
tical axis (Fig. 1C) [see Movie S3 for ‘Different’ identity repetition
(Diff_ID_L7_R6_Misaligned.mov) and Movie S4 for ‘Same’ identity
repetition (Same _ID_L7_R6_ Misaligned.mov)]. The ‘Gap’ condition
was designed to disrupt local interactions and was inspired by previous
EEG frequency-tagging experiments investigating local interactions
for low-level visual stimuli (Ratliff & Zemon, 1982; Zemon & Ratliff,
1982; Norcia et al., 1999; Hou et al., 2007; Appelbaum et al., 2008).
In this ‘Gap’ condition, although the gap was small and the face was
still presented as a whole, the face was cut into two parts along its main
axis [unlike the gap separating the top and bottom halves of a compos-
ite face, see Rossion (2013)]. This vertical cut created a disintegrated
face stimulus, cutting in two all of the main diagnostic parts of a face
(i.e. eyes/eyebrows region, mouth). Moreover, the observers were
asked to ﬁxate in between the two halves, i.e. outside the face stimulus.
The vertical misalignment was performed in order to disrupt the inte-
gration of object parts while keeping the physical border between the
two parts of equal length. Thus, in the second control condition, the
face halves were also elongated (7° in height) so that they shared the
same length of common border as in the ‘Whole-face’ condition. The
width of the face was kept identical to the other two conditions in order
to minimize any potential amplitude increase of the SSVEP due to an
increase of stimulus size (Regan, 1989). This slight distortion of the
stimulus was unnoticed by the participants, who were asked speciﬁ-
cally about their impression of the elongated faces after the experi-
ment. In the last control condition (‘Inverted’), the stimuli were
inverted in the picture plane. This manipulation is known to disrupt the
perceptual integration of facial parts, to a larger extent for faces than
for other visual stimuli (e.g. Yin, 1969; Young et al., 1987; Tanaka &
Farah, 1993; Biederman & Kalocsai, 1997; Rossion, 2008a).
Furthermore, there were two conditions of face identity presenta-
tion. In half of the trials, each participant was presented with a sin-
gle face identity throughout the entire set of recordings (each of the
11 participants saw one out of 15 different faces). In the other half
of the trials, the facial identity of each half face was randomly chan-
ged at each presentation, i.e. at the rate at which the face halves
were contrast modulated (f1 and f 2).
To summarize, participants were tested in eight different condi-
tions – four position/orientation conditions of the face halves
(‘Whole-face’, ‘Gap’, ‘Misaligned’ and ‘Inverted’) 9 two face iden-
tity conditions (‘Same’ and ‘Different’).
Procedure
After electrode-cap placement, participants were seated in a light-
and sound-attenuated room at a viewing distance of 100 cm and
A
B
C
D
Fig. 1. Schematic illustration of the stimulation. (A and B) The left and
right face halves are contrast modulated at different frequencies. Here the left
part (thick red line) ﬂickers at 5.88 Hz and the right part (dashed blue line)
at 7.14 Hz. Note that the same facial identity is presented here (condition
‘Same’). (C) The three control conditions of the study: ‘Gap’, ‘Misaligned’
and ‘Inverted’ faces. (D) Schematic illustration of the stimulation under the
two face identity presentations – same identity (above) and different identi-
ties (below) depicted for the left face half only for clarity purposes. The four
conditions were crossed with the two face identity presentations, yielding a
total of eight different conditions.
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performed each condition four times, for a total of 32 trials of 70 s
each (38 min of experimentation in total). For half of the trials, the
right side of the face (left visual ﬁeld) was contrast modulated at
5.88 Hz and the left side (right visual ﬁeld) at 7.14 Hz; for the
remaining blocks, the modulation was reversed.
The design was controlled so that, in the ﬁrst 16 trials, each par-
ticipant performed the full set of conditions, counterbalanced for the
side of the higher-frequency stimulation. The order of presentation
of the 16 trials was randomized across participants. The next 16 tri-
als were presented in reversed order for each participant, repeating
the experiment. The total time of the experiment did not exceed
45 min (with pauses).
During each trial, participants were instructed to ﬁxate a small
black cross located in the centre of the face, below the eye line.
They had to detect brief colour changes (200 ms, black to red) of
the ﬁxation cross (six to eight changes per trial) by pressing a
response key. The goal of this task was to ensure that participants
maintained a constant level of attention throughout the duration of
the trials for all conditions. There were no differences between con-
ditions in terms of hit rates and correct response times in this simple
task (98% accuracy, mean response times of about 435 ms; no dif-
ferences were found between orientation/position conditions or iden-
tity conditions). The triggers coding for each face half presentation
were sent from the parallel port of the stimulation computer to the
EEG recording computer at the beginning and end of the sequences,
and at each minimal level of visual stimulation for each half face
(the frame where only the uniform grey background was present,
Fig. 1) (see also Rossion & Boremanse, 2011; Rossion et al.,
2012).
The choice of the speciﬁc stimulation frequencies, which were iden-
tical to our previous study (Boremanse et al., 2013), was based on
several factors. First, temporally close frequency rates were used
because the SSVEP response characteristics depended on the temporal
frequency of the visual input (Regan, 1989; Srinivasan et al., 2006;
Alonso-Prieto et al., 2013). Second, the speciﬁc stimulation frequen-
cies were constrained by the refresh rate of the monitor (i.e. integers
of 100 Hz, 100/5.88 = 17; 100/7.14 = 14). Third, the fundamental
frequencies of the evoked response, as well as at the second-order sum
IM component (i.e. 5.88 + 7.14 = 13.02 Hz), were located outside
the typical alpha frequency band [8–12 Hz, e.g. Klimesch (1999)], in
order to maximize the signal-to-noise ratio (SNR) of these responses.
Finally, stimulation frequencies between 4 and 9 Hz (theta band)
appear to elicit maximal responses to contrast-modulated face stimula-
tion as used here (Alonso-Prieto et al., 2013).
Electroencephalographic recording
The electroencephalography was recorded using 128 Ag/AgCl elec-
trodes placed on the scalp using a cap system (Waveguard128 cap,
Cephalon A/S, Denmark). Electrode positions included the standard
10–20 system locations and additional intermediate sites (for a two-
dimensional mapping of electrode labels and positions, see the
128-channel cap according to the ﬁve percent electrode system at
http://www.ant-neuro.com/products/waveguard/electrode-layouts). The
ground electrode was positioned on the forehead. Vertical and hori-
zontal eye movements were monitored using four additional elec-
trodes placed on the outer canthus of each eye and over the inferior
and superior areas of the right orbit. During EEG recording, all
electrodes were referenced to a centro-frontal channel (AFZ) and
electrode impedances were kept below 10 kO. The electroencepha-
lography was digitized at 1000 Hz (128 channel high-speed ampli-
ﬁer, Advanced Neuro Technology, The Netherlands) and a digital
antialiasing ﬁlter of 0.27*sampling rate was applied at recording (at
a sampling rate of 1000 Hz, the usable bandwidth was 0 to
~270 Hz).
Data analysis
The EEG analyses were carried out using Analyzer 2.0 (Brain Prod-
ucts, Germany), Letswave (http://nocions.webnode.com/letswave)
(Mouraux & Iannetti, 2008), MATLAB and EEGLAB (http://sccn.
ucsd.edu). Blocks of EEG recordings (12 blocks for each partici-
pant) were cropped to 66.67 s windows containing exactly 392 and
476 cycles of the two input frequencies f1 (5.88 Hz) and f 2
(7.14 Hz), respectively. The ﬁrst 2 s were removed to avoid con-
tamination from transient responses triggered by the onset of visual
stimulation train and to allow time for the system to be entrained by
the stimulation (Rossion et al., 2012). The EEG recording blocks
were band-pass ﬁltered between 0.1 and 100 Hz (Butterworth zero-
phase ﬁlter, 24 db/oct) to remove slow drifts in the recorded signals
and very high frequencies. The signals were then downsampled to
250 Hz in order to reduce the ﬁle size and increase the speed of
data processing. Next, the segmented EEG recordings were averaged
together for each condition and each participant separately (two
blocks averaged by condition for each participant). Averaging in the
time domain cancelled out EEG activity that was not phase-locked
with the stimulus. The resulting average waveforms were then trans-
formed into the frequency domain using a discrete Fastest Fourier
Transform in the West, yielding an amplitude spectrum (lV) at val-
ues ranging from 0 to 100 Hz with a very high frequency resolution
(1/66.67 = 0.015 Hz). For each electrode, SNR spectra were
computed by taking the value at each frequency bin and dividing
it by the average value of 20 neighbouring bins (Rossion & Bore-
manse, 2011). Finally, the spectra were averaged across participants
for each condition separately, for the display of grand-averaged spec-
tra and topographical maps. For statistical analysis (fundamentals
and IM responses), the SNR values were averaged across channels
of three regions of interest (ROIs), based on visual inspection of
scalp topographies and on our previous studies with sinusoidal
periodic contrast modulation (Rossion & Boremanse, 2011; Rossion
et al., 2012; Boremanse et al., 2013). The ROIs included eight right
occipito-temporal channels centred on channel PO8 (i.e. PO6, P8,
PPO6h, P6, PO8, PPO10h, TPP8h and PO10), as well as the left
homologous ROI centred on PO7 (i.e. PO5, P7, PO7, PPO5h, P5,
PPO9h, TPP7h and PO9) and occipital medial channels around Oz
(i.e. POO3h, POO4h, Oz, O1, O2, OI1h, OI2h and Iz).
Results
We ﬁrst describe the results for the Whole-face condition, in which
responses well above noise level were observed at the two funda-
mental stimulation frequencies, i.e. 5.88 and 7.14 Hz (Fig. 2;
Table 1). There were responses until the ﬁfth harmonic of each
stimulation frequency (i.e. 29.40 and 35.70 Hz, respectively) but the
largest responses were observed at the fundamental stimulation fre-
quencies, with grand-averaged SNR values reaching 14.50 at
5.88 Hz and 14.76 at 7.14 Hz on medial-occipital channel Oz (i.e.
14.509 and 14.769 above the noise level, respectively). Mean
( SD) SNR values for each condition, each frequency of interest
and each of the two visual ﬁeld presentations are provided in
Table 1 (see also the Tables S1–S3 in the Supporting Information
for all SNR values with conﬁdence intervals). All analyses were
checked for sphericity violation (Mauchly’s test) and corrected when
necessary (Greenhouse–Geisser correction).
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Part-based repetition suppression effects
Whole-face condition
We ﬁrst describe part-based repetition suppression effects, i.e.
responses at 5.88 and 7.14 Hz, for the ‘Whole-face’ condition. Max-
imal SNR values for ‘Different’ and ‘Same’ identity face conditions
were located on the medial channel Oz, with larger responses fol-
lowing the stimulation of the left visual ﬁeld than that of the right
visual ﬁeld (Fig. 2). Large responses were also found at occipito-
temporal electrode sites contralateral to the side of stimulation. The
largest responses were recorded on the same channels for both con-
ditions, but the ‘Different’ condition exhibited signiﬁcantly higher
SNR values than the ‘Same’ condition (Table 1; Fig. 2).
For statistical comparisons, the channels included in each lateral
ROI were pooled together and a repeated ANOVA was conducted
with the factors ROI 9 Visual ﬁeld 9 Frequency 9 Identity
(3 9 2 9 2 9 2). A signiﬁcant effect of ROI was found because
the medial ROI showed larger responses than the lateral ROIs
(F2,20 = 4.50, P = 0.012), which did not differ from each other
(F1,10 = 0.88, P = 0.185). There was a signiﬁcant effect of Visual
ﬁeld because the left visual ﬁeld stimulation elicited higher
responses than the right visual ﬁeld stimulation (F2,20 = 3.69,
P = 0.042). There was also a signiﬁcant effect of Identity (‘Differ-
ent’ > ‘Same’, F2,20 = 44.13, P < 0.001). A signiﬁcant interaction
between ROI and Visual ﬁeld was also found, as expected (contralat-
eral > ipsilateral response, F2,20 = 8.81, P = 0.001). There was also
a signiﬁcant interaction between Frequency and Identity
(F1,10 = 3.47, P = 0.046) because the stimulation frequency at
5.88 Hz yielded a larger response than that at 7.14 Hz, but only for
the ‘Same’ identity condition (F1,10 = 10.19, P = 0.005; NS for
‘Different’: F1,10 = 0.9, P = 0.384). These effects were qualiﬁed by
a signiﬁcant three-way interaction between ROI, Visual ﬁeld and
Identity (F2,20 = 8.57, P = 0.001). This interaction was due to larger
repetition suppression effects at contralateral than ipsilateral sites
[left visual ﬁeld stimulation: right ROI (3.82) > central ROI
(1.34) > left ROI (1.21); right visual ﬁeld stimulation: left ROI
(2.58) > central ROI (2.15) > right ROI (0.95)]. However, overall,
considering both right and left visual ﬁeld stimulations together,
there was no difference in terms of the magnitude of the repetition
suppression effect between ROIs (i.e. no two-way interaction
between ROI and Identity, P = 0.232). An additional analysis
Fig. 2. Grand-averaged SNR spectrum (0–15 Hz) at right occipito-temporal
channel PO8 (circled in black in the topographies) for the ‘Whole-face’ con-
dition (left/right face halves stimulate the right/left visual ﬁeld at 5.88 and
7.14 Hz) for the ‘Different’ (thin black line) and ‘Same’ (thick grey line)
face-identity presentation topographic maps (above for ‘Different’, below for
‘Same’). SNR spectra are computed by dividing each frequency bin
(0.017 Hz) by the average of the 20 neighbouring bins. The colour scales of
the topographical maps are different between conditions, ranging from 0 to
the maximal SNR value of each condition (see Table 1). The IM components
are indicated in red.
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speciﬁcally investigating potential differences between the left and
right hemispheres (LH and RH) in terms of the repetition suppres-
sion effect for contralateral stimulations (left visual ﬁeld and right
visual ﬁeld for the right and left hemispheric ROIs, respectively) did
not reveal any signiﬁcant effect (F1,10 = 2.15, P = 0.087).
In summary, there were signiﬁcant repetition suppression effects
to the face parts (Fig. 3), more so for contralateral than ipsilateral
stimulation (Table 1). However, importantly, these repetition sup-
pression effects were found at all posterior sites, including occipital
medial electrodes (Fig. 3B), with no difference between medial and
lateral occipital ROIs.
Comparison of conditions
In order to compare repetition suppression effects across conditions,
responses to ‘Same’ face-identity presentation were subtracted from
responses to ‘Different’ face identity presentation for each of the
four position/orientation conditions (i.e. ‘Whole-face’, ‘Gap’, ‘Mis-
aligned’ and ‘Inverted’). A repeated-measures ANOVA was then
conducted with the factors ROI 9 Visual ﬁeld 9 Frequency 9 Con-
dition (3 9 2 9 2 9 4).
The analysis showed a signiﬁcant main effect of Frequency, the
7.14 Hz stimulation yielding larger repetition suppression effects
than the 5.88 Hz stimulation (F1,10 = 6.49, P = 0.015). A signiﬁcant
interaction between ROI and Visual ﬁeld was also found, reﬂecting
the larger repetition suppression effect for contralateral over ipsilat-
eral stimulation (F2,20 = 11.66, P = 0.001) (Table 1). Importantly,
no other main effects or interactions were found; there were no dif-
ferences between conditions in terms of the magnitude of the repeti-
tion suppression effect (F3,30 = 1.27, P = 0.151; Fig. 4; Table 1).
Intermodulation responses: difference components
‘Whole-face’ condition: difference components (nf2  nf1)
Difference IM components (i.e. 1.26, 2.52, 3.78 and 5.04 Hz)
emerged clearly above noise level on grand-averaged data for the
repetition of the same identity in the ‘Whole-face’ condition (Fig. 5).
These IM brain responses are unequivocally produced by neuronal
populations that interact or integrate the two face parts nonlinearly
(Zemon & Ratliff, 1984; Regan & Regan, 1988; Appelbaum et al.,
2008; Aissani et al., 2011; Boremanse et al., 2013). All of these IM
components had a similar right occipito-temporal distribution
(Fig. 5). However, for the ‘Different’ identity condition, only the ﬁrst
component at 1.26 Hz (also localized primarily over the right occipi-
to-temporal cortex) was signiﬁcantly above noise level (Fig. 5).
Only the lateral ROIs, where the IM components were found,
were considered for statistical analysis. An ANOVA with the factors
Hemisphere 9 Identity (2 9 2) was conducted, showing that the
1.26 Hz response did not differ between ‘Same’ and ‘Different’
identity presentations for the ‘Whole-face’ condition (F1,10 = 0.65,
P = 0.219). The presence of the 1.26 Hz component indicated that
left and right face parts were integrated even when the identity of
each half was changed at each stimulation cycle. However, the
absence of the other IM components indicated that the integration
was reduced when face identity changed at every cycle compared
with the repetition of the same identity.
A
B
Fig. 3. (A) Above – topographic maps of the mean SNR for the left and
right face half stimulation for the ‘Whole-face’ condition. Below – the bar
graphs show the group mean ( SE) and individual values of the contralat-
eral responses in SNR for the left and right visual ﬁeld stimulation and for
the ‘Different’ and ‘Same’ face-part presentation at the fundamental frequen-
cies of stimulation (see Supporting Information Fig. S1 for bar graphs of dif-
ferences). The channels used are: PO7, PO5, P7, PPO5h, P5, PPO9h, TPP7h
and PO9, and PO8, PO6, P8, PPO6h, P6, PPO10h, TPP8h and PO10 for the
LH and RH, respectively, marked in black in the topographies. (B) The bar
graphs for the eight medial-occipital channels (OZ, POO3h, POO4h, O1, O2,
OI1h, OI2h and Iz) of the medial ROI (marked in black on the topography
above the histograms). Note that the face ﬂicker eliciting the displayed
response is outlined by a dashed line.
Fig. 4. Above – topographic maps of the mean differential (‘differ-
ent’  ‘same’) SNR for the left and right face half stimulation for the four
conditions. Below – the bar graphs show the group means ( SE) and indi-
vidual values for part-based face-identity repetition suppression effects of the
medial and contralateral responses (collapsed together) in SNR for the left
and right visual ﬁeld stimulation at the fundamental frequency (f1 and f2
combined). The eight left and eight right lateral occipito-temporal channels
were each combined with the eight medial-occipital channels (no difference
in repetition suppression was found between the two lateral ROIs and medial
ROI). The bar graphs depict the average of the channels that are marked in
black on the topographies (above the bar graphs). The face ﬂicker eliciting
the displayed response is outlined by a dashed line.
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Main condition: difference components (nf2  mf1)
Other difference IM components were found at 4.62 Hz
(1f 2  2f1) and 8.40 Hz (1f1  2f 2), and these were present for
both ‘Same’ and ‘Different’ identity presentations for the ‘Whole-
face’ condition (Fig. 5A). An ANOVA with the factors Hemi-
sphere 9 Identity (3 9 2) showed a main effect of Hemisphere for
the 4.62 Hz component only, which was mainly localized in the
right and medial ROIs (F1,13 = 4.55, P = 0.046; NS for 8.40 Hz:
F2,20 = 2.12, P = 0.146). There was no main effect of Identity
(4.62 Hz: F1,10 = 0.002, P = 0.967; 8.40 Hz: F1,10 = 0.47,
P = 0.504) or interaction between the two factors (4.62 Hz:
F2,20 = 0.29, P = 0.752; 8.40 Hz: F2,20 = 0.27, P = 0.766).
Comparison of conditions
Further analyses focused on the comparison between the ‘Whole-face’
condition and the three control conditions (i.e. ‘Gap’, ‘Misaligned’
and ‘Inverted’) for ‘Same’ and ‘Different’ face-identity presentations
separately (data collapsed across visual ﬁelds and stimulation frequen-
cies). The average of the four IM components present in the ‘Same’
condition was computed and all statistical analyses presented herein
were carried out on these averaged values (see Boremanse et al.,
2013). For ‘Different’ presentations, only the component at 1.26 Hz
was considered (neither the ‘Whole-face’ nor the control conditions
showed further signiﬁcant IM components). The channels included in
each ROI were pooled together and a repeated ANOVA was conducted
with the factors Hemisphere 9 Condition (2 9 4).
For ‘Same’ faces, IM components were virtually absent in the
‘Gap’ and ‘Misaligned’ conditions, replicating our previous observa-
tions (Boremanse et al., 2013). Inverted faces led to substantial IM
responses, which were nevertheless weaker than for upright faces in
the RH only (Fig. 6). Statistical analyses conﬁrmed these observa-
tions, showing a main effect of Hemisphere (Figs 7 and 8)
(RH > LH, F1,10 = 5.92, P = 0.017), and a main effect of Condition
(F3,30 = 15.24, P < 0.001). These effects were qualiﬁed by a two-
way interaction between the factors Hemisphere and Condition
(F3,30 = 2.69, P = 0.032) because the difference between the
‘Whole-face’ condition and other conditions was more prominent in
the right than in the LH (‘Whole-face’ vs. control conditions: LH,
F1,10 = 3.43, P = 0.046; RH, F1,10 = 16.89, P = 0.001). There was
a signiﬁcant difference between the ‘Whole-face’ and ‘Inverted’
conditions in the right ROI only (F1,10 = 5.63 P = 0.019; LH:
F1,10 = 0.07, P = 0.394), whereas the comparison between ‘Whole-
face’ and the other two control conditions was signiﬁcant in both
hemispheres (LH: P-values < 0.049; RH: P-values < 0.001).
For ‘Different’ faces, there were similar results, with a signiﬁcant
main effect of Hemisphere, the right ROI yielding the largest
responses (F1,10 = 3.32, P = 0.049), and a signiﬁcant main effect of
Condition (F3,30 = 15.77, P < 0.001). Although the difference
between the ‘Whole-face’ condition and the other conditions was
larger in the RH, the interaction failed to reach signiﬁcance
(F3,30 = 1.73, P = 0.090) and the ‘Whole-face’ advantage over all
control conditions was present in both hemispheres (LH:
F1,10 = 17.33, P < 0.001; RH: F1,10 = 29.49, P < 0.001). There
was a signiﬁcant difference between the ‘Whole-face’ and ‘Inverted’
conditions in both ROIs (RH: F1,10 = 27.61 P < 0.001; LH:
A
B
Fig. 5. (A) Grand-averaged SNR spectrum (0–5.6 Hz) at right occipito-tem-
poral channel PO8 (circled in black in the topographies) for the ‘Whole-face’
condition, for the ‘Different’ (thin black line) and ‘Same’ (thick grey line)
face-identity presentations (stimulation frequencies collapsed together). The
component at 1.26 Hz with a right hemispheric advantage is present for both
‘Same’ and ‘Different’ face-identity presentations, whereas the other IM
components are observed only for the ‘Same’ face stimulation. All IM com-
ponents exhibit a similar right occipito-temporal topography. (B) SNR for
the four IM components for ‘Same’ (grey) and ‘Different’ (black) face-iden-
tity presentation types. The bar graphs show the group mean ( SE) and
SNR values for every individual tested of the eight right occipito-temporal
channels (PO8, P8, PO6, P6, PPO6h, PPO10h, PO10 and TPP8h) selected in
the right hemispheric ROI.
A
B
Fig. 6. (A) SNR averaged for the IM component at 1.26 Hz for ‘Different’
face-identity presentations and in B averaged for the difference IM compo-
nents (i.e. at 1.26, 2.52, 3.78 and 5.04 Hz) for ‘Same’ face-identity presenta-
tion. Group means ( SE) and individual SNR values for the mean of the
eight left and eight right occipito-temporal channels are shown. Topographic
maps (back of the head) corresponding to the same conditions are depicted
below each bar graph.
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F1,10 = 7.41, P < 0.01; ‘Whole-face’ vs. each of the other condi-
tions, P-values < 0.001).
For the IM responses at 4.62 and 8.40 Hz, the ‘Whole-face’ condi-
tion elicited signiﬁcantly larger responses than the control conditions at
8.40 Hz only (‘Same’ identity: F3,30 = 4.22, P = 0.007; ‘Different’
identity: F3,30 = 2.42, P = 0.042; NS at 4.62 Hz: ‘Same’, F3,30 = 0.20,
P = 0.449; ‘Different’ identity, F3,30 = 1.63, P = 0.101).
Intermodulation responses – sum component
(f1 + f 2 = 13.02 Hz)
Whole-face condition
As also observed previously, the sum component at 13.02 Hz was
spread out over the temporal-occipital cortex for both ‘Same’ and
‘Different’ identity conditions, with maximal values on medial chan-
nel Oz (Fig. 8).
An ANOVA with the factors Hemisphere 9 Identity (3 9 2), for
which the medial ROI was included, showed a main effect of Hemi-
sphere, the responses for both identity repetitions being larger for
the medial ROI than for the two lateral ROIs (F1,12 = 10.74,
P = 0.006), whose responses did not differ from each other
(F1,10 = 0.59, P = 0.23). Stimulating with the same facial identity
elicited a higher response than stimulating with different facial iden-
tities (Identity, F1,10 = 20.93, P < 0.001). A signiﬁcant interaction
between Hemisphere and Identity (F2,20 = 5.86, P = 0.005) along
with contrast analyses further revealed that this effect was only sig-
niﬁcant for the medial and left ROIs (left ROI: F1,10 = 5.38,
P = 0.042; medial ROI: t1,10 = 14.98, P = 0.003; NS for the right
ROI: F1,10 = 0.41, P = 0.533).
Comparison of conditions
For the f1 + f 2 component, the ‘Whole-face’ condition was compared
with the control conditions for each face identity condition separately.
For the ‘Same’ identity presentation, a repeated ANOVA was conducted
with the factors Hemisphere and Condition (3 9 4), which revealed a
signiﬁcant main effect of Hemisphere due to the medial ROI higher
responses in all conditions (F1,11 = 18.00, P < 0.001) and a signiﬁ-
cant main effect of Condition (F3,30 = 14.08, P < 0.001) due to lower
responses for the ‘Gap’ and ‘Inverted’ conditions than the ‘Whole-
face’ and ‘Misaligned’ conditions (Fig. 8), which did not differ signif-
icantly from each other (F1,10 = 1.58, P = 0.119). The responses for
the ‘Inverted’ condition were signiﬁcantly larger than those for the
‘Gap’ condition (F1,10 = 17.59, P < 0.001). A signiﬁcant interaction
between Hemisphere and Condition showed that the ‘Gap’ condition
systematically yielded lower responses than the other conditions at all
ROIs (F6,60 = 7.41, P < 0.001), in contrast to the ‘Inverted’ condi-
tion, which only elicited a lower response than the ‘Whole-face’ and
‘Misaligned’ conditions at the medial ROI (F2,20 = 11.87,
P < 0.001). Thus, the analysis revealed similar response trends for the
‘Whole-face’, ‘Gap’ and ‘Misaligned’ conditions across ROIs, i.e. lar-
ger responses in the medial ROI and no difference between the two
lateral ROIs. However, for the ‘Inverted’ condition, the medial ROI
responses were only larger compared with the left ROI (F1,10 = 7.28,
P = 0.022), but not the right ROI (F1,10 = 1.60, P = 0.234).
The same analysis was carried out for the ‘Different’ identity pre-
sentation. Identical responses were found for the factor Hemisphere
(F1,12 = 5.53, P = 0.031) and the factor Condition (F3,30 = 6.63,
P = 0.001). However, the signiﬁcant interaction between Hemisphere
and Condition showed slightly different results (F6,60 = 2.77,
P = 0.01). The four conditions yielded different responses in the med-
ial ROI only (F3,30 = 6.89, P < 0.001; Fig. 8; NS for left and right
ROIs: F3,30 = 1.01, P = 0.201 and F3,30 = 0.50, P = 0.343, respec-
tively) where the ‘Whole-face’ and ‘Misaligned’ conditions, which did
not differ from each other (F1,10 = 0.06, P = 0.812), showed higher
responses than the ‘Inverted’ and ‘Gap’ conditions (F1,10 = 9.22,
P = 0.012; ‘Inverted’ vs. ‘Gap’, NS: F1,10 = 3.78, P = 0.080).
Discussion
Part-based repetition suppression effects
Previous studies have shown release from repetition suppression/
adaptation when only part of a face changes between repeated stim-
uli. For instance, changing the unattended bottom half of a face
causes release from adaptation to the repetition of the same face in
the functional magnetic resonance imaging signal obtained in face-
selective areas of the right ventral occipito-temporal cortex (Schiltz
& Rossion, 2006; Schiltz et al., 2010). Similarly, there is a release
from repetition suppression in the so-called fusiform face area
Fig. 7. Topographic maps (back of the head) of the SNR differences
between the ‘Whole-face’ and control conditions showing that maximal dif-
ferences are concentrated on the right occipito-temporal ROI and to a lesser
extent on the left homologous region. ‘Different’ and ‘Same’ face-identity
presentations are displayed above and below, respectively. The topographies
for ‘Different’ show the distribution of the response at 1.26 Hz, which was
the only difference IM response found in this condition. The topographies
for ‘Same’ show the distribution of the mean of the four difference IM
responses at 1.26, 2.52, 3.78 and 5.04 Hz.
Fig. 8. Above – SNR for the sum IM component at 13.02 Hz in the four
conditions of interest for ‘Same’ and ‘Different’ face-identity presentations,
showing the group means ( SE) and SNR values for every individual tested
for the mean of the eight channels selected for the medial ROI analysis.
Below – the topographical maps (back of the head) relating to the bar graphs
depicted above. All signiﬁcant differences (all P-values < 0.05) between the
four conditions of interest were found for both ‘Same’ and ‘Different’ face-
identity presentations.
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(Kanwisher et al., 1997) to composite images in which either the
internal or external parts change (Andrews et al., 2010; Axelrod &
Yovel, 2010), when either the eyes or mouth change (Harris & Agu-
irre, 2010) or the eyes and top face half change (Lai et al., 2014).
Event-related potential studies have also shown modulations of the
N170 face-sensitive component (Bentin et al., 1996) following
changes of parts of a face (Jacques & Rossion, 2009). A fundamen-
tal limitation of these studies is that they cannot isolate the adapta-
tion that is speciﬁc to the part from the adaptation of a combination
of the parts, possibly the whole face. Indeed, changing one part
changes the perception of the whole face stimulus (Sergent, 1984;
Young et al., 1987; Tanaka & Farah, 1993; Rossion, 2013). Conse-
quently, these effects can be (and are often) interpreted in terms of holis-
tic face processing, namely the processing/representation of the face as a
single unit, with no high-level part structure (Tanaka & Farah, 1993;
Rossion, 2008a, 2013). More generally, a large part such as half of a
face, or even a small part such as the eye region alone, may be sufﬁcient
to trigger the representation of the whole face. Hence, putative repetition
suppression effects obtained by repeating parts of faces cannot be inter-
preted as reﬂecting part-based repetition suppression effects.
Here, utilizing EEG frequency tagging, we were able to measure
the adapted response to a part (i.e. a subset of the face, half of the
face here) embedded in a whole face, and to objectively separate
this response from a simultaneously recorded response to the other
face part, as well as to an integrated representation between the two
parts (IM components).
Large repetition suppression effects in response to face halves were
found over posterior electrode sites, thus providing the ﬁrst evidence
of pure part-based face identity adaptation. Repetition suppression
effects were largest on the hemisphere contralateral to the stimulation.
Although there was an overall higher response in the RH than the LH,
the contralateral part-based repetition suppression effect did not differ
signiﬁcantly between hemispheres, and was even relatively large at
medial-occipital channels (around Oz; Fig. 3). This scalp topography
is usually associated with low-level SSVEP responses (e.g. M€uller
et al., 1998; Di Russo & Spinelli, 2002; Srinivasan et al., 2006), even
when complex visual stimuli such as faces are used (e.g. McTeague
et al., 2011). This observation is in contrast to the repetition suppres-
sion effects observed when the whole face changes identity at a peri-
odic rate of 3–8 Hz, these effects being focused over the right
occipito-temporal cortex, with no effect at medial-occipital electrode
sites (Rossion & Boremanse, 2011; Rossion et al., 2012). Although
the spatial resolution of electroencephalography is inherently limited,
this contrast suggests that part-based face identity repetition suppres-
sion effects, as reported here, are driven by low-level processes. Sup-
porting this suggestion, whereas for whole faces a much larger
repetition suppression effect is observed at 5.88 Hz than at 7.14 Hz
(Alonso-Prieto et al., 2013), here the stimulation frequency at
7.14 Hz yielded the largest part-based effects.
Most importantly for this point, part-based repetition suppression
effects remained equally large whether the two parts formed a whole
face or were horizontally separated, vertically misaligned, or
inverted. Again, this observation contrasts with the large reduction
of the repetition suppression effect that is observed for inverted
whole faces (Rossion & Boremanse, 2011; Rossion et al., 2012)
and offers strong support for the view that these part-based effects,
isolated here for the ﬁrst time, are essentially low level.
Regarding this interpretation, there is only one caveat that we can
think of. Here, contrary to our previous studies with whole faces
ﬂickering at a single frequency, the stimulus size did not change at
each presentation cycle because the left and right halves of the face
had to be identical in size in order to form a whole face. This
absence of size variation may have increased low-level repetition
suppression effects, possibly contributing to their wide distribution
over all of the posterior electrodes. However, this factor cannot
explain why the part-based effects remained equally strong when the
face halves were separated, misaligned or inverted.
Intermodulation responses as evidence for high-level, holistic
representation of faces
A face stimulus whose left and right halves are tagged at different
frequencies elicited the same kind of IM responses as recently
reported (Boremanse et al., 2013). These responses emerge from
nonlinear combinations of the part-evoked responses and are there-
fore found at differences and sums of the stimulation frequencies.
They can only be generated by neuronal populations that receive
information from both ﬂickering stimuli (e.g. Regan & Regan,
1988; Appelbaum et al., 2008; Giani et al., 2012), here two face
halves. This replication strengthens previous conclusions that the
whole of a face is different to the sum of its parts (Boremanse et al.,
2013). Importantly, as in this previous study, the four difference
terms (i.e. f1–f 2 = 1.26 Hz; 2f1–2f 2 = 2.52 Hz, etc.) are found
mainly over the right occipito-temporal cortex, suggesting that they
are generated in high-level visual areas.
In the control condition when the two face halves are spatially
separated (‘Gap’ condition), these difference IM components and the
second-order sum (f1 + f 2 = 13.02 Hz) IM response located on
medial-occipital areas disappear. This observation is in line with the
ﬁndings of our previous study, as well as with several EEG studies
showing a reduction of occipital IM responses for spatially separated
low-level visual stimuli (Zemon & Ratliff, 1982; Norcia et al., 1999;
Victor & Conte, 2000), or spatially separated stimuli outside ﬁxation
and moving away from each other (Fuchs et al., 2008). A reduction of
IM responses in lower-order and higher-order areas has also been
observed when there is a texture-deﬁned border between two ﬂicker-
ing stimuli, such as a ﬁgure and background (Appelbaum et al.,
2008). The sum component (13.02 Hz) has a medial-occipital topog-
raphy. Moreover, exactly as we observed previously (Boremanse
et al., 2013), it is still present in the ‘Misaligned’ condition, when
there was no physical separation between the two parts and a contigu-
ous border. This observation suggests that the sum component reﬂects
local spatial interactions in early retinotopic areas that are more or less
preserved by the misalignment manipulation. This may occur because
there are still adjacent contrast regions across the border between the
face parts that could interact in a fashion that does not depend on strict
local or global alignment. By contrast, the multiple difference compo-
nents (1.26 Hz, 2.52 Hz, etc.) over the right occipito-temporal cortex,
the most interesting for our purpose, appear to depend on the global
alignment of face parts in that the simple local juxtaposition of the
parts is not sufﬁcient to generate them.
The reduction of these IM difference responses in the control condi-
tions clearly indicates that the IMs reﬂect high-level visual integration
processes. Moreover, when faces are presented upside-down, the differ-
ence IM responses over the RH were selectively reduced. As the
behavioural effects of inversion are observed exclusively for faces, or
are much larger for faces than other object categories (Yin, 1969; Ros-
sion, 2008a,b; for a review), this effect suggests that the IMs reﬂect at
least partly face-speciﬁc neural responses. Importantly, this decrease of
the IM responses for the three kinds of control conditions (i.e. Gap, Mis-
alignment, Inversion) cannot be accounted for by the responses to face
parts, which were unaffected by these manipulations. Thus, the neural
response to an integrated face, as reﬂected in the IM responses, cannot
be predicted by the magnitude of its responses to each of the face parts.
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Most neurofunctional models of face and object perception consider
that a visual stimulus is ﬁrst decomposed part by part, and that these
parts are only subsequently integrated into more global representations
(Marr, 1982; Biederman, 1987; Jiang et al., 2006; Ullman, 2007;
DiCarlo & Cox, 2007). However, alternative models have been pro-
posed according to which an initial coarse representation of the whole
stimulus emerges in high-level visual areas, followed by a reﬁnement
of the visual representation involving lower-level visual areas through
top-down processing (Mumford, 1992; Bullier, 2001; Hochstein &
Ahissar, 2002; Rossion, 2008b; Rossion et al., 2011). Our observa-
tions suggest that the representation of the parts of a face, when their
measurement is isolated by frequency tagging, is low level; they are
associated with a dominant topography over medial-occipital sites typ-
ical of low-level SSVEP responses, and they are unaffected by manip-
ulations such as inversion. In contrast, the IM responses appear to be
driven by high-level visual areas, in particular in the RH, sensitive to
inversion. However, in the present frequency-tagging approach the
phases of the IM components and of the fundamental responses cannot
be directly compared, so that our data cannot be used to make direct
inferences about the temporal hierarchy between the representation of
the isolated parts and integrated parts.
In these ﬁrst applications of the EEG frequency-tagging technique
to facial parts (Boremanse et al., 2013; the present study), we deﬁned
only two parts of a whole face – the left and right halves. The IMs
might be generated only when a whole face stimulus is presented as a
continuous surface, in the upright orientation. Alternatively, the IMs
may be essentially generated by subregions of the face such as the
eyes and eyebrows, and do not need the whole face stimulus to be
present. Indeed, in the face perception literature, ‘holistic’ reﬂects
a process by which a face stimulus is treated as an integrated unit
(Rossion, 2008a). This process could be potentially applied to a subset
of the face [i.e. a part; e.g. the eye/eyebrows region; see Rossion
(2008a, 2013) for discussion of this issue]. For this reason, we cannot
exclude that the same observations would be obtained by presenting
only the eyes/eyebrows of a face for instance (i.e. comparing the eyes/
eyebrows region at upright orientation vs. inverted, separated by a gap
or misaligned) or even the mouth or nose alone. Future studies are
now in a position to address this issue by frequency tagging subre-
gions of the face (i.e. a mouth, an eye, etc.) in a systematic manner,
for instance by using classiﬁcation images or reverse correlation (Ahu-
mada & Lovell, 1971) to faces (Haig, 1985) while measuring the EEG
responses (Schyns et al., 2007; Smith et al., 2009).
A related issue concerns the reasons why the IMs virtually disap-
pear in the Gap condition even though the stimulus is clearly per-
ceived as a face. As noted by a reviewer of this article, such an
apparently small manipulation (i.e. a gap of 0.3°) is unlikely to be
associated with a large decrease of performance in a behavioural face
recognition task for instance. Moreover, there is evidence of IM com-
ponents between ﬂickering stimuli that are presented outside ﬁxation
and separated by at least 0.25° (Fuchs et al., 2008), so that this
decrease of the IMs cannot be due to the size of the gap or the distance
between ﬁxation and the ﬂickering face halves. However, in our stim-
ulation paradigm, the ﬁxation cross in the Gap condition falls exactly
on the gap, i.e. outside the face stimulus. This suggests that, when
stimuli are presented at frequency rates allowing only one ﬁxation per
face as here, ﬁxating on the face stimulus may be critical (albeit not
sufﬁcient as indicated by the results of the misaligned and inverted
face conditions) to integrate the two halves and thus elicit the IMs.
Moreover, in the study of Fuchs et al. (2008), the IMs are present only
if the ﬁgures are attended (by instruction), and not if the cross located
outside the ﬁgures is attended. This raises the intriguing possibility
that in the Gap condition of our study, attention to the face rather than
the cross could elicit IM responses, meaning that selective attention to
the face becomes necessary to integrate facial parts when they are sep-
arated by a gap. This possibility does not undermine our current
results (where all conditions are tested with the same task and perfor-
mance) but raises an interesting hypothesis to test in future studies.
Another issue worth exploring in future studies is whether the IM
components would resist the introduction of a small gap that does
not transform the main diagnostic internal parts of a face (i.e. the
eyes and mouth) by breaking the stimulus along its main axis, as
used here. For instance, a small gap between the top and bottom
halves of a face, at the level of the nose or below the eyes, does not
prevent human observers perceiving the stimulus as an integrated
unit [i.e. the notorious composite face illusion, see Young et al.
(1987), Hole (1994), and Rossion (2013) for a review]. Hence, it
may be that a small gap between the top and bottom halves does
not abolish the IMs, in particular if observers keep ﬁxating on the
nasion, typically the ﬁrst ﬁxation point on a face (Hsiao & Cottrell,
2008) and the optimal ﬁxation point for an ideal observer using
information across the whole face (Peterson & Eckstein, 2012).
A non-negligible advantage of the present EEG frequency-tagging
approach with faces is that it leads to very high SNR responses (Regan,
1989; Rossion & Boremanse, 2011), allowing the measurement of
the responses of interest in a few trials and including several control
conditions in the paradigm. Also, the frequency-tagging approach used
here is behaviour-free, requiring no explicit task to process the facial
identity of either the whole face or face parts. Hence, the low atten-
tional and task demands of this paradigm also make it well suited to
work with difﬁcult-to-test populations such as infants, young children
or brain-damaged patients, especially as reliable responses can be
obtained in individuals in just a few trials. However, for this very
reason, we do acknowledge that we do not know at this stage how the
part-based and integrated EEG responses relate to other neurofunctional
and behavioural measurements of face recognition, and to interindividu-
al face-processing abilities in general, in particular in holistic face
perception (e.g. DeGutis et al., 2013). In the same vein, another issue
worth investigating in future studies is whether these EEG responses
can be modulated by the behavioural task relevance of the parts or of
the whole face.
Changing face identity interferes with visual integration of
facial parts
As discussed above, changing the identity of the face parts at every
cycle of stimulation substantially increased the magnitude of the part-
based responses, an effect interpreted in terms of release from repeti-
tion suppression/adaptation. In contrast, varying the face part identi-
ties reduced the number and amplitude of several IM responses. This
observation provides yet another double dissociation between part-
based and holistic face responses. At ﬁrst glance, the absence of
release from adaptation for the IM responses may be puzzling because
it contrasts with large release from repetition suppression when the
whole face ﬂickers at a single frequency (Rossion & Boremanse,
2011; Rossion et al., 2012). However, changing the identity of each
face half at a different frequency rate leads to whole faces that are
made of different face halves, and second-order IM components can
be negligible when the two inputs are markedly different [e.g. in con-
trast (Tsai et al., 2012)]. Here, even though the different faces were
carefully adjusted in order to form a continuous overall shape (i.e.
they all had the same height), the width : height ratio of the face
changed continuously during a stimulation sequence, making it more
difﬁcult to ﬁt a holistic face template than when the same face identity
is repeated. Moreover, the whole conﬁguration of internal diagnostic
© 2014 Federation of European Neuroscience Societies and John Wiley & Sons Ltd
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parts (nose, mouth, combination of the eyes and eyebrows, etc.) is
also disrupted to some extent when facial halves belonging to differ-
ent identities are aligned with each other, possibly contributing to the
reduction of the IM responses. All of these factors probably largely
account for the lack of release from repetition suppression of the IM
responses, to the point where opposite effects were observed here (i.e.
larger IM responses for the repeated identity).
However, interestingly, for the ‘Whole-face’ condition, both of
the identity conditions (i.e. ‘Same’ and ‘Different’) elicited the larg-
est difference IM component at 1.26 Hz, whereas only the presenta-
tion of the same identity produced the three higher difference IM
components at 2.52, 3.78 and 5.04 Hz. Likewise, whether or not the
face parts varied in identity, only the ﬁrst difference IM component
at 1.26 Hz was found for inverted faces. These observations suggest
that the different difference IM components reﬂect distinct visual
integration processes. For now one can only speculate about the nat-
ure of these different integration processes. The process generating
the lowest difference components appears to involve considerable
temporal integration, as it only passes low-frequency interaction
terms at its output. Hence, it could be that visual integration of
facial parts is achieved more slowly when facial halves originate
from different faces and change constantly. Likewise, the integration
of facial parts may also be slowed down for inverted relative to
upright faces, in agreement with the slower detection of faces when
they are processed upside-down (e.g. Purcell & Stewart, 1988).
Conclusions
Separately frequency tagging the left and right halves of a face
identiﬁed part-based repetition suppression effects on posterior elec-
trode sites, these effects being unaffected when the two face halves
were separated, misaligned, or inverted. In contrast, IM components
were found essentially over the right occipito-temporal cortex and
behave in the opposite direction, being signiﬁcantly reduced follow-
ing these manipulations. The IM components also decreased sub-
stantially for face halves belonging to different identities, which
form a less coherent face than when they belong to the same face
identity. These observations provide objective evidence for dissocia-
tion between part-based and integrated (i.e. holistic/conﬁgural)
responses to faces in the human brain, showing not only that a
whole face is different to the sum of its parts, but suggesting that
only integrated responses may reﬂect high-level, face-speciﬁc repre-
sentations.
Supporting Information
Additional supporting information can be found in the online ver-
sion of this article:
Movie S1. Example of a stimulation sequence (7 s out of 70 s) in
which the left half of the face ﬂickers at 7.14 Hz and the right half
at 5.88 Hz. Here, different face identities are presented at every
stimulation cycle. Participants ﬁxate the cross in the centre, just
below the eyes of the face.
Movie S2. Example of a stimulation sequence (7 s out of 70 s) in
which the left half of the face ﬂickers at 7.14 Hz and the right half
at 5.88 Hz. Here, the same face identity is presented at every stimu-
lation cycle, as in Boremanse et al. (2013). Participants ﬁxate the
cross in the centre, just below the eyes of the face.
Movie S3. Example of a stimulation sequence (7 s out of 70 s) in
which the left half of the face ﬂickers at 7.14 Hz and the right half
at 5.88 Hz, and the two halves are spatially misaligned from each
other. Here, different face identities are presented at every stimula-
tion cycle. Participants ﬁxate the cross in the centre, just below the
eyes of the face.
Movie S4. Example of a stimulation sequence (7 s out of 70 s) in
which the left half of the face ﬂickers at 7.14 Hz and the right half at
5.88 Hz, and the two halves are spatially misaligned from each other.
Here, the same face identity is presented at every stimulation cycle. Par-
ticipants ﬁxate the cross in the centre, just below the eyes of the face.
Fig. S1. Complementary ﬁgure to Figure 3, showing the difference
between the same and different face conditions (i.e. repetition sup-
pression effects) for the whole face condition.
Table S1. Mean signal-to-noise ratios for the responses to the parts
at the fundamental stimulation frequencies at 5.88 and 7.14 Hz (and
 95% conﬁdence intervals; L, M and R stand for left, medial and
right ROI, respectively).
Table S2. Mean signal-to-noise ratios for the responses to the parts
at the fundamental stimulation frequencies at 11.76 and 1.284 Hz
(and  95% conﬁdence intervals; L, M and R stand for left, medial
and right ROI, respectively).
Table S3. Mean signal-to-noise ratios for integration responses for
the mean of the three difference intermodulation responses (1.26,
2.52 and 3.78 Hz) and for the sum intermodulation response at
13.02 Hz (and  95% conﬁdence intervals; only the values from
the left and the right ROIs are represented).
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