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Abstract
Tridiagonal operators with complex coe2cients are considered. The correspondence between dynamics of
high order Toda equations for the coe2cients of the operator and its resolvent function is established. It
gives a method to solve an inverse problem—integration of high order Toda equations with complex initial
data—based on Pad#e approximants and continued fractions for the resolvent function.
c© 2003 Elsevier Science B.V. All rights reserved.
MSC: Primary 33C45
Keywords: Orthogonal polynomials; Three term recurrence relations; Transformations of the measure; Isospectral defor-
mation of Jacobi matrix; Directed and inverse spectral problem; Toda lattice
1. Introduction
As it has been discovered by Moser ([8], see also [9]), the dynamic of the solutions of the Toda
equations
dan(t)
dt
=
bn(t)− bn+1(t)
2
an(t);
dbn(t)
dt
= a2n−1(t)− a2n+1(t); n= 0; 1; : : :
a−1 ≡ 0 a0 ≡ 1 n∈N
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with bounded initial data
bn(0)∈R; an(0)¿ 0; (1.1)
corresponds to the simple evolution of the spectral measure
d(x; t) =
exp(−xt) d(x; 0)∫
exp(−xt) d(x; 0) (1.2)
of a self-adjoint operator J deEned in the standard basis of ‘2(0;∞)
ek = (0; : : : ; 0; 1; 0; : : :); k = 0; 1; : : :
by a Jacobi matrix
J (t) =


b0(t) a0(t) 0
a0(t) b1(t) a1(t) 0
0 a1(t) b2(t) a2(t) 0
. . . . . . . . . . . . . . .

 : (1.3)
In the work [1] the following result has been proved.
Theorem. For an arbitrary natural number p, the dynamics of the solutions of the equations

dan
dt
= ((Jp)n;n − (Jp)n+1; n+1)an(t)2 ;
dbn
dt
= an−1(t)(Jp)n−1; n − an(t)(Jp)n;n+1;
(1.4)
where by (Jp)k; j we mean the element of the matrix Jp in position (k; j), with initial data (1.1),
corresponds to the following evolution of the spectral measure of the operator J
d(x; t) =
exp(−xpt) d(x; 0)∫
exp(−xpt) d(x; 0) : (1.5)
Remark. For p= 1 (1.5) becomes (1.2).
Here we generalize this result for the case of an arbitrary bounded complex initial data. In this case
in general the operator J is no longer self-adjoint and therefore the notion of real valued spectral
measure is loosing sense. However it is possible to establish a simple evolution of the resolvent
function
W (z) = 〈Rze0; e0〉; (1.6)
for the resolvent operator
Rz = [J − zI ]−1;
associated with the operator J . We will prove the following result.
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Theorem 1. For an arbitrary p∈N the dynamics of the solutions of the high order Toda equations
(1.4) with an arbitrary bounded complex initial data corresponds to the following evolution of the
resolvent function for the operator J
W (z; t) =
exp(−zpt)W (z; 0)
1
2i
∫
 exp(−zpt)W (z; 0)
(1.7)
where  is an arbitrary contour of a bounded simple connected domain  which contains the
in9nity point and belongs to the resolvent set of the operator J , i.e.
 = @() and ∞∈⊂ JC \ spectrum J:
We present a proof of this result in Section 3. In Section 2 we consider diagonal Pad#e approximants
and continued fractions for the resolvent function W of the J -operator with complex coe2cients.
Note that the expansion of the resolvent function in continued fraction generates the coe2cients of
the J -operator. This gives a procedure for the solution of the inverse spectral problem—determination
of the operator J by means of the resolvent function W . At the same time it gives a procedure of
integration of the equation (1.4) for complex initial data.
2. Pade approximants and spectral problems for tridiagonal operator with complex coecients
Rational approximants for the resolvent can be applied to solve spectral problems for operators
(see for example [3,6,7] and the survey [2]).
Here we highlight some properties of the Pad#e approximants of resolvent function (1.6) which
can be taken as a basement for the solution of the spectral problem.
By deEnition, the diagonal Pad#e approximants of index n, n, for the power series
W (z) =
∞∑
=0
w
z+1
(2.1)
is a rational function
n(z) =
pn(z)
qn(z)
; with
{
degpn6 n
deg qn6 n
(2.2)
such that
qn(z)W (z)− pn(z) = czn+1 + · · · :
An important property of the Pad#e approximants for the resolvent functions (1.6) of operator (1.3)
W (z) =
∞∑
=0
〈J e0; e0〉
z+1
(2.3)
is that their numerators and denominators satisfy a three term recurrence relation
un+1 = (z − bn)un − a2nun−1; n∈N
with initial data q0 = 1; q−1 = 0 and p0 = 0, p−1 = 1, where (an) and (bn) are the coe2cients
of the matrix J in (1.3) (see for example [3,9]). This property is equivalent to the fact that the
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diagonal Pad#e approximants are the convergents of the continued fraction expansion for the power
series (2.3), i.e.
W (z) =
1
z − b0 − a
2
1
z−b1− a
2
2
z−b2−
. . .
: (2.4)
This relation between the coe2cients of the operator J and the rational approximants for its resolvent
function gives a procedure for the solution of direct and inverse problems for the operator J with
complex coe2cients. Thus, the direct problem, i.e. the determination of the resolvent function by
means of the coe2cients {an; bn} of the operator J , can be solved by direct computation of the
coe2cients
w = 〈J e0; e0〉 (2.5)
of the resolvent function and then, applying the theory of uniform convergence of the diagonal Pad#e
approximants to the resolvent function (see [4]). Hence, the resolvent function can be obtained in
some points of the resolvent set.
The inverse problem, i.e. the determination of the coe2cients {an; bn} of the operator J by means
of the resolvent function W , can be solved by computing the coe2cients of the power series expan-
sion for W ,
w =
∫

W (z)z dz; = 1; 2; : : : (2.6)
and then, applying the algorithm of expansion of a power series (2.1) for the resolvent function in
the continued fraction (2.4) we obtain the coe2cients {an; bn}.
3. Evolution of spectral data for high order Toda lattices
In this section we present a proof of the Theorem 1 stated in the introduction. Firstly we mention
that Theorem 1 is a corollary of the following result.
Theorem 2. If the coe:cients {an; bn} of the operator J satisfy the equation (1.4) then the coef-
9cients of the resolvent function, w, satisfy the following equation
d
dt
w(t) = wwp − w+p; ∈N; (3.1)
and conversely.
Remark. For p = 1 and real self adjoint operator J the equation (3.1) has been obtained by Kac
and Moerbeke [5].
In fact, substituting (1.7) in (2.6) and diMerentiating in t we obtain (3.1). Thus, high order Kac and
Moerbeke equation (3.1) for the dynamics of the coe2cients of the resolvent function are equivalent
to the evolution of the resolvent function given by (1.7). It remains to prove that high order Kac
A.I. Aptekarev, A. Branquinho / Journal of Computational and Applied Mathematics 155 (2003) 231–237 235
and Moerbeke equation for the coe2cients {w} of the resolvent function w(t) are equivalent to the
high order Toda equations for the coe2cients {an; bn} of the operator J .
Proof of Theorem 2. Equations (1.4):

d
dt
(J )n;n = (J )n;n−1(Jp)n;n−1 − (J )n;n+1(Jp)n;n+1
d
dt
(J )n;n+1 =
1
2
(J )n;n+1
[
(Jp)n;n − (Jp)n+1; n+1
] (3.2)
can be rewritten in the matrix form
d
dt
J = AJ − JA (3.3)
where
A :=
1
2


0 −(Jp)0;1 −(Jp)0;2 0 0 : : :
(Jp)1;0 0 −(Jp)1;2 −(Jp)1;3 0 : : :
(Jp)2;0 (Jp)2;1 0 −(Jp)2;3 −(Jp)2;4 : : :
0 (Jp)3;1 (Jp)3;2 0 −(Jp)3;4 : : :
0 0 (Jp)4;2 (Jp)4;3 0 : : :
...
...
...
...
... : : :


: (3.4)
Eq. (3.3) is called Lax representation for (1.4). To check the equivalence of (3.3) and (3.2), we
take (3.3) for nonzero elements of the matrix (d=dt)J

d
dt
(J )n;n = (J )n;n−1(Jp)n;n−1 − (J )n;n+1(Jp)n;n+1
d
dt
(J )n;n+1 =
1
2
[(J )n;n−1(Jp)n−1; n+1 + (J )n;n(Jp)n;n+1
−(Jp)n;n+1(J )n+1; n+1 − (Jp)n;n+2(J )n+2; n+1]:
The Erst equations in (3.2) coincide with the corresponding equations in (3.3). Concerning the
second ones, we see that the identity
(J )n;n+1(Jp)n;n − (J )n;n+1(Jp)n+1; n+1
=(J )n;n−1(Jp)n−1; n+1 + (J )n;n(Jp)n;n+1 − (Jp)n;n+1(J )n+1; n+1 − (Jp)n;n+2(J )n+2; n+1
holds true, because of
(Jp+1)n;n+1 = (JpJ )n;n+1
= (Jp)n;n(J )n;n+1 + (Jp)n;n+1(J )n+1; n+1 + (Jp)n;n+2(J )n+2; n+1
and at the same time
(Jp+1)n;n+1 = (JJp)n;n+1 = (J )n;n−1(Jp)n−1; n+1 + (J )n;n(Jp)n;n+1 + (J )n;n+1(Jp)n+1; n+1:
Thus, the Lax representation (3.3) for the high order Toda equations (1.4) and (3.2) is proved.
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We notice, that in the representation of the matrix A in the form (3.4) we can put any values
instead of the zeros at the right-upper corner and left-down corner. Because of the tridiagonality of
J , it does not aMect Eq. (3.3). So it will be convenient for us to use the matrix A in the form
A :=
1
2


0 −(Jp)0;1 −(Jp)0;2 −(Jp)0;3 −(Jp)0;4 : : :
(Jp)1;0 0 −(Jp)1;2 −(Jp)1;3 −(Jp)1;4 : : :
(Jp)2;0 (Jp)2;1 0 −(Jp)2;3 −(Jp)2;4 : : :
(Jp)3;0 (Jp)3;1 (Jp)3;2 0 −(Jp)3;4 : : :
(Jp)4;0 (Jp)4;1 (Jp)4;2 (Jp)4;3 0 : : :
...
...
...
...
... : : :


:
We also notice, that from (3.3) it follows
d
dt
[J k] = AJ k − J kA;
indeed, by induction we have
d
dt
(JJ k) =
d
dt
[J ]J k + J
d
dt
[J k]
=AJJ k − JAJ k + JAJ k − JJ kA= AJ k+1 − J k+1A:
Now we can Enish the proof of Theorem 2. We take the representation (2.5) for w and diMerentiate
it in accordance with (3.3):
d
dt
wk =eT0
d
dt
J ke0 = eT0 (AJ
k − J kA)e0
=−1
2
[(Jp)0;1(J k)1;0 + (Jp)0;2(J k)2;0 + · · · ]
−1
2
[(J k)0;1(Jp)1;0 + (J k)0;2(Jp)2;0 + · · · ]:
Then, subtracting and adding to the right hand side ±(Jp)0;0(J k)0;0, and taking into account the
commutativity of Jp and J k , we obtain
d
dt
wk =−
∞∑
=0
(Jp)0; (J k);0 + (Jp)0;0(J k)0;0
=−eT0 JpJ ke0 + eT0 Jpe0eT0 J ke0 =−wk+p + wkwp;
and the theorem is proved.
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