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ABSTRACT
STATIONARY DENSITY COMPUTATION OF THE
FROBENIUS-PERRON OPERATORS BASED ON
THE DIRAC DELTA FUNCTION
by Suanrong Chen
May 2011
The statistical study of chaotic dynamical systems has received a great deal of attention
in the past several decades. As a branch of applied mathematics, its application has been
found in various fields in science and engineering, while the theory and methods for the
existence and computation of absolutely invariant measures have played an important role
in this field. In this study, we focus on the computation of a nontrivial fixed point of
Frobenius-Perron operators (F-P operators).
LetS : [0, 1] - [0, 1] be a piecewise monotonic mapping, and let Ps : [0, 1] - [0, 1] be
the Frobenius-Perron operators associated with S, which is defined by

Psf(x)

=

dd {
X

1s- ([0,x])
1

jdm, x E [0, 1] a.e. ,

where m is the Lebesgue measure of [0, 1]. Suppose that Ps: [0, 1]- [0, 1] has a stationary
density f*. By using Ulam's method, which he proposed based on a probability argument,
approximating the fixed density function

f*

can be constructed by piecewise constant

functions with respect to a partition of [0, 1]. From another argument, we propose a different
form for the definition of the Frobenius-Penon operator by combining the properties of the
Dirac delta function. We can prove that the two definitions for Frobenius-Perron operators
are equivalent. Then, we find that by approximating the Dirac delta function, we can exactly
obtain the famous Ulam's method again.
For the computation of fixed density functions we use the quasi- Monte Carlo method.
We partition [0, 1] into n subintervals, and for each subinterval we take N equal distance test
points. Numerical results are given for several one dimensional test mappings.
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NOTATION AND GLOSSARY

General Usage and Terminology

The notation used in this text represents fairly standard mathematical and computational
usage. In many cases these fields tend to use different preferred notation to indicate the same
concept, and these have been reconciled to the extent possible, given the interdisciplinary
nature of the material. In particular, the notation for functions or mappings varies extensively,
and the notation used is chosen for stylistic convenience based on some speical usage. While
it would be convenient to utilize a standard nomenclature for this important symbol, the
many alternatives currently in the published literature will continue to be utilized.
The blackboard fonts are used to denote standard sets of numbers: JR. for the field of real
numbers, C for the complex field, Z for the integers, and Q for the rationals. The capital
letters, A , B , · · · are used to denote sets and Pis used to denote an operator, sometimes it is
used as matrix. The capital greek letters L: is used for a class of sets. The greek letters J.L and

v are used for measure notations on some spaces, and the lower case letter m is specially
used for Lebesgue measure. Real valued functions usually are set in lower case roman or
greek letters. Caligraphic letters, e.g., A , 13, are used to denote sigma-algebras, but capital L
denotes a function space. Lower case letters such as i, j , k, l , m , n are used to denote indices.
Vectors are typset in square brackets, e.g., [·],and matrices are typeset in parenthesese,
e.g., (-) . In general the norms are typeset using double pairs of lines, e.g., 11·1 1, and the
abolute value of numbers is denoted using a single pairs of lines, e.g., 1· 1·

Vlll
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Chapter 1
INTRODUCTION

The statistical study of chaotic dynamical systems is very popular in recent years, and
it has been applied to many scientific disciplines such as mathematics, physical sciences,
engineering and other various fields [1] [2] [12]. A dynamical system is classified as
chaotic if it has the following three properties: sensitive dependence on initial conditions,
topologically transitive, and dense periodic orbits (see Devaney's textbook, An Introduction
to Chaotic Dynamical Systems [3]). A classical example of chaotic dynamical systems
is the "logistic model," a family of one dimensional mappings Sa : [0, 1]

~

[0, 1] defined

by Sa(x ) = ax(l-x), where the parameter a E (0,4] so that Sa maps [0, 1] into itself.
The deterministic property of this system exhibits from the regular behavior to the chaotic
behavior when the parameter a is increasing in (0,4]. Computational analysis shows that
the behavior of the dynamics of the quadratic family is regular if 0 < a < c, where c is the
Feigenbaum number for this family Sa and is equal to 3.561547 · · · . In this case, every point
x E (0, 1) is periodic, eventually periodic, or attracted to a fixed point or a periodic orbit. We

can say that the eventual behavior of the orbits is predictable. But if a

> c, the property of

the dynamical system dramatically changes, and it displays a complicated irregular behavior
and a feature of chaos [10]. In other words, it is highly sensitive to the initial point, mixing,
and has dense periodic orbits.
Now, more and more people are interested in "Chaos," and it has earned a tremendous
attention since the famous paper "Period three implies chaos" [14] was published in 1975
by Tien-Yien Li and James A. Yorke, which was termed as the "Li-Yorke chaos." Now it
is well known that the chaotic behavior was observed not only in the laboratory including
electrical circuits, lasers, fluid dynamics and mechanical devices, etc., but also in nature like
population growth in ecology, changes in weather, and the time evolution of the magnetic
field of celestial bodies, etc. The essential feature of a chaotic dynamical system is sensitivity
to initial conditions, which means that an arbitrarily small perturbation of the initial point
may lead to significantly different future behavior. But if we consider chaos from the
deterministic sense to the statistical sense, this system may not be chaotic [10].
In this thesis, we focus on studying the chaotic dynamical system from the probabilistic
viewpoint, and mainly study Frobenius-Perron operators and the related concept of absolutely
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continuous invariant finite measures which is often used to explore the chaotic behavior.
The computation of absolutely continuous invariant probability measures is equivalent to
the computation of a fixed density function of Frobenius-Perron operators. In this thesis, we
develop a piecewise constant numerical scheme from the approach of approximating the
Dirac delta function which is involved in the definition of Frobenius-Perron operators.
There are three major contributions in this thesis work. Firstly, we prove the equivalence
of the new definition of the Frobenius-Perron operator that uses Dirac's delta function and
the traditional definition of the same operator. Secondly, we develop a piecewise constant
approximation method for solving the fixed point equation of the Frobenius-Perron operator,
using a pulse function approximation to the Dirac delta function and a piecewise constant
approximation scheme. Finally, we showed that the new approach to the numerical analysis
of the Frobenius-Perron operator is the same as the classical Ulam's method.
First, we look at some basic measure theory and ergodic theory which will be used for
studying the chaotic dynamical system in this thesis .
Definition 1.0.1. The ordered triple (X ,'L,J.L) is a measure space if there exists a given
a-algebra Eon a set X and a measure J.1 defined on L Additionally, the ordered pair (X, E)
is called a measurable space, when the measure J.1 is not specifically indicated, and any

A E E is called a measurable set.
In this definition, the class E of subsets of X is called a a -algebra E on X since the
following conditions are satisfied:

(i) A E E implies thatAc E E, where Ac - {x E X: x rf. A} is the complement of A in X ;
(ii) An E E, n = 1, 2, · · · imply that the union U;;'= 1 An E E; and
(iii) X E E.
The measure J.1 defined onE is a real-valued (including oo) countably additive nonnegative
set function, which has the properties of J.1(0) = 0 and

for any finite or infinite sequence {An} of pairwise disjoint sets from E, that is Ai n AJ = 0
fori =/= j.
Here we have a simple example of a measure space called counting measure space
(X,'L,J.L) in which X can be any set, the a-algebra E is the family of all subsets of X , and

the measure J.L(A ) of A is the number (including oo) of points in A.
Definition 1.0.2. A measure space (X, E, J.1 ) is said to be a-finite if X is a countable union

3

of its subsets with finite measure, i.e.,
00

X=

U Kn,

Kn E r,, J.l(Kn)

< oo, n = 1,2, · · · .

n= 1

For a measure space (X, r,, J.l), if J.l (X) < oo, we say the measure space is finite, and if

J.l(X) = 1, we call the measure space a probability space or a normalized measure space.
Next, we need to introduce the concept of measurable functions.
Definition 1.0.3. A transformationS: X~ Y from a measurable space (X,A) into a mea-

surable space (Y,13) is said to be a measurable transformation if

s- 1 (B) E A

for each

BE 'B.

In particular, let (X , L-, J.l) be a measure space. A real-valued (or complex-valued)
function f: X~ IR (or C) is said to be measurable if f - 1 (I) E L, for every open set I

c

IR

(or C), where f - (!) - {x EX: f(x) E!} is the inverse image of I under f.
1

Additionally, some new measures can be constructed by the measurable functions which
have been defined on a measurable space. Let us look at the following theorems.
Theorem 1.0.1. let f: X~ [O,oo) be measurable and let the set function J.lt be defined by

J.lt(A)

=

1

fdJ.l, VA E L

Then, J.lt is a measure on L-, and

for each measurable function g : X

~

[0, oo ).

Here the measure J.lt satisfies the property that J.lt(A) = 0 whenever J.l(A) = 0, and J.lt
is finite measure if and only iff is integrable.
In this theorem J.lt is the new measure based on the measurable function f. There is
a converse result with this theorem, which is related to the significant operators named
Frobenius-Perron operators, also an important concept of this thesis.
Theorem 1.0.2. (The Radon-Nikodym theorem) Given a measure space (X,L- ,J.l), which

is a-finite. Let v be a real (or complex) measure which is absolutely continuous with respect
to J.l. Then, there exists a unique J,l-integrablefunction f: X~ IR (or C) such that
v(A)

=

1

fdJ.l , VA E L-.

(1.1)
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In the above theorem the function f is called the Radon-Nikodym derivative of v with
respect to J.l; sometimes we write it as f = ~~ .
After we have some basic measure theory, we can consider the chaotic dynamical system
from the statistical point of view. If S : X

---+

X is a dynamical system on a finite measure

space (X, L., J.l), and A is a subset of X, we can observe the frequencies of the chaotic orbit

{x,S(x),S2 (x), · · · ,sn- 1 (x), ···},and see how often the points in this orbit will be in A. To
get these data, we need to use the characteristic function of A, that is,
_ { 1, if x E A,
0, if X~ A.

(1.2)

XA (X ) -

Then the frequency for a given n can be represented exactly as~ L.7::-J XA (Si(x)). The
limit
(1.3)

is called the time average or the time mean, which is the asymptotic frequency. If the limit
exists, it shows how often the points of the orbit enter A. However, what kind of conditions
will guarantee the limit exists for x EX almost everywhere(a.e.)? Using Boltzmann's ergodic

hypothesis in statistical mechanics, we consider: given a measure preserving transformation
S : X ---+ X, in which the measure J.l is S-invariant in the sense that J.l (s- 1 (A) ) = J.l (A) for
all measurable subsets A of X, and an integrable function

f : X ---+ IR, in order to find the

conditions under which the limit
(1.4)

exists and is constant for x EX almost everywhere(a.e.). George D. Birkhoff proved that for
any above S and f the limit exists for x E X a.e. in 1931. Moreover, if s- 1(A) =A implies
that J.l(A) = 0 or 1 then Sis called ergodic. In this case, the time mean equals the space
mean

J.l(A)
J.l(X)

1
=

r

1-L(X) JxXAdJ.l

for x E X a. e. It is an important result because it shows that the time average of the chaotic
transformation doesn't depend on the initial point that you choose, and it must be the same
constant 11 (A)/ J.l (X), the probability measure of A. That is why we say a chaotic dynamical
system in the deterministic sense may not be chaotic in the probabilistic sense.
Now we state the distinguished theorem-Birkhoff pointwise ergodic theorem [16] as
follows:
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Theorem 1.0.3. (Birkhoff's pointwise ergodic theorem) Given a measure space (X, I:., J-L ),
where J-L is a probability measure on X which is invariant under S : X ~ X. Then for any
f E L 1 (X), the time mean

1 n- 1
.
lim- L, f(S 1 (x))
n --+oo n i=O

(1.5)

exists and is denoted as j(x) J-L-a.e. Furthermore,
j(S(x)) = J(x), Vx E X J-L - a.e.

(1.6)

In addition, when Sis ergodic with respect to J-L, then J is the constant function

fx fd J-L.

Another important theorem [16] is about the existence of an invariant measure for a
continuous transformation on a compact metric space.
Theorem 1.0.4. (Krylov-Bogolioubov theorem) LetS: X

~X

be a continuous transfor-

mation, in which X is a compact metric space. Then there exists an S-invariant measure
J-L.

Exploring the existence and computation of invariant probability measures has gotten
a lot of attention in many applications. Frobenius-Perron operators have a significant role
in doing so, which is used for density evolutions under discrete or continuous dynamical
systems. We will introduce Frobenius-Penon operators in Chapter 2, and we will study the
Dirac delta function in Chapter 3, which will be used for the computational issue of approximating Frobenius-Penon operators, instead of using Ulam's original idea of piecewise
constant approximations. The remaining two chapters will explore the approximation of
Frobenius-Penon operators by Dirac delta function and the conesponding numeiical result.

6

Chapter 2
BASIC THEORY OF FROBENIUS-PERRON OPERATORS

In many physical systems, the exploration of the chaotic behavior is always related
to the existence of absolutely continuous invariant measures and the computation of such
measures. Actually, according to the Birkhoff pointwise ergodic theorem stated in the
first chapter, absolutely continuous invariant probability measures determine the statistical
properties of the underlying deterministic system for almost all initial points [10]. The
further thing is that we need to determine one or all absolutely continuous probability
measures preserved by the given transformation in order to apply ergodic theorems to the
deterministic dynamical system from the statistical point of view. Hence, we need to study
Frobenius-Perron operators, a class of positive linear operators, and explore the existence of
fixed density functions of this linear operator.
Frobenius-Perron operators belong to a subclass of Markov operators, so first we look at
the definition and some properties of Markov operators.
We assume that a measure space (X ,'L , f.L ) is a-finite, in which L, is a-algebra of subsets
of a set X and f.L is a a -finite measure defined on 'L. Let L 1 _ L 1 (X , 'L, f.L ) be all f.L-integrable
real functions defined on X. Then L 1 becomes a Banach space under the L1-norm

11/ 11 =
Denote D =

{! E L 1 : f 2: 0, II! II =

operator if PD

c D.

fx lfldf.L , V f

E

L1.

1}. We say that a linear operator P : L 1 -+ L 1 is a Markov

Each fED is called a density function. If we define the probability

measure

f.LJ(A ) =

1

fdf.L, VA E 'L

then f is said to be the density of f.LJ with respect f.L .
The Markov operator is a positive operator which maps nonnegative functions to nonnegative functions. For a given real-valued function f on X, if we denote:

j +(x) = max{f (x), O} and f - (x) = max{ - f(x ), O}
for x E X. The functions j + and f

-

are called the positive part and the negative part of

f, respectively. We have the obvious equalities f = j + - f - and 1
! 1= j + + f - . Then the
straightforward properties are contained in the following proposition for Markov operators.
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Proposition 2.0.5. Let P: L 1 ---t L 1 be a Markov operator. Thenfor each f E L 1, we have:
(i)(Pj) + ~ Pj+;
(ii) (Pf) -

~

Pf- ;

(iii) IP! I ~ Plfi;
(iv) IIPJII ~

llfll.

Proof. (i) and (ii) are easily derived from

(Pf) +(x)

-

(Pf+ - Pf- )+(x)

< max{O,Pf+ (x)}

=

max{O, (Pf+ -Pf- )(x)}

= Pj+(x);

(Pj+ - Pf-) - (x) = max{O, - (Pf+ - Pf- )(x) }
-

max{O,Pf- (x)- Pf+(x)} ~ max{O, Pf- (x)}

-

Pf-(x ).

(iii) follows from (i) and (ii), namely,

(Pj) + + (Pf)- ~ Pj+ +Pf-

IPJ I
-

P(f+ +f- )= Plfi .

Finally, using (iii), we have

li P!II

=

fx IP fidl1 ~ fx Plf idl1 = fx ifidl1 = 11! 1 ,

which is (iv).

0

Frobenius-Perron operators, as a special class of Markov operators, are very significant
in the ergodic theory of chaotic dynamical systems. For a given measurable transformation
S: X

---t

X, the corresponding Frobenius-Perron operator to be defined below gives the

evolution of probability density functions governed by the deterministic dynamical system.

Definition 2.0.4. A measurable transformation S : X

nonsingular if 11(A) = 0 implies that 11(s-

1(A))

X on a measure space (X, .E, 11 ) is
= 0 for all A E .E.
---t

Let (X ,.E,11) be a cr-finite measure space and letS: X

---t

X be a nonsingular transforma-

tion. For a given function f E L 1 , define a real measure

11t(A)

=

{
fdl1 ,
l s- l (A)

VA E .E.

= 0 implies 11t(A) = 0. By the Radon-Nikodym Theorem, there
exists a unique function J E L 1, denoted as Pf, such that
Since Sis nonsingular, 11 (A)

11t(A) = 1fdl1 , VA E .E.
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Definition 2.0.5. The operator P : L 1 (J..L )

{ PfdJ..L

}A

=

{
Js- I(A)

----+

L 1(J..L) defined by

fdJ..L , V A E E, V f E L 1 (J..L )

(2.1)

is called the Frobenius-Perron operator associated with S.
Sometimes we write Ps for P to emphasize the dependence of the operator P on the
transformation S. It is easy to show that P has the fo llowing properties:
(i) Pis linear, that is, for all a, b E lR and JI,h E L 1 ,

P(afi +bh) = aPfl +bPh;
(ii) P is a positive operator, that is, Pf ;?: 0 iff ;?: 0;
(iii) Pis integral-preserving, that is, fx PfdJ..L

=

fx fdJ..L; and

(iv) Pis composition-preserving, that is, Ps 1os2 = Ps 1Ps2 for nonsingular transformations S1
and S2 from X into itself. In particular, Psn = (Ps)n.
From the above properties, we can see that Frobenius-Perron operators are special
Markov operators. The following theorem shows why the Frobenius-Perron operator is
important for the study of the chaotic behavior.
Theorem 2.0.6. [12] Let P be the Frobenius-Perron operator, which is associated with a

nonsingular transformationS : X

----+

X, and let f be a density function. The finite measure

J.l1 defined by

J..LJ(A) =

1

fdJ..L, V A E E

is invariant under S if and only iff is a fixed point of P.
From the above theorem we notice that the original measure J..L is invariant under S if
and only if P1 = 1, where 1 is the constant 1 function.
In this thesis we mainly discuss the special case that the F-P operators are associated
with one dimensional mappings.
Suppose that X = [a, b] and J..L is the Lebesgue measure m. From the definition of
Frobenius-Perron operators, for all x E [a,b],

1

x Pfdm =

a

f

J s-1([a,xl)

fdm.

Now we take derivatives on both sides of the above expression with respect to x and use
the fundamental theorem of calculus, then we can give an explicit expression of FrobeniusPerron operators associated with interval mappings:

Pf(x) = !!:._ {
fd m, x E [a,b] a.e.
dx J s - l([a,xl)

(2.2)
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This expression shows that the Frobenius-Perron operator can be viewed as the composition
of a differential operator and an integral operator. We know that integral operators are
usually compact, and differential operators are not bounded normally. So it implies that
Frobenius-Perron operators are generally not compact on its natural domain.
In particular, if S : [a , b]

---t

[a, b] is differentiable, and it is one to one and onto, then it is

easy to see from (2.2) that

Pf(x)

=

f(S- 1

(x)) I! s- (x)l·
1

More generally, if Sis piecewise differentiable, that is, there are a= co < c1 <
Ck =

(2.3)

· · · < ck- l <

b such that Sis differentiable on each subinterval [ci- 1, ci] and if Sis one to one and

onto on each of the subintervals, then
k

Psf(x) = [f(Sj 1(x))I(Sj 1 )'(x) l,
i=1

(2.4)

where Si is the restriction of Son [ci- 1, ci].
In this thesis we assume that the given mapping S satisfies the above conditions. Such
mappings are called piecewise differentiable, one-to-one, and onto.
Now, let us observe a simple and classical example [10].
Example 2.1 (the logistic model) LetS : [0, 1J ---t [0, 1J be the logistic model S(x) = 4x( 1 - x).
Let I= [O,x] and x E (0, 1], then the Frobenius-Perron operator P can be represented as

Pf(x) = dd {
f(t)dt.
x}s- l(I)
Since S(x) = 4x(1-x), we set 0::; 4t(1- t)::; x, then, solving this inequality, we can find
the range of t , That is

thus the Frobenius-Perron operator P has the expression

Pf(x) =

1
4VT=X

{t (~+ f (~2+ ~VT=X)}
·
2 ~VT=X)
2
2

In 1947, Ulam and von Neumann showed that the unique stationary density of Pis given by

f*(x)

1

=

njx(l-x)
Hence the absolutely continuous probability measure

J.Lr (A)

=

{

1

JA njx(1-x)

dx
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is invariant under the quadratic mapping S(x) = 4x( 1 - x).
For a general invertible transformationS, based on the following change of variables
formula, the corresponding Frobenius-Perron operator P has an explicit expression.

Lemma 2.0.7. [10] Let (X ,'L, Jl ) be a .finite measure space and letS: X- X be a nonsingular transformation. Suppose that f is a nonnegative measurable function or f E L 1 (Jl ).
Then for every A E 'L,

f

Js-t(A)

f oSdJ1

= f

}A

fd( Jl os- 1 )

= { fhdJ1,

(2.5)

}A

where h = d( Jl o S- 1 )/ dJ.l is the Radon-Nikodym derivative of J1 os- 1 with respect to Jl,
that is,
(2.6)

Proposition 2.0.8. [ 10] Let (X , 'L, J1 ) be a .finite measure space, letS: X- X be an invertible
nonsingular transformation such that s- 1 is also nonsingular, and let P be the corresponding
Frobenius-Perron operator. Then for every f E L 1,
Pf(x) = f( S- 1 (x))h(x),
where h = d(Jl

0

s- 1)/dJ1.

Let (X , 'L , J1 ) be a measure space. We have known that the problem of the existence of
an absolutely continuous invariant probability measure with respect to a given nonsingular
transformationS: X - X is equivalent to that of a density solution to the fixed point equation
Pf =

f

for the Frobenius-Perron operator P associated with S. However, in the real problems

it is not easy to find a stationary density of P except for some simple or special cases. So,
we need to think about the theoretical problem on the existence of absolutely continuous
invariant finite measures for some classes of nonsingular transformations.
Let P : L 1 - L 1 be a Frobenius-Perron operator, then the sequence of the Cesaro averages

(2.7)

for the iterates off E L 1 under repeated iterations of P will be used in the following theorem.
Theorem 2.0.9. [10] (Kakutani-Yosida's abstract ergodic theorem) Let (X ,'L ,Jl ) be a
measure space and let P : L 1 - L 1 be a Markov operator.

Iffo r a given f

E L 1, the sequence
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{Anf} of the Cesaro averages given by (2.7) is weakly precompact in L 1, then it converges
strongly in L 1 to some f* E L 1 which is a fixed point of P, that is,

lim IIAnf- f* II = 0

(2.8)

n -->oo

and Pf* =

f*.

Furthermore, iff E D, then f* E D, so that f * is a stationary density of P.

There is another important therom which is about the existence of an absolutely continuous invariant probability measure for the piecewise convex mappings.
Theorem 2.0.10. (Lasota-Yorke) [ 13} Suppose that S : [0, 1]

~

[0, 1] satisfies the condi-

tions:

< a1 < ··· < ar = 1 of[O, 1] such that the restriction Sl[a;- t,a;)
2
of S to [ai- l , ai) is a C -function for each i = 1, .. · , r;

(i) there is a partition 0 = ao

(ii) S' (x) > 0 and S"(x) 2: Ofor all x E [0, 1), where S'(ai) and S"(ai) are understood to be
the right derivatives for each i;
(iii) S( ai) = 0 for each integer i = 0, 1, .. · , r- 1; and

(iv) A,- S'(O) > 1.
Let P: L1 (0, 1) ~ L1 (0, 1) be the corresponding Frobenius-Perron operator. Then there
exists a stationary density f* of P. Moreover,

f*

is a monotonically decreasing function.

For some representative work on Frobenius-Perron operators see [4] [5] [6] [7] [8] [9].

12

Chapter 3
DIRAC DELTA FUNCTION AND APPROXIMATION

The Dirac's delta function is a generalized function in the sense of distribution and is
widely used in mathematical and physical sciences. It was introduced first by theoretical
physicist Paul Dirac. He used it as a "convenient notation" in his influential book The

Principles of Quantum Mechanics[11 ], and he named it as "delta function" because he
used it as a continuous analogue of discrete Kronecker delta. In this chapter we mainly
introduce the concepts and properties of the Dirac delta function, and we also introduce its
approximation functions.
Definition 3.0.6. A function on the real line having the following properties

O(x) = {
and

l:

+oo,

0,

X =
X =j:.

0
0

o(x)dx = 1

is called the Dirac delta function.
This can be thought of as a very "thin and tall" spike with area 1 located at the origin.
The graph of the delta function is in figure 3.1.
The delta function can also be viewed as the derivative of the Heaviside fu nction,
d

d)H (x)] = o(x)
where the Heaviside function is:

H (x)

= {

0 for x < 0,
1 for x > 0 .

The Dirac delta function is not a function in the usual sense, but it can be strictly defined
as a measure or distribution.
Definition 3.0.7. Given a set X, and let I: be any a -algebra of subsets of X. A measure Ox

on X defined by

ox(A) = { 1, x E A;
0, x tf_ A.
for a fixed x E X and all A E I: is called the Dirac measure at x.

13

y=o (x)
4~----~----~--~----~-----,----~----~-----.

3

,~

2

1

0

-1

-2~----~--~~--~----~----~----~----~----~

-4

-2

-3

-1

2

0

3

4

Figure 3.1: The Dirac delta function.

The Dirac measure is a probability measure which represents the almost sure outcome of

x in the sample space X. The Lebesgue integral with respect to the measure 8

j_: f(x)8(dx)

=

= 8o satisfies

f(O)

for a compactly supported continuous function f.
As a distribution, the Dirac delta function is a linear functional on the space of test
functions and is defined by

8(q>)

=

q>(O)

for every test function q>.
Now, we introduce some properties of the delta function. First, we look at the scaling
property of the delta function. For a non-zero scalar a, we have the following results
00

1

- oo

1
00

8( ax)dx =

- oo

and so we also have

8(ax)

=

d J.l
8(J.L)f(Xl

8(x)
rar·

=

1
f(Xl
'
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In particular, let a= - 1, we can induce the symmetry property of the delta function , that is

o( -x) = o(x).
Second, the delta function has the following algebraic properties: the distributional
product of o with the identity function f(x) = xis equal to zero, that is

xo(x) = 0.
Conversely, for the distributions f and g, if xf(x) = xg(x), then,

f(x) = g(x) +co(x)
for some constant c.
Third, the delta function can be composed with a smooth function g(x). Using the
change of variables, we have the following result.

f

}~

o(g(x))f(g(x)) 1 g'(x) I dx =

f

}g(~)

o(y)f(y)dy.

Here, g is a continuously differentiable function with g' nowhere zero, and it holds for all
compactly supported test functions f.
Finally, since the delta function value is zero for x ":/= 0, the integral of this function is
nonzero only at x = 0, thus for a function f(x) , being integrable, we can get that

1:

f(x )o(x)dx = f (O).

(3. 1)

Hence, it shows that the integral of any function multiplied by a delta function located about
zero is just the value of the function at zero. We often take it as an alternative definition of
the delta function. Moreover, we can extend this concept into the shifted function and give
the shifting property. So, for a function f(x) , we have the following expression,

1:

f (x)o(x - c)dx = f(c)

where 0(x - C) is just a 0-function located at X

(3.2)

= C.

Next, we consider the approximation of the Dirac delta function. Since the delta function
is not a regular function, we often construct some proper functions to approximate it.
In this thesis we will construct a proper function

On (x) =

n , for I x

1

I::S 2

r

{ 0, forlxl > 2n
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which can form an approximation of the Dirac delta function since it satisfies
lim Dn(x) = 8(x)

n -+oo

and

j~ Dn(x)dx =

L:
I

ndx = 1.

The graph of this function is figure 3.2.

y=on (x)
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Figure 3.2: The approximation of DDF: Pulse function.

Let f(x) be a continuous function and let F'(x) = f(x). We compute the limit of the
integral sequence of f(x) 8n(x).

}!._.~

!

00

- oo

f(x) 8n(x)dx = }!._.~ n
I

. n [F(X )]2ii 1 -_ 1·Im
1Im

n -+oo

-

2ii

n -+oo

Jl-dn
Zii

f(x)dx

F(...!..)- F (- .1.. )
2n

l
n

2n

-

F' (O) =f(O).
The above result shows that the action of Dn on f as n approaches infinity gives the value at
0 off for any function f, which satisfies the same property of the delta function. In the next
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chapter we will use this sequence of constructed functions On (named the pulse function) to
approximate the delta function 8 in the stationary density computation of Frobenius-Penon
operators.
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Chapter 4
APPROXIMATIONS OF F-P OPERATORS BY DIRAC DELTA
FUNCTION APPROXIMATIONS

LetS : [0, 1] ---+ [0, 1] be a nonsingular transformation. From Chapter 2, the FrobeniusPerron operator P associated with S is defined by

{ Pfdm = {

}A

Js- I(A)

fdm , V Lebesgue measurable setA

c

[0, 1], V J E L1 (0, 1).

(4.1)

P: L 1 (0 , 1) ---+ L 1 (0 , 1) is a positive operator. In Chapter 3 we have studied the delta function

defined on the real line, and it has the fundamental property that

1:

8(x -a)f(x)dx = f(a),

(4.2)

and in fact, for any e > 0,

r+e 8 (x-a)f(x)dx=f(a).

la-e

(4.3)

Now, for any one dimensional nonsingular transformation S : [0, 1] ---+ [0, 1], if we
introduce the notion of the Dirac delta function, the Frobenius-Perron operator can be
defined as
Definition 4.0.8.

Pf(x)

=

fo

1

8(x- S (y))f(y)dy, V f E L1 (0, 1).

(4.4)

We prove that the two definitions of the Frobenius-Perron operator Pare equivalent.
Proposition 4.0.11. Definitions (4.1) and (4.4) are equivalent for piecewise differentiable,

onto-to-one, and onto mappings S: [0, 1]---+ [0, 1].
Proof. We first consider the special case that S is one to one and differentiable. Then, from

the change of variable formula in Chapter 2, we have

Pf(x)

-

fo

1

8 (x-S(y))f(y)dy=

f (S- 1(x)) I(S- 1 )' (x) I·

fo

1

8 (x - z)f(S- 1 (z))I(S- 1 )'(z)ldz

18
Further, the original definition (4.1) also gives the explicit expression (2.3) derived from
(2.2), that is

Thus, the two definitions are the same in this special case.
For the general case, if S is a piecewise differentiable, one to one, and onto mapping, we
have

Psf(x) -

fo' O(x - S(y))f(y)dy ~

t:1:,

O(x- S;(y))f(y)dy

1

fo 8(x- z) f (Si 1(z)) I(Si 1)' (z) ldz =

E
k

1

f (Si (x) ) I(Si

which is (2.4).

1

)' (x)l,

0

In Chapter 3, we have given the pulse function Dn(x),

Dn(x) = { n, for I x 1:::;
0 , for I x

Since the sequence { Dn} converges to 8 as n--+

oo

if

I> 2n.

in the sense of distribution, we can use

the above pulse function to approximate the delta function. Then the approximation of the
Frobenius-Perron operator can be defined by (4.4) as

fol Dn(x- S(y))f(y)dy.

Pnf (x) =

(4.5)

We restrict the domain of Pn to the space of piecewise constant functions corresponding
to a subdivision of [0, 1J. For this purpose, we divide the interval [0, 1J into n subintervals

h ,h , · · · ,Ii, · · · ,In of the same length. Let f be a piecewise constant density such that the
value off on /i is ai, that is,

n

! = [ aa1i'
i=l

where /i

= [i~ 1 , *] and i = 1, 2, · · · , n. Substituting (4.6) into ( 4.5) gives
Pnf(x)

fol Dn(x- S(y)) ~aiXIi(y)dy

=

1
1

-

t ai
i= l

-

~ai

Dn(x- S(y)) Xd y)dy

0

h

Dn (x- S(y))dy

(4.6)
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Let I x-S(y)

I:S 2~, then

So, the above process for the approximation of the F-P operator can be represented as
(4.7)

Although f =

E?:: 1 aiXI;

is a piecewise constant function, Pn f may not be a piecewise

constant function. The next work is constructing a piecewise constant function for Pnf.
Denote for each j by xj-! the midpoint of the interval Ij. so Ij = [xj- ! - 2~,xj- !

+ 2~ ] .

We can construct the following sequence.

) _ ~ .m(hns- (/t ))
•n X !I - i=l
J..- a1
(I·)
,
m I
D

1

f(

) -~ .m(hns- (h ))
1

D f(

•n

X3

!

-

1..- al

i= l

m

(I·)

,

I

and in general for the subinterval Ij and xj - ~ E Ij. we have
n

•n•

f(x . I ) = Ln a·m(Iins1(/j)) ,
1
(
)
J- !
i=l
m Ii

]·=

1,2, . .. , n.

Now, for any x E Ij, we define

Therefore, this piecewise constant function can be written as
(4.8)
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We also can write it as the form of a vector

n

Pn [

aiXI; =

(4.9)

i= 1

Thus, we have obtained the matrix representation of the operator Pn as

(Pij ), Pij =

m(Iin s- 1(Ij))
..
( )
, V z,J = 1, 2, ... , n.
m Ii

The matrix Pn is a stochastic matrix, that is, all entries are nonnegative numbers and each
row sum is 1. Finding a piecewise constant fixed density function of Pn is equivalent to
finding a normalized left eigenvector of the n x n matrix (Pij) corresponding to eigenvalue
1.
The above numerical scheme is exactly the famous Ulam's method [15] . Ulam proposed
this method based on a probability argument, and then T. Y. Li interpreted Ulam's method
as a finite approximation of the Frobenius-Perron operator by a projection defined via the
subspace of the piecewise constant functions with respect to the given partition of [0, 1].
Now, with a different argument, that is, approximating the Frobenius-Pen·on operator by an
approximation of delta function, we obtain the classic Ulam's method again.
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Chapter 5
NUMERICAL RESULTS

In this chapter we implement the computational of absolutely continuou s invariant
measures with the numerical scheme constructed in the previous chapter and present some
corresponding numerical results. Meanwhile we give the analysis on the errors estimate,
and we will give the conclusions at the end.

5.1

Quasi-Monte Carlo Method

LetS : [0 , 1] ----+ [0, 1] be a piecewise differentiable, one-to-one, and onto mapping, and let

Ps : L 1 (0, 1) ----+ L1 (0, 1) be the corresponding Frobenius-Perron operator associated with S.
Then by the Lasota-Yoke theorem stated in Chapter 2, there exists a stationary density f* of
Ps.
As stated in Chapter 4, the entries of the matrix representation of the operator Pn is

The matrix

Pn is a stochastic matrix.

Denoted by hi = m(Ii) the length of li for each i. Since the li is the ith subinterval of
[0, 1J which is divided into n equal subintervals, so hi = h = ~. To calculate the entries

PiJ, i, j = 1, 2 ... ,n, we can use the quasi-Monte Carlo method (QMC) which was proposed
in the Ph.D. dissertation of Wang [17]. Pick N points in /i = [xi_1,xi] = [i~l, *], where the

N test points are chosen by

i -1 k
Zi,k = ---;;- + Nh , k

= 0, 1,2, . . . ,N -1.

(5.1)

We count how many points of S(Zi,k) enter the interval of IJ. Assume that qi,J is the
number of such points which belong to 11. Then, we have
A

P i)

=

qI)..

N

~

m(rI n s- 1(! ) ·))
h

= P i)l

v z,•J•=

1, 2, ... , n.

U sing the above quasi-Monte Carlo approach, we get then x n matrix

(5.2)

Pn = (Pi,J) , and

the summation of each row of Pn may not be 1, due to the errors from the QMC method. So
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the matrix Pn needs to be normalized so that it becomes a stochastic matrix. We just divide
each row of Pn by the sum of all the entries of that row, so that the resulting matrix, which is
still denoted by

Pn for simplicity, is a stochastic matrix.

According to the Frobenius-Penon

theorem for nonnegative matrices, there exits a nonnegative vector v T = (v1, v2, . .. , Vn) ,
the summation of whose components is 1, such that
v T fin = VT .

Then, the corresponding piecewise constant density function is
n Vi

fn(x)

= I, hxi;(x).
i= l

When n goes into

oo,

f n will approach the fixed density function f *. After obtaining the

approximate stationary density fn from the above Algorithm, we can use the L1-norm enor
formula

en = li f n- J*ll1=

fol I f n- J* I (x )dx

to estimate the difference between the exact density J* and its numerical approximation fn ·
5.2

Numerical Results

As mentioned above, in our computation we divide the interval I = [0, 1] into n equal
subintervals Ii = [xi-1,xi] fori = 1, 2 , ·· · , n with h = 1/ n the length of each subinterval.
Here we use the piecewise constant method constructed in the previous chapter with various

n to approximate the stationary density.
The one dimensional test mappings are
2x

sl (x)

-

S2(x)
S3(x)

-

{
{

-1-2, o :::; x :::; J2 - 1
- X
1- x2
-J2 -1 <x< 1
2x '
2x
- - o :::;x:s; t
1-x '
1- x
- - ' ! :s; x :s; 1
2x
4x(1-x), 0 :::; X :::; 1.

The unique stationary densities of Si are given by
4

fi( x) fi(x ) -

J3(x ) -

(1+x)2'
1

rc J x (1 - x )
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In Tables 1 through 3 we recorded the L1 -norm errors with different nand different N
for the three test mappings.
Table 5.1: L1 Norm Error for the S 1 Test Function.

n
16
32
64
128
256

N=lOOO
N=500
4.414E-2 4.040E-2
2.143E-2 2.072E-2
1.012E-2 1.002E-2
5.072E-3 5.042E-3
2.510E-3 2.514E-3

N=5000
4 .007E-2
2.091E-2
9.997E-3
4.981E-3
2.248E-3

Table 5.2: L1 Norm Error for the S2 Test Function.

n
16
32
64
128
256

N=500
N=lOOO N=5000
3.378E-2 3.162E-2 3.294E-2
1.609E-2 1.632E-2 1.563E-2
7.793E-3 7 .790E-3 7 .791E-3
3.925E-3 3.948E-3 3.924E-3
1.958E-3 1.956E-3 1.967E-3

Table 5.3: L 1 Norm Error for the S3 Test Function.

n
16
32
64
128
256

N=500
2.693E-1
2.343E-1
1.115E-1
1.094E-1
3.649E-2

N=lOOO N=5000
2.690E-1 2.292E-1
2.175E-1 1.245E-1
1.121E-1 1.080E-1
1.067E-1 6.569E-2
3.746E-2 3.863E-2

From the above three tables we can see that with a large N, when n becomes larger and
larger, the errors overall become smaller and smaller. In fact, a theoretical convergence
theorem by Li in 1976 and the convergence rate analysis by Keller in 1982 for Ulam' s method
guarantee that the Ulam's method applied to the class of piecewise twice continuously
differentiable, one-to-one and onto transformations is not only convergent, but also it
converges with the rate O(lnn/ n) of convergence under the L 1-norm. See the book by Ding
and Zhou [10].
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5.3

Conclusions

In this paper we used an equivalent definition of the Frobenius-Perron operators using
the Dirac delta function, and then we approximated the Frobenius-Perron operator by
approximating the Dirac delta function used in the definition of the Frobenius-Perron
operator. We showed that our piecewise constant method based on the delta function
approximations via pulse functions is the same as Ulam's method. To our knowledge, this is
the first attempt to use delta function approach for the numerical analysis ofFrobenius-Perron
operators.
A higher order approximation to the delta function will be sought in the future research to
develop a faster and efficient numerical method. Hopefully, this will be my PhD dissertation
work in the future years at The University of Southern Mississippi.
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