Introduction
In the present work we study the asymptotic distribution of discrete eigenvalues near the bottom of essential spectrum for two and three dimensional Pauli operators perturbed by electric potentials falling o at innity. The special emphasis is placed on the case that the Pauli operators have nonconstant magnetic elds.
The Pauli operator describes the motion of a particle with spin in a magnetic is the vector of 2 2 2 Pauli matrices and B = r 2 A is a magnetic eld. We write (x; z) = (x 1 ; x 2 ; z) for the coordinates over the three dimensional space R 3 = R 2 x 2 R z . Throughout the entire discussion, we suppose that the magnetic eld B has a constant direction. For notational brevity, the eld is assumed to be directed along the positive z axis, so that B takes the form B(x) = (0; 0; b(x)):
Since the magnetic eld B is a closed two form, it is easily seen that B is independent of the z variable. We identify B(x) with the function b(x). Let A(x) = (a 1 (x); a 2 (x); 0) with real function a j 2 C 1 (R 2 x ) be a magnetic potential [1, 7] ) that H + has zero as an eigenvalue with innite multiplicities. We further know (see [3] for example) that the non{zero spectra of operators H + and H 0 coincide with each other. Thus H + has zero as the bottom of its essential spectrum and the bottom is an isolated eigenvalue with ininite multiplicities.
We rst discuss the two dimensional case. We consider the Pauli operator perturbed by an electric potential V (x). As stated above, the unperturbed operator H + has zero as an isolated eigenvalue with innite multiplicities. If the perturbation V (x) falling o at innity is added to this operator, then the innite multipicities are resolved and the above operator H(V ) has discrete (positive or negative) eigenvalues accumulating at the origin. We are concerned with how the ininite multiplicities of zero eigenvalue are resolved. The aim is to study the asymptotic distribution near the origin of such discrete eigenvalues.
We shall formulate the obtained result more precisely. We assume that the magnetic eld b(x) 2 C 1 (R 2 x ) fullls the following assumption : There exists , 0 < 1, such that (b) 1=C b(x) C, jrb(x)j C hxi 0 for some C > 1, where hxi = (1 + jxj 2 ) 1=2 . The constant is used with the meaning ascribed above throughout the entire discussion. If V (x) is a real bounded function, then the operator H(V ) formally dened by (0.3) admits a unique self{adjoint realization in the space L 2 = L 2 (R 2 x ) with natural domain fu 2 L 2 : H(V )u 2 L 2 g. We denote by the same notation H(V ) this self{adjoint realization. We now mention the rst main theorem. Theorem 1. Suppose that the above assumption (b) is fullled. If a real function V (x) 2 C 1 (R 2 x ) satises jV (x)j C hxi 0m ; jrV (x)j C hxi 0m01 ; C > 0;
for some m > 0, then one has :
(i) Let N(H(V ) < 0), > 0, denote the number of negative eigenvalues less than 0 of operator H(V ). Then which acts on the space L 2 (R 3 ) = L 2 (R 2 x 2 R z ), where V = V (x; z) is a real function decaying at innity. The essential spectrum of the unperturbed three dimensional Pauli operator without potential V begins at the origin and occupies the whole positive axis. On the other hand, the perturbed operator H has an innite number of negative eigenvalues accumulating the origin. The second main theorem is formulated as follows. 
as ! 0.
(ii) Assume that m > 2. Let w(x) be dened as
where the integration without domain attached is taken over the whole space. If
Remark. The above theorem can be extended to a certain class of potentials with indenite sign or weak local singularities, although the detailed matters are not discussed here. Such a class of potentials includes the negative Coulomb potential as one of typical examples.
The problem on the asymptotic distribution of eigenvalues for Pauli operators perturbed by electric potentials has been already studied by [8, 11] when b(x) = b > 0 is a uniform magnetic eld. Both the works make an essential use of the uniformity of magnetic elds and the methods developed there do not seem to apply directly to the case of nonconstant magnetic elds. Roughly speaking, the diculty arises from the fact that magnetic potentials which actually appear in Pauli operators undergo nonlocal changes even under local changes of magnetic elds. This makes it dicult to control nonconstant magnetic elds by a local approximation of uniform magnetic elds. To prove the two main theorems, some new devices are required in many states of the proof. We also note that the present method may extend to the case of periodic magnetic elds for which the second assumption in (b) is in general violated. We will discuss the matter in detail elsewhere.
Recently several works have been done on the spectral problems of Pauli operators with nonconstant magnetic elds. For example, the Lieb{Thirring inequality for negative eigenvalues has been discussed in [5, 9] and the asymptotic behavior of ground state densities in the strong eld limit has been studied in [4] . The present work is motivated by these works.
Preliminaries
This is a preparatory section. In this section, we prove simple but useful (upper and lower) bounds on the number of eigenvalues near the bottom of essential spectrum and we briey explain the perturbation theory for singular numbers of compact operators. These results are used as important tools to prove the main theorems. We also x several basic notations used throughout the future discussion.
1.1. Bounds on the number of eigenvalues. Let H 6 be as in (0.1) and let H(V ) be the two dimensional perturbed operator dened by (0.3). We rst establish several useful bounds on the number of eigenvalues near the origin of operator H(V ). As previously stated, H + has the remarkable spectral property that H + has zero, bottom of its spectrum, as an isolated eigenvalue with innite multiplicities and also the non{zero spectra of operators H + and H 0 coincide with each other. Let P : L 2 (R 2 x ) ! L 2 (R 2 x ) be the eigenprojection associated with the zero eigenspace of H + . We write Q for Id 0 P , Id being the identity operator. These two notations P and Q are used as basic notations throughout the entire discussion. By assumption (b), H 0 b 0 > 0, b 0 = inf b(x), is strictly positive and hence we have QH + Q b 0 Q (1.1) in the form sense. Let T be a given self{adjoint operator. We also use the notations N(T < ) and N(T > ) to denote the number of eigenvalues less and more than of operator T , respectively. Lemma 1.1. Let V (x) be a real bounded function decaying at innity and let H(V ) denote the Pauli operator perturbed by potential V . Then P V P : is bounded uniformly in , 0 < 1, small enough.
Proof. The lemma is easy to prove. The compactness and the rst inequality are obvious. To prove the second one, we use the form inequality 0PV Q 0 QV P 0c Q 0 P V 2 P=c By a simple calculation, P K(V )P = P (c 2 + 2c V + V 2 )P , and also we have the following form inequalities :
with another g > 0, which yields the desired upper and lower estimates for N( < H(V ) < c). The second statement can be veried by the same reasoning as used for proving (1.2). 3
1.2. Perturbation theory for singular numbers. We use the perturbation theory for singular numbers of compact operators as another basic tool to prove the main theorems. We here summarize briey several important properties of singular numbers. We refer to [6] In the present section we prove the rst main theorem (Theorem 1). The proof is long and it is divided into three steps.
2.1. First step : class of potentials decaying slowly. The rst step toward the proof is to prove Theorem 1 for a special class of potentials decaying slowly at innity. (17) b(x) dx 6 02=m 6 K :
Remark. If a family of potentials V z (x) fullls the assumption in the lemma for C independent of parameter z, then the constant K can be chosen uniformly in z. This is used in the later discussion.
The proof of the proposition uses the min{max principle and it is based on the following lemma due to [2] . > 0, the number of eigenvalues less that , then there exists c > 0 independent of ; R and 3, 0 < 3 < R=2, such that :
where jQ R j = R 2 is the measure of cube Q R and f() = #fn 2 N 3 = N [ f0g : 2n + 1 g:
Proof of Proposition 2.1. The proof is rather lengthy and is divided into several steps.
(1) We begin by xing several notations used in the proof. We may assume that > 0 is suciently small. By assumption, m < 2 =3. Hence we can take as 1=2 < < =2m 0 1=4 < 1=m: We now dene the two operators
acting on L 2 (Q k ) under zero Dirichlet boundary conditions. By denition, H 0k has the constant magnetic eld b k , while T k (V ) has (A 1k + e 1k ; A 2k + e 2k ) as a magnetic potential and it is unitarily equivalent to H k (V ), so that
(4) We evaluate the quantity N k ( (10)) on the right side of (2.3). By (2.1), we can choose as (4 + 1)=2 < < 1=m. Obviously, obeys the inequality < ( + 1)=(m + 1) < ( + 1)= < (4 + 1)=2 < < 1=m: (2.5) 
for some > 0 independent of k; l and . This is derived by making use of the same argument as used for proving (2.3). As is easily seen, the magnetic potential e kl (x) is uniformly bounded and hence it follows that If k belongs to the set X 1 = fk 2 Z 2 Z : jy k j M 01=m g, then we can take M 1 so large that jV (x)j =2 for x 2 Q k with k 2 X 1 . Hence
(5) Let M 1 be as above. We deal with the case k 2 X = fk 2 Z 2 Z : 0 < jy k j < M 01=m g: Set V k = V (y k ). If k 2 X, then it follows from (2.4) and (2.5) that :
We further divide X into two sets X 1 = fk 2 X : V k > (1 0 2)g; X 2 = fk 2 X : V k (1 0 2)g: If k 2 X 2 , then V (x) < (1 0 ) for x 2Q k and hence N k ( (1 0 )
for as above. Then we have
by Lemma 2.2. The number #(X 1 ) of elements in the set X 1 is bounded by O( 02=m+2 ) and hence
As is easily seen,
for small enough. This, together with (2.3), (2.6) and (2.7), yields the desired upper bound.
(6) The lower bound can be derived in a similar way. We give only a sketch for it. Let Q k be as above and let
whereH k (V ) denotes the self{adjoint realization of H(V ) in the space L 2 (Q k ) under zero Dirichlet boundary conditions. Then we have
The quantityÑ k () on the right side is evaluated by use of Lemma 2.2 (2) with 3 = 0 , 0 < 1. This is done in almost the same way as used for proving the upper bound. Thus the proof of the proposition is now completed. 3 2.2. Second step : extension to a wider class of potentials. The aim of the second step is to extend Proposition 2.1 to a wider class of potentials decaying not necessarily slowly at innity. The argument here is based on the following We proceed with the argument, accepting this proposition as proved. The proof of Proposition 2.3 is given at the end of this section (subsection 2.4) after completing the proof of Theorem 1.
Lemma 2.4. Assume that a real function V (x) 2 C 1 (R 2 x ) fullls jV (x)j C hxi 0m ; jrV (x)j C hxi 0m01 ; C > 0;
for some m > 0. Then one has N(P V 2 P > 2 ) N((P V P ) 2 > 2 ) and N(P V 2 P > 2 ) N((P V P ) 2 > (1 0 ) 2 ) + C 02=(m+1) ; C > 0;
for any > 0 small enough.
Proof. The proof uses Lemmas 1.3, 1.4 and Proposition 2.3. We decompose the operator P V 2 P as P V 2 P = (P V P ) 2 + P V QV P = T 2 1 + T 2 :
Since P V 2 P T 2 1 , the lower estimate can be easily obtained. By Lemma 1.3, we have
Let T = QV P . Then we assert that
If this is shown, then the upper estimate follows at once. To prove the assertion above, we use Lemma 1.4. According to this lemma, the operator T takes the form T = [Q; V ]P = B u m+1 P with some bounded operator B. Since the singular number s n (T ) satises s n (T ) kBk s n (u m+1 P ), we have N(jT j > ) N(P u 2(m+1) P > c 2 )
for some c > 0. This, together with Proposition 2.3, proves the assertion in question and the proof is complete. 3
Lemma 2.5. Assume that V (x) 2 C 1 (R 2 x ) fullls the same assumption as in b(x) dx 6 02=m 6 K :
Proof. We rst note that if V (x) satises the assumption above for m > 0, then V (x) 1=2 also satises the same assumption for m replaced by m=2. If we make repeated use of Lemma 2.4, the proof is reduced to the case of potentials falling o slowly at innity. Thus the lemma immediately follows from Lemma 2.5. 3
By approximation, the lemma above can be shown to remain true for a slightly wider class of potentials. Lemma 2.7. Assume that V (x) 2 C 1 (R 2 x ) fullls 0 V (x) C hxi 0m ; jrV (x)j C hxi 0m01 ; C > 0; for some m > 0. Then the same result as in Lemma 2.6 is still valid for such a class of potentials.
Remark. (see the remark after Proposition 2.1.) If a family of potentials V z (x) fullls the assumption in the above lemma for C > 0 independent of parameter z, then the constant K can be chosen uniformly in z. This is used for proving Theorem 2.
Proof. Let V (x) be as in the lemma. We set V (x) = V (x) + hxi 0m for > 0 small enough. Then V (x) fullls the assumption in Lemma 2.6 and V (x) V (x) V (x) + 2 hxi 0m : (2.8) We rst evaluate the upper bound. By (2. We further apply Lemma 2.6 to the quantity N(P V P > ) on the left side.
Since V (x) V (x), the desired lower bound can be easily obtained. Thus the proof is complete. 3
2.3. Third step : completion of proof. In this step we complete the proof of Theorem 1. We further require the following lemma to complete the proof. for any > 0 small enough. Thus the proof is reduced to evaluating the upper and lower bounds on N(P V P > ). Since N(P V P > ) N(P V + P > ), the upper bound follows from Lemma 2.8. To prove the lower bound, we make use of Lemma 2.4 to obtain that N(P V 2 P > (1 + ) 2 ) N((P V P ) 2 > 2 ) + C 02=(m+1) = N(P V P > ) + N(P (0V )P > ) + C 02=(m+1) :
Hence we have N(P V P > ) N(P V 2 P > (1 + ) 2 ) 0 N(P V 0 P > ) 0 C 02=(m+1) :
The bounds on the two quantities N(P V 2 P > 2 ) and N(P V 0 P > ) on the right side have already been established in Lemmas 2.7 and 2.8, respectively. Thus the lower bound is also obtained by combining these two lemmas.
(ii) To prove the second statement, we make use of Lemma 1.2 in place of Lemma 1.1. If we again use Lemma 1.3 and Proposition 2.3, then the proof is reduced to evaluating the upper and lower bounds on N(P V P < 0) = N(P (0V )P > ). This is done in exactly the same way as in the proof of the rst statement (i). 3 2.4. Proof of Proposition 2.3. It remains to prove Proposition 2.3, which has played an important role in the above proof of Theorem 1. We here give the proof of this proposition. We start by preparing two lemmas. We now x so small that K < 1=2. If n < n01 for some integer n 1, then K n+1 < K 2 0(n01) K 2 0 and also we have The lemma above plays a basic role in proving Proposition 2.3. We rst complete the proof of the proposition, accepting this lemma as proved. We now assume the case m = k as an inductive assumption, and we shall prove that N(P u 2k P > ) = O( 02=2k ): (2.9) If this is shown, then the proposition follows by induction. To prove (2.9), we decompose P u 2k P into P u 2k P = (P u k P ) 2 + P u k Qu k P:
Using Lemma 1.4, we repeat the same commutator computation as in the proof of Lemma 2.4. Then we obtain that N(P u 2k P > ) N(P u k P > (=2) 1=2 ) + N(P u 2(k+1) P > c)
for some c > 0, and hence N(P u 2k P > ) O( 01=k ) + N(P u 2(k+1) P > c)
by the inductive assumption. We now denote by R (x) the characteristic function of the ball with the origin at center and radius R. Take R = R so large that u 2(k+1) R + c u 2k =2
for > 0 small enough, c > 0 being as above. Then it follows from Lemma 1.3 that N(P u 2(k+1) P > c) N(P R P > c=2) + N(P u 2k P > =):
By Lemma 2.10, the rst quantity on the right side is of order O( 01=k ), where the order estimate depends on R = R . If we set f() = N(P u 2k P > ), then we have f() C 01=k + f(=) for some C > 0. Hence Lemma 2.9 yields (2.9) and the proof is complete. 3
We proceed to the proof of Lemma 2.10. This is proved through a series of lemmas. It is also easily seen that '(x) obeys the bound in the lemma. Thus the desired solution is constructed and the proof is complete. 3
We here introduce some new notations. Let A(C) be the class of analytic functions over the complex plane C. For given real function (x) 2 C 2 (R 2 x ), we dene the subspace K (R 2 x ) of L 2 (R 2 x ) by K (R 2 x ) = fu 2 L 2 (R 2 x ) : u = he 0 with h 2 A(C)g and we denote by P the orthogonal projection on K (R 2 x ). The argument below shows that such a subspace is closed.
Let '(x) be as in Lemma 2.11. By construction in the lemma, we can choose a magnetic potential (a 1 (x); a 2 (x)) associated with the eld b(x) to be divergenceless a 1 (x) = 0@ 2 '(x); a 2 (x) = @ 1 '(x):
Then we have We shall rst show that the above lemma readily implies Lemma 2.10 in question.
Proof of Lemma 2.10. To prove the lemma, we apply Lemma 2.13 with (r) = exp(c(r 2 + 1)) for c 1 large enough. Let '(x) be as in Lemma 2.11. Then '(x) (r). We can easily check that q(r) = 1 fullls all the assumptions in Lemma 2.13. Hence we combine Lemmas 2.12 and 2.13 to obtain the desired conclusion. 3
Proof of Lemma 2.13. It suces to prove the lemma for the characteristic function R (r) of the ball with the origin at center and radius R. Let where (r; ) denotes the polar coordinates over the plane. We dene e n =(u n ; u n ) = 2 Z 1 0 r 2n+1 exp(02 (r)) dr; n =( R u n ; u n ) = 2 Z 1 0 R (r)r 2n+1 exp(02 (r)) dr for n 2 N 3 . The operator P R P is realized as an innite diagonal matrix with n =e n as diagonal components, so that this operator has n = n =e n as eigenvalues. We analyse the behavior as n ! 1 of n .
First it is easy to see that As is easily seen, n ! 1 as n ! 1.
We estimate the values q(r) and f n (r) at the stationary point r = n to study the behavior as n ! 1 of e n . By assumption, (2.14)
We now evaluate the lower bound on e n . Since 00 (r) = 0 0 (r)=r + q(r), f 00 n (r) is calculated as f 00 n (r) = (p(r) 0 (n + 1=2))=r 2 0 q(r): By assumption, lim r!1 q 0 (r)=q(r) 3=2 = 0 and hence it follows that 1=c q(r)=q( n ) c for some c > 1, if jr 0 n j < q( n ) 01=2 . We obtain jp(r) 0 (n + 1=2)j = jp(r) 0 p( n )j = j Z r n sq(s) dsj c 1 r 2 q( n ) and jf 00 n (r)j c 2 q( n ) for r as above. Thus we can take K 1, K being independent of n 1, so large that f n (r) = f n ( n ) + q( n )O((r 0 n ) 2 ) f n ( n ) 0 K again for r as above. This yields the lower bound e n c q( n ) 01=2 exp(2f n ( n )) (2.15)
for some c > 0 independent of n 1. We combine (2:11) and (2:13) (2:15) to obtain that (log n )=n = (log n 0 log e n )=n ! 01; n ! 1; and hence n = O(n 0L ) for any L 1. Thus the proof of the lemma is now completed. 3 3. Three dimensional case : proof of Theorem 2 In this section we prove the second main theorem (Theorem 2). Let V = V (x; z) be the potential as in the theorem. Throughout the proof, the z variable is often regarded as a parameter and we sometimes write V z (x) for V (x; z). The next lemma is a restatement of Lemma 2.7 (see also Remark after this lemma) and it plays a basic role in proving Theorem 2.
Lemma 3.1. Let V z (x) = V (x; z) be as in Theorem 2. Then, for any > 0 small enough, there exists K > 0 independent of z such that (17) b(x) dx 6 02=m 6 K : 3.1. Proof of Theorem 2 (i). We rst prove Theorem 2 (i). The proof uses an argument similar to that in the proof of Proposition 2.1 and it is done through several steps.
Proof of Theorem 2 (i). (1) We begin by xing several notations used throughout the proof. We may assume that > 0 is suciently small. Let The proof is based on the following lemma due to [10] . 
Thus, to prove the lemma, it is enough to show that
We may assume that 1 is small enough. We set = 1=(2(m 01)) and x L 1 arbitrarily. We further introduce the notations where T k () = (0@ 2 z + ) 01=2 P U kz P (0@ 2 z + ) 01=2 : We below evaluate each quantity N(T k () > ) on the right side of (3.8).
We rst consider the case k = L + 1. Take as 2 < < m. Then Next we consider the case 1 k L. Since P U kz P k (z)(1 + jzj 2 ) 01=2 P u m01 P;
we repeat the same argumet as above to obtain that N(T k () > ) 
and write Q L for Q L = Id0P L . By denition, these propjections commute with P. Since where H(V ) is the three dimensional Pauli operator perturbed by potential V (x; z) = 2 W z (x). Thus the assertion (3.14) follows from Lemma 3.2 at once. By (3.11) (1) as ! 0. Thus P v 1 ()P (1=2 + c)P uP; c > 0; for < 1 small enough. If we take account of bahavior (3.18), then the upper bound (3.10) follows from Theorem 1 (i). 3 
