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Resumen 
Una de las grandes necesidades que existe en la administración de una escuela profesional es la 
generación de horarios, la cual tiene mucha complejidad por lo que debe considerarse una gran 
cantidad de variables, como son, entre otros, los grupos por curso programados para el 
siguiente semestre académico, la disponibilidad y las características de los salones de clase, la 
disponibilidad y la especialidad de los profesores, las disposiciones de la universidad para la 
construcción de los horarios. El problema se complica aún más si consideramos la existencia de 
casos especiales, como son, por ejemplo, los profesores que por alguna razón no pueden subir 
escaleras, asignaturas que deben dictarse en determinados salones y a determinadas horas, lo 
"atractivo" del resultado a los ojos de las autoridades, y posiblemente muchos otros casos más. 
Desde la universidad hasta nuestros días aprendemos algoritmos y los aplicamos con eficacia. A 
veces se nos presentan problemas por resolver tales que a primera impresión parecen que 
deben de resolverse mediante algoritmos que desconocemos o, peor aún, dan la impresión que 
son tan complejos que nos hace pensar que quienes deben resolverlo son profesionales muy 
experimentados y especializados. 
Este es el caso de la Inteligencia Artificial (IA): sus algoritmos ahí están, pero los problemas en 
donde se pueden aplicar son infinitos. Tal como aquellos que deben resolverse mediante 
algoritmos pertenecientes a la rama de la IA llamada "Búsqueda", de la cual muchos dicen que 
problemas en donde se aplica están en todas partes, pero pocos se dan cuenta que los tienen 
justo en frente. Estos pocos profesionales, además de conocer estos algoritmos, saben que son 
sumamente combinatorios; su intuición les dice cómo adecuarlos para realmente obtener una 
solución y que sea práctica. 
Estrategias que van más allá de los algoritmos base son imprescindibles para alcanzar una 
solución. Nos abruma la gran cantidad de resultados posibles al tener que lidiar con tantas 
variables, que a su vez pueden tener muchos estados; lo más interesante de todo es que desde 
estos nuevos estados se derivan otros, y así sucesivamente. 
De todo este laberinto debe surgir una solución que sea fácil de utilizar, lo suficientemente 
práctica para que el usuario final la emplee con confianza. 
Abstract 
One of the great needs that exists in the administration of a professional school is the 
generation of schedules, which has a lot of complexity so a large number of variables must be 
considered, such as, among others, the groups per course scheduled for the next Academic 
semester, the availability and characteristics of classrooms, the availability and specialty of the 
professors, the provisions of the university for the construction of schedules. The problem is 
further complicated if we consider the existence of special cases, such as, for example, teachers 
who for some reason cannot climb stairs, subjects that must be dictated in certain classrooms 
and at certain times, the "attractiveness" of the result to eyes of the authorities, and possibly 
many other cases. 
From the university to the present day we learn algorithms and apply them effectively. 
Sometimes we are faced with problems to solve such that at first impression they seem to be 
solved by algorithms that we do not know or, even worse, they give the impression that they 
are so complex that it makes us think that those who must solve them are very experienced and 
specialized professionals. 
This is the case of Artificial Intelligence (AI): their algorithms are there, but the problems where 
they can be applied are endless. Such as those that must be solved by algorithms belonging to 
the branch of AI called "Search", of which many say that problems where it is applied are 
everywhere, but few realize that they have them right in front. These few professionals, in 
addition to knowing these algorithms, know that they are highly combinatorial; their intuition 
tells them how to adapt them to really obtain a solution and make it practical. 
Strategies that go beyond the base algorithms are essential to reach a solution. We are 
overwhelmed by the large number of possible results when dealing with so many variables, 
which in turn can have many states; the most interesting of all is that from these new states 
others are derived, and so on. 
Out of all this maze, a solution that is easy to use, practical enough for the end user to use with 
confidence, must emerge. 
1. Introducción 
Entendemos los algoritmos exactamente, pero cuando nos topamos con problemas de la vida 
real no les encontramos relación. Puede ser por falta de experiencia o, como generalmente 
ocurre, por creer que hemos aprendido el tema al hacer algún programa de computadora que 
simplemente haga funcionar el algoritmo. Es decir, a veces nos conformamos con un programa 
tipo, convencidos de que hemos logrado la comprensión total del tema; pero la verdad es que 
no nos hemos percatado que una cosa es la comprensión de un algoritmo frío, y otra cosa es la 
aplicación del algoritmo para resolver problemas del mundo real. 
Los profesores de una facultad universitaria son los que deben aportar mucho más de lo que se 
puede extraer de cualquier libro de texto. Un profesor, por ejemplo de IA, de la forma más 
adecuada muestra todo lo que contienen los libros de texto y, lo que es más importante, 
transmite su experiencia obtenida en el quehacer profesional y en sus investigaciones. 
Un tema fundamental de la IA es el llamado "Búsqueda", el cual tiene la característica de ser de 
fácil entendimiento y, a su vez, de complicada aplicación para la resolución de los problemas 
cotidianos. Esta complicación no va tanto por el lado de los algoritmos; va por el lado de toda la 
programación que rodea al algoritmo para crear una especie de plataforma base para su 
aplicación. A este hecho habría que sumarle la modificación del algoritmo para establecer el 
momento y la forma en que se da la solución. 
Este ensayo está orientado a mostrar cómo se pueden aplicar los algoritmos de búsqueda a 
problemas de la vida real. 
 
 
 
 
2. Desarrollo 
¿Qué es la búsqueda? 
Advertencia: En esta sección se pretende dar a entender de lo que se trata la búsqueda, sin la 
necesidad que el lector adquiera completamente las competencias necesarias para su 
aplicación en sistemas informáticos. La explicación de la búsqueda se presenta así como está 
para formar una idea suficiente de este tema, con el propósito de entender los fines que este 
ensayo está orientado. Para una referencia completa de la búsqueda, puede leer algún libro 
de la bibliografía citada al final. 
Los problemas que resuelve la búsqueda son aquellos que parten de un estado inicial y van 
hacia algún otro tomado de entre varias alternativas, el cual es elegido por algún criterio. En 
forma similar, este estado escogido tiene otras alternativas (estados) por donde proseguir; se 
elige una alternativa y así se repite lo mismo hasta alcanzar un estado final. La solución al 
problema puede consistir de ese estado final o del conjunto de estados elegidos que van en 
retrospectiva desde este estado final hacia el inicial. 
Alguien dijo lo siguiente: "...si el problema se puede reducir a un grafo, sería magnífico". 
Todo sería muy simple si al proseguir por los estados descendientes no necesitáramos probar 
otras alternativas para poder llegar a la solución; es decir, por ejemplo, teniendo el siguiente 
grafo (figura 1), el problema consiste en encontrar una ruta para ir desde un estado inicial hacia 
uno final, por ejemplo del S al G: 
 
 
 
Figura 1: Grafo dirigido. 
Entonces, como se muestra en la siguiente figura (figura 2), nuestro recorrido en la búsqueda 
podría truncarse al llegar al estado C, tal como fueron elegidos los estados descendientes: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2: Proceso parcial aplicando Búsqueda en Profundidad, donde ya no hay descendientes para el 
estado C. 
Es decir, basándonos en el grafo de la figura 1, partiendo desde el estado S y teniendo como 
alternativa a los estados B, C y D, por algún criterio se eligió el B. Desde este estado, el B, sólo se 
tiene como alternativa el D, puesto que el S ya fue considerado en la misma ruta actual que va 
desde el estado inicial, el mismo S, evitando así bucles como SBSBSBS... Siguiendo con las 
mismas ideas, vemos que desde el D tenemos como descendientes al C y al X. Habiendo elegido 
el C, vemos que existe un truncamiento para proseguir en la búsqueda de la solución: no hay 
descendientes a partir de ahí. 
En este punto notamos que los problemas de búsqueda no son lineales; son ramificados: se 
tiene que retroceder y proseguir por otra alternativa, otro descendiente. Como desde el estado 
C no se tiene descendientes, retrocedemos hacia el padre del C, el estado D, para volver a bajar 
y llegar al estado X. Vea la figura 3: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3: Proceso parcial aplicando Búsqueda en Profundidad, donde se realizó un retroceso para 
proseguir por la alternativa X. 
Y continuando con los mismos principios llegamos al estado final, el G, momento en el cual 
podemos considerar la primera solución: G–X–D–B–S, o dicho de otro modo: S–B–D–X–G. 
Vea la figura 4: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 4: Proceso final aplicando Búsqueda en Profundidad, donde se alcanzó el estado final: G. 
Debe tenerse presente que los retrocesos continúan mientras no encontremos una alternativa 
por donde proseguir. Por ejemplo, observando el grafo de la figura 1, si debido al truncamiento 
del estado C no hubiéramos tenido la alternativa X, entonces hubiésemos tenido que seguir 
retrocediendo hasta alcanzar el estado S y proseguir bajando a través de su segundo 
descendiente, el C, el cual se encuentra a la derecha del B. 
Esta forma de buscar se llama "Primero en Profundidad", dado que desde un estado se pretende 
bajar por un descendiente, en vez de ir a probar si hay resultados a través del hermano (el 
estado del costado). 
Hay otra forma de buscar, la cual se llama "Búsqueda en Amplitud", que a diferencia de la forma 
anterior, prosigue por el hermano de un estado luego que éste haya determinado sus hijos (sus 
descendientes). Por ejemplo, de acuerdo al grafo de la figura 1, y tratando de encontrar otra vez 
una ruta de S a G, la figura 5 nos muestra su recorrido: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 5: Búsqueda en Amplitud, según el grafo de la figura 1 y siendo el estado inicial el S y el final el G. 
Aquí se ha hecho el uso de una especie de reservorio de estados, el cual incluye sólo aquellos 
cuyos descendientes ya se han determinado. Este reservorio, al cual le podemos llamar 
Cerrados, se usa cuando en ciertos métodos, como en los dos expuestos arriba,  se quiere hallar 
sólo una solución: si un estado se cierra, no se puede volver a determinar sus descendientes; un 
estado cerrado no se volverá a abrir. De esta forma se simplifica la búsqueda, y por lo tanto 
también se reduce el tiempo para hallar el resultado. 
Observe que del mismo grafo y siendo el mismo problema, los métodos anteriores dieron 
resultados distintos. Fue por casualidad. No importa; a estos métodos se les conoce como 
"Métodos Ciegos": encuentran una solución y terminan o muestran la que sigue; de acuerdo al 
problema por resolver, no importa si los resultados son buenos, malos o regulares: es 
irrelevante. 
¿Cuándo usamos un método u otro? Para ello tenemos que basarnos en su definición: si de 
antemano se sabe que por cada estado no tenemos que determinar muchos descendientes, 
entonces el de profundidad es mejor; si se sabe que es al contrario, pues el de amplitud será la 
elección. Si sabemos nada, entonces podemos elegir cualquiera, o un método que escoja al azar 
su descendiente para proseguir. 
Como se mencionó al principio, existen problemas los cuales se conoce el estado inicial y el final, 
por ejemplo: (1) para ir de una ciudad a otra; (2) para resolver el problema del puzzle (una 
tablilla con fichas que pueden desplazarse por la falta de una de éstas, se tienen que mover las 
fichas para formar una figura). En estos dos ejemplos, la solución al problema es toda la 
secuencia de estados que van desde el inicial hasta el final. En el caso de las ciudades sería la 
secuencia de ciudades por visitar en el trayecto; en el caso del puzzle, la secuencia de 
desplazamientos de las fichas. 
Los otros tipos de problemas consisten en encontrar ese estado final el cual se desconoce. Por 
ejemplo, en el problema llamado "Reinas N": dado un tablero como el de ajedrez, de n filas y n 
columnas, colocar n reinas de tal manera que no puedan matarse entre sí. No conocemos la 
configuración de los tableros resultantes; es decir, de los estados finales: el problema consiste 
en encontrarlos. Recurrimos a ciertos criterios para determinar si ya hallamos una solución, un 
estado final. Por ejemplo, para el problema de las n reinas, si cada estado es una configuración 
de tablero que contiene una cantidad de reinas, en donde el estado inicial contiene sólo a una 
de éstas, entonces si vemos que ya tenemos un estado descendiente con las n reinas bien 
puestas en el tablero, entonces llegamos a una solución. Vea la figura 6: 
 
 
 
Figura 6: Búsqueda en el problema de las n reinas, donde n = 4. 
En el mundo real existen algunos problemas de búsqueda tan grandes que hacen que los 
métodos ciegos sean inaplicables. El hecho de que la búsqueda se ejecute en computadoras, nos 
restringe en cuanto al espacio y el tiempo a tener un límite al aplicar los algoritmos. Considere el 
juego del puzzle: si usamos un método ciego para hallar la solución, entonces siguiendo el 
algoritmo se podría elegir desplazar cualquier ficha, sin tomar en cuenta absolutamente nada. Y 
así, si faltase, por decir, mover sólo una ficha para llegar al resultado final, al desplazar la 
equivocada podríamos distanciarnos muchísimo con los siguientes movimientos, y podría volver 
a ocurrir así indefinidamente o al menos por una cantidad muy grande e inaceptable de veces. 
Vea la figura 7. 
Estado final requerido Estado actual Movimiento incorrecto 
Figura 7: Movimiento incorrecto en el problema del puzzle. 
Existe otro grupo de métodos al cual se le conoce como "Métodos Informados Heurísticamente". 
Heurística: Cualquier cosa que utilicemos en un programa de computador, no necesariamente 
algorítmica, con el propósito de llegar de una mejor manera a la solución o, simplemente, de 
poder llegar a ésta. 
Para entender el uso de heurísticas, observemos otra vez el grafo de la figura 1. Si, por ejemplo, 
cada estado fuera el nombre de una ciudad o pueblo y quisiéramos encontrar la ruta que nos 
lleve más rápido de S (estado inicial) a G (estado final), sería demasiada coincidencia que las 
siguientes soluciones tuvieran la misma distancia en kilómetros desde el punto inicial al final: 
S-B-D-X-G  S-C-D-X-G  S-D-X-G 
Es decir, el uso de heurísticas no sólo nos permite encontrar una solución u obtenerla en un 
tiempo aceptable, sino también hallar una al menos buena. Con mucha suerte nos podrían dar 
la mejor solución, aunque no podríamos verificar este hecho. En general, al usar métodos 
heurísticos no nos importa -y de hecho no nos debe importar- si la solución hallada es la mejor. 
Lo único que nos debe interesar es que hay una buena solución y que ésta se puede hallar en un 
tiempo relativamente corto, dado que reduce el tamaño de las estructuras de datos utilizadas 
para el procesamiento del algoritmo base de búsqueda. 
De acuerdo a la figura 1, consideremos la siguiente información heurística, la cual podría 
representar mediciones sobre un mapa utilizando un escalímetro. Observe que esta distancia no 
es exacta si pensamos viajar por tierra; pero de todas maneras nos da una muy buena 
información de cuan cerca se encuentra nuestro destino desde cada una de las demás ciudades. 
Vea la figura 8. 
 
 
 
Figura 8: Información heurística para buscar una buena solución hacia el destino final, G, de acuerdo al 
grafo de la figura 1. 
Uno de los métodos informados heurísticamente es conocido como "El Método de la Colina": 
antes de establecer los nuevos descendientes, los ordena con respecto a la información 
heurística la cual falta por recorrer hacia el destino; procede luego por el primer descendiente. 
Todo lo demás es igual. Vea la figura 9. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
Figura 9: Búsqueda por el Método de la Colina, según el grafo de la figura 1 y siendo el estado inicial el S y 
el final el G. 
Observe que los estados descendientes de la raíz, S, se encuentran ordenados como se ha 
indicado; asimismo, también los descendientes del estado D. El problema es tan pequeño que 
fácilmente nos damos cuenta que es una buena solución si lo que queremos es recorrer la 
menor distancia; aunque en este caso, involuntariamente, se obtuvo la mejor solución. 
En el caso del buen turista, si quisiera ir de un sitio a otro y disfrutar de los paisajes y de la 
buena comida, de repente lo que debe hacer es ir por la ruta más larga. Si ésta es la situación, 
sólo tendríamos que ordenar los descendientes al revés. 
El método de la colina, como método informado heurísticamente, es bueno utilizarlo cuando, 
según el problema, las soluciones deben encontrarse siguiendo primero los descendientes. Si 
este no fuera el caso, entonces tendríamos que considerar ordenar no sólo los nuevos 
descendientes, sino más bien, todas las trayectorias parciales que van desde el inicio hasta el 
último descendiente. Vea la figura 10. 
 
 
 
Figura 10: Búsqueda por el método Primero el Mejor, según el grafo de la figura 1 y siendo el estado 
inicial el S y el final el G. 
Aunque, en este caso particular, siguiendo este nuevo método nos da la misma solución, 
apreciamos en la figura 10 el orden que quedaron las trayectorias parciales justo al hallar el 
resultado: S-D-X-G, S-D-C, S-C, S-D-B y S-B. De esta forma, si S-D-X-G no fuera una 
solución, se continuaría con la trayectoria S-D-C, aplicando el retroceso. Este método 
informado heurísticamente es el llamado "Primero el Mejor". 
Ahora veamos lo siguiente: ¿Qué tal si quisiéramos hallar la mejor solución? Faltarían datos: 
hechos. La mejor solución implica, con total seguridad, el costo real de la trayectoria desde el 
inicio hasta el final. Para ello necesitamos el costo de ir desde un estado hacia otro inmediato. La 
figura 11 es el mismo grafo de la figura 1, pero con costos reales entre sus estados adyacentes. 
 
 
 
Figura 11: Grafo dirigido con costos reales desde un estado a otro. 
El siguiente método halla la mejor solución; no pertenece a ninguno de los dos grupos de 
métodos anteriores. Se llama "Ramificación y Cota": Ordena todas las trayectorias parciales de 
acuerdo al costo real acumulado hasta el momento. Vea la figura 12. 
 
 
 
 
Figura 12: Búsqueda por el método Ramificación y Cota, según el grafo de la figura 11, siendo el estado 
inicial el S y el final el G. 
Observe que siempre las trayectorias parciales se encuentran ordenadas de acuerdo al costo 
total acumulado desde el estado inicial hasta el último en la trayectoria. 
Hay que notar, también, que como de lo que se trata en este caso es de hallar sólo una solución, 
la cual sea la mejor de todas, entonces debemos considerar el uso de aquel reservorio que se 
mencionó al principio, cerrados, el mismo que contiene todos los estados cuyos descendientes 
ya se han determinado. Y así, como se aprecia en la figura 12.d, si ya se determinaron los 
descendientes de B, entonces éste ya no debe volver a expandirse: la primera vez que a un 
estado se le han determinado sus descendientes, el costo de la trayectoria que hay hasta éste 
desde el estado inicial, es el menor. Por lo tanto, si ya se tiene la trayectoria parcial S-B=20, 
entonces nuevas trayectorias como la S-C-D-B=70 deben desecharse porque el último de sus 
estados ya fue expandido. Algo similar ocurre con la primera trayectoria parcial de la figura 12.e, 
en el que nos volvemos a encontrar con el estado D, el cual ya fue expandido. Y en 
consecuencia, como se muestra en la figura 12.f, las trayectorias parciales quedan reducidas a 
sólo dos (2): S-C-D-X=70 y S-D=80. 
Existe una primera mejora que se puede hacer al método Ramificación y Cota, la cual consiste 
en ordenar las trayectorias parciales según la distancia real recorrida hasta el momento más la 
distancia heurística que falta por recorrer hasta el objetivo. Entonces, considerando el grafo de 
la figura 11 y la información heurística mostrada en la figura 8, el proceso de búsqueda 
aplicando la primera mejora se muestra en la figura 13. Vea que debajo de cada estado final de 
cada trayectoria parcial se encuentra la mencionada suma. 
 
 
 
Figura 13: Búsqueda por el método Ramificación y Cota, según el grafo de la figura 11 y la información 
heurística de la figura 8, aplicando primera mejora, siendo el estado inicial el S y el final el G. 
Existe aún una segunda mejora al método Ramificación y Cota, la cual nos permite reducir el 
espacio de memoria utilizado para la búsqueda. Observemos la figura 13.b: existen dos estados 
que no son únicos como terminales; es decir, el C y el B. Nos podemos quedar con sólo una de 
las trayectorias de cada uno de estos estados repetidos: la primera según el orden. En tal caso se 
dejarían solamente las trayectorias S-C y S-B, descartando a S-D-C y a S-D-B. Vea la figura 
14. 
 
 
 
Figura 14: Búsqueda por el método Ramificación y Cota, según el grafo de la figura 11 y la información 
heurística de la figura 8, aplicando primera y segunda mejora, siendo el estado inicial el S y el final el G. 
La figura 14 nos muestra que con estas dos mejoras optimizamos Ramificación y Cota en cuanto 
al tiempo y el espacio. Al método Ramificación y Cota más estas dos mejoras se le conoce como 
el método A*, que en inglés se dice A Star. 
¿Cómo aplicamos la búsqueda en la resolución de los problemas del mundo real? 
Ya se ha dado el enunciado del problema del puzzle. Se resuelve con búsqueda. Pero, ¿es tan 
simple como el de encontrar una ruta para ir de una ciudad a otra?, ¿cuál método de búsqueda 
debemos utilizar?, ¿cómo es la representación de cada estado?, ¿cuál es el criterio para 
aseverar que ya se tiene una solución?, ¿el espacio del problema es lo suficientemente grande 
como para tener que recurrir a estrategias de ahorro de memoria del computador? Y así, para 
dar con la solución -o soluciones-, podemos de antemano hacernos más interrogantes, las 
cuales obligatoriamente tenemos que contestar si queremos verdaderamente solucionar el 
problema. 
En este caso particular, el del puzzle, el espacio del problema se incrementa exponencialmente 
a medida que aumentamos una fila o una columna al fichero: cuantas más fichas hayan en el 
fichero, mucho mayor será la secuencia de desplazamientos de éstas, desde el estado inicial 
hasta el estado final. En otras palabras, cuanto más filas y columnas haya, muchas más 
posibilidades habrán que probar entre todos los estados. 
Desde otro punto de vista, el problema del puzzle es simple: existe solamente un tablero con 
sus fichas, las cuales hay que desplazar hacia sus costados, y las soluciones se determinarán 
cuando se encuentren estados terminales idénticos al estado final requerido. Una solución es 
una secuencia completa de estados desde el inicial hasta el final. Cada uno de sus estados es, 
simplemente, una configuración del fichero. Vea la figura 7. 
Los problemas que deben ser resueltos mediante la búsqueda pueden ser mucho más 
complejos. Un buen ejemplo de éstos es la generación de horarios de una escuela profesional 
de una facultad universitaria: 
El problema de la generación de horarios 
En una escuela de una facultad universitaria, al inicio de cada semestre académico se requiere 
el horario de los cursos que han de impartirse. Para la determinación de los horarios se toma 
en cuenta los siguientes hechos: 
• El cuadro de necesidades el cual muestra lo siguiente: 
➢ Las asignaturas que han de impartirse. 
➢ Los grupos de alumnos que está dividida cada asignatura. Cada grupo permite 
una cantidad máxima de alumnos 
➢ Los cupos por grupo. 
➢ El tipo de cada grupo: teoría, práctica, laboratorio, taller. 
• La disponibilidad, especialidad y las asignaturas que desea dictar cada profesor. 
• Las aulas disponibles y todas sus características. 
• Directivas de la universidad, como son, entre otras: la cantidad de horas consecutivas 
que puede dictar un profesor, distribución de las asignaturas en horarios impuestos a 
determinados momentos del día. 
• Los casos especiales, tales como, por ejemplo: los profesores minusválidos o el 
paralelismo deseable en el horario de los grupos de alguna asignatura. 
Se debe construir un programa que genere los horarios habiendo ya establecido los hechos 
anteriores. 
Con la explicación de cómo es que se construye este programa, se deja bien claro cómo 
debemos confrontar este tipo de problemas, los cuales utilizan búsqueda para su resolución. 
Este trabajo se dejó como proyecto de curso a los alumnos de la asignatura de Inteligencia 
Artificial, de la Escuela de Ingeniería Informática de la Universidad Ricardo Palma. Fue un 
trabajo de investigación, por lo que va más allá de lo que los alumnos pueden escuchar del 
profesor durante las clases. Proyectos de curso como éste son imprescindibles para la formación 
profesional de los universitarios de informática. El alumno coautor de este ensayo fue uno de 
los integrantes de este grupo. Es interesante su solución. Dejemos que él mismo nos lo cuente: 
Para la resolución de este problema se empleó el método de la Colina, ya que las soluciones 
se deben alcanzar siguiendo los mejores estados descendientes. Para buscar se empieza desde 
un nodo inicial, el cual es, simplemente, un grupo ubicado a la primera hora del día lunes. A 
partir de este establecimiento, se obtienen los descendientes, los cuales serían todos los 
grupos que pueden ubicarse justo a continuación del primer horario del lunes a primera hora. 
A continuación, escogemos el mejor de estos descendientes –llamémosle M1– para 
expandirlo; conectamos a M1 con todos sus descendientes, pero ordenados de acuerdo a la 
información heurística, siendo el primer estado el mejor de éstos y es al que llamamos, por 
ahora, M2. Vemos que, hasta este punto, no puede haber una trayectoria parcial mejor que la 
que va de este último descendiente, M2, conectado con su estado padre, M1, el mismo que 
está conectado con el estado raíz. 
 
 Se podrían hallar soluciones si empleáramos algún método ciego, pero tendríamos que 
descartar muchos resultados ya que no habría una distribución óptima de, por ejemplo, los 
grupos de alumnos por aula. 
 
Como bajamos en el árbol de búsqueda a través de los estados descendientes, y no por 
cualquier otro estado, quedan descartados todos los métodos que ordenan el árbol de 
búsqueda a través de la reubicación de todas las trayectorias parciales. Por lo tanto, queda 
descartado el método Primero el Mejor y todos los demás métodos que hallan la mejor 
trayectoria, tales como el de Ramificación y Cota y el A*. 
 
 
 
Ahora debemos preguntarnos: ¿Qué atributos debemos tener en cuenta para formar cada 
estado del árbol de búsqueda, desde la raíz hasta los estados terminales? Se tiene que 
emplear los datos contenidos en el cuadro de necesidades del semestre académico que está 
por venir, como por ejemplo el siguiente cuadro, en el cual se muestra sólo la parte que 
corresponde al octavo semestre académico: 
 
Además, se debe considerar los datos de disponibilidad de los profesores y los cursos que 
desea dictar cada uno, las características de las aulas y los demás aspectos extra, como son las 
disposiciones de la universidad con respecto a la forma de distribuir los grupos durante todo 
el día. 
 
Cada estado es un conjunto de datos, los cuales abarcan el nombre del profesor, el nombre 
del curso, la hora de inicio y la hora de fin, el día de la semana, el tipo de salón (teoría, 
laboratorio, taller, práctica) y el identificador del salón físico. 
 
El programa debe dar la posibilidad de generar más de una solución. Esta imposición se puede 
alcanzar, simplemente, no terminando el programa cuando se muestra la primera solución, 
sino más bien cuando el usuario lo quiera. Con un estado raíz se puede alcanzar varias 
soluciones; con todos los estados raíces posibles se pueden alcanzar todas las soluciones: un 
estado raíz puede ser LUNES de 08:00 a 10:30 a.m., el curso A con el profesor X; otro estado 
raíz puede ser LUNES de 08:00 a 09:40 a.m., el curso H con el profesor Y, y así sucesivamente. 
Para el problema presente, no se puede determinar con exactitud la cantidad de estados raíz, 
dado que los datos son muy dinámicos; por ejemplo, mencionando sólo a los profesores, la 
cantidad de cursos que quiere dictar uno no necesariamente es la misma para todos los 
demás; igual se puede hablar de la disponibilidad. De todas maneras, la cantidad de los 
estados raíz se puede calcular de la siguiente forma: 
(tipo de grupo: T: teoría, L: laboratorio, X: taller, P: práctica) 
------------------------------------------------------------------------------------------------------------------------ 
N: cantidad de profesores que tienen la disponibilidad más temprana (para los estados raíz) 
M: cantidad de cursos que quiere dictar un determinado profesor 
T: cantidad de cursos que son de los ciclos 6 al 10 de un determinado profesor 
P: cantidad de tipos de grupo que tiene un determinado curso 
Q: cantidad de aulas que cumplen con los requerimientos del tipo del grupo 
R: cantidad de divisiones que tiene el tipo de grupo en base a la cantidad de horas dictadas 
que tiene asignado. Por ejemplo, si un curso tiene asignado 6 horas de teoría, entonces R 
puede ser "(3, 2)": tres grupos de dos horas cada uno; también puede ser "(2, 3)": dos 
grupos de tres horas cada uno. 
Fórmula matemática 
# Total de estados raíces: 
   
Para la prueba de la fórmula, se toma en cuenta un solo profesor: 
Profesor "Fulano de Tal": 
• M: 9 
• T: 7 
• Diferencia de M-T: 2 (se tomará este resultado como referencia para hallar el P y Q) 
• El P varía dependiendo del curso que dicte el profesor: 
Primer curso P: 2 
Segundo curso P: 1 
• El Q varía dependiendo del tipo de grupo que quiera dictar el profesor: 
Del curso 1, su primer tipo de grupo: Q-24 
Del curso 1, su segundo tipo de grupo: Q-13 
Del curso 2, su primer tipo de grupo: Q-24 
• EL R varía dependiendo de las horas que dicta un profesor de un tipo de grupo: 
Del curso 1, su primer tipo de grupo: R-1 
Del curso 1, su segundo tipo de grupo: R-1 
Del curso 2, su primer tipo de grupo: R-1 
La fórmula se divide en tres sumatorias: 
  
 
 
Y si lo comprobamos con el programa realizado, obtendremos la misma cantidad de estados 
raíces: 
 
Queda demostrado que la fórmula matemática es correcta por dar el mismo resultado que 
dio el programa. 
 
 
 
La cantidad de soluciones que se generan a partir de un estado raíz cualquiera, es la siguiente: 
 
N: cantidad de profesores que tienen su disponibilidad en un determinado día. 
M: cantidad de los cursos que quiere dictar un determinado profesor. 
V: cantidad de cursos que no pueden ser dictados debido al ciclo y al día que fue 
determinado por el profesor. 
T: cantidad de cursos que ya ocuparon todos los cupos disponibles de un determinado 
profesor. 
P: cantidad de tipos de grupo que tiene un determinado curso. 
Q: cantidad de aulas que cumplen con los requerimientos de un tipo de grupo. 
W: cantidad de aulas en donde ya hay un curso dictado con respecto a la fecha y hora del 
estado raíz y de sus descendientes. 
R: cantidad de divisiones que tiene el tipo de grupo en base a la cantidad de horas dictadas 
que tiene asignado. Por ejemplo, si un curso tiene asignado 6 horas de teoría, entonces R 
puede ser "(3, 2)": tres grupos de dos horas cada uno; también puede ser "(2, 3)": dos 
grupos de tres horas cada uno. 
Fórmula matemática 
# Total de estados descendientes de un estado raíz: 
 
Para la comprobación, realizaremos la prueba con un profesor de quien conocemos estas 
características. Cabe recalcar que los datos de la fórmula son dinámicos y pueden variar 
dependiendo del profesor. Sabemos que la trayectoria solo tiene un estado raíz por ahora: 
Estado Raíz: 
• Código del Profesor: 199011349 
• Curso: IF-0101 
• Salón: B102 
• Tipo del Curso: X 
• Hora Inicio: 8:00 
• Hora Fin: 9:40 
Profesor "Fulano de Tal": 
• M: 9 
• V: 7 
• T: 0 (Ya que todavía hay cupos para los cursos) 
• Diferencia de M-V-T:2 (Se tomará esta diferencia como referencia para hallar el P y 
Q) 
• El P varía dependiendo del curso que dicte el profesor: 
Primer Curso P: 2 
Segundo Curso P: 1 
• El Q varía dependiendo del tipo de grupo que quiera dictar el profesor: 
Del curso 1, su primer tipo de grupo: Q-24 
Del curso 1, su segundo tipo de grupo: Q-13 
Del curso 2, su primer tipo de grupo: Q-24 
• El W varía dependiendo de los tipos de grupo que ya se están dictando en las aulas y 
a la misma hora de los estados descendientes y raíz de la trayectoria: 
Del curso 1, su primer tipo de grupo: W-0 
Del curso 1, su segundo tipo de grupo: W-0 
Del curso 2, su primer tipo de grupo: W-0 
• EL R varía dependiendo de las horas que dicta un profesor de un tipo de grupo: 
Del curso 1, su primer tipo de grupo: R-1 
Del curso 1, su segundo tipo de grupo: R-1 
Del curso 2, su primer tipo de grupo: R-1 
Empleando la fórmula matemática con los datos reemplazados, obtenemos tres 
sumatorias: 
 
 
 
 
 
 
 
Comprobando que la fórmula matemática y el algoritmo desarrollado para el proyecto, 
obtuvieron el mismo resultado. Cabe recalcar que lo mostrado sólo es de un profesor: si 
asumiéramos más profesores, la solución crecería en gran magnitud. 
Como con cualquier método de búsqueda, al aplicar el método de la colina se tiene que tener 
un criterio para determinar cuándo se ha obtenido una solución: para este caso en particular, 
una solución será aquella trayectoria desde el estado raíz hasta aquel descendiente que 
represente el último grupo de todos los cursos de acuerdo al cuadro de necesidades. 
Se tuvo que tener ciertos criterios para que el resultado de la búsqueda sea una buena 
solución. Uno de estos criterios, considerado el más importante, es el del número de asientos 
de un aula y la cantidad de estudiantes inscritos en un grupo: el número de estudiantes 
inscritos en un grupo debe ser lo más cercano posible a la cantidad de asientos que ofrece un 
aula. Otro criterio fue la partición de un curso que tiene más de tres horas de teoría: si por 
alguna razón el cuadro de necesidades muestra un curso con más de tres (3) horas de teoría 
consecutivas, se tiene que dividir de tal manera que queden grupos de 2 y 3 horas, como más 
convenga. 
Al final, puede ser que el usuario no esté satisfecho o quizás quiera otra solución. Para ello el 
programa brinda la posibilidad de buscar más soluciones, y se podrá hacer mientras no se 
hayan utilizado todos los estados raíz. 
Los resultados se muestran a través de interfaces gráficas: 
 
 
 
 
 
Como se puede ver, se tiene 3 opciones: 
a. Formar Horario: Se encarga de la búsqueda para formar un horario y mostrar el 
resultado. 
b. Buscar otra solución: Se encarga de buscar otra solución y mostrar el resultado. 
c. Registrar casos especiales: Se encarga de registrar aquellos casos que se denominan 
especiales, los cuales pueden ser, por ejemplo: grupos que por alguna razón deben 
ubicarse a una hora y un día específico; profesores que por su condición física deben 
dictar en el primer piso, y así sucesivamente. Después de establecer los casos especiales 
puede presionar el botón para formar horario, lo que hará que los demás grupos se 
establezcan, dejando inamovibles a los ya registrados como especiales. 
 
 
 
Hay que tener en cuenta algo importante: aprovechando la característica de los casos 
especiales que justo se ha descrito, el responsable de la creación de horarios puede 
establecer, como quien dice "a mano", todos los grupos que crea conveniente. Es más, puede 
establecer todos si lo quisiera. Cuantos más grupos establezca, reducirá más la búsqueda y eso 
es algo muy bueno. 
Futuras mejoras: 
• Para el ahorro de memoria, un estado se puede empaquetar por medio de bits en 
secuencias de bytes. 
• Considerar que los profesores tienen prioridad sobre el dictado de un grupo de una 
asignatura. A más profesores que grupos, se escogen primero los profesores con 
prioridad más alta. 
• Considerar que algunos grupos del mismo tipo pertenecientes a una asignatura, deben 
dictarse en paralelo. 
Y eso fue lo que nos dijo el alumno. Bonito planteamiento. Excelente estrategia de solución. A 
nosotros los profesores nos llena de satisfacción cuando los alumnos rinden de esta manera. Al 
respecto no tengo nada más que decir. 
3. Conclusión 
A menudo durante nuestra preparación como profesionales de informática, en nuestra escuela 
hemos aprendido algoritmos que resuelven problemas complejos, tales como los 
pertenecientes al tema de "búsqueda" de la Inteligencia Artificial. Estamos convencidos que 
siendo la "búsqueda" un tema tan fundamental de la IA, a la hora de resolver problemas del 
mundo real, en donde se aplica este tema, aparte del conocimiento de los algoritmos, 
necesitamos confrontarlos con todos esos otros conocimientos y habilidades que junto con 
nuestra experiencia nos hacen competentes para ganarles la batalla; es decir, para resolverlos. 
Al decir todos esos otros conocimientos y habilidades, se está hablando de todas las demás 
asignaturas que hacen de los buenos estudiantes excelentes profesionales; en otras palabras, IA 
por sí mismo no resuelve problemas: una cosa es la IA autosuficiente, otra cosa es el buen 
profesional con conocimientos de IA. 
Para convencernos de este hecho, hemos apreciado todo el gran trabajo que significa aplicar un 
algoritmo de un tema de IA a un problema mundano: gran razonamiento y gran esfuerzo para 
crear el software en donde se aplican los algoritmos. Si hablamos de, simplemente, un 
algoritmo de búsqueda, nos damos cuenta que no es algo del otro mundo: es muy simple; tan 
simple que podemos presentar uno de ellos completamente a continuación, en un programa 
escrito en el lenguaje de programación LISP: 
;BUSQUEDA EN PROFUNDIDAD. 
;EL ESPACIO DE BÚSQUEDA ESTÁ INCORPORADO AL CODIGO. 
;PROBARLO CON inicio = LIMA, final = PISCO. DESPUES PROBARLO AL REVEZ. 
 
(defun B-PROF (EB) 
    (setq EB (lee_eb)) 
    (do* ((INI (lee_ini) (lee_ini)) 
          (FIN (lee_fin) (lee_fin)) 
          (PIL `((,INI))  `((,INI))) 
          (CER '() '())) 
        (procesa) 
        (mensaje "¿otra vez (S/N)? ") 
        ((eq 'N (read))))) 
 (defun PROCESA () 
    (do ((PRIM) (ULT)) 
        (mensaje PIL) (read) 
        ((null PIL) 
         (mensaje "no hay solucion")) 
        ((equal (setq PRIM (pop PIL)  ULT (car PRIM))  FIN) 
         (mensaje PRIM)) 
        (setq  PIL (nconc (tray_nuev) PIL)))) 
 
 (defun TRAY_NUEV () 
    ((member ULT CER)  '()) 
    (push ULT CER) 
    (mapcar '(LAMBDA (X) (cons X PRIM)) 
            (set-difference (assoc ULT EB)  CER))) 
 
(defun MENSAJE L 
    ((null L) NIL) 
    (terpri) 
    (loop ((null L)) 
          (princ (pop L)))) 
 
(defun LEE_EB () 
    '((TUMBES PIURA CAJAMARCA) 
      (PIURA TUMBES CAJAMARCA CHICLAYO) 
      (CAJAMARCA TUMBES PIURA CERRO-DE-PASCO) 
      (CHICLAYO PIURA TRUJILLO) 
      (CERRO-DE-PASCO CAJAMARCA PAMPA-DE-JUNIN) 
      (TRUJILLO CHICLAYO LIMA) 
      (PAMPA-DE-JUNIN CERRO-DE-PASCO LA-OROYA TINGOMARIA) 
      (LIMA TRUJILLO LA-OROYA PISCO) 
      (LA-OROYA LIMA PAMPA-DE-JUNIN TARMA HUANCAYO) 
      (TINGOMARIA PAMPA-DE-JUNIN TARAPOTO PUCALLPA) 
      (PISCO LIMA CASTROVIRREYNA ICA) 
      (TARMA LA-OROYA) 
      (HUANCAYO LA-OROYA AYACUCHO) 
      (TARAPOTO TINGOMARIA) 
      (PUCALLPA TINGOMARIA) 
      (CASTROVIRREYNA PISCO AYACUCHO) 
      (ICA PISCO AREQUIPA) 
      (AYACUCHO HUANCAYO CASTROVIRREYNA CUZCO) 
      (AREQUIPA ICA CUZCO ILO) 
      (CUZCO AYACUCHO AREQUIPA PUERTO-MALDONADO PUNO) 
      (ILO AREQUIPA TACNA) 
      (PUERTO-MALDONADO CUZCO) 
      (PUNO CUZCO) 
      (TACNA ILO))) 
 
(defun LEE_INI () 
    (mensaje "inicio: ") 
    (read)) 
 
(defun LEE_FIN () 
    (mensaje "final: ") 
    (read)) 
Para aplicar los algoritmos de tal manera que nuestros usuarios finales estén verdaderamente 
conformes, tenemos que ser buenos en todo. Para resolver problemas y obtener productos 
como el mostrado en este ensayo, se necesita tener esa formación la cual sólo se puede 
adquirir en una buena escuela profesional de informática. 
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