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PILTZ DIVISOR PROBLEM OVER NUMBER FIELDS A` LA VORONOI¨
SOUMYARUP BANERJEE
Abstract. In this article, we study the Piltz divisor problem, which is sometimes called the
generalized Dirichlet divisor problem, over number fields. We establish an identity akin to Vorono¨ı’s
formula concerning the error term in the Dirichlet divisor problem.
1. Introduction
The asymptotic behavior of arithmetic functions has long been a fascinating subject in analytic
number theory. In particular, one often investigates the behaviour of a(n) as n increases. A common
technique to understand arithmetic functions involves studying the partial sums
∑
n≤x a(n). For
example, Dirichlet famously estimated the asymptotic behaviour of the partial sums
∑
n≤x d(n) by
relating it to the problem of counting the number of lattice points lying inside or on the hyperbola.
Here d(n) denotes the divisor function i.e, d(n) =
∑
d|n 1. He obtained an asymptotic formula with
the main term x log x+(2γ− 1)x+ 14 , where γ is the Euler-Mascheroni constant and an error term
of order
√
x. The problem of estimating the error term between the sum
∑
n≤x d(n) and the main
term is known as the Dirichlet hyperbola problem or the Dirichlet divisor problem. The bound on
the error term has been further improved by many mathematicians.
Vorono¨ı [15] introduced a new phase into the Dirichlet divisor problem. He was able to express
the error term as an infinite series containing the Bessel functions. More precisely, letting Y1 (resp.
K1) denote the Bessel function of the second kind (resp. modified Bessel function of second kind)
and γ denote the Euler-Mascheroni constant, Vorono¨ı obtained the following.
Theorem A (Vorono¨ı identity). For every x > 0, we have∑′
n≤x
d(n) = x log x+ (2γ − 1)x+ 1
4
−
∞∑
k=1
d(k)
k
(
Y1
(
4π
√
xk
)
+
2
π
K1
(
4π
√
xk
))√
xk,
where
∑′ means that the term corresponding to n = x is halved.
A very natural generalization of the Dirichlet divisor problem is the determination of asymptotics
for the partial sums
∑
n≤x dk(n) where dk(n) counts the number of ways that n can be written as
a product of k numbers. The problem of estimating the error term is known as the Piltz divisor
problem, named in honor of of Adolf Piltz. An error term of Vorono¨ı-type was previously obtained
by the author and Wang [16] for the shifted Piltz divisor problem; this is the problem of counting
the number of lattice points lying inside or on the hyperbola after shifting the origin to a fixed
coordinate. In this article, we consider the Piltz divisor problem over number fields, which we
next describe. Let K be a number field with extension degree [K : Q] = d and signature (r1, r2)
(i. e., d = r1 + 2r2). We let DK denote the absolute value of the discriminant of K. Let OK be
its ring of integers and vK(m) denote the number of non-zero integral ideals in OK with norm m.
Let N be the norm map of K over Q. The main question considered in this paper is the problem
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of counting the number of m-tuples of ideals (a1, a2, . . . , am) for which the product of their ideal
norms Na1Na2 · · ·Nam is at most x. In other words, we study the asymptotic behaviour of the
partial sum
ImK (x) =
∑′
n≤x
vmK (n)
where vmK (n) counts the number of m-tuples of ideals (a1, a2, . . . , am) with Na1Na2 · · ·Nam = n.
We denote the main term and the error term of ImK (x) by P
m
K (x) and ∆
m
K (x), respectively. It is
known that the main term is PmK (x) = Ress=1 ζK(s)
mxss−1, where ζK(s) denotes the Dedekind zeta
function of the number field K. The main term can be obtained by a standard procedure using
complex analysis. The main goal of this article is to estimate the error term ∆mK (x) in terms of
special functions.
The asymptotic behaviour of the partial sum ImQ (x) is well studied, with many mathematicians
having already investigated this sum as early as the 18th century. The best known result so far
for ∆2Q(x) is x
517/1648+ǫ [4]. The partial sum ImK (x) with m = 1 is the ordinary ideal counting
function over K and there are numerous investigations of the asymptotics for these dating back
to the 19th century. The best known result can be found in [14] or [10]. In comparison to other
divisor problems, it seems that very few improvements [c.f [12] [14], [10]] have been made on the
Piltz divisor problem over number fields. In this article, we obtain a Vorono¨ı-type identity for Piltz
divisor problem over number fields. In particular, we express the error term in terms of an infinite
series containing the “Meijer G-function”. Moreover, we discuss certain special cases in another
section where the error terms may be written in terms of different special functions.
Theorem 1.1. Let K be any number field of degree d with signature (r1, r2) and discriminant dK
(with |dK| = DK). Then
ImK (x) = ζK(0)
m +Hmx−
imr1D
m/2
K
(2π)mr1+mr2
mr1∑
j=0
(−1)j
(
mr1
j
) ∞∑
n=1
vmK (n)
n
×Gm(r1+r2),00, md
( −
1mr1+mr2−1, 0,1mr2
∣∣∣∣(e ipi2 )2j−mr1 (2π)dmDmK nx
)
, (1.1)
where 1ℓ denotes the ℓ-tuple all of whose entries equal 1 and Hm = Res
s=1
ζK(s)
m.
Steen introduced a new function in [13] that naturally appears when investigating the general
divisor problem; we call this function the Vorono¨ı-Steen function, and its definition may be found
in §2.3. It reduces to a modified Bessel function of the second kind as a special case. In the special
case that the number field K is totally real, the error term can be expressed as an infinite series
containing the Vorono¨ı-Steen function.
Corollary 1.2. Let K be any totally real number field of degree d with discriminant dK. Then
ImK (x) = ζK(0)
m+Hmx−
imdD
m/2
K
(2π)md
md∑
j=0
(−1)j
(
md
j
) ∞∑
n=1
vmK (n)
n
V
(
(e
ipi
2 )2j−md
(2π)dm
DmK
nx;1md−1, 0
)
.
(1.2)
We next consider the special case where the number field is purely imaginary.
Corollary 1.3. Let K be any purely imaginary number field of degree d with discriminant dK.
Then
ImK (x) = ζK(0)
m +Hmx−
(
DK
(2π)d
)m/2 ∞∑
n=1
vmK (n)
n
G
md
2
,0
0, md
( −
1md
2
−1, 0,1md
2
∣∣∣∣(2π)dmDmK nx
)
. (1.3)
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The paper is organised as follows. In §2, we discuss the main ingredients that are needed to
prove our results. In §3, we provide the proof of Theorem 1.1 and the corollaries. In §4, we discuss
special cases of Theorem 1.1.
2. Preliminaries
Throughout the paper, we require some basic tools of analytic number theory and complex
analysis.
2.1. Gamma function. The Gamma function plays a significant role in this paper. For R(z) > 0,
it can be defined via the convergent improper integral
Γ(z) =
∫ ∞
0
e−ttz−1dt. (2.1)
The analytic properties and functional equation of the Γ-function are given in the following propo-
sition.
Proposition 2.1. The function Γ(z) is absolutely convergent for R(z) > 0. It can be analytically
continued to the whole complex plane except for simple poles at every non-positive integers. It also
satisfies the functional equation:
Γ(z + 1) = zΓ(z). (2.2)
Proof. This is well known, and a proof may be found, for example, in [1, Appendix A]. 
The Γ-function satisfies many important properties. Here we mention two of them.
(i) Euler’s reflection formula :
Γ(z)Γ(1 − z) = π
sinπz
(2.3)
where z /∈ Z.
(ii) Legendre duplication formula :
Γ(z)Γ
(
z +
1
2
)
= 21−2z
√
πΓ(2z). (2.4)
The proof of these properties can be found in [1, Appendix A].
2.2. Dedekind zeta function. Let K be any number field with extension degree [K : Q] = d and
signature (r1, r2) (i. e., d = r1 + 2r2) and DK denotes the absolute value of the discriminant of
K. Let OK be its ring of integers and N be the norm map of K over Q. Then the Dedekind zeta
function attached to number field K is defined by
ζK(s) =
∑
a⊂OK
1
N(a)s
=
∏
p⊂OK
(
1− 1
N(p)s
)−1
,
for all s ∈ C with R(s) > 1, where a and p run over the non-zero integral ideals and prime ideals
of OK respectively. If vK(m) denotes the number of non-zero integral ideals in OK with norm m,
then ζK can also be expressed as
ζK(s) =
∞∑
m=1
vK(m)
ms
.
Set
ΛK(s) = D
s/2
K ΓR(s)
r1ΓC(s)
r2ζK(s),
where ΓR(s) = π
−s/2Γ(s/2) and ΓC(s) = 2(2π)
−sΓ(s). The following proposition provides the
analytic behaviour and the functional equation satisfied by the Dedekind zeta function.
3
Proposition 2.2. The function ΛK(s) is absolutely convergent for R(s) > 1. It can be analytically
continued to the whole complex plane except for a simple pole at s = 1. It also satisfies the functional
equation
ΛK(s) = ΛK(1− s). (2.5)
Proof. For example, one can find a proof of this statement in [11, pp. 254-255]. 
The following lemma gives the convexity bound of the Dedekind zeta function in the critical
region.
Lemma 2.3. Let K be any number field of degree d with discriminant dK (so DK = |dK|). Then
ζK(σ + it)≪


|t| d2−dσ+ǫD
1
2
−σ+ǫ
K , if σ ≤ 0,
|t| d(1−σ)2 +ǫD
1−σ
2
+ǫ
K , if 0 ≤ σ ≤ 1,
|t|ǫDǫK, if σ ≥ 1
holds true for any ǫ > 0.
Proof. This follows from a standard argument by applying the Phragmen-Lindelo¨f principle and the
functional equation (2.5) of the Dedekind zeta function. The details may be found in [8, Chapter
5], for example. 
2.3. Special function. The mathematical functions which have more or less established names
and notations due to their importance in mathematical analysis, functional analysis, geometry,
physics, or other applications are known as special functions. These mainly appear as solutions of
differential equations or integrals of elementary functions.
One of the most important families of special functions are the Bessel functions, which are
basically the canonical solution of Bessel’s differential equations
x2
d2y
dx2
+ x
dy
dx
+ (x2 − a2)y = 0
where a is any arbitrary complex number.
The G-function was introduced initially by Meijer as a very general function using a series. Later,
it was defined more generally via a line integral in the complex plane (cf. [2]) given by
Gm, np, q
(
a1, . . . , ap
b1, . . . , bq
∣∣∣∣ z
)
=
1
2πi
∫
(C)
m∏
j=1
Γ(bj − s)
n∏
j=1
Γ(1− aj + s)
q∏
j=m+1
Γ(1− bj + s)
p∏
j=n+1
Γ(aj − s)
zsds, (2.6)
where z 6= 0 and m, n, p, q are integers which satisfy 0 ≤ m ≤ q and 0 ≤ n ≤ p. The poles of
the integrand must be all simple. Here (C) in the integral denotes the vertical line from C − i∞
to C + i∞ such that all poles of Γ(bj − s) for j = 1, . . . ,m, must lie on one side of the vertical
line while all poles of Γ(1 − aj + s) for j = 1, . . . , n must lie on the other side. The integral then
converges for | arg z| < δπ where
δ = m+ n− 1
2
(p+ q).
The integral additionally converges for | arg z| = δπ if (q − p)(ℜ(s) + 1/2) > ℜ(v) + 1, where
v =
q∑
j=1
bj −
p∑
j=1
aj .
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Special cases of the G-function include many other special functions. For instance, there are many
formulae which yield relations between the G-function and the Bessel functions (cf. [2]). Two
important formulae among them are given by
G1,00,2
( −
a, b
∣∣∣∣z
)
= z
1
2
(a+b)Ja−b(2z
1/2), (2.7)
G2,00,2
( −
a, b
∣∣∣∣z
)
= 2z
1
2
(a+b)Ka−b(2z
1/2). (2.8)
The Vorono¨ı-Steen function V = V (x; a1, . . . , an) (cf. [13]) is defined by
1
2πi
∫ ∞
0
xsV (x; a1, . . . , an)
dx
x
= Γ(s+ a1) · · ·Γ(s+ an).
It is a special case of the G-function:
V (x; a1, . . . , an) = G
n,0
0,n
( −
a1, . . . , an
∣∣∣∣ x
)
. (2.9)
2.4. Riesz sum. Riesz sums (cf. [5], [7], [9]) were introduced by M. Riesz and have been studied
in connection with summability of Fourier series and that of Dirichlet series. For a given increasing
sequence {λn} of positive real numbers and a given sequence {αn} of complex numbers, the Riesz
sum of order ρ is defined by
Aρ(x) = Aρλ(x) =
∑′
λn≤x
(x− λn)ραn, (2.10)
where ρ is any non-negative integer and the prime appearing next to the summation sign means
the corresponding term is to be halved for λn = x. It can also be expressed as
Aρλ(x) = ρ
∫ x
0
(x− t)ρ−1Aλ(t)dt (2.11)
for ρ ≥ 1, where Aλ(x) = A0λ(x) =
∑′
λn≤x
αn (cf. [7], [9]). The generalization of Perron’s formula
for the ρ-order Riesz sum is given by
1
Γ(ρ+ 1)
∑′
λn≤x
(x− λn)ραn = 1
2πi
∫ C+i∞
C−i∞
Γ(w)ϕ(w)xρ+w
Γ(w + ρ+ 1)
dw, (2.12)
where ϕ(w) =
∞∑
n=1
αn
λwn
and C is bigger than the abscissa of absolute convergence of ϕ(s) (cf. [7],
[9]).
Remark. Note that the integral in (2.12) is an improper integral for the unbounded region. Hence
it is not obvious that one can interchange the integral and the summation which is coming from
the Dirichlet series ϕ(s). Moreover, it is warned in [6] that applying the 0th order Perron’s formula
is problematic for this reason. It is usually safer to apply the truncated Perron’s formula which
can be found in many textbooks. The integral∫
(C)
∣∣∣∣Γ(w)ϕ(w)xρ+wΓ(w + ρ+ 1)
∣∣∣∣dw ≪ xC+ρ
∫ ∞
−∞
1
(C2 + t2)(ρ+1)/2
dt≪ xC+ρ
∫ ∞
0
1
(C2 + t2)(ρ+1)/2
dt
≪ xC+ρ
[∫ 1
0
1
(C2 + t2)(ρ+1)/2
dt+ lim
R→∞
∫ R
1
1
tρ+1
dt
]
<∞
for ρ ≥ 1. Hence it follows from Fubini’s theorem that the integral and summation appearing in
the ρ-order Riesz sum can be interchanged for ρ ≥ 1.
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The lower-order Riesz sums can be obtained from the higher-order Riesz sums by using the
following lemma.
Lemma 2.4. Let Aρλ be the Riesz sum of order ρ where ρ is any non-negative integer. Then
di
dxi
Aρλ(x) = ρ(ρ− 1) · · · (ρ− i+ 1)Aρ−iλ (x) (2.13)
holds true for every 0 ≤ i ≤ ρ. In particular, we have
dρ
dxρ
(
1
Γ(ρ+ 1)
Aρλ(x)
)
= Aλ(x). (2.14)
Proof. We will prove this lemma by induction on ρ. The statement holds trivially for the case
ρ = 0 and the case of ρ = 1 follows from (2.11). Let us assume that the statement is true for all
2 ≤ ρ ≤ k. We need to show that the statement is true for ρ = k + 1.
It follows from (2.11) and integration by parts that
Ak+1λ (x) = (k + 1)
∫ x
0
(x− t)kAλ(t)dt
= (k + 1)
[
(x− t)kA1λ(t)
]t=x
t=0
+ (k + 1)k
∫ x
0
A1λ(t)(x− t)k−1dt
where the first term of the right-hand side becomes 0, since Ajλ(0) = 0 for any non-negative j. We
have from the inductive hypothesis that
d
dx
Aρλ(x) = ρAρ−1λ (x) (2.15)
for every 2 ≤ ρ ≤ k. Now proceeding similarly and applying (2.15) repeatedly, we have
Ak+1λ (x) = (k + 1)k
∫ x
0
A1λ(t)(x− t)k−1dt
= (k + 1)k
k − 1
2
∫ x
0
A2λ(t)(x− t)k−2dt
= (k + 1)k
k − 1
2
k − 2
3
∫ x
0
A3λ(t)(x − t)k−3dt
...
= (k + 1)
∫ x
0
Akλ(t)dt. (2.16)
Now applying (2.16) and the inductive hypothesis respectively, we can finally conclude
di
dxi
Ak+1λ (x) =
di−1
dxi−1
d
dx
Ak+1λ (x) = (k + 1)
di−1
dxi−1
Akλ(x) = (k + 1)k · · · (k − i+ 2)Ak+1−iλ (x) (2.17)
for every 0 ≤ i ≤ k + 1, which yields the claim. 
3. Proof of results
In this section we prove Theorem 1.1 and the corollaries of Theorem 1.1.
6
3.1. Proof of Theorem 1.1 : Consider the Riesz sum Im,ρK (x) of order positive integer ρ with
ρ ≥ md
2
(1− µ) + 1 (3.1)
where −1 < µ < 0 and normalized by the Γ-factor as via
Im,ρK (x) =
1
Γ(ρ+ 1)
∑′
n≤x
(x− n)ρvmK (n), (3.2)
where vmK (n) counts the number of m-tuples of ideals (a1, a2, . . . , am) with Na1Na2 · · ·Nam = n.
The Dirichlet series associated to the arithmetic function vmK (n) is
∞∑
n=1
vmK (n)
nw
= ζK(w)
m,
which naturally arises from the product of m Dedekind zeta functions. We apply the generalized
Perron’s formula (2.12) on Im,ρK (x) and obtain
Im,ρK (x) =
1
2πi
∫ C+i∞
C−i∞
f(w)dw, (3.3)
where C > 1 and
f(w) =
Γ(w)
Γ(w + ρ+ 1)
ζK(w)
mxρ+w =
1
w(w + 1) · · · (w + ρ)ζK(w)
mxρ+w.
We consider the contour C given by the rectangle with vertices {C − iT, C + iT, µ+ iT, µ− iT} in
the anticlockwise direction as T →∞. The integrand f(w) is analytic inside the contour C except
for simple poles at w = 0 and w = 1. The residues of f(w) at w = 0 and w = 1 are
Res
w=0
f(w) = ζK(0)
mx
ρ
ρ!
and
Res
w=1
f(w) =
(
Res
w=1
ζK(w)
m
) xρ+1
(ρ+ 1)!
= Hm
xρ+1
(ρ+ 1)!
respectively, where Hm = Res
w=1
ζK(w)
m. Hence by Cauchy’s residue formula we have
1
2πi
∫
C
f(w)dw = Res
w=0
f(w) + Res
w=1
f(w) = ζK(0)
m x
ρ
ρ!
+Hm
xρ+1
(ρ+ 1)!
. (3.4)
Combining (3.3) and (3.4), it follows that
Im,ρK (x) = ζK(0)
m x
ρ
ρ!
+Hm
xρ+1
(ρ+ 1)!
+H1 +H2 + V (3.5)
where H1 = lim
T→∞
1
2πi
∫ C+iT
µ+iT f(w)dw and H2 = limT→∞
1
2πi
∫ µ−iT
C−iT f(w)dw are the horizontal integrals
and V = 12πi
∫ µ+i∞
µ−i∞ f(w)dw is the vertical integral. Firstly, we want to estimate the horizontal
integrals. We replace w by σ + iT and apply Lemma 2.3 respectively to obtain∣∣∣∣ 12πi
∫ C+iT
µ+iT
f(w)dw
∣∣∣∣ ≤ 12π
∫ C
µ
|ζK(σ + it)|m x
σ
T ρ+1
dσ
≪
∫ C
µ
(TmdDmK )
1−σ
2
+ǫ x
σ
T ρ+1
dσ
≪ T md2 +ǫ−(ρ+1)D
m
2
+ǫ
K maxµ≤σ≤C
xσ(TmdDmK )
−σ
2
7
≤ T md2 +ǫ−(ρ+1)D
m
2
+ǫ
K {xC(TmdDmK )−
C
2 + xµ(TmdDmK )
−µ
2 }
≤ T md2 (1−µ)+ǫ−(ρ+1)D
m
2
(1−µ)+ǫ
K {xC + xµ}. (3.6)
Now, from the assumption (3.1) on ρ, it satisfies that∣∣∣∣ 12πi
∫ C+iT
µ+iT
f(w)dw
∣∣∣∣ ≤ D
m
2
(1−µ)+ǫ
K
T 2−ǫ
(xC + xµ). (3.7)
Therefore, we can conclude that H1 vanishes as T →∞. Similarly, one can show that H2 vanishes
as T →∞. We now shift our attention to the vertical integral V. It follows from (2.5) that
ζK(w) = D
1/2−w
K
(
πw−1/2Γ(1−w2 )
Γ(w2 )
)r1 (
(2π)2w−1Γ(1− w)
Γ(w)
)r2
ζK(1− w). (3.8)
We apply (2.3) and (2.4) to obtain
Γ(1−w2 )
r1
Γ(w2 )
r1
=
[Γ(1−w2 )Γ(1 − w2 )]r1
[Γ(w2 )Γ(1− w2 )]r1
=
[Γ(1−w2 )Γ(
1
2 +
1−w
2 )]
r1(
π
sin pi
2
w
)r1 =
(
2w√
π
)r1 (
sin
π
2
w
)r1
Γ(1− w)r1 .
(3.9)
Inserting (3.9) into (3.8), we get
ζK(w) = D
1/2−w
K i
r1(2π)dw−r1−r2
(
e−
ipiw
2 − e ipiw2
)r1 Γ(1− w)r1+r2
Γ(w)r2
ζK(1− w)
= D
1/2−w
K i
r1(2π)dw−r1−r2
r1∑
j=0
(−1)j
(
r1
j
)(
e−
ipiw
2
)r1−j (
e
ipiw
2
)j Γ(1− w)r1+r2
Γ(w)r2
ζK(1− w).
Therefore, taking the m-th power, we have
ζK(w)
m =
imr1D
m/2
K
(2π)mr1+mr2
mr1∑
j=0
(−1)j
(
mr1
j
)[
(e
ipi
2 )2j−mr1
]w ((2π)dm
DmK
)w
Γ(1− w)mr1+mr2
Γ(w)mr2
ζK(1−w)m.
(3.10)
We now insert (3.10) into the integrand of the vertical integral and obtain
V = i
mr1D
m/2
K
(2π)mr1+mr2
mr1∑
j=0
(−1)j
(
mr1
j
)
1
2πi
∫ µ+i∞
µ−i∞
[(
e
ipi
2
)2j−mr1 (2π)dm
DmK
]w
Γ(1−w)mr1+mr2
Γ(w)mr2
× ζK(1− w)m 1
w(w + 1) · · · (w + ρ)x
ρ+wdw
=
imr1D
m/2
K
(2π)mr1+mr2
mr1∑
j=0
(−1)j
(
mr1
j
)
1
2πi
∫ µ+i∞
µ−i∞
[(
e
ipi
2
)2j−mr1 (2π)dm
DmK
]w
Γ(1−w)mr1+mr2
Γ(w)mr2
×
∞∑
n=1
vmK (n)
n1−w
1
w(w + 1) · · · (w + ρ)x
ρ+wdw. (3.11)
It follows from the remark in §2.4 that we can interchange the integral and the summation in (3.11)
under our assumption ρ > 1. Hence we have
V = i
mr1D
m/2
K
(2π)mr1+mr2
mr1∑
j=0
(−1)j
(
mr1
j
) ∞∑
n=1
vmK (n)
n
1
2πi
∫ µ+i∞
µ−i∞
[(
e
ipi
2
)2j−mr1 (2π)dm
DmK
n
]w
8
× Γ(1− w)
mr1+mr2
Γ(w)mr2
1
w(w + 1) · · · (w + ρ)x
ρ+wdw.
We now differentiate the vertical integral ρ-times with respect to x to obtain
dρ
dxρ
V = i
mr1D
m/2
K
(2π)mr1+mr2
mr1∑
j=0
(−1)j
(
mr1
j
) ∞∑
n=1
vmK (n)
n
1
2πi
∫ µ+i∞
µ−i∞
[(
e
ipi
2
)2j−mr1 (2π)dm
DmK
n
]w
× Γ(1− w)
mr1+mr2
Γ(w)mr2
xw
w
dw. (3.12)
It follows from the functional equation (2.2) for the Γ-function that Γ(1−w) = −wΓ(−w). Hence
we have
dρ
dxρ
V = − i
mr1D
m/2
K
(2π)mr1+mr2
mr1∑
j=0
(−1)j
(
mr1
j
) ∞∑
n=1
vmK (n)
n
1
2πi
∫ µ+i∞
µ−i∞
[(
e
ipi
2
)2j−mr1 (2π)dm
DmK
nx
]w
× Γ(1− w)
mr1+mr2−1Γ(−w)
Γ(w)mr2
dw. (3.13)
As before, we let 1ℓ denote the ℓ-tuple all of whose entries equal 1. We plug the definition of the
Meijer G-function (2.6) into (3.13) and obtain
dρ
dxρ
V = − i
mr1D
m/2
K
(2π)mr1+mr2
mr1∑
j=0
(−1)j
(
mr1
j
) ∞∑
n=1
vmK (n)
n
×Gm(r1+r2),00, md
( −
1mr1+mr2−1, 0,1mr2
∣∣∣∣ (2π)dmDmK (e
ipi
2 )2j−mr1nx
)
. (3.14)
Differentiating both sides of (3.5) ρ-times with respect to x, we obtain
dρ
dxρ
Im,ρK (x) = ζK(0)
m +Hmx+
dρ
dxρ
V. (3.15)
Finally, we obtain the result
ImK (x) = ζK(0)
m +Hmx−
imr1D
m/2
K
(2π)mr1+mr2
mr1∑
j=0
(−1)j
(
mr1
j
) ∞∑
n=1
vmk (n)
n
×Gm(r1+r2),00, md
( −
1mr1+mr2−1, 0,1mr2
∣∣∣∣(2π)dmDmK (e
ipi
2 )2j−mr1nx
)
, (3.16)
using Lemma 2.4 and (3.14). This completes the proof of Theorem 1.1.
3.2. Proof of corollaries : Corollary 1.2 follows from Theorem 1.1 by considering r1 = d and
r2 = 0 in Theorem 1.1 where (r1, r2) is the signature of the number field K. Here the error terms
can be obtained from the relation (2.9). Corollary 1.3 also follows from Theorem 1.1 by considering
r1 = 0 and r2 = d/2 in Theorem 1.1.
4. Applications
In this section, we investigate some special cases of Theorem 1.1.
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4.1. Piltz divisor problem in Q. We consider first the problem of estimating the partial sum
ImQ (x) =
∑′
n≤x
dm(n)
where
∑′ means that the term corresponding to n = x is halved and dm(n) counts the number of
ways that n can be written as a product of m numbers. This problem can be considered a special
case of Corollary 1.2 by taking d = 1 in Corollary 1.2. We can conclude the following.
Theorem 4.1. For every x > 0, we have∑′
n≤x
dm(n) = xPm−1(log x) +
(
−1
2
)m
− i
m
(2π)m
m∑
j=0
(−1)j
(
m
j
) ∞∑
n=1
dm(n)
n
× V
(
(e
ipi
2 )2j−m(2π)mnx;1m−1, 0
)
, (4.1)
where Pm−1(t) is a polynomial of degree m− 1 in t such that the coefficients can be evaluated from
the relation
Pm−1(log x) = Res
s=1
ζm(s)
xs−1
s
.
Here the main term of the partial sum ImQ (x) can be obtained from the sum of the residues of
the function ζm(s)xss−1 at s = 0 and s = 1. We obtain Vorono¨ı’s theorem from Theorem 4.1 by
considering m = 2. Let d2(n) = d(n) be the divisor function. Then we can conclude the following
as a corollary.
Corollary 4.2 (Vorono¨ı’s Theorem). For every x > 0, we have∑′
n≤x
d(n) = x log x+ (2γ − 1)x+ 1
4
−
∞∑
n=1
d(n)
n
(
Y1
(
4π
√
xn
)
+
2
π
K1
(
4π
√
xn
))√
xn,
where γ is Euler-Mascheroni constant.
Proof. The main term of the partial sum I2Q(x) is basically the sum of the residues of ζ
2(s)xss−1
at s = 0 and s = 1. Let ∆2Q(x) denote the error term of I
2
Q(x). It follows from Theorem 4.1 that
∆2Q(x) =
∞∑
n=1
d(n)
n
1
4π2
[
V (e−iπ4π2nx; 1, 0) − 2V (4π2nx; 1, 0) + V (eiπ4π2nx; 1, 0)] .
We apply (2.8) here and obtain
∆2Q(x) =
∞∑
n=1
d(n)
n
√
nx
π
[−iK1(−4πi√nx)− 2K1(4π√nx) + iK1(4πi√nx)] . (4.2)
The Bessel functions are inter-connected via the following relations (cf. [3]).
Yν(iz) = e
pii(ν+1)
2 Iν(z) − 2
π
e−
piiν
2 Kν(z), (4.3)
where −π < arg z ≤ π2 and
Jν(iz) = e
piiν
2 Iν(z). (4.4)
It follows from (4.3) and (4.4) that for ν = 1, we have
K1(iz) = −π
2
[J1(−z) + iY1(−z)]. (4.5)
We also need the following two basic formulas to evaluate Bessel functions of integer order at
negative arguments:
Jn(−z) = (−1)nJn(z) (4.6)
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and
Yn(z) = (−1)nYn(z) + 2i(−1)nJn(z). (4.7)
We can now conclude the desired result inserting (4.5), (4.6) and (4.7) into (4.2). 
4.2. Ideal counting problem. We now consider the problem of counting the number of ideals a
in any number field K such that the norm of an ideal Na ≤ x. This problem can be considered as a
special case of Theorem 1.1 by considering m = 1 in Theorem 1.1. We substitute IK(x),H in place
of I1K(x),H1 respectively for simplicity. We can conclude the following.
Theorem 4.3. Let K be any number field of degree d with signature (r1, r2) and discriminant dK.
Then we have
IK(x) = ζK(0) +Hx−
ir1D
1/2
K
(2π)r1+r2
r1∑
j=0
(−1)j
(
r1
j
) ∞∑
n=1
vK(n)
n
×Gr1+r2,00, d
( −
1r1+r2−1, 0,1r2
∣∣∣∣(e ipi2 )2j−r1 (2π)dDK nx
)
. (4.8)
The following theorem provides the result for the partial sum IK(x) when K is totally real.
Theorem 4.4. Let K be any totally real number field of degree d ≥ 2 with discriminant dK. Then
we have
IK(x) = Hx−
idD
1/2
K
(2π)d
d∑
j=0
(−1)j
(
d
j
) ∞∑
n=1
vK(n)
n
V
(
(e
ipi
2 )2j−d
(2π)d
DK
nx;1d−1, 0
)
. (4.9)
Proof. The proof of the theorem follows immediately from Theorem 4.3 by replacing r1 by d and r2
by 0 in (4.8). It follows from proposition 2.2 that for any number field of degree d with signature
(r1, r2), Dedekind zeta function vanishes at 0 when r1 + r2 > 1. Hence the term ζK(0) does not
appear in the formula for considering the number field with r1 ≥ 2 and r2 = 0. 
We next consider the result for a real quadratic field as a corollary of Theorem 4.4 and estimate
the partial sum IK(x).
Corollary 4.5. Let K be any real quadratic field with discriminant dK. Then we have
IK(x) = Hx−
∞∑
n=1
vK(n)
n
[
Y1
(
4π
√
xn
D
1/2
K
)
+
2
π
K1
(
4π
√
xn
D
1/2
K
)]
√
xn. (4.10)
Proof. The proof follows an argument similar to that given in the proof of the Corollary 4.2. 
The next theorem provides the result for the partial sum IK(x) when K is purely imaginary
which follows directly from Theorem 4.3.
Theorem 4.6. Let K be any purely imaginary number field of degree d with discriminant dK. Then
IK(x) = ζK(0) +Hx−
(
DK
(2π)d
)1/2 ∞∑
n=1
vK(n)
n
G
d
2
, 0
0, d
( −
1 d
2
−1, 0,1 d
2
∣∣∣∣(2π)dDK nx
)
. (4.11)
We finally consider the special case of Theorem 4.6 for imaginary quadratic fields and estimate
the partial sum IK(x).
Corollary 4.7. Let K be any imaginary quadratic field with discriminant dK. Then we have
IK(x) = ζK(0) +Hx+
∞∑
n=1
vK(n)
n
J1
(
4π
√
nx
D
1/2
K
)
√
nx. (4.12)
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Proof. It follows from Theorem 4.6 that since K is a purely imaginary number field of degree 2, we
have
IK(x) = ζK(0) +Hx−
D
1/2
K
2π
∞∑
n=1
vK(n)
n
G1, 00, 2
( −
0, 1
∣∣∣∣4π2DK nx
)
. (4.13)
We now apply (2.7) to conclude our result. 
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