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ПОСТРОЕНИЕ ДВУМЕРНЫХ ЗЕРНИСТЫХ ПАРАЛЛЕЛЬНЫХ  
ВЫЧИСЛИТЕЛЬНЫХ ПРОЦЕССОВ
Аннотация. Алгоритм, реализуемый на параллельном компьютере с распределенной памятью, имеет, как пра-
вило, зернистую структуру: множество операций разбито на подмножества, называемые зернами вычислений. Одним 
из современных подходов к получению зернистых вариантов алгоритмов является тайлинг – преобразование, осно-
ванное на информационных разрезах итерационного пространства, в результате которого получаются макроопера-
ции-тайлы. Операции одного тайла выполняются атомарно, как одна единица вычислений, а обмен данными проис-
ходит массивами. В настоящей работе для алгоритмов, заданных вложенными многомерными циклами, предложен 
способ построения зернистых вычислительных процессов, логически организованных в двумерную структуру. 
По сравнению с одномерными структурами, использование двумерных структур возможно в меньшем числе случа-
ев, но может иметь преимущества при реализации алгоритмов на параллельных компьютерах с распределенной па-
мятью. К числу возможных преимуществ относятся уменьшение объема коммуникационных операций, уменьшение 
разгона и торможения вычислений, потенциально большее число вычислительных процессов, организация обмен-
ных операций только в пределах строк или столбцов процессов. Представленные исследования обобщают на случай 
двумерной структуры некоторые аспекты метода построения параллельных вычислительных процессов, организо-
ванных в одномерную структуру. В частности, исследована возможность организовать полностью загруженные ра-
ботой параллельные вычислительные процессы. Показано, что при определенных ограничениях на структуру и дли-
ну циклов достаточно произвести тайлинг по трем координатам многомерного итерационного пространства. В бо-
лее ранних теоретических исследованиях параллельность зернистых вычислений гарантировалась при наличии 
информационных разрезов по всем координатам итерационного пространства, а для более простого случая одно-
мерной структуры – по двум координатам.
Ключевые слова: параллельные вычисления, распараллеливание алгоритмов, параллельный компьютер с рас-
пределенной памятью, уменьшение числа обменов данными 
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TILED PARALLEL 2D COMPUTATIONAL PROCESSES
Abstract. The algorithm implemented on a parallel computer with distributed memory has, as a rule, a tiled structure: 
a set of operations is divided into subsets, called tiles. One of the modern approaches to obtaining tiled versions of algorithms 
is a tiling transformation based on information sections of the iteration space, resulting in macro-operations (tiles). The ope-
rations of one tile are performed atomically, as one unit of calculation, and the data exchange is done by arrays. The method of 
construction of tiled computational processes logically organized as a two-dimensional structure for algorithms given by 
multidimensional loops is stated. Compared to one-dimensional structures, the use of two-dimensional structures is possible 
in a smaller number of cases, but it can have advantages when implementing algorithms on parallel computers with distributed 
memory. Among the possible advantages are the reduction of the volume of communication operations, the reduction 
of acceleration and deceleration of computations, potentially a greater number of computation processes and the organization 
of data exchange operations only within the rows or columns of processes. The results are a generalization of some aspects 
of the method of construction of parallel computational processes organized in a one-dimensional structure to the case of 
a two-dimensional structure. It is shown that under certain restrictions on the structure and length of loops, it is sufficient 
to perform tiling on three coordinates of a multidimensional iteration space. In the earlier theoretical studies, the parallelism 
of tiled computations was guaranteed in the presence of information sections in all coordinates of the iteration space, and for 
a simpler case of a one-dimensional structure, in two coordinates 
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Введение. Для реализации алгоритма на параллельном компьютере с распределенной памя-
тью множество операций алгоритма должно быть, как правило, разбито на подмножества, назы-
ваемые зернами вычислений. Такие алгоритмы называют зернистыми. Множество операций ал-
горитма разбить на зерна можно путем тайлинга (tiling) – преобразования алгоритма для полу-
чения макроопераций-тайлов [1–3]. Операции одного тайла выполняются атомарно, как одна 
единица вычислений, а обмен данными происходит массивами. 
В настоящей работе для алгоритмов, заданных вложенными многомерными циклами, пред-
ложен способ построения зернистых вычислительных процессов, логически организованных 
в двумерную структуру. Такие процессы назовем двумерными (2D) процессами. Использование 
двумерных структур, по сравнению с одномерными, связано с дополнительными ограничения-
ми, но имеет и ряд преимуществ при реализации алгоритмов на параллельных компьютерах 
с распределенной памятью: позволяет в некоторых случаях (пример, имеющий практическое 
значение, приведен ниже) уменьшить объем коммуникационных операций, уменьшить разгон 
и торможение вычислений, получить большее число вычислительных процессов (что важно, 
если число итераций по одной координате сравнительно небольшое), организовать обменные 
операций только в пределах строк или столбцов процессов. 
Представленные в работе исследования являются обобщением некоторых аспектов метода 
построения параллельных вычислительных процессов, организованных в одномерную структу-
ру [4, 5], на случай двумерной структуры. Показано, в частности, что для возможности организо-
вать полностью загруженные работой параллельные вычислительные процессы достаточно, при 
определенных ограничениях на структуру и длину циклов, произвести тайлинг по трем коорди-
натам многомерного итерационного пространства, для частного случая одномерной структуры – 
по двум координатам [4, 5]. В более ранних теоретических исследованиях показана возможность 
организации зернистых параллельных вычислений при возможности произвести информацион-
ные разрезы по всем координатам многомерного итерационного пространства [6, с. 407]. Пред-
ставленные в данной работе исследования являются также развитием и конкретизацией исследо-
ваний [7] для частного случая 2D-структур: рассмотрен более широкий класс алгоритмов, полу-
чены условия загруженности работой всех зернистых вычислительных процессов. 
Предварительные сведения. Приведем необходимые для дальнейшего изложения сведения 
о формальном описании алгоритма и зависимостях между операциями алгоритма. 
Пусть алгоритм задан гнездом вложенных циклов, в котором имеется Θ наборов выполняе-
мых операторов. Под набором операторов будем понимать один или несколько выполняемых 
операторов, окруженных одним и тем же множеством циклов. Выполняемые операторы и на-
боры операторов линейно упорядочены расположением их в записи алгоритма. Обозначим 
V θ, 1 ≤ θ ≤ Θ, – область изменения параметров циклов, окружающих θ-й набор операторов, nθ – 
размерность этой области. 
Вхождением (a,S
β
,q) будем называть q-е вхождение массива a в оператор S
β
. Другими слова-
ми, вхождение (a,S
β
,q) – это q-e обращение в последовательности обращений к элементам масси-
ва a при очередном выполнении оператора S
β
. Выполнение оператора S
β
 при конкретных значе-
ниях β и вектора параметров цикла J будем называть операцией и обозначать S
β
(J). Пара вхожде-
ний (a,S
α
,p) и (a,S
β
,q) порождает зависимость S
α
(I) → S
β
(J), если S
α
(I) выполняется раньше S
β
(J); 
S
α
(I) и S
β
(J) используют один и тот же элемент какого-либо массива, и по крайней мере одно из 
использований есть переопределение элемента; между операциями S
α
(I) и S
β
(J) этот элемент 
не переопределяется. 
Зависимости S
α
(I) → S
β
(J) между операциями вложенных циклов будем характеризовать век-
торами d α,β = J – I. Если размерности векторов J и I не совпадают, то J – I определяется как раз-
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ность векторов меньшей из размерностей. Векторы dα,β часто называют векторами зависимостей: 
d α,β определяет для операции S
β
(J) операцию S
α
(I), от которой S
β
(J) зависит. 
Тайлинг. Выделим макрооперации-тайлы путем разбиения циклов, окружающих операто-
ры. При тайлинге каждый цикл разбивается на два цикла: глобальный, параметр которого опре-
деляет на данном уровне вложенности порядок вычисления тайлов, и локальный, в котором па-
раметр исходного цикла изменяется в границах одного тайла. Если разбиение не производить 
и все итерации считать принадлежащими глобальному циклу, то получим так называемый гло-
бальный не разбиваемый цикл; если все итерации отнести к локальному циклу, то получим ло-
кальный не разбиваемый цикл. Перестановкой и распределением циклов алгоритм преобразует-
ся таким образом, чтобы глобальные циклы были внешними по отношению к локальным. 
Пусть 
( )1 2, , ,
,min
n
J j j j V
m j
θ
θ
θ
ζ ζ
∈
=

 ( )1 2, , ,
,max
n
J j j j V
M j
θ
θ
θ
ζ ζ
∈
=

 1 ≤ ζ ≤ nθ, – предельные значения 
изменения параметров циклов. Размеры тайлов задаются натуральными числами 1 .nr r θ
θ θ,...,  
Параметр rθζ  обозначает число значений параметра jζ, приходящихся на один тайл θ-го набо-
ра операторов. Число частей ,Qθζ  на которые при формировании тайлов разбивается область 
зна чений параметра j
ζ
 цикла, окружающего θ-й набор операторов, находится согласно 
( 1) /Q M m rθ θ θ θ  ζ ζ ζ ζ = - +  ( ⋅    обозначает ближайшее «сверху» целое число). Тайлы нумеруются 
по каждой координате в пределах от 0 до 1,Qθζ -  1 ≤ ζ ≤ nθ. 
Обозначим ,glV θ = { }1( )  0 1  1gl gl glgl nJ j j j Q nθ θ θζζ,...,  ≤ ≤ - , ≤ ζ ≤  – область изменения параме-
тров глобальных, т. е. уровня тайлов, циклов. Если цикл является глобальным не разбиваемым, 
то условимся, что границы изменения этого цикла тайлинг оставляет прежними. Каждый тайл 
можно обозначить некоторым вектором Jgl или, подробнее, вектором 1( ).
gl glgl
n
J j j θ,...,  Обозначим 
{ 1( ) 1 ( 1) ,gl gl glJ nV J j j V m j r j m j rθθ θ θ θ θ θζ ζ ζ ζ ζζ ζ= ,..., ∈  + ≤ ≤ - + + }1 nθ≤ ζ ≤  – область изменения па-
раметров локальных (уровня операций тайлов) циклов при фиксированных значениях параме-
тров глобальных циклов θ, .gl glJ V∈  Если это множество пустое, то тайл Jgl называется пустым, 
если это множество совпадает с множеством { 1( ) 1 ( 1) ,gl glnnJ j j m j r j m j rθθ θ θ θ θζ ζ ζ ζ ζζ ζ,..., ∈  + ≤ ≤ - + +
}1 ,nθ≤ ζ ≤  то полным, иначе – неполным тайлом. Описанный подход к разбиению множества 
операций алгоритма на макрооперации-тайлы, при котором допускаются избыточные области 
изменения параметров глобальных циклов (некоторые множества glJV
θ  могут быть пустыми), на-
зывается методом окаймления [8].
Итерации, порождающие зависимость, принадлежат некоторым тайлам. Таким образом, по-
рождается зависимость уровня тайлов: данное, вычисленное при выполнении операции тайла Igl, 
используется при выполнении зависимой операции тайла Jgl. Зависимость уровня тайлов будем 
характеризовать векторами глобальных зависимостей: dα,β,gl = Jgl–Igl. 
Достаточными условиями допустимости тайлинга циклов произвольной структуры вложен-
ности являются неотрицательность координат всех векторов зависимостей ( )α,βζ 0,  1d nθ≥ ≤ ζ ≤   
и отсутствие зависимостей операторов с меньшим номером от операторов с большим номером 
(допускается только θβ ≥ θα) [2]. Если рассматривать тайлы произвольного фиксированного раз-
мера, то эти достаточные условия являются также и необходимыми; при допущении наличия 
глобальных и/или локальных не разбиваемых циклов достаточные условия можно ослабить [5]. 
Рассмотрим алгоритм следующего вида: 
420   Proceedings of the National Academy of Sciences of Belarus. Рhysics and Mathematics series, 2018, vol. 54, no. 4, рр. 417–426 
do t = 1, T 
  do j2 = m2, M2
    ....................... 
      do j
n
 = m
n
, M
n
 
        Набор операторов                                                                                                                (1)
      enddo
    ....................... 
  enddo
enddo
Здесь выделен самый внешний цикл, выполняющий некоторое число итераций T. Наличие 
такого особого цикла типично для сеточных методов численного решения дифференциальных 
уравнений: параметр цикла t задает номер временного слоя или номер итерации итерационного 
алгоритма. В записи алгоритма (1) только один набор операторов, поэтому верхний индекс θ 
в обозначениях не будем указывать. 
Следующая лемма является следствием результатов работы [5] и устанавливает для случая 
алгоритма (1) более слабые, чем известное условие неотрицательности всех координат всех век-
торов зависимостей, достаточные условия допустимости тайлинга. 
Л е м м а. Пусть алгоритм имеет вид (1), n ≥ 4, самый внешний цикл является глобальным не 
разбиваемым, следующие три цикла, обозначим их параметры j
η
, j
ξ
, j
τ
, являются разбиваемыми, 
остальные (если n > 4) – локальными не разбиваемыми. Пусть зависимости вида 
 S
α
(I(i1,…,in)) → Sβ(J( j1,…,jn)),  i1 = j1, 
либо отсутствуют, либо для них выполняются условия 
 η η ξ ξ τ τ, , .j i j i j i≥ ≥ ≥   (2)
Тогда тайлинг допустим.
Запишем алгоритм (1) после преобразования тайлинга, определяемого предположениями 
леммы: 
do t = 1, T  
  do gljη  = 0, Qη – 1
    do gljξ  = 0, Qξ – 1 
      do gljτ  = 0, Qτ – 1
                 ( ,  ,T ,ile  )gl gl glt j j jη τξ                                                                                                   (3)
      enddo
    enddo
  enddo
enddo
Здесь тайл Tile( ,  ,  , )glgl glt j j jη τξ  имеет следующий вид: 
        do j
η
 = m
η
+ gljη rη, min(mη – 1 + (
gljη  + 1)rη, Mη)
          do j
ξ
 = m
ξ
 + gljξ rξ, min(mξ – 1 + (
gljξ +1)rξ, Mξ) 
            do j
τ
 = m
τ
 + gljτ rτ, min(mτ – 1 + (
gljτ +1)rτ, Mτ)
              do j = …  // локальный не разбиваемый цикл
                  Набор операторов 
              enddo
            enddo
          enddo
        enddo
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Указанный в тайле локальный не разбиваемый цикл может быть не один или, напротив, от-
сутствовать.  
Распределение зерен вычислений между двумерными процессами. Рассмотрим следую-
щий способ получения 2D зернистых (т. е. уровня макроопераций-тайлов) вычислительных про-
цессов. Напомним, что каждому тайлу соответствует некоторый набор операторов θ. Зафик-
сируем два глобальных цикла с уровнями вложенности η, ξ таких, что цикл с параметром gljξ  
окружен циклом с параметром gljη  (пока не предполагается, что алгоритм имеет вид (3)), и два 
таких числа P
η
, P
ξ
, что 2 ≤ P
η
 ≤ ,Qθη  2 ≤ Pξ ≤ .Q
θ
ξ  К одному 2D-процессу с координатами 
( gljη  mod Pη, 
gljξ  mod Pξ) отнесем вычисления всех тайлов с одинаковыми значениями функций
 ( )θ
θ
1Pr ( ) ( mod ,  mod ),
gl gl glgl gl
n
J j j j P j Pη η ξξ,..., =   (4)
если тайл Jgl окружен циклами с параметрами ,  glglj jη ξ  (в этом случае набор операторов θ исход-
ного алгоритма окружен циклами с параметрами j
η
 и j
ξ
). Отметим, что формально можно 
положить P
η
 = 1 или P
ξ
 = 1, но в этом случае структура вычислительных процессов является 
одномерной. 
Определим компоненты функции Prθ(Jgl) в случае, когда тайл Jgl не окружен циклами с па-
раметрами ,  .glglj jη ξ  Положим обе компоненты функции Prθ(Jgl) равными 0, если тайл располо-
жен выше цикла с параметром ;gljη  положим первую и вторую компоненты Prθ(Jgl) равными 
(Qθη – 1) mod Pη и (Q
θ
ξ  – 1) mod Pξ соответственно, если тайл расположен ниже цикла с параметром 
;gljη  положим вторую компоненту Prθ(Jgl) равной 0, если тайл окружен циклом с параметром 
gljη  
и расположен выше цикла с параметром ;gljξ  положим вторую компоненту Prθ(Jgl) равной 
(Qθξ  – 1) mod Pξ, если тайл окружен циклом с параметром 
gljη  и расположен ниже цикла с пара-
метром .gljξ
Вычислительный процесс с координатами (p
η
, p
ξ
) будем обозначать 
η ξ
θ
,Pr .p p  
В случае алгоритма вида (1) (или, после тайлинга, алгоритма вида (3)) единый псевдокод для 
каждого из 2D вычислительных процессов 
η ξ,
Pr ,p p   0 ≤ pη ≤ Pη – 1, 0 ≤ pξ ≤ Pξ – 1, порождаемых 
функцией (4), можно записать следующим образом: 
do t = 1, T 
  do gljη  = pη, Qη – 1, Pη // Цикл с шагом Pη
    do gljξ  = pξ, Qξ – 1, Pξ // Цикл с шагом Pξ
      do gljτ  = 0, Qτ – 1
        Tile( ,  ,  , )glgl glt j j jη τξ                                                                                                                (5)
      enddo
    enddo
  enddo
enddo
Если P
η
 = Q
η
 и P
ξ
 = Q
ξ
, то циклы с параметрами gljη  и 
gljξ  содержат только по одной ите-
рации. В этом случае алгоритм (5) для каждого из 2D вычислительных процессов 
η ξ,
Pr ,p p   
0 ≤ p
η
 ≤ P
η
 – 1, 0 ≤ p
ξ
 ≤ P
ξ
 – 1, примет вид 
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do t = 1, T 
      do gljτ  = 0, Qτ – 1
        Tile( , , , )glt p p jη ξ τ                                                                                                                (6)
      enddo
enddo
Параллельность двумерных зернистых вычислительных процессов. Исследуем для ал-
горитма вида (1) загруженность работой вычислительных процессов, организованных в двумер-
ную структуру 
η ξ,
Pr ,p p   0 ≤ pη ≤ Pη – 1, 0 ≤ pξ ≤ Pξ – 1. Исследования проведем в рамках абстракт-
ной модели вычислений: все макрооперации зернистого алгоритма обеспечены необходимыми 
данными и одинаковы по длительности выполнения [6], возможные временные затраты на ком-
муникационные операции и на обработку пустых тайлов не учитываются. Примем, что множе-
ство операций любого тайла выполняется за одну единицу времени. Эти предположения, а так-
же ограничения на вид рассматриваемых алгоритмов, накладываются для возможности форму-
лировать и строго доказывать содержательные утверждения.
Определим продолжительность разгона (торможения) вычислений – число единиц времени, 
когда еще не все процессы начали (закончили) выполняться. 
Те о р е м а. Пусть выполняются предположения леммы и следующие условия:
 
,   ;Q Q Q Qτ η τ ξ? ?  (7) 
 η ξ
η ξ
,   ;
Q Q
P P
∈ ∈   (8)
и
 τ
( 1) ( 1),gl Q Qd Qτ η ξ< - - - -   (9)
если для какого-либо вектора глобальных зависимостей η τ1 ξ
, , , , , ,...)( gl glgl glgld d d d dα β =   имеет 
место 1 1,
gld =  τ 0,
gld <  а также η 0gld <  и/или ξ 0.
gld <   Тогда, без учета разгона и торможения 
вычислений, все зернистые вычислительные процессы в каждый момент времени загружены 
работой; продолжительности разгона и торможения вычислений намного меньше общей про-
должительности вычислений. 
Д о к а з а т е л ь с т в о. Предположим сначала, что P
η
 = Q
η
, P
ξ
 = Q
ξ
. В этом случае каждый из 
2D вычислительных процессов 
η ξ,
Pr ,p p   0 ≤ pη ≤ Pη – 1, 0 ≤ pξ ≤ Pξ – 1, выполняет алгоритм (6). 
Из леммы следует, что первые четыре координаты всех векторов зависимостей неотрица-
тельны для итераций алгоритма с фиксированным t: 
 dα,β = J(t,j
η
,j
ξ
,j
τ
,…,j
n
) – I(t,i
η
,j
ξ
,i
τ
,…,i
n
) = (0, j
η
 – i
n
, j
ξ
 – i
ξ
, j
τ
 – i
τ
,…). 
Тогда первые четыре координаты векторов глобальных зависимостей также являются не-
отрицательными. Отсюда следует, что для каждого t любой процесс 
η ξ,
Prp p   выполняет свои 
Q
τ
 макроопераций Tile( , , , )glt p p jη ξ τ  в подряд идущие моменты времени, причем процесс η ξ,Prp p   
начнет выполнение макроопераций не позже, чем через p
η
 + p
ξ
 единиц времени по сравнению 
с процессом 0,0Pr .  
Условия (7), (9) гарантируют, что процесс 0,0Pr  (а значит, и все другие процессы) сразу после 
выполнения Q
τ
 макроопераций на текущей итерации t начнет выполнять Q
τ
 макроопераций при t 
на следующей итерации. 
Таким образом, разгон вычислений происходит при t = 1, его продолжительность не превос-
ходит P
η
 + P
ξ
 – 2, торможение вычислений происходит при t = T, продолжительность его также 
равна P
η
 + P
ξ
 – 2. Общее время вычислений алгоритма (6) не превосходит TQ
τ
 + P
η
 + P
ξ
 – 2. 
Минимально возможное время вычислений равно TQ
τ
 и достигается в том случае, когда зависи-
      Весці Нацыянальнай акадэміі навук Беларусі. Серыя фізіка-матэматычных навук. 2018. T. 54, № 4. С. 417–426 423
мости позволяют начать всем процессам выполнять макрооперации одновременно. Вне разгона 
и торможения вычислений все зернистые вычислительные процессы в каждый момент времени 
загружены работой. Сравнивая величины 2(P
η
 + P
ξ
 – 2) = 2(Q
η
 + Q
ξ
 – 2) и TQ
τ
 + P
η
 + P
ξ
 – 2 = 
= TQ
τ
 + Q
η
 + Q
ξ
 – 2 заключаем, что суммарное время разгона и торможения вычислений (напом-
ним, по условию Q
τ
 ? Q
η
, Q
τ
 ? Q
ξ
) намного меньше общего времени вычислений алгоритма (6). 
Предположим теперь, что P
η
 < Q
η
 и P
ξ
 < Q
ξ
 («промежуточный» случай P
η
 < Q
η
 или P
ξ
 < Q
ξ
 
можно рассмотреть аналогично). Тогда 2D вычислительные процессы выполняют алгоритм (5). 
В одном процессе производятся вычисления, приписанные η ξ
η ξ
Q Q
P P
  процессам (см. условия (8)) рас-
смотренного случая P
η
 = Q
η
 и P
ξ
 = Q
ξ
. Суммарная продолжительность разгона и торможения 
вычислений (будем считать, что они требуются) равна 2(P
η
 + P
ξ
 – 2), что намного меньше 
η ξ
η ξ
– 2Q P
Q Q
T
P
P
P τ η ξ
+ +   – общего времени вычислений алгоритма (5).
Теорема доказана. 
Условия полной (не считая разгона и торможения вычислений) загруженности всех зернис-
тых вычислительных процессов, организованных в одномерную структуру, исследованы в [4, 5]. 
З а м е ч а н и е 1. Условия теоремы, как следует из доказательства, могут быть ослаблены, 
если хотя бы один из циклов, порождающих координаты вычислительных процессов, является 
параллельным. Например, если параллельным является цикл с параметром j
η
, то не требуется 
выполнения Q
τ
 ? Q
η
, а суммарная продолжительность разгона и торможения вычислений 
не превосходит 2(P
ξ
 – 1). 
З а м е ч а н и е 2. При выполнении условий (2) циклы с параметрами j
η
, j
ξ
, j
τ
 переставляемы, 
поэтому теорема верна и в случае произвольного первоначального порядка следования этих 
циклов. 
З а м е ч а н и е 3. Пусть в алгоритме (1) отсутствует самый внешний цикл. Утверждение тео-
ремы остается верным, если потребовать выполнения условия (2) для каждой зависимости. 
П р и м е р. Рассмотрим трехмерную задачу Дирихле для уравнения Пуассона, заданного 
в области G = [0 < x1 < l1] × [0 < x2 < l2] × [0 < x3 < l3] с границей ∂G:
 
2 2 2
1 2 3 1 2 32 2 2
1 2 3
( , , ), ( , , ) ,  0,
u u u
au f x x x x x x G a
x x x
∂ ∂ ∂
+ + - = ∈ >
∂ ∂ ∂  
 
 1 2 3 1 2 3( , , ) ( , , ).Gu x x x x x x∂ = m  
Для численного решения задачи введем в области G + ∂G сетку узлов {(ih1,jh2,kh3)| i = 0,1,…,Nx, 
N
x
h1 = l1, j = 0,1,…,Ny, Nyh2 = l2, k = 0,1,…,Nz, Nzh3 = l3}. Используем семиточечный шаблон для ап-
проксимации значений производных и сеточного представления функций [9]. Основную часть 
алгоритма численного решения методом последовательной верхней релаксации можно предста-
вить в виде (1): 
do t = 1, T // T – некоторое фиксированное число итераций
  do i = 1, N
x
 – 1
    do j = 1, N
y
 – 1
      do k = 1, Nz – 1
         y(i,j,k) = F(y(i – 1,j,k),y(i,j – 1,k),y(i,j,k – 1),y(i,j,k),y(i + 1,j,k),y(i,j + 1,k),y(i,j,k + 1))
      enddo
    enddo
  enddo
enddo
где функция F вычисляется по формуле 
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 ( ) ( ) ( ) ( ) ( ) ( ) ( )( )–1, , , , –1, , , , –1 , , , , 1, , , , 1, , , , 1F y i j k y i j k y i j k y i j k y i j k y i j k y i j k+ + + =   
 ( )( ( )2 21 2(1 ω) ( , , ) ω ( 1, , ) ( 1, , ) / ( , 1, ) ( , 1, ) /y i j k y i j k y i j k h y i j k y i j k h= - + + + - + + + - +    
 
( ) ) ( )2 , 2 2 23 , 1 2 3( , , 1) ( , , 1) / / 2 / 2 / 2 / .ji ky i j k y i j k h f h h h a+ + + - - + + +  
Все зависимости алгоритма верхней релаксации являются однородными и выражаются век-
торами зависимостей (0,1,0,0), (0,0,1,0), (0,0,0,1), (1,0,0,0), (1,–1,0,0), (1,0,–1,0), (1,0,0,–1). Осуществим 
тайлинг. При фиксированном t зависимости между итерациями алгоритма выражаются вектора-
ми (0,1,0,0), (0,0,1,0), (0,0,0,1) с неотрицательными координатами, поэтому достаточное условие 
допустимости тайлинга (утверждение леммы) выполнено. 
Преобразуем циклы с параметрами i, j, k в двумерную циклическую конструкцию. Каждый 
из указанных циклов разбивается на глобальный и локальный: глобальные циклы определя-
ют порядок вычисления тайлов, локальные циклы определяют порядок вычисления итераций 
исходного алгоритма в границах одного тайла. Зададим r2, r3, r4 – размеры тайла; тогда 
2
2
1
,x
N
Q
r
 -
=  
   
3
3
1
,y
N
Q
r
- 
=  
   
4
4
1zNQ
r
 -
=  
 
 – число тайлов по измерениям. После разбиения 
и перестановки циклов получим
do t = 1, T
  do igl = 0, Q2 – 1
    do jgl = 0, Q3 – 1
      do kgl = 0, Q4 – 1
        // Начало тайла Tile(t,igl,jgl,kgl)
        do i = 1 + iglr2, min((i
gl + 1)r2, Nx – 1) 
          do j = 1 + jglr3, min(( j
gl + 1)r3, Ny – 1)
            do k = 1 + kglr4, min((k
gl + 1)r4, Nz – 1)
               y(i,j,k) = F(y(i – 1,j,k),y(i,j – 1,k),y(i,j,k – 1),y(i,j,k),y(i + 1,j,k),y(i,j + 1,k),y(i,j,k + 1))
            enddo
          enddo
        enddo
        // Конец тайла Tile(t,igl,jgl,kgl)
      enddo
    enddo
  enddo
enddo
Пусть j
η
 = i, j
ξ
 = j, j
τ
 = k, P
η
 × P
ξ
 – число процессов, предназначенных для реализации алгорит-
ма. Выберем, следуя теореме, Q4 ? Q2, Q4 ? Q3, 
2
2
,
Q
P
∈
 
3
3
.
Q
P
∈  Запишем псевдокод параллель-
ного алгоритма с полной (не считая разгона и торможения вычислений) загруженностью зерни-
стых вычислительных процессов. Для каждого процесса 
η ξ,
Pr ,p p   0 ≤ pη ≤ Pη – 1, 0 ≤ pξ ≤ Pξ – 1: 
do t = 1, T
  do igl = p
η
, Q2 – 1, Pη // Цикл с шагом Pη
    do jgl = p
ξ
, Q3 – 1, Pξ // Цикл с шагом Pξ
      do kgl = 0, Q4 – 1
        получение данных
        Tile(t,igl,jgl,kgl)
        отправка данных
      enddo
    enddo
  enddo
enddo
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Произведем оценку объема передаваемых данных. Объем данных, отправляемых одним про-
цессом на одной итерации t, оценивается (в случае P
η
 > 1, P
ξ
 > 1) величиной 3
ξ
2
η
3
22 .z zr r N
Q Q
P P
N
 
+  
 
  
Объем коммуникаций, осуществляемых всеми процессами, оценивается величиной 
3 2
2 ξ 3 η
.2 yxz
NN Q Q
Q P Q P
TP P Nη ξ
 
+  
 
  Оценим объем данных, отправляемых одним процессом на одной 
итерации t, в случае Q2 = 1 одномерной вычислительной структуры (тогда имеет место Pη = 1, 
r2 = Nx – 1): 
3
ξ
.2 x z
Q
P
N N  Объем коммуникационных операций, осуществляемых всеми процесса-
ми на всех итерациях t, оценивается величиной 2TN
x
NzQ3. 
Пусть, например, N
x
 = N
y
 = Nz = N. Если P
2 процессов организованы в двумерную структуру 
и P
η
 × P
ξ
 = P × P = P2, Q2 = Q3 = P, то объем пересылаемых данных, осуществляемых всеми про-
цессами, оценивается величиной 4TN2P. Если P2 процессов организовать в одномерную структу-
ру и, для определенности, Q2 = 1, Pη = 1, Q3 = Pξ = P
2, то объем коммуникационных операций 
оценивается величиной 2TN2P2, что при большом числе процессов P существенно больше 4TN2P. 
Таким образом, при достаточно большом числе процессов использование 2D-структуры по-
зволило существенно уменьшить объем коммуникационных операций. В этом примере можно 
отметить и другие преимущества двумерных структур по сравнению с одномерными (при реа-
лизации алгоритмов на параллельных компьютерах с распределенной памятью): уменьшение 
разгона и торможения вычислений, возможность получения большего числа вычислительных 
процессов при сравнительно небольшом размере сетки узлов. 
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