Abstract: USPEX is a world-leading software for computational material design. In essence, USPEX splits simulation into a large number of workunits that can be processed independently. This scheme ideally fits the desktop grid architecture. Workunit processing is done by a simulation package aimed at energy minimization. Many of such packages are proprietary and should be protected from unauthorized access when running on a volunteer PC. In this paper we present an original approach based on virtualization. In a nutshell, the proprietary code and input files are stored in an encrypted folder and run inside a virtual machine image that is also password protected. The paper describes this approach in detail and discusses its application in USPEX@home volunteer project.
Introduction
Due to the rapid progress in the computational power and optimization algorithms in the last 10-15 years, it be- [1] . This allows one to partially substitute the expensive experimental screening with computational simulation, and thereby speed up and reduce the cost of developing new materials.
Nevertheless, NP-complexity of the problems in this field of research drastically complicates method development. That is why the prediction of new materials by random search is impossible. An effective global optimization algorithm can help to overcome this problem. Evolutionary algorithms, particle swarm optimization, random sampling, simulated annealing, and metadynamics are the most popular methods for this purpose [1] .
In the current study, an adaptation of the USPEX software [2] to the BOINC [3, 4] distributed computing system interface is considered. USPEX is a well-known and widely used application, originally developed for the crystal structure prediction and is now capable of predicting structures of surfaces [6] , two-dimensional crystals [7] , nanoclusters [8] and polymers [9] . One of the reasons of the efficiency of USPEX is the combination of global and local optimization [10] , which makes it possible to perform reliable global optimization even for quite complex systems.
However, for rigorous local optimization, a reliable method of structure relaxation and calculation of their energy (or any other property as a fitness parameter) is required. For these purposes, we have already interfaced the GULP code [11] with the BOINC system. Unfortunately, such calculations are of low accuracy and are only suitable as a crude approximation, because they are based not on quantum-mechanical methods, but on empirical force fields.
Because of this, most calculations using the USPEX algorithm are carried out using the Vienna Ab initio Simulation Package (VASP) [12] , using density functional theory (DFT) [13, 14] . This software package allows performing abinitio modeling of materials by approximate solution of the Schrödinger equation for periodic systems.
In VASP, the electronic wave functions are expanded in plane waves. Interactions between electrons and ions are described using ultrasoft pseudopotentials [15] or projector-augmented wave method [16, 17] . To determine the electronic ground state, VASP uses effective iterative matrix diagonalization methods such as residual minimization with direct inversion in the iterative subspace (RMM-DIIS) or a Davidson block iteration scheme. They are interconnected with highly efficient density mixing schemes of Broyden and Pulay to accelerate the selfconsistency cycle.
The effective work of USPEX involves searching over a large number of crystal structures. With the help of the VASP software package adapted for work with the BOINC system, unique opportunities for computational materials design were opened.
The use of VASP requires a special license. The data files used by the VASP are also subject to intellectual property. Thus, it is necessary to protect the software and the data from unauthorized access.
When a BOINC-user connects his/her computer to the BOINC-project, the computer downloads the executable job file and the data files from the server. This approach assumes storing the application executable file and the data files on the file system of the volunteer computer. Thus, a user has instant access to this information and can obtain a pirate copy of the software. This is a great risk, which we have resolved in this work.
Related Work
There is an approach to virtualization provided by BOINC called VirtualBox-wrapper [18] . This approach assumes that the application is located inside the virtual machine image that runs on a volunteer computer. At the beginning of computations, the operating system is booted. With this approach, the operating system is not password protected. Thus one can extract the VASP executable from the virtual machine, thereby compromising the software privacy. A possible approach to protect the files is to store them in an encrypted folder. However this approach is impossible with the standard VirtualBox-wrapper which loads the OS each time the BOINC client is initialized. It implies that, each time the folder password should be supplied to the OS and therefore, it should be stored inside the image. Thus, the password and hence the executable file can be easily obtained.
A noteworthy approach is based on the use of partition encryption. This approach uses dm-crypt utility for Linux OS. The article [19] describes the application of the approach to hypervisors Xen and VMware. But BOINC is compatible only with VirtualBox hypervisor. Thus the approach is not compatible with BOINC.
Another important solution in the field of data concealment is steganography [20] . Steganography allows hiding data inside files of a different format. This approach involves deception of the user. Thus, it is unacceptable within volunteer computing.
The security mechanisms implemented in the hypervisor is considered in [21, 22] . This approach involves the modification of the VirtualBox engine. Thus, volunteers would have to install a modified VirtualBox software which seems to be hardly feasible.
Description of the proposed approach
In order to protect the information reliably, we developed a special wrapper. Our approach approved by VASP developers combines the capabilities of the BOINC-wrapper and of the VirtualBox-wrapper. The main features of the proposed approach are as follows:
-The VM starts on the volunteer's computer from the saved state. Thus, application contains a paused virtual machine. Login to the system is not performed. -The virtual hard disk image contains an encrypted partition. We use the AES symmetric encryption scheme. VASP executable is located inside this partition. A similar approach is described in [19] . The password or hash of the encrypted partition is stored into the RAM of the Virtual Machine. To enable the virtual machine, user does not need a password. -The VASP data files are located inside the encrypted zip-archive. The zip-archive is located on the portable Virtual Disk Image (VDI) that is stored inside BOINC workunits. The password of the ziparchive is stored into the encrypted partition.
The application consists of several files:
-the vdi-disk with the operating system and the encrypted partition; -the snapshot of the virtual machine; -the vm-producer control script; -BOINC-wrapper and the job.xml file for it.
USPEX algorithm generates input data and processes the output. For transportation to the client, the VASP input files are placed inside the encrypted archive. The archive is stored in data.vdi disk image that is sent to the volunteer computer where the workunit's processing begins. Figure 1 shows the sequence of the following actions:
1. The BOINC-wrapper application launches the control script vm-producer.cmd. 2. The control script performs the following actions: a) creates and registers new VirtualBox VM; b) attaches main.vdi to the VM; c) adopts state of the VM from the snapshot.sav; d) launches the VM from the saved state; e) attaches data.vdi to the VM; f) waits while the VM is running; g) unregisters the VM after it is turned off; h) terminates and transfers control to the BOINCwrapper.
3. The BOINC-wrapper application exits thereby terminating the BOINC-task. 4. The data.vdi image with VASP output data is transferred to the server.
Running VASP is managed by the vasp-producer.sh script which takes the following actions:
1. waits until data.vdi is registered as an external SATA hard drive ("data-drive" in the sequel); 2. mounts the data-drive; 3. copies zip-file with VASP input files from data-drive to the encrypted disk; 4. decrypts zip-file; 5. launches the VASP application; 6. encrypts results and copies them to the data-drive; 7. vasp-producer.sh shutdowns the operating system after VASP is done.
USPEX server splits the problem into many jobs. Each job undergoes the complex sequence of transformations shown in Figure 2 and described below.
1. USPEX-server aggregates several tasks into one archive. Then USPEX-server encrypts the archive and submits it to the BOINC-server. 2. BOINC server gets the archive from the USPEXserver, then BOINC-server submits it to the server of VDI-conversion. VDI-server puts the encrypted archive to the VDI-file. Then the job is returned to the BOINC-server. 3. Then the BOINC-server submits the task to the computational node. 4. The task is performed on the compute node. Workunit's processing on the computing node is described above. After completing the calculations the result is submitted to the BOINC-server. Result of the computation is located into the encrypted zip-file. This file is located into vdi-image. 5. The BOINC-server submits the job to the VDI-server to extract zip from VDI-file. 6. After VDI-conversion the BOINC server returns the job to the USPEX-server. 7. The USPEX-server decrypts the result and uses it.
Conclusions
We proposed a new approach to use proprietary software in a volunteer computing framework. The approach is based on the VirtualBox virtualization technology. The protection is provided by using encrypted folders and password protected archives. The implementation of the approach makes it possible to provide the necessary level of security applicable to this particular case. Security mechanisms can be modified to fit a wide range of problems. It should be noted that the proposed approach involves some overhead due to the virtualization. However, experiments showed that this overhead is not significant. The implementation of the approach was successfully applied in USPEX@home project [23] aimed at computational materials discovery.
