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REMARKS ON NOTATION AND TERMINOLOGY 
m always represents the space dimension and n always represents the 
order of the partial differential operator. x always represents the space 
variable, x E R”‘. The variables z, z, ,..., z, are all scalars, and z denotes the 
vector z = (z, ,..., z,) E R’. Formulas and results (lemmas, theorems) are 
re-numbered in each section. When cross referencing from one section to 
another the section number prefaces the number of the formula or result 
being referenced. Otherwise, if the referencing is within the same section, no 
such preface is used. 
Ellipticity, as used here, includes degenerate ellipticity, contrary to many 
author’s usage of the term. Thus an operator is elliptic if its principal sym- 
bol is (real) semi-definite. Strong ellipticity is used here to distinguish 
between degenerate and non-degenerate ellipticity. Thus an operator is 
strongly elliptic if its principal symbol is (real) definite. 
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1. INTRODUCTION AND OVERVIEW 
Let X be a Banach space of real-valued functions f(x), x E R”, defined 
on all of R”, and let G! be a first order linear partial differential operator 
.d = f v,(x) ; = (u(x), V). 
/=I I 
Assume the coefficients U, to be continuous and sublinear functions of x. 
Then if d generates a C, semi-group {9’(t) = y&(t): t 3 0} on X, it can be 
represented by 
Here {s(t) = S,(t): t > 0} is a C, semi-group on R”‘, generated by an 
operator A. In fact A is given by the vector field 
Ax = u(x). (3) 
The easiest way to see this is simply to observe that the function 
is independent of T. That is, its derivative with respect to z is zero. Then 
evaluate it at the two extremes r = 0 and T = t. 
If we let U(t, s) denote the propagator (also referred to in the literature 
as the evolution operator) which maps data at time s to data at time t, 
s < t, defined simply in terms of the semi-group S by 
U(t,s)=S(t-s), O<sdt, (4) 
then recall that the axioms for a C, semi-group S on R”’ can be written in 
terms of the evolution system U: 
(i) U(s,s)=Z, ~30; 
(ii) U(t, s) U(s, r) = U(t, r), 0 < r d s d t; 
(iii) lim,l,s U(t,s)x=x, ~30, XER”; 
(iv) U(s + u, s) = U(u, 0), s, u 3 0. 
Axiom (iii) is the Co property, and describes precisely how U(t, s) is 
close to I= U(s, s) when f is close to s. In a general Banach space setting 
different types of convergence in (iii) change the nature of the semi-group. 
Axiom (iv) amounts to saying that the dynamical system involved is 
autonomous in time. This axiom makes it clear, of course, that there is a 
redundant parameter in the two parameter evolution system { U(f, s): 
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0 6 s < t}, and that (4) holds. We have written the axioms (i)-(iv) in terms 
of two parameters here, however, in order to stress the analogy with 
axioms (i)‘-(iv)’ below for a stochastic semi-group. 
The representation (2) seems like a real bargain-a semi-group on the 
infinite dimensional space .!Z” can be described entirely in terms of a semi- 
group on the finite dimensional space R”‘! The trade-off, of course, is that 
whereas .d and Y(t) are linear operators, A and S(r) are in general non- 
linear. Nevertheless, (2) is a practical formula to use whenever explicit 
calculations need to be made. 
The fact that this framework can be extended to elliptic operators was 
one of the major contributions of the theory of stochastic differential 
equations during the previous two decades. At first glance such an exten- 
sion seems impossible since (2) clearly accounts for the wave-like nature 
and finite propagation speed of solutions of hyperbolic equations. A distur- 
bance emanating from a set B c R” can reach point x after time t if and 
only if x E S(t) B. However, it is the introduction of an averaging process 
which makes the extension to parabolic equations possible. 
To this end let .r$ now be a second order linear elliptic partial differential 
operator 
&+ f u,(x) g. 
‘I k ,= I ‘I 
The ellipticity condition is that the m x m matrix a = (alk) be of the form 
a=aoT (6) 
for some m x 1 matrix function a(x) (Id m). Assume the functions crjk and u, 
all to be continuous and sublinear functions of x. Then if d generates a C, 
semi-group Y on 3 it can be represented by 
Wt).f(x) = &IS(t) xl (7) 
Here 
S(t) = U(t, 0) (8) 
where U is a stochastic semi-group on R”. In fact U(t, S) x satisfies the 
stochastic d$ferential equation 
dU(r,s)x=o(U(t,s)x)dW,(t)+v(U(t,s)x)dt (9) 
in the It6 calculus. The stochastic process W, is an l-dimensional Brownian 
motion. 
PRODUCT FORMULAS FOR PDE 227 
To see why (7) holds observe that the function 
&Y(f - t).f(S(r) x), O<s<t, 
by virtue of (9) is independent of 5. Use the fact that the expectation of 
any stochastic integral is zero. Then evaluate it at the two extremes z = 0 
and r = t. 
A stochastic semi-group U on R”’ is a family { U( t, s): 0 < s d t } of ran- 
dom operators 
U( t, s) = U( t, s, co): R”’ + R”’ 
over a fixed probability space (L?, 6, ,‘P), which satisfies the following 
axioms, analogous to (i))(iv) above. 
(i)’ V(s, s) = I, s > 0; 
(ii)’ U has independent increments, and 
U( t, s) U(s, Y) = U( t, r), Odr<s<t; 
(iii)’ For any E > 0 
.9yIU(r,.s)x-XxJ >E)=O(t-s), s 3 0, x E R’“, 
(iv)’ U has stationary increments. 
Independent increments means that U(t,, t, ,) are mutually indepen- 
dent, ,j = l,..., I, whenever 
O=t,<t,< “’ <t, 
Stationary increments means that U(s + u, s) has the same distribution as 
U(u, 0) for all s, u 3 0. Again, axiom (iii)’ is the continuity property and 
describes precisely how U(t, s) is close to I= U(s, s) when t is close to s. 
The o( t -3) condition (as opposed to o( 1) or, for that matter, 0( t -s)) is 
made to ensure that the sample trajectories will not have any jumps, and to 
incorporate the normal distribution. This well-known condition dis- 
tinguishes the Brownian motion from all other stationary independent 
increment stochastic processes. (See Breiman [6, Proposition 12.41.) 
Axiom (iv)’ amounts to saying that the diffusion process involved is 
autonomous (stationary transition probabilities). Note that if U is deter- 
ministic (not random) then axioms (i)‘-(iv)’ carry over precisely to axioms 
(i)-(iv). However, in general when U is random the one parameter family S 
defined above in (8) does not satisfy the semi-group property. 
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Although in spirit stochastic semi-groups have been around for a long 
time, as in Pinsky [16], the first to consider them as axiomatized here was 
Butsan [8]. (Note Butsan’s references to his earlier works.) In [S] Butsan 
is concerned with linear stochastic semi-groups, and describes a method for 
obtaining “generators.” Formally, his results are of the type 
dU( t, s) = dX( t, s) U( t, s) 
where (cf. [ll, p. 1901) 
X(s, t) = lim i 
[ ( 
t - s 
U s + j 
/+ J .j= I
+r,s+(j-l)T 
> 1 
-I. 
Berger [l] also considers linear stochastic semi-groups, which arise as 
limits in distribution of central limit type matrix products. There the reader 
can also find results as to when these semi-groups necessarily arise from 
systems of linear stochastic differential equations. 
The probability space underlying (7) is one and the same for all such 
elliptic operators d; namely, the classical Wiener space. This space consists 
of a probability measure 9 on the set Sz of real-valued continuous 
functions 
co: [0, co)+R 
starting at zero, 
w(0) = 0. 
Without elaborating, .?J’ is the extension of the finitely additive measure 
defined by 
.P(o(t,) E Bi: j = l,..., (10) 
where 
O=t,<t,< ... <tc, 
B, are Bore1 subsets of R, z0 = 0 and p(z, t) is defined in terms of the Gauss 
kernel 
P(Z 
p(z, t) = t - ‘/2p(zt ~ “2). (12) 
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The sigma-field 9 to which L!? is extended is the one generated by all of 
these “cylinder sets” 
{O(t,)E B,:j= l,..., I) 
where I and (t,, B,: j= l,..., I} range over all valid choices. Over this space 
Brownian motion W is simply the representation process 
W(t, Co) = o(t) (13) 
which, by virtue of (lo), clearly is a stationary independent increment 
Gaussian process with 
&W(t)=O, &w*(t)= t. (14) 
For many operators d it is possible, by virtue of the nature of S, to 
replace the rather complicated Wiener space with the family of simpler 
probability spaces {(R, B, P,): t > 0}, where B is the Bore1 field of subsets 
of R, and P, is the measure with normal probability density function 
p(z, t), defined above in (ll), (12). The expectation in (7) relative to 9 can 
be computed as 
V(S(t) x) = E,f(T(t) xl. (15) 
The random operator T(t) is described through a factorization 
T(t) = D(t) R. (16) 
Here D is a deterministic Co semi-group on R”, and R is a fixed random 
operator which commutes with the entire semi-group D. 
Even if an equation (15) is not valid it is always possible to approximate 
the stochastic family S to within first degree accuracy 
&As(t) xl = E,f(T(t) x) + o(t). (17) 
One constructs T by approximating the stochastic propagator (i.e., solution 
operator) U for (9) over a small time increment. The advantage of this is 
that the semi-group Y can be recovered from the family of operators 
s(t)f(x)=E,f(T)x) (18) 
through the product formula 
(19) 
The nature of the approximations to be dealt with prompts the following 
definition. 
505;57/2-6 
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DEFINITION. A semi-group Y is said to be z-approximated by the family 
of bounded linear operators {F(t): t 3 0 > if 
Y(t) = Firna .Ji Y(Jjk)(t)) (20) 
J=l 
in the strong operator topology. Here {6jk)(t): j= l,..., k} are nonnegative 
real numbers, 
bjk’(t) 2 0, j = l,..., k, (21) 
summing to t, 
2 cy(t) = t, (22) 
/=I 
and satisfying 
lim max Sk)(t) = 0. 
k-m I<j<k ’ 
(23) 
Thus (19) is the special case of (20) when the 6’s form equi-partitions of 
[0, t], being independent ofj (i.e., when, for fixed k, t all the 6’s are equal). 
We can say, then, that the family Y from (18) will n-approximate Y. In 
general .Y is not a semi-group, but the operators F(t) are of a particularly 
simple type. 
In the notation of product integration (see Dollard and Friedman [ 111, 
in particular the notation in the Foreward by Browder) we write (20) as 
9’(t) = fi F(du). 
0 
(24) 
The product here indicates the strong product integral, as described in [ 11, 
Chap. 31. 
A very useful tool for establishing that a family rc-approximates a semi- 
group is the following Chernoff product formula. 
THEOREM I. Let (F(t): t > 0) be a family of bounded linear operators 
on a Banach space 3 satisfying 
llFk(t)ll Q Meky’; k = 1, 2,...; t 20 (25) 
for some y > 0, M > 1. Let d be the infinitesimal generator of a Co semi- 
group Y. If 
limwf -f=&f 
3 f Eg(d) 
IlO t 
(26) 
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then for any t > 0 
Y(t)f= lim Fk 
k-cc 
(27) 
and the limit is uniform on bounded t-intervals. 
This result originally appeared in Chernoff [lo], and includes as special 
cases many of the older well-known product formulas, including that of 
LieeTrotter and the resolvent product formula. Chernoff originally stated 
this result for families of contractions, and the sharpened version here with 
the hypothesis (25) is due to Pazy [ 15, Corollary 3.5.41. An elaborate dis- 
cussion of this result and some of its important consequences and 
applications can be found in Chernoff [9]. n-approximation is intimately 
connected with stochastic integration and limiting distribution theorems in 
probability theory. For example, Riemann approximating sums for 
stochastic integrals and successive approximants for stochastic differential 
equations induce families of operators on function space which 
7r-approximate appropriate semi-groups. A discussion of the Chernoff 
product formula and its use in proving the Central Limit Theorem appear 
in Goldstein [ 121. In Berger [ 1 ] this product formula is used to establish 
and compute limiting distributions for products of i.i.d. random matrices. 
The Chernoff product formula is of central importance in the study of semi- 
groups, and it has been extended in several directions. See, for example, 
Pazy [ 141 where an extension to nonlinear semi-groups is presented. 
The idea behind (17) is completely analogous to the approximation of 
characteristics with flow given by Eq. (3), 
S(t)x= T(t)x+o(t), 
and then using the induced operators 
s(t)f(x) =f(nt) xl (28) 
to approximate Y. This is in fact what is done numerically when the 
method of characteristics i  implemented. At each discrete point in time the 
ordinary differential equation for the characteristics 
is solved numerically over the next time interval, and the data along the 
spatial grid is then updated according to (28). Similarly one can use 
various approximation schemes for solutions of It8 stochastic differential 
equations to induce approximate solutions (17) of second order linear 
initial value parabolic problems. 
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Using the generalized Gauss kernels 
p,(z) = i J: cos AZ exp ( -$) dA; n = 2, 4, 6,... (29) 
the authors have been able to extend (7) still further, to higher order ellip- 
tic operators. Note that p2 coincides with p given by (1 l), and in analogy 
with (12) define 
pn(z, t) = t ~ ““P”(ZZ - “,). 
Let ~4 now be a linear elliptic partial differential operator 
(30) 
(31) 
with coefficients a, which are continuous functions of x and are dominated 
in growth by polynomials in x of degree at most Ial. Then if ( - l)““- ’ d 
generates a CO semi-group Y on S and is “suitably admissible” (to be 
defined below), Y can be approximated by 
Wr).f(x) = E,f(T(f) x)+ 4th (32) 
where T(t) admits the factorization (16). The probability space over which 
(32) holds is (R, B, P,), where P, = P, fn) has the generalized normal density 
function pn(z, t ). 
Again, at first glance such an extension seems impossible since the 
underlying stochastic process would need to have an infinitely divisible dis- 
tribution whose characteristic function behaves like exp( --A”), which can- 
not be (for n > 2). Furthermore, (7) clearly accounts for positivity and 
maximum principle type properties. For example, one consequence of (7) is 
that the cone of functions f which are everywhere nonnegative, 
f(x) 3 0, XER~, 
is invariant under Y. Thus, if we have bounds 
then for any t>O 
b d S(t) f(x) Q & XER”‘. 
The resolution of all of this is the fact that for n > 2 the generalized Gauss 
kernels pn are signed, and the probability space underlying (32) is a signed 
measure space. These functions pn have been studied since (at least) the 
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turn of the century, and some results about the distribution of their zeros 
and their asymptotic forms can be found in Bernstein [S], Burwell [7] and 
Polya [17]. For later reference note that p,(z) decays exponentially for 
large z, like exp( - z”‘(” ~ ’ ‘). 
Hochberg [ 13, Theorem 2.11 has demonstrated that there can be no 
generalized Wiener space based on the kernels P,, when n > 2. More 
specifically, let Q be now the larger set of all functions o E Rco,“’ 
w: [0, co+R 
which start at zero, 
o(0) = 0; 
and let 9 be the sigma-field generated by all of the “cylinder sets” 
{o(t,)~B,:j=l,..., I}. 
Then there does not exist a signed measure 9 on (Q, 9) satisfying, in 
analogy to (lo), 
P(o(tj)~ B,:j= l,..., (33) 
The obstacle is that the resulting probability on Q would need to be of 
infinite variation. Nevertheless, the authors have found that if one works 
algebraically through the medium of this fictitious generalized Wiener 
space, using higher order analogues of It&s second order calculus and 
stochastic differential equations, the end product is still a valid 
approximation (32), induced by approximating the fictitious random 
characteristics which the algebra coughs up. Details of the formal higher 
order calculus appear in Berger and Sloan [4]. Derivations of represen- 
tations for solutions of constant coefficient initial value problems within the 
framework of this calculus appear in Berger and Sloan [2, 33. 
The “suitably admissible” condition mentioned above is one of the most 
interesting features of the subject, since it provides a further classification 
among elliptic operators. To describe this condition define polynomials c$~ 
in n variables 
by the (formal) generating relation 
1 + 2 ~$,(y ,,..., y,) r”=exp f y,t” . 
n=l ( > n=l 
(34) 
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Let E = E,,, be the set of polynomials P(c), 5 E R”, 
E= {A(Qcl): QElinW, R”)}, (35) 
and let C = C,,n be the convex cone generated by E, 
C = cone(E). 
Then d is suitably admissible if the symbol of d, 
(36) 
(37) 
belongs to C for each x; that is 
p(xf 5)= i 4nCQjCx) 51, (38) 
j= I 
and the matrices Q, are continuous and sublinear functions of x. To get 
some idea of what this condition means, note that when P is a 
homogeneous form in 5 of degree n then (38) is equivalent to P being a 
sum of nth powers of linear forms, 
p(x~ t)= i (<qj(x)3,4>)". 
j=l 
(39) 
For n = 2 this condition coincides with the usual notion of ellipticity, since 
every positive semi-definite quadratic form is a sum of squares of linear 
forms. When n z 4, however, this condition is much stronger than ellipticity 
since, for example, positive semi-definite quartic forms need not be sums of 
fourth powers of linear forms. 
Thus throughout this work we will be concentrating on operators of the 
type 
y(f)f(x) = E,fP(t) Rx) = jJP(I) R(z) xl h ~n(~i’ t) & 
,=l 
and trying to understand when they can be used to approximate semi- 
groups generated by elliptic operators. An important property of these 
operators is given by 
F2(t) f(x) = E,.fPW) R, Rzx), (40) 
where R,, R, represent two independent copies of R. It is precisely this 
property which makes operators of this type so useful when studying 
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iterated binary operations on i.i.d. random variables, as described earlier. If 
R is linear in the random vector z, of either type 
or 
R(z): XHX + Qz, 
R(z): x++exp(Qz) x, 
then F is already a semi-group. This is because the sum of two indepen- 
dent random variables distributed according to P,,(s, z) and ~,,(t, z), respec- 
tively, has the distribution P,Js+ t, z). In other words, 
Pnk 2) * Pn(4 z) = P,(S + 6 z), 
where * denotes convolution (in the z variable). 
(41) 
2. CONSTANT COEFFICIENT OPERATORS ON L2 
Let d be a constant coefficient operator (n even) 
where xeRm. Make the assumption 
P(5)= 1 a,YEC, 
(1) 
(2) 
where C = C,,, is the convex cone of polynomials defined above in (1.34)- 
(1.36). Then, from (1.38), 
(3) 
for real n x m matrices Q,. Let Z(z) = Z,(z) denote the n-vector of powers 
Z 
Z(z)= f (4 Z” (4) 
and define a vector polynomial 
q: R’+R” 
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of degree at most 12, by 
q(z) = 2 QfZ(zj). 
j= I 
(5) 
Correspondingly, for R the shift operator 
R(z): x-x + q(z) (6) 
let the family of operators Y be defined by 
s(t) f(x) = E,f(Rx). (7) 
Here, as in (1.32), the underlying probability space is (R, B, P,), where 
P, = Pjn) has density .D,Jz, t). Thus 
s(t)f(x) = JR,ftx + qtz)) fi PnCzj, t, dz. (8) 
j= I 
In the setting X = L*(R”) these operators s(t) reduce to multiplication 
operators on the Fourier transforms. That is, 
G?@i = .!?(A t) m (9) 
where 
.!T(k t) =,fil jr, exp(KQJk Z(z) > 1 PAZ, t) dz. (10) 
Here f denotes the Fourier transform of J: This means that 
II 
$ myw f - Y(t) flj 2 
= 
j I 
Rm ii g(A qw- exp((-1)“‘2~1p(iA)t) *If(A)l’dl, (11) 
j=l 
where Y is the semi-group generated by ( - 1 )n/2 ~ ‘d. Suppose that & is 
strongly elliptic, so that exp(( - 1) “/2-1P(iA) t) is uniformly bounded in 1. 
Then if we can establish that 
lim idA t) - 1 = (- 1),‘2- ‘P(il), ilER”, (12) 
tl0 t 
and that for some y > 0 
I g(A t)l G eY’, lleR”‘, t>O, (13) 
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then it would follow from the Lebesque convergence theorem applied to 
the integral in (11) that Y rc-approximates 9, and thus that 
.V( t) = n:, F(dz.4). 
LEMMA I. For each fixed A E R’” 
lim s(A t) - 1 
t 
=(-l)““P’P(iA). 
IlO 
In particular, under the conditions (1.21))( 1.23) 
lim fi g(A, 6ik’(t))=exp((-1)“‘2P’P(iA) t). 
k+= j=, (14) 
Proqf: For a fixed vector v E R” define 
h(t)=jm exp(i(u, Z(z)>) p,dz, t) dz. (15) 
-n[: 
Since p,,(z, t) is rapidly decreasing as IzI -+ co, it follows that h is in fact 
infinitely differentiable, and that the derivatives can be obtained by dif- 
ferentiating inside the integral. Using the identity 
(16) 
and then integrating by parts, one obtains 
hr(t)=(-l~~p’ jya$ [exp(i(v, Z(z)>)1 Pn(G t)dz. 
(17) 
Thus, from (1.34) 
h’(0) = ( - 1 )n’2 ~ ’ &,( iv). (18) 
Substituting v = Qjll (j= l,..., I) and using (3) and (lo), the desired result 
(12) follows. The corollary (14) is now an easy limit argument. 1 
We are unable to resolve as yet whether or not (13) is valid in general, 
and thus it is an open question whether or not Y(t) = n& Y(du). Of course 
if d consists solely of terms involving derivatives of order n, so that P is a 
homogeneous form of degree n, then q(z) will be linear in z and thus we 
will have the identity r = Y. In this case then 
g(A, t) = exp( - P(A) t). 
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What we do below is use this to establish (13) for a slightly different family 
F than that given by (7). 
LEMMA II. There exists a constant E > 0 and a real-valued continuous 
function r(A), 
with 
r: R” -+ R, 
(19) 
such that 
IdA t)l ~exp(C~lI4”+r(~)l t , tlERrn. (20) 
Furthermore, E can be chosen arbitrarily small provided the coefficients of the 
linear terms in q(z) are sufficiently small. 
ProoJ: Define h(t) as above in (15). We use the formula 
n-l 1 
eis = 1 - (iO)k + B,(8) z, 
k=ok! 
BER, 
where B, is bounded, namely 
IBn(@l d $7 
Then 
8 E R. (22) 
Ih( G ‘fl i Iy 
k=O . 30 
(i(u, Z(z)>)” P&, t) dzl 
I(u, Z(z))l” IPAz, t)l dz. 
To evaluate the first integrals we use the moment conditions 
I 
co 
zk p,,(z, t) dz = 
k! 
td 
d!(n!)d ’ 
k=dn, 
-cc 
= 0, k f O(mod n). 
To evaluate the last integral we use the scaling (1.30) to write 
/_s lzlk pn(z, t)l dz= [lm 
-02 
lzlk IP&)I dz] tk’“. 
(21) 
(23) 
(24) 
(25) 
PRODUCT FORMULAS FOR PDE 239 
Then follows from (23) 
n-1 
lh(t)l < 1 + c IPk(U)l fk +p;t+ i $k(l4) tk’“, (26) 
k=l k=n+l 
where pk(u) is a polynomial in u of degree at most IZ - 1 (k = l,..., n - 1); ,U 
is a constant given by 
and rjk(juI ) is polynomial in 1111 of degree at most n (k = n + 1 
1111 represents the n-vector of absolute values 
IUI = (I~IIY, Iu,l). 
Now we use the inequality 
9.. ., n2), where 
(27) 
..,,‘~,exp(c(~)“~i); a,b, taO;c31 
to deduce from (26) 
Ih( <-$ { y exp(Hn2 IPk(U)l lllk t) 
k=l 
II1 
+ exp(n*pupt) + 1 exp 
k=n+l 
k [n2$k(b )l”‘k l)} 
Finally, from the inequality 
ii!, eXP(~j)beV( f aj); a,,..., a,>0 
j= 1 
follows 
(i 
n-1 
Ih(t)I < exp n*pu; + 1 k[n* /pk(u)l]“k 
k=l 
(28) 
(29) 
(30) 
(31) 
(32) 
The desired result (20) now follows from (10) upon substituting u = Q,A 
(j= l,..., I). The fact that E can be chosen small follows from the obser- 
vation that if u = QA then 
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where w, the first row of Q, is a coefficient vector for linear terms in 
4(z). I 
We now state the main result. 
THEOREM III. Let ~2 be an n th order constant coefficient linear partial 
differential operator, n even, whose symbol P lies in the interior of the cone 
C= C,,, from (1.35), (1.36) 
PEint(C) (33) 
Let % = gm,, be the collection of families of operators 5, where 
if = jR,fb+ q(z)) Ii PAZ/’ t) dz 
/=I 
for some 1 and some vector polynomial q(z), 
q: R’ + R”, 
of degree at most n with no mixed terms (z,z,, etc.) or constant terms. Then 
the semi-group Y generated by (- l)“‘2p ’ ~4 on L’(R”) can be 
n-approximated by some such family F E %?. 
ProoJ We first note that V is closed under operator multiplication (i.e. 
composition), and that condition (33) implies that d is strongly elliptic. 
Let 9e* denote the principal part of & and let P, be its symbol. Similarly 
let -c4, denote the remaining lower order part of Se and let P, be its sym- 
bol. Then 
P= P, + P,. 
All lower order polynomials (of degree n - 1 or less) belong to the boun- 
dary of C, in particular 
P, E bnd( C), (34) 
and thus (33) implies that 
P, E int( C). (35) 
It follows then that for any q > 0 
r/P*+P,EC. (36) 
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For fixed g E (0, 1) let 
-c9, =wf* + do, p, = YIP, + PO, (37) 
&2=(1--9)-d*, P,=(l -yI)P*. (38) 
Then, by (36), P1 E C and according to the construction described above, 
via Eq. (3 )-(S), and Lemma I, it follows that we can find a family F, E % 
whose Fourier transform multiplication factor g,(l, t) satisfies 
lim fi g1(A,6j”)(t))=exp((-1)“‘2-1 P,(iA) t). (39) k-m. 
J=l 
Let Fz = Y1, where 9, is the semi-group generated by (- 1)“‘2- ’ d2. 
Then Y2~W and its Fourier transform multiplication factor g,(l, t) is 
precisely 
Set 
(40) 
(41) 
Then 5 E % and its Fourier transform multiplication factor is 
‘a t) = g,v, 2) g*(A r). (42) 
If we can choose q small enough so as to ensure the uniform estimate (13) 
for some fixed y > 0, then it would follow from (11) that 5 
n-approximates Y. 
To see that such a choice for q can be made we argue as follows. Since 
P, is strongly elliptic there exists 6 > 0 such that 
P*(A) 3 6 114”, IIER”. (43) 
Thus it follows from Lemma II applied to g,(A, t) that 
IdA t)l Gew({C4v)-@l -?)I Il4”+4~)) f) (44) 
where r(A) satisfies (19) and 
l$ &(fl) = 0. (45) 
If we choose q small enough, then, so that 
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the exponent in (44) will have a finite maximum, yt, over A E R”, and then 
(13) will result at once. 1 
Remark. The hypothesis (33) can be replaced with strong ellipticity 
(condition (43)) together with (36), where q E (0, 1) can be any fixed num- 
ber for which (46) holds. This is in fact precisely the condition used in the 
proof. 
We point out that powers z; in q(z) from (8) can always be replaced with 
t, and 5 will still z-approximate Y. This introduces the deterministic semi- 
group B(t) in the factorization (1.16). It has the advantages that 
(i) F = Y will hold whenever d involves (only) derivatives of 
orders 1 and n; 
(ii) The degree of q will be at most n - 1. 
To see this observe that for y E R” 
Let 
d(u)=KY1,..., Yn-l?O)+Yn. (47) 
h,(t)=exp(iu,t)JY 
-m 
exp(i~~:uk;*)p~(z,t)dz, 
similar to (1.5). Then, exactly as in the proof of Lemma I, one shows that 
h;(O) = iv, + d,(iol ,..., iu,- 1, 0). (49) 
Thus (18), and therefore Lemma I, attains as before. Since 
it is clear that the estimate in Lemma II remains valid as well. 
We further point out that powers z,“, k > n, in (8) are of no effect, and F 
will still rr-approximate Y. That is, the contribution of such terms to F(t) 
is o(t), and as such completely disappears from the product integral 
n:, F(du). To see this, let 
W=jm exp(i<u, Z(z)> + W)) PJZ, t) dz, (51) -cc 
where $(z) is a real polynomial in z involving only powers of z greater than 
n. Since, by (1.34), 
(52) 
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it follows as in the proof of Lemma I that (18), and therefore, Lemma I, 
holds. Using ( 15) and (25) it follows that 
P,(f) - h(f)1 < irn lw(W)) - 11 Mz, t)l dz -cc 
d l 3c l$(z)l IP~(z, t)l dz = o(t). -m 
Furthermore, this o(t) involves only first powers of (absolute values of) 
coefficients in $. Thus Lemma II can again be salvaged. 
3. OPERATORS WITH PURELY TIME DEPENDENT COEFFICIENTS ON L2 
The notion of rr-approximation defined in Section 1 extends to evolution 
systems {@(t, s): 0 < s 6 t} with time dependent generators {d(t): t > 0). 
DEFINITION. An evolution system 43 is said to be rc-approximated by the 
family of bounded linear operators { 5(u, t, s): u > 0,O 6 s 6 t } if 
%(t, s) = fi F(du, t, s) (1) 
in the strong operator topology. That is, in the strong sense 
where 
@(t, s) = !irn, .fi Y(6jk)(t, s), t, s) (2) 
/=I 
Sj”‘( t, s) > 0; j = l,..., k, (3) 
c Sk)(t, s)= t-s, I 
j= 1 
and 
lim max ~?!~)(t s)= 0. 
k-cc L<j<k 
I ’ (5) 
Note in (1) that the variable of integration, u, only appears once, as du. 
Let d(t) be a linear partial differential operator with purely time depen- 
dent coefficients 
(6) 
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where x E R”. Assume that the coefficients uor are Lebesgue locally 
integrable functions of time. Further make the assumption that 
where C = C,,, is the convex cone defined above in (1.34)-( 1.36). It is well 
known that finite dimensional convex cones are closed under integration, 
irrespective altogether of the topology of the cone. Hence, it follows as in 
Berger and Sloan [4, Sect. 8.11 that 
1 1 
- s P(<, z) dz E c, O<s<t. t-s s (8) 
Thus we can write 
(9) 
for real n x m matrix functions Q,(t, s). The index limit I can be chosen 
independent of t, s by virtue of Caratheodory’s algorithm, which assures 
that any element in C can be written as a sum of (“,‘“) - 1 or fewer 
elements from E (in (1.35)). In this connection note that (“,‘“)- 1 is 
precisely the number of distinct monomials in the variable x E R” of degree 
n or less (excluding the constant monomial of degree zero). Define a vector 
function, polynomial in z, 
q(t, s): R’ -+ R” 
of degree at most n in z, by 
dt, s, z) = i Q,%, 3) Z(z,). (10) 
/=I 
Correspondingly, in complete analogy to (2.6), (2.7), for R(t, s) the shift 
operator 
R(t,s,z):xHX+q(t,s,z) (11) 
let the family of operators Y be defined by 
F(u, t, s).f(x) = E,f(R(t, s) x). (12) 
That is, 
y(u, t, s) f(x) = jR,.nx + q(t, 3, z)) fi pi&,, u) dz. 
j=l 
(13) 
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Once again, in the setting ?Z= L2(R”‘) these operators become mul- 
tiplication operators on the Fourier transforms 
(14) 
where 
g(k u, 1, s) = fI jr exp(i(Q,(t, .Y) AZ(z)>) Pn(-7, u) dzz. (15) 
,=, --‘x 
Thus, in analogy to (2.11) 
= R” fi g(j~.6:“1(t,r).i.~)-exp((-1)“~2~’~~P(I,r)llr)2~~(1)/2~~. 
s I ,=l 
(16) 
where % is the evolution system generated by (- I )‘I2 ’ ,d. Suppose that 
j’: J&‘(Z) dz (defined d’ nectly through (6) by integrating) is strongly elliptic 
so that exp( (- 1) n’2 ’ j;. ( ‘A P I , 5 ) d ) r is uniformly bounded in A. Then if we 
can establish that 
lim g(i, u, t, s) - 1 ( - l)+ ’ 
I 
’ 
P( ij., T) dz, 2 E R, (17) I‘ 1 0 u 1 - s J 
and that for some “~(t, S) > 0 
then it would follow from (16), via the Lebesgue convergence theorem, that 
‘a( t, s) = n:. F(du, t, s). 
In fact ( 17) follows from Lemma I and, as above, we are uncertain 
whether or not (18) holds. Thus whether or not the family Y defined 
above through (9), (lo), (13) z-approximates ui% is an open question. 
Nevertheless, the following result is still valid. 
THEOREM I. Let s&‘(t) he an nth order linear partiul differential operator 
u,ith purely time dependent coefficients, n even, whose symbol P(r, t) lies in 
the interior of the cone C = C,,, ,from (1.35) (1.36) for each t 3 0, 
P(5, t) E int(C), t > 0. (19) 
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Let C = C,., be the collection qf families of operators F-, where 
F(u, t, S)fb) = jR,,f(X + dt, s, 2)) r!I P,l(Zi’ u) dz 
j= 1 
,for some I and some vector ,function q( t, s, z), polynomial in z, 
q( t, s): R’ + R”, 
of degree at most n with no mixed terms or constant terms. Then the 
evolution system J2 generated by (- l)nf2P ’ LZ? on L2(R”) can be 
z-approximated by some such .family .F E %. 
Proof The generators d(t) are mutually commutative; that is 
cd(t2) .d(t,) = d(t, 1 d(t2); t,, t230. (20) 
Thus the evolution operator J&(t, s) is identical with the semi-group 
operator .Y,.,,( t - s), 
%?l(t, s)=,Y ,,,, (t-s), (21) 
where Y,,,Y is generated by (l/(t -s)) s,:, d(r) dz. (See Dollard and Fried- 
man [ll, Theorem 1.31.) It follows from (19) that the symbol of 
(l/(t - s)) {: x2(t) dz satisfies (2.33) 
&jr P(5, r) dt E int(C), 
5 
(22) 
and thus Theorem 2.111 applies to Y,,,. Now simply make the observation 
I ., 
n .F(du, t.s)=+(du, t,s). 1 
0 5 
(23) 
It follows from (21) and the observations at the end of the preceding sec- 
tion that powers z; in q(t, s, z) can be replaced with t-s, and powers 
zf, k > n, can be added, with no resulting effect on the product integral 
n,;, F(du, t, s). 
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