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Introduction
This article is concerned with inference about endogeneity caused by a binary variable in count data models. Unlike the case with a continuous endogenous regressor, such models cannot be consistently estimated by two-stage residual-inclusion procedures, making it necessary to use other estimation techniques. For instance, nonlinear instrumental variables estimation as introduced by Mullahy (1997) is general enough to be applicable irrespective of the binary nature of the endogenous regressor, and can therefore be used to conduct Hausman tests of endogeneity. If the focus is solely on testing exogeneity, however, easily implementable two-stage residual-inclusion also provides a valid test which was first proposed by Wooldridge (1997) . Furthermore, if the researcher is willing to introduce parametric assumptions about the error structure of the model (Terza, 1998) , significant efficiency gains might be exploited and alternative tests for exogeneity can be implemented.
Despite its rather specific nature, estimation of count data models with a potentially endogenous dummy variable is very common in the empirical economics literature, and with estimation routines for this models becoming available in statistical software packages 1 the number of applications is bound to increase further. Earlier examples of count data models with an endogenous dummy variable include Windmeijer and Santos Silva (1997) , who study the effect of a binary measure of self-reported health on the number of physician consultations; Terza (1998) The model has also been the subject of more theoretically-oriented work, which developed semiparametric procedures to estimate the model under less stringent assumptions (e.g. Romeu and Vera-Hernandez, 2005; Masuhara, 2008); a Bayesian version of the model is analyzed in Kozumi (2002) . However, since the impact of these developments on applied work is more modest, and given that the focus of this article is on tests for exogeneity that are relevant for applied empirical practice, the analysis will be limited to exogeneity tests obtained under more widespread -if more restrictive-model assumptions.
Below, various tests for exogeneity in a count data model with a binary endogenous regressor are presented and their performance is compared in small and moderately-sized samples through Monte Carlo simulation. This article is restricted to the just-identified case with one instrument.
As a benchmark, the Hausman test that contrasts efficient and consistent estimates is evaluated against various univariate Wald tests based on an estimated parameter that captures the degree of endogeneity. Among them, a new test of particularly easy implementation is presented. The tests are assessed with regards to sensitivity to instrument strength and to mild and moderate model misspecification of the data generating process. A key result of interest to practitioners is that, overall, the two most easy-to-implement tests, including the new test, displayed very acceptable empirical size and power properties among the presented tests, often outperforming the other tests.
Frequently endogeneity tests are conceived as pretests to decide whether a model estimated with an estimator that is consistent under endogeneity can be re-estimated with a more efficient estimator that is only consistent under exogeneity. However, recent work by Guggenberger (2008) in a linear IV model context demonstrates that using a Hausman pretest can be devastating for inference on second stage tests. Thus, further simulations are performed to address the question of how exogeneity pretests affect inference about the effect of the potentially endogenous binary variable in count data models. Here, the results turn out to be less encouraging, as severe size distortions suggest that researchers should refrain from using these exogeneity tests as pretests.
The rest of the article is organized as follows. Section 2 presents the model under consideration.
The tests for exogeneity are introduced in the next section. The design of the Monte Carlo 2 experiment and its results are discussed in section 4, while section 5 contains some conclusions.
Count data regression models with a potentially endogenous binary variable
The model considered here will be a model for a count dependent variable, y, whose mean, conditional on a vector of observed explanatory variables x, a binary variable d and an unobserved error component ε, is an exponential function of a linear index of (x, d, ε):
Concentrating the analysis to this class of models means that the conclusions of this article are relevant to a wide range of applied work, since both Poisson and Negative Binomial regression, the two most extensively used count model estimators, fall by default into the class defined in (1) 2 .
Note that including the error term ε in the exponential function as opposed to additively outside the function corresponds to the interpretation of ε as further variables that affect the expectation of y (but that are unobservable to the econometrician) and should be treated symmetrically to the observed variables 3 .
If the regressors x and the dummy variable d are statistically independent from ε, the condi-
assuming that the mean of exp(ε) is constant and that x includes a constant first element, as then β * is equal to β but with first element shifted by ln E[exp(ε)] (cf. Windmeijer and Santos Silva, 1997 if ε is distributed as log-normal or exp-gamma, then the resulting models marginal of ε are the Poisson-log-normal and the negative binomial regression model, respectively. However, because of its robustness to distributional misspecification and easy implementation, it is very common to
give up full efficiency and estimate models satisfying (2) by Poisson pseudo maximum likelihood (cf. Wooldridge, 1997) , which yields consistent estimates of (β * , β d ) irrespective of the distribution of ε. Nonlinear least squares estimation is also consistent, but is less frequently encountered in the count data context as it neglects the count nature of the dependent variable. Consistency up to the first element does not hold in general for nonlinear models but is a specific consequence of the multiplicative separability of linear combinations in the exponential function.
For continuous elements of x, the parameters β have the interpretation of (semi-)elasticities with respect to the conditional expectation function (CEF), i.e. for the kth regressor
while for discrete regressors, as for instance the binary variable of interest here, direct interpretation of the coefficients is only suitable as an approximation to the discrete partial effect exp(β d ) − 1. Note that for both marginal and discrete partial effects as well as for predictions of CEF, inconsistent estimation of the first element of β is inconsequential 4 .
The binary variable d is endogenous in model (1) whenever it is not statistically independent from ε and, thus, the second equality in (2) does not hold. Estimation of the model neglecting endogeneity yields inconsistent estimates of all parameters, even when the regressors are orthogonal.
To pin down the source of this dependence one can recur to modelling d as
where z is a vector of observable variables, possibly including at least some elements from x, and the unobserved error component v follows some joint distribution with ε from (1). Terza (1998) proposed to specify the distribution of (ε, v) conditional on the exogenous variables (x, z)
4 While the partial effects do not depend on the first element of β, predictions of CEF are consistent because x β * is consistent for x β + ln E[exp(ε)].
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as bivariate normal according to
which defines a probit model for (3). Also, statistical dependence is captured entirely by the correlation parameter ρ ∈ [−1, 1] which yields independence whenever ρ = 0. Thus, the hypothesis of exogeneity can be stated as H 0 : ρ = 0 with alternative H 1 : ρ = 0 corresponding to endogeneity.
Tests for exogeneity
The most widely used test for exogeneity is probably the Hausman test, since it is applicable in a vast number of situations. In the context of the model discussed here, it has the advantage that it does not require assumption (4). After shortly discussing Hausman tests, the exposition will turn to univariate Wald tests, first presenting two tests based on Terza's (1998) full information maximum likelihood estimator and a more general two-stage method of moments estimator. Finally, two tests of particularly easy implementation are discussed, which also rely on estimation in two stages: a new test based on a first order approximation to the method of moments estimator and a residual inclusion estimator.
Hausman contrast tests
The Hausman test (Hausman, 1978) in its most general form contrasts two estimates obtained from different estimators. In the case of endogeneity, one of the estimators is consistent under both the null hypothesis (exogeneity) and the alternative (endogeneity) while the second estimator is inconsistent under the alternative but efficient (relative to any linear combination of the two estimators) under the null hypothesis. Then, denoting byβ C the consistent estimate and byβ E the efficient one, the Hausman test statistic is
with the degrees of freedom of the χ 2 distribution, j, being equal to the dimension of the β-vectors involved in h.
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An early application of a Hausman test to count data models with endogeneity is provided by Grogger (1990) , who suggested calculating the corresponding test statistic with estimates from
Poisson ML and a nonlinear instrumental variables (NLIV) estimator based on an additive error to the CEF. However, this estimator is inconsistent under a multiplicative error defined implicitly as exp(ε) in (1) (Dagenais, 1999; Terza, 2006) , and Mullahy's (1997) GMM estimator is therefore more appropriate to estimateβ C . In the just-identified case studied here, this estimator is the NLIV based on the residual function r ≡ y exp(−x β − β d d) − 1 which, given an appropriate instrument z, implies the moment condition 
Sometimes this Hausman test is implemented by additionally including all elements of β in the contrast, but both Creel (2004) and Chmelarova (2007) find that h 1 outperforms the full-β-version of the test in finite samples.
The denominator of h 1 results as a special case of the variance of a difference of estimates when the minuend is the efficient estimator, as then Cov(β E , β C ) = V ar(β E ) (Hausman, 1978) .
There are two routes of potentially improving on h 1 . The first would be to specify the distribution of ε and then calculating the corresponding ML estimator. For instance, if (4) holds, the model for y conditional on observables is a Poisson-log-normal (PLN) mixture. As the PLN estimator is efficient relative to the Poisson estimator in this model, a Hausman test statistic calculated by substituting the PPML estimates by PLN equivalents could perform better:
A second procedure in the vein of Weesie (1999) 
If the errors follow a bivariate normal distribution, all three tests are asymptotically equivalent.
If not, h 2 is inconsistent, but h 1 and h 3 retain their consistency. The performance of the two additional variants relative to h 1 is less clear in finite samples. For h 3 the potential gains depend crucially on the small sample properties of the covariance estimator. Likewise, for h 2 to outperform h 1 the higher precision of PLN relative to Poisson -which is an asymptotic result -needs to be visible enough in finite samples.
Wald tests
There are alternatives to the Hausman contrast test for exogeneity. For instance, in the linear IV model, estimating a reduced form for the endogenous variable in order to obtain residuals which can be plugged into the structural equation leads to an asymptotically equivalent test for endogeneity (Hausman, 1978) . Monte Carlo simulations in Chmelarova (2007) show that Wald versions of the Hausman test often have better properties than the contrast version under a series of different conditions. However, the endogeneity in count data models in Chmelarova (2007) concerns continuous regressors, so that the residual inclusion technique is consistent. Residual inclusion in the framework discussed presently with an endogenous dummy, on the other hand, yields inconsistent estimates 6 . Nevertheless, a number of consistent Wald tests are available.
First, Wooldridge (1997) suggests that while the procedure yields inconsistent estimates, the test based on residual inclusion is consistent. Second, if one is willing to impose (4) and a distributional assumption for y|x, d, ε, one can recur to Terza's (1998) maximum likelihood estimator, which explicitly estimates the correlation coefficient of the bivariate normal distribution so that 6 Terza, Basu and Rathouz (2008) show that residual inclusion in nonlinear models is inconsistent in general.
Discussions of consistency of residual inclusion in Poisson PML models with continuous endogenous regressors and inconsistency with binary regressors can be found inter alia in Wooldridge (1997) and Winkelmann (2008) .
the hypothesis ρ = 0 can be tested directly. Relaxing the distributional assumption on the dependent variable still allows to estimate a scaled version of ρ based on (4), which can be used to test for endogeneity. Last, related to an idea expressed by Greene (1995 Greene ( , 1998 for sample selection in count data models, one can derive a test based on the inclusion of an inverse Mills ratio term in the structural equation. While the second strategy yields consistent estimates for β d under the alternative, the first and last do not. Their advantage, however, lies in their easy implementation, since only a standard Poisson regression is needed to carry out these tests.
Full information maximum likelihood and two-stage method of moments estimation
Assuming that (4) holds and that y|x, d, ε follows a Poisson distribution with expectation (1), maximum likelihood estimation of the joint model proceeds by maximizing the sample log-likelihood
, with f (·) denoting the probability density function, which given the assumptions is equal to (Terza, 1998) 
; Φ(·) and φ(·) denoting the cdf and pdf of the standard normal distribution, as usual. While the expression for f (y, d|x, z) has no closed form solution, it is possible to approximate it through Gauss-Hermite quadrature. Given the ML estimateρ, the null hypothesis H 0 : ρ = 0 is tested constructing the t-statistic
with s.e.(ρ) indicating any usual asymptotically valid ML standard error ofρ.
Terza (1998) also suggested a two stage estimation of this model which leaves f (y|d, x, z, ε)
unspecified. While the relaxation of assumptions is rather moderate as bivariate normality of the errors is maintained, the gains of such a procedure lie mostly in increased computational stability 7 . Consider (1) under assumption (4):
with θ = σρ. To estimate this model in stages, first a probit regression is performed to obtain estimates of γ, so that in a second stage estimation optimization proceeds with respect to (β, β d , θ).
Terza's (1998) suggestion is to implement the second stage as nonlinear least squares (NLS), or as nonlinear weighted least squares (NWLS) if the researcher wishes to incorporate a priory knowledge of the distribution of y|d, x, z, ε.
In the present work, however, the second stage estimation will also be implemented as a
Poisson pseudo-ML regression, i.e., estimates of (β, β d , θ) are obtained by maximizing a pseudolog-likelihood function of the Poisson distribution with expectationλ ≡ exp(
This estimation strategy represents a compromise between NLS and NWLS, in the sense that it is bound to be more efficient for count data than NLS since it takes account of the inherent heteroskedasticity characteristic of count data 8 , while it avoids the computational difficulty of the more efficient NWLS procedure.
With an estimate of θ, the pertinent t-statistic of the test with null hypothesis H 0 : θ = 0 is
Inverse Mills ratio inclusion
It is possible to approximate the estimation of the two-stage method described above without the need of estimating a Poisson regression with meanλ, which in general requires some extra programming as standard econometric software usually only allow to specify variables entering a 7 An important aspect of leaving f (y|d, x, z, ε) unspecified is that it broadens the class of models this estimator is applicable to to other non-counts exponential CEF models. linear index in the exponential function. The starting point of this approximation is again (1) under assumption (4), which written separately for the two possible outcomes of d is
Taking logarithms of the endogeneity bias correction terms Q 0 and Q 1 allows to write them as part of the linear index in the exponential function. Furthermore, the first order Taylor series expansion of log Q 0 and log Q 1 around θ = 0 is
so that the second stage of the former estimator can be approximated by estimating a Poisson pseudo-ML regression with expectation
and replacing m with a consistent estimatem obtained with probit estimatesγ 9 . This lends itself to a new test for exogeneity: If ρ = 0 the approximation is exact, so that the pseudo-ML estimates of θ will be consistent under the null hypothesis of exogeneity and the test statistic t 2 in (7) can be used.
Residual inclusion
While a glance at the pertinent literature shows that many resarchers are comfortable with assumption (4), the test proposed in Wooldridge (1997) is consistent under weaker distributional assumptions as it does not require bivariate normality. It does, however, in contrast to the Wald tests considered so far, require instruments.
The residual inclusion estimation procedure consists in including residuals from the reduced form equation for the endogenous variable in the linear index of the second stage exponential CEF. The two key assumptions for consistency of this technique are independence of the reduced form residuals from the instruments and linearity of the CEF of ε given v. The linear CEF condition holds if, as considered so far, the error terms are bivariate normally distributed. However, 9 This technique has also been used by Angrist (2001) to approximate a Tobit MLE.
independence of the residuals from the instruments is unlikely to hold in the binary case. Nevertheless, as pointed out by Wooldridge (1997) , the procedure is still valid to test for exogeneity, since under the null hypothesis of d being exogenous the two assumptions on the errors need not hold as then the CEF reduces to (2). I.e., while the procedure does not yield consistent estimates, it does provide a valid Hausman-type Wald test for endogeneity.
Starting with assumption (4), the CEF of ε given v is E(ε|v) = θv, with θ = σρ as before. Therefore, it is always possible to write ε = θv + error, with this error being independent of v by construction. Thus, the suggested test would proceed by replacing ε in (1) with θv + error and conditioning y on x, d and v (instead of ε). That is, estimating
by Poisson pseudo-ML, usingv = d − Φ(z γ) for the unobserved v, where estimates for γ could be obtained from a probit regression or, alternatively, from other models for binary dependent variables such as the linear probability model, which would produce residualsv = d − z γ. Again, the null hypothesis of exogeneity is expressed as θ = 0 and the test statistic t 2 can be used.
A Monte Carlo simulation study
To assess finite sample properties of the tests discussed in the previous sections, a Monte Carlo simulation experiment is conducted. Bearing in mind the known limitations of such an approach, special care has been placed on addressing a variety of issues concerning the performance of the tests under different conditions, such as moderate misspecification and unavailability of instruments, as well as suitability of the tests for pretesting. All programming has been written in GAUSS, pseudo-random number generators and other subroutines used were taken from GAUSS' libraries; code and a supplementary appendix containing more extensive results are available from the author on request.
Experimental design
Every reported simulation proceeded by drawing a random sample of size n from two independent standard normally distributed variables, x and z. Next, the errors ε and v were drawn from some 
A table containing the descriptions of the precise data generating processes that were used in producing the results discussed below can be found in the appendix (cf. Table 6 ).
The next subsection discusses empirical size and power of the proposed tests under ideal assumptions on the data generating process, i.e. with assumption (4) holding. Next, the discussion centers on the tests that theoretically are able to identify exogeneity in the absence of instruments, assessing the goodness of their performance under this condition in the simulations. Results under misspecification of the data generating process are considered next, and the section closes considering the effect on the empirical size of tests onβ d after using endogeneity tests as pretests to choose between estimators for the model.
Empirical size and power
The first three columns of Table 1 displays rejection frequencies of the false null hypothesis under ρ = 0.2 (columns 4 to 6) and ρ = 0.5 (columns 7 to 9). The performance of H1 and H2 are practically indistinguishable. This implies that there might be very small or even no gains at all from implementing H2 instead of the more robust H1, even under an ideal DGP for H2.
- Table 1 The DGP in Table 1 Table   1 with columns labelled (2) in Table 2 gives an idea. While the Hausman and residual inclusion tests suffer severe power loss, TSM PPML and the inverse Mills ratio inclusion tests are barely affected. Figure 1 
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weakened. Meanwhile, tests as TSM PPML and IMRI seem to be able to compensate this loss with the increased variance of the systematic part which allows them to exploit more fully their functional form assumption.
- Figure 1 about here -
The remaining columns in Table 2 , labelled (1) and (3), show rejection frequencies of the null hypothesis for further instrument strength scenarios. Here Var(γ z z + γ x x) is reset to unity as in Table 1 , and only the fraction of it due to Var(γ z z) is modified to 0.25 (1) and 0.75 (3), inducing a weaker and stronger instrument, respectively. The results show that only IMRI-TSA and RI-TSA reach appropriate size in the weak instrument case. In the scenario with the strong instrument, results are very similar to Table 1 , with FIML capitalizing on its efficiency, followed by a more equalized middle field including H1, TSM PPML and their approximations IMRI and RI. TSM NLS and H2 display markedly lower power, and H3 again falls prey to its strong underrejection problem.
- Table 2 
Identification by functional form
Having observed the performance of FIML, TSM PPML and IMRI-TSA under reduced impact of the instrument (cf. Fig.1 ), a natural question is whether identification can be achieved by functional form alone, prescind from any instrument z. To this end, the DGP is specified as before, but setting γ z = 0 and maintaining γ x = √ 0.5. Results are shown in Table 3 in columns labelled
(1) for sample sizes of 500 and 2'000 observations. The results prove to be rather discouraging, as both FIML and TSM PPML display empirical sizes that render the tests useless 13 . IMRI-TSA's overrejection is not as pronounced, but the test lacks power in this setup. The exercise is repeated in columns (2) by strongly increasing the variance explained by the systematic part. To this end, γ x is set to √ 2. However, little change is evident in the results for sample size 500. In the entries corresponding to the larger sample, on the other hand, some improvement is noticeable for TSM PPML and IMRI-TSA, the latter's overrejection being only mild and showing increased power. Having empirical applications in mind, nevertheless, it seems that results from columns
(1) represent a more realistic setting regarding instrument strength, so that the presence of an instrument in the DGP seems to be necessary for testing in finite samples.
- Table 3 about here -
Results under distributional misspecification
When specifying a parametric model, a natural concern relates to the robustness to distributional misspecification. In the context of count data, for instance, the overdispersion precluded from a Poisson distribution has been a major preoccupation which has led a portion of the empirical Table 4 illustrate the performance of selected tests under the baseline DGP from Table 1 but with the modification y|x, d, ε ∼ N egBinI with expectation λ as before, and variance 2λ. Only IMRI-TSA displays correct size. FIML overrejects quite severely, while TSM PPML does less so, but has noticeably less power than in the baseline case. H1 underrejects and ranks as the least powerfull among the compared tests.
To assess sensitivity of test size to the crucial assumption of bivariate normality, a DGP is implemented where the errors (ε, v) are independent and follow marginal distributions different from the normal. The chosen distributions are the exp-Gamma(1,1) for ε, which combined with a Poisson distribution for y conditional on observables and ε, yields a NegBinI distribution for y conditional on observables only; and a logistic distribution for v, scaled as to have unit variance, which gives a logit model for d. It might be argued that these modifications represent rather moderate departures from the distributional assumptions. However, there are at least two reasons for considering such a scenario. First, as mentioned before, there is a large body of empirical literature that uses NegBin and logit models, which consequently must imply either that there exists a large number of real-world problems where assuming negative binomial and logit processes is sensible, or that said literature's distributional assumptions are wrong. The former reason might find wider approval. Second, if the researcher has a strong belief in some form of significant departure from normality of the errors which goes beyond exp-Gamma or logit, she might as well opt to model this explicitly. Further, one might be interested in the performance of the tests under mild misspecification, since tests that do not conform to one's expectations even under these circumstances might as well be regarded as useless in view of the inherent uncertainty faced with respect to the 'true' data generating process. In other words, rather than her assumptions coinciding exactly with reality, all the applied econometrician might hope is that her assumptions 14 Corollary 1 in Romeu and Vera-Hernandez (2005) establishes consistency of (β,β d ) excluding the constant element, which is shifted. The estimateρ is inconsistent for ρ but equals 0 whenever ρ does, securing consistency of the exogeneity test.
approximate the underlying data generating process reasonably well.
- Table 4 about hereSetting these concerns apart and considering the results of this analysis as shown in the third column in Table 4 , the tests do present some minor size distortions, with H1 and IMRI-TSA underrejecting, and TSM PPML and RI-TSA overrejecting H 0 . FIML's overrejection is more substantial. In order to analyze empirical power of the tests under non-normal marginals, dependence between the errors is induced by random sampling from copula functions. Columns 4 and 5 in Table 4 show rejection frequencies of the null hypothesis of exogeneity when the errors' joint distribution is generated from a bivariate Gaussian copula with exp-Gamma and logistic marginals, with dependence parameter θ GC equal to 0.2 and 0.5, respectively. Note that θ GC , although having the same domain, is not a correlation coefficient as in the bivariate normal distribution, and thus comparisons to other tables are not valid. However, both columns reproduce the familiar pattern of the more parametric tests outperforming the supposedly more robust ones.
Also, RI-TSA, which displayed power comparable to H1, clearly surpasses H1 in this setting. The last two columns in Table 4 contain results obtained by letting the joint distribution of the errors be determined by a Frank copula with the same non-normal marginals as before. The Frank copula induces positive dependence between the variables through the parameter θ F C ∈ (0, ∞),
with independence resulting as a special case when θ F C = 0. The parameter is set to 1 in the sixth column and to 10 in the seventh column in Table 4 . While for the weaker dependence power between the tests is rather similar, differences are considerably more pronounced for the case of stronger dependence. The ranking of the tests is almost the same as with the Gaussian copula, except for FIML falling back to third place. On the whole, these results seem to indicate that the tests relying on the bivariate normality assumption might perform equally well in non-normal settings as the other tests. Furthermore, IMRI-TSA's actual type I error seems never to be larger than the level determined by the nominal size.
Exogeneity tests as pretests: A cautionary note
By far the most common use of tests for exogeneity is probably as pretests in order to choose be- - Table 5 about hereInspection of the results displayed in Table 5 suggests that the use of pretests for exogeneity leads to severe size distortions unless ρ = 0. Moreover, the overrejection is increasing over the range of ρ shown in the table, except for FIML. The reason for this is that for weaker levels of correlation, the weak power of the pretests leads to second stage tests being performed with
Poisson ML estimates whose bias for low ρ is sufficiently small as to not always reject H 0 . Loosely speaking, as ρ increases, the bias in β d increases faster than the power of the pretests, leading to higher rejection frequencies for all tests. Eventually, all second stage tests' overrejection lowers, but except for FIML the turning point is after ρ = 0.5.
It is clear from the estimated rejection frequencies which are nowhere near the nominal size, that inference on structural parameters after pretesting in this model is likely to lead to false 15 Second stage tests do not use RI-TSA and IMRI-TSA estimates as these are inconsistent unless ρ = 0.
results and should thus be avoided. It should be stressed, however, that the pernicious effect of pretesting is due to interpreting the failure to reject exogeneity as that the variable in question is exogenous (absence of endogeneity). Obviously, exogeneity tests can be used to provide empirical evidence of the presence of endogeneity. This can be important in its own right, as for putting theories to test, and it can also provide ex-post empirical confirmation for a-priori concerns about potential endogeneity.
Conclusions
In this article some tests for exogeneity of a binary variable in count data regression models, Therefore, practitioners are well advised to avoid using these tests as pretests. However, given that theoretical concerns about endogeneity have led a researcher to implement an estimation procedure that accounts for this, endogeneity tests can be used to obtain ex-post empirical evidence of these concerns having been justified. 
