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SPACE-VALUED DIAGRAMS, TYPE-THEORETICALLY
(EXTENDED ABSTRACT)
NICOLAI KRAUS AND CHRISTIAN SATTLER
Abstract. Topologists are sometimes interested in space-valued diagrams
over a given index category, but it is tricky to say what such a diagram even
is if we look for a notion that is stable under equivalence. The same happens
in (homotopy) type theory, where it is known only for special cases how one
can define a type of type-valued diagrams over a given index category.
We offer several constructions. We first show how to define homotopy
coherent diagrams which come with all higher coherence laws explicitly, with
two variants that come with assumption on the index category or on the type
theory. Further, we present a construction of diagrams over certain Reedy
categories. As an application, we add the degeneracies to the well-known
construction of semisimplicial types, yielding a construction of simplicial types
up to any given finite level.
The current paper is only an extended abstract, and a full version is to
follow. In the full paper, we will show that the different notions of diagrams are
equivalent to each other and to the known notion of Reedy fibrant diagrams
whenever the statement makes sense. In the current paper, we only sketch
some core ideas of the proofs.
1. Introduction and Background
Working with categorical constructions internally in (homotopy) type theory is
a delicate task. To illustrate this, consider the possibly most straightforward ap-
proach of defining the notion of a category, which might be the following. We may
say that a category consists of a type A of objects; for any x, y : A, a type of mor-
phisms Hom(x, y); a composition operation ◦ : Hom(y, z)×Hom(x, y)→ Hom(x, z);
and the identities. On top of this, we would like to add some laws, namely as-
sociativity h ◦ (g ◦ f) = (h ◦ g) ◦ f and rules for the identities. However, when
stating these rules in type theory, our only option is to use the internal equality
type. This does not simply give us proof-irrelevant laws, but it gives us new struc-
ture.1 To take an example, there is more than one way to prove an equality of
the form k ◦ (h ◦ (g ◦ f)) = ((k ◦ h) ◦ g) ◦ f . Put differently, the associativity rule
cannot be treated as a law, but rather has to be seen as an operator. To ensure
this operator’s well-behavedness, one needs to add a rule which corresponds to the
well-known pentagon one has in the definition of a bicategory. Unfortunately, this
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1Remark: In some formulations of dependent type theory, the axiom UIP, uniqueness of
identity proofs, sometimes called Streicher’s axiom K, is assumed. This ensures that any two
elements of the same equality type are themselves equal. In this case, one can treat equalities as
laws rather than structure. This axiom changes many aspects of the theory, and many parts of our
current paper would (just as many other results of homotopy type theory) significantly simplify
in such a setting. In the current paper, we consider type theories without UIP, in particular
theories considered in homotopy type theory, where UIP would be an inconsistent axiom. (Our
strictification construction could be of interest even in a system with UIP.)
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2 NICOLAI KRAUS AND CHRISTIAN SATTLER
pentagon can again not be stated as a proof-irrelevant law, but constitutes struc-
ture requiring coherences. If we continue this way, what we might eventually get is
an (∞, 1)-category, but stating the full definition in this way is an open problem.
As stating all coherences is so involved, one may suggest to simply ignore the
need for coherence structure and laws at some point and settle for an “incomplete”
definition. The downside of such an approach is that certain constructions will not
work or lead to structure weaker than the one we have started with. For example,
consider an (ordinary) category C with an object x, for which we have the slice
category C/x (sometimes also written as comma category C ↓ x). One can quickly
check that composition in the slice category requires the associativity law in C. One
level higher, in the case that C is a bicategory, we do need coherence of associativity
in C (i.e. the pentagon law) in order to show that composition in C/x is associative,
and this “level-shift” seems to happen at higher levels in the same way.
What is particularly intriguing is that type theory does have some structures
which form an ordinary “strict” category, where the associativity and identity laws
hold judgmentally (i.e. both sides of the relevant equation are definitionally equal,
i.e. have the same normal forms). The standard example is a type universe: objects
of the corresponding category are types, and morphisms are functions. Associativity
of function composition and identity laws hold “on the nose” (at least under the
usual assumption of a judgmental η-law for functions). However, being unable to
state what such a strict category is inside type theory, we are of course unable to
describe this property internally.
Without the possibility to express the strict categorical structure of a universe
U in type theory, it is also difficult to say what a type-valued diagram over a given
index category D is. Say, D is an externally fixed category (i.e. it is given as a
normal category outside of the type theory), and we want to express inside type
theory what a type-valued diagram over D, i.e. a functor from D to U , is. In
other words, we want to find a type of such functors. Again, a somewhat canonical
attempt is to say that, to give a functor F , we should have a type F (X) : U for every
object X in D; a function F (f) : F (X)→ F (Y ) for every morphism f ∈ D(X,Y );
and equalities for the functor laws. Unsurprisingly, we get the same problem as
before: the equalities we give form structure which requires coherence in order to
be well-behaved, but the tower of needed coherence laws is a priori infinite and
hard to describe.
At this point, we want to note that the described phenomena are not at all new
discoveries of type theory. Quite the contrary, these problems have been well-known
in the mathematical communities for algebraic topology / homotopy theory for a
rather long time. There, people have encountered very similar problems, namely
that certain properties should be expressed in a homotopy-invariant way in order
to be well-behaved, which however requires coherence conditions that are hard to
handle (see Boardman–Vogt [5]). What (homotopy) type theory does is offering a
new view on the same old problems. By offering a new view, it also has the potential
to offer new approaches which can be used in the original mathematical settings.
In our case, “type-valued diagrams” could for example be translated quite naively
to “space-valued diagrams”, for a notion of space that is modelled by something
close to a fibration category as introduced by [6]. In this context, the work of
[7, 19, 22, 10] is very related. For example, [22, Lem. 3.18] gives an alternative
correspondence between what we call weak diagrams with and without identities.
The two described problems, namely describing the structure of a category, and
describing type-valued functors, are very closely related. If we were able to express
the coherent categorical structure of U , we could reasonably hope to be able to use
it for expressing the coherent structure of functors into U . Vice versa, one model
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for (∞, 1)-categories (that is, categories with infinitely many “levels of coherence
structures”) are complete Segal spaces [18]; and indeed, these are space-valued
diagrams with certain conditions over the category ∆op. Preliminary suggestions
have been made to translate these concepts to type theory [3], and this line of
research is currently work in progress
For some specific (externally given) index categories D, it is known how to rep-
resent type-valued diagrams over D. Let us give an overview:
(1) Categories generated by simpler structure: If D is a finite discrete cat-
egory, then the corresponding diagrams can be described as finite produces
U × . . . × U . More generally, D could be generated by something that has
objects and morphisms, but fewer laws, for example a finite directed graph.
(2) Groupoidal index categories: The following special case was pointed out
to us by Steve Awodey, Ulrik Buchholtz, and Peter LeFanu Lumsdaine. If
D happens to be a finite groupoid, where all morphisms are invertible, one
can form a type K(D) representing D, along the lines of Eilenberg-MacLane
spaces [16], using higher inductive types. The type K(D) can be seen as an
internal representation of D, and diagrams over D will then simply be given by
the function type K(D)→ U .
If we were working in some form of directed homotopy type theory, another
topic of current research, we speculate that we could do the same for a not nec-
essarily groupoidal category D, by using a directed version of higher inductive
types.
(3) Internally represented categories: In the two cases (1) and (2), the cate-
gory D can sometimes (possibly partially) be represented internally, and when
this happens, it usually helps us to relax the “finiteness” condition. For exam-
ple, when the objects of a discrete category are given as a not necessarily finite
type (set) A, we can just take the function type A → U . For graphs, this is
discussed in a textbook exercise [24, Ex. 7.2].
(4) Truncated types: Instead of simplifying the index category, we can simplify
the involved types. More precisely, we can consider the situation in which all
occurring relevant types are truncated at a specific level. The precise technical
meaning of this is not important for our current paper, but the interested
reader is invited to consult the homotopy type theory textbook [24, Chap. 7].
This is a slight generalisation of the situation that UIP is assumed, which
would represent the 0-truncated case. It is essentially the approach chosen
in the development of univalent category theory by Ahrens, Kapulkin, and
Shulman [1]: the type of objects of a category in their sense is required to be
1-truncated. This allows them to cut off the required towers of coherence laws
at a very low level and develop concepts from standard category theory neatly.
Note however that the truncation condition means that the universe U is not
a category in their sense, meaning that this attempt does not work for us.
(5) Strict equality: We could consider a theory with a notion of strict equality in
the style of Voevodsky’s homotopy type system, called HTS [25], or another form
of two-level theory [2]. With strict equality at hand, the categorical and functor
laws could be formulated directly, without the requirement of coherence laws.
This however is not what we want here. The resulting constructions would
not be homotopy invariant, i.e. would not be fibrant types, and all the nice
properties of types in homotopy type theory would be lost. This is not to say
that a two-level system is useless here: it can serve as a tool to formulate and
streamline, and maybe even implement, certain concepts, as will be described in
forthcoming work by Annenkov, Capriotti and a current author [4]. However,
it does not replace any of the work which needs to be done here.
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(6) The inductive approach (Reedy fibrant diagrams over inverse cat-
egories): A further special case is the one where D is an inverse category,
meaning that there is some form of well-founded ordering on the objects, and
non-identity morphisms only go from larger objects to smaller objects. In this
case, we prefer to write I instead of D. The point of an inverse category I is
that a type-valued functor on I can be encoded in an inductive fashion, using
the given ordering. This way of representing (strict) diagrams over an inverse
category has been explored in detail by Shulman [21] and is of great impor-
tance for our current paper. Thus, we will review the constructions in detail in
Subsec. 2.1 below.
If we are given I, we can externally consider Reedy fibrant diagrams over I
(which are simply strict functors from I into a category of types, with a certain
property). We can also try to internalise everything and define a type of such
diagrams inside type theory (one benefit of which is that it allows to implement the
construction in a proof assistant). Whether this internalisation of diagrams over
I is possible in full depends on both I and the type theory. If I is an (externally
fixed) finite inverse category, the type of Reedy fibrant diagrams over I can always
be encoded in “standard” homotopy type theory, see Shulman’s work [21]. If I is
infinite, this is in general not the case. (Note that by “standard” homotopy type
theory we mean the type theory presented in the textbook [24].)
For the very concrete example that I is the opposite of the category of finite no-
nempty ordinals and increasing injective functions, written ∆op+ , the corresponding
Reedy-fibrant diagrams are well-known as semisimplicial types in the community of
homotopy type theory. Whether this construction can be internalised, i.e. whether
we can write down a type of semisimplicial types, is a well-known open problem. It
is known that we can do it if we restrict ourselves to ∆op+ up to a fixed finite level
(as this would be diagrams over a finite inverse category). For the unrestricted (or
restricted only by an internal variable) category ∆op+ , the answer to the problem
is unknown. It has been subject of numerous informal discussions and is, for ex-
ample, recorded in [9, 14, 20]. Our inability to perform such a construction is by
some people seen as a major incompleteness of homotopy type theory as presented
in [24]. This has triggered the development of more powerful type theories with
strict equalities as discussed above, where the encoding is possible. The original
suggestion in this direction is Voevodsky’s HTS [25], one version of which has been
made precise in [2]. What exactly is needed to make the internal construction of
semisimplicial types possible is content of active research, but a popular and suffi-
cient assumption is that the natural numbers of the “strict” fragment of the theory
coincide with the ordinary (“fibrant”) type natural numbers. Another (similar)
suggestion of a theory that allows the construction of semisimplicial type was made
by Part and Luo [17].
A further problem sometimes discussed is whether and how one can add degen-
eracies to obtain simplicial types; this is hard even if we restrict ourselves to a finite
part of ∆op+ , as the index category is in this case not inverse anymore. Semisimpli-
cial types are important for the current paper and will be discussed in more detail
in Subsec. 2.1.
Contributions. In this paper, we present the following.
Homotopy coherent (or simply weak) diagrams. For a finite inverse category
I, we make precise the idea of defining a type-valued diagram as the collection of a
type for each object, a function for each morphism, a composition operator for each
composable pair of morphisms, and all the coherence conditions. As we will see, the
(a priori infinite) tower of coherence laws can be expressed in a finite way and can
thus be internalised in “standard” homotopy type theory (i.e. it can be implemented
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in a proof assistant). This finiteness property holds thanks to two conditions: first,
the inverse property of I allows us to essentially remove identities, viewing I as
freely generated from an inverse semicategory, and second, I being finite and inverse
means that the coherence laws for “different orders of compositions of arrows” are
only needed up to a certain level. We call these diagrams homotopy coherent or,
for the sake of convenience, simply weak, while we refer to Reedy fibrant diagrams
as strict.
Unsurprisingly, a strict diagram gives rise to a weak one almost directly. We
present a strictification construction for the other direction, which turns a weak
diagram into a strict Reedy fibrant diagram.
If we internalise and look at the types of weak and strict diagrams, our strictifi-
cation establishes an equivalence. The proof of this statement is only sketched in
a later part (Subsec. 5.2) of the current paper. It requires technical constructions
and machinery that will be presented in a future full version of this paper [15].
General homotopy coherent diagrams. In the next step, we generalise our
construction of homotopy coherent diagrams over inverse categories to an arbitrary
index category C. To do this, we put back identities. We do this in an economic
way which follows a general principle suggested by Paolo Capriotti, who in turn
was inspired by Harpaz [8]. This gives us a notion of general homotopy coherent
diagrams over any category C.
The downside is that such a diagram will nearly always consist of infinitely many
components. It is believed that this cannot be internalised in “standard” homotopy
type theory (i.e. we cannot write down a type of such diagrams in Agda, Coq or
Lean). However, we expect that what we do can be emulated in HTS-style systems
(such as [25, 2]), and models in which it is possible have been considered in [21].
For an inverse category, it is easy to see how to get a homotopy coherent diagram
with identities from one without identities and vice versa. We will sketch a proof
that the two types of diagrams are equivalent (Subsec. 5.3), but this again is fairly
involved and the complete arguments will be presented in a future full version of
the current paper [15].
Diagrams over certain Reedy categories. Reedy categories are a generalisation
of inverse categories with much weaker conditions on morphisms. Prominent ex-
amples are the category ∆ (or ∆op), this time not restricted to injective functions,
and finite versions of it (i.e. ∆op restricted to objects of level ≤ n). Given a Reedy
category, we show how to construct an inverse category with markings from it, over
which we can then consider Reedy-fibrant diagrams which take the markings into
account. The key point is that this inverse category will be finite whenever the
Reedy category is, allowing us to construct diagrams for a certain class of Reedy
categories in a finite manner (which can thus be expressed in “standard” homotopy
type theory). We expect this to be of some interest for the homotopy type theory
community as it in particular allows us to add degeneracies to the usual encodings
of semisimplicial types. In other words, we are able to present a construction of
simplicial types (with the usual caveat which holds for semisimplicial types, namely
that we can only do it “up to a given level” in “standard” homotopy type theory
and require a stronger theory to internalise the full infinite definition).
For the considered class of Reedy categories (including ∆op), this notion of dia-
grams can be shown to be equivalent to our notion of general homotopy coherent
diagrams. Again, the proof is only sketched in Subsec. 5.4. In the full version of the
current paper [15], we will further present a second construction which is expected
to work more generally.
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Organisation. We review Reedy fibrant diagrams and explain some constructions
with them in Sec. 2. In Sec. 3, we propose our notion of homotopy coherent dia-
grams with a strictification construction, and afterwards (Subsec. 3.5), our general
homotopy coherent diagrams with identities. Sec. 4 is devoted to the construction
of simplicial types and, more generally, diagrams over Reedy categories. Finally in
Sec. 5, we very briefly outline some key ideas belonging to proofs that the different
notions of diagrams are equivalent whenever the question makes sense.
Our setting. Our work should be understood to take place in a type-theoretic
fibration category with a universe as considered by Shulman [21], or a similar setting.
We will present various notions of diagrams, and to ensure that the (large) types
of these diagrams are equivalent in the sense of homotopy type theory, we need the
universe to be univalent. However, the construction of the various diagrams itself,
on which we focus here, makes sense without this requirement.
To simplify the presentation, let us pretend that our type-theoretic fibration cat-
egory is simply the syntactic category of contexts and context morphisms of “stan-
dard” homotopy type theory (or equivalently the category of types and functions,
assuming an η-law for Σ-types). We write C for this category. In particular, all our
examples will be formulated in type theory, and we appeal to type-theoretical intu-
ition. Thus, familiarity with the terminology of the standard textbook on homotopy
type theory [24] is helpful for the examples (and necessary for the proof sketches in
Sec. 5), although it is not strictly required to follow the main constructions of the
paper (Secs. 2 to 4). Familiarity with the basic categorical nerve construction will
be helpful.
2. Constructions with Reedy Fibrant Diagrams
Although we can in general not encode strict type-valued diagrams in type the-
ory, it is possible to do this for certain well-behaved index categories called inverse
categories and so-called Reedy fibrant diagrams over them in an inductive manner.
This is important for us for at least two reasons. First, we need them as important
tools in our constructions. Second, we can use them as a reference with which we
can compare the different kinds of diagrams we will construct. The theory of Reedy
fibrant diagrams in type theory has been explored in detail by Shulman [21], which
we very briefly introduce in Subsec. 2.1.
2.1. Inverse categories and Reedy fibrant diagrams. Let us begin with the
definition of an inverse category. For the sake of simplicity of the presentation of
this short paper, we choose to define a special case.
Def. 2.1 (inverse category). A category I is said to be inverse if we can associate
with every object a natural number (its degree) such that for every non-identity
morphism, the degree of its codomain is lower than the degree of its domain. We
also add the requirement that every object is the domain of a finite number or
morphisms.
An alternative description is the following: Let us write N for the poset of natural
numbers, viewed as a category. Then, I is an inverse category if we have a functor
F : I → Nop that reflects identities, i.e. f is an identity whenever F (f) is. Again,
we require every object to be the domain of only finitely many morphisms.
A category C is direct if Cop is inverse. (Often, inverse is defined in terms of
direct. We have chosen to do the opposite since inverse is more central in our
development.)
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Ex. 2.2. As a running example, we will use the following inverse category E
(“example”) with objects {x, y, z} and morphisms generated by u, v ∈ E(y, x) and
w ∈ E(z, y) subject to u ◦ w = v ◦ w:
z y x.
w
u
v
We can take the degrees of x, y, and z to be 0, 1, and 2, respectively.
The example category E is non-trivial but sufficiently small to allow the explicit
demonstration of some constructions.
The crux of an inverse category I is that certain type-valued diagrams R over
I can be defined inductively. Some preparation is required to make this precise.
Assume x is an object of I. Following Shulman [21], we write x  I for the full
subcategory of the co-slice category x/I with the object idx removed. This means
that objects of x  I are pairs (y, f) with y of lower degree than x and f ∈ I(x, y);
and morphisms between (y, f) and (z, g) are morphisms h ∈ I(y, z) such that
h ◦ f ≡ g, as usual for co-slice categories. x I is again an inverse category, and we
have a canonical forgetful functor U : x  I → I, mapping (y, f) to y. Because of
our additional assumption on inverse categories (see Def. 2.1), xI is always finite,
independently of whether I is. Given a functor R : I → C, the matching object MRx
of R at x is defined as the limit of R ◦ U ,
MRx :≡ lim
xI(R ◦ U). (1)
Of course, limits do a priori not necessarily exist in C, but for the functors we are
interested in, this one will exist as shown by Shulman [21]. We will see examples
in a moment. The following definition is standard:
Def. 2.3. A functor R : I → C is called Reedy fibrant if, for every object x of I,
the canonical map Rx →MRx can be written as a projection (or a fibration), i.e. as
a context morphism which simply forgets some of the entries of the context.
This allows the following inductive construction. To define a Reedy-fibrant di-
agram R at an object x, assume that we have already defined R on the full sub-
category of all objects of lower degree than x. That means in particular that MRx
is already defined. To define R at the object x, it is then enough to give a type in
context MRx .
Ex. 2.4. In the empty context, a Reedy fibrant diagram over the example category
E from Ex. 2.2 is given by three types Rx, Ry, and Rz in the contexts containing
the three matching objects MRx , M
R
y , and M
R
z . We start with x. As the category
x  E is empty, we have that MRx is the unit type which we can safely ignore and
say
` Rx type. (2)
The matching object MRy can easily be calculated as (a : Rx), (b : Rx); hence, Ry
will be a type in this context,
(a : Rx), (b : Rx) ` Ry type. (3)
By calculation, we see that the matching object MRz is (a : Rx), (l : Ry(a, a)), and
we thus need
(a : Rx), (l : Ry(a, a)) ` Rz type. (4)
We can think of Rx as a type of points. For any two points a, b, we have a type
Ry(a, b) of lines between these points. Whenever we have a loop, i.e. a : Rx and
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l : Ry(a, a), we have a type Rz(a, l) of fillers for this loop. From this point of view,
we see the matching objects as types of “boundaries”.
These three pieces of data encode the strict diagram R : E→ C as follows:
• x is mapped to (a : Rx), a context of length one;
• y is mapped to (a : Rx), (b : Rx), (l : Ry(a, b)), a context of length three;
• and, finally, z is mapped to (a : Rx), (l : Ry(a, a)), (f : Rz(a, l)), another
context of length three.
The morphisms of E are mapped to projections (and duplications) between con-
texts, e.g. w is mapped to (a, l, f) 7→ (a, a, l). As composition of projections is
strictly associative, the functor laws automatically hold strictly. Therefore, there
is no need to include them explicitly in the definition of R, which is the whole trick
of this presentation.
More sophisticated inverse categories could encode more complicated structure
and for example contain a type of fillers for triangles instead of only for loops.
When I is finite, we can easily internalise the construction, i.e. perform it com-
pletely inside type theory. One can then talk about a type of I-diagrams. This is
something one may want to do in order to implement it in a proof assistant.
Ex. 2.5. Let U be a type universe. Inside type theory, the type of Reedy fi-
brant diagrams over E valued in U is a (nested) Σ-type with the following three
components:
Rx : U
Ry : Rx ×Rx → U
Rz : (Σ(a : Rx).Ry(x, x))→ U .
2.2. The simplex category and semisimplicial types. Recall the definition of
the category ∆, which is particularly important in algebraic topology. It has non-
empty finite ordinals as objects, written as [0], [1], [2], . . . where [n] is the ordinal
{0, 1, . . . , n}. The morphisms from [m] to [n] consist of monotone (order-preserving,
but not necessarily injective) functions [m]→ [n]. There is a canonical degree map,
[m] 7→ m, but note that morphisms can both increase or decrease this degree. To
remedy this, we can consider the subcategory ∆+ of ∆ which has only strictly
monotone (injective order-preserving) functions as morphisms. This is a direct
category; its opposite ∆op+ is an example of an inverse category and very important
to us. A Reedy fibrant diagram over ∆op+ is known in the homotopy type theory
community as a semisimplicial type [9, 14, 20]. Up to level 2, such a semisimplicial
type consists of a type of points, a type of lines, and a type of triangles, as in:
` A[0] type
(p0 : A[0]), (p1 : A[0]) ` A[1] type
(p0 : A[0]), (p1 : A[0]), (p2 : A[0]), (l01 : A[1](p0, p1)),
(l12 : A[1](p1, p2)), (l02 : A[2](p0, p1)) ` A[2] type
As in Ex. 2.5, we can easily present this as a collection of type families in type
theory as long as we only want to do it up to a fixed finite level n (see e.g. [12] for a
Haskell script generating the relevant Agda code). Whether the full definition with
components A[n] for all n can be encoded in “standard” homotopy type theory is
the well-known open problem mentioned in the introduction, and the development
of HTS-style systems [25, 2, 17] has been inspired by the desire to perform this
construction.
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2.3. A Reedy fibrant replacement construction. Given an inverse category I,
we can construct a Reedy fibrant functor R : I → C by induction on the objects of I.
Another possibility is to start with a (non-fibrant) functor that is given in another
way, and somehow build a Reedy fibrant version of it, a Reedy fibrant replacement.
One possibility is as follows. Assume that F : I → C is a functor, i.e. every Fi is
in a context, every F (f) is a function between contexts, and composition of F (g)
and F (f) happens to be strictly (i.e. judgmentally) equal to F (g ◦ f) whenever g
and f compose in I.
In particular, we are interested in the strict functor Sp : ∆op+ → C which is given
by
Sp[n] :≡ (A0 : U), (A1 : U), (A2 : U), . . . , (An : U),
(f0 : A0 → A1), (f1 : A1 → A2), . . . ,
(fn−1 : An−1 → An).
This is the nerve of the internal category U , restricted from ∆ to ∆+. In short, Sp[n]
is a context of (n+ 1) types and n functions between them. The morphism part of
Sp is given in the canonical way: for an injective monotone function g : [m]→ [n],
the function Sp(g) : Sp[n] → Sp[m] throws away some of the types and composes
the functions accordingly. Using that function composition is strictly associative,
this gives rise to a functor.
We can now construct a Reedy fibrant functor G : I → C together with a natural
transformation η : F → G which is levelwise a homotopy equivalence (which means
that, if we regard contexts as nested Σ-types, then each map ηx is an equivalence
between the type Fx and Gx). This is only a special case of the more general
construction by Shulman [21] who uses that every natural transformation, here the
unique one from G to the terminal functor, factors as an acyclic cofibration followed
by a Reedy fibration. It has been given explicitly for the case that G is a constant
functor in [13], and the case we are interested in has been suggested in [3].
A concrete construction of G and η : F → G can be done as follows, by induction
on I. Say, x is an object of I and both G and η are defined for all objects of
smaller degree than x. Then, MGx is fully specified, and η extends to a function
η˜ : Fx → MGx . In context m : MGx , we define Gx to be Σ(a : Fx).(η˜(a) = m), and
we can extend η to x using the map Fx → Gx sending a to (η˜(a), a, refl). Note that
the pair (η˜(a), refl) is a “singleton” which is known to inhabit a contractible type,
ensuring that ηx is an equivalence.
The point of the strict functor Sp is that its fibrant replacement makes precise
the idea of having a semisimplicial type T such that T[0] are types (i.e. T[0] is U),
for two types A,B, we have that T[1](A,B) is the type of functions A → B, for
three types and functions A, B, C, f : A → B, g : B → C, h : A → C, we
have that T[2](A,B,C, f, g, h) is the equality type g ◦ f = h, and so on. Strictly
speaking, if we take T to be the fibrant replacement of Sp as outlined above, T[0]
will not judgmentally be U , but only equivalent to it, and similarly for T[1] and T[2].
However, we can always manually tweak T on a finite number of levels, and for the
sake of a nicer presentation, we therefore assume that T is really types, functions,
and proofs of commutativity on the lowest three levels.
Rem 2.6. We can get a different model for the fibrant replacement of Sp by mod-
ifying Shulman’s universe [21] for inverse diagrams over ∆+. Shulman’s universe
V can be seen as a semisimplicial type of types, relations between types, higher
relations between a triangle of relations, etc. By adding appropriate propositional
constraints to its components, we can change it into a semisimplicial type of types,
functions between types, and the higher behaviour we are looking for. Note that
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this makes sense even without the η-law for functions, which the definition of Sp
depended upon.
2.4. Downwards closed full subcategories and Reedy limits. If we have a
finite inverse category I and a Reedy fibrant functor R : I → C, we can form its limit
limI R, which will be a context in R. We have already seen this in the construction
of the matching object, and it is true in general that this limit exists in C [21].
Intuitively, we think of this limit as a context containing one component for every
object in I. We can easily turn such a finite context into a type: we just form a
nested Σ-type (or a record, if we allow our type theory to have that notion) with
one component for every entry of the context.
Now assume that J is a “downwards closed full subcategory” of I. What we
mean by this is that J is a full subcategory J ⊂ I with the property that, if x
is an object in J and there is a morphism f ∈ I(x, y), then y (and automati-
cally f) is also present in J . We can form the limit of R restricted to J , written
limJ R. A very intuitive but no less important observation is that this limit will
simply be a subcontext of the context limI R, and the canonical context morphism
limI R limJ R is a projection (in technical terms, a fibration in C) which simply
removes some entries of the bigger context. This can also be seen as a (generalised)
projection map between the corresponding nested Σ-types.
3. Homotopy coherent diagrams
In this section, we make precise the construction of diagrams which include all
higher coherences explicitly. For the whole section, let us assume that I is some
inverse category. We mostly think of the case that I is finite apart from Subsec. 3.5
where this condition is dropped.
3.1. Preliminary Observations on the Positive Nerve. Given I, the well-
known nerve construction yields a simplicial set NI. Recall that n-cells (elements of
(NI)n) are given as n-strings of composable morphisms X0
f1−→ X1 f2−→ . . . fn−→ Xn,
for simplicity written
f1−→ f2−→ . . . fn−→. Not needing the degeneracy structure, we
view NI as a semisimplicial set. The fact that I is inverse implies that the com-
position of non-identity arrows is a non-identity arrow. Thus, we can consider the
semisimplicial set whose n-cells are n-strings of composable non-identity arrows.
We write N+I for this semisimplicial set and call it the positive nerve of I.
Further, we can form the category of elements of N+I, written
∫
N+I. If we
spell it out, we see that objects of the category
∫
N+I are sequences of composable
non-identity arrows of I. We have a morphism from
f1−→ f2−→ . . . fn−→ to g1−→ g2−→ . . . gk−→
if the latter sequence can be constructed from the first by composing arrows and
by discarding arrows in the beginning and end.
Ex. 3.1. Let us discuss the example E. The category
∫
N+E has nine objects and
can be pictured as shown below, where we denote sequences of length 0 simply by
their single object, and longer ones with their morphisms. Note that u ◦w = v ◦w.
w−→ u−→ w−→ v−→
u−→ w−→ u◦w−−−→ v−→
z y x
There are several observations to make, heavily using the fact that I is inverse.
First, we see that
∫
N+I is inverse again, with the same height as I; the degree of
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a sequence is given by its length. Second,
∫
N+I is a preorder (there is at most one
morphism between two given objects). Third, if I is finite, then so is
∫
N+I. Fourth,
we have a canonical functor shape :
∫
N+I → ∆op+ , sending a sequence f1−→ . . . fn−→ to
[n]. Fifth, assume that R : I → C is Reedy fibrant. Given any functor F : A→ I, it
is not in general the case that R◦F is Reedy fibrant; indeed, many counterexamples
can readily be given by taking I to be the terminal category. However, it is the
case that R ◦ shape is always Reedy fibrant (the abstract reason is that shape is a
discrete Grothendieck opfibration).
3.2. The definition of homotopy coherent diagrams. For homotopy coherent
diagrams, it turns out to be easier to already define it as a notion internal to type
theory:
Def. 3.2. We define the type of homotopy coherent diagrams over I to be the
nested Σ-type corresponding to the limit of the composition(∫
N+I
) shape−−−→ ∆op+ T−→ C.
A word of explanation: the limit lim∫ N+I(T◦shape) exists thanks to the assumed
finiteness of I and thanks to T ◦ shape being Reedy fibrant. This limit is an object
in C, hence a context, which can be turned into a nested Σ-type, and that type is
what we call homotopy coherent or weak diagrams. If we really want an external
notion, we can of course say that a homotopy coherent diagram in context Γ is a
morphism in C from Γ to the stated limit. That is, intuitively, a homotopy coherent
diagram over I consists of
• a type Xi for every object i of I;
• a function Xf : Xi → Xj for every morphism f ∈ I(i, j);
• an equality Xg ◦Xf = Xg◦f for every pair of composable morphisms in I;
• proofs that these equalities are associative (one associativity proof for every
triple of composable morphisms);
• all the higher dimensional associahedra and so on, expressing higher coher-
ence laws.
To continue with our running example, let us see how this works out for E:
Ex. 3.3. A homotopy coherent diagram over E has nine components, correspond-
ing to the nine objects of
∫
N+E (see Ex. 3.1):
• three types X, Y , and Z;
• three functions: w : Z → Y and u, v : Y → X, reusing the names of the
morphisms in E;
• a further function s : Z → X, corresponding to the morphism u ◦w (which
is also v ◦ w);
• and two equalities, p : s = u ◦ w and q : s = v ◦ w.
3.3. From a strict diagram to a weak diagram. Given a Reedy fibrant di-
agram A over I (with values in U), we want to construct a homotopy coher-
ent diagram. Writing 1 for the terminal object of C, we need to define a cone
const1 → (T ◦ shape). Objects of
∫
N+I are of the form i0
f0−→ i1 f1−→ . . . in.
A cone const1 → (Sp ◦ shape) is given by choosing the component at an ob-
ject of this form to be A(i0)
A(f0)−−−→ A(i1) A(f1)−−−→ . . . A(in), formally the context
(A(i0) : U), . . . , (A(in) : U), (A(f0) : A(i0) → A(i1)), . . .. We then compose with
η : Sp→ T.
To internalise this construction (as always for a fixed index category I), we
replace 1 by the type encoding Reedy fibrant diagrams over I, and we replace all
occurrences of A by the corresponding projections. This gives a function in type
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theory which turns an element of the type of strict diagrams into an element of the
type of weak diagrams.
Ex. 3.4. Assume we are given a Reedy fibrant diagram over E as in Ex. 2.5,
i.e. we are given Rx, Ry, Rz. We want to calculate the corresponding weak di-
agram as in Ex. 3.3. Recall that such a weak diagram first of all consists of
three types X and Y and Z, which are here given as Rx and Σ(a, b : Rx).Ry(a, b)
and Σ(a : Rx).Σ(l : Ry(a, a)).Rz(a, l). The function w : Z → Y is given by
(a, l, f) 7→ (a, a, l), the function v : Y → X is given by (a, b, l) 7→ b, and so on. The
required equalities hold on the nose, p and q are just refl.
3.4. A strictification construction. Naturally, the construction of a strict dia-
gram from a weak one is more involved. We write I + ι for the category I with
one additional object ι formally added. Note that this is really the coproduct of I
and the terminal category, I + 1; we call the added object ι simply to have a name
to refer to it. For a given object i of I, we further write I + ι→i for the category
I + ι with a morphism ι → i added (which of course freely generates a morphism
ι → j for every morphism i → j in I). Then, ∫ N+(I + ι) is a “downwards closed
full subcategory” of
∫
N+(I + ι→i) (see Subsec. 2.4), with the additional objects
being all sequences of non-identities of the form ι→ i0 f0−→ i1 f1−→ . . . fn−1−−−→ in, with
n ≥ 0, and where i0 could be i.
Let X be a homotopy coherent diagram over I. This gives rise to an arrow
1
X,1−−→ lim∫ N+(I+ι)(T ◦ shape) by constructing the corresponding cone, where the
single new component of the zero-length sequence ι is given by the unit type 1, and
the rest by X.
To define the strict diagram A : I → C we form, for any object i, the following
pullback:
Ai
1
lim∫ N+(I+ι→i)(T ◦ shape)
lim∫ N+(I+ι)(T ◦ shape)(X,1)
In other (more type-theoretic) words, the type Ai is given as the fibre over the
element of lim∫ N+(I+ι)(T ◦ shape) that is given by (X,1); it can be thought of as a
nested Σ-type with one component for each sequence of positive length starting with
ι → . . . (see Ex. 3.5 below). For a morphism f ∈ I(i, j), we have A(f) : Ai → Aj
given by projection, as
∫
N+(I+ι→j) will be a “downwards closed full subcategory”
of
∫
N+(I + ι→i), using that I is inverse.
Finally, we need to check that the such-defined strict diagram A : I → C is Reedy
fibrant. For an object i, let us write I+ι99Ki for the category I+ι→i, with the single
arrow ι→ i removed (but keeping all the morphisms generated by it); the fact that
removing this single arrow makes sense uses once more that I is inverse. We claim
that the matching object MAi is given as the pullback of (X,1) along the projection
corresponding to the inclusion of categories
∫
N+(I + ι) ⊂
∫
N+(I + ι99Ki). After
we verify this, we are done, as the inclusion
∫
N+ (I + ι99Ki) ⊂
∫
N+ (I + ι→i)
gives rise to a projection Ai  MAi . In other words, the components of Ai not
present in MAi are those corresponding to sequences starting with ι→ i→ . . ..
To verify the claim, we perform a standard calculation as follows. By definition
and rewriting, we have
MAi
∼= lim
iI (A ◦ shape) ∼= lim(x,f)∈iIAx (5)
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As Ax is itself defined as a limit (a pullback), we can commute these limits. Two
of the objects in the cospan defining Ax are independent of x (there is nothing to
do when taking their limit), and we get that the object above is isomorphic to the
pullback of
1
lim(x,f)∈iI (lim∫ N+(I+ι→x)(T ◦ shape))
lim∫ N+(I+ι)(T ◦ shape)(X,1)
Combining the index categories of the “nested limit” gives
∫
N+(I + ι99Ki) as
claimed.
Ex. 3.5. To continue with our running example, let us assume we are given a
weak diagram over E. As in Ex. 3.3, we assume we are given this diagram as three
types X, Y , Z, corresponding to the objects of E; functions w, u, v, corresponding
to the morphisms of E; one more function s : Z → X; and two equalities p, q,
expressing the connection between u, v, w, and s. We wish to construct a Reedy
fibrant diagram A from this. Recall that E has objects x, y, z. Compared to∫
N+ (I + ι), we see that:
• ∫ N+ (I + ι→x) has exactly one additional object, namely ι→ x.
• ∫ N+ (I + ι→y) has an additional objects ι→ y (let us call this η), but also
ι
u◦η−−→ x and ι v◦η−−→ x and, finally, ι→ y u−→ x and ι→ y v−→ x.
• ∫ N+ (I + ι→z) has one object ι → x, one object ι → y, one object ι → z,
two objects ι → y → x, one object ι → z → y, one object ι → z → x, and
two objects ι→ z → y → x.
To get an explicit listing of the components of the matching object MA , we simply
need to take A and remove all sequences containing  (where  ∈ {x, y, z}).
The Reedy fibrant diagram that we get by using the above formula can be
represented as follows, giving A as contexts over the relevant matching object
MA :
Ax :≡X
MAy :≡ (x1 : X), (x2 : X)
Ay(x1, x2) :≡ (y : Y ),
(δu : u(y) = x1), (δv : v(y) = x2)
MAz :≡ (x : X), (y : Y ),
(δu : u(y) = x), (δv : v(y) = x)
Az(x, y, δu, δv) :≡ (z : Z),
(ω : w(z) = y), (σ : s(z) = x),
(Θu : σ = p(z)  apu(ω)  δu),
(Θv : σ = q(z)  apv(ω)  δv)
Note that we have p : s = u◦w and we write p(z) for the equality we get by applying
both sides to z. This is sometimes written as happlyp(z) in homotopy type theory.
The strictification construction can be internalised to a function from the type of
weak diagrams to the type of Reedy fibrant diagrams over I. We will show in [15]
that this function is an equivalence, a sketch of which can be found in Subsec. 5.2.
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3.5. Homotopy coherent diagrams with identities. Our goal of this section is
to define the notion of a general homotopy coherent diagram which works for index
categories which might not be inverse.
So far, we have heavily used a simple but powerful fact: as long as we restrict our-
selves to inverse categories I, we can completely ignore identity morphisms (recall
that inverse categories are in one-to-one correspondence to inverse semicategories).
Together with the assumption that I is finite, this implies the nice property that∫
N+I is finite. We know that any Reedy fibrant diagram over a finite index cate-
gory has a limit [21], which has allowed us to perform all described constructions
in “standard” homotopy type theory.
The situation is more involved if we want to go further and consider an index
category C which is not necessarily inverse. In this case, we have to take identities
into account as the composition of two non-identities may very well be an identity
(in other words, many categories are not freely generated from semicategories). We
now will do this and consider the category of elements of the full nerve,
∫
NC. Note
that
∫
NC is still an inverse category, and in fact quite well-behaved (it fulfills the
condition mentioned in Def. 2.1, i.e. every coslice of it is finite). However, as long as
C has at least one object, it will always be infinite. This means we can weaken our
previous assumption that the index categories are finite, as it now does not make
a difference anymore; a canonical example which is of interest is the category ∆op.
While we can externally consider Reedy fibrant diagrams over the infinite in-
dex category
∫
NC without problems, we cannot internalise the construction in
“standard” homotopy type theory as we would need some sort of “infinitely nested
Σ-types”, or, in the more precise terms of [21], Reedy ωop-limits. Such infinitary type
theories have been considered before [21, 13] and are supported by many models.
Further, we expect that we are able to do sufficient encodings in two-level systems
such as [25, 2]. For internalisability, let us thus assume for the current section that
we work with a type theory where such infinitary constructions are available.
Even with this assumption, it is not so easy to say what a general homotopy
coherent diagram over C is (we could also call it a homotopy coherent diagram
with identities). Let us for a moment go back to an inverse category I. The
category
∫
NI has
∫
N+I as a full subcategory, and the additional objects are
those sequences i0
f0−→ . . . fn−1−−−→ in which contain at least one identity morphism.
Thus, if we consider an element h of the limit lim∫ NI(T ◦ shape), then h will be
an “infinite tuple” which first of all contains the same components as an ordinary
weak diagram over I, but in addition h will contain one component h(s) for each
sequence s containing at least one identity. This is not yet what we want. For an
object x, the identity idx ∈ I(x, x) can be seen as a sequence of length one, and we
need to ensure that h(idx) : h(x)→ h(x) is not any function, but the actual identity
function. Similarly, longer sequences containing identities need to give rise to actual
degeneracies (trivial proofs, i.e. “reflexivities”), not just any proofs. A plausible
approach would be to add an equality stating that h(idx) is equal to the identity
function, and so on. However, this would then require coherence laws ensuring that
these equalities fit together on higher levels, and it is unclear to us whether this
approach would ultimately be feasible.
Fortunately, there is a more elegant solution. A related setting (outside of type
theory) is the following. A semi-Segal space is a diagram over ∆op+ valued in spaces
which corresponds to our semisimplicial types with some additional conditions.
Given such a semi-Segal space, it is natural to ask whether a Segal space can be
constructed from it (i.e. whether degeneracies can be added). A very minimalistic
strategy was suggested by Harpaz [8], based on the observation that, on the lowest
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level, it is sufficient to require enough equivalences to exist rather than identities,
and that those equivalences can be used to generate the whole degeneracy structure.
It was pointed out to us by Paolo Capriotti that this trick can also be applied in
type theory. The advantage is that, if we add the property that a certain function
is an equivalence, we only add a mere proposition which will not require further
coherence laws. It turns out that the following very minimalistic modification of
the definition of weak diagrams is sufficient to derive a notion of general homotopy
coherent diagrams with identities:
Def. 3.6. For a category C, a general homotopy coherent diagram is an element
h : lim∫
NC
(T ◦ shape), (6)
of which we think as a large nested tuple with one component for each sequence
of arrows in C, with the following condition: for each object x of C, the function
h(idx) : h(x)→ h(x) is an equivalence.
Rem 3.7 (Relation to Szumilo’s D construction). If we construct the functor T
as outlined in Rem 2.6, we can give a different description of (general) homotopy
coherent diagrams. A relative category is a category with a wide subcategory of
morphisms called marked. We can generalise our type of Reedy fibrant diagrams
over an inverse category to a type of Reedy fibrant diagrams over a relative inverse
category where the marked morphisms get mapped to equivalences.
Given an inverse category I, we have a functor fst :
∫
N+I → I given by the first
vertex projection. We let SdI be the relative category given by
∫
N+I with markings
created by fst (viewing I as a relative category with only identities marked). Then
homotopy coherent diagrams over I are just Reedy fibrant diagrams over SdI .
Similarly, given a category C, we have a functor fst :
∫
NC → C given by the
first vertex projection. Szumilo’s D construction DC [23] is the relative category
given by
∫
NC with markings created by shape. Now general homotopy coherent
diagrams over C correspond to Reedy fibrant diagrams over DC .
Note that the preceding two paragraphs immediately generalize to relative (in-
verse) categories I and C.
We think that the notion of general homotopy coherent diagrams as given in
Def. 3.6 is less intuitive than the notions of Reedy fibrant and weak diagrams over
inverse categories, in the same way as we find Harpaz’ result surprising. Some
evidence for our claim that Def. 3.6 is well-behaved is given by the following.
First, note that, for an inverse category I, we can very easily construct a weak
diagram (without identities) from a homotopy coherent one with identities: it is
essentially given by a projection which simply removes all components that belong
to sequences containing identities. In Subsec. 5.3, we will sketch a proof that this
projection is an equivalence. In other words, for inverse categories, the notion
of homotopy coherent diagrams with identities coincides with the ones without
identities, and hence also with the Reedy fibrant ones. (Note that it is not hard
to construct an inverse to the mentioned projection explicitly, although we do not
need this. If we are given a weak diagram and want to add compoents for sequences
with identities, we simply add the actual identity functions and, by induction, one
sees that one can add trivial components on all higher levels.)
4. Diagrams Over certain Reedy Categories
A Reedy category R is a category where every object has a degree, just as an
inverse category. The difference is that there is no restriction on the direction in
which morphisms can go. However, a condition is that there are two subcategories
of R, denoted by R+ and R-, such that:
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• both R+ and R- contain all objects of R (“wide subcategories”),
• R- is inverse andR+ is direct (recall that this just means thatRop+ is inverse),
such that R- and R+ use the same degree function,
• every morphism of R factors uniquely as a morphism in R- followed by a
morphism in R+.
A standard example is the category ∆. We have introduced ∆ in Subsec. 2.2,
but immediately restricted to ∆+, containing only injective maps. If we write ∆-
for the collection of all surjective maps of ∆, we can check that ∆ is indeed a Reedy
category, and so is its opposite ∆op (with + and − switched).
In this section, we want to present a construction of diagrams over certain Reedy
categories. Compared to our homotopy coherent diagrams with identities, the ad-
vantage is that we do no longer require “infinitary” constructions; that is, for a
finite Reedy category, the construction fully works in “standard” homotopy type
theory.
The strategy is to replace R by a suitable direct category D(R) with markings.
The desired diagrams are then Reedy fibrant diagrams over D(R)
op
with the addi-
tional condition that every projection corresponding to a marked morphism is an
equivalence. Again, as we add a merely propositional property, we can avoid the
need for further coherence laws.
Before presenting the general construction, we look at the special case of ∆,
which allows us to construct simplicial types.
4.1. Simplicial Types. Recall that we identify an object [n] of ∆ with the pre-
order {0, 1, . . . , n}. We first define a direct replacement D of ∆. We will then be
interested in certain Reedy-fibrant diagrams over Dop.
Def. 4.1. The category D is defined as follows. Objects are non-empty lists
of positive integers, written as (a0, a1, . . . , am). Morphisms from (a0, . . . , am) to
(b0, . . . , bn) are those morphisms f ∈ ∆([m], [n]) such that for all j ∈ [n], we have
that bj is at least as large as the sum of all ai with f(i) = j:
D((a0, . . . , am), (b0, . . . , bn)) :≡{
f ∈ ∆([m], [n])
∣∣∣ ∀j ∈ [n], bj ≥ ∑
f(i)=j
ai
}
Composition of morphisms in D is defined in the canonical way as in ∆. We say
that a morphism in D is marked if it comes from an identity in ∆.
D has ∆+ as a full subcategory consisting of all the lists (1, . . . , 1). We can
picture a part of D as shown in Fig. 1.
To every object of D, we assign a degree by
deg(a0, . . . , am) :≡
(
2 ·
∑
ai
)
− (m+ 2). (7)
Let us check that every non-identity morphism f ∈ D ((a0, . . . , am), (b0, . . . , bn))
increases the degree. For this, let us write I ⊂ [n] for the image of f and J for
its complement, from which we get
∑
j∈I bj +
∑
j∈J bj =
∑
bj . From the property
of f , we get
∑
j∈I bj ≥
∑
ai. It is therefore sufficient to check the inequality
2 ·∑j∈J bj > n −m. For m > n, this is immediate. For n > m, we have that f
cannot be surjective, and we have
∑
j∈J bj ≥ |J | ≥ n − m ≥ 1, thus adding the
factor 2 on the left-hand side makes the inequality hold. For n = m, the inequality
holds if |J | ≥ 1, but if |J | = 0, then f is injective and surjective, hence the identity.
We also see that there are only a finite number of objects of any degree, and
every object is the codomain of a finite number of arrows in D. This means that
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(1) (1, 1) (1, 1, 1)
(2) (2, 1)
(1, 2)
(3)
Figure 1. A sketch of the category D, only objects (a0, . . . , ai)
with
∑
ai ≤ 3 drawn. Marked arrows are dashed and arrows from
or to (1, 2) omitted for readability (they are as for (2, 1)). We see
that the top line is a copy of ∆+.
the opposite Dop is an inverse category, which we call the inverse replacement of
∆op.
Def. 4.2. A simplicial type is a Reedy fibrant diagram S : Dop → C mapping each
marked morphism in Dop to an equivalence.
Let us describe our intuition for this construction. Given a Reedy fibrant diagram
A : Dop → C, the objects of the form A(1,1,...,1) form a semisimplicial type, while
the other objects encode the degeneracies. For example, given a point x : A(1) and
a loop l : A(1,1)(x, x) around this point, we have a type A(2)(a, l). We can think of
an element of this type as a proof that l is the degenerated line we should get from
x. The marking ensures that the (only) projection A(2) → A(1) is an equivalence,
which implies that there is exactly one such degenerated line l for every point x.
A remark is that having such a type family A(2) with the property that the
projection to A(1) is an equivalence is just as good as (i.e., equivalent to) having
a function Π(x : A(1)), A(1,1)(x, x). In Fig. 1, we can see that this function can be
constructed by inverting the marked arrow and composing with the single arrow
(2)→ (1, 1).
Similarly, if we have two points x, y : A(1), a line l : A(1,1)(x, x), a proof p that
this line is the degeneracy of x, a second line k : A(1,1)(x, y), and a triangle filler
t : A(1,1,1)(x, x, y, l, k, k), then A(2,1)(x, y, l, k, p, t) can be understood as the type
of proofs that t is the degeneracy of k where x is duplicated. Again, the relevant
marking ensures that there is exactly one such degeneracy per line. The other
degeneracy (where y is duplicated) is induced by A(1,2).
If we have just a single point x and we degenerate it to a line l, we have two
ways to further degenerate it to a triangle (corresponding to the two degeneracy
morphisms [1] → [2] in ∆op), but these two need to coincide. This requirement is
encoded by the projection A(3) → A(1) being an equivalence.
Similarly, any of the usual generating degeneracy maps X[n−1] → X[n] comes
from morphisms in Dop of the form
(1, . . . , 1)︸ ︷︷ ︸
n ones
L99 (1, . . . , 1, 2, 1, . . . , 1)︸ ︷︷ ︸
(n−1) ones, a single two somewhere
→ (1, . . . , 1)︸ ︷︷ ︸
n+1 ones
where the left arrow is marked and can thus in the diagram be inverted. The lists
with higher numbers encode what is usually called the simplicial identities, together
with all coherence laws between them.
If we choose a number n (externally) and consider the subcategory of ∆ contain-
ing the objects [0], [1], . . . , [n], we can define finite versions of D and Dop consisting
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only of those lists with sum of the entries not exceeding n + 1. This can then be
done inside type theory, i.e. we can formalise simplicial types up to level n in proof
assistants such as Agda, Coq, or Lean.
4.2. Constructing Diagrams Over (Certain) Reedy Categories. The con-
struction ofD is the special case of a more general construction for a Reedy category
R. We denote maps in R+ by x y and maps in R- by x y.
Def. 4.3. For a Reedy category R, we define D(R) to be the following category.
Objects are arrows in R-, and a morphism between s : x  y and t : z  w is
any morphism f ∈ R(y, w) such that there exists a morphism x w in R+ which
makes the following square commute:
x
y
z
w.
s t
f
Note that the dotted arrow is only required to exist, it is not part of the structure
of the morphism f . We say that a morphism in D(R) is marked if f is an identity
in R.
For the special case of ∆, the maps in ∆- are the surjections, and a surjection
s : [m]  [n] can be represented by as a list (a0, . . . , an), with ai being the size
of the preimage of i under s. Under this translation, the existence of a lift in ∆+
corresponds exactly to the condition we had put on morphisms.
Rem 4.4. Our construction of D from ∆ is closely related to the “fat ∆” of [11],
which has the same objects as our D, but morphisms for which the required lift
of a map in ∆ to ∆+ mentioned above is part of the data. Kock uses it to define
so-called fair categories, a tool for attacking Simpson’s conjecture that composition
and exchange laws can be made strict in higher categories, leaving only weak unit
laws.
We can see that the arrows in D(R) go only in one direction as follows. Assume
we have an infinite chain:
x0
y0.
x1
y1
x2
y2
. . .
. . .
Because the upper horizontal maps can only increase the degree in R, they are
eventually (say, for all indices greater or equal to N) all identities. Thus, for k > N ,
we have that the composition xk+1  yk+1 → yk is in R-. If we factor the map
yk+1 → yk as yk+1  yˆk  yk, we see from the uniqueness of the factorisation
of xk+1 → yk that the map yˆk  yk has to be the identity. In summary, the
lower horizontal maps after index N are all in R- and decrease the degree in R,
which however is bounded by deg(xN ), which means that eventually, all horizontal
morphisms become identities.
For R ≡ ∆, we can define a degree function on D(R) which uses the degree
function on R by assigning s : x  y the value 2 · deg(x) − deg(y). For general
R, this does not necessarily work, but an appropriate degree function can still be
defined.
Just as in the special case, we can now consider Reedy fibrant diagrams over
D(R)
op
with the condition that marked arrows get mapped to equivalences. If
the canonical functor D(R) → R is an opfibration, then this gives a well-behaved
notion of diagrams equivalent to homotopy coherent diagrams with identities. This
is in particular the case if R is ∆, or any “finite version” of ∆ (i.e. ∆ restricted to
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objects [0], . . . , [n]). The details will be given in the full version of the paper, but
some core ideas are explained in the next section.
5. Equivalences between the constructions
In [15], we will present full proofs of more general versions of the following results:
Theorem 5.1. The notions of different diagrams that we have presented in this
short paper are equivalent whenever it makes sense. In detail:
(1) For an inverse category I, the strictification construction of Subsec. 3.4
establishes an equivalence between weak and strict diagrams over I as long
as both types exist (e.g. if I is finite).
(2) The notion of a homotopy coherent diagram over I and a general homotopy
coherent diagram with identities over I are equivalent, in the sense that
the projection (fibration) mentioned in Subsec. 3.5 has contractible fibres.
(This needs that the type theory supports the occurring infinite notions.)
Both notions thus coincide with that of Reedy fibrant diagrams.
(3) For Reedy categories satisfying certain technical conditions (which ensure
that D(R) → R is an opfibration, and which hold e.g. for ∆), general
homotopy coherent diagrams with identities are equivalent to the diagrams
over Reedy categories as constructed in Subsec. 4.2.
We further hope to be able to show even stronger connections, as follows. Using
the notion of a higher category or complete semi-Segal type as suggested in [3], we
can consider a complete semi-Segal type (or an∞-semicategory) of diagrams in each
case. The equivalences we establish should then not only be equivalences between
types of diagrams, but rather higher equivalence between∞-semicategories. In the
remaining part of this short paper, we give very brief sketches of the arguments to
(hopefully) make some key ideas understandable.
5.1. General techniques: the Segal condition and inner, left, and right
fibrations. Let A : ∆op+ → C be a semisimplicial type. Recall that we think of A[n]
as an n-dimensional tetrahedron, with 2n−1 many cells (starting with n+1 points,(
n+1
2
)
lines, and so on). We can consider the usual constructions of simplicial sets:
for example, if we remove the single n-dimensional cell from A[n] and one of the
(n − 1)-dimensional cells, we get what is called a horn, for which we could write
A(Λ
[3]
i ), where i is the number of the vertex opposite to the removed (n − 1)-
dimensional cell. Some semisimplicial types A have the property that projections
of the form A[n]  A(Λ[3]i ) are equivalences, and in this case, we say that A has
contractible horn fillers or that it is Kan fibrant. In the case of T, we observe that
we have contractible fillers for all inner horns (i.e. 0 < i < n). In fact, having
contractible fillers for inner horns is equivalent to having the type-theoretic Segal
condition, where the projection is an equivalence that maps the full tetrahedron to
the sub-tetrahedron consisting only of the points and a chain of lines. This holds
for T by construction.
The notion of a Reedy fibrant diagram is only the special case of a Reedy fi-
bration with the terminal diagram as the codomain, and for Reedy fibrations, the
notions of inner, Kan, left, or right fibrations all make sense and express that dif-
ferent selections of horns have contractible fillers. In particular, we can construct
a Reedy fibration T• → T, where T• can be thought of a as a pointed version of T.
This Reedy fibration serves as a left fibrations classifier and can be constructed as a
restricted version of Shulman’s universe fibration U˜  U . Another possible defini-
tion is to set T•[n](. . .) :≡ T[n+1](1, . . .). If we look at the strictification construction
in Subsec. 3.4, we see that this index shifting appears already there.
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5.2. Weak versus strict diagrams over inverse categories. The following
is a proof sketch which gives intuition for the equivalence of Reedy fibrant and
homotopy coherent diagrams over a finite inverse category I. We found that this
proof sketch is not the easiest to complete as some details are somewhat tricky; but
the more elegant proof that will be presented in [15] is not suitable for providing
intuition using only limited space.
We do induction on the index category I. Thus, we assume that i is some
maximal object of I (receives no non-identity arrows), and write I0 for the category
I with i removed. By induction, the equivalence holds for the types of diagrams
over I0.
Let a homotopy coherent diagram X over I0 be given. To extend this to a homo-
topy coherent diagram over I, we need one new component (context entry) of the
form
(
Xi→... : T[k](. . .)
)
for every sequence of composable morphisms starting with
i, with k being the length of this sequence. We can split this and say that the new
components are a single type (Xi : U) and one component
(
Xi→... : T[k](Xi, . . .)
)
for every non-zero sequence starting with i (note that the first component of the
matching object will always be Xi). It is intuitive (caveat: but not easy to show)
that T[k](Xi, . . .) is equivalent to the function type Xi → T[k](1, . . .), where the
second occurrence of . . . already makes use of this equivalence on lower levels (it
may be helpful to spell this out explicitly for a few low values of k). If we now
look at the strictification construction in Subsec. 3.4, we see that the matching
object MXi we construct there consists exactly of these components in T[k](1, . . .).
In short, the new components needed to extend the diagram over I0 to a diagram
over I can be represented as a type Xi together with a function Xi →MXi . It is a
general principle that, given a type M , the type Σ(A : U).(A → M) is equivalent
to M → U . What this means here is that the new components are equivalent to
a type family MXi → U , and this is exactly what is needed to extend the Reedy
fibrant diagram, constructed from X over I0, to a Reedy fibrant diagram over I.
A possibly helpful exercise is to use this strategy explicitly to prove that the two
types of diagrams over E, given in Exs. 2.5 and 3.3, are equivalent.
5.3. Neutrality of identities. For an inverse category, we claim that the two
versions of homotopy coherent diagrams over I (Defs. 3.2 and 3.6) are equivalent.
Already the special case that the inverse category is the terminal category 1 with
a single object and no non-identity morphism is interesting.
∫
N+1 is still 1, and a
homotopy coherent diagram is thus just given by a single type. However,
∫
N1 is
infinite, and a general homotopy coherent diagram h has one component for each
sequence of identity arrows, i.e. one component hn for each n ∈ N, starting as
follows. h0 is just a type. h1 : h0 → h0 is a function, which our Harpaz condition
requires to be an equivalence. Further, we have h2 : h1 ◦ h1 = h1, then h3 stating
that the different ways of composing the equality h2 with itself coincide, then h4
certifying the coherence of h3, and so on.
Let us write Hn for the limit over the subcategory of
∫
N1 consisting of only
those objects of degree ≤ n; this means, Hn will consist of only finitely many
components h0, . . . , hn. The canonical projection H∞  H0 is the map described
in Subsec. 3.5, i.e. the map from weak diagrams with identities to those without
identities, which we claim to be an equivalence. To show this, we observe that H∞
is the limit of
H0  H2  H4  H6  . . . , (8)
and we show that every map in this sequence is an equivalence. To show that
H2n+2  H2n is an equivalence, we show that the components h2n+1 and h2n+2
together form a contractible pair. In the case n = 0, this is an auto-equivalence
h1 : h0 ' h0 and a proof of h1◦h1 = h1, and this pair is easily seen to be contractible.
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As it was pointed out to us by Peter LeFanu Lumsdaine, this is a type-theoretic
version of what is known as dunce’s hat [26]: eunce’s hat in topology is the simplest
example of a space which is contractible but not collapsible. In type-theoretic
terms, this means we have a type which is contractible but not a “singleton” or a
collection of “singletons” (types of the form Σ(a : A).a = a0, which are known to
be contractible).
If the two component h2n+1 and h2n+2 formed a “horn filler” in T, they would
be contractible (see Subsec. 5.1), but this is not the case as the type of h2n+2 has
(2n + 3) occurrences of h2n+1 inside instead of a single one. However, as we will
show in our future article, the odd number of occurrences ensures that the pair is
contractible nevertheless. The general case of an inverse category I instead of just
1 is only slightly more difficult.
5.4. Simplicial types versus general homotopy coherent diagrams over
the simplex category. Simplicial types are by definition Reedy fibrant diagrams
over Dop respecting the markings. The previous result sketched in Subsec. 5.2 can
be extended to this marked case, and we can thus equivalently consider general
homotopy coherent diagrams over Dop with some conditions. There is a canonical
functor F : Dop → ∆op, which turns out to be a Grothendieck fibration. This allows
us to find, given any sequence of morphisms in ∆op (i.e. any object of
∫
N∆op), a
sequence in Dop lying over it. Using techniques described in Subsecs. 5.1 and 5.3,
we then show that all the additional (“non-minimal”) sequences in Dop cancel each
other out when considering general homotopy coherent diagrams.
Acknowledgments
We would like to thank Paolo Capriotti for many discussions and for pointing out
Harpaz’ trick, without which the presented notion of diagrams in Subsec. 3.5 would
be significantly more involved or nonexistent. We are also grateful to Thorsten
Altenkirch, Steve Awodey, Ulrik Buchholtz, and Peter LeFanu Lumsdaine for their
comments on this work.
References
[1] Benedikt Ahrens, Krzysztof Kapulkin, and Michael Shulman. Univalent categories and the
Rezk completion. Mathematical Structures in Computer Science (MSCS), pages 1–30, Jan
2015.
[2] Thorsten Altenkirch, Paolo Capriotti, and Nicolai Kraus. Extending Homotopy Type Theory
with Strict Equality. In Jean-Marc Talbot and Laurent Regnier, editors, 25th EACSL Annual
Conference on Computer Science Logic (CSL 2016), volume 62 of Leibniz International
Proceedings in Informatics (LIPIcs), pages 21:1–21:17, Dagstuhl, Germany, 2016. Schloss
Dagstuhl–Leibniz-Zentrum fuer Informatik.
[3] Thorsten Altenkirch, Paolo Capriotti, and Nicolai Kraus. Higher categories in homotopy type
theory, 2016. Abstract, presented at TYPES’16.
[4] Danil Annenkov, Paolo Capriotti, and Nicolai Kraus. Two-level type theory and applications
(working title). 2017. In preparation.
[5] J. M. Boardman and R. M. Vogt. Homotopy invariant algebraic structures on topological
spaces. Lecture Notes in Mathematics, Vol. 347. Springer-Verlag, Berlin, 1973.
[6] Kenneth S. Brown. Abstract homotopy theory and generalized sheaf cohomology. Trans.
Amer. Math. Soc., 186:419–458, 1973.
[7] Denis-Charles Cisinski. Cate´gories de´rivables. Bull. Soc. Math. France, 138(3):317–393, 2010.
[8] Yonatan Harpaz. Quasi-unital ∞–categories. Algebraic & Geometric Topology, 15(4):2303–
2381, 2015.
[9] Hugo Herbelin. A dependently-typed construction of semi-simplicial types. Mathematical
Structures in Computer Science, pages 1–16, Mar 2015.
[10] Krzysztof Kapulkin and Karol Szumi lo. Quasicategories of frames of cofibration categories.
Applied Categorical Structures, pages 1–25, 2016.
[11] Joachim Kock. Weak identity arrows in higher categories. International Mathematics Re-
search Papers, 2006:1–54, 2006.
22 NICOLAI KRAUS AND CHRISTIAN SATTLER
[12] Nicolai Kraus. A haskell script to generate the type of n-truncated semi-simplicial types,
2014. Available at the author’s institutional webpage.
[13] Nicolai Kraus. The general universal property of the propositional truncation. In Hugo Herbe-
lin, Pierre Letouzey, and Matthieu Sozeau, editors, 20th International Conference on Types
for Proofs and Programs (TYPES 2014), volume 39 of Leibniz International Proceedings in
Informatics (LIPIcs), pages 111–145, Dagstuhl, Germany, 2015. Schloss Dagstuhl–Leibniz-
Zentrum fuer Informatik.
[14] Nicolai Kraus. Truncation Levels in Homotopy Type Theory. PhD thesis, School of Computer
Science, University of Nottingham, Nottingham, UK, 2015.
[15] Nicolai Kraus and Christian Sattler. Space-valued diagrams from a type-theoretic perspective
(working title). 2017. In preparation.
[16] Daniel Licata and Eric Finster. Eilenberg-MacLane spaces in homotopy type theory. In Logic
in Computer Science (LICS), pages 66–74. ACM, 2014.
[17] Fedor Part and Zhaohui Luo. Semi-simplicial types in logic-enriched homotopy type theory.
CoRR, abs/1506.04998, 2015.
[18] Charles Rezk. A model for the homotopy theory of homotopy theory. Transactions of the
American Mathematical Society, 353(3):973–1007, 2001.
[19] Andrei Ra˘dulescu-Banu. Cofibrations in homotopy theory. arXiv preprint
arXiv:math/0610009v4, 2006.
[20] Michael Shulman. Homotopy type theory should eat itself (but so far, it’s too big to swallow).
Blog post, homotopytypetheory.org/2014/03/03/hott-should-eat-itself.
[21] Michael Shulman. Univalence for inverse diagrams and homotopy canonicity. Mathematical
Structures in Computer Science, pages 1–75, Jan 2015.
[22] Karol Szumi lo. Two models for the homotopy theory of cocomplete homotopy theories. arXiv
preprint arXiv:1411.0303, 2014.
[23] Karol Szumilo. Two Models for the Homotopy Theory of Cocomplete Homotopy Theories.
PhD thesis, Rheinische Friedrich-Wilhelms Universita¨t Bonn, Bonn, Germany, 2014.
[24] The Univalent Foundations Program. Homotopy Type Theory: Univalent Foundations of
Mathematics. homotopytypetheory.org/book, Institute for Advanced Study, 2013.
[25] Vladimir Voevodsky. A simple type system with two identity types, 2013. Unpublished note.
[26] EC Zeeman. On the dunce hat. Topology, 2(4):341–358, 1963.
