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Abstract
The thesis is devoted to the symmetry analysis of the shallow water equations with
variable bottom topography in dimensions one and two. We find the generalized equiv-
alence groups for the classes of one- and two-dimensional shallow water equations with
variable bottom topography using the automorphism-based version of the algebraic
method. It turns out that for both the classes, the generalized equivalence groups co-
incide with the corresponding usual equivalence groups. In the case of dimension one,
we also compute the generalized equivalence group of the natural reparametrization of
the class and then compare the computation with the analogous calculations for the
original class. Specific attention is paid to the class of two-dimensional shallow water
equations with variable bottom topography. We carry out the complete group classi-
fication for this class up to its equivalence transformations using the modern method
of furcate splitting. This class is neither normalized in the usual sense nor in the gen-
eralized sense. In other words, it possesses admissible transformations that are not
induced by elements of the equivalence group, and such admissible transformations
establish additional equivalences among classification cases. For a number of pairs of
classification cases we either prove that these cases are not equivalent to each other
with respect to point transformations or indicate the associated point transformations
for pairs of equivalent cases.
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Chapter 1
Introduction
Differential equations are widely used to model real world phenomena. They are in-
valuable tools in a variety of disciplines such as, for example, physics, engineering,
chemistry, biology and economics. Consequently, there are many techniques for ob-
taining exact solutions of differential equations. The symmetry methods are one of
the most powerful ones, because they can be applied to differential equations of arbi-
trary type. Classical examples of symmetries are translations, rotations and scalings.
The symmetry group of a system of differential equations consists of the point trans-
formations of independent and dependent variables of the system, which transform
solutions of the system to solutions of the same system.
The famous Norwegian mathematician Sophus Lie noticed that different methods
for solving unrelated types of ordinary differential equations have a common feature:
they use symmetries of these differential equations. This observation helped him to
develop a new theory for integrating ordinary differential equations. Lie showed that a
known one-parameter symmetry group of a given ordinary differential equation, which
consists of locally defined parameterized point transformations, allows one to reduce
the order of the equation by one [34]. In general, if an ordinary differential equation
of order n is invariant with respect to an r-parameter solvable Lie group, then it can
be reduced to an ordinary differential equation of order n− r. The application of Lie
theory to differential equations is well explained in [26,38,39].
Given a system of differential equations there are various methods for computing
its complete point symmetry group. One of them is the direct method [7, 30–32, 47]
in which the point symmetries are computed directly from the condition of invariance
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of the system under the action of point transformations. In general, this leads to
a cumbersome nonlinear system of partial differential equations for the components
of point symmetry transformations, which is typically difficult to solve. To simplify
the computations, one can consider the infinitesimal counterparts of the invariance
condition only. This results in the associated Lie algebra of infinitesimal generators
of one-parameter point symmetry groups of the system. The main drawback of the
infinitesimal method is that it misses discrete symmetry transformations. To obtain
the complete point symmetry group, which consists of both discrete and continuous
symmetry transformations, one can also use the so-called algebraic method [4,6]. This
method was suggested by Hydon and is based on the idea that each point symme-
try transformation of a system of differential equations induces an automorphism of
the corresponding Lie algebra [24–26]. It leads to restrictions on the form of point
symmetry transformations before invoking the direct method and thus it significantly
simplifies the further computations within the framework of the direct method. The
shortcoming of this method is that for an infinite-dimensional Lie algebra, the com-
putation of the entire automorphism group can be impossible. The refinement of the
algebraic method that is based on the notion of megaideals was proposed in [7].
In practice, one often has to deal with a system of differential equations that is
parameterized by arbitrary functions or constants and thus is a class of systems of
differential equations rather than a single system. The above arbitrary functions and
constants are commonly referred to as the arbitrary elements of the class. The prob-
lem of group classification for the class is the classification of Lie symmetry properties
of systems from this class depending on values of the arbitrary elements. The group
classification allows one to choose the most relevant system from the class using sym-
metry as a selection criterion. The point transformations that map each system from
the class to a system from the same class are called equivalence transformations of
the class. They play a central role in group classification since they can be used to
choose the simplest representative among similar systems. For this reason, there is
an extension of the algebraic method for finding the complete point symmetry group
of a system of differential equations to computing the complete equivalence group of
a class of such systems [4]. Group classification is a quite complicated problem since
it usually requires solving an overdetermined system of partial differential equations
with respect to the arbitrary elements and the components of infinitesimal symmetry
generators simultaneously.
3
In the thesis, we consider the classes of one- and two-dimensional shallow water
equations with variable bottom topography. These classes have been studied earlier
in [1,13–16,18,27,33,48,49,52]. The shallow water equations describe a thin layer of
fluid of constant density in hydrostatic balance, bounded by the rigid bottom and by
the free surface. As an example of real world application, the shallow water equations
can be used to model the propagation of a tsunami as long as the wave is far from
the shore. This topic was studied in [11,22,53].
The main goal of the thesis is the group classification of the class of two-dimen-
sional shallow water equations with variable bottom topography up to equivalence
transformations of this class. The one-dimensional case was considered within the
framework of symmetry analysis in [2,3], where Lie symmetry, zero order conservation
laws were found without involving the corresponding equivalence transformations. In
the present work we compute the generalized equivalence group of the class of one-
dimensional shallow water equations, which can be used for rewriting the previously
obtained results from [2] in a simplified form. The group classification problem for the
two-dimensional shallow water equations is solved in two steps. Firstly, we compute
the generalized equivalence group of this class. Secondly, we classify, up to equivalence
transformations, Lie symmetries of systems of the class depending on values of the
arbitrary element, which is the bottom topography.
The structure of this thesis is as follows.
In Chapter 2 we present some theoretical results on Lie groups and Lie alge-
bras (Section 2.1) and symmetries of differential equations (Section 2.2) following the
classical textbooks [39, 42, 43]. We describe the algebraic method of computing the
complete point symmetry group (Section 2.3) and explain the notion of equivalence
group (Section 2.4).
Chapter 3 is devoted to the construction of the generalized equivalence group of
the class of one-dimensional shallow water equations with variable bottom topogra-
phy. In Section 3.1, we find this group using the algebraic method. We repeat the
computations for the naturally re-parameterized class in Section 3.2 and carry out the
comparison of these two approaches in Section 3.3.
In Chapter 4 we carry out the group classification of the class of two-dimensional
shallow water equations with variable bottom topography. The generalized equiv-
alence group of this class is computed in Section 4.1. Preliminary analysis of Lie
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symmetries of systems from the class and a complete list of inequivalent Lie symme-
try extensions are presented in Section 4.2. In Section 4.3, we provide the proof of the
classification results. Section 4.4 is devoted to the computation of additional equiva-
lence transformations among listed classification cases for the class of two-dimensional
shallow water equations.
In the last chapter we discuss the results of the thesis and outline possible directions
of further study within the symmetry analysis of shallow water equations.
Chapter 2
Theoretical background
2.1 General notions of Lie theory
To begin with we will introduce the notion of a Lie group, which plays a key role in
the symmetry analysis of differential equations. In this section we closely follow [39].
Let us assume that the reader is familiar with basic concepts of differential geom-
etry and basic notions of group theory. In the following M denotes a C∞ manifold,
and TM |x is the tangent space to M at x ∈M .
Definition 1. A Lie group, G, is a group endowed with the structure of a C∞ manifold
such that the inversion map and multiplication map
s : G→ G, g 7→ g−1,
m : G×G→ G, (g, h) 7→ gh
are smooth.
Remark. It suffices to require that the single map (g, h) 7→ gh−1 is smooth. For
example, the inversion map is smooth because it is the restriction of this map to
{e} ×G, where e is the identity element.
Definition 2. Suppose G is a Lie group and M is a C∞ manifold. An action of G
on M is a map G×M →M such that
g · (h · l) = (gh) · l for all g, h ∈ G, l ∈M.
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The symmetry group of a system of differential equations is a particular case of
a Lie group. In practical applications one often deals with local Lie groups, which
contain only elements sufficiently close to the identity element, instead of global ones.
The advantage of local Lie groups is that one can define all operations in local coor-
dinates only, and does not have to resort to the theory of manifolds.
Definition 3. (see [39]) An s-parameter local Lie group consists of connected open
subsets V0 ⊂ V ⊂ Rs containing the origin 0, and smooth maps
m : V × V → Rs,
i : V0 → V,
defining the group multiplication and inversion, respectively, with the following prop-
erties.
• Associativity.
∀x, y, z,∈ V, m(x, y), m(y, z) ∈ V, m(x,m(y, z)) = m(m(x, y), z).
• Identity element.
∀x ∈ V, m(0, x) = x = m(x, 0).
• Inverse element.
∀x ∈ V0, m(x, i(x)) = 0 = m(i(x), x).
To simplify the further work we define the notion of Lie algebras. It allows one
to study the non-linear structure of a Lie group by the linear structure of its Lie
algebra, i.e. to switch from differential geometry to linear algebra. This makes the
computation of symmetries of differential equations more algorithmic.
The main tool in the theory of Lie groups and transformation groups are so-called
“infinitesimal transformations”. Recall that one can define the tangent vector v|x
at the point x, via derivations on the space C∞(M), which is the space of smooth
functions on M . A derivation satisfies both the linearity property and the Leibniz
rule evaluated at the point x:
v(f + g) = v(f) + v(g), v(f · g)v(f) · g + v(g) · f, ∀f, g,∈ C∞(M),
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and applying it to a smooth function results in a real number v(f)(x) at x. This
way of defining tangent vectors is entirely coordinate-free. A vector field on M is a
derivation of C∞(M), however the following definition is more convenient.
Definition 4. (see [39]) A vector field v on a smooth n-dimensional manifold M
assigns a tangent vector v|x ∈ TM |x to each point x ∈M , with v|x varying smoothly
from point to point. In local coordinates (x1, . . . , xn), a vector field has the form
v|x = ξ1(x)∂x1 + ξ2(x)∂x2 + · · ·+ ξn(x)∂xn ,
where each ξi(x) is a smooth function of x, and ∂xi stands for
∂
∂xi
.
Definition 5. An integral curve of a vector field v is a smooth curve parameterized
by x = φ(ε), such that at any point the tangent vector to that curve at this point
coincides with the value of v at the same point: φ̇(ε) = v|ε for all ε.
Given a smooth vector field v and a point x ∈ M , there exists a neighborhood
M ′ ⊂ M containing x and a smooth map φ : (−ε, ε) ×M ′ → M such that the curve
φ(t, x) is the unique integral curve passing through x with
dφ(t, x)
dt
= v(φ(t, x)), φ(0, x) = x. (2.1)
This curve is called the flow generated by the vector field v.
For each vector field v we define the flow generated by v, denoted by φ(ε, x), to
be the parameterized maximal integral curve passing through x in M . Note that the
flow of a vector field has the properties that
φ(δ, φ(ε, x)) = φ(δ + ε, x), x ∈M,
for all δ, ε ∈ R such that the involved expressions are defined,
φ(0, x) = x,
and
d
dε
φ(ε, x) = v|φ(ε,x).
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Thus, the flow generated by a vector field coincides with the local group action of the
Lie group R on the manifold M , which is called a one-parameter group of transforma-
tions. We say that the vector field v is the infinitesimal generator of the action. The
computation of the flow or one-parameter group generated by a given vector field v is
equivalent to solving system (2.1) of ordinary differential equations and is also called
the exponentiation of this vector field, and indicated as
φ(ε, x) = exp(εv)x.
This notation is justified because of the properties of the exponential function.
Suppose we are given two vector fields v and w on M , then we define their Lie
bracket [v,w] to be the unique vector field satisfying
[v,w](f) = v(w(f))−w(v(f)),
for all smooth functions f : M → R.
Now we can define the notion of Lie algebras.
Definition 6. A Lie algebra is a vector space g endowed with a bilinear operation
[·, ·] : g× g→ g,
called the Lie bracket (or the commutator), such that the following properties are
satisfied:
1. For all v,w ∈ g the Lie bracket is skew-symmetric, i.e. [v,w] = −[w,v].
2. For all u,v,w ∈ g the Jacobi identity is satisfied, i.e.
[u, [v,w]] + [w, [u,v]] + [v, [w,u]] = 0.
A vector subspace h ⊂ g that is closed under the Lie bracket is called a subalgebra
of the Lie algebra g.
We need to present a few more definitions to show the relation between a given Lie
group G and its associated Lie algebra. The right multiplication map Rg : G → G,
Rg(h) = hg, is a Lie group diffeomorphism with inverse Rg−1 = (Rg)
−1.
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Definition 7. A vector field on G is said to be right-invariant if dRg(v|h) = v|Rg(h) =
v|hg, for all g, h ∈ G.
Remark. The set of right-invariant vector fields forms a vector space.
Definition 8. The Lie algebra g of the Lie group G is the vector space of all right-
invariant vector fields on G.
It is important to note that a right-invariant vector field is uniquely determined
by its value at the identity transformation. The converse statement holds as well.
Besides, the commutator of two right-invariant vector fields is also right-invariant.
Therefore, right multiplication respects the Lie bracket and the vector space of right-
invariant vector fields g indeed has the structure of a Lie algebra.
Theorem 9. (see [50])
Given a Lie group G and the associated Lie algebra g, for each s ≤ dimG there is
a one-to-one correspondence between s-parameter connected subgroups of G and the
s-dimensional subalgebras of g.
This theorem generalizes the correspondence between Lie subalgebras and Lie sub-
groups. Suppose we are given the Lie algebra g of the Lie group G. There is a one-
to-one correspondence between one-parameter subgroups of G and one-dimensional
subspaces of g. Each one-dimensional subspace of g generates a one-parameter sub-
group of the associated one-parameter Lie group G via the exponentiation procedure.
2.2 Symmetries of differential equations
In this section we will introduce the basic theory that is necessary for understanding
the algebraic method for finding the complete point symmetry group of a system of
differential equations. The main references in this section are [26,39].
Consider a system L of differential equations for m unknown functions u =
(u1, . . . , um) of n independent variables x = (x1, . . . , xn). The solutions of the system
will be of the form u = f(x), i.e. ui = f i(x1, . . . , xn), i = 1, . . . ,m. Let X = Rn, with
coordinates x = (x1, . . . , xn), be the space representing the independent variables, and
let U = Rm, with the coordinates u = (u1, . . . , um), represent the dependent variables,
and Ω ⊂ X is the domain of f .
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The explanation of how a given transformation g in the Lie group G transforms a
function u = f(x) is essential here.
To begin with one can identify the function u = f(x) with its graph
Γf = {(x, f(x)) : x ∈ Ω} ⊂ X × U.
The graph Γf is an n-dimensional submanifold of X×U . If the graph is in the domain
of definition of the group transformation g, then Γf transformed by g is
g · Γf = {(x̃, ũ) = g · (x, u) : (x, u) ∈ Γf}.
For elements g near the identity, the transformation Γf̃ = g · Γf is the graph of some
single-valued smooth function ũ = f̃(x), since the identity element of G leaves Γf
unchanged and G acts smoothly. In practice, Lie groups arise as groups of transfor-
mations of some manifold M . The group transformations may neither be defined for
all elements of the group nor for all points on the manifold, i.e. the group acts only
locally.
Definition 10. Let M be a smooth manifold. A (local) Lie group G is a local group
of transformations if U is an open subset such that
{e} ×M ⊂ U ⊂ G×M,
which is the domain of definition of the group action, and a smooth map Ψ: U →M ,
which satisfies the following properties:
• Ψ(g,Ψ(h, x)) = Ψ(gh, x) for all (h, x), (g,Ψ(h, x)), and (gh, x) ∈ U ;
• Ψ(e, x) = x, for all x ∈M ;
• If (g, x) ∈ U , then (g−1,Ψ(g, x)) ∈ U and Ψ(g−1,Ψ(g, x)) = x,
where e is the identity transformation in G.
In the following definition the word “solution” means any smooth solution of the
system defined on any subdomain Ω ⊂ X.
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Definition 11. A symmetry group of the system L is a local group of transformations
G acting on an open subset M of the space of independent and dependent variables
for the system with the property that whenever u = f(x) is a solution of L, and
whenever g · f is defined for g ∈ G, then u = g · f(x) is a solution of L.
It is necessary to extend the base space X×U to introduce the geometric formula-
tion of the derivatives of u. The resulting space is called the jet space and it includes
both the independent and the dependent variables, as well as all the derivatives of
u with respect to x up to some fixed order. To rigorously define the notion of a jet
space we need to introduce the following, first.
Let f(x) = f(x1, . . . , xn) be a smooth real-valued function of n independent vari-
ables. There exist nk different k-th order partial derivatives of f , where
nk =
(
n+ k − 1
k
)
.
Here and in the following we will use the notation J = (j1, . . . , jk) for an unordered
k-tuple of integers and
∂Jf(x) =
∂kf(x)
∂xj1∂xj2 · · · ∂xjk
for the corresponding derivative of order k. Let us define an Euclidean m(r) dimen-
sional space U (r), with its coordinates being all possible partial derivatives of u of
orders from 0 (just u) to r. We denote m(r) to be the total number of partial deriva-
tives of all orders from 0 to r, i.e.
m(r) := m
(
n+ r
r
)
.
Since for a given smooth function f : X → U , where X = Rn and U = Rm there
exist mnk different k-th order partial derivatives u
i
J = ∂Jf
i(x) of components of f at
a given point x, the above can be defined. To be more precise:
Definition 12. The total space X × U (r) is called the r-th order jet space of the
underlying space X × U if its coordinates represent the independent variables, the
dependent variables and the derivatives of the dependent variables up to order r.
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Note that some differential equations are not defined on the whole space X × U
but on some open subsets of the underlying space. Having introduced the notion of
jet spaces, we have to adopt the notion of the solution of the system to it. In the
following we will discuss how the group action G acting on X×U can be extended to
a group action acting on X × U (r). Given a smooth function u = f(x), Γf ⊂ X × U
we define its r-th prolongation
u(r) = pr(r)f(x),
where pr(r)f(x) is the r-jet of f , also known as the prolongation of f . It is defined by
the equations
uiJ = ∂Jf
i(x), i = 1, . . . ,m.
Hence, the prolongation of f is a function from X to U (r) and for each x ∈ X, the
function pr(r)f(x) is a vector with entries representing the values of f and all its
derivatives up to order r at the point x. Now, when we have the prolongation of the
group transformation on the r-th jet space, we can consider the infinitesimal action of
the prolonged group action by differentiating the group transformation with respect
to the group parameter at the identity element.
Definition 13. Let M ⊂ X × U be open and suppose v is a vector field on M , with
corresponding one-parameter group exp(εv). The r-th prolongation of v, denoted
pr(r)[exp(εv)] is a vector field on the r-th jet space J (r). It is defined as the infinites-
imal generator of the corresponding prolonged one-parameter group pr(r)[exp(εv)].
Suppose that the vector v is of the form
v =
n∑
i=1
ξi(x, u)
∂
∂xi
+
m∑
α=1
φα(x, u)
∂
∂uα
,
then the prolongation of v is
pr(r)v =
n∑
i=1
ξi(x, u)
∂
∂xi
+
m∑
α=1
∑
J
φJα
∂
∂uα
. (2.2)
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The components φJα in (2.2) are determined as
φJα
(
x, u(r)
)
= DJ
(
φα −
n∑
i=1
ξiuαi
)
+
n∑
i=1
ξiuαJ,i, (2.3)
where DJ = Dj1 · · ·Djr is the J-th total derivative with
DiP =
∂P
∂xi
+
m∑
α=1
∑
J
uαJ,i
∂P
∂uαJ
,
being the total derivative with respect to xi, and
uαJ,i =
∂uαJ
∂xi
.
The following definition is necessary to explain the notion of a symmetry group of a
system of differential equations.
Definition 14. Let
∆ν(x, u
(r)) = 0, ν = 1, . . . , l,
be a system of differential equations. The system is said to be of maximal rank if its
l × (n+mnr)-dimensional Jacobian matrix
J∆(x, u
(r)) =
(
∂∆ν
∂xi
,
∂∆ν
∂uJα
)
of ∆ with respect to all the variables (x, u(r)) is of rank l whenever ∆(x, u(r)) = 0.
Finally, we can present the following theorem.
Theorem 15. (see [39])
Suppose
∆ν(x, u
(r)) = 0, ν = 1, . . . , l,
is a system of differential equations of maximal rank defined over M ⊂ X × U. If G
is a local group of transformations acting on M and,
pr(r)v[∆ν(x, u
(r))] = 0, ν = 1, . . . , l,
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whenever ∆(x, u(r)) = 0, for every infinitesimal generator v of G, then G is a sym-
metry group of the system.
2.3 Algebraic method for computing complete
point symmetry groups
A complete point symmetry group consists of both discrete and continuous point sym-
metry transformations. A standard way for computing continuous symmetry trans-
formations that form a connected Lie group is the so-called infinitesimal method. It
allows one to compute the continuous component of complete point symmetry groups
but misses discrete symmetry transformations.
In the literature, there are two methods for computing complete point symmetry
groups of systems of differential equations, the direct method [7, 30, 40, 47] and the
algebraic method [7,12,24–26].
The most universal is the direct method, which is based on the definition of a
point symmetry transformation. The application of this method results in a system
of PDEs (nonlinear highly-coupled and thus difficult to solve), which are called the
determining equations.
In this thesis we compute complete point symmetry groups of systems of differ-
ential equations (resp. complete equivalence groups of classes of such systems) using
the algebraic method, which was suggested by Hydon [24–26] and extended to the
case of infinite-dimensional point symmetry groups in [7, 12] and to the construc-
tion of complete equivalence groups in [4]. This method is simpler than the direct
method because it allows one to avoid solving nonlinear systems of partial differential
equations. The main idea of the algebraic method for the computation of discrete
symmetries of differential equations is the following: Let gL be the maximal Lie in-
variance algebra of a system of differential equations L. To restrict the form of those
point transformations that can be symmetries of L we use the following property:
Push-forwards of vector fields defined on the corresponding space of independent and
dependent variables of point symmetries of L induce automorphisms of gL. The above
property requires the explicit computation of the entire automorphism group of gL.
Then the restricted form can be substituted into the system L and from this point
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one proceeds with the direct method. It is important to note that the computation
of the entire automorphism group for infinite-dimensional Lie algebras is sometimes
an impossible task. Therefore, for a proper application of the described method (that
is called automorphism-based version of the algebraic method) the algebra gL has to
be finite-dimensional. If this is not the case, the computation of the automorphism
group Aut(gL) becomes a complicated problem. For this reason the megaideal-based
version of the algebraic method was proposed and well explained in [4, 7, 12].
In this section we will illustrate the algebraic method with the computation of the
complete point symmetry group of the Harry Dym equation.
Consider the Harry Dym equation of the form
ut = u
3uxxx. (2.4)
First of all we have to find the maximal Lie invariance algebra g of this equation
by the infinitesimal invariance criterion. Equation (2.4) is of third order with two
independent variables x and t, and one dependent variable u, so n = 2 and m = 1 in
our notation from Section 2.2. The Harry Dym equation can be identified with the
linear subvariety in X×U (3) determined by the vanishing of ∆(t, x, u(3)) = ut−u3uxxx.
Let
v = τ(t, x, u)∂t + ξ(t, x, u)∂x + φ(t, x, u)∂u
be a vector field on X ×U . We have to compute all possible coefficient functions τ, ξ
and φ such that the corresponding one-parameter group exp(εv) is a symmetry group
of the Harry Dym equation. According to Theorem 15, we need to compute the third
prolongation
pr(3)v = v + φt∂ut + φ
x∂ux + φ
tt∂utt + φ
xt∂uxt + φ
xx∂uxx
+ φttt∂uttt + φ
ttx∂uttx + φ
txx∂utxx + φ
xxx∂uxxx
of v. Applying pr(3)v to (2.4), we find the infinitesimal invariance criterion to be
φt = 3u2uxxxφ+ u
3φxxx, (2.5)
which must be satisfied whenever ut − u3uxxx = 0.
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In the criterion above φt and φxxx are computed from the following formulas
φt = Dt(φ− τut − ξux) + ξuxt + τutt,
φxxx = D3x(φ− τut − ξux) + τutxxx + ξuxxxx,
where the operators Dt and Dx denote the total derivatives with respect to t and x
Dt =
∂
∂t
+ ut
∂
∂u
+ utt
∂
∂ut
+ utx
∂
∂ux
+ · · · ,
Dx =
∂
∂x
+ ux
∂
∂u
+ utx
∂
∂ut
+ uxx
∂
∂ux
+ · · · .
Expanding the condition (2.5), substituting u3uxxx for ut and splitting the resulting
equation with respect to the derivatives ux, uxx and uxxx, we find the system of
determining equations,
τx = τu = 0, ξu = 0, 3φ = (3ξx − τt)u,
ξt + u
3(φxxu − ξxxx) = 0, ξxx − φxu = 0, φt − u3φxxx = 0.
The solution of this system gives us the most general infinitesimal symmetry of the
Harry Dym equation with the coefficient functions of the form
τ = c1 + c5t, ξ = c4 + c2x+
c3
2
x2, φ =
(
c2 −
1
3
c5 + c3x
)
u,
where c1, . . . , c5 are arbitrary constants. Thus the maximal Lie invariance algebra g
of (2.4) is spanned by five vector fields
P x = ∂x, D
x = x∂x + u∂u, Π = x
2∂x + 2xu∂u,
P t = ∂t, D
t = t∂t −
u
3
∂u.
Each point symmetry transformation T
T : (t̃, x̃, ũ) = (T,X, U)(t, x, u)
in the space of (x, u(r)) of a system of differential equations L induces an automorphism
of the maximal Lie invariance algebra g of L via push-forwarding of vector fields in
the space of system variables. This condition implies constraints for T which are then
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taken into account in further calculations using the direct method. If dim g = l <∞,
then the above means that
T∗ei =
l∑
j=1
aijej, i = 1, . . . , l, (2.6)
where T∗ is the push-forward of the vector fields induced by T , and A = (aij)li,j=1 is
the matrix of an automorphism of g in the chosen basis (e1, . . . , el).
Our next goal is to compute the general form (aij) of the automorphism ma-
trices, that correspond to the linear operators of which Aut(g) consists. We fix
B = (P x, Dx,Π, P t, Dt) to be the basis of g. One can obtain the general form of
(aij)
5
i,j=1 via solving the system of algebraic equations
ck
′
i′j′a
i′
i a
j′
j = c
k
ija
k′
k , (2.7)
where ckij are the structure constants of g in the fixed basis B and repeated indices in
subscript and superscript means the summation over them. In the case of the Harry
Dym equation it is useful to investigate the structure of the maximal Lie invariance
algebra g first. According to the Levi–Mal’tzev theorem, any finite-dimensional real
Lie algebra is the semidirect product of a maximal solvable ideal (radical) and a
semisimple subalgebra (Levi subalgebra). This theory is well explained in [23,51].
Theorem 16. The radical r of g is spanned by the vector fields P t, Dt and the Levi
factor f is spanned by P x, Dx, Π,
r = 〈P t, Dt〉, f = 〈P x, Dx,Π〉.
One can notice that f is isomorphic to the special linear Lie algebra sl(2,R), and
thus, Aut(f) is isomorphic to the group of diagonal matrices of the form diag(ε, 1, ε),
ε = ±1. Finally, we have that the general form of automorphism matrices of g is the
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following
A =

ε 0 0 0 0
0 1 0 0 0
0 0 ε 0 0
0 0 0 a44 a
4
5
0 0 0 a54 a
5
5
 ,
where aij’s are arbitrary nonzero constants and a
4
4a
5
5 6= 0.
We have obtained a restricted form of the matrix A, and so can expand the con-
dition (2.6) for T∗ that will give us constraints for the transformation T . These
constraints are to be used within the direct method afterwards. Consequently equat-
ing the corresponding vector-field components of right- and left-hand sides of the
equations (2.6) produces a system of differential equations for components of the
transformation T . Integrating this system gives us the following intermediate form
T = a45t+ a
4
5 − a55, X = εx, U = cu, ε = ±1, c ∈ R
for T . The set of transformations found in the way described above constitutes the
complete point symmetry group of the system (2.4) including both continuous and
discrete transformations. To produce the final form for T we solve the system of
constraints for T within the framework of the direct method. This produces the
condition c3a45 = ε. All the above proves the following corollary.
Corollary 17. A complete list of discrete symmetry transformations of the Harry
Dym equation (2.4) that are independent up to combining with continuous symmetry
transformations of the equation and with each other is exhausted by two transforma-
tions alternating signs of variables,
(t, x, u) 7→ (−t, x,−u) and (t, x, u) 7→ (t,−x,−u).
2.4 Equivalence group
Differential equations are used to analyze and understand a variety of real-world prob-
lems. Most of them contain numerical or functional parameters (so-called arbitrary
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elements), which are often determined experimentally. Differential equations that con-
tain parameters are called classes of differential equations. The following definition
makes this more precise (the main references here are [4, 47]).
Let
Lθ : ∆ν(x, u(p), θ(x, u(p))) = 0, ν = 1, . . . , l,
denote a system of differential equations parameterized by the tuple of arbitrary
elements θ(x, u(p)) = (θ1(x, u(p)), . . . , θk(x, u(p))) running through the set S of solutions
of the auxiliary system S(x, u(p), θ(q)(x, u
(p))) = 0. Often the set S is additionally
constrained by the non-vanishing condition Σ(x, u(p), θ(q)(x, u
(p))) 6= 0 with another
tuple Σ of differential functions. In the above notations, by θ(q) we denote the partial
derivatives of the arbitrary element θ of order not greater than q for which both x
and u(p) act as independent variables.
Remark. The above definition of a class of systems of differential equations is not
complete, since different values of arbitrary elements may correspond to the same
system. The values θ and θ̃ of arbitrary elements are called gauge equivalent (θ ∼g θ̃)
if Lθ and Lθ̃ are the same system of differential equations.
The set S of arbitrary elements should be factorized with respect to the gauge
equivalence relation, to avoid ambiguity in the following correspondence θ → Lθ. The
above discussion allows us to present the following definition:
Definition 18. The set {Lθ | θ ∈ S} denoted by L|S is called a class of differential
equations defined by parameterized systems Lθ and the set S of arbitrary elements θ.
The main aim of this section is to define the notion of the equivalence group of the
class L|S . It is convenient to first introduce the notion of admissible transformations
and the equivalence groupoid. The set of admissible transformations T (θ, θ̃) from
Lθ into Lθ̃ is the set of point transformations which map the system Lθ into the
system Lθ̃. The maximal point symmetry group Gθ of the system Lθ coincides with
T (θ, θ). If the systems Lθ and Lθ̃ are equivalent with respect to point transformations
then T (θ, θ̃) = φ0 ◦ Gθ = Gθ̃ ◦ φ0, where φ0 is a fixed transformation from T (θ, θ̃).
Otherwise, T (θ, θ̃) = ∅. Analogously, the set T (θ,L|S) = {θ̃ | θ̃ ∈ S, φ ∈ T (θ, θ̃)} is
called the set of admissible transformations of the system Lθ into the class L|S .
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Definition 19. T (L|S) = {(θ, θ̃, φ) | θ, θ̃ ∈ S, φ ∈ T (θ, θ̃)} is called the set of admis-
sible transformations in L|S .
Each admissible transformation is invertible (θ, θ̃, φ)−1 = (θ̃, θ, φ−1) and the partial
binary operation of composition is naturally defined for pairs of admissible transfor-
mations for which the target system of the first admissible transformation and the
source system of the second admissible transformation coincide, (θ, θ̃, φ) ◦ (θ̃, θ̄, φ̃).
The set of admissible transformations of the class L|S that is endowed with the oper-
ations of composition and taking the inverse is called the equivalence groupoid of this
class and denoted by G∼ = G∼(L|S). Recall that a point transformation φ: z̃ = φ(z)
in the space of variables z = (z1, . . . , zk) is projectable on the space of variables
z′ = (zi1 , . . . , zik), with 1 ≤ i1 ≤ · · · ≤ ik ≤ k if the expressions for the transformed
variables z̃′ depend only on z′. The projection of φ to the z′-space is denoted by φ|z′ ,
z̃′ = φ|z′(z′).
Definition 20. The (usual) equivalence group, denoted byG∼ = G∼(L|S), of the class
L|S is the group of point transformations in the space of (x, u(p), θ), each element Φ
of which satisfies the following properties: It is projectable to the space of (x, u(p
′))
for any p′ with 0 ≤ p′ ≤ p. The projection Φ|(x,u(p′)) is the p′-th order prolongation of
Φ|(x,u). For any θ from S its image Φθ also belongs to S. Finally, Φ|(x,u) ∈ T (θ,Φθ).
Elements ofG∼ are called equivalence transformations of the class L|S . Each equiv-
alence transformation Φ induces a family of admissible transformations parameterized
by the arbitrary elements, {(θ,Φθ,Φ|(x,u)) | θ ∈ S}. If the entire equivalence groupoid
is induced by the equivalence group G∼ in the above way, then transformational
properties of the class L|S are particularly nice and the class is called normalized [47].
The equivalence group of the class of equations may contain transformations which
act only on arbitrary elements and do not really change systems, i.e. which generate
gauge admissible transformations.
Definition 21. (See [47].) An element (θ, θ̃, φ) from the set of admissible transfor-
mations of the given Lθ is called a gauge admissible transformation in the class LS if
θ is gauge-equivalent to θ̃ and φ is the identical transformation.
In general, transformations of this type can be considered as trivial (gauge) equiv-
alence transformations and form a gauge subgroup of the equivalence group. In some
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cases, if the arbitrary elements θ depend on x and u only, we can neglect the condition
that the transformation components for (x, u) of equivalence transformations do not
involve θ, which gives the generalized equivalence group G∼gen = G
∼
gen(L|S) of the class
L|S . Each element Φ of G∼gen is a point transformation in the (x, u, θ)-space such that
for any θ from S its image Φθ also belongs to S, and Φ(·, ·, θ(·, ·))|(x,u) ∈ T (θ,Φθ).
The algebraic method for computing complete point symmetry groups from Sec-
tion 2.3 can be easily extended to the framework of equivalence transformations.
Theorem 22. (See [4].) Let L|S be a class of (systems) of differential equations with
G∼ and g∼ being the equivalence group and the equivalence algebra of this class. Any
transformation T from G∼ induces an automorphism of g∼ via pushing forward vector
fields in the relevant space of independent variables, derivatives of unknown functions
and arbitrary elements of the class.
The extension works properly if the corresponding equivalence algebra g∼ is of
finite, nonzero, and moreover low dimension since the knowledge of the entire auto-
morphism group is needed. The new feature is that one should consider appropriate
point transformations and vector fields in the relevant extended vector space of inde-
pendent variables, derivatives of unknown functions and arbitrary elements.
Chapter 3
Equivalence group of
one-dimensional shallow water
equations
The class of systems of one-dimensional shallow water equations with variable bottom
topography in dimensionless variables is given by
ut + uux + ηx = 0,
ηt +
(
(η + h)u
)
x
= 0.
(3.1)
Here h(x) is the bottom profile, u = u(t, x) is the vertically averaged horizontal
velocity, and η = η(t, x) is the deviation of the free surface.
Each system of the form (3.1) is an inhomogeneous one-dimensional system of
hydrodynamic type equations. In general, such systems for n dependent variables are
of the form
uit =
n∑
j=1
vij(t, x, u1, . . . , un)ujx + v
i0(t, x, u1, . . . , un), i = 1, . . . , n,
where the coefficients vij are sufficiently smooth functions of (t, x, u1, . . . , un); see [19,
54]. For systems of the form (3.1) we have n = 2 and (u1, u2) = (u, h).
The system of one-dimensional shallow water equations of the general form (3.1)
was studied in [2, 3]. We will rewrite this system in different notations.
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Let us denote b(x) := h(x) and ĥ(x) := η(t, x)+b(x), and further we will write h(x)
instead of ĥ(x). As a result systems of the form (3.1) reduce to
ut + uux + hx = bx,
ht + hux + uhx = 0,
(3.2)
where x is the horizontal coordinate, t is the time variable, u(t, x) and h(t, x) are the
horizontal component of the velocity and the depth of the free surface at the point x
at the time t, respectively.
The systems of the form (3.2) involve the parameter function b, which is referred
to as the arbitrary element of the class (3.2). According to the interpretation of b as
arbitrary element or a fixed function, we will refer to (3.2) as a class of systems or as
a fixed system.
The complete system of auxiliary equations and inequalities for the arbitrary ele-
ment b of the class (3.2) is given by
bt = 0, bu = 0, bh = 0, but = 0, bux = 0, bht = 0, bhx = 0.
3.1 Computation without re-parametrizing
the class
Since the arbitrary element b depends only on (t, x) and does not depend on u and h
we will treat the arbitrary element b = b(t, x) as a dependent variable. The generalized
equivalence group G∼ for the class (3.2) coincides with the complete point symmetry
group G of the extended system
ut + uux + hx = bx,
ht + hux + uhx = 0,
bt = 0.
(3.3)
Similarly, the equivalence algebra g∼ can be identified with the maximal Lie invariance
algebra g of the system (3.3). In order to compute the maximal Lie invariance algebra
g of a given system of differential equations we invoke the infinitesimal method.
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The infinitesimal generators of one-parameter Lie symmetry groups for the sys-
tem (3.3) are of the form
v = τ∂t + ξ∂x + η
1∂u + η
2∂h + η
3∂b,
where the components τ, ξ, η1, η2 and η3, depend on t, x, u, h and b. Recall that we
use the notation ∂α instead of ∂/∂α, α ∈ {t, x, u, h, b}.
The infinitesimal invariance criterion (Theorem 15) requires that
pr(1)v(w1t + ww
1
x + w
2
x − w3x) = 0,
pr(1)v(w2t + w
2w1x + w
1w2x) = 0,
pr(1)v(w3t ) = 0,
whenever the system (3.3) holds. Here w = (w1, w2, w3) := (u, h, b) and the vector
field pr(1)v is the first prolongation of v of the form
pr(1)v = v +
3∑
i=1
(
ηit
∂
∂wit
+ ηix
∂
∂wix
)
.
The components ηit and ηix of the prolonged vector field pr(1)v are determined by the
following expressions
ηit = Dt(η
i − τwit − ξwix) + τwitt + ξwitx
ηix = Dx(η
i − τwit − ξwix) + τwitx + ξwixx,
i = 1, 2, 3.
Here Dt and Dx are the total derivative operators with respect to t and x, respectively.
The criterion of invariance of the system, with respect to the vector field v is
η1t + uxη
1 + uη1x + η2x − η3x = 0,
η2t + uxη
2 + hη1x + η1hx + uη
2x = 0,
η3t = 0,
(3.4)
which must be satisfied whenever the system (3.3) holds.
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Substituting the expressions for the derivatives ut, ht and bt in view of the sys-
tem (3.3) into conditions (3.4) and splitting with respect to ux, hx and bx results in
the system of determining equations
τ = τ(t, x), ξ = ξ(x), η3 = η3(x, b),
hη1x + η
2
t + uη
2
x = 0, η
1
t + uη
1
x + η
2
x − η3x = 0,
−hτx + η2u + uη2b + hη3b = 0, uτx + uη1b + η2h + η2b − η3b = 0,
τt + 2uτx − ξx − η1u + η2h = 0,
uτt + u
2τx − uξx + η1 + hη1h + hη1b + uη2b ,
hτt + uhτx − hξx + hη1u + uhη1b + η2 + uη2u + u2η2b ,
hτx + η1 + uη
1
u − hη1h + u2η1b + uη2b − uη3b = 0.
Integrating this system, we obtain the exact form of the components of the vector
field v,
τ = c3t+ c4, ξ = c1x+ c2,
η1 = (c1 − c3)u, η2 = 2(c1 − c3)h, η3 = 2(c1 − c3)b+ c5,
where c1, . . . , c5 are arbitrary real constants. A complete set of linearly independent
generators of one-parameter Lie symmetry groups for the extended system (3.3), which
span the maximal Lie invariance algebra g of this system, consists of the vector fields
P t = ∂t, P
x = ∂x, P
b = ∂b,
Dt = t∂t − u∂u − 2h∂h − 2b∂b, Dx = x∂x + u∂u + 2h∂h + 2b∂b.
We fix the basis B = (P t, P x, P b, Dt, Dx) of the algebra g. Up to anticommutativity
of the Lie bracket of vector fields, the nonzero commutation relations between the basis
elements of g are exhausted by
[P t, Dt] = P t, [P x, Dx] = P x, [P b, Dt] = −2P b, [P b, Dx] = 2P b,
i.e., the only nonzero structure constants of g in the basis B are
c114 = 1, c
2
25 = 1, c
3
34 = −2, c335 = 2.
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The automorphism group Aut(g∼) of g consists of the linear operators on g whose
matrices, in the chosen basis B, are nondegenerate 5× 5 matrices of the form (aij)5i,j=1
with entries aij satisfying the system of algebraic equations
ck
′
i′j′a
i′
i a
j′
j = c
k
ija
k′
k .
Here we assume the summation over repeated indices. The solution of the system is
given by
a12 = a
1
3 = a
1
5 = 0,
a21 =
2
3= a
2
4 = 0,
a31 = a
3
2 = 0, a
3
4 = −a35,
a41 = a
4
2 = a
4
3 = a
4
5 = 0, a
4
4 = 1,
a51 = a
5
2 = a
5
3 = a
5
4 = 0, a
5
1 = 1,
where a11, a
1
4, a
2
2, a
2
5, a
3
3 and a
3
5 are free parameters with a
1
1a
2
2a
3
3 6= 0.
Hence the group Aut(g) can be identified with the matrix group that consists of
the matrices of the general form
A =

a11 0 0 a
1
4 0
0 a22 0 0 a
2
5
0 0 a33 −a35 a35
0 0 0 1 0
0 0 0 0 1

,
where all nonzero aij’s are arbitrary real constants and a
1
1a
2
2a
3
3 6= 0.
By construction, a point symmetry transformation of the system (3.3) is a point
transformation in the joint space of the independent variables (t, x) and the dependent
variables u, h and b. In order to compute the complete point symmetry group of
the system (3.3) we consider a point symmetry transformation of independent and
dependent variables of the form
T : (t̃, x̃, ũ, h̃, b̃) = (T,X,U,H,B)(t, x, u, h, b).
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Each point transformation T of the class induces an automorphism of the maximal
Lie invariance algebra g. Since the algebra g is finite-dimensional, dim g = 5, the
above conditions mean that
T∗ej =
5∑
i=1
aijei, j = 1, . . . , 5, (3.5)
where T∗ is the push-forward of vector fields induced by T and (aij)5i,j=1 is the matrix
of an automorphisms in the chosen basis B, where e1 = P t, e2 = P x, e3 = P b, e4 = Dt
and e5 = D
x. We expand (3.5) for each basis element and get the following constraints
for the transformation T :
T∗P t = Tt∂t̃ +Xt∂x̃ + Ut∂ũ +Ht∂h̃ +Bt∂b̃ = a
1
1∂t̃, (3.6a)
T∗P x = Tx∂t̃ +Xx∂x̃ + Ux∂ũ +Hx∂h̃ +Bx∂b̃ = a
2
2∂x̃, (3.6b)
T∗P b = Tb∂t̃ +Xb∂x̃ + Ub∂ũ +Hb∂h̃ +Bb∂b̃ = a
3
3∂b̃, (3.6c)
T∗Dt = (tTt − uTu − 2hTh − 2bTb)∂t̃ + (tXt − uXu − 2hXh − 2bXb)∂x̃
+ (tUt − uUu − 2hUh − 2bUb)∂ũ + (tHt − uHu − 2hHh − 2bHb)∂h̃
+ (tBt − uBu − 2hBh − 2bBb)∂b̃
= a14∂t̃ − a35∂b̃ + T∂t̃ − U∂ũ − 2H∂h̃ − 2B∂b̃, (3.6d)
T∗Dx = (xTx + uTu + 2hTh + 2bTb)∂t̃ + (xXx + uXu + 2hXh + 2bXb)∂x̃
+ (xUx + uUu + 2hUh + 2bUb)∂ũ + (xHx + uHu + 2hHh + 2bHb)∂h̃
+ (xBx + uBu + 2hBh + 2bBb)∂b̃
= a25∂x̃ + a
3
5∂b̃ +X∂x̃ + U∂ũ + 2H∂h̃ + 2B∂b̃. (3.6e)
The first three equations of the last system imply Tt = a
1
1, Tx = Tb = 0, Xx = a
2
2 and
Xt = Xb = 0. In view of (3.6d) and restrictions on T we compute that T = a
1
1t− a41,
and similarly from the equation (3.6e) we get X = a22x − a52. We also derive that
U = U(u, h), H = H(u, h), Bb = a
3
3 and Bt = Bx = 0 from the equations (3.6a),
(3.6b), (3.6c). Two differential equations Uu + 2hUh = U , Hu + 2hHh = 2H, are
obtained from the equations (3.6a) and (3.6b). We integrate these equations and
get that U = uF (hu−2) and H = hG (hu−2), where F and G are arbitrary smooth
functions of hu−2. Besides, from (3.6d) and (3.6e) we compute that B = a33b− a53/2.
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To sum up, using the algebraic method we obtain the general form for the components
T , X, U , H and B to be
T = a11t− a41, X = a22x− a52,
U = uF (ω) , H = hG (ω) , B = a33b− a53/2,
where F and G are smooth functions of ω := hu−2. Further we continue the com-
putations of the complete point symmetry group G of the system (3.3) within the
framework of the direct method. We express all required transformed derivatives w̃i
t̃
,
w̃ix̃, i = 1, 2, 3, in terms of the initial coordinates using the chain rule
ũt̃ =
1
a11
(
ut(F − 2ωFω) + ht
Fω
u
)
, ũx̃ =
1
a22
(
ux(F − 2ωFω) + hx
Fω
u
)
,
h̃t̃ =
1
a11
(
−2utuω2Gω + ht(G+ ωGω)
)
,
h̃x̃ =
1
a22
(
−2uxuω2Gω + hx(G+ ωGω)
)
,
b̃t̃ =
a33
a11
bt, b̃x̃ =
a33
a22
bx.
We substitute the obtained expressions into the copy of the system (3.3) in the new
coordinates
ũt̃ + ũũx̃ + h̃x̃ − b̃x̃ = 0,
h̃t̃ + h̃ũx̃ + ũh̃x̃ = 0,
b̃t̃ = 0.
Each solution of the system (3.3) should identically satisfy the expanded system of
equations. Thus, the final form of the symmetry transformation components is
T = a11t− a41, X = a22x− a52, U =
a33a
1
1
a22
u, H = a33h, B = a
3
3b− a53/2,
where additionally (a11)
2a33/(a
2
2)
2 = 1.
Recall that the generalized equivalence group G∼ of the class of one-dimensional
shallow water equations (3.2) coincides with the complete point symmetry group G
of the extended system (3.3). Summing up, we proved the following theorem.
29
Theorem 23. The generalized equivalence group G∼ of the class of one-dimensional
shallow water equations (3.3) consists of the point transformations in the space of the
coordinates (t, x, u, h, b) whose components are
t̃ = δ1t+ δ2, x̃ = δ3x+ δ4, ũ =
δ3
δ1
u, h̃ =
δ 23
δ 21
h, b̃ =
δ 23
δ 21
b+ δ5,
where δi, i = 1, . . . , 5 are arbitrary real constants with δ1δ3 6= 0.
The generalized equivalence point transformations t̃, x̃, ũ and h̃ of the class (3.2)
do not depend on the arbitrary element b, and thus coincide with the usual equivalence
transformations of this class.
Corollary 24. The generalized equivalence group G∼ of the class (3.2) coincides with
the usual equivalence group of this class.
Corollary 25. The class of one-dimensional shallow water equations (3.2) possesses,
up to combining with each other and with continuous symmetries, two independent
discrete equivalence transformations given by alternating signs of variables
(t, x, u, h, b) 7→ (−t, x,−u, h, b),
(t, x, u, h, b) 7→ (t,−x,−u, h, b).
Corollary 26. The factor group of the generalized equivalence group G∼ of the
class (3.2), with respect to its identity component is isomorphic to the group Z2×Z2.
3.2 Computation with re-parametrizing the class
The arbitrary element b appears in the general form in systems from the class (3.2)
only as derivative bx. This is why we can re-parametrize the class (3.2) assuming bx
itself as the arbitrary element of this class, re-denoting for convenience bx by b. As a
result, we obtain the class of one-dimensional shallow water equations of the form
ut + uux + hx + b = 0,
ht + hux + uhx = 0,
(3.7)
where b = b(x) is the arbitrary element of the class.
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Analogously to the previous case, we can treat the arbitrary element b as one more
dependent variable, and replace the class (3.7) by the extended system,
ut + uux + hx + b = 0,
ht + hux + uhx = 0,
bt = 0.
(3.8)
The computation of the complete point symmetry group of the system (3.8) is similar
to that for the system (3.3). Using the classical infinitesimal approach we construct
the maximal Lie invariance algebra h = 〈P t, Dt, P x, Dx〉 of the system (3.8), where
P t = ∂t, D
t = t∂t − u∂u − 2h∂h − 2b∂b,
P x = ∂x, D
x = x∂x + u∂u + 2h∂h + b∂b.
Let us fix the basis H = (P t, Dt, P x, Dx) of h. All nonzero Lie brackets of basis
elements, with respect to anticommutativity, are
[P t, Dt] = P t, [P x, Dx] = P x.
It is essential to know the automorphism group Aut(h)1 to invoke the algebraic method
for computing complete point symmetry group of the system (3.8). Automorphism
matrices of the algebra h in the chosen basis H are of the following two forms, which
were presented in [45]:
A1 =

a11 a
1
2 0 0
0 1 0 0
0 0 a33 a
3
4
0 0 0 1
 , A2 =

0 0 a13 a
1
4
0 0 0 1
a31 a
3
2 0 0
0 1 0 0
 ,
where a11a
3
3 6= 0 for A1 and a13a31 6= 0 for A2.
1For many finite-dimensional Lie algebras, the automorphism groups have been computed and
presented in the literature. This includes all semi-simple Lie algebras [29], and for Lie algebras
of dimension not greater than six, [17, 20, 21, 45]. The algebra h is solvable and decomposable.
More specifically it is isomorphic to the Lie algebra being the direct sum of two copies of the
two-dimensional noncommutative algebras, which is denoted by e.g., 2g2 [36] or 2A2.1 [45]. The
automorphism group of this algebra was computed in [17,45].
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Consider a point symmetry transformation T of the system (3.8),
T : (t̃, x̃, ũ, h̃, b̃) = (T,X, U,H,B)(t, x, u, h, b).
This transformation induces an automorphism of h, which means that
T∗ej =
4∑
i=1
aijei, j = 1, . . . , 4, (3.9)
where T∗ is the push-forward of vector fields associated with T and (aij)4i,j=1 is the ma-
trix of an automorphism of h in the chosen basisH = (e1, e2, e3, e4) = (P t, Dt, P x, Dx).
First, let us consider the automorphism matrix of the form A1. The system (3.9)
is expanded to
T∗P t = Tt∂t̃ +Xt∂x̃ + Ut∂ũ +Ht∂h̃ +Bt∂b̃ = a
1
1∂t̃,
T∗Dt = (tTt − uTu − 2hTh − 2bTb)∂t̃ + (tXt − uXu − 2hXh − 2bXb)∂x̃
+ (tUt − uUu − 2hUh − 2bUb)∂ũ + (tHt − uHu − 2hHh − 2bHb)∂h̃
+ (tBt − uBu − 2hBh − 2bBb)∂b̃
= a12∂t̃ + T∂t̃ − U∂ũ − 2H∂h̃ − 2B∂b̃,
T∗P x = Tx∂t̃ +Xx∂x̃ + Ux∂ũ +Hx∂h̃ +Bx∂b̃ = a
3
3∂x̃,
T∗Dx = (xTx + uTu + 2hTh + bTb)∂t̃ + (xXx + uXu + 2hXh + bXb)∂x̃
+ (xUx + uUu + 2hUh + bUb)∂ũ + (xHx + uHu + 2hHh + bHb)∂h̃
+ (xBx + uBu + 2hBh + bBb)∂b̃
= a34∂x̃ +X∂x̃ + U∂ũ + 2H∂h̃ +B∂b̃.
(3.10)
System (3.10) leads to the following collection of equations
Tx = 0, Tt = a
1
1, tTt − bTb = T + a12, uTu + 2hTh + bTb = 0,
Xt = 0, Xx = a
3
3, xXx − bXb = X + a34, uXu + 2hXh + 2bTb = 0,
Ut = Ux = Ub = 0, uUu + 2hUh = U,
Ht = Hx = Hb = 0, uHu + 2hHh = 2H,
Bt = Bx = 0, bBb = B, uBu + 2hBh = 0.
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The general solution to the last system is
T = a11t− a12 +
u
b
F 1
(
h
u2
)
, X = a33x− a34 +
u
b
F 2
(
h
u2
)
,
U = uF 3
(
h
u2
)
, H = hF 4
(
h
u2
)
, B = bF 5
(
h
u2
)
,
(3.11)
where F 1, . . . , F 5, are arbitrary smooth functions of hu−2. To obtain the final form
of T we will continue computations within the framework of the direct method. In
order to find the explicit forms of the functions F i, i = 1, . . . , 5, we express all required
derivatives (ũt̃, ũx̃, h̃t̃, h̃x̃, b̃t̃) in terms of the initial coordinates,
ũt̃ =
(DtU)DxX − (DxU)DtX
(DtT )DxX − (DxT )DtX
, ũx̃ =
(DtT )DxU − (DxT )DtU
(DtT )DxX − (DxT )DtX
,
h̃t̃ =
(DtH)DxX − (DxH)DtX
(DtT )DxX − (DxT )DtX
, h̃x̃ =
(DtT )DxH − (DxT )DtH
(DtT )DxX − (DxT )DtX
,
b̃t̃ =
(DtB)DxX − (DxB)DtX
(DtT )DxX − (DxT )DtX
, b̃x̃ =
(DtT )DxB − (DxT )DtB
(DtT )DxX − (DxT )DtX
,
(3.12)
where
Dt = ∂t + ut∂u + ht∂h + bt∂b,
Dx = ∂x + ux∂u + hx∂h + bx∂b.
Then we substitute the expressions (3.12) (expanded using the form (3.11) for the
components of T ) into the system (3.8) rewritten in the new variables (t̃, x̃, ũ, h̃, b̃)
ũt̃ + ũũx̃ + h̃x̃ − b̃ = 0,
h̃t̃ + h̃ũx̃ + ũh̃x̃ = 0,
b̃t̃ = 0.
(3.13)
This gives a collection of equations, which are identically satisfied for each solution
of the system (3.8). We substitute the expressions for the derivatives of u, h and b
with respect to t in view of the system (3.8) into these equations and collect the
coefficients of the derivatives ux, hx and bx. Integrating the derived system of the
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determining equations for the parameter functions F 1, . . . , F 5 and substituting the
found expressions in (3.11), we get the final form of T , X, U , V , H and B,
T = a11t− a21, X = a33x− a34, U =
a33
a11
u, H =
(
a33
a11
)2
h, B =
a33
(a11)
2
b.
We also need to look for point symmetry transformations of the system (3.8) that
are associated with the second form of the automorphism matrix A2. The condi-
tions (3.9) are expanded for A2 to
T∗P t = Tt∂t̃ +Xt∂x̃ + Ut∂ũ +Ht∂h̃ +Bt∂b̃ = a
3
1∂x̃,
T∗Dt = (tTt − uTu − 2hTh − 2bTb)∂t̃ + (tXt − uXu − 2hXh − 2bXb)∂x̃
+ (tUt − uUu − 2hUh − 2bUb)∂ũ + (tHt − uHu − 2hHh − 2bHb)∂h̃
+ (tBt − uBu − 2hBh − 2bBb)∂b̃
= a32∂x̃ +X∂x̃ + U∂ũ + 2H∂h̃ +B∂b̃,
T∗P x = Tx∂t̃ +Xx∂x̃ + Ux∂ũ +Hx∂h̃ +Bx∂b̃ = a
1
3∂t̃,
T∗Dx = (xTx + uTu + 2hTh + bTb)∂t̃ + (xXx + uXu + 2hXh + bXb)∂x̃
+ (xUx + uUu + 2hUh + bUb)∂ũ + (xHx + uHu + 2hHh + bHb)∂h̃
+ (xBx + uBu + 2hBh + bBb)∂b̃
= a14∂t̃ + T∂t̃ − U∂ũ − 2H∂h̃ − 2B∂b̃.
(3.14)
The system (3.14) leads to the following system of determining equations for the
components of the transformation T :
Tt = 0, Tx = a
1
3, xTx − bTb = T + a14, uTu + 2hTh + 2bTb = 0
Xx = 0, Xt = a
3
1, tXt − bXb = X + a32, uXu + 2hXh + bXb = 0,
Ut = Ux = Ub = 0, uUu + 2hUh = −U,
Ht = Hx = Hb = 0, uHu + 2hHh = −2H,
Bt = Bx = 0, bBb = B, uBu + 2hBh = −3B.
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The general solution of the last system is
T = a13x− a14 +
u
b
F 1
(
h
u2
)
, X = a31t− a32 +
u
b
F 2
(
h
u2
)
,
U =
1
u
F 3
(
h
u2
)
, H =
1
u2
F 4
(
h
u2
)
, B =
b
u3
F 5
(
h
u2
)
,
(3.15)
where F i, i = 1, . . . , 5, are arbitrary smooth functions of h/u2.
We compute the final form of the transformation T using the direct method. We
express all the required transformed derivatives ũt̃, ũx̃, h̃t̃, h̃x̃ and b̃t̃ in terms of
the initial coordinates using (3.12) and substitute the obtained expressions into the
copy (3.13) of the system (3.8). The resulting system should be identically satisfied
by each solution of the system (3.8) and processing this system in a way similar to
the previous case, we get the equations a13 = a
3
1 = 0, which are in contradiction to the
nondegeneracy of the matrix A2. Thus, we obtain no point symmetry transformations
in this case.
Recall that the generalized equivalence group G∼ for the class (3.7) can be iden-
tified with the complete point symmetry group G of the extended system (3.8).
Theorem 27. The generalized equivalence group G of the class (3.7) consists of the
transformations
T = δ1t+ δ2, X = δ3x+ δ4, U =
δ3
δ1
u, H =
(
δ3
δ1
)2
h, B =
δ3
δ 21
b,
where δ1, . . . , δ4 are arbitrary real constants with δ1δ3 6= 0.
Since the components T , X, U and H of elements of the generalized equivalence
group of the class (3.7) do not depend on the arbitrary element b, then these elements
are usual equivalence transformations of the class (3.7).
Corollary 28. The generalized equivalence group G∼ of the class (3.7) coincides with
the usual equivalence group of this class.
Corollary 29. A complete list of discrete equivalence transformations of the class
(3.7), which are independent up to combining with each other and with continuous
symmetries is exhausted by the two reflections
(t, x, u, h, b) 7→ (−t, x,−u, h, b), (t, x, u, h, b) 7→ (t,−x,−u, h,−b).
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Corollary 30. The factor group of the generalized equivalence group G∼ of the class of
one-dimensional shallow water equations (3.7), with respect to its identity component
is isomorphic to the group Z2 × Z2.
3.3 Comparison of two approaches
We compare the computations of the generalized equivalence groups of the classes (3.2)
and (3.7), which in fact coincide up to re-parametrization. Each of the two computa-
tional approaches has its advantages and disadvantages.
In the course of the preliminary analysis, it seems that finding the equivalence
group of the re-parameterized class (3.7) is more effortless because the equivalence al-
gebra h∼ of the class (3.7) is of lower dimension than the algebra g∼ of the class (3.2),
dim h∼ = 4 < dim g∼ = 5. The dimension of the algebra g∼ is greater since the
class (3.2), which is not re-parameterized, admits equivalence transformations that
change the form of the arbitrary element b but leave any system of the class (3.2)
unchanged. This can be explained by the fact that the arbitrary element b of
the class (3.2) appears in a system only as a derivative bx, and thus the equiva-
lence transformations of shifts with respect to b do not change any system from the
class (3.2). Such transformations are called gauge equivalence transformations [47].
The gauge transformations of the class (3.2) disappear after the re-parametrization
to the class (3.7). Despite this preliminary analysis, the full examination shows that
the first way (Section 3.1) is more convenient than the second one (Section 3.2).
The equivalence algebra g∼ of the class (3.2) is isomorphic to the algebra g5,33 with
β = −2 and γ = 2 from Mubarakzianov’s classification [35] of real five-dimensional Lie
algebras. Note that, the algebra is solvable and non-decomposable. The computation
of the automorphism group of lower dimensional Lie algebras is algorithmic and,
therefore, can easily be carried out with the help of computer algebra systems. The
automorphism group of the algebra g∼ can be found in [20], where the algebra g5,33 is
denoted by A5,33 with β = v and γ = u. According to the procedure of the algebraic
method, we have to consider five conditions for pushforwards of the basis vector fields,
which increases the amount of computations. On the other hand, these conditions
lead to the nice intermediate form for the components of equivalence transformations.
As a result the further application of the direct method is easy. More specifically,
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the obtained form is twice fiber-preserving, i.e., the transformation components for
the independent variables do not depend on the dependent variables, as well as the h-
component does not depend on the arbitrary element b. All these restrictions make the
successive computation within the framework of the direct method less complicated
and cumbersome.
Unlike the equivalence algebra g∼ of the class (3.2), the algebra h∼ of the class (3.7)
is solvable, decomposable and four-dimensional because the gauge equivalence trans-
formations of the class (3.2) are factored out due to the re-parametrization. Its auto-
morphism group has been computed and presented earlier in [17, 45]. Unfortunately,
the general form of the automorphisms matrices of the algebra h∼ cannot be written
uniformly. This is the drawback that doubles the amount of necessary computations
since we need to repeat the entire procedure of computations within the framework of
the algebraic method separately for each of the two forms of automorphism matrices.
The computations for matrices of the form A1 lead to the equivalence transforma-
tions of the class (3.7), while the same computations with matrices of the form A2
end up with a contradiction and thus we get no equivalence transformations. More-
over, the intermediate form of the components of equivalence transformations that
is constructed in the course of purely algebraic steps of the procedure is not fiber-
preserving at all. Thus, the further application of the direct method is essentially
more tricky.
Chapter 4
Group classification of
two-dimensional shallow water
equations
Consider the class of systems of two-dimensional shallow water equations
ut + uux + vuy + hx = bx,
vt + uvx + vvy + hy = by,
ht + (uh)x + (vh)y = 0.
(4.1)
Here (u, v) is the horizontal fluid velocity averaged over the height of the fluid
column, h is the thickness of a fluid column and b = b(x, y) is a parameter function
that is the bottom topography measured downward with respect to a fixed reference
level. In this class, (t, x, y) is the tuple of independent variables, (u, v, h) is the tuple
of the dependent variables and b is considered to be the arbitrary element of the class.
These values are graphically represented in Figure 4.1. According to the interpretation
of b as a varying arbitrary element or a fixed function, we will refer to (4.1) as to a
class of systems of differential equations or to a fixed system.
The complete system of auxiliary equations for the arbitrary element b of the
class (4.1) consists of the equations
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Figure 4.1: The shallow water model.
bt = 0,
bu = but = bux = buy = 0,
bv = bvt = bvx = bvy = 0,
bh = bht = bhx = bhy = 0.
Note that there are no auxiliary inequalities for the arbitrary element b.
4.1 Equivalence group
The arbitrary element b depends only on independent variables. Therefore, we can
treat it as one more dependent variable and consider the extended system
ut + uux + vuy + hx = bx,
vt + uvx + vvy + hy = by,
ht + (uh)x + (vh)y = 0,
bt = 0.
(4.2)
Here we also use the fact that the arbitrary element b does not depend on t as well.
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Since the arbitrary element b does not involve derivative of dependent variables, the
generalized equivalence group G∼ of the class (4.1) can be assumed to act in the space
with the coordinates (t, x, y, u, v, h) and thus to coincide with the point symmetry
group G of the system (4.2). Analogously, the generalized equivalence algebra g∼
of the class (4.1) can be identified with the maximal Lie invariance algebra g of the
system (4.2). This is why it suffices to find g and G instead of g∼ and G∼, respectively.
To construct the group G, we invoke the algebraic method (see Section 2.3), which
was suggested in [25] and further developed in [5, 7, 12]. For this, we need first to
compute the algebra g, and the infinitesimal method [8,9,39,42] is relevant here. The
algebra g consists of the infinitesimal generators of one-parameter point symmetry
groups of the system (4.2), which are vector fields in the space with coordinates
(t, x, y, u, v, h, b),
v = τ∂t + ξ
1∂x + ξ
2∂y + η
1∂u + η
2∂v + η
3∂h + η
4∂b,
where the components τ , ξ1, ξ2 and ηi, i = 1, 2, 3, 4, are smooth functions of these coor-
dinates. For convenience, hereafter we simultaneously use the notation (w1, w2, w3, w4)
for (u, v, h, b). The infinitesimal invariance criterion implies that
pr(1) v(w1t + w
1w1x + w
2w1y + w
3
x − w4x) = 0,
pr(1) v(w2t + w
1w2x + w
2w2y + w
3
y − w4y) = 0,
pr(1) v(w3t + (w
1w3)x + (w
2w3)y) = 0,
pr(1) v(w4t ) = 0,
(4.3)
whenever the system (4.2) holds. Here pr(1) v is the first order prolongation of the
vector field v,
pr(1) v = v +
4∑
i=1
(ηit∂wit + η
ix∂wix + η
iy∂wiy),
where ηit = Dt(η
i − τwit − ξ1wix − ξ2wiy) + τwitt + ξ1witx + ξ2wity, and similarly for ηix
and ηiy.
We substitute the expressions for wit, i = 1, . . . 4, in view of the system (4.2) into
the expanded equations (4.3), and then split them with respect to the derivatives wix
and wiy, i = 1, . . . , 4. This procedure results in the system of differential equations on
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the components τ , ξ1, ξ2 and ηi, i = 1, . . . , 4, of the vector field v, which are called
the determining equations. Integrating this system, we derive the explicit form of the
vector field components,
τ = (c5 − c7)t+ c1, ξ1 = c5x+ c6y + c2, ξ2 = −c6x+ c5y + c3,
η1 = c7u+ c6v, η
2 = −c6u+ c7v, η3 = 2c7h, η4 = 2c7b+ c4,
where c1, . . . , c7 are arbitrary real constants.
Thus, the maximal Lie invariance algebra g of the system (4.2) is spanned by the
seven vector fields1
P t = ∂t, P
x = ∂x, P
y = ∂y, P
b = ∂b,
D1 = x∂x + y∂y + u∂u + v∂v + 2h∂h + 2b∂b,
D2 = t∂t − u∂u − v∂v − 2h∂h − 2b∂b, J = x∂y − y∂x + u∂v − v∂u.
Let us fix the basis B = (P t, P x, P y, P b, D1, D2, J) of the Lie algebra g. Up to
anticommutativity of the Lie bracket of vector fields, the only nonzero commutation
relations between the basis elements are
[P x, D1] = P x, [P y, D1] = P y, [P b, D1] = 2P b,
[P t, D2] = P t, [P b, D2] = −2P b, [P x, J ] = P y, [P y, J ] = −P x.
In other words, the complete list of nonzero structure constants of the Lie algebra g
in the basis B is exhausted, up to permutation of subscripts, by
c225 = 1, c
3
35 = 1, c
4
45 = 2, c
1
16 = 1, c
4
46 = −2, c327 = 1, c237 = −1.
The general form A = (aij)
7
i,j=1 of automorphism matrices of the algebra g in the basis
B can be found via solving the system of algebraic equations
ck
′
i′j′a
i′
i a
j′
j = c
k
ija
k′
k , i, j = 1, . . . , 7, (4.4)
1The components of vector fields from g that correspond to the independent variables (t, x, y)
and dependent variables (u, v, h) of the system (4.1) do not depend on the arbitrary element b.
Interpreting this result in terms of equivalence algebras, we obtain that the generalized equivalence
algebra g∼ of the class (4.1) coincides with its usual equivalence algebra.
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under the condition detA 6= 0. Here we assume the summation over the repeated
indices. As a result, we obtain that the automorphism group Aut(g) of g can be
identified with the matrix group that consists of the matrices of the general form
A =

a11 0 0 0 0 a
1
6 0
0 a22 −εa32 0 a25 0 a27
0 a32 εa
2
2 0 −εa27 0 εa25
0 0 0 a44 −a46 a46 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 ε

,
where ε = ±1, and the remaining parameters aij’s are arbitrary real constants with
a11
(
(a22)
2 + (a32)
2
)
a44 6= 0.
Theorem 31. A complete list of discrete symmetry transformations of the extended
system (4.2) that are independent up to combining with each other and with contin-
uous symmetry transformations of this system is exhausted by two transformations
alternating signs of variables,
(t, x, y, u, v, h, b) 7→ (−t, x, y,−u,−v, h, b),
(t, x, y, u, v, h, b) 7→ (t, x,−y, u,−v, h, b).
Proof. The maximal Lie invariance algebra g of the system (4.2) is finite-dimensional
and nontrivial. The complete automorphism group Aut(g) of g is computed above. It
is not much wider than the inner automorphism group Inn(g) of g, which is constituted
by the linear operators on g with matrices of the form
e−θ6 0 0 0 0 θ1 0
0 e−θ5 cos θ7 e
−θ5 sin θ7 0 θ2 0 −θ3
0 −e−θ5 sin θ7 e−θ5 cos θ7 0 θ3 0 θ2
0 0 0 e2θ6−2θ5 2θ4 −2θ4 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

,
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where the parameters θ1, . . . , θ7 are arbitrary constants. Continuous point symmetries
of the system (4.2) can be easily found by composing elements of one-parameter
groups generated by basis elements g. Moreover, such symmetries constitute the
connected component of the identity transformation in the group G, which induces
the entire group Inn(g). This is why it suffices to look only for discrete symmetry
transformations, and in the course of the related computation within the framework
of the algebraic method one can factor out inner automorphisms. The quotient group
Aut(g)/Inn(g) can be identified with the matrix group consisting of the diagonal
matrices of the form diag(ε′, 1, ε, ε′′, 1, 1, ε), where ε, ε′, ε′′ = ±1. Suppose that the
push-forward T∗ of vector fields in the space with the coordinates (t, x, y, u, v, h, b) by
a point transformation
T : (t̃, x̃, ỹ, ũ, ṽ, h̃, b̃) = (T,X, Y, U, V,H,B)(t, x, y, u, v, h, b)
generates the automorphism of g with the matrix diag(ε′, 1, ε, ε′′, 1, 1, ε), i.e.,
T∗P t = ε′P̃ t, T∗P x = P̃ x, T∗P y = εP̃ y, T∗P b = ε′′P̃ b,
T∗D1 = D̃1, T∗D2 = D̃2, T∗J = εJ̃.
Here tildes over vector fields mean that these vector fields are given in the new coor-
dinates. The above conditions for T∗ imply a system of differential equations for the
components of T ,
Tt = ε
′, T = tTt, Tx = Ty = Tu = Tv = Th = Tb = 0,
Xx = 1, X = xXx, Xt = Xy = Xu = Xv = Xh = Xb = 0,
Yy = ε, Y = yYy, Yt = Yx = Yu = Yv = Yh = Yb = 0,
Ut = Ux = Uy = Ub = 0, Vt = Vx = Vy = Vb = 0,
vUu − uUv = εV, uUu + vUv + 2hUh = U,
vVu − uVv = −εU, uVu + vVv + 2hVh = V,
Ht = Hx = Hy = Hb = 0, vHu − uHv = 0, uHu + vHv + 2hHh = 2H,
Bb = ε
′′, Bt = Bx = By = 0, vBu − uBv = 0,
uBu + vBv + 2hBh = 2B − 2ε′′b.
43
The general solution of the system is
T = ε′t, X = x, Y = εy,
U = uF1
(
h
u2 + v2
)
+ εvF2
(
h
u2 + v2
)
,
V = −uF2
(
h
u2 + v2
)
+ εvF1
(
h
u2 + v2
)
,
H = (u2 + v2)F3
(
h
u2 + v2
)
, B = ε′′b+ (u2 + v2)F4
(
h
u2 + v2
)
,
where F1, F2, F3 and F4 are arbitrary smooth functions of h/(u
2 + v2).
We continue the computations within the framework of the direct method in order
to complete the system of constraints for T . Using the chain rule, we express all
required transformed derivatives w̃i
t̃
, w̃ix̃, w̃
i
ỹ, i = 1, . . . , 4, in terms of the initial coor-
dinates. Then we substitute the obtained expressions into the copy of the system (4.2)
in the new coordinates. The expanded system should identically be satisfied by each
solution of the system (4.2). This condition implies that
T = ε′t, X = x, Y = εy, U = ε′u, V = εε′v, H = h, B = b.
Therefore, discrete symmetries of the equation (4.2) are exhausted, up to combining
with continuous symmetries and with each other, by the two involutions
(t, x, y, u, v, h, b) 7→ (−t, x, y,−u,−v, h, b),
(t, x, y, u, v, h, b) 7→ (t, x,−y, u,−v, h, b),
which are associated with the values (ε′, ε) = (−1, 1) and (ε′, ε) = (1,−1), respec-
tively.
Corollary 32. The factor group of the complete point symmetry group G of the
extended system (4.2), with respect to its identity component is isomorphic to the
group Z2 × Z2.
The complete point symmetry group G of the extended system (4.2) is generated
by one-parameter point transformation groups associated with vector fields from the
algebra g and two discrete transformations given in Theorem 31.
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Corollary 33. The complete point symmetry group G of the extended system (4.2)
consists of the transformations
t̃ = δ1t+ δ2, x̃ = δ3x− εδ4y + δ5, ỹ = δ4x+ εδ3y + δ6,
ũ =
δ3
δ1
u− εδ4
δ1
v, ṽ =
δ4
δ1
u+ ε
δ3
δ1
v, h̃ =
δ 23 + δ
2
4
δ 21
h, b̃ =
δ 23 + δ
2
4
δ 21
b+ δ7,
where ε = ±1 and the parameters δi, i = 1, . . . , 7, are arbitrary constants with
δ1(δ
2
3 + δ
2
4 ) 6= 0.
Since the generalized equivalence group G∼ of the class of two-dimensional shallow
water equations (4.1) coincides with the complete point symmetry group G of the
system (4.2), we can rephrase Theorem 31 and Corollary 33 in terms of equivalence
transformations of the class (4.1).
Theorem 34. A complete list of discrete equivalence transformations of the class of
two-dimensional shallow water equations (4.1) that are independent up to combin-
ing with each other and with continuous equivalence transformations of this class is
exhausted by two transformations alternating signs of variables,
(t, x, y, u, v, h, b) 7→ (−t, x, y,−u,−v, h, b),
(t, x, y, u, v, h, b) 7→ (t, x,−y, u,−v, h, b).
Theorem 35. The generalized equivalence group G∼ of the class of two-dimensional
systems of shallow water equations (4.1) coincides with the usual equivalence group of
this class and consists of the transformations
t̃ = δ1t+ δ2, x̃ = δ3x− εδ4y + δ5, ỹ = δ4x+ εδ3y + δ6,
ũ =
δ3
δ1
u− εδ4
δ1
v, ṽ =
δ4
δ1
u+ ε
δ3
δ1
v, h̃ =
δ 23 + δ
2
4
δ 21
h, b̃ =
δ 23 + δ
2
4
δ 21
b+ δ7,
where ε = ±1 and the parameters δi, i = 1, . . . , 7, are arbitrary constants with
δ1(δ
2
3 + δ
2
4 ) 6= 0.
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4.2 Preliminary analysis and classification result
Let Lb be a system from the class (4.1) with a fixed value of the arbitrary element b
and suppose that a vector field v of the general form
v = τ(t, x, y, u, v, h)∂t + ξ
1(t, x, y, u, v, h)∂x + ξ
2(t, x, y, u, v, h)∂y
+ η1(t, x, y, u, v, h)∂u + η
2(t, x, y, u, v, h)∂v + η
3(t, x, y, u, v, h)∂h
defined in the space with the coordinates (t, x, y, u, v, h) is the infinitesimal generator
of a one-parameter Lie symmetry group for the system Lb. The set of such vector
fields is the maximal Lie invariance algebra gb of the system Lb.
The infinitesimal invariance criterion requires that
pr(1) v(Lb)
∣∣
Lb
= 0. (4.5)
The first prolongation pr(1) v of the vector field v is computed similarly to the previous
section. We expand the condition (4.5) and confine it on the manifold defined by Lb
in the corresponding first-order jet space, assuming the first-order derivatives of the
dependent variables (u, v, h) with respect to t as the leading ones and substituting for
these derivatives in view of the system Lb,
ut = −uux − vuy − hx + bx,
vt = −uvx − vvy − hy + by,
ht = −(uh)x − (vh)y.
Then we split the obtained equations with respect to the first-order parametric deriva-
tives, which are the first-order derivatives of the dependent variables (u, v, h) with re-
spect x and y. After an additional rearrangement and excluding equations which are
differential consequences of the other, we derive the system of determining equations
for the components of the vector field v,
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τx = τy = τu = τv = τh = 0,
ξ1u = ξ
1
v = ξ
1
h = 0, ξ
2
u = ξ
2
v = ξ
2
h = 0, ξ
1
x = ξ
2
y , ξ
1
y + ξ
2
x = 0,
η1 = (ξ1x − τt)u+ ξ1yv + ξ1t ,
η2 = ξ2xu+ (ξ
2
y − τt)v + ξ2t ,
η3 = 2(ξ1x − τt)h,
η1t + uη
1
x + vη
1
y + η
3
x + (η
1
u − τt)bx + η1vby = ξ1bxx + ξ2bxy,
η2t + uη
2
x + vη
2
y + η
3
y + η
2
ubx + (η
2
v − τt)by = ξ1bxy + ξ2byy,
η3t + uη
3
x + vη
3
y + hη
1
x + hη
2
y = 0.
(4.6)
Integrating the subsystem of the system (4.6) that consists of the equations not con-
taining the arbitrary element b, we get the following form of the components of the
vector field v
τ = 2F 1 − c1t,
ξ1 = F 1t x+ F
0y + F 2,
ξ2 = −F 0x+ F 1t y + F 3,
η1 = (−F 1t + c1)u+ F 0v + F 1ttx+ F 2t ,
η2 = −F 0u+ (−F 1t + c1)v + F 1tty + F 3t ,
η3 = 2(−F 1t + c1)h,
(4.7)
where F i, i = 1, 2, 3, 4, are sufficiently smooth functions of t, and c1 is a constant.
From the last two equations of the system (4.6), we derive as a differential consequence
that F 0t = 0. Thus, F
0 is a constant, and we will denote c2 := F
0. In other words,
for any b
gb ⊂ g〈 〉 := 〈D(F 1), Dt, J, P (F 2, F 3)〉
where the parameters F 1, F 2 and F 3 runs through the set of smooth functions of t,
D(F 1) := F 1∂t +
1
2
F 1t x∂x +
1
2
F 1t y∂y
− 1
2
(F 1t u−F 1ttx)∂u − 12(F
1
t v−F 1tty)∂v − F 1t h∂h,
Dt := t∂t − u∂u − v∂v − 2h∂h, J := x∂y − y∂x + u∂v − v∂u,
P (F 2, F 3) := F 2∂x + F
3∂y + F
2
t ∂u + F
3
t ∂v.
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It is convenient to denote Dx := 2D(t)− 2Dt = x∂x + y∂y + u∂u + v∂v + 2h∂h.
For elements of gb, the parameters F
1, F 2, F 3, c1 and c2 additionally satisfy two
equations implied by the last two equations from (4.6), which explicitly involve the
arbitrary element b and thus are the classifying equations for the class (4.1). They
can be integrated to the single equation
(F 1t x+ c2y + F
2)bx + (−c2x+ F 1t y + F 3)by + 2(F 1t − c1)b
− F 1ttt
x2 + y2
2
− F 2ttx− F 3tty − F 4 = 0,
(4.8)
where F 4 is one more sufficiently smooth parameter function of t. The equation (4.8)
can be considered as the only classifying equation instead the above ones. Thus, the
group classification problem for the class (4.1) reduces to solving the equation (4.8) up
to G∼-equivalence with respect to the arbitrary element b and the parameters F 1, . . . ,
F 4, c1 and c2.
In the next theorem and in Section 4.3, it is convenient to use, simultaneously
with (x, y), the polar coordinates (r, ϕ) on the (x, y)-plane,
r :=
√
x2 + y2, ϕ := arctan
y
x
.
Theorem 36. The kernel Lie invariance algebra of systems from the class (4.1) is
g∩ = 〈D(1)〉. A complete list of G∼-inequivalent Lie symmetry extensions within
the class (4.1) is exhausted by the following cases, where f denotes an arbitrary
smooth function of a single argument, α, β, µ and ν are arbitrary constants with
α > 0 mod G∼, β > 0 and additional constraints indicated in the corresponding cases,
ε = ±1 mod G∼ and δ ∈ {0, 1} mod G∼.
1. b = rνf(ϕ+ α ln r), (α, ν) 6= (0,−2), ν 6= 0:
gb =
〈
D(1), 4D(t)− (ν + 2)Dt − 2αJ
〉
;
2. b = f(ϕ+α ln r)+ν ln r, ν ∈ {−1, 0, 1} mod G∼: gb =
〈
D(1), 2D(t)−Dt−αJ
〉
;
3. b = f(r) + δϕ: gb =
〈
D(1), J
〉
;
4. b = f(r)eβϕ: gb =
〈
D(1), 2J − βDt
〉
;
5. b = f(y)ex: gb =
〈
D(1), Dt − P (2, 0)
〉
;
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6. (a) b = r−2f(ϕ): gb =
〈
D(1), D(t), D(t2)
〉
;
(b) b = r−2f(ϕ) + 1
2
r2: gb =
〈
D(1), D(e2t), D(e−2t)
〉
;
(c) b = r−2f(ϕ)− 1
2
r2: gb =
〈
D(1), D(cos 2t), D(sin 2t)
〉
;
7. b = f(y) + δx: gb =
〈
D(1), P (1, 0), P (t, 0)
〉
;
8. b = f(y) + 1
2
x2: gb =
〈
D(1), P (et, 0), P (e−t, 0)
〉
;
9. b = f(y)− 1
2
x2: gb =
〈
D(1), P (cos t, 0), P (sin t, 0)
〉
;
10. b = δϕ− ν ln r, ν = ±1 mod G∼ if δ = 0: gb =
〈
D(1), 2D(t)−Dt, J
〉
;
11. b = εrνeαϕ, ν 6= −2, (α, ν) /∈ {(0, 0), (0, 2)}:
gb =
〈
D(1), 4D(t)− (ν + 2)Dt, 2J − αDt
〉
;
12. (a) b = εr−2eαϕ: gb =
〈
D(1), D(t), D(t2), αDx + 4J
〉
;
(b) b = εr−2eαϕ + 1
2
r2: gb =
〈
D(1), D(e2t), D(e−2t), αDx + 4J
〉
;
(c) b = εr−2eαϕ − 1
2
r2: gb =
〈
D(1), D(cos 2t), D(sin 2t), αDx + 4J
〉
;
13. b = ε|y|ν + δx, ν /∈ {−2, 0, 2}:
gb =
〈
D(1), 4D(t)− (ν + 2)Dt − δ(ν − 1)P (t2, 0), P (1, 0), P (t, 0)
〉
;
14. b = ε ln |y|+ δx: gb =
〈
D(1), 2D(t)−Dt − 1
2
δP (t2, 0)), P (1, 0), P (t, 0)
〉
;
15. b = εey + δx: gb =
〈
D(1), Dt − P (δt2, 2), P (1, 0), P (t, 0)
〉
;
16. (a) b = εy−2 + δx:
gb =
〈
D(1), D(t) + 3
4
δP (t2, 0), D(t2) + 1
2
δP (t3, 0), P (1, 0), P (t, 0)
〉
;
(b) b = εy−2 + 1
2
r2:
gb =
〈
D(1), D(e2t), D(e−2t), P (et, 0), P (e−t, 0)
〉
;
(c) b = εy−2 − 1
2
r2:
gb =
〈
D(1), D(cos 2t), D(sin 2t), P (cos t, 0), P (sin t, 0)
〉
;
17. b = 1
2
x2 + 1
2
β2y2, 0 < β < 1:
gb =
〈
D(1), Dx, P (et, 0), P (e−t, 0), P (0, eβt), P (0, e−βt)
〉
;
18. b = 1
2
x2 + δy:
gb =
〈
D(1), Dx − 1
2
δP (0, t2), P (et, 0), P (e−t, 0), P (0, 1), P (0, t)
〉
;
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19. b = 1
2
x2 − 1
2
β2y2, β > 0:
gb =
〈
D(1), Dx, P (et, 0), P (e−t, 0), P (0, cos βt), P (0, sin βt)
〉
;
20. b = −1
2
x2 + δy:
gb =
〈
D(1), Dx − 1
2
δP (0, t2), P (cos t, 0), P (sin t, 0), P (0, 1), P (0, t)
〉
;
21. b = −1
2
x2 − 1
2
β2y2, 0 < β < 1:
gb =
〈
D(1), Dx, P (cos t, 0), P (sin t, 0), P (0, cos βt), P (0, sin βt)
〉
;
22. (a) b = 0:
gb =
〈
D(1), D(t), D(t2), Dx, J, P (1, 0), P (t, 0), P (0, 1), P (0, t)
〉
;
(b) b = x:
gb =
〈
D(1), D(t) + 3
4
P (t2, 0), D(t2) + 1
2
P (t3, 0), Dx − 1
2
P (t2, 0),
J − 1
2
P (0, t2), P (1, 0), P (t, 0), P (0, 1), P (0, t)
〉
;
(c) b = 1
2
r2:
gb =
〈
D(1), D(e2t), D(e−2t), Dx, J, P (et, 0), P (e−t, 0), P (0, et), P (0, e−t)
〉
;
(d) b = −1
2
r2:
gb =
〈
D(1), D(cos 2t), D(sin 2t), Dx, J, P (cos t, 0), P (sin t, 0)
P (0, cos t), P (0, sin t)
〉
.
Remark 37. For Cases 1–9 to really present maximal Lie symmetry extensions, the
parameter function f should take only values for which the corresponding values of
the arbitrary element b are not G∼-equivalent to ones from the other listed cases.
Corollary 38. The dimension of the maximal Lie invariance algebra of any system
from the class (4.1) is not greater than nine. More specifically, for any b = b(x, y) we
have dim gb ∈ {1, 2, 3, 4, 5, 6, 9}. Moreover,
⋃
b gb ( g〈 〉.
Corollary 39. A system from the class (4.1) is invariant with respect to a six-dimen-
sional Lie algebra if and only if the corresponding value of the arbitrary element b is
at most a quadratic polynomial in (x, y).
4.3 Proof of the classification
We solve the group classification problem within the framework of the infinitesimal
approach using an optimized version of the method of furcate splitting. This method
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was suggested in [37] in the course of the group classification of the class of nonlin-
ear Schrödinger equations of the form iψt + 4ψ + F (ψ, ψ∗) = 0 with an arbitrary
number n of space variables. Here ψ is a unknown complex-valued function of real
variables (t, x1, . . . , xn), and F is an arbitrary sufficiently smooth function of (ψ, ψ
∗),
which is the arbitrary element of this class. Subsequently, the method of furcate split-
ting was applied to the group classification of various classes of (1+1)-dimensional
variable-coefficient reaction–convection–diffusion equations, where arbitrary elements
depend on single but possibly different arguments [28,41,46,56–58].
According to the method of furcate splitting, we fix an arbitrary value of the
variable t in the classifying equation (4.8) and obtain the following template form of
equations for the arbitrary element b:
a1(xbx + yby) + a2(ybx − xby) + a3bx + a4by + a5b
+ a6
x2 + y2
2
+ a7x+ a8y + a9 = 0,
(4.9)
where a1, . . . , a9 are constants. For each value of the arbitrary element b, we denote by
k = k(b) the maximal number of template-form equations with linearly independent
coefficient tuples āi = (ai1, . . . , a
i
9), i = 1, . . . , k, that are satisfied by this value of b.
It is obvious that 0 6 k 6 9. Moreover, for the system of template-form equations
ai1(xbx + yby) + a
i
2(ybx − xby) + ai3bx + ai4by + ai5b
+ ai6
x2 + y2
2
+ ai7x+ a
i
8y + a
i
9 = 0, i = 1, . . . , k,
(4.10)
with rankA = k to be consistent with respect to b, it is required that k 6 5. Here
A := (aij)
i=1,...,k
j=1,...,9, Al := (a
i
j)
i=1,...,k
j=1,...,l
are the matrix of coefficients of the system (4.10) and its submatrix constituted by the
first l columns of A, respectively. We also have rankA5 = rankA = k, and, if k < 5,
rankA4 = k as well. Indeed, if the last condition is not satisfied, the system (4.10)
has an algebraic consequence of the form b = R(x, y) := β3(x
2 +y2)+β11x+β12y+β0,
where β0, β11, β12 and β3 are constants, and such values of b satisfy five independent
template-form equations (see the case k = 5 below),
xbx + yby = xRx + yRy, ybx−xby = yRx−xRy, bx = Rx, by = Ry, b = R.
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For checking the consistency of the system (4.10) with k > 1, to the ith equation
of this system for each i = 1, . . . , k we associate the vector field
vi =
(
ai1x+ a
i
2y + a
i
3
)
∂x +
(
ai1y − ai2x+ ai4
)
∂y
−
(
ai5b+
1
2
ai6(x
2 + y2) + ai7x+ a
i
8y + a
i
9
)
∂b.
(4.11)
Note that v1, . . . ,vk ∈ a, where
a :=
〈
x∂x + y∂y, −x∂y + y∂x, ∂x, ∂y, b∂b, (x2 + y2)∂b, x∂b, y∂b, ∂b
〉
.
The span a is closed with respect to the Lie bracket of vector fields, i.e., it is a Lie
algebra, and thus [vi,vi′ ] ∈ a, i, i′ = 1, . . . , k. More specifically,
[vi,vi′ ] ∈ [a, a] =
〈
∂x, ∂y, (x
2 + y2)∂b, x∂b, y∂b, ∂b
〉
⊂ a, i, i′ = 1, . . . , k.
In other words, the equation on b that is associated with [vi,vi′ ] is a differential conse-
quence of the system (4.10) and is of the same template form (4.9). By its definition,
the number k = k(b) is equal to the maximal number of linearly independent vec-
tor fields associated with template-form equations for the corresponding value of the
arbitrary element b. Therefore,
[vi,vi′ ] ∈
〈
v1, . . . ,vk
〉
, i, i′ = 1, . . . , k. (4.12)
We can also use the counterpart of the condition (4.12) for the projections v̂1, . . . , v̂k
of the vector fields v1, . . . , vk to the space with the coordinates (x, y),
[v̂i, v̂i′ ] ∈
〈
v̂1, . . . , v̂k
〉
, i, i′ = 1, . . . , k. (4.13)
To simplify the computation, we can gauge coefficients of the system (4.10) by
linearly combining its equations and using transformations from G∼. In particular,
we can set aij = 1, dividing the entire ith equation of (4.10) by a
i
j if a
i
j 6= 0. In the case
(ai1, a
i
2) 6= (0, 0), we can make ai3 = ai4 = 0 with point equivalence transformations of
simultaneous shifts with respect to x and y. Another possibility is to use these shifts
for setting ai7 = a
i
8 = 0 if a
i
6 6= 0. Similarly, if ai5 6= 0, then we can shift b to set ai9 = 0.
The case with k = 0 corresponds to the kernel Lie invariance algebra g∩ of systems
from the class (4.1), which is also the Lie invariance algebra for a general value of b.
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For elements of g∩, the classifying equation (4.8) is identically satisfied by b. Thus,
we can successively split it with respect to b and its derivatives and with respect to x
and y to obtain F 1t = F
2 = F 3 = 0 and c2 = c1 = 0, i.e., τ = const, ξ
1 = ξ2 = η1 =
η2 = η3 = 0. In other words, the algebra g∩ is one-dimensional and spanned by the
only basis element ∂t,
g∩ = 〈∂t〉.
In the next sections, we separately consider the cases k = 1, . . . , k = 5. For each
of these cases, we make the following steps, splitting the consideration into subcases
depending on values of the parameters a’s:
• find the values of the parameters a’s for which the corresponding system (4.10)
is compatible and follow from the equation (4.8),
• gauge, if possible, some of the parameters a’s by recombining template-form
equations and by transformations from the group G∼ and re-denote the remain-
ing parameters a’s,
• integrate the system (4.10) with respect to the arbitrary element b,
• gauge, if possible, the integration constant by transformations from G∼,
• solving the system of determining equations with respect to the parameters c1,
c2, F
1, F 2 and F 3, construct the maximal Lie invariance algebras, gb, of systems
from the class (4.1) with obtained values of b.
The order of steps can be varied, and steps can intertwine.
4.3.1 One independent template-form equation
In the case k = 1, the right-hand side of the equation (4.8) is proportional to the
right-hand side of the single equation (4.10) with the proportionality coefficient λ
that is a sufficiently smooth function of t,
F 1t (xbx + yby) + c2(ybx − xby) + F 2bx + F 3by + 2(F 1t − c1)b
− F 1ttt
x2 + y2
2
− F 2ttx− F 3tty − F 4
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= λ
(
a11(xbx + yby) + a
1
2(ybx − xby) + a13bx + a14by + a15b
+ a16
x2 + y2
2
+ a17x+ a
1
8y + a
1
9
)
.
The function λ does not vanish for any vector field from the complement of g∩ in gb.
We can split the last equation with respect to derivatives of b, including b itself, and
the independent variables x and y. As a result, we obtain the system
F 1t = a
1
1λ, c2 = a
1
2λ, F
2 = a13λ, F
3 = a14λ, 2(F
1
t − c1) = a15λ,
F 1ttt = −a16λ, F 2tt = −a17λ, F 3tt = −a18λ, F 4 = −a19λ.
(4.14)
The condition rankA4 = k = 1 means here that (a
1
1, a
1
2, a
1
3, a
1
4) 6= (0, 0, 0, 0). Therefore,
the further consideration splits into three cases,
a11 6= 0; a11 = 0, a12 6= 0; a11 = a12 = 0, (a13, a14) 6= (0, 0).
a11 6= 0. We can set a11 = 1 by rescaling the entire equation (4.10). To simplify the
computation we gauge other coefficients of (4.10) by transformations from G∼. Thus,
we can make a13 = a
1
4 = 0 with point equivalence transformations of simultaneous
shifts with respect to x and y. Consequently, we have that F 2 = 0 and F 3 = 0. Then
the system (4.14) implies that a17 = a
1
8 = 0. The equation (4.10) reduces in the polar
coordinates (r, ϕ) to the form
rbr − a12bϕ + a15b+
1
2
a16r
2 + a19 = 0.
The integration of the above equation depends on the values of the parameters a1j ,
j = 2, 5, 6, 9.
If (a12, a
1
5) = (0, 2), then we can set a
1
9 = 0 by shifts with respect to b and
a16 ∈ {0,−4, 4} by scaling equivalence transformations, which leads to Cases 6a, 6b
and 6c of Theorem 36, respectively.
If (a12, a
1
5) 6= (0, 2), in view of the system (4.14) we get that c1 = (1 − a15/2)λ,
c2 = a
1
2λ. Thus, λ is a constant, which yields that F
1
t is also constant, and therefore
a16 = 0. Depending on whether a
1
5 6= 0 or a15 = 0, we get Cases 1 and 2, respectively.
In the former case, we additionally set a19 = 0 by shifts with respect to b.
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a11 = 0, a
1
2 6= 0. Rescaling the equation (4.10) and using shifts with respect to x and
y, we can set a12 = 1 and a
1
3 = a
1
4 = 0. In view of the system (4.14), the above
conditions for a’s imply F 1t = 0, F
2 = F 3 = 0, λ = c2, and thus a
1
6 = a
1
7 = a
1
8 = 0.
In the polar coordinates (r, ϕ), the equation (4.10) takes the form bϕ = a
1
5b + a
1
9.
Integrating this equation separately for a15 = 0 and for a
1
5 6= 0 we respectively get
Cases 3 and 4. Under the former condition, we additionally set a19 = −1 by equivalence
transformations of scalings and alternating the signs of (y, v) if a19 6= 0. We also can
set a19 = 0 by shifts with respect to b if a
1
5 6= 0.
a11 = a
1
2 = 0, (a
1
3, a
1
4) 6= (0, 0). Due to rotation equivalence transformations and
the possibility of scaling the entire equation (4.10), we can rotate and scale the vector
(a13, a
1
4) to set a
1
3 = 1 and a
1
4 = 0. From the system (4.14), we derive that F
1
t = F
3 = 0,
c2 = 0, 2c1 = −a15λ, F 2 = λ and thus a16 = a18 = 0 and F 2tt = −a17F 2. The template-
form equation (4.10) reduces to bx + a
1
5b+ a
1
7x+ a
1
9 = 0.
If a15 = 0, then we can set a
1
7 ∈ {0,−1, 1} by using scaling equivalence transfor-
mations, which leads to Cases 7, 8 and 9. Note that a19 = 0 mod G
∼ if a17 6= 0 and
a19 ∈ {0,−1} mod G∼ if a17 = 0.
If a15 6= 0, then λ is a constant, and thus a17 = 0. We can again set a19 = 0 by
shifts with respect to b as well as a15 = 1 up to scaling equivalence transformations
and alternating signs of (x, u). This leads to Case 5.
4.3.2 Two independent template-form equations
For k = 2, the right-hand side of the equation (4.8) is a linear combination of right-
hand sides of the first and the second equations of the system (4.10) with coefficients λ1
and λ2 that depend on t,
F 1t (xbx + yby) + c2(ybx − xby) + F 2bx + F 3by + 2(F 1t − c1)b
− F 1ttt
x2 + y2
2
− F 2ttx− F 3tty − F 4
=
2∑
i=1
λi
(
ai1(xbx + yby) + a
i
2(ybx − xby) + ai3bx + ai4by + ai5b
+ ai6
x2 + y2
2
+ ai7x+ a
i
8y + a
i
9
)
.
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Remark 40. The coefficients λ1 and λ2 are not proportional with the same con-
stant multiplier for all vector fields from gb since otherwise there is no additional Lie
symmetry extension in comparison with the more general case of Lie symmetry ex-
tension with k = 1, where the corresponding linear combination of equations of the
system (4.10) plays the role of a single template-form equation. In particular, both
these coefficients do not vanish identically for some vector fields from gb.
Splitting the resulting condition with respect to b and its derivatives bx and by, we
derive the system
F 1t = a
1
1λ
1 + a21λ
2, c2 = a
1
2λ
1 + a22λ
2,
F 2 = a13λ
1 + a23λ
2, F 3 = a14λ
1 + a24λ
2,
2(F 1t − c1) = a15λ1 + a25λ2, F 1ttt = −a16λ1 − a26λ2,
F 2tt = −a17λ1 − a27λ2, F 3tt = −a18λ1 − a28λ2, F 4 = −a19λ1 − a29λ2.
(4.15)
The further consideration for k = 2 is partitioned into different cases depending
on the rank of the submatrix A2 that is constituted by the first two columns of A.
Since rankA2 6 2, we have the cases rankA2 = 2, rankA2 = 1 and rankA2 = 0.
rankA2 = 2. Linearly re-combining equations of the system (4.10), we can set the
matrix A2 to be the identity matrix, i.e., a
1
1 = a
2
2 = 1 and a
1
2 = a
2
1 = 0. To further
simplify the form of the system (4.10), we set a13 = a
1
4 = 0 by equivalence transfor-
mations of shifts with respect to x and y. In view of the condition (4.12), the vector
fields v1 and v2, which are associated with the first and the second equations of the
reduced system (4.10), respectively, commute. This yields the system of algebraic
equations with respect to the coefficients aij,
a23 = a
2
4 = 0, a
1
7 − a28 + a18a25 − a15a28 = 0, a18 + a27 − a17a25 + a15a27 = 0,
2a26 − a16a25 + a15a26 = 0, a19a25 − a15a29 = 0.
(4.16)
The reduced form of the system (4.15) is
F 1t = λ
1, c2 = λ
2, F 2 = 0, F 3 = 0, (a15 − 2)λ1 = −2c1 − a25c2,
λ1tt + a
1
6λ
1 + a26λ
2 = 0, a17λ
1 + a27λ
2 = 0, a18λ
1 + a28λ
2 = 0,
F 4 = −a19λ1 − a29λ2.
(4.17)
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In view of Remark 40, the seventh and the eighth equations of the system (4.17) imply
a17 = a
2
7 = 0 and a
1
8 = a
2
8 = 0, respectively. The reduced form of the system (4.10) in
the polar coordinates (r, ϕ) is
rbr + a
1
5b+
1
2
a16r
2 + a19 = 0, bϕ = a
2
5b+
1
2
a26r
2 + a29.
The last equation of (4.16), up to equivalence transformations with to respect to b we
can set a19 = a
2
9 = 0 if (a
1
5, a
2
5) 6= (0, 0).
The further consideration depends on whether or not the parameter a15 is equal to
2 and, in the latter case, whether or not the parameter a25 is zero.
If a15 = 2, then the parameter a
1
6 can be assume to belong to {0,−4, 4}, and
a26 = a
2
5a
1
6/4. Integrating the corresponding system (4.10), we find the general form
of the arbitrary element b,
b = b0r
−2 exp
(
a25ϕ
)
− a
1
6
8
r2,
where the integration constant b0 is nonzero since otherwise this value of b is associated
with the value k = 5. This is why we can scale b0 by an equivalence transformation
to ε = ±1, which leads, depending on the value of a16, to Cases 12a, 12b and 12c of
Theorem 36.
If a15 6= 2, then λ1 is a constant. Then the sixth equation of the system (4.17)
takes the form a16λ
1 + a26λ
2 = 0, implying according to Remark 40 that a16 = a
2
6 = 0.
Depending on whether (a15, a
2
5) 6= (0, 0) or a15 = a25 = 0, we obtain Cases 10 and 11 of
Theorem 36, respectively.
rankA2 = 1. Linearly recombining equations of the system (4.10), we reduce the
matrix A2 to the form
A2 =
(
a11 a
1
2
0 0
)
,
i.e., a21 = a
2
2 = 0 and (a
1
1, a
1
2) 6= (0, 0). We also have (a23, a24) 6= (0, 0) since rankA4 = 2.
Hence we can set a23 = 1, a
2
4 = 0 by a rotation equivalence transformation and
re-scaling the second equation as well as a13 = a
1
4 = 0 by shifts of x and y. The
condition (4.12) implies that a12 = 0 and hence a
1
1 6= 0. This is why we can set
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a11 = 1 by rescaling of the first equation. Then the condition (4.12) is equivalent to
the commutation relation [v1,v2] = −v2, yielding the following system of algebraic
equations on the remaining coefficients aij:
a25 = 0, a
2
6(a
1
5 + 3) = 0, a
2
8(a
1
5 + 2) = 0, a
2
7(a
1
5 + 2) = a
1
6, a
2
9(a
1
5 + 1) = a
1
7. (4.18)
The system (4.15) is simplified to
F 1t = λ
1, c2 = 0, F
2 = λ2, F 3 = 0, 2c1 = (2− a15)λ1,
F 1ttt = −a16λ1 − a26λ2, F 2tt = −a17λ1 − a27λ2, a18λ1 + a28λ2 = 0,
F 4 = −a19λ1 − a29λ2.
(4.19)
In view of Remark 40, the eighth equation of the system (4.19) imply a18 = a
2
8 = 0.
Supposing that a26 6= 0, we successively derive from the second equation of (4.18)
and the system (4.19) that a15 = −3, λ1 is a constant, a16λ1 + a26λ2 = 0 and, according
to Remark 40, a16 = a
2
6 = 0, which is a contradiction. Hence a
2
6 = 0.
It is obvious from the fifth equation of (4.19), 2c1 = (2 − a15)λ1, that the value
a15 = 2 is special. If a
1
5 6= 2, repeating the argumentation with constant λ1, we derive
a16 = 0, and thus the fourth equation of the system (4.18) takes the form (a
1
5+2)a
2
7 = 0,
implying a27 = 0 if a
1
5 6= −2. Therefore, the value a15 = −2 is special as well. In the
course of integrating the system (4.10) the value a15 = 0 is additionally singled out.
Moreover, if a15 6= 0, we can make a19 = 0 using a shift of b. As a result, we need to
separately consider each of the above values 2, 0, −2 of a15 and the case a15 /∈ {−2, 0, 2}.
1. a15 = 2. Shifting b, we set a
1
9 = 0. The system (4.18) reduces to the equations
a27 = a
1
6/4 and a
2
9 = a
1
7/3.
Let a16 6= 0. Then shifting x and b and recombining equations of the system (4.10),
we also set a17 = 0, and consequently a
2
9 = 0. The general solution to the system (4.10)
is b = b0y
−2 − 1
8
a16(x
2 + y2), where the integration constant b0 is nonzero since oth-
erwise this value of the arbitrary element b in associated with k = 5. Using scaling
equivalence transformations, we can set b0, a
1
6/4 ∈ {−1, 1}. Depending on the sign of
a16, we obtain Cases 16b and 16c of Theorem 36.
If a16 = 0, then a
2
7 is also zero. Integrating (4.10), we get b = b0y
−2 − a29x, where
again the integration constant b0 is nonzero since otherwise this value of the arbitrary
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element b is associated with k = 5. Using scaling equivalence transformations and
alternating the signs of (x, u), we can set b0 ∈ {−1, 1} and a29 ∈ {0,−1}, which gives
Case 16a.
2. a15 = 0. Then a
2
7 = 0 and a
1
7 = a
2
9. The system (4.10) integrates to
b = −a19 ln |y| − a29x+ b0,
where the parameter a19 is nonzero since otherwise k = 5. The integration constant b0
can be set to zero by shifts of b, as well as a16 ∈ {−1, 1} and a29 ∈ {−1, 0} up to scaling
equivalence transformations and alternating the signs of (x, u). This leads to Case 14.
3. a15 = −2. Then a17 = −a29. We shift b for setting a19 = 0. The general solution of
the system (4.10) is b = b0y
2 − 1
2
a27x
2 − a29x but this value of the arbitrary element b
is associated with k > 2.
4. a15 /∈ {−2, 0, 2}. Solving the system (4.10), we obtain b = b0|y|−a
1
5 − a29x, where the
integration constant b0 should be nonzero for k to be equal two. Setting b0 ∈ {−1, 1}
and a29 ∈ {−1, 0} by scaling equivalence transformations and alternating the signs of
(x, u) results in Case 13.
rankA2 = 0. This means that a
1
1 = a
1
2 = a
2
1 = a
2
2 = 0. Since rankA4 = 2, we can
linearly recombine equations of the system (4.10) to set a13 = a
2
4 = 1 and a
1
4 = a
2
3 = 0.
The compatibility condition (4.12) means that the vector fields v1 and v2 associated
to equations of the reduced system (4.10) commutes, [v1,v2] = 0, which results to the
system
a26 − a17a25 + a15a27 = 0, a16a25 − a15a26 = 0,
a16 + a
1
8a
2
5 − a15a28 = 0, a18 − a27 + a19a25 − a15a29 = 0.
(4.20)
Suppose that a15 = a
2
5 = 0. The system (4.20) then reduces to a
1
6 = a
2
6 = 0 and
a18 = a
2
7. In view of the last equation, we can set a
1
8 = a
2
7 = 0 by rotation equivalence
transformations. The general solution of the system (4.10) is
b = −a
1
7
2
x2 − a
2
8
2
y2 − a19x− a29y + b0,
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where b0 is an integration constant. This form of the arbitrary element b is related to
the value k = 3 if a17 6= a28 and to the value k = 5 if a17 = a28, which contradicts the
supposition k = 2.
This is why (a15, a
2
5) 6= (0, 0), and we set a15 = 0 and a25 = −1 by equivalence
transformations of rotations, scalings and alternating signs. Then the first equation
of the system (4.20) implies a16 = 0, and thus the first six equations of the system (4.15)
takes the form F 1t = 0, c2 = 0, F
2 = λ1, F 3 = λ2 = 2c1 and a
2
6λ
2 = 0. In view of the
last equation, we get a26 = 0. Therefore, the system (4.20) is equivalent to a
1
7 = a
1
8 = 0
and a27 = −a19. The eighth equation of (4.15) gives a28λ2 = 0, i.e., a28 = 0. We can set
a29 = 0 up to equivalence transformations of shifts of b. The system (4.10) integrates
to b = b0e
y + a27x, where the integration constant b0 is nonzero since otherwise b
is a linear function, for which k = 5. Equivalence transformations of scalings and
alternating the signs of (x, u) allow us to set b0 = ±1 and a27 ∈ {0, 1}. This results in
Case 15 of Theorem 36.
4.3.3 More independent template-form equations
We show below that k > 2 if and only if b is at most quadratic polynomial in (x, y).
k = 3. Since rankA4 = rankA = k = 3, we have that rankA2 > 0.
Suppose that the submatrix A2 is of rank two. Recombining equations of the
system (4.10), we can reduce this submatrix to the form
A2 =
1 00 1
0 0
 .
Then the projections v̂1, v̂2 and v̂3 of the vector fields v1, v2 and v3 to the space with
the coordinates (x, y) are
v̂1 = (x+a
1
3)∂x+(y+a
1
4)∂y, v̂2 = (y+a
2
3)∂x−(x−a24)∂y, v̂3 = a33∂x+a34∂y. (4.21)
In view of the condition (4.13), the commutator [v̂2, v̂3] = −a34∂x+a33∂y should belong
to the span 〈v̂1, v̂2, v̂3〉 but this is not the case, which leads to a contradiction.
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Therefore, rankA2 = 1, and thus the matrix A4 can be reduced to the form
A4 =
a
1
1 a
1
2 0 0
0 0 1 0
0 0 0 1
 , where (a11, a12) 6= (0, 0).
Then the compatibility condition (4.12) is equivalent to the commutation relations
[v1,v2] = −a11v2 + a12v3, [v1,v3] = −a11v3 − a12v2, [v2,v3] = 0.
From the first two commutation relations, we obtain a11a
2
5−a12a35 = 0, a12a25 +a11a35 = 0,
and thus a25 = a
3
5 = 0 since (a
1
1, a
1
2) 6= (0, 0). Then the last commutation relation
yields a26 = a
3
6 = 0 and a
3
7 = a
2
8. Up to rotation equivalence transformations, we can
set a28 = a
3
7 = 0. Under this gauge, from the former commutation relations we get the
system
(2a11 + a
1
5)(a
2
7 − a38) = 0, a12(a27 − a38) = 0,
a16 = (2a
1
1 + a
1
5)a
2
7, a
1
7 = (a
1
1 + a
1
5)a
2
9 − a12a39, a18 = (a11 + a15)a39 + a12a29.
(4.22)
Since the arbitrary element b satisfies the equations bx+a
2
7x+a
2
9 = 0 and by+a
3
8y+a
3
9 =
0, it is a quadratic function of (x, y). More specifically,
b = −1
2
a27x
2 − 1
2
a38y
2 − a29x− a39y (4.23)
up to equivalence transformations of shifts with respect to b. Hence a27 6= a38 since
otherwise k = 5 for this value of b, which contradicts the supposition k = 3. Then
the system (4.22) reduces to
a12 = 0, a
1
5 = −2a11, a16 = 0, a17 = −a11a29, a18 = −a11a39
and guaranties that the above value of b satisfies the corresponding system (4.10).
Modulo G∼-equivalence, we can assume that a27 = ±1, a29 = 0; |a38| < |a27| if
a27a
3
8 > 0; a
3
9 = 0 if a
3
8 6= 0; a39 ∈ {−1, 0} if a38 = 0. G∼-inequivalent values of b
of the form (4.23) with the associated maximal Lie invariance algebras are listed in
Cases 17–21 of Theorem 36.
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k = 4. Since rankA4 = rankA = 4, linearly re-combining the equations (4.10), we can
set A4 to be the 4×4 identity matrix. In view of the form of the vector fields v1, . . . , v4
associated to the equations of the reduced system (4.10), the compatibility condi-
tion (4.12) implies the commutation relations
[v2,v3] = v4, [v2,v4] = −v3, [v3,v4] = 0.
From the first two commutation relations, we get that a35 = a
4
5 = 0. The last com-
mutation relation together with the previous restrictions on the coefficients aij yields
a36 = a
4
6 = 0 and a
3
8 = a
4
7. Returning to the first two commutation relations, we obtain
the equations
a26 = −2a38 + a25a37 = 2a38 + a25a48, a37 − a48 + a25a38 = 0
implying a38 = 0 and a
3
7 = a
4
8. Since the arbitrary element b satisfies the equations
bx + a
3
7x + a
3
9 = 0 and by + a
3
7y + a
4
9 = 0, it is a quadratic function of (x, y) with the
same coefficients of x2 and of y2 and with zero coefficient of xy. This means that in
fact k = 5, which contradicts the supposition k = 4.
k = 5. The 5× 5 matrix A5 of the coefficients of the system (4.10) is of rank 5 and,
up to recombining equations of this system, can be assumed to be the 5× 5 identity
matrix. Then the last equation of the system (4.10) implies that b is the specific
quadratic polynomial of (x, y),
b = −1
2
a56(x
2 + y2)− a57x− a58y − a59.
There are four G∼-equivalent values of the arbitrary element b among such quadratic
polynomials, b = 0, b = x, b = 1
2
(x2 + y2) and b = −1
2
(x2 + y2), which correspond to
Cases 22a, 22b, 22c and 22d of Theorem 36, respectively.
4.4 Additional equivalence transformations
and modified classification result
It is obvious that the class (4.1) is not normalized. In other words, it possesses ad-
missible transformations (e.g., those related to Lie symmetries of systems from this
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class) that are not generated by elements of G∼. See [6, 44, 47] for definitions. More-
over, we will show below that the class (4.1) is not even semi-normalized since some
of its admissible transformations cannot be presented as compositions of admissible
transformations generated by elements of G∼ and by point symmetries of systems
from this class as well. Such admissible transformations may lead to additional point
equivalences among classification cases listed in Theorem 36.
Since we do not have the complete description of the equivalence groupoid of the
class (4.1), in the course of looking for the above additional equivalences we need to
use algebraic tools that do not involve this description. If two systems of differential
equations are similar with respect to a point transformation, then the corresponding
maximal Lie invariance algebras are isomorphic in the sense of abstract Lie algebras.
Moreover, these maximal Lie invariance algebras are similar as realizations of Lie
algebras by vector fields with respect to the same point transformation. This gives
necessary conditions of similarity for systems of differential equations with respect to
point transformations.
Lie algebras of different dimensions are nonisomorphic. Hence we categorize the
Lie algebras presented in Theorem 36 according to their dimensions to distinguish the
cases that are definitely not equivalent to each other with respect to point transfor-
mations,
• dim gb = 2: Cases 1, 2, 3, 4 and 5;
• dim gb = 3: Cases 6a, 6b, 6c, 7, 8, 9, 10 and 11;
• dim gb = 4: Cases 12a, 12b, 12c, 13, 14 and 15;
• dim gb = 5: Cases 16a, 16b and 16c;
• dim gb = 6: Cases 17, 18, 19, 20 and 21;
• dim gb = 9: Cases 22a, 22b, 22c and 22d.
However, the same dimension of algebras does not ensure their isomorphism.
Finding a pair of classification cases with isomorphic maximal Lie invariance alge-
bras and fixing bases of these algebras that are concordant under the found algebra
isomorphism, we aim to obtain a point transformation that respectively maps the
basis elements of the first algebra to the basis elements of the second one. The ex-
istence of such a point transformation hints that the two classification cases may be
equivalent with respect to the same point transformation.
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In this way, we find three families of G∼-inequivalent admissible transformations
for the class (4.1) that are not induced by equivalence transformations of this class
and whose target arbitrary elements differ from their source arbitrary elements. In
each of these families, the source arbitrary elements are parameterized by an arbitrary
function of a single argument. We present these families jointly with the corresponding
induced additional equivalences among classification cases of Theorem 36:
1. b = r−2f(ϕ)− 1
2
r2, b̃ = r̃−2f(ϕ̃),
t̃ = tan t, x̃ = x sec t, ỹ = y sec t,
ũ = u cos t+ x sin t, ṽ = v cos t+ y sin t, h̃ = h cos2 t,
6c → 6a, 12c → 12a, 16b → 16aδ=0, 22d → 22a.
2. b = r−2f(ϕ) + 1
2
r2, b̃ = r̃−2f(ϕ̃),
t̃ = 1
2
e2t, x̃ = etx, ỹ = ety, ũ = e−t (u+ x), ṽ = e−t (v + y), h̃ = e−2th,
6b → 6a, 12b → 12a, 16c → 16aδ=0, 22c → 22a.
3. b = f(y) + x, b̃ = f(ỹ),
t̃ = t, x̃ = x+ 1
2
t2, ỹ = y, ũ = u+ t, ṽ = v, h̃ = h,
22b → 22a, 7, 13, 14, 15, 16a, 18, 20:2 δ = 1 → δ = 0.
Both the first and second families of admissible transformations can be generalized
to the rotating reference frame. The generalization of the transformation with f = 0
from the first family to the rotating reference frame was found for the first time for
the shallow water equations in cylindrical coordinates in [14, Theorem 1].
Each of the above admissible transformations is G∼-equivalent to no admissible
transformations generated by point symmetries of systems from this class. Therefore,
the class (4.1) is not semi-normalized.
As by-product, we also prove the following assertions.
2For Cases 18 and 20, we should compose the corresponding point transformation with the per-
mutation (x, u)↔ (y, v), which is an equivalence transformations of the class (4.1).
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Proposition 41. Any system from the class (4.1) that is invariant with respect to a
nine-dimensional Lie algebra of vector fields is equivalent, up to point transformations,
to the system from the same class with b = 0, which is the system of shallow water
equations with flat bottom topography.
Proposition 42. Any system from the class (4.1) with five-dimensional maximal Lie
invariance algebra is reduced by a point transformation to the system from the same
class with b = ±y−2.
For the other possible dimensions of maximal Lie invariance algebras of sys-
tems from the class (4.1), we prove the inequivalence of the remaining classifica-
tion cases whenever it is possible to do so using the algebraic technique based on
Mubarakzianov’s classification of Lie algebras up to dimension four [36] and Tur-
kowski’s classification of six-dimensional solvable Lie algebras with four-dimensional
nilradials [55]. For convenience, we take these classifications in the form given in [10],
where the notation of algebras from Mubarakzianov’s classification was modified, in
particular, by indicating parameters for families of algebras and where the basis el-
ements of the algebras from Turkowski’s classification were renumbered in order to
have bases in K-canonical forms. For each abstract Lie algebra appearing in the con-
sideration, we present all the nonzero commutation relations among basis elements
up to antisymmetry.
Unfortunately, the algebraic criterion of inequivalence with respect to point trans-
formations is not sufficiently powerful for systems with two-dimensional maximal Lie
invariance algebra since there are only two nonisomorphic two-dimensional Lie alge-
bras 2A1 and A2.1, the abelian and the non-abelian ones. Applying this criterion,
we can only partition the corresponding classification cases into two sets, Cases 1ν=2
and 3 with abelian two-dimensional Lie invariance algebras and Cases 1ν 6=2, 2, 4 and
5 with non-abelian two-dimensional Lie invariance algebras. There are definitely no
point transformations between cases that belong to different sets.
For the classification cases with maximal Lie invariance algebras of greater dimen-
sions, the algebraic criterion is more advantageous. Thus, the maximal Lie invariance
algebras in Cases 6a, 7δ=0, 8, 9, 10 and 11 of Theorem 36 are isomorphic to the three-
dimensional Lie algebras sl(2,R), A3.1, A−13.4, A03.5, A2.1⊕A1 and A2.1⊕A1, respectively.
These Lie algebras are defined by the following commutation relations:
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sl(2,R): [e1, e2] = e1, [e2, e3] = e3, [e1, e3] = −2e2;
A3.1: [e2, e3] = e1;
A−13.4: [e1, e3] = e1, [e2, e3] = −e2;
A03.5: [e1, e3] = −e2, [e2, e3] = e1;
A2.1 ⊕ A1: [e1, e2] = e1,
and they are well known to be non-isomorphic to each other. This implies the pairwise
inequivalence of the above cases of Lie-symmetry extensions with respect to point
transformations, except the pair of the last two cases.
In a similar way, we prove that the maximal Lie invariance algebras associated with
Cases 12a, 13δ=0, 14δ=0 and 15δ=0, are also not isomorphic to each other although all of
them are four-dimensional. The corresponding abstract Lie algebras are sl(2,R)⊕A1
(Case 12a) as well as Aa4,8 with a = ν/(2− ν) if ν < 1 and with a = (2− ν)/ν if ν > 1
(Case 13), with a = 0 (Case 14) and with a = −1 (Case 15), where
Aa4.8, |a| 6 1: [e2, e3] = e1, [e1, e4] = (1 + a)e1, [e2, e4] = e2, [e3, e4] = ae3.
As a result, Cases 12a, 13, 14 and 15 of Theorem 36 are equivalent neither to each other
nor to other cases of this theorem with respect to point transformations. Moreover,
the parameter ν in Case 13 cannot be gauged by point transformations.
In Cases 17, 18δ=0, 19, 20δ=0 and 21, the corresponding maximal Lie invariance
algebras are six-dimensional solvable Lie algebras with four-dimensional abelian nil-
radicals that are isomorphic to the algebras Nabcd6.1 with
(a, b, c, d) = 1
2
(1− β, 1 + β, 1 + β, 1− β),
N−1,1,16.2 , N
−1/β,1/β,1,1
6.13 , N
01
6.16, N
0β1
6.18 from Turkowski’s classification, respectively. Here
the canonical commutation relations are the following:
N
abcd
6.1
ac6=0
b2+d2 6=0
[e1, e5] = ae1, [e2, e5] = be2, [e4, e5] = e4,
[e1, e6] = ce1, [e2, e6] = de2, [e3, e6] = e3
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N
abc
6.2 a
2+b2 6=0
[e1, e5] = ae1, [e2, e5] = e2, [e4, e5] = e3,
[e1, e6] = be1, [e2, e6] = ce2, [e3, e6] = e3, [e4, e6] = e4
N
abcd
6.13
a2+c2 6=0
b2+d2 6=0
[e1, e5] = ae1, [e2, e5] = be2, [e3, e5] = e4, [e4, e5] = −e3,
[e1, e6] = ce1, [e2, e6] = de2, [e3, e6] = e3, [e4, e6] = e4
N
ab
6.16
[e2, e5] = e1, [e3, e5] = ae3 + e4, [e4, e5] = −e3 + ae4,
[e1, e6] = e1, [e2, e6] = e2, [e3, e6] = be3, [e4, e6] = be4
N
abc
6.18 b 6=0
[e1, e5] = e2, [e2, e5] = −e1, [e3, e5] = ae3 + be4, [e4, e5] = −be3 + ae4,
[e1, e6] = e1, [e2, e6] = e2, [e3, e6] = ce3, [e4, e6] = ce4
Since the above isomorphisms are not as obvious as for algebras of lower dimensions,
we present the necessary basis changes to (e1, e2, e3, e4, e5, e6):
17 :
(
P (0, eβt), P (0, e−βt), P (et, 0), P (e−t, 0), 1
2
Dx + 1
2
D(1), 1
2
Dx − 1
2
D(1)
)
;
18 :
(
P (et, 0), P (e−t, 0), P (0, 1), P (0, t), −D(1), Dx
)
for δ = 0;
19:
(
P (et, 0), P (e−t, 0), P (0, cos βt), P (0, sin βt), β−1D(1), Dx
)
;
20 :
(
P (0, 1), P (0, t), P (sin t, 0), P (cos t, 0), −D(1), Dx
)
for δ = 0;
21:
(
P (cos t, 0), P (sin t, 0), P (0, cos βt), P (0, sin βt), D(1), Dx
)
.
The Lie algebras from Turkowski’s classification appearing in the consideration are
not isomorphic to each other, including the pairs of algebras from the same series with
different values of the parameter β within ranges indicated in the corresponding cases
of Theorem 36. The claim on such pairs was checked by the direct computation in
maple. This is why Cases 17, 18δ=0, 19, 20δ=0 and 21 are inequivalent with respect to
point transformations. Moreover, the parameter β in Cases 17, 19 and 21 cannot be
gauged further.
Analyzing the classification cases listed in Theorem 36, the additional equivalences
among them that are found in this section and the checked necessary algebraic con-
dition for pairs of inequivalent cases, we can suppose that the following assertion
holds.
Conjecture 43. A complete list of inequivalent (up to all admissible transformations)
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Lie symmetry extensions in the class (4.1) is exhausted by Cases 1, 2, 3, 4, 5, 6a,
7δ=0, 8, 9, 10, 11, 12a, 13δ=0, 14δ=0, 15δ=0, 16aδ=0, 17, 18δ=0, 19, 20δ=0, 21 and 22a
of Theorem 36.
To prove this conjecture, we need to complete the verification of the inequivalence
of cases within the sets of cases {1ν=2, 3}, {1ν 6=2, 2, 4, 5} and {10, 11} as well as the
impossibility of further gauging of parameters remaining in some cases. This can
be done via the construction of the equivalence groupoid of the class (4.1), which is
a nontrivial and cumbersome problem. It is quite difficult to prove even principal
properties of admissible transformations of the class (4.1), which can be conjectured
after analyzing the form of equivalence transformations of this class, of Lie symmetries
of equations from this class and of the three obtained G∼-inequivalent families of
admissible transformations. These principal properties include the affineness with
respect to the dependent variables, the fiber-preservation, i.e., the projectability to
the space with the coordinates (t, x, y), as well as the projectability to the space with
the coordinate t. We can also conjecture the explicit structure of the equivalence
groupoid of the class (4.1).
Conjecture 44. G∼-inequivalent non-identity admissible transformations of the
class (4.1) that are independent up to inversion, composing with each other and with
admissible transformations generated by point symmetries of systems from this class
are exhausted by the three families found in this section.
Chapter 5
Conclusion
In the thesis we studied symmetries of systems from the classes (3.2) and (4.1), which
are respectively constituted by the one- and two-dimensional shallow water equations
with variable bottom topography.
To begin with, the class (3.2) can be re-parameterized since the arbitrary element b
arises only as the derivative bx in systems of this class. In Section 3.1 and Section 3.2
we computed the generalized equivalence groups for both the initial class (3.2) and
the re-parameterized class (3.7). These groups are presented in Theorem 23 and The-
orem 27, respectively. Since the arbitrary element b does not depend on time, instead
of computing the equivalence groups of the classes (3.2) and (3.7), we constructed the
complete point symmetry groups of the systems (3.3) and (3.8), respectively. We also
showed that for each of the above classes the generalized equivalence group coincides
with its usual equivalence group. For computing point symmetry groups of the sys-
tems (3.3) and (3.8), we applied the algebraic method. This method is a refinement
of the direct method, and it is based on the fact that each point symmetry transfor-
mation induces an automorphism of the corresponding Lie algebra. One of the main
advantages of the algebraic method is that it provides restrictions on the form of the
components of equivalence transformations in an easy way and thus allows to avoid
cumbersome computations. In Section 3.3 we analyze and compare the computations
of the equivalence groups for the initial class (3.2) and the re-parameterized class (3.7).
The group classification for the class (3.1) of one-dimensional shallow water equa-
tions up to equivalence transformations can be obtained from the description of Lie
symmetries of these equations that is presented in [2, 3].
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Further, in Chapter 4 we solved the group classification problem for the class (4.1)
of two-dimensional shallow water equations with variable bottom topography. The
result is summed up in Theorem 36.
Applying the algebraic method, similarly to the one-dimensional case, we first con-
struct the generalized equivalence group G∼ of the class (4.1), which is presented in
Theorem 35 and is a necessary ingredient for solving the group classification problem.
Note that the generalized equivalence group of the class (4.1) coincides with its usual
equivalence group. The integration of the system of determining equations for the
components of Lie symmetry vector fields, which is quite complicated in this case,
required the application of the advanced method of furcate splitting. This method
was additionally optimized via reducing the study of compatibility of template-form
equations for the arbitrary element b to checking whether the set of vector fields asso-
ciated to these equations is closed with respect to the Lie bracket of vector fields. In
the course of the classification, we continuously used transformations from the equiv-
alence group G∼ for gauging various constants involved in the specific values of the
arbitrary element b, which leads to a significant simplification of computations. One
more complication of the group classification for the class (4.1) is that this class is
not normalized and even not semi-normalized. Therefore, this class possesses admissi-
ble point transformations which are not generated by its equivalence transformations
and point symmetry transformations of systems belonging to it. Such admissible
transformations give rise to additional point equivalences among the G∼-inequivalent
classification cases listed in Theorem 36. In Section 4.4 we found three families of
G∼-inequivalent admissible transformations of the above kind in the class (4.1) and
presented the corresponding additional equivalences within the group-classification
list for this class up to the G∼-equivalence. Moreover, for all the pairs of listed cases
that are possibly inequivalent to each other with respect to point transformations,
we checked their inequivalences using algebraic techniques, except the inequivalences
within the set of cases with two-dimensional non-abelian maximal Lie invariance al-
gebras. This allowed us to conjecture the group classification of the class (4.1) up to
its equivalence groupoid G∼.
The presented classification of Lie symmetries of two-dimensional shallow water
equations with variable bottom topography provides a basis for finding exact solutions
of these equations. Such solutions can be used for testing numerical schemes for this
model. Moreover, Lie symmetries themselves may be applied for designing invariant
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numerical schemes.
In further work we plan to continue our studies of shallow water equations to
extend and generalize the obtained result. We have already shown that there are
admissible transformations of the class of two-dimensional shallow water equations,
which are not generated by equivalence transformations of this class and which induce
additional equivalences among G∼-inequivalent cases of Lie symmetry extensions in
Theorem 36. Nevertheless, the obtained additional equivalences do not guarantee
that we have found all admissible transformations in the class (4.1). In other words,
we need to construct the equivalence groupoid of the class of two-dimensional shal-
low water equations to find all such transformations. This construction can be real-
ized via solving the classification problem for conditional equivalence groups of the
class (4.1) [47].
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