A reaction network consists of a finite number of species, which interact through predefined reaction channels. Traditionally such networks were modeled deterministically, but it is now well-established that when reactant copy numbers are small, the random timing of the reactions create internal noise that can significantly affect the macroscopic properties of the system. To understand the role of noise and quantify its effects, stochastic models are necessary. In the stochastic setting, the population is described by a probability distribution, which evolves according to a set of ordinary differential equations known as the Chemical Master Equation (CME). This set is infinite in most cases making the CME practically unsolvable. In many applications, it is important to determine if the solution of a CME has a globally attracting fixed point. This property is called ergodicity and its presence leads to several important insights about the underlying dynamics. The goal of this paper is to present a simple procedure to verify ergodicity in stochastic reaction networks. We provide a set of simple linear-algebraic conditions which are sufficient for the network to be ergodic. In particular, our main condition can be cast as a Linear Feasibility Problem (LFP) which is essentially the problem of determining the existence of a vector satisfying certain linear constraints. The inherent scalability of LFPs make our approach efficient, even for very large networks. We illustrate our procedure through an example from systems biology.
Introduction
Reaction networks represent a modeling paradigm that is used in many biological disciplines, such as, systems biology, epidemiology, pharmacology and ecology. Such networks were traditionally studied by expressing the dynamics as a set of ordinary differential equations. However these deterministic formulations become inaccurate when the reactant copy numbers are small. In this case, the discrete nature of the interactions makes the dynamics inherently noisy and this noise can have a significant impact on the macroscopic properties of the system (see [4] ). To account for this noise and study its effects, a stochastic formulation of the dynamics is necessary. The most common approach is to model the dynamics as a continuous-time Markov process whose states denote the current population size of the constituent species. Many recent articles use such stochastic models to understand the role of noise in various biological phenomena.
Even though stochastic models have become very popular, the tools for analyzing them are still lacking. Most papers that use such models have to simulate several trajectories (using the Stochastic Simulation Algorithm by Gillespie [5] , for example) in order to determine the relevant characteristics of the system. Simulation of trajectories can be computationally demanding, and since one can only simulate a finite number of trajectories for a finite amount of time, properties like long-term behaviour cannot be satisfactorily studied through such simulations. Our goal in this paper is to overcome this problem and provide a direct way to examine the long-term behaviour for the stochastic model, without relying on simulations. Specifically we check if the underlying Markov process is ergodic, which is analogous to having a globally attracting fixed point in the deterministic setting. An ergodic process has a unique stationary distribution, and in the longrun, the proportion of time spent by its trajectories in any set is equal to the stationary probability of that set (see (2.7) ). Hence information about the whole population at stationarity can be obtained by observing just one trajectory for a long time. Such an insight can be used to leverage different experimental techniques such as flow-cytometry and time-lapse microscopy, for biological applications. Ergodicity also implies that certain moments of the underlying Markov process converge to their steady-state values with time (see (2.6) ). This can be used to design biological controllers that steer the moments to specific steady state values.
The canonical example of an ergodic reaction network is the simple birth-death model in which a single chemical species S undergoes the following two reactions:
where θ 1 , θ 2 > 0. For this network, the reaction dynamics is given by a Markov process (X(t)) t≥0 with state space N 0 = {0, 1, 2, . . . }. At any time t, X(t) is the number of molecules of species S. If X(t) = n, then the next reaction occurs at time (t + τ ), where τ is an exponentially distributed random variable with rate (θ 1 + θ 2 n). At time (t + τ ) the state jumps by ±1 with probabilities p ± (n) given by
From these probabilities, two observations can be made. Firstly, the state space N 0 is irreducible, which means that there is a positive probability for reaching any state in N 0 from any other state in N 0 , in a finite time. Secondly, if the current state X(t) = n is large, the stochastic dynamics experiences a negative drift in the sense that the next jump state is more likely to be below n than above n. Establishing irreducibility of the state space and checking the negative drift conditions will be the two main steps in proving ergodicity for a general reaction network.
The approach we present in this paper, relies on some known results on stochastic processes and it involves checking simple linear-algebraic conditions. In particular, we would need to solve Linear Feasibility Problems (LFPs) of the form :
for certain matrix-vector pairs (A, b) and (A eq , b eq ). We say that the LFP corresponding to set F has a solution if this set is non-empty. Many methods are available to efficiently solve LFPs in very high dimensions. Therefore our approach can be easily applied to very large networks. This paper is organized as follows. In Section 2 we provide some mathematical background. Our main results are presented in Section 3 and in Section 4 we illustrate our approach through an example.
Notation : We now introduce some notation that will be used in the paper. Let R, R + , Z, N and N 0 denote the sets of all reals, nonnegative reals, integers, positive integers and nonnegative integers respectively. For v, w ∈ R n we say v < w or v ≤ w if the corresponding inequality holds component-wise. The vectors of all zeros and all ones in R n are denoted by 0 n and 1 n respectively. For any v = (v 1 , . . . , v n ) ∈ R n we define its support as supp(v) = {i = 1, . . . , n : v i = 0}. Let M be a m × n matrix with real entries. We denote its rank by Rank(M ). If C 1 , . . . , C n are the columns of M then for any A ⊂ R, the set Colspan A (M ) stands for
a i C i for some a 1 , . . . , a n ∈ A .
For any positive integer n, where I n is the n × n identity matrix. While multiplying a matrix with a vector we always regard the vector as a column vector.
Preliminaries
We start by formally defining the stochastic model of a reaction network. Consider a system containing molecules that belong to one of d species S 1 , . . . , S d . We assume that the system is well-stirred and hence its state at any time can be described by a vector in N d 0 , whose i-th component is the number of molecules of the i-th specie. The species interact through K predefined reaction channels. For any k = 1, . . . , K, the k-th reaction has the form
where ν ik (ν ′ ik ) denotes the number of molecules of species S i that are consumed (produced) by reaction k. Let ν k and ν
. When the state of the system is x = (x 1 , . . . , x d ), the k-th reaction fires after a random time which is exponentially distributed with rate λ k (x) and it displaces the state by (ν ′ k − ν k ). The functions λ 1 , . . . , λ K are called the propensity functions for the reaction network. We assume mass action kinetics and hence each λ k is given by
where θ k > 0 is the rate constant for the k-th reaction.
The property of ergodicity depends crucially on the choice of the state space S for the reaction dynamics. We will later discuss how it can be chosen appropriately. For now, let S be a non-empty subset of N d 0 which satisfies the following property : if y ∈ S and λ k (y) > 0 for some k = 1, . . . , K, then y + ζ k ∈ S. This property ensures that if the reaction dynamics starts in S then it stays in S forever. Let (X(t)) t≥0 be the Markov process representing the stochastic reaction dynamics with some initial state X(0) in S. For any x, y ∈ S let
Hence p x (t, y) is the probability that the reaction dynamics starting at x will be in state y at time t. Defining p x (t, A) = y∈A p x (t, y) for any A ⊂ S, we can view p x (t) as a probability distribution over S. The dynamics of p x (t) is given by the Chemical Master Equation (CME) which has the following form. For each y ∈ S dp
where
Observe that this system consists of as many equations as the number of elements in S, which is typically infinite and hence solving this system is nearly impossible.
Note that the CME essentially describes a dynamical system over the space of probability measures on S. We are interested in knowing if this dynamical system has a globally attracting fixed point. Specifically, we would like to determine if there exists a probability distribution π over S such that
Let (X(t)) t≥0 be the Markov process described before. Relation (2.5) implies that for any A ⊂ S, the probability of the event {X(t) ∈ A} converges to π(A) as t → ∞, irrespective of the initial state X(0). This is same as saying that the reaction dynamics (X(t)) t≥0 is ergodic with π as the unique stationary distribution. Ergodicity implies that for any real-valued function f satisfying y∈S |f (y)|π(y) < ∞, we have
Moreover the following limit holds with probability 1 and lim
Relation (2.6) can be used to show that the moments of the reaction dynamics converge to their steady state values as t → ∞. Relation (2.7) is just the ergodic theorem for Markov processes (see [7] ) and it shows that the stationary distribution of the population can be inferred by observing a single trajectory of the underlying Markov process (X(t)) t≥0 for a sufficiently long time.
Recall the definition of p x (t, y) from (2.4). We say that a state y ∈ S is accessible from another state x ∈ S if p x (t, y) > 0 for some t > 0. For the reaction dynamics to be ergodic it is necessary that the state space S is irreducible, which means that all the states in S are accessible from each other. Assuming irreducibility, it follows from the work of [6] , that ergodicity can be checked by showing the existence of a positive function V on S such that V (x) → ∞ as x → ∞ and for some c 1 , c 2 > 0, the following holds for all x ∈ S:
(2.8)
In fact, if such a function V exists then the convergence in (2.5) is exponentially fast. The left side of (2.8) is the drift the process (V (X(t))) t≥0 experiences when X(t) = x. Relation (2.8) implies that this drift is negative for large values of x . From now on, we will refer to (2.8) as the negative drift condition.
Main Results
In this section we present our framework for checking ergodicity in stochastic reaction networks. Our first task is to select the right state space S, so as to ensure that it is irreducible under the reaction dynamics.
The most common choice of S is N d 0 , which corresponds to the situation where each species can have any number of molecules with a positive probability. Of course, this will not be true if certain species satisfy a conservation relationship which is preserved by all the reactions. For example, in some gene-expression networks (see [9] ), the active and inactive states of genes are represented as different species, and hence their will be conserved throughout the dynamics. × E c . Once irreducibility is established, ergodicity can be verified by checking a negative-drift condition of the form (2.8). This is done in Section 3.2 using ideas that are developed in significantly greater detail in [1] .
Checking irreducibility
For the reaction network described in Section 2, we define its structure to be the set R = {(ν k , ν 
(3.9)
For each k = 1, . . . , K let n k be the number of elements in the set {i = 1, . . . , n :
Observe that the form of the function λ k (see (2.3)) implies that λ k (z) > 0 is equivalent to the condition z ≥ ν k . This shows that when the state is z, the reaction k has a positive probability of firing if and only if z ≥ ν k . Hence p x (t, y) > 0 for some t > 0, if and only if x R * −→ y. This proves our claim that irreducibility is a structural property.
Let M be the d × K matrix whose k-th column is (ν
Then M is the stoichiometry matrix for the reaction network with structure R. Suppose there is a non-zero vector
In this case, γ, X(t) = γ, X(0) for all t ≥ 0, where (X(t)) t≥0 is the Markov process representing the reaction dynamics. Therefore the species in the set {S i : i ∈ supp(γ)} satisfy a conservation relation and S = N 
has a solution. Note that this LFP has the form (1.1) with A = −I K , b = −1 K , A eq = M and b eq = 0 d . Assuming (3.12), the analysis in [8] shows that for some large positive vector z 0 ∈ N d all the states in the region {z ∈ N For details, see Theorem 3.8 in [8] .
From now on let D = {1, . . . , d} be the set of species and K = {1, . . . , K} be the set of reactions. To prove the first accessibility relation in (3.14), we need to show that there exists a sequence of n reactions k 1 , . . . , k n ∈ K, such that the cumulative effect of all these n reactions is positive for each species (that is, n j=1 (ν ′ kj − ν kj ) > 0 d ) and each intermediate reaction k j has a positive probability of firing (that is,
. Such a sequence of reactions is difficult to construct for general networks, but we now present a simple scheme that allows us to easily check if such a sequence exists for a large class of networks.
Our scheme is motivated by the observation that many biochemical reaction networks appear like complex cascades of birth-death networks. By this we mean that in these networks, a certain set of species are produced constitutively due to reactions of the form ∅ −→ S i . These species then produce another set of species which in turn produce another set of species and so on. If all the species are produced this way then one can construct a sequence of reactions that proves the first accessibility relation in (3.14). To make this formal, we arrange the species into levels according to the minimum number of reactions it takes for the species to be produced from nothing. Let H 0 = ∅ and for each l = 1, 2, . . . define
where D\H l−1 = {i ∈ D : i / ∈ H l−1 }. The set G l contains all the species at level l and the set H l contains all the species that belong to levels 1, . . . , l. We say that a reaction network with structure R is exhaustive if there exists a l 0 ≥ 1 such that H l0 = ∪ Proof. We prove this lemma by an induction argument. In this proof we denote the relation 
This shows that level l is satisfiable and by induction we can conclude that all the levels are satisfiable. Since R is exhaustive we can find a state x with supp(x) = D such that 0 d −→ x. This completes the proof of the lemma.
Using Lemma 3.1 we can check the first relation in (3.14). To check the second relation we consider a reaction network with the inverse structure R inv = {(ν ′ k , ν k ) : k = 1, . . . , K}, which is obtained by flipping the arrows in (2.2). We can define the relation 
. This can again be done using Lemma 3.1 if the network with structure R inv is exhaustive.
The above discussion gives us our main result for checking the irreducibility of S = N 
where C is some constant. For each k ∈ K, let ν k ∈ N This condition can be checked by verifying that Rank(M ) = d u , Colspan Z (M ) = Z du and the LFP corresponding to
has a solution. Assuming (3.15), the irreducibility of N du 0 × E c can be proved by arranging the unconserved species into levels as before. However the description of levels gets more complicated because of the presence of conserved species.
For any group of unconserved species A ⊂ D u and any e ∈ E c define K(A, e) = {k ∈ K : supp(ν k ) ⊂ A and e ≥ ν k }. This is the set of reactions which have a positive probability of firing when the molecules of species in A are abundantly available, and when the dynamics of the conserved species is at state e. Suppose that the finite set E c has n c elements. Then we can write it as E c = {e 1 , . . . , e nc }. For any A ⊂ D u we define a n c × n c matrix Z(A) as
Note that Z ij (A) = 1 if and only if the dynamics of the conserved species can reach e j from e i due to the firing of a single reaction in K(A, e i ). If we define
then Ω ij (A) > 0 if and only if there exist i 1 , . . . , i n ∈ {1, . . . , n c } such that
We can define a relation on E c as follows : e i ↔ A e j if and only if Ω ij (A) = Ω ji (A) = 1. This is an equivalence relation and hence we can partition E c into η(A) equivalence classes. An equivalence class C is called closed if for each i, j ∈ {1, . . . , n c }, if e i ∈ C and Z ij (A) = 1 then e j ∈ C. An equivalence class is called open if it is not closed. Let C(A) be the collection of all closed equivalence classes corresponding to the relation ↔ A . Each closed equivalence class consists of states of the conserved species that are accessible from each other given that the molecules of the unconserved species in A are abundantly available. For the state space S = N du 0 × E c to be irreducible for the reaction dynamics, it is necessary that when all the unconserved species are abundantly available (A = D u ), then the relation ↔ A induces only one closed equivalence class that covers the whole set E c . This necessary condition can be stated as η(D u ) = 1.
We are now ready to classify our unconserved species into various levels. Let H 0 = ∅ and for each l = 1, 2, . . . define
. We say that a reaction network with structure R is exhaustive if there exists a l 0 ≥ 1 such that H l0 = D u . Analogous to Lemma 3.1 we get the following result.
Lemma 3.3 Suppose that a reaction network with structure R is exhaustive and η(D u ) = 1. Then there exists a x ∈ N du such that for any e, f ∈ E c we have
Proof. Observe that for any A ⊂ D u , if the dynamics of the conserved species is at a state which is inside an open equivalence class of ↔ A , then this dynamics will reach a closed equivalence class after a finite number of transitions. The proof of this lemma is essentially the same as the proof of Lemma 3.1. The only difference is that to produce the species in G l one has to choose reactions based on the current state of the conserved species, which varies due to transitions inside E c , but eventually gets trapped inside a closed equivalence class of ↔ H l−1 .
Defining R inv as before, we get our main result for checking the irreducibility of S = N du 0 × E c . 
Checking the negative drift condition
Suppose that the state space of the form S = N du 0 × E c has been shown to be irreducible under the reaction dynamics, where the set E c may be empty. This covers both the situations discussed in Section 3.1. We also assume that d i=1 ν ik ≤ 2 for each k ∈ K. This implies that all the reactions are either constitutive (∅ −→ ⋆), unary (S i −→ ⋆) or binary (S i + S j −→ ⋆).
Define a set of reactions by K unr = {k ∈ K : d i=1 ν ik = 1 and supp(ν k ) ⊂ D u }. Each reaction k ∈ K unr has the form S i −→ ⋆ for some unconserved species S i . For such a k define a vector a k = (0, . . . , 0, 1, 0, . . . , 0) ∈ N du 0 , where the 1 is at the i-th place. Let K bin be the set of all binary reactions K bin = {k ∈ K : d i=1 ν ik = 2} and let K q be the number of reactions in K bin . Recall that θ k is the rate constant for the k-th reaction. Define a d u × d matrix by also exist in bound (S 8 ) or unbound form (S 9 ). We assume that one copy of both the genes is present. Hence the sum of the species numbers of S 6 and S 7 is 1. The same is true for species S 8 and S 9 . Note that we have named the species in the model of [9] in such a way, so that the conserved species are at the end. Even though our procedure will work for any choice of rate constants (θ k ), we set all of them to 1 for convenience. For this network, the set of unconserved species is D u = {1, 2, 3, 4, 5}, and there are two disjoint sets of conserved species D
