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Abstract–The quantity of text information published in 
Arabic language on the net requires the implementation of 
effective techniques for the extraction and classifying of relevant 
information contained in large corpus of texts. In this paper we 
presented an implementation of an enhanced k-NN Arabic text 
classifier. We apply the traditional k-NN and Naive Bayes from 
Weka Toolkit for comparison purpose. Our proposed modified 
k-NN algorithm features an improved decision rule to skip the 
classes that are less similar and identify the right class from k 
nearest neighbours which increases the accuracy. The study 
evaluates the improved decision rule technique using the 
standard of recall, precision and f-measure as the basis of 
comparison. We concluded that the effectiveness of the proposed 
classifier is promising and outperforms the classical k-NN 
classifier. 
 
Keywords: Improved k-NN, k-Nearest Neighbours, KNN, Text 
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I. INTRODUCTION 
 
With the increasing growth of online information, text 
classification has become one of the techniques for 
organizing text data. Many research have been conducted on 
classifying English documents and documents of other 
languages such as European languages (German, Italian, 
French, and Spanish) and Asian languages (Chinese and 
Japanese), comparing to these languages, few researches 
done on classifying Arabic documents [1, 2]. 
The traditional KNN text classification algorithm has some 
problems, it is considered time consuming technique because 
it requires examining all the training documents to classify a 
test document. Also, it requires traversing all keywords in a 
specific document so it’s considered not practical for some 
applications such as dynamic web mining in large 
repositories. Another problem is that there is “no weight 
difference” between all training documents [3, 4]. Applying 
the traditional decision rule of “k-NN algorithm on few 
classes containing most of the documents in the corpus and 
others having very few documents may mislead the result”, 
because the selection of this mechanism depends on the class 
of most documents in k-nearest neighbour [4]. 
 
A)  Research Background 
Text classification goes back to the beginning of the 
sixties. It has become a subfield of information systems at 
early nineties due to the increased interest in text 
classification and the improvements in technology [5]. 
In the early eighties, most of the researches were aimed at 
finding new methods to store, represent and retrieve relevant 
information from small numbers of documents. Undoubtedly, 
there were several factors that prevented progress in the 
classification represented in hardware limitations and 
construction cost of classification systems [6]. Thus, most of 
the approaches to text classification were rule-based. They 
depend on human experts in classification by defining 
classification rules manually [5].  
In the early nineties, the Internet has become accessible to 
nearly everyone, the hardware capabilities have developed 
and the number of systems that require text classification has 
increased. Researchers in the field of language processing 
increasingly worked on finding practical text classification 
methods to access and retrieve relevant documents [6]. Most 
research in data mining focus on structured data stored in 
database. However, the increased number of unstructured 
data stored in text form gained from different sources, 
requires to organize these documents into classes to facilitate 
retrieval and extraction of information of interest [1]. 
Recent information systems contain a huge number of 
documents using manual classification – a complicated and 
difficult task as it requires a human classifier to have full 
knowledge of all documents topics that the system deals with 
[6]. Rule-based approaches have started to fade in favour of 
machine learning approaches in which categorization is 
automated [2, 6]. 
Automatic Text Classification is defined as classifying 
unlabelled documents into predefined categories based on its 
contents [7]. Another definition describes text classification 
as identifying the membership of testing documents to which 
predefined class it belongs to [8]. Here, predefined classes 
refer to the classes used to train classifiers, and testing classes 
refer to the documents to be classified [9, 10]. 
Text classifications techniques have been used in a broad 
range of applications such as spam filtering, mail routing, 
news monitoring and so on [2, 11]. Algorithms utilized in 
text classification are numerous, such as, “Artificial Neural 
Networks, Support Vector Machine, Naïve Bayes, K-Nearest 
Neighbour, and Decision Trees” [2]. K-nearest neighbour is 
one of the most important algorithms for text classification 
[2, 6] and one of the machine learning techniques which use 
predefined data to train the classifier [7]. 
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B)  Arabic language 
Most work in text classification have been done on English 
language, and only few research has been done on Arabic 
language due to several factors, probably the main one is the 
complexity of the Arabic language because of its highly 
inflectional and derivational nature makes morphological 
analysis a difficult task. 
Arabic language is one of the Semitic languages. Unlike 
the English language it is written from right to left, it has 28 
letters, in addition to Hamza “ء”, the vowels of the language 
are “ ا  , و  , ي “, the remaining letters are consonants [2, 12].  
Some Arabic letters appear differently in words depending 
on their position at word (initially, medially, finally) and if 
they are connected to another letter. For example the letter 
“ص” is written as “ـﺼـــ” when it appears in the middle of a 
word (such as “رﺪﺼﻣ”, meaning source), as “ـــﺻ” when at 
the beginning of a word (like in hunter, “دﺎﻴﺻ“), and as 
“ ــــ ﺺ ” when at the end of a words and connected to another 
letter (like in dancing, “ﺺﻗر”). As another example, the 
letter “ص” is represented  as “ص” when it is at the end of 
the word and disconnected from the previous letter (like in 
chances, “ صﺮﻓ ” ] ( 12]. 
 
II. RELATED WORK 
 
Many recent research tried to solve problems of classical 
k-NN algorithms for English text while for Arabic language 
are only few. In [13] the authors investigated of choice k 
parameter as a fixed k value will result in a bias for large 
categories. They used different k values for different 
categories instead of a fixed k value across all categories. An 
experiment on Chinese text showed that this approach 
performs better than the traditional k-NN algorithm.  
In [14] authors propose the Weight Adjusted k-Nearest 
Neighbour (WAKNN) classification Algorithm. WAKNN 
uses a weighted term frequency of keywords for similarity 
measure, adds the similarity for each class on k-nearest 
neighbour and selects the one with the highest value. The 
idea here is determining the features that are important and 
letting these features contribute to the similarity function. The 
results showed the Weight Adjusted k-Nearest Neighbour 
outperformed other methods such as “W C4.5, RIPPER, 
Rainbow, PEBLS, and VSM” [14]. 
Another enhanced k-NN algorithm which is based on 
improvements in indexing is presented in [2]. It suggests a k-
NN Arabic text classifier using word level N-grams 
(unigrams, i.e. single words, and bigrams, i.e. phrases) for 
indexing. The result compared with k-NN based on single 
term (bag of words) which supposes that the terms in the text 
are mutually independent, showed that KNN classifier based 
on N-grams gives better performance than k-NN classifier 
based on traditional single term.  
The improved k-NN algorithm in our paper differ from 
work in [2] and [14], It gives more preference to the classes 
with more number of documents and at the same time ignores 
the classes that are far and identify the right class from k 
nearest neighbour. 
 
A)  Document pre-processing phase 
Pre-processing aims to convert the documents into a form 
that is better suitable for classification algorithm. For Arabic 
text documents we use the following steps: 
•  The documents are converted from different formats 
such as HTML, XML, or SGML to a plain text format 
in UTF-8 Unicode.  
•  Tokenization: The document’s text is divided into a set 
of tokens (words), recognized by spaces and 
punctuation marks as word separators.  
•   All digits, numbers, hyphens, and punctuation marks 
are removed [6].  
•  Normalization of some Arabic letters as follows: “ء” 
Hamza, “أ” Hamza on the top of Alef, “إ” Hamza under 
Alef, “ﺁ”, mad on the top of Alef, “ؤ”, Hamza on Wow, 
“ئ”  Hamza on Ya, are normalized to the letter “ا”, 
Alef.  The goal of this normalization is to standardize 
the Alef. Also following letters “ ي ”  , “ ة ”  are 
normalized to “ ى ”  , “ ﻩ ” respectively [1, 6].  
•  All non-Arabic parts of the texts, like English words, 
are removed. 
•  Arabic function words removed. The Arabic function 
words are the words that are “not useful e.g. The Arabic 
prefixes, pronouns, and prepositions”. Filtering can also 
be applied such as removing infrequent items [1]. 
After pre-processing, all documents are presented as a 
vector of word frequencies. 
 
B)  An Enhanced k-NN algorithm 
Here, term frequency will be normalized within a 
document for the sum of all term frequencies will be equal to 
1. The cosine similarity measure will be used to find the k-
nearest neighbour.  
The cosine similarity measure considers only the keywords 
that exist in both testing and training documents. As an 
example, suppose a test document Q to have the keywords 
{T1, T2, T3} and a training document D1 to have the keywords 
{T1, T2, T3 }. In this case the cosine similarity will use only 
the keywords that appear in both Q and D1, which are {T1, 
T3}. Implementing k-buffer technique, the algorithm will not 
have to check each training document. Instead of considering 
each keyword in each document it detects k-nearest 
neighbour faster, as it includes only documents of training set 
that have high value in similarity with query document.  
In pre-processing step, term frequencies for all terms are 
calculated.  
For the k-buffer approach the similarity measures of the 
first k documents in the training set will be stored together 
with the documents name/id in an array of size k. Then it 
checks for each document in training corpus whether the  
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numerator of cosine similarity for the document greater than 
the lowest similarity value in the buffer array. In this case, the 
similarity measure will be computed, otherwise, the training 
document will simply be skipped to make the algorithm more 
efficient.  
 
C)  Experiments and Evaluation 
As shown in Figure 4.1, the improved k-NN classifier 
outperforms the traditional k-NN classifier for both tested 
value of k, also a minor improvement in accuracy can be 
observed for enhanced classifier for decreased k.  
The naive Bayes classifier shows the best accuracy, 
followed by the improved k-NN classifier (where k=17) and 
traditional k-NN classifier comes the last one regarding 
accuracy, as shown in Figure 4.2. The accuracy of improved 
K-NN classifier (0.833) close to the accuracy of Naive Bayes 
classifier (0.89), and this outperforms the traditional K-NN 
classifier (0.524). 
Figure 4.3 shows the precision, recall and f-measure for the 
three classifiers on the full corpus, the naive Bayes classifier 
shows the best values for all three measures and the improved 
k-NN classifier outperforms the traditional k-NN. As 
observed there is a disproportion in the precision, recall and 
f-measure values for the traditional k-NN, precision reaches 
(0.757) and f-measure (0.486), while these measures are close 
to each other (stable) for the other two classifiers, Naive 
Bayes and improved k-NN. 
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Fig. 4.1 Accuracy results for the traditional and improved k-NN 
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Fig. 4.2 Accuracy results for traditional k-NN, 
 naive bayes and improved k-NN 
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Fig.4.3 Precision, recall and f-measure for all three classifiers 
 
III. CONCLUSIONS 
 
An improved k-nearest neighbour implemented on Arabic 
text. This improved k-NN algorithm improves the 
performance in terms of accuracy. 
The experiment results indicate that the enhanced k-NN 
classifier in this paper is applicable to Arabic language. 
Naive Bayes classifier has the best accuracy, then the 
improved k-NN classifier comes in the second place and the 
worst classifier for this data set was traditional k-NN 
classifier. 
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