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IRREDUCIBLE MODULES OVER FINITE SIMPLE LIE
CONFORMAL SUPERALGEBRAS OF TYPE K
CARINA BOYALLIAN∗, VICTOR G. KAC†, AND JOSE´ I. LIBERATI∗
Abstract. We construct all finite irreducible modules over Lie conformal su-
peralgebras of type K
1. Introduction
Lie conformal superalgebras encode the singular part of the operator product
expansion of chiral fields in two-dimensional quantum field theory [6].
A complete classification of (linear) finite simple Lie conformal superalgebras was
obtained in [5]. The list consists of current Lie conformal superalgebras Cur g, where
g is a simple finite-dimensional Lie superalgebra, four series of “Virasoro like” Lie
conformal superalgebrasWn(n ≥ 0), Sn,b and S˜n(n ≥ 2 , b ∈ C), Kn(n ≥ 0, n 6= 4),
K ′4, and the exceptional Lie conformal superalgebra CK6.
All finite irreducible representations of the simple conformal superalgebras Cur g,
K0 = Vir andK1 were constructed in [2], and those of S2,0,W1 = K2,K3, andK4 in
[3]. More recently, the problem has been solved for all Lie conformal superalgebras
from the three series Wn, Sn,b, and S˜n [1].
The construction in all cases relies on the observation that the representation
theory of a Lie conformal superalgebra R is controlled by the representation theory
of the associated (extended) annihilation algebra g = (LieR)+ [2], thereby reducing
the problem to the construction of continuous irreducible modules with discrete
topology over the linearly compact superalgebra g.
The construction of the latter modules consists of two parts. First one constructs
a collection of continuous g-modules Ind(F ), associated to all finite-dimensional
irreducible g0-modules F , where g0 is a certain subalgebra of g (= gl(1|n) or sl(1|n)
for the W and S series, and = cson for the Kn series).
The irreducible g-modules Ind(F ) are called non-degenerate, and the second part
of the problem consists of two parts: (A) classify the g0-modules F , for which the
g-modules Ind(F ) are non-degenerate, and (B) construct explicitly the irreducible
quotients of Ind(F ), called degenerate g-modules, for reducible Ind(F ).
Both problems have been solved for types W and S in [1], and it turned out,
remarkably, that all degenerate modules occur as cokernels of the super de Rham
complex, or their duals.
In the present paper we solve the problem for the Lie conformal superalgebras
Kn with n ≥ 4 (recall that for 0 ≤ n ≤ 4 the problem has been solved in [2] and
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[3], though in [3] the construction for n = 3 and 4 is not very explicit). First,
we construct the g-modules Ind(F ) (Theorem 4.1). Second, we find all F , for
which Ind(F ) is reducible, and, furthermore, find all singular vectors (Theorem 5.1).
Finally, in Section 6 we construct a contact complex, which is a certain reduction
of the de Rham complex, and show (using Theorem 5.1) that the cokernels in the
contact complex and their duals produce all degenerate g-modules (Corollary 6.6).
As a result, we obtain an explicit construction of all finite irreducible Kn-modules
for n ≥ 4 (Theorem 7.1).
We should mention that the construction of our (super) contact complex mimics
the beautiful Rumin’s construction [10] for ordinary (non-super) contact manifolds.
The remaining cases, namely, the representation theory of K ′4 (the derived alge-
bra of K4) and of the exceptional Lie conformal superalgebra CK6, and the explicit
construction of degenerate modules for K3, will be worked out in a subsequent pub-
lication.
2. Formal distributions, Lie conformal superalgebras and their
modules
In this section we introduce the basic definitions and notations in order to have a
self-contained work, see [6, 4, 1, 3]. Let g be a Lie superalgebra. A g-valued formal
distribution in one indeterminate z is a formal power series
a(z) =
∑
n∈Z
anz
−n−1, an ∈ g.
The vector superspace of all formal distributions, g[[z, z−1]], has a natural structure
of a C[∂z ]-module. We define
Resz a(z) = a0.
Let a(z), b(z) be two g-valued formal distributions. They are called local if
(z − w)N [a(z), b(w)] = 0 for N >> 0.
Let g be a Lie superalgebra, a family F of g-valued formal distributions is called
a local family if all pairs of formal distributions from F are local. Then, the pair
(g,F) is called a formal distribution Lie superalgebra if F is a local family of g-valued
formal distributions and g is spanned by the coefficients of all formal distributions
in F . We define the formal δ-function by
δ(z − w) = z−1
∑
n∈Z
(w
z
)n
.
Then it is easy to show ([6], Corollary 2.2)), that two local formal distributions are
local if and only if the bracket can be represented as a finite sum of the form
[a(z), b(w)] =
∑
j
[a(z)(j)b(w)] ∂
j
wδ(z − w)/j!,
where [a(z)(j)b(w)] = Resz(z − w)
j [a(z), b(w)]. This is called the operator product
expansion. Then we obtain a family of operations (n), n ∈ Z+, on the space of
formal distributions. By taking the generating series of these operations, we define
the λ-bracket:
[aλb] =
∑
n∈Z+
λn
n!
[a(n)b].
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The properties of the λ-bracket motivate the following definition:
Definition 2.1. A Lie conformal superalgebra R is a left Z/2Z-graded C[∂]-module
endowed with a C-linear map R⊗R −→ C[λ]⊗R, a⊗b 7→ aλb, called the λ-bracket,
and satisfying the following axioms (a, b, c ∈ R),
Conformal sesquilinearity [∂aλb] = −λ[aλb], [aλ∂b] = (λ + ∂)[aλb],
Skew-symmetry [aλb] = −(−1)p(a)p(b)[b−λ−∂ a],
Jacobi identity [aλ[bµc]] = [[aλb]λ+µc] + (−1)p(a)p(b)[bµ[aλc]].
Here and further p(a) ∈ Z/2Z is the parity of a.
A Lie conformal superalgebra is called finite if it has finite rank as a C[∂]-
module. The notions of homomorphism, ideal and subalgebras of a Lie conformal
superalgebra are defined in the usual way. A Lie conformal superalgebraR is simple
if [RλR] 6= 0 and contains no ideals except for zero and itself.
Definition 2.2. A moduleM over a Lie conformal superalgebra R is a Z/2Z-graded
C[∂]-module endowed with a C-linear map R ⊗M −→ C[λ] ⊗M , a ⊗ v 7→ aλv,
satisfying the following axioms (a, b ∈ R), v ∈M ,
(M1)λ (∂a)
M
λ v = [∂
M , aMλ ]v = −λa
M
λ v,
(M2)λ [a
M
λ , b
M
µ ]v = [aλb]
M
λ+µv.
An R-moduleM is called finite if it is finitely generated over C[∂]. An R-module
M is called irreducible if it contains no non-trivial submodule, where the notion of
submodule is the usual one.
Given a formal distribution Lie superalgebra (g,F) denote by F¯ the minimal
subspace of g[[z, z−1]] which contains F and is closed under all j-th products and
invariant under ∂z. Due to Dong’s lemma [6], we know that F¯ is a local family as
well. Then Conf(g,F) := F¯ is the Lie conformal superalgebra associated to the
formal distribution Lie superalgebra (g,F).
In order to give the (more or less) reverse functorial construction, we need the
following: let R˜ = R[t, t−1] with ∂˜ = ∂ + ∂t and define the bracket [6]:
[atn, btm] =
∑
j∈Z+
(
m
j
)
[ajb]t
m+n−j . (2.1)
Observe that ∂˜R˜ is an ideal of R˜ with respect to this bracket. Now, consider
AlgR = R˜/∂˜R˜ with this bracket and let
R = {
∑
n∈Z
(atn)z−n−1 = aδ(t− z) / a ∈ R}.
Then (AlgR,R) is a formal distribution Lie superalgebra. Note that Alg is a func-
tor from the category of Lie conformal superalgebras to the category of formal
distribution Lie superalgebras. On has [6]:
Conf(AlgR) = R, Alg(Conf(g,F)) = (AlgF¯ , F¯).
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Note also that (AlgR,R) is the maximal formal distribution superalgebra associ-
ated to the conformal superalgebra R, in the sense that all formal distribution Lie
superalgebras (g,F) with Conf(g,F) = R are quotients of (AlgR,R) by irregular
ideals (that is, an ideal I in g with no non-zero b(z) ∈ R such that bn ∈ I). Such
formal distribution Lie superalgebras are called equivalent.
We thus have an equivalence of categories of Lie conformal superalgebras and
equivalence classes of formal distribution Lie superalgebras. So the study of formal
distribution Lie superalgebras reduces to the study of Lie conformal superalgebras.
An important tool for the study of Lie conformal superalgebras and their modules
is the (extended) annihilation superalgebra. The annihilation superalgebra of a Lie
conformal superalgebra R is the subalgebra A(R) (also denoted by AlgR+) of the
Lie superalgebra AlgR spanned by all elements atn, where a ∈ R, n ∈ Z+. It is
clear from (2.1) that this is a subalgebra, which is invariant with respect to the
derivation ∂ = −∂t of AlgR. The extended annihilation superalgebra is defined as
A(R)e = (AlgR)+ := C∂ ⋉ (AlgR)+.
Introducing the generating series
aλ =
∑
j∈Z+
λj
j!
(atj), a ∈ R, (2.2)
we obtain from (2.1):
[aλ, bµ] = [aλb]λ+µ, ∂(aλ) = (∂a)λ = −λaλ. (2.3)
Formula (2.3) implies the following important proposition relating modules over
a Lie conformal superalgebra R to certain modules over the corresponding extended
annihilation superalgebra (AlgR)+.
Proposition 2.3. [2] A module over a Lie conformal superalgebra R is the same
as a module over the Lie superalgebra (AlgR)+ satisfying the property
aλm ∈ C[λ]⊗M for any a ∈ R,m ∈M. (2.4)
(One just views the action of the generating series aλ of (AlgR)
+ as the λ-action
of a ∈ R).
The problem of classifying modules over a Lie conformal superalgebra R is thus
reduced to the problem of classifying a class of modules over the Lie superalgebra
(AlgR)+.
Let g be a Lie superalgebra satisfying the following three conditions (cf. [3],
p.911):
(L1) g is Z-graded of finite depth d ∈ N, i.e. g = ⊕j≥−dgj and [gi, gj ] ⊂ gi+j .
(L2) There exists a semisimple element z ∈ g0 such that its centralizer in g is
contained in g0.
(L3) There exists an element ∂ ∈ g−d such that [∂, gi] = gi−d, for i ≥ 0.
Some examples of Lie superalgebras satisfying (L1)-(L3) are provided by anni-
hilation superalgebras of Lie conformal superalgebras.
If g is the annihilation superalgebra of a Lie conformal superalgebra, then the
modules V over g that correspond to finite modules over the corresponding Lie
conformal superalgebra satisfy the following conditions:
(1) For all v ∈ V there exists an integer j0 ≥ −d such that gjv = 0, for all j ≥ j0.
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(2) V is finitely generated over C[∂].
Motivated by this, the g-modules satisfying these two properties are called finite
conformal modules.
We have a triangular decomposition
g = g<0 ⊕ g0 ⊕ g>0, with g<0 = ⊕j<0gj , g>0 = ⊕j>0gj . (2.5)
Let g≥0 = ⊕j≥0gj . Given a g≥0-module F , we may consider the associated induced
g-module
Ind(F ) = Indgg≥0 F = U(g)⊗U(g≥0) F,
called the generalized Verma module associated to F . We shall identify Ind(F ) with
U(g<0)⊗ F via the PBW theorem.
Let V be an g-module. The elements of the subspace
Sing(V ) := {v ∈ V |g>0v = 0}
are called singular vectors. For us the most important case is when V = Ind(F ).
The g≥0-module F is canonically an g≥0-submodule of Ind(F ), and Sing(F ) is a
subspace of Sing(Ind(F )), called the subspace of trivial singular vectors. Observe
that Ind(F ) = F ⊕F+, where F+ = U+(g<0)⊗F and U+(g<0) is the augmentation
ideal of the algebra U(g<0). Then non-zero elements of the space
Sing+(Ind(F )) := Sing(Ind(F )) ∩ F+
are called non-trivial singular vectors. The following key result will be used in the
rest of the paper, see [7, 3].
Theorem 2.4. Let g be a Lie superalgebra that satisfies (L1)-(L3).
(a) If F is an irreducible finite-dimensional g≥0-module, then the subalgebra g>0
acts trivially on F and Ind(F ) has a unique maximal submodule.
(b) Denote by Ir(F ) the quotient by the unique maximal submodule of Ind(F ).
Then the map F 7→ Ir(F ) defines a bijective correspondence between irreducible
finite-dimensional g0-modules and irreducible finite conformal g-modules.
(c) A g-module Ind(F ) is irreducible if and only if the g0-module F is irreducible
and Ind(F ) has no non-trivial singular vectors.
In the following section we will describe the Lie conformal superalgebra Kn and
its annihilation superalgebraK(1, n)+. In the remaining sections we shall study the
induced K(1, n)+-modules and its singular vectors in order to apply Theorem 2.4
to get the classification of irreducible finite modules over the Lie conformal algebra
Kn.
3. Lie conformal algebra Kn and annihilation Lie algebra K(1, n)+
Let Λ(n) be the Grassmann superalgebra in the n odd indeterminates ξ1, ξ2, . . . , ξn.
Let t be an even indeterminate, Λ(1, n) = C[t, t−1]⊗Λ(n), and consider the super-
algebra of derivations of the superalgebra Λ(1, n):
W (1, n) = {a∂t +
n∑
i=1
ai∂i|a, ai ∈ Λ(1, n)}, (3.1)
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where ∂i =
∂
∂ξi
and ∂t =
∂
∂t
. The contact superalgebra K(1, n) is the subalgebra of
W (1, n) defined by
K(1, n) := {D ∈W (1, n) | Dω = fDω, for some fD ∈ Λ(1, n)}, (3.2)
where ω = dt−
∑n
i=1 ξidξi is the standard contact form, and the action of D on ω
is the usual action of vector fields on differential forms.
The space Λ(1, n) can be identified with the Lie superalgebra K(1, n) via the
map
f 7→ 2f∂t + (−1)
p(f)
n∑
i=1
(
ξi∂tf + ∂if
)(
ξi∂t + ∂i
)
,
the corresponding Lie bracket for elements f, g ∈ Λ(1, n) being
[f, g] =
(
2f −
n∑
i=1
ξi∂if
)
(∂tg)− (∂tf)
(
2g −
n∑
i=1
ξi∂ig
)
+ (−1)p(f)
n∑
i=1
(∂if)(∂ig).
The Lie superalgebra K(1, n) is a formal distribution Lie superalgebra with the
following family of mutually local formal distributions
a(z) =
∑
j∈Z
(atj)z−j−1, for a = ξi1 . . . ξir ∈ Λ(n).
The associated Lie conformal superalgebra Kn is identified with
Kn = C[∂]⊗ Λ(n), (3.3)
the λ-bracket for f = ξi1 . . . ξir , g = ξj1 . . . ξjs being as follows [5]:
[fλg] =
(
(r − 2)∂(fg) + (−1)r
n∑
i=1
(∂if)(∂ig)
)
+ λ(r + s− 4)fg. (3.4)
The Lie conformal superalgebra Kn has rank 2
n over C[∂]. It is simple for n ≥
0, n 6= 4, and the derived algebra K ′4 is simple and has codimension 1 in K4.
The annihilation superalgebra is
A(Kn) = K(1, n)+ = Λ(1, n)+ := C[t]⊗ Λ(n), (3.5)
and the extended annihilation superalgebra is
A(Kn)
e = K(1, n)+ = C ∂ ⋉K(1, n)+,
where ∂ acts on it as −ad∂t. Note that A(Kn)
e is isomorphic to the direct sum of
A(Kn) and the trivial 1-dimensional Lie algebra C(∂ +
1
2
).
The Lie superalgebra K(1, n) is Z-graded by putting
deg(tmξi1 . . . ξik ) = 2m+ k − 2,
and it induces a gradation on K(1, n)+ making it a Z-graded Lie superalgebra of
depth 2: K(1, n)+ = ⊕j≥−2(K(1, n)+)j . It is easy to check that K(1, n)+ satisfies
conditions (L1)-(L3).
Observe that K(1, n)+ is the subalgebra of
W (1, n)+ = {a∂t +
n∑
i=1
ai∂i|a, ai ∈ Λ(1, n)+}, (3.6)
defined by (cf.(3.2))
K(1, n)+ := {D ∈ W (1, n)+ | Dω = fDω, for some fD ∈ Λ(1, n)+}. (3.7)
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4. Induced modules
Using Theorem 2.4, the classification of finite irreducible Kn-modules can be
reduced to the study of induced modules for K(1, n)+. Observe that
(K(1, n)+)−2 =< {1} >,
(K(1, n)+)−1 =< {ξi : 1 ≤ i ≤ n} > (4.1)
(K(1, n)+)0 =< {t} ∪ {ξiξj : 1 ≤ i < j ≤ n} >
We shall use the following notation for the basis elements of (K(1, n)+)0:
E00 = t, Fij = −ξiξj . (4.2)
Observe that (K(1, n)+)0 ≃ CE00 ⊕ so(n) ≃ cso(n). Take
∂ := −
1
2
1 (4.3)
as the element that satisfies (L3) in section 2.
For the rest of this work, g will be K(1, n)+. Let F be a finite-dimensional
irreducible g0-module, which we extend to a g≥0-module by letting gj with j > 0
acting trivially. Then we shall identify, as above
Ind(F ) ≃ Λ(1, n)⊗ F ≃ C[∂]⊗ Λ(n)⊗ F (4.4)
as C-vector spaces. In order to describe the action of g in Ind(F ) we introduce the
following notation:
ξI := ξi1 . . . ξik , if I = {i1, . . . , ik},
∂L ξI := ∂l1 . . . ∂ls ξI if L = {l1, . . . , ls}, (4.5)
∂f ξI := ∂L ξI if f = ξL,
|f | := k if f = ξi1 . . . ξik .
In the following theorem, we describe the g-action on Ind(F ) using the λ-action
notation in (2.2), i.e.
fλ(g ⊗ v) =
∑
j≥0
λj
j!
(tjf) · (g ⊗ v)
for f, g ∈ Λ(n) and v ∈ F .
Theorem 4.1. For any monomials f, g ∈ Λ(n) and v ∈ F , where F is a g0-module,
we have the following formula for the λ-action of g = K(1, n)+ on Ind(F ):
fλ(g ⊗ v) =
= (−1)p(f)(|f | − 2)∂(∂fg)⊗ v +
n∑
i=1
∂(∂if)(ξig)⊗ v + (−1)
p(f)
∑
r<s
∂(∂r∂sf)g ⊗ Frsv
+ λ
[
(−1)p(f)(∂fg)⊗ E00v + (−1)
p(f)+p(g)
n∑
i=1
(
∂f (∂ig)
)
ξi ⊗ v +
∑
i6=j
∂(∂if)(∂jg)⊗ Fijv
]
+ λ2(−1)p(f)
∑
i<j
∂f (∂i∂jg)⊗ Fijv.
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The proof of this theorem will be done through several lemmas. Since this is
quite technical, we have moved the proof into Appendix A.
In the last part of this section we shall prove an easier formula for the λ-action in
the induced module. This is done by taking the Hodge dual of the basis (cf. [3], pp.
922 and observe the difference). More precisely, for a monomial ξI ∈ Λ(n), we let
ξI be its Hodge dual, i.e. the unique monomial in Λ(n) such that ξIξI = ξ1 . . . ξn.
Lemma 4.2. For any monomials elements f = ξI , g = ξL, we have
∂ig = gξi = (−1)
|g|ξig,
∂f (g) = (−1)
|f|(|f|−1)
2 +|f ||g| f g,
ξig = −(−1)
|g|∂ig,
gξi = −(−1)
n∂ig.
Proof. The proof is left to the reader. 
The following theorem translates Theorem 4.1 in terms of the Hodge dual basis.
Theorem 4.3. Let F be a g0 = cso(n)-module. Then the λ-action of K(1, n)+ in
Ind(F ) = C[∂]⊗Λ(n)⊗F , given by Theorem 4.1, is equivalent to the following one:
fλ(g ⊗ v) = (−1)
|f|(|f|+1)
2 +|f ||g| ×
×
{
(|f | − 2)∂(fg)⊗ v − (−1)p(f)
n∑
i=1
(∂if)(∂ig)⊗ v −
∑
r<s
(∂r∂sf)g ⊗ Frsv
+ λ
[
fg ⊗ E00v − (−1)
p(f)
n∑
i=1
∂i
(
fξig
)
⊗ v + (−1)p(f)
∑
i6=j
(∂if)ξjg ⊗ Fijv
]
− λ2
∑
i<j
fξiξjg ⊗ Fijv
}
.
Proof. By simple computations, using Lemma 4.2, it is easy to obtain the λ-action
in the Hodge dual basis. That is, let T be the vector space automorphism of Ind(F )
given by T (g ⊗ v) = g ⊗ v, then the theorem gives the formula for the composition
T ◦ (fλ ·) ◦T−1. For example, in order to ”dualize” the second term in the λ-action
in Theorem 4.1, we write ∂(∂if)ξig in terms of f and g, as follows:
∂(∂if)ξig = (−1)
(|f|−1)(|f|−2)
2 +(|f |−1)|ξig| (∂if)ξig
= (−1)
(|f|−1)(|f|−2)
2 +(|f |−1)(|g|−1)+1+|g| (∂if)(∂ig)
= (−1)
|f|(|f|+1)
2 +|f ||g|+1+|f | (∂if)(∂ig),
obtaining the second summand in the formula, given by the theorem. By similar
computations the proof follows. 
5. Singular vectors
By Theorem 2.4, the classification of irreducible finite modules over the Lie
conformal superalgebra Kn reduces to the study of singular vectors in the induced
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modules Ind(F ), where F is an irreducible finite-dimensional cso(n)-module. This
section will be devoted to the classification of singular vectors.
When we discuss the highest weight of vectors and singular vectors, we al-
ways mean with respect to the upper Borel subalgebra in K(1, n)+ generated by
(K(1, n)+)>0 and the elements of the Borel subalgebra of so(n) in (K(1, n)+)0.
More precisely, recall (4.2), where we defined Fij = −ξiξj ∈ (K(1, n)+)0 ≃ CE00 ⊕
so(n). Observe that Fij corresponds to Eij − Eji ∈ so(n), where Eij are the ele-
ments of the standard basis of matrices. Consider the following (standard) notation
(cf. [8], p.83):
Case g = so(2m+ 1,C): Here we take
Hj = i F2j−1,2j , 1 ≤ j ≤ m, (5.1)
a basis of a Cartan subalgebra h. Let εj ∈ h∗ be given by εj(Hk) = δjk. Let
∆ = {±εi ± εj | i 6= j} ∪ {±εk}
be the set of roots. The root space decomposition is
g = h⊕
⊕
α∈∆
gα, with gα = CEα
where, for 1 ≤ l < j ≤ m and 1 ≤ k ≤ m,
Eεl−εj = F2l−1,2j−1 + F2l,2j + i(F2l−1,2j − F2l,2j−1), (5.2)
Eεl+εj = F2l−1,2j−1 − F2l,2j − i(F2l−1,2j + F2l,2j−1),
E−(εl−εj) = F2l−1,2j−1 + F2l,2j − i(F2l−1,2j − F2l,2j−1),
E−(εl+εj) = F2l−1,2j−1 − F2l,2j + i(F2l−1,2j + F2l,2j−1),
E±εk = F2k−1,2m+1 ∓ iF2k,2m+1.
Let Π = {ε1 − ε2, . . . , εm−1 − εm, εm} and ∆+ = {εi ± εj | i ≤ j} ∪ {εk}, be the
simple and positive roots respectively. Consider
αlj := F2l−1,2j−1 − iF2l,2j−1 =
1
2
(Eεl−εj + Eεl+εj )
βlj := F2l,2j + iF2l−1,2j =
1
2
(Eεl−εj − Eεl+εj ) (5.3)
γk := Eεk .
Then,
Bso(2m+1) =< {αlj , βlj , γk | 1 ≤ i < j ≤ m, 1 ≤ k ≤ m} > . (5.4)
Case g = so(2m,C): Here we take
Hj = i F2j−1,2j , 1 ≤ j ≤ m,
a basis of a Cartan subalgebra h, as with so(2m+ 1). In this case
∆ = {±εi ± εj | i 6= j}
is the set of roots. Let Π = {ε1 − ε2, . . . , εm−1 − εm, εm−1 + εm} and ∆+ =
{εi ± εj | i ≤ j}, be the simple and positive roots respectively. Then,
Bso(2m) =< {αlj , βlj | 1 ≤ i < j ≤ m} > . (5.5)
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In order to write explicitly weights for vectors in K(1, n)+-modules, we will
consider the basis for the Cartan subalgebra h in (K(1, n)+)0 ≃ CE00 ⊕ so(n),
introduce above:
E00;H1, . . . , Hm,m = [n/2],
and we shall write the weight of an eigenvector for the Cartan subalgebra h as an
m+ 1-tuple for the corresponding eigenvalues of this basis:
µ = (µ0;µ1, . . . , µm). (5.6)
Observe that a vector ~m in the K(1, n)+-module Ind(F ) is a singular highest
weight vector if and only if the following conditions are satisfied
(S1) d
2
dλ2
(f λ ~m) = 0 for all f ∈ Λ(n),
(S2) d
dλ
(f λ ~m)|λ=0 = 0 for all f = ξI with |I| ≥ 1,
(S3) (f λ ~m)|λ=0 = 0 for all f = ξI with |I| ≥ 3 or f ∈ Bso(n).
In order to classify the finite irreducible Kn-modules we should solve the equa-
tions (S1-3) to obtain the singular vectors. The next theorem is the main result of
this section and gives us the complete classification of singular vectors:
Theorem 5.1. Let F be an irreducible finite-dimensional cso(n)-module with high-
est weight µ.
If n ≥ 4, then ~m ∈ Ind(F ) is a non-trivial singular highest weight vector if and
only if ~m is one of the following vectors (in the Hodge dual basis):
(a) ~m =
(
ξ{2}c − i ξ{1}c
)
⊗vµ, where vµ is a highest weight vector of the cso(n)-
module F and µ = (−k; k, 0, . . . , 0), with k ∈ Z>0,
(b) ~m =
m∑
l=1
[(
ξ{2l}c + i ξ{2l−1}c
)
⊗ wl +
(
ξ{2l}c − i ξ{2l−1}c
)
⊗ wl
]
−
− δ
n,odd i ξ{2m+1}c ⊗ wm+1,
where w1 = vµ is a highest weight vector of the cso(n)-module F with highest
weight
µ = (n+ k − 2; k, 0, . . . , 0), for k ∈ Z≥0,
and all wl, wl are non-zero and uniquely determined by vµ.
If n = 3, then ~m ∈ Ind(F ) is a non-trivial singular highest weight vector if and
only if ~m is one of the following vectors:
(a) ~m =
(
ξ{2}c − i ξ{1}c
)
⊗vµ, where vµ is a highest weight vector of the cso(3)-
module V and µ = (−k; k), with k ∈ 12Z>0,
(b) ~m =
(
ξ{2}c + i ξ{1}c
)
⊗ vµ +
(
ξ{2}c − i ξ{1}c
)
⊗ w1 − i ξ{3}c ⊗ w2,
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where vµ is a highest weight vector of the cso(3)-module F with highest
weight
µ = (k + 1; k), for k ∈
1
2
Z≥0 and k 6=
1
2
,
and all wl, w2 are non-zero and uniquely determined by vµ.
(c) ~m = ∂
(
ξ∗ ⊗ vµ
)
+ i ξ{1,2}c ⊗ vµ − 2ξ{2,3}c ⊗ F2,3vµ + 2 ξ{1,3}c ⊗ F1,3vµ,
where vµ is a highest weight vector of the cso(3)-module F with highest
weight µ = (32 ;
1
2 ).
The proof of this theorem will be done through several lemmas. Since this is
quite technical, we have moved the proof into appendix B.
Remark 5.2. (a) The explicit expression of all non-zero vectors wl, w¯l in terms of
vµ that appear in the second family of singular vectors for all n ≥ 3, are written in
(9.68), (9.69), (9.70), (9.71) and (9.72).
(b) If n=4, the first family of singular vectors ~m =
(
ξ{2}c − i ξ{1}c
)
⊗ vµ, where vµ
is a highest weight vector of the cso(4)-module F and µ = (−k; k, 0), with k ∈ Z>0,
corresponds to the family of singular vectors b2 in Proposition 7.2(i) in [3]. Finally,
the second family of singular vectors in Theorem 5.1(b), correspond to the family
of singular vectors b5 in Proposition 7.2(ii) in [3].
(c) If n=3, the singular vectors in the cases (a), (b) and (c) described in the pre-
vious theorem, correspond to the vectors a2, a4 and a6 in Proposition 5.1 in [3],
respectively. Observe that the families (a) and (b) described for n ≥ 4 correspond
to the families (a) and (b) for n = 3, but in the latter case the parameter k is one
half a positive integer. Observe that the missing case (k + 1; k) with k = 12 in the
family (b) is completed by the case (c).
6. Modules of differential forms, the contact complex and
irreducible induced K(1, n)+-modules
Let us recall some standard notation from [1]. In order to define the differential
forms one considers an odd variable dt and even variables dξ1, . . . , dξn and defines
the differential forms to be the (super)commutative algebra freely generated by
these variables over Λ(1, n)+ = C[t]⊗ Λ(n), or
Ω+ = Ωn,+ := Λ(1, n)+[dξ1, . . . , dξn]⊗ Λ(dt).
Generally speaking Ω+ is just a polynomial (super)algebra over the variables
t, ξ1, . . . , ξn, dt, dξ1, . . . , dξn,
where the parity is
p(t) = 0, p(ξi) = 1, p(dt) = 1, p(dξi) = 0.
These are called (polynomial) differential forms , and we define the Laurent differ-
ential forms to be the same algebra over Λ(1, n) = C[t, t−1]⊗ Λ(n):
Ω = Ωn = Ω(1, n) := Λ(1, n)[dξ1, . . . , dξn]⊗ Λ[dt].
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We would like to consider a fixed complementary subspace Ω− to Ω+ in Ω chosen
as follows
Ω− = Ωn,− := t
−1C[t−1]⊗ Λ(n)⊗ C[dξ1, . . . , dξn]⊗ Λ[dt].
For the differential forms we need the usual differential degree that measure only
the involvement of the differential variables dt, dξ1, . . . , dξn, that is
deg t = 0, deg ξi = 0, deg dt = 1, deg dξi = 1,
which gives the standard Z-gradation both of Ω and Ω±. As usual, we denote by
Ωk,Ωk± the corresponding graded components, and if we need to take care of the
dependance on n they will be denoted by Ωkn and Ω
k
n,±, respectively.
We denote by Ωkc the subspace of differential forms with constant coefficients in
Ωk.
The operator d is defined on Ω as usual, as an odd derivation, such that d(t) =
dt, d(ξi) = dξi, d(dt) = d(dξi) = 0. Observe that d maps both Ω+ and Ω− into
themselves and that d2 = 0.
As usual, we extend the natural action of W (1, n)+ on Λ(1, n) to the whole Ω by
imposing the property that D (super)commutes with d. It is clear that Ω+ and all
the subspaces Ωk areW (1, n)+-invariant. Hence Ω
k
+ and Ω
k areW (1, n)+-modules,
which are called the natural representations of W (1, n)+ in differential forms.
We define the action of W (1, n)+ on Ω− via the isomorphism of Ω− with the
factor of Ω by Ω+. Practically this means that in order to compute D(f), where
f ∈ Ω−, we apply D to f and ”disregard terms with non-negative powers of t”.
The operator d restricted to Ωk± defines an odd morphism between the corre-
sponding representations. Clearly the image and the kernel of such a morphism
are submodules in Ωk±. The second statement of the following result is Proposition
4.1(3) in [1]. Now, we complete the proof of this result.
Proposition 6.1. (a) The maps d : Ωl+ → Ω
l+1
+ are morphisms of W (1, n)+-
modules. The kernel of one of them is equal to the image of the next one and it is
a non-trivial proper submodule in Ωl+.
(b) The dual maps d# : (Ωl+1+ )
# → (Ωl+)
# are morphisms of W (1, n)+-modules.
The kernel of one of them is equal to the image of the next one and it is a non-trivial
proper submodule in (Ωl+)
#.
Proof. (a) Consider the homotopy operator K : Ωn,+ → Ωn,+ given by
K(dξn ν) = ξnν, K(ν) = 0 if ν does not involve dξn.
Let ε : Ωn,+ → Ωn,+ be defined by
ε(dξn ν) = ε(ξnν) = 0, ε(ν) = ν if ν does not involve both dξn and ξn.
One can check that Kd+dK = Id−ε. By standard argument, using this homotopy
operator, the proof follows.
(b) Considering the dual maps K : (Ωn,+)
# → (Ωn,+)# and ε : (Ωn,+)# →
(Ωn,+)
#, we obtain K#d# + d#K# = Id− ε#.
Therefore, if α ∈ (Ωn,+)# is a closed form, we get α = d#(K#α) + ε#(α), and
ε#(α) is also a closed form. Observe that (ε#α)(ν) = α(ε(ν)) = 0 if ν involve dξn
or ξn. Hence ε
#α is essentially an element in (Ωn−1,+)
#, namely it is equal to an
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element in (Ωn−1,+)
# trivially extended in ν’s that involve dξn or ξn. It follows by
induction on n that
α = d#α1 + α0, (6.1)
for some α0, α1 ∈ (Ωn,+)# and α0 is a closed form that is a trivial extension of
an element α˜0 ∈ (Ω0,+)#. But Ω0,+ = C[t] ⊗ ∧(dt) = {p(t) + q(t) dt | p, q ∈ C[t]}
and α˜0 ∈ (Ω0,+)# is closed iff α˜0(q(t)dt) = 0 for all q ∈ C[t]. In general, it is easy
to see that γ ∈ (Ω0,+)# is exact iff γ is closed (i.e. γ(q(t)dt) = 0) and γ(1) = 0.
Therefore, using (6.1), we have α = d#β + α0(1)1
∗, where 1∗(c 1) = c and zero
everywhere else. Since 1∗ ∈ (Ω 0n,+)
#, we get the exactness of the sequence
· · ·
d#
−→ (Ω 2n,+)
# d
#
−→ (Ω 1n,+)
# d
#
−→ (Ω 0n,+)
#.

Recall that K(1, n)+ is a subalgebra of W (1, n)+, defined by (3.7). Hence Ω+
and Ωk+ are K(1, n)+-modules as well.
Observe that the differential of the standard contact form ω = dt−
∑n
i=1 ξidξi is
dω = −
∑n
i=1(dξi)
2, and following Rumin’s construction in [10], consider for k ≥ 2
Ik = dω ∧Ωk−2 + ω ∧ Ωk−1 ⊂ Ωk, (6.2)
Ik+ = dω ∧Ω
k−2
+ + ω ∧ Ω
k−1
+ ⊂ Ω
k
+, (6.3)
and I1 = ω ∧ Ω0, I1+ = ω ∧ Ω
0
+, I
0 = 0 = I0+. It is clear that d(I
k) ⊆ Ik+1 and
d(Ik+) ⊆ I
k+1
+ , and using (3.7) it is easy to prove that I
k and Ik+ are K(1, n)+-
submodules of Ωk and Ωk+, respectively. Therefore we have the following contact
complex of K(1, n)+-modules (we also denote by d the induced maps in the quo-
tients):
0 −→ C
d
−→ Ω0+
d
−→ Ω1+/I
1
+
d
−→ Ω2+/I
2
+
d
−→ · · · (6.4)
Let C[dξi]
l ⊆ Ωl+ be the subspace of homogeneous polynomials in dξ1, . . . , dξn
of degree l. Using that the action of cso(n) = C E00 ⊕ so(n) = (K(1, n)+)0 in Ωl+
is given by
E00 7−→ 2 t ∂t +
n∑
i=1
ξi ∂i, Fij 7−→ ξi∂j − ξj∂i, (6.5)
it follows that C[dξi]
l is a cso(n)-invariant subspace. Now, consider Γl = π(C[dξi]
l),
where π : Ωl+ −→ Ω
l
+/I
l
+, and take Θ
l = (Γl)#. Here and further, we denote by #
the restricted dual, that is the sum of the dual of all the graded components of the
initial module, as in [1], section B1. Then, we have
Proposition 6.2. (1) The cso(n)-module Θl, l ≥ 0, is irreducible with highest
weight (−l; l, 0, . . . , 0).
(2) The K(1, n)+-module (Ω
l
+/I
l
+)
#, l ≥ 0, contains Θl and this inclusion induces
the isomorphism
(Ωl+/I
l
+)
# = Ind(Θl).
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(3) The dual maps d# : (Ωl+1+ /I
l+1
+ )
# → (Ωl+/I
l
+)
# are morphisms of K(1, n)+-
modules. The kernel of one of them is equal to the image of the next one and it is
a non-trivial proper submodule in (Ωl+/I
l
+)
#.
Proof. (1) Consider Γl = π(Sl(dξi)), where π : Ω
l
+ −→ Ω
l
+/I
l
+. Observe that
Γl ≃ C[dξ1, . . . , dξn]
l / C[dξ1, . . . , dξn]
l−2(
∑
(dξi)
2),
and it is well known that Γl are irreducible lowest weight cso(n)-modules with
lowest weight vector (dξ1 + idξ2)
l whose weight is (l;−l, 0, . . . , 0), see [8]. There-
fore, Θl = (Γl)# are irreducible highest weight cso(n)-modules with highest weight
(−l; l, 0, . . . , 0).
(2) By the definition of the restricted dual, it is the sum of the dual of all the
graded components of the initial module. In our case Γl is the component of minimal
degree in Ωl+/I
l
+, so Θ
l becomes the component of maximal degree in (Ωl+/I
l
+)
#.
This implies that g>0 acts trivially on Θ
l, so the morphism Ind Θl → (Ωl+/I
l
+)
# is
defined. Clearly Ωl+/I
l
+ is isomorphic to
Γl ⊗ C[t, ξ1, . . . , ξn],
so it is a cofree module. Then the module (Ωl+/I
l
+)
# is a free C[∂0, ∂1, . . . , ∂n]-
module and the morphism
Ind(Θl)→ (Ωl+/I
l
+)
#
is therefore an isomorphism.
(3) The first part of this statement follows immediately from the fact that d
commutes with the action of vector fields. It remains to prove that the kernel of
one of them is equal to the image of the next one.
First, we shall prove the exactness of the sequence (6.4) except for level 1, where
we have ker d = Im d + Ct dt. Let α ∈ Ωk+ such that dα ∈ I
k+1
+ . Then dα =
ω ∧ β + dω ∧ γ, with β ∈ Ωk+ and γ ∈ Ω
k−1
+ . Observe that d(α − ω ∧ γ) =
ω∧ (β− dγ), hence, by replacing α by another representative, we may assume that
γ = 0. Since 0 = d2α = d(ω ∧β) = dω ∧ β−ω ∧ dβ, then dω ∧ dα = dω ∧ (ω ∧ β) =
= (sgn)ω∧dω∧β = (sgn)ω∧ω∧dβ = 0. Therefore, dα ∈ Ker(dω∧ · ) = 0. But the
differential complex (Ω•+, d) is exact by Proposition 6.1(a), proving the exactness of
(6.4). By standard arguments, it is easy to see the exactness of the dual, finishing
the proof. 
Corollary 6.3. The following K(1, n)+-modules are isomorphic
Ωk+/I
k
+ = (Ind(Γ
k))∗.
Let us now study the K(1, n)+-modules Ω
k
−. Recall that we identified (via
isomorphism) Ωk− with Ω
k/Ωk+. Let π˜ : Ω
k → Ωk/Ωk+ = Ω
k
−. Observe that I
k
− =
π˜(Ik) is a K(1, n)+-submodule of Ω
k
−, and d(I
k
−) ⊆ I
k+1
− . Let
ξ∗ = ξ1 · · · ξn, and Γ
k
− = t
−1ξ∗Ω
k
c ⊂ Ω
k
−.
Proposition 6.4. For g = K(1, n)+, we have:
(1) The cso(n)-module Γk− is an irreducible submodule of Ω
k
− with highest weight
(n+ k − 2; k, 0, . . . , 0), for k ≥ 0,
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and g>0 acts trivially on Γ
k
−.
(2) There is a g-module isomorphism Ωk−/I
k
− = Ind(Γ
k
−).
(3) The differential d gives us g-module morphisms on Ωk−/I
k
−, and the kernel and
image of d are g-submodules in Ωk−/I
k
−.
(4) The kernel of d and image of d in Ωk−/I
k
− for k ≥ 2 coincide, in Ω
1
−/I
1
− we have
Ker d = C(t−1dt)+Im d, and in Ω0−, we have Ker d = 0.
Proof. (1) First, a simple computation shows that g>0 maps Γ
k
− to zero. Also, as
a g0-module, Γ
k
− is isomorphic to the space of harmonic polinomials in dξ1, . . . , dξn
of degree k multiplied by the 1-dimensional module 〈t−1ξ∗〉. This permits us to see
that its highest weight vectors are
〈t−1ξ∗〉 for k = 0,
〈t−1ξ∗(dξ1 − idξ2)
k〉 for k ≥ 1.
The values of the highest weights are easy to compute using (6.5).
(2) It is straightforward to see that Ω0− is a free rank 1 C[∂0, ∂1, . . . , ∂n]-module.
Now, the action of ∂0, ∂1, . . . , ∂n on Ω
k
−/I
k
− is coefficientwise, hence the fact that
Ωk−/I
k
− is a free C[∂0, ∂1, . . . , ∂n]-module follows. This gives us the isomorphism
Ωk−/I
k
− = Ind(Γ
k
−).
(3) It follows immediately from the fact that d commutes with the action of
vector fields.
(4) Let α ∈ Ωk− be such that dα ∈ I
k+1
− . Then dα = ω∧β+dω∧γ, with β ∈ Ω
k
−
and γ ∈ Ωk−1− . Observe that d(α−ω ∧ γ) = ω ∧ (β − dγ), hence, by replacing α by
another representative, we may assume that γ = 0. Since 0 = d2α = d(ω ∧ β) =
dω ∧ β − ω ∧ dβ, then dω ∧ dα = dω ∧ (ω ∧ β) = ω ∧ ω ∧ dβ = 0. Therefore,
dα ∈ Ker(dω ∧ · ) = 0. But the differential complex (Ω•−, d) is exact except for
k = 1 (see Proposition 4.3 in [1]), proving the statement. 
In the last part of this section, we classify the irreducible induced K(1, n)+-
modules. Let g = K(1, n)+. Now, we have the following:
Theorem 6.5. Let Fµ be an irreducible g0-module with highest weight µ.
If n ≥ 4, then the g-module Ind(Fµ) is an irreducible (finite conformal) module
except for the following cases:
(a) µ = (−l; l, 0, . . . , 0), l ≥ 0, Ind(Fµ) = (Ωl+/I
l
+)
#, and d#(Ωl+1+ /I
l+1
+ )
# is the
only non-trivial proper submodule.
(b) µ = (n + k − 2; k, 0, . . . , 0), k ≥ 1, and Ind(Fµ) = Ω
k
−/I
k
−. For k ≥ 2 the
image dΩk−1− /I
k−1
− is the only non-trivial proper submodule. For k = 1, both Im(d)
and Ker(d) are proper submodules, and Ker(d) is a maximal submodule.
Proof. We know from Theorem 2.4 that in order for the g-module Ind(F ) to be
reducible it has to have non-trivial singular vectors and the possible highest weights
of F in this situation are listed in Theorem 5.1 above.
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The fact that the induced modules are actually reducible in those cases is known
because we have got nice realizations for these induced modules in Propositions 6.2
and 6.4 together with morphisms defined by d, d#, so kernels and images of these
morphisms become submodules.
The subtle thing is to prove that a submodule is really a maximal one. We notice
that in each case the factor is isomorphic to a submodule in another induced module
so it is enough to show that the submodule is irreducible. This can be proved as
follows, a submodule in the induced module is irreducible if it is generated by
any highest singular vector that it contains. We see from our list of non-trivial
singular vectors that there is at most one such a vector for each case and the
images and kernels in question are exactly generated by those vectors, hence they
are irreducible. 
Corollary 6.6. The theorem gives us a description of finite conformal irreducible
K(1, n)+-modules for n ≥ 4. Such a module is either Ind(F ) for an irreducible
finite-dimensional g0-module F , where the highest weight of F does not belong to
the types listed in (a), (b) of the theorem, or the factor of an induced module from
(a), (b) by its submodule Ker(d).
7. Finite irreducible Kn-modules
In the first part of this section, we follows Section E in [1]. In order to give an
explicit construction and classification of all finite irreducible Kn-modules, we need
the following definitions. Recall that W (1, n) acts by derivations on the algebra of
differential forms Ω = Ω(1, n), and note that this is a conformal module by taking
the family of formal distributions
E = {δ(z − t)ω and δ(z − t)ω dt | ω ∈ Ω(n)}
Translating this and all other attributes of differential forms, like de Rham differ-
ential, etc. into the conformal algebra language, we have the following definitions.
Recall that given an algebraA, the associated current formal distribution algebra
is A[t, t−1] with the local family F = {a(z) =
∑
n∈Z(at
n)z−n−1 = aδ(z − t)}a∈A.
The associated conformal algebra is CurA = C[∂] ⊗ A with multiplication defined
by aλb = ab for a, b ∈ A and extended using sesquilinearity. This is called the
current conformal algebra, see [6] for details.
The conformal algebra of differential forms Ωn is the current algebra over the
commutative associative superalgebra Ω(n) + Ω(n) dt with the obvious multiplica-
tion and parity, subject to the relation (dt)2 = 0:
Ωn = Cur(Ω(n) + Ω(n) dt) = C[∂]⊗ (Ω(n) + Ω(n) dt).
The de Rham differential d˜ of Ωn (we use the tilde in order to distinguish it from
the de Rham differential d on Ω(n)) is a derivation of the conformal algebra Ωn
such that:
d˜(ω1 + ω2dt) = dω1 + dω2dt− (−1)
p(ω1)∂(ω1dt). (7.1)
here and further ωi ∈ Ω(n).
The standard Z+-gradation Ω(n) = ⊕j∈Z+Ω(n)
j of the superalgebra of differen-
tial forms by their degree induces a Z+-gradation
Ωn = ⊕j∈Z+Ω
j
n, where Ω
j
n = C[∂]⊗ (Ω(n)
j +Ω(n)j−1 dt),
so that d˜ : Ωjn → Ω
j+1
n .
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Let ω = dt −
∑n
i=1 ξidξi ∈ Ω
1
n. Observe that d˜ω = −
∑n
i=1(dξi)
2. Now, we
define, for j ≥ 2,
Ijn = C[∂]⊗
(
ω ∧Ω(n)j−1 + dω ∧ Ω(n)j−2 dt
)
⊂ Ωjn, (7.2)
I1n = C[∂]⊗ (ω ∧ Ω(n)
0), I0 = 0.
It is clear that d˜(Ijn) ⊆ I
j+1
n , and it is easy to prove that I
j
n are Kn-submodules
of Ωjn. Therefore, we get a Rumin conformal complex (Ω
j
n/I
j
n , d˜), where we also
denote by d˜ the differential in the quotient.
Let V be a finite dimensional irreducible cso(n)-module, using the results of
Section 2 and recalling that the annihilation algebra of Kn is K(1, n)+, we have
that the K(1, n)+-modules Ind (V ) studied in the previous section are Kn-modules
with the λ-action given by Theorem 4.3. We denote by Tens (V ) the corresponding
Kn-module.
Since the extended annihilation algebraK(1, n)+ is a direct sum of K(1, n)+ and
a 1-dimensional Lie algebra Ca, any irreducible K(1, n)+-module is obtained from
a K(1, n)+-module M by extending to K(1, n)
+, letting a 7→ −α, where α ∈ C.
Translating into the conformal language (see Proposition 2.3), we see that all Kn-
modules are obtained from conformal K(1, n)+-modules by taking for the action of
∂ the action of −∂t + αI, α ∈ C. We denote by TensαV and Ωk,α, α ∈ C, the Kn-
modules obtained from TensV and Ωk by replacing ∂ by ∂+α in the corresponding
actions.
As in [1], we see that Theorem 6.5 and Corollary 6.6, along with Section 2 and
Propositions 2.3, together with Propositions 2.6, 2.8 and 2.9 in [1], give us a com-
plete description of finite irreducible Kn-modules, namely we obtain the following
theorem.
Theorem 7.1. The following is a complete list of non-trivial finite irreducible Kn-
modules (n ≥ 4, α ∈ C):
(1) TensαV , where V is a finite-dimensional irreducible cso(n)-module with
highest weight different from (−k; k, 0, . . . , 0) and (n+ k− 2; k, 0, . . . , 0) for
k = 1, 2, . . .,
(2)
(
Ωkn/I
k
n
)∗
α
/
Ker d˜∗, k = 1, 2, . . . , and the same modules with reversed par-
ity,
(3) Kn-modules dual to (2), with k > 1.
Remark 7.2. (a) Using Proposition 6.4, we have that the kernel of d˜ and the image
of d˜ coincide in Ωkn/I
k
n for k ≥ 2. Now, since Ω
k+2
n /I
k+2
n is a free C[∂]-module of
finite rank and (Ωk+1n /I
k+1
n )/Im d˜ = (Ω
k+1
n /I
k+1
n )/Ker d˜ ≃ Im d˜ ⊂ Ω
k+2
n /I
k+2
n , we
obtain that (Ωk+1n /I
k+1
n )/Im d˜ is a finitely generated free C[∂]-module. Therefore,
we can apply Proposition 2.6 in [1], and we have that(
Ωk+1n /I
k+1
n
)∗
/Ker d˜∗ ≃
(
(Ωkn/I
k
n)/Ker d˜
)∗
(7.3)
for k ≥ 1.
(b) Since for a free finite rank module M over a Lie conformal superalgebra
we have M∗∗ = M , using (7.3), the Kn-modules in case (3) of Theorem 7.1 are
isomorphic to (Ωkn/I
k
n)α/Ker d˜, k = 1, 2, ....
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(c) Let V be a finite-dimensional (one dimesional in fact) irreducible cso(n)-
module with highest weight (0; 0, . . . , 0). Observe that the module Tens V has a
maximal submodule of codimension 1 over C. Hence, the irreducible quotient is
the one dimensional (over C) trivial Kn -module. Therefore, we excluded the case
k = 0 in Theorem 7.1.a.2.
(d) Let V be a finite-dimensional irreducible cso(n)-module with highest weight
(n − 2; 0, 0, . . . , 0). Observe that in case (3) in Theorem 7.1, we excluded k =
1, because in this case the dual corresponds to the module Tensα V , which is
isomorphic to Ω0,α and it is an irreducible tensor module, therefore this module is
included in case (1) of Theorem 7.1.
(e) The case K2 ≃W1 was studied in full detail at the end of Section E in [1].
(f) The remaining cases K3, K
′
4 and CK6 will be worked out in a subsequent
publication.
8. Appendix A
This appendix is devoted to the proof of Theorem 4.1, and it will be done through
several lemmas.
Given I ⊆ {1, . . . , n} we shall use the following notation:
εi = ε
I
i := #{j ∈ I : j < i}.
It is easy to see the following useful formulas:
∂I ξI = (−1)
|I|(|I|−1)
2 , (8.1)
∂I (ξJξK) = (−1)
|I||J|ξJ ∂I(ξK), if J ∩ I = ∅, (8.2)
∂I−{i} ξI = (−1)
εi+
|I|(|I|−1)
2 ξi. (8.3)
Without loss of generality, we shall assume all over the proofs that
f = ξI , g = ξJξK , with J ∩ I = ∅, and K ⊆ I.
Lemma 8.1. For any m ≥ 3, f, g ∈ Λ(n), we have tmf · (g ⊗ v) = 0.
Proof. Using that
[tmξI , ξr] =
{
−mtm−1ξIξr , if r /∈ I;
(−1)Itm∂rξI , if r ∈ I.
(8.4)
it is easy to see that
tmf · (g ⊗ v) = tmξI · (ξJξK ⊗ v)
=
m∑
i=0
∑
S⊆J, |S|=i
(sgn)i,S
m!
(m− i)!
(∂SξJ )(t
m−iξIξS)ξK ⊗ v (8.5)
=
m∑
i=0
∑
S⊆J, |S|=i
∑
L⊆K
(sgn)i,S,L
m!
(m− i)!
(∂SξJ )(∂LξK)(t
m−i∂L(ξIξS))⊗ v,
IRREDUCIBLE MODULES OVER LIE CONFORMAL SUPERALGEBRAS 19
for certain signs (sgn)i,S , (sgn)i,S,L that are not needed explicitly yet. Now, observe
that for |S| = i and L ⊆ K ⊆ I we have
deg(tm−i∂L(ξIξS)) = 2(m− i)+ |I|+ |S| − |L| − 2 = 2m− i+ |I| − |L| − 2 ≥ m− 2.
Hence, using (8.5) and m ≥ 3 we prove the lemma. 
From Lemma 8.1, the λ-action has degree at most 2 in λ. Now, we study the
λ0-term.
Lemma 8.2.
ξI · (ξJξK ⊗ v) =
∑
L⊆K
(−1)|I|(|J|+|K|)+
|L|(|L|−1)
2 −|L|(|K|−|L|) ξJ (∂LξK)(∂LξI)⊗ v.
(8.6)
Proof. Using (8.4), it is clear that
ξI · (ξJξK ⊗ v) = (−1)
|I||J| ξJ (ξI)(ξK)⊗ v.
Hence, we may suppose that J = ∅ and we shall apply induction on |K|. If |K| = 0
the statement is obvious. Now, consider ξjξK , with j < ki for any ki ∈ K. Observe
that
ξI · (ξjξK⊗v) = (−1)
|I|ξjξIξK ⊗ v + (−1)
|I|(∂jξI)ξK ⊗ v (8.7)
=
∑
L⊆K
(−1)|I|+|I||K|+
|L|(|L|−1)
2 −|L|(|K|−|L|) ξj(∂LξK)(∂LξI)⊗ v
+
∑
L⊆K
(−1)|I|+(|I|−1)|K|+
|L|(|L|−1)
2 −|L|(|K|−|L|) (∂LξK)(∂L∂jξI)⊗ v
Now, using that
∂L(ξjξK) = (−1)
|L|ξj(∂LξK), if j /∈ L
∂j∂L(ξjξK) = (−1)
|L|(∂LξK), if j /∈ L
∂L∂jξI = (−1)
|L|∂j∂LξI ,
equation (8.7) becomes
ξI ·(ξjξK ⊗ v) =
=
∑
L⊆K
(−1)|I|(|K|+1)+
|L|(|L|−1)
2 −|L|(|K|−|L|)+|L| (∂L(ξjξK))(∂LξI)⊗ v
+
∑
L∪{j}⊆K∪{j}
(−1)|I|+(|I|−1)|K|+
|L|(|L|−1)
2 −|L|(|K|−|L|)+|L|+|L|
(∂j∂L)(ξjξK)(∂j∂LξI)⊗ v
=
∑
L⊆K∪{j}
(−1)|I|(|K|+1)+
|L|(|L|−1)
2 −|L|(|K|+1−|L|) (∂L)(ξjξK)(∂LξI)⊗ v
finishing the proof. 
The following lemma provides the λ0-term in the λ-action formula of Theorem 4.1.
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Lemma 8.3. For any monomials elements f = ξI , g = ξL with I 6= ∅, we have
f · (g ⊗ v) = (−1)p(f)(|f | − 2)∂(∂fg)⊗ v +
n∑
i=1
∂(∂if)(ξig)⊗ v
+ (−1)p(f)
∑
i<j
∂(∂i∂jf)g ⊗ Fijv
Proof. Consider as before f = ξI , g = ξJξK with J ∩ I = ∅ and K ⊆ I. Recall
formula (8.6)
ξI · (ξJξK ⊗ v) =
∑
L⊆K
(−1)|I|(|J|+|K|)+
|L|(|L|−1)
2 −|L|(|K|−|L|) ξJ (∂LξK)(∂LξI)⊗ v.
Since ∂LξI ∈ g>0 if |I −L| > 2, it is enough to consider the summands that appear
in the cases |I − L| = 0, 1, 2.
Case |I − L| = 0:
This summand appear if and only if K = I, and it correspond to the single possible
choice of L = K. Using (8.1), we get
δK,I (−1)
|I||J|+|I|2+ |I|(|I|−1)2 ξJ1⊗ v (8.8)
and using (8.2) together with 1 = −2∂, it can be rewritten as
− 2∂ (−1)p(f)∂f (g)⊗ v (8.9)
obtaining part of the first term of the statement of this lemma. Observe that the
term ∂f (g) is non-zero iff K = I, therefore the expression (8.9) also contains the
δK,I in (8.8). This kind of analysis will be repeatedly used.
Case |I − L| = 1:
This case is clearly divided in two subcases:
(1-a) K = I and L = I − {i} moving i ∈ I, or
(1-b) K = I − {k}, and L takes the single value K.
Let us compute each subcase separately.
Subcase (1-a): Recalling (8.6) and using (8.2), the summands in this subcase be-
come
terms(1-a) = δK,I
∑
i∈I
(−1)|I||J|+|I|
2+
(|I|−1)(|I|−2)
2 −(|I|−1)ξJ (∂I−{i}ξI)(∂I−{i} ξI)⊗ v
= −δK,I
∑
i∈I
(−1)|I||J|+
(|I|−1)(|I|−2)
2 ξJξiξi ⊗ v.
Now, observe that 0 6= ξiξi⊗v ∈ Ind(V ). Moreover, using that ξiξi+ξiξi = [ξi, ξi] =
−1 ∈ g−2, we obtain
terms(1-a) = −δK,I(−1)
|I||J|+ (|I|−1)(|I|−2)2 |I| ∂ ξJ ⊗ v.
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On the other hand, as in (8.9), if K = I we have
∂f (g) = (−1)
|I||J|+
|I|(|I|−1)
2 ξJ , (8.10)
obtaining
terms(1-a) = (−1)p(f) |f | ∂(∂f g)⊗ v,
getting the other part of the first term in the statement of this lemma.
Subcase (1-b): Recalling (8.6) and using (8.1) and (8.2)
terms(1-b) = δK,I−{k}(−1)
|I||J|+|I|(|I|−1)+ (|I|−1)(|I|−2)2 ξJ(∂I−{k}ξI−{k})(∂I−{k} ξI)
= δK,I−{k}(−1)
|I||J|+εk+
|I|(|I|−1)
2 ξJξk.
On the other hand, observe that ∂(∂jf)(ξjg) 6= 0 iff j /∈ K ∪ J, j ∈ I and I − {j} ⊆
{j} ∪K ∪ J , i.e. K = I − {j}. Hence, if K = I − {k}, then
n∑
j=1
∂(∂jf)(ξjg) = ∂(∂kf)(ξkg) = (−1)
εIk∂I−{k}(ξkξJξI−{k})
= (−1)ε
I
k+(|J|+1)(|I|−1)+
(|I|−1)(|I|−2)
2 ξkξJ
= (−1)ε
I
k+|J||I|+
(|I|(|I|−1)
2 ξJξk
obtaining terms(1-b) and the second term of the statement of this lemma.
Case |I − L| = 2: It remains to see that this case produce the last term in the
statement of this lemma. In order to prove it, observe that this case must be
divided in the following subcases, depending on the relation between f and g, more
precisely, depending on the relation between K and I, namely:
(2-a) K = I, hence L = I − {i, j} moving i < j, i, j ∈ I, or
(2-b) K = I − {r}, hence L = I − {r, s} moving s ∈ I with s 6= r, or
(2-c) K = I − {r, s} with r < s, hence L takes the single value K.
Now, we must show that for each choice of K as in (2-a,b,c) the resulting sum over
the corresponding subsets L’s is always equal to
(−1)p(f)
∑
i<j
∂(∂i∂jf)g ⊗ Fijv.
Using (8.6), it is clear that
terms(2-a) =
∑
i<j;i,j∈I
(−1)|I||J|+|I|+
(|I|−2)(|I|−3)
2 −(|I|−2)2 ξJξiξj(ξiξj)⊗ v
= −
∑
i<j;i,j∈I
(−1)|I||J|+
|I|(|I|+1)
2 +1 ξJξiξj ⊗ Fijv.
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On the other hand,∑
i<j
∂(∂i∂jξI )(ξJξI)⊗ Fijv =
∑
i<j;i,j∈I
(−1)εi+εj∂I−{i,j}(ξJξI)⊗ Fijv
=
∑
i<j;i,j∈I
(−1)εi+εj+(|I|−2)|J|ξJ∂I−{i,j}(ξI)⊗ Fijv
=
∑
i<j;i,j∈I
(−1)|I||J|+
|I|(|I|−1)
2 ξJξiξj ⊗ Fijv,
where in the last equality we are using the following formula that can be easily
verified for i < j
∂I−{i,j}(ξI) =
{
(−1)εi+εj+
|I|(|I|−1)
2 ξiξj , if i < j;
(−1)εi+εj+
|I|(|I|−1)
2 ξjξi, if i > j.
(8.11)
Therefore, taking care of the sign of the last term in the statement, we proved that
it corresponds to terms(2-a).
In order to study case (2-b), suppose that K = I − {r}. Then, using (8.6),
terms(2-b) =
=
∑
s∈I,s6=r
(−1)|I||J|+|I|(|I|−1)+
(|I|−2)(|I|−3)
2 −(|I|−2)ξJ (∂I−{r,s} ξI−{r})(∂I−{r,s} ξI)⊗ v
=
∑
s∈I,s6=r
(−1)|I||J|+
(|I|−1)(|I|−2)
2 ξJ(∂I−{r,s} ξI−{r})(∂I−{r,s} ξI)⊗ v.
Using (8.11) it become
terms(2-b) = −
∑
s∈I,s<r
(−1)|I||J|+
(|I|−1)(|I|−2)
2 +εr+εs+
|I|(|I|−1)
2 ξJ (∂I−{r,s} ξI−{r})⊗ Fsrv
−
∑
s∈I,r<s
(−1)|I||J|+
(|I|−1)(|I|−2)
2 +εr+εs+
|I|(|I|−1)
2 ξJ (∂I−{r,s} ξI−{r})⊗ Frsv
= −
∑
s∈I,s<r
(−1)|I||J|+εr+εs+|I|+1ξJ (∂I−{r,s} ξI−{r})⊗ Fsrv
−
∑
s∈I,r<s
(−1)|I||J|+εr+εs+|I|+1ξJ (∂I−{r,s} ξI−{r})⊗ Frsv. (8.12)
On the other hand, if K = I − {r} we have∑
i<j
∂(∂i∂jf)g ⊗ Fijv =
∑
i<j;i,j∈I
(−1)εi+εj ∂I−{i,j}(ξJξI−{r})⊗ Fijv
=
∑
s<r;s∈I
(−1)εr+εs+|I||J| ξJ (∂I−{r,s}ξI−{r})⊗ Fsrv
+
∑
r<s;s∈I
(−1)εr+εs+|I||J| ξJ (∂I−{r,s}ξI−{r})⊗ Frsv.
Therefore, comparing the last equation with (8.12) and taking care of the sign
in the last term of the statement, we prove that terms(2-b) correspond to it for
K = I − {r}.
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Finally, suppose that K = I −{r, s} with r < s, then (2-c) or more precisely the
sum in (8.6) over those L with |I − L| = 2 become
terms(2-c) = (−1)|I||J|+|I|(|I|−2)+
(|I|−2)(|I|−3)
2 ξJ(∂I−{r,s} ξI−{r,s})(∂I−{r,s} ξI)⊗ v
= −(−1)|I||J|+|I|+
(|I|−2)(|I|−3)
2 +εr+εs+
|I|(|I|−1)
2 ξJ(∂I−{r,s} ξI−{r,s})⊗ Fijv
= −(−1)|I||J|+|I|+1+εr+εsξJ (∂I−{r,s} ξI−{r,s})⊗ Fijv. (8.13)
On the other hand, if K = I − {r, s} with r < s, we have∑
i<j
∂(∂i∂jf)g ⊗ Fijv =
∑
i<j;i,j∈I
(−1)εi+εj ∂I−{i,j}(ξJξI−{r,s})⊗ Fijv
= (−1)εr+εs+|I||J| ξJ (∂I−{r,s}ξI−{r,s})⊗ Frsv
Therefore, comparing the last equation with (8.13) and taking care of the sign in the
last term of the statement, we prove that (2-c) correspond to it for K = I −{r, s},
finishing the proof. 
The following lemma gives us the λ1-coefficient of the λ-action.
Lemma 8.4. For any monomials elements f = ξI , g = ξL with I 6= ∅, we have
tf · (g ⊗ v) = (−1)p(f)(∂fg)⊗ E00v
+ (−1)p(f)+p(g)
n∑
i=1
(
∂f (∂ig)
)
ξi ⊗ v +
∑
i6=j
∂(∂if)(∂jg)⊗ Fijv.
Proof. We shall use the usual notation: f = ξI , g = ξJξK with J ∩ I = ∅ and
K ⊆ I. Using (8.4) and (8.5), it is easy to see that
tξI · (ξJξK ⊗ v) = (−1)
|I||J|ξJ (tξI)ξK ⊗ v +
n∑
j=1
(−1)|I||J|−|I|+|J|(∂jξJ )(ξIξj)ξK ⊗ v.
and in the second term we can apply the (0)-action formula given by Lemma 8.3,
in the special case of f˜ = ξIξj and g˜ = ξK , hence
tξI · (ξJξK ⊗ v) = (−1)
|I||J|ξJ(tξI)ξK ⊗ v
+
n∑
i,j=1
(−1)|I||J|−|I|+|J|(∂jξJ)(∂(∂i ξIξj)(ξiξK))⊗ v (8.14)
+ (−1)|I|+1
n∑
j=1
∑
r<s
(−1)|I||J|−|I|+|J|(∂jξJ )(∂(∂r∂s ξIξj)ξK)⊗ Frsv.
It remains to see that the three terms in the above equation correspond exactly
to the terms in the statement. In order to do it, let us consider the first term of
(8.14), and using (8.5), we obtain
(−1)|I||J|ξJ (tξI)ξK ⊗ v = (−1)
|I||J|ξJ
∑
L⊆K
(˜sgn)LξK−L(tξI−L)⊗ v
= δK,I (˜sg)(−1)
|I||J|ξJ ⊗ E00v (8.15)
since deg(tξI−L) = |I − L| has to be 0, i.e. we have only one summand that
correspond to L = I and we must have K = I. Observe that the term L = I
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corresponds to take all the brackets against ξk1 , . . . , ξkl , if K = {k1, . . . , kl}, hence
it allows us to compute the sign in (8.15), obtaining
(−1)|I||J|ξJ (tξI)ξK ⊗ v = δK,I(−1)
|I||J|+
|I|(|I|+1)
2 ξJ ⊗ E00v = (−1)
p(f)∂f g,
where we used (8.10) to prove the last equality, getting the first term of the state-
ment.
Now, let us consider the second term of (8.14) and observe on it the expressions
(∂jξJ ) and ∂(∂iξIξj)ξiξK . In order to be non-zero, we must have i = j, and j ∈ J .
Therefore,
n∑
i,j=1
(−1)|I||J|−|I|+|J|(∂jξJ)(∂(∂i ξIξj)(ξiξK))⊗ v =
=
∑
j∈J
(−1)|I||J|−|I|+|J|(∂jξJ )(∂(∂j ξIξj)(ξjξK))⊗ v
=
∑
j∈J
(−1)|I||J|+|J|(∂jξJ )(∂I(ξjξK))⊗ v =
∑
j∈J
(−1)|J|−|I|∂I
(
(∂jξJ)ξjξK
)
⊗ v
=
∑
j∈J
(−1)|J|−|I|+|K|∂I
(
(∂jξJ )ξKξj
)
⊗ v
=
∑
j∈J
(−1)|J|−|I|+|K|∂I
(
(∂jξJξK)ξj
)
⊗ v
=
∑
j∈J
(−1)|J|−|I|+|K|(∂I(∂jξJξK))ξj ⊗ v =
n∑
j=1
(−1)p(f)+p(g)(∂f (∂j g))ξj ⊗ v,
proving that it corresponds to the second term of the statement of this lemma.
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Finally, consider the last term in (8.14). Observe that the expression ∂(∂r∂sξIξj)ξK
implies that r = j or s = j. Therefore, this last term can be rewritten as follows:
(−1)|I|+1
n∑
j=1
∑
r<s
(−1)|I||J|−|I|+|J|(∂jξJ )(∂(∂r∂s ξIξj)ξK)⊗ Frsv
= −
n∑
j=1
(−1)|I||J|+|J|(∂jξJ )
[∑
i<j
(∂(∂i∂j ξIξj)ξK)⊗ Fijv +
∑
j<i
(∂(∂j∂i ξIξj)ξK)⊗ Fjiv
]
= −
n∑
j=1
(−1)|I||J|+|J|+|I|(∂jξJ)
[∑
i<j
(∂(∂iξI )ξK)⊗ Fijv −
∑
j<i
(∂(∂iξI )ξK)⊗ Fjiv
]
=
∑
j∈J
[ ∑
i<j,i∈I
∂(∂iξI )((∂jξJ)ξK)⊗ Fijv −
∑
j<i,i∈I
∂(∂iξI )((∂jξJ )ξK)⊗ Fjiv
]
=
∑
j∈J
∑
i∈I
∂(∂iξI)((∂jξJ )ξK)⊗ Fijv (since Fij = −Fji)
=
∑
j∈J
∑
i∈I
∂(∂if)(∂jg)⊗ Fijv
=
∑
i6=j
∂(∂if)(∂jg)⊗ Fijv
finishing the proof. 
The following lemma gives us the λ2-coefficient of the λ-action.
Lemma 8.5. For any monomials elements f = ξI , g = ξL with I 6= ∅, we have(
1
2
t2f
)
· (g ⊗ v) = (−1)p(f)
∑
i<j
∂f (∂i∂j g)⊗ Fijv.
Proof. Using (8.5), we have
t2ξI · ξJξK ⊗ v =
∑
L⊆K
(sgn)ξJξK−L(t
2ξI−L)⊗ v (8.16)
+
∑
j∈J
∑
L⊆K
2(sgn) ξJ−{j}ξK−L(tξI−Lξj)⊗ v
+
∑
{i,j}⊆J,i<j
∑
L⊆K
2(sgn) ξJ−{i,j}ξK−L(ξI−Lξiξj)⊗ v
for certain signs that depend on the parameters. Now, observe that the first two
terms in (8.16) are 0, because deg(t2ξI−L) ≥ 2 and deg(tξI−Lξj) ≥ 1 since j /∈ I.
Using that deg(ξI−Lξiξj) ≥ 1 for |I − L| ≥ 1, the last term of (8.16) is non-zero
only if L = K = I, therefore
t2ξI · (ξJξK ⊗ v) = −
∑
{i,j}⊆J,i<j
2(sgn)i,j ξJ−{i,j} ⊗ Fijv. (8.17)
It remains to compute the sign (sgn)i,j and rewrite (8.17) as in the statement
of this lemma.
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Suppose that ξJ = ξ⋆ . . . ξi . . . ξj . . . ξ∗, then the term that appears in (8.17) is
obtained (super) commuting the ξ’s, namely
t2ξI · ξ⋆ . . . ξi . . . ξj . . . ξ∗ξK ⊗ v = (8.18)
=
∑
{i,j}⊆J,i<j
2(−1)|I|ǫ
J
i +1+(ǫ
J
j −(ǫ
J
i +1))(|I|+1)ξ⋆ . . . ξ̂i . . . (tξIξi)ξj . . . ξ∗ξK ⊗ v
=
∑
{i,j}⊆J,i<j
2(−1)|I|ǫ
J
i +1+(ǫ
J
j −(ǫ
J
i +1))(|I|+1)+1ξ⋆ . . . ξ̂i . . . ξ̂j(ξIξiξj) . . . ξ∗ξK ⊗ v
=
∑
{i,j}⊆J,i<j
2(−1)|I|ǫ
J
i +1+(ǫ
J
j −(ǫ
J
i +1))(|I|+1)+1+(|I|+2)(|J|−(ǫ
J
j+1)) ×
× ξ⋆ . . . ξ̂i . . . ξ̂j . . . ξ∗(ξIξiξj)ξK ⊗ v
=
∑
{i,j}⊆J,i<j
2(−1)|I||J|+ǫ
J
i +ǫ
J
j +1ξ⋆ . . . ξ̂i . . . ξ̂j . . . ξ∗(ξIξiξj)ξK ⊗ v
= −2(−1)|I||J|
∑
i<j
(∂i∂jξJ )(ξIξiξj)ξK ⊗ v,
where we used in the last equality that ξJ−{i,j} = (−1)
ǫJi +ǫ
J
j ∂i∂jξJ , and the term
∂i∂jξJ implicitly contains the condition {i, j} ⊆ J .
Now, in order to move through ξK , we may apply the (0)-action formula or make
the direct computation recalling that the only surviving term corresponds to the
case L = K = I in (8.16), namely, it is non-zero if K = I and we have to take all
the brackets, that is, if ξI = ξi1 . . . ξis , then
(ξIξiξj) · (ξI ⊗ v) = (−1)
|I|(ξi2 . . . ξisξiξj)ξi2 . . . ξis ⊗ v
= (−1)|I|+(|I|−|)+···+1ξiξj ⊗ v (8.19)
= (−1)
|I|(|I|+1)
2 ξiξj ⊗ v.
Now, inserting (8.19) into (8.18), we have
t2ξI · (ξJξK ⊗ v) = 2δI,K(−1)
|I||J|+ |I|(|I|+1)2
∑
i<j
(∂i∂jξJ )⊗ Fijv. (8.20)
On the other hand, if f = ξI and g = ξJξK , with K ⊆ I, J∩I = ∅, then ∂f (∂i∂jg) 6=
0 iff K = I and {i, j} ⊆ J . Hence it capture the above conditions. Finally, observe
that
∂f (∂i∂j g) = ∂f (∂i∂j(ξJξK)) = ∂f (∂i[(∂jξJ)ξK + (−1)
|J|ξJ (∂iξK)])
= ∂f ((∂i∂j ξJ)ξK) = (−1)
|I|(|J|−2)(∂i∂j ξJ)(∂f ξK) (8.21)
= δI,K (−1)
|I||J|+
|I|(|I|−1)
2 (∂i∂j ξJ ), (by (8.1))
replacing (8.21) in (8.20), we prove the lemma. 
A simple computation shows that Theorem 4.1 also holds for f = ξ∅.
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9. Appendix B
This appendix will be devoted to the proof of the classification of singular vectors
in Theorem 5.1. First, we shall consider some technical results.
Let ~m ∈ Ind(V ) = C[∂]⊗ Λ(n)⊗ V be a singular vector, then
~m =
N∑
k=0
∑
I
∂k(ξI ⊗ vI,k), with vI,k ∈ V.
In order to obtain the singular vectors, we need some reduction lemmas. In
Lemmas 9.1-9.4, we prove that N ≤ 1 and |I| ≥ n − 2. In Lemma 9.5, the case
N = 1 is discarded for n ≥ 4, and in the case n = 3 we explicitly found the
corresponding singular vector. Finally, the proof of Theorem 5.1 is completed at
the end of this appendix.
Lemma 9.1. If ~m ∈ Ind(V ) is a singular vector, then the degree of ~m in ∂ is at
most 2.
Proof. Using Theorem 4.3 for f = 1 and (S1), we have
0 =
d2
dλ2
(1λ ~m) =
N∑
k=2
∑
I
k(k − 1)(λ+ ∂)k−2
[
(−2)∂(ξI ⊗ vI,k)+ (9.1)
+ λ
(
ξI ⊗ E00vI,k − n(1− δ|I|,n)ξI ⊗ vI,k
)
− λ2
∑
i<j
ξiξjξI ⊗ FijvI,k
]
+
N∑
k=1
∑
I
2 k(λ+ ∂)k−1
[
ξI ⊗ E00vI,k − n(1 − δ|I|,n)ξI ⊗ vI,k+
− 2λ
∑
i<j
ξiξjξI ⊗ FijvI,k
]
−
N∑
k=0
∑
I
(λ+ ∂)k 2
∑
i<j
ξiξjξI ⊗ FijvI,k
]
.
Rewriting ∂ as (λ+ ∂)− λ, we can consider (9.1) as a polynomial in λ + ∂ and λ.
Then the terms in (λ+ ∂)kλ2, gives us
0 =
∑
I
∑
i<j
ξiξjξI ⊗ FijvI,k for all k ≥ 2. (9.2)
Using it and considering the coefficient of (λ+ ∂)lλ in (9.1) for l ≥ 1, we have
0 =
∑
I
ξI ⊗
(
E00vI,k − n(1− δ|I|,n)vI,k + 2 vI,k
)
, for all k > 2.
Hence
E00vI,k − n(1− δ|I|,n)vI,k = −2 vI,k, for all k > 2. (9.3)
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Now, using (9.2), (9.3) and taking the coefficient of (λ+ ∂)l in (9.1), for l ≥ 2, we
obtain
0 =
∑
I
(
(−2)k(k − 1) ξI ⊗ vI,k + 2k ξI ⊗ (E00vI,k − n(1− δ|I|,n)vI,k)
)
=
∑
I
(−2)k(k + 1) ξI ⊗ vI,k, for all k > 2,
getting vI,k = 0 for all I and k > 2, finishing the proof. 
From the previous Lemma, any singular vector have the form
~m = ∂2
(∑
I
ξI ⊗ vI,2
)
+ ∂
(∑
I
ξI ⊗ vI,1
)
+
(∑
I
ξI ⊗ vI,0
)
.
Now, we shall introduce a very important notation. Observe that the formula
for the action given by Theorem 4.3 have the form
fλ(g ⊗ v) = ∂ a+ b+ λ B + λ
2 C = (λ+ ∂) a+ b + λ (B − a) + λ2 C,
by taking the coefficients in ∂ and λj . Using it, we can write the λ-action for the
singular vector ~m of degree 2 in ∂, as follows
fλ ~m =
[
(λ+ ∂) a0 + b0 + λ (B0 − a0) + λ
2 C0
]
+ (λ + ∂)
[
(λ+ ∂) a1 + b1 + λ (B1 − a1) + λ
2 C1
]
+ (λ + ∂)2
[
(λ+ ∂) a2 + b2 + λ (B2 − a2) + λ
2 C2
]
.
For example,
C2 = −
∑
I
∑
i<j
(−1)
|f|(|f|+1)
2 +|f ||I| fξiξjξI ⊗ FijvI,2.
Obviously, these coefficients depend also in f , and sometimes we shall write for
example a2(f) to emphasize the dependance, but we will keep it implicit in the
notation if no confusion may arise.
In order to study conditions (S1)− (S3), we need to compute
(fλ ~m)
′ = B0 + 2 λ C0
+
[
(λ+ ∂) a1 + b1 + λ (B1 − a1) + λ
2 C1
]
+ (λ+ ∂) (B1 + 2λ C1)
+ 2(λ+ ∂)
[
(λ+ ∂) a2 + b2 + λ (B2 − a2) + λ
2 C2
]
+ (λ+ ∂)2(B2 + 2λ C2).
and
(fλ ~m)
′′ = 2 C0 + 2 B1 + 4 λ C1 + 2(λ+ ∂) C1
+ 2
[
(λ+ ∂) a2 + b2 + λ (B2 − a2) + λ
2 C2
]
+ 4(λ+ ∂)(B2 + 2λ C2) + 2(λ+ ∂)
2 C2.
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Therefore, by taking coefficients in (λ + ∂)iλj , conditions (S1)-(S3) translate into
the following list:
• For all f ∈ Λ(n) :
0 = C2
C1 = a2 = −B2 (9.4)
0 = C0 +B1 + b2.
• For f = ξI , with |I| ≥ 1 :
0 = a2 = B2
0 = a1 +B1 + 2b2 (9.5)
0 = B0 + b1.
• For f = ξI , with |I| ≥ 3 or f ∈ Bso(n) :
a1 =− b2
a0 =− b1 (9.6)
0 = b0.
Lemma 9.2. The following conditions hold in a singular vector:
(1) If |I| 6= n, vI,2 = 0.
(2) If |I| ≤ n− 3, vI,1 = 0.
(3) If |I| ≤ n− 5, vI,0 = 0.
Proof. (1) Using (9.5), we have a2 = 0 if f = ξJ with |J | ≥ 1, that is
0 =
∑
I
(−1)
|J|(|J|+1)
2 +|J||I| (|J | − 2)(ξJξI ⊗ vI,2).
Now, suppose there exists I such that vI,2 6= 0 with |I| ≤ n− 1. Let I0 be one set
of minimal length with this property. Then
0 = a2(f) =
∑
|I|≥|I0|
(sgn)I,f (|f | − 2)(fξI ⊗ vI,2).
Then take f = ξIc0 if |I
c
0 | 6= 2 (where from now on A
c denote the complement of A
in {1, . . . , n}), and take f = ξi0 for a fixed i0 /∈ I0 if |I
c
0 | = 2. Then, we compute
a2(f) with this choice of f , obtaining
0 = (sgn)(|Ic0 | − 2) ξ∗ ⊗ vI0,2, if |I
c
0 | 6= 2;
and, if |Ic0 | = 2, we have
0 = (sgn) ξi0ξI0 ⊗ vI0,2 + (sgn) ξ∗ ⊗ vI0∪{i1},2 +
∑
i∈I0
(sgn) ξ{i}c ⊗ vI0∪{i1}\{i},2
where i1 satisfies J0 ∪ {i0, i1} = {1, . . . , n}, and ξ∗ = ξ1 . . . ξn as before. Hence
vI0,2 = 0, finishing the proof of (1).
(2) Using (1), observe that for f = ξI with |I| ≥ 3, we have
b2(f) =
n∑
j=1
(sgn)j,f (∂jf)(∂jξ∗)⊗ v∗,2 −
∑
r<s
(∂r∂sf)ξ∗ ⊗ Frsv∗,2 = 0.
Therefore, using (9.6), we get a1(ξI) = 0 for |I| ≥ 3.
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Now, suppose there exist J such that vJ,1 6= 0 with |J | ≤ n−3, and take J0 with
minimal length satisfying this property. Then, since |Jc0 | ≥ 3, we have
0 = a1(ξJc0 ) =
∑
|J|≥|J0|
(sgn)(|Jc0 | − 2)ξJc0 ξJ ⊗ vJ,1 = K ξ∗ ⊗ vJ0,1, K 6= 0
proving that vJ0,1 = 0.
(3) Since vJ,1 = 0 for |J | ≤ n− 3 (by the previous proof), it is easy to see that
b1(ξI) = 0 if |I| ≥ 5. Then, by (9.6), we have that a0(ξI) = 0 if |I| ≥ 5. Hence,
vJ,0 = 0 if |J | ≤ n− 5, finishing the proof. 
After this lemma, we have that any singular vector have this form:
~m = ∂2 ξ∗ ⊗ v∗,2 + ∂
∑
|I|≥n−2
ξI ⊗ vI,1 +
∑
|I|≥n−4
ξI ⊗ vI,0.
Now, we shall continue with more reduction lemmas:
Lemma 9.3. If n ≥ 3, then v∗,2 = 0.
Proof. Using (9.4), we have a2(f) = c1(f) for any f . In particular, taking f = 1,
we have on one hand
a2(1) = −2 ξ∗ ⊗ v∗,2,
and, on the other hand
c1(1) = −
∑
i<j
∑
|J|≥n−2
ξiξjξJ ⊗ FijvJ,1 = −
∑
i<j
(−1)i+j−1 ξ∗ ⊗ Fij
(
v{i,j}c ,1
)
,
since we must take J = {i, j}c and ξiξjξ{i,j}c = (−1)
i+j−1ξ∗. Therefore,
2 v∗,2 = −
∑
i<j
(−1)i+j Fij
(
v{i,j}c,1
)
. (9.7)
Now, we shall study condition a1 + B1 + 2b2 = 0 for |f | ≥ 1, and compare it
with (9.7). Fix f = ξi0 , and observe that
b2(f) = (−1)
1+n∂i0ξ∗ ⊗ v∗,2 = (−1)
i0+nξ{i0}c ⊗ v∗,2. (9.8)
Then, from the last equation, we need to pick up the term with ξ{i0}c in a1(f) and
B1(f). Since
a1(f) =
∑
|I|≥n−2
(−1)|I|ξi0ξI ⊗ vI,1,
then, a1(f) does not have terms without ξi0 . On the other hand
B1(f) =
∑
|I|≥n−2
(−1)|I|+1ξi0ξI ⊗ E00vI,1 +
∑
i6=i0
∑
|I|≥n−2
(−1)|I|+1∂i(ξi0ξiξI)⊗ vI,1
−
∑
i6=j
∑
|I|≥n−2
(−1)|I|+1(∂iξi0 )ξjξI ⊗ FijvI,1, (9.9)
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hence, only the last summand of (9.9) have the term ξ{i0}c , and this is possible only
if I = {j, i0}c, i = i0 and j 6= i0, namely(
term ξ{i0}c in B1(f)
)
= −
∑
j 6=i0
(−1)n+1ξjξ{j,i0}c ⊗ Fi0j(v{j,i0}c,1) (9.10)
= −
∑
j<i0
(−1)n+jξ{i0}c ⊗ Fi0j(v{j,i0}c,1)−
∑
j>i0
(−1)n+1+jξ{i0}c ⊗ Fi0j(v{j,i0}c,1),
where we used that ξjξ{j,i0}c = (−1)
j−2ξ{i0}c if i0 < j, and ξjξ{j,i0}c = (−1)
j−1ξ{i0}c
if i0 > j. Comparing (9.10) with (9.8), we have
2 v∗,2 = −
∑
j<i0
(−1)i0+j+1Fi0j(v{j,i0}c,1)−
∑
i0<j
(−1)i0+jFi0j(v{j,i0}c,1) (9.11)
= −
∑
j<i0
(−1)i0+jFji0 (v{j,i0}c,1)−
∑
i0<j
(−1)i0+jFi0j(v{j,i0}c,1),
where we used in the last equality that Fi0j = −Fji0 . Since (9.11) holds for all i0,
we may take the sum over i0 = 1, . . . , n and compare it with (9.7), obtaining
2n v∗,2 = 4 v∗,2,
proving that v∗,2 = 0 for all n ≥ 3. 
Lemma 9.4. If n ≥ 3, then any singular vector in Ind (V ) have this form:
~m = ∂
(
ξ∗ ⊗ v∗,1
)
+
∑
|I|≥n−2
ξI ⊗ vI,0.
for certain v∗,1, vI,0 ∈ V .
Proof. Claim 1 : For all b 6= c, v{b,c}c,1 = 0.
Proof of Claim 1: Combining (9.4) and (9.5), we have a1(f) = c0(f) for all |f | ≥ 1,
since b2(f) = 0 by the previous lemma. Let us fix b 6= c. We may suppose b < c.
Consider f = ξbξc, then (obviously) a1(f) = 0. Hence
0 = c0(ξbξc) = −
∑
i<j
∑
|I|=n−4
ξbξcξiξjξI ⊗ Fij (vI,0)
= −
∑
i<j;i,j 6=b,c
ξbξcξiξjξ{b,c,i,j}c ⊗ Fij
(
v{b,c,i,j}c,0
)
which may be rewritten as follows
0 =
∑
i<j;i,j 6=b,c
ξiξjξ{b,c,i,j}c ⊗ Fij
(
v{b,c,i,j}c,0
)
. (9.12)
On the other hand, fix a 6= b, c. By (9.4), b1(ξa) +B0(ξa) = 0. Observe that
b1(ξa) =
∑
|I|≥n−2
(−1)1+|I|∂aξI ⊗ vI,1 (9.13)
=
∑
j<k:j,k 6=a
(−1)n−1
(
∂aξ{j,k}c
)
⊗ v{j,k}c ,1
+
∑
i6=a
(−1)n
(
∂aξ{i}c
)
⊗ v{i}c,1 + (−1)
n+1 ∂aξ∗ ⊗ v∗,1.
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Now, (
term ξ{a,b,c}c of b1(ξa)
)
= (−1)n−1
(
∂aξ{b,c}c
)
⊗ v{b,c}c,1. (9.14)
Similarly,
B0(ξa) =
∑
|I|≥n−4
(−1)1+|I|ξaξI ⊗ E00vI,0 +
∑
i
∑
|I|≥n−4
(−1)1+|I|∂i(ξaξiξI)⊗ vI,0
−
∑
|I|≥n−4
∑
i6=j
(−1)1+|I|(∂iξa)ξjξI ⊗ Fij(vI,0). (9.15)
Obviously the term ξ{a,b,c}c will appear in (9.15) only in the last sum, for certain
values of I, namely(
term ξ{a,b,c}c of B0(ξa)
)
= −
∑
l 6=a,b,c
(−1)n−1ξlξ{a,b,c,l}c ⊗ Fa,l
(
v{a,b,c,l}c,0
)
.
(9.16)
Using (9.14), (9.16) and the fact that 0 = b1(ξa) +B0(ξa), we get
0 = H(a) :=
(
∂aξ{b,c}c
)
⊗ v{b,c}c,1 −
∑
l 6=a,b,c
ξlξ{a,b,c,l}c ⊗ Fa,l
(
v{a,b,c,l}c,0
)
.
Now, moving a, we may take
0 =
∑
a 6=b,c
ξa ·H(a)
=
∑
a 6=b,c
ξa
(
∂aξ{b,c}c
)
⊗ v{b,c}c,1 −
∑
a 6=b,c
∑
l 6=a,b,c
ξaξlξ{a,b,c,l}c ⊗ Fa,l
(
v{a,b,c,l}c,0
)
=
∑
a 6=b,c
ξa
(
∂aξ{b,c}c
)
⊗ v{b,c}c,1 −
∑
a<l;a,l 6=b,c
ξaξlξ{a,b,c,l}c ⊗ Fa,l
(
v{a,b,c,l}c,0
)
−
∑
l<a;a,l 6=b,c
ξaξlξ{a,b,c,l}c ⊗ Fa,l
(
v{a,b,c,l}c,0
)
and using that ξaξl = −ξlξa, Fa,l = −Fl,a and ξa(∂aξ{b,c}c) = ξ{b,c}c , the last
equation becomes
0 =
∑
a 6=b,c
ξ{b,c}c ⊗ v{b,c}c,1 − 2
( ∑
a<l;a,l 6=b,c
ξaξlξ{a,b,c,l}c ⊗ Fa,l
(
v{a,b,c,l}c,0
))
=
∑
a 6=b,c
ξ{b,c}c ⊗ v{b,c}c,1 (using (9.12))
= (n− 2)
(
ξ{b,c}c ⊗ v{b,c}c,1
)
,
proving Claim 1 for n ≥ 3.
Claim 2: For all b, v{b}c,1 = 0.
Proof of Claim 2: The idea is similar to the proof of Claim 1, but taking other
monomial terms.
Fix b. As in Claim 1, we have a1(f) = C0(f) for all |f | ≥ 1. In particular, since
C0(ξb) = −
∑
|I|≥n−4
∑
i<j
(−1)|I|+1ξbξiξjξI ⊗ Fij(vI,0),
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we have(
term ξ∗ of C0(ξb)
)
= −
∑
i<j;i,j 6=b
(−1)nξbξiξjξ{b,i,j}c ⊗ Fij(v{b,i,j}c ,0),
and it is easy to see that(
term ξ∗ of a1(ξb)
)
= (−1)n−1ξbξ{b}c ⊗ v{b}c,1.
Therefore
ξ{b}c ⊗ v{b}c,1 =
∑
i<j;i,j 6=b
ξiξjξ{b,i,j}c ⊗ Fij(v{b,i,j}c ,0). (9.17)
Now, take a 6= b. Using (9.13), we obtain(
term ξ{a,b}c of b1(ξa)
)
= (−1)n
(
∂aξ{b}c
)
⊗ v{b}c,1. (9.18)
Similarly, using (9.15)(
term ξ{a,b}c of B0(ξa)
)
= −
∑
l 6=a,b
(−1)n−2ξlξ{a,b,l}c ⊗ Fa,l
(
v{a,b,l}c,0
)
. (9.19)
Using (9.18), (9.19) and the fact that 0 = b1(ξa) +B0(ξa), we get
0 = L(a) := ∂aξ{b}c ⊗ v{b}c,1 −
∑
l 6=a,b
ξlξ{a,b,l}c ⊗ Fa,l
(
v{a,b,l}c,0
)
.
Now, moving a, we may take
0 =
∑
a 6=b
ξa · L(a)
=
∑
a 6=b
ξa(∂aξ{b}c)⊗ v{b}c,1 −
∑
a 6=b
∑
l 6=a,b
ξaξlξ{a,b,l}c ⊗ Fa,l
(
v{a,b,l}c,0
)
=
∑
a 6=b
ξ{b}c ⊗ v{b}c,1 −
∑
a<l;a,l 6=b
ξaξlξ{a,b,l}c ⊗ Fa,l
(
v{a,b,l}c,0
)
−
∑
l<a;a,l 6=b
ξaξlξ{a,b,l}c ⊗ Fa,l
(
v{a,b,l}c,0
)
= (n− 1)
(
ξ{b}c ⊗ v{b}c,1
)
− 2
( ∑
a<l;a,l 6=b
ξaξlξ{a,b,l}c ⊗ Fa,l
(
v{a,b,l}c,0
))
= (n− 3)
(
ξ{b}c ⊗ v{b}c,1
)
(using (9.17)).
Hence v{b}c,1 = 0 for all b and n ≥ 4.
If n = 3, condition a1(ξb) = C0(ξb) give us
v{b}c,1 = Fij( v∅,0), (9.20)
where {b}c = {i, j} and i < j. On the other hand, by taking the term ξb of
b0(ξ1ξ2ξ3) and using that b0(ξ1ξ2ξ3) = 0, we obtain that Fij (v∅,0) = 0 for all i < j,
which combined with (9.20) produce the desired result, finishing the proof of Claim
2.
Finally, in order to complete the proof of this lemma, we need to study the
vectors vI,0. Since vI,1 = 0 if |I| ≤ n − 1, it is clear that b1(f) = 0 for |f | ≥ 3.
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Therefore, using condition (9.6), we have a0(f) = 0 if |f | ≥ 3, which immediately
gives us that vI,0 = 0 if |I| = n− 3 or n− 4, completing the proof. 
From the previous lemma, any singular vector have this form:
~m = ∂
(
ξ∗ ⊗ v∗,1
)
+
∑
|I|≥n−2
ξI ⊗ vI,0.
Using (4.1), (8.1) and (4.4), the Z-gradation in K(1, n)+, translates into a Z≤0-
gradation in Ind(V ):
Ind(V ) ≃ Λ(1, n)⊗ V ≃ C[∂]⊗ Λ(n)⊗ V
≃ C 1⊗ V︸ ︷︷ ︸ ⊕ Cn ⊗ V︸ ︷︷ ︸ ⊕ (C ∂ ⊗ V ⊕ Λ2(Cn)⊗ V )︸ ︷︷ ︸ ⊕ · · ·
deg 0 deg -1 deg -2
Therefore, in the previous lemmas, we have proved that any singular vector must
have degree -1 or -2.
Recall that in Theorem 4.3, we considered the Hodge dual of the natural bases
in order to simplify the formula of the action. Hence, any singular vector must have
one of the following forms:
1. ~m = ∂
(
ξ∗ ⊗ v∗
)
+
∑
i<j ξ{i,j}c ⊗ v{i,j}.
2. ~m =
∑
i ξ{i}c ⊗ vi.
The next lemma study the first one.
Lemma 9.5. If n > 3, the first case is not possible. If n = 3, then
~m = ∂
(
ξ∗ ⊗ vµ
)
+ i ξ{1,2}c ⊗ vµ − 2ξ{2,3}c ⊗ F2,3vµ + 2 ξ{1,3}c ⊗ F1,3vµ
is a singular vector, where vµ is a highest weight vector of the cso(3)-module of
highest weight µ = (32 ;
1
2 ).
Proof. From now on, we assume that ~m = ∂(ξ∗⊗v∗)+
∑
i<j ξ{i,j}c⊗v{i,j}. Observe
that conditions (9.4), (9.5) and (9.6), clearly becomes
(1) b1(f) = 0, if f ∈ Bso(n).
(2) b1(f) +B0(f) = 0, if |f | = 1 or 2.
(3) C0(f) +B1(f) = 0, if f = 1.
(4) b0(f) = 0, if |f | = 3, 4 or f ∈ Bso(n).
It is possible to see that they are equivalent to the following equations in terms
of the vectors v{i,j} and v∗:
b1(f) = 0, if f ∈ Bso(n) :
Bso(n) · v∗ = 0. (9.21)
b1(ξa) +B0(ξa) = 0 : (1 ≤ a ≤ n)
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− v∗ =
∑
j<a
(−1)a+j Fja(v{j,a}) +
∑
a<j
(−1)a+j Faj(v{a,j}), (9.22)
for a < b:
0 = E00(v{a,b})−v{a,b}−
∑
j<b, j 6=a
(−1)a+jFaj(v{j,b})+
∑
b<j
(−1)a+jFaj(v{b,j}) (9.23)
and for b < a:
0 = E00(v{a,b})− v{a,b} +
∑
j<b
(−1)a+jFaj(v{j,b})−
∑
b<j, j 6=a
(−1)a+jFaj(v{b,j}).
(9.24)
b1(ξaξb) +B0(ξaξb) = 0 : (a < b)
0 =− Fab(v∗) + (−1)
a+b E00(v{a,b})
−
∑
j<b, j 6=a
(−1)b+j Faj(v{j,b}) +
∑
b<j
(−1)b+j Faj(v{b,j}) (9.25)
+
∑
j<a
(−1)a+j Fbj(v{a,j})−
∑
a<j, j 6=b
(−1)a+j Fbj(v{a,j}).
C0(1) +B1(1) = 0:
0 = E00(v∗) +
∑
i<j
(−1)i+j Fij(v{i,j}). (9.26)
Finally, in the case of condition b0(f) = 0, if |f | = 3, 4 or f ∈ Bso(n), we shall only
need the following equations that are deduced from b0(ξaξbξc) = 0, with a < b < c :
0 = (−1)b+c v{b,c} + (−1)
a+c Fab(v{a,c})− (−1)
a+b Fac(v{a,b}) (9.27)
0 = (−1)a+c v{a,c} − (−1)
b+c Fab(v{b,c}) + (−1)
a+b Fbc(v{a,b}) (9.28)
0 = (−1)a+b v{a,b} + (−1)
b+c Fac(v{b,c})− (−1)
a+c Fbc(v{a,c}). (9.29)
Now, fix a < b, by taking a linear combination of (9.23) and (9.24), we obtain
0 =− 2 (−1)a+b E00(v{a,b}) + 2 (−1)
a+b v{a,b}
+
∑
j<b, j 6=a
(−1)b+j Faj(v{j,b})−
∑
b<j
(−1)b+j Faj(v{b,j})
−
∑
j<a
(−1)a+j Fbj(v{a,j}) +
∑
a<j, j 6=b
(−1)a+j Fbj(v{a,j})
and, comparing the last four summands with (9.25), we obtain
Fab(v∗) = (−1)
a+b+1 E00(v{a,b}) + 2 (−1)
a+b v{a,b}. (9.30)
On the other hand, observe that (9.25) can be rewritten as follows (a < b)
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0 =− Fab(v∗) + (−1)
a+b E00(v{a,b})
−
∑
j<a
[
(−1)b+j Faj(v{j,b})− (−1)
a+j Fbj(v{a,j})
]
−
∑
a<j<b
[
(−1)b+j Faj(v{j,b}) + (−1)
a+j Fbj(v{a,j})
]
(9.31)
−
∑
b<j
[
(−1)b+j+1 Faj(v{j,b}) + (−1)
a+j Fbj(v{a,j})
]
.
Therefore, inserting (9.27), (9.28) and (9.29) in the last three summands of (9.31),
we have
Fab(v∗) = (−1)
a+b E00(v{a,b})− (n− 2) (−1)
a+b v{a,b}. (9.32)
Hence, using (9.30) and (9.32), we get
E00(v{a,b}) =
n
2
v{a,b}.
and
2 Fab(v∗) = (n− 4) (−1)
a+b+1 v{a,b}, (9.33)
or, with some restrictions,
v{a,b} = (−1)
a+b+1 2
(n− 4)
Fab(v∗) n 6= 4. (9.34)
Now, combining (5.3), (9.21) and (9.34), it easy to prove the following identities
(1 ≤ l < j ≤ m)
v{2l,2j} = i v{2l−1,2j} (9.35)
v{2l−1,2j−1} = −i v{2l,2j−1} (9.36)
v{2l−1,2m+1} = −i v{2l,2m+1} (9.37)
Taking the sum over a in (9.22), and using (9.26), we get
n v∗ = −2
∑
i<j
(−1)i+j Fij(v{i,j}) = 2 E00(v∗),
obtaining
E00(v∗) =
n
2
v∗. (9.38)
Let µ = (n2 ;µ1, . . . , µm) be the weight of the highest weight vector v∗ (see (9.21)
and (9.38)). Since H1 = iF12, then by (9.34), we have
v1,2 = −2i
µ1
(n− 4)
v∗. (9.39)
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Now, considering (9.22) with a = 1, and using (9.35), (9.36), (9.37) and (9.39), we
have:
v∗ = −
∑
1<j
(−1)1+j F1j(v{1,j})
= − i H1(v1,2) −
∑
1<l≤m
F1,2l−1(v{1,2l−1}) +
∑
1<l≤m
F1,2l(v{1,2l})
− δ
n,odd F1,2m+1(v{1,2m+1})
= −2
µ1
(n− 4)
H1(v∗) + i
∑
1<l≤m
F1,2l−1(v{2,2l−1})− i
∑
1<l≤m
F1,2l(v{2,2l})
+ i δ
n,odd F1,2m+1(v{2,2m+1}),
that is
v∗ = −2
µ21
(n− 4)
v∗ + i
∑
2<j
(−1)1+j F1,j(v{2,j}). (9.40)
Considering (9.23) with a = 1, b = 2, and inserting (9.40) and (9.39) on it, it is easy
to see that
0 = 2µ21 + (n− 2)µ1 + (n− 4), (9.41)
obtaining µ1 = −1 or
4−n
2 , which is negative for n ≥ 5 and it is impossible for the
highest weight of an irreducible so(n)-module, finishing the proof in this case.
If n = 3, observe that equations (9.34), (9.38), (9.39) and (9.41) hold in this
case, obtaining the result of the statement of this lemma.
If n = 4, using (9.33) we have va,b = 0 for all a < b, obtaining a trivial singular
vector and finishing the proof. 
From now on, we assume that the singular vector has the form ~m =
∑
i ξ{i}c⊗vi,
and we shall use the following notation, for n = 2m or n = 2m+ 1:
~m =
n∑
i=1
ξ{i}c ⊗ vi (9.42)
=
m∑
l=1
[(
ξ{2l}c + iξ{2l−1}c
)
⊗ wl +
(
ξ{2l}c − iξ{2l−1}c
)
⊗ wl
]
−
− δn,odd iξ{2m+1}c ⊗ wm+1,
that is, for 1 ≤ l ≤ m
v2l = wl + wl, v2l−1 = i(wl − wl), v2m+1 = iwm+1. (9.43)
Observe that conditions (9.4), (9.5) and (9.6), clearly reduce to
(1) If |f | = 1, B0(f) = 0.
(2) If |f | = 3 or f ∈ Bso(n), b0(f) = 0.
After some lengthly computations, it is possible to see that they are equivalent
to the following equations in terms of the vectors vi, wl, wk:
38 CARINA BOYALLIAN∗, VICTOR G. KAC†, AND JOSE´ I. LIBERATI∗
B0(ξa) = 0 :
0 = (−1)aE00va −
∑
k 6=a
(−1)kFakvk. (9.44)
b0(ξaξbξc) = 0, with a < b < c :
0 = (−1)cFab(vc)− (−1)
bFac(vb) + (−1)
aFbc(va). (9.45)
Recall the basis of the Borel subalgebra introduced in (5.4) and (5.5), and using
that
term with ξ{a}c in b0(ξaξb) = (−1)
a+bvb + Fab(va),
term with ξ{b}c in b0(ξaξb) = −(−1)
a+bva + Fab(vb),
term with ξ{l}c in b0(ξaξb) = Fab(vl), l 6= a, b,
condition b0(f) = 0 for f ∈ Bso(n), becomes for n = 2m or n = 2m+ 1:
b0(αij) = 0, with 1 ≤ i < j ≤ m:
αij(wi) = 0 (9.46)
αij(wi) = wj − wj (9.47)
αij(wj) = wi = −αij(wj) (9.48)
αij(wk) = 0 = αij(wk), k 6= i, j. (9.49)
b0(βlj) = 0, with 1 ≤ l < j ≤ m:
βij(wi) = 0 (9.50)
βij(wi) = −(wj + wj) (9.51)
βij(wj) = wi = βij(wj) (9.52)
βij(wk) = 0 = βij(wk), k 6= i, j. (9.53)
b0(γk) = 0, with 1 ≤ k ≤ m, and n = 2m+ 1, corresponds to:
γk(wk) = 0 (9.54)
γk(wk) = wm+1 (9.55)
γk(wm+1) = 2 wk (9.56)
γk(wl) = 0 = γk(wl), 1 ≤ l ≤ m, l 6= k. (9.57)
Now, we shall impose conditions (9.44)-(9.57) to get the final reduction. Recall
notation (5.1) and (5.2):
Lemma 9.6. If n = 2m or n = 2m + 1, equation (9.44) is equivalent to the
following identities (1 ≤ j ≤ m)
2(E00 +Hj)(wj) =
∑
1≤l<j
[
E−(εl+εj)(wl)− E(εl−εj)(wl)
]
(9.58)
+
∑
j<l≤m
[
E−(εj−εl)(wl)− E−(εj+εl)(wl)
]
− δn,odd E−εj (wm+1)
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and
2(E00 −Hj)(wj) =
∑
1≤l<j
[
E(εl+εj)(wl)− E−(εl−εj)(wl)
]
(9.59)
+
∑
j<l≤m
[
E(εj−εl)(wl)− E(εj+εl)(wl)
]
+ δn,odd Eεj (wm+1)
and for n = 2m+ 1 we we have the additional equation
E00(wm+1) =
∑
1≤l≤m
[
Eεl(wl)− E−εl(wl)
]
.
Proof. It follows by a straightforward computation, by considering a linear com-
bination of equation (9.44) for the cases where a is 2j and 2j − 1, and replacing
the vectors vi’s in terms of wi’s and wi’s. The last equation follows from (9.44) for
a = 2m+ 1. 
Proof of Theorem 5.1. Suppose that n = 2m or n = 2m + 1, with m ≥ 2. Case
n = 3 will be considered at the end of this proof.
Using (9.52) and (9.56), we have that wi 6= 0 implies wj 6= 0 for all i < j. Now,
we shall show that there are only two possible cases: wi 6= 0 for all i, or wi = 0
for all i. Suppose that wj 6= 0 for some j, and let j0 be the minimal index j such
that wj 6= 0. Then wj0 is a highest weight vector, by using (9.48), (9.52) and
(9.56). Now, suppose 1 < j0 ≤ m. Using (9.43), we have that equation (9.45), for
a = 1, b = 2 and c = 2j0 with j0 > 1, becomes
0 = F1,2(wj0 + wj0)− F1,2j0(w1 − w1)− i F2,2j0 (w1 − w1), (9.60)
and for a = 1, b = 2 and c = 2j0 − 1 with j0 > 1, it becomes
0 = i F1,2(wj0 − wj0) + F1,2j0−1(w1 + w1) + i F2,2j0−1(w1 − w1). (9.61)
Now, taking the linear combination (9.61) + i (9.60), and using (9.48) together
with (9.52), we have
H1(wj0 ) = −wj0 .
which is impossible for a highest weight vector. Similarly, if n is odd and j0 =
m+ 1, by considering (9.43), we have that equation (9.45), with a = 1, b = 2 and
c = 2m+ 1, becomes H1(wm+1) = −wm+1, getting a contradiction. Therefore, all
wi’s are zero or all of them are non-zero.
- If wi = 0 for all i, then wj 6= 0 for some j. Let j0 be the maximal one with this
property. As before, observe that wj0 is annihilated by the Borel subalgebra by
using (9.47), (9.49), (9.51), (9.55) and (9.57), hence wj0 is a highest weight vector.
Now, we shall prove that j0 = 1. Suppose that j0 > 1, then taking the linear
combination (9.61) − i (9.60), and using (9.48) together with (9.52), we have
H1(wj0) = −wj0 .
which is impossible for a highest weight vector. Therefore, in this case, the singular
vector has the form
~m =
(
ξ{2}c − i ξ{1}c
)
⊗ w1
as in part (a) of the statement of this theorem. Recall that w1 is a highest weight
vector of V = V (µ). It remains to find necessary and sufficient conditions on the
highest weight µ in order to get a singular vector of this form. Observe that we
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only have to impose (9.44) and (9.45). Using Lemma 9.6, we obtain that it reduces
to the following conditions:
E00(w1) = −H1(w1), and Hj(w1) = 0 for j > 1.
Hence µ = (−k; k, 0, . . . , 0), finishing part (a) of this theorem.
- If wi 6= 0 for all i, we should obtain part (b) of the present theorem. Using
(9.52), we have wj 6= 0 for all 1 < j ≤ m. It remains to prove that w1 6= 0. If not,
combining (9.47) and (9.51) we get a contradiction. Therefore, all wi’s and wj ’s are
non-zero. Observe that w1 is annihilated by the Borel subalgebra by using (9.46),
(9.49), (9.50), (9.53), (9.54) and (9.57). Therefore w1 is a highest weight vector of
V = V (µ). It remains to find conditions on the highest weight µ in order to get
a singular vector of this form, and we should also show that all wi’s and wj ’s are
fully determined by w1.
Let us compute µ. Using (9.43), we have that equation (9.45), with a = 1, b =
2j − 1 and c = 2j for j > 1, becomes
0 = F1,2j−1(wj + wj) + i F1,2j(wj − wj)− i F2j−1,2j(w1 − w1), (9.62)
and for a = 2, b = 2j − 1 and c = 2j for j > 1, it becomes
0 = F2,2j−1(wj + wj) + i F2,2j(wj − wj) + F2j−1,2j(w1 + w1). (9.63)
Now, taking the linear combination (9.62) − i (9.63), and using (9.48) together
with (9.52), we have
Hj(w1) = 0, for j > 1.
We have to compute E00(w1) and H1(w1). Observe that equation (9.59), for j = 1,
becomes
2(E00 −H1)(w1) =
∑
1<l≤m
[
E(ε1−εl)(wl)− E(ε1+εl)(wl)
]
+ δn,odd Eε1(wm+1)
=
∑
1<l≤m
[
α1l(wl − wl) + β1l(wl + wl)
]
+ δn,odd γ1(wm+1)
and inserting (9.48), (9.52) and (9.56) in the previous equation, we get
E00(w1) = H1(w1) + 2(m− 1) w1 + δn,odd w1.
proving, as the statement of this theorem, that w1 is a highest weight vector of the
cso(n)-module V with highest weight
(µ1 + 2(m− 1) + δn,odd;µ1, 0, . . . , 0), for µ1 ∈ Z>0. (9.64)
Now, we shall show that all wi’s and wj ’s are fully determined by w1.
Using (9.43), we have that equation (9.45), with a = 1, b = 2 and c = 2k− 1 for
k > 1, becomes
0 = H1(wk − wk) + F1,2k−1(w1 + w1) + i F2,2k−1(w1 − w1), (9.65)
and for a = 1, b = 2 and c = 2k for k > 1, it becomes
0 = i H1(wk + wk) + F1,2k(w1 + w1) + i F2,2k(w1 − w1). (9.66)
Now, taking the linear combination (9.65) − i (9.66), we have
0 = 2 H1(wk) + E−(ε1−εk)(w1) + (α1k − β1k)(w1),
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and using (9.47) together with (9.51), we obtain
0 = 2 H1(wk) + E−(ε1−εk)(w1) + 2 wk. (9.67)
Now, by applying β1k to (9.67) and using (9.52), it is possible to see that H1(wk) =
µ1 − 1 where µ1 was defined above as H1(w1) = µ1w1. Therefore, from (9.67), we
get
wk = −
1
2µ1
E−(ε1−εk)(w1), k > 1. (9.68)
In a similar way, by taking the linear combination (9.65) + i (9.66), we can deduce
wk =
1
2µ1
E−(ε1+εk)(w1), k > 1. (9.69)
In the odd case, taking (9.45) with a = 1, b = 2 and c = 2m + 1, it is possible to
deduce by a similar computation that
wm+1 = −
1
µ1
E−ε1(w1). (9.70)
Considering (9.58) for j = 1, and using (9.68), (9.69) and (9.70), we have that
2(E00 +H1)(w1) =
∑
1<l≤m
[
E−(ε1−εl)(wl)− E−(ε1+εl)(wl)
]
− δn,odd E−ε1(wm+1)
=
1
µ1
[ ∑
1<l≤m
E−(ε1+εl)E−(ε1−εl)(w1) + δn,odd E−ε1E−ε1 (w1)
]
Applying E(ε1+ε2) to the previous equation, we obtain
(E00 +H1)(w1) = (2(m− 2 + µ1) + δn,odd) w1 = (n− 4 + 2µ1) w1.
Therefore, we have
w1 = C
[ ∑
1<l≤m
E−(ε1+εl)E−(ε1−εl)(w1) + δn,odd E−ε1E−ε1(w1)
]
, (9.71)
where C = 12µ1 (n−4+2µ1) . Hence, equations (9.68)-(9.71) show that all wi’s and
wj ’s are fully determined by w1.
Conversely, using the expressions of wi’s and wj ’s, it is possible to prove, after
some lengthly computations, that the vector −→m in (9.42) satisfies equations (9.44)-
(9.57), finishing the proof of this lemma for n ≥ 4.
If n = 3, all the previous equations holds except for (9.71) for µ1 =
1
2 . More
precisely, the same reduction holds and we have the first family of singular vectors
−→m = (ξ{2}c − i ξ{1}c) ⊗ w1, where w1 is a highest weight vector of weight (−k; k),
but in this case k ∈ 12Z>0. The second family, corresponding to wi 6= 0 for all i, is
also present. In this case, using (9.64), w1 is a highest weight vector of the cso(3)-
module V , with highest weight (µ1+1;µ1), but in this case µ1 ∈
1
2Z>0. Now, using
(9.70) and (9.71), we have the complete expression of the singular vector −→m, that
is (in this case m = 1)
w2 = −
1
µ1
E−ε1(w1), w1 =
1
2µ1 (2µ1 − 1)
(
E−ε1E−ε1(w1)
)
, (9.72)
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but the last equation makes sense if µ1 6=
1
2 . Observe that in the particular case
µ1 =
1
2 , there is no singular vector of this form, because in this case the so(3)-
module V is the 2-dimensional module corresponding to the standard sl(2) ≃ so(3)
representation, and in this case w1 must be a linear combination of w1 and w2,
which is incompatible with (9.55) and (9.56). Finally observe that in the case
µ1 =
1
2 , that is the weight (
3
2 ;
1
2 ) that we discarded, there is a singular vector, and
it was found in Lemma 9.5, finishing the proof of Theorem 5.1. 
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