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的に解くことができる問題群であり [1, 2, 3, 4, 5]，この場合には解の最終的な
状態を予測することができる．2つ目は，問題を解析的に解くことが困難な問
題であり，その 1つとして解の評価が主観に依存する問題が挙げられる．具体
的には，芸術分野や教育分野などの問題に対応する [6, 7, 8, 9]．また，問題を
解析的に解くことが困難な問題の枠組みにおいては，評価関数を定義すること
ができるが，それが解析的な形式で表現されない問題もある．具体的には，株


















本論文では，この手法の導出のために，遺伝的アルゴリズム ([21, 22, 23, 24,
25, 26]，以降，GAと略す）に着目する．特にGAの中でも，多様性が高い超並列
遺伝的アルゴリズム (Massively Parallel model of Genetic Algorithm[27, 28]，



























ル型 GA を導出する．基礎実験として，性質の異なる 3 つの関数最適化問題
に SGA，MPGA，および提案WSモデル型 GAを適用し有効性を示す．
第 3章ではWSモデル型 GAの有効性を示すため，筑波大学第三エリア A


























(Parallel Distributed Genetic Algorithm[35, 36]，以降，PDGA と略す) の






























手法 分解能 収束速度 並列処理 染色体の多様性
SGA ○ ○ × ×
MPGA △ × ○ ○






PDGA の従来研究として，三木ら [35] の研究が挙げられる．三木らは






適化問題を解く際，細粒度近傍モデル (Cellular GA) と非同期型超並列遺伝
























Iinitialization Create an initial individual




Crossover Replacing a part of the two chromosomes
Mutation
Evaluation Evaluation of chromosomes by the evaluation index
Immigration Replace the chromosome between the groups
Output End condition is satisﬁed 
with the output
satisfy condition?
































MPGA ではこの PDGA のグループ間での入れ替え処理部分で，入れ替え
先グループを正方格子状に設定する．
以下，MPGAの処理過程を，グラフ理論に基づき定式化する．
(1) 染色体の集合を Sとする．この集合を I 個の分割
Si(i = 1; 2; : : : ; I,Si 6= Sj ; 8i 2 I; Si 6= ;)にグループ分けする．









(2)Connect groups in a grid (1) divide the chromosomes
                        in each groups
(4)Replace the chromosome 
adjacent to each other in 
a certain probability































MPGAは 2.2で示したように，頂点集合 Vとエッジの集合 Eで表され，
G：（V，E)，V = fS1;S2; : : : ; SIg (2.1)
Eは各 Si を格子状に接続する辺の集合となる．
このMPGAのグラフ構造にWSモデルを適用する場合，式 2.1と同様に頂
点集合 Vとエッジの集合 Eで表される．Eは各 Si と 2.4に示すようなサイク
ルグラフの接続となり，Eは設定されたショートカット率によりランダムに別









Group Edge that can chage chromosomes
Massively Parallel model of 
Genetic Algorithm
Watts and Strogatz model of 
Genetic Algorithm


























する．Rastrigin関数と Griewank関数では min(F(x)) = F (0; 0; : : : ; 0) = 0，










Interdependence of variables none have have







x2i   10 cos(2xi)

(2.2)
( 5:12  xi < 5:12)
で表される関数で，変数間の依存はなくそれぞれ独立した解が存在している．
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図 2.6に Rastrign関数を示す．図 2.6では２変数の場合を視覚化しており，
水平軸がそれぞれ変数となり垂直軸が値となる．








100(xi+1   x2i )2 + (1  xi)2

(2.3)






図 2.7 Rosenbrock 関数
Griewank関数は，






















図 2.8 Griewank 関数
図 2.9 Griewank関数の 0付近の拡大図
設定し，設定範囲を 220 に分割する．実験条件として変数を 20個設定し染色




Number of experiments 50
Number of chromosomes 256
Number of Generation 3000
Dimensions of X 20
Crossover ratio 70%
Mutation ratio 1%
Number of group - 16 16






















Rastrign function 33.05 35.69 35.57 40.36 23.06
Rosenbrock function 10.42 20.32 14.66 5.90 8.82









Rastrign function 70.41 69.47 70.56 69.86 68.13
Rosenbrock function 295.58 97.02 100.14 82.82 80.33
Griewank function 1.56 1.53 1.57 1.56 1.70
表 2.4 には最小値を示している．Rastrign 関数ではWS モデル型 GAp =
0:1 が最も良い結果を得ており，Rosenbrock 関数と Griewank 関数では，
p = 0:01 のWS モデル型 GA が最も良い結果を得ている．これにより，WS
モデル型 GAは他 2手法に比べ優れている事がわかる．
Rastrign 関数，Griewank 関数では大きな差は見られないが，Rosenbrock










準偏差の推移　WSGA p = 0:001
図 2.13 Rosenbrock関数における標









図 2.14 Rosenbrock関数における標準偏差の推移　WSGA p = 0:1
表 2.6 既存手法との比較実験
Rosenbrock　 D=2 Rosenbrock　 D=3
Conventional method　 1:68 10 4 2:63 10 3












































Input: Map, Contents of class
Output: Classroom arrangement which 




























































Snm 2 f1; 2;…; Smaxg (3.3)
Dnm 2 f1; 2;…; Dmaxg (3.4)
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Rnm 2 f1; 2;…; Rmaxg (3.5)
と定義する．ここでは，Smax = 6，Dmax = 2，Rmax = 8とする．Gnm は，染
色体 nにおけるm番目の遺伝子で，各授業の開始時間 Snm，時限数Dnm，教室

















Agent1 Agent2 Agent3 Agent4
1st period class1 class2 class3 class3
2nd period class4 class5 class3
3rd period class6 class6 class7
4th period class6 class6 class8 class8
5th period class9 class8 class8












式を取っている．本章のシステムで用いる GA では遺伝子 1 つが教室番号と
時限の情報を持っている．下に実際に使用している染色体の例を示す．
表 3.3 染色体の例
授業番号 1 2 3 … N
Cn 1 1 0 1 1 2 1 1 4 … 6 1 5
1 マス目がその授業の開始時限，2 マス目が連続する時限数，3 マス目が教










Iinitialization Create an initial individual
Change the part of 
the chromosome
Crossover Replacing a part of the two chromosomes
Mutation
Evaluation Evaluation of chromosomes by the evaluation index


















2;…; GjM ) (3.8)
と定義する．交叉は 2 点交叉を用いて最適化を行う．2 点交叉とはある交叉点


















2;…; Gjm; Gjm+1; Gjm+2;…; GjM ) (3.10)
式 (3.9), 式 (3.10) の交叉点 m から m+ 2 の交叉を行った場合，以下の




2;…; Gjm; Gjm+1; Gjm+2;…; GiM ) (3.11)



































Input: Map, Contents of class
Output: Classroom arrangement which 






































































1 :目的地までの X軸方向， Y軸方向の距離の割合に応じて移動方向（4
方向）を決定する














































N 個の頂点集合 V (= 1; 2; 3; : : : ; N) と，頂点の直積集合 E  V  V 
f(i; j) j i 2 V; j 2 V gを定義する．
V;E を使ってグラフ Gを以下のように定義する．
G = (V;E); (3.13)
このグラフは無向グラフであり (i; j) = (j; i)となる．
i; j の頂点間の長さを li;j と定義する．
ダイクストラ法は長さ li;j を入力とし，点 j = 2; : : : ; nに対する最短路１→
j の長さ Lj を求めるものである．
始点となる点１は
PL : L1 = 0 (3.14)
を所持しており，点 j = 2; : : : ; nは
TL : ~Lj = l1j (3.15)
と与える．点の集合をそれぞれ
PL = f1g ;TL = f2; 3; : : : ; ng (3.16)
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とおく．まず２から順番に TLから ~Lk を最小とする k探索し，Lk = ~Lk とす
る．TLから k を削除し，PLに追加する．TL = ;であるとき，Lj を出力し





提案システムでは，始点である点１と終点である点 N の間に N   2個の点
をランダムに配置し，経路を探索する．配置されるノードは
x1  a  xi  xN  a; y1  b  yi  yN  b; (3.17)
(a; bはマップの大きさによって変化する任意の数)を満たしている．E は限定
的に作成しており，make(i) = fj j lij < Fg（Fは定数）を満たす (i; j)で作























ノード数 100 150 200
均一ノード 26％ 58％ 88％
多重解像度配置 48％ 84％ 98％
表 3.5 平均距離の比較
ノード数 100 150 200
均一ノード 113.4 113.2 105.7











の全体図を図 3.11 を示す．今回，マップとして筑波大学第 3 学群 A 棟 2 階
のマップを利用している．8教室に対して，6時限 22個の授業を元に 250の
エージェントが 5 グループに分かれシミュレーションを行う．ここで GA で














な  の値を検証する．表 3.6に  の変化による平均単位時間，及び 1試行あ











マップに対し 200 個のノードを配置し実験を行った． を比較した所，
 = 0:6のものが最も良い平均単位時間を示しており，試行回数は  が大きく
なるほどに小さくなるものの，最も小さい  = 0:9のものと比べさほど大きく
なっていないので， = 0:6が本実験では最適と分かった． = 0:7以上で経























て，多様性を調整することのできるWS モデル型 GA が，他の SGA および
MPGAに比べて，この問題において適切に機能すると言える．
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表 3.7 教室配置最適化問題 GAによる比較
SGA MPGA WSGA











































図 3.10 筑波大学３ A棟２ F教室配置図
図 3.11 シミュレーションの全体図
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第 3章ではWSモデル型 GAの有効性を示すため，筑波大学第三学群 A棟
2階をモデルとした仮想空間を作成し，GAとマルチエージェントシミュレー
ションを融合した教室配置最適化システムを構築した．ここで，GA部には，
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