This paper examines the determinants of employment growth in metro areas. To obtain growth rates, we use a Markov-switching model that separates a city's growth path into two distinct phases (high and low), each with its own growth rate. The simple average growth rate over some period is, therefore, the weighted average of the high-phase and low-phase growth rates, with the weight being the frequency of the two phases. We estimate the effects of a variety of factors separately for the high-phase and low-phase growth rates, along with the frequency of the low phase. We find that growth in the high phase is related to human capital, industry mix, and average firm size. In contrast, we find that growth in the low phase is mostly related to industry mix, specifically, the relative importance of manufacturing. Finally, the frequency of the low phase appears to be related to the level of non-education human capital, but to none of the other variables. Overall, our results strongly reject the notion that city-level characteristics influence employment growth equally across the phases of the business cycle.
Introduction
Over the last two decades, a large empirical literature has focused on determining the characteristics associated with the growth of cities and other local markets (e.g., counties, metropolitan areas). Much of this work undoubtedly follows from the resurgence of growth theory and the corresponding empirical literature on cross-country growth. Because cities within the same country represent a rich cross section of economies with relatively similar cultural and institutional characteristics, they constitute an attractive sample that can be used to test growth theories. Moreover, given that the majority of the economic activity of the U.S. is located within urban areas, the growth of cities is also potentially important from the perspective of understanding aggregate U.S. economic performance.
Whereas most studies distinguish themselves by suggesting new explanatory variables, our contribution is a new approach for summarizing the economic performance of cities, which has usually focused on some measure of average growth over a given period. Our alternative is the Markov-switching approach of Hamilton (1989) , in which an economy's growth path is characterized as having two distinct phases (high and low), each with its own growth rate. Instead of there being one underlying structure to the economy-as summarized by the average growth rate-the Markov-switching approach allows for two underlying structures that the economy switches between. This approach is used frequently in analyses of national-level recession and expansion phases, and has been applied to state-level data by Owyang, Piger, and Wall (2005) .
To date, the Markov-switching approach has not been applied to city-level data, nor has it been used for serious analyses of the determinants of growth. The approach is potentially useful, however, for understanding city-level growth because the mechanisms that drive growth during a high phase may be very different from those driving growth during a low phase. For example, by reducing the likelihood of large movements in employment, industrial diversity might be more important for sustaining (or increasing) economic growth within a metropolitan area during bad times than in good times.
Similarly, if the employment dynamics of small firms are more volatile over the business cycle than those of large firms, cities with a large presence of small firms may experience stronger high phases, but also weaker low phases.
For the most part, studies of growth in cities have taken two approaches. This paper follows the first strand of the urban growth literature, although our analysis is informed by the second strand. In the first, the primary object of interest is some measure of growth that characterizes the entire local market (e.g., population, employment, aggregate income, per capita income). Typically, these studies estimate a series of regressions in an effort to identify which local market-level characteristics correlate significantly with one or more of these measures. Besides geographic differences (i.e., the rapid growth of the South and the West), much of this work has stressed the importance of human capital as a critical driver of growth over periods of several decades (Glaeser, Scheinkman, and Shleifer, 1995; Simon and Nardinelli, 2002; Glaeser, 2005a) .
The second approach looks at growth patterns of specific city-industries rather than entire cities. Doing so simply acknowledges that the determinants of city-level growth may be very different for different types of employers. Hence, what drives growth within the construction industry may be very different than what drives growth among law firms. Much of this literature has focused on the importance of industrial diversity-as opposed to industrial concentration-and the role of human capital. Glaeser et al. (1992) find that cities with diverse industrial compositions tend to experience faster growth among their dominant industries (i.e., those with the most employment), while Henderson (1997) finds evidence that the concentration of a particular industry tends to promote its own growth, at least among capital-goodproducing sectors (e.g., machinery, primary metals, transport equipment, electronics, instruments). Simon (2004) offers evidence that human capital is an important growth determinant, especially among skill-intensive industries (e.g., business services).
Our results reveal that studies that use overall average measures of performance mask a number of interesting differences between city-level growth phases in their relationships with perceived growth determinants. Most notably, human capital plays a significant role in driving growth during high phases, but not during low phases.
Metropolitan areas with abundant quantities of skilled individuals seem to grow faster during their high phases, but fare no better than human-capital-scarce metropolitan areas during their low phases. We also find that larger plants are associated with faster growth during high phases, but show no association with growth in low phases, and that the welldocumented negative correlation between manufacturing and job growth is much stronger during low phases. Overall, our results strongly reject the notion that city-level characteristics influence employment growth equally across both phases of the business cycle.
The remainder of the paper proceeds as follows: We describe our data set in Section 2 and the Markov-switching model in Section 3. Section 4 describes our estimates of high-phase and low-phase growth rates. In Section 5 we outline the specification of our growth equation, and Section 6 presents the results of our growth regression using average growth rates, estimated high-phase growth rates, and estimated low-phase growth rates. We describe the regression results for the estimated low-phase frequency in Section 7. Section 8 concludes.
Data
Our data are from the Current Employment Statistics (or 'payroll') survey of the Bureau of Labor Statistics. These data report quarterly estimates of total non-farm employment for all metropolitan areas in the country. 1 Because measures of employment can be extremely volatile among small cities, we restrict the sample to those with at least 200,000 in total employment as of the end of the sample time frame. Doing so produces a sample of 116 metropolitan areas. From this sample, we eliminate two metropolitan areas, Westchester County, NY, and Camden, NJ, because the geographic definitions we employ include the former as part of the New York metropolitan area and the latter as part of the Philadelphia metropolitan area. Our final sample, therefore, consists of 114 metropolitan areas.
Our sample period is 1990-2002. The starting date of the sample is restricted by the oft-found result that the national economy underwent a structural break in the early 1980s (Stock and Watson, 2003; Kim and Nelson, 1999) . Further, as found by Owyang, Piger, and Wall (2006) , the date at which the structural break occurred varies a great deal at the state level. In fact, they find that several states experienced their breaks in the late 1980s. To help ensure that our data cover only the post-break period, we begin our sample in 1990. Finally, the end of our sample period is determined by the availability of final, unrevisable data for metropolitan areas prior to the changes in metro area definitions imposed in 2004. Only through the end of 2002 do the data satisfy this requirement.
Employment growth varied a great deal across cities over our sample period. The average quarterly growth rate was 0.37 percent, with a standard deviation of 0.26. The slowest-growing metro area-Hartford, CT-saw its employment decline at an average rate of 0.16 percent per quarter, whereas the fastest-growing metro area-Las Vegas, NV-AZ-experienced average quarterly growth of 1.38 percent. Further evidence of this diversity is provided by Table 1 , which lists the top and bottom ten performers, and the Appendix, which lists all cities. Not surprisingly, the top performers are located primarily in the Sun Belt while the bottom performers tend to be in the Northeast.
The Markov-Switching Model
As an alternative to using the simple average growth rates as a measure of cities' economic performance, we use the Hamilton (1989) Markov-switching model, which describes the economy as switching between business cycle phases (high and low), each with its own average growth rate. Formally, let the growth rate of some measure of economic activity, , be described as follows:
where the growth rate of economic activity has mean t S μ , and deviations from this mean growth rate are created by the stochastic disturbance t ε . To capture the two phases, the mean growth rate in (1) is permitted to switch between two phases, where the switching is governed by a latent state variable,
When switches from 0 to 1, the growth rate of economic activity switches from to . Since , switches from 0 to 1 at times when economic activity switches from high-growth to low-growth states, or vice versa.
Because is unobserved, estimation of (1) requires restrictions on the probability process governing ; in this case, we assume that is a first-order two-state Markov chain. This means that any persistence in the state is completely summarized by the value of the state in the last period. Under this assumption, the probability process driving is captured by the transition probabilities
Markov-Switching Results
We estimate (1) using the multi-move Gibbs-sampling procedure implemented by Kim and Nelson (1998) for Bayesian estimation of Markov-switching models. 4 Briefly, the Gibbs sampler draws iteratively from the conditional posterior distribution of each parameter (including the , for t = 1,...,T) given the data and the draws of the other parameters of the model. These draws form an ergodic Markov chain whose distribution converges to the joint posterior distribution of the parameters given the data. In simulating this posterior distribution, we discard the first 2,000 draws to ensure convergence. Descriptive statistics regarding the sample posterior distributions are then based on an additional 10,000 draws. 
Results for Selected Cities
To illustrate how the Markov-switching model separates cities' growth paths into high and low phases, consider six cities that are roughly representative of the sample: New York, NY; Phoenix-Mesa, AZ; Cleveland-Lorain-Elyria, OH; Sacramento, CA;
Albany-Schenectady-Troy, NY; and Mobile, AL. The quarterly growth rate series for these cities are provided by Figure 1 , which also shows the high-phase and low-phase growth rates as estimated by the Markov-switching model.
The wide variety of city-level experiences is readily apparent from the figures.
First, the cities differ a great deal in the levels of and the spread between their high-phase and low-phase growth rates. New York, for example, experienced relatively modest 5 Bayesian estimation requires that we specify prior distributions for the model parameters. These priors would imply means of 0.9 and 0.8 and standard deviations of 0.09 and 0.12, respectively. The variance parameter, , has an improper inverted-Gamma distribution. This prior distribution is improper in the context of O'Hagan (1994, p. 245) in that it specifies a distribution with infinite moments. However, this prior yields a proper posterior distribution (Albert and Chib, 1993; and O'Hagan, 1994, p. 292 ).
2 ε σ growth during high phases and suffered deep low phases. 6 Phoenix-Mesa had the opposite experience: its high-phase growth rate was more than three times that of New York, and its low-phase growth rate was nearly as high as New York's high-phase growth rate. In fact, because the level of employment in Phoenix-Mesa (and several other cities) tends not to recede, even during its low phase, we cannot refer generally to city-level low phases as "recessions," as is done when describing the national business cycle.
The growth experiences of the other four cities were less extreme than for New York and Phoenix-Mesa, but also demonstrate the variety of estimated high-phase and low-phase growth rates: While the high phases in Cleveland-Lorain-Elyria were not as robust as in New York, its low phases were not as deep, although they were noticeably deeper than they were for the other four cities. Sacramento saw faster growth in both phases than Cleveland, as did Albany-Schenectady-Troy, although, for the latter, the difference between the phases was relatively small. Mobile was the most average of these six cities, with high-phase and low-phase growth rates close to the means across our sample cities.
Along with the two phase growth rates, overall economic performance depends on the relative occurrence of the two phases. Put simply, the model determines the probability that a city is in the low phase for any time period by comparing the actual growth rate to the two phase growth rates, while also accounting for the persistence of the series. The results of this estimation for the six cities are provided by Figure 2 . For reference, the panels include shaded areas to indicate periods of national recession as 6 Note that our results are not driven by single-quarter spikes in employment growth such as the one for New York following the Sept. 11, 2001, terror attacks. The model takes account of persistence, and onequarter shocks like that for New York in Q4.2001 are treated as stochastic occurrences, as in equation (1). determined by the NBER Business Cycle Dating Committee, of which there were two: Q3.1990 to Q1.1991 and Q1.2001 to Q4.2001 . From the figure it is clear that the model is able to differentiate easily between the two phases in that the low-phase probabilities tend to shift sharply between values close to zero and one.
There were significant differences in both the frequency and timing of city-level low phases. New York's low phase lasted more than a year beyond the end of the 1990- Some cities either did not have low phases during periods of national recession or had low phases of their own that were not widespread across the nation. Sacramento, for example, did not even enter its low phase until after the 1990-91 NBER recession had ended, and the city completely missed the 2001 recession. Mobile, on the other hand, missed the first national recession but saw the second. Albany-Schenectady-Troy had the worst luck of the six cities in that it was hit by the two NBER recessions and an idiosyncratic low phase in 1995-96.
Results for All Cities
A few summary statistics describing the growth rates within each of the two phases, along with overall average rates of growth, appear in Table 2 . From them, we can see that while low phases are indeed periods of slower employment growth than are high phases-the average low-phase growth rate is -0.38 percent per quarter and the average high-phase growth rate is 0.63 percent-there is a fair amount of variation within the sample. Low-phase growth rates range from -2.36 percent to 0.39 percent; highphase rates extend from 0.07 percent to 1.76 percent.
Although cities did tend to experience decreases in their employment levels during low phases, some actually continued to grow during them, as described above for Phoenix-Mesa. This result can also be seen in Table 3 , which identifies the cities with the highest and lowest estimated growth rates in each business cycle phase. 7
Metropolitan areas located in the South and the West, not surprisingly, tend to have had the highest rates of growth across both phases. Las Vegas, for instance, had the highest high-phase growth rate, 1.76 percent per quarter, while Knoxville, TN, had the highest low-phase growth rate, 0.39 percent per quarter. The slowest growers in either phase, on the other hand, tended to be located in states lying within the northeastern quadrant of the country, such as New York, New Jersey, Massachusetts, Connecticut, and Ohio, although some cities in the South and the West (e.g., San Francisco, Sarasota-Bradenton, San Jose) had relatively poor performance during their low phases. 8
There is a fair amount of overlap between the two sets of phase growth rates.
Cities that grew the fastest during their high phases also tended to grow fastest during their low phases. This can be seen more formally from the correlation between the two sets of growth rates across the 114 cities in the sample: 0.46. There is also some overlap with overall rates of growth. The correlation between low-phase growth rates and overall average growth is 0.61; the correlation between high-phase growth rates and overall 7 The estimated phase growth rates for all cities are in the second and third columns of numbers in a table in the Appendix. 8 The average low-phase growth rates by region are: Northeast, -0.66; Midwest, -0.4; South, -0.29; West, -0.23. The average high-phase growth rates by region are: Northeast, 0.37; Midwest, 0.49; South, 0.74; West, 0.87. average growth is 0.88. This result is also apparent from Table 3 : Many of the fastest (slowest) growers overall are also among the fastest (slowest) growers in each phase.
Growth Regressions-Specification
Our intent is to determine the extent to which a set of variables commonly considered to be determinants of growth are associated with our two phase growth rates.
To do so, we follow a conventional approach. For each growth rate we estimate a series of regressions in which the growth rate of city c, c μ , is expressed as
where δ is a constant, c X is a vector of city-specific characteristics, and is a residual.
Among the covariates we consider in are some of the most commonly used in existing studies.
The variables in X are: total resident population and population density, both expressed in logarithms; the fraction of the population 25 years of age or older with a high school diploma and the fraction with a bachelor's degree; fractions of the population that are non-white and foreign-born; shares of total employment accounted for by manufacturing, services, and finance, insurance, and real estate (FIRE); the percentage of the local labor force covered by union contracts; the logarithm of average establishment size, based on establishments from all non-government industries; an index of industrial diversity, described below; region dummies; and three variables characterizing a city's climate (average January temperature, average July temperature, and average annual precipitation). 10 Because the dependent variable, c μ , is a rate of growth for the period 1990-2002, we take 1990 values of the covariates to avoid endogeneity. 11
The rationale for considering each of these quantities is straightforward. The two scale variables-population and density-are meant to capture whether agglomeration effects on productivity translate into faster growth over time, or whether the diseconomies associated with city size (e.g., congestion, high wages, high rents) produce slower growth. The high school, college, non-white, and foreign-born percentages are intended to isolate the effects of human capital, while the three industry shares account for the differential growth rates of certain sectors (especially manufacturing as opposed to services) in recent decades. 12 Union activity, of course, directly affects hiring and firing decisions of employers, and so may influence employment growth.
We include average establishment size to account for the influence of the plantsize distribution on growth. Glaeser et al. (1992) and Rosenthal and Strange (2003) , for example, have found that a larger presence of small plants, which is presumably associated with greater competition, has a positive effect on the growth of specific industries. In addition, because previous work has stressed the importance of industrial diversity (i.e., 'Jacobs externalities') in driving economic growth (e.g., Glaeser et al., 1992) , we include a measure of heterogeneity in the analysis. We quantify diversity using the following 'Dixit-Stiglitz' index, based upon 4-digit employment data from County Business Patterns: Finally, given that there has been such strong regional variation in city-level growth in the past half century, we attempt to control for these effects with region dummies and climate features. Climate, of course, represents a potentially important amenity driving growth (e.g., Glaeser, Kolko, and Saiz, 2001 ). 13
Growth Regressions-Results
Before applying the empirical model to the phase growth rates, we apply it to overall average employment growth. Measures of this type, of course, form the basis of the extant literature on the determinants (or, at least, correlates) of economic growth in cities. After establishing these baseline results, we use the same empirical model for analyzing separately the high-phase and low-phase growth rates. Based on the correlation between high-phase and low-phase growth rates reported previously, 0.46, there is some indication that growth may be very different across the two phases. 13 Although regional indicators should pick up some of the variation in climate across metropolitan areas throughout the U.S. (the South is, after all, warmer than the Northeast on average), they do so only incompletely because regions tend to be extremely large. For example, Seattle, WA, and Phoenix, AZ, are both located in the West region. Seattle averages 40 degrees in January, 65.2 degrees in July, and 37.19 inches of precipitation. Phoenix averages 53.6 degrees in January, 93.5 degrees in July, and 7.66 inches of precipitation.
Although this association is certainly positive and significant, it is far from perfect.
Hence, there may be different characteristics of cities driving growth during each phase.
To explore this possibility, we estimate a growth equation separately for the high-phase and low-phase growth rates.
Average Growth Rates
Results for the average growth rates appear in Table 4 , the first column of which reports estimates from our most general specification of equation (2), which includes all of the regressors described above. On the whole, they demonstrate a number of patterns that have already been well documented. The college fraction, for example, produces a significantly positive coefficient suggesting that higher levels of human capital tend to be associated with faster rates of employment growth. The fraction of a metropolitan area's resident population that is non-white generates a significantly negative coefficient, which may also reflect a human capital effect. In particular, racial minorities may possess lower levels of human capital for reasons that differ from lower levels of education per se, such as less work experience due to greater instability in their job histories.
Among the three industry shares and the three local labor market characteristics (unionization, industrial diversity, and average plant size), only the manufacturing share is significantly associated with average employment growth. Larger fractions of employment initially engaged in manufacturing tend to be accompanied by lower rates of growth subsequently, which is quite reasonable in light of the decline in manufacturing employment over the last several decades.
From the estimated region and climate coefficients, we see that metropolitan areas in the Northeast region grew substantially more slowly than those in the rest of the U.S., and that cities with higher average July temperatures grew faster than those with cooler climates. Although they are not significant, the coefficients also suggest that cities with warmer January temperatures and less precipitation exhibited faster growth, and that metropolitan areas in the South and West grew faster than those in either the Midwest or the Northeast. 14 All of these results are quite standard.
We find little association between growth and either of our scale measures.
Hence, while large, dense urban areas tend to be characterized by higher productivity, they do not grow faster than smaller markets. There is also little evidence that employment growth is associated with the presence of foreign-born individuals or high rates of unionization, at least after accounting for industrial composition and geographic effects. We see little association between growth and the share of FIRE in total employment, suggesting that, although this sector may have helped underlie the success of some cities in the U.S. (e.g., Boston and New York-see Glaeser, 2005a Glaeser, , 2005b in recent decades, it did not impart a boost to all cities during the 1990-2002 period. There is also little association between our index of industrial diversity and growth. As such, we do not find any evidence of Jacobs externalities on overall metropolitan area-level employment growth. In addition, employment growth is not significantly tied to average establishment size. Both of these results stand somewhat at odds with the findings of 14 Mean average growth rates across metropolitan areas by region are: Northeast, 0.11; Midwest, 0.29; South, 0.49; West, 0.54. Glaeser et al. (1992) , who find that industries in cities with diverse economies and relatively small firms grow faster. 15 In an attempt to gauge the robustness of these findings, the remaining columns in Table 4 report the results from a number of different specifications in which groups of 'related' regressors have been dropped. For example, the second column drops the two scale variables, whereas the third drops the two education variables. This exercise also helps to provide a sense of the overall significance of certain types of characteristics (e.g., scale or education) rather than each individual variable. F-statistics from formal tests of significance of the variables that are dropped from the general model appear in the final row of the table.
In the six reported alternative specifications, we drop the following sets of variables: density and population; high school and college completion fractions; nonwhite and foreign-born percentages; industry shares; labor market characteristics;
regional effects and climate. Based on the reported F-statistics, three of these groups are jointly significant: the non-white and foreign-born percentages; the three industry shares;
and regional effects and climate. Education, interestingly, is not significant at conventional levels (the p-value is 0.11), although this result likely stems from the insignificance of the high school fraction.
As for the robustness of the estimated coefficients from the general specification, the same basic conclusions can be drawn from nearly all of the alternative specifications.
To be sure, there are instances in which some of the coefficients change sign and either lose or gain statistical significance (e.g., the final specification, VII, which drops the region and climate variables), but these tend to be confined to specifications that drop variables that are jointly significant. We are, therefore, somewhat skeptical of the results from these alternative regressions.
High-Phase Growth Rates
Our results for the high-phase growth rates are in Table 5 . Looking first at the estimates from the general model reported in the first column, many of the results look similar to those derived from the average growth rates. The college fraction and average July temperature both enter positively and significantly, while the non-white fraction and manufacturing share each produce significantly negative coefficients. Hence, cities with greater supplies of skills, warmer climates, and smaller shares of manufacturing in total employment experienced stronger high-phase growth between 1990 and 2002. 16 There are, however, some notable differences between these findings and those for the average growth rates in Table 4 . To begin, although we still find evidence that average growth and high-phase growth tended to be faster in the South and the West than in the Northeast and the Midwest, we find that employment expanded significantly faster during high phases in the West than in other parts of the country. Across the majority of the specifications, we see a significantly positive coefficient on the West region dummy. 17 Recall from Table 4 that we did not see a significant West region effect in average rates of growth. On the other hand, recall that metropolitan areas in the Northeast exhibited significantly slower average growth. Yet, we find only limited evidence that that they grew at significantly slower rates during high phases. All but one of the coefficients for the Northeast region are insignificant.
A second difference with the average growth results concerns the role of average establishment size. As noted above, much of the urban literature has argued that small firms tend to be associated with faster growth because they enhance competition and, thus, productivity over time. We found no significant relationship between average plant size and average growth, which, of course, offers only limited evidence against the hypothesis that small firms generate faster employment growth. From Table 5 , however, we see stronger evidence against this hypothesis: there is a significantly positive association between average establishment size and growth during high phases. Cities organized around larger employers tend to grow faster during high phases than do those with smaller firms. Based on the magnitude of the estimated coefficient, the association is quite large. On average, doubling the average number of employees per establishment tends to be accompanied by a 0.45 percentage point increase in a city's quarterly rate of employment growth in the high phase.
The results in the remainder of Table 5 mostly reinforce the conclusions from model I. Many of the coefficients that are significant in the general model, I, tend to be significant in the alternative specifications as well. As for the joint significance of certain variables, we again find that the non-white and foreign-born variables, the three industry composition variables, and the region indicators and climate characteristics are jointly significant, just as they were with the average growth results. In addition, we now see that the two education measures (high school share and college share) are significant.
Given that these two variables were not jointly significant in the average growth regressions, this result suggests that education may be more important in high phases than it is for overall growth. Finally, although average plant size is individually significant in several of the specifications, the three labor market variables as a group are jointly insignificant (the p-value is 0.12).
Overall, the results indicate a significant difference between the coefficients estimated in the average growth regressions and those estimated using the high-phase growth rates. A Wald test of the equivalence of the coefficients in our longest specification, I, across Tables 4 and 5 soundly rejects the null that the two sets of parameters are the same: the test statistic (p-value) is 5.88 (0).
Low-Phase Growth Rates
Turning to the low-phase growth rate results in Table 6 , we see a very different set of significant coefficients than we found for the high-phase growth rate. Most notably, neither the college fraction nor the non-white percentage of the population is significant. This conclusion follows from both the individual coefficients as well as the joint tests reported at the bottom of columns III and IV. If we, once again, interpret these variables as measuring the human capital of the local population, these findings offer little evidence that human-capital-abundant metropolitan areas experience milder low phases than human-capital-poor ones. This result is somewhat surprising because highly educated workers tend to experience lower rates of job displacement and unemployment than less-educated workers. 18 Hence, one might expect to see fewer job losses (i.e., higher employment growth) in highly educated cities than in less-educated cities. We find little support for this idea.
The variable that offers the strongest association with high-phase growth is the manufacturing share of total employment. All of the estimated coefficients for this quantity are individually significant and roughly of the same magnitude. In particular, they suggest that a 10-percentage-point rise in manufacturing's share of total employment corresponds to between a 0.3-and 0.4-percentage-point decrease in the rate of growth that a city experiences while in the low phase. Recall that, although we also found a negative association between manufacturing and high-phase growth, it was much weaker:
on the order of one third as high. The same 10 percentage point increase in the manufacturing share is associated with a 0.1-to 0.13-percentage-point decline in the average rate of growth in the high phase. Therefore, manufacturing's well-established drag on employment growth is much stronger during low phases than during high phases.
The region indicators and climate variables offer only limited explanatory power.
Individually, only annual precipitation produces a significant association, and as a group, we cannot reject the hypothesis that all six variables enter negligibly. Nevertheless, the point estimates from the region dummies may provide some interesting insights into geographic patterns of low-phase growth. Recall that high-phase growth in the West was significantly higher than in the remainder of the country, even though average growth was not. The reason for this discrepancy very likely involves growth during low phases.
Although it is not significant, the West region indicator produces a negative coefficient, 18 Recent data on unemployment rates by educational attainment level is reported by the BLS at <http://www.bls.gov/news.release/empsit.t04.htm>.
suggesting that low phases might have been somewhat worse in western metropolitan areas than in the South. As a consequence, overall average growth was not significantly different in this region, conditional on all of the regressors considered.
Similarly, we see an insignificant association between low-phase growth and average plant size, which helps to explain why the correlation between average growth and average plant size was insignificant despite the significantly positive association with high-phase growth. Interestingly, the point estimate is mostly positive across all of the specifications, suggesting that small firms may indeed experience greater rates of job loss during low phases than do large firms. On the other hand, we also find that small firms are associated with lower rates of job increases during high phases.
As with all of the other results, we see no association between low-phase growth and either rates of union coverage or the extent of industrial diversity. This latter result suggests that while cities with more heterogeneous economies might experience lower rates of unemployment (e.g., Simon, 1988) , their low phases are not milder in terms of higher rates of employment growth.
These results, too, are significantly different from those established above, both for average growth and high-phase growth. Wald tests reject the equivalence of the coefficients in Tables 4 and 6 and those in Tables 5 and 6 . 19 Growth correlates, therefore, are sensitive to the phase of the business cycle.
Low-Phase Frequency
Recall that overall performance, as measured by the average growth rate, is the average of the two phase growth rates weighted by the frequency of the low phase. Thus, in a Markov-switching environment, it is just as important to understand the determinants of the frequency of the phases as it is to understand those of the growth rates. More information about the top and bottom of the distribution of low-phase frequencies can be gathered from Table 7 , which reports the cities with the 10 highest and lowest frequencies. 21 Some of the metropolitan areas behaved just as one might expect, at least in the sense that some cities with particularly high rates of average growth (e.g.,
Austin-San Marcos, TX, and Sarasota-Bradenton, FL) spent relatively little time in the low phase, whereas some slow growers (e.g., Honolulu, HI) spent a large fraction of time 20 In contrast, according to the NBER, the national economy was in recession 13.5 percent of the time. 21 The low-phase frequencies for all cities are in the last column in a Overall, the correlation between average growth and low-phase frequency is only 0.06 and does not differ statistically from zero.
What types of characteristics are associated with time spent in a low-growth phase? Table 8 reports results from regressions of low-phase frequencies on the same variables considered in the growth regressions. What they show, overwhelmingly, is a general lack of significant correlations. Other than average January temperature, the only consistently significant regressor is the non-white fraction, which tends to scale positively with low-phase frequency. Again, if we interpret this variable in terms of human capital, this result suggests that less-skilled cities are in low phases more frequently. Intuitively, of course, this result is quite reasonable because less-skilled workers tend to experience worse labor market outcomes than more-skilled workers. At the same time, neither of our two education measures produces significant coefficients (although each one is negative), so the importance of human capital in explaining low-phase frequencies is not altogether straightforward. 22 We should note that for some small number of cities our model does not do as good a job in separating the business cycle into two distinct phases as it did for the six sample cities. The experience of Philadelphia, for example, is probably more appropriately described as having three phases. The downturn in the early 1990s was so deep that the model characterizes the much shallower downturn of 2000-2001 as being in the high phase, which accounts for the infrequency of the low phase for Philadelphia. Put another way, it is likely that a three-phase model would characterize the early 1990s period as a medium phase. Presently, however, we are not particularly interested in fit and, because we have no reason to believe that any error of this sort is related to any of our explanatory variables, our findings should not be biased as a result.
Very few of the remaining regressors listed in the table show any 
Conclusions
This paper examined the determinants of employment growth in metro areas using a Markov-switching model to separate cities' growth paths into high and low phases, each with its own growth rate. We estimated the effects of a variety factors separately for the average growth rate, the high-phase growth rate, the low-phase growth rate, and the low-phase frequency; and found very different sets of statistically significant variables across the four dependent variables.
One characterization of our results is that the growth determinants used in the urban growth literature seem much better at explaining high-phase growth than lowphase growth or the frequency of low phases. This might be seen as a Tolstoy theorem of urban growth: Happy cities are all alike; every unhappy city is unhappy in its own way. 23 Specifically, we found that growth in the high phase is related to several of the usual variables-human capital, industry mix, and average firm size-but that low-phase growth is related only to the relative importance of manufacturing. Finally, the lowphase frequency appears to be related to the level of non-education human capital, but to none of the other variables. 23 We thank Ed Coulson for suggesting this interpretation. There are seven metropolitan areas in New England for which the BLS reports data at the metropolitan statistical area (MSA) or primary metropolitan statistical area (PMSA) level (Boston, Hartford, New Haven-Meriden, Providence-Fall River-Warwick, Springfield, Stamford-Norwalk, and Worcester). Because MSAs and PMSAs in New England are based on towns rather than counties, counties often have parts lying in different metro areas. Because most of the data used in the analysis are reported at the county level, we have to construct approximations of all of the non-employment variables for these seven New England metro areas. We do so by aggregating all counties with some part lying in an MSA or PMSA. In practice, of course, this procedure implies that certain counties are counted as part of more than one metro area.
Appendix
Because metropolitan areas frequently cross state boundaries, and U.S. Census regions are based on states, some metropolitan areas have parts lying in more than one region. We handle these cases by assigning them to the region in which the majority of their populations reside.
Unionization rates at the metropolitan area level are based upon state-level rates reported by Hirsch, Macpherson, and Vroman (2001) . These can be accessed at <www.unionstats.com>. Metropolitan-area-level union rates are calculated as weighted averages of their constituent state-level rates, where the weights are given by the fraction of each metro area's labor force located in each state.
County Business Patterns provides data covering total employment and numbers of establishments for most non-governmental industries at a 4-digit level of aggregation. Due to disclosure restrictions, employment is sometimes reported as a range: 0-19; 20-99; 100-249; 250-499; 500-999; 1,000-2,499; 2,500-4,999; 5,000-9,999; 10,000-24,999; 25,000-49,999; 50,000-99,999; 100,000 or more. Where this occurs, we impute the employment level by taking the midpoint of the range. The largest range was not reported for any of the county-industries in the sample. Total employment in a metropolitan area is calculated by summing the employment levels across all industries so that employment shares sum to 1. 1990 Q2.1991 Q2.1992 Q2.1993 Q2.1994 Q2.1995 Q2.1996 Q2.1997 Q2.1998 Q2.1999 Q2.2000 Q2.2001 Q2.2002 Phoenix-Mesa 1990 Q2.1991 Q2.1992 Q2.1993 Q2.1994 Q2.1995 Q2.1996 Q2.1997 Q2.1998 Q2.1999 Q2.2000 Q2.2001 Q2.2002 1990 Q2.1991 Q2.1992 Q2.1993 Q2.1994 Q2.1995 Q2.1996 Q2.1997 Q2.1998 Q2.1999 Q2.2000 Q2.2001 Q2.2002 1990 Q2.1991 Q2.1992 Q2.1993 Q2.1994 Q2.1995 Q2.1996 Q2.1997 Q2.1998 Q2.1999 Q2.2000 Q2.2001 Q2.2002 Mobile 5 1990 Q2.1991 Q2.1992 Q2.1993 Q2.1994 Q2.1995 Q2.1996 Q2.1997 Q2.1998 Q2.1999 Q2.2000 Q2.2001 Q2.2002 -2.
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