We imaged fast optical changes associated with evoked neural activation in the dorsal brainstem of anesthetized rats, using a novel imaging device. The imager consisted of a gradient-index (GRIN) lens, a microscope objective, and a miniature charged-coupled device (CCD) video camera. We placed the probe in contact with tissue above cardiorespiratory areas of the nucleus of the solitary tract and illuminated the tissue with 780-nm light through flexible fibers around the probe perimeter. The focus depth was adjusted by moving the camera and microscope objective relative to the fixed GRIN lens. Back-scattered light images were relayed through the GRIN lens to the CCD camera. Video frames were digitized at 100 frames per second, along with tracheal pressure, arterial blood pressure, and electrocardiogram signals recorded at 1 kHz per channel. A macroelectrode placed under the GRIN lens recorded field potentials from the imaged area. Aortic, vagal, and superior laryngeal nerves were dissected free of surrounding tissue within the neck. Separate shocks to each dissected nerve elicited evoked electrical responses and caused localized optical activity patterns. The optical response was modeled by four distinct temporal components corresponding to putative physical mechanisms underlying scattered light changes. Region-of-interest analysis revealed image areas which were dominated by one or more of the different time-course components, some of which were also optimally recorded at different tissue depths. Two slow optical components appear to correspond to hemodynamic responses to metabolic demand associated with activation. Two fast optical components paralleled electrical evoked responses.
INTRODUCTION
The function of neuronal networks depends on dynamic spatial and temporal patterns of activation spanning many individual cells. Serial single-unit recordings have provided important insights into neuronal function, yet they are inherently limited in their inability to probe real-time spatiotemporal aspects of network function. Studies of sensory, motor, or autonomic control regions typically require arduous probing with microwire or sharp glass electrodes to record from cell populations involved in such processes. These procedures are selective in their sampling and may miss important aspects of correlated function within a network. Locating cells for individual electrophysiological study is typically a blind and somewhat stochastic process that might be greatly enhanced through imaging procedures which detect neural-activity-dependent changes in tissue properties.
Methods that allow simultaneous recording from large cell populations while allowing resolution for single cells or small functionally related cell clusters are of potentially great significance. Electrode arrays have become increasingly sophisticated and have achieved higher density, but still provide rather sparse sampling (Rousche et al., 1999; Jones and Barth, 1999; Chapin and Nicholelis, 1999) . Arrays for studies of intact tissue require vigorous insertion techniques (e.g., the pneumatic driver marketed by Bionics, Inc., UT), and progressive changes in the tissue limit the utility of electrode arrays for chronic recording (Bragin et al., 2000) . The most dense electrode arrays provide in-plane sampling with 100-to 150-m increments, sometimes with greater density across depth. Although electrical signals provide better signal to noise, sam-pling density with electrode arrays is typically much less than the micrometer scale possible in principle with optical techniques. With further technical improvements in spatial resolution and sensitivity, optical techniques may achieve recording quality comparable to microelectrode array techniques, with better spatial resolution and without penetrating the tissue.
Imaging procedures based on intrinsic optical signals for assessing neural activity in vivo have produced remarkable maps of the functional microscopic architecture of neural networks. However, such studies are typically limited to slow measurements dominated by hemodynamic changes recorded from tissue near the surface (Grinvald et al., 1986 (Grinvald et al., , 1988 . Functional dyes have unique advantages for mapping fast neural responses over a large area. Dyes have been developed with fluorescence or absorbance properties that vary with cell membrane potential or cytoplasmic ions. Some of these can track the characteristic dynamics of neural function with high contrast. For short-term studies, voltage-sensitive dyes are particularly useful (Orbach et al., 1985) . New developments have provided voltage-sensitive dyes that are easier to administer and result in less tissue damage for longer recording periods (Tsodyks et al., 1999; Shoham et al., 1999) . Multiphoton fluorescence techniques also reduce problems with photic damage (Xu et al., 1996) . By using functional dyes, it is sometimes possible to label individual neurons involved in neurophysiological responses, perhaps achieving greater correlation to single-unit electrical recordings. However, delivery of such indicator or contrast agents is problematic for in vivo studies and precludes imaging for long periods in freely behaving animals (Rector et al., 1991) . Thus, it is important to develop alternative methods.
Fast intrinsic optical responses, synchronous with electrical spike and evoked activity, have been observed in isolated nerve preparations, tissue slices, and explants using single-channel photodiode detectors or arrays (Cohen, 1973; Tasaki and Byrne, 1992; Salzberg et al., 1985) . Optical signals in vivo are more complex; fast scattered light changes (or dye-dependent signals) are superimposed on hemodynamic responses, and optical influences from tissue outside the active area may influence or obscure local signals. Fast optical signals have been observed in vivo using a photodiode detector without using dyes (Rector et al., 1997a) , but previous studies have not achieved the sensitivity and resolution required for dynamic imaging.
To image rapid intrinsic optical changes in vivo, and to better visualize activity below the surface, we developed a variable-focus, high-performance image probe (Rector et al., 1997b (Rector et al., , 1999 and used it to detect lowlevel (10 Ϫ5 to 10 Ϫ4 ), rapid optical responses in rat dorsal brain stem. Illumination around the perimeter of the image field mimicked dark-field techniques, minimized specular surface reflectance, and enhanced scattered light changes below the tissue surface (Stepnoski et al., 1991; Holthoff and Witte, 1996; Rector et al., 1999) .
Neurons within the nucleus of the solitary tract (NTS) at the rostrocaudal level of the area postrema are situated at the first synapse of peripheral cardiovascular primary afferent input and participate in cardiorespiratory control. These neurons receive monosynaptic and multisynaptic input from receptors enervating the heart and great vessels, lungs, larynx, pharynx, and carotid sinus regions (Lowey, 1990) and may be excited and/or inhibited by single shocks to the aortic, vagal, superior laryngeal, or carotid sinus nerves (Donoghue et al., 1985; Mifflin et al., 1988; Mifflin, 1993; Rogers et al., 1993 Rogers et al., , 1996 Lipski et al., 1975; Seagard et al., 1995) .
In these experiments, the nerves were dissected free of surrounding tissue and were electrically stimulated several centimeters away from the recording site. Single shocks to individual nerves elicited electrical responses within the dorsal brain stem, accompanied by localized optical activity patterns. Dynamic imaging revealed familiar hemodynamic response components as well as fast intrinsic optical signals that closely track the electrical dynamics of neurophysiological activation.
MATERIALS AND METHODS
General surgical and physiological preparation methods have been described previously (Rogers et al., 1993) . Twenty-five male rats (250 -450 g, 1 per experiment) were anesthetized with urethane (1.3 g/kg, ip), and the femoral artery and vein were cannulated. A tracheotomy was performed for artificial ventilation, and the right cervical vagus nerve bundle was dissected to identify and isolate the vagus (VN), aortic nerve (AN), and superior laryngeal nerve (SLN) from the surrounding tissue. Animals were placed in a stereotaxic apparatus and suspended from a cervical vertebra. The head was ventroflexed ϳ60°, and the overlying dural sheet was removed. The AN, VN, and SLN each were placed sequentially on bipolar stimulating hook electrodes. To minimize potential movement artifact from respiratory musculature, some animals were paralyzed (vecuronium bromide, 0.5 mg/kg iv boluses, 40 min apart) and a pneumothorax was performed. We later determined that paralysis was not necessary to observe the optical signals.
The endoscope probe, described in detail elsewhere (Rector et al., 1999) , was placed on the brain-stem surface overlying the NTS (Figs. 1 and 2 ). The image probe was gently placed on the dural surface of the tissue. We monitored images and optical dynamics during probe placement. Initial contact with the tissue surface at one or more locations was evident in the images. Typically an additional 100 m of travel resulted in a uniform image field while suppressing large oscillations associated with movement of vessels. This strategy ensured a stable interface, while minimizing compression and allowing continued tissue perfusion.
Illumination light from a 780-nm diode laser array was conveyed by plastic optical fibers that surrounded the perimeter of the probe. Light returning from the tissue entered a 3-mm-diameter gradient-index (GRIN) lens (Gradient Index Corp., Rochester, NY) and was focused through a microscope objective lens onto a CCD camera. To change the plane of focus below the tissue, the camera and microscope objective lens assembly was moved relative to the GRIN lens, without disturbing the tissue/probe interface. Camera output was sampled by a computer-based digitizer which simultaneously collected physiological signals, including the electrocardiogram (EKG), tracheal pressure, blood pressure, and end-tidal CO 2 . A fine wire was inserted under the probe for recording evoked responses to nerve shocks.
Stability of the tissue/lens interface as well as the health of the preparation was monitored with online processing, analysis of blood pressure correlation sequences, and continuous monitoring of physiology (EKG, blood pressure, etc.) . Significant deviations in the temporal or spatial distribution of the vascular pattern typically indicated problems with the recording. Additionally, online display of the optical responses to neural stimulation during the experiment showed the stability of the neural response to stimulation.
The signal-to-noise ratio of the CCD camera (TI-TC211) was better than 66 dB with a pixel clock of 5 MHz. The CCD well size is 150 K electrons with a sensitivity of 260 mV/lux. We maximized the dynamic range for detecting small changes in scattered light by optimizing the voltage input range of the digitizer so that the darkest pixel within the imaged area had a value 10% above 0 A/D units, and the brightest pixel
FIG. 2.
A diagram of system components shows a 780-nm laser diode array light source (L.S.) projecting light into flexible fiber optics mounted around the perimeter of a GRIN lens. The GRIN lens was placed in contact with the dorsal medulla, which collected backscattered light from the rat dorsal medulla, and formed an image through a microscope objective (M.O.) onto a CCD camera. A change in the focal plane was achieved by moving the CCD camera and objective relative to the GRIN lens, which remained fixed in position. Video frames from the CCD camera and 16 channels of electrophysiology were multiplexed and digitized continuously during the experiment. A Pentium host computer collected the raw frame sequences and streamed them continuously onto a mass storage device. The host computer also searched image sequences for stimulus trigger events, and epochs of 90 frames were averaged and transferred to a display processor via a fast ethernet connection for online analysis and visualization.
FIG. 1.
A three-dimensional and coronal view of the rat medulla illustrates relevant structures and image probe placement. The area imaged by the gradient-index (GRIN) lens (outline circle) covered the right side of the dorsal medulla overlying the area postrema (AP), tractus solitarius (TS), nucleus of the solitary tract (NTS), hypoglossal nucleus (XII), and dorsal motor nucleus of the vagus (DMV). A macrowire (WIRE) was inserted underneath the image probe to record evoked electrical activity from the region.
was 90% of the digitizer full-scale range. This optimization procedure allowed us to increase the amplification of the optical signal by a factor of approximately 6.7. Results were converted from relative changes to absolute changes through a calibration procedure that involved illumination of the image with an LED driven by a sine wave of known offset and peak-to-peak amplitude, calibrated with a photodiode detector. The resulting transfer function was applied to the CCD intensity changes to obtain absolute values.
The laser diode array we used (OPC-A020-795-CS; Opto Power Corp., City of Industry, CA) was driven at 6 to 12 A by a high-performance laser diode driver (SDL-820; SDL, Inc., San Jose, CA). The driver is essentially a highly regulated power supply and achieved a stable illumination with variations that were not detectable above the noise levels of the imager. We tried a number of other power supplies, including switching power supplies and high-current linear power supplies, none of which gave us the stability we required. Additionally, the laser diode array was cooled at a constant temperature of 10°C with a temperatureregulated circulating water bath (Lauda RM3; Brinkmann Instruments, Inc., Westbury, NY).
In these experiments, laser speckle was not a significant issue for several reasons. The coherence of the light was reduced through numerous interconnections through multimode fiber optics. However, in our experience, multimode fiber optics alone are not sufficient to eliminate speckle. Scattering during photon migration through tissue would also reduce coherence. Slight movements of the tissue though cardiac and respiratory pulsation may help to randomize the speckle during the 10-ms integration period of the CCD camera. Finally, in most experiments, we had adequate light from the diode array in low coherence LED operation below the transition to lasing.
After a 30-min stabilization period, imaging experiments were initiated. The depth of focus was initially adjusted to 0.40-mm below the surface. Back-scattered light images from the NTS were digitized during single shocks to the AN, VN, or SLN nerve trunks. Current was adjusted to an amplitude twice that required to evoke a change in arterial pressure in response to a 1-s, 100-Hz pulse train used to test the viability of brainstem reflexes. Single-pulse stimuli were given in random phase relative to the cardiac and ventilatory cycles (typically 0.04-mA, 0.1-ms pulse, 1-2 s uniform random interval) and did not produce detectable changes in heart rate or blood pressure. Camera frames were digitized continuously (100 fps) along with physiological signals (1 kHz per channel) and stored in interleaved file format for physical data (IFFPHYS), an extensible, internationally recognized standard for multisource data in a header/data form.
Control experiments were performed in two animals with the probe placed over the dorsal medulla 3 mm caudal to the NTS, in an area not enervated by the vagus. The descending portion of the vagus was cut in one animal to control for possible direct cardiac influences from single-pulse stimulation. We cut the ascending portion of the vagus in another animal to confirm the specificity of the optical response to stimulation. Image sequences were also collected from two animals after euthanasia to control for potential electronic artifacts or cross talk.
Several systematic noise sources can affect the optical signal, including cardiac and respiratory pulsation and a 0.1-Hz oscillation in vasomotion (Mayhew et al., 1996) . Had we explicitly considered the phase of such signals during stimulation, fewer averages may have been required since such oscillatory signals are a major source of systematic noise. However, stimulating any of the nerves in the vagal bundle at certain frequencies can cause entrainment of cardiac and respiratory cycles. Thus, the stimuli were randomized between 1 and 2 s, specifically to avoid potential cardiac and respiratory entrainment by stimulation. Additionally, since the 0.1-Hz oscillations can appear synchronous with cardiorespiratory cycles, it is possible that triggering the stimulus off the 0.1-Hz cycle might also introduce additional cardiac-related artifact. Rather than triggering at a constant phase of the cardiorespiratory cycle, or relative to other potential noise sources such as the 0.1-Hz rhythm, we utilized additional averaging to reduce systematic noise sources.
A Pentium-based computer displayed images and physiological signals as well as image sequences averaged relative to the stimulator pretrigger or other timing pulse. The computer also stored continuous images and physiological records on a mass storage device for subsequent analysis. Image sequences were generated by subtracting the average of a sequence of prestimulus images from each of the poststimulus images. Time-averaged evoked responses to individual stimuli were obtained by averaging image sequences collected relative to the stimulus pretrigger. In these experiments, we required at least 100 stimuli in an average because the evoked optical response is small in comparison to the total noise of the pixel intensity data. For better visualization of the response, some plots used as many as 2000 averages to obtain a better signal-to-noise ratio.
Images in the average sequence were pseudocolored for display such that cool colors (blue to purple) represent increased light reflectance from the tissue (typically correlated with decreased neural activity), warm colors (yellow to red) represent decreased light reflectance from the tissue (associated with increased neural activity), and green represents no significant change from the baseline image. For comparison of neural electrical patterns to hemodynamic effects, image sequences were generated using the cardiac R wave as the trigger and correlated on a pixel-by-pixel basis to the blood pressure temporal signal, thereby visualizing the vasculature.
Since the random stimulations were asynchronous with the image acquisition timing, it was possible to construct image sequences with temporal resolution finer than the 10-ms frame interval. Taking into account the timing of the stimulation recorded at 1000 Hz, then summing each image into 10 properly aligned 1-ms bins rather than arbitrary 10-ms image frames, we achieved better time resolution without sacrificing signal to noise. For some of the plots, time traces with higher resolution are used to illustrate the faster timing components.
By inspection of dynamic optical maps and response waveforms, we identified at least four temporal components within the optical response; image subregions often contained one or more of the four components. To model the optical responses and characterize the spatial distribution of each response component, we applied linear decomposition strategies to average image sequences. First we averaged the back-scattered light signal across all trials (Fig. 8a ). The average signal was modeled using four separate time-series basis functions ( Fig. 8b ) corresponding to putative physical mechanisms underlying the optical changes and consistent with components resolved by principal components analysis (PCA) (Fig. 11 ). Region-of-interest information was also used to tailor time-series templates, since some regions showed one or more response components in relative isolation.
Using IDL (Interactive Data Language; Research Systems, Boulder, CO), we fit a linear combination of the four-component temporal basis functions (CURVE-FIT algorithm) to the time-intensity profile of each pixel in an evoked image sequence ( Fig. 8c ) and generated four coefficients for each pixel. The resulting basis coefficients represented the extent to which each timeseries basis function was represented in each pixel's time-intensity profile and thereby provided an estimate of the magnitude of each component process for each pixel. Using basis coefficient values for each pixel, we created four basis coefficient images (Fig. 8d) representing the magnitude of each temporal component within the evoked image sequence. We used the four basis coefficient images together with the time series basis functions to reconstruct the evoked image sequence (Fig. 8e) . We evaluated the residual variance by subtracting the original image sequence from the reconstructed sequence. Each pixel also had a Z score associated with the simultaneous fit of the four basis functions. When the Z scores for each pixel were assembled into an image, we obtained a parameter map of how well the four basis functions fit each pixel.
RESULTS
Shocks to each nerve elicited an electrical presynaptic population spike ϳ30 ms after the stimulus and a postsynaptic population-evoked potential which peaked ϳ80 ms after the stimulus. Electrical stimulation also produced consistent spatiotemporal patterns of optical changes as recorded with the imaging probe. A typical optical image sequence to aortic nerve stimulation at 400 m depth is illustrated in Fig. 3 . A prominent decrease in reflected light (yellow to red) appears at the bottom of the image within 3 frames (30 ms) after the stimulus and fades away after 14 frames (140 ms). A long-lasting increase in reflected light (blue) appears in the bottom left of the image after 11 frames (110 ms) and lasts for nearly the entire sequence.
A typical optical response to vagal stimulation shown in Fig. 4A is not present when the probe is placed over the dorsal medulla 3 mm caudal to the NTS (Fig. 4B ). Moving the probe back to the original position shows a return of the optical response (Fig. 4C ). The small reduction in the amplitude of the response in Fig. 4C could be a result of a slightly different placement. When the ascending portion of the vagus was cut, no optical response was observed (Fig. 4D) ; however, cutting the nerve between the site of stimulation and the heart had no detectable effect on the optical response. Pseudorandom image sequences, during nonstimulated epochs, analyzed in the same manner as stimulated sequences, produced image sequences that were similar to the prestimulus baseline images shown (Fig. 3) . No responses were observed when stimulated image sequences were collected from a euthanized animal.
Similar optical and electrical responses were observed for all animals studied (Fig. 5) , with slight differences in the spatial organization of the response when stimulating different nerves (Fig. 6 ). Averaged image sequences from the same data sets, triggered by the cardiac R wave instead of the stimulus pretrigger, were correlated to the blood pressure signal and showed patterns different from early components of the stimulus sequences (Fig. 6) . At some lag times, these correlation images clearly disclosed the microvascular structure; animated image sequences of cardiac R-wave-triggered image averages illustrated blood flow through the imaged region. Similar patterns could be visualized at much higher contrast by illuminating with green light. The time-course plot of the transient optical response from four regions of interest during vagus nerve stimulation can be seen in Fig. 7 . Different regions of the sampled area revealed different temporal responses.
Four major temporal components were identified, based on inspection of average waveforms and region of interest analysis (Fig. 8) : an early positive-going response corresponding to the presynaptic population spike (P30), an intermediate negative response corresponding to the postsynaptic population EPSP (N80), a late and longlasting negative response that appears to be related to the hemodynamic "mapping" signal (N300), and a slow positive response which was similar to the hemodynamic blood oxygen level-dependent (BOLD) signal employed for fMRI (P800). Table 1 lists the magnitudes of the four responses across all animals.
FIG. 3.
A sample average image sequence during aortic nerve stimulation shows the temporal sequence of optical changes across the imaged area (1000 trials). Images are pseudocolored such that decreases in light intensity are colored with warm colors (yellow to red), increases in light intensity are colored with cool colors (blue to purple), and no significant change from baseline is colored green. The color scale is notably nonlinear in order to highlight both large and small changes. Images are oriented so that the top of the image is rostral, and the left edge is on the midline. The stimulus begins within the red-outlined frame and is 100 ms in duration. A rapid optical response can be seen toward the bottom of the image within 30 ms (3 frames) after the stimulus, and a long-lasting light intensity increase (blue color) begins on the 18th frame and persists for nearly the entire sequence. In order to highlight the fast changes, the average image intensity (⌬I) and electrical evoked response (ERP) are plotted for a 100-ms period after the stimulus corresponding to images outlined in cyan. For this and some other time-course calculations, average optical images were constructed at 1 ms resolution by exploiting the random but known phase of stimulus delivery within the 10-ms CCD frame.
The response components described in Fig. 8 were used for a linear decomposition of the intensity timecourse plots. Figure 9A shows an original image sequence after stimulating the vagus, the corresponding basis coefficient images for each component (Fig. 9C) , and a reconstruction using the basis coefficient images and time-series basis functions (Fig. 9D) . The basis coefficient images reveal more widespread optical re-
FIG. 6.
Optical responses from three animals after stimulating three different nerves show significant differences in the response patterns. Only the first 100 ms after the stimulus is shown for each sequence. Image sequences were also averaged with respect to the cardiac R wave. Images representing the correlation coefficient of reflected light correlated with the blood pressure signal are shown at three different lag times. Cardiac-triggered image sequences typically show vascular perfusion, with clear outlines of vessels. These do not correspond to patterns seen in the early frames of the stimulus image sequences. For each animal, four regions of interest were selected within the image for further analysis. Nerve stimulus image sequences are pseudocolored such that warm colors indicate a light intensity decrease, cool colors indicate a light intensity increase, and green indicates no significant change from baseline. Blood pressure correlation images are colored such that warm colors indicate positive correlation, cool colors indicate negative correlation, and green indicates no significant correlation. Each image sequence represents an average of 400 trials.
sponses across the image for the two slower components (N300 and P800), which also disclosed structure similar to the blood perfusion patterns derived from cardiac-triggered correlation images (Fig. 9B) . The reconstructed image sequence based on the four basis functions accounted for 91 Ϯ 5% of the signal variance. The same four basis functions accounted for 85 Ϯ 9% of the total variance in image sequences from all animals studied, although in many cases, the model agreement for an individual animal was improved by minor timing adjustments of the process time courses. Basis coefficient images and their associated Z score fit and blood pressure correlation image are shown for four animals in Fig. 10 .
PCA was applied to the average image sequences in order to separate components using a blind decomposition technique. The first temporal component (C0) resembled the mean response across the entire image. The next two components, C1 and C2, isolated two waveforms from the response with distinct spatial patterns in the image (Fig. 11) . The temporal profile and spatial distribution of C1 corresponded to the N80 basis component, and C2 resembled the N300 component. The other identified PCA components appeared to be admixtures of all components.
Varying the focus depth also revealed some consistent patterns. Time-course plots of the optical response after vagus stimulation across depths show a significant decrease in the N300 response at deeper levels (Fig. 12) . The values for the basis coefficients for all animals were averaged and compared across depth. The most striking difference appeared between the N80 and the N300 components, such that the N80 component tended to increase, and the N300 component decreased with increasing depth, especially for vagus nerve stimulation. The P800 response showed no 
FIG. 7.
Average pixel intensity for four regions of interest, A, B, C, and D, outlined in Fig. 6 are plotted across time for vagus nerve stimulus for three animals (400 trials averaged per trace). These regions were selected to illustrate the named components. A sample evoked potential is displayed at the bottom. Each region of interest displays a unique temporal pattern, depending on its position within the image. significant difference as a function of depth, and the P30 response showed a small increase within the deeper levels for VN stimulation. The probe used in this experiment was not confocal and thus had limited resolution in depth, so that statistically significant differences were seen in only a few comparisons, illustrated in Fig. 12 .
Stimulating the branches of the vagal bundle had the potential to affect arterial pressure and thus produce optical responses by modulating heart rate and aortic tone; however, these changes would be much slower than the observed responses (greater than 3 s) and relatively consistent during stimulation at 0.5-1.0 Hz. Pulse trains which we used to affect heart rate and blood pressure were much more rapid and long-lasting (100 Hz for 1 s) than our stimulus paradigm. We did not observe a change in heart rate during normal stimulation compared to prestimulus conditions (396 Ϯ 30 bpm vs 397 Ϯ 29 bpm). Additionally, blood pressure correlation image sequences generated during both the stimulated and the nonstimulated period disclosed no significant difference between the two conditions.
DISCUSSION
Fast scattered light changes were observed in synchrony with evoked potentials in the NTS. We observed consistent spatiotemporal patterns in image sequences associated with dorsal medulla activation after nerve shocks. The responses could be resolved into at least four temporal components with distinct time signatures and spatial representations. When imaged at different depths, the slower, N300 hemodynamic component occurred in the superficial levels, and the faster, N80 component was largest at deeper levels, especially during VN stimulation. Stimulating different vagal bundle branches also produced slightly different response patterns.
Comparison with Other Techniques
While fast optical signals have been seen in isolated nerve preparations, most other groups have not reported such fast optical changes in an in vivo preparation. Intrinsic optical responses usually appear 1-2 s poststimulation. We believe there are many reasons that investigators see primarily the slow signals. First, many image recording systems are relatively slow (30 Hz) and have limited signal to noise and dynamic range (50 dB at best) (Dowling et al., 1996) . Many standard video digitizers are limited to 6 or 8 bits and also cannot stream the data continuously to the host for analysis and archiving. Archiving to videotape can provide continuous image sequences, but with a significant reduction in signal to noise and dynamic range (46 dB with the best sVHS recorders). Digital videotape devices could potentially overcome some of the noise limitations of standard analog video recorders; however, digital videotape recorders rely heavily on compression techniques. We find that any type of lossy Note. The optical response, averaged across the entire image (100 to 1000 trials each) and across 25 animals, was divided into four temporal components (P30, N80, N300, and P800). The mean amplitudes for each of the components are tabulated for the three stimulated nerves (vagus nerve, VN; aortic nerve, AN: superior laryngeal nerve, SN). All values are ϮSEM and ϫ10 Ϫ5 ; *indicates comparisons that were not significantly different from baseline (␣ ϭ 0.1).
FIG. 8.
Average intensity change after stimulation averaged across all animals, depths, and stimulated nerves produced a typical response curve (A). Four components were identified based on putative physical processes for each optical component. The earliest component (P30) is a positive-going response which peaks 30 ms after the stimulus, corresponding to the presynaptic population spike. The second response (N80) is a negative response which peaks 80 ms after the stimulus, corresponding to the postsynaptic population potential. A slower negative response (N300) peaks roughly 300 ms after the stimulus and may correspond to the hemodynamic mapping signal. The longest lasting positive-going response (P800) peaks more than 800 ms after the stimulus and may correspond to the hemodynamic recovery, blood oxygen level-dependent signal. Each temporal component was isolated into time-series basis functions of unit peak amplitude (B). To determine the spatial representation of each temporal component, evoked image sequences (C) were fit on a pixel-by-pixel basis, producing an image of coefficients (D) for each time-series basis function. The coefficients represent the fraction of each image perturbed by the four component processes. A reconstructed image sequence (E) was produced by multiplying the timeseries basis functions by their respective basis coefficient images.
compression (e.g., MPEG) will introduce significant artifact into small changes in video images.
For better dynamic range, some investigators use photodiode arrays which provide both high speed (at limited resolution) and good dynamic range. However, in our experience, photodiode arrays have limited sensitivity, making them good for high-level illumination. For low light levels, CCD technology is more appropriate, offering better quantum efficiency. For optimum signal to noise, many investigators have used slow-scan 16-bit CCD cameras, but with severe limitations on the acquisition speed (Ͼ300 ms per frame). Recording these signals requires fast, low-noise cameras and attention to optimize dynamic range of the recording system. By carefully adjusting offset and gain, we can employ greater amplification of the video signal. We believe that the illumination strat-
FIG. 9.
Average image sequences synchronized to electrical stimulation of the vagus nerve show the spatial representation of evoked activity in the dorsal medulla (1000 trials). (A) 90 frames at 10-ms intervals representing 100 ms before and 800 ms after a shock is delivered to the ipsilateral vagus nerve on the frame outlined in red (frame 10). Images are pseudocolored so that warm colors represent percentage reflectance decrease (to Ϫ5 ϫ 10 Ϫ4 ), and cool colors represent percentage reflectance increase (to 5 ϫ 10 Ϫ4 ), while green represents no significant change from baseline. (B) A correlation image of the blood pressure signal compared with an average image sequence triggered by the peak of the cardiac R wave. Different regions of the stimulus-evoked sequence in (A) show unique response time courses which can be separated into four major components which model four physical processes associated with optical changes. Using four component temporal basis functions, four basis coefficient images were created on a pixel-by-pixel basis representing the fraction of the pixel intensity profile accounted for by each basis function (C). Since the P30 and P800 basis functions are opposite the N80 and N300 curves, the corresponding basis function images were inverted to parallel the reflectance change. A reconstruction of the original data (D) shows that most of the variance in the evoked image sequence can be accounted for by the four basis functions. All images are oriented such that the top edge of the image is rostral, and the left edge of the image is on the midline. The correlation and basis coefficient images are pseudocolored so that warm colors represent positive correlation or positive fractional coefficients, cool colors represent negative correlation or negative fractional coefficients, and green represents no correlation or a fractional coefficient of 0. egy described in the following section is another key to observing the fast optical signals.
Optical techniques have limitations of their own at this point, but they do provide advantages over other techniques. Both electrode methods and dye imaging require penetration of the tissue with a foreign substance and have limited utility for chronic recordings (e.g., hours, days, or weeks). Our experiments currently require removal of the skin and bone and contact with the tissue surface of interest. However, several investigators have observed optical signals noninvasively through thinned bone in rat (Masino et al., 1993) , and through bone in the mouse (Prakash et al., 2000) , and through skin and bone in human subjects (Steinbrink et al., 2000; Gratton et al., 1997) . Less invasive procedures come at the price of lower spatial resolution.
We have successfully implanted image probes in cats and goats and recorded slower optical signals continuously for weeks at a time (Rector et al., 1997b) . The most successful implantable probes utilized image conduit for transmitting back-scattered light from the tissue to the CCD camera. However, we have developed a GRIN lens probe small enough to implant into cats and rats for freely behaving studies (Rector et al., 2000) . The GRIN lens numerical aperture is low (0.10) and it is not nearly as light efficient as the image conduit configuration so that adequate illumination is a greater problem. Fixed-focus versions of the image probe, using GRIN lens or image conduit, are well suited to chronic implantation in freely behaving rats within cortical or subcortical structures. However, the NTS does not reside within a rigid region of the skull; rather it is within a highly mobile region just outside the foramen magnum in the neck. Probe placement in this region for studies in a freely behaving animal would require vertebrae fusing procedures for stability and may not be well tolerated by the preparation.
Rapid Light-Scattering Changes
Previous imaging studies of scattered-light changes in vivo have failed to observe the fast optical changes reported here. A number of technical improvements have allowed such measurements. Dark-field illumination methods increased our ability to detect small changes in scattered light (Stepnoski et al., 1991; Holthoff and Witte, 1996; Rector et al., 1997b Rector et al., , 1999 . Bright-field illumination (Grinvald et al., 1986) tends to be dominated by reflected light directly from the surface or scattered in shallow layers; thus, only a small proportion of the imaged light is perturbed by physical processes associated with activation occurring below the tissue surface. Additionally, blood vessels dominate the tissue surface; thus, more of the brightfield signal is derived from hemodynamic responses to neural activity. Dark-field measurements record   FIG. 10 . Blood pressure correlation images (BP) and basis coefficient images (P30, N80, N300, and P800) for four animals are displayed. The basis function-fitting algorithm returns a 2 value for each pixel, indicating how well the basis functions fit the data. The 2 values displayed in the Z score column show that most of the pixels fit the basis functions with a 2 of 0.02 or better, with a few "hot spots" that showed increased variability. The correlation and basis coefficient images are pseudocolored such that warm colors represent positive correlation or positive fractional coefficients, cool colors represent negative correlation or negative fractional coefficients, and green represents no correlation or a fractional coefficient of 0. The Z score images are pseudocolored such that black represents a perfect 2 value of 0.0, green represents a 2 of 0.10, and white represents 0.20 .  FIG. 11 . A trace of a light-scattering response averaged across the entire image for animal 401 (1000 trials) illustrates four component response functions, termed P30, N80, N300, and P800. PCA revealed two strong components that roughly paralleled the N80 and N300 components and had distinct spatial representations in the images. The C2 component has a spatial distribution similar to the vasculature disclosed in blood pressure correlation images for this image sequence (see Fig. 9 ).
FIG. 12.
Average pixel intensity across the entire image plotted across time after vagal stimulation (vertical line) shows optical signals as a function of depth from neural activation from three animals. Each trace represents an average of 400 trials. With increasing depth, the N300 component decreased in amplitude. We would expect a hemodynamic mapping response to decrease with depth since the vessels are generally more superficial. The average basis coefficient values for the N80 and N300 responses across all animals at each depth show a significant and opposite depth dependence of the two responses. An asterisk indicates a significant difference from the most superficial value (␣ ϭ 0.1).
deeper changes since light must first penetrate the tissue before returning to the camera.
A rapid frame acquisition rate allowed us to collect images of optical changes with finer temporal and spatial resolution for recording transient responses. A high-sensitivity CCD camera and analog amplifiers with high signal-to-noise resolution allowed 12-bit digitizing over the effective dynamic range of the signal, providing greater sensitivity to small signal changes. Signal gain at the camera head reduced the consequences of noise on the transmission cable. This strategy provided 10 to 11 bits of usable signal in singlepass data. Finally, placement of the image-collecting gradient index lens in contact with the tissue with illumination around the perimeter of the imaged area stabilized the tissue interface, suppressing some movement artifacts, and optimized scattered light changes from tissue below the surface. Focal depth adjustments also allowed optimization of signals originating from deep sources.
A number of studies have demonstrated a close relationship between light scattering changes and neural activity (Hill, 1950; Cohen, 1971; Lipton, 1973; Grinvald et al., 1986; MacVicar and Hochman, 1991; Rector et al., 1997a; Haglund et al., 1992) . Increased neural activity (as measured by action potential discharges) typically causes a decrease in the opacity of the tissue, especially to red and infrared light. Poe et al. (1996) showed that administering water into the interstitial space to initiate cellular swelling has an optical effect comparable to neural discharge, decreasing the amount of back-scattered light. Similarly, infusion of a sucrose solution caused concentration-dependent cell shrinkage and increased back-scattered light. Studies by MacVicar and Hochman (1991) , using transmitted light, showed that local administration of sodium-potassium pump inhibitors prevented the flow of water into the cells with activation and abolished action potentials along with most of the optical response.
Although near-IR wavelengths have several advantages for studies of intact tissue, the wavelength that we used was partly out of practicality rather than design choice. In our fiber-optic image conduit probes, virtually any wavelength of light could be used since the image conduit was very efficient at collecting backscattered light from the tissue and transmitting it to the CCD camera, allowing us to use very small LEDs for illumination in implantable camera designs. The fiber-optic image conduit design, however, precluded focusing deeper into the tissue. The GRIN lens design is not very efficient at transmitted back-scattered light from neural tissue and required more powerful illumination sources. We switched to a 780-nm laser diode array that we have previously used for other purposes. Near-infrared wavelengths also allowed deeper penetration into tissue (Rector et al., 1999) and this wavelength provided spectral sensitivity to hemoglobin oxygenation. We consider multiple-wavelength illumination a critical strategy for interpreting the origin of these signals (Malonek and Grinvald, 1996) and are currently developing experiments to use spectral imaging.
Temporal Components
The four temporal response components had different time courses and spatial distributions. The two faster responses (P30, N80) were limited in their spatial distribution and appeared to reflect direct consequences of neural activation. We hypothesized that the early responses were tightly linked to the population electrical responses, and therefore we patterned the first two basis functions (P30 and N80) after the observed electrical signals. Such fast responses might be attributed to a number of cellular processes which change the light-scattering properties of neural tissue with activation. Neural swelling accompanies activation (Hill, 1950; Van Harreveld, 1958; Cohen, 1973; Lipton, 1973; Tasaki and Byrne, 1992 ) with a time course that can parallel the action potential. The early P30 response appears to correlate with presynaptic activation, although a small population of fast "A" fibers might produce postsynaptic activation on this time scale (Rogers et al., 1993) .
The two slower components (N300, P800) were more distributed and overlapped with regions showing distinct structure in the blood pressure correlation images. The time course of the slower components matches the hemodynamic responses reported in earlier studies (Frostig et al., 1990; Grinvald, 1996, 1997) . The N300 response appears consistent with the hemodynamic "mapping" signal described by Grinvald and colleagues. This signal is believed to represent a fall in hemoglobin oxygenation, perhaps triggered by increased metabolic demand during activation. The P800 response is similar to the hemodynamic BOLD signal observed with fMRI, which typically peaks 8 -10 s after stimulation. Magnetic resonance imaging changes are consistent with an increase in venous oxygenation driven by an (over)compensatory increase in blood flow (Kleinschmidt et al., 1996) .
Spatial Component Patterns
The spatial specificity of the activation patterns within the NTS were not as well defined as we anticipated. However, spatial differences emerged both between the components and as a result of stimulating different nerves. In general, the N300 and P800 response components reveal spatial patterns that closely resemble the vasculature observed in the blood pressure correlation images, and the P30 and N80 response components appear predominantly in different regions within the image. The N80 response partially overlaps with the vascular reaction, possibly due to incomplete separation of the N300 response or perhaps resulting from the presence of activated cells within regions of the vasculature.
Unfortunately, the spatial organization of the NTS is not as well laid out as is the case in other structures such as the cortex. Since the spatial distribution of activity in the NTS is so diffuse, our initial aims for this study were to use optical signals to precisely localize functional organization. In this study, the spatial resolution of the scattered light signals is limited by several factors, including significant blurring by light scattering and inadequate sensitivity of the detectors to observe optical changes from smaller neural populations. We hope to address these issues in future experiments through the use of confocal techniques to reduce contributions from out-of-plane light and through development of better detectors for improved sensitivity.
Presynaptic cells in the orthodromically stimulated pathway have cell bodies in the animal's thorax, and thus we expect the synapses to be distributed over the target cells. Cells antidromically driven by stimulation might contribute to the P30, but presumably would not contribute to the N80 response. In any case, the distribution of such cells is not known. There is some evidence for different spatial localization of the P30, N80, and N300 responses since the basis component images reveal different structure. In general, the N300 and P800 appear as changes in a superset of the area appearing in the N80, presumably reflecting an additional venous component.
The P30 Response
There is evidence that the earliest optical response produced by electrical stimulation may precede electrical signal arrival at presynaptic terminals by at least one image frame (10 ms). The exact timing of this response is difficult to ascertain, since the 10-ms frame interval does not adequately resolve the response and temporally smears the signal. This surprising result, also noted by others (Landowne, 1985; Salzberg et al., 1985) , might result from voltage-dependent channel conformational changes that precede the ionic flux; however, channel conformational changes would be expected to precede the electrical signal at the site of measurement by Ͻ0.1 ms. Alternatively, we hypothesize that a compression wave may arise from ion and water influx at the stimulus site and as excitation moves along the axon. Such a compression wave would be expected to travel at the speed of sound, faster than nerve conduction velocities, and might explain these early signals, which occur 10 ms or more before electrical events. Faster acquisition rates coupled with other physical measurements will allow us to test this hypothesis.
The P30 response does not appear as robust as the other components in the images, presumably because the fastest neural component is one-fifth the amplitude of the other components and may be more diffusely represented across the NTS. Also, the P30 response was significant over baseline only after stimulation of the vagus nerve, suggesting that a bigger population of nerves was required to produce an observable response. There may also be some P30 contribution from P800 wraparound, though this does not explain the sharp peak in the time course or the focal hot spots apparent in many P30 maps.
The traces depicted in Fig. 7 are of selected subregions within the image to illustrate the point that not all parts of the image show the same optical response components. Some regions include one or more of the different components. Thus, examination of all the subregions within the same animal revealed the P30 response in some regions, but not others; however, all animals in this experimental ensemble have some region where the P30 response was observed.
The N80 Response
Light-scattering changes associated with population postsynaptic potentials probably contribute to the N80 response. Additionally, surrounding glial cells may also respond to tissue activity and produce optical changes (Andrew and MacVicar, 1994) , although most investigators have concluded that glial responses have a slower time course. The P30 and N80 responses appeared consistently in the intensity traces from averaged image sequences. In these experiments, the N80 response was often the largest component. Although the N80 response was overlapping in time and space with the N300 response, we were often able to identify regions of interest with minimal apparent contribution from the N300 (Fig. 7) .
The N300 Response
The characteristic N300 (and P800) response patterns are highly localized to the vasculature identified through comparison with blood pressure correlation images and appear prominently in the images. Basis images of the N80 component show some spatial overlap with the N300 component. We would anticipate that focal neural activation would produce localized changes in oxygenation within the overlying capillary bed as well as slower changes in the microvenous drainage. However, the temporal and spatial overlap between the N80 and the N300 components might result from the somewhat arbitrary assignment of the basis functions, which could lead to a failure of the decomposition scheme.
In order to seek additional justification for discrimination of the N80 and N300 responses, we utilized PCA. PCA is a blind decomposition technique driven by mathematical criteria. Although PCA cannot be counted on to separate biologically significant components, in some cases it does, in particular when the components are strong and orthogonal. PCA revealed significant temporal and spatial differences in components that correspond to the N80 and N300 components that we assigned based on the electrical and hemodynamic responses. The spatial pattern associated with the C2 PCA component was consistent with patterns of vasculature, supporting the assignment of the N300 response as a hemodynamic component.
Several investigations have observed "early" hemodynamic effects on the order of 150 to 250 ms (Lindauer et al., 1993; Sandman et al., 1984) that may explain the N300 component. These early hemodynamic signals were observed in cortex and may be most apparent during stimulation at a particular phase of the cardiac cycle. In our experiments, the apparent peak at 300 ms might reflect a superposition of multiple processes. A fast deoxygenation response may overlap with the start of the BOLD signal. Other secondary neural interactions as well as glial cells could also respond with longer time courses. Spectrally resolved measurements may allow dissection of component processes more completely (Malonek and Grinvald, 1996) .
The N300 response represents a decrease in reflectance such as would correspond to an increase in absorbance at 780-nm wavelength due to deoxygenation of hemoglobin. Difference spectra for hemoglobin as a function of oxygenation have a peak at 780 nm and an isosbestic point at 800 nm. However, the underlying absorption peak is much smaller than the Soret bands in the visible range. By obtaining simultaneous optical measurements at multiple wavelengths (e.g., at 780 and 800 nm) hemodynamic oxygenation can be directly assessed or these effects may be removed if desired.
The P800 Response
The spatial representations of the P800 component echo the patterns of the vasculature seen in the blood pressure images. The polarity of the signal is consistent with a rise in blood oxygenation, although quantization is confounded by measurements at a single wavelength. We believe the P800 component corresponds directly to the late and long-lasting hemodynamic optical response that most investigators observe from the surface of the cortex. These responses can begin as early as 1 s and last 10 to 20 s.
In our experiments, the interstimulus interval (ISI; uniformly distributed between 1 and 2 s) was not sufficiently long to avoid wraparound of the P800 response from the previous stimulus. Some of the image sequences show a small downward shift in the baseline image intensity that may represent this wrap-around effect from the P800 component. Experimental limitations precluded an ISI that was adequate for recovery of baseline conditions: to adequately resolve the dynamics of the P800 response, along with other components, would require much longer recording periods. Concern for the stability of the signal over such a long period precluded such a long ISI. If the P800 response resulted from a BOLD response recorded in isolation, we would expect it to be the largest signal; however, our P800 signal is probably suppressed (saturated) by the rapid stimulus rate and baseline correction strategy employed. Had there been longer intervals between stimuli, we would expect the P800 component would be more significant in amplitude. However, since the primary aim was to characterize the fast components, we chose to decrease the ISI to achieve an appropriate number of averages over a shorter time period.
Control Experiments
Several controls were utilized to eliminate the possibility of artifacts producing the observed signals. When the probe was placed caudal to the NTS, when the ascending portion of the nerve was cut, or when the animal was no longer alive, the signal was not present (Fig. 4) and image sequences resembled the prestimulus baseline images. Cutting the nerve downstream of the stimulus had no effect on the optical response. Additionally, many regions within the imaged area did not show a significant response to stimulation, suggesting that the response was localized to subregions within the dorsal medulla. Pharmacological agents such as glutamate, tetratotoxin (TTX), and magnesium would be excellent control paradigms for isolated nerves or tissue slices or cultures. However, these agents are inappropriate for in vivo use in these experiments. We previously observed an apparent hyperexcitation of cortical and hippocampal tissue in response to TTX in vivo, observed as a dramatic decrease in back-scattered light across the entire image (Poe et al., 1996) . This may reflect a more pronounced effect of the agent on inhibitory interneurons.
Stimulus amplitudes considerably larger than those used to generate these evoked responses sometimes produced spreading currents which induced muscle twitches and caused movement artifact in the image sequences. Under these conditions, the optical signal had a large monophasic response that was uniform across the entire field of view. This signal had a longer rise time and was longer lasting than neural optical signals and was not correlated with the evoked electrical or hemodynamic responses reported here.
Depth-Dependent Changes
The depth dependence of the response revealed several aspects of the optical signals. Since the slower, N300 hemodynamic response was recorded more superficially, the present results are consistent with histological evidence that vascularization and major vessels most commonly appear near the tissue surface. Since the more rapid N80 component was visualized at deeper levels, where NTS neural cell bodies and dendrites exist, we suspect that the faster optical responses result from physical neuronal changes associated with electrical activation of these cells. The fit coefficients for the N80 and N300 responses significantly differ with depth, additional evidence that the N80 and N300 responses result from different processes (Fig. 12) .
Not all of the nerves stimulated showed a clear depth dependence. Significant differences were primarily seen when stimulating the vagus nerve, which is also the largest nerve of the three stimulated and thus provided a more robust response. Interpretation of the depth dependence is limited in these experiments since out-of-plane light contributes significantly (35% at 0.400 mm) to images at each level partly due to the low numerical aperture of the GRIN lens (0.10). Confocal procedures are needed to help exclude out-of-plane light and better resolve depth.
Stimulated-Nerve-Dependent Changes
The imaged area in the rat is known to contain neurons that are driven by inputs from the nerves stimulated in the present study (Rogers et al., 1993; Scheuer et al., 1996) . VN stimulation elicited a strong N80 response in the deeper layers, which corresponded to the region of the ventral NTS and the dorsal motor nucleus of the vagus (Paxinos and Watson, 1986) . Of these two structures, the latter would be expected to give the most temporally coherent response since these motor neurons, whose axons course through the vagus, would be antidromically activated during VN stimulation. The latency of response (ϳ30 ms) is consistent with the observation that these motor neurons have, by and large, nonmyelinated or slowly conducting myelinated axons (C and B fibers, respectively; Jones et al., 1995) .
The number and density of NTS neurons may not be sufficiently large to produce an observable early optical response for some stimulation paradigms. This technical obstacle might be overcome by focusing the image field to a smaller region of interest and increasing the signal amplitude through the use of polarized light or vital dyes. Improved sensitivity and reduced toxicity of voltage-sensitive dyes may make such procedures more useful for detailed analysis of neural networks (Tsodyks et al., 1999; Shoham et al., 1999) . The use of multiphoton microscopy techniques should decrease the photodamage (Svoboda et al., 1999) . However, for long-term recordings in freely behaving animals, minimally invasive measurements based on intrinsic signals have significant advantages.
Due to issues with the spatial resolution and limited prior knowledge of functional organization, interpretation of the spatial activation patterns across nerves is limited at best. Observed spatial activation patterns were similar, but not identical, across animals. Stimulation of different nerves produced activation patterns that differ slightly but consistently. Since the projections of different nerves to the NTS are not segregated spatially, dramatic differences in activity patterns did not emerge. Also, it is known that many cells in the NTS receive convergent inputs from more than one nerve. Since the structure of the NTS is not as well defined as other CNS structures, we did not expect to see dramatic differences in the spatial representations of the different nerves.
We illustrated the responses of the three nerves across three animals (Fig. 6 ) to show relative spatial patterns across animals. Inconsistency in the exact spatial distribution of activity between animals is probably due to two factors. First, the NTS is not organized in a laminar fashion, as is the case in the lateral geniculate, hippocampus, and inferior olive, or with functional columns as in the visual or somatosensory cortex. Clusters of functional elements intermingle within the nucleus, and substantial interactions take place between those elements. Second, stereotaxic identification and placement of the image probe over the NTS was not feasible due to limitations of atlases for this region. Since the NTS resides outside the rigid structure of the skull, precise localization of the NTS was not possible. Probe placement was achieved though identification of gross features such as the area postrema and fourth ventricle. However, with consistent procedures (see data from animals 401 and 402), similar patterns of venous anatomy and activation patterns could be observed.
CONCLUSIONS
The present study demonstrates the feasibility of imaging fast intrinsic optical signals that are tightly coupled with neurophysiological responses. Experimental observations are consistent with the known physiological response properties and microanatomy of the dorsal brainstem structures. Dynamic activation patterns were imaged in three dimensions with resolution and coverage not previously achieved. A number of potential technical advances for the imaging probe should increase the spatial and temporal resolution of imaging studies; the probe can be configured to create confocal, spectrally resolved images of the tissue for better spatial resolution, biochemical and physiological specificity, and 3-D reconstruction of tissue activation volume. High-speed and high-sensitivity optical recordings have exciting potential for studying dynamic temporal and spatial activity patterns which may underlie high-level processing within local neural networks during autonomic (Lindsey et al., 1997) , sensory (Singer and Gray, 1995) , and cognitive (Fries et al., 1997) functions. Using near-infrared light, it may eventually be possible to perform imaging or optical tomography of cortical activation noninvasively (Masino et al., 1993) , perhaps in human subjects (Gratton et al., 1997; Steinbrink et al., 2000) .
