Existence of weak solutions is proved for a system of nonlinear parabolic equations/inequalities describing evolution of magnetization, temperature, magnetic¯eld, and electric¯eld in electrically-conductive unsaturated ferromagnets. The system is derived from a recently-proposed thermodynamically-consistent continuum theory for the ferro/paramagnetic transition. Besides the standard viscous-like damping, dissipation due to eddy currents and domain-wall pinning is considered.
Introduction
Magnetization dynamics in ferromagnetic solids is a very complex phenomenon. Most expositions, especially in the mathematically-oriented literature, cover only particular physical aspects and, with few exceptions, assume that the body is held at constant temperature. In Ref. 21 a continuum model describing the evolution of the magnetization has been proposed which di®ers from previous expositions in two aspects:¯rst, the saturation constraint is suppressed, and a Landau-type term is included in the free energy so as to allow the magnetization intensity to depend on temperature; second, a thermodynamically-consistent coupling mechanism between the Gilbert equation and the heat equation is envisaged. Using this model as starting point, an initial-boundary value problem for the magnetization and temperaturē elds has been formulated and the existence of weak solutions has been proved in the same paper.
The mathematical analysis carried out in Ref. 21 covers viscous-type dissipation mechanisms. Yet, in ferromagnetic solids other dissipation mechanisms may be important. At very low frequencies, hysteretic response is observed in magnetization/ applied¯eld diagrams (this happens when temperature is stabilized, whereas a more complex response is expected for fast anisothermal processes 25 ). Crystal imperfections are deemed to be responsible for this phenomenon by raising energy barriers that pin domain walls, with de-pinning taking place only when the external driving force exceeds a threshold. Viscous-like damping cannot account for dissipation mechanisms that persist under slow motions (an analytical argument supporting this statement may be found in Ref. 23 ). This fact motivates the proposal (see Refs. 4 and 28) of adding a dry-friction-like term to the standard viscous-like damping in the Gilbert equation. Analytical results for a model with dry friction may be found in Ref. 26 , where, however, temperature is assumed to be constant.
In this paper we illustrate what changes are needed in the mathematical analysis carried out in Ref. 21 to cover dissipation mechanisms associated to domain-wall pinning and eddy currents. Of course, other e®ects are neglected. In particular, we neglect magnetostriction. We also neglect displacement current and use so-called eddy-current approximation of the full Maxwell system, and we also neglect the electromagnetic¯eld outside the body, cf. Remark 5.2. We also neglect thermoelectrical cross-e®ects, cf. Remark 5.3.
The paper is organized as follows. In Sec. 2, we formulate an initial-boundaryvalue problem that captures the phenomenology of interest. In Sec. 3, we specify data quali¯cation, give a notion of weak solution, and state our existence theorem. In Sec. 4, we prove existence of a weak solution by a carefully selected succession of approximations. In Sec. 5, we discuss possible extensions of the model.
Problem Formulation
We consider the following system of partial di®erential inclusions/equations: For a domain of R 3 and T > 0 a time, the unknowns are: magnetization m : ½0; T Â ! R 3 , temperature : ½0; T Â ! R þ , self-induced magnetic¯eld h : ½0; T Â ! R 3 , and electric¯eld e : ½0; T Â ! R 3 . A superposed dot denotes di®erentiation with respect to time, the symbol \Â" denotes the vector product in R 3 , > 0 is the exchange constant, 0 > 0 is the permeability of vacuum, and h e : ½0; T Â ! R 3 is the applied¯eld. Furthermore, cðÞ, ðÞ and ðÞ are, respectively, the heat capacity, the thermal conductivity and the electric conductivity, here allowed to depend on temperature, and required to be strictly positive. The functions g : R þ ! R þ , ' 0 : R 3 ! R, ' 1 : R 3 ! R must comply with certain assumptions that we shall specify later in Sec. 3. Finally, ' 0 i stands for the derivative of ' i . We complete (2.1) with the boundary conditions: @ n m ¼ 0;
ð2:2aÞ
ð2:2bÞ h Â n ¼ 0;
ð2:2cÞ and the initial conditions:
mð0; ÁÞ ¼ m 0 ; ð0; ÁÞ ¼ 0 ; hð0; ÁÞ ¼ h 0 ; ð2:3Þ
where @ n denotes the directional derivative along the outward unit normal n and b is a strictly positive constant. Before passing to the weak formulation, several remarks are in order. ð2:4bÞ a system proposed in Ref. 21 to describe the ferro/paramagnetic transition 10 that takes place in a homogeneous ferromagnetic body when its temperature approaches the Curie point. A distinguishing feature of this model is the fact that the saturation constraint jmj ¼ 1 is dropped, and the underlying free energy
contains a GinzburgÀLandau penalization term. The thermal part of the free energy ' t ðÞ determines the heat capacity cðÞ ¼ À' 00 t ðÞ. In (2.4a), r is a dissipative force associated to the evolution of m. Typically, r is taken to be proportional to m : .
However, this choice is inappropriate to capture rate-independent dissipation due to pinning e®ects. Following Ref. 28 , we augment the standard viscous-like dissipation with a rate-independent term. Precisely, we require that r À m : 2 @%ðm : Þ;
ð2:5Þ with a strictly positive constant and % a convex continuous degree-1 positively homogeneous function.
In (2.4b), the scalar¯eld d : ½0; T Â ! R þ and the vector¯eld q : ½0; T Â ! R 3 are, respectively, the dissipation density and the heat°ux. We assume that the body carries a conduction current j : . Accordingly, the dissipation density is given by the sum of microscopic heating r Á m : and Joule heating j : Á e (cf. Ref. 13) . We assume that the conduction current satis¯es Ohm's law: j : ¼ ðÞe:
ð2:6Þ By (2.5) and (2.6) , and by the degree-1 homogeneity of %ðÁÞ, we have: : . The LLG equation has been the subject of extensive mathematical investigation. 2, 6, 8, 9, 16, 19, 27 An important property of (2.10) is that it preserves the modulus of the magnetization. In particular, if the initial datum m 0 satis¯es the saturation constraint jm 0 ðxÞj ¼ 1, then so does the solution at all times. The constraint jmj ¼ 1 leads to the following (natural) boundary condition for (2.10):
When the aim of the model is to describe the ferro/paramagnetic transition, the underlying evolution law, that is (2.4a), must allow the modulus of magnetization vector to change both in space and time, and, due to the suppression of the saturation constraint, the boundary condition (2.11) must be replaced by (2.2a 
(here " > 0 is the electric permittivity) by neglecting the displacement current "e : .
Justi¯cations of the eddy-current approximation when the dependence of all involved elds with respect to time is harmonic may be found in Refs. 1 and 3, where it is shown that the eddy-current approximation can be applied when the characteristic frequencies of the involved¯elds are small in an appropriate sense. We also remark that from (2.1c) it follows that if the initial conditions are consistent with Gauss' law, that is to say, divðh 0 þ m 0 Þ ¼ 0 in the sense of distributions, then the solution in is consistent with Gauss' law at all times.
Remark 2.5. The positivity assumption on , , , along with the convexity of %, guarantee consistency of (2.5), (2.6), and (2.8) with the Second Law of Thermodynamics, which is locally expressed by the following version of the Reduced Dissipation Inequality 13 :
ð2:14Þ
Here we also used positivity of temperature , which can indeed be shown under some assumptions, cf. Remark 4.1 below. With only a small loss of generality, we will just consider (cf. also Ref. 22 and references therein):
ð2:15Þ
Weak Formulation, Data Quali¯cation, Existence Result
We consider the above formulated initial-boundary-value-problem with a¯nite time horizon T > 0. We let I :¼ ð0; T Þ, AE :¼ I Â @, and Q :¼ I Â . We use the standard notation C 1 ðÁÞ for the space of smooth (vector-or tensor-valued) functions, L p ðÁÞ for p-power Lebesgue integrable functions, W k;p ðÁÞ for the Sobolev space of functions whose kth derivatives are in L p ðÁÞ, and ðW k;p ðÁÞÞ Ã for its dual space. Also, we make use of the Hilbert space 15 :
Moreover, for X a Banach space, we denote by L p ðI ; XÞ the L p -Bochner space of X-valued functions, by W k;p ðI ; XÞ the corresponding SobolevÀBochner space, and by Mð " I ; XÞ the space of X-valued measures on " I ¼ ½0; T . The scalar product of vectors from R 3 and the matrices from R 3Â3 will be denoted by \ Á " and \ : ", respectively. As usual, p 0 ¼ p=ðp À 1Þ.
We make the following assumptions:
ð3:2dÞ 9 max ! min > 0 : min ðÞ max ; ð3:2eÞ 9 max ! min > 0 : min ðÞ max ; j 0 ðÞj max ; ð3:2fÞ
ð3:2gÞ 9 1 q 4; C min > 0 : C min jmj q ' 0 ðmÞ; ð3:2hÞ 9 q 0 < 3; C max 2 R : j' 0 0 ðmÞj C max ð1 þ jmj q 0 Þ; ð3:2iÞ (ii) for all z 2 C 1 ðQÞ such that zðT ;
whereĉðÁÞ is a primitive of cðÁÞ;
Note that the above de¯nition re°ects that, in contrast to m, the time derivative of and h is estimated only poorly, cf. (3.7), and thus, in contrast to (3.3) , the by-part integration has been employed for (3.4) and (3.5) , while e has no time derivative considered at all; in fact, e.g. if is constant, then we would have e
We also note that from the boundedness of ðÁÞ imposed by (3.2f) and from (3.6) it follows that h 2 L 2 ðI ; L 2 curl; 0 ð; R 3 ÞÞ. Now we state the analytical result whose proof will be given in Sec. 4: 
Proof of Existence of Weak Solutions
In our proofs, positive constants dependent only on the data will be denoted by C . When two or more constants appear in the same formula, they will be denoted by a progressive integer subscript (C 1 ; C 2 , etc.). We will prove Theorem 3.1 by several carefully assembled steps:
(A) we modify the original problem by a suitable extension for < 0 and then we build a discrete Galerkin approximation of the modi¯ed problem. We use the index k 2 N to enumerate the Galerkin approximation steps for the unknowns m, h and e, and the index l 2 N to enumerate the Galerkin approximation steps for . Moreover, we replace dry friction with a smooth viscosity by approximating % with smooth convex functions % n . We also use the index n to enumerate a sequence of monotone terms having a p-growth to compensate the growth of the non-monotone terms. By doing so, we can prove existence of an approximate solution in the time interval ½0; T by using standard existence theory for ordinary di®erential equations (or rather di®erential-algebraic equations), a priori estimates, and prolongation arguments (cf. the proof of Lemma 4.1); (B) we let l ! þ1, thus passing to the limit with respect to the Galerkin discretization for in the heat equation, which allows for proving non-negativity of the approximated temperature, cf. the proofs of Lemmas 4.1 and 4.2; (C) we perform the physically relevant a priori estimates (i.e. \real" energy bounds), cf. (4.19a)-(4.19f); (D) using the L 1 -theory for heat equation together with Gagliardo-Nirenberg interpolation made simultaneously for the thermal and magnetic parts, we derive estimate on the temperature gradient, cf. To perform the Galerkin procedure, let us take an increasing sequence fV k g k2N of nite-dimensional subspaces of W 1;1 ðÞ such that [ k2N V k is dense in W 1;2 ðÞ. We approximate m : with elements from fV 3 k g k2N , and with elements from fV k g k2N . Note that [ k2N V k is therefore also dense in L ! ðÞ. Moreover, we take an increasing sequence
This choice of the basis guarantees that the following \curl-cancellation" property holds: Z
Furthermore, we consider an approximation % n of % satisfying, for n ! 1, This is satis¯ed e.g. by the Yosida approximation of % from (2.15) or just by taking % n ðmÞ :¼ njmj 3 =ðnjmj 2 þ 1Þ.
The following lemma states the existence of a solution to a semi-discrete regularized system, namely Galerkin approximation for Gilbert's and Maxwell's equations, and continuous version of the heat equation, while the full Galerkin approximation advertised in (A) is \hidden" in its proof.
We also approximate the initial data m 0 , 0 , and h 0 and the boundary datum e by choosing appropriate sequences m 0;k ; 0;k ; h 0;k , and e;k such that
The approximation of e and 0 will allow, in particular, for usage of the conventional L 2 -theory for the approximated heat equation. 
Let also the function cðÁÞ be extended to negative arguments by de¯ning cðÞ ¼ cðÀÞ for all < 0. Then, there exist m kn 2 W 1;2 ðI ; V 3 k Þ, kn 2 L 2 ðI ; W 1;2 ðÞÞ \ W 1;1 ðI ; L 2 ðÞÞ, e kn 2 L p ðI ; V 3 k Þ, and h kn 2 We still perform the Galerkin approximation of (4.5b) by using the¯nitedimensional space V l , l 2 N, l ! k. Thus we obtain the initial-value problem for a system of ordinary di®erential-algebraic equations, let us denote its solution by ðm knl ; knl ; h knl ; e knl Þ. More precisely, we can see the so-called underlying ODE-system by di®erentiating (4.5c) once in time and combining it with (2.1c), which leads formally to
in the Galerkin scheme, the right-hand side of (4.7) is not zero but just the residuum orthogonal to V k . Existence of such a solution then follows by standard arguments: rst one can show this locally, and then successively prolong when using the L 1 ðI Þ-estimates. These estimates can be obtained by testing the equations respectively by m : knl , knl , h knl and e knl . Let us introduce the auxiliary potential C : R ! R de¯ned by CðÞ :¼ R 0 #cð#Þd#. Note that cðÞ :
¼ ðCðÞÞ : and that (3.2d) ensures
Note also that p satisfying (4.4) can be chosen by virtue of (3.2j). The above-mentioned test gives, after summation and by using the curl-cancellation R curl e knl Á h knl À curl h knl Á e knl dx ¼ 0, the following identity:
The terms on the right-hand side of (4.9) are to be treated by the H€ older, Young and Gronwall inequalities. These a priori estimates then allow for the limit passage for l ! 1 when a converging subsequence of fðm knl ; knl ; h knl ; e knl Þg l2N is selected, bene¯ting from the fact that V k is kept¯nite-dimensional, so we have strong convergence in m knl . In particular, m knl ! m kn strongly in L 1 ðQ; R 3 Þ and then also
This result allows us to cope with the nonlinearity on the right-hand side of the discretized version of (3.3a). Further, we have Àðcurl e knl þ m :
The passage to the limit in h knl is easy because it appears linearly. In order to pass to the limit in the discretized versions of (3.4) and (3.6), we need to establish strong convergence of knl . The L 2 ðI ; W 1;2 ðÞÞ bound for knl given by (4.11c), the L 1 ðI ; V Altogether, the right-hand side of (4.16) indeed converges to zero, which proves the needed strong convergence m : knl ! m : kn even in L p ðQ; R 3 Þ. To show that e knl ! e kn in L 2 ðQ; R 3 Þ, we use a similar argument: we test the approximated Maxwell system by h knl À h kn and e knl À e kn , bene¯ting from the fact that we have k¯xed so that these test functions are admissible. Bene¯ting also from the smoothness of these test functions, we can use the curl-cancellation identity R curlðe knl À e kn Þ Á ðh knl À h kn Þ À curlðh knl À h kn Þ Á ðe knl À e kn Þdx ¼ 0. Then, proceeding as in (4.16), we show that lim l!1
n ðje knl j pÀ2 e knl À je kn j pÀ2 e kn Þ Á ðe knl À e kn Þdxdt ¼ 0; ð4:18Þ
so that e knl ! e kn in L 2 ðQ; R 3 Þ is proved, and the limit passage in the heat equation is then easy. Proof. As standard, we exploit that À kn ðt; ÁÞ 2 W 1;2 ðÞ and we test (4.5b) by À kn to show that À kn ¼ 0. We show that all the right-hand side terms in (4.5b) either vanish or are negative under this test. Proof. For the reader's convenience, we organize the proof in successive steps.
Step Step 2. Interpolation. We show that for Note that the restriction r < 2!þ3 !þ3 guarantees that from (4.24) is positive, as required in Step 1.
To begin with, we apply H€ older's inequality to obtain Z Q jr kn j r dxdt ¼
: ð4:26Þ
Then, we observe that, since 0 ð kn Þ ¼
Moreover, by (4.24) we have ¼ ð2 À rÞ !=3 þ 1 ð ÞÀ1, and thus from (4.27) we obtain p=r ¼ !=3 þ 1, that is to say, Step 3. Estimation of the right-hand side R kn . We prove the following estimate: 
kn dxdt:
In particular, we have
We can treat the term R Q 0 h e Á m : kn dxdt by H€ older's and Young's inequalities, and then by absorption of m : on the left-hand side, we obtain I kn C ð1 þ J kn Þ: ð4:34Þ
Taking small enough in (14) and using (4.34), we eventually arrive at (4.31).
Step By direct computation we verify that if ! < 3, then !, and therefore s ! by (4.31). Hence, from (4.19d) we obtain again the estimate (4.40).
Step 6. Boundedness of heat sources. We now prove (4.21b) and (4.21c :
Sketch of the Proof. The passage to the limit from (4.5) to (4.47) is the same as we did in the proof of Lemma 4.1, since k is still constant. One di®erence is that we¯rst introduce r kn :¼ m :
The a priori estimate (4.21b) yields boundedness of fr kn g n2N so that we can also rely on r kn ! r k weakly in L 2 ðQ; R 3 Þ for a selected subsequence. Realizing convexity of % n , we can thus rewrite The estimate (4.19e) is now used to show that the regularizing term in the magnetic part vanishes in the limit. Indeed, we have Z 
where we bene¯ted from having the¯nite-dimensional approximation of m kn ðt; ÁÞ 2 V k . Thus the limit passage from (4.48b) to (4.47b) if integrated over time is done. For limit passage in the heat equation, we need to improve m : kn ! m : k strongly in L 2 ðQ; R 3 Þ. To this goal, we modify the procedure (4.16) and (4.17) by omitting the L p -term in (4.16) and, since now % n is not¯xed, by handling the %-term as follows: for any k 2 L 2 ðQ; R 3 Þ such that k 2 @%ðm where we also used that % 0 n is monotone since % n is convex, cf. Like before, we can execute the procedure like (4.18) which, however, now must be modi¯ed by replacing the term 1 n ðje knl j pÀ2 e knl À je kn j pÀ2 e kn Þ Á ðe knl À e kn Þ by 1 n ðje kn j pÀ2 e kn Þ Á ðe kn À e k Þ, which can further be treated as to get for any v 2 L p ðQ; R 3 Þ and in particular for v ¼ e k ; here it is important that e k is not only in L 2 ðQ; R 3 Þ as seen from (4.21c) but indeed even in L p ðQ; R 3 Þ. This last fact follows from that e k ðt; ÁÞ ranges the¯nite-dimensional space V 3 k and, by (4.47e),
ð4:55Þ
where we have used the fact that ð k Þ ! min > 0. Since e k 2 L 4 ðI ; V 3 k Þ, we have that ð k Þe k is in duality with je k j 3 e k , and we can repeat the argument to obtain e k 2 L 8 ðI ; V k Þ, and after another¯nite number of boot-strapping steps we get the integrability better than p. Thus, from (4.18) modi¯ed as described above, we eventually get e kn ! e k in L 2 ðQ; R 3 Þ.
Using (4.2e), we also get % 0 n ðm : kn Þ Á m : kn ! %ðm : k Þ in L 2 ðQÞ. Thus we can see that all terms on the right-hand side of the heat equation (4.5b) converges in L 1 ðQÞ. Thus the limit passage from (4.5b) to (4.47c) can be accomplished.
Moreover, (4.54) can be used for a general v to pass to the limit from (4.5d) to (4.47e) if integrated over time. Step 1. Passage to the limit in (4.47a). For s in the unit ball of L 2 ðQ; R 3 Þ, we choose w ¼ m : k À s as a test in (4.47b ). This choice gives
Hence by (4.21b), r k is bounded in L 2 ðQ; R 3 Þ and (up to a subsequence) has a weak limit r 2 L 2 ðQ; R 3 Þ. The passage to the limit in the other terms is possible, thanks to the uniform bounds (4.19a), (4.19c) , (4.19d ) and (4.21a), (4.21b), (4.21d). In fact, by the estimate (4.19a), rm k converges weakly in L 2 ðQ; R 3Â3 Þ. Furthermore, in view of (4.21b), m : in L 1 ðQ; R 3 Þ. By (4.19c), h k converges weakly Ã to a limit h in L 1 ðI ; L 2 ð; R 3 ÞÞ. By (4.19d), k converges weakly Ã to a limit in L 1 ðI ; L ! ðÞÞ, respectively. From the weak convergence of k , the strong convergence of m k , and the continuity of ' 0 1 ðÁÞ we obtain the convergence of k ' 0 1 ðm k Þ in L 1 ðQ; R 3 Þ. We thus conclude that the weak limits r, m, and h satisfy (3.3a).
Step 2. Passage to the limit in (4.47b). We choose z ¼ m : k as test function in (4.47a). By the convergence results established in Step 1, and by the weak-lower semicontinuity of the L 2 norm, we obtain lim sup 
ð4:58Þ
Taking the limsup of both sides of (4.47b) and using (4.58), we arrive at (3.3b).
Step 3. Passage to the limit in (4.47d)À(4.47e). We pass to the limit in the Maxwell equations, i.e. from (4.47d) and (4.47e) to (3.5)À(3.6). This step is also straightforward since the only nonlinearities in these equations involve k , for which we have compactness by AubinÀLions' theorem. Step 4. Strong convergence of e k and m : k in L 2 ðQ; R 3 Þ. This result is preliminarily needed to pass to the limit in the heat equation, a step that we will complete later. To prove that e k ! e in L 2 ðQ; R 3 Þ we test the di®erence of the Galerkin Maxwell equations (4.47d) and (4.47e) and the limit Maxwell equations (3.5) and (3.6) respectively by the di®erence e k À e and h k À h, similarly how we did it in (4.18 Let us emphasize that these arguments do not rely on that h app k ðT ; ÁÞ À h k ðT ; ÁÞ would have a good sense in the limit and on the curl-cancellation property in the limit. By AubinÀLions' theorem, k ! in L 1 ðQÞ and thus ðð k Þ À ðÞÞe app k ! 0 in L 2 ðQ; R 3 Þ, and by using that e app k À e k is certainly bounded in L 2 ðQ; R 3 Þ, we have ðð k Þ À ðÞÞe app Here, in both of these last terms, we essentially bene¯t from the eddy-current approximation. Thus, (4.61) gives e app k À e k ! 0 in L 2 ðQÞ (here we used ðÁÞ ! min > 0, cf. (3.2f)) and, since e app k ! e in L 2 ðQÞ, we eventually obtain the desired convergence e k ! e in L 2 ðQÞ.
We omit the proof of the strong convergence of m : k , which can be performed in the same manner as in Eqs. Step 5. Passage to the limit in (4.47c). By (4.19d), (4.21a) and (4.21d), we have weak Ã convergence of k in L 1 ðI ; L ! ðQÞÞ and weak convergence of r k in L r ðQ; R 3 Þ. Then, by AubinÀLions' theorem, k converges strongly in L 1þ2!=3 ðQÞ. The strong convergence of k along with the weak convergence of its gradient allow us to pass to the limit on the left-hand side of (4.47c). We then consider the right-hand side of (4.47c). By
Step 4, the term ð k Þje k j 2 þ jm : k j 2 converges strongly to ðÞjej 2 þ jm : j 2 in L 1 ðQÞ;
by the continuity and the degree-1 homogeneity of , the strong convergence of m We compare the solution to (4.5b) with the solution to the ordinary-di®erential equation cðÞ : þ sup ' 0 1 ðÁÞ 4 jj 2 ¼ 0 which, for ð0Þ ¼ inf 0 > 0, gives a sub-solution of the heat equation (4.5b), exploiting also the fact that e;k ! 0 a.e. in @. Taking also into account (3.2d), we have sup ' 0 1 ðÁÞjj 2 4cðÞ sup ' 0 1 ðÁÞjj 2 4c min ð1 þ jj !À1 Þ ð4:63Þ
and thus we can still estimate kn ðt; xÞ ! ðtÞ if solves the initial-value problem
This problem possesses a unique solution which is decreasing in time but ever positive; here it is important that the nonlinearity 7 ! jj 2 =ð1 þ jj !À1 Þ is Lipschitz locally continuous. Thus kn ! min ½0;T ðÁÞ > 0. This positivity is \uniform" and is thus preserved under the limit for k ! 1 and n ! 1.
Concluding Remarks
In this last section we brie°y comment some possible generalizations and modi¯cations, and also those generalizations that seem to bring serious di±culties. : added in (2.1d), would make the whole problem hyperbolic/parabolic and bring substantial di±culties. For example, there would not be any estimate on curl h in L 2 ðQ; R 3 Þ and the argument used to limit (4.61) would fail. This is also why we con¯ned ourselves only on the magnet itself where the eddy-current approximation of the Maxwell system is well acceptable and why we neglected the electromagnetic¯eld outside which otherwise would standardly be considered as the The coe±cient S is related to Seebeck's cross e®ect and P is responsible for Peltier's e®ects. It is physically well justi¯ed to impose the following (Nobel-prize awarded) Onsager symmetry condition (see also Ref . 17 Under suitable quali¯cation of S and P , a lot of the above considerations seem possible to be expanded for these cross-terms, too. However, e.g. the strategy (4.61) would augment by the term ð P ð k Þr k À P ðÞrÞ Á ðe app k À e k Þ which does not seem possible to push to zero for k ! 1.
