Abstract
Introduction
Thai Insurance industry is subject to government regulation to safeguard the interests of the policyholders, third-party liability claimant and other related business. The number of insolvency and bankrupt Insurers can become a national issue. Solvency supervision, regulations and solvency classification are important topics for non-life insurers.
The solvency position is affected by most insurance activities and decision making process which are: premium rate making, technical reserve determining, risk undertaking, reinsurance activities, investment, sale, credibility of business to related party, country's economy, new legislations, inflation, and interest rates (Pitselis, 2009 ).
The office of insurance commission (OIC) of Thailand used the capital adequacy ratio (CAR) system of non-life insurance in 2009 to evaluate the capital adequacy or financial solid for the non-life insurers (See 
Decision Tree Learner
In this study, we used a well-known decision tree algorithm, C4.5 (Quinlan, 1993) . Decision tree algorithm is a predictive machine learning model that begins with a set of cases, and then creates a decision tree based on the attribute values of the training data that can be used to classify unseen cases.
Data and Methodology
The data set used in this study was collected from 70 non-life insurance companies in Thailand. The companies were in operation or went insolvency from 2000 to 2008. During this period, 616 cases (543 strong, 16 moderate, 13 weak and 44 insolvency) were selected as training data set as shown in Table 2 . The data from year 2009 was used as a test set. The data source based on annual report of The Office of Insurance Commission (OIC) and the health insurance companies are not included on this study. In this paper, we filtered attributes using the Correlation-based attribute subset evaluator and Greedy stepwise techniques. The attributes finally used in this study are presented in Table 3 . After classifying training data set into four classes, we found that the training data set shows imbalanced class distribution, as shown in Table 2 . The classification of data with imbalanced class distribution has posed a significantly low accuracy by most standard classifier learning algorithms, which assume a relatively balanced class distribution and equal misclassification costs (Sun et al., 2007) .
Against the class distribution problem, we applied Resample and SMOTE (Chawla et.al., 2002) techniques in conjunction with the decision tree to reduce the imbalanced distribution problems. We employed the Resample approach to produce a random subsample of a data set using either sampling with replacement and SMOTE approach to over-sampling the minority class in this experiment.
We compared the accuracy of classification model between Resample and SMOTE approach using the data set as shown in Table 4 . In this study, the decision tree learning was run with a confidence factor for pruning of 0.25 and a minimum number of instances per leaf of 2 using WEKA software (Hall et.al, 2009 ). Figure 1 shows the framework of classification process.
Experimental and Results
We used a 10 fold cross-validation and data test set (2009 data set) for the test. The results of solvency classification are shown in Table 5 , 6, 7 and Table 8 . Figure 2 shows an example of the decision tree obtained from our experiment.
However, on the supplied test set (Y2009), the SMOTE model showed very good performance for weak, moderate, and strong companies (93.8%), but failed to recognize the insolvency companies.
Conclusions
We have proposed a study which applies the well-known Decision Tree Learning combined with the Resample technique which helps improve the accuracy in the case of the imbalanced distribution on the training set. The obtained results from both 10 fold cross-validation (97.4%) and supplied test set (90.8%) show the usefulness of this method and can ensure that this method can be used as an early warning system for classifying non-life insurer solvency position. 
