Gambling research has grown dramatically over the past 2-3 decades, however a lack of consensus regarding the risk factors and gambling etiology related to youth problem gambling still remain. So a better understanding of the nature of youth problem gambling could help us to clarify the etiology of gambling problems. Understanding gambling subtypes is necessary to improve our understanding of the etiology of problem gambling. The prediction of problem gambling is related with the participation in gambling activities. It is necessary to obtain a structure of gambling activities, in order to better understand gambling related problems and to treat problems in a more specified manner. The aim of the study was to determine the appropriate structure of gambling activities using factor analysis in a confirmatory framework. Students are a particularly interesting population in which to study gambling. The research utilized a cross-sectional design and self-report questionnaires. The study concludes that the two-factor solution better represents the chance-and skill-based gambling activities. The first factor is most strongly associated with chance-based activities (lottery, bingo, scratch cards). The second factor is most strongly associated with activities that require some degree of skill (poker, roulette, sport bet, racing, etc. ).
Introduction
Problem gambling is being viewed increasingly as a behavioral addiction and has been re-classified as an addictive disorder in the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5) [1] . Although most people engage in gambling as a recreational activity, some people develop problems that can be linked to this behavior. Situational and structural characteristics of gambling activities may be important moderators of behavior and cognition in gambling and should be taken into account in explanations of gambling behavior. Research has tended to examine gambling as a single entity, incorporating a range of activities that are very different, or looked specifically at individual activities, but, recently, experts have raised concerns about the common practice of lumping together involvement in different activities in studies of the correlates of gambling and have suggested that this practice may be contributing to the contradictory findings that are frequently found in the literature [2] . Sub typing models are thought to have implications for understanding disordered gambling. Identifying different groups could have important implications for prevention and treatment responses.
Gambling Activities
Gambling is an umbrella term that covers a number of activities. These activities include electronic gaming (slot) machines (EGMs), betting on horse/dog races, playing scratch cards, playing the lottery, playing keno, playing table games at a casino such as blackjack or roulette, playing bingo for money, betting on sport events, playing cards or other such games for money outside of a casino, and betting on games of skill such as billiards etc. It is clear that these activities are vastly different in terms of their configuration. Gambling activities can be categorized along several dimensions. One commonly drawn distinction is between games that are mainly or entirely based on chance and games that are skill (or perceived skill)-based to a certain extent. Lotteries, scratch cards and slot machines are examples of the first category, whereas poker is an example of the latter. However, while exists a general structure of skill and chance, the distinction is undoubtedly blurred at the level of the game as many gamblers are known to play chance based games with the illusion of control [3] . Slot machine playing is generally acknowledged as involving no skill and leading to an inevitable loss of money.
However, heavy slot machine players privately accept another belief: that their special knowledge of machines will provide a winning edge. Some research [4] suggested that irrational thoughts are commonly present among gamblers and that they may play a central role in maintaining gambling in games of chance. From the other side, sports betting is often characterized as a skill-based form of gambling, but several studies question this by demonstrating that 'experts' in sports betting fail to outperform a chance level of cash return. Similar to adults, adolescent problem gamblers are not a homogenous group. Hence, it is possible that different types of adolescents will engage in different gambling activities. A review of the literature showed that gambling activities are routinely treated as a homogeneous group. Recent research [5] [6] [7] has found that there are two dimensions underlying gambling among adults.
These dimensions distinguish between skill-and chance-based activities. However, another research study [8] among adolescents found that three dimensions underlie the 12 activities surveyed, representing the distinction between three types of gambling activities, specifically those that are chance-based (e. g. , playing poker machines), those that involve gambling on activities which involve some degree of skill to select a winner (e. g. , sports betting), and those which involve gambling on one's own skills (e. g. , gambling on pool). Some individuals are drawn to gambling products such as poker and blackjack that involve an element of skill because they believe they are 'challenging' themselves in addition to competing against other players or the house.
In this sense, individuals might erroneously believe that, they can "improve" their gambling skill through learning and experience, because some games allow to some extent gamblers to attempt to use knowledge of the game to influence or predict the outcome (e. g. , poker, blackjack) which, in turn, could involve a period of regular (financial) losses. Other partially skill-based gambling types are sports betting, which would include horse racing, and speculation on the stock market. Individuals drawn to such gambling types tend to find pleasure in researching the event and testing their own "expertise" in the field while making their bets. Furthermore, these individuals are seeking to enhance the entertainment value of the event or the sport itself by betting on its outcome. In other words, they not only hope their team (or horse) will win but also they will enjoy a windfall from that event.
Measurement Issues Related the Structure of Gambling Activities and Adolescents Disordered Gambling
Having a set of observed variables (gambling activities' types), some statistical techniques can be applied in discovering which variables in the set form coherent subsets (subtypes) that are relatively independent of one another. Factor analysis attempts to achieve parsimony by explaining the maximum of amount of common variance in a correlation matrix using the smallest number of explanatory constructs (factors or latent variables). In factor analysis only the variance that each observed variable shares with other observed variables is available for analysis [9] . The process of deciding how many factors to keep is called extraction.
We retain only factors with large eigenvalues (λ>1). Selection of the number of factors is probably more critical than solution of extraction and rotational techniques. An additional technique is Horn's parallel analysis. Parallel analysis involves comparing the size of the eigenvalues with those obtained from a randomly generated data set of the same size. Only those eigenvalues that exceed the corresponding values from the random data set are retained. This approach to identifying the correct number of factors to retain has been shown to be the most accurate, with both Kaiser's criterion and Catell's scree test tending to overestimate the number of factors. After extraction, rotation is used to improve the interpretability and scientific utility of the solution. The use of factor analysis is purely explanatory, usually performed in the early stages of research. It should be used only to guide future hypothesis, or to inform researchers about patterns within data sets. Confirmatory factor analysis (CFA) is associated with theory testing. CFA is much more sophisticated technique used in the advanced stages of the research process where variables are carefully and specifically chosen to reveal underlying processes. Confirmatory factor analysis (CFA) is used to study the relationships between a set of observed variables and a set of continuous latent variables. When the observed variables are categorical, CFA is also referred to as item response theory (IRT) analysis.
After the model has been specified and then estimated, the major question is, "Is it a good model?" One component of a "good" model is the fit between the sample covariance matrix and the estimated population covariance matrix. A good fit is sometimes indicated by a nonsignificant χ 2 . A χ 2 statistic is computed based upon the function minimum when the solution has converged. This value is multiplied by N-1 (N= number of participants) to yield the χ 2 value, consequently, with large samples, trivial differences between sample and estimated population covariance matrices are often significant. Because of this problem, numerous measures of model fit, which provide often a better gauge of fit, have been proposed. One very rough "rule of thumb" directly related to the χ 2 value is that a good-fitting model may be indicated when the ratio of the χ 2 to the degrees of freedom is less than two.
Fit indices are often used to supplement the χ 2 test to evaluate the acceptability of latent variable models. Since the introduction of model fit indices to the analysis of covariance structures, numerous fit indices based on different rationales have been proposed and studied. Comparative Fit Index (CFI) [10] and Tucker Lewis Index (TLI) [11] are incremental fit indices, measuring the improvement of fit by comparing the hypothesized model with a more restricted baseline model. Values can range from 0-1. For these indices, values above. 90 indicate reasonable fit. Values above. 95 indicate good model fit. CFI has smaller sampling variability than TLI. The Root Mean Square Error of Approximation (RMSEA) is a measure of "discrepancy per degree of freedom" in a model, estimating the lack of fit in a model compared to a perfect (saturated) model. RMSEA has a known distribution and, thus, permits the calculation of confidence intervals. It was suggested [12] that RMSEA values larger than 0. 1 are indicative of poor-fitting models, values in the range of 0. 05 to 0. 08 are indicative of fair fit and values less than 0. 05 are indicative of close fit. A cut-off value of RMSEA close to 0. 06 has been recommended. SRMR and WRMR are residual-based fit indices that measure the (weighted) average differences between the sample and estimated population variances and co-variances. SRMR-the standardized root mean-square residual [13] is an absolute measure of fit. It is defined as the standardized difference between the observed correlation and the predicted correlation.
A cut-off value close to 0. 08 has been recommended for SRMR. WRMR-Weighted Root-mean-square Residual [14] is suitable for models where sample statistics have widely disparate variances and when sample statistics are on different scales such as in models with mean and/or threshold structures. It is also suitable with non-normal outcomes. WRMR ≤ 1. 0 can be used to identify good simple models when N ≥500. Under severe no normality (with continuous variables), SRMR at a cutoff value close to 0. 7, the ML-based TLI and CFI at a cutoff value close to 0. 95 and WRMR at a cutoff value close to 1. 0 were still applicable when sample size was equal or larger than 500. Although stringent cut-offs (i. e. , >. 95 for CFI and TLI, <. 06 for RMSEA) have been recommended, and a cut-off lower than 1. 0 for WRMR has been identified, a recent research [15] has suggested that, strict adherence to these cut-off values often lead to erroneous results, as factor loadings in social sciences are typically lower.
Case Study
The study included 726 students (60. 5% females, 39. 5% males) from the University of Korça, ranged from 18 to 23 years old. The survey was conducted between June and July, 2015. Data were collected using a self-reported questionnaire. We focused only on respondents who had played in at least one of the survey gambling activities on at least one occasion during the last 12 months. Participants were given a questionnaire during regular class time assessing their past gambling history, frequency of gambling behavior, types and number of gambling activities in which they engaged. The total time required for completion of the questionnaire was approximately 15 minutes.
Data was analyzed using SPSS and Mplus software packages. The term "gambling" was used to describe a widely varying array of activities. These activities included lotteries, bingo, scratch cards, sport betting, EGMs, race, poker, roulette, internet gambling, dice and other gambling activities outside of a casino. For each of the eleven gambling activities, respondents answered on a six-alternative scale: 0-never; 1-less than once monthly; 2-less than once weekly; 3-1-2 times a week; 4-3-5 times a week; 5-6-7 times a week. The goal of the study was to determine the appropriate structure of gambling activities among the students using the appropriate statistical techniques. An exploratory factor analysis (EFA) in a confirmatory framework was conducted on the eleven gambling activities with both, orthogonal and oblique rotations using SPSS version 20 and Mplus software packages.
The sample size of 726 cases was considered as very good [16] for factor analysis. Prior to performing EFA, the suitability of data for factor analysis was assessed using several tests. Most of the values in the negative anti-image correlation matrix were small. The Kaiser-Meyer-Olkin value was. 822, exceeding the recommended value of. 6 [17] and Bartlett's Test of Sphericity reached statistical significance, supporting the factorability of the correlation matrix. The factor analysis revealed the presence of three factors with eigenvalues exceeding one, explaining 31. 375%, 14. 085% and 9. 296% of the variance respectively. (Table 1) Facing this situation, a parallel analysis was performed using SPSS syntax developed by O'Connor (2000). Parallel analysis is considered one of the most accurate and underutilized methods to determine the number of retainable factors [18] . Factors were retained whenever the eigenvalues from the original data for a given factor exceed the eigenvalues corresponding to the desired percentile (usually the 95th) of the distribution of random data eigenvalues.
The eigenvalues (computed from 100 random data sets) were used for comparison against eigenvalues computed from the original data set. The column of interest to us was the one in which eigenvalues were listed under the heading "Percentile. " These values correspond to the 95 th percentile of the eigenvalues for each factor that were obtained from the 100 randomlygenerated data sets. We found that only two factor eigenvalues in this column were less than the factor eigenvalues from the original matrix, consequently, we can vest confidence that only the first two factors should be retained. (Table 2) However, an inspection of the scree plot did not reveal a clear break after the third factor. (Graph 1) Source: Authors' calculations.
The decision between orthogonal and oblique rotation was made as soon as the number of reliable factors was apparent.
Perhaps the best way to decide between orthogonal and oblique rotation was to request oblique rotation with the desired number of factors and look at the correlations among factors [9] . Looking at the correlation matrix with two factors and oblique rotation, the level of correlation matrix (. 306) was considered borderline between accepting an orthogonal solution versus dealing with the complexities of interpreting an oblique solution so, the simpler, orthogonal, solution with varimax rotation and two factors was evaluated.
Factors were interpreted through their factor loadings from table 3. After orthogonal rotation, the values in the loading matrix are correlations between variables and factors. It was decided to use a loading of. 45. Loadings under. 45 (20% of variance) were replaced by zero. (Table 3) Source: Authors' calculations using SPSS.
To interpret a factor, we tried to understand the underlying dimension that unifies the group of variables, loading on it. The two factors reflected the distinction between chance-based and skill or perceived skill-based gambling activities.
The first factor was most strongly associated with skill or perceived skill-based activities with some activities such as poker and roulette, which involve higher degree of skill, to have the highest loadings with the factor and some other partially skill or perceived skill-based activities such as sport bet, racing to have lower correlation with the same factor.
We labeled this factor SKILL.
The second factor was most strongly associated with chance-based activities such as bingo, scratchcards and was labeled CHANCE. The variable related to gambling activities outside of a casino such as cards play or billiards, labeled as OTHER, resulted to have a loading of. 147 on the first factor and was replaced with zero.
Most of the ordered categorical variables used in this analysis (7) resulted to have a no normal distribution with some of them having values of skewness and kurtosis greater than two and seven respectively. So, the multivariate normality assumption underlying the ML estimation was violated. Facing with this situation, some research [19] , recommend concern, especially for kurtosis.
Consequently, adjustments to the χ 2 and standard errors based on a weight matrix derived from an estimate of multivariate kurtosis were made. Mplus prints this kurtosis adjustment, referred to as the "scaling correction factor" (SCF). When modeling ordered categorical data with at least five categories, treating the data as continuous in nature and employing ML estimation with the Satora-Benttler scaling methods appears to work well and has been recommended in this situation [20] .
Taking into account that our variables were ordered categorical with six categories, the best recommendation was: 1) to treat data as continuous and to use S-B scaling methods with ML estimation or 2) to treat data as categorical and to use DWLS estimation.
One could employ and report findings from both S-B scaling and robust DWLS estimation [21] .
Having so, an exploratory factor analysis in Mplus using two robust estimators (WLSMV and MLR) and GEOMIN OBLIQUE rotation, was performed. Running EFA for one to three factor models in Mplus, ordered categorical variables for the WLSMV estimator and continuous variables for the MLR estimator were used. The model with two factors resulted to have the best fit indices with both estimators as in tables below. Source: Authors' calculations using Mplus. Source: Authors' calculations using Mplus.
Using the WLSMV estimator, (Table 4 ) the models with two and three factors were comparable, with the two-factor model to have lower RMSEA and greater TLI, whereas the three-factor model had better CFI and SRMR. However, taking into account the parsimony, the two-factor model was more preferable. Using the MLR estimator (Table 5) , the two-factor model performed better in most of the fit indices (RMSEA, CFI, TLI, BIC) and the ratio of χ 2 test of model fit divided by the degrees of freedom was less than two, reinforcing our previous judgment. In order to test the proposed model, CFA was performed, using different estimators, in Mplus 6. 12. A two-factor model was hypothesized: a SKILL factor (with poker, roulette, EGM, sport bet, race, internet and dice as indicators) and a CHANCE factor (with lottery, bingo and scratchcards serving as indicators). The goodness of fit was evaluated using a p-value of χ 2 of. 05 for the test of close fit. Additional fit indices included CFI, TLI, RMSEA, SRMR and WRMR (Table 6 ).
The ICs, considered in this study, were the commonly used AIC, BIC, and adjusted BIC. Comparing across all the models and sample sizes, there seems to be strong evidence that the BIC is the best of the ICs considered [22] . An examination of fit indices showed that the two factor solution, using robust estimators, had an acceptable fit, as demonstrated by the RMSEA, CFI, TLI and SRMR. The model χ 2 with all the estimators resulted to be significant, but with MLMV it was also less than two times the model degrees of freedom. This ratio gives a very rough indication that the model may fit the data. The results from CFA, using different robust estimators, revealed that, TLI, and CFI performed reasonably well with categorical model robust estimation (WLSM and WLSMV).
These results are consistent with previous research [23] [24] . RMSEA performed better with ML estimators with values less than. 05 to indicate a good fit, whereas using DWLS estimators, the values of RMSEA were indicators of an acceptable fit. The values of SRMR were well below the cut-off value of. 08, indicating a good fit. WRMR values were greater than one with all the estimators. This is contrary to some previous recommendations [25] , but we should not forget that, WRMR is an experimental fit statistic and could be ignored. Source: Authors' calculations using Mplus.
Conclusions
The result of the study revealed that, gambling activities are not a homogenous group, finding that, there are two dimensions underlying gambling among adolescents. These dimensions distinguish between skill-and chance-based activities. This finding reinforced previews research among adults. Inconsistent with other research among adolescents, this study found no differentiation between the skill-based gambling activities.
This can happen because this differentiation is slightly unclear and the types of activities can be specific for each country. In this study, based on a previous recommendation, several psychometric techniques were implemented using two types of robust estimators, treating the observed variables not only as ordered categorical, but, also, as continuous. This combination of psychometric techniques may be helpful to draw better conclusions in gambling-related future studies. 
