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Summary
In this dissertation we will discuss error analysis of a sequential regularization
method (SRM) to solve time dependent incompressible Navier-Stokes equations.
From both theoretical and numerical point of view, the most difficult part to solve
Navier-Stokes equations is how to deal with the divergence free condition. This
sequential regularization formulation can treat this difficulty efficiently.
We review a few existing numerical methods for Navier-Stokes equations in chapter
1, especially projection method and penalty method. We then introduce the sequen-
tial regularization method, including the derivation and various formulations of this
method.
Chapter 2 is a preliminary part. We collect a number of well-known inequalities
which will be used in our analysis in later chapters. In chapter 3, we prove a few
lemmas for equations related to sequential regularization formulation. Chapters 4
to 7 will include our main results. The existence and uniqueness of the sequential
regularization solution are proved in chapter 4. In chapter 5, we consider semi-
discretization in time. We obtain the optimal error estimation for each scheme. In
chapter 6, the error estimation of semi-discretization in spatial variables and fully
discrete scheme are obtained. We focus on a special case of SRM (α1 = 0) in chapter
7 and give similar error estimation for semi-discretization in spatial variables.
We include three numerical examples in chapter 8. The first example has exact
i
ii
solution and can be used to verify the convergence. The second and third examples
are both well-known problems in computational fluid dynamics. We can compare
our results with benchmark solutions. In the last chapter, we conclude this thesis
and point out a few directions which we will work in future.
Chapter 1
Introduction
1.1 Navier-Stokes Equations and Numerical Meth-
ods
To describe the motion of an incompressible flow in a two dimensional or three
dimensional domain, Navier-Stokes equations are always the governing equations.
A derivation will be given in the appendix A. Assume Ω is a bounded connected
domain in Rn (n = 2, 3) with smooth boundary. Let u describe the velocity field
of the fluid, and p describe the pressure, then (u, p) satisfies dimensionless Navier-
Stokes equations:
ut − ν4u+ (u · ∇)u+∇p = f , (1.1)
divu = 0, (1.2)
u|∂Ω = g, u(0) = u0, (1.3)
where ν = 1
Re
, and Re is Reynolds number.
Although the Navier-Stokes equations were derived in the 19th century, our un-
derstanding of them is still limited, such as that the regularity of the solutions in a
general three dimensional domain is still open, which is one of ”the Millennium Prob-
1
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lems”. Numerical simulation of the Navier-Stokes equations also has a long history.
A lot of methods have been proposed. The standard discretization which include
finite difference method, finite volume method, conformal finite element method on
the divergence free space, non-conformal finite element method and spectral method
are discussed in [30][11][15][26][17][8]. The main difficulty to solve the Navier-Stokes
equations numerically is that the velocity field u and the pressure p are coupled
by incompressible constraint divu = 0. we need to find a proper way to dispose
this difficulty when we try to use direct discretization. There are some approaches
to overcome this difficulty, such as projection method and penalty method. In the
following, we will briefly introduce these two methods, and then present sequential
regularization method.
The projection method was firstly introduced by Chorin and Temam [10][38].
It is one kind of fractional-step methods. We solve an intermediate velocity un+
1
2
regardless of the divergence free condition, then project it to the divergence free
space by the Helmohltz-Hodge decomposition. Hence it decouples the velocity and











2 + (un · ∇)un = f(tn+1),
un+
1
2 |∂Ω = 0.
(1.4)
Projection Step
Find (un+1, pn+1) be solution of
un+1−un+12
4t +∇pn+1 = 0,
divun+1 = 0,
un+1 · ~n|∂Ω = 0.
(1.5)
To solve the equations at the projection step, we take the divergence operator for
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both sides of u
n+1−un+12
4t +∇pn+1 = 0, and obtain a Poisson equation for pn+1 with
homogeneous Neumann boundary condition. We can then solve pn+1 and update
un+1 by substituting pn+1 into the first equation. The scheme (1.4) - (1.5) and
its variations have been widely used to find numerical solution of Navier-Stokes
equations. The convergence has been analyzed as well, see [31][32][34]. We will give
a few remarks on the projection method, especially for scheme (1.4) - (1.5).
Remark 1.1 1. In the equations (1.4), to calculate the intermediate velocity, there
are different ways to approximate the nonlinear convection term. One simple mod-
ification is (un · ∇)un+ 12 . Hence the equations are still second order elliptic, the
artificial stabilizer is not required, but the resulting stiffness matrix is not symmet-
ric.
2. To obtain un+1, we project the intermediate velocity un+
1
2 to the divergence free
space by solving equation (1.5). But the solution un+1 is only in L2, consequently,
it is not necessary to satisfy the homogeneous Dirichlet boundary condition (we use
un+1 · ~n|∂Ω = 0 instead of un+1|∂Ω = 0).
3. In the equations (1.5), the pressure pn+1 satisfies homogeneous Neumann
boundary condition, but we do not have any explicit boundary condition for pressure
in Navier-Stokes equations, which also prevents us from obtaining accurate approx-
imation for the pressure near the boundary.
Besides the projection method, reformulation methods are also widely used to
overcome the difficulty of divergence free condition. The idea is to reformulate the
original system by adding a term involving a small parameter ². When ² tends to
0, the solution of the reformulated system will approach the exact solution. The
penalty method, artificial incompressibility method and the sequential regularization
method belong in this category.
Penalty Method
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Let ² be a small positive number, and (u², p²) be the solutions of following system:
u²t − ν4u² + (u² · ∇)u² +∇p² = f , (1.6)
divu² + ²p² = 0, (1.7)
u²|∂Ω = g, u²|t=0 = u0. (1.8)
We have the expression p² = −1
²
divu² from the second equation, then substitute
it to the first equation to obtain an equation which only involves u². In [5][33], there
are more details of the penalty method and its error analysis.
1.2 Sequential Regularization Method
In [3], an iterative reformulation method is introduced to solve the differential-
algebraic equations (DAE). It is so-called sequential regularization method (SRM).
The DAE is an ordinary differential equation coupled with an algebraic equation.
Partial differential algebraic equations (PDAE) can be viewed as an extension of
DAE. The Navier-Stokes equations are important examples of PDAE. In [23], how
to apply SRM to the Navier-Stokes equations was considered. This thesis is a
continuation of the work in that paper.
When we consider a DAE (or PDAE) of form
xt + Ax+By + q = 0,
Cx+ r = 0.
(1.9)
Where A, B, C can be matrixes (DAE) or differential operators (PDAE). Since
equation (1.9) is an index 2 DAE, it is ill-posed in a certain sense, and direct
discretization does not work well. Regularization methods such as penalty method
reformulate the second equation by adding a small perturbation term which involves
y, to reduce the index of system. Then we can apply straightforward discretization
to the perturbed system. We will focus our attention on the Navier-Stokes equations
(1.1) - (1.3) in the next section.
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The Navier-Stokes equations are ill-posed for pressure in the following sense. If
we have small perturbation for divergence of u, say divu = δ, then the change of
p depends on not only δ but also the time derivative of δ (δt). Borrowing DAE
terminology, Navier-Stokes equations are so-called index-2 PDAE (cf. [6][23][27]).
On the other hand, if the initial condition u(0) is divergence free, then we have a lot
of formulations mathematically equivalent to divu = 0. If we use divut = 0 instead
of divu = 0, it is equivalent to take divergence of equation (1.1). We thus obtain a so-
called pressure-Poisson equation. But there is a weak instability associated with this
formulation, i.e. given small perturbation for the second equation (divut = δ), then
divu = δt will increase when time goes on. The so-called Baumgart’s stabilization
(see [4]) can be used here to enforce the stability. To do so, we rewrite the constraint
divu = 0 to its equivalent form divut + αdivu = 0, where α is a positive number,
then divu will exponentially decay when time increases. However, we still need to
solve the Poisson equation for pressure, and thus to impose an artificial boundary
condition since there is no boundary condition for p in the Navier-Stokes equations.
As we mentioned before, reformulation methods can be applied to Navier-Stokes
equations. For instance, if we modify the equation divu = 0 as divu + ²p = 0,
then we have the penalized formulation. The penalty method is well-posed, but in
practice, we need to choose very small ² to reduce the reformulation error. That
could make the system stiff. When we use explicit time discretization, the time step
4t would be too small to be used for long time computation. The penalty method
also causes an initial layer for the pressure. To see this, consider divu + ²p = 0 at
initial time t = 0. We obtain p(0) = 0 since divu(0) = 0, but the exact pressure for
Navier-Stokes equations may be nonzero at the initial time. This layer will disappear
after an O(²) time. To avoid initial layer, we can combine the penalty method
with Baumgart’s stabilization, that is, reformulate the incompressible condition as
(divut+αdivu)+²p = 0. This is the idea of sequential regularization method (SRM)
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developed in [23].
The SRM is an iterative penalty method for the Baumgart stabilized formulation.
Let two constants α1 ≥ 0 and α2 > 0. We replace the incompressible condition by
α1divut + α2divu = 0 and modify it as α1divut + α2divu = ²(p0 − p), where p0 is a
given function. Hence, for any initial guess p0, we can define a sequence of functions
(us, ps) which satisfy the following system:
(us)t + (us · ∇)us = ν∆us −∇ps + f , (1.10)
(α1div(us)t + α2divus) = ²(ps−1 − ps), (1.11)
where s = 1, 2, 3 · · · . For any given s, ps−1 is a known function which is obtained
from the previous iteration. We obtain an explicit expression of ps in term of us and
ps−1 from equation (1.11), then we substitute ps to (1.10). This eliminates ps from
the coupled system and we obtain a partial differential equation which only involves
unknown function us. We can then solve this PDE to obtain us, and recover ps from
(1.11). This is the iterative procedure of SRM.
To avoid technique difficulty from nonlinear convection term, we only consider 2-
dimensional Navier-Stokes equations in a fixed time interval (0, T ) during the thesis.
We believe the results can be extended to long time case and 3D case. From the








² can be chosen as a reasonable small number, the number of iterations s will reduce
reformulation error dramatically. At the same time, we can see divus is exponentially




We first describe some notations and assumptions. For scalar functions we use Lp(Ω)








If the domain Ω is fixed, we can simply denote Lp(Ω) as Lp. The most important
case is p = 2. We define the inner product (·, ·) in L2 by (u,v)=∫
Ω
uvdx, and let
‖ · ‖ = ‖ · ‖L2 .
We define the C∞(Ω) to be the space of smooth functions in Ω, and C∞0 (Ω)
be the subspace of C∞(Ω) and its function has compact support in Ω. The space
Hm(Ω) and Hm0 (Ω) are completion of C







For simplicity, we denote ‖ · ‖m = ‖ · ‖Hm , m is a positive integer. When m = −1,
H−1 is defined as the dual space of H10 . In general, H
m is defined by Fourier
transformation or interpolation process (see [1][12]).
For vector functions, we use the similar notations but with bold characters such
as Lp, Hm etc. A vector function in Hm implies every component of the function
7
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is a member of Hm. Other vector function spaces are defined in the same way.
Throughout the thesis, we always use u, v, f · · · to describe scalar functions and
u, v, f · · · to describe vector functions, and the domain will be fixed as Ω without
specific illumination.
We list some widely used inequalities here. You can find these inequalities in
many analysis textbooks (see [12]). We define C as a genetic constant which does
not depend on the choice of functions.
• Poincare´ inequality:
‖u‖ ≤ C‖∇u‖, u ∈ H10 ,








• Ho¨lder inequality: ∫
Ω
|fgh| ≤ C‖f‖Lp‖g‖Lq‖h‖Lr ,



























< 0, where n is the dimension of the domain Ω.
–




where the domain is in R2.
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• Young inequality:
ab ≤ ²ap + c²bq,




= 1, c² is a constant which only depends on ².
• Gronwall inequality in differential form:
Let y(t) be a nonnegative, absolutely continuous function in [0, t] and satisfy
for almost every t, the differential inequality:
y′(t) ≤ a(t)y(t) + b(t),












• Discrete Gronwall inequality:
Let yn, an, bn and cn be nonnegative sequences, satisfying
yn − yn−1
4t + a













We will consider the time dependent incompressible Navier-Stokes equations
(1.1) - (1.2) with homogenous Dirichlet boundary condition u|∂Ω = 0 and initial
value u(0) = u0. To deal with the nonlinear convection term in Navier-Stokes
equations, we introduce two operators as follows (see [36][37]).
B(u,v) = (u · ∇)v,
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For Navier-Stokes equations, we can replace B(u,u) by B¯(u,u) since divu = 0. Let
B(u,v) (or B¯(u,v)) dot w, we then define the trilinear form b (or b¯) as,
b(u,v,w) = (B(u,v),w),
b¯(u,v,w) = (B¯(u,v),w).




{b(u,v,w)− b(u,w,v)}, ∀u,v,w ∈ H10(Ω). (2.1)
Therefore,
b¯(u,v,v) = 0, ∀u,v ∈ H10(Ω). (2.2)
For the trilinear form b, we can prove the following inequalities by combination of
integration of parts, Ho¨lder’s inequality and Sobolev inequality (see for instance
[37]).
Lemma 2.1 Assume Ω ∈ Rn, then the trilinear form b is defined as bounded linear
functional on Hm1 ×Hm2+1 ×Hm3, where mi ≥ 0 and
m1 +m2 +m3 ≥ n
2
if mi 6= n
2
, (2.3)






for some i. (2.4)







Moreover, if Ω ∈ R2, we have:









2 ‖w‖, ∀v ∈ H2 ∩H10,u,w ∈ H10, (2.6)








1 , ∀v,u,w ∈ H10. (2.7)
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From the equation (2.1), we immediately have that the lemma 2.1 and 2.2 are
also true for trilinear form b¯. For simplicity, we focus on B¯ and b¯ in the thesis, but
all results we obtain later are valid for B and b as well.
Chapter 3
Some Estimations to SRM
Equations
we recall that the sequential regularization reformulation of Navier-Stokes equations
reads: given initial pressure p0, for s = 1, 2, 3 · · · , solve (us, ps) from the following
system,
(us)t + B¯(us,us) = ν∆us −∇ps + f , (3.1)
div(α1(us)t + α2us) = ²(ps−1 − ps), (3.2)
us|∂Ω = 0, us|t=0 = u0. (3.3)
There are two parameters α1 and α2. If α1 6= 0, we can define new parameters
α¯1 = 1, α¯2 =
α2
α1
, ²¯ = ²
α1
, to rewrite the equations to a canonical form. From now
on, we assume α1 = 1, α2 = α, and consider the case of α1 = 0 in chapter 7.
Substituting ps = ps−1 − div(α1(us)t + α2us) to (3.1) and eliminating ps, we have
an equation which only involves us. Since at each step of iteration, we have very
similar equation. Then we can omit the iteration index s and rename the right hand
side as f to get the following equation:
12
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ut − 1
²
∇div(ut + αu)− ν∆u+ B¯(u,u) = f , (3.4)
u|∂Ω = 0, u|t=0 = u0. (3.5)
This PDE is an implicit parabolic equation and −∇div is a degenerate elliptic
operator, the existence of solution is not trivial. We will prove its existence in next
chapter. In this chapter, we assume existence of the solution and establish some
energy estimations for the equations (3.4) - (3.5).
This chapter will be organized as follows. In the first section we will obtain a few
estimations for (3.4) - (3.5). Most of them will be used in later chapters, to obtain
the error estimation for the discrete system. At second part of this chapter, we will
prove the reformulation error of SRM by using results in the first section.
3.1 Various Estimations
Lemma 3.1 Define operator Au = −1
²
∇div(ut+αu)−ν∆u, where the time interval
is [0,T] and initial condition u0 is divergence free, then there exist a constant ²0,

















‖∇divu‖+ ‖4u‖) 5 C Sup
t∈[0,T ]
‖Au‖. (3.7)
The constant C here does not depend on the choice of ² and u.
Proof: Let w = Au, p = −1
²
div(ut + αu) and g = divu. Firstly we solve g from
ODE
gt + αg = −²p,
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u and p satisfy the non-homogenous Stokes equation,
−ν4u+∇p = w,
divu = g.
Using an estimation for non-homogenous Stokes equation (see [36]),
‖u‖22 + ‖∇p‖2 5 C0(‖w‖2 + ‖∇g‖2),
where the constant C0 only depends on Ω, α and ν. Hence













Then for all ² ≤ ²0, we have
sup
t∈[0,T ]









From inequality (3.8), (3.9) and definition of p, we obtain (3.6) and (3.7). 2
Remark 3.1 The generic constant C in the lemma 3.1 is independent of the choice
of ². In this chapter, we will use C,C0, C1, C2 · · · to represent constants which only
depend on α, ν, Ω, T , and M,M0,M1,M2 · · · to represent constants which depend
on u0 and f .
Theorem 3.1 Assume
M = ‖u0‖21 +
∫ T
0
‖f‖2dt, divu(0) = 0.








‖∇divu‖2 + ‖∆u‖2 + ‖ut‖2dt 5 CMeCM2 . (3.10)
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‖divu‖2 + ν‖∇u‖2 + b¯(u,u,u) = (f ,u).
We notice b¯(u,u,u) = 0 and (f ,u) ≤ ν
2













‖∇u‖2 ≤ C1‖f‖2. (3.11)






‖u‖21ds ≤ C2M. (3.12)
Then multiplying Au which defined in lemma 3.1 for both sides of equation (3.4),
we have
(ut, Au) + ‖Au‖2 + b¯(u,u, Au) = (f , Au). (3.13)
Since we only discuss the 2-dimensional case, then


























(f , Au) ≤ 1
4
‖Au‖2 + ‖f‖2.










‖∇u‖2 + ‖Au‖2 ≤ 2
4








we can choose δ = 1
4max(C0,1)








‖divut‖+ α2² ddt‖divu‖2 + ν2 ddt‖∇u‖2 + ‖Au‖2
≤ 3
4
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Define y(t) = 1
²
‖divu‖2 + ‖∇u‖2 + ∫ t
0
‖Au‖2ds, then we have
dy
dt




‖divu‖2 + ‖u‖21 +
∫ T
0
‖Au‖2 ≤ C6Mec6M2 .
To obtain estimation for ut, we multiply ut to both sides of equation (3.4),














‖ut‖2 ≤ C8(‖Au‖2 + ‖u‖22 + ‖f‖2).
Integrating above inequality, applying lemma 3.1, we conclude this theorem. 2
Remark 3.2 If we use bilinear operator B(u,v) to replace B¯(u,v), then the choice
of ² will depend on f and u0 (see [23]).






M = ‖f‖2L∞(L2) + ‖ft‖2L2(L2) + ‖u0‖22, divu0 = 0,
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u be the solution of equations (3.4), (3.5). Then we have:
Sup
t∈[0,T ]





where M1 = CMe
CM2, and M2 = C((M
2 +M)eM1 +M31 ).





∇divu,ut)− (ν∆u,ut) + b¯(u,u,ut) = (f ,ut). (3.15)
Let t = 0 at above equality, the Young inequality yields
(ν∆u(0),ut(0)) ≤ ‖ν∆u(0)‖2 + 1
4
‖ut(0)‖2,










‖divut(0)‖2 ≤ C2(M2 +M). (3.16)
Then take the derivative with respect to time t for equation (3.4), we have
utt − 1
²
∇div(utt + αut)− ν∆ut + B¯(ut,u) + B¯(u,ut) = ft.

































‖divut‖2 + ‖ut‖21 ≤ C3(‖u‖22‖ut‖2 + ‖ft‖2).
Since we have already had
∫ T
0




























‖divut‖2 + ‖ut‖21)dt ≤ C5(M2 +M)eM1 . (3.18)
Then multiplying Au at both sides of equation (3.4), we have
(ut, Au) + ‖Au‖2 + b¯(u,u, Au) = (f , Au). (3.19)
Since
(ut, Au) ≤ ‖ut‖2 + 1
4
‖Au‖2,
(f , Au) ≤ ‖f‖2 + 1
4
‖Au‖2,
















‖Au‖2 ≤ ‖ut‖2 + C6
4δ
‖u‖61 + δ‖u‖22 + ‖f‖2.
Taking sup for both sides of above inequality, using lemma 3.1, choosing a small δ
(≤ 1
8C
) and noticing that ‖u‖1, ‖f‖ and ‖ut‖ are bounded, we have
Sup
t∈[0,T ]
‖Au‖ ≤ C((M2 +M)eM1 +M31 +M). (3.20)
Finally applying lemma 3.1, we obtain the estimation of each term in (3.14). 2
For lemma 3.1, we can relax the divergence free condition for the initial value
u0, it will be useful when we consider higher order regularity.
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Lemma 3.2 Define operator Au = −1
²
∇div(ut+αu)−ν∆u, where the time interval

















‖∇divu‖+ ‖4u‖) 5 C(²+ Sup
t∈[0,T ]
‖Au‖). (3.22)
Proof: The proof is almost same as lemma 3.1. Let w = Au, p = −1
²
div(ut + αu)
and g = divu. Firstly we solve g from the ODE
gt + αg = −²p, (3.23)
where the initial condition is g(0) = divu0. The solution




Then using the estimation for non-homogenous Stokes equation, to obtain




Choose ² is small enough (² ≤ ²0 = 12C1T ), we can obtain
sup
t∈[0,T ]








From above inequalities and definition of p, we can easily obtain (3.21) and (3.22).
2
When we analyze the error of the discrete scheme later, we need to estimate∫ T
0
(‖ut‖22 + ‖utt‖2)dt, we will have two inequalities at following. The first version




∇div(utt + αut)− ν∆ut + B¯(u,ut) + B¯(ut,u) = ft, (3.25)
ut|∂Ω = 0, ut|t=0 = ut(0). (3.26)
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Theorem 3.3 Assume all conditions in Theorem 3.2. Moreover, ft ∈ L2(L2), g =








‖∇divut‖2 + ‖ut‖22 + ‖utt‖2 5M. (3.27)
Proof: From the regularity result for the second order elliptic equation, we have




Define h = ut(0), and let t = 0 at equation(3.4), we have
h− 1
²
∇divh = g. (3.28)






































Hence divh = 0 in the distribution sense, and h ∈ H(div) implies divh = 0. Then
h = g ∈ H10. Multiplying Aut at both sides of equation (3.25), we have


















|b¯(u,ut, Aut)| ≤ 14‖Aut‖2 +M2‖ut‖21,












‖ut‖21 + ‖Aut‖2 ≤M3(‖ut‖21 + ‖ft‖2).
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Multiplying utt at both sides of equation (3.25), we have






|b¯(u,ut,utt)| ≤ 18‖utt‖2 +M5‖ut‖21,
(ft,utt) ≤ 14‖utt‖2 + ‖ft‖2,
(utt, Aut) ≤ 14‖utt‖2 + ‖Aut‖2,
and combining all above inequalities together with lemma 3.2, we can obtain (3.27).
2
Remark 3.3 1. Consider sequential regularization formulation (3.1) - (3.3) (let
α1 = 1 and α2 = α), if the following over-determined Neumann problem
∆q = div(f(0)− B¯(u0,u0)) inΩ, (3.29)
∇q|∂Ω = ∆u0 + f(0)− B¯(u0,u0)|∂Ω (3.30)
has solutions, we can choose initial guess of pressure p0 such that p0(0) is the solution




∇div((u1)t + αu1)− ν∆u1 + B¯(u1,u1) = f −∇p0,
u1|∂Ω = 0, u1|t=0 = u0.
Define g = f(0) + ν∆u0− B¯(u0,u0)−∇p0(0), since p0(0) satisfies equations (3.29)
- (3.30), we have g ∈ H10 and divg = 0. Then following the proof of theorem 3.3,
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we have div(u1)t(0) = 0, hence p1(0) = p0(0). We can then repeat this procedure to
have estimations of us for all s.
2. Since the equations (3.29) - (3.30) are over-determined, we need the compatibility
condition of u0 and f(0) to fulfil the existence of solution(see [18]). This is non-
local and virtually uncheckable for given data. In the absence of such compatibility
condition, we will discuss another type of estimation in the follows.
Without assumption of global compatibility, the regularity maybe breakdown
when time is near 0, we have the following estimation.





t(‖Aut‖2 + ‖utt‖2)dt ≤M. (3.31)
Proof: Multiplying Aut at both sides of equation (3.25), estimate the trilinear









‖ut‖21 + ‖Aut‖2 ≤M1(‖ut‖21 + ‖ft‖2).
























Then multiplying utt at both sides of equation (3.25), we have
‖utt‖2 + (Aut,utt) + b¯(ut,u,utt) + b¯(u,ut,utt) = (ft,utt). (3.32)
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|tb¯(u,ut,utt)| ≤ 18t‖utt‖2 +M5t‖ut‖21,
t(ft,utt) ≤ 14t‖utt‖2 + t‖ft‖2,
t(utt, Aut) ≤ 14t‖utt‖2 + t‖Aut‖2,
we obtain ∫ t
0
τ‖utt‖2dτ ≤M6.
Combining all above inequalities together we obtain this theorem. 2










‖∇divut‖2 + ‖ut‖22 + ‖utt‖2)dt ≤M(t0). (3.33)
Proof: From theorem 3.2, we know ‖∇divut(t0)‖ ≤ C², then we apply lemma 3.2











Then the conclusion is straightforward from theorem 3.4. 2
Remark 3.4 We can compare theorem 3.3 and theorem 3.4. They both have the
L2 estimation for ‖utt‖ and ‖ut‖2. The difference is at the time near zero. With
stronger assumption in the theorem 3.3, we obtain a stronger conclusion, that is,
the energy is finite up to t = 0. Without global compatibility assumption in theorem
3.4, the regularity may break down near t = 0. But after a fixed time t0, the esti-
mation will be the same as theorem 3.3. As we mentioned before, when we discuss
the discrete system, energy estimation for high order derivative is needed. We will
mainly use theorem 3.3 in this thesis. See some remarks for results related to using
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theorem 3.4. In chapter 7, we will focus on another case α1 = 0. A theorem similar
to theorem 3.4 will be established and be essential for finite element analysis.
3.2 Convergence of the SRM Solution
In this section, we will give the convergence result for the sequential regularization
method. The proof by using the technique of asymptotic expansion is given in [23].
Here is another simplified version of proof by using the idea in [24]. Let (us, ps) be
the solution of SRM equations (3.1) - (3.3), where α1 = 1 and α2 = α. Eliminating




∇div((us)t + αus)− ν∆us + (us · ∇)us = f −∇ps−1. (3.34)
Define u to be the solution of Navier-Stokes equations (1.1) - (1.3). We notice that
Navier-Stokes equations are equivalent to following equations:
ut + B¯(u,u) = ν∆u−∇p+ f , (3.35)
divu+ αdivu = 0, (3.36)
u|∂Ω = 0, u|t=0 = u0. (3.37)
Lemma 3.3 Let








(‖u‖22 + ‖ut‖2 + ‖p‖21)dt ≤ CMeCM
2
.
Proof: See [37]. 2
For the linear auxiliary equation
ut + B¯(V,u) + B¯(u,W) = ν∆u− gradp+ f , (3.38)
divut + αdivu = g, (3.39)
u|∂Ω = 0, u|t=0 = u0, (3.40)
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we have following estimation.
Lemma 3.4 Let function V, W satisfy
‖ · ‖21 +
∫ T
0









Proof: See [23]. 2
Lemma 3.5 Let








(‖us‖22 + ‖(us)t‖2 + ‖ps‖21)dt ≤ CM1,seCM
2
1,s .
Proof: It is nothing but theorem 3.1. 2
Using above lemmas, we have estimation for es. Suppose our initial guess p0 is
not too large (
∫ T
0




M1 = 2 + ‖u0‖21 +
∫ T
0
(‖f‖2 + 2‖p‖21)dt, M2 = CM2eCM
2
2 ,
M = C(M2 + 1)e
CM22 , 4M²20(1 + 2
∫ T
0
(‖p‖21 + ‖p0‖21)dt) = 1,
then ∀² ≤ ²0, we have following theorem.
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Proof: Subtracting equation (3.35) - (3.37)from equation (3.1) - (3.3) (α1 = 1,
α2 = α), we have
(es)t + B¯(us, es) + B¯(es,u) = ν∆es − gradhs (3.42)
div((es)t + αes) = ²(hs − hs−1), (3.43)






We will prove the following claims by induction, the convergence is the corollary of
claim (3.48).
















Step 1: In case of s = 1.
Since our initial guess p0 satisfies
∫ T
0
‖p0‖21dt ≤ 2 + 2
∫ T
0
‖p‖21dt, hence M1,1 ≤ M1,
claim (3.46) follows from theorem 3.5; the definition of ²0 implies claim (3.47); (3.45),




(‖e1‖22 + ‖(e1)t‖2 + ‖h1‖21)dt ≤M²2
∫ T
0
‖h0 − h1‖21dt. (3.49)
















Inequalities (3.49), (3.50) yield claim (3.48).
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Step 2: Assume s = k is true, let s = k + 1.
















M1,k+1 = ‖u0‖21 +
∫ T
0
(‖f‖2 + ‖pk‖21)dt ≤ 2 + ‖u0‖21 +
∫ T
0
(‖f‖2 + 2‖p‖21)dt =M1.
Claim (3.46) is a corollary of theorem 3.5 by taking s = k + 1. The proof of claim































‖hk‖21dt) ≤ 4M²2 ≤ 1.




As we mentioned before, the typical equations when we apply SRM to Navire-Stokes
equations are equations (3.4) - (3.5). We have obtained a few estimations in last
chapter if we assume that the solutions exist. In this chapter, we will establish the
existence and uniqueness of the solution of equations (3.4), (3.5). The idea is quite
standard. We first establish the similar energy estimations for the time discretized
equations. Then when the time step 4t approaches to 0, the limit function is the
strong solution of equations (3.4) - (3.5).
4.1 A Priori Estimations for Semi-Discrete Equa-
tions
Lemma 4.1 Assume that the time interval is [0, T ]. Let N = T4t , and define
Aun+1 = −1
²
∇div(un+1−un4t + αun+1) − ν4un+1, n = 1, 2, 3... and u0 = u(0), when
² ≤ ²0 (²0 is defined in the lemma 3.1), we have,





(‖un‖2 + 1²‖∇divun‖+ 1²‖∇divu
n−un−1
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n) = −²pn. (4.4)
Solve equation (4.4), and define gn = divun, we have
(1 + α4t)gn − gn−1 = −²4tpn (4.5)




Since u(0) is divergence free, the first term at the right hand side of above equation





Use the inequality for non-homogenous Stokes equations as before, we have
‖un‖22 + ‖∇pn‖2 ≤ C1(‖wn‖2 + ‖∇gn‖2). (4.8)





(‖ui‖22 + ‖∇pi‖2) ≤ C24t
n∑
1
‖wi‖2, for any ² ≤ ²0. (4.9)
From the inequality (4.7) and the definition of pi, we obtain the first conclusion in












then takeing sup at inequality (4.8) and choosing ² ≤ ²0, we can easily complete the
second part of this lemma. 2
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The next step is to consider a semi-discrete scheme in time. We use a semi-
implicit scheme, i.e. an explicit-implicit scheme for the nonlinear convention term








n+1)− ν4un+1 + B¯(un,un+1) = fn+1 (4.10)
with homogenous Dirichlet boundary condition. Where the u0 = u(0), fn+1 =
f(tn+1). Clearly, the equation (4.10) is a linear second order elliptic equation for any
fixed n. The existence and uniqueness is standard, moreover, we have regularity for
equation (4.10).
Lemma 4.2 Assume u(0) ∈ H10, (or u(0) ∈ L2, divu(0) = 0) fn+1 ∈ H−1, then
the solutions to the equations (4.10) satisfy un+1 ∈ H10. If we assume that u(0) ∈
H2∩H10, fn+1 ∈ L2, then the solutions to the equations (4.10) satisfy un+1 ∈ H2∩H10.
Proof: We rewrite the equations (4.10), moving all the known terms to the right
hand side, we have
un+1− 1 + α4t
²




Then we can prove this lemma by induction. If un ∈ Hλ, then ∇divun ∈ Hλ−2,
hence the right hand side of above equation is in Hλ−2, from the standard regularity
results for linear elliptic equations, we have un+1 ∈ Hλ, where λ = 1, 2. 2
Remark 4.1 Here we take ² as a fixed number. In this theorem, we only prove the
norm of un is finite but may depend on ² and 4t. We will prove a stronger result
in the lemma 4.3 where the bound is independent of ² and 4t.
The existence and regularity for every un is now established. In the next part
we will obtain a priori estimate, and pass to limit, to prove the existence of the
equations (3.4), (3.5).
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Lemma 4.3 For equations (4.10), if we assume 4t∑N0 ‖fn‖2−1 is bounded, u0 ∈ L2






‖ui‖21 ≤ C, (4.12)
N−1∑
0
(‖un+1 − un‖2 + 1
²
‖div(un+1 − un)‖2) ≤ C. (4.13)
Proof: Multiplying un+1 at both sides of equations (4.10), we have:
1
24t (‖un+1‖2 − ‖un‖2 + ‖un+1 − un‖2) + 124t² (‖divun+1‖2 − ‖divun‖2 + ‖div(un+1 − un)‖2)








we can then define yn = ‖un‖2 + 1+α4t
²
‖divun‖2, hence
yn+1 − yn +4t‖∇un‖2 ≤ C24t‖fn‖2−1.
Summing above inequality from 0 to N yields first inequality of this lemma. To
finish the second part, taking summation 0 to N − 1 in equality (4.14). We have
N−1∑
0
(‖un+1 − un‖2 + 1
²





Similarly to the continuous case, if we have more regularity for f and u0, we can
have further estimation.
Lemma 4.4 For equations (4.10), if we assume 4t∑N0 ‖fn‖2 is bounded, u0 ∈















2} ≤ C. (4.16)
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Proof: In the lemma 4.3, we have proved that sup ‖un‖ and 4t∑N1 ‖u‖21 are
bounded, we will use these results later. Multiplying Aun+1 at both sides of equation




n+1) + ‖Aun+1‖2 + b¯(un,un+1, Aun+1) = (fn+1, Aun+1).
Since


























‖divun+1−un4t ‖2 + α2²4t(‖divun+1‖2 − ‖divun‖2 + ‖div(un+1 − un)‖2)
+ ν
24t(‖∇un+1‖2 − ‖∇un‖2 + ‖∇(un+1 − un)‖2) + ‖Aun+1‖2
≤ 1
2
‖Aun+1‖2 + δ‖un+1‖22 + C1δ ‖un‖21‖un+1‖21 + ‖fn+1‖2.
Similar to continuous cases, in the proof to lemma 4.1, we can obtain the estimation




Then we can choose δ such that δ‖un‖22 ≤ 14‖Aun‖2 + C2²2
∑n
1 ‖Aui‖2. Hences we
have
1
²4t(‖divun+1‖2 − ‖divun‖2) + 14t(‖∇un+1‖2 − ‖∇un‖2) + ‖Aun+1‖2
≤ C3‖un‖21‖un+1‖21 + ‖fn+1‖2 + C2²24t
∑n+1
1 ‖Aui‖2.
Let yn = 1
²
‖divun‖2 + ‖∇un‖2 + 4t∑n0 ‖Aui‖2, then we can simplify the above
inequality as
yn+1 − yn ≤ C34t‖un‖21yn+1 +4t‖fn+1‖2.
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‖f i‖2 + y0),
which gives




To complete the proof, we need to control 4t∑n1 ‖ui−ui−14t ‖2. Multiplying un+1−un4t






4t ) + b¯(u
n,un+1,
un+1 − un






































2 ≤ C(‖fn+1‖2 + ‖un+1‖22). (4.19)
Taking summation from 1 to N, and using the lemma 4.1, we obtain the estimation.
2
4.2 Existence and Uniqueness of the Solution
We will define the strong solution as following, the weak solution will be defined
later.
Problem 4.1 (Strong Solution.)
For f ∈ L2(L2) and u0 ∈ H10∩H2 with divu0 = 0, find u satisfying u ∈ L2(H10∩H2),
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ut ∈ L2(L2), and
ut − 1
²
∇div(ut + αu)− ν∆u+ B¯(u,u) = f , (4.20)
u|t=0 = u0. (4.21)
Theorem 4.1 (Existence and uniqueness of Strong Solution)
There is a strong solution u for problem 4.1 and the solution is unique.
Proof: We have introduced the time semi-discrete solution which depends on the
time step 4t, and defined un to be a function of spatial variables which satisfies the
time semi-discrete system in equation (4.10).
Define u4t and U4t be constant and linear interpolation in the time step where
un is defined, i.e.
u4t(·, t) = un t ∈ [n4t, (n+ 1)4t),
U4t(·, t) = un + t−n4t4t (un+1 − un) t ∈ [n4t, (n+ 1)4t).







U4t + u4t)− ν4u4t + B¯(u4t(· − 4t),u4t) = f4t. (4.22)
Where f4t be constant interpolation of fn in the time step. Clearly, u4t is bounded
in L2(H10 ∩H2) and U4t is bounded in L2(H10 ∩H2) ∩H1(L2). Then we have find
a subsequence 4tj → 0, such that
u4tj
w
⇀ u∗ ∈ L2(H10 ∩H2),
U4tj
w
⇀ u ∈ L2(H10 ∩H2) ∩H1(L2).
Define Q = [0, T ] × Ω, we have L2(H10 ∩H2) ∩H1(L2) ↪→ H1(Q) ↪→ L2(Q), where
the second embedding is compact, hence
U4tj → u ∈ L2(L2).
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Then we estimate the difference between u4t and U4t. By definition of u4t and
U4t,
‖u4t(·, t)−U4t(·, t)‖ ≤ ‖un+1 − un‖, t ∈ [n4t, (n+ 1)4t), (4.23)
then we have ∫ T
0
‖u4t −U4t‖2dt ≤ 4t
N−1∑
0
‖un+1 − un‖2. (4.24)
Then by lemma 4.4, we get ‖u4t − U4t‖2L2(Q) ≤ C4t2. Hence, u∗ and u be the
same element in ÃL2(Q). Thus we also obtain that
u4tj → u ∈ L2(L2).
And also it is very easy to verify f4t → f ∈ L2(L2). The next step is to check that
u is indeed a strong solution. Choosing test function v be smooth enough in Q and
taking inner product with v for equation (4.22), we can pass to the limit weakly
in L2(Q) for all terms in (4.22) except the nonlinear term. Consider the nonlinear
term u4t(· − 4t) · ∇u4t. Since ∇u4t converge to ∇u weakly and u4t converge to
u strongly in L2(Q), we conclude that B¯(u4t(· − 4t),u4t) converge to B¯(u,u) in
sense of distribution on Q (see [36]). After pass to the limit, we obtain u which is
indeed a strong solution for problem 4.1.
Then we need to verify u satisfy the initial condition u(0) = u0. There is a
standard embedding result, L2(H10∩H2)∩H1(L2) ↪→ C(H1) (see [12]), and then the
map u → u(0) is continuous from C(H1) to H1. From above, the initial condition
is satisfied automatically.
The last thing is to check about the uniqueness of solution. Assume that we
have two solutions u and v. Define w = u− v, then we have the equation of w
wt − 1
²
∇div(wt + αw)− ν∆w +B(u,w) +B(w,v) = 0 (4.25)
with homogenous Dirichlet boundary condition and 0 initial condition. From lemma
3.4, we can easily get the uniqueness. 2
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From the proof in the existence of strong solution, we see that a priori estimation
(4.4) plays crucial role. One can deal the nonlinear part by standard compactness
results (embedding fromH1 to L1 is compact). Unfortunately we do not have strong
enough compactness result when we consider about the weak solution. In the next
part we will drop the nonlinear part to consider the existence of the weak solution
for linearized equations only. Firstly we fix ² as a small positive number, define two
function spaces as
H = H0(div) = {u : u ∈ L2, divu ∈ L2,u · n|∂Ω = 0} and V = H10,
which equip the norms ‖u‖2H = ‖u‖2 + 1²‖divu‖2 and ‖u‖2V = ν‖∇u‖2 + α² ‖divu‖2




(see [22]). Denote the dual space of H and V be H′ and V′, clearly
V ⊂ H ⊂ L2 ⊂ H′ ⊂ V′.
Characterization of H′ and V′.
Define two differential operators D and G as:
D = I − 1
²
∇div G = −α
²
∇div − ν4.
Lemma 4.5 Operator D is isomorphism from H onto H′, i.e. v ∈ H′, if and only
if there exists a function u ∈ H such that v = Du.
Proof: We need to check a few things. Firstly D is a bounded linear operator
from H to H′. Let u,v ∈ C∞0 (Ω), use (Du,v) = (u,v) + 1² (divu, divv). Hence
|(Du,v)| ≤ C‖u‖H‖v‖H. We can then continuously extend it to the whole space
H to obtain Du ∈ H′ and
< Du,v >= (u,v) +
1
²
(divu, divv), ∀u,v ∈ H.
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Isomorphism is quite straightforward from above relation. We need to show onto,




(divu,v) =< f ,v >, ∀v ∈ H.
Notice we have < Du,v >=< f ,v >, to conclude Du = f . 2
Lemma 4.6 Operator G is isomorphism from V onto V′, i.e. v ∈ V′, if and only
if there exists a function u ∈ V such that v = Gu.
Proof: Same as lemma 4.5. 2
Lemma 4.7 For any Banach space X, let 1 ≤ s < ∞, then Ls([0, T ], X)′ =
Ls
′




Proof: See [16]. 2
We need the following lemma to deal with initial condition.
Lemma 4.8 Suppose u ∈ L∞(H) ∩ L2(V) and Du ∈ L2(H−1), then






‖u‖2H = (Dut,u). (4.27)
Proof: The proof is quite similar to the standard embedding theorem which involves
time (see [12]). Define the regulariztion functions uσ = ησ ∗u, where η is a standard
smooth mollifier. Then for σ, δ > 0,
d
2dt
‖uσ(t)− uδ(t)‖2H = (uσt (t)− uδt (t),uσ(t)− uδ(t))H
= (uσt (t)− uδt (t),uσ(t)− uδ(t))
+1
²
(div(uσt (t)− uδt (t)), div(uσ(t)− uδ(t)))
= (D(uσt (t)− uδt (t)),uσ(t)− uδ(t)),
(4.28)
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thus




(D(uσt (τ)− uδt (τ)),uσ(τ)− uδ(τ))dτ,
(4.29)
for all 0 ≤ s, t ≤ T . Since u ∈ L∞(H), for any fixed point s ∈ [0, T ], we have









‖D(uσt (τ)− uδt (τ))‖2H−1 + ‖uσ(τ)− uδ(τ)‖2H1dτ = 0.
(4.30)
The later equality is from the condition thatDut ∈ L2(H−1) and u ∈ L2(H10). Hence
the regularization functions uδ converge to a limit function v in C([0, T ];H). Since
we have for any fixed s, uσ(s)→ u(s), we obtain u = v and hence u ∈ C([0, T ];H).
To obtain the second conclusion, we similarly have





then pass to limit δ → 0, we complete this lemma. 2
From above prepared work, we can define the weak solution as following.
Problem 4.2 (Weak Solution)
Given f ∈ L2(V′), u0 ∈ H, find u ∈ L2(V)∩L∞(H), Dut ∈ L2(V′), satisfying the
following equations:
Dut +Gu = f , (4.32)
u(0) = u0, (4.33)
or writing it as the variational form:
d
dt
(Du,v) + (Gu,v) = (f ,v) ∀v ∈ V, (4.34)
u(0) = u0. (4.35)
Theorem 4.2 (Existence and uniqueness of weak Solution)
There is a solution u for problem 4.2 and the solution is unique.
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Proof: Since we only consider the linear equations, the uniqueness part is trivial.
To obtain the existence, similar to the proof of theorem 4.1, we introduce the time
semi-discrete solution which depends on the time step 4t. Define un to be function











‖un+1 − un‖2 ≤ C.
Then define two functions u4t and U4t to be constant and linear interpolation of









DU4t +Gu4t = f.
Firstly u4t andU4t will converge to same element in L2(L2) since ‖u4t−U4t‖L2(L2) ≤
C4t. Passing to the limit, we obtain:
u4tj(or U4tj)
w
⇀ u ∈ L2(V),
u4tj(or U4tj)
w∗
⇀ u∗ ∈ L∞(H).
If we define uj = u4tj , the above convergence can be written as the following
integration form: ∫ T
0
< (uj − u)(t),v(t) > dt→ 0, ∀v ∈ L2(V′),∫ T
0
< (uj − u∗)(t),v(t) > dt→ 0, ∀v ∈ L1(H′).
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(div(uj − u∗)(t),divw2(t)) + ((uj − u∗)(t),w2(t))dt→ 0, ∀w2 ∈ L1(H).




(div(uj − u)(t), divw1(t))dt→ 0, ∀w1 ∈ L2(V),∫ T
0
ν(∇(uj − u)(t),∇w1(t))dt→ 0, ∀w1 ∈ L2(V),
and we can pick up w2 = w1 to obtain u = u
∗ ∈ L2(V) ∩ L∞(H). To check time
derivative, we choose ψ to be a real scalar function in [0, T ] with the continuous
















Passing to the limit for above equation, using Dvψ′(t) ∈ L1(H′) and Gvψ(t) ∈








which indicates that d
dt
(Du(t),v)+(Gu(t),v) = (f(t),v) is valid in distribution sense
and equivalent to Dut + Gu = f . Since Gu, f ∈ L2(V′), we have Dut ∈ L2(V′) as
well. The only thing which remains to be checked is the initial condition u(0) = u0.
By lemma 4.8, we have u4t ∈ C([0, T ],H), u4t(0) = u0, hence, u(0) = u0 as well.
2
Chapter 5
Error Estimations to the Time
Discrete Scheme
The semi-discrete scheme in time can be represented as a series of functions un which
only involve spatial variables and satisfy the partial differential equations, where
time derivaitve is replaced by certain finite difference scheme. We have already
obtained a few a priori estimations in the previous chapter when we prove the
existence of the SRM solution. We will discuss the difference between un, the
discrete solution and u, the SRM solution.
This chapter will be organized as follows. We have two sections according to
the accuracy we can reach. The first section is about schemes with first order
accuracy, and the second section is about the Crank-Nicolson scheme which gives
second order accuracy. In section one, we consider two different discretizations for
nonlinear convection term: one is semi-implicit just like what we have done in last
chapter; the other is fully implicit.
41
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5.1 First Order Schemes
According to the different approximation to the nonlinear convection term as we









n+1)− ν4un+1 + B¯(un,un+1) = fn+1 (5.1)








n+1)− ν4un+1+ B¯(un+1,un+1) = fn+1. (5.2)
The initial condition (u0) and boundary condition (on each un) are same as con-
tinuous equations. Subtracting above equations from equation (3.4) and defining






+B¯(uτ ,un+1)− B¯(u(tn+1),u(tn+1)) = rn+1,
(5.3)
where τ is either n or n + 1, depending on which scheme we use. The remainder
term rn+1 = 14t
∫ tn+1
tn







From theorem 3.2, we have the truncation error estimation 4t∑Nn=0 ‖rn‖2 ≤ C4t2.
Now we will estimate the error associated with the semi-implicit scheme (5.1)
first. Similar technique will be used for the fully implicit scheme.
Lemma 5.1 For semi implicit equations (5.1), we have estimation
‖un‖2 ≤ C. (5.5)
Proof: Recall that we have already had a few inequalities in the previous chapter
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Then multiplying u
n+1−un




4t ‖2 − ‖u
n−un−1









(‖divun+1−un4t ‖2 − ‖divu
n−un−1







‖divun+1−un4t ‖2 + ν‖∇u
n+1−un
4t ‖2 + 14t(b¯(un,un+1, u
n+1−un
4t )




























































Choosing δ properly small, i.e. δ‖un+1−un4t ‖21 ≤ ν4‖∇u
n+1−un
4t ‖2 and defining yn =
‖un+1−un4t ‖2 + 1²‖divu
n+1−un
4t ‖2, we have
1
4t (y





















ftdt, hence ‖ fn+1−fn4t ‖2 ≤ 14t
∫ tn+1
tn−1












Since we already had that 4t∑Nn=0 ‖un‖22 is bounded, applying discrete Gronwall
inequality, we obtain yn ≤ C3(
∫ T
0
‖ft‖2dt + y0). We still need to estimate y0 =
‖u1−u04t ‖2 + 1²‖divu
1−u0
4t ‖2. Multiplying u
n+1−un
4t at both sides of equation (5.1) and
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Since ‖u0‖2 and ‖u1‖1 are bounded, we obtain y0 ≤ C5, hence, yn ≤ C6. Multiplying


























‖Aun+1‖2 + δ‖un+1‖22 + C8δ ,
we can choose properly small δ, apply lemma 4.1 and use the boundedness of yn, to
get that Aun be uniformly bounded. Hence, ‖un‖2 ≤ C from lemma 4.1. 2
Theorem 5.1 For the semi-implicit scheme, defining the error function en = un−







‖∇diven‖+ ‖en‖22) ≤ C4t2. (5.7)






+B¯(un,un+1)− B¯(u(tn+1),u(tn+1)) = rn+1.
(5.8)
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The difference of the nonlinear terms can be rewritten as:
B¯(un,un+1)− B¯(u(tn+1),u(tn+1)) = B¯(un − un+1,un+1) + B¯(un+1, en+1) + B¯(en+1,u(tn+1)).
Multiplying en+1 at both sides of equation (5.8), we estimate the nonlinear part
term by term.
|b¯(un − un+1,un+1, en+1)| ≤ C1‖un − un+1‖‖un+1‖2‖en+1‖1
≤ δ‖en+1‖21 + C2δ ‖un − un+1‖2,
b¯(un+1, en+1, en+1) = 0,










n+1 − yn) + 1
²
‖diven+1‖2 + ‖en+1‖21 ≤ C3(‖rn+1‖2 + ‖un+1 − un‖2 + yn+1).
Noting 4t∑ ‖rn‖2 ≤ C4t2 and 4t∑ ‖un+1 − un‖2 ≤ C4t2 (see lemma 4.4) and







‖divei‖2 + ‖ei‖21) ≤ C4(y0 +4t2).




‖en‖21 ≤ C4t2. (5.9)
To obtain a stronger error estimation, we need to multiply Aen+1 at both sides of




n+1) + ‖Aen+1‖2 + b¯(un − un+1,un+1, Aen+1)
+b¯(un+1, en+1, Aen+1) + b¯(en+1,u(tn+1), Ae
n+1) = (rn+1, Aen+1).
(5.10)






‖div en+1−en4t ‖2 + α2²4t(‖diven+1‖2 − ‖diven‖2
+‖div(en+1 − en)‖2) + ν
24t(‖∇en+1‖2 − ‖∇en‖2 + ‖∇(en+1 − en)‖2),
Chapter 5 Error Estimations to the Time Discrete Scheme 46
|b¯(un − un+1,un+1, Aen+1)| ≤ 1
8
‖Aen+1‖2 + C5‖un − un+1‖21‖un+1‖21,
|b¯(un+1, en+1, Aen+1)| ≤ 1
8
‖Aen+1‖2 + C5‖en+1‖21,
|b¯(en+1,u(tn+1), Aen+1)| ≤ 1
8
‖Aen+1‖2 + C5‖en+1‖21,
(rn+1, Aen+1) ≤ 1
8
‖Aen+1‖2 + 2‖rn+1‖2.
Defining yn = 1
²
‖diven‖+ ‖en‖21 and using above inequalities, we have
(yn+1 − yn)
4t + ‖Ae
n+1‖2 ≤ C6(‖un − un+1‖21 + ‖en+1‖21 + ‖rn+1‖2). (5.11)
From the inequality (5.6), we obtain 4t∑ ‖un − un+1‖21 ≤ C4t2. We just de-
rived 4t∑ ‖en‖21 ≤ C4t2 in (5.9). From condition 4t∑ ‖rn‖2 ≤ C4t2, applying







‖∇diven‖2 + ‖en‖22) ≤ C4t2. (5.12)
2
Remark 5.1 We use 4t∑ ‖rn‖2 ≤ C4t2 in the proof. Without a global compati-
bility assumption, we may not except this to hold. But we should have4t∑Nn0 ‖rn‖2 ≤
C(n04t)4t2, the constant C may depend on n04t. In this case, our estimate may
not apply when time goes to 0. But after a fixed time, the error estimation will be
true.








n+1)−ν4un+1+B¯(un+1,un+1) = fn+1. (5.13)
We just give a sketch of error estimation. Details are similar to the semi-implicit
case.











1 ≤ C. (5.14)
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‖un‖21 ≤ C1. (5.15)
Now multiplying Aun+1 at both sides of equation (5.13), similarly to theorem 4.4,




‖un‖22 ≤ C2. (5.16)
Then taking backward difference quotient for equation (5.13) and multiplying u
n+1−un
4t










1 ≤ C3. (5.17)
Finally multiplying Aun+1 at both sides of equation (5.13) and applying lemma 4.1,
we obtain ‖un‖2 ≤ C4. 2








‖∇diven‖+ ‖en‖22) ≤ C4t2. (5.18)






+B¯(un+1,un+1)− B¯(u(tn+1),u(tn+1)) = rn+1.
(5.19)
The only difference between the fully implicit scheme and the semi-implicit scheme
is the nonlinear term. Since B¯(un,un)− B¯(u(tn),u(tn)) = B¯(en,un)+ B¯(u(tn), en),
exactly same as the proof in theorem 5.1, we multiply en+1 at both sides of equation
(5.19), to obtain 4t∑ ‖en‖21 ≤ C4t2. Then multiplying Aen+1 at both sides of
same equation, obtaining the strong H1 and weak H2 error estimation. 2
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5.2 Crank-Nicolson Scheme
It is well known that Crank-Nicolson scheme should give second order time accuracy
if we assume that solutions of continuous models have sufficient regularity. We will





















2 = f(tn+ 1
2
), the initial value (u0) is u0 and the boundary condition for
each un is homogenous Dirichlet boundary condition. Defining the error function
en = un − u(tn) and subtracting equation (5.20) from equation (3.4) at point tn+ 1
2
,























where the remainder function r is defined as
r(tn+ 1
2
) = −(I − 1
²








Let us estimate the remainder term first. Using Taylor series with integral form of
remainder, we have
u(tn+1)−u(tn)

































Then Ho¨lder inequality gives
















(‖uttt(η)‖2 + 1²2‖∇divuttt(η)‖2 + 1²2‖∇divutt(η)‖2 + ‖utt(η)‖22)dη is bounded.
Without global compatibility, we can not expect the high order regularity up to 0
in general. In that case, result of the energy is only bounded from a certain time t0






‖∇divutt(η)‖2 + ‖utt(η)‖22)dη ≤ C
holds in order to do error estimation.
Next we should establish a priori estimation for un.
Lemma 5.3 Define u¯n = u
n+1+un
2












‖∇divu¯n‖2 + ‖4u¯n‖22 + ‖
un+1 − un
4t ‖
2} ≤ C. (5.23)
Proof: Multiplying u¯n at both sides of equation (5.20), we have
1
4t(‖un+1‖2 − ‖un‖2) + 12²4t(‖divun+1‖2 − ‖divun‖2) + α² ‖divu¯n‖2
+ν‖∇u¯n‖2 + b¯(u¯n, u¯n, u¯n) = (fn+ 12 , u¯n).
(5.24)




To obtain a priori estimation for higher order derivative, we need one inequality
which is similar to lemma 4.1. Define A¯un = −1
²
∇divun+1−un4t − α²∇divu¯n − ν4u¯n,
then we have





(‖u¯n‖2 + 1² ‖∇divu¯n‖+ 1² ‖∇divu
n+1−un
4t ‖) ≤ C Sup
1≤n≤N
‖A¯un‖. (5.26)




‖divun+1−un4t ‖2 + α2²4t(‖divun+1‖2 − ‖divun‖2 + 124t(‖∇un+1‖2 − ‖∇un‖2)
+‖A¯un‖2 + b¯(u¯n, u¯n, A¯un) = (fn+ 12 , A¯un).
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A¯un ≤ C. (5.27)
Multiplying u
n+1−un













‖∇divu¯n‖2 + ‖4u¯n‖22 + ‖
un+1 − un
4t ‖
2} ≤ C. (5.28)
Lemma 5.4
‖u¯n‖22 ≤ C. (5.29)
Proof: We will follow the idea of proving lemma 5.1. Taking backward differ-
ence quotient for equation (5.20), then multiplying u¯
n−u¯n−1
4t , since u¯







4t ‖2 − ‖u
n−un−1
4t ‖2) + 124t 1² (‖divu
n+1−un





‖div u¯n−u¯n−14t ‖2 + ν‖∇ u¯
n−u¯n−1
4t ‖2 + 14t(b¯(u¯n, u¯n, u¯
n−u¯n−1
4t )































1 ≤ C1 + C1y0,
where yn = ‖un+1−un4t ‖2 + 1²‖divu
n+1−un
4t ‖2. To find the bound of y0, we need to go




















4t at both sides of it, using divu




1 − u0)‖2 + ν
24t‖∇(u
1 − u0)‖2 + b¯(u¯0, u¯0, u
1 − u0
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For trilinear form, we have
b¯(u¯0, u¯0, u
1−u0










≤ C2‖u¯0‖1‖u0‖2‖u1−u04t ‖ ≤ 12‖u
1−u0
4t ‖2 + C3.
















1 ≤ C4. (5.30)


























‖A¯un‖2 + δ‖u¯n‖22 + C6δ ,
applying inequality (5.26) and choosing properly small δ, we conclude that ‖u¯n‖2 ≤
C. 2




‖en‖22 ≤ C4t4. (5.31)






















We define u¯n = u
n+1+un
2
, u˜n = u(tn+1)+u(tn)
2
, hn = u˜n−u(tn+ 1
2
). We can then rewrite
the nonlinear part as






















, u˜n) + B¯(hn, u˜n) + B¯(u(tn+ 1
2
),hn).

















∑ ‖hn‖2λ ≤ C4t4, where λ = 0, 1, 2.
Define e¯n = e
n+1+en
2
. Multiplying e¯n at both sides of equation (5.21), we have
1
24t(‖en+1‖2 − ‖en‖2) + 12²4t(‖diven+1‖2 − ‖diven‖2) + α² ‖dive¯n‖2 + ν‖∇e¯n‖2
+b¯(u¯n, e¯n, e¯n) + b¯(e¯n, u˜n, e¯n) + b¯(hn, u˜n, e¯n) + b¯(u(tn+ 1
2
),hn, e¯n) = (rn+
1
2 , e¯n).
For trilinear forms we have
|b¯(u¯n, e¯n, e¯n)| ≤ C1‖un‖2‖e¯n‖1‖e¯n‖
≤ δ‖e¯n‖21 + C2δ ‖e¯n‖2,




|b¯(hn, u˜n, e¯n)| ≤ C1‖hn‖‖u˜n‖2‖e¯n‖1
≤ δ‖e¯n‖21 + C2δ ‖h¯n‖2,
|b¯(u(tn+ 1
2




Defining yn = en+ 1
²




n+1 − yn) + ‖e¯n‖21 ≤ C3(yn+1 + yn + ‖hn‖2 + ‖rn+
1
2‖2).
Then applying discrete Gronwall inequality, using 4t∑(‖hn‖2 + ‖rn+ 12‖2) ≤ C4t4
and e0 = 0, we obtain
‖en‖2 +4t
∑
‖en‖21 ≤ C44t4. (5.32)
To obtain the strong H1 and weak H2 convergence, we multiply A¯en at both sides
of equation (5.21) and get
1
²
‖div en+1−en4t ‖2 + α2²4t(‖diven+1‖2 − ‖diven‖2) + ν24t(‖∇en+1‖2 − ‖∇en‖2)
+‖A¯en‖2 + b¯(u¯n, e¯n, A¯en) + b¯(e¯n, u˜n, A¯en) + b¯(hn, u˜n, A¯en)
+b¯(u(tn+ 1
2
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Since




|b¯(e¯n, u˜n, A¯en)| ≤ 1
8
‖A¯en‖2 + C2‖e¯n‖21,







),hn, A¯en)| ≤ 1
8
‖A¯en‖2 + C2‖h¯n‖21,
then we can define yn = 1
²
‖diven‖2+ ‖en‖21 and choosing properly small δ to obtain
1
4t(y
n+1 − yn) + ‖A¯en‖2 ≤ C5(‖en‖21 + ‖hn‖21 + ‖rn+
1
2‖2). (5.34)





(‖en‖21 + ‖hn‖21 + ‖rn+
1
2‖2) ≤ C4t4. (5.35)
The theorem follows from above estimation and inequality (5.25). 2
Chapter 6
Error Analysis to Finite Element
Method
We will organize this chapter as follows. We introduce some fundamental inequalities
and assumptions at the beginning. Then we study semi-discrete scheme where
discretization is only done for spatial variables. Note that semi-discrete schemes
in time have been studied in chapter 5. We study fully discrete scheme at the end.
Let h > 0 be the mesh size of a finite partition of the domain Ω. We introduce
a standard finite element space Vh ⊂ H10 associated with a quasi-regular subdivi-
sion of Ω into triangles or rectangles with diameters less than h. Concretely, let
Πh = {τhi }Ni=1 be a finite partition of Ω into a family of edge-to-edge triangles or
quadrilaterals of Ωh ⊆ Ω with the parameter h ≈ N−1/2 uniformly comparable to
maxi(diam(τ
h
i )) and with diam(τ
h
i ) ≤ K1h ≤ K2ρ(τhi ), where ρ(τ) denotes the
diameter of the largest inscribed disc of τ , and
Vh = {v ∈ C0,v = 0 on ∂Ω, v|τhi is a polynomial of degree ≤ k}.
Hence, the following approximation properties hold: for u ∈ Hk+1 there is a
projection P such that Pu ∈ Vh and
‖u− Pu‖Hs ≤ Chk+1−s‖u‖Hk+1 . (6.1)
54
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We shall also need an inverse estimate for v ∈ Vh:
‖gradv‖ ≤ Ch−1‖v‖, ∀v ∈ Vh. (6.2)
6.1 Error Estimation to a Spatially Discrete Scheme







(divu, divv) + ν(∇u,∇v) + b¯(u,u,v) = (f,v), (6.3)
u|∂Ω = 0, u|t=0 = u0, (6.4)
which holds for all v ∈ H10. Suppose Vh be finite dimensional subspace of H10. Then







(divuh, divv) + ν(∇uh,∇v) + b¯(uh,uh,v) = (f ,v), (6.5)
uh|∂Ω = 0, uh|t=0 = Pu0, (6.6)
where P is projection from H10 to Vh and equation (6.5) holds for all v ∈ Vh. Hence
uh is the finite element solution. We want to estimate the error between u and uh.
Since we do not require the function space Vh satisfying the constraint of divergence
free (that is one of advantages of the SRM), the initial function Pu0 maybe far away
from divergence free constraint, hence the divergence of uh will be out of control after
a certain time. To avoid this difficult, we do a simple transformation uˆ = u − u0,
hence, the new function uˆ satisfies the similar equation to (3.4), (3.5) but the initial
condition is 0. To make notation simple, we just assume the initial function u0 is 0
here, hence Pu0 is also 0.
The main technique we analyze the error between u and uh is to split the linear
part and nonlinear part. To do that, we will define an auxiliary function w be







(divw, divv) + ν(∇w,∇v) + b¯(u,u,v) = (f,v), (6.7)
w|∂Ω = 0, w|t=0 = Pu0, (6.8)
for all v ∈ Vh.
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Proof: Let e = θ+φ where θ = u−Pu, φ = Pu−w, the operator P is a projection







(dive, divv) + ν(∇e,∇v) = 0, ∀v ∈ Vh.












(divθt, divφ)− α² (divθ, divφ)− ν(∇θ,∇φ)
≤ 1
α²
‖divθt‖2 + 1²‖divθ‖2 + ν‖∇θ‖2 + α2²‖divφ‖2 + ν4‖∇φ‖2.
































Then let v = φt. We have
‖φt‖2 + 1²‖divφt‖2 + α2² ddt‖divφ|2 + ν2 ddt‖∇φ‖2
= −1
²
(divθt, divφt)− α² (divθ, divφt)− ν(∇θ,∇φt)
≤ 1
²
‖divθt‖2 + 1²‖divθ‖2 + 12²‖divφt‖2 − ν ddt(∇θ,∇φ) + ν‖∇θt‖2 + ν4‖∇φ‖2.
Taking integration for above inequality, we have
ν
4
‖∇φ‖2 + ∫ t
0





‖divθt‖2 + 1²‖divθ‖2 + ν‖∇θt‖2 + ν4‖∇φ‖2ds,
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hence,










































From the definition of θ, using the classical projection estimation, we can easily
obtain this lemma. 2
The next lemma is about higher order estimation for error function e on its L2
norm.






Proof: Firstly we define a new operator which similar to that in lemma 3.1 but with
reverse time direction A¯u = 1
²
∇div(ut − αu) − ν4u. Suppose we have the initial











Now we consider the parabolic duality problem
gt − A¯g = e,
g|∂Ω = 0, g(T ) = 0.
(6.15)
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By the same argument as in theorem 3.1 but without the nonlinear part, we have∫ T
0















(dive, divPg) + ν(∇e,∇Pg) = 0
and





Adding these two equalities together, we have
‖e‖2 = (gt, e) + (et, Pg) + 1² (divgt, dive) + 1² (divet, divPg)
+α
²
(div(Pg − g), dive) + ν(∇(Pg − g),∇e)
= I1 + I2 + I3 + I4,
where











(div(Pg − g), dive),
I4 = ν(∇(Pg − g),∇e).
Next we estimate them term by term:
I1 = (gt, e) + (et, Pg)
= d
dt
(e, Pg) + (gt, e)− (Pgt, e)
= d
dt
(e, Pg) + (gt, e− Pe)
≤ d
dt
(e, Pg) + δ‖gt‖2 + Cδ‖e− Pe‖2
≤ d
dt












(divg, dive) + 1
²








































≤ δ‖g‖22 + Cδh2‖∇e‖2.
Adding Ii up and taking integration from 0 to T , we have∫ T
0








‖e‖21 + 1²2‖divet‖2 + 1²2‖dive‖2dt.
From the initial condition of g and e, we have (e, Pg)|T0 = 0 and (divg, dive)|T0 = 0,

















We then consider the error generated by the nonlinear part. Let the functions
uh and w be the solutions of equations (6.5) and (6.7) and e
1 = uh −w.



















(dive1, divv)+ν(∇e1,∇v)+ b¯(uh,uh,v)− b¯(u,u,v) = 0
(6.19)











‖dive1‖2 + ν‖∇e1‖2 + b¯(uh,uh, e1)− b¯(u,u, e1) = 0.
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Since uh = w + e
1 and w = u − e, the difference of the nonlinear part can be
rewritten as
B¯(uh,uh)− B¯(u,u) = B¯(u+ e1 − e,u+ e1 − e)− B¯(u,u),
hence,
b¯(uh,uh, e
1)− b¯(u,u, e1) = b¯(u, e1, e1)− b¯(e, e1, e1) + b¯(e1, e1, e1)
+b¯(e1,u, e1)− b¯(e1, e, e1)− b¯(u, e, e1)− b¯(e,u, e1) + b¯(e, e, e1).
Then we will estimate above terms.
b¯(u, e1, e1) = 0,
b¯(e, e1, e1) = 0,
b¯(e1, e1, e1) = 0.
For other 5 terms, we have
|b¯(e1,u, e1)| ≤ C‖u‖2‖e1‖‖e1‖1
≤ δ‖e1‖21 + Cδ‖e1‖2,




|b¯(e,u, e1)| ≤ C‖u‖2‖e‖‖e1‖1
≤ δ‖e1‖21 + Cδ‖e‖2,
|b¯(u, e, e1)| ≤ C‖u‖2‖e‖‖e1‖1
≤ δ‖e1‖21 + Cδ‖e‖2,
|b¯(e, e, e1)| ≤ C‖e‖21‖e2‖1
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Define y = ‖e1‖2 + 1
²








‖dive1‖2 + ‖e1‖ ≤ C(y + f). (6.20)







































‖∇e1‖1 + b¯(uh,uh, e1t )− b¯(u,u, e1) = 0.
(6.23)
For the difference of two trilinear forms, we need to estimate them term by term as
follow:
|b¯(u, e1, e1t )| ≤ C‖u‖2‖e1‖1‖e1t‖
≤ δ‖e1t‖2 + Cδ‖e1‖21,
|b¯(e1,u, e1t )| ≤ δ‖e1t‖2 + Cδ‖e1‖21,
|b¯(u, e, e1t )| ≤ C‖u‖2‖e‖1‖e1t‖
≤ δ‖e1t‖2 + Cδ‖e‖21



















≤ δ‖e1t‖2 + Cδh ‖e1‖‖e1‖1‖e‖21
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≤ δ‖e1t‖2 + Cδh ‖e‖‖e‖1‖e1‖21















≤ δ‖e1t‖2 + Cδh ‖e1‖‖e1‖31















≤ δ‖e1t‖2 + Cδh ‖e‖‖e‖31








































‖e‖2dt, letting h approach 0 and apply-




























Proof: Since u− uh = e1 − e, the theorem is a consequence of lemma 6.1 and 6.4.
2
Remark 6.1 We only consider conform P1 finite element in this section (where
‖Pu − u‖1 ≤ Ch). For higher order element (says Pk element), using the same
technique, we can prove that ‖uh − u‖1 ≤ hk√² . This inequality limits the choice of
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² (which can not be too small since we have ² in the denominator). This is not a
problem since the SRM allows to use relatively large ². From numerical experiment,
this estimation should be optimal for P1 element, but may not be optimal for P2
element (see our comments in chapter 9). How to avoid ² in the denominator in the
error estimation is our future work.
6.2 Error Estimation to Full Discrete Scheme
This section combines time and space semi-discrete schemes. For simplicity, we only












+ν(∇un+1,∇v) + b¯(un,un+1,v) = (fn,v) ∀v ∈ H10.
(6.27)
We use finite element approximation for spatial variables. Let Vh be finite element












+ν(∇un+1h ,∇v) + b¯(unh,un+1h ,v) = (fn,v) ∀v ∈ Vh.
(6.28)
Similarly to last section, to discuss the error between unh and u
n, we need to define












+ν(∇wn+1,∇v) + b¯(un,un+1,v) = (fn,v) ∀v ∈ Vh.
(6.29)
We need some a priori estimations for the semi-discrete solution un satisfying equa-
tion (5.1) whose proof can be found in theorem 6.2.
• ‖un‖21 +4t
∑ ‖un‖22 + ‖un−un−14t ‖2 ≤ C,
• ‖un‖22 + ‖u
n−un−1
4t ‖2 +4t
∑ ‖un−un−14t ‖21 ≤ C,
• 1
²
‖∇divun+1−un4t ‖+ 1²‖∇divun+1‖ ≤ C,
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• 4t∑ ‖un−un−14t ‖22 ≤ C.
Lemma 6.5 Assume Aun+1 = −1
²
∇div(un+1−un4t + αun+1)− ν4un+1, n = 1, 2, 3...,
and ‖∇divu0‖ ≤ C1². Then we have, for sufficiently small ²,





(‖un‖2 + 1² ‖∇divun‖+ 1² ‖∇divu
n−un−1
4t ‖) ≤ C(²2 + Sup
1≤n≤N
‖wn‖). (6.31)
Proof: This lemma is a combination of lemma 4.1 and lemma 3.2. 2
Theorem 6.2 Consider the semi-discrete solution un satisfying equation (5.1). Then






2 ≤ C. (6.32)


















‖∇divun+1‖ ≤ C. (6.34)











2 ≤ C. (6.35)
Proof: We have already obtained the first two inequalities in lemma 5.1. To prove















Define vn+1 = u
n+1−un
4t . Multiplying Av
n+1 at both sides of equation (6.36), we have
1
²
‖divvn+1−vn4t ‖2 + α2²4t(‖divvn+1‖2 − ‖divvn‖2 + ‖div(vn+1 − vn)‖2)
+ ν
24t(‖∇vn+1‖2 − ‖∇vn‖2 + ‖∇(vn+1 − vn)‖2) + ‖Avn+1‖2
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Since
|b¯(un,vn+1, Avn+1)| ≤ 1
4
‖Avn+1‖2 + C1‖vn+1‖21,










ft(η)dη, we have 4t
∑ ‖ fn+1−fn4t ‖2 ≤ ∫ T0 ‖ft‖2dt. Then define
yn = 1
²
‖divvn‖2 + ‖vn‖21, we have
1
4t(y







‖Avn+1‖2 ≤ C3 + y1,
where y1 = 1
²
‖divu1−u04t ‖2 + ‖u
1−u0
4t ‖21 is bounded. Hence, ‖v‖21 +4t
∑ ‖Avn‖ ≤ C.
Since v1 satisfies the condition in lemma 6.5, we conclude the last inequality. 2
Next we will follow the technique we used in the previous section: firstly prove
the error estimation without the nonlinear part, then estimate the error generated
by the nonlinear part. Basically, lemma 6.6 is a discrete version of lemma 6.1. We
prove this lemma in details to see how the discrete part is treated. Lemmas 6.7
and 6.8 are discrete versions of lemmas 6.2, 6.3 and 6.4. We will only give the
sketch of proof for them. Similar to continuous case, we should assume u0 = 0 (or
divPu0 = 0) to avoid the divergence error in the initial data.














Proof: Let en = θn + φn where θn = un − Pun, φn = Pun −wn, the operator P is









4t , divv) +
α
²
(diven+1, divv) + ν(∇en+1,∇v) = 0, ∀v ∈ Vh.
(6.38)
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Let v = φn+1. Since (θi,v) = 0, for all v ∈ Vh, we have
1
24t(‖φn+1‖2 − ‖φn‖2 + ‖φn+1 − φn‖2) + α² ‖divφn+1‖2 + ν‖∇φn+1‖2
+ 1











‖div θn+1−θn4t ‖2 + 1²‖divθn+1‖2 + ν‖∇θn+1‖2 + α2²‖divφn+1‖2 + ν4‖∇φn+1‖2.





‖divφn+1−φn4t ‖2 + ‖∇φn+1‖2)
≤ C14t1²
∑
(‖ θn+1−θn4t ‖21 + ‖θn+1‖21)
≤ C2h2
²




Then let v = φ
n+1−φn
4t . We have
‖φn+1−φn4t ‖2 + 1²‖divφ
n+1−φn
4t ‖2 + α2²4t(‖divφn+1|2 − ‖divφn‖+ ‖div(φn+1 − φn)‖2)
+ ν


















n+1, φn+1)− (θn, φn)− (θn+1 − θn, φn)),
we have
‖φn+1−φn4t ‖2 + 1²4t(‖divφn+1|2 − ‖divφn‖) + 14t(‖∇φn+1‖2 − ‖∇φn‖2)
≤ C4(1²‖div θ
n+1−θn
4t ‖2 + 1²‖divθn+1‖2 + ‖∇ θ
n+1−θn
4t ‖2 + ‖∇φn‖2)
− ν4t((∇θn+1,∇φn+1)− (∇θn,∇φn)).












‖div θn+1−θn4t ‖2 + 1²‖divθn+1‖2 + ‖∇ θ
n+1−θn
4t ‖2 + ‖∇φn‖2) + ‖∇θn+1‖2.
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Since 4t∑ ‖φn‖21 ≤ C h2² , we have
‖φn+1‖21 + 1²‖divφn+1‖2 +4t
∑ ‖φn+1−φn4t ‖2 ≤ C h2² .








‖un‖22, we complete the proof. 2







Proof: We follow the proof of lemma 6.2. The basic technique is the discrete
parabolic duality argument. Firstly we define a new operator which is similar to
operator A in the lemma 4.1 but reverse time direction, A¯un = −1
²
∇div(un−un+14t +




















gi|∂Ω = 0, gN = 0.

















Multiplying en+1 at both sides of the duality problem, we have
‖en+1‖2 = (gn−gn+14t , en+1) + 1² (divg
n−gn+1
4t , dive
n+1) + α² (divg
n, diven+1) + ν(∇gn,∇en+1).
(6.41)













(diven+1,divPgn) + ν(∇en+1,∇Pgn) = 0.
(6.42)
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Subtracting equation (6.42) from equation (6.41), we obtain

















(div(I − P )gn, diven+1) + ν(∇(I − P )gn,∇en+1)
























(div(I − P )gn, diven+1),





n, Pgn)− (en+1, Pgn+1)) + (gn−gn+14t , (I − P )en+1)
≤ 14t((en, Pgn)− (en+1, Pgn+1)) + δ‖g
n−gn+1
4t ‖2 + Cδh2‖en+1‖21,








I4 ≤ δ‖gn‖22 + Cδh2‖en+1‖21.















Then we can use the conclusion in the lemma 6.6 to get 4t∑ ‖en‖2 ≤ C h4
²2
. 2
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4t , divv) +
α
²
(divdn+1, divv) + ν(∇dn+1,∇v)
+b¯(unh,u
n+1
h ,v)− b¯(un,un+1,v) = 0,
(6.45)
for any v ∈ Vh. We choose v = dn+1, treat the nonlinear parts exactly in the same
say as in lemma 6.3, and by a long and tedious calculation, we can obtain
1
4t(‖dn+1‖2 − ‖dn‖2) + 1²4(‖divdn+1‖2 − ‖divdn‖2) + ‖dn+1‖21




Then we apply discrete Gronwall inequality to obtain equality (6.43). Choosing
v = d
n+1−dn
4t in equation (6.45), we have
‖dn+1−dn4t ‖2 + 1²‖divd
n+1−dn
4t ‖2 + α2²4t(‖divdn+1‖2 − ‖divdn‖2 + ‖div(dn+1 − dn)‖2)
+ ν
24t(‖∇dn+1‖2 − ‖∇dn‖2 + ‖∇(dn+1 − dn)‖2) + b¯(unh,un+1, d
n+1−dn
4t )
−b¯(un,un+1, dn+1−dn4t ) = 0.
Treating the trilinear part as in the proof of lemma 6.4, and using the estimation
for dn we have already obtained earlier, we can complete the proof. 2
Theorem 6.3
‖un − unh‖21 + 1²‖div(un − unh)‖2 +4t
∑
(‖ (un+1−un+1h )−(un−unh)4t ‖2
+1
²





Proof: Since un − unh = dn − en, the theorem is a consequence of lemmas 6.6 and
6.8. 2
Theorem 6.4 For the error between the fully discrete solution and the solution of
the continuous equation, we have




Proof: It is a corollary of theorem 6.3 and theorem 5.1. 2
Chapter 7
In the case of α1=0
Recall the SRM we presented earlier are equations (3.1), (3.2) and (3.3). There are
two parameters α1 and α2. All we have discussed from chapter 3 to chapter 6 is for
the case of α1 = 1. We will discuss another case α1 = 0 in this chapter. Without
loss of generality, we assume α2 = 1. Given an initial guess p0, for s = 1, 2, 3..., find
(us, ps) to be the solution of
(us)t + (us · ∇)us = ν∆us −∇ps + f , (7.1)
divus = ²(ps−1 − ps), (7.2)
us|∂Ω = 0, us|t=0 = a. (7.3)
As we mentioned before, if we let p0 = 0, then (u1, p1) is the solution of the penalty
method. In general we can eliminate ps from above equations to obtain an equation
which only involves us:
(us)t − 1
²
∇divus − ν∆us + (us · ∇)us = f −∇ps−1. (7.4)
In [5][38], the existence of the solution has been established. In [33], the error for the
penalty method and its corresponding semi-discrete scheme in time were estimated
without a global compatibility assumption. In this chapter, we will consider error
estimation for the solution of the semi-discrete scheme in spatial variables for the
70




∇divu− ν∆u+ (u · ∇)u = f , (7.5)
u|∂Ω = 0, u(0) = u0. (7.6)
7.1 Energy Estimations
Lemma 7.1 Define A²u = −ν4u− 1²∇divu. Then there exists a constant C inde-
pendent of ², such that
1
²
‖∇divu‖+ ‖u‖2 ≤ C‖A²u‖. (7.7)
Proof: See [5].







‖∇divu‖2 + ‖ut‖2)dt ≤ C. (7.8)
Proof: The details of proof is similar to [5] and theorem 3.1, we just give a sketch
here. Take inner product with u for both sides of equation (7.5), and use ((u ·
∇)u,u) = −1
2
((divu)u,u), Young inequality and Sobolev inequality in the two





‖divu‖2 + ‖u‖21 ≤ C1(‖f‖2 + ²‖u‖2‖u‖21).
Moving C1²‖u‖2‖u‖21 to the left hand side and choosing ² small, we obtain 1 −








‖divu‖2 + ‖u‖21)dt ≤ C2. (7.9)
Taking inner product with A²u for both side of equation (7.5), from the estimations
for trilinear functional b(u,u, A²u) ≤ C‖u‖ 12‖u‖1‖u‖
1
2
2 ‖A²u‖ and lemma 7.1, we






‖divu‖2 + ν d
dt
‖∇u‖2 + ‖A²u‖2 ≤ C3(‖f‖2 + ‖u‖2‖u‖41).




‖A²u‖2dt ≤ C. (7.10)
Finally multiplying ut at both sides of equation (7.5), and using inequality (7.10),
lemma 7.1, we complete the proof. 2























‖∇divut‖2 + ‖ut‖22 + ‖utt‖2)dt ≤ C. (7.13)
Proof: Multiplying ut at both sides of equation (7.5) and letting t = 0, we have
‖ut(0)‖2 − ν(4u0,ut(0)) + b(u0,u0,ut(0)) = (f0,ut(0)).
Using the condition u0 ∈ H2, f(0) ∈ L2 and Young inequality, we obtain
‖ut(0)‖2 ≤ C1. (7.14)
Taking derivative with respect to time t in the equation (7.5), we have
utt − 1
²
∇divut − ν4ut +B(u,ut) +B(ut,u) = ft. (7.15)





‖divut‖2 + ν‖∇ut‖2 + b(u,ut,ut) + b(ut,u,ut) = (ft,ut).
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Applying the estimation for the trilinear function |b(u,ut,ut)| ≤ C2‖u‖2‖ut‖1‖ut‖,







‖divut‖2 + ‖ut‖21)dt ≤ C3 + ‖ut(0)‖2.







‖divut‖2 + ‖ut‖21)dt ≤ C4. (7.16)
Finally multiplying A²u at both sides of equation (7.5), we have
(ut, A²u) + ‖A²u‖2 + b(u,u, A²u) = (f , A²u).






2 ‖A²u‖ and using lemma







‖∇divu‖+ ‖ut‖) ≤ C
by using the lemma 7.1.





‖divut‖2 + ν d
dt
‖∇ut‖2 + ‖A²ut‖2 + b(u,ut, A²ut) + b(ut,u, A²ut) = (ft, A²ut).
Using the previous estimation for the trilinear part, Young inequality and inequality










Recall inequality (7.16). Using mean value theorem for integration, we can find a
sequence tn → 0, such that tn(1²‖divut(tn)‖2 + ‖ut(tn)‖21) → 0. Then integrating
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Finally multiplying utt at both sides of equation (7.15), and applying similar tech-










‖∇divut‖2 + ‖ut‖22 + ‖utt‖2)dt ≤ C.
2
7.2 Finite Element Estimation
We define a bilinear form a(·, ·) on H10×H10 as a(u,v) = 1² (divu, divv)+ν(∇u,∇v).
Choosing a piecewise linear (P1) finite element space Vh ⊂ H10, and defining a linear
projection Sh from H
1
0 to Vh which satisfies, Shu ∈ Vh and a(Shu,v) = a(u,v), for
all v ∈ Vh.
Lemma 7.2








Proof: From the definition of Shu, we have
a(Shu− u,v) = 0, ∀v ∈ Vh. (7.19)
Let Shu−u = θ+φ, where θ = Shu−Pu, φ = Pu−u, P is the standard projection




‖divθ‖2 + ν‖∇θ‖2 = −1
²
(divθ, divφ)− ν(∇θ,∇φ).
Using Schwarz’s inequality we obtain
1
²
‖divθ‖2 + ν‖∇θ‖2 ≤ 1
²
‖divφ‖2 + ν‖∇φ‖2,












∇divw − ν4w = Shu− u. (7.21)
From lemma 7.1, we have
1
²2
‖∇divw‖2 + ‖w‖22 ≤ C‖Shu− u‖2. (7.22)
Multiplying Shu− u at both sides of equation (7.21), we have
‖Shu− u‖2 = 1
²
(div(Shu− u), divw) + ν(∇(Shu− u),∇w).
Let v = Pw in the equation (7.19). Subtracting it from above equation, we obtain
‖Shu− u‖2 = 1
²
(div(Shu− u), div(w − Pw)) + ν(∇(Shu− u),∇(w − Pw)).
Using ‖w − Pw‖1 ≤ C2h‖w‖2, and inequalities (7.22) and (7.20), we obtain




If we use ut to replace u, we obtain the second estimation. 2
Let u, uh and w be the solution of following variational equations: (ut,v) +
1
²










(divw, divv) + ν(∇w,∇v) + b(u,u,v) = (f,v), ∀v ∈ Vh,
w(0) = Pu0.
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We use the same technique as last chapter: i.e. get error estimation between
u and w first, then consider the error generated by the nonlinear part. Define
e = u−w and d = w − uh, hence, (et,v) +
1
²
(dive, divv) + ν(∇e,∇v) = 0, ∀v ∈ Vh,





(divd, divv) + ν(∇d,∇v) + b(u,u,v)− b(uh,uh,v) = 0, ∀v ∈ Vh,
d(0) = 0.
(7.25)
We obtain the estimation for e first.






Proof: This proof is similar to that of lemma 6.1. Let θ = u − Pu, φ = Pu −w,




‖divφ‖2 + ν‖∇φ‖2 = −1
²
(divφ, divθ)− ν(∇φ,∇θ).























Now consider a parabolic duality problem:
gt − A²g = e, (7.28)
g|∂Ω = 0, g(T ) = 0. (7.29)
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Multiplying e at both sides of equation (7.28), yields
‖e‖2 = (gt, e)− 1
²
(divg, dive)− ν(∇g,∇e).
Choosing v = Pg in the equation (7.24), and adding it to above equation, we obtain
‖e‖2 = (gt, e) + (et, Pg) + 1
²




(e, Pg) + (gt, (I − P )e) + 1
²
(dive, div(P − I)g) + ν(∇e,∇(P − I)g).
Taking integration from 0 to t, using Young inequality, ‖(P − I)g‖21 ≤ h2‖g‖22,
energy estimation (7.30), and inequality (7.27), we obtain∫ T
0











Proof: Recall the definition of Shu. Let v = Shu−w in the equation (7.24), then
we have




‖Shu−w‖2 ≤ 2((Shu− u)t, Shu−w).














Chapter 7 In the case of α1=0 78
















Combining above inequality with lemma 7.2, we have the conclusion. 2





Proof: The proof to this lemma is same as lemma 6.3. Since the details are quite
long, we will omit most inequalities and just give a sketch. Let v = d in equation
(7.25). Since uh = u − e − d, we could rewrite the trilinear form and express uh










Then using the same technique as in lemma 6.3 and noticing d(0) = 0, the rest of
proof is straightforward after taking integration. 2
Theorem 7.3








In this section, we will test a few numerical examples by using sequential regular-
ization formulation. All the computation is done on my personal computer. Due
to the restriction of ram, cpu speed, etc, so the computation aims at verification of
the method more than providing fine figures of flows. The first one is a flow with
exact solution. We can compare our numerical results with the exact solution to
obtain relative errors of velocity, pressure and divergence. The second example is
the lid-driven cavity flow, a well studied problem in computational fluid dynamics.
We depict figures of streamline, vorticity, and velocity for the geometry center on
different Reynolds numbers. We compare our results with the benchmark solution
in [14]. The last example is flow past a circular cylinder. It is well known that when
Reynolds number increases to certain number (around 47), the flow will lose its sta-
bility. We will compute it with a few different Reynolds numbers, depict streamline
and vorticity for the flow with steady state (smaller Reynolds number case) and the
flow without steady state (higher Reynolds number case).
The fully discretization to the sequential regularization formulation of Navier-
79
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A usual implementation of the SRM is starting from an initial guess for pressure




1 at time tn from (8.1), (8.2), then repeat it to
find un2 , p
n




1 for all the n
before starting the next iteration. The storage is very expensive when n is large (in
case of T is large or 4t is small). This can be avoid by an equivalent procedure. We
can fix the number of iteration in advance according to the accuracy requirement
(numerical experiments indicate that s = 3, 4 may be enough in most cases). We
then rearrange the order of computation as shown in figure 8.1 (see [25]). The usual
implementation order goes from top to bottom, that is, we first have pn0 for all n,
then obtain un1 for all n, and so on. The rearranged implementation order is from
left to right. We first compute all quantities inside the dash-lined box, then proceed
to the next box. At each time step, we only need to store the quantities in one box.
From the figure it is easy to see two implementations are equivalent.
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Figure 8.1: Implementation of the SRM
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 n
P  =p (t ) is given
  n
8.1 Flow with Exact Expression
Consider the Navier-Stokes equations on the unit square [0, 1] × [0, 1] with exact
solution u = (u1, u2) and p,
u1 = 100x
2(1− x)2y(1− y)(1− 2y)[1 + e−t],











It is obvious that u belongs to a divergence free space and satisfies homogeneous
Dirichlet boundary condition. The initial condition u0 and right hand side f can
be defined by substituting the exact solution to the Navier-Stokes equations. At
beginning we depict the velocity and streamline profiles (for both the exact solution
and the numerical solution) in the following figures. We choose α1 = 1, α2 = 1,
Re = 100, ² = 0.01, s = 4, 4t = 0.01 and P2 elements on a 3832 triangle mesh.
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Figure 8.2: Contour of u1, exact solution







Figure 8.3: Contour of u1, numerical solution







Figure 8.4: Contour of u2, exact solution







Figure 8.5: Contour of u2, numerical solution







We can compare figure 8.2 with 8.3, figure 8.4 with 8.5, figure 8.6 with 8.7. They
look like completely same. That indicates that the numerical solution is a good
approximation to the exact solution. We will do a few analysis of relative error by
varying parameters.
We have a few parameters in the formulation which include α1, α2, ², s (iteration
steps), 4t, 4x and Re. We will consider how these parameters affect the solution
by varying these parameters one by one. Firstly let α1 = 1, α2 = 1, use P2 elements
on about 250 triangles (4x ≈ 0.1).
• Choose ² = 0.1, 4t = 0.1, Re = 100, and compare the results of one iteration
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Figure 8.6: Contour of streamline, exact solution







Figure 8.7: Contour of streamline, numerical solution







Table 8.1: Different iteration steps
Iteration Err of t=4t t=1.0 t=2.0 t=3.0 t=4.0 t=5.0
1 u1 0.0159 0.1301 0.1654 0.1570 0.1408 0.1292
u2 0.0104 0.1485 0.2246 0.2109 0.1830 0.1646
4 u1 0.0057 0.0220 0.0245 0.0211 0.0176 0.0156
u2 0.0059 0.0252 0.0306 0.0276 0.0239 0.0215
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Table 8.2: Different ²
² Err of t=4t t=1.0 t=2.0 t=3.0 t=4.0 t=5.0
.1 u1 0.0007 0.0199 0.0303 0.0371 0.0412 0.0410
u2 0.0007 0.0210 0.0389 0.0481 0.0477 0.0426
.01 u1 0.0007 0.0149 0.0195 0.0218 0.0227 0.0222
u2 0.0007 0.0153 0.0202 0.0223 0.0227 0.0229
.001 u1 0.0007 0.0054 0.0067 0.0076 0.0087 0.0097
u2 0.0007 0.0063 0.0078 0.0088 0.0093 0.0107
with that of a few iterations. From table 8.1, it is clear that if we iterate a few
times, the error decreases significantly.
• Fix Re = 1000, 4t = 0.01, s = 3, but vary ². We can check from table 8.2
that when ² decreases, the error will also decreases a little bit.
• It is well known that Reynolds number plays very important role in the compu-
tational fluid dynamics. We fix4t = 0.001, ² = 0.01, s = 3 and vary Reynolds
number. We need to choose 4t smaller include the case Re = 10000 (since we
use explicit discretization for the nonlinear convection term in this computa-
tion). From table 8.3, when Re number increases, we lose some accuracy. It
is reasonable.
We do not list the error of divu and pressure p in above tables. Since in each case,
divu is always much smaller (at most 10−3). We expect that from the formulation.
But the pressure error is about 10−1, which is not very satisfactory. The reason
is that we use a quite coarse mesh (250 triangles) and the accuracy for pressure is
lower than the velocity. To increase accuracy, we use a finer mesh to discuss a little
bit more. Let α1 = 1, α2 = 1, Re = 100, 4t = 0.01, and use P2 element on a 3800
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Table 8.3: Different Re number
Re Err of t=4t t=1.0 t=2.0 t=3.0 t=4.0 t=5.0
100 u1 0.0001 0.0059 0.0091 0.0106 0.0112 0.0114
u2 0.0001 0.0086 0.0134 0.0155 0.0163 0.0166
1000 u1 0.0001 0.0140 0.0188 0.0210 0.0219 0.0215
u2 0.0001 0.0136 0.0188 0.0206 0.0212 0.0215
10000 u1 0.0001 0.0292 0.0526 0.0729 0.0878 0.0897
u2 0.0001 0.0251 0.0468 0.0556 0.0622 0.0696
Table 8.4: ² = 0.1, s = 1.
Err of t=4t t=1.0 t=2.0 t=3.0 t=4.0 t=5.0
u1 0.0016 0.1255 0.1640 0.1559 0.1388 0.1265
u2 0.0010 0.1435 0.2208 0.2074 0.1788 0.1598
divu 0.0001 0.0016 0.0015 0.0013 0.0012 0.0011
p 0.0380 0.0428 0.0485 0.0472 0.0449 0.0434
Table 8.5: ² = 0.01, s = 1.
Err of t=4t t=1.0 t=2.0 t=3.0 t=4.0 t=5.0
u1 0.0002 0.0128 0.0168 0.0159 0.0141 0.0128
u2 0.0001 0.0146 0.0226 0.0212 0.0181 0.0161
divu 0.0001 0.0002 0.0002 0.0001 0.0001 0.0001
p 0.0359 0.0359 0.0359 0.0359 0.0359 0.0359
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Table 8.6: ² = 0.1, s = 4.
Err of t=4t t=1.0 t=2.0 t=3.0 t=4.0 t=5.0
u1 0.0001 0.0017 0.0019 0.0015 0.0010 0.0007
u2 0.0001 0.0018 0.0020 0.0016 0.0012 0.0008
divu 0.0001 0.0001 0.0001 0.0000 0.0000 0.0000
p 0.0345 0.0345 0.0345 0.0345 0.0345 0.0345
Table 8.7: ² = 0.01, s = 4.
Err of t=4t t=1.0 t=2.0 t=3.0 t=4.0 t=5.0
u1 0.0001 0.0017 0.0019 0.0015 0.0011 0.0007
u2 0.0001 0.0017 0.0019 0.0015 0.0011 0.0007
divu 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000
p 0.0345 0.0345 0.0345 0.0345 0.0345 0.0345
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triangle mesh (4x ≈ 0.02). We list a few numerical results for different choices
of s and ² below. Since the pressure of Navier-Stokes equations is unique up to a
constant, we force p and ps satisfying
∫
Ω
pdx = 0 and
∫
Ω
psdx = 0 to calculate the
relative error of pressure.
Compare table 8.6 with 8.7, they are almost same even we choose different ². It
indicates that after a few iterations, we do not need to choose ² very small. This
is not true if we just use the penalty method without iteration. In table 8.4 and
8.5, you may see the result with ² = 0.01 is pretty much better than that with
² = 0.1. Now we compare table 8.4 with 8.6, table 8.5 with 8.7, it is also clear that
four iterations give much higher accuracy than one iteration. Now let us focus on
the last two rows of each table. In each case, divergence error is always small (it is
even smaller if we do iterations). This is due to the SRM formulation which forces
divu exponentially approaches zero. The error of pressure is larger than the error
of velocity. This is because the accuracy for pressure is lower. Without a very fine
mesh, we can not expect good accuracy of pressure.
8.2 Cavity Flow
The lid-driven cavity flow is a well known benchmark problem. There are a lot of
existing numerical tests (see for instance [14]). Although it is a steady state Navier-
Stokes equation, people use time dependent Navier-Stokes equation to compute it.
When time is sufficient large, the time dependent solution will approach the steady
state solution. We will compare some results with thoes in [14]. We have to indicate
that our computation os based on velocity-pressure form (so vorticity computation
will be worse than streamline-vorticity form) and our mesh is not as fine as that
in [14], so our figures, especially vorticity figures, may not look as good as those in
[14].
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Figure 8.10: u1(0.5, y), Re=100













Re=100 (Ghia et al., 1982)
Figure 8.11: u2(x, 0.5), Re=100












Re=100 (Ghia et al., 1982)
The lid driven cavity flow is defined on a unit square, the force f = 0, the
boundary condition for u is 0 on the bottom, left and right sides of the square and
u = (1, 0) on the top of the square. Choose α1 = 1, α2 = 1, 4t = 0.005, ² = 0.01,
s = 3, P2 element on a 13748 triangle mesh, we consider different Reynolds numbers
Re = 100, Re = 400, Re = 1000, Re = 3200 and Re = 5000.
• Re=100
It approaches the steady state around T = 10. Figure 8.8 and 8.9 are stream-
line and vorticity profiles. Figure 8.10 and 8.11 are the value of velocity u1 at
vertical line x = 0.5 and u2 at horizontal line y = 0.5.
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It approaches the steady state around T = 30. Figure 8.12 and 8.13 are
streamline and vorticity profiles. There are three eddies in the streamline
figure. We depict left and right eddies in figures 8.14 and 8.15, and the value
of velocity u1 at vertical line x = 0.5 and u2 at horizontal line y = 0.5 in
figures 8.16 and 8.17.
• Re=1000
It approaches the steady state around T = 100. Figure 8.18 and 8.19 are
streamline and vorticity profiles. Similarly to Re = 400, there are three eddies
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Figure 8.16: u1(0.5, y), Re=400













Re=400 (Ghia et al., 1982)
Figure 8.17: u2(x, 0.5), Re=400












Re=400 (Ghia et al., 1982)












































































in the streamline figure. Figures 8.20 and 8.21 are zoomed figures of left and
right eddies, and figures 8.22 and 8.23 depict the value of velocity u1 at vertical
line x = 0.5 and u2 at horizontal line y = 0.5.
• Re=3200
When Reynolds number is larger, we must choose larger time T to ensure that
flow approaches steady state. Meanwhile we need to choose a smaller 4t to
force the stability. It increase the computation cost. We can use the steady
state solution at smaller Reynolds number as our initial condition (some kinds
of precondition here) to reduce computational time. Figures 8.24 and 8.25
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Figure 8.22: u1(0.5, y), Re=1000













Re=1000 (Ghia et al., 1982)
Figure 8.23: u2(x, 0.5), Re=1000













Re=1000 (Ghia et al., 1982)
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are streamline and vorticity profiles. There are four eddies in the streamline
figure. Figures 8.26, 8.27 and 8.34 are zoomed figures of left eddy, right eddy
on the bottom and the eddy on the top left. Figures 8.28 and 8.29 depict the
value of velocity u1 at vertical line x = 0.5 and u2 at horizontal line y = 0.5.
• Re=5000
We use the steady state solution of Re = 3200 as our initial condition. The
figures 8.30 and 8.31 are streamline and vorticity profiles. Similarly to the
case Re = 3200, figures 8.32, 8.33 and 8.35 are zoomed figures of left eddy,
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Figure 8.28: u1(0.5, y), Re=3200













Re=3200 (Ghia et al., 1982)
Figure 8.29: u2(x, 0.5), Re=3200










Re=3200 (Ghia et al., 1982)
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right eddy on the bottom and the eddy on the top left. Figures 8.36 and 8.37
depict the value of velocity u1 at vertical line x = 0.5 and u2 at horizontal line
y = 0.5.
Remark 8.1 1. We compare our numerical results with benchmark solutions in
[14], the streamline contours match well, but vorticity contours are not very sat-
isfactory for high Reynolds numbers. The reason is that we use velocity-pressure
formulation, then use ω = ∇×u (see appendix A) to get vorticity, we lose some ac-
curacy when we compute derivative by numerical methods. Also all the computation
is done on my personal computer which has a limit in mesh refinement.
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Figure 8.36: u1(0.5, y), Re=5000













Re=5000 (Ghia al et., 1982)
Figure 8.37: u2(x, 0.5), Re=5000










Re=5000 (Ghia al et., 1982)
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2. When Reynolds number is large, we need to choose smaller time step to ensure
stability since we use explicit scheme for the nonlinear convection term. If we use
so-called Characteristic-Galerkin method for dealing with the convection term, an
absolute stable scheme can be obtained.
8.3 Flow past a circular cylinder.
It is another widely used test problem in computational fluid dynamics. There are a
lot of experiment and numerical computation results (see [40][39][28]). The original
geometry is a rectangle with finite width and infinite length. It is not possible to do
numerical computation in an infinite domain. So we do a cut-off. The computational
domain is described as follows: it is a rectangle, where x coordinate is from 0 to 50,
y coordinate is from −4 to 4. The circle is located at (4, 0) with diameter 1. The
boundary condition can be represented as: inflow is at the left side with constant
velocity which is parallel to the x-axis (u = 1, v = 0), the flow at upper boundary
and lower boundary is parallel to the x-axis, and velocity does not change along y-
direction ( ∂u
∂n
= 0, v = 0), the boundary of circle is solid wall with no-slip boundary
condition (u = v = 0), outflow is at right side with natural boundary condition




= 0). The figure (8.38) gives
a clear picture about the computational domain and boundary conditions. It is well
known that Reynolds number plays a crucial role in this problem. We will compute
the solutions with two different Reynolds numbers (Re=40 and Re=100) here.
• Re=40
In this case, the flow approaches steady state after a certain time. Figure 8.39
and figure 8.40 depict the streamline and the vorticity after the flow reaches
its steady state. In the figure 8.39, there are two symmetric eddies behind
circle.
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∂ u/∂ n=0, v=0
∂ u/∂ n=0, v=0
outflow, ∂ u/∂ n=0, ∂ v/∂ n=0
solid wall. (u,v)=(0,0)
Figure 8.39: Re=40, T=10











Figure 8.40: Re=40, T=10
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Figure 8.41: Re=100, T=10







Figure 8.42: Re=100, T=15








When Re=100, the flow is time dependent. The figures (8.41) - (8.47) depict
the streamlines at the different time step. From these pictures, we can find
how the flow separates. The figures (8.48) - (8.56) depict the vorticity at the
different time step. Due to the restriction of mesh size (we use finer mesh in
rectangle [3, 10]× [−1.5, 1.5]), we only give the first a few vortex sheets inside
the box [4, 10] × [−1.5, 1.5]. The smooth curves of vorticity which is outside
the box [4, 10]× [−1.5, 1.5] can also be obtained by a finer mesh.
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Figure 8.43: Re=100, T=20







Figure 8.44: Re=100, T=25







Figure 8.45: Re=100, T=30
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Figure 8.46: Re=100, T=35







Figure 8.47: Re=100, T=40
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Figure 8.48: Re=100, T=15








Figure 8.49: Re=100, T=20








Figure 8.50: Re=100, T=25
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Figure 8.51: Re=100, T=30








Figure 8.52: Re=100, T=35








Figure 8.53: Re=100, T=40
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Figure 8.54: Re=100, T=45








Figure 8.55: Re=100, T=50








Figure 8.56: Re=100, T=55









Conclusion, Final Remark and
Future Work
We have already discussed a lot about the sequential regularization formulation
applied to the Navier-Stokes equations. We proved existence, uniqueness of the se-
quential regularization formulation, obtained error estimation of the discrete system,
and tested some numerical examples. There are still a lot of issues remained.
Firstly we consider Navier-Stokes equations in a two dimensional domain and
a finite time interval. Can we extend our results to a long time or to a three
dimensional domain? The answer seems to be positive. To work out the long time
case, we need a lemma which similar to lemma 3.1, but the choice of ² and constant
C do not depend on time interval T . For 3D case, we know the solution of the
Navier-Stokes equations may blow up at finite time. We can apply the technique in
analysis of Navier-Stokes equations to obtain reformulation solution in a short time.
Secondly, let us check the convergence results. Recall when α1 = 1, we obtain the
optimal convergence result i.e. theorem 3.5. A natural question is: when α1 = 0,
may we obtain the similar property? Before answering this question, we should
better look at the sequential regularization formulation from another point of view.
103
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For simplification, we only discuss Stokes equations.
Consider (u, p) be the solution of the steady state Stokes equations with homoge-
nous Dirichlet boundary condition:
−4u+∇p = f , (9.1)
divu = 0. (9.2)
The penalty method when applied to Stokes equations can be formulated as, (for a
given small positive constant ²)
−4u² +∇p² = f , (9.3)
divu² + ²p² = 0. (9.4)
When we introduce the iteration of the penalty method, with a given initial guess
of pressure p0, we have a sequence (us, ps) satisfy the following equations,
−4us +∇ps = f , (9.5)
divus + ²(ps − ps−1) = 0 (9.6)
for s = 1, 2, 3 . . .. Then we can easily derive error estimation ‖us − u‖2 + ‖∇(ps −
p)‖ ≤ (C²)s. The key part in the proof is the estimation of the solution of the
non-homogenous Stokes equation (see the proof of lemma 3.1).
But things will be different for time dependent case. Consider non-homogenous
time depend Stokes equation:
ut −4u+∇p = f , (9.7)
divu = g, (9.8)
u|∂Ω = 0; u|t=0 = 0. (9.9)
We only have∫ T
0
(‖u‖22 + ‖ut‖2 + ‖∇p‖2)dt ≤ C(
∫ T
0
(‖f‖2 + ‖∇g‖2 + ‖gt‖2(H1)′ )dt), (9.10)
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where (H1)
′
is dual space of H1. From this point of view, perhaps we can not expect
similar results for time dependent (Navier-)Stokes equations when we consider an
iterative penalty solution. Fortunately the sequential regularization formulation
discussed in this thesis can overcome this difficulty. Consider the non-homogenous
time dependent Stokes equations:
ut −4u+∇p = f , (9.11)
divut + divu = g, (9.12)
u|∂Ω = 0; u|t=0 = 0. (9.13)
Once the basic compatibility holds (
∫
∂Ω
g = 0), we have∫ T
0
(‖u‖22 + ‖ut‖2 + ‖∇p‖2)dt ≤ C(
∫ T
0
(‖f‖2 + ‖∇g‖2)dt), (9.14)
where the constant C only depends on the domain Ω and time T. There is no gt at
right hand side. From this result, we can obtain convergence.
Finally, let us move to the error analysis of the finite element method. We
obtained ‖uh − u‖1 ≤ h√²C for P1 approximation in chapter 6, and indicated that
this result can be extended to higher order polynomial approximation without any
difficulty. But from our numerical experiments, we observed that the numerical
result with P2 element is significantly better than that with P1 element. It seems
that the error does not change with ² in the test. This may imply that the optimal
error estimation for P2 element should have no ² in the denominator. This result
is reasonable since we have an extra property, i.e. inf-sup condition for (P2, P1)
finite element space, which is not used in our analysis. It is well-known that when
(Vh, Qh) satisfies inf-sup condition, the finite element estimation to the Navier-Stokes
equations can be obtained. The SRM solution us can be viewed as us = u + ²
sv,
where u is the solution of the Navier-Stokes equations, and v is a function whose
norm is independent of the choice of ². If our finite element space satisfies inf-sup
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condition implicitly (we only have finite element space for u, p is recovered by divu),
the optimal error estimation should be independent of ². It is one of our future work
to obtain this estimation.
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We will derive the governing equations, Navier-Stokes equations here, which is based
on the assumption that the fluid is incompressible, the conservation laws of mass,
momentum and energy. In [9], more details can be found.
Suppose Ω is an open bounded domain in Rn, where n = 2, 3, the functions u
and p are defined as velocity field and pressure, which are functions depending on

















where V is an arbitrary volume, f = f(x, t) describes an arbitrary intensive property
of the fluid.
A1: Conservation of Mass
The fluid density ρ is an intensive property of the fluid, we can then apply Reynolds





+ div(ρu))dV = 0. (9.16)
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since V is arbitrary volume, (9.16) is equivalent to
∂ρ
∂t




+ ρ∇ · u = 0. (9.18)
For incompressible fluid, the incompressible condition divu = 0 will yield to Dρ
Dt
= 0.
A2: Balance of Momentum
The momentum is also an intensive property of the fluid, hence we can apply












+∇ · (mu))dV, (9.19)
where ∇ · (mu) represents the divergence of the convective momentum flux tensor.
The Newton’s second law states that the rate of change of momentum of a portion
of the fluid equals the force applied to it, therefore we have
∂m
∂t
+∇ · (mu)− ρf −∇ · σ = 0, (9.20)
where ρf is the body force and σ is stress tensor. From the definition of momentum,
we can replace m as ρu to obtain
∂ρu
∂t
+∇ · (ρuu)− ρf −∇ · σ = 0. (9.21)




+ ρ(u · ∇)u = ρf +∇ · σ. (9.22)
Since we only consider Newtonian fluids which the shear stress is proportional to the
velocity gradient in this article, the stress tensor σ can be presented as σ = −pI+ τ ,
where τ = λ(∇ · u)I + µ(∇u + (∇u)T ). If we define D = 1
2
(∇u + (∇u)T ), we
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have physical meanings of these functions and parameters. τ is the deviatoric stress
tensor, D is the strain tensor, µ is the first coefficient of viscosity and λ is the second




+ (u · ∇)u = −1
ρ
∇p+ ν4u+ f , (9.23)
where ν = µ
ρ
is called the coefficient of kinematic viscosity. Under the assumption
of ρ be constant, we have the Navier-Stokes equations:
ut − ν4u+ (u · ∇)u+ 1
ρ
∇p = f , (9.24)
divu = 0. (9.25)
A3: Transformation to Dimensionless Form
In this section we will discuss the scaling properties of the Navier-Stokes equations
with the aim of introducing the Reynolds number which measures the effect of
viscosity of the flow. For a given problem, let characteristic length and velocity
be L and U , the time scale T defined by T = L
U




























Define Reynolds number Re = LU
ν
, substituting these new variables into Navier-




4u+ (u · ∇)u+∇p = f , (9.26)
divu = 0. (9.27)
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A4: Vorticity and Streamline Functions
For a given flow, if the velocity field is u, the vorticity field can be defined as
ω = ∇× u. Particularly if the flow is two dimensional, u = (u, v), then vorticity is
ω = ∂xv − ∂yu.
We still focus on the two dimensional flow of which the continuity equation is
∂xu+∂y = 0. There exists a scalar function ψ (streamline function), unique up to an
additive constant, satisfies ∂xψ = −v and ∂yψ = u. Let ψ, ω be unknown functions,
we can rewrite the Navier-Stokes equation as the equivalent vorticity-streamline
form,




















The Navier-Stokes equations are supplemented by boundary conditions. We use
homogenous Dirichlet boundary condition in this thesis, which is reasonable in both
experiment and mathematics. For instance, we consider a solid wall around the do-
main where the velocity is 0 on the boundary, which is the so-called no-slip condition.
From mathematical point of view, to make the solution unique, we need Dirichlet
boundary condition for the term 4u. The Navier-Stokes equations are time depen-
dent, so after adding initial condition for u, we can obtain the full version of our
governing equation as following.
ut − 1
Re
4u+ (u · ∇)u+∇p = f , (9.30)
divu = 0, (9.31)
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We consider the sequential regularization method (SRM) for the unsteady incom-
pressible Navier-Stokes equations. The thesis presents the formulation, existence
and uniqueness of SRM solution, error analysis of discrete scheme of sequential reg-
ularization formulation. Based on sequential regularization formulation, we could
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