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A FORMULA FOR THE ACTION OF DEHN TWISTS ON
HOMFLY-PT SKEIN MODULES AND ITS APPLICATIONS
SHUNSUKE TSUJI
Abstract. We introduce a formula for the action of Dehn twists on the
HOMFLY-PT type skein module of a surface. As an application of the for-
mula to mapping class group, we give an embedding from the Torelli group of
a surface Σg,1 of genus g with non-empty connected boundary into the com-
pleted HOMFLY-PT type skein algebra. As an application of the formula to
integral homology 3-spheres, we construct an invariant z(M) ∈ Q[ρ][[h]] for
an integral homology 3-sphere M . The invariant z(M) mod (hn+1) is a finite
type invariant of order n.
1. Introduction
A skein algebra plays an important role in both theories of mapping class groups
of surfaces and finite type invariants for integral homology 3-spheres. Actually,
in our preceding papers [18] [19] [20] [21], Kauffman bracket skein algebras lead
to some new results concerning mapping class groups of surfaces and finite type
invariants for integral homology 3-spheres. The Kauffman bracket skein algebra of
a surface Σ is the quotient of the Q[A±1]-free module with basis the set of framed
unoriented links in Σ × I modulo the relations defining the Kauffman bracket.
Throughout this paper, we denote the unit interval [0, 1] by I. In [20], we introduce
an embedding of the Torelli group of a compact connected oriented surface with
non-empty connected boundary into the completed Kauffman bracket skein algebra
of the surface, which gives a new construction of the core of the Casson invariant
defined by Morita [11]. Furthermore, in [21], using the embedding, we construct an
invariant zS(M) ∈ Q[[A+ 1]] for an integral homology 3-sphere M . We expect the
invariant (zS(M))|A4=q to equal the Ohtsuki series [14].
The aim of this paper is to establish some analogues of the results stated above
for HOMFLY-PT type skein algebras. In this paper, we present 3 main theorems
(Theorem 1.1, Theorem 1.2 and Theorem 1.3). In theory of mapping class groups
of surfaces, the HOMFLY-PT type skein algebra has information including the
Kauffman bracket skein algebra and the Goldman Lie algebra. We remark that
the Kauffman bracket skein algebra does not include information coming from the
Goldman Lie algebra. In theory of integral homology 3-spheres, we construct an
invariant for integral homology 3-spheres via the HOMFLY-PT type skein algebra.
We hope the invariant to recover all the quantum invariant via the quantum group
of sln for any n. In this paper, a HOMFLY-PT type skein algebra is the quotient
of the Q[ρ][[h]]-free module with basis the set of framed oriented links in Σ × I
modulo the relations in Definition 3.2. Using the relations, we can construct some
polynomial invariant for oriented framed links having the same information as the
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X −X−1 = h
= X−X
−1
h
Figure 1. HOMFLY polynomial
HOMFLY-PT polynomial. For an oriented unframed link L in S3, the HOMFLY-
PT polynomialHHOMFLY−PT(L)(X,h) ∈ Q[X±1, h±1] is defined using the relations
in the Figure 1.
Let Σ be a compact connected oriented surface with non-empty boundary and
M(Σ) the mapping class group of Σ which is Diff(Σ, ∂Σ)/Diff0(Σ, ∂Σ) by definition.
An action σ of the Goldman Lie algebra on the group ring of the fundamental group
of Σ was introduced by Kawazumi-Kuno [6] [5]. Through this action, Kawazumi-
Kuno [6] [5] and Massuyeau-Turaev [9] obtained a formula for the action of the
right handed Dehn twist tc ∈M(Σ) along a simple closed curve c
(1) tc(·) = exp(σ(LGol(c)))(·) : ̂Qpi1(Σ, ∗)→ ̂Qpi1(Σ, ∗),
where ̂Qpi1(Σ, ∗) is the completed group ring of the fundamental group of Σ with
base point ∗ ∈ ∂Σ. Here, we denote LGol(c) def.= 12 |(log(c))2| ∈ Q̂pi1(Σ) where
Q̂pi1(Σ) is the completed Goldman Lie algebra and |·| : ̂Qpi1(Σ, ∗)→ Q̂pi1(Σ) is the
quotient map. The formula (1) relates the Goldman Lie algebra to the mapping
class group. We also consider the completion Ŝ(Σ) of the Kauffman bracket skein
algebra S(Σ), the completion Ŝ(Σ, J) of the Kauffman bracket skein module S(Σ, J)
with base point set J ⊂ ∂Σ and an Lie action σ of S(Σ) on S(Σ, J). In [18], we
also obtained a formula for the action of the Dehn twist tc ∈M(Σ) along a simple
closed curve c
(2) tc(·) = exp(σ(LS(c)))(·) : Ŝ(Σ, J)→ Ŝ(Σ, J)
where LS(c)
def.
=
−A+A−1
4 log(−A) (arccosh(−
c
2 ))
2. The formula (2) relates the Kauffman
bracket skein algebra to the mapping class group. As the first one of our 3 main
theorems, we establish a HOMFLY-PT type skein algebra version of these formulas.
Theorem 1.1 (Theorem 5.1). There exists an element Λ(c) of the completed
HOMFLY-PT type skein algebra Â(Σ) of Σ for any simple closed curve c satis-
fying
tc(·) = exp(σ(Λ(c)))(·) : ̂A(Σ, J−, J+)→ ̂A(Σ, J−, J+)
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where ̂A(Σ, J−, J+) is the completion of the HOMFLY-PT type skein algebra of Σ
with start point set and end point set J− and J+.
One motivation to study a HOMFLY-PT type skein algebra in this paper comes
from mapping class group theory. Let Σg,1 be a compact connected oriented surface
of genus g with nonempty connected boundary, ( ̂Qpˆi(Σg,1), {Fn ̂Qpˆi(Σg,1)}n≥0) the
completed filtered Goldman Lie algebra of Σg,1 and (Ŝ(Σg,1), {FnŜ(Σg,1)}n≥0) the
completed filtered Kauffman bracket skein algebra of Σg,1. In this paper, we intro-
duce a completed filtered HOMFLY-PT type skein algebra (Â(Σg,1), {FnÂ(Σg,1)}n≥0)
of the surface. We denote by I(Σg,1) the Torelli group, that is the kernel of
the action of M(Σg,1) on H1(Σg,1,Z). Since [Fng, Fmg] ⊂ Fn+m−2g for g =
Q̂pˆi(Σ), Ŝ(Σ), Â(Σ), we can consider F 3g as a group whose group law is the Baker-
Campbell-Hausdorff series. There exist embeddings
ζGol : I(Σg,1)→ F 3 ̂Qpˆi(Σg,1),
ζS : I(Σg,1)→ F 3Ŝ(Σg,1).
We define some filtrations {Ig(n)}n≥0, {Mg(n)}n≥0 and {MSg (n)}n≥0 by Ig(0) def.=
I(Σg,1), Ig(n) = [Ig(n− 1), I(Σg,1)],Mg(n) = ζ−1Gol(Fn+3 ̂Qpˆi(Σg,1)) andMSg (n) =
ζ−1S (F
n+3Ŝ(Σg,1). We remark that {Mg(n)}n≥0 is the Johnson filtration. Then
we have Ig(n) ⊂ Mg(n) and Ig(n) ⊂ MSg (n). We obtain Mg(1) = MSg (1) but
MSg (2) 6⊃ Mg(2) and MSg (2) 6⊂ Mg(2). So we expect that there exists a filtration
{M′g(n)}n≥0 of I(Σg,1) satisfying Ig(n) ⊂ M′g(n) ⊂ MSg (n) ∩Mg(n) for any n.
In Section 7, we construct the following embedding as the second main theorem.
Theorem 1.2 (Theorem 7.13, Corollary 7.14). There is an injective group homo-
morphism ζA : I(Σ)→ IA(Σ) defined by ζ(tc1c2) = Λ(c1)−Λ(c2) for a pair (c1, c2)
of simple closed curves bounding a surface.
If M′g(n) = MAg (n) def.= ζ−1A (Fn+3Â(Σg,1)), this filtration satisfies the above
condition. For details, see Subsection 7.4.
Another motivation to establish a HOMFLY-PT type skein algebra version comes
from theory of quantum invariants for links and integral homology 3-spheres. A
number-theoretical expansion of the quantum invariants defined via the quantum
group of sl2 into power series was given by Ohtsuki [14]. The power series is called
the Ohtsuki series. For any simple Lie algebra, the power series invariant was given
by Le [7]. Since the HOMFLY-PT polynomial is a universal invariant of quantum
invariants defined via the quantum group via sln for links in S
3, we expect that
there exists a power series invariant for integral homology 3-spheres which is a
universal invariant of power series invariant defined via the quantum group of sln.
Using the HOMLY-PT type skein algebra, we also construct a power series invariant
zA(M) ∈ Q[ρ][[h]] for an integral homology 3-spheres M .
Theorem 1.3 (Theorem 9.1). Fix a Heegaard splitting H+g ∪ιH−g of S3 where H+g
and H−g are handle bodies and ι : ∂H
+
g → ∂H−g is a diffeomorphism. Let e be a
standard embedding Σ× I → S3, which induces e∗ : Â(Σg,1)→ Q[ρ][[h]]. The map
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Z : I(Σg,1)→ Q[ρ][[h]] defined by
Z(ξ)
def.
=
∞∑
i=0
1
(h)ii!
e∗((ζ(ξ))i)
induces an invariant for integral homology 3-spheres
z : H(3)→ Q[ρ][[h]], H+g ∪ ι ◦ ξH−g → Z(ξ).
Here we denote by H(3) the set of integral homology 3-spheres.
We hope that zA is a universal invariant of power series invariant for integral
homology 3-spheres defined via the quantum group of sln.
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2. Definition of oriented framed tangles in Σ× I
In this section, let Σ be a compact connected oriented surface.
We define E˜(Σ) to be the set consisting of all the embedding map E = ES1 unionsqEI :
(
∐
finite S
1)× I unionsq (∐finite I)× I → Σ× I satisfying the following.
(1) The embedding satisfies EI((
∐
finite{0, 1}) × I) ⊂ p1 ◦ EI((
∐
finite{0, 1}) ×
{0})× I ⊂ ∂Σ× I where p1 : Σ× I → Σ is the first projection.
(2) The embedding EI|(∐finite{0,1})×I : (∐finite{0, 1})×I → p1◦EI((∐finite{0, 1})×{0})× I preserves the orientation.
(3) The map p1 ◦ EI|(∐finite{0,1})×{0} is injective.
Two elements E0 and E1 of E˜(Σ) are isotopic if there exists a continuous map
H : ((
∐
finite S
1)× I unionsq (∐finite I)× I)× I → Σ× I satisfying the following.
(1) For any t ∈ I, H(·, t) = Ht,S1 unionsqHt,I ∈ E(Σ).
(2) For any t ∈ I, p1◦H0,I((
∐
finite{0, 1}×{0}) = p1◦Ht,I((
∐
finite{0, 1})×{0}).
(3) We have H(·, 0) = E0 and H(·, 1) = E1.
We call an isotopic class of E˜(Σ) a framed oriented tangle in Σ × I. Let T be
a framed oriented tangle in Σ × I represented by E = ES1 unionsq EI . We call the
set EI((
∐
finite{0}) × {0}) and EI((
∐
finite{1}) × {0}) the start point set of T and
the end point set of T , respectively. Let J− and J+ be disjoint subsets of ∂Σ with
](J−) = ](J+). We denote by E(Σ, J−, J+) the subset of E˜ consisting of all elements
representing oriented framed tangles whose start point sets and end point sets are
J− and J+, respectively. We denote by T (Σ, J−, J+) the set of isotopic classes of
elements of E(Σ, J−, J+), in other words, the set of framed oriented tangles with
start point set and end point set J− and J+, respectively. We denote by 〈·〉 the
quotient map E(Σ, J−, J+) → T (Σ, J−, J+). If J− = J+ = ∅, we simply denote
T (Σ, J−, J+) and E(Σ, J−, J+) by T (Σ) and E(Σ).
The definition of ‘tangles’ is similar to the definition of ‘link’ of marked surfaces
in [13]. But a tangle in this definition has one arc on each point of J− ∩ J+.
Definition 2.1. Let J+ and J− be disjoint finite subsets of ∂Σ with ](J+) = ](J−).
An element E of E(Σ, J−, J+) is generic if E : (∐finite S1)×Iunionsq(∐finite I)×I → Σ×I
satisfies the following.
(1) For x ∈∐finite S1 or x ∈∐finite I, I → I, t 7→ p2 ◦E(x, t) is an orientation
preserving embedding map where p2 : Σ× I → I is the second projection.
(2) (
∐
finite S
1) unionsq (∐finite I) → Σ, x 7→ p1 ◦ E(x, 0) is an immersion such that
the intersections of the image consist of transverse double points where p1 :
Σ× I → Σ is the first projection.
It is convenient to present tangles in Σ× I by tangle diagrams on Σ in the same
fashion in which links in R3 may be presented by planar link diagrams.
Definition 2.2. Let J+ and J− be disjoint finite subsets of ∂Σ with ](J+) = ](J−),
T an element of T (Σ, J−, J+) and E an element of E(Σ, J−, J+) which is generic
and representing T . The tangle diagram of T is p1 ◦E((
∐
finite S
1)×Iunionsq(∐finite I)×
I → Σ× I) together with orientation and height-information, i.e., the choice of the
upper branch of the curve at each crossing. The chosen branch is called an over-
crossing; the other branch is called an under crossing. We denote by T (d) the
element of T (Σ, J−, J+) presented by a tangle diagram d
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↔
Figure 2. RI: Reidemester move I
↔ ↔
Figure 3. RII: Reidemeister move II-i
↔ ↔
Figure 4. RII: Reidemeister move II-ii
↔
Figure 5. RIII: Reidemeister move III
Proposition 2.3 (see, for example, [3]). Let J+ and J− be disjoint finite subsets of
∂Σ with ](J+) = ](J−). Then, T (d) equals T (d′) if and only if d can be transformed
into d′ by a sequence of isotopies of Σ and the Reidemeister moves RI, RII, RIII
shown in Figure 2, 3, 4 and 5. We remark that the Reidemeister move I (RI)
implies that there are two ways to describe a positive (right handed) twist as Figure
2.
We remark that these moves induce the other Reidemeister moves such as Figure
6.
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Figure 6. RIII: Reidemeister moves
Let J+, J−, J ′+ and J ′− be mutually disjoint finite subsets of ∂Σ with ](J+) =
](J−) and ](J ′+) = ](J ′−). Here e1 and e2 denote the embedding maps from Σ× I
to Σ× I defined by e1(x, t) = (x, t+12 ) and e2(x, t) = (x, t2 ), respectively. We define
 : T (Σ, J−, J+)× T (Σ, J ′−, J ′+)→ T (Σ, J− ∪ J ′−, J+ ∪ J ′+) by
〈E〉 〈E′〉 def.= 〈e1 ◦ E unionsq e2 ◦ E′〉
for E ∈ E(Σ, J−, J+) and E′ ∈ E(Σ, J ′−, J ′+).
Let J1, J2 and J3 be mutually disjoint finite subsets of ∂Σ with ](J1) = ](J2) =
](J3). Let d1 and d2 be tangle diagrams presenting of elements of T (Σ, J2, J1)
and T (Σ, J3, J2), respectively, such that the intersections of d1 and d2 consist of
transverse double points except for J2. We denote by d1 ◦ d2 the tangle diagram
satisfying the following.
• The tangle diagram d1 ◦d2 equals d1∪d2 with the same height-information
as d1 and d2 except for a neighborhoods of any intersection of d1 and d2.
• In a neighborhood of each intesection of (d1∩d2)\J2, the branches of d1◦d2
belonging to d1 are over-crossings.
8 SHUNSUKE TSUJI
Figure 7.
Type C(+) Tyepe C(-) Type C(0)
Figure 8. Conway triples
• In a neighborhood of each point of J2, the tangle diagram d1◦d2 is as shown
in Figure 7.
We define ◦ : T (Σ, J2, J1) × T (Σ, J3, J2) → T (Σ, J3, J1) by T (d1) ◦ T (d2) def.=
T (d1 ◦ d2).
Let J+ and J− be disjoint finite subsets of ∂Σ with ](J+) = ](J−), T an ele-
ment of T (Σ, J−, J+) represented by E ∈ E(Σ, J−, J+) and ξ an element ofM(Σ)
represented by a diffeomorphism Xξ. We denote by ξT an element of T (Σ, J−.J+)
represented by (Xξ × idI) ◦ E ∈ E(Σ, J−, J+). This defines a left action of the
mapping class group M(Σ) on the set T (Σ, J−, J+).
3. HOMFLY-PT type skein modules
Throughout this section, let Σ be a compact connected oriented surface.
3.1. Definition. First of all, we define a Conway triple.
Definition 3.1. Let J+ and J− be finite disjoint subsets of ∂Σ with ](J+) = ](J−).
A triple of three tangles T+, T− and T0 is a Conway triple if there exist tangle
diagrams d+, d− and d0 presenting T+, T− and T0, respectively, such that d+, d−
and d0 are identical except for a closed disk, where they differ as shown in Type
C(+), Type C(-) and Type C(0) in Figure 8, respectively.
Definition 3.2. Let J+ and J− be finite disjoint subsets of ∂Σ with ](J+) = ](J−).
We define A(Σ, J+, J−) to be the quotient of Q[ρ][[h]]T (Σ, J+, J−) modulo the skein
relation, the framing relation and the trivial knot relation. Here the skein relation
is given by
T+ − T− = hT0
for (T+, T−, T0) a Conway triple of T (Σ, J+, J−). The framing relation is given by
T (d1) = exp(ρh)T (d0)
COMPLETED HOMFLY-PT SKEIN ALGEBRAS 9
∗′′1 ∗′1 ∗1 ∗′′α ∗′α ∗α ∗′′b ∗′b ∗b
r′1 r1 r
′
α rα r
′
b rb
Figure 9. ∗α, ∗′α, ∗′′α, rα, r′α
for d1 and d0 which are identical except for a disk, where they are a positive (right
handed) twist and a straight line. We mean by a positive (right handed) twist the
diagram as shown in Figure 2. Let dtriv.knot and dempty be two diagrams which are
identical except for a disk, where they are the boundary of a closed disk and empty,
respectively. The trivial knot relation is
T (dtriv.knot) =
2 sinh(ρh)
h
T (dempty).
We denote by [T ] the element of A(Σ, J−, J+) represented by a tangle T . We simply
denote A(Σ) def.= A(Σ, ∅, ∅).
Let J+, J−, J ′+ and J ′− be mutually disjoint finite subsets of ∂Σ with ](J+) =
](J−) and ](J ′+) = ](J ′−). We define the Q[ρ][[h]]-bilinear homomorphism  :
A(Σ, J−, J+)×A(Σ, J ′−, J ′+)→ A(Σ, J−∪J ′−, J+∪J ′+) by [T1][T2] = [T1T2].
The skein module A(Σ) is the associative algebra over Q[k][[h]] with product defined
ab
def.
= a b for a, b ∈ A(Σ). The skein module A(Σ, J−, J+) is the A(Σ)-bimodule
given by av
def.
= a v and va def.= v  a for a ∈ A(Σ) and v ∈ A(Σ, J−.J+).
We fix points ∗1, ∗2, · · · , ∗b, ∗′1, ∗′2, · · · , ∗′b, ∗′′1 , ∗′′2 , · · · , ∗′′b and paths r1, r2, · · · , rb,
r′1, r
′
2, · · · , r′b as Figure 9. We denote T (Σ, ∗α, ∗, j) def.= T (Σ, {∗α}, {∗′β}). We de-
fine ◦ : T (Σ, ∗β , ∗γ) × T (Σ, ∗α, ∗β) → T (Σ, ∗α, ∗γ) by T1 ◦ T2 def.= (r′γ)−1 ◦ (((r′γ ◦
T1) ◦ (rβ)−1) ◦ T2) where we denote by rα, (rα)−1, r′α and (r′α)−1 the tangles pre-
sented by rα, (rα)
−1, r′α and (r
′
α)
−1, respectively. We denote A(Σ, ∗α, ∗β) def.=
A(Σ, {∗α}, {∗′β}). The map ◦ : T (Σ, ∗β , ∗γ)× T (Σ, ∗α, ∗β) → T (Σ, ∗α, ∗γ) induces
◦ : A(Σ, ∗β , ∗γ) × A(Σ, ∗α, ∗β) → A(Σ, ∗α, ∗γ). In particular, A(Σ, ∗α, ∗α) def.=
A(Σ, ∗α) is the associative algebra over Q[ρ][[h]] with unit 1 def.= [rα]. There exists
a natural map |·| : A(Σ, ∗α)→ A(Σ) defined by Fig 10.
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Figure 10. |·| : A(Σ, ∗α)→ A(Σ)
Proposition 3.3. We define a Q[ρ][[h]]-algebra homomorphism N : A(D) →
Q[ρ][[h]] by
N ([L]) def.= exp(w(L)ρh)HHOMFLY−PT(L)(exp(ρh), h)
where D is the closed disk and w(L) is the self linking number of L, i.e., w(L) =
]{the positive crossing of L}−]{the negative crossing of L}. Then N is well-defined
and bijective.
Proof. Let L+, L− and L0 be elements of T (D) such that (L+, L−, L0) is a Conway
triple. Since w(L+)− 1 = w(L−) + 1 = w(L0) and
exp(ρh)HHOMFLY−PT(L+)− exp(−ρh)HHOMFLY−PT(L−) = hHHOMFLY−PT(L0),
we have
N ([L+])−N ([L−]) = hN ([L0]).
If d1 and d0 are tangle diagrams which are identical except for a dsik, where they are
a positive twist and a straight line, respectively, then, we haveHHOMFLY−PT(T (d1)) =
HHOMFLY−PT(T (d0)) and w(T (d1))− 1 = w(T (d0)). Then we obtain
N ([T (d1)]) = exp(ρh)N ([T (d0)]).
If two dtriv.knot and dempty diagrams are identical except for a disk, where they are
the boundary of a closed disk and empty, respectively, we have
N ([T (dtriv.knot)]) = sinh(ρh)
h
N [T (dempty)].
These formulas prove that N is well-defined. We define L′ : Q[ρ][[h]] → A(D) by
f(ρ, h) ∈ Q[ρ][[h]] 7→ f(ρ, h)[∅]. We have L′ ◦ N = idQ[ρ][[h]] and N ◦ L′ = idA(D).
This proves the proposition.

3.2. Regular homotopy path and Turaev skein algebra. Let pi+1 (Σ, ∗, ∗′) be
the regular homotopy set of free immersed paths from ∗ to ∗′ on Σ for two points
∗, ∗′ ∈ ∂Σ satisfying ∗ 6= ∗′. We define a composite · : pi+1 (Σ, ∗′, ∗′′)×pi+1 (Σ, ∗, ∗′)→
pi+1 (Σ, ∗, ∗′′) as Figure 7 for ∗, ∗′, ∗′′ ∈ ∂Σ satisfying ∗ 6= ∗′, ∗′ 6= ∗′′ and ∗′′ 6= ∗. We
denote pi+1 (Σ, ∗α, ∗β) def.= pi+1 (Σ, ∗α, ∗′β). We define a composite · : pi+1 (Σ, ∗β , ∗γ) ×
pi+1 (Σ, ∗α, ∗β)→ pi+1 (Σ, ∗α, ∗γ) by
R1 ·R2 def.= (r′γ)−1 · (((r′γ ◦R1) ◦ (rβ)−1) ◦R2).
In particular, pi+1 (Σ, ∗α, ∗α) def.= pi+1 (Σ, ∗α) is a group with unit rα. Let P(Σ, ∗α, ∗β)
be the quotient of Q[ρ][[h]]pi+1 (Σ, ∗α, ∗β) modulo the relation
R1 = exp(ρh)R0.
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R1 R0
Figure 11.
Here R1 and R0 are identical except for a closed disk, where they differ as shown
in Figure 11.
There exists aQ[ρ][[h]]-module homomorphism ψ : P(Σ, {∗}, {∗′})→ A(Σ, {∗}, {∗′})
defined by R 7→ R˜ where R˜ : I × I → Σ× I is defined by (t1, t2) 7→ (R(t1), t1 + δt2)
for a map R : I → Σ. Here δ > 0 is a sufficiently small number. Let J− and J+ be
finite disjoint subsets of ∂Σ with ]J− = ]J+, and ∗ an element of J−. We define a
Q[ρ][[h]]-module homomorphism
ψ∗ :
⊕
∗′∈J+
A(Σ, J−\{∗}, J+\{∗′})⊗Q[ρ][[h]] P(Σ, {∗}, {∗′})→ A(Σ, J−, J+)
by ψ∗(a⊗R) def.= a ψ(R). The aim of this subsection is to prove the following.
Proposition 3.4. The Q[ρ][[h]]-module homomorphism ψ∗ is an isomorphism.
It is obvious that ψ∗ is surjective. We will construct ψ¯ : A(Σ, J−, J+) →⊕
∗′∈J+ A(Σ, J−\{∗}, J+\{∗′})⊗Q[ρ][[h]]P(Σ, {∗}, {∗′}) satisfying ψ∗◦ψ¯ = idA(Σ,J−,J+)
and ψ¯ ◦ ψ∗ = id⊕∗′∈J+ A(Σ,J−\{∗},J+\{∗′})⊗Q[ρ][[h]]P(Σ,{∗},{∗′}).
For a tangle diagram d of an element of T (Σ, J−, J+), we denote by Cross(d)
the set of crossings of d and by Cross1(d) the set of crossings of types shown
in 12. Let d¯ be the components of d not including ∗ and dpath the component
of d including ∗. If Cross1(d) = ∅, ψ([T (d¯)] ⊗ dpath) = [T (d)]. By induction
on (]Cross(d), ]Cross1(d)), we define a map ψ¯ from the set of tangle diagrams to⊗
∗′∈J+ A(Σ, J−\{∗}, J+\{∗′}) ⊗Q[ρ][[h]] P(Σ, {∗}, {∗′}). If three tangle diagrams
d1, d2 and d3 are identical except for a sufficiently small neighborhood such that
(T (d1), T (d2), T (d3)) is a Conway triple, then we have ]Cross1(d1)±1 = ]Cross1(d2)
and ]Cross(d1) = ]Cross(d2) = ]Cross(d3) + 1. Using the skein relation, we define
ψ¯(d1) = ψ¯(d2) + hψ¯(d3) or ψ¯(d2) = ψ¯(d1)− hψ¯(d3).
For a tangle diagram d with ](Cross1(d)) = 0, we define ψ¯(d)
def.
= [T (d¯)]⊗ dpath.
Let d be a tangle diagram satisfying ]Cross = N and ]Cross1 = N
′ ≥ 1. We
choose one of the crossings P ∈ Cross1(d). We assume this crossing P is shown
as Type 1, Type 3 or Type 5 in Figure 12. Let d′ and d′′ be the tangle diagrams
which are identical except for a sufficiently small neighborhood of P such that
(T (d), T (d′), T (d′′)) is a Conway triple. We define
ψ¯(d)
def.
= ψ¯(d′)− hψ¯(d′′).
We assume this crossing P is shown as Type 2, Type 4 or Type 6 in Figure 12. Let
d′ and d′′ be the tangle diagrams which are identical except for a sufficiently small
neighborhood of P such that (T (d′), T (d), T (d′′)) is a Conway triple. We define
ψ¯(d)
def.
= ψ¯(d′) + hψ¯(d′′).
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∗ ∗ ∗ ∗
Type 1 Type 2 Type 3 Type 4
∗ ∗
Type 5 Type 6
∗′′ ∈ J−\{∗} ∗′′ ∈ J−\{∗}
Figure 12.
Proposition 3.5 ((N , N ′)). Let D(N,N ′) be the set consisting of all diagram d
satisfying one of the followings.
• ](Cross(d)) < N .
• ](Cross(d)) = N and ](Cross1(d)) < N ′.
Then we have the followings.
(1) For d ∈ D(N,N ′), ψ¯(d) is well-defined, in other words, ψ¯(d) is independent
from the choice of Cross1(d).
(2) Let d+, d− and d0 be three elements of D(N,N ′) such that d+, d− and d0
are identical except for a closed disk, where they differ as shown in Type
C(+), Type C(-) and Type C(0) in Figure 8 respectively. Then we have
ψ¯(d+)− ψ¯(d−) = hψ¯(d0).
(3) If d1 and d0 ∈ D(N,N ′) are identical except for a disk, where they are
one of Figure 2 and a straight line, respectively, then, we have ψ¯(d1) =
exp(ρh)ψ¯(d0).
(4) If d1 and d0 ∈ D(N,N ′) are identical except for a disk, where they are the
boundary of a closed disk and empty, respectively, then, we have ψ¯(d1) =
sinh ρh
h ψ¯(d0).
(5) If d and d′ ∈ D(N,N ′) are diagrams obtained by RI move Figure 2, we
have ψ¯(d) = ψ¯(d′).
(6) If d and d′ ∈ D(N,N ′) are diagrams obtained by RII move Figure 3 or
Figure 4, we have ψ¯(d) = ψ¯(d′).
(7) If d and d′ ∈ D(N,N ′) are diagrams obtained by one of RIII moves Figure
6, then, we have ψ¯(d) = ψ¯(d′).
Lemma 3.6 (Proposition 3.5 (N , N ′ + 1 ) (1)(2)(4)). The element of
ψ¯(d) ∈
⊗
∗′∈J+
A(Σ, J−\{∗}, J+\{∗′})⊗Q[ρ][[h]] P(Σ, {∗}, {∗′})
is independent of the choice of the crossings. In particular, we have Proposition
(N ,N ′) (2)(4).
Proof. We choose two crossings P1 and P2 ∈ Cross1(d). Let d(′1, ′2) be a tangle
diagram which is identical to d except for sufficiently small neighborhoods of Pi.
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In the neighborhood of Pi, it coincides with Type C(+), Type C(-) and Type C(0)
in Figure 8 if ′i = 1,−1, 0, respectively, for i = 1, 2. We assume d(1, 2) = d. It
suffices to show
(ψ¯(d(−1, 2)) + 1ψ¯(d(0, 2)))− (ψ¯(d(1,−2)) + 2ψ¯(d(1, 0))) = 0.
By Proposition 3.5 (N ,N ′)(2), we have
(ψ¯(d(−1, 2)) + 1ψ¯(d(0, 2)))− (ψ¯(d(1,−2)) + 2ψ¯(d(1, 0)))
= (ψ¯(d(−1, 2))− ψ¯(d(−1,−2)) + 1ψ¯(d(0, 2)))
− (ψ¯(d(1,−2))− ψ¯(d(−1,−2)) + 2ψ¯(d(1, 0)))
= (2ψ¯(d(−1, 0)) + 1ψ¯(d(0, 2)))− (1ψ¯(d(0,−2)) + 2ψ¯(d(1, 0)))
= (2ψ¯(d(−1, 0))− 2ψ¯(d(1, 0))) + (1ψ¯(d(0, 2))− 1ψ¯(d(0,−2)))
= −12ψ¯(d(0, 0)) + 12ψ¯(d(0, 0)) = 0.
This proves Proposition 3.5 (N , N ′ + 1 )(1).
Since the map ψ¯ is defined using the skein relation, we have Proposition( N ,
N ′ + 1 )(2).
Since a trivial knot is included by d¯, we have Proposition 3.5 (N , N ′ + 1 )(4).
This completes the proof of the lemma. 
Lemma 3.7 (Proposition 3.5 (N , N ′+1 ) (3)(5)). Let d1, d′1 and d0 ∈ D(N,N ′+1)
be three tangle diagrams identical except for a disk D. If, in the disk, the diagrams
d1, d
′
1 and d0 are as shown in the right of Figure 2, the left of Figure 2 and a
straight line, respectively, then, we have ψ¯(d1) = ψ¯(d
′
1) = exp(ρh)ψ¯(d0). In other
words, Proposition 3.5 (N , N ′ + 1 )(3) and Proposition 3.5 (N , N ′ + 1 )(5) hold.
Proof. We assume D ∩ Cross1(d′1) = ∅. We choose P ∈ Cross1(d′1). We assume P
is a positive crossing. We denote by d1(−1), d′1(−1) and d0(−1) tangle diagrams
they are identical except for a sufficiently small neighborhood of P , where they are
as shown in Type C(-) in Figure 8 and by d1(0), d
′
1(0) and d0(0) tangle diagrams
they are identical except for the neighborhood of P , where they are as shown in
Type C(0) in Figure 8. We remark that the diagrams d1(−1), d′1(−1), d0(−1) d1(0),
d′1(0) and d0(0) are element of D(N,N ′). By Proposition 3.5 (3) (5) (N,N’), we
have
ψ¯(d1(i)) = ψ¯(d
′
1(i)) = exp(ρh)ψ¯(d1(i))
for i = 0,−1. By Proposition 3.5 (2)(N,N’+1), we have
ψ¯(d) = ψ¯(d(−1)) + hψ¯(d(0))
for d = d1, d
′
1, d0. Using the above equations, we have
ψ¯(d1) = ψ¯(d
′
1) = exp(ρh)ψ¯(d0).
We assume P is a negative crossing. We denote by d1(1), d
′
1(1) and d0(1) tangle
diagrams they are identical except for a sufficiently small neighborhood of P , where
they are as shown in Type C(+) in Figure 8 and by d1(0), d
′
1(0) and d0(0) tangle
diagrams they are identical except for the neighborhood of P , where they are as
shown in Type C(0) in Figure 8. Proceeding in the same way upto sign, we have
ψ¯(d1(i)) = ψ¯(d
′
1(i)) = exp(ρh)ψ¯(d1(i)), ψ¯(d) = ψ¯(d(1))− hψ¯(d(0)),
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for i = 0, 1 and d = d1, d
′
1, d0. Using the above equations, we have
ψ¯(d1) = ψ¯(d
′
1) = exp(ρh)ψ¯(d0).
We assume D∩Cross1(d′1) 6= ∅. By Proposition 3.5 (N ,N ′)(3), we have ψ¯(d1) =
exp(ρh)ψ¯(d0). Let d
′′
1 be the diagram which is identical except for the disk, where
it is the mirror of the right of Figure 2. By Proposition 3.5 (N ,N ′)(3), we have
ψ¯(d′′1) = exp(−ρh)ψ¯(d0). By Proposition 3.5 (N , N ′ + 1 )(2)(4), we have
ψ¯(d′1) = ψ¯(d
′′
1) + h
sinh(ρh)
h
ψ¯(d0)
= exp(−ρh)ψ¯(d0) + (exp(ρh)− exp(−ρh))ψ¯(d0) = exp(ρh)(d0).
This proves the lemma. 
Lemma 3.8 (Proposition 3.5 (N , N ′ + 1 )(6)). (1) Let d1, d2 and d3 be three
tangle diagrams which are identical except for a disk D. We suppose that
they differ as shown in the right, the center and the left of Figure 3, respec-
tively, in the disk. Then we have ψ¯(d1) = ψ¯(d2) = ψ¯(d3).
(2) Let d1, d2 and d3 be three tangle diagrams which are identical except for
a disk D. We suppose that they differ as shown in the right, the center
and the left of Figure 4, respectively, in the disk. Then we have ψ¯(d1) =
ψ¯(d2) = ψ¯(d3).
These imply Proposition 3.5 (N , N ′ + 1 )(6).
Proof. If D∩Cross1(d1) = D∩Cross1(d3) = ∅, we can prove this lemma in a similar
way to the proof of Lemma 3.7 in the case D ∩ Cross1(d1) = ∅.
We assume D ∩ Cross1(d1) 6= ∅ or D ∩ Cross1(d3) 6= ∅. The claims (1) and (2)
are proved simultaneously. Since d1, d2 ∈ D(N,N ′) or d2, d3 ∈ D(N,N ′), we have
ψ¯(d1) = ψ¯(d2) or ψ¯(d2) = ψ¯(d3) from Proposition 3.5 (N ,N
′)(6). By Proposition
3.5 (N , N ′+1 )(2) and Proposition 3.5 (N , N+1)(3), we can use the skein relation
and the trivial knot relation. By computation using the skein relation and the
trivial knot relation, we obtain ψ¯(d1) = ψ¯(d3). This proves the lemma.

Lemma 3.9 (Proposition 3.5 (N , N ′+1 )(7)). Let d1 and d2 be two tangle diagrams
which are identical except for a disk D. If they differ as shown in the right and the
left one of RIII-a, RIII-a’, RIII-b, RIII-b’, RIII-c, RIII-c’, RIII-d and RIII-d’ in
Figure 6, respectively, in the disk, we have ψ¯(d1) = ψ¯(d2).
Proof. If D∩Cross1(d1) = D∩Cross1(d3) = ∅, we can prove this lemma in a similar
way to the proof of Lemma 3.7 in the case D ∩ Cross1(d1) = ∅.
We prove in the caseD∩Cross1(d1) 6= ∅. We assume that d1 and d2 are two tangle
diagrams which are identical for the disk D, where they differ as shown in the right
and the left one of RIII-a. The other cases are proved similarly. Let P1, P2 and P3 be
the crossings of d1 in this disk as Figure 13. Since P1, P2 ∈ Cross(d1)\Cross1(d1)
implies P3 ∈ Cross(d1)\Cross1(d1), it suffices to show P1 ∈ Cross1(d1) or P2 ∈
Cross1(d2).
We assume P2 ∈ Cross1(d1). Let d′1, d′2 and d′3 be tangle diagrams which are
identical d1 except for the disk, where they are as shown in Figure 13. By Propo-
sition 3.5 (N ,N ′)(7), we have ψ¯(d′1) = ψ¯(d
′
2). By Proposition 3.5 (N , N
′ + 1 )(2),
we have
ψ¯(d1) = ψ¯(d
′
1)− hψ¯(d′3) = ψ¯(d′2)− hψ¯(d′3) = ψ¯(d2).
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d1 d
′
1 d
′
2 d
′
3
d′′1 d
′′
2 d
′′
3 d
′′
4
P1
P3
P2
Figure 13.
We assume P1 ∈ Cross1(d1). Let d′′1 , d′′2 , d′′3 be tangle diagrams which are identical
to d1 except for the disk, where they are as shown in Figure 13. By Proposition
3.5 (N ,N ′)(7), we have ψ¯(d′′2) = ψ¯(d
′′
4). By Proposition 3.5 (N , N
′ + 1 )(2) (6), we
have
ψ¯(d1) = ψ¯(d
′′
2) + hψ¯(d
′′
1) = ψ¯(d
′′
4) + hψ¯(d
′′
3) = ψ¯(d2).
This proves the lemma. 
Proof of Proposition 3.4. Using the above lemmas, ψ¯(d) induces
ψ¯ : A(Σ, J−, J+)→
⊗
∗′∈J+
A(Σ, J−\{∗}, J+\{∗′})⊗Q[ρ][[h]] P(Σ, {∗}, {∗′})
by ψ¯([T (d)]) = ψ¯(d). By definition, we have
ψ ◦ ψ¯ = idA(Σ,J−,J+), ψ¯ ◦ ψ = id⊗∗′∈J+ A(Σ,J−\{∗},J+\{∗′})⊗Q[ρ][[h]]P(Σ,{∗},{∗′}).
This proves the proposition. 
Using Proposition 3.3 and Proposition 3.4, we have the following.
Corollary 3.10. The map h2 sinh ρh |·| : A(D, ∗1) → A(D) ' Q[ρ][[h]] is an algebra
isomorphism.
Proposition 3.11 ([22] Theorem 5.2.). The skein algebra A(S1 × I) is the free
Q[ρ][[h]]-algebra generated by {|ψ(rn)||n ∈ Z\{0}}, where r is a generator of the
fundamental group of S1 × I.
Using this proposition and Proposition 3.4, we have the following.
Corollary 3.12. The skein module A(S1 × I, J−, J+) is a free Q[ρ][[h]]-module.
3.3. Poisson-like structure. In this section, we define a Lie bracket [ , ] :
A(Σ) × A(Σ) → A(Σ) and an action σ : A(Σ) × A(Σ, J−, J+) → A(Σ, J−, J+)
which makes A(Σ, J−, J+) a A(Σ)-module. Here we consider A(Σ) as a Lie algebra.
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Definition 3.13. Let J+, J−, J ′+ and J ′− be four disjoint finite subsets of ∂Σ
with ](J+) = ](J−) and ](J ′+) = ](J ′−). We choose tangle diagrams d1 and
d2 which present elements of T (Σ, J−.J+) and T (Σ, J ′−, J ′+), respectively, and
suppose d1∪d2 has at worst transverse double points. Choose an order of d1∩d2 =
{P1, P2, · · · , Pm}. We denote by d(′1, ′2, · · · , ′m) the tangle diagram which are
identical except for sufficiently small neighborhoods such that d(′1, · · · , ′m) as shown
in Type C(+), Type C(-) or Type C(0) in Figure 8 in the neighborhood of Pi if
′i = 1,−1, 0, respectively, for i = 1, 2, · · · ,m. We denote by j the local intersection
number of d1 and d2 at Pj. We define
σ(d1, d2)
def.
=
m∑
j=1
j [T (d(−1, · · · ,−j−1, 0, j+1, · · · , m))] ∈ A(Σ, J−∪J ′−, J+∪J ′+).
We remark that hσ(d1, d2) = [T (d1)] [T (d2)]− [T (d2)] [T (d1)].
Lemma 3.14. (1) The element σ(d1, d2) is independent of the choice of the
order of d1 ∩ d2.
(2) We have σ(d1, d2) = −σ(d2, d1).
(3) Let d′1 and d
′
2 be tangle diagrams which are identical to d1 and d2, respcec-
tively, except for a disk, where they are as shown in Fig 14 or Fig 15. This
move corresponds to the Reidemeister move II in knots or tangles. Then
we have σ(d1, d2) = σ(d
′
1, d
′
2).
(4) Let d′1 and d
′
2 be tangle diagrams which are identical to d1 and d2, respcec-
tively, except for a disk, where they are as shown in Fig 16. This move
corresponds to the Reidemeister move III in knots or tangles. Then we
have σ(d1, d2) = σ(d
′
1, d
′
2).
(5) Let J+, J−, J ′+, J ′−, J ′′+ and J ′′− be mutually disjoint finite subsets of ∂Σ
with ](J+) = ](J−), ](J ′+) = ](J ′−) and ](J ′′+) = ](J ′′−). We choose
d1, d2 and d3 which present elements T (Σ, J−.J+), T (Σ, J ′−, J ′+) and
T (Σ, J ′′−, J ′′), respectively, and suppose d1 ∪ d2 ∪ d3 has at worst trans-
verse double points. Then we have σ(σ(d1, d2), d3) = σ(d1, σ(d2, d3)) −
σ(d2, σ(d1, d3)).
P1
P2
d1d2 d
′
1 d
′
2
Figure 14.
P2
P1
d1d2 d
′
1 d
′
2
Figure 15.
Proof of (1). It suffices to show that
j [T (d(
′
1, · · · , ′m)|′i=i,′j=0)] + i[T (d(′1, · · · , ′m)|′i=0,′j=−j )]
= j [T (d(
′
1, · · · , ′m)|′i=−i,′j=0)] + i[T (d(′1, · · · , ′m)|′i=0,′j=j )].
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P1
P2
d2
d1
P ′2
P ′1 d′2
d′1
Figure 16.
By skein relation, we have
j [T (d(
′
1, · · · , ′m)|′i=i,′j=0)]− j [T (d(′1, · · · , ′m)|′i=−i,′j=0)]
= i[T (d(
′
1, · · · , ′m)|′i=0,′j=j )]− i[T (d(′1, · · · , ′m)|′i=0,′j=−j )]
= ij [T (d(
′
1, · · · , ′m)|′i=0,′j=0)].
This prove the lemma (1). 
Proof of (2). Choosing the inverse order d2 ∩ d1 = {Pm, · · · , P1}, σ(d2, d1) can be
written as
σ(d2, d1)
def.
=
m∑
j=1
−j [T (d(−1, · · · ,−j−1, 0, j+1, · · · , m))] ∈ A(Σ, J−∪J ′−, J+∪J ′+).
Since
σ(d1, d2)
def.
=
m∑
j=1
j [T (d(−1, · · · ,−j−1, 0, j+1, · · · , m))] ∈ A(Σ, J−∪J ′−, J+∪J ′+),
we obtain σ(d1, d2) = −σ(d2, d1). This proves the lemma (2). 
Proof of (3). By this lemma (1), we can suppose that P1 and P2 are in the disk
such as in Figure 14 or Figure 15. It suffices to show
[T (d(0, 1, ′3, · · · , ′m))] = [T (d(1, 0, ′3, · · · , ′m))].
The equation is obvious. We remark that we need the framing relation if d1 and d2
are as shown in Fig 15. This proves the lemma (3). 
Proof of (4). By this lemma (1), we can suppose that P1 and P2 are in the disk
such as in Figure 16. Let P ′1 and P
′
2 be two points such as in Figure 16. Fix
the order d′1 ∩ d′2 = {P ′1, P ′2, P ′3 · · · , P ′m} where Pi = P ′i for i = 3, · · · ,m. We
denote by d′(′1, 
′
2, · · · , ′m) the tangle diagram which are identical except for the
neighborhoods such that d′(′1, · · · , ′m) as shown in Type C(+), Type C(-) or Type
C(0) in Figure 8 in the neighborhood of P ′i if 
′
i = 1,−1, 0, respectively, for i =
1, 2, · · · ,m. We have
T (d(0,−1, ′3, · · · , ′m)) = T (d′(0,−1, ′3 · · · , ′m)),
T (d(−1, 0, ′3, · · · , ′m)) = T (d′(−1, 0, ′3, · · · , ′m)),
T (d(−1, 1, ′3, · · · , ′m)) = T (d′(−1, 1, ′3, · · · , ′m)),
for any ′i ∈ {−1, 0, 1}. This proves the lemma (4).
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
Proof of (5). Let P1, P2, · · · , Pm be the crossings of d1 ∩ d2, Pm+1, · · · , Pm+m′ the
crossings of d1 ∩ d3 and Pm+m′+1, · · · , Pm+m′+m′′ the crossings of d2 ∩ d3. We
denote by d′(′1, 
′
2, · · · , ′m) the tangle diagram which are identical except for the
neighborhoods such that d′(′1, · · · , ′m) as shown in Type C(+), Type C(-) or Type
C(0) in Figure 8 in the neighborhood of P ′i if 
′
i = 1,−1, 0, respectively, for i =
1, 2, · · · ,m. We denote by j the local intersection number of d1 and d2 , d1 and
d3 or d2 and d3 at Pj for j = 1, 2, · · · ,m+m′ +m′′.
In this proof, we simply denote
T (i, ∅, j) def.= T (d(−1, · · · ,−i−1, 0, i+1, · · · , m, m+1, · · · , m+m′ ,
− m+m′+1, · · · ,−j−1, 0, j+1, · · · , m+m′+m′′)),
T (i, j, ∅) def.= T (d(−1, · · · ,−i−1, 0, i+1, · · · , m,
− m+1, · · · ,−j−1, 0, j+1, · · · , m+m′ ,−m+m′+1, · · · ,−m+m′+m′′)),
T (∅, i, j) def.= T (d(−1, · · · ,−m,−m+1, · · · ,−i−1, 0, i+1, · · · , m+m′ ,
− m+m′+1, · · · ,−j−1, 0, j+1, · · · , m+m′+m′′)).
Choose the order d1 ∩ d2 = {P1, P2, · · · , Pm} and the order (d1 ∪ d2) ∩ d3 =
{Pm+m′+1, Pm+2, · · · , Pm+m′+m′ , Pm+1, · · · , Pm+m′} By definition, we have
σ(σ(d1, d2), d3) =
∑
i∈{1,··· ,m},j∈{m+m′+1,··· ,m+m′+m′′}
ij [T (i, ∅, j)]
+
∑
i∈{1,··· ,m},j∈{m+1,··· ,m+m′}
ij [T (i, j∅)].
Choose the order d2 ∩d3 = {Pm+m′+1, Pm+m′+2, · · · , Pm+m′+m′′} and the order
(d2 ∪ d3) ∩ d1 = {P1, P2, · · · , Pm+m′}. By definition, we have
σ(d1, σ(d2, d3)) =
∑
i∈{1,··· ,m},j∈{m+m′+1,··· ,m+m′+n′′}
ij [T (i, ∅, j)]
+
∑
i∈{m+1,··· ,m+m′},j∈{m+m′+1,··· ,m+m′+m′′}
ij [T (∅, i, j)].
Choose the order d1 ∩ d3 = {Pm+1, Pm+1, · · · , Pm+m′} and the order (d1 ∪ d3)∩
d2 = {Pm+m′+1, Pm+m′+2, · · · , Pm+m′+m′′ , Pm, Pm−1, · · · , P2, P1}. By definition,
we have
σ(d2, σ(d1, d3)) =
∑
i∈{m+1,··· ,m+m′},j∈{m+m′+1,··· ,m+m′+m′′}
ij [T (∅, i, j)]
−
∑
i∈{1,··· ,m},j∈{m+1,··· ,m+m′}
ij [T (i, j, ∅)].
From the above equations, we obtain
σ(σ(d1, d2), d3) = σ(d1, σ(d2, d3))− σ(d2, σ(d1, d3)).
This proves the lemma (5). 
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By the above lemma(1)(3)(4), we define
[[T (d1)], [T (d2)]] = σ(d1, d2),
σ([T (d1)])([T (d3)]) = σ(d1, d3).
for tangle diagrams d1 and d2 presenting elements of T (Σ) and a tangle diagram
d3 presenting an element of T (Σ, J−, J+). By the above lemma (2) (5), we have
[x1, x2] = −[x2, x1],
[x1, [x2, x3]] + [x2, [x3, x1]] + [x3, [x1, x2]] = 0,
σ([x1, x2])(z) = σ(x1)(σ(x2)(z))− σ(x2)(σ(x1)(z)).
So the bracket [ , ] : A(Σ) × A(Σ) → A(Σ) is a Lie bracket and the action
σ : A(Σ) × A(Σ, J−, J+) → A(Σ, J−, J+) makes A(Σ, J−, J+) a A(Σ)-module.
Here we consider A(Σ) as a Lie algebra.
Let d1, d2 and d3 be tangle diagrams presenting knots in Σ × I. We choose
an order d1 ∩ (d2 ∪ d3) = {P1, · · · , Pm, P ′1, · · · , P ′m′} such that Pi ∈ d1 ∩ d2 and
P ′i ∈ d1 ∩ d3. Then we have the Leibniz rule:
[x, yz] = [x, y]z + y[x, z].
In a similar way, we obtain the Leibniz rules:
[xy, z] = x[y, z] + [x, z]y,
σ(x)(yv1) = [x, y]v1 + yσ(x)(v1),
σ(x)(v1y) = σ(x)(v1)y + v1[x, y],
σ(x)(v1v2) = v1σ(x)(v2) + σ(x)(v1)v2,
for x, y, z ∈ A(Σ), v1 ∈ A(Σ, ∗β , ∗γ) and v2 ∈ A(Σ, ∗α, ∗β). Let J+, J−, J ′+ and J ′−
be mutually disjoint finite subsets of ∂Σ with ](J+) = ](J−) and ](J ′+) = ](J ′−).
Furthermore, we obtain the Leibniz rule:
σ(x)(v1  v2) = σ(x)(v1) v2 + v1  σ(x)(v2)
for x ∈ A(Σ), v1 ∈ A(Σ, J−, J+) and v2 ∈ A(Σ, J ′−, J ′+).
4. Filtration and completion
Let TP(Σ, ∗α) be the tensor algebra ⊕∞k=0P(Σ, ∗α)⊗k of P(Σ, ∗α) over Q[ρ][[h]].
We remark that P(Σ, ∗α)⊗0 = Q[ρ][[h]]. We consider the augmentation map  :
P(Σ, ∗α)→ Q defined by (R) = 1, (h) = 0 and the surjective maps
ψT : TP(Σ, ∗α)→ A(Σ),
ψT,∗α : TP(Σ, ∗α)⊗ P(Σ, ∗α)→ A(Σ, ∗α),
ψT,∗α,∗β : TP(Σ, ∗α)⊗ P(Σ, ∗α, ∗β)→ A(Σ, ∗α, ∗β),
defined by
ψT (a1 ⊗ a2 ⊗ · · · ⊗ aj) = |ψ(a1)||ψ(a2)| · · · |ψ(aj)|,
ψT,∗α(A⊗ a) = ψT (A)ψ(a),
ψT,∗α,∗β (A⊗ a) = ψT (A)ψ(a).
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Figure 17.
We define filtrations {FnA(Σ)}n≥0, {FnA(Σ, ∗α)}n≥0 and {FnA(Σ, ∗α, ∗β)}n≥0 by
FnA(Σ) =
∑
2i0+i1+i2+···+ij≥n
hi0ψT ((ker )
i1 ⊗ (ker )i2 ⊗ · · · ⊗ (ker )ij ),
FnA(Σ, ∗α) =
∑
i0+i1≥n
F i0A(Σ)ψ((ker )i1),
FnA(Σ, ∗α, ∗β) =
∑
i0+i1≥n
F i0A(Σ)ψ(P(Σ, ∗α, ∗β)(ker )i1).
Let ∗, ∗′ be points of ∂Σ and χ a diffeomorphism Σ → Σ satisfying that χ(∗) =
∗α ∈ {∗1, · · · , ∗b}, χ(∗′) = ∗′β ∈ {∗′1, · · · , ∗′b} and χ(∂) = ∂ for any component ∂
of ∂Σ. In the case that ∗ ∈ ∂Σ\{∗1, · · · , ∗b} and ∗′ ∈ ∂Σ\{∗′1, · · · , ∗′b}, we define a
filtration {FnA(Σ, ∗, ∗′)}n≥0 by
FnA(Σ, {∗}, {∗′}) = χ(FnA(Σ, ∗α, ∗β)).
Let J+ and J− be finite disjoint subsets of ∂Σ with ]J+ = ]J− and ∗ an element
of J−. In the case that ]J− = ]J+ ≥ 2, we define the filtration {A(Σ, J−, J+)}n≥0
by
FnA(Σ, J−, J+) =
∑
i0+i1≥n
⊕
∗′∈J+
(F i0A(Σ, J−\{∗}, J+\{∗′}))(F i1A(Σ, {∗}, {∗′})).
4.1. The filtrations depend only on the under lying 3-manifolds. Let Σ0,b+1
be a compact connected surface of genus 0 with b + 1 boundary components and
R1, R2, · · · , Rb the elements of pi+1 (Σ, ∗1) as in Figure 17. We denote ηb def.=
ψ((R1 − 1)(R2 − 1) · · · (Rb−1 − 1)(Rb − 1)). In particular η0 = 1 ∈ A(Σ0,1, ∗1).
Any embedding
ι :
∐
1≤j≤M+N
Σbj+1,1 × I unionsq
∐
i
Σ0,2 × I → Σ× I
satisfying ι({∗1 ∈ Σbj+1,0|1 ≤ j ≤ M} × I) = J+ × [ 14 , 34 ] and ι({∗′1 ∈ Σb0+1,0|1 ≤
j ≤M}×I) = J−×[ 14 , 34 ] induces ι∗ : (⊕Mj=1A(Σb0+1,0, ∗1))⊕(⊕Nj=M+1A(Σbj+1,0))⊕
(⊕iA(Σ2,0))→ A(Σ, ∗α).
Definition 4.1. Let J− and J+ be disjoint finite subsets of ∂Σ with ](J+) =
](J−) = M . We define F ?(−1)A(Σ, J−, J+) = F ?0A(Σ, J−, J+) def.= A(Σ, J−, J+).
For n ≥ 1, a submodule F ?nA(Σ, J−, J+) is the submodule generated by hF ?(n−2)A(Σ, J−, J+)
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Figure 18.
and
{〈ι〉 def.= ι∗((⊕Nj ηb1)⊕ (⊕Nj=M+1|ηbj |)⊕ (⊕i|R1|))
|ι :
∐
1≤j≤M+N
Σbj+1,1 × I unionsq
∐
i
Σ0,2 × I → Σ× I
embedding, b1 + · · ·+ bM+N ≥ n,
ι({∗1 ∈ Σbj+1,0|1 ≤ j ≤M} × I) = J+ × [
1
4
,
3
4
]
ι({∗′1 ∈ Σb0+1,0|1 ≤ j ≤M} × I) = J− × [
1
4
,
3
4
]}.
The aim of this section is to prove the lemma.
Lemma 4.2. We have F ?nA(Σ, J−, J+) = FnA(Σ, J−, J+) for any n.
Since the filtration {F ?nA(Σ, J−, J+)}n≥0 depends only on the under lying 3-
manifolds, the filtration {FnA(Σ, J−, J+)}n≥0 also depends only on the under lying
3-manifolds (Theorem 4.7).
Proposition 4.3. We have F ?nA(Σ, J−, J+) ⊃ FnA(Σ, J−, J+) for any n.
Proof. It suffices to show ψ(X0(X1−1)(X2−1) · · · (Xj−1−1)(Xj−1)) ∈ F ?jA(Σ, ∗α, ∗β)
for X1, · · · , Xj ∈ pi+1 (Σ, ∗α) and R0 ∈ pi+1 (Σ, ∗α, ∗β). There is a properly embedding
e : (Σ0,j+1×I, ∗1×I, ∗′1×I)→ (Σ×I, ∗α×I, ∗′β×I) as shown in Figure 18, such that
e∗(ψ(R11 R
2
2 · · ·Rj−1j−1 Rjj )) = ψ(X0X11 X22 · · ·Xj−1j−1 Xjj ) for 1, 2, · · · , j ∈ {0, 1}
where we denote by e∗A(Σ0,j+1, ∗1) → A(Σ, ∗α, ∗β) the Q[ρ][[h]]-module homo-
morphism induced by e. By definition, we have ψ(X0(X1 − 1)(X2 − 1) · · · (Xj−1 −
1)(Xj − 1)) ∈ F ?jA(Σ, ∗α, ∗β). This proves the lemma. 
To prove Lemma 4.2, we need the following lemmas. By straightforward calcu-
lations, we have the following two lemmas.
Lemma 4.4. We fix i, j ∈ {1, 2, · · · , b}. Let Σ?,i,j be the surface in Figure 19,
ι1 : Σ0,b+1 × I → Σ?,i,j × I and ι2 : Σ0,b+1 × I → Σ?,i,j × I the embeddings
as in Figure 20, respectively. Then there exists an embedding such as Figure 21
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∗1 ∗′1
1 i− 1 i i+ 1 j − 1 j j + 1 b
Figure 19. Σ?,i,j
∗1 ∗′1
1 i− 1 i i+ 1 j − 1 j j + 1 b
ι1 ι2
Figure 20. ι1 and ι2
ι3 : Σ0,b−j+i+1 × I unionsq Σ0,j−i+1 × I → Σ?,i,j × I satisfying
〈ι1〉 − 〈ι2〉 =ι3∗(h((R1 − 1)(R2 − 1) · · · (Ri−1 − 1)Ri(Ri+1 − 1) · · · (Rb−j+i − 1))⊕
(|R1(R2 − 1) · · · (Rj−i − 1)|)) ∈ hF ?b−2A(Σ?,i,j , ∗1).
Lemma 4.5. We fix i ∈ {1, 2, · · · , b1} and j ∈ {1, 2, · · · , b2}. Let Σ??,i,j be the
surface in Figure 22, ι1 : Σ0,b1+1×IunionsqΣ0,b2+1×I → Σ??,i,j×I and ι1 : Σ0,b1+1×Iunionsq
Σ0,b2+1 × I → Σ??,i,j × I the embeddings as in Figure 23, respectively. Then there
exists an embedding such as Figure 24 ι3 : Σ0,b2−j+i×IunionsqΣ0,b1−i+j×I → Σ??,i,j×I
satisfying
ι1∗(ηb1 ⊕ ηb2)− ι2∗(ηb1 ⊕ ηb2) = ι3∗(h(ηb2−j+i−1 ⊕ ηb1+j−i−1)) ∈ hF ?b1+b2−2A(Σ??,i,j , ∗1).
Using the above two lemmas, we have the following.
Lemma 4.6. Let ι and ι′ be two embeddings
(Σb0+1,0 × I unionsq
∐
j∈{1,··· ,N}
Σbj+1,1 × I unionsq
∐
i
Σ0,2 × I, {∗1 ∈ Σ0,b0+1} × I, {∗′1 ∈ Σ0,b0+1} × I)
→ (Σ× I, {∗α} × I, {∗β} × I)
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∗1 ∗′1
1 i− 1
i
1
2 j − i i+ 1 b− j + i
Figure 21. ι3
∗′1 ∗1
1 i− 1 i i+ 1 b1 1 j − 1 j j + 1 b2
Figure 22. Σ??,i,j
∗′1 ∗1 ∗′1 ∗1
1 i− 1 i i+ 1 b1 1 j − 1 j j + 1 b2
ι1 ι2
Figure 23. ι1 and ι2
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∗′1 ∗1 ∗′1 ∗1
1 i− 1 j b1 − i + j − 1 1 j − 1 i b2 − j + i− 1
Figure 24. ι3
ι ι′
Figure 25.
which are only differ in an closed ball in Σ × I as shown in Figure 25, where∑j
i=0 bi ≥ N . Then we have
〈ι〉 − 〈ι′〉 ∈ hF ?(n−2)A(Σ, ∗α, ∗β).
Proof of Lemma 4.2. To prove it, we use the induction on n. If n = 0,−1, the
claim follows from definition, where we denote F−1A(Σ, J−, J+) def.= A(Σ, J−, J+).
We assume F kA(Σ, J−, J+) = F ?kA(Σ, J−, J+) for any k ∈ {1, 2, · · · , n − 1} and
any finite disjoint subset J−, J+ ⊂ ∂Σ with ]J− = ]J+. Let ι be an embedding
(
∐
j∈{1,··· ,N}
Σbj+1,0 × I unionsq
∐
j∈{1,··· ,N ′}
Σb′j+1,1 × I unionsq
∐
i
Σ0,2 × I, {∗1|∗1 ∈ Σ0,bj+1} × I,
{∗′1|∗′1 ∈ Σ0,bj+1} × I)→ (Σ× I, J− × I, J+ × I).
with
∑
bj +
∑
b′j ≥ k + 1 and (b1, b′1) 6= (0, 0).
If b1 6= 0, We denote ι1 def.= ι|Σb1+1,0×I and
ι′ def.= ι|(∐j∈{2,··· ,N} Σbj+1,0×Iunionsq∐j∈{1,··· ,N′} Σb′j+1,1×Iunionsq∐i Σ0,2×I).
Let ι′1 be an embedding Σb1+1,0×I → Σ×I such that ι′1∗(ψ(R11 R22 · · ·Rb1−1b1−1 R
b1
b1
)) =
ψ(X11 X
2
2 · · ·Xb1b1 ) for 1, 2, · · · , b1 ∈ {0, 1} where Xi = ι1(Ri). For example, see
Figure 18. We remark 〈ι′1〉 ∈ F b1A(Σ, J−, J+). Using Lemma 4.6 repeatedly, we
obtain
〈ι〉 − 〈ι1〉〈ι′〉 ∈ hF ?k−1A(Σ, J−, J+).
Using Lemma 4.6 repeatedly, we obtain
〈ι1〉〈ι′〉 − 〈ι′1〉〈ι′〉 ∈ hF ?k−1A(Σ, J−, J+).
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We remark
〈ι′1〉〈ι′〉 ∈ F b1A(Σ, ι1(∗1), ι1(∗′1)) F ?k+1−b1A(Σ, J−\ι1(∗1), J+\ι1(∗′1)).
If b′1 6= 0, We denote ι1 def.= ι|Σb′1+1,0×I and
ι′ def.= ι|(∐j∈{1,··· ,N} Σbj+1,0×Iunionsq∐j∈{2,··· ,N′} Σb′j+1,1×Iunionsq∐i Σ0,2×I).
Let ι′1 be an embedding Σb′1+1,0 × I → Σ × I such that ι′1∗(ψ(R11 R22 · · ·R
j
b′1
)) =
ψ(X11 X
2
2 · · ·Xjb′1 ) for 1, 2, · · · , b′1 ∈ {0, 1} where |Xi| = |ι1(Ri)|. We remark
〈ι′1〉 ∈ F b1A(Σ, J−, J+). For example, see Figure 18. Using Lemma 4.6 repeatedly,
we obtain
〈ι〉 − 〈ι1〉〈ι′〉 ∈ hF ?k−1A(Σ, J−, J+).
Using Lemma 4.6 repeatedly, we obtain
〈ι1〉〈ι′〉 − 〈ι′1〉〈ι′〉 ∈ hF ?k−1A(Σ, J−, J+).
We remark
〈ι′1〉〈ι′〉 ∈ F b1A(Σ) F ?k+1−b1A(Σ, J−, J+)
Hence we obtain
F ?k+1A(Σ, J−, J+)
⊂
∑
∗∈J+,∗′∈J−
∑
i+j≥k+1,i≥1
F iA(Σ, ∗, ∗′) F ?jA(Σ, J+\∗, J−\∗′)
+
∑
i+j≥k+1,j≥1
F iA(Σ)F ?jA(Σ, J+, J−) + hF ?(k−1)A(Σ, ∗α, ∗β)
=
∑
∗∈J+,∗′∈J−
∑
i+j≥k+1,i≥1
F iA(Σ, ∗, ∗′) F jA(Σ, J+\∗, J−\∗′)
+
∑
i+j≥k+1,j≥1
F iA(Σ)F jA(Σ, J+, J−) + hF (k−1)A(Σ, ∗α, ∗β)
⊂ F k+1A(Σ).
This proves the lemma.

By Lemma 4.2, we have the following.
Theorem 4.7. Let χ be an diffeomorphism (Σ×I, J−×I, J+×I)→ (Σ′×I, J−×
I, J+ × I). Then we have
χ∗(FnA(Σ, J−, J+)) = FnA(Σ, J−, J+).
Proof. By definition and Lemma 4.2, we have
χ∗(FnA(Σ, J−, J+)) = χ∗(F ?nA(Σ, J−, J+)) = F ?nA(Σ, J−, J+) = FnA(Σ, J−, J+).
This proves the lemma. 
The filtration {F ?nA(Σ)}n≥0 = {FnA(Σ)}n≥0 is independent of the choice of
∗α.
Proposition 4.8. The filtration {FnA(Σ)}n≥0 is independent of the choice of ∗α.
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4.2. Corollaries. Lemma 4.2 gives some useful propositions.
Proposition 4.9. Let J− and J+ be disjoint finite subsets of ∂Σ with ]J− = ]J+.
We have
[FnA(Σ), FmA(Σ)] ⊂ Fn+m−2A(Σ),
σ(FnA(Σ))(FmA(Σ, J−, J+)) ⊂ Fn+m−2A(Σ, J−, J+)
for any n,m ≥ 0.
Proof. By the Leibniz rule, it suffices to show
σ(|ψ((Xj − 1) · · · (X2 − 1)(X1 − 1))|)(ψ(Y )) ∈ F j−1A(Σ)
for X1, X2, · · · , Xj ∈ pi+1 (Σ, ∗α) and Y ∈ pi+1 (Σ, ∗α, ∗β). By definition, we have
σ(|ψ((Xj − 1) · · · (X2 − 1)(X1 − 1))|)(ψ(Y )) ∈ F ?(j−1)A(Σ) = F j−1A(Σ).
This proves the proposition. 
Proposition 4.10. Let J+, J−, J ′+ and J ′− be mutually disjoint finite subsets of
∂Σ with ](J+) = ](J−) and ](J ′+) = ](J ′−). We have
FnA(Σ, J−, J+) FmA(Σ, J ′−, J ′+) ⊂ Fn+mA(Σ, J− ∪ J ′−, J+ ∪ J ′+)
for any n,m. In particular, we have
FnA(Σ)FmA(Σ) ⊂ Fn+mA(Σ),
FnA(Σ)FmA(Σ, ∗α, ∗β) ⊂ Fn+mA(Σ, ∗α, ∗β),
FmA(Σ, ∗α, ∗β)FnA(Σ) ⊂ Fn+mA(Σ, ∗α, ∗β).
for any n,m ≥ 0.
Proof. We have
FnA(Σ, J−, J+) FmA(Σ, J ′−, J ′+) ⊂ F ?(n+m)A(Σ, J− ∪ J ′−, J+ ∪ J ′+)
= Fn+mA(Σ, J− ∪ J ′−, J+ ∪ J ′+).
This proves the proposition. 
Proposition 4.11. We have F ?nA(D) = FnA(D) = hb(n+1)/2cQ[ρ][[h]][∅], where
D is a closed disk and bxc is the greatest integer not greater than x for x ∈ Q.
Proof. Since (ker )n = (exp(ρh)1pi+(D,∗1)−1pi+(D,∗1))nP(D, ∗1), we have (ker )n ⊂
hnQ[ρ][[h]]1pi+(D,∗1). This proves the proposition. 
4.3. Completion. We consider the topology onA(Σ) induced by the {FnA(Σ)}n≥0,
and denote its completion by Â(Σ) def.= lim←−i→∞A(Σ)/F iA(Σ). We call Â(Σ)
the completed skein algebra. We also consider the topology on A(Σ, J−, J+)
induced by the filtration {FnA(Σ, J−, J+)}n≥0, and denote its completion by
̂A(Σ, J−, J+) def.= lim←−i→∞A(Σ, J−, J+)/F iA(Σ, J−, J+). We call ̂A(Σ, J−, J+) the
completed skein module. The completed skein algebra Â(Σ) has a filtration Â(Σ) =
F 0Â(Σ) ⊃ F 1Â(Σ) ⊃ F 2Â(Σ) ⊃ · · · such that Â(Σ)/FnÂ(Σ) ' A(Σ)/FnA(Σ)
for n ∈ Z≥0. The completed skein module ̂A(Σ, J−, J+) also has a filtration
̂A(Σ, J−, J+) = F 0 ̂A(Σ, J−, J+) ⊃ F 1 ̂A(Σ, J−, J+) ⊃ F 2 ̂A(Σ, J−, J+) ⊃ · · · such
that ̂A(Σ, J−, J+)/Fn ̂A(Σ, J−, J+) ' A(Σ, J−, J+)/FnA(Σ, J−, J+) for n ∈ Z≥0.
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Let pi1(Σ, ∗) be the fundamental group of Σ, Q[ρ]pi1(Σ, ∗) the group ring of
pi1(Σ, ∗) over Q[ρ] and pi : Q[ρ]pi1(Σ, ∗) → Q[ρ] the augmentation map defined
by x ∈ pi1(Σ, ∗) 7→ 1. We consider the natural surjective map A : A(Σ) → Q[ρ]
defined by A(h) = 0 and A([L]) = (2ρ)|L| for L ∈ T (Σ), where we denote by
|L| the number of components of L. We remark that ker A = F 1A(Σ). The
map $P : P(Σ, ∗i, ∗j) → Q[ρ]pi1(Σ, ∗i, ∗j) is defined by h 7→ 0 and the natural
surjection pi+1 (Σ, ∗i, ∗, j) → pi1(Σ, ∗i, ∗j), where Q[ρ]pi1(Σ, ∗i, ∗j) is the free Q[ρ]-
module with basis pi1(Σ, ∗i, ∗j). We denote $A def.= (A⊗$P)◦ψ∗i : A(Σ, ∗i, ∗j)→
Q[ρ]pi1(Σ, ∗i, ∗j). Since $A(FnA(Σ, ∗i, ∗j)) = (ker pi)nQ[ρ]pi1(Σ, ∗i, ∗j) for any n,
the map $A induces the surjection
$A : ̂A(Σ, ∗i, ∗j)→ ̂Q[ρ]pi1(Σ, ∗i, ∗j) def.= lim←−i→∞Q[ρ]pi1(Σ, ∗i, ∗j)/(ker pi)
iQ[ρ]pi1(Σ, ∗i, ∗j).
It is well-known that ∩∞j=0(ker pi)jQ[ρ]pi1(Σ, ∗i, ∗j) = {0}. See, for example, Bour-
baki [2] Exercise 4.6. Since $A(ξ(x)) = ξ($A(x)) for any ξ ∈ M(Σ) and any
x ∈ ̂A(Σ, ∗i, ∗j), we have the following.
Proposition 4.12. For any ξ ∈M(Σ), ξ = id ∈M(Σ) if and only if ξ(x) = x for
any x ∈ ̂A(Σ, ∗i, ∗j) and any ∗i, ∗j ∈ {∗1, ∗2, · · · , ∗b}.
We denote by Mˇ(Σ) ⊂ M(Σ) the set of consisting of elements ξ satisfying
(1−ξ)2(H1(Σ)) = {0}, where H1(Σ) is the first homology group of Σ. For example,
the Dehn twist along a simple closed curve is an element of Mˇ(Σ).
There exists a natural Q-module surjective homomorphism
ϕ : ker /(ker )2 = Q⊕Q[ρ]⊗H1(Σ)
defined by h 7→ 1 ∈ Q and R ∈ pi+1 (Σ, ∗)→ [R] ∈ H1(Σ).
Proposition 4.13. Let ξ be an element of Mˇ(Σ).
(1) Fix the base point ∗ ∈ {∗1, · · · , ∗b}. We have (1 − ξ)2(ker ) ⊂ (ker )2 ⊂
P(Σ, ∗).
(2) Fix the base point ∗ ∈ {∗1, · · · , ∗b}. We have (1 − ξ)N+1((ker )N ) ⊂
(ker )N+1 ⊂ (ker )2 for and any N .
(3) Let ∗α and ∗β be two elements of {∗1, · · · , ∗b}. We have (1−ξ)N+1((ker )NP(Σ, ∗α, ∗β)) ⊂
(ker )N+1P(Σ, ∗α, ∗β).
Proof. (1)Since ϕ(ξ(x)) = ξ(ϕ(x)) for any x ∈ ker , we have ϕ((1 − ξ)2(x)) =
(1− ξ)2ϕ(x) = 0. So we have (1− ξ)2(x) ∈ (ker )2. This proves (1).
(2)The proof goes by induction in N . If N = 0, 1, the claim is obvious. We
assume N ∈ Z≥1, x ∈ (ker )N and y ∈ (ker )1. By induction assumption, we have
(1− ξ)N+1(xy) =
∑
i+j=N+1
(N + 1)!
i!j!
(1− ξ)iξj(x)(1− ξ)j(y) ∈ (ker )N+1.
This proves (2).
(3)The proof goes by induction in N . If N = 0, the claim is obvious. We assume
N ∈ Z≥1, x ∈ (ker )N and v ∈ P(Σ, ∗α, ∗β). By induction assumption and (1), we
have
(1− ξ)N+1(xv) =
∑
i+j=N+1
(N + 1)!
i!j!
(1− ξ)iξj(v′)(1− ξ)j(v) ∈ (ker )N+1P(Σ, ∗α, ∗β).
This proves (3). 
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By the above proposition, we have the following.
Proposition 4.14. Let J− and J+ be disjoint finite subsets of ∂Σ with ]J− = ]J+.
For any ξ ∈ Mˇ(Σ) and ant N ∈ Z≥0, we have (1 − ξ)N+1(FNA(Σ, J−, J+)) ⊂
FN+1A(Σ, J−, J+).
For ξ ∈ Mˇ(Σ) and disjoint finite subsets J− and J+ of ∂Σ with ]J− = ]J+, we
denote
log(ξ) : ̂A(Σ, J−, J+)→ ̂A(Σ, J−, J+), x 7→
∞∑
i=1
−1
i
(1− ξ)i(x).
5. A formula for Dehn twists
For a simple closed curve c in Σ, we choose a simple path γ ∈ pi+1 (Σ, {∗α}, {∗′α})
satisfying |ψ(γ)| ∈ A(Σ) is presented by the diagram c. We consider P(Σ, ∗α)⊗n as
an associative algebra Q[ρ][[h]]-algebra with unit 1 def.= 1pi+(Σ,∗α)
⊗n by the product
(x1⊗x2⊗· · ·⊗xn) ·(y1⊗y2⊗· · ·⊗yn) = x1y1⊗x2y2⊗· · ·⊗xnyn. We define P⊗n :
P(Σ, ∗α)⊗n → Q[ρ] by h 7→ 0 and x1 ⊗ · · · ⊗ xn 7→ 1 for x1, · · · , xn ∈ pi+1 (Σ, ∗α),
and
̂P(Σ, ∗α)⊗n def.= lim←−i→∞P(Σ, ∗α)
⊗n/(ker P⊗n)i.
The Q[ρ][[h]]-module homomorphism ψn
def.
= ψT |P(Σ,∗α)⊗n : P(Σ, ∗α)⊗n → A(Σ)
induces ψn : ̂P(Σ, ∗α)⊗n → Â(Σ). For f(X) = f [1](X) ∈ Q[[X − 1]], we denote
f [k](X1, X2, · · · , Xk) def.= f
[k−1](X1, X2, · · · , Xk−1)− f [k−1](X2, X3, · · · , Xk)
X1 −Xk
∈ Q[[X1 − 1, X2 − 1, · · · , Xk − 1]].
We define
Λ(c)
def.
= (
h/2
arcsinh(h/2)
)2(
∞∑
n=1
(−h)n−1 exp(−nρh)
n
ψn(γ1,n · · · γn,nλ[n](γ1,n, · · · , γn,n))−1
3
ρ3h2),
where λ(X)
def.
= 12X (log(X))
2 ∈ Q[[X − 1]], γi,n def.= 1pi+(Σ,∗α)⊗(i−1) ⊗ exp(ρh)γ ⊗
1pi+(Σ,∗α)
⊗n−i. Here, we denote
F (x1, x2, · · · , xn) =
∑
ai1,i2,··· ,in(x1 − 1)i1(x2 − 1)i2 · · · (xn − 1)in
for F (X1, X2, · · · , Xn) =
∑
ai1,i2,··· ,in(X1−1)i1(X2−1)i2 · · · (Xn−1)in ∈ Q[[X1−
1, X2 − 1, · · · , Xn − 1]] and X1, X2, · · · , Xn ∈ 1 + ker P⊗n . We remark Λ(c) =
1
2 |ψ((γ − 1)2)| mod F 3Â(Σ).
The aim of this section is to prove the first main theorem as follows.
Theorem 5.1. Let Σ be a compact connected surface, c a simple closed curve, tc
the Dehn twist alog c and J− and J+ disjoint finite subsets of ∂Σ with ]J− = ]J+.
Then we have
log(tc) = σ(Λ(c)) : ̂A(Σ, J−, J+)→ ̂A(Σ, J−, J+).
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Figure
26. γ
Figure
27. γ−1
Figure
28. γ?
Figure
29. γ−1?
i
j
Figure 30. li,j
5.1. Well-definedness of Λ(c). The aim of this subsection is to explain that Λ(c)
is independent of the choice of γ.
We denote by γ ∈ pi+1 (S1 × I, ∗1) as Figure 26 and by γ? ∈ pi+1 (S1 × I, ∗2) as
Figure 28. We remark that γ−1 and γ−1? are shown as Figure 27 and Figure 29.
We denote ln
def.
= |ψ(exp((n−1)ρh)γn)|, l?n def.= |ψ(exp(−(n−1)ρh)γ−n? )|, l−n def.=
|ψ(exp((n− 1)ρh)γn? )| and l?−n def.= |ψ(exp(−(n− 1)ρh)γ−n)| for any n ∈ Z≥1. We
remark that l?n are represented by a knot presented by the diagram as shown in
Figure 30 when i = n−1 and j = 0 and that ln are represented by a knot presented
by the diagram as shown in Figure 30 when i = 0 and j = n− 1.
The aim of this subsection is to prove the theorem.
Theorem 5.2. The element
Λ(c)(1) = Λ(c)
def.
= (
h/2
arcsinh(h/2)
)2(
∞∑
n=1
(−h)n−1 exp(−nρh)
n
ψn(γ1,n · · · γn,nλ[n](γ1,n, · · · , γn,n))−1
3
ρ3h2)
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equals the following elements
Λ(c)(2)
def.
= (
h/2
arcsinh(h/2)
)2(
∞∑
n=1
(−h)n−1 exp(−nρh)
n
ψn(γ1,n · · · γ?n,nλ[n](γ?1,n, · · · , γ?n,n))− 1
3
ρ3h2)
Λ(c)(3)
def.
= (
h/2
arcsinh(h/2)
)2(
∞∑
n=1
hn−1 exp(nρh)
n
ψn(γ
−1
1,n · · · γ−1n,nλ[n](γ−11,n, · · · , γ−1n,n))−
1
3
ρ3h2)
Λ(c)(4)
def.
= (
h/2
arcsinh(h/2)
)2(
∞∑
n=1
hn−1 exp(nρh)
n
ψn(γ
−1
?1,n · · · γ−1?n,nλ[n](γ−1?1,n, · · · , γ−1?n,n))−
1
3
ρ3h2)
Λ(c)(5)
def.
= (
h/2
arcsinh(h/2)
)2(
∞∑
n=2
un((
k∑
i=1
k!
i!(k − i)! (−1)
k−il′(i)) + 2(−1)kρ)− 1
3
ρ3h2)
Λ(c)(6)
def.
= (
h/2
arcsinh(h/2)
)2(
∞∑
n=2
un((
k∑
i=1
k!
i!(k − i)! (−1)
k−il′?(−i)) + 2(−1)kρ)−
1
3
ρ3h2)
Λ(c)(7)
def.
= (
h/2
arcsinh(h/2)
)2(
∞∑
n=2
un((
k∑
i=1
k!
i!(k − i)! (−1)
k−il′(−i)) + 2(−1)kρ)− 1
3
ρ3h2)
Λ(c)(8)
def.
= (
h/2
arcsinh(h/2)
)2(
∞∑
n=2
un((
k∑
i=1
k!
i!(k − i)! (−1)
k−il′?(i)) + 2(−1)kρ)−
1
3
ρ3h2).
where {un}≥2 is defined by 12 (logX)2 =
∑
n≥2 un(X − 1)n. Here we denote
l′(m) =
m∑
k=1
(−h)k−1
k
∑
j1+···jk=m,ji≥1
lj1 lj2 · · · ljk
l′?(−m) =
m∑
k=1
(−h)k−1
k
∑
j1+···jk=m,ji≥1
l?−j1 l?−j2 · · · l?−jk
l′(−m) =
m∑
k=1
hk−1
k
∑
j1+···jk=m,ji≥1
l−j1 l−j2 · · · l−jk
l′?(m) =
m∑
k=1
hk−1
k
∑
j1+···jk=m,ji≥1
l?j1 l?j2 · · · l?jk
for any m ∈ Z≥1. Furthermore, Λ(c)(1) = Λ(c)(2) implies that Λ(c) does not
depend only on the choice of the orientation of c.
By definition, we will prove Λ(c)(i) = Λ(c)(i+ 4) for i = 1, 2, 3, 4. The proof of
Λ(c)(1) = Λ(c)(3) and Λ(c)(2) = Λ(4) requires some analytic considerations. By
the skein relation, we will prove Λ(c)(5) = Λ(c)(8).
First of all, we prove Λ(c)(i) = Λ(c)(i+ 4) for i = 1, 2, 3, 4.
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When g−1(X)
def.
=
1
X
∈ Q[[X − 1]], we have g−1[n](X1, · · · , Xn) = (−1)
n−1
X1 · · ·Xn .
Hence we have
ψn(exp(nρh)γ1,n · · · γn,ng[n]−1(γ1,n, · · · , γn,n) = l(0, n) = (−1)n(exp(ρh)
2 sinh(ρh)
h
)n,
ψn(exp(−nρh)γ−1?1,n · · · γ−1?n,ng[n]−1(γ−1?1,n, · · · , γ−1?n,n) = l?(0, n) = (−1)n−1(exp(−ρh)
2 sinh(ρh)
h
)n.
For i ∈ Z≥1, when gi(X) def.= Xi, we have
g
[n]
i (X1, · · · , Xn) =
∑
i1+i2+···+in=n−k,ij≥0
Xi11 · · ·Xinn
for k = 1, · · · , n. If k + 1 ≤ n, we have
g
[n]
i (X1, · · · , Xn) = 0.
Using the equations, we obtain
ψn(exp(−nρh)γ1,n · · · γn,ng[n]−1(γ1,n, · · · , γn,n) = l(0, n) = (−1)n(exp(−ρh)
2 sinh(ρh)
h
)n,
ψn(exp(nρh)γ
−1
?1,n · · · γ−1?n,ng[n]−1(γ−1?1,n, · · · , γ−1?n,n) = l?(0, n) = (−1)n−1(exp(ρh)
2 sinh(ρh)
h
)n.
If n ≤ k, we obtain
ψn(exp(−nρh)γ1,n · · · γn,ng[n]k (γ1,n, · · · , γn,n)) = l(k, n)
def.
=
∑
i1+i2+···+in=k,ij≥1
li1 li2 · · · lin ,
ψn(exp(nρh)γ
−1
?1,n · · · γ−1?n,ng[n]k (γ−1?1,n, · · · , γ−1?n,n)) = l?(k, n)
def.
=
∑
i1+i2+···+in=k,ij≥1
l?i1 l?i2 · · · l?in .
If k + 1 ≤ n, we obtain
ψn(exp(−nρh)γ1,n · · · γn,ng[n]k (γ1,n, · · · , γn,n)) = 0,
ψn(exp(nρh)γ
−1
?1,n · · · γ−1?n,ng[n]k (γ−1?1,n, · · · , γ−1?n,n)) = 0.
Hence, where g′k(X) = X
−1(X − 1)k, we have
∞∑
n=1
(−h)n−1
n
ψn(exp(−nρh)γ1,n · · · γn,ng′k[n](γ1,n, · · · , γn,n))
= (
k∑
n=1
k∑
i=n
hn−1
n
k!
i!(k − i)! (−1)
k−il(i, n)) + (−1)k
∞∑
i=1
(−h)i−1
i
l(0, i),
= (
k∑
i=1
k!
i!(k − i)! (−1)
k−il′(i)) + (−1)k
∞∑
i=1
(−h)i−1
i
l(0, i)
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and
∞∑
n=1
hn−1
n
ψn(exp(nρh)γ?1,n · · · γ?n,ng′k[n](γ?1,n, · · · , γ?n,n))
= (
k∑
n=1
k∑
i=n
hn−1
n
k!
i!(k − i)! (−1)
k−il?(i, n)) + (−1)k
∞∑
i=1
hi−1
i
l(0, i),
= (
k∑
i=1
k!
i!(k − i)! (−1)
k−il′(i)) + (−1)k
∞∑
i=1
hi−1
i
l(0, i).
Here we have
∞∑
i=1
(−h)i−1
i
l(0, i) =
∞∑
i=1
hi−1
i
(1− exp(−2ρh))i = − log(exp(−2ρh))
h
= 2ρ,
∞∑
i=1
hi−1
i
l?(0, i) =
∞∑
i=1
(−h)i−1
i
(exp(2ρh)− 1)i = log(exp(2ρh))
h
= 2ρ.
Using the formulas, we obtain the following.
Lemma 5.3. We have
Λ(c)(1) =
∞∑
n=1
(−h)n−1 exp(−nρh)
n
ψn(γ1,n · · · γn,nλ[n](γ1,n, · · · , γn,n))
=
∞∑
n=2
un((
k∑
i=1
k!
i!(k − i)! (−1)
k−il′(i)) + 2(−1)kρ) = Λ(c)(5),
∞∑
n=1
hn−1 exp(nρh)
n
ψn(γ
−1
?1,n · · · γ−1?n,nλ[n](γ−1?1,n, · · · , γ−1?n,n))
=
∞∑
n=2
un((
k∑
i=1
k!
i!(k − i)! (−1)
k−il′?(i)) + 2(−1)kρ) = Λ(c)(6).
These equations imply that Λ(c)(1) = Λ(c)(5) and Λ(c)(2) = Λ(c)(6). Furthermore,
using the orientation preserving diffeomorphism S1×I → S1×I, (s, t) 7→ (1−s, 1−
t), we obtain Λ(c)(3) = Λ(c)(7) and Λ(c)(4) = Λ(c)(8).
Using the following, we will prove Λ(c)(1) = Λ(c)(3) in Lemma 5.5
Lemma 5.4. We have
λ[n](X−11 , X
−1
2 , · · · , X−1n )
= (−1)n−1X1 · · ·Xn
∑
j
∑
1<i1<i2<···<ij≤n
Xi1Xi2 · · ·Xijλ[j](Xi1 , Xi2 , · · · , Xij ),
where λ(X)
def.
= 12X (log(X))
2 ∈ Q[[X − 1]],
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Proof. We prove the lemma by induction on n. If n = 1, the claim is obvious. By
induction hypothesis, we have
λ[n](X−11 , · · · , X−1n )
=
λ[n−1](X−11 , · · · , X−1n−1)− λ[n−1](X−12 , · · · , X−1n )
X1 −Xn
= (−1)n−2
∑
j
∑
2≤i1<i2<···<ij≤n−1
(
(X1X2 · · ·Xn−1 −X2X3 · · ·Xn)Xi1 · · ·Xijλ[j](Xi1 , · · · , Xij )
X−11 −X−1n
+
X21X2 · · ·Xn−1Xi1 · · ·Xijλ[j+1](X1, Xi1 , · · · , Xij )−X2X3 · · ·X2nXi1 · · ·Xijλ[j+1](Xi1 , · · · , Xij , Xn)
X−11 −X−1n
)
= (−1)n−1X1 · · ·Xn
∑
j
∑
2≤i1<i2<···<ij≤n−1
(Xi1Xi2 · · ·Xijλ[j](Xi1 , · · · , Xij )
+X1Xi1 · · ·Xijλ[j+1](X1, Xi1 , · · · , Xij ) +Xi1 · · ·XijXnλ[j+1](Xi1 , · · · , Xij , Xn)
+X1Xi1 · · ·XijXn
λ[j+1](X1, Xi1 , · · · , Xij )− λ[j+1](Xi1 , · · · , Xij , Xn)
X1 −Xn )
= (−1)n−1X1 · · ·Xn
∑
j
∑
2≤i1<i2<···<ij≤n−1
(Xi1Xi2 · · ·Xijλ[j](Xi1 , · · · , Xij )
+X1Xi1 · · ·Xijλ[j+1](X1, Xi1 , · · · , Xij ) +Xi1 · · ·XijXnλ[j+1](Xi1 , · · · , Xij , Xn)
+X1Xi1 · · ·XijXnλ[j+2](X1, Xi1 , · · · , Xij , Xn))
= (−1)n−1X1 · · ·Xn
∑
j
∑
1≤i1<i2<···<ij≤n
(Xi1Xi2 · · ·Xijλ[j](Xi1 , · · · , Xij ))
This proves the lemma.

Lemma 5.5. We have
∞∑
n=1
(−h)n−1
n
exp(−nρh)ψn(γ1,n · · · γn,nλ[n](γ1,n, · · · , γn,n))
=
∞∑
n=1
hn−1
n
exp(nρh)ψn(γ
−1
1,n · · · γ−1n,nλ[n](γ−11,n, · · · , γ−1n,n)).
This equation implies that Λ(c)(1) = Λ(c)(3). Furthermore, using the diffeormor-
phism S1 × I → S1 × I, (s, t) 7→ (1− s, 1− t), we obtain Λ(c)(2) = Λ(c)(4).
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Proof. We simply denote e
def.
= exp(ρh). By the above lemma, we have
∞∑
n=1
(
hn−1
n
enψn(γ
−1
1,n · · · γ−1n,nλ[n](γ−11,n, · · · , γ−1n,n))
=
∞∑
n=1
(
(−h)n−1
n
enψn(γ
−1
1,n · · · γ−1n,nγ1,n · · · γn,n
∑
j
∑
1≤i1<i2<···<ij≤n
γi1,n · · · γij ,nλ[n](γi1,n, · · · , γij ,n))
=
∞∑
n=1
(
(−h)n−1
n
enψn(
∑
j
∑
1≤i1<i2<···<ij≤n
γi1,n · · · γij ,nλ[n](γi1,n, · · · , γij ,n))
=
∞∑
n=1
(
(−h)n−1
n
en
∑
j
(
e− e−1
h
)n−j
∑
1≤i1<i2<···<ij≤n
ψj(γ1,j · · · γj,jλ[j](γ1,j , · · · , γj,j))
=
∞∑
n=1
(
(−h)n−1
n
en
∑
j
(
e− e−1
h
)n−j
n!
(n− j)!j!ψj(γ1,j · · · γj,jλ
[j](γ1,j , · · · , γj,j))
=
∞∑
n=1
(
(−h)n−1
n
en
∑
j
(
e− e−1
h
)n−j
n!
(n− j)!j!ψj(γ1,j · · · γj,jλ
[j](γ1,j , · · · , γj,j))
=
∞∑
n=1
(
(−h)n−1
n
en +
∞∑
k=1
(−h)n+k−1
n+ k
en+k(
−e+ e−1
h
)k
(n+ k)!
n!k!
)ψn(γ1,n · · · γn,nλ[n](γ1,n, · · · , γn,n))
=
∞∑
n=1
(
(−h)n−1
n
en −
∞∑
k=1
h−1(−he)n(1− e2)k (n+ k − 1)!
n!k!
)ψn(γ1,n · · · γn,nλ[n](γ1,n, · · · , γn,n))
By the Taylor expansion 1n (x
−n − 1) = ∑∞k=1 (n+k−1)!n!k! (−X + 1)k ∈ Q[[X − 1]]
at X = 1, we have
∞∑
n=1
(
(−h)n−1
n
en −
∞∑
k=1
h−1(he)n(e2 − 1)k (n+ k − 1)!
n!k!
)ψn(γ1,n · · · γn,nλ[n](γ1,n, · · · , γn,n))
=
∞∑
n=1
(
(−h)n−1
n
en − h−1(−he)n 1
n
(e−2n − 1))ψn(γ1,n · · · γn,nλ[n](γ1,n, · · · , γn,n)
=
∞∑
n=1
(−h)n−1
n
e−nψn(γ1,n · · · γn,nλ[n](γ1,n, · · · , γn,n)
This proves the lemma.

Lemma 5.6. We have l′(n) = l′?(n) for any n. Hence we obtain Λ(c)(5) = Λ(c)(8).
Proof. Let li,j be an element of A(S1 × I) represented by a knot presented by the
diagram as shown in Figure 30. We remark ln,0 = l?n+1 and l0,n = ln+1. First, we
will prove
ln,0 =
k∑
k′=0
∑
i1+···+ik′=k−k′+1,il≥0
(−h)k′ ln−k,i1 l0,i2 · · · l0,ik′
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by induction on k. If k = 0, the equation is trivial. We remark that ln−k,i =
ln−k−1,i+1 − hln−k−1,0l0,i. By inductive assumption, we obtain
ln,0 =
k∑
k′=0
∑
i1+···+ik′=k−k′+1,il≥0
(−h)k′ ln−k,i1 l0,i2 · · · l0,ik′
=
k∑
k′=0
∑
i1+···+ik′=k−k′+1,il≥0
(−h)k′ ln−k,i1 l0,i2 · · · l0,ik′
=
k∑
k′=0
∑
i1+···+ik′=k−k′+1,il≥0
(−h)k′(ln−k−1,i1+1 − hln−k−1,0l0,i1)l0,i2 · · · l0,ik′
=
k+1∑
k′=0
∑
i1+···+ik′=k−k′+1,il≥0
(−h)k′ ln−k−1,i1 l0,i2 · · · l0,ik′
.
This proves the above equation. The above equation implies
l?n =
n∑
i=1
(−h)i−1l(n, i).
Second, we will prove
l?(n, i) =
n∑
j=i
(−h)j−i (j − 1)!
(i− 1)!(j − i)! l(n, j).
We have
l?(n, i) =
∑
j1+···+ji=n,il≥1
i∏
l=1
l?il ==
∑
j1+···+ji=n,il≥1
i∏
l=1
il∑
kl=1
(−h)kl−1l(il, kl).
Since ∑
k1+···+km=n,kl≥jl
l(j1, k1)l(j2, k2) · · · l(jm, km) = l(k, j1 + · · ·+ jm),
we obtain
l?(n, i) =
n∑
j=i
(−h)j−i (j − 1)!
(i− 1)!(j − i)! l(n, j).
Hence we have
l′?(n) =
n∑
i=1
hi−1
i
l?(n, j) =
n∑
i=1
hi−1
i
n∑
j=i
(−h)j−i (j − 1)!
(i− 1)!(j − i)! l(n, j)
=
n∑
j=1
hj−1(
j∑
i=1
(j − 1)!
(i− 1)!(i− j)!
(−1)j−i
i
)l(n, j).
Since
j∑
i=1
(j − 1)!
(i− 1)!(i− j)!
(−1)j−i
i
=
∫ 1
0
(X − 1)j−1dX = [1
j
(X − 1)j ]10 = (−1)j−1
1
j
,
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we have
l′?(n) =
n∑
j=1
(−h)j−1
j
l(n, j) = l′(n).
This proves the lemma.

Corollary 5.7. If c is a contractible simple closed curve, we have Λ(c) = 0.
Proof. We fix the embedding e : S1×I → D2 and denote by e∗ the Q[ρ][[h]]-algebra
homomorphism A(S1 × I)→ A(D2) ' Q[ρ][[h]] induced by e. We have
e∗(l′?(n)) =
n∑
k=1
hk−1
k
e∗(
∑
i1+···+ik=n,ij≥1
l?i1 · · · l?ik)
=
n∑
k=1
hk−1
k
(n− 1)!
(k − 1)!(n− k)!h
k−1(
2 sinh(ρh)
h
)k(exp(−ρh))n−k.
Since
n∑
k=1
(n− 1)!
(n− k)!(k − 1)!
1
k
XkY n−k =
∫ X
0
(Z + Y )n−1dZ
= [
1
n
(Z + Y )n]X0 =
1
n
((X + Y )n − Y n),
we have
e∗(l′?(n)) =
1
nh
(exp(nρh)− exp(−nρh)) = 2 sinh(nρh)
nh
.
Using this, we obtain
e∗(
∞∑
n=2
un(
n∑
i=1
n!
i!(n− i)! (−1)
n−il′?(i)) + 2(−1)nρ)
=
∞∑
n=2
un(
n∑
i=1
n!
i!(n− i)! (−1)
n−i 2 sinh(iρh)
ih
) + 2(−1)nρ)
=
1
h
f(ρh),
where we denote
f(X) =
∞∑
n=2
un(
n∑
i=1
n!
i!(n− i)! (−1)
n−i 2 sinh(iX)
i
+ 2(−1)nX) ∈ Q[[X]].
Since f(0) = 0 and
f ′(X) =
∞∑
n=2
un(
n∑
i=1
n!
i!(n− i)! (−1)
n−i2 cosh(iX) + 2(−1)n)
=
∞∑
n=2
un((exp(X)− 1)n + (exp(−X)− 1)n)
=
1
2
((log(exp(X)))2 + (log(exp(−X)))2) = X2
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we get f(X) = 13X
3. This proves the corollary. 
5.2. Dehn twist on an annulus. We denote by S1
def.
= R/Z, by cl a simple closed
curve S1 × { 12}, by t the Dehn twist along cl. We denote by r0 the element of
A(S1×I, {(0, 0)}, {(0, 1)}) and by rn def.= tn(r0) for any n ∈ Z. We need a Q[ρ][[h]]-
bilinear map (·)(·) : A(S1 × I, {(0, 0)}, {(0, 1)}) × A(S1 × I, {(0, 0)}, {(0, 1)}) →
A(S1×I, {(0, 0)}, {(0, 1)}) defined by [T1][T2] = [T1T2]. Here we denote by T1T2 the
tangle presented by µ1(D1)∪ µ2(D2) where we choose tangle diagrams D1 and D2
presenting T1 and T2, respectively, and embeding maps µ1 and µ2 : S
1×I → S1×I
defined by µ1(θ, t) = (θ,
t+1
2 ) and µ2(θ,
t
2 ). We remark that µ1(D1) ∪ µ2(D2) must
be smoothed out in the neighborhood of cl. We consider A(S1×I, {(0, 0)}, {(0, 1)})
as a commutative associative algebra by the bilinear function. The aim of this
subsection is to prove the lemma.
Lemma 5.8. We have σ(Λ(cl))(r
0) = log(t)(r0).
First of all, we prove the following.
Lemma 5.9. We have
σ(l?n)(r0) = nr
n − h(n− 1)rn−1l?1 − h(n− 2)rn−2l?2 · · · − hr1l?n−1.
Proof. For 1, 2, · · · , 2n−1, let D(1, · · · , 2n−1) be the diagram as shown in the
Figure 31 which is Type C(+), Type C(-) or Type C(0) in Figure 8 in the box i for
i = 1,−1, 0, respectively. We remark
[T (D(
j︷ ︸︸ ︷
1, · · · , 1, 0,
i︷ ︸︸ ︷
−1, · · · ,−1,
i︷ ︸︸ ︷
1, · · · , 1,
j︷ ︸︸ ︷
−1, · · · ,−1))] = rn,
[T (D(
j︷ ︸︸ ︷
1, · · · , 1, 0,
i︷ ︸︸ ︷
−1, · · · ,−1,
i2︷ ︸︸ ︷
−1, · · · ,−1, 0,
i1︷ ︸︸ ︷
1, · · · , 1,
j︷ ︸︸ ︷
−1, · · · ,−1))] = ri1+j l?i2+1.
for i, j, i1, i2 ∈ Z≥0 satisfying i+ j = n− 1 and i1 + i2 = i− 1. Using this, we have
[T (D(
j︷ ︸︸ ︷
1, · · · , 1, 0,
i︷ ︸︸ ︷
−1, · · · ,−1, ,
n︷ ︸︸ ︷
−1, · · · ,−1))],
= [T (D(
j︷ ︸︸ ︷
1, · · · , 1, 0,
i︷ ︸︸ ︷
−1, · · · ,−1,
i︷ ︸︸ ︷
1, · · · , 1,
j︷ ︸︸ ︷
−1, · · · ,−1))]
− h
i−1∑
i1=0
[T (D(
j︷ ︸︸ ︷
1, · · · , 1, 0,
i︷ ︸︸ ︷
−1, · · · ,−1,
i2︷ ︸︸ ︷
−1, · · · ,−1, 0,
i1︷ ︸︸ ︷
1, · · · , 1,
j︷ ︸︸ ︷
−1, · · · ,−1))]
= rn − h
i∑
j=1
rn−j l?j .
Hence we have
σ(l?n)(r
0)
=
n∑
i=1
[T (D(
n−i︷ ︸︸ ︷
1, · · · , 1, 0,
i︷ ︸︸ ︷
−1, · · · ,−1, ,
n︷ ︸︸ ︷
−1, · · · ,−1))]
= nrn − h(n− 1)rn−1l?1 − h(n− 2)rn−2l?2 · · · − hr1l?n−1.
This proves the lemma.
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Figure 31. D(1, · · · , 2n−1)

The following lemma is proved in Morton [12] Theorem 4.2, using the Murphy
operator. In this paper, we prove the lemma by elementary methods.
Lemma 5.10. We have σ(l(n))(r0) = σ(l?(n))(r
0) = (
∑n
i=1
1
i
(n+i−1)!
(n−i)!(2i−1)!h
2(i−1))rn.
To prove this lemma, we need the followings.
Lemma 5.11. For x1, x2, · · · , xm ∈ A(S1 × I), we have
σ(x1x2 · · ·xm)(r0) =
m∑
j=1
hj−1
∑
1≤i1<···<ij≤m
∏
i∈{i1,··· ,ij}
(σ(xi)(r
0)
∏
i∈{1,··· ,m}\{i1,··· ,ij}
(r0xi).
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Proof. We prove the lemma by induction on m. If m = 1, the lemma is obvious.
By Leibniz rule and induction hypothesis, we have
σ(x1x2 · · ·xm)(r)
= (x1r
0)σ(x2 · · ·xm)(r0) + σ(x1)(r0)
∏
i∈{2,··· ,m}
(r0xi)
= (r0x1)σ(x2 · · ·xm)(r0) + hσ(x1)(r0)σ(x2 · · ·xm)(r0) + σ(x1)(r0)
∏
i∈{2,··· ,m}
(r0xi)
=
m∑
j=1
hj−1
∑
1≤i1<···<ij≤m
∏
i∈{i1,··· ,ij}
(σ(xi)
∏
i∈{1,··· ,m}\{i1,··· ,ij}
(rxi).
This proves the lemma. 
Lemma 5.12. We denote Ck = ak−h
∑
i1+i2=k,ij≥1 ai1bi2+bk ∈ Z[h, a1, · · · , an, b1, · · · , bn].
Then we have
Dn
def.
= Cn +
1
2
h(
∑
i1+i2=n,ij≥1
Ci1Ci2) + · · ·+
1
n
hn−1(
∑
i1+i2+···+in=n,ij≥1
Ci1 · · ·Cin)
= an +
1
2
h(
∑
i1+i2=n,ij≥1
ai1ai2) + · · ·+
1
n
hn−1(
∑
i1+i2+···+in=n,ij≥1
ai1 · · · ain)
+ bn +
1
2
h(
∑
i1+i2=n,ij≥1
bi1bi2) + · · ·+
1
n
hn−1(
∑
i1+i2+···+in=n,ij≥1
bi1 · · · bin)
Proof. It suffices to show ∂
2
∂bs∂at
Dn = 0. We denote
E0
def.
= 1,
Ei
def.
= Ci + h(
∑
i1+i2=i,ij≥1
Ci1Ci2) + · · ·+ hi−1(
∑
i1+i2+···+ii=i,ij≥1
Ci1 · · ·Cii),
F0
def.
= 1,
Fi
def.
= Ci + 2h(
∑
i1+i2=i,ij≥1
Ci1Ci2) + · · ·+ ihi−1(
∑
i1+i2+···+ii=i,ij≥1
Ci1 · · ·Cii)
.
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If t = n or s = n, the claim is obvious. We assume t < n and s < n. We have
∂
∂at
Dn = hEn−t − h2
n−t∑
k=1
bkEn−k−t,
∂2
∂bs∂at
Dn
= h2Fn−t−s − h2En−t−s − h3
n−t−s∑
i=1
(ai + bi − h
∑
i1+i2=i
ai1bi2)Fn−t−s−i
= h2Fn−t−s − h2En−t−s − h3
n−t−s∑
i=1
CiFn−t−s−i
= h2Fn−t−s − h2En−t−s
− h3(
∑
i1+i2=i,ij≥1
Ci1Ci2)− h4(2
∑
i1+i2+i3=i,ij≥1
Ci1Ci2Ci3) · · · − hi+1((i− 1)
∑
i1+i2+···+ii=i
Ci1 · · ·Cii)
= 0
This proves the lemma. 
Proof of 5.10. By Lemma 5.9 and Lemma 5.11, we have
σ(ln)(r
0) =
1
h
(Cn − bn + h
2
∑
i1+i2=n,ij≥1
(Ci1Ci2 − bi1bi2) + · · ·+
hn−1
n
∑
i1+i2+···+in=n,ij≥1
(Ci1 · · ·Cin − bi1 · · · bin)),
where bi = r
0l?i, ai = hir
i and Ci = ai + bi − h
∑
i1+i2=i,ij≥1 ai1bi1 . By Lemma
5.12, we have
σ(l?n)(r0) == an +
1
2
h(
∑
i1+i2=n,ij≥1
ai1ai2) + · · ·+
1
n
hn−1(
∑
i1+i2+···+in=n,ij≥1
ai1 · · · ain)
= rn(n+
1
2
h(
∑
i1+i2=n,ij≥1
i1i2) + · · ·+ 1
n
hn−1(
∑
i1+i2+···+in=n,ij≥1
i1 · · · in)).
Since ∑
i1+i2+···+ik=n,ij≥0
i1i2 · · · ik = (n+ k − 1)!
(2k − 1)!(n− k)! ,
we have σ(l(n)) = (
∑n
i=1
1
i
(n+i−1)!
(n−i)!(2i−1)!h
2(i−1))rn. This proves the lemma. 
The polynomial
∑n−1
i=0
1
i+1
(n+i)!
(n−i−1)!(2i−1)!h
2i is written by the quantum integer.
Proposition 5.13. We have
n−1∑
i=0
1
i+ 1
(n+ i)!
(n− i− 1)!(2i− 1)! (q − q
−1)2i =
1
n
(
qn − g−n
q − q−1 )
2.
Proof. First of all, we prove
Fn((q − q−1)2) def.=
n−1∑
i=0
(n+ i)!
(n− i− 1)!(2i− 1)! (q − q
−1)2i =
q2n − q−2n
q2 − q−2 .
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It suffices to show
Fn(t)(t+ 2)− Fn−1(t) = Fn+1(t).
We have
Fn(t)(t+ 2)− Fn−1(t) = tn + t0(2n− (n− 1))
+
n−1∑
i=1
ti(2
(n+ i)!
(n− i− 1)!(2i+ 1)! +
(n+ i− 1)!
(n− i)!(2i− 1)! −
(n+ i− 1)!
(n− i− 2)!(2i+ 1)! )
= tn + t0(2n− (n− 1))
+
n−1∑
i=1
ti
(n+ i− 1)!
(n− i)!(2i+ 1)! (2(n− i)(n+ i) + 2i(2i+ 1)− (n− i)(n− i− 1))
= tn + t0(2n− (n− 1))
+
n−1∑
i=1
ti
(n+ i− 1)!
(n− i)!(2i+ 1)! (2n
2 − 2i2 + 4i2 + 2i− n2 + 2ni− i2 + n− i)
=
n∑
i=0
(n+ 1 + i)!
(n− i)!(2i− 1)! t
i.
We compute∫
q2n − q−2n
q2 − q−2 dt where(q − q
−1)2 = t =
∫
q2n − q−2n
q2 − q−2 2(q − q
−3)dq
= 2
∫
(q2n−1 − q−2n−1)dq = 1
n
(q2n + q−2n) + C
Using this computation, we have
n−1∑
i=0
1
i+ 1
(n+ i)!
(n− i− 1)!(2i− 1)! t
i =
1
t
∫ t
0
n−1∑
i=0
(n+ i)!
(n− i− 1)!(2i− 1)!z
idz
=
1
(q − q−1)2 [
1
n
(r2n + r−2n)]q0 =
1
n
(
qn − g−n
q − q−1 )
2
.
This proves the proposition.

proof of Lemma 5.8. We denote y
def.
= exp(arcsinhh2 ), which satisfies y − y−1 = h.
We have
σ(Λ(cl))(r
0)
= σ((
h/2
arcsinh(h/2)
)2
∞∑
n=2
un(
n∑
i=1
(
n!
i!(n− i)! (−1)
n−il(i)) + 2(−1)nρ))(r0)
= (
h/2
arcsinh(h/2)
)2
∞∑
n=2
un(
n∑
i=1
(
n!
i!(n− i)! (−1)
n−i(
yi − y−i
y − y−1 )
2 1
i
ri)
= (
h/2
arcsinh(h/2)
)2
∞∑
n=2
un(
n∑
i=1
(
n!
i!(n− i)! (−1)
n−i(
1
y − y−1 )
2 (y
2r)i + (y−2r)i − 2ri
i
ri).
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Since
∂
∂y
∞∑
n=1
un(
n∑
i=1
(
n!
i!(n− i)! (−1)
n−i 1
i
(y2i − 1)xi) + (−1)n log(y2))
=
2
y
∞∑
n=1
un(y
2x− 1)n = 1
y
(log(y2x))2
=
1
y
((log y2)2 + 2 log y2 log x+ (log x)2)
we have
∞∑
n=1
un(
n∑
i=1
(
n!
i!(n− i)! (−1)
n−i 1
i
(y2i − 1)xi) + (−1)n log(y2))
=
1
6
(log y2)3 +
1
2
(log y2)2 log x+
1
2
(log x)2 log y2.
Using this, we obtain
σ(Λ(cl))(r
0)
= (
h/2
arcsinh(h/2)
)2
1
(y − y−1)2 (
1
6
(log y2)3r0 +
1
2
(log y2)2 log r +
1
2
(log r)2 log y2
+
1
6
(log y−2)3r0 +
1
2
(log y−2)2 log r +
1
2
(log r)2 log y−2)
= (
h/2
arcsinh(h/2)
)2(
2 log y
y − y−1 )
2 log r = log r.
where we denote log r =
∑∞
i=1
(−1)i−1
i (r
1−r0)i = log(t)(r). This proves the lemma.

5.3. Proof of main theorem. In the subsection, we prove Theorem 5.1.
We fix an embedding ι : S1 × I → Σ such that ι(cl) = c.
We assume that ι(S1 × I) separate Σ into two surfaces Σ1 and Σ2. For disjoint
finite sets J1, J2 ⊂ S1, we consider the trilinear map
$J1,J2 :A(Σ1, (J− ∩ ∂Σ1) ∪ ι(J2 × {1}), (J+ ∩ ∂Σ1) ∪ ι(J1 × {1}))
×A(S1 × I, J1 × {1} ∪ J2 × {0}, J1 × {0} ∪ J2 × {1})
×A(Σ1, (J− ∩ ∂Σ2) ∪ ι(J1 × {0}), (J+ ∩ ∂Σ1) ∪ ι(J2 × {0}))
→ A(Σ, J−, J+)
defined by $J′([T1], [T2], [T3]) = [T1T2T3] for
T1 ∈ T (Σ1, (J− ∩ ∂Σ1) ∪ ι(J2 × {1}), (J+ ∩ ∂Σ1) ∪ ι(J1 × {1})),
T2 ∈ T (S1 × I, J1 × {1} ∪ J2 × {0}, J1 × {0} ∪ J2 × {1}),
T3 ∈ T (Σ1, (J− ∩ ∂Σ2) ∪ ι(J1 × {0}), (J+ ∩ ∂Σ1) ∪ ι(J2 × {0})).
Here we denote by T1T2T3 the tangle presented by d1∪ι(d2)∪d3, respectively, where
d1, d2 and d3 present T1, T2 and T3, respectively. We remark that d1 ∪ ι(d2) ∪ d3
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must be smoothed out in the neighborhood of ι(S1 × {0, 1}). Then we have the
followings.
• The Q[ρ][[h]]-module A(Σ, J−, J+) is generated by all images of $J1,J2 for
any J1 and J2 as Q[ρ][[h]]-module.
• The map $J1,J2 preserves the filtrations, in other words,
$J1,J2(A(Σ1, (J− ∩ ∂Σ1) ∪ ι(J2 × {1}), (J+ ∩ ∂Σ1) ∪ ι(J1 × {1}))
× FnA(S1 × I, J1 × {1} ∪ J2 × {0}, J1 × {0} ∪ J2 × {1})
×A(Σ1, (J− ∩ ∂Σ2) ∪ ι(J1 × {0}), (J+ ∩ ∂Σ1) ∪ ι(J2 × {0})))
⊂ FnA(Σ, J−, J+)
for any n.
• We have tc ◦ $J1,J2 = $J1,J2 ◦ (id, tcl , id) and σ(ι(x)) ◦ $J1,J2 = $J′ ◦
(id, σ(x), id) for x ∈ A(S1 × I).
We assume that Σ\ι(S1 × (0, 1)) is a connected surface Σ1. For finite disjoint
set J1, J2 ⊂ S1, we consider the bilinear map
$J1,J2 :A(Σ1, J− ∪ ι(J1 × {0} ∪ J2 × {1}), J+ ∪ ι(J1 × {1} ∪ J2 × {0}))
×A(S1 × I, J1 × {1} ∪ J2 × {0}, J1 × {0} ∪ J2 × {1})
→ A(Σ, J−, J+)
defined by $J1J2([T1], [T2]) = [T1T2] for
T1 ∈ T (Σ1, J− ∪ ι(J1 × {0} ∪ J2 × {1}), J+ ∪ ι(J1 × {1} ∪ J2 × {0}))
T2 ∈ T (S1 × I, J1 × {1} ∪ J2 × {0}, J1 × {0} ∪ J2 × {1}).
Here we denote by T1T2 the tangle presented by d1 ∪ ι(d2), respectively, where d1
and d2 present T1 and T2, respectively. We remark that d1∪ι(d2) must be smoothed
out in the neighborhood of ι(S1 × {0, 1}). Then we have the followings.
• The Q[ρ][[h]]-module A(Σ, J−, J+) is generated by all images of $J1,J2 for
any J1 and J2 as Q[ρ][[h]]-module.
• The map $J1,J2 preserves the filtrations, in other words,
$J1,J2(A(Σ1, J− ∪ ι(J1 × {0} ∪ J2 × {1}), J+ ∪ ι(J1 × {1} ∪ J2 × {0}))
× FnA(S1 × I, J1 × {1} ∪ J2 × {0}, J1 × {0} ∪ J2 × {1}))
⊂ FnA(Σ, J−, J+)
for any n.
• We have tc ◦ $J1,J2 = $J1,J2 ◦ (id, tcl) and σ(ι(x)) ◦ $J1,J2 = $J1,J2 ◦
(id, σ(x)) for x ∈ A(S1 × I).
Hence, it suffices to show the following lemma.
Lemma 5.14. Fix an positive integer m. Choose points p1 =
1
2m , · · · , pi = i2m ,
· · · , pm = m2m in S1 and 1, 2, · · · , m ∈ {0, 1}. We denote by r0i an element of
A(S1 × I, {(pi, 1− 1)}, {(pi, 1)}) represented by the tangle presented by {pi} × I.
Then we have
σ(Λ(cl))(r
0
1  r02  · · · r0m) = log(t)(r01  r02  · · · r0m).
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Proof. By the Leibniz rule and Lemma 5.8, we have
σ(Λ(cl))(r
0
1  r02  · · · r0m)
=
m∑
i=1
r01  · · · r0i−1  σ(Λ(cl))(r0i ) r0i+1  · · · r0m
=
m∑
i=1
r01  · · · r0i−1  log(t)(r0i ) r0i+1  · · · r0m
= log(t)(r01  r02  · · · r0m).
This proves the lemma. 
5.4. Corollary. Let ˇA(Σ) be the Lie subalgebra topologically generated by
{σ(Λ(c1)) ◦ · · · ◦ σ(Λ(cj−1))(Λ(cj))|c1, · · · , cj s.c.c.}.
We consider the action of |P(Σ, ∗α)| on P(Σ, ∗α, ∗β) defined by the following. Let
R and R′ be an oriented immersed pass of pi+1 (Σ, ∗α, ∗β) and an oriented immersed
loop of pi+1 (Σ). We define
σP(R′)(R)
def.
=
∑
p∈R′∩R
(p,R′, R)R∗βpR
′
pR∗α
where we denote by R∗βp the pass along R from p to ∗β , by Rp∗α the pass along
R from ∗α to p, by R′p the pass along R′ from p to p and by (p,R′, R) the local
intersection number of R′ and R at p. We consider |P(Σ, ∗α)| as a Lie algebra
defined by [R′, |R|] = |σ(R′)(R)|. We remark |P(Σ, ∗α)| is a |P(Σ, ∗α)|-module.
We consider the topology on |P(Σ, ∗α)| induced by the filtration {|(ker P)n|}n≥0.
and denote its completion ̂|P(Σ, ∗α)| def.= lim←−i→∞|P(Σ, ∗α)|/|(ker P)i|). The com-
pletion also has a filtration {Fn ̂|P(Σ, ∗α)|}n≥0 such that ̂|P(Σ, ∗α)|/Fn ̂|P(Σ, ∗α)| =
|P(Σ, ∗α)|/(ker P)i. We remark σP(x) = 0 if and only if x = 0 for x ∈ ̂|P(Σ, ∗α)|.
For details see [5] [6].
Proposition 5.15 ([5] [6] [9]). We have
log(tc) = σP(|1
2
(log(c))2|) : ̂P(Σ, ∗α, ∗β)→ ̂P(Σ, ∗α, ∗β).
Using this proposition and Theorem 5.1, we have the following. We define the
Lie algebra homomorphism
% : ˇA(Σ)→ F 2 ̂|P(Σ, ∗α)|
defined by Λ(c) 7→ | 12 (log(c))2|.
Proposition 5.16. The Lie algebra homomorphism % is well-defined and the re-
striction σ(x)| ̂P(Σ,∗α,∗β) equals σP(%(x)).
Let $P2 : F 2 ̂|P(Σ, ∗α)| → F 2 ̂|P(Σ, ∗α)|/F 3 ̂|P(Σ, ∗α)| ' H ·H ⊕Q[ρ] defined by
$P2((R1−1)(R2−1)) = [R1] · [R2] and $P2(h) = 1, where H def.= Q[ρ]⊗QH1(Σ, Z)
and H ·H is the symmetric tensor of H. Using the above proposition, we have the
following.
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Proposition 5.17. Let V1 and V2 ⊂ V1 be Q[ρ]-subspaces of H satisfying µ(V1, V2) =
{0} where µ is the intersection form. For any s1, s2, s3 ∈ %−1($−1P2(V1 ·V2⊕Q[ρ])),
we have
σ(s1) ◦ σ(s2) ◦ σ(s3)(ker P) ⊂ (ker P)2.
Furthermore, for any s1, s2, · · · , s2j−1 ∈ %−1($−1P2(V1 · V2 ⊕Q[ρ])), we have
σ(s1) ◦ σ(s2) ◦ · · · ◦ σ(s2j−1)(F j−1 ̂A(Σ, J−, J+)) ⊂ F j ̂A(Σ, J−, J+).
5.5. The Baker-Campbell-Hausdorff series. In this subsection, we will explain
the Baker-Campbell-Hausdorff series (BCH series). We choose S ⊂ Â(Σ) such that,
for any i ∈ Z≥0, there exists ji ∈ Z≥0 satisfying
(3) σ(a1) ◦ σ(a2) ◦ · · ·σ(aji)(F iA(Σ, J−, J+)) ⊂ F i+1A(Σ, J−, J+)
for a1, a2, · · · , aji ∈ S and J−, J+ ⊂ ∂Σ. The BCH series bch is defined by
bch(1a1, 2a2, · · · , mam)
def.
= log(exp(1a1) exp(2a2) · · · exp(mam))
for a1, a2, · · · , am ∈ S and 1, 2, · · · , m ∈ {±1}. For example,
bch(x, y) = x+ y +
1
2
[x, y] +
1
12
([x, [x, y]] + [y, [y, x]]) + · · · .
We denote
|S| def.= {bch(1a1, · · · , mam)|m ∈ Z≥1, a1, · · · , am ∈ S, 1, · · · , m ∈ {±1}}.
For a1, a2, · · · , aj1 ∈ |S|, they satisfies the equation (3). The unit of the group
(|S|,bch) is 0. For example, F 3Â(Σ) satisfies the condition. Furthermore, if the
genus of Σ is 0, Â(Σ) satisfies the condition.
6. Framed pure braid group
In the section, let Σ be a compact connected oriented surface of genus 0. The set
of Dehn twists {tij |1 ≤ i < j ≤ b} ∪ {ti|1 ≤ i ≤ b}, where tij def.= tcij and ti def.= tci ,
generate the mapping class groupM(Σ). Here the simple closed curveci is presented
by |Ri| and the simple closed curve cij is presented by |RiRj |. Furthermore M(Σ)
is presented by the relations
ad(ti)(tj) = tj ,
ad(ts)(tij) = tij ,
ad(trs)(tij) = tij if r < s < i < j,
ad(trs)(tij) = tij if i < r < s < j,
ad(trstrj)(tij) = tij if r < s = i < j,
ad(trstijtsj)(tij) = tij if i = r < s < j,
ad(trstrjtsjt
−1
rj t
−1
sj )(tij) = tij if r < i < s < j,
where ad(a)(b)
def.
= aba−1. See, for example, [1] p.20 Lemma 1.8.2.
Definition 6.1. The group homomorphism ζ :M(Σ)→ (Â(Σ),bch) is defined by
ti 7→ Λ(ci) and tij 7→ Λ(cij).
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Theorem 6.2. The group homomorphism ζ is well-defined. Furthermore, ζ is
injective.
Proof. Let c, c′1, c
′
2, · · · , c′k be simple closed curves in Σ and 1, · · · , k be elements
of {1,−1} satisfying t1c′1t
2
c′2
· · · tkc′k(c) = c. It is enough to check
bch(1λ(c
′
1), · · · , 2Λ(c′2), · · · , kΛ(c′k),Λ(c), ,−kΛ(c′k), · · · ,−1Λ(c′1)) = Λ(c)
o check the well-definedness of ζ. By Theorem 5.1, we have
bch(1Λ(c
′
1), · · · , 2Λ(c′2), · · · , kΛ(c′k),Λ(c), ,−kΛ(c′k), · · · ,−1Λ(c′1))
= exp(σ(1Λ(c
′
1))) ◦ · · · ◦ exp(σ(kΛ(c′k)))(Λ(c))
= t1c′1
t2c′2
· · · tkc′k(Λ(c)) = Λ(c).
This finishes the proof of well-definedness of ζ.
By definition of the BCH series bch, we have ξ(·) = exp(σ(ζ(ξ)))(·) : ̂A(Σ, J−, J+)→
̂A(Σ, J−, J+) for any ξ ∈ M(Σ) and any finite subsets J−, J+ of ∂Σ. By Propo-
sition 4.12, we have ξ = idΣ if and only if ζ(ξ) = 0. This finishes the proof of
injectivity of ζ. 
Remark 6.3. Using the lantern realtion (Lemma 7.10), we obtain ζ(tc) = Λ(c) for
any simple closed curve c.
7. Torelli group on Σg,1
Through this section, let Σ = Σg,1 be a compact connected surface with non-
empty connected boundary.
7.1. The definition of IA(Σ). The aim of this subsection is to define IA(Σ).
Lemma 7.1. Let {c1, c2} be a pair of curves whose algebraic intersection number
is 0. Then the set {Λ(c1),Λ(c2)} satisfies the conditions equation (3).
Proof. Let γ1 and γ2 be elements of H1 such that ±[c1] = γ1 and ±[c2] = γ2. We
remark that
$P2(|1
2
(log(ci))
2|) = 1
2
γi · γi
for i = 1, 2. Since µ(γ1, γ2) = 0 and Proposition 5.17, we have the claim of the
Lemma. This finishes the proof. 
By this lemma, we define C(c1, c2) = bch(Λ(c1),Λ(c2),−Λ(c1),−Λ(c2)) for a
pair {c1, c2} of curves whose algebraic intersection number is 0. We denote by
Ncomm(Σ) the set of all C(c1, c2). Since [Λ(c1),Λ(c2)] ∈ F 3Â(Σ) for a pair {c1, c2}
of curves whose algebraic intersection number is 0, we have Ncomm(Σ) ⊂ F 3Â(Σ).
Lemma 7.2. Let {c1, c2} be a pair of non-isotopic disjoint homologous curves which
is presented by |r[a1, b1] · · · [am, bm]| and |r|, respectively, for r, a1, b1, · · · , am, bm ∈
pi+1 (Σ). Then we have Λ(c1)− Λ(c2) ∈ F 3Â(Σ).
Proof. It suffices to show
Λ(c1)− Λ(c2) ∈ F 3Â(Σ),
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for simple closed curves c1 and c2 presented by |r[a, b]| and |r|, respectively. We
have
Λ(c1)− Λ(c2) = |ψ((r − 1)2 − (r[a, b]− 1)2)|
= |ψ(1
2
((r − r[a, b])(r + r[a, b]− 2)− (r + r[a, b]− 2)(r − r[a, b])))| mod F 3Â(Σ).
Since r− r[a, b] = r((a− 1)(b− 1)− (b− 1)(a− 1))a−1b−1, we have Λ(c1)−Λ(c2) ∈
F 3Â(Σ). This proves the lemma. 
Corollary 7.3. If c is a null-homologous simple closed curve, then we have Λ(c) ∈
F 4Â(Σ).
We denote byNbp(Σ) andNsep(Σ) the set of all Λ(c1)−Λ(c2) for a pair {c1, c2} of
non-isotopic disjoint homologous curves, i.e. which is a bounding pair (BP) and the
set of all Λ(c) for a null homologous simple closed curve c, i.e. for separating s.c.c.
c, respectively. By the above lemma and corollary, we have Nbp(Σ) ∪ Nsep(Σ) ⊂
F 3Â(Σ). We define
IA(Σ) def.= |Ngen(Σ)|
where we denote Ngen(Σ) def.= Ncomm(Σ) ∪Nbp(Σ) ∪Nsep(Σ).
We denote by
Icomm(Σ) def.= {Cc1c2 def.= [tc1 , tc2 ]|µ(c1, c2) = 0},
Isep(Σ) def.= {tc1c2 def.= tc1tc2−1|{c1, c2} : BP},
Isep(Σ) def.= {tc|c : separating s.c.c.}.
The set Igen(Σ) def.= Icomm(Σ)∪Ibp(Σ)∪Isep(Σ) is the generator set of the infinite
presentation of I(Σ) in [17].
Definition 7.4. The map θ : Ngen(Σ)→ Igen(Σ) is defined by the following.
• For a pair {c1, c2} of curves whose algebraic intersection number is 0,
C(c1, c2) 7→ Cc1c2 .
• For a pair {c1, c2} of non-isotopic disjoint homologous curves, Λ(c1) −
Λ(c2) 7→ tc1c2 .
• For a null homologous simple closed curve c, θ(Λ(c)) = tc.
In subsection 7.2 Proposition 7.6, we prove θ is well-defined.
7.2. Well-definedness of θ. The aim of this subsection is to prove the following.
Lemma 7.5. The map θ : Ngen(Σ)→ Igen(Σ) induces θ : IA(Σ)→ I(Σ).
Proposition 7.6. The map θ is well-defined.
Proof. By Theorem 5.1, we have the followings.
• For a pair {c1, c2} of curves whose algebraic intersection number is 0,
exp(σ(C(c1, c2)))(·) = Cc1c2(·) ∈ Aut( ̂A(Σ, J−, J+)) for any finite sets
J−, J+ ⊂ ∂Σ.
• For a pair {c1, c2} of non-isotopic disjoint homologous curves, exp(σ(Λ(c1)−
Λ(c2)))(·) = tc1c2(·) ∈ Aut( ̂A(Σ, J−, J+)) for any finite sets J−, J+ ⊂ ∂Σ.
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• For a null homologous simple closed curve c, exp(σ(Λ(c)))(·) = tc(·) ∈
Aut( ̂A(Σ, J−, J+)) for any finite set J−.J+ ∈ ∂Σ.
By Proposition 4.12, θ is well-defined. This finishes the proof. 
By Theorem 5.1, we have the following.
Lemma 7.7. For x1, x2, · · · , xj ∈ {kx|k ∈ {±1}, x ∈ Ngen(Σ)}, we have
j∏
i=1
(θ(xi))(·) = exp(bch(x1, x2, · · · , xj))(·) ∈ Aut( ̂A(Σ, J−, J+))
for any finite sets J−, J+ ⊂ ∂Σ.
Proof of Lemma 7.5. For x1, x2, · · · , xj , y1, y2, · · · , yk ∈ {k′x|k′ ∈ {±1}, x ∈ Ngem(Σ)},
we assume
bch(x1, · · · , xj) = bch(y1, · · · , yk).
By Lemma 7.7, we have
j∏
i=1
θ(xi)(·) =
k∏
i=1
θ(yi)(·) ∈ Aut( ̂A(Σ, J−, J+))
for any finite sets J−, J+ ⊂ ∂Σ. By Proposition 4.12, we have
j∏
i=1
θ(xi) =
k∏
i=1
θ(yi).
This finishes the proof. 
7.3. Well-definedness of ζ. In this section, we prove θ is injective. In order to
check Putman’s relation [17], we need the following.
Lemma 7.8. Let Σ be a compact surface with non-empty boundary. We choose an
element x ∈ Â(Σ) satisfying σ(x)( ̂A(Σ, J−, J+)) = {0} for any finite set J−, J+ ⊂
∂Σ. Then we have followings.
(1) For any embedding e′ : Σ → Σ˜ and any element ξ ∈ M(Σ˜), we have
ξ(e′(x)) = e′(x) ∈ Â(Σ˜) where we also denote by e′ the homomorphism
Â(Σ)→ Â(Σ˜) induced by e′.
(2) For any embedding e′′ : Σ× I → I3 → Σ× I, we have x = e′′(x) ∈ Q[[A+
1]][∅] ⊂ Â(Σ) where we also denote by e′′ the homomorphism Â(Σ)→ Â(Σ)
induced by e′′.
Proof of (1). SinceM(Σ˜) is generated by Dehn twists, it suffices to check tc(x) = x
for any simple closed curve c. By assumption of x and Theorem 5.1, we have
tc(x) = exp(σ(Λ(c))(x) = x.
This finishes the proof. 
Proof of (2). It suffices to show there exists an embedding e′′ : Σ×I → I3 → Σ×I
such that x = e′′(x) for any x ∈ A(Σ). We choose some compact connected surfaces
Σ˜ with non-empty connected boundary and an embedding e′′′ : Σ˜× I → Σ× I such
that there exists submanifolds Σ′, Σ′′ ⊂ Σ˜ satisfying the following.
• The submanifolds Σ′ and Σ′′ are disjoint.
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Σ˜
Σ′
Σ′′
Figure 32. e′′′ : Σ˜× I → Σ× I
• There are diffeomorphisms χ′ : Σ→ Σ′ and χ′′ : Σ→ Σ′′.
• There is an embedding eI3 : I3 → Σ× I satisfying
e′′′ ◦ (χ′′ × idI)(Σ× I) ⊂ e′′(I3).
• The embedding e′′′ ◦ (χ′ × idI) induces the identity map of Â(Σ).
• There exists a diffeomorphism s : Σ˜→ Σ˜ such that s ◦ χ′ = χ′′.
For example, see Figure 32 and Figure 33. By (1), we have χ′(x) = χ′′(x) for
any x ∈ A(Σ). Hence, we obtain x = e′′′ ◦ (χ′ × idI)(x) = e′′′ ◦ (χ′′ × idI)(x). The
embedding e′′′ ◦ (χ′′ × idI) satisfies the claim e′′. This finishes the proof.

To check the relations (F.1), (F.2), ... (F.7) and (F.8) in [17], we need the
following. We obtain the lemma by a straightforward calculation and definition of
the BCH series.
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s
Figure 33. s : Σ˜→ Σ˜
Lemma 7.9. (1) When {c1, c2} is a pair of non-isotopic disjoint homologous
curves, we have
Λ(c1)− Λ(c2) = −(Λ(c2)− Λ(c1)).
(2) When {c1, c2} is a pair of curves whose algebraic intersection number is 0,
we have
bch(bch(Λ(c1),Λ(c2),−Λ(c1),−Λ(c2)),bch(Λ(c2),Λ(c1),−Λ(c2),−Λ(c1))) = 0.
(3) When {c1, c2, c3} is a triple of non-isotopic disjoint homologous curves, we
have
bch(Λ(c1)− Λ(c2),Λ(c2)− Λ(c3)) = Λ(c1)− Λ(c3).
(4) If {c1, c2} is a pair of non-isotopic disjoint homologous curves such that c1
and c2 are separating curves, we have
Λ(c1)− Λ(c2) = bch(Λ(c1),−Λ(c2)).
(5) If {c1, c2} is a pair of non-isotopic disjoint homologous curves and {c3, c2}
is a pair of curves whose algebraic intersection number is 0 such that c1
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and c3 are disjoint, we have
Λ(tc3(c2))− Λ(c1) = bch(bch(Λ(c3),Λ(c2),−Λ(c3),−Λ(c2)),Λ(c2)− Λ(c1)).
(6) For a pair {c1, c2} of curves whose algebraic intersection number is 0 and
x ∈ Ngen(Σ), we have
bch(x,C(c1, c2),−x) = C(θ(x)(c1), θ(x)(c2)).
(7) For a pair {c1, c2} of non-isotopic disjoint homologous curves and x ∈
Ngen(Σ), we have
bch(x,Λ(c1)− Λ(c2),−x) = Λ(θ(x)(c1))− Λ(θ(x)(c2)).
(8) For a null homologous simple closed curve c and x ∈ Ngen(Σ), we have
bch(x,Λ(c),−x) = Λ(θ(x)(c))
In order to check lantern relation in [17], we need the following.
Lemma 7.10. Let Σ0,4 be a compact connected oriented surface of genus 0 and 4
boundary components and c1, c2, c3, c12, c23, c13 and c123 the simple closed curves as
Figure 34. We have bch(Λ(c123,−Λ(c12),−Λ(c23),−Λ(c13),Λ(c1),Λ(c2),Λ(c3))) =
0 ∈ Â(Σ0,4).
Proof. Let e be an embedding Σ0,4 × I → I3 as Figure 34. Since
exp(bch(Λ(c123,−Λ(c12),−Λ(c23),−Λ(c13),Λ(c1),Λ(c2),Λ(c3))))(·) =
tc123tc12
−1tc23
−1tc31
−1tc1tc2tc3(·) = id(·) ∈ Aut( ̂A(Σ0.4, J−, J+))
for all finite sets J−, J+ ⊂ ∂Σ, we have
σ(bch(Λ(c123,−Λ(c12),−Λ(c23),−Λ(c13),Λ(c1),Λ(c2),Λ(c3))))( ̂A(Σ0,4, J−, J+)) = {0}.
By Lemma 7.8, it suffices to show e(bch(Λ(c123,−Λ(c12),−Λ(c23),−Λ(c13),Λ(c1),Λ(c2),Λ(c3)))) =
0. We remark e([Â(Σ0,4), Â(Σ0,4)]) = {0}. Using Corollary 5.7, we have
e(bch(Λ(c123,−Λ(c12),−Λ(c23),−Λ(c13),Λ(c1),Λ(c2),Λ(c3)))) = 0.
This finishes the proof.

We will check the crossed lantern relation in [17]. Let Σ1,2 be a connected
compact surface of genus g = 1 with two boundary components and a, b and v
elements H1(Σ1,2,Q) represented by a
def.
= [c′a], b
def.
= [cb], v
def.
= [cv] ∈ H1(Σ1,2,Q).
Here we denote simple closed curves in Σ1,2 as in Figure 35.
In order to check the crossed lantern relation, we need the following.
Lemma 7.11. (1) The set {±(Λ(ca) − Λ(c′a)),±(Λ(cb) − Λ(c′b)),±(Λ(cab) −
Λ(c′ab))} satisfies the conditions equation (3).
(2) We have bch(Λ(cb)− Λ(c′b),−Λ(ca) + Λ(c′a),−Λ(cab) + Λ(c′ab)) = 0.
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c1 c2 c3
c12 c23
c123
c13
Figure 34. The simple closed curves in Σ04
Proof of (1). We have
$P2(|1
2
(log(ca)
2 − (log(c′a))2)|) =
1
2
((a− v) · (a− v)− a · a) = −1
2
v · (2a− v)
$P2(|1
2
(log(cb)
2 − (log(c′b))2)|) =
1
2
(b · b− (b− v) · (b− v)) = 1
2
v · (2b− v)
$P2(|1
2
(log(cab)
2 − (log(c′ab))2)|) =
1
2
((a+ b) · (a+ b)− (a+ b− v) · (a+ b− v))
=
1
2
v · (2a+ 2b− v)
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cb
c′b
c′a
ca
cv
c′ab
cab
Figure 35. Σ1,2
By Proposition 5.17, this finishes the proof. 
Proof of (2). Let e be an embedding Σ0,4 × I → I3 as Figure 35. Since
exp(σ(bch(Λ(cb)− Λ(c′b),−Λ(ca) + Λ(c′a),−Λ(cab) + Λ(c′ab))))(·)
= tcbc′b ◦ tc′aca ◦ tcabc′ab−1(·) = id(·) ∈ Aut( ̂A(Σ1,2, J−, J+))
for all finite sets J−, J+ ⊂ ∂Σ, we have
σ(bch(Λ(cb)− Λ(c′b),−Λ(ca) + Λ(c′a),−Λ(cab) + Λ(c′ab)))( ̂A(Σ1,2, J)) = {0}.
By Lemma 7.8, it suffices to show e(bch(Λ(cb)− Λ(c′b),−Λ(ca) + Λ(c′a),−Λ(cab) +
Λ(c′ab))) = 0. Since e(x(Λ(ci)− Λ(c′i))) = e((Λ(ci)− Λ(ci))x) = 0 for i ∈ {a, b, ab}
and any x ∈ Â(Σ1,2), we have e(bch(Λ(cb) − Λ(c′b),−Λ(ca) + Λ(c′a),−Λ(cab) +
Λ(c′ab))) = 0. This finishes the proof. 
Since the Witt-Hall relation and the commutator shuffle relation are relations
between pushing maps. it is enough to show the following lemma to check Witt-Hall
relation and commutator shuffle relation in [17].
Lemma 7.12. Let Σ′ be a compact surface, D a closed disk in Σ′ and Σ′′ the
surface Σ′\D. We denote by Spush(Σ′′, ∂D) the set of all pair {c1, c2} of simple
closed curves such that tc1t
−1
c2 is a pushing map of D and that [c1] = [c2] ∈ H1(Σ′′).
For {c11, c21} · · · {c1k, c2k} ∈ Spush(Σ′′, ∂D) and 1 · · · k ∈ {±1}, if
∏k
i=1(tc1ic2i)
i =
id ∈ I(Σ′′), then we have
bch(1(Λ(c11)− Λ(c21)), · · · , k(Λ(c1k)− Λ(c2k))) = 0.
Proof. Since
exp(σ(bch(1(Λ(c11)−Λ(c21)), · · · , k(Λ(c1k)−Λ(c2k)))))(·) =
k∏
i=1
(tc1ic2i)
i(·) = id(·) ∈ Aut( ̂A(Σ, J−, J+))
for all finite set J−, J+ ⊂ ∂Σ, we have
σ(bch(1(Λ(c11)− Λ(c21)), · · · , k(Λ(c1k)− Λ(c2k))))( ̂A(Σ, J−, J+)) = {0}.
We denote by e′ the embedding Σ′′ → Σ′. We choose an embedding e : Σ′×I → I3.
By Lemma 7.8, it suffices to show e ◦ e′(bch(1(Λ(c11) − Λ(c21)), · · · , k(Λ(c1k) −
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Λ(c2k)))) = 0. Since e
′(Λ(c1i)−Λ(c2i)) for i ∈ {1, 2, · · · , k}, we have e′(bch(1(Λ(c11)−
Λ(c21)), · · · , k(Λ(c1k)− Λ(c2k)))) = 0. This finishes the proof. 
By above lemmas, we have the main theorem.
Theorem 7.13. The group homomorphism ζ : I(Σ) → IA(Σ) defined by ζ(tc) =
Λ(c) for tc ∈ Isep(Σ), ζ(tc1c2) = Λ(c1) − Λ(c2) for tc1,c2 ∈ Ibp(Σ) and ζ(Cc1c2) =
C(c1, c2) for Cc1c2 ∈ Icom(Σ) is well-defined.
Proof. Let Γg,1 be the group defined in [17] Definition 4.1 which is generated by
Γg,1BP ∪ Γg,1sep ∪ Γg,1comm where
Γg,1BP
def.
= {t′c1,c2 |(c1, c2) : BP}
Γg,1sep
def.
= {t′c|c : sep.c.c.c.}
Γg,1comm
def.
= {c′c1,c2 |µ(c1, c2) = 0}.
The relations of Γg,1 are (F.1), (F.2), · · · , (F.8), the lantern relation, the crossed
lantern relation, the Witt-Hall relation and the commutator shuffle relation. We
set the group homomorphism ζ ′′ : 〈Γg,1BP∪Γg,1sep∪Γg,1comm〉 → IA(Σ) by t′c1,c2 ∈
Γg,1BP 7→ Λ(c1) − Λ(c2), t′c ∈ Γg,1sep 7→ Λ(c) and c′c1,c2 ∈ Γg,1comm 7→ C(c1, c2).
Using the above lemmas, the group homomorphism ζ ′′ induces ζ ′ : Γg,1 → IA(Σ).
By [17] Theorem 4.2, we obtain I(Σ) ' Γg,1 by t′c1,c2 7→ tc1,c2 , t′c 7→ tc and c′c1,c2 7→
Cc1,c2 . This proves the theorem.

Since IA(Σ) is generated by the set {tc1c2 |c1, c2 : BP}, we have the following.
Corollary 7.14. We have IA(Σ) = |Nbp(Σ)|. Furthermore ζ can be defined by
ζ(tc1c2) = Λ(c1)− Λ(c2).
7.4. Some filtrations of the Torelli group of Σg,1. Let Σ be a compact con-
nected oriented surface with nonempty boundary. We denote by S(Σ) the Kauff-
man bracket skein algebra of Σ, which is the quotient of Q[A±1]-free module with
basis the set of unoriented framed links modulo the relations defining the Kauff-
man bracket. For details, see [18] [19] [20] [21]. We will define the Q-module
homomorphism ψ′AS : A(Σ) → S(Σ), by L 7→ (−A)w(L)L¯, h 7→ −A2 + A−2 and
exp(ρh) 7→ A4. Here L¯ is the unoriented link of L and w(L) is the self-linking
number of L, which is the sum of the signs of crossings of L.
Proposition 7.15. The Q-module homomorphism ψ′AS is well-defined.
Proof. Let (L+, L−, L0) be a Conway triple. We obtain
ψ′AS(L
+ − L− − hL0) = (−A)w(L+)L¯+ − (−A)w(L−)L¯− − (−A2 +A−2)(−A)w(L0)L¯0
= (−A)w(L0)(−AL¯+ −A−1L¯0 − (−A2 +A−2)L¯0) = 0.
Let d1 and d0 be tangle diagrams which are identical except for a disk, where they
are a positive twist and a straight line. Then we have
ψ′AS(T (d1)− exp(ρh)T (d0)) = (−A)w(T (d1)) ¯T (d1)− (−A)w(T (d0))A4 ¯T (d0)
= (−A)w(T (d0))((−A) ¯T (d1)−A4 ¯T (d0)) = 0.
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Furthermore, we have ψ′AS((triv.knot)−
2 sinh ρh
h
) = (triv.knot)− A
4 −A−4
−A2 +A−2 = 0.
This proves the proposition. 
We will prove ψ′AS(F
nA(Σ)) ⊂ FnS(Σ) where the filtration {FnS(Σ)}n≥0 of
S(Σ) is defined in [19].
Theorem 7.16. We have ψ′AS(F
nA(Σ)) ⊂ FnS(Σ).
In order to prove the Theorem, we fix an embedding e :
∐
1≤j≤n Σ0,bj+1 × I →
Σ× I where N =∑j bj . For 1, · · · , N ∈ {0, 1}, let T (1, · · · , N ) be the oriented
framed link
e(|γ11 · · · γb1b1 | unionsq |γ
b1+1
1 · · · γb1+b2b2 | unionsq · · · unionsq |γ
b1+···+bj−1+1
1 · · · γ
b1+···+bj
bj
|)
whose framing is defined by surfaces Σ0,bi . Using the first equation in the proof of
Lemma 5.9 in [19] repeatedly, we have the following.
Lemma 7.17. We have
∑
1,··· ,N∈{0,1}(−1)N−
∑
i ia11 · · · aNN T¯ (1, · · · , N ) ∈ FNS(Σ)
for a1, · · · aN ∈ 1 + ((A+ 1)).
Let R be the commutative algebra over Q generated by {ai,j |i, j ∈ Z≥1, i < j}
and {ri|i ∈ Z≥1} and FnR the ideal of R generated by (ai1,j1 − 1) · · · (aiN′ ,jN′ −
1)(rk1 − 1) · · · (rkM′ − 1) for 2N +M ≥ n.
Lemma 7.18. We have
∑
1≤i1<i2<···<ik≤n
(−1)n−j(
∏
1≤k<l≤k
aik,il)(
∏
1≤m≤k
rim) ∈ FnR.
Proof. We will prove the lemma by induction on n. If n = 1, the equation is trivial.
We have
∑
1≤i1<i2<···<ik≤n
(−1)n−j(
∏
1≤k<l≤k
aik,il)(
∏
1≤m≤k
rim)
=
∑
1≤i1<i2<···<ik≤n−1
(−1)n−j(
∏
1≤k<l≤k
aik,il)(
∏
1≤m≤k
aim,nrim)rn
−
∑
1≤i1<i2<···<ik≤n−1
(−1)n−j(
∏
1≤k<l≤k
aik,il)(
∏
1≤m≤k
rim).
By inductive assumption, we have
∑
1≤i1<i2<···<ik≤n−1
(−1)n−j(
∏
1≤k<l≤k
aik,il)(
∏
1≤m≤k
aim,n−1rim)rn ∈ Fn−1R.
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Since ai,jrk − rk ∈ F 2R, we obtain∑
1≤i1<i2<···<ik≤n−1
(−1)n−j(
∏
1≤k<l≤k
aik,il)(
∏
1≤m≤k
aim,nrim)rn
−
∑
1≤i1<i2<···<ik≤n−1
(−1)n−j(
∏
1≤k<l≤k
aik,il)(
∏
1≤m≤k
rim) mod F
nR
=
∑
1≤i1<i2<···<ik≤n−1
(−1)n−j(
∏
1≤k<l≤k
aik,il)(
∏
1≤m≤k
rim)rn
−
∑
1≤i1<i2<···<ik≤n−1
(−1)n−j(
∏
1≤k<l≤k
aik,il)(
∏
1≤m≤k
rim) mod F
nR
=
∑
1≤i1<i2<···<ik≤n−1
(−1)n−j(
∏
1≤k<l≤k
aik,il)(
∏
1≤m≤k
rim)(rn − 1) = 0 mod FnR.
This proves the lemma.

Proof of Theorem 7.16. It suffices to show
ψ′AS(
∑
1,··· ,N∈{0,1}
(−1)N−
∑
i iT (1, · · · , N )) ∈ FNS(Σ).
By definition, we have
ψ′AS(
∑
1,··· ,N∈{0,1}
(−1)N−
∑
i iT (1, · · · , N ))
=
∑
1≤i1<i2<···<ik≤N
(−1)N−j(
∏
1≤k<l≤k
aik,il)T (
∏
1≤m≤k
rim)
where aik,il = (−A)(linking number of Tik and Til ) and T (r11 · · · rNN ) = (−A)
∑
j jw(Tj)T (1, · · · , N ).
Here, when 1, · · · , l−1, l+1, · · · , n = 0, l = 1, we denote Tl def.= T (1, · · · , N ).
Using Lemma 7.18 corresponding T (r11 · · · rNN ) to r11 · · · rNN , we obtain∑
1≤i1<i2<···<ik≤n
(−1)n−j(
∏
1≤k<l≤k
aik,il)T (
∏
1≤m≤k
rim) ∈ FNS(Σ).
This proves the theorem. 
Let A0(Σ) be the submodule generated by links whose homology class is 0 in Σ.
We remark that, for a Conway triple (L+, L−, L0), if a homology class of one of
(L+, L−, L−) is 0 in Σ, the homology classes of (L+, L−, L0) are 0.
Proposition 7.19. Let L = l1 unionsq l2 unionsq · · · unionsq lN be an oriented framed link in Σ × I
with ]pi0(L) = N . The injective map ι : Σ → Σ × I\L, x 7→ (x, 0) induces ι∗ :
H1(Σ,Z) → H1(Σ × I\L,Z). Let zi be the homology class of the right handed
meridian of li and yi the homology class of the longitude of li for i = 1, · · · , N .
We remark H1(Σ × I\L,Z) = ι∗(H1(Σ,Z)) ⊕ Zz1 ⊕ · · · ⊕ Zzn. When
∑
i yi =
ι∗(A0)⊕a1z1⊕· · ·⊕anzn, we define w′(L) def.=
∑
j a
j. Then we have w(L) = w′(L).
Proof. When an oriented link L has no crossing, we have w(L) = w′(L) = 0. So it
is enough to show the following.
• Let d1 and d2 be link diagrams in Σ which are identical except for a
disk. When they differ as shown in Figure 36 in the disk, then we have
w′(T (d1)) = w′(T (d2)).
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Figure 36. d1, d2
• Let d1 and d2 be link diagrams in Σ which are identical except for a disk.
When they are a positive twist and a straight line in the disk, then we have
w′(T (d1)) = w′(T (d2)) + 1.
We leave the details to the reader.

Corollary 7.20. Let e be an embedding from Σ × I → Σ′ × I. Then, we have
w(L) = w(e(L)) for any oriented framed link L in Σ× I
Corollary 7.21. Let e be an embedding from Σ × I → Σ′ × I. The embedding e
induces e∗ : A(Σ) → A(Σ′), e∗ : A0(Σ) → A0(Σ′) and e∗ : S(Σ) → S(Σ′). Then
we have ψ′AS(e∗(x)) = e∗(ψ
′
AS(x)) for any x ∈ A0(Σ).
Since w(L1L2) = w(L1) + w(L2) for null homologous oriented framed links L1
and L2, ψ
′
AS : A0(Σ) → S(Σ) is an algebra homomorphism. We define ψAS def.=
(A+A−1)ψ′AS .
Proposition 7.22. The Q-algebra homomorphism ψAS is a Lie algebra homomor-
phism.
Proof. It suffices to show ψAS(x)ψAS(y)−ψAS(y)ψAS(x)−(−A+A−1)ψAS([x, y]) =
0 for x, y ∈ A0(Σ). We have
(A+A−1)2(ψAS(x)ψAS(y)− ψAS(y)ψAS(x)− (−A+A−1)ψAS([x, y]))
= (ψ′AS(x)ψ
′
AS(y)− ψ′AS(y)ψAS(x))− (−A2 +A−2)ψ′AS([x, y])
= ψ′AS(xy − yx− h[x, y]) = 0
Since S(Σ) is a Q[A±1]-free module, we obtain ψAS(x)ψAS(y)− ψAS(y)ψAS(x)−
(−A+A−1)ψAS([x, y]) = 0. This proves the proposition. 
Let Σg,1 be a compact connected oriented surface of genus g with nonempty
connected boundary. There exist embeddings
ζGol : I(Σg,1)→ (F 3 ̂Qpˆi(Σg,1),bch),
ζS : I(Σg,1)→ (F 3Ŝ(Σg,1),bch).
We remark we introduce the embedding ζS in [20]. We define some filtrations
{Ig(n)}n≥0, {Mg(n)}n≥0, {MSg (n)}n≥0 and {MAg (n)}n≥0 by Ig(0) def.= I(Σg,1),
Ig(n) = [Ig(n−1), I(Σg,1)],Mg(n) = ζ−1Gol(Fn+3 ̂Qpˆi(Σg,1)),MSg (n) = ζ−1S (Fn+3Ŝ(Σg,1)
and MAg (n) = ζ−1A (Fn+3Ŝ(Σg,1) where ζA = ζ. We remark that {Mg(n)}n≥0 is
the Johnson filtration. By definition, we have Ig(n) ⊂ Mg(n), Ig(n) ⊂ MSg (n)
and Ig(n) ⊂MAg (n).
Let ψAG : A(Σ)→ Q̂pˆi(Σ) be Q-module homomorphism defined by
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• ψAG(h) = 0, ψAG(ρ) = 0,
• ψAG(L) is the conjugacy class of L when ]pi0(L) = 1,
• ψAG(L) = 0 when ]pi0(L) ≥ 2.
Then the Q-module homomorphism ψAG is a Lie algebra homomorphism and
ψAG(FnA(Σ)) ⊂ FnQpˆi(Σ). Using the Lie algebra homomorphism ψAG , we ob-
tain MAg (n) ⊂Mg(n) for any n ∈ Z≥0.
Proposition 7.23. We have Mg(1) =MSg (1) =MAg (1).
Proof. Theorem 3.15 [20] implies that Mg(1) = MSg (1). It suffices to show that
Mg(1) ⊂MAg (1). By [4],Mg(1) is generated by Dehn twists along null homologous
simple closed curves. Since Λ(c) ∈ F 4Â(Σg,1) for null homologous simple closed
curve c, we obtain Mg(1) ⊂MAg (1). This proves the proposition. 
Since Mg(1) = MSg (1) = MAg (1) is generated by Dehn twists along null ho-
mologous simple closed curves, we obtain ζA(MAg (1)) ⊂ A0(Σg,1). So ψAS in-
duces the group homomorphism ψAS : (ζA(Σg,1) ∩ F 4Â(Σg,1),bch) → (ζS(Σg,1) ∩
F 4Ŝ(Σg,1),bch). By Theorem 7.16, we have the following.
Theorem 7.24. We have Ig(n) ⊂MAg (n) ⊂MSg (n) ∩Mg(n).
8. Integral homology 3-spheres
We choose the Heegard spliting S3 = H+g ∪ϕ H−g of S3 where ϕ : Σg = ∂H+g →
∂H−g is a diffeomorphism. We fix an closed disk D in the boundary ∂H
+
g = ∂H
−
g
and denote Σg,1
def.
= ∂H+g \innD. The embedding Σg,1 ↪→ S3 determines two natural
subgroups of the mapping class group of M(Σg,1) namely
M(Hg,1) def.= Diff+(Hg, D)/Diff0(Hg, D).
for  ∈ {+,−}. We denote M(ξ) def.= H+g ∪ϕ◦ξ H−g for any mapping class ξ ∈
M(Σg,1). We remark that there is an injective stabilization map M(Σg,1) ↪→
M(Σg+1,1), which is compatible with the above two subgroupsM(H+g,1) andM(H−g,1).
Fact 8.1 (For example, see [10] [15][16]). There exist a bijective map
lim−→g→∞(I(Σg,1)/ ∼)→ H(3), ξ 7→M(ξ)
where H(3) is the set of integral homology 3-spheres. Here, for ξ1 and ξ2 ∈ I(Σg,1),
ξ1 ∼ ξ2 if and only if there exist η+ ∈ M(H+g,1) and η− ∈ M(H−g,1) satisfying
ξ1 = η
−ξ2η+.
Let G be the subgroup of M(Σg,1)generated by {hi|i ∈ {1, 2, · · · , g}} ∪ {sij |i 6=
j}. Here we denote by hi and sij the half twist along ch,i as in Figure 37 and the
element tci,j tca,i
−1tcb,j
−1 as in Figure 38 and Figure 39, respectively.
Lemma 8.2 ([21] Lemma 2.5). The equivalence relation ∼ in I(Σg,1) is generated
by the relations ξ ∼ ηGξηG−1 for ηG ∈ {hi, si,j}, ξ ∼ ξη+ for η+ ∈ {tξ(ca)ξ(c′a)|ξ ∈
M(H+g,1)} ∪ {tξ(cb)ξ(c′b)|ξ ∈ M(H+g,1)} and ξ ∼ η−ξ for η− ∈ {tξ(ca)ξ(c′a)|ξ ∈
M(H−g,1)} ∪ {tξ(cb)ξ(c′b)|ξ ∈M(H−g,1)}
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H+g g 1i
ch,i
H−g
Figure 37. ch,i
H+g g 1
ca,i
ci,j
cb,j
ijH−g
Figure 38. ca,i, cb,j and ci,j for j > i
H+g g 1
ci,j
cb,j
ca,i
jiH−g
Figure 39. ca,i, cb,j and ci,j for i > j
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9. An invariant for integral homology 3-spheres
Let e be an orientation preserving embedding Σg,1 × [0, 1] satisfying
e|Σg,1×{ 12} : Σ× {
1
2
} → Σ, (x, 1
2
) 7→ x,
We denote by e∗ the Q[ρ][[h]]-module homomorphism Â(Σg,1)→ Q[ρ][[h]] induced
by e.
The aim of this section is to prove the following.
Theorem 9.1. The map Z : I(Σg,1)→ Q[ρ][[h]] defined by
Z(ξ)
def.
=
∞∑
i=0
1
(h)ii!
e∗((ζ(ξ))i)
induces
z : H(3)→ Q[ρ][[h]],M(ξ)→ Z(ξ).
By Proposition 4.11, the map Z : I(Σg,1)→ Q[ρ][[h]] is well-defined.
For  ∈ {+,−}, let A(Hg) be the quotient of Q[ρ][[h]]T (Hg) modulo the skein
relation, the trivial knot relation and the framing relation , where T (Hg) is the set
of oriented framed links in Hg. We can consider its completion Â(Hg). We denote
the embedding ι′+ : Σg,1× [0, 12 ]→ H+g and the embedding ι′− : Σg,1× [ 12 , 1]→ H−g .
The embeddings
ι+ : Σg,1 × I → H+g , (x, t) 7→ ι′+(x,
t
2
),
ι− : Σg,1 × I → H−g , (x, t) 7→ ι′+(x,
t+ 1
2
)
induces
ι+ : Â(Σg,1)→ Â(H+g ), ι− : Â(Σg,1)→ Â(H−g ).
By definition, we have the followings.
Proposition 9.2. (1) The kernel of ι+ is a right ideal of Â(Σg,1).
(2) The kernel of ι− is a left ideal of Â(Σg,1).
(3) We have e∗(ker ι) = {0} for  ∈ {+,−}.
Proposition 9.3. We have Z(ξ1ξ2) =
∑
i,j≥0
1
hi+ji!j!e∗((ζ(ξ1))
i(ζ(ξ2))
j).
Lemma 9.4. (1) For  ∈ {+,−}, we have
ι(ξ(Λ(ca)− Λ(c′a)) = 0, ι(ξ(Λ(cb)− Λ(c′b)) = 0
for ξ ∈M(Hg,1).
(2) For  ∈ {+,−}, we have
ι(Λ(ci,j)− Λ(ca,i)− Λ(cb,j)) = 0
for i 6= j.
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By Lemma 8.2, in order to prove Theorem 9.1, it suffices to check the following
lemmas.
Lemma 9.5. For any i, we have e∗ ◦ hi = e∗
Proof. The embeddings e ◦hi and e are isotopic in S3. This proves the lemma. 
Lemma 9.6. For any i 6= j, we have e∗ ◦ sij = e∗.
Proof. We fix an element x of Â(Σg,1). We have sij(x) = exp(σ(Λ(ci,j)−Λ(ca,i)−
Λ(cb,j)))(x). Using Lemma 9.4(2) and Proposition 9.2 (1)(2)(3), we have e∗(exp(σ(Λ(ci,j)−
Λ(ca,i)− Λ(cb,j)))(x)) = e∗(x). This proves the lemma. 
Lemma 9.7. (1) We have Z(ξη+) = Z(ξ) for any ξ ∈ I(Σg,1) and any η+ ∈
{tξ(ca)ξ(c′a)|ξ ∈M(H+g,1)} ∪ {tξ(cb)ξ(c′b)|ξ ∈M(H+g,1)}.
(2) We have Z(η−ξ) = Z(ξ) for any ξ ∈ I(Σg,1) and any η− ∈ {tξ(ca)ξ(c′a)|ξ ∈
M(H−g,1)} ∪ {tξ(cb)ξ(c′b)|ξ ∈M(H−g,1)}.
Proof. We prove only (1) (because the proof of (2) is almost the same.) By Propo-
sition 9.3, we have Z(ξη+) =
∑
i,j≥0
1
hi+ji!j!e∗((ζ(ξ))
i(ζ(η+))j). Using Lemma 9.4
and Proposition 9.2 (1)(3), we obtain
Z(ξη+) =
∑
i,j≥0
1
hi+ji!j!
e∗((ζ(ξ))i(ζ(η+))j) =
∑
i≥0
1
hii!
e∗((ζ(ξ))i) = Z(ξ).
This proves the lemma. 
This invariant satisfies the following.
Proposition 9.8. For ξ1 ∈ ζ−1(Fn1+2Â(Σg,1)), · · · , ξk ∈ ζ−1(Fnk+2Â(Σg,1)), we
have ∑
i∈{1,0}
(−1)
∑
iz(M(ξ11 · · · ξkk )) ∈ hbn1+···+nkcQ[ρ][[h]].
Proof. We have ∑
i∈{1,0}
(−1)
∑
iz(M(ξ11 · · · ξkk ))
= e∗((1− exp(ζ(ξ1)
h
)) · · · (1− exp(ζ(ξk)
h
)).
By Proposition 4.11, we have∑
i∈{1,0}
(−1)
∑
iz(M(ξ11 · · · ξkk )) ∈ hbn1+···+nkcQ[ρ][[h]].
This proves the proposition.

Corollary 9.9. The invariant z(M) ∈ Q[ρ][[h]]/(hn) is a finite type invariant for
M ∈ H(3) order n.
In [21], we define zS : H(3)→ Q[[A+ 1]] by
M(ξ) 7→
∞∑
i=0
1
i!(−A+A−1)i e∗((ζ(ξ))
i).
By Corollary 7.21 and Proposition 7.23, we have the following.
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Theorem 9.10. We have (zA(M))| exp(ρh)=A4.h=−A2+A−2 = zS(M) for any inte-
gral homology 3-sphere M , where zA = z.
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