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Abstract
In this paper we prescribe a fourth order curvature – the Q-curvature on the standard n-sphere, n  5.
Under flatness condition of order β, n − 4  β < n near each critical point of the prescribed Q-curvature
function, we characterize the critical points at infinity of the associated variational problem and we prove
new existence results through Euler–Hopf formulae type. Our argument gives an upper bound on the Morse
index of the obtained solutions. We also give a lower bound on the number of conformal metrics having the
same Q-curvature.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction and the main result
Let (Mn,g0) be a smooth compact Riemannian n-manifold, n 5. We consider the Paneitz
operator defined by
Png0u = 2g0u− divg0(anSg0g0 + bnRicg0)du+
n− 4
2
Qng0u,
where Sg0 denotes the scalar curvature of (Mn,g0), Ricg0 denotes the Ricci curvature of (Mn,g0)
and
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2 + 4
2(n− 1)(n− 2) , bn = −
4
n− 2 ,
Qng0 = −
1
2(n− 1)g0Sg0 +
n3 − 4n2 + 16n− 16
8(n− 1)2(n− 2)2 S
2
g0 −
2
(n− 2)2 |Ricg0 |
2.
Such a Qng0 is a fourth order invariant called Q-curvature.
The operator Png0 is conformally invariant; if g = u
4
n−4 g0, u > 0 is a conformal metric to g0,
then for all ψ ∈ C∞(M) we have
Png0(uψ) = u
n+4
n−4 Png (ψ).
In particular, taking ψ ≡ 1, we then have
Png0(u) =
n− 4
2
Qngu
n+4
n−4 . (1.1)
In this work, we study the problem of prescribing Q-curvature on the standard sphere (Sn, g0),
n 5. According to Eq. (1.1), the problem can be formulated as follows. Given a smooth function
K on Sn, we look for solutions of {
Png0u =
n− 4
2
Ku
n+4
n−4 ,
u > 0 on Sn.
(1.2)
On the unit sphere (Sn, g0), the operator Png0 is coercive on the Sobolev space H
2
2 (S
n) and has
the expression
P := Png0u = 2g0u− cng0u+ dnu,
where cn = 12 (n2 − 2n− 4) and dn = n−416 n(n2 − 4).
Eq. (1.2) has a variational structure. A natural space to look in for solutions is H 22 (Sn). We
recall that by the regularity results of Djadli, Hebey and Ledoux [10], a weak solution of (1.2) is
indeed a smooth solution. Due to the non-compactness of the injection of H 22 (Sn) into L
2n
n−4 (Sn),
the Euler functional associated to (1.2) does not satisfy the Palais–Smale condition, which leads
to the failure of the standard critical point theory. It is easy to see that a necessary condition on K
for solving Eq. (1.2) is that K has to be positive somewhere. In addition, there are topological
obstructions of Kazdan–Warner type to solve (1.2) (see [10]). The problem of finding conditions
on K such that (1.2) possesses a solution can be seen as the generalization to the Paneitz operator
of the so-called scalar curvature problem, namely: which function K on Sn is the scalar curvature
of a metric conformal to the standard one? The scalar curvature problem has been widely studied
(see for example the monographes [2] and [3] and the references therein).
In Chang and Yang [8], Gursky [14] and Wei and Xu [19], existence results for the constant Q-
curvature problem in compact 4 manifolds are given. Recent work of Djadli and Malchiodi [11]
provides further extensions and completions of these works. On compact manifolds of dimen-
sion greater than 4 existence results were given for Einstein manifolds by Djadli, Hebey and
Ledoux [10]. On the sphere Sn, one group of existence results for problem (1.2) has been ob-
tained under the following non-degeneracy condition
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g0K(y) = 0 whenever ∇g0K(y) = 0.
In this case, an index-count formula was provided for K to find solutions to the problem (1.2) in
dimensions 5 and 6. Please see [1,6,12]. In higher dimension the situation is more delicate, and
in general one has to require the following β-flatness condition
(f )β Let K : Sn → R, n  5 be a C1 positive function such that for any critical point y of K ,
there exists some real number β = β(y) such that in some geodesic normal coordinate
system centered at y, we have
K(x) = K(0)+
n∑
k=1
bk
∣∣(x)k∣∣β +R(x)
where bk = bk(y) = 0, ∀k = 1, . . . , n, ∑nk=1 bk = 0 and ∑[β]s=0 |∇sR(x)||x|−β+s = o(1) as x
tends to zero. Here ∇s denotes all possible derivatives of order s and [β] is the integer part of β .
In [13], V. Felli considered the problem (1.2) under (f )β condition and an Euler–Hopf type
criterion for K was provided to find solutions for (1.2). More precisely, she proved the following
result.
Theorem 1.1. (See [13].) Assume that K satisfies (f )β . If
(i) n− 4 < β < n and β  2,
(ii) ∑y∈K+(−1)n−˜i(y) = 1,
then (1.2) has at least one solution. Here,
K+ =
{
y ∈ Sn, ∇g0K(y) = 0 such that −
n∑
k=1
bk > 0
}
and
i˜(y) = {bk, k = 1, . . . , n, such that bk < 0}.
Let us observe that formula (ii) in the above theorem, appeared first in [16] concerning the
scalar curvature problem with n − 2 < β < n and in [17] when the case that β = n − 2 was
handled under some further condition on K . In the above theorem, the author adapt the arguments
of [16]. Her proof involve a refined analysis for blowing up sub-critical approximations and the
use of the topological degree tools.
In this work, we restrict our attention to problem (1.2) under condition (f )β with n − 4 
β < n. This leads to an interesting new phenomenon, with new results. In contrast with the case
n − 4 < β < n, where only single blow-up occurs, the case n − 4 β < n can present multiple
blow-up points. Namely, in the case n − 4 < β < n, the interaction between different bubbles
dominates the self-interaction of the bubbles. While in the case n − 4  β < n, we can have a
balance phenomenon; that is the interaction and the self-interaction are of the same size.
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K = {y ∈ Sn, ∇g0K(y) = 0}, K+ =
{
y ∈ K, −
n∑
k=1
bk > 0
}
and
Kn−4 =
{
y ∈ K, β = β(y) = n− 4}.
For each p-tuple, p  1 of distinct points τp := (yl1, . . . , ylp ) such that ∀i = 1, . . . , p, yli ∈
K+ ∩ Kn−4, we define a p × p symmetric matrix M(τp) = (mij ) by
mii = n− 4
n
c˜1
−∑nk=1 bk(yli )
K(yli )
n
4
, mij = 2 n−42 c1
−G(yli , ylj )
[K(yli )K(ylj )]
n−4
8
, (1.3)
where
c1 =
∫
Rn
dx
(1 + |x|2) n+42
, c˜1 = c
2n
n−4
0
∫
Rn
|x1|n−4
(1 + |x|2)n dx
and G is the Green function for the operator P on Sn. Here x1 is the first component of x in
some geodesic normal coordinates system.
Let ρ(τp) be the least eigenvalue of M(τp). In [4], Bahri–Coron discovered through the theory
of critical points at infinity that the least eigenvalue of some matrices like (1.3) play important
roles in establishing existence result for critical exponent equations.
(A1) Assume that ρ(τp) = 0 for each distinct points yl1, . . . , ylp ∈ K+ ∩ Kn−4.
We denote by C+n−4 the following set
C+n−4 =
{
τp = (yl1 , . . . , yli ), p  1, s.t. yli ∈ Kn−4 ∩ K+ ∀i = 1, . . . , p, yli = ylj
∀i = j and ρ(τp) > 0
}
and define an index
i : C+n−4 → Z defined by i(τp) = p − 1 +
p∑
i=1
n− i˜(yli ).
Now let k ∈N, we say that k ∈ (H1) if it satisfies the following:
(H1) For each y ∈ K+\Kn−4 and for each τp = (yl1, . . . , ylp ) ∈ C+n−4, we have
n− i˜(y) = k + 1 and i(τp) = k + 1.
Our first main result is the following.
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n− 4 β < n.
If
max
k∈(H1)
∣∣∣∣1 − ∑
y∈K+\Kn−4
n−˜i(y)k
(−1)n−˜i(y) −
∑
τp∈C+n−4
i(τp)k
(−1)i(τp)
∣∣∣∣ = 0,
then problem (1.2) has at least one solution. Moreover for generic K it holds
S  max
k∈(H1)
∣∣∣∣1 − ∑
y∈K+\Kn−4
n−˜i(y)k
(−1)n−˜i(y) −
∑
τp∈C+n−4
i(τp)k
(−1)i(τp)
∣∣∣∣,
where S denotes the set of solutions of (1.2).
Please observe that every integer k Max(n, l) satisfies condition (H1), where l is the max-
imal index over all elements of C+n−4. Thus we have the following as an immediate corollary of
Theorem 1.2.
Theorem 1.3. Assume that K satisfies (A1) and (f )β , with
n− 4 β < n.
If ∑
y∈K+\Kn−4
(−1)n−˜i(y) +
∑
τp∈C+n−4
(−1)i(τp) = 1,
then (1.2) has at least one solution. Moreover, for generic K it holds
S 
∣∣∣∣1 − ∑
y∈K+\Kn−4
(−1)n−˜i(y) +
∑
τp∈C+n−4
(−1)i(τp)
∣∣∣∣.
Observe that our theorems do not only give existence results, but also, under generic con-
ditions, give a lower bound on the number of solutions of (1.2). Our approach is completely
different from the one used in [13]. The proof of our results rely on a careful analysis of the
loss of compactness of the associated variational problem and the use of an Euler–Poincaré char-
acteristic argument. The used method in the proof enables us to provide an upper bound of the
Morse indices of the obtained solutions (see Remark 4.1). The second main result of this paper
(Theorem 1.3) have been announced in [9].
We summarize the rest of this paper as follows. In Section 2, we set up the variational problem,
its critical points at infinity are characterized in Section 3. Section 4 is devoted to the proof of
the main results.
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In this section we recall the functional setting and the variational problem and its main fea-
tures. Problem (1.2) has a variational structure, the Euler–Lagrange functional is
J (u) =
∫
Sn
Puudvg0
(
∫
Sn
K|u| 2nn−4 dvg0)
n−4
2n
, u ∈ H 22
(
Sn
)
.
The space H 22 (S
n) is equipped with the norm ‖u‖2 = ∫
Sn
Puudvg0 . We denote by Σ the unit
sphere of H 22 (S
n) and we set Σ+ = {u ∈ Σ,u > 0}.
Problem (1.2) is equivalent to finding the critical points of J subjected to the constraint
u ∈ Σ+. The exponent 2n
n−4 is critical for the Sobolev embedding H
2
2 (S
n) → L 2nn−4 (Sn). This
embedding being continuous and not compact, the functional J does not satisfy the Palais–Smale
condition, which leads to the failure of the standard critical point theory. In order to character-
ize the sequences failing the Palais–Smale condition, we need to introduce some notations. For
a ∈ Sn and λ > 0 let
δ(a,λ)(x) = cn 1
2
n−4
2
λ
n−4
2
(1 + λ2−12 (1 − cos(d(x, a))))
n−4
2
,
where d is the geodesic distance on (Sn, g0) and cn is chosen so that δ(a,λ) is the family of
solutions of the problem
Pu = un+4n−4 , u > 0, on Sn.
We define now the set of potential critical points at infinity associated to the function J . For
ε > 0 and p ∈N∗, let us define
V (p, ε) =
⎧⎪⎪⎨⎪⎪⎩
u ∈ Σ/∃a1, . . . , ap ∈ Sn, ∃λ1, . . . , λp > ε−1,
∃α1, . . . , αp > 0 with ‖u−∑pi=1 αiδ(ai ,λi )‖ < ε,
|J (u) nn−4 α
8
n−4
i K(ai)− 1| < ε ∀i and εij < ε ∀i = j,
where εij = [ λiλj +
λj
λi
+ λiλj2 (1 − cosd(ai, aj ))]−
n−4
2 .
For w a solution of (1.2) we also define V (p, ε,w) as
V (p, ε,w) =
{
u ∈ Σ/∃α0 > 0 s.t. u− α0w ∈ V (p, ε) and
|α
8
n−4
0 J (u)
n
n−4 − 1| < ε.
The failure of the Palais–Smale condition can be described following the idea introduced in [3,
pages 325 and 334].
Proposition 2.1. Let (uk) be a sequence in Σ+ such that J (uk) is bounded and ∂J (uk) goes to
zero. Then there exist an integer p ∈N∗, a sequence (εk) > 0, such that εk tends to zero, and an
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or a solution of (1.2).
If u is a function in V (p, ε,w), one can find an optimal representation, following the ideas
introduced in Proposition 5.2 of [2] (see also pages 348–350 of [3]). Namely, we have
Proposition 2.2. For any p ∈ N∗, there is εp > 0 such that if ε  εp and u ∈ V (p, ε,w), then
the following minimization problem
min
αi>0,λi>0,ai∈Sn,
h∈Tw(Wu(w))
∥∥∥∥∥u−
p∑
i=1
αiδ(ai ,λi ) − α0(w + h)
∥∥∥∥∥
has a unique solution (α,λ, a,h), up to a permutation.
In particular, we can write u as follows
u =
p∑
i=1
αiδ(ai ,λi ) + α0(w + h)+ v,
where v belongs to H 22 (S
n)∩Tw(Ws(w)) and satisfies (V0), Tw(Wu(w)) and Tw(Ws(w)) are the
tangent spaces at w of the unstable and stable manifolds of w for a decreasing pseudo-gradient
of J and (V0) is the following:
(V0) :
⎧⎪⎪⎨⎪⎪⎩
〈v,ψ〉 = 0 for ψ ∈
{
δi,
∂δi
∂λi
,
∂δi
∂ai
, i = 1, . . . , p
}
,
〈v,w〉 = 0,
〈v,h〉 = 0 for all h ∈ TwWu(w)
where δi = δ(ai ,λi ) and 〈.,.〉 denotes the scalar product defined on H 22 (Sn) by
〈u,v〉 =
∫
Sn
g0ug0v dvg0 + cn
∫
Sn
∇g0u∇g0v dvg0 + dn
∫
Sn
uv dvg0 .
Notice that Proposition 2.2 is also true if we take w = 0 and therefore h = 0. In the next we will
say that v ∈ (V0) if v satisfies (V0).
Now arguing in the same way as in [3, pages 326, 327 and 334], we have the following Morse
lemma which completely gets rid of the v-contributions and shows that it can be neglected with
respect to the concentration phenomenon.
Proposition 2.3. There is a C1-map which to each (αi, ai, λi, h) such that
∑p
i=1 αiδ(ai ,λi ) +
α0(w+ h) belongs to V (p, ε,w) associates v = v(α, a,λ,h) such that v is unique and satisfies:
J
(
p∑
αiδ(ai ,λi ) + α0(w + h)+ v
)
= min
v∈(V0)
{
J
(
p∑
αiδ(ai ,λi ) + α0(w + h)+ v
)}
.i=1 i=1
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J
(
p∑
i=1
αiδ(ai ,λi ) + α0(w + h)+ v
)
= J
(
p∑
i=1
αiδ(ai ,λi ) + α0(w + h)+ v
)
+ ‖V ‖2.
We notice that in the V variable, we define a pseudo-gradient by setting
∂V
∂s
= −μV,
where μ is a very large constant. Then at s = 1, V (s) = e−μsV (0) will be very small as we
wish. This shows that, in order to define our deformation, we can work as if V was zero. The
deformation will extend immediately with the same properties to a neighborhood of zero in the
V variable.
At the end of this section, we give the following definition extracted from [2, Definition 09]
(see also [3, pages 333–334]).
Definition 2.1. A critical point at infinity of J on Σ+ is a limit of a flow line u(s) of the equation⎧⎨⎩
∂u
∂s
= −∂J (u(s)),
u(0) = u0
such that u(s) remains in V (p, ε(s),w) for s  s0. Here w is either zero or a solution of (1.2) and
ε(s) is some positive function tending to zero when s → +∞. Using Proposition 2.2, u(s) can
be written as:
u(s) =
p∑
i=1
αi(s)δ(ai (s),λi (s)) + α0(s)
(
w + h(s))+ v(s).
Denoting α˜i := lims→+∞ αi(s), y˜i := lims→+∞ ai(s), we denote by
p∑
i=1
α˜iδ(y˜i ,∞) + α˜0w or (y˜1, . . . , y˜p,w)∞
such a critical point at infinity. If w = 0, it is called of w-type.
For such a critical point at infinity there are associated stable and unstable manifolds. These
manifolds can be easily described once a Morse type reduction is performed, see [3, pages 356–
357].
3. Characterization of the critical points at infinity
This section is devoted to the characterization of the critical points at infinity associated to
problem (1.2) under (f )β condition with n−4 β < n. This characterization is obtained through
the construction of a suitable pseudo-gradient at infinity in V (p, ε,w), such that w is a solution
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associated Euler–Lagrange functional J near infinity. To this aim, we need first to expand the
gradient of the functional J in the potential sets V (p, ε,w). Second, we will rule out the existence
of critical points at infinity in V (p, ε,w) for p ∈ N∗ and w = 0. Lastly, we will study the left
case when w = 0 and we will give the characterization of the critical points at infinity in V (p, ε),
p ∈N∗.
In order to simplify the notations, in the remainder we write δi instead of δ(ai ,λi ). It will be
convenient to perform some stereographic projection Πq through an appropriate point q ∈ Sn
in order to reduce the problem to Rn. In the sequel, we will identify the function K and its
composition with the stereographic projection Πq . We will also identify a point x of Sn and its
image by Πq .
3.1. Expansion of the gradient of the functional
Proposition 3.1. For any u =∑pj=1 αj δj in V (p, ε), the following expansions hold
(i)
〈
∂J (u),λi
∂δi
∂λi
〉
= −2c2J (u)
∑
i =j
αjλi
∂εij
∂λi
+ o
(∑
i =j
εij
)
+ o
(
1
λi
)
,
where c2 = c
2n
n−4
0
∫
Rn
dy
(1+|y|2) n+42
.
(ii) If ai ∈ B(yji , ρ), yji ∈ K and ρ is a positive constant small enough, we have
〈
∂J (u),λi
∂δi
∂λi
〉
= 2J (u)
[
−c2
∑
j =i
αjλi
∂εij
∂λi
+ n− 4
2n
c
2n
n−4
0 β
αi
K(ai)
1
λ
β
i
n∑
k=1
bk
×
∫
Rn
signe
(
xk + λi(ai − yji )k
)∣∣xk + λi(ai − yji )k∣∣β−1 xk(1 + |x|2)n dx
+ o
(∑
j =i
εij +
p∑
j=1
1
λ
β
j
)]
. (3.1)
Furthermore if λi |ai − yji | < δ, for δ very small, we then have
〈
∂J (u),λi
∂δi
∂λi
〉
= 2J (u)
[
n− 4
2n
βc3
αi
K(ai)
∑n
k=1 bk
λ
β
i
− c2
∑
j =i
αjλi
∂εij
∂λi
+ o
(∑
j =i
εij +
p∑
j=1
1
λ
β
j
)]
, (3.2)
where c3 = c
2n
n−4 ∫
n
|x1|β
2 n dx.0 S (1+|x| )
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〈
∂J (u),λi
∂δi
∂λi
〉
= 2J (u)
[〈
u,λi
∂δi
∂λi
〉
− J (u) nn−4
∫
Sn
Ku
n+4
n−4 λi
∂δi
∂λi
]
. (3.3)
Following [2, Sections 1 and 2], we have
〈
u,λi
∂δi
∂λi
〉
= c2
∑
j =i
λi
∂εij
∂λi
+ o
(∑
j =i
εij
)
(3.4)
and
∫
Sn
Ku
n+4
n−4 λi
∂δi
∂λi
=
∫
Sn
Kδ
n+4
n−4
i λi
∂δi
∂λi
+
∑
j =i
∫
Sn
K(x)(αj δj )
n+4
n−4 λi
∂δi
∂λi
dx
+ n+ 4
n− 4
∑
j =i
α
8
n−4
i αj
∫
Sn
K(x)δ
8
n−4
i δj λi
∂δi
∂λi
dx + o
(∑
j =i
εij
)
=
∫
Sn
Kδ
n+4
n−4
i λi
∂δi
∂λi
+ c2
∑
j =i
α
n+4
n−4
j K(aj )λi
∂εij
∂λi
+ c2
∑
j =i
αjα
8
n−4
i K(ai)λi
∂εij
∂λi
+ o
(∑
j =i
εij +
p∑
j=1
1
λ
β
j
)
=
∫
Sn
Kδ
n+4
n−4
i λi
∂δi
∂λi
+ 2c2J (u) −nn−4
∑
j =i
αjλi
∂εij
∂λi
+ o
(∑
j =i
εij +
p∑
j=1
1
λ
β
j
)
, (3.5)
since α
8
n−4
i K(ai)J (u)
n
n−4 = 1+o(1) ∀i = 1, . . . , p. The stereographic projection and the change
of variables y = λi(x − ai) yield
∫
Sn
Kδ
n+4
n−4
i λi
∂δi
∂λi
= n− 4
2n
λi
∂
∂λi
(∫
Rn
K(x)δ
2n
n−4
i (x) dx
)
= −n− 4
2n
c
2n
n−4
0
∫
n
DK
(
y
λi
+ ai
)(
y
λi
)
dy
(1 + |y|2)n .
R
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Rn
DK
(
y
λi
+ ai
)(
y
λi
)
dy
(1 + |y|2)n =
∫
B(0,λiμ)
DK
(
y
λi
+ ai
)(
y
λi
)
dy
(1 + |y|2)n
+O
(
1
λni
)
. (3.6)
Using the fact that DK is continuous we get
DK
(
y
λi
+ ai
)
= DK(ai)+ o(1), as μ small enough.
Therefore, ∫
B(0,λiμ)
DK
(
y
λi
+ ai
)(
y
λi
)
dy
(1 + |y|2)n = o
(
1
λi
)
and thus ∫
Rn
Kδ
n+4
n−4
i λi
∂δi
∂λi
= o
(
1
λi
)
. (3.7)
Collecting (3.3)–(3.7), claim (i) is valid. Regarde claim (ii). Following the above computation, it
remains to expand this integral
I =
∫
Sn
Kδ
n+4
n−4
i λi
∂δi
∂λi
=
∫
B(ai ,ρ)⊂B(yji ,2ρ)
Kδ
n+4
n−4
i λi
∂δi
∂λi
+ o
(
1
λ
β
i
)
, since β < n.
Using the fact that K satisfies (f )β and the fact that
∫
Sn
δ
n+4
n−4
i λi
∂δi
∂λi
= 0, we get
I =
n∑
k=1
bk
∫
Rn
∣∣(xi − yji )k∣∣βδ n+4n−4i λi ∂δi∂λi + o
(
1
λ
β
i
)
= n− 4
2n
n∑
k=1
bkλi
∂
∂λi
(∫
Rn
∣∣(xi − yji )k∣∣βδ 2nn−4i dx)+ o( 1
λ
β
i
)
= n− 4
2n
c
2n
n−4
0
n∑
k=1
bkλi
∂
∂λi
(∫
n
∣∣∣∣xkλi + (ai − yji )k
∣∣∣∣β dx(1 + |x|2)n
)
+ o
(
1
λ
β
i
)
R
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2n
c
2n
n−4
0
n∑
k=1
bkλi
∫
Rn
∂
∂λi
(∣∣∣∣xkλi + (ai − yji )k
∣∣∣∣β 1(1 + |x|2)n
)
dx + o
(
1
λ
β
i
)
= −n− 4
2n
c
2n
n−4
0
1
λ
β
i
β
n∑
k=1
bk
∫
Rn
signe
(
xk + λi(ai − yji )k
)∣∣xk + λi(ai − yji )k∣∣β−1
× xk
(1 + |x|2)n dx + o
(
1
λ
β
i
)
. (3.8)
Observe that if λi |ai − yji | < δ, we have∫
Rn
signe
(
xk + λi(ai − yji )k
)∣∣xk + λi(ai − yji )k∣∣β−1 xk(1 + |x|2)n dx
=
∫
Rn
|xk|β
(1 + |x|2)n dx + o(1),
as δ small enough and the second integral is independent of k. This finishes the proof of Propo-
sition 3.1. 
Proposition 3.2. Let u =∑pj=1 αj δj ∈ V (p, ε), then we have
(i)
〈
∂J (u),
1
λi
∂δi
∂ai
〉
= −c5
(
J (u)
) 2(n−2)
n−4 α
n+4
n−4
i
∇K(ai)
λi
+O
(∑
i =j
1
λi
∣∣∣∣∂εij∂ai
∣∣∣∣)
+ o
(∑
i =j
εij + 1
λi
)
,
where c5 =
∫
Rn
dy
(1+|y|2)n .
(ii) If ai ∈ B(yji , ρ), yji ∈ K, we have〈
∂J (u),
1
λi
∂δi
∂(ai)k
〉
= −2(n− 4)c
2n
n−4
0 α
n+4
n−4
i
(
J (u)
) 2(n−2)
n−4 1
λ
β
i
∫
Rn
bk
∣∣xk + λi(ai − yji )k∣∣β xk(1 + |x|2)n+1 dy
+ o
(∑
i =j
εij
)
+ o
(
p∑
i=1
1
λ
β
i
)
+O
(∑
i =j
1
λi
∣∣∣∣∂εij∂ai
∣∣∣∣),
where k = 1, . . . , n and (ai)k is the kth component if ai in some geodesic normal coordinates
system.
Proof. Arguing as in the proof of Proposition 3.1, Proposition 3.2 is proved under the following
estimates. If ai ∈ B(yj , ρ), we havei
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Sn
Kδ
n+4
n−4
i
1
λi
∂δi
∂(ai)k
= (n− 4)c
2n
n−4
0
1
λ
β
i
n∑
k=1
bk
∫
Rn
∣∣xk + λi(ai − yji )k∣∣β xk(1 + |x|2)n+1 dx + o
(
1
λ
β
i
)
.  (3.9)
Proposition 3.3. For each u = ∑pj=1 αj δj + α0(w + h) ∈ V (p, ε,w), we have the following
expansion
〈
∂J (u),h
〉
−c‖h‖2 + o
(
p∑
i=1
1
λ
n−4
2
i
)
.
Proof. We have 〈
∂J (u),h
〉= 2J (u)[〈u,h〉 − J (u) nn−4 ∫
Sn
K(x)u
n+4
n−4 h
]
.
A direct computation shows that
〈u,h〉 = α0‖h‖2 + o
(
p∑
i=1
1
λ
n−4
2
i
)
,
∫
Sn
K(x)u
n+4
n−4 h = α
n+4
n−4
0
n+ 4
n− 4
∫
Sn
K(x)w
8
n−4 h2 dx + o
(
p∑
i=1
1
λ
n−4
2
i
)
+ o(‖h‖2).
Using the fact that α
8
n−4
0 J (u)
n
n−4 = 1 + o(1), we get
〈
∂J (u),h
〉= α0[‖h‖2 − n+ 4
n− 4
∫
Sn
K(x)w
8
n−4 h2 dx
]
+ o
(
p∑
i=1
1
λ
n−4
2
i
)
+ o(‖h‖2).
Observing that the quadratic form Q1(h,h) := ‖h‖2 − n+4n−4
∫
Sn
K(x)w
8
n−4 h2 dx is negative defi-
nite, please see the corresponding statement in [3, page 354]. Hence our proof follows. 
Proposition 3.4. For each u = ∑pj=1 αj δj + α0(w + h) ∈ V (p, ε,w), we have the following
expansions
(a)
〈
∂J (u),λi
∂δi
∂λi
〉
= 2J (u)
[
−c2
∑
i =j
αjλi
∂εij
∂λi
+ α0c4 n+ 42
w(ai)
λ
n−4
2
i
+ o
(∑
i =j
εij
)
+ o(‖h‖2)+ o( 1
λi
)
+ o
(
p∑
i=1
1
λ
n−4
2
j
)]
,
where c4 is a positive constant defined by c4 =
∫
Rn
|y|2−1
2
n+6 dy.
(1+|y| ) 2
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∂J (u),λi
∂δi
∂λi
〉
= α0(n+ 4)J (u)c4 w(ai)
λ
n−4
2
i
− 2c2J (u)
∑
i =j
αjλi
∂εij
∂λi
+O
(
1
λ
β
i
n∑
k=1
∫
Rn
∣∣xk + λi(ai − yji )k∣∣β−1 xk(1 + |x|2)n dx
)
+ o
(∑
i =j
εij
)
+ o(‖h‖2)+ o( p∑
i=1
1
λ
n−4
2
i
)
. (3.10)
Proof. Applying (3.3), we have
〈
u,λi
∂δi
∂λi
〉
=
p∑
j=1
αj
〈
δj , λi
∂δi
∂λi
〉
+ α0
〈
w + h,λi ∂δi
∂λi
〉
.
Using [2, Sections 1 and 2], we have
p∑
j=1
αj
〈
δj , λi
∂δi
∂λi
〉
=
∑
i =j
αj c2λi
∂εij
∂λi
+ o
(∑
i =j
εij
)
. (3.11)
Now, observe that
〈
w,λi
∂δi
∂λi
〉
= λi
∫
Sn
Pw ∂δi
∂λi
dx
= λi
∫
Sn
w
∂
∂λi
δ
n+4
n−4
i dx.
The stereographic projection and a direct calculation show that
〈
w,λi
∂δi
∂λi
〉
= −n+ 4
2
c4
w(ai)
λ
n−4
2
i
+ o
(
1
λ
n−4
2
i
)
. (3.12)
Similarly, we have
〈
h,λi
∂δi
∂λi
〉
= o
(
1
λ
n−4
2
i
)
. (3.13)
From another part, using (3.5) and (3.7), we have
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Sn
K(x)u
n+4
n−4 λi
∂δi
∂λi
dx
=
∫
Sn
K(x)(α0w)
n+4
n−4 λi
∂δi
∂λi
dx + n+ 4
n− 4
∫
Sn
K(x)(αiδi)
8
n−4 (α0w)λi
∂δi
∂λi
dx
+ 2c2J (u) −nn−4
∑
i =j
αjλi
∂εij
∂λi
+ o
(∑
j =i
εij + 1
λi
+
p∑
j=1
1
λ
n−4
2
j
+ ‖h‖2
)
. (3.14)
A direct computation shows that:∫
Sn
K(x)(α0w)
n+4
n−4 λi
∂δi
∂λi
dx = −α
n+4
n−4
0 c4
n+ 4
2
w(ai)
λ
n−4
2
i
+ o
(
1
λ
n−4
2
i
)
, (3.15)
n+ 4
n− 4
∫
Sn
K(x)(αiδi)
8
n−4 (α0w)λi
∂δi
∂λi
dx = −α0α
8
n−4
i
n+ 4
2
c4
w(ai)K(ai)
λ
n−4
2
i
+ o
(
1
λ
n−4
2
i
)
. (3.16)
Collecting (3.3) and (3.11)–(3.16) the estimate (a) follows. Regarding claim (b), it follows from
the above computation and the estimate (3.8). This concludes the proof of Proposition 3.4. 
Proposition 3.5. For each u = ∑pj=1 αj δj + α0(w + h) ∈ V (p, ε,w), we have the following
expansion 〈
∂J (u),
1
λi
∂δi
∂ai
〉
= 2J (u)
[
−c5α
n+4
n−4
i J (u)
n
n−4 ∇K(ai)
λi
− c2
∑
i =j
αj
1
λi
∂εij
∂ai
]
+ o
(∑
i =j
εij
)
+ o(‖h‖2)+ o( 1
λi
)
+ o
(
p∑
i=1
1
λ
n−4
2
i
)
.
Furthermore, if ai is close to a critical point yji of K , we obtain〈
∂J (u),
1
λi
∂δi
∂(ai)k
〉
= −2c
2n
n−4
0 α
n+4
n−4
i
(
J (u)
) 2(n−2)
n−4 n− 4
λ
β
i
∫
Rn
bk
∣∣xk + λi(ai − yji )k∣∣β xk(1 + |x|2)n+1 dy
+ o
(∑
i =j
εij
)
+O
(∑
i =j
1
λi
∣∣∣∣ ∂εij∂(ai)k
∣∣∣∣)+ o(‖h‖2)+ o
(
p∑
i=1
1
λ
n−4
2
i
)
. (3.17)
Here (ai)k is the kth component of ai in some geodesic normal coordinates system.
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h,
1
λi
∂δi
∂ai
〉
= o
(
1
λ
n−4
2
i
)
,
〈
w,
1
λi
∂δi
∂ai
〉
= o
(
1
λ
n−4
2
i
)
,
the proof of Proposition 3.5 is the same as the proof of Proposition 3.2. 
For the whole next construction, we make use of the following notation.
Let u =∑pi=1 αiδ(ai ,λi ) + α0(w + h) ∈ V (p, ε,w), such that w is a solution of (1.2) or zero.
For simplicity, if ai is close a critical point yli , we will assume that the critical point is zero, so
we will confuse ai with (ai −yli ). Now, let i ∈ {1, . . . , p} and let M1 be a positive large constant.
We will say that
i ∈ L1 if λi |ai |M1
and we will say that
i ∈ L2 if λi |ai | >M1.
For each i ∈ {1, . . . , p}, we define the following vector fields
Zi(u) = αiλi ∂δi
∂λi
(3.18)
and
Xi = αi
n∑
k=1
1
λi
∂δ˜(ai ,λi )
∂(ai)k
∫
Rn
bk
|xk + λi(ai)k|β
(1 + λi |(ai)k|)β−1
xk
(1 + |x|2)n+1 dx, (3.19)
where (ai)k is the kth component of ai in some geodesic normal coordinates system.
We claim that Xi is bounded. Indeed, the claim is trivial if i ∈ L1. If i ∈ L2, by elementary
computation, we have the following estimate∫
Rn
|xk + λi(ai)k|βxk
(1 + |x|2)n+1 dx =
(
λi
∣∣(ai)k∣∣)β ∫
Rn
∣∣∣∣1 + xkλi((ai)k)
∣∣∣∣β xk(1 + |x|2)n+1 dx
= c(signeλi(ai)k)(λi∣∣(ai)k∣∣)β−1(1 + o(1)), (3.20)
for any k, 1 k  n such that λi |(ai)k| > M1√n . Hence our claim is valid.
Let ki be an index such that ∣∣(ai)ki ∣∣= max1jn∣∣(ai)j ∣∣. (3.21)
It is easy to see that if i ∈ L2 then λi |(ai)ki | > M1√ .n
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In this subsection, we consider the case where w = 0. We construct in V (p, ε,w) a pseudo-
gradient W of J so that the Palais–Smale condition is satisfied along the decreasing flow lines.
We will see that for the flow lines of such a pseudogradient starting from V (p, ε,w), the inter-
action between the solution w and the bubble δ(ai ,λi ), i = 1, . . . , p defined by the term w(ai)
λ
n−4
2
i
is
large and dominates the self-interaction of δ(ai ,λi ) defined by 1λβi
. This phenomenon appears in
our statement; where n − 4  β < n. Hence, these flow lines will exit the set V (p, ε,w) and
the functional J will decrease with a fixed constant rate which depends only on ε, such effect
implies that the set V (p, ε,w), w = 0, p ∈N∗, does not contain any critical point at infinity. We
introduce the following main result.
Theorem 3.1. Let w be a solution of (1.2) and p  1, then there exists a pseudogradient W so
that there is a constant c > 0 independent of u =∑pi=1 αi δ˜i + α0(w + h) ∈ V (p, ε,w) such that
(1) 〈∂J (u),W 〉−c(∑
i =j
εij +
p∑
i=1
|∇K(ai)|
λi
+
p∑
i=1
1
λ
n−4
2
i
+ ‖h‖2
)
,
(2)
〈
∂J (u+ v¯),W + ∂v¯
∂(αi, ai, λi, h)
(W)
〉
−c
(∑
i =j
εij +
p∑
i=1
|∇K(ai)|
λi
+
p∑
i=1
1
λ
n−4
2
i
+ ‖h‖2
)
.
Furthermore, |W | is bounded and the λis decrease along the flow lines of W .
Before giving the proof, we will give the following consequence.
Corollary 3.1. Let K be a positive function satisfying (f )β , with n − 4  β < n and let w be
a solution of (1.2). Then, for each p ∈ N∗, there is no critical points neither critical points at
infinity in V (p, ε,w).
Proof of Theorem 3.1. In order to construct the required pseudo-gradient, we have to dived
V (p, ε,w) into two different regions, to construct an appropriate pseudo-gradient in each region
and then glue up through convex combinations. Let
V1(p, ε,w) =
{
u ∈ V (p, ε,w)/ai ∈
⋃
y∈K
B(y,ρ), ∀i = 1, . . . , p
}
,
V2(p, ε,w) =
{
u ∈ V (p, ε,w)/∃i ∈ {1, . . . , p}, ai /∈
⋃
y∈K
B(y,ρ)
}
,
where ρ is a small positive constant.
Pseudo-gradient in V1(p,ε,w). Let u =∑pi=1 αiδi + α0(w + h) ∈ V1(p, ε,w). Without loss
of generality we can assume that λ1  · · · λp .
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〈
∂J (u),Xi
〉
− c
λi
β
n∑
k=1
b2k
(∫ |xk + λi(ai)k|β
(1 + λi |(ai)k|)(β−1)/2
xk
(1 + |x|2)n+1 dx
)2
+O
(∑
j =i
εij
)
+ o
(
1
λ
n−4
2
i
)
+ o(‖h‖2)
− c
λi
β
b2ki
(∫ |xki + λi(ai)ki |β
(1 + λi |(ai)ki |)(β−1)/2
xki
(1 + |x|2)n+1 dx
)2
+O
(∑
j =i
εij
)
+ o
(
1
λ
n−4
2
i
)
+ o(‖h‖2), (3.22)
where ki is defined in (3.21).
In addition by Proposition 3.4 we have
〈
∂J (u),−2iZi
〉
 c
∑
j =i
2iλi
∂εij
∂λi
− c2i w(ai)
λ
n−4
2
i
+O
(
1
λ
β
i
n∑
k=1
∫
Rn
∣∣xk + λi(ai − yji )k∣∣β−1
× xk
(1 + |x|2)n dx
)
1
λ
β
i
+ o
(∑
j =i
εij + ‖h‖2
)
. (3.23)
We distinguish two cases:
Case 1. If i ∈ L1, in this case (3.22) yields
〈∇J (u),Xi 〉= O( 1
λ
β
i
)
+O
(∑
j =i
εij
)
+ o
(
1
λ
n−4
2
i
)
+ o(‖h‖2)
= O
(∑
j =i
εij
)
+ o
(
1
λ
n−4
2
i
)
+ o(‖h‖2), since β  n− 4, (3.24)
and by (3.23) we get
〈
∂J (u),−2iZi
〉
 c
∑
j =i
2iλi
∂εij
∂λi
− c2i w(ai)
λ
n−4
2
i
+ o
(∑
j =i
εij + ‖h‖2
)
. (3.25)
Combining (3.25) and (3.24), we obtain
〈
∂J (u),−2iZi +mXi
〉
 c
∑
j =i
2iλi
∂εij
∂λi
− c2i w(ai)
λ
n−4
2
i
+mO
(∑
j =i
εij
)
+ o(‖h‖2), (3.26)
where m is a small positive constant.
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〈
∂J (u),Xi
〉
−c |(ai)ki |
β−1
λi
+O
(∑
j =i
εij
)
+ o
(
1
λ
n−4
2
i
+ ‖h‖2
)
. (3.27)
From another part, similarly to (3.20), we have the following estimate∫
Rn
|xk + λi(ai)k|β−1xk
(1 + |x|2)n dx = c
(
λi
∣∣(ai)k∣∣)β−2(1 + o(1)), (3.28)
for any k, 1 k  n such that λi |(ai)k| > M1√n .
Thus (3.23) yields
〈
∂J (u),−2iZi
〉
O
( |(ai)ki |β−2
λ2i
)
− c2i w(ai)
λ
n−4
2
i
+ c
∑
j =i
2iλi
∂εij
∂λi
+ o
(
‖h‖2 +
∑
j =i
εij
)
, (3.29)
where ki is defined in (3.21).
Since in this case we have λi |(ai)ki | > M1√n , then
|(ai)ki |β−2
λ2i

√
n
M1
|(ai)ki |β−1
λi
.
For m a positive constant small enough, we derive that〈
∂J (u),−2iZi +mXi
〉
 c
′
M1
|(ai)ki |β−1
λi
−mc |(ai)ki |
β−1
λi
+ c
∑
j =i
2iλi
∂εij
∂λi
− c2i w(ai)
λ
n−4
2
i
+ o
(
1
λ
n−4
2
i
+ ‖h‖2 +
∑
j =i
εij
)
+mO
(∑
j =i
εij
)
. (3.30)
Taking M1  1 such that c′M1 < mc2 , we obtain
〈
∂J (u),−2iZi +mXi
〉
−mc
2
|(ai)ki |β−1
λi
+ c1
∑
j =i
2iλi
∂εij
∂λi
− c2i w(ai)
λ
n−4
2
i
+ o
(
‖h‖2 +
∑
j =i
εij
)
+mO
(∑
j =i
εij
)
. (3.31)
Observe now that for i < j , we have
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∂εij
∂λi
+ 2j λj ∂εij
∂λj
−cεij . (3.32)
Let V =∑pi=1(−2iZi + mXi). From (3.26), (3.31) and (3.32) and for m small enough, we find
that
〈
∂J (u),V
〉
− c
2
(
p∑
i=1
w(ai)
λ
n−4
2
+
∑
j =i
εij +
∑
i∈L2
|(ai)ki |β−1
λi
)
+ o(‖h‖2). (3.33)
Observe that in V1(p, ε,w) we have under (f )β condition
∣∣∇K(ai)∣∣∼ n∑
k=1
|bk|
∣∣(ai)k∣∣β−1, (3.34)
this yields |∇K(ai )|
λi
 c |(ai )ki |
β−1
λi
. Thus we can appear −∑i∈L2 |∇K(ai )|λi in the upper bound
of (3.33). Now, for i ∈ L1, we have |λiai |M1, and from (3.34) we get
|∇K(ai)|
λi
 c
M
β−1
1
λ
β
i
= o
(
1
λ
n−4
2
i
)
, since β  n− 4,
and therefore we can appear −∑i∈L1 |∇K(ai)|λi from the term −∑pi=1 w(ai)
λ
n−4
2
i
in the upper bound
of (3.33). We conclude that
〈
∂J (u),V
〉
−c
(
p∑
j =i
εij +
p∑
i=1
1
λ
β
i
+
p∑
i=1
|∇K(ai)|
λi
)
+ o(‖h‖2). (3.35)
Now, define
W1 = V + h,
using Proposition 3.3, we get
〈
∂J (u),W1
〉
−c
(
p∑
j =i
εij +
p∑
i=1
1
λ
β
i
+
p∑
i=1
|∇K(ai)|
λi
+ ‖h‖2
)
.
Thus, claim (1) holds in V1(p, ε,w).
Pseudo-gradient in V2(p,ε,w). Let u =∑pi=1 αiδi +α0(w+ h) ∈ V2(p, ε,w). Let i1 be such
that for all i < i1 we have ai ∈⋃y∈K B(y,ρ) and ai1 /∈ ∪y∈KB(y,ρ). Define
X(u) = 1
λi1
∂δi1
∂ai1
∇K(ai1)
|∇K(ai1)|
− M˜
∑
2iZi + h,
ii1
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|∇K(ai1)| c, we get
〈
∂J (u),X
〉
− c
λi1
+O
(∑
j =i1
εji1
)
− M˜
(
p∑
i=i1
w(ai)
λ
n−4
2
i
+
∑
ii1,j =i
εij + o
(
p∑
i=i1
1
λi
))
− c‖h‖2. (3.36)
Observe that from the term − 1
λi1
, we can appear −∑pi=i1 |∇K(ai )|λi in the upper bound of the last
inequalities. Therefore, taking M˜ large enough, we obtain
〈
∂J (u),X
〉
−c
(
p∑
i=i1
w(ai)
λ
n−4
2
i
+
∑
ii1,j =i
εij + −
p∑
i=i1
|∇K(ai)|
λi
+ ‖h‖2
)
. (3.37)
Now, let us define u1 :=∑i<i1 αiδi + α0(w + h). Observe that u1 ∈ V1(i1 − 1, ε,w). Let W˜1 be
a pseudo-gradient on V2(p, ε,w) defined by W˜1(u) = W1(u1), where W1 is the pseudo-gradient
defined in V1(i1 − 1, ε,w). We then have
〈
∂J (u), W˜1(u)
〉
−c
(∑
i<i1
w(ai)
λ
n−4
2
i
+
∑
i<i1
|∇K(ai)|
λi
+
∑
j =i<i1
εij + ‖h‖2
)
+O
( ∑
i<i1,ji1
εij
)
. (3.38)
Now, define W2 = X + mW˜1, where m is a positive constant small enough. Using (3.37)
and (3.38), we derive that
〈
∂J (u),W2
〉
−c
(
p∑
i=1
w(ai)
λ
n−4
2
i
+
p∑
i=1
|∇K(ai)|
λi
+
∑
j =i
εij + ‖h‖2
)
, (3.39)
and therefore the claim (1) follows in V2(p, ε,w). Finally, the required pseudo-gradient W in
V (p, ε,w) will be defined by convex combination of W1 and W2. |W | is bounded, since ‖λi ∂δi∂λi ‖
and ‖ 1
λi
∂δi
∂ai
‖ are bounded. From the definitions of W1 and W2 the λis, 1 i  p decrease along
the flow lines of W and satisfy claim (1) of Theorem 3.1.
Now, arguing as in Appendix 2 of [3] (see also Appendix B of [7]), claim (2) holds under
claim (1) and the following lemma which proves that the norm of ‖v‖2 is small with respect to
the absolute value of the upper bound of claim (1).
Lemma 3.1. Let u =∑pi=1 αiδi +α0(w+h) ∈ V (p, ε,w) and let v be defined in Proposition 2.3.
We have the following estimates: there exists c > 0 independent of u such that the following holds
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p∑
i=1
[
1
λ
n
2
i
+ 1
λ
β
i
+ |∇K(ai)|
λi
+ (logλi)
n+4
2n
λ
n+4
2
i
]
+ c
⎧⎨⎩
∑
k =r ε
n+4
2(n−4)
k r (log ε
−1
kr )
n+4
2n , if n 12,∑
k =r εk r (log ε
−1
kr )
n−4
n , if n < 12.
Proof. Following the proof of Proposition 5.3 of [2], it remains to estimate ∫
Sn
Kδ
n+4
n−4
aiλi
v and
therefore, we need to prove the following claim∫
Sn
Kδ
n+4
n−4
aiλi
v = O
(
‖v‖
p∑
i=1
[
1
λ
n
2
i
+ 1
λ
β
i
+ |∇K(ai)|
λi
+ (logλi)
n+4
2n
λ
n+4
2
i
])
. (3.40)
Indeed,
Case 1: If ai ∈ B(yli , ρ), yli ∈ K. Using (f )β condition and the fact that v satisfies (V0), we
have ∫
Sn
Kδ
n+4
n−4
aiλi
v =
n∑
k=1
bn
∫
B(ai ,ρ)
∣∣(xi − yli )k∣∣βδ n+4n−4aiλi v
+
∫
B(ai ,ρ)
R(xi − yli )δ
n+4
n−4
aiλi
v +O
( ‖v‖
λ
n+4
2
i
)
.
Observe that, using Hölder’s inequality with p1 = 2nn+4 and p2 = 2nn−4 , we get∫
B(ai ,ρ)
∣∣(xi − yli )k∣∣βδ n+4n−4i |v|
 c‖v‖
λ
β
i
( ∫
B(0,λiρ)
|z| 2nn+4β + (λi |(ai − yli )k|)
2n
n+4β
(1 + |z|2)n
) n+4
2
 c‖v‖
λ
β
i
( ∫
B(0,λiρ)
|z| 2nn+4β
(1 + |z|2)n
) n+4
2 + c‖v‖
( ∫
B(0,λiρ)
|(ai − yli )k|
2n
n+4 β
(1 + |z|2)n
) n+4
2
 c‖v‖
λ
β
i
(
c′ +
λiρ∫
1
r
2n
n+4β−n−1
) n+4
2
+ c‖v‖∣∣(ai − yli )k∣∣β
(
c′′
λiρ∫
1
r−n−1
) n+4
2
 c‖v‖
(
1
λ
β
i
+
(
1
λ
n+4
2
i
si β = n+ 4
2
,
(logλi)
n+4
2n
λ
β
i
si β = n+ 4
2
))
+ c‖v‖
( |(ai − yli )k|β
λ
n+4
2
+ |(ai − yli )k|
)β
.i
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∫
Sn
Kδ
n+4
n−4
i |v| c‖v‖
[
1
λ
n+4
2
i
+ 1
λ
β
i
+ (logλi)
n+4
2n
λ
n+4
2
i
]
 c‖v‖
[
1
λ
β
i
+ (logλi)
n+4
2n
λ
n+4
2
i
]
.
Hence our claim holds in this case.
If λi |(ai − yli )k| 1, observe that,∫
B(ai ,ρ)
∣∣(xi − yli )k∣∣βδ n+4n−4i v
 c |(ai − yli )k|
β
λ
β+ n−42
i
∫
B(0,λiρ)
∣∣∣∣1 + zkλi |(ai − yli )k|
∣∣∣∣ 1
(1 + |z|2) n+42
v
(
z
λi
+ ai
)
dz
 c |(ai − yli )k|
β
λ
β+ n−42
i
[ ∫
B(0,λiρ)∩{z, |zk ||λi (ai−yli )k |<μ}
(
1 + zk
λi |(ai − yli )k|
+ o
(
zk
λi |(ai − yli )k|
))
1
(1 + |z|2) n+42
v
(
z
λi
+ ai
)
dz
+
∫
B(0,λiρ)\{z, |zk ||λi (ai−yli )k |<μ}
∣∣∣∣1 + zk|(ai − yli )k|
∣∣∣∣ 1
(1 + |z|2) n+42
v
(
z
λi
+ ai
)
dz
]
,
where μ is a small positive constant.
Observe that,
|(ai − yli )k|β
λ
β+ n−42
i
∫
B(0,λiρ)∩{z, |zk ||λi (ai−yli )k |<μ}
(
1 + zk|(ai − yli )k|
+ o
(
zk
|(ai − yli )k|
))
× 1
(1 + |z|2) n+42
v
(
z
λi
+ ai
)
dz = ‖v‖O
(
1
λ
n
2
i
)
and
|(ai − yli )k|β
λ
β+ n−42
i
∫
B(0,λiρ)\{z, |zk ||λi (ai−yli )k |<μ}
∣∣∣∣1 + zk|(ai − yli )k|
∣∣∣∣
× 1
(1 + |z|2) n+42
v
(
z
λi
+ ai
)
dz = ‖v‖O
(
1
λ
n
2
)
.i
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Sn
K(x)δ
n+4
n−4
i v = ‖v‖O
(
1
λ
n
2
i
)
.
Thus (3.53) holds in this case.
Case 2: ai /∈⋃y∈K B(y,ρ). Let μ be a small positive constant, then we have∫
Sn
Kδ
n+4
n−4
i v =
∫
B(ai ,μ)
Kδ
n+4
n−4
i v +O
( ‖v‖
λ
n+4
2
i
)
.
We expand the function K around ai at the first order, and we obtain∫
Sn
Kδ
n+4
n−4
i v = ‖v‖O
( |∇K(ai)|
λi
)
,
since |∇K(ai)|  c, where c is a fixed positive constant which depends only on ρ. We have
thus established (3.53) and finished the proof of Lemma 3.1. This concludes the proof of Theo-
rem 3.1. 
3.3. Critical points at infinity
In this subsection, we will characterize the critical points at infinity in V (p, ε), p  1. First,
we will give the characterization in V (p, ε), p  2, this characterization is obtained through the
construction of a suitable pseudo-gradient W˜1 for which the Palais–Smale condition is satisfied
along the decreasing flow lines as long as these flow lines do not enter in the neighborhood of
finite number of critical points yli , i = 1, . . . , p, of K such that (yl1, . . . , ylp ) ∈ C+n−4. Secondly,
we will study the left case. By a construction of a pseudo-gradient W˜2, we will give the char-
acterization of the critical points at infinity in V (1, ε). Now we introduce the following main
result.
Theorem 3.2. Let β := max{β(y)/y ∈ K}. For p  2, there exists a pseudo-gradient W˜1 in
V (p, ε) so that the following holds.
There exists a constant c > 0 independent of u =∑pi=1 αiδi ∈ V (p, ε) so that
(i) 〈∂J (u), W˜1(u)〉−c( p∑
i=1
1
λ
β
i
+
p∑
i=1
∇K(ai)
λi
+
∑
j =i
εij
)
.
(ii)
〈
∂J (u+ v), W˜1(u)+ ∂v
∂(αi, ai, λi)
(
W˜1(u)
)〉
−c
(
p∑
i=1
1
λ
β
i
+
p∑
i=1
∇K(ai)
λi
+
∑
j =i
εij
)
.
Furthermore |W˜1| is bounded and the only case where the maximum of the λis is not bounded is
when ai ∈ B(yl , ρ) ∀i = 1, . . . , p with (yl , . . . , ylp ) ∈ C+ .i 1 n−4
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specific cases of Theorem 3.2. The proof of these results will be given later. Let
V1(p, ε) =
{
u =
p∑
i=1
αiδi ∈ V (p, ε) s.t. ai ∈ B(yli , ρ), yli ∈ K \ Kn−4 ∀i = 1, . . . , p
}
.
We then have
Proposition 3.6. For p  2, there exists a pseudo-gradient W1 in V1(p, ε) so that the following
holds.
There exists c > 0 independent of u =∑pi=1 αiδi ∈ V1(p, ε) such that
〈
∂J (u),W1(u)
〉
−c
(
p∑
i=1
1
λ
β
i
+
∑
i =j
εij +
p∑
i=1
|∇K(ai)|
λi
)
.
Furthermore |W1| is bounded and the maximum of λis decreases along the flow lines of W1.
Now let
V2(p, ε) =
{
u =
p∑
i=1
αiδi ∈ V (p, ε) s.t. ai ∈ B(yli , ρ), yli ∈ Kn−4 ∀i = 1, . . . , p
}
.
Proposition 3.7. For p  1 there exists a pseudo-gradient W2 in V2(p, ε) such that ∀u =∑p
i=1 αiδi ∈ V2(p, ε), we have
〈
∂J (u),W2(u)
〉
−c
(
p∑
i=1
1
λn−4i
+
∑
i =j
εij +
p∑
i=1
|∇K(ai)|
λi
)
.
Here c is a positive constant independent of u. Furthermore, we have |W2| is bounded and the
only case where the maximum of λis is not bounded is when ai ∈ B(yli , ρ) ∀i = 1, . . . , p with
(yl1 , . . . , ylp ) ∈ C+n−4.
Proof of Theorem 3.2. Thanks to Propositions 3.6 and 3.7 and in order to complete the con-
struction of the pseudo-gradient W˜1 suggested in Theorem 3.2, it only remains to focus attention
at the two following sets of V (p, ε).
Subset 1: We consider here the case of u =∑pi=1 αiδi =∑i∈I1 αiδi +∑i∈I2 αiδi such that
I1 = ∅, I2 = ∅,
∑
i∈I1
αiδi ∈ V1(I1, ε) and
∑
i∈I2
αiδi ∈ V2(I2, ε).
Without loss of generality, we can assume that λ1  · · · λp . Let
I = {1} ∪ {i, 1 i  p, s.t. λi  M˜λ1},
where M˜ is a positive constant large enough. Now let I ′ = I1 ∩I , then we distinguish three cases.
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u = u1 + u2 where u1 =
∑
i∈I
αiδi and u2 =
∑
i /∈I
αiδi .
Observe that u1 ∈ V2(I, ε), then we can apply the vector field W2 defined in Proposition 3.7 in
this set. We obtain
〈
∂J (u),W2(u)
〉
−c
(∑
i∈I
1
λn−4i
+
∑
i =j ;i,j∈I
εij +
∑
i∈I
|∇K(ai)|
λi
)
+O
( ∑
i∈I,j /∈I
εij
)
. (3.41)
For the indices i such that i /∈ I , we apply the vector field ∑i /∈I −2iZi(u). Using Proposition 3.1
and (3.28), we obtain〈
∂J (u),
∑
i /∈I
−2iZi(u)
〉
 c
∑
j =i,i /∈I
2iλi
∂εij
∂λi
+O
( ∑
i /∈I,i∈L2
|(ai)ki |β−2
λ2i
)
+O
( ∑
i /∈I,i∈L1
1
λ
β
i
)
, (3.42)
where ki is defined in (3.21). An easy calculation yields
λi
∂εij
∂λi
−cεij , if λi  λj or λi ∼ λj or |ai − aj | δ0 > 0. (3.43)
In addition it is easy to see that for i ∈ L2, we have
|(ai)ki |β−2
λ2i
= o
( |(ai)ki |β−1
λi
)
, taking M1 large enough. (3.44)
These estimates with (3.32) yield〈
∂J (u),
∑
i /∈I
−2iZi(u)
〉
−c
∑
i =j,i /∈I
εij +O
( ∑
i /∈I,i∈L1
1
λ
β
i
)
+ o
( ∑
i /∈I,i∈L2
|(ai)ki |β−1
λi
)
. (3.45)
From another part by Proposition 3.2, we find that
〈
∂J (u),
∑
i /∈I,i∈L2
Xi(u)
〉
−c
∑
i /∈I,i∈L2
1
λ
β
i
(∫
Rn
bki
|xki + λi(ai)ki |β
(1 + λi |(ai)ki |)
β−1
2
xki
(1 + |x|2)n+1 dx
)2
+O
( ∑
εij
)
.i =j,i∈I,i∈L2
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∂J (u),
∑
i /∈I,i∈L2
Xi(u)
〉
−c
∑
i /∈I,i∈L2
|(ai)ki |β−1
λi
+O
( ∑
i =j,i∈I,i∈L2
εij
)
. (3.46)
Observe that, since ai ∈ B(yji , ρ) and K satisfies (f )β we have |∇K(ai)| ∼ |(ai)ki |β−1. Thus,〈
∂J (u),
∑
i /∈I,i∈L2
Xi(u)
〉
−c
( ∑
i /∈I,i∈L2
|∇K(ai)|
λi
+
∑
i /∈I,i∈L2
|(ai)ki |β−1
λi
)
+O
( ∑
i =j,i /∈I,i∈L2
εij
)
. (3.47)
Let W 13 =
∑
i /∈I −2iZi +m1
∑
i /∈I,i∈L2 Xi , where m1 is a positive constant small enough. From(3.45) and (3.47), we find that
〈
∂J (u),W 13 (u)
〉
−c
( ∑
i =j,i /∈I
εij +
∑
i /∈I,i∈L2
|∇K(ai)|
λi
)
+O
( ∑
i /∈I,i∈L1
1
λ
β
i
)
. (3.48)
Observe that ∀i /∈ I,
1
λ
β
i
= o
(
1
λn−41
)
, for M˜ large enough.
Let in this case W3 be the following vector field.
W3 := W 13 +m1W2.
From (3.41) and (3.48), we obtain
〈
∂J (u),W3(u)
〉
−c
(
p∑
i=1
1
λ
β
i
+
∑
i =j
εij +
p∑
i=1
|∇K(ai)|
λi
)
.
So for i /∈ I and i ∈ L1 we have |∇K(ai)|λi = O( 1λβi ) = o(
1
λn−41
).
Case 2. I = I ′ = {1}, a1 is then close to yl1 ∈ K \ Kn−4, and we define
Z˜1 = −
(
n∑
k=1
bk
)
ψ
(
λ1|a1|
)
Z1, (3.49)
where ψ is a cut off function defined by ψ(t) = 1 if |t |  δ and ψ(t) = 0 if |t |  2δ (for δ
a positive constant small enough). Using Propositions 3.1 and 3.2, we have
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∂J (u), Z˜1(u)+X1(u)
〉
− c
λ
β
1
(∫
Rn
bk
|xki + λi(a1)ki |β
(1 + λi |(a1)ki |)
β−1
2
xki
(1 + |x|2)n+1 dx
)2
−ψ(λ1|a1|)( n∑
i=1
bk
)2
c3
λ
β
1
+O
(∑
j =1
ε1j
)
. (3.50)
We need to prove the following claim
〈
∂J (u), Z˜1(u)+X1(u)
〉
−c
(
1
λ
β
1
+ |∇K(a1)|
λ1
)
+O
(∑
j =1
ε1j
)
. (3.51)
Observe that, if i ∈ L2 then using (3.20) we can make appear 1
λ
β
1
and |∇K(a1)|
λ1
in the upper bound
of (3.50) and our claim follows in this case.
Now if λ1|a1| < δ, then we have ψ(λ1(a1)) = 1 and |∇K(a1)|λ1 ∼
|(a1)ki |β−1
λ1
is small with respect
to 1
λ
β
1
. Thus (3.51) holds in this case. Finally if λ1|a1| is bounded below and above, in this case
using elementary calculation, we have
(∫
Rn
bki
|xki + λi(a1)ki |β
(1 + λi |(a1)ki |)
β−1
2
xki
(1 + |x|2)n+1 dx
)2
 c > 0, (3.52)
then we obtain (3.51) and hence our claim is valid. This with (3.28), (3.32) and Proposition 3.1,
yields 〈
∂J (u),
∑
i2
−2iZi(u)+m1(Z˜1(u)+X1(u))
〉
−c
(∑
i =j
εij + 1
λ
β
1
+ |∇K(a1)|
λ1
)
+O
( ∑
i2,i∈L2
|(ai)ki |β−2
λ2i
)
+O
( ∑
i2,i∈L1
1
λ
β
i
)
, (3.53)
for m1 a small positive constant. Observe that ∀i  2, we have i /∈ I , so it is easy to see that
1
λn−4i
= o(ε1i ), taking M˜ large enough and thus we derive that
1
λ
β
i
= o(ε1i ), ∀i  2. (3.54)
Let in this case
W3 =
∑
−2iZi +m1
(
Z˜1 +X1 +
∑
Xi
)
.i2 i2,i∈L2
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〈
∂J (u),W3(u)
〉
−c
(
p∑
i=1
1
λ
β
i
+
p∑
i=1
|∇K(ai)|
λi
+
∑
i =j
εij
)
.
Case 3. I ′ = ∅ and I  2. Applying the above estimates, we get〈
∂J (u),
∑
i∈I ′
−Zi
〉
−c
∑
i =j,i∈I ′,j∈I
εij +O
( ∑
i∈I ′,j /∈I
εij
)
+O
( ∑
i∈I ′,i∈L2
|(ai)ki |β−2
λ2i
)
+O
( ∑
i∈I ′,i∈L1
1
λ
β
i
)
,
〈
∂J (u),
∑
i∈I\I ′
−Zi
〉
−c
∑
i =j,i∈I\I ′,j∈I
εij +O
( ∑
i∈I\I ′,j /∈I
εij
)
+O
( ∑
i∈I\I ′,i∈L1
1
λ
β
i
)
+O
( ∑
i∈I\I ′,i∈L2
|(ai)ki |β−2
λ2i
)
,
〈
∂J (u),
∑
i /∈I
−2iZi
〉
−c
∑
i /∈I,j =i
εij +O
( ∑
i /∈I,i∈L2
|(ai)ki |β−2
λ2i
)
+O
( ∑
i /∈I,i∈L1
1
λ
β
i
)
.
Observe that if i /∈ I, we have 1
λ
β
i
= o(ε1i ), if i ∈ I ′, we have 1
λ
β
i
= o(εij ), where j = i ∈ I , and
if i ∈ I\I ′, we have 1
λn−4i
= O(εij ) where j = i ∈ I . Thus let in this case
W3 =
∑
i∈I ′
(−Zi)−
∑
i∈I
2iZi +m1
( ∑
i∈I\I ′
(−Zi)+
p∑
i=1,i∈L2
Xi
)
.
We then have
〈
∂J (u),W3(u)
〉
−c
(
p∑
i=1
1
λ
β
i
+
p∑
i=1
|∇K(ai)|
λi
+
∑
i =j
εij
)
.
Subset 2. We consider the case of u =∑pi=1 αiδi ∈ V (p, ε), such that there exists ai satisfy-
ing ai /∈⋃y∈K B(y,ρ). We order the λis in an increasing order, without loss of generality, we
suppose that λ1  · · ·  λp . Let i1 be such that for any i < i1, we have ai ∈ B(yli , ρ), yli ∈ K
and ai1 /∈
⋃
y∈K B(y,ρ). Let us define
u1 =
∑
αiδi .i<i1
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1, ε) or u1 satisfies the condition of subset 1. Thus we can apply the associated vector field which
we will denote by Y and we have then the following estimate.
〈
∂J (u),Y (u)
〉
−c
(∑
i<i1
1
λ
β
i
+
∑
i<i1
|∇K(ai)|
λi
+
∑
i =j,i,j<i1
εij
)
+O
( ∑
i<i1,ji1
εij
)
.
Now we define the following vector field.
Y ′ = 1
λi1
∂δ(ai1λi1 )
∂ai1
∇K(ai1)
|∇K(ai1)|
− c′
∑
ii1
2iZi .
Using Propositions 3.1 and 3.2 and the fact that |∇K(ai1)| c > 0, we derive
〈
∂J (u),Y ′(u)
〉
− c
λi1
+O
(∑
i =i1
εij
)
− c′
∑
ii1,j =i
εij + o
(∑
ii1
1
λi
)
.
Taking c′ positive large enough, we find
〈
∂J (u),Y ′(u)
〉
−c
(
p∑
i=i1
1
λ
β
i
+
p∑
i=i1
|∇K(ai)|
λi
+
∑
ii1,j =i
εij
)
.
Now, let W4 := Y ′ +m1Y where m1 is a small positive constant, then we have
〈
∂J (u),W4(u)
〉
−c
(
p∑
i=1
1
λ
β
i
+
p∑
i=1
|∇K(ai)|
λi
+
∑
i =j
εij
)
.
Now, we define the pseudo-gradient W˜1 as a convex combination of Wi for i = 1, . . . ,4. The
construction of W˜1 is completed, and it satisfies claim (i) of Theorem 3.2.
From the construction, W˜1 is bounded. Observe also that the only case where the maximum
of the λis increases, is when ai ∈ B(yli , ρ), yli ∈ K ∀i = 1, . . . , p with (yl1, . . . , ylp ) ∈ C+n−4.
Now, arguing as in Appendix 2 of [3] (see also Appendix B of [7]), claim (ii) follows from (i)
and Lemma 3.1. The proof of Theorem 3.2 is thereby completed. 
Proof of Proposition 3.6. We order the λis for sake of simplicity, then we can assume that
λ1  · · · λp . For each i, 1 i  p we have by Proposition 3.1, (3.21) and (3.28)
〈
∂J (u),−2iZi(u)
〉
 c
∑
j =i
2iλi
∂εij
∂λi
+
⎧⎪⎨⎪⎩
O( 1
λ
β
i
) if i ∈ L1,
O(
|(ai )ki |β−2
2 ) if i ∈ L2,λi
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〈
∂J (u),Xi(u)
〉
O
(∑
j =i
εij
)
+
⎧⎪⎨⎪⎩
O( 1
λ
β
i
) if i ∈ L1,
−c |(ai )ki |β−1
λi
if i ∈ L2.
Thus,〈
∂J (u),
p∑
i=2
(
m1Xi − 2iZi
)
(u)
〉
 c
∑
j =i
2iλi
∂εij
∂λi
+m1O
(∑
i =j
εij
)
+O
(
p∑
i=2,i∈L1
1
λ
β
i
)
+O
(
p∑
i=2,i∈L2
|(ai)ki |β−2
λ2i
)
−
(
c
p∑
i=2,i∈L2
|(ai)ki |β−1
λi
)
.
Taking m1 positive small enough and using (3.32) and (3.44) we find that〈
∂J (u),
p∑
i=2
(
m1Xi − 2iZi
)
(u)
〉
−c
(∑
i =j
εij +
p∑
i=2,i∈L2
|∇K(ai)|
λi
)
+O
(
p∑
i=2,i∈L1
1
λ
β
i
)
.
Observe that ∀j = 2, . . . , p, we have
1
λ
β
j
= o(ε1j ), since β > n− 4,
and if j ∈ L1, we have
|∇K(aj )|
λj
 c
λ
β
j
,
thus we get
〈
∂J (u),
p∑
i=2
(
m1Xi − 2iZi
)
(u)
〉
−c
(∑
i =j
εij +
p∑
i=2
1
λ
β
i
+
p∑
i=2
|∇K(ai)|
λi
)
.
We must add the index 1.
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λ
β
1
in the above estimates, in this case let
W1 =
p∑
i=2
(
m1Xi − 2iZi
)+m1X1,
then we obtain 〈
∂J (u),W1(u)
〉
−c
(∑
i =j
εij +
p∑
i=1
1
λ
β
i
+
p∑
i=1
|∇K(ai)|
λi
)
.
If λ1  λ2 we use the vector field Z˜1 defined in (3.49), we then have〈
∂J (u),X1(u)+ Z˜1(u)
〉
−c
(
1
λ
β
1
+ |∇K(a1)|
λ1
)
+O
(∑
j =1
εj1
)
.
In this case let
W1 =
p∑
i=2
(
m1Xi − 2iZi
)+m1(X1 + Z˜1),
then we have 〈
∂J (u),W1
〉
−c
(
p∑
i=1
1
λ
β
i
+
p∑
i=1
|∇K(ai)|
λi
+
∑
i =j
εij
)
.
This concludes the proof of Proposition 3.6. 
Proof of Proposition 3.7. We divide the set V2(p, ε) into five sets.
V 12 (p, ε) =
{
u =
p∑
i=1
αiδaiλi ∈ V2(p, ε), yli = ylj ∀i = j, −
n∑
k=1
bk(yli ) > 0,
λi |ai − yli | < δ, ∀i = 1, . . . , p and ρ(yli , . . . , ylp ) > 0
}
,
V 22 (p, ε) =
{
u =
p∑
i=1
αiδaiλi ∈ V2(p, ε), yli = ylj ∀i = j, −
n∑
k=1
bk(yli ) > 0,
λi |ai − yli | < δ, ∀i = 1, . . . , p and ρ(yli , . . . , ylp ) < 0
}
,
V 32 (p, ε) =
{
u =
p∑
i=1
αiδaiλi ∈ V2(p, ε), yli = ylj ∀i = j, λi |ai − yli | < δ,
∀i = 1, . . . , p, and there exists j (at least) such that −
n∑
bk(ylj ) < 0
}
,k=1
H. Chtioui, A. Rigane / Journal of Functional Analysis 261 (2011) 2999–3043 3031V 42 (p, ε) =
{
u =
p∑
i=1
αiδaiλi ∈ V2(p, ε), yli = ylj ∀i = j, and there exists j (at least)
such that λj |aj − ylj |
δ
2
}
,
V 52 (p, ε) =
{
u =
p∑
i=1
αiδaiλi ∈ V2(p, ε), such that there exist i = j satisfying
yli = ylj
}
.
We break up the proof into steps 1–5 below. We construct an appropriate pseudo-gradient in each
region and then glue up through convex combinations.
Step 1: First, we consider the case of u = ∑pi=1 αiδaiλi ∈ V 12 (p, ε), then we have for any
i = j , |ai − aj | > ρ and therefore,
εij =
(
2
(1 − cosd(ai, aj ))λiλj
) n−4
2 (
1 + o(1))
= 2 n−42 G(ai, aj )
(λiλj )
n−4
2
(
1 + o(1)).
Here G(ai, aj ) = 1
(1−cosd(ai ,aj ))
n−4
2
, it is the Green function of (Sn,P). Thus,
λi
∂εij
∂λi
= −n− 4
2
2
n−4
2
G(ai, aj )
(λiλj )
n−4
2
(
1 + o(1)).
Using Proposition 3.1 with β = n − 4 and the fact that α
8
n−4
i K(ai)J (u)
n
n−4 = (1 + o(1)), we
derive that
〈
∂J (u),αiλi
∂δi
∂λi
〉
= (n− 4)J (u)1− n4
[
n− 4
n
c˜1
∑p
i=1 bk
K(ai)
n
4
1
λn−4i
+ c12 n−42
∑
i =j
G(yli , ylj )
(K(ai)K(aj ))
n−4
8
1
(λiλj )
n−4
2
]
+ o
(
p∑
i=1
1
λn−4i
+
∑
i =j
εij
)
,
where c˜1 = c
2n
n−4
0
∫
Rn
|(x1)|n−4
(1+|x|2)n dx. Hence, using the fact that |ai − yli | < δ, for δ very small, we
get
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∂J (u),
p∑
i=1
αiZi
〉
−ctΛM(yl1, . . . , ylp )Λ+ o
(
p∑
i=1
1
λn−4i
+
∑
i =j
εij
)
−cρ(yl1, . . . , ylp )|Λ|2 + o
(
p∑
i=1
1
λn−4i
+
∑
i =j
εij
)
,
where Λ = t ( 1
λ
n−4
2
1
, . . . , 1
λ
n−4
2
p
). Here M(yl1 , . . . , ylp ) is defined in (1.2) and ρ(yl1, . . . , ylp ) is the
least eigenvalue of M(yl1 , . . . , ylp ). Using the fact that ∀i = j , we have εij  c
(λiλj )
n−4
2
, since
|ai − aj | δ, we then obtain〈
∂J (u),
p∑
i=1
αiZi
〉
−c
(
p∑
i=1
1
λn−4i
+
∑
i =j
εij
)
.
In addition, ∀i = 1, . . . , p, we have λi |ai | < δ ⇒ |∇K(ai)|λi ∼
|(ai )k |β−1
λi
 c
λ
β
i
. Thus, we derive for
W 12 :=
∑p
i=1 αiZi
〈
∂J (u),W 12
〉
−c
(
p∑
i=1
1
λn−4i
+
p∑
i=1
|∇K(ai)|
λi
+
∑
i =j
εij
)
.
Step 2: Secondly, we study the case of u =∑pi=1 αiδaiλi ∈ V 22 (p, ε). Let e = (ei)i=1,...,p be an
eigenvector associated to ρ(yl1, . . . , ylp ) such that |e| = 1 with ei > 0 ∀i = 1, . . . , p. Let γ > 0
be such that for any x ∈ B(e, γ ) = {y ∈ Sp−1 s.t. |y − e| γ }, we have
t xM(yl1 , . . . , ylp )x 
1
2
ρ(yl1, . . . , ylp ).
Two cases may occur.
Case 1: Λ|Λ| ∈ B(e, γ ), where Λ = t ( 1
λ
n−4
2
1
, . . . , 1
λ
n−4
2
p
). In this case, we define W 22 =
−∑pi=1 αiZi . As in step 1, we find that,
〈
∂J (u),W 22 (u)
〉
−c
(
p∑
i=1
1
λ
β
i
+
p∑
i=1
|∇K(ai)|
λi
+
∑
i =j
εij
)
.
Case 2: Λ|Λ| /∈ B(e, γ ). In this case, we define
W 22 = −
2
n− 4 |Λ|
p∑
i=1
αiλ
n
4
i
[ |Λ|ei −Λi
|Λ| −
Λi < |Λ|e −Λ,Λ>
|Λ|3
]
∂δaiλi
∂λi
.
Using Proposition 3.1, we find that
H. Chtioui, A. Rigane / Journal of Functional Analysis 261 (2011) 2999–3043 3033〈
∂J (u),W 22 (u)
〉= −c|Λ|2 ∂
∂t
(
tΛ(t)MΛ(t)
)
/t=0 + o
(
p∑
i=1
1
λn−4i
)
+ o
(∑
i =j
εij
)
.
Here M = M(yl1 , . . . , ylp ) and Λ(t) = (1−t)Λ+t |Λ|e|(1−t)Λ+t |Λ|e|Λ. Observe that,
tΛ(t)MΛ(t) = ρ + (1 − t)
2
|(1 − t)Λ+ t |Λ|e|
(
tΛMΛ− ρ|Λ|2).
Thus we obtain ∂
∂t
(tΛ(t)MΛ(t)) < −c and therefore we get
〈
∂J (u),W 22 (u)
〉
−c
(
p∑
i=1
1
λn−4i
+
p∑
i=1
|∇K(ai)|
λi
+
∑
i =j
εij
)
.
Step 3: Now, we deal with the case of u =∑pi=1 αiδaiλi ∈ V 32 (p, ε).
Without loss of generality, we can assume that 1, . . . , q are the indices which satisfy
−∑nk=1 bk(yli ) < 0 ∀i = 1, . . . , q . Let
W˜ 12 =
q∑
i=1
−αiZi.
By Proposition 3.1 and (3.43), we obtain
〈
∂J (u), W˜ 12 (u)
〉
−c
(
q∑
i=1
1
λ
β
i
+
∑
i =j,1iq
εij
)
.
Set
I =
{
i, 1 i  p s.t. λi 
1
10
min
1jq
λj
}
.
It is easy to see that, we can add to the above estimates all indices i such that i /∈ I . Thus
〈
∂J (u), W˜ 12 (u)
〉
−c
(∑
i /∈I
1
λ
β
i
+
∑
i =j,i /∈I
εij
)
.
If I = ∅, in this case, we write u as follows
u =
∑
i∈I
αiδaiλi +
∑
i /∈I
αiδaiλi = u1 + u2.
Observe that u1 has to satisfy one of two cases above that is u1 ∈ V 12 (I, ε) or u1 ∈ V 22 (I, ε).
Thus we can apply the associated vector field which we will denote by W˜ 2. We then have2
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∂J (u), W˜ 22 (u)
〉
−c
(∑
i∈I
1
λ
β
i
+
∑
i =j,i∈I
εij +
p∑
i=1
|∇K(ai)|
λi
)
+O
( ∑
i =j,i /∈I
εij
)
.
Let in this subset W 32 = W˜ 12 +m1W˜ 22 , m1 be a small positive constant. We get
〈
∂J (u),W 32 (u)
〉
−c
(
p∑
i=1
1
λ
β
i
+
p∑
i=1
|∇K(ai)|
λi
+
∑
i =j
εij
)
.
Step 4: We consider here the case of u =∑pi=1 αiδaiλi ∈ V 42 (p, ε).
We order the λis in an increasing order, for sake of simplicity, we can assume that λ1 
· · ·  λp . Let λi1 = inf{λj s.t. λj |aj |  δ}. For m1 > 0 small enough, we need to prove the
following claim
〈
∂J (u), (Xi1 −m1Zi1)(u)
〉
−c
(
p∑
i=i1
1
λ
β
i
+
∑
j =i1
εi1j +
p∑
i=1
|∇K(ai1)|
λi1
)
.
Indeed, for i = j , we have |ai − aj | > ρ, thus in Proposition 3.2 the term | 1λi
∂εij
∂(ai )k
| is very small
with respect to εij , hence,
〈
∂J (u),Xi1(u)
〉
− c
λ
β
i1
(∫
Rn
bki1
|xki1 + λi1(ai1)ki1 |β
(1 + λi1 |(ai1)ki1 |)
β−1
2
xki1
(1 + |x|2)n+1 dx
)2
+ o
(
1
λ
β
i1
)
+ o
(∑
j =i1
εi1j
)
.
If i1 ∈ L1 in this case δ  λi1 |ai1 |M1, using (3.52), we get
〈
∂J (u),Xi1(u)
〉
−c 1
λ
β
i1
+ o
(∑
j =i1
εi1j
)
−c
p∑
i=i1
1
λ
β
i
+ o
(∑
j =i1
εi1j
)
. (3.55)
From another part, we have by Proposition 3.1 and (3.43)
〈
∂J (u),Zi1(u)
〉
−c
∑
j =i1
εi1j +O
(
1
λ
β
i1
)
. (3.56)
Using (3.55) and (3.56) our claim follows in this case.
If i1 ∈ L2, using (3.20), we find
〈
∂J (u),Xi1(u)
〉
−c
(
1
λ
β
i1
+ |(ai1)ki1 |
β−1
λi1
)
+ o
(∑
j =i1
εi1j
)
−c
(
p∑ 1
λ
β
+ |(ai1)ki1 |
β−1
λi1
)
+ o
(∑
εi1j
)
i=i1 i j =i1
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〈
∂J (u),−Zi1(u)
〉
−c
∑
j =i1
εi1j +O
( |(ai1)ki1 |β−2
λ2i1
)
.
Now using (3.44), we obtain
〈
∂J (u), (Xi1 −m1Zi1)(u)
〉
−c
(
p∑
i=i1
1
λ
β
i
+
∑
j =i1
εi1j +
|(ai1)k|β−1
λi1
)
−c
(
p∑
i=i1
1
λ
β
i
+
∑
j =i1
εi1j +
|∇K(ai1)|
λi1
)
,
since |∇K(ai1)| ∼ |(ai1)ki |β−1. Hence our claim is valid.
Now let
I =
{
i, 1 i  p s.t. λi <
1
10
λi1
}
,
then it is easy to see that
〈
∂J (u), (Xi1 −m1Zi1)(u)
〉
−c
(∑
i /∈I
1
λ
β
i
+
∑
j =i,i /∈I
εij + |∇K(ai1)|
λi1
)
since εij  c
(λiλj )
n−4
2
. Furthermore, using (3.20), we have
〈
∂J (u),
(
Xi1 −m1Zi1 +
∑
i /∈I,i∈L2
Xi
)
(u)
〉
−c
(∑
i /∈I
1
λ
β
i
+
∑
i /∈I
|∇K(ai)|
λi
+
∑
i =j,i /∈I
εij
)
since for i /∈ I and i ∈ L1 we have |∇K(ai)|λi  cλβi .
We need to add the remainder terms (if I = ∅). Let u1 =∑i∈I αiδaiλi , ∀i ∈ I then we have
λi |ai | < δ, thus u1 ∈ V j2 (I, ε), j = 1 or 2 or 3, we can apply then the associated vector field
which we will denote by W˜ 42 . We then have
〈
∂J (u), W˜ 42
〉
−c
(∑
i∈I
1
λ
β
i
+
∑
i =j,i,j∈I
εij +
∑
i∈I
|∇K(ai)|
λi
)
+O
( ∑
i∈I,j /∈I
εij
)
.
Let W 42 = Xi1 −m1Zi1 +
∑
i /∈I,i∈L2 Xi +m2W˜ 42 , m2 be positive small enough, then we get
〈
∂J (u),W 42 (u)
〉
−c
(
p∑ 1
λ
β
+
p∑ |∇K(ai)|
λi
+
∑
εij
)
.i=1 i i=1 i =j
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Let
Bk =
{
j, 1 j  p s.t. aj ∈ B(ylk , ρ)
}
.
In this case, there is at least one Bk which contains at least two indices. Without loss of generality,
we can assume that 1, . . . , q are the indices such that the set Bk , 1 k  q contains at least two
indices. We will decrease the λis for i ∈ Bk with different speed. For this purpose, let
χ :R→R+
t →
{
0 if |t | γ ′,
1 if |t | 1.
Here γ ′ is a small constant.
For j ∈ Bk , set χ(λj ) =∑i =j,i∈Bk χ(λjλi ). Define
W˜ 52 = −
q∑
k=1
∑
j∈Bk
αjχ(λj )Zj .
Using Proposition 3.1 and (3.28), we obtain
〈
∂J (u), W˜ 52 (u)
〉
 c
q∑
k=1
[ ∑
i =j,j∈Bk
χ(λj )λj
∂εij
∂λj
+
∑
j∈Bk,j∈L1
χ(λj )O
(
1
λ
β
j
)
+
∑
j∈Bk,j∈L2
χ(λj )O
( |(aj )ki |β−2
λ2j
)]
.
For j ∈ Bk , with k  q , if χ(λj ) = 0, then there exists i ∈ Bk such that 1
λ
β
j
= o(εij ) (for ρ small
enough). Furthermore, for j ∈ Bk , if i /∈ Bk (or i ∈ Bk with λi ∼ λj ), then we have by (3.43)
λj
∂εij
∂λj
−cεij and λi ∂εij
∂λi
−cεij .
In the case where i ∈ Bk with assuming λi  λj , we have χ(λj )− χ(λi) 1. Thus
χ(λj )λj
∂εij
∂λj
+ χ(λi)λi ∂εij
∂λi
 λj
∂εij
∂λj
−cεij .
Thus we obtain
〈
∂J (u), W˜ 52 (u)
〉
−c
q∑
k=1
∑
j∈Bk
χ(λj )
(∑
i =j
εij + 1
λ
β
j
)
+
q∑ ∑
χ(λj )O
( |(aj )ki |β−2
λ2j
)
. (3.57)k=1 j∈Bk,j∈L2
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λi0 = inf{λi, i = 1, . . . , p}.
We distinguish two cases.
Case 1: There exists j such that χ(λj ) = 0 and λi0 ∼ λj (γ ′  λi0λj  1), then we can appear
on the above estimate − 1
λ
β
i0
and therefore −∑pi=1 1λβi and −∑k =r εkr . Thus we obtain
〈
∂J (u), W˜ 52 (u)
〉
−c
(
p∑
i=1
1
λ
β
i
+
∑
i =j
εij
)
+O
(
q∑
k=1
∑
j∈Bk,j∈L2
|(aj )ki |β−2
λ2j
)
.
Now let
W 52 = W˜ 52 +m1
p∑
i=1
Xi,
then using the above estimates with Proposition 3.2 and (3.44), we obtain
〈
∂J (u),W 52 (u)
〉
−c
(
p∑
i=1
1
λ
β
i
+
∑
i =j
εij +
p∑
i=1
|∇K(ai)|
λi
)
.
Case 2: For each j ∈ Bk , 1 k  q we have
λi0  λj
(
i.e.
λi0
λj
< γ ′
)
or if λi0 ∼ λj we have χ(λj ) = 0.
In this case we define
D =
[{
i, χ(λi) = 0
}∪ C( q⋃
k=1
Bk
)]
∩
{
i,
λi
λi0
<
1
γ ′
}
.
It is easy to see that i0 ∈ D and if i = j ∈ {i, χ(λi) = 0} ∪ C(⋃qk=1 Bk) we have ai ∈ B(yli , ρ)
and aj ∈ B(ylj , ρ) with yli = ylj . Let
u1 =
∑
i∈D
αiδaiλi ,
then u1 has to satisfy one of the four subsets above, that is u1 ∈ V j2 (I, ε) for j = 1,2,3 or 4.
Thus we can apply the associated vector field which we will denote by Y and we have the estimate
〈
∂J (u),Y (u)
〉
−c
(∑ 1
λ
β
+
∑ |∇K(ai)|
λi
+
∑
εij
)
+O
( ∑
εij
)
.i∈D i i∈D i =j,i,j∈D i∈D,j /∈D
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λ
β
i0
, thus we can make appear
−∑pi=1 1λβi . Now concerning the term −∑i =j εij , if i ∈ D and j ∈ CD, observe that,
CD =
{
i,
λi
λi0
>
1
γ ′
}
∪
[{
i, χ(λi) = 0
}∩( q⋃
k=1
Bk
)]
,
and we have two situations: either j ∈ [{i, χ(λi) = 0} ∩ (⋃qk=1 Bk)], then we have −εij in the
estimates (3.57) or j ∈ {i, λi
λi0
> 1
γ ′ }, we can prove in this cases that |ai − aj | ρ. Thus
εij 
c
(λiλj )
n−4
2
<
cγ ′ n−42
(λi0λi)
n−4
2
= o(εi0i )
(
for γ ′ small enough
)
.
Thus we derive
〈
∂J (u),
(
W˜ 52 +m1Y
)
(u)
〉
−c
(∑
i∈D
|∇K(ai)|
λi
+
p∑
i=1
1
λ
β
i
+
∑
i =j
εij
)
+
q∑
K=1
∑
j∈Bk,j∈L2
χ(λj )O
( |(aj )ki |β−2
λ2j
)
,
and hence, by (3.44), we have
〈
∂J (u),
(
W˜ 52 +m1Y +m2
∑
i=1,i∈L2
Xi
)
(u)
〉
−c
(
p∑
i=1
1
λ
β
i
+
∑
i =j
εij +
p∑
i=1
|∇K(ai)|
λi
)
,
for m1 and m2 two small positive constants. In this case we denote
W 52 := W˜ 52 +m1Y +m2
∑
i=1,i∈L2
Xi.
The vector field W2 in V2(p, ε) will be a convex combination of Wj2 , j = 1, . . . ,5. This con-
cludes the proof of Proposition 3.7. 
Corollary 3.2. Let p  2. The critical points at infinity of J in V (p, ε) correspond to
p∑
i=1
1
K(yli )
n−4
2
δ(yli ,∞)
where (yl1, . . . , ylp ) ∈ C+n−4. Moreover, such a critical point at infinity has an index equal to
p − 1 +∑p n− i˜(y).i=1
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line of W˜1, until the concentration points of the flow do not enter some neighborhood of
(yl1 , . . . , ylp ) such that (yl1, . . . , ylp ) ∈ C+n−4, since the supλi is non-increasing on the flow
lines in this set. From another part if each ai , 1  i  p is near a critical point yli such that
(yl1 , . . . , ylp ) ∈ C+n−4, we observe that supλi has to increase and go to +∞ as well as infλi .
Thus we obtain a critical point at infinity. In this region arguing as in the proof of Lemma 4.2
of [7], we can find a change of variable
(a1, . . . , ap,λ1, . . . , λp) → (˜a1, . . . , a˜p, λ˜1, . . . , λ˜p) := (˜a, λ˜),
such that
J
(
p∑
i=1
αiδaiλi + v
)
= ψ(α, a˜, λ˜) :=
∑p
i=1 α2i Sn
(Sn
∑p
i=1 α
2n
n−4
i K(˜ai)
n−4
n )
[
1 + ctΛMΛ],
where M = M(yl1, . . . , ylp ) is defined in (1.2) and tΛ = ( 1
λ
n−4
2
1
, . . . , 1
λ
n−4
2
p
).
Observe that the function ψ admits on the variable αis an absolute degenerate maximum
with one dimensional nullity space. Then the index of such a critical point at infinity is equal to
p − 1 +∑pi=1 n− i˜(y). The result of Corollary 3.2 follows. 
Theorem 3.3. There exists a pseudo-gradient W˜2 in V (1, ε) so that the following holds. There is
a positive constant c > 0 independent of u = αδaλ ∈ V (1, ε) such that
(i) 〈∂J (u), W˜2(u)〉 c( 1
λβ
+ |∇K(a)|
λ
)
.
(ii)
〈
∂J (u+ v), W˜2(u)+ ∂v
∂(αi, ai, λi)
(
W˜2(u)
)〉
 c
(
1
λβ
+ |∇K(a)|
λ
)
.
Furthermore |W˜2| is bounded and the only case where λ is not bounded is where a ∈ B(y,ρ),
y ∈ K+.
Proof. Let u = α1δa1λ1 ∈ V (1, ε).
Case 1: If a1 ∈ B(y,ρ), y ∈ K, we define
W ′1 = Z˜1 +X1
where Z˜1 is defined by (3.49) and X1(u) is defined by (3.19). We obtain then by (3.51)
〈
∂J (u),W ′1(u)
〉
−c
(
1
λ
β
1
+ |∇K(a1)|
λ1
)
.
Case 2: If a1 /∈⋃y∈K B(y,ρ), we define
W ′2 =
1 ∂δa1λ1 ∇K(a1) .
λ ∂a1 |∇K(a1)|
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〈
∂J (u),W ′2(u)
〉
−c
(
1
λ
β
1
+ |∇K(a1)|
λ1
)
.
The required pseudo-gradient W˜2 will be defined by convex combination of W ′1 and W ′2. 
Corollary 3.3. The only critical point at infinity of J in V (1, ε) corresponds to
1
K(y)
n−4
2
δ(y,∞), y ∈ K+,
such critical point has an index equal to n− i˜(y).
Proof. The proof is similar to the proof of Corollary 3.2. 
4. Proof of the main results
This section is devoted to the proof of the main results of this paper.
4.1. Proof of Theorem 1.2 and Theorem 1.3
Once the existence of mixed critical points at infinity is ruled out, see Corollary 3.1, it follows
from Corollary 3.2 and Corollary 3.3 that the only critical points at infinity of the associated
variational problem are:
(y)∞ := 1
K(y)
n−4
2
δ(y,∞), y ∈ K+ \ Kn−4
and
(yi1, . . . , yip )∞ :=
p∑
i=1
1
K(yij )
n−4
2
δ(yij ,∞), (yi1 , . . . , yip ) ∈ C+n−4.
The indices of such critical points at infinity are:
i(y)∞ := n− i˜(y)
and
i(yi1 , . . . , yip )∞ := p − 1 +
p∑
j=1
n− i˜(yij ).
Let C∞ be the set of all critical points at infinity. For each x∞ ∈ C∞, we denote by W∞u (x∞) the
unstable manifold of the critical point at infinity x∞ (see [3, pages 356–357]). Recall that i(x∞)
the index of x∞ is equal to the dimension of W∞(x∞).u
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l̂ := Max{i(x∞), x∞ ∈ C∞}.
For k ∈ {0, . . . , l̂}, we define the following sets:
X∞k =
⋃
x∞∈C∞,i(x∞)k
W∞u (x∞)
where W∞u (x∞) is the closure of the unstable manifold of x∞, defined by adding to W∞u (x∞)
the unstable manifolds of critical points or critical points at infinity dominated by x∞. These
manifolds are then of dimension k − 1 at most (see [3, page 357]). Therefore X∞k define a
stratified set of top dimension  k. Without loss of generality, we may assume that it is equal
to k.
Now, for λ > 0, a fixed constant large enough and y0 an absolute maximum of K on Sn, we
define the following set
θ
(
X∞k
)= { tu+ (1 − t)δ(y0,λ)‖tu+ (1 − t)δ(y0,λ)‖ , t ∈ [0,1], u ∈ X∞k
}
.
θ(X∞k ) define a contraction of X∞k in Σ+ of dimension k + 1.
Now, we use the gradient flow of (−∂J ) to deform θ(X∞k ). By transversally arguments we can
assume that the deformation avoids all critical points as well as critical points at infinity having
their Morse index greater or equal to k+ 2. It follows then, by Proposition 7.24 and Theorem 8.2
of [5], that θ(X∞k ) retracts by deformation (:) on the set
X∞k ∪
⋃
x∞<θ(X∞k ),i(x∞)=k+1
W∞u (x∞)∪
⋃
w<θ(X∞k ),i(w)k+1
Wu(w),
where x∞ is a critical point at infinity of index k + 1 and dominated by θ(X∞k ), w is a solution
of (1.2) of Morse index  k + 1 and dominated by θ(X∞k ).
Now take k = k0, where k0 is the integer such that the
max
k∈(H1)
∣∣∣∣1 − ∑
y∈K\Kn−4
n−˜i(y)k
(−1)n−˜i(y) −
∑
τp∈C+n−4
i(τp)k
(−1)i(τp)
∣∣∣∣
is achieved. Since k0 satisfies (H1), there is no critical point at infinity with index k0 + 1. We
derive that
θ
(
X∞k0
) X∞k0 ∪ ⋃
w<θ(X∞k0 ),i(w)k0+1
Wu(w). (4.1)
Now observe that, it follows from the above deformation retract that the problem (1.2) has nec-
essary a solution w with i(w) k0 + 1. Otherwise it follows from (4.1) that
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(
X∞k0
) X∞k0 . (4.2)
Let M be a finite cw complex in dimension k, then it is well known (see [15]) that the Euler–
Poincaré characteristic of M , χ(M) is given by the following
χ(M) =
k∑
j=0
(−1)jn(j), (4.3)
where n(j) is the number of cells of dimension j in M . We apply this to our situation. By con-
struction X∞k0 is a finite cw complex in dimension k0, where the cells of dimension an integer j in
X∞k0 are given by the unstable manifolds of the critical points at infinity x∞ such that i(x∞) = j .
According to (4.3), we derive that
χ
(
X∞k0
)= ∑
x∞∈C∞,i(x∞)k
(−1)i(x∞).
From another part, it is easy to see that χ(θ(X∞k0 )) = 1, since θ(X∞k0 ) is a contractible set. Thus,
derive from (4.2), taking the Euler characteristic of both sides that
1 =
∑
x∞∈C∞,i(x∞)k
(−1)i(x∞).
Such an equality contradicts the assumption of Theorem 1.2.
Now, for generic K , it follows from the Sard–Smale theorem that all solutions of (1.2) are
non-degenerate solutions, see [18]. We apply the Euler–Poincaré characteristic argument, and
we derive from (4.1) that
1 =
∑
x∞∈C∞,i(x∞)k
(−1)i(x∞) +
∑
w<θ(X∞k0 ),i(w)k0+1
(−1)i(w).
It follows then that
∣∣∣∣1 − ∑
y∈K+,i(y)∞k0
(−1)i(y)∞
∣∣∣∣ Sk0+1,
where Sk0+1 denotes the set of solutions of (1.2) having their Morse indices  k0 + 1. This
concludes the proof of Theorem 1.2.
Once Theorem 1.2 is proved, Theorem 1.3 follows immediately. 
Remark 4.1. It is easy to see from the proof of Theorem 1.2 that the obtained solutions have a
Morse indices  k0 + 1.
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