building upon a previous result of Ehrenfeucht and Mostowski [1956], showed that NF is consistent if and only if there is a model of the Theory of Negative (and positive) Types (TNT) with full extensionality that admits of a "shifting automorphism," but the existence of a such a model remains an open problem.
way around this is to make the relation itself definable within U , and use set-existence principles in U to show that the corresponding properties carry over to U . For instance, this is the approach of Antonelli [1992, 1994] .
In some cases, however, this road is blocked. For instance, if U is a model of some version of type theory (as in our case), then is only externally definable. A possible solution to this is first to extend U to a universe U that is intrinsically richer in sets than U , and then collapse U with respect to . If U is rich enough in sets, then U = U / will still contain enough sets to satisfy the set-existence principles we want.
It will turn out that the sets that need to be adjoined to U before we can collapse it are certain "maximal representatives" of the equivalence classes. That is, we want U to contain for each x a set c(x) satisfying:
c(x) = {y : y is a set ∧ y x}.
This is precisely what is required for the quotient model to satisfy comprehension. We will see, in particular, that the hypothesis of closure under maximal representatives is used only once, namely in showing that {x : ϕ} exists when ϕ has the form ¬ψ.
We start in Section 1 by reviewing some well known facts about NF, NFU, their respective strength, and the Specker-Jensen construction. In Section 2 we present an alternative axiomatization of TNT, the theory of negative types, based on the analogues of the operations introduced by Gödel to analyze first-order definability and the "Aussonderung" axiom. In Section 3 we describe how to obtain a relation with the desired properties, and state precise conditions that must be met for closure under maximal representatives to hold. Finally, in Section 4, we show that taking the quotient of the model of Section 4 enforces full extensionality while preserving both comprehension and the shifting automorphism.
NF and NFU
We begin by laying down a few notational conventions. In what follows, "Z" denotes the set {. . . − 2, −1, 0, 1, 2 . . .} of the integers, while "N" denotes the set of the non-negative integers. We use i, j, k, l, . . . Let L 1 be the language of set theory, comprising the predicate constants ∈ and ≡, and the variables v 1 , v 2 , . . .. In practice, we use x, y, z, . . . as metavariables ranging over the variables of L 1 . A formula ϕ of L 1 is said to be stratified if there exists an assignment of indices from N to the variables of ϕ that turns ϕ into a formula of type theory.
The system NF formulated in L 1 comprises the axiom of extensionality:
and the axiom schema of comprehension: for stratified ϕ not containing y,
The system NFU, formulated in L 1 , comprises the axioms COMP, for stratified ϕ, and the following weakened version of EXT:
As already mentioned, NFU is strictly weaker than NF. In particular, Specker [1953] has shown that the axiom of choice is refutable in NF, whence it follows that the axiom of infinity is provable (a direct proof of the axiom of infinity in NF can be found in Rosser [1978] , Appendix A). On the other hand, Jensen [1967] shows that both choice and infinity are independent of NFU.
Specker [1958, 1962] discovered an interesting connection between models of NF and certain models of type theory. In order to explain what the connection is, let L 2 be the language of (positive and negative) type theory. In particular, L 2 comprises the two predicate constants ∈ and ≡, and variables v
. ., where the superscripts indicate the type. We will assume that i 1 , i 2 , . . . is an enumeration of the set Z of all integers, in which each i ∈ Z occurs infinitely often (so that there are infinitely many variables of each type). This is an enumeration of the variables that is a little more complicated than is usually the case, but we have to adopt it here for technical reasons that will become clear later on. Observe that in this enumeration there is no repetition of subscripts. Occasionally, we will use x i , y i , . . . as metavariables; sometimes, we will omit superscripts on all but the first occurrence of a (meta)variable in a formula. As usual, we only allow atomic formulas of the form x i ∈ y i+1 or x i ≡ y i .
1.1 DEFINITION. Let TNT be type theory, with the axioms EXT and COMP, formulated in L 2 (so that the stratification requirement for COMP is automatically met). A model of TNT is then a structure
, and the U i 's are pairwise disjoint.
DEFINITION.
Let M be a model of TNT. A map σ :
is a shifting automorphism of M if (i) σ is a bijection; (ii) σ(U i ) = U i+1 ; and (iii) for all u ∈ U i and
A Model of TNT that admits of a shifting automorphism is called a Specker model. Proof sketch. Let N = U i , ∈ i i∈Z be a Specker model and σ a shifting automorphism of N . Define M = U, ∈ as follows: set U := U 0 , and let x ∈ y ⇐⇒ x ∈ 0 σ(y). If ϕ is a stratified formula, let ϕ * be obtained from ϕ by adding superscripts to its variables in some appropriate manner. It is then possible to show that
Thus, M |= EXT, COMP. Conversely, if M is a model of NF, then the identity map is a shifting automorphism of M.
Jensen [1967] modified the above argument to establish the following result. 
An Alternative Axiomatization
In this section we are going to develop an alternative axiomatization for the pure theory of comprehension.
Such an axiomatization is inspired by Gödel's decomposition of the class-existence axioms for NBG into a closure condition under finitely many operations of a particular kind. A similar construction has been carried out also for separation in ZF (see e.g., Jech [1978] ). With respect to Zermelo-Fraenkel set theory the present case exhibits a few added complications, due to fact that all our sets must be homogeneous, and that we use a somewhat different definition of ordered pairs.
As is well known, a necessary and sufficient condition for a given universe of sets to be closed under separation (or restricted comprehension), is that it be closed under certain elementary operations, first introduced by Gödel in connection with the constructible universe (see for instance Jech [1978] , pp. 92-6).
A similar result for NF itself was given by Hailperin [1944] , thereby establishing the finite axiomatizability of NF. Here we carry out the analog decomposition for the Theory of Negative Types.
We define a new language L 3 as follows:
where the F i j are function symbols and the ∅ i are new constants denoting the empty set of type i. The theory T G comprises for each i ∈ Z the the sentences ∀x i ¬x ∈ ∅ i+1 as well as the (formal counterparts of the) axioms:
where u i , v i = {{{u}}, {{v}, ∅ i+1 }} (notice that this is non-standard version of the Mostowski-Kuratowski ordered pair; in particular, u i , v i has type i + 3). Observe that the above definitions have the form
ϕ(x, y)}; they should be interpreted so as not to rely on the axiom of extensionality, and in particular as implying
for the appropriate index i. It will be convenient to refer to the type of the values of F i j as k(i, j), where k is defined by the following table: j = 0 1 2 3 4 5 6 7 8 9 10 11 12 k(i, j) = i + 4 i + 1 i − 1 i i + 2 i + 2 i + 2 i i i i i i
Next, for readability, we adopt the following abbreviations with the obvious meaning, and dropping superscripts wherever possible:
(13) following common usage, we write
2.1 DEFINITION. We now define ordered sequences in the usual way, by induction on their length:
2.2 THEOREM. M |= T G if and only if the restriction of M to L 2 is a model of TNT with atoms.
Proof. It is clear that if M is a model of TNT with atoms then it has a unique expansion to L 3 that is a model of T G . Indeed, for any x ∈ M the set F i j (x) is definable by comprehension. For the converse, it suffices to show that any structure closed under the F i j is a model of comprehension. We are going to show that for any formula
jn , we have:
This is established by induction on ϕ. Since the theorem holds up to logical equivalence, we assume that in existential formulas ∃x in n ψ, n is the highest among subscripts of variables occurring in ψ (this can always be accomplished given our "diagonal" enumeration of variables). We distinguish a number of cases.
Case 0: ϕ is atomic of the form v
, with k = l (because of the enumeration of the variables) and k, l ≤ n. We then proceed by induction on n.
Case 1: n = 2 and ϕ is atomic of the form v
. It follows 1 ≤ k, l ≤ 2. Suppose k = 1 and l = 2: then it suffices to show that for any z of type i = 1,
It suffices to take x = (dom(F i+1 5
({z})))
. Now suppose k = 2 and l = 1. Then if x is as above, take inv(x).
and n = 2, so that 1 ≤ k, l ≤ n. Distinguish the subcases:
, and take
Case 3: n > 2. We distinguish the following subcases: 3.1 Both k, l = n. Then by inductive hypothesis
, since in general t 1 , . . . , t n−2 , t n−1 , t n = t 1 , . . . , t n . 3.3 k = n − 1, l = n. By case 3.1, there is x such that
+ . . . + m−i n−2 , and take G 1 (x × (y 1 × . . . × y n−2 )).
3.4 k = 2 and l = n − 1. This is similar the previous one, using 3.2 instead of 3.1.
Case 4: ϕ is ψ 1 ∧ ψ 2 . By inductive hypothesis, there exist
Case 5: ϕ is ¬ψ. By inductive hypothesis, there exists
take x = comp(y).
Case 6: ϕ is ∃v in jn ψ; by inductive hypothesis, there exists
To see that comprehension holds, we need to show how to handle parameters. Let ϕ be a formula in n + 1 variables and let p 1 , . . . , p n be n parameters. We just established that there exists
for appropriate integers k 1 , . . . , k n , and take x = rng(y ∩ z).
2.3 COROLLARY. For any formula ϕ(x, y) of L 2 (i.e., the language with only ∈ and ≡, before the addition of the F i j ), there is a term t ϕ (y) of L 3 such that the following is a theorem of T G :
Proof. Immediate upon inspection of the proof of the previous theorem.
2.4 COROLLARY. For any formula ϕ(x, y) of L 3 , there is a term t ϕ (y) of L 3 such that the following is a theorem of T G :
Proof. With no loss in generality assume there are no parameters y. Suppose ϕ is ψ(t 1 , . . . , t n ) where t 1 , . . . , t n are closed L 3 -terms and ψ is in L 2 . We know each t i is definable by comprehension by a L 2 -formula θ i (y):
Let ϕ * (x) be the formula
Apply the previous corollary to ϕ * .
Contractions and Their Properties
In this section we are going to state conditions sufficient for a model of TNT or T G with atoms to have an extensional quotient that is a model of NF. A general reference for contractions is Aczel [1988] .
3.1 DEFINITION. For any binary relation R, we define a binary relation R ∀∃ such that, for any x, y of type i:
It's immediate to verify that (·)
∀∃ is monotone with respect to inclusion and that if R is an equivalence relation, then so is R ∀∃ .
DEFINITION. If a fixed point of (·)
∀∃ is also an equivalence relation, it is called a contraction.
DEFINITION.
Let N be a model of TNT and a contraction over N . Then N is closed under maximal representatives (of the equivalence classes of ) if the following holds: for each x in N , there is y in N such that z ∈ y if and only if ∃z (z z ∧ z ∈ x).
Observe that if y has the property that for any z, z ∈ y if and only if ∃z (z z ∧ z ∈ x) then y is indeed a "maximal representative of [x] : if u x then u ⊆ y. The remaining part of the paper is concerned with the proof of the following theorem:
3.4 THEOREM. Suppose N is a model of TNT with atoms, which is closed under maximal representatives with respect to a contraction . Moreover, assume σ is a shifting automorphism with the property that ∀x∀y(x y ↔ σ(x) σ(y)).
Then the extensional quotient of N (with respect to ) collapses to a model of pure TNT with a shifting automorphism.
Observe that the property ∀x∀y(x y ↔ σ(x) σ(y))
is not hard to enforce. For intance, if one takes to be the least fixed point of (·) ∀∃ over, say, Jensen's model, then it is easy to show that the above property holds. Similarly, it can be arranged that the fixed point of (·) ∀∃ is an equivalence relation and therefore a contraction. This ensures that the extensional quotient will still have a shifting automorphism. It is more difficult to enforce closure under maximal representatives. Let us take the time to observe that many simple-minded strategies will not work. It has been observed by Vann McGee that extensional quotients will preserve the axiom of choice, and since the axiom is known to fail in any model of NF, it follows that it must fail in N as well.
On the other hand, since there are models of TNT with atoms that verify the axiom of choice, the model N cannot be obtained by any construction preserving finite extensions of theories. For instance, it is natural to suppose that N could be obtained by omitting the types Σ(x) = {x ∈ c(a)} ∪ {¬x ≡ y : ∃z(y z ∧ z ∈ a}, where intuitively c(a) is a new constant denoting the maximal representative of class [a] . In turn, one might try to obtain a suitable consistent theory locally omitting the above types. But if the theory if shown to be consistent by suitably interpreting it over some Jensen model, it remains consistent when extended with the axiom of choice, and the resulting theory still would locally omit the types. So the omitting types theorem (or, a fortiori, the compactness theorem) does not provide a suitable straegy to obtain N .
In the remaining part of the paper we assume that such a model N exists, and verify that this implies the consistency of NF. For notational convenience, we refer to the maximal representative of x in N as c i (x) (where i is the type of x). Notice, however, that this is a purely metalinguistic notation: c i (x) is by no means a term in the language of N .
3.5 DEFINITION. Let M = U i , ∈ i be the quotient of N with respect to , i.e., the set of equivalence classes [x] = {y : x y}, equipped with a binary relation ∈ i over M defined as follows:
Notice that [x] ∈ i [y] holds if and only if for some z ∈ N , we have x z and N |= z ∈ i y. . This is independent of the representative, since if x y then σ(x) σ(y) by hypothesis. For the same reason, σ turns out to be injective and onto. Now we have that for all x, y in N , x ∈ i c i+1 (y) if and only if σ(x) ∈ i+1 c i+2 (σ(y)). In fact, in N we have:
x ∈ i c i+1 (y) ⇐⇒ x z ∈ i y for some z
Using this it follows also that
which shows that σ is a shifting automorphism.
Enforcing Extensionality, Preserving Comprehension
In this last section we show that collapsing N into the model M enforces full extensionality and preserves comprehension. 
PROPOSITION. Full extensionality holds in M .
Proof. Let N be the model obtained at the end of the previous section, and M its quotient. We need to show that
So assume that ∀z(z ∈ i x ↔ z ∈ i y) holds in M . Now let x ∈ i x (in N ); then by reflexivity,
. By hypothesis, it follows that [x ] ∈ i [y], i.e. x y for some y ∈ i y. Thus we have (∀x ∈ i x)(∃y ∈ i y) x y .
Analogously,
(∀y ∈ i y)(∃x ∈ i x) x y .
It follows that x y, as required.
As we have already seen, in order to establish closure under comprehension, it is sufficient to show closure under the operations F i j . Our strategy will be to provide a proof of this fact: this is sufficient to establish that comprehension holds in M . The proof is modelled after the one given in section 2, but our argument here will be somewhat more informal. In particular, we will not formally introduce the operations F i j in the language, but we will observe that the corresponding closure definitions obtain.
We begin our tour of the Gödel closure properties of M from the simplest one, i.e., pairing, and then work our way up. To simplify notation, we will omit the type subscript from ≡ (but we will write ∈ i for membership in M ). Furthermore, many of these proofs proceed similarly, therefore we will allow ourselves to be somewhat sketchy at times in order to avoid repetitions.
PROPOSITION. M is closed under pairing: for any
Proof. We first establish existence. In N , form the pair {x, y}. Then for any [v] we have:
As to uniqueness, we must show that if [z] is such that for any [v] [v]
, whence by hypothesis z x ∨ z y. This shows (∀z ∈ i z)(∃w ∈ i {x, y}) z w.
For the converse, certainly
. This means (∃z ∈ i z) x z . Likewise, we obtain (∃z ∈ i z) y z . Combining the two, we have (∀w ∈ i {x, y})(∃z ∈ i z) z w, whence z {x, y} as required.
NOTATION. We write {[x], [y]} for the pair of [x] and [y] in
Moreover, let ι be the singleton operation in N , i.e., ι(x) ≡ {x}. In M then we can obtain an analogue version, for which we use the same notation.
DEFINITION.
We define a singleton operation ι over M as follows.
We can obtain an iterated version of ι by defining
Then we have the following result, whose proof is omitted and left to the reader.
PROPOSITION. ∀y([y] ∈
We can now define ordered pairs and finite sequences. It is a well-known feature of type theory that the usual Wiener-Kuratowski definition of ordered pair raises the type by two. This is the reason why Quine and Rosser developed definitions, in NF, that do not raise the type. Unfortunately, their definitions require the full axiom of extensionality, and are therefore unavailable to us. Our definition of finite sequences turns out to be notationally cumbersome for this reason. Moreover, we want our definition to interact well with . It is easy to establish the following.
4.5 LEMMA. ∀x(x ∅ i ⇐⇒ ¬∃y(y ∈ i x)). I.e., all memberless sets in N are pairwise congruent.
Proof. This follows immediately from the fact that is a fixed point of (·) ∀∃ .
4.6 DEFINITION. We are going to define [x 1 ], . . . , [x n ] for n ≥ 2, where x 1 , . . . , x n ∈ U i . In N , let
Then in M set:
Observe that [x] , [y] has type three higher than the type of x, y; this renders it is necessary to use the operation ι 3(n−1) in order to make the sequence homogeneous. Since it is easy to show that these operations have the desired properties, we omit the details.
All the operations that we have defined so far are "type-raising:" their output is always at least one type higher than the type of their inputs. The operations that we are going to define now, the two projections of pairs and the domain of a relation, no longer have this property. In showing that the "domain" operation behaves as expected, we have to use the fact that x ∈ i y z implies ∃x (x x ∧ x ∈ i z). We will then go through the proof in some detail.
4.7 PROPOSITION. M is closed under left and right projections as well as a "domain" operation.
Proof. In N , we are going to define operations (x) l and (x) r , with the property that if [x] is an ordered pair in M , then [(x) r ] is its right projection, and similarly for (x) l . Because of the multeplicity involved we define (z) l as the set of left projections of z, and likewise for (z) r . Observe that if z x, y then x x if and only if there is a u ∈ z such that: all elements of u have members, and x is a member of a member of u (this is because if u has members, then so does every u u). Similarly, if z x, y then y y if and only if there is a u ∈ z such that: some elements of u are memberless, and y is a member of a member of u. So we set:
(We omit a similar definition for rng([x])). Define, in M ,
We first observe that dom is well defined, i.e., that if x y then dom(x) dom(y) (this can be proved in analogy to the corresponding property for ordered pairs). Moreover, if z x, y then
Since is a fixed point of (·) ∀∃ , this implies:
For, if x is congruent to an element of ( x, y ) l , then x is congruent to some x such that for some u in x, y we have x ∈ u, and u does not contain anything congruent to the empty set either, and so it must be congruent to ι 2 (x). It follows x x. The other direction is similar, which establishes [{x}] ≡ ([ x, y ]) l . The case for the right projection is symmetrical.
But we also have to establish:
For the direct implication we have: 
We then see that u must have the form
where v n {{x}} and w n {{z}, ∅ i+1 }. Now pick
and similarly
Then x , z u. Now consider the set y ≡ y ∪ { x , z }: then y exists in N since it is definable by comprehension from parameters y, x , z ; moreover, y is congruent to y; and finally y contains x , z .
It follows that
4.8 PROPOSITION. The structure N is closed under the operations of right-hand side Cartesian product and converse of a relation. In particular, it follows that N is also closed under left-hand side Cartesian product.
Proof. For any [u] ∈ U i+1 , the sets Similarly, we can establish that M is closed under the operations needed to manipulate ordered pairs (the analogues of G 1 and G 2 ). The following is a crucial lemma, and also the only place where we use the fact that N is closed under maximal representatives. Proof. This follows immediately from the fact that N is closed under maximal representatives and complements; however, as already noted this closure is not uniform, in that the map x → c i (x) does not exists in N for any i. So let c(x) be the maximal representative of [x] , and let y be its complement. Then:
4.10 PROPOSITION. The structure N is closed under finite unions. It is perhaps interesting to notice that an analogous argument fails to establish the corresponding property for finite intersections. Closure under finite intersection requires DeMorgan's equalities, i.e., ultimately, closure under maximal representatives. We have covered many of the analogues of operations F i j . We now quickly cover the remaining ones. First observe that for any i the universal set of type i exists in M : just take [V i ]; then the existence of the set { x, y |x ≡ i x} follows immediately by closure under Cartesian product. On the other hand, the diagonal set { x, y |x ≡ i y} must be defined explicitly as [{ x, y |x ≡ i y}].
Similarly, it is not difficult to define x in analogy to binary unions: [ x] has the desired properties in M .
Operations F i 5 (x) and F i 6 (x) give us, for each type i, the membership relation over x and the complement of that relation (a particular case is when x is the universal set, in which case we get the membership relation over U i and its complement). We start by showing closure in this particular case. First of all observe that for each y the set y 1 = {{z}|z ∈ y} of the unit subclasses of y is definable in M . Moreover, we can take the
