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En la actualidad, la variedad de información, el rápido crecimiento de los datos 
y la capacidad de almacenamiento ha originado en la mayoría de las disciplinas 
y campos de estudio, un incremento de la información. Estos datos son 
generados por modernas tecnologías que generan o distribuyen datos en 
tiempo real. Transacciones en línea, correos electrónicos, redes sociales, 
teléfonos móviles, imágenes, audios, videos, dispositivos GPS, registros de 
salud, aplicaciones web colaborativas, registros de centros de llamadas y datos 
generados por sensores, son solo algunos ejemplos de ello. 
El flujo de grandes cantidades de datos es recogido en el término “Big Data”, 
en referencia a Datos Masivos o Macrodatos, que se generan a gran velocidad 
y de forma continua. El término “Big Data” se usa principalmente para describir 
contenido digital masivo, heterogéneo y, a menudo, no estructurado, que es 
difícil de procesar utilizando herramientas y técnicas de gestión de datos 
tradicionales (Talia, 2013).   
Transformar el Big Data en conocimiento va acompañado de complejidad, 
cuya esencia es captada principalmente por las "tres V’s": volumen, velocidad 
y variedad (Gandomi & Haider, 2015; Hashem et al., 2015; Rodríguez-
Mazahua et al., 2016). Las tres características han catalizado el desarrollo de 
estrategias técnicas y analíticas para hacer frente a los datos (Berman, 2013) 
y hacen de la visualización una tarea desafiante que se genera 
exponencialmente (Rodríguez-Mazahua et al., 2016), convirtiéndole en una 
parte central del conocimiento en muchos campos (Amaratunga & Cabrera, 
2016).   
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Aunque la complejidad de los datos representa oportunidades para los 
investigadores, también plantea un desafío: el uso y la adopción de nuevas 
herramientas estadísticas y computacionales que sean capaces de potenciar 
la información. En tal sentido, el “Machine Learning” (Aprendizaje Automático), 
una subrama de la Inteligencia Artificial”, ha sido clave en los avances 
tecnológicos, diseñando y validando algoritmos en el ámbito del Big Data. 
Además, ha surgido un nuevo paradigma: “Data Science” (Ciencia de Datos), 
un campo interdisciplinario que se ocupa de la recolección, administración, 
preparación, análisis y visualización de grandes conjuntos de datos, 
combinando Data Mining (Minería de datos), Machine Learning y Estadística 
para generar perspectivas analíticas a partir del Big Data.  
Los algoritmos de Machine Learning se suelen clasificar en dos áreas: 
aprendizaje supervisado y no supervisado. Dentro del análisis no supervisado, 
el enfoque estadístico basado en la reducción de la dimensionalidad ha ganado 
considerable atención debido al aumento en el volumen de los datos. En este 
sentido, el Análisis de Componentes Principales (Pearson, 1901) -una idea de 
hace más de 100 años- sigue siendo una herramienta esencial para el análisis 
de datos multivariantes y la reducción de la dimensión. Su objetivo es proyectar 
los datos originales sobre un subespacio de menor dimensión de tal forma que 
capture la mayor parte de la variación del conjunto de datos. 
Bajo este concepto, los métodos Biplot (Gabriel, 1971; Galindo, 1986; Gower 
& Hand, 1995) derivados del Análisis de Componentes Principales (ACP); son, 
por tanto, métodos de reducción de la dimensionalidad.  
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Los métodos Biplot han cobrado importancia, durante más de cuatro décadas 
contribuyendo al avance de la ciencia de manera efectiva. En cualquier campo 
o área de investigación se ha puesto de relieve el aporte de estos métodos; 
con los cuales, datos provenientes de las Ciencias Naturales o las Ciencias 
Sociales, se ven favorecidas en la toma de decisiones a través de esta 
metodología.  
Frente a este escenario, y con el fin de dar un paso importante que contribuya 
en el proceso de análisis multivariante de grandes y complejos conjuntos de 
datos; y al mismo tiempo, hacer un novedoso aporte a favor de los métodos 
Biplot, se ha elaborado este trabajo de investigación que hemos dividido en 
cuatro capítulos. 
El primer capítulo se inicia presentando la definición del Biplot y el desarrollo 
de los fundamentos teóricos que le sustentan, se presentan luego las 
propiedades fundamentales de la representación y las reglas básicas de 
interpretación, y se concluye con una revisión bibliográfica sobre las principales 
contribuciones a la metodología Biplot. 
En el segundo capítulo se presentan en detalle los diferentes métodos biplot, 
los elementos a considerar para su construcción, sus propiedades y las formas 
de representación gráfica. Se hace referencia tanto a los métodos biplot para 
datos cuantitativos, así como también para datos de tipo binario y/o categórico. 
Al final de este capítulo de presenta la versión inferencial del Biplot, que recoge 
una explicación sobre los estimadores y los intervalos de confianza. 
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Posteriormente, en el tercer capítulo se presenta en detalle cada una de las 
librerías en R y las Interfaces Gráficas de Usuario (GUI) que llevan a la 
representación del Biplot. En esta sección también se examina la capacidad 
de utilizar en un contexto específico las diferentes librerías e interfaces sobre 
Biplot, para lo cual se conformará una matriz de datos reales que permita 
explorar estas técnicas e ir comparando los resultados.  
El cuarto capítulo, apartado central de esta tesis evidencia la necesidad de 
implementar nuevos modelos para el análisis de datos multivariantes, de cara 
al desarrollo del Big Data. Para adaptarse a datos masivos es necesario la 
implementación de nuevas técnicas, capaces de reducir la dimensionalidad de 
los datos y mejorar su interpretación. Como el Biplot basa su fundamento 
teórico en el ACP, el capítulo inicia con una revisión bibliográfica de los 
diferentes métodos de Análisis de Componentes Principales encaminados a 
simplificar la información original, que comprenden desde los métodos de 
rotación hasta las metodologías SPARSE y las componentes disjuntas.  A partir 
de allí, nos centramos en la construcción de nuevas metodologías Biplot 
(SPARSE), poniendo especial énfasis en la construcción de componentes 
principales modificadas, mediante la contracción o anulación de las cargas. Se 
proponen diferentes metodologías Biplot: Ridge HJ Biplot, LASSO HJ Biplot y 
Elastic Net HJ Biplot; además de la CUR HJ-Biplot. En cada caso se propone 
el algoritmo en R para su uso. De esta manera, los métodos biplot enriquecen 
las técnicas estadísticas multivariantes utilizadas en análisis de datos masivos. 












 LOS MÉTODOS BIPLOT: 





El creciente volumen de información que se genera en la actualidad ha 
irrumpido en todos los niveles; en consecuencia, el análisis de matrices de 
datos de alta dimensión exige el uso no solo de herramientas tecnológicas, 
sino de técnicas multivariantes que permitan extraer información no trivial, de 
manera implícita.  
La caracterización de los individuos en función a las variables observadas no 
puede realizarse en un espacio de más de tres dimensiones; por lo tanto, es 
necesario reducir la dimensión del problema a un subespacio de dimensión 
dos (Cárdenas, Noguera, Galindo, & Vicente-Villardón, 2006). Por esto, es 
fundamental el uso de los métodos de reducción de la dimensionalidad que 
sean capaces de abarcar grandes volúmenes de información y que ayuden a 
simplificar la descripción del conjunto de datos. La técnica de reducción de la 
dimensión más popular es la Descomposición en Valores Singulares (DVS) 
(Eckart & Young, 1936) que genera el Análisis de Componentes Principales 
(ACP) (Hotelling, 1933; Pearson, 1901). Otros métodos, como el escalamiento 
multidimensional (Torgerson, 1952), el análisis discriminante (Fisher, 1936), el 
análisis de correspondencia (Benzécri, 1973; Greenacre, 1984), entre otros, 
comparten el mismo espíritu de la DVS en el sentido de que la aproximación 
de bajo rango de la matriz de datos extrae las estructuras ocultas en ellos, 
capturando a la vez la mayor variación posible. Las diferencias entre las 
técnicas de reducción de la dimensión dependen del tipo de variable y la 
métrica impuesta en el espacio de las filas o en el espacio de las columnas.  
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Los métodos Biplot propuestos por Gabriel (1971) son parte de estas técnicas 
de reducción de la dimensionalidad y constituyen una de las representaciones 
gráficas más informativas de datos multivariantes, relacionada 
fundamentalmente a la DVS de una matriz de datos, y por lo tanto al análisis 
de componentes principales. La principal diferencia con otras técnicas es que 
proporciona una representación bidimensional entre marcadores fila 
(individuos) y marcadores columna (variables). Las coordenadas de las filas 
son las coordenadas sobre las componentes principales y las coordenadas de 
las columnas, los vectores propios, que también se pueden ver como la 
proyección de los ejes unitarios en el espacio p dimensional, asociados a la 
matriz identidad. 
1.2 Conceptos Generales 
1.2.1 La Matriz de Datos 
 
En el análisis multivariante; en particular, en los métodos Biplot, la información 
de base es una estructura de datos en forma de matriz, donde las filas (n) 
identifican a los individuos o unidades estadísticas, y las columnas (p) a cada 
una de las variables o caracteres medidas sobre dichos individuos (ver Figura 
1-1 y Figura 1-2).   
En el término Biplot, el prefijo <bi> debe ser percibido como una interpretación 
conjunta de filas y columnas; y, la expresión <plot> como gráfico o diagrama. 
Un Biplot (Gabriel, 1971) es un término correspondiente a una técnica de 





Figura 1-1 Esquema de la tabla de datos 
 
     
 
 
                   Figura 1-2 Representación de la matriz de datos 
 
1.2.2 Descomposición en Valores Singulares  
Generalmente, el biplot se obtiene del Análisis de Componentes Principales 
(ACP) (Hotelling, 1933; Pearson, 1901) a partir de la Descomposición en 
Valores Singulares (DVS) de una matriz de datos. Básicamente lo que busca 
el ACP es reducir la dimensión de un conjunto de variables aleatorias 
reteniendo la mayor cantidad de información posible. La eficacia de utilizar el 
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ACP está en eliminar convenientemente la información redundante e identificar 
variables latentes. Para ello, transforma las variables originales (generalmente 
correlacionadas), en factores o variables latentes, llamadas componentes 
principales (CPs) -no correlacionadas- que se corresponden con las 
direcciones en las que los datos tienen máxima varianza. Estos CPs están 
ordenadas de manera que los primeros contienen la mayor parte de la 
información de los datos originales (Figura 1-3). 










    100 % de la información         70%          0.02% 
 
Figura 1-3 Transformación de la matriz original en componentes principales 
 
Las componentes principales obtenidas mediante el ACP permiten visualizar a 
través del biplot la existencia de patrones y/o relaciones entre variables o entre 
variables e individuos. 
En principio, debemos obtener una matriz Xq que ajuste lo mejor posible a X, a 
través de una buena aproximación mínimo cuadrática. Esta matriz se plantea 
en el sentido de que minimice la relación: 






= traza [(X − X(q))(X − X(q))′]   
para todas las matrices X(q) de rango menor o igual a 𝑞.  
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En las siguientes secciones se explica el procedimiento, que concluye 
definiendo los marcadores para filas y para columnas que permiten la 
representación biplot. 
La teoría matemática ofrece diferentes métodos para aproximar una matriz a 
bajo rango. La factorización más común se realiza mediante la DVS de la matriz 
original. A través de este método, formulado por Eckart & Young (1936, 1939), 
se aproxima la información global contenida en la matriz. Este algoritmo 
también puede estudiarse en Young & Householder (1938); Gabriel (1971) y 
Greenacre (1984). 
1.2.3 Formulación Teórica 
Para la construcción del Biplot se parte de una matriz 𝑋 de orden 𝑛𝑥𝑝 y se 
realiza una descomposición en valores singulares, considerando los r primeros 
sumandos; esto es: 
Xnxp = Unxr Σrxr Vrxp
′      
donde, 
• X es la matriz de datos, cuyo rango es q, q ≤ mín (I,J) 
• U es la matriz de vectores propios de la matriz 𝑋𝑋′  
• V es la matriz de vectores propios de la matriz 𝑋′𝑋 en la cual los vectores 
columna son ortonormales 
• Σ es la matriz diagonal de valores singulares de la matriz X                                                 
(𝜆1 ≥  𝜆2 ≥ ⋯  ≥  𝜆𝑟  ≥ 0).  




En consecuencia, la mejor aproximación de la matriz 𝑋 en rango q, expresada 
simbólicamente 𝑋(𝑞) está dada por la relación: 
𝑋(𝑞)𝑛𝑥𝑝 = 𝑈(𝑞)𝑛𝑥𝑞(𝑞)𝑞𝑉
′







𝑈(𝑞) es la matriz proyectada con las 𝑘 primeras columnas de 𝑈 
𝑉(𝑞)  es la matriz proyectada con las 𝑘 primeras columnas de 𝑉 
(𝑞)   es la matriz diagonal que contiene los q mayores valores propios 
(
𝑘
) distintos de cero de la matriz 𝑋 
El método Biplot pretende aproximar la matriz 𝑋 mediante 𝑈(𝑞)𝑛𝑥𝑞, con una 
adecuada factorización, obteniéndose consecuentemente la expresión: 
𝑋 ≅ 𝑋(𝑞) ≅ 𝑈Σ𝑉
𝑇 ≅  𝐸𝑞𝐺𝑞
𝑇 
donde, 𝐸(𝑞) y 𝐺(𝑞) son matrices de rango completo, definidas como 
   𝐸(𝑞) = 𝑈(𝑞)Σ(𝑞)
𝜌




dependiendo del valor seleccionado para  (0 ≤   ≤  1). 
1.2.4 Porcentaje de varianza explicada 
En un análisis de componentes principales nos interesa conocer la proporción 
de varianza explicada por cada una de las componentes principales, para 
saber cuanta información presente en los datos se pierde por la proyección de 
las observaciones sobre las primeras componentes; esto es, la varianza 
contenida en los datos originales que es explicada por cada uno de ellos.    
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El porcentaje de varianza explicada es visto como una medida de bondad de ajuste 









1.2.5 Definición y Representación Gráfica 
Sea 𝑋𝑛𝑥𝑝 la matriz de datos que se desea representar mediante un gráfico 
Biplot. Como se ha mencionado, las filas corresponden a <𝒏> individuos o 
unidades estadísticas y las columnas a <𝒑> variables medidas sobre estos 
mismos individuos.  
Un Biplot para la matriz definida es una representación gráfica (ver Figura 1-4) 
mediante marcadores, denominados: 𝑒1, 𝑒2, … , 𝑒𝑛 para las filas de 𝑋 y 
𝑔1, 𝑔2, … , 𝑔𝑝 para las columnas de 𝑋. 
 
Figura 1-4 Esquema de una representación biplot de una matriz (12x5) 
 
De esta manera, el producto escalar 𝑒𝑖
𝑇𝑔𝑗 aproxima como sea posible, al 
elemento 𝑥𝑖𝑗 de la matriz inicial de datos.   
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1.2.6 Representación Geométrica del Biplot 
Teniendo en cuenta las matrices 𝑬 y 𝑮, constituidas respectivamente por los 
marcadores fila 𝑒𝑖(𝑒1,𝑒2,…,𝑒𝑛) y los marcadores columna 𝑔𝑖(𝑔1,𝑔2,…,𝑔𝑝), 
podemos formular la relación: 
𝑋 ≅ 𝑬𝐺𝑇   
Ambos marcadores están representados en un espacio de dimensión 𝑞 ≤ 𝑟, en 
donde 𝑞 simboliza el número de ejes retenidos y 𝑟 el rango de la matriz de 
datos. La factorización en matrices de marcadores filas y de marcadores 
columna garantiza la representación Biplot aproximada de la matriz, puesto 
que cada xij puede expresarse en la forma: 
𝑥𝑖𝑗 = 𝑒𝑖
𝑇𝑔𝑗 
Esta relación que establece una forma bilineal (Gollob, 1968) determina que la 
matriz inicial es similar al producto escalar 𝑒𝑖
𝑇𝑔𝑗 permitiendo una 
sistematización gráfica por medio de la proyección ortogonal de los 
marcadores fila sobre los marcadores columna y viceversa. 
No obstante, Bradu & Gabriel (1978) y Gabriel (1998) demostraron que la 
interacción entre filas y columnas en una tabla de doble entrada, a partir de las 
características geométricas de un gráfico Biplot, posibilita el ajuste de modelos 
bilineales de tipo multiplicativo. También se tienen contribuciones de Denis 
(1991), Van Eeuwijk (1995),  Choulakian (1996) y De Falguerolles (1996), 
quienes describen la interacción entre filas y columnas en modelos bilineales 
aditivos y multiplicativos. 
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En esta línea de pensamiento, diversos autores han estudiado los Biplot para 
describir la interacción de filas y columnas a través de modelos bilineales 
generalizados. Cárdenas, Noguera, Galindo, & Vicente-Villardón (2003) 
presentan un estudio en profundidad de esta alternativa, a partir de los 
métodos Biplot. 
Resumiendo (ver Figura 1-5), el diseño general para la construcción del biplot 
se inicia a partir de una matriz de datos 𝑋𝑛𝑥𝑝. Usualmente, estos datos iniciales 
necesitan transformarse (por ejemplo, centrando o estandarizando las 
variables, en otras alternativas). Luego, una descomposición en valores 
singulares extrae las dimensiones que comunican la mayor parte de la 
variabilidad de la información de la matriz original; para finalmente aproximar 
la matriz inicial mediante una apropiada factorización y obtener los puntos para 
materializarlos en el biplot. 
 




1.2.7 Interpretación Geométrica 
En el biplot, la proyección de los marcadores fila sobre los marcadores columna 
nos permite estudiar las relaciones entre individuos y variables. La 
interpretación del Biplot se basa, de forma general en las siguientes ideas 
(Figura 1-6): 
• La similitud entre individuos (filas) es una función inversa de la distancia 
entre los mismos.  
• Las longitudes y los ángulos de los vectores que representan a las variables 
se interpretan en términos de variabilidad y covariación respectivamente.  
• Las relaciones entre filas y columnas se interpretan en términos de producto 
escalar, es decir, en términos de las proyecciones de los puntos “fila” sobre 
los vectores “columna”.  
               
 
Figura 1-6 Interpretación geométrica del producto escalar 
 
De esta manera, ‖
Proy ei
gj 
‖  Distancia de la proyección de ei sobre gj 
         ‖ Gj ‖  Distancia entre el origen y el extremo del vector gj 
En consecuencia,   xij 𝑒𝑖
𝑇gj   ‖Proy (ei/ gj) ‖ (signo)‖gj ‖   
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El orden de las proyecciones de cada uno de los marcadores fila, sobre un 
marcador columna (Figura 1-7), reproduce el orden de los elementos de la matriz 
inicial. Si examinamos las posiciones de las proyecciones de los marcadores 
fila (individuos) sobre cada marcador columna (que representa a cada 
variable), es posible ordenar los individuos en función del valor que toman en 
esa variable. Estas proyecciones se pueden hacer para cada una de las 
variables en estudio.  
 
Figura 1-7 Proyección ortogonal de los marcadores fila sobre los marcadores columna 
 
La representación Biplot sobre un sistema cartesiano y las propiedades 
geométricas, permiten interpretar el gráfico, en base a conceptos matemáticos 
elementales de ángulos, distancia, y longitud de un vector (ver Figura 1-8). 
Los puntos representan los marcadores filas (individuos o unidades 








Figura 1-8 Reglas básicas de interpretación (a) 
Los cosenos de los ángulos entre los vectores columna aproximan la 
correlación entre las variables (ver Figura 1-9 b), de forma tal que: 
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• Ángulos pequeños (agudos) entre variables indican correlaciones positivas 
altas entre estas variables 
• Ángulos obtusos entre variables se asocian a correlaciones negativas altas 
entre estas variables. 
• Ángulos rectos señalan que las variables no tienen relación y las mismas 
se comportan de forma independiente. 
 
Figura 1-9 Reglas básicas de interpretación (b) 
 
1.3 Contribuciones al Biplot  
Desde sus orígenes, los métodos Biplot (Gabriel, 1971) se han constituido en 
métodos de representación gráfica por excelencia. De esta manera, en la 
Estadística Multivariante, se suman cada día nuevas investigaciones, que 
contribuyen aún más al desarrollo y aplicación de los métodos Biplot, con sus 
diversas variantes.  
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El Biplot se ha utilizado tradicionalmente con fines descriptivos y también en la 
diagnosis de modelos (Bradu & Gabriel, 1974, 1978). En la actualidad, los 
investigadores continúan realizando estudios utilizando la metodología Biplot y 
combinando ésta con otras técnicas de naturaleza clásica; como por ejemplo, 
el análisis de varianza, el análisis de componentes principales, entre otros. 
Desde el punto de vista teórico, como práctico, surgen nuevas técnicas de 
análisis; en consecuencia, nuevas líneas de investigación cuyos resultados 
quedan recogidos en un Biplot. Paralelamente a este desarrollo, surgen nuevas 
alternativas de análisis de datos, a través de aplicaciones informáticas 
variadas. A continuación, se presenta una tabla resumen de las contribuciones 
más relevantes a la metodología biplot, transcurridas más de cuatro décadas 
desde su planteamiento. 
Tabla 1: Contribuciones a la metodología Biplot 
Referencia Contribución 
(Gabriel, 1971) • Creador del Biplot Clásico 
• Establece dos tipos de modelos: GH-Biplot y 
JK-Biplot 
(Greenacre, 1984) • Propone una nueva forma de denominar el 
GH Biplot y JK Biplot 
• Les denomina CMP y RMP respectivamente 
(Kempton, 1984) • Demuestra que los métodos biplot aumentan 
la información obtenida con otros métodos. 
(Galindo, 1986)  • Demuestra la conveniencia de representar 
filas y columnas sobre un mismo sistema de 
coordenadas  
• Define el HJ- Biplot 
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(Ter Braak, 1986, 1990) 
 
 
• Utiliza los Biplot en el contexto del Análisis 
Directo del Gradiente 
• Muestra la utilidad del Biplot en la relación 
entre el análisis de redundancia y la 
correlación canónica 
(Blázquez, 1998) • Incluye información externa de filas y 
columnas 
• Utiliza modelos lineales generalizados 
alternos 
(Gauch, 1988) • Utiliza el biplot para la validación de modelos 
y estudia la relación genotipo ambiente. 
(Gower & Harding, 1988) • Definen los biplot no lineales 
(Vicente-Tavera, 1992) 
 
• Realiza una clasificación jerárquica 
ascendente utilizando el HJ Biplot 
• Basa esta relación en el concepto de inercia 
(Gower, 1992) • Señala que en el biplot la factorización no 
está basada en DVS 
(Braak & Looman, 1994) • Incorpora el biplot de la matriz de coeficientes 
de la regresión y el biplot basado en 
regresión de rango reducido. 
(Vicente-Villardón, 1992) • Define los biplot generalizados 
(Fernández-Gómez, 1995) • Propone el HJBiplot como una alternativa del 
Análisis Canónico de correspondencia 
(Gower & Hand, 1996) • Definen los biplot de interpolación y 
predicción 
(Martín-Rodríguez, 1996) • Desarrolla los Meta-biplot 
• Define una estructura consenso para 
estudiar la relación 
(Carlier & Kroonenberg, 
1996) 
• En base a los modelos de Tucker y Tuckals3 
proponen el biplot interactivo y conjunto para 
tablas de 3 vías. 
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(Cárdenas & Galindo, 
2004) 
• Estudian el biplot desde el punto de vista 
inferencial bajo la metodología de los 
modelos bilineales generalizados 
(Amaro, 2001) • Generaliza el MANOVA Biplot de una vía al 
caso de dos factores de variación 
(Crossa, Cornelius, & Yan, 
2002; Yan, Cornelius, 
Crossa, & Hunt, 2001; Yan 
& Hunt, 2002; Yan & Kang, 
2002) 
• Utiliza el biplot como modelos bilineales para 
el análisis de la interacción genotipo 
ambiente 
(Baccalá, 2004) • Desarrolla y hace una propuesta sobre el 
biplot de múltiples vías 
(Vairinhos, 2003) • Desarrolla un sistema de minería de datos a 
través de los métodos biplot 
(Hernández & Galindo-
Villardón, 2006) 
• Profundiza en el estudio de la metodología 




• Desarrolla el biplot logístico 
(Demey, 2008) • Desarrolla la teoría del biplot logístico externo 






• Implementa el Clustering Disjoint Biplot 
(Nieto-Librero, 2015) • Realiza el análisis biplot de forma inferencial, 
combinándolo con los métodos Bootstrap. 
(Hernández Sánchez, 
2016) 
• Desarrolla la teoría del biplot para datos de 
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Hemos visto que la descomposición en valores singulares es un método 
apropiado para aproximar una matriz a bajo rango. Como resultado de esta 
descomposición, procede entonces la elección de los marcadores tanto de filas 
como de columnas, acogiendo una métrica que conlleva el estudio de las 
propiedades del Biplot resultante.   
2.2 Biplot Clásicos: GH Biplot y JK Biplot 
Desde sus orígenes, los métodos Biplot, (Gabriel, 1971) se han constituido en 
métodos de representación gráfica por excelencia. Estas contribuciones, 
denominadas GH Biplot y JK Biplot deben su nombre a la notación utilizada 
para ambos marcadores. Además de los nombres, estos métodos varían entre 
sí, porque presentan diferencia en la bondad de ajuste. 
El GH Biplot, debe su nombre a que Gabriel adaptó la notación 𝐺 para 
simbolizar la matriz de los marcadores fila y H para la matriz de los marcadores 
columna. 
𝐺 = 𝑈  𝐻 =  𝑉  
Por su parte, en el JK Biplot, Gabriel representó los marcadores fila con la 
notación 𝐽 y los marcadores columna con 𝐻. 
𝐽 =  𝑈   𝐾 =  𝑉 
Si se tiene la métrica identidad, los marcadores se eligen de acuerdo a los 
valores indicados para  al realizar la descomposición: 
𝐸 = 𝑈Σ𝜌             𝐺 = 𝑉Σ1−𝜌 
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Si optamos por  =  0 se obtiene 𝐸 = 𝑈 y 𝐺 = 𝑉  verificándose que 
𝐺′𝐺 =  𝐼 con lo cual se obtiene el 𝐺𝐻 Biplot, que preserva la métrica solo para 
las columnas. De esta manera, en el 𝐺𝐻 Biplot, las columnas tienen una alta 
calidad de representación. 
Si optamos por  =  1 se obtiene 𝐸 =  𝑈  y  𝐺 = 𝑉 verificándose que 
𝐸΄𝐸 = 𝐼 con lo que obtenemos el JK Biplot, que preserva la métrica solo para 
las filas. De allí que, en el JK Biplot, las filas tienen una alta calidad de 
representación. 
2.2.1 GH Biplot 
Bajo el supuesto de que los datos de la matriz 𝑋 están centrados, entonces la 
matriz simétrica (𝑋′𝑋) es proporcional a la matriz de varianzas-covarianzas y 
el producto interno (𝑔𝑗 𝑔𝑘) expresa las covarianzas. Al definir un factor de 
escala apropiado, la matriz 
1
𝑛−1
𝑋′𝑋 coincide con la matriz de covarianzas y se 





Sin perder de vista que la métrica utilizada en el 𝐺𝐻 Biplot es 𝐸′𝐸 =
 𝐼 destacamos sus propiedades más importantes:  
Propiedad 1: 
El producto escalar de las columnas de la 
matriz 𝑋, coincide con el producto escalar de 
los marcadores columna, 𝐺 
𝑋′𝑋 =  (𝐸𝐺′)′(𝐸𝐺′) 
                 =  𝐺𝐸′𝐸𝐺′ 
                 =  𝐺𝑈′𝑈𝐺′ 
                 =  𝐺𝐺′ 
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Al mismo tiempo, la aproximación del 
producto interno (varianza-covarianza, 
simbolizada S), en dimensión reducida, es 










        =
1
𝑛−1
𝑉Σ2𝑉′       
La mejor aproximación de la matriz de 










La distancia de Mahalanobis entre dos filas (i y j) de la matriz 𝑋 es 
aproximada por la distancia euclídea entre dos marcadores fila. 
(𝑋𝑖 − 𝑋𝑗)′𝑆
−1(𝑋𝑖 − 𝑋𝑗) = (𝐺𝑒𝑖 − 𝐺𝑒𝑗)′𝑆
−1(𝐺𝑒𝑖 − 𝐺𝑒𝑗) 
   =  (𝑒𝑖 − 𝑒𝑗)
′
 𝐺′ 𝑆−1 𝐺(𝑒𝑖 − 𝑒𝑗) 
                    =  
1
𝑛−1
(𝑒𝑖 − 𝑒𝑗)′    𝑉′ 𝑆−1 𝑉  𝛴(𝑒𝑖 − 𝑒𝑗) 
                               =  
1
𝑛−1
(𝑒𝑖 − 𝑒𝑗)′    𝑉′  (𝑛 −) (𝑉Σ−2𝑉′𝑉) 𝛴(𝑒𝑖 − 𝑒𝑗)     
                                       =  (𝑒𝑖 − 𝑒𝑗)
′
(𝑒𝑖 − 𝑒𝑗) 
Propiedad 3: 
En el GH-Biplot existe una mejor aproximación para las varianzas 
covarianzas.     
Este método logra buenas propiedades para las variables, columnas de la 
matriz X, pues éstas aparecen bien representadas. 
La calidad de representación global se 
obtiene a través del cociente entre la suma de 
cuadrados de 𝑋(𝑞) y la suma de cuadrados de 
los elementos de 𝑋. 𝜆𝑘 denotan los 








⁄ ) x 100 
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2.2.2 JK Biplot 
Seguimos bajo el supuesto de que los datos de la matriz 𝑋 están centrados; 
pero, la métrica a utilizar es ahora 𝐺′𝐺 =  𝐼.  Recordando lo pactado para los 
marcadores filas y los marcadores columna: 𝐸 =  𝑈   y 𝐺 =
 𝑉 respectivamente, se procede a destacar las propiedades más importantes 
para el JK Biplot. 
 
Propiedad 1: 
El producto escalar de las filas de la matriz 
X, concuerda con el producto escalar de los 
marcadores fila, 𝐸 
𝑋𝑋′ =  (𝐸𝐺′)(𝐸𝐺′)′ 
                 =  𝐸𝐺′𝐺𝐸′ 
                 =  𝐸𝑉′𝑉𝐸′ 
                 =  𝐸𝐸′ 
Propiedad 2: 
Los marcadores para las filas coinciden con 
las coordenadas de los individuos en el 
espacio de las componentes principales. 
𝑋 𝑉 =  𝑈 𝑉′𝑉  
                 =  𝑈     
              =  𝐸 
       
Esta propiedad conlleva la posibilidad de estudiar las similitudes entre 
individuos, siempre y cuando, la distancia euclídea sea la adecuada. 
Propiedad 3: 
La calidad de representación global es mejor 










⁄ ) x 100 
 
 
M. J. Greenacre (1984) establece una nueva terminología para el GH - Biplot, 
denominada CMP Biplot (Column Metric Preserving) en torno al hecho de que 
preserva la métrica para las columnas; y, al JK – Biplot, le denomina RMP - 





Como una alternativa para optimizar los métodos Biplot descritos por Gabriel, 
(1971), Galindo (1986) plantea la técnica multivariante denominada HJ-Biplot; 
contribución que logra el objetivo de representar con máxima calidad de 
representación (Galindo & Cuadras, 1986) y en forma simultánea las filas y 
columnas, sobre un mismo sistema de coordenadas. De esta manera, es 
posible interpretar conjuntamente las relaciones entre individuos y variables. 
El HJ Biplot facilita la interpretación de las posiciones de filas, columnas y 
relaciones filas-columnas, a través de los ejes; como lo hace el Análisis 
Factorial de Correspondencias (Benzécri, 1973; Greenacre,1984).  
En el HJ-Biplot, siguiendo la misma notación hasta ahora utilizada en los 
apartados anteriores, se parte de la descomposición en valores y vectores 
singulares de la matriz 𝑋𝑛𝑥𝑝 definida previamente: 
𝑋  𝑈 𝑉𝑇  
Bajo el supuesto de que los datos de la matriz 𝑋 (filas y columnas) están 
centrados, los marcadores para las columnas en el HJ Biplot, se hacen 
coincidir con los marcadores columnas del GH Biplot; a su vez, los marcadores 
para las filas se hacen convenir con los marcadores filas del 𝐽𝐾 Biplot. Esto es, 
 
          𝐸 =  𝑈   y  𝐺 =  𝑉 
Por lo tanto, en el 𝐻𝐽-Biplot, las coordenadas para las filas coinciden con los 
marcadores para las filas en un 𝐽𝐾 Biplot; y las coordenadas para las columnas 
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coinciden con los marcadores para las columnas en un 𝐺𝐻 Biplot, respecto a 
los ejes factoriales (ver Figura 2-1). 
En consecuencia, la bondad de ajuste en el HJ Biplot, expresada como calidad 








⁄ ) x 100 
 
 
Teniendo en cuenta las relaciones entre 𝑈 y 𝑉: 
 
 




2.4 Biplot Robusto  
Tradicionalmente, la descomposición en valores y vectores singulares se 
aproxima mediante el Análisis de Componentes Principales de la matriz X'X. 
No obstante, Hernández (2005) plantea que ambos procedimientos, tanto la 
descomposición en valores singulares, como el análisis de componentes 
principales, son susceptibles a la presencia de valores atípicos (outliers) y 
propone una aproximación de los métodos Biplot a través de modelos 
bilineales, al cual ha denominado Biplot Robusto.  
Este método, se constituye en una alternativa al Biplot clásico, bajo la 
presencia de valores atípicos que conlleven un comportamiento discordante. 
La idea del Biplot Robusto (Hernández & Galindo-Villardón, 2006) es obtener 
estimadores para la matriz de marcadores, así como también para la matriz de 





  donde, 
𝜇   representa el efecto global común 
𝛼𝑖    representa el efecto fila (individuos) 
𝜷𝒋 representa el efecto columna (variables)  
∑ 𝒋𝒍𝐟𝒊𝒍
𝑲
𝒍=𝟏   simboliza la interacción entre las filas y las columnas 
(producto escalar entre el vector de cargas y un vector de 
marcadores), donde 𝒋. es el vector de cargas y 𝐟𝒊𝒍  es el vector 
de marcadores (filas y   columnas) 






Bajo este principio, se desarrolla el método, tomando valores iniciales 
arbitrarios para A ó B. 
Escribiendo:      
   𝑿 =  𝑨𝑩′ +  𝑬′      𝑿′ =  𝑩𝑨′ +  𝑬′ 
y fijando las coordenadas para  y fijando las coordenadas de B,  
las columnas de A, tenemos que: tenemos que: 
 
  
Estableciendo valores arbitrarios para la matriz 𝑨 ó la matriz 𝑩, se logran 
estimadores para 𝑨 (matriz de marcadores) y para 𝑩 (matriz de cargas), de la 
misma forma que con la descomposicón en valores singulares. 
Si escogemos la primera columna de la matriz original, como inicio de la matriz 
de marcadores, es posible aplicar una regresión con lo cual estimamos la 
primera columna de la matriz 𝑩, esto es: 




Se obtienen las coordenadas para la 
matriz B que minimiza la suma                  
de cuadrados de los residuales
𝑅 = 𝑋 – 𝐴𝐵′
= 𝑡𝑟𝑎𝑧𝑎 [ ( 𝑋 − 𝐴𝐵′)′ (𝑋 − 𝐴𝐵′)]
La matrix 𝐵′ = (𝐴′𝐴)−1𝐴′𝑋
es la solución a la expresión anterior
Las filas de B son los coeficientes de 
regresión obtenidos en la regresión 
de cada columna de la matriz original 
X sobre las columnas de A
Se calculan los valores para la              
matriz A que minimiza la suma                  
de cuadrados de los residuales 
𝑅 = 𝑋′ – 𝐵𝐴′
= 𝑡𝑟𝑎𝑧𝑎 [ ( 𝑋′ − 𝐵𝐴′)′ (𝑋′ − 𝐵𝐴′)]
La matriz 𝐴′ = (𝐵′𝐵)−1𝐵′𝑋′
es la solución a la función anterior
Las filas de A son los coeficientes de 
regresión de las filas de la matriz 
original X sobre las columnas de B
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A través de la estimación de 𝑩, se realiza una regresión para estimar la primera 
columna de la matriz de A, en consecuencia: 
?̂? = (?̂?′?̂?)−𝟏𝑿?̂? 
Se procede a evaluar la suma de las desviaciones absolutas de los residuales, 
verificando si esta suma es mínima, con lo cual el proceso converge. El nivel 
de tolerancia propuesto es 𝟏 ∗ 𝒆−𝟏𝟐. Con los valores de las estimaciones 
obtenidas de la primera columna de 𝑨 y de 𝑩, se procede a estimar la matriz 
original: 
?̂? = 𝐗 − ?̂??̂?' 
A continuación, se estima la segunda columna de la matriz 𝑨 y de la matriz 𝑩, 
bajo el mismo procedimiento: escogemos la segunda columna de la matriz 
original, como inicio de la matriz de marcadores, y se calcula una regresión con 
lo cual estimamos la segunda columna de la matriz 𝑩. El proceso se repite 
hasta lograr las k (número de componentes principales) columnas, de ambas 
matrices, 𝑨 y 𝑩. Finalmente, se procede a construir  la representación Biplot, 
con las matrices 𝑨 y 𝑩, donde se establece como marcadores para las filas a 
la matriz 𝑨 y marcadores para las columnas a la matriz 𝑩. 
En síntesis, el Biplot Robusto presenta una mejora con respecto a los métodos 
Biplot, ya que resiste la presencia de valores extremos o atípicos, con lo cual 
se puede realizar un mejor análisis exploratorio de los datos. No obstante, el 





Las diferentes técnicas multivariantes presentan algún grado de dificultad, para 
la interpretación de resultados de experimentos cuyos diseños buscan estudiar 
las diferencias entre los grupos y en los cuales se cuenta con muchas 
variables. En algunos casos se recurre a analizar las diferencias para cada una 
de las variables por separado; con lo cual podrían cometerse errores y quedar 
estos enmascarados al momento de la interpretación de los resultados 
obtenidos. 
En este sentido, el Análisis Multivariante de la varianza (MANOVA) es una 
alternativa que intenta caracterizar las diferencias entre los vectores de medias 
de los grupos; una generalización del ANOVA, en términos multivariantes. Bajo 
este principio, surgen nuevos métodos que permiten estudiar las principales 
diferencias entre grupos, y a la vez determinar las variables comprometidas 
con dichas diferencias.  
El MANOVA Biplot de una vía (Gabriel, 1972), así como también el llamado 
Biplot Canónico (Vicente-Villardón, 1992) son propuestas orientadas a la 
obtención de representaciones ponderadas de la matriz de medias de los 
grupos, basadas en el Biplot.  
El Biplot Canónico se concibe como una representación gráfica del análisis 
discriminante que incorpora información simultánea sobre los grupos y las 
variables; y, en consecuencia, separa los grupos con máximo poder 
discriminante a partir de las variables originales.  
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Amaro et al. (2004) generalizan el MANOVA Biplot de dos vías (Gabriel, 1972), 
en donde la matriz de parámetros del modelo MANOVA, se apoya en cuatro 
representaciones biplot que recogen las diferentes fuentes de variación:      
 
Cada uno de éstos persigue un objetivo particular, con cierto grado de 
diferencia en la forma de escoger las matrices en la descomposición inicial. 
Esta generalización sienta sus bases en el modelo ANOVA de la matriz original 




              






Figura 2-2 Modelo ANOVA de una matriz original Xnxp 
 
donde las filas de la matriz original 𝑋 se dividen en grupos y la matriz está 
centrada previamente por columnas:  
?̅?1 = (?̅?11, … , ?̅?1𝑝)  
?̅?2 = (?̅?21, … , ?̅?2𝑝)  
          . 
           . 
           . 
?̅?𝑔 = (?̅?𝑔1, … , ?̅?𝑔𝑝)  
 
para definir la matriz de medias de los grupos (g): 





































El manejo de esta estructura nos lleva a plantear el modelo MANOVA, en la 
forma:  
𝑋 =  𝐴𝛽 +  𝜀 
donde,  
 𝑋𝑛𝑥𝑝     representa la matriz original de los valores observados, 
𝐴𝑛𝑥𝑝    es la matriz de 𝑞 variables independientes observadas en cada 
individuo, con valores 1 y 0 para representar la pertenencia del 
individuo a un determinado grupo, 
𝛽𝑞𝑥𝑝    es la matriz de parámetros de regresión, 
𝜀𝑛𝑥𝑝     es la matriz que recoge las fuentes de variación aleatorias o 
errores   aleatorios 
La estimación de los parámetros es similar al caso univariado. ?̂? es el 
estimador de mínimos cuadrados de β que minimiza 
     || 𝜀′𝜀||  =  𝑡𝑟 [(𝑋 − 𝐴𝛽)′ (𝑋 − 𝐴𝛽)]   
             ?̂? = (𝐴′𝐴)−1𝐴′𝑋  
En el MANOVA, la hipótesis general multivariante se define en la forma:   
     𝐻𝑜: 𝐶 𝛽 =  0 
donde la matriz 𝐶 de dimensión 𝑔𝑥𝑞  y rango 𝑔 (𝑔 ≤ 𝑟)  puede  ser elegida de 
formas diferentes; 𝑟 es el rango de la matriz 𝐴. La matriz 𝐴 se forma por los 
coeficientes de contrastes para las medias.   
 ?̅?11 ?̅?12 … ?̅?1𝑝   ?̅?1 
 ?̅?21 ?̅?22 … ?̅?2𝑝   . 
 













     =  . 
. 
 ?̅?𝑔1 … … ?̅?𝑔𝑝   ?̅?𝑔 
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Así mismo, es posible construir el Biplot para las distintas hipótesis. Mardia, 
Kent, & Bibby, (1979)  definen las filas de la matriz 𝐶 como el efecto de las 
combinaciones lineales de las variables independientes. 
Sea 𝐷 = 𝐶𝛽 un estimador de 𝐷 definido por ?̂? = C ?̂? = 𝐶(𝐴′𝐴)−1𝐴′𝑋  
entonces la matriz de suma de cuadrados y productos “entre” grupos está dada 
por: 
𝑯 = 𝑿′𝑨(𝑨′𝑨)−𝟏𝑪′[𝑪(𝑨′𝑨)−𝟏𝑪′]𝑪(𝑨′𝑨)−𝟏𝑨′𝑿  
             ?̂?'           𝑹−𝟏            ?̂? 
y la matriz de suma de cuadrados y productos “dentro” de grupos, está definida 
por: 
𝑬 = 𝑿′[𝑰 − 𝑨(𝑨′𝑨)−𝟏𝑨′]𝑿  
siendo 𝑹 = 𝑪(𝑨′𝑨)−𝟏𝑪′  
2.5.1 MANOVA Biplot (una vía) 
Al realizar la Descomposición en Valores Singulares Generalizada (DVSG), se 
construye la representación Biplot para la matriz de estimadores de los 
parámetros ?̂?  con 𝑅−½ y 𝐸−½ como métricas: 
 por lo tanto,  ?̂? = 𝑅½ 𝑈𝛴𝑉′ 𝐸½  
Tomando: 
• Como marcadores filas (grupos) a la matriz: 
𝑃 =  𝑅½ 𝑈 𝛴 
• Como marcadores para las columnas (variables) a la matriz:  
𝑄 = 𝐸½ 𝐸𝑉′ 
𝑅−½?̂? 𝐸−½ = 𝑼𝜮𝑽′ 
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La aproximación de la matriz de parámetros está dada por: 
  𝑃𝑄′ = 𝑅𝑈Σ𝑉′𝐸½    
                  = 𝑅½𝑅−½?̂?𝐸−½𝐸½ 
      =  ?̂?   
lográndose máxima separación entre grupos. 
 
2.5.2 MANOVA Biplot (de dos vías) 
Como se mencionó, Amaro et al. (2004) establecen cuatro tipos de Biplot en 
un diseño de dos vías, para representar resultados de un MANOVA. 
Biplot Total: 
Equivale a tomar todos los tratamientos (combinaciones de niveles de los 
factores) como MANOVA unidimensional (Gabriel, 1995). 
𝑅 =  (𝐴′𝐴)−1 
  ?̂? =  (𝐴′𝐴)−1𝐴′𝑋      
  𝐶 =  𝐼   
Estos resultados combinan los efectos principales (de filas y columnas) y la 
interacción, lo cual no es recomendable, ni mucho menos concluyente. No 
obstante, facilita el estudio de los grupos, en cuanto a sus diferencias y 
similitudes; reconoce las variables que influyen al contrastar los grupos y como 
un valor adicional, da las regiones de confianza para medias. 
El Biplot de Filas: 
En éste: 







?̂? =  C1(A
′
1A1)
−1A′1X    
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Denótese la matriz de medias de las filas como  




Los marcadores para los grupos son: 
    ?̅?𝑓𝑖𝑙𝑎 = ?̅?𝑓𝑖𝑙𝑎 E
−½V ;  
Los marcadores para las columnas son 
   𝑄 = 𝐸−½𝑉   
En el Biplot de filas, las propiedades son: 
• Los ejes del Biplot de filas son combinaciones lineales de las variables 
que maximizan la F de Snedecor para el efecto del factor fila. 
• Permite estudiar similitudes y diferencias entre los grupos, cuando el 
efecto es significativo. 
• El producto escalar entre los marcadores fila para ?̂? aproxima los 
productos escalares para las métricas, que coincide con la distancia de 
Mahalanobis. 
• Sobre los centroides de los grupos (puntos estrellas), es posible 
superponer círculos de confianza y medir el efecto del factor fila para 
analizar la significación de las medias de los grupos. 
• La importancia de las variables en la separación de los grupos se mide 
de la misma forma como en el MANOVA Biplot de una vía. 
Biplot de Columnas: 
El Biplot de columnas se da mediante la sustitución de las matrices:  





?̂? =  C2(A
′
2A2)
−1A′2X    
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Denótese la matriz de medias para las columnas 





Los marcadores para los grupos son 
     ?̅?𝑐𝑜𝑙  =  ?̅?𝑐𝑜𝑙  𝐸
−½ 𝑉  
y, los marcadores para las variables (columnas) como  
     𝑄 = 𝐸½𝑉 
El Biplot de columnas maneja propiedades similares a las propiedades del 
Biplot fila; además, el producto escalar entre marcadores de columnas para ?̂? 
aproxima la matriz de suma de cuadrados y productos dentro de los grupos, 




Biplot de Interacción: 
Para la interacción se sustituyen las matrices: 





 ?̂? =  C3(A
′
3A3)
−1A′3X    
Los marcadores para los centroides de los grupos son 
      ?̅? =  ?̅?𝑖𝑛𝑡 𝐸
−½𝑉 
Los marcadores para las variables son 
      𝑄 = 𝐸−½𝑉 
y, los marcadores para el conjunto de contrastes son 
     𝑃 = 𝑅½𝑈Σ  
35 
 
En este caso, las propiedades son: 
• Los ejes son combinaciones lineales de variables que maximizan la F de 
Snedecor para la interacción. 
• La bondad de ajuste para la representación de los contrastes es 








• La longitud al cuadrado del marcador aproxima la distancia de Mahalanobis 
al vector nulo. 
• En la proyección de las medias, la longitud al cuadrado del marcador que 
representa a una media aproxima la distancia de Mahalanobis al vector nulo. 
Se suele interpretar como la parte de la distancia explicada por la 
interacción:   
  ?̅? ?̅?′ =  ?̅?𝑖𝑛𝑡𝐸
−½𝑉𝑉′𝐸
−½
 ?̅?𝑖𝑛𝑡 =  ?̅?𝑖𝑛𝑡𝐸
−1 ?̅?𝑖𝑛𝑡  
• La interacción será máxima para aquellos vectores paralelos al vector de 
interacción resultante, y será mínima para los vectores perpendiculares.  
2.5.3 Representación gráfica del MANOVA Biplot 
Los resultados del MANOVA Biplot son representados en el plano, donde los 
vectores constituyen los marcadores columnas (variables), y los grupos son 
incorporados como puntos estrellas rodeados de círculos (puntos-círculos), 
estos círculos representan las regiones de confianza de las medias 
poblacionales para las variables con un nivel de confianza preestablecido (ver 
Figura 2-3). Los radios de los círculos suelen ser diferentes, ya que cada grupo 
se pondera en función del tamaño de la muestra.   
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En términos generales, el MANOVA Biplot se interpreta siguiendo los 
siguientes criterios: 
• Dos marcadores columnas que se encuentren próximos, indican que ambas 
variables están correlacionadas. 
• Al proyectar los grupos sobre los vectores o variables, podemos aproximar 
una prueba estadística de diferencia de grupos similar a la prueba t de 
Student para dos muestras. Esto es, si las proyecciones logran cruzarse, 
entonces se infiere que no existe diferencia significativa entre estos dos 
grupos. Por el contrario, si las proyecciones de los grupos no se cruzan, o 
bien no logran intersecciones, se deduce que existen diferencias 








 Figura 2-3 Representación de un biplot canónico 
 
• La proyección de un grupo que se estime cercano al extremo del vector de 
un marcador columna revela que el grupo toma valores altos en esa variable. 
• El coseno del ángulo de los vectores mide el grado de relación de las 
variables. Dos vectores que se encuentren próximos, explica que esas 
























2.6 Modelos AMMI GGE Biplot 
Usualmente, un gran número de genotipos se someten a pruebas, en 
diferentes ambientes, lo que hace difícil determinar el patrón de respuesta 
genotípica, sin la ayuda de una visualización gráfica (Yan, Cornelius, Crossa, 
& Hunt, 2001).  
Esta respuesta o reacción de los genotipos en condiciones ambientales 
diferentes es el resultado de la relación entre el genotipo (𝐺) y el ambiente (𝐸), 
y es denominada interacción genotipo ambiente (GEI). 
Para evaluar genotipos probados en diferentes ambientes, se realizan análisis 
de adaptabilidad y estabilidad. La adaptabilidad es la capacidad del genotipo 
de responder positivamente a los efectos ambientales, garantizando un alto 
nivel de productividad (Becker, 1981). La estabilidad está relacionada con el 
sostenimiento o subsistencia de la productividad en diferentes entornos. 
Existen diversas metodologías para estudiar la adaptabilidad y estabilidad 
fenotípica, las cuales difieren en cuanto a sus conceptos y procedimientos 
biométricos de estimación.  
Dentro de las metodologías planteadas, podemos destacar el análisis AMMI 
(Additive Main Effects and Multiplicative Interaction) propuesto por Mandel 
(1971) y el GGE Biplot (Yan, Hunt, Sheng, & Szlavnics, 2000). Ambas 
metodologías, se basan en los gráficos Biplot, por tanto, permiten representar 
gráficamente una matriz de datos. 
38 
 
2.6.1 Biplot AMMI  
El modelo AMMI (Efectos Principales Aditivos y Análisis de Interacción 
Multiplicativa), estudiado también por Zobel, Wright, & Gauch (1988) y validado 
por Gauch & Zobel (1989) y Crossa, Gauch, & Zobel (1990), combina el análisis 
de regresión lineal con el análisis por componentes principales (PCA), bajo los 
supuestos de que los efectos principales (genotipo y ambiente) son de 
naturaleza aditiva y la interacción genotipo x ambiente es de naturaleza 
multiplicativa.  
Bajo el supuesto de que un conjunto de genotipos (g) han sido probados 
experimentalmente en diferentes ambientes (e); la media de cada combinación 
de genotipo y ambiente puede ser presentada en una matriz de dimensión gxe. 
    
       
  
 
El modelo AMMI está representado por la ecuación (Zobel et al., 1988):
 
 




Genotipos 𝑔𝑖 en filas (i=1, 2, 3, …, g) 




𝑌𝑖𝑗  es el rendimiento del genotipo i en el ambiente 𝑗 
𝜇  es la media general 
𝑔𝑖  es el efecto del genotipo 𝑖 
𝑒𝑗  es el efecto del ambiente 𝑗 
𝜆𝑘  es el valor propio del componente principal 𝐾 
𝛾𝑖𝑘 son los vectores propios unitarios genotípicos asociados a 𝜆𝑘 
𝛼𝑗𝑘  son los vectores propios unitarios ambientales asociados a 𝜆𝑘 
𝜀𝑖𝑗 es el error experimental   
𝑘   es el número de ejes de componentes principales considerados 
en el modelo AMMI 
El modelo AMMI primero realiza un Análisis de Varianza (ANOVA) con dos 
factores a partir de la matriz de medias para calcular los principales efectos 
aditivos de genotipo y ambiente.  Luego, realiza un Análisis de Componentes 
Principales (ACP) sobre los residuos de este modelo aditivo para estudiar los 
efectos multiplicativos de la interacción (Gauch, 1988). Los residuos obtenidos 
a partir de la matriz de medias constituyen la matriz de interacciones 
representada por: 
            𝐺𝐸(𝑔𝑥𝑒) = [(?̂?𝑒)𝑖𝑗]  
donde   (?̂?𝑒)𝑖𝑗 = ?̄?𝑖𝑗 − ?̄?𝑖• − ?̄?•𝑗 + ?̄?••  
Los términos de la interacción multiplicativa son estimados por medio de la 
descomposición en valores singulares a partir de la matriz GE luego de ajustar 
por mínimos cuadrados el modelo de efectos principales.  
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Los componentes principales se extraen de la matriz de covarianzas, ya que el 
ACP realizado de esta manera para los genotipos y para los ambientes permite 
obtener así las coordenadas ambientales y genotípicas respectivamente. 
El modelo AMMI genera un gráfico de dos dimensiones (BIPLOT) en el que se 
pueden observar las diferencias entre ambientes (columnas), el grado de 
interacción de los genotipos (filas) con el ambiente, la estabilidad y las 
adaptaciones específicas de algunos genotipos a determinados ambientes.  
El efecto de interacción entre un genotipo y un ambiente está dado por la 
proyección ortogonal del vector del genotipo sobre la dirección determinada 
por el vector del ambiente. Aquellos vectores de los ambientes que poseen la 
misma dirección que los vectores del genotipo se dice que tienen interacción 
positiva, es decir dichos ambientes son favorables para esos genotipos; por el 
contrario, los vectores en direcciones opuestas tienen interacción negativa, son 
ambientes desfavorables. 
Podemos también, interpretar a la distancia entre dos genotipos.  El coseno del 
ángulo entre los vectores de dos genotipos o ambientes indica la correlación 
entre ellos con respecto a su interacción. Así, ángulos agudos entre los 
vectores indican correlación positiva entre genotipos. Cuando los ángulos son 
obtusos, esto indica que existe correlación negativa, y si las direcciones son 
opuestas la correlación es inversa. Por otro lado, direcciones perpendiculares 
entre vectores indican correlación nula; y, vectores próximos hacen suponer 
que existe alta correlación entre dichos vectores. 
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Otro enfoque para estudios de interacción genotipo ambiente, es propuesto por 
Yan et al.(2000), denominado GGE Biplot. 
2.6.2 GGE Biplot 
El Biplot GGE es un modelo similar al Modelo AMMI, pero los términos lineales 
de genotipos no se consideran individualmente y se adicionan al término 
multiplicativo de la interacción genotipo x ambiente. El GGE Biplot está basado 
en el modelo SREG (Modelo de Regresión de Sitios), por lo tanto, el modelo 
para el GGE Biplot está dado por: 






                      𝑌𝑖𝑗 =  µ + 𝑒𝑗 + 𝜆1𝛾𝑖1𝛼𝑗1 + 𝜆2𝛾𝑖2𝛼𝑗2 
donde: 
𝑌𝑖𝑗  Es el rendimiento del genotipo i en el ambiente 𝑗 
𝜇  Es la media global  
𝑒𝑗  Es el efecto del ambiente 𝑗 
𝜆1  Es el valor propio de la primera componente principal 
𝜆2  Es el valor propio de la segunda componente principal 
𝛾𝑖1  Son los vectores propios del genotipo 𝑖 asociados a la primera 
componente 
𝛾𝑖2 Son los vectores propios del genotipo 𝑖 asociados a la segunda 
componente 
𝛼𝑗1   Son los vectores propios ambientales 𝑗 para la primera componente   
𝛼𝑗2   Son los vectores propios ambientales 𝑗 para la segunda 
componente  
𝜀𝑖𝑗  Es el error experimental   
 
El modelo del GGE 
Biplot conserva unidos 
G y GE, y particiona 




La descomposición en valores singulares en el análisis GGE Biplot permite 
calcular los componentes principales, y también proporciona una medida de la 
variabilidad capturada por cada una de las componentes (Yan, 2002; Yan & 
Hunt, 2002; Yan & Tinker, 2006). La primera componente, se encuentra 
altamente correlacionada con el efecto principal del genotipo; por tanto, 
representa la proporción del rendimiento que se debe solo a las características 
del genotipo. La segunda componente representa la parte del rendimiento 
debido a la interacción genotipo-ambiente. 
El Biplot GGE permite examinar, mediante la interacción genotipo ambiente, la 
capacidad de discriminar y la representatividad de los ambientes de prueba 
como una medida conveniente para definir mega‑ambientes (ver Figura 2-4) 
homogéneos (Yan & Hunt, 2002; Yan et al., 2000; Yan & Kang, 2002). En la 
siguiente figura se pueden apreciar dos mega-ambientes claramente definidos 
(elipses grises). 
 




Para la interpretación gráfica, se siguen las mismas reglas de ángulos, 
distancia y longitud de marcadores fila y marcadores columna señalados 
anteriormente para el HJ-Biplot, sólo que el GGE Biplot se hace la 
interpretación en términos de genotipo (filas) – ambiente (columna). 
Así, es posible identificar el genotipo ideal (Yan, 2001) - ver Figura 2-5- como 
aquel con alta puntuación en el primer eje del componente principal que está 
asociado a altos rendimientos; y, las puntuaciones cercanas a cero en el 
segundo eje del componente principal, relacionado con buena estabilidad del 
genotipo a través de los ambientes contrastantes.   
Dentro de un mega-ambiente el entorno de prueba ideal es el más 
discriminativo (informativo) y el más representativo. 
 




El modelo GGE Biplot también permite examinar gráficamente cada 
genotipo y conocer el rendimiento de éste en función de los diferentes 
ambientes de prueba (ver Figura 2-6).  Los ambientes están ordenados en 
la dirección del eje genotipo en términos de rendimiento. La recta 
perpendicular separa los ambientes en los que el rendimiento del genotipo 
está por encima de la media de aquellos en los que está por debajo de la 
media. 
 
Figura 2-6 Rendimiento de un genotipo en los distintos ambientes 
 
En síntesis, la gráfica del GGE Biplot permite visualizar tres aspectos 
importantes:  
1. Determina el genotipo con mejor comportamiento en un ambiente específico.  
2. Identifica el ambiente más apropiado para un genotipo específico. 
3. Compara pares de genotipos en un ambiente y diferencia mega-ambientes. 
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2.7 Biplot para Datos Composicionales  
Gran parte de los datos provenientes de diversas ramas de la ciencia, y datos 
que surgen como resultado de muchos experimentos, tienen carácter composi-
cional; esto es, describen cuantitativamente las partes que forman un todo y 
revelan información sobre la variación relativa entre sus componentes. Bajo 
este modelo, ni el tratamiento de los datos en valor absoluto, ni el total 
representan interés especial.  
Los datos composicionales están presentes en diferentes campos y/o 
disciplinas (Cortés-Rodríguez & Sánchez-Barba, 2013) como por ejemplo, en 
Biología para caracterizar la fauna existente en un determinado hábitat; en 
Economía, para identificar partidas de inversión de los recursos económicos; 
en Psicología, partiendo de la inteligencia global, es posible analizar cierto tipo 
de inteligencia y sus correspondientes variables. 
En este sentido, en la década del 80, Aitchison (1982) propuso una 
metodología para el análisis de datos composicionales, trabajo que ha recibido 
valiosos aportes y reformulaciones de otros autores intentando afrontar las 
dificultades de interpretación de las magnitudes absolutas de las partes. 
 
2.7.1 Principios del análisis  
Aitchison (1997) revela algunos principios básicos a los que debe responder el 
análisis de datos composicionales. Estos principios son: invariancia por escala 
y coherencia subcomposicional.  
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Invariancia por escala: refiriéndose a que los vectores de componentes 
positivas proporcionales representan la misma composición. Dicho de otra 
forma, “cualquier función aplicada sobre datos composicionales debe poder 
expresarse en términos de cocientes entre sus partes o componentes". 
 
Es lógico pensar que los resultados de un análisis referente a un subconjunto 
de las partes de una subcomposición, no dependa de cuáles fueron las partes 
restantes de las composiciones medidas. Esto da lugar al principio de 
coherencia subcomposicional, que exige que la información no varíe cuando 
se extrae una subcomposición. 
El biplot para datos composicionales consiste en un análisis de componentes 
principales de la matriz de datos transformados, convenientemente centrados 
y usando la descomposición de la matriz de covarianzas. 
A partir del año 2000 se promueven diversos aportes en los aspectos formales 
del análisis (Aitchison et al. 2002; Billheimer et al. 2001; Pawlowsky-Glahn & 
Egozcue, 2001), que han permitido un mejor tratamiento de los métodos ya 
propuestos.  
Básicamente, el análisis de datos composicionales puede resumirse en tres 
pasos:  
• La transformación de los datos a coordenadas de tipo log-cociente.  
• El análisis estadístico (usual) de dichas coordenadas como variables reales.  
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• La interpretación de los modelos obtenidos en las propias coordenadas o 
volviendo a expresar los resultados en términos de composiciones.  
2.7.2 Representación biplot en datos composicionales: 
Sea 𝑋 = (𝑥𝑖𝑗) una matriz de datos composicionales de dimensión 𝑛𝑥𝐷. La 
representación log-cociente centrada clr define una nueva matriz 𝑍𝑖𝑗
∗ : 
𝑍𝑖𝑗

































𝑗=1      
        
 
          denotando    lij                           li.                   se tiene  𝑍𝑖𝑗






∗ = 0𝐷𝑗=1  
Con esto, la media de los elementos de una fila es igual a cero. 
Al centrar la matriz con respecto a las medias de las columnas se obtiene la 
matriz:  
   𝑍𝑖𝑗  = 𝑙𝑖𝑗– 𝑙𝑖. – 
1
𝑛









∗ = 0𝑛𝑖=1  
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Considerando que 𝑍 es una matriz doblemente centrada (por filas y columnas), 
los vectores singulares (𝑈 y 𝑉) también están centrados. El rango de la matriz 
𝑍 es 𝐷 − 1. 
Aitchison & Greenacre (2002) llamaron al biplot derivado de la matriz de datos 
composiciones, “biplot de variación relativa" en vista de que este constituye la 
variación en todas las relaciones de los componentes. La geometría de 
Aitchison es una geometría euclídea. Permitiendo utilizar todas las 
propiedades y herramientas de estos espacios que nos son familiares. Es 
decir, disponemos de productos escalares para hacer proyecciones 
ortogonales y de ejes ortogonales que permiten trabajar en coordenadas. 
El biplot composicional muestra gráficamente la aproximación en rango dos de 
la matriz, dada por la descomposición en valores singulares; consta de:  
• Un origen O que representa el centro del conjunto de datos 
composicionales,  
• Un vértice en la posición ℎ𝑗  para cada una de las 𝐷 partes, y 
• Un r caso en la posición 𝑔𝑖 para cada una de las 𝑛 muestras o casos. 
Se determina que la unión de O a un vértice ℎ𝑗 se denomina “rayo” y la unión 
de dos vértices ℎ𝑗  y ℎ𝑘 se denomina “link”.  
Éstas constituyen las características básicas de un biplot de variación relativa, 
con ciertas propiedades para la interpretación de la variabilidad composicional. 
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Cada rayo representa una variable; y su longitud, la varianza asociada 
explicada en la proyección.  
La interpretación geométrica de un biplot para datos composicionales se da en 
términos de la representación de los individuos, denominado “biplot de forma” 
(ver Figura 2-7); y en base a la representación de las variables, llamada “biplot 
de covarianza” (ver Figura 2-8).  
2.7.3 Propiedades Fundamentales 
Las propiedades de los biplot de forma en datos composicionales son las 
siguientes: 
➢ Las distancias entre los puntos fila son aproximaciones de las distancias 
entre los individuos, calculados a partir de la matriz de log-ratios centrados. 
➢ La longitud de un rayo se aproxima a la calidad de representación de la 
variable que representa. 
➢ La proyección de un punto fila sobre el vector columna es 










Figura 2-8 Biplot de covarianza 
 






Las técnicas que hemos abordado hasta aquí son adecuadas si se quiere 
representar datos cuantitativos continuos y métricas lineales. Sin embargo, 
ante la presencia de información cualitativa las técnicas mencionadas pierden 
poder de análisis y síntesis, pero surgen otros enfoques que trabajan con 
información de este tipo. Básicamente, son técnicas de análisis estadístico 
multivariante que persiguen el mismo objetivo de los métodos biplot: la 
representación gráfica simultánea de una matriz de datos, pero con ciertas 
características particulares y que explicamos a continuación. 
Propiedad 1
• La longitud de un rayo ||hj || asociado a la variable Zj  
es aproximadamente la desviación estándar de la 
variable
Propiedad 2:
• La distancia entre dos vértices (link) es una 
aproximación de la desviación estándar de los 
correspondientes log-ratio
Propiedad 3:
• El coseno del ángulo que forman dos rayos, se 
aproxima a la correlación entre las variables 
correspondientes 
Propiedad 4:
• La distancia de Aitchison entre dos rayos, coincide 
con la distancia entre los respectivos marcadores 
columna transformados
Propiedad 5:
• El coseno de los ángulos del link hj-hk entre las 
variables Z y Zk y el link hj - hm entre las variables  Zj
y Zm  es aproximadamente la correlación entre los 
correspondientes log-ratio
Propiedad 6:
• Las distancias entre los puntos de fila (individuos) 
son aproximaciones de las distancias de Mahalanobis 




2.8 HJ Biplot Composicional 
La metodología explicada en el punto anterior hace referencia solamente a los 
Biplots GH y JK para datos composicionales. Como una alternativa a estos 
modelos y con el propósito de facilitar un nuevo procedimiento para obtener el 
HJ Biplot en datos composicionales, Hernández Suárez et al. (2016) presentan 
el método denominado “HJ Biplot Composicional”. 
Para aplicar el análisis estadístico, los datos composicionales en bruto se 
someten a una transformación “clr”. Esta transformación es simétrica con 
respecto a las partes y mantiene el mismo número de componentes que el 
número de partes en la composición. La transformación clr viene dada por la 
expresión: 










donde 𝑥 = (𝑥1, 𝑥2, . . . , 𝑥𝐷) es un vector de datos composicionales, 𝑔𝑚(𝑥) es la 
media geométrica de ese vector de datos composicionales y 𝑥𝑖 representa las 
variables. 
Por lo tanto, la matriz 𝑋 está formada por datos transformados mediante la 
expresión clr, y luego es doblemente centrada a través de la DVS para 
asegurar que los componentes se analicen en una escala de relación en las 
dimensiones apropiadas. 
El HJ Biplot composicional se basa en los mismos conceptos explicados arriba 
de vértices, rayos y marcadores relacionados con cada observación individual. 
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2.9 Biplot Logístico Binario  
Como un procedimiento alternativo ante escenarios en los que se tienen datos 
binarios, Vicente-Villardón (2001) y Vicente-Villardón et al. (2006) proponen un 
nuevo enfoque biplot, denominado Biplot Logístico, basado en un modelo en 
el cual las coordenadas de los individuos y las variables están previstas para 
obtener respuestas de tipo logístico (Vicente-Villardón et al. 2004). En la 
formulación de esta metodología, se define una matriz de datos 𝑋𝑛𝑥𝑝, en la cual 
las filas corresponden a los individuos, y las columnas miden atributos o datos 
cualitativos que se asocian a variables binarias (presencia o ausencia de una 
determinada característica).  
2.9.1 Estructura de datos para realizar un Biplot Logístico 
El biplot logístico, se corresponde con la regresión logística, persigue el mismo 









donde, 𝑎𝑖𝑠 y 𝑏𝑗𝑠 (𝑖 = 1, …, 𝑛; 𝑗 = 1, …1, 𝑝; 𝑠 = 1, …, 𝑘) son los parámetros del 
modelo usados como marcadores filas y columnas respectivamente, 




𝜋𝑖𝑗 = 𝐸(𝑥𝑖𝑗) la probabilidad esperada   
que asocia el valor cero (0) si la 
característica está ausente y el valor  







La transformación logit (regresión logística), como función de vínculo, es 
equivalente al modelo lineal generalizado. 




         = 𝑏𝑗0 + ∑ 𝑏𝑗𝑠𝑎𝑖𝑠
𝑘
𝑠=1  
           =  𝑏𝑗0 + 𝑎′𝑖𝑏𝑗      
donde 𝑎𝑖 = (𝑎𝑖1, … , 𝑎𝑖𝑠)' y 𝑏𝑗 = (𝑏𝑗1, … , 𝑏𝑗𝑠)' 
 
En forma matricial,  
 
  𝑙𝑜𝑔𝑖𝑡 () = 1𝑏0
′ + 𝐴𝐵′   
 
donde,   𝜋  es la matriz de probabilidades esperadas    
  1  es un vector de unos 
  𝑏0  es el término que contiene las constantes 
𝐴 y 𝐵  son las matrices que contienen los marcadores para las   
filas y columnas de la matriz X 
En el modelo anterior, los ejes de ordenación son considerados como variables 
latentes que explican la asociación entre las variables observadas.  
Al suponer que los individuos responden de forma independiente a las 
variables, y que las variables son independientes para valores dados de rasgos 
latentes; la función de máximo verosimilitud está dada por: 








Aplicando el logaritmo a esta función, se obtiene: 





Tomando las derivadas de L con respecto a los parámetros, igualando a cero 
y resolviendo 3p+2n ecuaciones simultáneas, se obtienen las estimaciones.   
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Vicente-Villardón et al. (2006) fijan los parámetros del biplot logístico en un 
esquema iterativo que alterna A y B. Un conjunto de parámetros es introducido, 
mientras que el otro se mantiene fijo, y este procedimiento se repite hasta que 
la probabilidad converge a un grado de precisión deseado (Figura 2-9).  
2.9.2 Algoritmo General 
 
Figura 2-9 Algoritmo general, para la aplicación del Biplot Logístico 
En el biplot logístico, la representación de variables e individuos no se refiere 
a las puntuaciones del individuo en la variable, sino a la probabilidad de que el 
individuo tenga la característica que define la variable.  Por tanto, la 
exclusividad de su resultado se da en términos de la interpretación de “áreas 
de probabilidad” en el plano resultante (Figura 2-10). 
 
Figura 2-10 Esquema de representación del Biplot Logístico 
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La proyección de cada uno de los individuos sobre el segmento que representa 
cada variable logra la probabilidad estimada de presencia de la característica 
(Figura 2-11). No todas las variables estarán asociadas a la clasificación; en 
consecuencia, solo se suelen proyectar aquellas que presentan mejor calidad 
de representación.  
2.9.3 Reglas de interpretación 
En la representación gráfica del Biplot Logístico, hay conceptos básicos a 
tomar en cuenta al momento de la interpretación:  
• La longitud del vector indica el poder discriminante de la variable; a menor 
longitud, mayor poder discriminante, y viceversa  
• La dirección a la que apunta el vector indica la zona positiva del gradiente; 
pudiendo determinarse que variables se asocian con cada eje. 
• El ángulo entre vectores indica el grado de asociación entre esas variables.  
• El ángulo entre cada vector y el eje señala el grado de relación entre el vector 
y el eje (gradiente). 
2.9.4 Calidad de Representación de las variables 
Una vez obtenidos los resultados del Biplot Logístico, la calidad de 
representación de cada variable se puede medir con tres elementos 
fundamentales:  
(a) El p-valor a partir del cual determinamos qué variables son significativas 
en el modelo. 
(b) 𝑟2 de Nagelkerke para conocer la capacidad explicativa del modelo 
logístico.       
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(c) El porcentaje de variables bien clasificadas obtenidas de las 
probabilidades esperadas, tomando de referencia un percentil de 0.5 como 
indicador de corte para la predicción de presencia y ausencia (menor de 
0.5 indica ausencia). 
2.9.5 Regiones de Predicción 
Además, para cada variable es posible obtener un diagrama de ordenación, 
en el cual la variable es dividida en dos regiones que predicen presencia o 
ausencia del atributo (Vicente-Villardón, 2010). Ambas regiones quedan 
separadas por una línea que es perpendicular al vector que representa a la 
variable y corta al vector en el punto 0,5. El origen del cada vector corresponde 
con la probabilidad de 0.5 indicador de presencia de la característica; y el otro 
extremo o punta de la flecha corresponde con la probabilidad de 0.75. 
 
 
                                         
 
 
Figura 2-11 Regiones de predicción del Biplot Logístico 
2.9.6 Biplot Logístico Externo 
Siguiendo la línea de pensamiento de Vicente-Villardón et al. (2006), surge una 
variante al biplot logístico; Demey (2008) combina en un mismo algoritmo, el 
Región de 
ausencia de la 
característica  
Región de 




análisis de coordenadas principales y la regresión logística, para construir la 
técnica conocida como Biplot Logístico Externo. La propuesta se basa en el 
hecho de que la regresión en el procedimiento alterno para datos binarios no 
es más que una regresión logística que se puede articular convenientemente, 
a la configuración obtenida a partir del Análisis de Coordenadas Principales.  
Se parte de una matriz 𝑋𝑛𝑥𝑝 de datos, obtenida de observaciones en las que 
se registran atributos o características que se han asociado a variables 
binarias, donde el valor cero indica que el atributo está ausente y el 1 que está 
presente. Seguidamente, se define una matriz 𝑆 = (𝑠𝑖𝑗) que contiene las 
similaridades entre filas (individuos) obtenida de la matriz de datos binarios X. 
A partir de estas matrices, se inicia el algoritmo con un Análisis de 
Coordenadas Principales (ACoP) ordenando los individuos en un espacio 
Euclideano de baja dimensión, de tal manera que la distancia entre 
cualesquiera dos puntos aproxime tanto como sea posible, la disimilaridad 
entre individuos representados por estos puntos. Para determinar las variables 
asociadas a la ordenación obtenida en PCoA, buscamos las direcciones en el 
diagrama de ordenación que mejor predicen la probabilidad de presencia de 
cada variable.  Una vez obtenida la ordenación, se procede con la metodología 
planteada por Villardón, sobre el biplot logístico.  
Esta propuesta sobre el Biplot Logístico Externo, obedece al hecho de que las 
coordenadas de los individuos son calculadas en un procedimiento externo 
(PCoA). En un Biplot Logístico Externo, se genera un gráfico, en el cual los 
individuos son representados como puntos, y los coeficientes de regresión 
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como vectores, determinando la dirección de los ejes. A continuación, se 
presentan los pasos a seguir para su construcción (Figura 2-12).  
 
Figura 2-12 Algoritmo para la aplicación del Biplot Logístico Externo 
Los resultados del biplot logístico externo son utilizados, además, para evaluar 
la separación y formación de grupos, en función del análisis de cluster. 
2.10 Biplot Logístico Nominal 
Recientemente Hernández Sánchez (2016) amplía el concepto del biplot 
logístico, desarrollando un método para el análisis de datos categóricos, 
denominado Biplot Logístico Nominal (BLN). Bajo este enfoque se representan 
los datos en un espacio de dimensión reducida y se explica la correlación entre 
las variables nominales, a través de regiones de predicción divididas en 
categorías. La capacidad del análisis del BLN permite hacer una valoración de 
los resultados en términos de distancias, de forma tal que la categoría que se 
predice en una variable cualquiera para cada individuo va a ser la más cercana 
a éste.  
En la formulación de esta metodología, se define una matriz de datos 𝑿𝐼𝑥𝐽, en 
la cual las filas corresponden a los 𝐼 individuos, y las columnas a las 𝐽 variables 
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nominales, cada una asociada a 𝐾𝑗 (𝑗 = 1, … , 𝐽) categorías. Además, se define 
una matriz indicadora 𝑮𝐼𝑥𝐿 en la cual 𝐿 = Σ𝑗𝐾𝑗 columnas.  
Sea 𝜋𝑖𝑗(𝑘) = 𝐸(𝑥𝑖𝑗) la probabilidad esperada que asocia la categoría k (de la 
variable j) al individuo, si efectivamente está presente. En la construcción del 
modelo logístico multinomial de respuesta latente con S rasgos latentes, la 











Para cada variable, se puede usar como categoría base, la primera o la última 
categoría. Tomando como base la última categoría, y asumiendo que en el 
modelo logístico multinomial de respuesta latente el logaritmo de los odds para 
cada respuesta sigue un modelo lineal, se tiene que: 




) = 𝑏𝑗(𝑘)0 + ∑ 𝑏𝑗(𝑘)𝑠
𝑆
𝑠=1 𝑎𝑖𝑠 
               = 𝑏𝑗(𝑘)0 + 𝑎𝑖
′𝑏𝑗(𝑘) 
donde, 𝑎𝑖𝑠 y 𝑏𝑗(𝑘)𝑠 son los parámetros del modelo  
𝑖 = 1, … , 𝐼; 𝑗 = 1, … , 𝐽; 𝑘 = 1, … 𝐾𝑗 − 1; 𝑠 = 1, … , 𝑆 
 
Matricialmente la expresión: 0 = 1𝐼𝑏0
′ + 𝐴𝐵′ define el biplot para los odds, 
donde O𝐼 𝑋 (𝐿−𝐽) es la matriz que recoge los odds esperados. Por lo tanto, las 
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probabilidades predichas (para cada variable) son interpretadas como 
“regiones de predicción” o “puntos categoría”.  
En el biplot logístico nominal, las regiones de predicción son polígonos 
convexos que dividen el espacio de representación en tantas regiones como 
categorías tenga la variable (teselación) y configurada por un Diagrama de 
Voronoi (ver Figura 2-13).  De esta manera, cada región convexa predice una 
categoría, siendo la probabilidad para cada categoría tan alta como la 
probabilidad asignada al resto de las categorías. 
 
La representación obtenida se interpreta en términos de distancias, en el 
sentido de que la categoría predicha para cada individuo está definida por los 
puntos de la categoría más cercana.  
 
Figura 2-13 Teselación definida por las regiones de predicción.  




2.11 Biplot Logístico Ordinal 
Simultáneamente al modelo anterior, Hernández Sánchez (2016) amplía el 
concepto del biplot logístico al estudio de variables que conllevan un orden en 
sus categorías, denominándole Biplot Logístico Ordinal (BLO).  
En la formulación de esta metodología, se define una matriz de datos 𝑋𝑰𝐱𝑱, en 
la cual las filas corresponden a los 𝐼 individuos, y las columnas a las 𝐽 variables 
ordinales, cada una asociada a 𝑲𝒋 (𝒋 = 𝟏, … , 𝑱) categorías ordenadas. Además, 
se define una matriz indicadora 𝑃𝑰𝐱𝑳  con 𝐿 = ∑ 𝐾𝑗𝑗  columnas para cada variable 
categórica 𝑃𝒋 (𝑃 = 𝑃1, … 𝑃𝐽). P representa la probabilidad asociada a cada 
categoría de cada una de las variables. 
Sea 𝜋𝑖𝑗(𝑘)
∗ = 𝑃(𝑥𝑖𝑗 ≤ 𝑘) la probabilidad esperada de que el individuo 𝑖 
asuma un valor menor o igual que 𝑘 en la 
𝑗 −ésima variable ordinal. 
Sea 𝜋𝑖𝑗(𝑘) = 𝑃(𝑥𝑖𝑗 = 𝑘) la probabilidad esperada de que el individuo 𝑖 tome 
el 𝑘 −ésimo valor de la 𝑗 −ésima variable ordinal 
En la construcción del modelo logístico multinomial de respuesta latente, la 


















𝑎𝑖𝑠 = (𝑎𝑖1, … , 𝑎𝑖𝑆)
′ es el vector de puntuaciones de la respuesta latente para el 
i-ésimo individuo 
𝑏𝑗 = (𝑏𝑗1, … , 𝑏𝑗𝑆)
′
  es el parámetro para cada variable 
𝑑𝑗𝑘          es el parámetro para cada categoría 
Las ecuaciones definen un biplot en la escala logit siguiendo la geometría del 
modelo binario, uno para cada categoría. Las puntuaciones 𝑎𝑖 se usan para 
identificar grupos con características similares; y, los parámetros 𝑏𝑗 señalan las 
direcciones que predicen las probabilidades de las categorías y ayudan a 
encontrar las variables encargadas de las diferencias entre los individuos.  
El subespacio de representación queda dividido en regiones de predicción para 
cada categoría, delimitadas por líneas rectas paralelas (ver Figura 2-14). 
 
Figura 2-14  Regiones de predicción para una variable ordinal 
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2.12 Versión Inferencial del Biplot  
 
Como hemos visto a lo largo de esta revisión bibliográfica, los métodos biplot 
constituyen una importante herramienta de representación, para explicar la 
variación conjunta de variables e individuos en un espacio bidimensional. La 
interpretación del biplot se hace a partir de los marcadores filas y marcadores 
columna, que definen parámetros de estimación representados como puntos y 
vectores en el gráfico. De esta manera, los parámetros en el biplot se estiman 
como valores puntuales, pero no aportan información acerca de la precisión de 
los estimadores. Es por ello que nace la idea de una versión inferencial de los 
métodos biplot, avalada por Nieto-Librero (2015) que se basa en el método 
Bootstrap (Efron, 1979). Para realizar el análisis Biplot de forma inferencial 
Nieto-Librero & Galindo-Villardón (2015), implementaron una interfaz gráfica 
de usuario en entorno R, que detallamos en el siguiente capítulo. 
El Bootstrap sugiere que, a partir de una muestra original de la población, se 
generen sucesivamente nuevas muestras aleatorias y se lleve a cabo la 
inferencia con los resultados de las muestras obtenidas. En el proceso de 
remuestreo se van seleccionando las submuestras mediante muestreo con 
reposición; este procedimiento hace suponer que la muestra considerada en sí 
misma contiene la información básica de la población. Bootstrap es un método 
de remuestreo utilizado con frecuencia para aproximar el error estándar o 
la varianza de un estimador, y construir así intervalos de confianza o realizar 
contrastes de hipótesis sobre parámetros de interés.  En lugar de fórmulas o 
modelos matemáticos abstractos, el bootstrap simplemente requiere un 
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ordenador capaz de simular un proceso de muestreo aleatorio de los datos. 
Afortunadamente, la potencia de los ordenadores actuales facilita 
considerablemente la aplicabilidad de este costoso método.  
La expresión bootstrap puede referirse a bootstrap paramétrico o bootstrap no 
paramétrico. El bootstrap no paramétrico no es rígido respecto al cumplimiento 
de supuestos teóricos, en tal sentido es menos restrictivo que las técnicas 
convencionales. En su aplicación, en vez de asumir a priori una determinada 
distribución teórica, se utiliza la muestra original y se generan un gran número 
de sub‐muestras que sirven de base para estimar la distribución muestral de 
los datos. De esta manera, pueden analizarse datos provenientes de 
distribuciones desconocidas o incluso abordarse situaciones, frente a los 
cuales no hay una solución analítica conocida (Efron & Tibshirani, 1994). 
2.12.1 El Principio “Plug-In” 
 
El “Principio “Plug-In” es un método simple de estimación de parámetros a 
partir de la muestra. La notación  =   (𝐹) donde 𝐹 es la función de 
distribución de probabilidad, es un indicador de que el valor  del parámetro es 
obtenido aplicando algún procedimiento numérico (·) a la distribución 𝐹. 
El “estimador plug-in” del parámetro  =   (𝐹)  estaría definido por:  
                                            𝜃 = 𝜃(?̂?) 
Esto quiere decir que se estima la función  =  (𝐹) de la distribución de 




Bajo este razonamiento, un estimador plug-in de la esperanza  = 𝐸𝐹  (𝑥) es: 
̂ = EF̂ (𝑥) = 
1
𝑛
∑ 𝑥𝑖 = ?̅?
𝑛
𝑖=1  
El Jackknife y el Bootstrap son dos métodos utilizados para estimar o 
aproximar la distribución muestral de un estadístico y sus características. 
 
2.12.2 La Muestra Bootstrap 
 
Dada una muestra aleatoria  
𝑥 =  𝑥1,𝑥2,…,𝑥𝑛 que proviene de una población desconocida.   
𝑥∗ =  𝑥1
∗+𝑥2
∗ + ⋯ + 𝑥𝑛
∗  es una muestra aleatoria bootstrap, con reemplazo 
Si definimos  un parámetro de interés a estimar,  
 entonces 𝜃 = 𝑠(𝑥) es el estimador del parámetro .   
De la misma forma, entonces podemos definir un estimador para un parámetro 
de 𝑥∗ 
  𝜃∗ = 𝑠(𝑥∗) 
En la teoría estadística, uno de los errores estadísticos de gran relevancia, es 
el error estándar o desviación estándar de la distribución muestral.   
La estimación bootstrap de este error estadístico se obtiene a partir de los 
siguientes pasos: 
Paso 1: Seleccionar B muestras bootstrap independientes  𝑥1
∗,𝑥2
∗, … , 𝑥𝐵
∗  
escogidas con reemplazo. 




donde 𝑏 = 1,2, … , 𝐵 
Paso 3: Estimar el error estándar de 𝜃 con la desviación estándar de la muestra 
de las réplicas bootstrap, esto es, 
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    𝑠?̂?𝐵 = 𝑆?̂?[𝑠(𝑋)] 














También es posible obtener estimaciones del sesgo del estadístico de interés. 
Recordemos que el sesgo de un estimador es la diferencia entre el valor 
estimado y el valor verdadero.   
De igual manera, el sesgo de una muestra bootstrap, se puede obtener 
mediante la diferencia entre la media del estimador y el valor verdadero del 
parámetro, para lo cual debemos obtener una muestra aleatoria bootstrap con 
reemplazo. 
Supongamos que 𝜃 es la estimación del estadístico sobre los datos de la 
muestra, la estimación bootstrap del sesgo sería: 
      𝑠𝑒𝑠𝑔?̂?𝑏(̂) = ̂
∗








2.12.3 Estimador Jackknife 
Jackknife es un método de estimación no paramétrico que se usa para estimar 
medidas de variabilidad como el sesgo, error estándar y la varianza. Jackknife 
es también llamado “leave-one-out” y fue introducido por Quenouille (1950) y 
mejorado después por Tukey (1958). 
Este método recalcula el valor del estadístico de interés en cada una de las 
muestras denominadas muestras Jackknife, de tamaño (𝑛 − 1) obtenidas a 
68 
 
partir de la  muestra conocida 𝑥 = (𝑥1, 𝑥2, … , 𝑥𝑛), en la siguiente forma (Figura 
2-15). 
• La primera muestra Jackknife está formada por todas las observaciones 
de la muestra original, excepto la primera. 
• La segunda muestra Jackknife está formada por todas las 
observaciones de la muestra original, excepto la segunda.  
• La 𝑖 −ésima muestra está formada por todas las observaciones de la 
muestra original, excepto la 𝑖 −ésima muestra; así sucesivamente. 
Bajo este procedimiento, Jackknife es un método que incorpora todas las 
muestras extraídas (𝑛 − 1), sin reposición, de la muestra original (Efron & 
Gong, 1983). Con la muestra original, estimamos 𝜃 = 𝑠(𝑥) siendo 𝑠(𝑥) la 
estadística de interés.  
 







i=1    y  ?̂?(𝑖) = 𝑠(𝑥(𝑖))    
El estimador Jackknife del sesgo se define como: 
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𝑠𝑒𝑠𝑔?̂?𝑗𝑎𝑐𝑘𝑘 = (𝑛 − 1)(̂(.) − ̂) 








      
2.12.4 Intervalos de confianza Bootstrap 
Tradicionalmente, el estadístico aplicado en la construcción de intervalos de 
confianza impone determinados supuestos sobre la variable aleatoria 
analizada; obtiene una estimación del estadístico de interés y consigue una 
estimación del error estándar de la distribución muestral del estadístico. Fijado 
un nivel de confianza 1 − , el intervalo de confianza (IC) se obtiene mediante 
la expresión de la forma:  𝜃 ± Z
2⁄  
. ̂̂ donde ̂̂  es la estimación del error 
estándar de la distribución muestral del estadístico y Z
2⁄  
 se corresponde con 
los percentiles asociados al nivel de confianza establecido.  
El mayor aporte de la estrategia bootstrap, en el marco de la construcción de 
intervalos de confianza, consiste en la posibilidad de disponer de un 
procedimiento que solventa aquellas dificultades que surgen si se desconoce 
la distribución muestral de los estadísticos.  Para la construcción de intervalos 
de confianza, de muestras grandes (𝑛20), vamos a suponer que se tiene un 







 Estimador ̂ 
 
Figura 2-16 Intervalos de Confianza Bootstrap para muestras grandes 
 
Estos intervalos tienen una probabilidad 1 −   de contener el verdadero valor 
de .  
Para obtener los intervalos de confianza de muestras pequeñas (Figura 2-17), 
utilizamos la aproximación t de Student conocida: 
  




















Si bien es cierto que los programas estadísticos comerciales genéricos son 
capaces de realizar análisis biplot, el coste total como herramienta analítica 
suele ser bastante elevado. Además, en algunos casos el uso de cada una de 
sus facultades queda limitada, debido a que son paquetes que se ofrecen 
separadamente. Sin embargo, el lenguaje R, a pesar de que inicialmente 
pueda tener una curva de aprendizaje exigente, es un lenguaje libre, abierto y 
gratuito, con una potencia analítica y una continua expansión en aplicaciones 
de todo tipo, que podemos adaptar a nuestras necesidades.  
El lenguaje de programación R se ha convertido prácticamente en un referente 
internacional en el ámbito estadístico. Su amplia variedad de librerías 
orientadas al trabajo estadístico ha permitido que tanto investigadores como 
académicos y una gran comunidad de usuarios, adopten esta herramienta para 
cubrir sus necesidades de ajuste y modelado estadístico para pequeños 
conjuntos de datos, o para gestionar grandes volúmenes de datos que 
requieran métodos estadísticos de alto rendimiento.  
Por otro lado, junto a la amplia gama de librerías, se ha desarrollado el entorno 
gráfico conocido como Interfaz Gráfica de Usuario (GUI), que permite trabajar 
con R, cuya principal virtud es que, al estar hecha a base de menús, facilita el 
manejo del entorno. 
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Evidentemente el lenguaje R posee una variedad de herramientas para el 
análisis de datos multivariantes. Como este trabajo está orientado al estudio 
de los métodos Biplot haremos una revisión de las librerías que dentro de sus 
funciones abordan las técnicas del biplot para el caso de datos de dos 
dimensiones (vías). Además de mostrar de forma resumida sus capacidades e 
ilustrar el uso de las funciones disponibles; en cada caso se ilustra con un 
ejemplo y finalmente se hace una comparativa de los resultados obtenidos, de 
forma general. El objetivo final es aplicar correctamente los diferentes 
algoritmos a datos reales e interpretar sus resultados. 
3.2 Librerías en R para la construcción del Biplot  
La búsqueda de ese objetivo se inicia con una revisión de los paquetes en 
entorno R (R-TEAM, 2014) que tienen implementada la descomposición y/o 
representación Biplot. En la Tabla 2 se ha recogido información de cada uno 
de ellos con su respectivo nombre y una breve descripción. 










Realiza el Análisis de Componentes 






Permite calibrar los ejes en el biplot y en 
el diagrama de dispersión, dibujando 






Implementa la construcción de biplots en 
dos (2D) y tres (3D) dimensiones. Utiliza 
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Es la traducción a R del paquete 
“MultBiplot” desarrollado previamente en 







Construye el biplot para datos nominales, 
en cuyo caso las variables deben ser 









Construye el biplot en base a la 
existencia de un orden en los valores de 
las categorías de las variables en estudio. 
 
A continuación, se explica más detalladamente el contenido y funcionalidad de 
cada librería, resaltando principalmente los argumentos que requiere para 
poner en práctica el análisis biplot. 
 
3.2.1 Paquete Stats  
Este paquete está instalado con el módulo base de R; es un método para la 
función genérica biplot. Produce un biplot a partir de resultados previos 
obtenidos de un ACP sobre la matriz de datos. El argumento que usa es: 
biplot (x, choices=1:2, cex) 
donde, 
 
x  Un objeto de la clase “princomp” o “prcomp”. 
  La función princomp() utiliza la descomposición espectral. 
 La función prcomp() usa la descomposición en valores singulares. 
El formato simplificado de estas dos funciones es: 
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  prcomp(x, scale = FALSE) 
  princomp(x, cor = FALSE, scores = TRUE) 
Argumentos para prcomp() : 
▪ x: una matriz numérica o un “data frame” 
▪ scale: un valor lógico indicando si las variables deben 
escalarse antes de que tenga lugar el análisis 
Argumentos para princomp() : 
• x: una matriz numérica o un “data frame  
• cor: un valor lógico. Si es “TRUE”, los datos serán centrados 
y escalados antes del análisis 
choices  Vector de longitud 2, que especifica las componentes a graficar.  
cex  Factor de expansión de caracteres utilizado para etiquetar los 
puntos fila. Las etiquetas pueden ser de diferentes tamaños para 
filas y columnas al proporcionar un vector de longitud dos. 
 
3.2.2 Paquete “calibrate” 
Paquete para dibujar escalas calibradas con marcas graduadas, sobre los 
vectores variables en el biplot de correlación. Generalmente los trabajos que 
utilizan el biplot no suelen mostrar ejes calibrados1, porque hay pocos 
softwares disponibles para hacerlo. Probablemente el primer ejemplo de un 
biplot con ejes calibrados ha sido el de Gabriel & Odoroff (1990), que hace 
referencia a los vectores columna calibrados como ejes biplot. Posteriormente, 
                                                             
1 Las “p” variables están representadas por ejes no ortogonales, conocidos como ejes biplot. 
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Greenacre (1993) aborda el tema de la calibración biplot en el contexto del 
análisis de correspondencia, y Gower & Hand (1996), con más detalle, en base 
al análisis de componentes principales.    
El paquete “calibrate” presentado por Graffelman (2012) desarrolla un 
procedimiento de calibración que consiste en dibujar una escala (lineal) a lo 
largo de un eje en una gráfica, con etiquetas numéricas y marcas de 
graduación.  
Los ejes biplot no se refieren a los ejes perpendiculares del sistema de 
coordenadas, sino a las variables del biplot que se está calibrando; por lo tanto, 
la calibración que se produce es un biplot, con “variables como ejes 
calibrados”. Los ejes pueden ser calibrados realizando el análisis de 
componentes principales a partir de la matriz de covarianzas o de 
correlaciones.  
La rutina del paquete para calibrar cualquier eje o vector en un biplot es la 
siguiente:  
calibrate (g, yc, ticklab,Fp[,1:2], ticklabc,tl=0.5,axislab,cex.axislab,where, 
labpos) 
donde, 
g Un objeto de la clase “princomp” 
yc Cargas factoriales del vector a ser calibrado 
ticklab Marcas de las etiquetas del vector calibrado (función seq (from, 
to, by)) 
Fp Componentes principales (scores) 
ticklabc  Vector de marcas centrado 




axislab  Etiqueta para el vector calibrado 
cex.axislab Factor de expansión de caracteres para etiquetas de marca de 
eje  
where Posición de la etiqueta (1=principio, 2=medio, 3=final) 
labpos  Posición de la etiqueta para el eje calibrado (1=debajo, 
2=izquierda, 3=encima, 4=derecha) 
El procedimiento de calibración se basa en el hecho de que los marcadores fila 
y marcadores columna para una matriz de datos en un biplot se pueden 
interpretar como coeficientes de regresión.  
Se destacan dos puntos importantes de este paquete: primero, sirve para 
calibrar ejes obtenidos por diversos métodos multivariantes (ACP, análisis de 
correspondencia, de correlación canónica o de redundancia), manteniendo las 
operaciones de centrado y estandarización; segundo, se puede producir 
cualquier calibración lineal debido al hecho de que se puede especificar un 
factor de calibración. El biplot calibrado facilita su lectura e interpretación. 
3.2.3 Paquete “bpca” 
Este paquete dibuja los biplot en dos y tres dimensiones basados en ACP; 
además, ofrece la opción de interactuar en el gráfico 3D, rotándolo y 
ampliándolo. 
La función interna plot (bpca (X, d, center, scale, method, iec, var.rb, var.rd, 
limit)) realiza la representación Biplot, donde: 




d  Un vector que proporciona el primer y último valor propio a ser 
considerado por la reducción biplot. Puede ser d=1:3 o para un biplot 
3D. El valor predeterminado es d=1:2. 
center Valor numérico que indica el tipo de centrado a realizar: 0=sin 
centrado, 1=centrado global, 2=centrado por columnas; 3=doble 
centrado 
scale Valor lógico que indica si las variables deben escalarse antes de que 
se realice el análisis: FALSE: sin escala, TRUE=con escala 
method  Un vector de cadena de caracteres que indica el método de 
factorización: “hj”: HJ (simétrico) 
“sqrt”: SQRT (raíz cuadrada simétrica) 
“jk”: JK (preserva la métrica de las filas) 
“gh”: GH (preserva la de las columnas) 
iec Valor lógico, si iec=TRUE la matriz de valores propios, las 
coordenadas de los objetos y las variables serán invertidas 
var.rb Un valor lógico, si var.rb=TRUE los coeficientes de correlación para 
todas las variables serán calculados 
var.rd Un valor lógico, si var.rd=TRUE el diagnóstico de la representación 
de variables proyectadas por el biplot 
La salida de la función bpca devuelve un objeto de la clase bpca.2d o bpca.3d.  
En cualquier caso, se puede explorar el objeto “bp” creado por la función “bpca” 
y generar una lista de objetos, que pueden resumirse con la función 
“summary(bp)”: 
call   X 
eigenvalues  Un vector de valores propios 
eigenvectors  Un vector de vectores propios 
Number Un vector del número de valores propios considerados en la 
reducción 
Importance La varianza explicada general y parcial  
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Coord  Una lista con las coordenadas de las dos componentes: 
individuos y variables 
var.rb   Una matriz de los coeficientes de correlación para todas las 
variables 
var.rd   Una matriz del diagnóstico de la débil proyección de las 
correlaciones de las variables por la reducción biplot. 
3.2.4 Paquete “MultBiplotR” 
 
Es la traducción en R del paquete previo MultBiplot, desarrollado en Matlab. 
Proporciona varias técnicas multivariantes desde una perspectiva biplot.  
La función HJ.Biplot (X, dimension=3, Scaling=4, sup.rows = NULL, sup.cols = 
NULL ) ejecuta un HJ Biplot directamente.  
Los argumentos que utiliza son: 
X  Matriz de datos 
dimension Dimensión de la solución 
scaling  Transformación de los datos originales (ver detalle de las posibles 
  transformaciones al final de este  apartado) 
sup.rows Filas suplementarias o ilustrativas, si las hay 
sup.cols Columnas suplementarias o ilustrativas, si las hay 
La siguiente función permite realizar los biplots clásicos: 
PCA.Biplot (X, alpha=1, dimension=3, Scaling=4, sup.rows=NULL, 
sup.cols=NULL)  
donde, 
X  Matriz de datos 
alpha  Un número entre 0 and 1. 0 para GH-Biplot, 1 para JK-Biplot and 
0.5 para SQRT Biplot. Para el HJ-Biplot se puede utilizar 2 o 
cualquier otro valor que no esté en el intervalo [0,1]. 
dimensión Dimensión de la solución 
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Scaling  Transformación de los datos originales.  
 
Las transformaciones disponibles en el programa son las siguientes: 
1="Raw Data":  Cuando no se requiere transformación. 
2="Substract the global mean": Elimina un efecto común a todas las 
observaciones 
3="Double centering": Residuales de la interacción. Útil para 
modelos AMMI  
4="Column centering":  Sustrae la media de las columnas 
5="Standardize columns":  Sustrae las medias de las columnas y divide 
por su desviación estándar 
6="Row centering":  Sustrae la media de las filas 
7="Standardize rows":  Divide cada fila por su desviación estándar. 
8="Divide by the column  La dispersión resultante es el coeficiente de 
     means and center”:  variación 
9="Normalized residuals  Se usa para tablas de contingencia 
 from independence"    
La transformación se puede proporcionar a la función utilizando la cadena de 
caracteres entre comillas o solo indicando con el número asociado. 
3.2.5 Paquete “NominalLogisticBiplot (NBL)” 
La función principal de este paquete es el cálculo y la representación de un 
biplot para un conjunto de variables categóricas de tipo nominal. La sintaxis es 
la siguiente:  
Plot (x, planex, planey, QuitNotPredicted, ReestimateInFocusPlane, 
proofMode, AtLeastR2, xlimi, xlimu, ylimi, ylimu, linesVoronoi, ShowAxis, 
PlotVars, PlotInd, LabelVar, LabelInd, CexInd, CexVar, ColorInd, 
ColorVar, SmartLabels, PchInd, PchVar, LabelValuesVar, ShowResults) 
Los parámetros relacionados con esta sintaxis son los siguientes:   
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x  un objeto de la clase nominal.logistic.biplot. 
planex  Dimensión para el eje X 
planey  Dimensión para el eje y 
QuitNotPredicted Consulta si deben representarse las categorías no 
predichas en el gráfico? Por defecto es “TRUE”. 
ReestimateInFocusPlane  
Estima los parámetros de las variables usando las 
dimensiones de la gráfica o bien utilizando aquellos 
almacenados en el objeto que se pasa como primer 
parámetro de la función. Si es “FALSO”, los valores de los 
parámetros para otras dimensiones se establecen en 0. El 
valor predeterminado es “FALSO”. 
proofMode Establece si cada variable se debe dibujar en una ventana 
separada o todas conjuntamente. Si es “FALSO” se realiza 
un solo gráfico con una leyenda para identificar cada 
variable. 
AtLeastR2 Establece el valor de corte para trazar una variable 
atendiendo a su valor de Nagelkerke R2.  
xlimi, xlimu Valor mínimo y valor máximo en el eje x 
ylimi, ylimu Valor mínimo y valor máximo en el eje y 
linesVoronoi Indica si las teselaciones para cada variable se deben 
dibujar.      El valor predeterminado es FALSO y solo se 
pintan los puntos de la categoría para una mejor lectura 
del gráfico. 
ShowAxis  Si debe o no mostrarse el eje. “TRUE” o “FALSE” 
PlotVars  Si deben o no trazarse las variables. “TRUE” o “FALSE” 
PlotInd  Si deben o no mostrarse los individuos.  “TRUE” o “FALSE” 
LabelVar Si deben o no mostrase las etiquetas de las variables.  
LabelInd Si deben o no mostrarse las etiquetas de los individuos 
CexInd  Tamaño de los puntos individuos 
CexVar  Tamaño de los puntos de las categorías 
ColorInd  Color de los puntos de los individuos 
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ColorVar  Color de las variables 
SmartLabels Si deben imprimirse las etiquetas de texto de acuerdo con 
su posición en el gráfico 
PchInd  Símbolo para los individuos 
PchVar  Símbolo para las variables 
LabelValuesVar Lista con las etiquetas de texto para todas las variables 
ShowResults Si se muestran o no los resultados del proceso de cálculo 
de las regiones de predicción 
 
3.2.6 Paquete “OrdinalLogisticBiplot (OLB)” 
El paquete se utiliza para analizar y representar una matriz de elementos 
politómicos ordenados. La función principal de este paquete es 
OrdinalLogisticBiplot, cuya sintaxis es la siguiente: 
Plot (x, planex, planey, AtLeastR2, xlimi, xlimu, ylimi, ylimu, margin, ShowAxis, 
 PlotVars, PlotInd, LabelVar, LabelInd, CexInd, CexVar, ColorInd, 
ColorVar, PchInd, PchVar, showIIC, iicxi, iicxu, legendPlot, PlotClus, 
Clusters, chulls, centers, colorCluster, ConfidentLevel, addToExistingPlot) 
 
Los parámetros relacionados con esta sintaxis son los siguientes:   
x  Un objeto de la clase ordinal.logistic.biplot. 
planex, planey Dimensión para el eje “x” y para el eje “y” respectivamente 
AtLeastR2 Establece el valor de corte para trazar una variable atendiendo a 
su valor de Nagelkerke. Se grafica una variable si su R2 es mayor 
que este valor 
xlimi Valor mínimo en el eje x  
xlimu valor máximo en el eje x 
ylimi Valor mínimo en el eje y 
ylimu Valor máximo en el eje y 
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margin  Establece el espacio entre las variables trazadas y el borde de 
la ventana 
ShowAxis Si debe o no mostrarse el eje. “TRUE” o “FALSE” 
PlotVars Si deben o no trazarse las variables. “TRUE” o “FALSE” 
PlotInd  Si deben o no mostrarse los individuos.  “TRUE” o “FALSE” 
LabelVar Si deben o no mostrase las etiquetas de las variables.  
LabelInd Si deben o no mostrarse las etiquetas de los individuos 
CexInd  Tamaño de los puntos individuos 
CexVar  Tamaño de los puntos de las categorías 
ColorInd Color de los puntos de los individuos 
ColorVar Color de las variables 
PchInd  Símbolo para los individuos 
PchVar  Símbolo para las variables 
showIIC Parámetro booleano para decidir si el usuario desea ver las 
curvas de información del elemento para cada variable.  
Iicxi, iixcu Límite inferior y superior respectivamente del eje X al trazar las 
curvas de información de las variables 
legendPlot Parámetro booleano para mostrar la leyenda de la gráfica. El 
valor predeterminado es “FALSO”. 
PlotClus Parámetro booleano para mostrar los cluster estudiados. El valor 
predeterminado es “FALSO 
Clusters Cluster asociado a cada variable. Por defecto es “FALSO”. 
chulls     Parámetro booleano para especificar si las figuras de los 
“convex hulls” serán trazadas 
centers    Parámetro booleano para trazar los centros de cada 
cluster. El valor predeterminado es NULL. 
colorCluster  Color para cada agrupación. Puede ser una matriz con la 
información de color para cada grupo. Valor por defecto: 
NULL 
ConfidentLevel   Valor entre 0 y 1 para evitar valores extremos en el gráfico. 
El valor predeterminado es NULL. 
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addToExistingPlot   Parámetro booleano para decidir si las variables 
trazadas se agregarán a un gráfico existente o no.  
 
3.2.7 Paquete “BiplotForCategoricalVariables” 
Paquete para la representación Biplot de datos categóricos mixtos que 
combina en un solo algoritmo, variables nominales y ordinales. Para su 
ejecución depende de los paquetes anteriores (NominalLogisticBiplot y 
OrdinalLogisticBiplot). 
Para instalarlo se siguen los siguientes comandos dentro de R: 
install.packages(c("NominalLogisticBiplot", "OrdinalLogisticBiplot", 
"mirt", "stats4", "lattice", "gmodels" , "MASS" )) 
install.packages("http://biplot.usal.es/classicalbiplot/categorical-
biplot/ categoricalbiplottar.gz", repos = NULL, type="source") 
library(BiplotForCategoricalVariables) 
 
Se ejecuta escribiendo en la consola la función,     
      BiplotForCategoricalVariables(). 
 
3.3 Comparaciones gráficas de las librerías 
En esta sección se explora el alcance de las distintas librerías que realizan la 
descomposición HJ-Biplot, para lo cual se analiza un conjunto de datos que 
miden el Índice para una Vida Mejor (Better Life Index) en 38 países durante el 
año 2017.  
El índice es elaborado y publicado por la Organización para la Cooperación y 
el Desarrollo Económico (OCDE) (https://www.direcon.gob.cl/ocde/) para sus 
34 estados miembros –la cual reúne a la mayoría de las economías 
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desarrolladas del mundo– y cinco economías emergentes (Brasil, Indonesia, 
India, Rusia y Sudáfrica). 
El Índice para una Vida Mejor se creó con el fin de visualizar y comparar 
algunos de los factores clave –como vivienda, ingresos, empleo, comunidad, 
educación, medioambiente, compromiso cívico, salud, satisfacción con la vida, 
seguridad y balance vida/trabajo– que contribuyen al bienestar en los países 
de la OCDE. Cada tema se basa en uno o más indicadores específicos que 
hacen un total de 24 indicadores.   
En este trabajo se tomó en cuenta un total de 38 países que contaban con la 
información de los 24 indicadores. Estos países son: Austria (AUT), Australia 
(AUS), Bélgica (BEL), Canadá (CAN), Chile (CHL), República Checa (CZE), 
Dinamarca (DNK), Estonia (EST), Finlandia (FIN), Francia (FRA), Alemania 
(DEU), Grecia (GRC), Hungría (HUN), Islandia (ISL), Irlanda (IRL), Israel (ISR), 
Italia (ITA), Japón (JPN), Korea (KOR), Letonia (LVA), Luxemburgo (LUX), 
México (MEX), Países Bajos (NLD), Nueva Zelandia (NZL), Noruega (NOR), 
Polonia (POL), Portugal (PRT), República Eslovaca (SVK), Eslovenia (SVN), 
España (ESP), Suecia (SWE), Suiza (CHE), Turquía (TUR), Reino Unido 
(GBR), Estados Unidos de América (USA), Brasil (BRA), Rusia (RUS) y 
Sudáfrica (ZAF). 
En la Tabla 3 se resumen los diferentes factores y las variables asociadas a 
cada uno, con sus respectivas siglas para una mejor visualización en los 
gráficos que se explicarán más adelante. 
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En la Figura 3-1 se hace una comparación de estos datos utilizando las 
diferentes librerías en R. 
Tabla 3: Factores y variables relacionadas con el Índice para una Vida Mejor 
Factores Variables relacionadas 
Vivienda  
Viviendas con servicios básicos (VI-1) 
Gastos en vivienda (VI.2) 
Habitaciones por persona (VI.3) 
Ingreso 
Ingreso familiar disponible neto ajustado (IN.1) 
Patrimonio financiero familiar neto (IN.2) 
Empleo 
Seguridad en el empleo (TR.1) 
Tasa de empleo (TR.2) 
Tasa de desempleo a largo plazo (TR.3) 
Ingreso medio (TR.4) 
Comunidad Red de apoyo social (Ap.0) 
Educación 
Logro educativo (Ed.1) 
Competencia de los estudiantes (Ed.2) 
Años de educación (Ed.3) 
Medioambiente 
Contaminación del aire (Am.1) 
Calidad del agua (Am.2) 
Compromiso cívico 
Participación de los interesados en la elaboración de 
regulaciones (Cc.1) 
Participación electoral (Cc.2) 
Salud 
Esperanza de vida (Sa.1) 
Estado de salud autopercibida (Sa.2) 
Satisfacción Satisfacción global ante la vida (SGVida) 
Seguridad 
Sentirse seguro por la noche (Se.1) 
Tasa de homicidios (Se.2) 
Balance vida-trabajo 
Jornada laboral muy larga (Eq.1) 





Librería “Stats”      Librería “bpca” 
 
 
     Librería “Calibrate” 
   
Librería “MultBiplotR” 
 




          Librería “OrdinalLogistic Biplot”             Librería “Nominal Logistic Biplot” 
      
Figura 3-2 Extensiones del Biplot Logístico: Biplot Ordinal y Biplot Nominal 
 
3.4 Interfaz Gráfica de Usuario (GUI) 
Como sabemos, una interfaz gráfica permite a cualquier usuario, inclusive a 
aquellos con poco conocimiento, estimar modelos de forma rápida y sencilla. 
Por lo tanto, una GUI es parte fundamental de cualquier aplicación y sirve como 
vía de aprendizaje que facilita el acceso a múltiples procedimientos 
estadísticos implementados en R, sin necesidad de conocer propiamente el 
lenguaje de programación.  
Evidentemente, una interfaz de usuario permite un grado de flexibilidad, fluidez 
y productividad similar a la que tienen los expertos que utilizan lenguajes de 
programación, pero sin tener que aprenderlo. 
En esta línea de trabajo, describiremos algunas interfaces gráficas que 
abordan técnicas estadísticas multivariantes y que, por tanto, tienen 
implementada la descomposición y/o representación Biplot (Tabla 4). 
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Aborda varias técnicas multivariantes, 
desde una perspectiva biplot. Además, 






Construye e interactúa con biplot 
múltiples. Permite el manejo de gráficos 






Interfaz diseñada para la construcción, 
interacción y manipulación de biplots 
GGE en R. 
dynBiplotGUI 
(Egido, 2014) 04-11-2013 
12-02-2017 
Resuelve Biplot dinámicos y biplots 
clásicos. Soporta 4 lenguajes: español, 






Realiza el análisis biplot de forma 
inferencial, combinándolo con los 
métodos Bootstrap.  
En general, estas aplicaciones son bastante similares en cuanto a la forma 
para cargar los datos; sin embargo, en su ejecución, suelen estar bastante 
personalizadas. 
 
3.4.1 Paquete “BiplotGUI” 
Biplots (data) es la única función del paquete BiplotGUI, donde “data” contiene 
los datos a ser analizados Esta función que se carga a través de la consola del 
software R da inicio a la interfaz. Ya dentro de la misma GUI, todos los 
contenidos disponibles se ejecutan a través de un menú de opciones. 
Los parámetros que requiere el paquete y que van a la línea de comandos son:  
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Biplots (Data, groups, PointLabels, AxisLabels) 
Data  Una matriz o “data.frame” de datos numéricos. Las n muestras u 
observaciones son representadas como puntos en el biplot y las 
variables como ejes biplot calibrados. 
groups  Un vector o factor de longitud n que especifica la pertenencia al 
grupo de las muestras. Por defecto, todas las muestras se toman 
de un solo grupo. Las etiquetas de grupo se toman de este 
argumento. 
PointLabels Un vector de longitud n que especifica las etiquetas de los puntos.  
AxisLAbels Un vector de longitud p que especifica las etiquetas de los ejes. 
 
 
Figura 3-3 Biplot obtenido de la Interfaz Gráfica de Usuario "BiplotGUI" 
 
3.4.2 Paquete “MultiBiplotGUI” 
Este paquete permite representar e interactuar gráficos biplot en 2 y 3 
dimensiones. Además, proporciona resultados inferenciales utilizando los 
métodos Bootstrap.  
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Para ejecutar el programa, solo escribimos en la consola de R: multibiplot 
(X,ni), siendo “X” un data frame en el que se han yuxtapuesto los diferentes 
conjuntos de datos que van a ser analizados; y “ni” un vector especificando el 
largo de cada conjunto de datos.  
 
Figura 3-4 Ventana principal del paquete "multibiplotGUI" 
El análisis de los datos en esta GUI, se pueden resumir en cinco pasos:  
(1) Estandarización de la matriz X, por columnas  
(2) Análisis individuales  
(3) Creación del biplot ponderado  
(4) Obtención de las medidas de calidad de representación 
(5) Cálculo de la bondad de ajuste. 
 
Figura 3-5 Biplot obtenido de la Interfaz Gráfica de Usuario "MultiBiplotGUI" 
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3.4.3 Paquete “GGEBiplotGUI” 
El GGEBiplotGUI proporciona una herramienta de visualización para el análisis 
e interpretación de la interacción genotipo-ambiente, en la evaluación de 
cultivos. Para ejecutar y utilizar el programa, primero se debe cargar y 
sencillamente escribir en la consola lo siguiente: GGEBiplot (data).  
La data a cargar puede ser un “data.frame” o una matriz de datos. 
Inmediatamente se abre una pantalla que da inicio a la interfaz (Figura 3-6). 
Esta pantalla inicial permite seleccionar el modelo de análisis: SVP (Singular 
Value Partitioning) para seleccionar el tipo de factorización que se quiere 
realizar, sea biplot clásico o HJ-Biplot; Centered By, para indicar el tipo de 
centrado a realizar; y, Scaled para escalar los datos o no. 
 
Figura 3-6 Ventana principal del paquete GGEBiplotGUI 
 
Las factorizaciones de que dispone el programa son: GH, JK, SQRT y HJ-
Biplot. Las funciones disponibles permiten:  
(a) Clasificar los cultivos según su desempeño en cualquier entorno dado 




(c) Comparar el rendimiento de cualquier par de cultivos en diferentes 
ambientes  
(d) Evaluar los cultivos en base al rendimiento promedio como a la 
estabilidad 
(e) Agrupar los diferentes ambientes en base a los mejores cultivos,  
(f)  Evaluar los entornos en base tanto a la capacidad discriminatoria como 
a la representatividad 
(g) Identificar el mejor cultivo en cada ambiente.  
 
Figura 3-7 Biplot obtenido de la Interfaz Gráfica de Usuario "GGEBiplot" 
 
3.4.4 Paquete “dynBiplotGUI” 
Es un programa para el tratamiento de matrices de datos de dos y tres vías 
(cubo).  La función dynBiplot (“es") inicializa la GUI en idioma español. La GUI 
se puede ejecutar en varios idiomas: "es"=Spanish, "en"=English, 
"pt"=Portuguese, "fr"=French. Este programa fue creado para dar soporte a la 
teoría del Biplot Dinámico. 
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La entrada de datos se puede realizar desde varias fuentes: Excel, SPSS, 
archivos de texto (txt, CSV) y del entorno R, e incluso se pueden cargas desde 
el portapapeles. 
El programa se ejecuta a través de 4 fases: (1) Carga de datos, (2) Formato de 
datos, (3) Selección de filas y columnas, (4) Opciones para el análisis de los 
datos (Figura 3-8). 
 
Figura 3-8 Ventana principal del paquete "dynBiplotGUI" 
La fase de análisis dispone de cuatro zonas:  
(a) La zona de “Estandarización”, que tiene la opción de centrar o escalar los 
datos de forma independiente  
(b) La zona de “Análisis Biplot” que permite elaborar el HJ-Biplot, el GH-Biplot 
o el JK-Biplot  
(c) La zona “Ejes” que selecciona el número de ejes a calcular, y  
(d) La de “Opciones de Gráfico” que controla cómo se van a mostrar los 




Figura 3-9 Biplot obtenido de la Interfaz Gráfica de Usuario "dynBiplotGUI 
 
De los paquetes mencionados, todos necesitan ser editados o mejorados, a 
excepción del “dynbiplot” que no necesita ser retocado; por lo tanto, una vez 
realizado se puede usar directamente en cualquier informe o presentación (ver 
Figura 3-9). 
3.4.5 Paquete “biplotbootGUI” 
El paquete biplotbootGUI se carga a través de la consola del software R, 
mediante el comando library(biplotbootGUI). A continuación, se inicializa la 
interfaz mediante el comando biplotboot(data), donde “data” contiene la base 
de datos para el análisis. Ejecutada la sentencia anterior se abre la ventana 
principal (Figura 3-10), la cual viene dividida en dos paneles.  
Este programa se basa en la metodología Bootstrap para la presentación de 
sus resultados; esto quiere decir que, en vez de asumir una determinada 
distribución teórica, se utilizan la muestra original y se generan submuestras 
que sirven de base para estimar la distribución muestral.  
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En este sentido, en el panel izquierdo de la ventana principal del programa se 
debe indicar el número de submuestras que se van a seleccionar a partir de 
los datos de partida, además del nivel de confianza para calcular los intervalos 
de confianza. En esta parte de la pantalla también se tiene una opción que 
permite guardar los gráficos generados, en formato .eps o .pdf, tanto en blanco 
y negro como en color. En el panel derecho se presenta una lista con todos los 
resultados que proporciona el análisis Biplot. 
       
Figura 3-10 Ventana principal del paquete "biplotbootGUI" 
 
Figura 3-11 Biplot obtenido de la Interfaz Gráfica de Usuario "biplotbootGUI"
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Biplot {stats} ✔ - - - - - 
bpca ✔ ✔ ✔ ✔ ✔ ✔ 
Calibrate (*) - - - - - - 
MultBiplotR ✔ ✔  ✔ ✔ ✔ ✔ 
Interfaz gráfica de usuario (GUI) 
BiplotGUI (*) - - ✔ - ✔ ✔ 
multibiplotGUI ✔ ✔ ✔ ✔ ✔ ✔ 
GGEBiplotGUI ✔ ✔ ✔ ✔ ✔ ✔ 
dynBiplotGUI  ✔ ✔ ✔ ✔ ✔ ✔ 
biplotbootGUI ✔ ✔ ✔ ✔ ✔ ✔ 
(*) Calibra vectores de variables en el Biplot. Se basa en la idea de Gower & Hand (1996) en la cual las variables se 
representan   como ejes calibrados
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3.5 Otros Paquetes 
Dentro del entorno estadístico de R existen también otros paquetes que si bien, 
no realizan la descomposición biplot, hacen referencia a este término (biplot), 
realizando en una misma gráfica la representación conjunta de coordenadas, 
obtenidas a través de otros métodos multivariantes (ver Tabla 6). A 
continuación, una descripción de cada uno de estos paquetes.  
Tabla 6: Paquetes de R que utilizan el término Biplot, pero no realizan la DVS 
Paquete 
Fechas de 








Muestra el biplot a partir de los 
resultados del Análisis de redundancia 
y la correlación canónica.  
ade4  
(Chessel et al. 2013; 
Chessel, Dufour, & 
Thioulouse, 2004; 
Dray et al. 2007) 
10-12-2002 
31-08-2018 
Realiza el biplot a través del Análisis de 
Componentes Principales, Análisis de 
Redundancia, Análisis de 
Correspondencia y Análisis de 
coinercia.  
Ade4TkGUI 






Complementario al ade4, es una 
interfaz gráfica que ejecuta las 









Muestra el biplot desde los resultados 
del “Análisis de Correspondencia” 





Es una interfaz gráfica diseñada para 
realizar las funciones del programa ca. 
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3.5.1 Paquete “Vegan” 
Este paquete cuenta con una variedad de herramientas para la representación, 
ordenación y clasificación de individuos a partir del análisis multivariante de 
datos. El argumento central que utiliza en el análisis de datos es el “análisis de 
redundancia”. 
Dentro de las técnicas de reducción de la dimensionalidad, es posible el 
Análisis de Componentes Principales (ACP), el Análisis de Coordenadas 
Principales (MDS), el Análisis Factorial de Correspondencia (AC) y el 
Multidimensional Scaling No Métrico (NMDS). En relación a los modelos de 
clasificación, permite realizar cluster jerárquicos y algoritmos partitivos (K-
means y fuzzy C-means) y no partitivos.  
 
La siguiente función devuelve el biplot: 
(x, choices, scaling, display, type, xlim, ylim, col, const, correlation), donde, 
x  Objeto con extensión rda (análisis de redundancia) 
choices Ejes a mostrar (1 o 2)  
scaling  Escalado para especies y puntuaciones de los sitios. Hay varias 
alternativas: las puntuaciones de las especies o de los sitios se 
escalan según los valores propios, o ambos se escalan 
simétricamente por la raíz cuadrada de los valores propios o se 
dejan sin escalar. El scaling se especifica entonces como “none”, 
“sites”, “species” o “symmetric”, que corresponden a los valores 
0,1,2 y 3 respectivamente. 
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display  Puntuaciones mostradas. Deben ser “species” para las especies 
y/o “sites” para las puntuaciones de los sitios. 
type  Tipo de gráfico: puede ser de longitud 2 (por ejemplo, tipo = c 
("texto", "puntos"), en cuyo caso el primer elemento describe 
cómo se manejan los puntajes de las especies y el segundo cómo 
se dibujan los puntajes del sitio 
xlim, ylim El límite de x y de y (min, max) de la gráfica  
col  Colores usados para sitios y especies (en este orden), si solo se 
da un color se usa para ambos 
const  Constante de escala general para scores.rda 
correlation Valor lógico (TRUE or FALSE), se puede utilizar para seleccionar 
puntuaciones similares a la correlación para ACP. 
 
3.5.2 Paquete “ade4” 
Este paquete contiene una amplia variedad de herramientas para el análisis de 
datos multivariantes, proporcionando varios métodos para el análisis de 1, 2, 
3 y k-tablas. ade4 no realiza la descomposición biplot; sin embargo, 
implementa la función “biplot” sobre un objeto de clase dudi que contiene los 
resultados de un análisis multivariante.  
El diagrama de dualidad (dudi), herramienta básica de ade4, consiste 
simplemente en una lista que contiene el triplete (𝑿, 𝑸, 𝑫)  donde,  𝑿: es una 
matriz de datos (𝑛 𝑥 𝑝), 𝑸: es una matriz simétrica positiva 𝑝𝑥𝑝 que calcula la 
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distancia entre los individuos, y 𝑫: es una matriz simétrica de dimensión nxn 
que calcula la distancia entre variables.  
Cada método corresponde a un triplete en particular; así las diferentes 
funciones dudi devuelven resultados según corresponda a un análisis de 
componentes principales, análisis de coordenadas, análisis de 
correspondencia simple y múltiple, entre otros. 
3.5.3 Paquete “Ade4TkGUI”  
ade4TkGUI es una interfaz gráfica diseñada con el objetivo de ejecutar las 
principales funciones del programa ade4.  
El núcleo del paquete es la función ade4TkGUI (), que abre la ventana 
principal. En la ventana principal de la GUI, los botones se agrupan de acuerdo 
a su función: conjuntos de datos, análisis de una tabla, análisis de una tabla 
con grupos de filas, análisis de dos tablas, funciones gráficas y gráficos 
avanzados. Sólo los métodos de una y dos tablas están disponibles en 
ade4TkGUI. Las funciones de uso menos frecuente están disponibles a través 
de los menús de la barra de menús, que se encuentran en la parte superior de 
la ventana. 
3.5.4 Paquete “ca”  
Este paquete consta de dos partes, una para el análisis de correspondencia 
simple (AC) y otra para el análisis de correspondencia múltiple (ACM) y 
conjunta (ACJ).  
La representación gráfica de los resultados se realiza con los llamados “mapas 
simétricos”. Existen dos opciones que especifica el tipo de mapa: la función 
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plot.ca que crea un mapa bidimensional del objeto creado a través del análisis 
de correspondencia simple; y, la función plot.mjca que lo hace para el análisis 
de correspondencia múltiple y conjunto.  
Desde las funciones plot.ca(), map=‟ ”) y plot.mjca(), map=‟ ”  se listan a 
continuación los parámetros necesarios. 
symbiplot:  escala las filas y las columnas para que tengan variaciones 
iguales a los valores propios, lo que da un biplot simétrico, pero 
no conserva las métricas de fila ni de columna 
simmetric: filas y columnas en coordenadas principales 
rowprincipal mapa que preserva la métrica de las filas 
colprincipal: mapa que preserva la métrica de las columnas 
rowgab: mapa asimétrico con filas en coordenadas principales y 
columnas en coordenadas estándar multiplicadas por la masa 
del punto correspondiente 
colgab:  mapa asimétrico con columnas en coordenadas principales y 
filas en coordenadas estándar multiplicadas por la masa del 
punto correspondiente 
rowgreen: mapa similar a rowgab, excepto que los puntos en coordenadas 
estándar se multiplican por la raíz cuadrada de las masas 
correspondientes. 
colgreen: mapa similar a colgab, excepto que los puntos en coordenadas 





3.5.5 Paquete “caGUI”  
caGUI es una interfaz gráfica para el cálculo y visualización del análisis de 
correspondencia simple, múltiple y conjunto con las funciones del paquete ca. 
Para iniciar la interfaz se utiliza la función caGUI (). La ventana de diálogo 
principal contiene dos pestañas, una para Análisis de Correspondencia Simple 





















4.1 Sparse PCA y Soluciones Disjuntas 
En la era del "Big Data", se trabaja con grandes cantidades de datos que 
surgen en diferentes disciplinas como las ciencias sociales, biología, 
ingeniería, astronomía, física y medicina, entre otras. Como ejemplo particular, 
en la biología molecular y la ciencia genómica, los datos de micro arreglos 
generan miles de características sobre tejidos y muestras de células, que 
pueden ser útiles para estudiar los diferentes tipos de cáncer o bien para 
diagnosticar enfermedades. La complejidad de estos datos exige el uso de 
técnicas capaces de simplificar la información original y proporcionar 
significado a los resultados obtenidos.  
Las técnicas multivariantes para el análisis de datos se basan en el método de 
descomposición matricial que busca explorar grandes volúmenes de 
información, aprovechando su alta dimensionalidad. La representación más 
común es el Análisis de Componentes Principales (Hotelling, 1933; Pearson, 
1901) realizado a través de la Descomposición en Valores Singulares (DVS) 
de Eckart & Young (1936). Desde el punto de vista algebraico, los métodos 
biplot se basan en el mismo principio, la DVS de una matriz de datos.  
En el biplot los datos se proyectan ortogonalmente sobre ejes de máxima 
variabilidad en un espacio de dimensión reducida. Así, cada componente 
principal se expresa como una combinación lineal de las variables originales y 
establecen su contribución a cada PC. Los coeficientes de las combinaciones, 
denominados cargas y habitualmente distintos de cero, generan el principal 
inconveniente del biplot: su interpretación.   
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Se han propuesto varios métodos para modificar el análisis de componentes 
principales, con el fin de mejorar la interpretación de sus resultados, que van 
desde las técnicas de rotación hasta la imposición de restricciones sobre las 
cargas factoriales del ACP.  
Inicialmente, Hausman (1982) propuso restringir el valor que se le puede 
asignar a las cargas de las componentes principales a un conjunto de números 
enteros {-1,0,1} con el interés de construir componentes simplificados. 
Posteriormente, Vines (2000) acoge la idea de Hausman (1982) y sugiere el 
uso de números enteros arbitrarios. Por su parte, McCabe (1984) plantea un 
método diferente que consiste en seleccionar un subconjunto de variables, 
identificadas bajo el concepto de variables principales, a partir de un criterio de 
optimización, sin necesidad de pasar por el ACP. Para resolver el problema,  
Cadima & Jolliffe (1995) presentan un método denominado “umbral simple”, 
que consiste en convertir las cargas factoriales con valores absolutos menores 
que cierto umbral, en cargas nulas. Tradicionalmente, para simplificar la 
estructura de las CPs y facilitar su interpretación se han utilizado las técnicas 
de rotación (Jolliffe,1995). Sin embargo, la reducción de la dimensionalidad de 
los datos no siempre es suficiente para facilitar la interpretación de las CPs. 
Una forma ad hoc consiste en utilizar las técnicas de regularización que, 
aunque requieren un parámetro de restricción para inducir vectores de 
proyección con cargas modificadas (nulas o cercanas a cero) y controlar el 
peso de las cargas, mejoran notablemente la interpretación de los resultados. 
Así, Tibshirani (1996) introdujo el método LASSO (Least Absolute Shrinkage 
and Selection Operator), en el que combinó un modelo de regresión con un 
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procedimiento de contracción de algunos parámetros hacia cero imponiendo 
una penalización sobre los coeficientes de regresión. Años después, Jolliffe & 
Uddin (2000) presentan una solución que modifica el enfoque tradicional de 
CPs en dos etapas (ACP + rotación). Plantean la técnica de componentes 
simplificados ScoT (Simplified component Technique), en la cual las CPs 
originales seguidas de la rotación VARIMAX se combinan en un solo paso para 
inducir cargas con poca densidad, manteniendo la disminución de la proporción 
de varianza explicada. Como las cargas obtenidas mediante ScoT consiguen 
valores pequeños distintos de cero, pero no nulos; Jolliffe, Trendafilov, & Uddin 
(2003), proponen el algoritmo SCoTLASS (Simplified Component Technique 
subject to LASSO), imponiendo una restricción de forma tal que algunas cargas 
se hacen completamente nulas, pero sacrificando la varianza. En el mismo 
sentido, Zou et al. (2006) proponen un algoritmo de regresión penalizado 
usando la técnica “Elastic Net” (llamado Sparse PCA) (Zou & Hastie, 2005) que 
resolvieron eficientemente utilizando la regresión de ángulo mínimo (Efron, 
Hastie, Johnstone, & Tibshirani, 2004). Sujeto a restricciones de cardinalidad 
(número de cargas cero, por componente), Moghaddam et al. (2006) 
construyen un algoritmo para componentes Sparse. Seguidamente, 
d’Aspremont et al. (2007) explican la restricción de cardinalidad en base a 
programación semidefinida.  
Aprovechando algunas de las ideas anteriores, Shen & Huang (2008) conectan 
el ACP con la DVS de los datos y obtienen CPs Sparse mediante 
penalizaciones de regularización (sPCA-rSVD). Witten, Tibshirani, & Hastie 
(2009) unifican el enfoque de aproximación matricial de bajo rango de Shen & 
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Huang (2008) con el criterio de máxima varianza de Jolliffe et al. (2003) y el 
método sparse PCA de (Zou et al., 2006), para dar una solución general al 
problema de sparse PCA. En el mismo contexto, Farcomeni (2009) sugirió 
maximizar la varianza explicada penalizada por la cardinalidad de las CPs 
Sparse. Además, Vichi & Saporta (2009) presentan una modificación al PCA, 
que permite identificar componentes de máxima varianza y garantiza que cada 
variable contribuya solo a uno de los ejes factoriales. Qi, Luo, & Zhao (2013) 
proponen una forma relativamente simple para abordar el problema. Mediante 
una extensión del ACP clásico, construyen componentes sparse reemplazando 
la norma 𝑙2 en problemas de valores propios tradicionales con una nueva 
norma que es la combinación de las normas 𝑙1 y 𝑙2.  
Por otro lado, Mahoney & Drineas (2009) formulan una alternativa a la DVS a 
través de la descomposición de la matriz CUR, expresada en un pequeño 
número de filas y/o columnas en una aproximación de bajo rango de la matriz 
original. Su objetivo es procurar una mejor interpretación de la información, 
seleccionando las variables más importantes de la matriz de datos. Es una 
técnica diferente, en el sentido de que no está orientada a la obtención de ejes 
factoriales, lo cual le otorga de alguna manera, ventajas frente a métodos 
tradicionales. La CUR descompone una matriz 𝐀𝑖𝑗 (𝑚𝑥𝑛) como el producto de 
tres matrices 𝑪, 𝑼 y 𝑹 donde 𝑪𝒎𝒙𝒓 y 𝑹𝒓𝒙𝒏 están formadas por un subconjunto 
de columnas (Figura 4-1) y filas (Figura 4-2) de la matriz original, 
respectivamente. En tanto, 𝑼𝒓𝒙𝒓 es una matriz de bajo rango construida 




Figura 4-1 CUR: Selección de columnas (𝐶) 
 
 
Figura 4-2 CUR: Selección de Filas (R) 
 
Sea 𝐴 una matriz de m filas y n columnas. 𝐴 𝝐 𝑹𝒎𝒙𝒏. 
El primer paso en la descomposición de la matriz CUR es la DVS de la matriz 
𝐴. La DVS devuelve los vectores singulares izquierdo y derecho para poder 
calcular las puntuaciones de más influencia tanto de filas como de columnas, 
esto es: 𝐴 = 𝑈Σ𝑉𝑇 donde, 𝑼 =  [𝒖𝟏  𝒖𝟐 … 𝒖𝒎]  y  𝑽 =  [𝒗𝟏  𝒗𝟐 … 𝒗𝒏] son 
matrices ortogonales y Σ es una matriz diagonal.  
Sea 𝑢𝜉 y 𝑣𝜉 el 𝜉-ésimo vector singular izquierdo y derecho de 𝐴, la 𝑗-ésima 
columna de 𝐴 puede ser aproximada mediante los k valores y vectores 
singulares como: 
𝐴𝑗 = ∑ (𝜎𝜉𝑢
𝜉)𝑣𝑗
𝜉𝑘
𝜉=1    
donde 𝑣𝑗
𝜉
 es la j-ésima coordenada del 𝜉-ésimo vector singular derecho. 
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Tanto filas como columnas son seleccionadas según la probabilidad que 
determina el “puntaje de importancia” para cada columna (o fila) en 
aproximación de dimensión reducida.  
Las aproximaciones de la descomposición CUR se pueden obtener a través de 
diferentes criterios. Stewart (1999) desarrolló el método cuasi-Gram-Schmidt 
para obtener una descomposición de la matriz CUR y construir una 
aproximación de bajo rango al proyectar en los espacios abarcados por 
columnas y filas. Un límite de error aportado por Stewart para la calidad de la 





Goreinov, Tyrtyshnikov, & Zamarashkin (1997) y  Goreinov & Tyrtyshnikov 
(2001) se interesaron en aplicaciones como la dispersión, en las que las 
matrices de coeficientes grandes se pudiesen aproximar mediante matrices de 
bajo rango y desarrollaron una descomposición de la matriz CUR a la que 
llamaron “pseudoskeleton”. Demostraron que si la matriz 𝐀𝑖𝑗  es aproximada 
por una matriz de rango 𝑘 dentro de una precisión 𝜀, es decir, si existe una 
matriz 𝐸 tal que rango (𝐴 − 𝐸) ≤ 𝑘 𝑦 ‖𝐸‖2 ≤ 𝜀. Entonces existe una 
opción de columnas (𝐶) y filas (𝑅), y una matriz U de baja dimensión, construida 
a partir de los elementos de 𝑅 y 𝐶 tal que 𝐴 ≈ 𝐶𝑈𝑅 en el sentido de que: 
‖𝐴 − 𝐶𝑈𝑅‖2  ≤  𝜀 (1 + 2 √𝑘𝑚 + 2√𝑘𝑛) 
Frieze, Kannan, & Vempala (2004), muestrean aleatoriamente columnas de 𝐴 
según una distribución de probabilidad que depende de las normas euclidianas 
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de esas columnas. Si el número de columnas elegidas es polinomial en 𝑘 y 1/𝜖 
(para algunos parámetros de error), entonces las garantías de error de la forma 
‖𝐴 − 𝑃𝐶𝐴‖𝐹  ≤ ‖𝐴 − 𝐴𝐾‖𝐹 + 𝜀 ‖𝐴‖𝐹 
se pueden obtener con alta probabilidad. 𝑃𝐶𝐴 denota la proyección de A en el 
subespacio abarcado por las columnas de 𝐴. 
Posteriormente, Drineas, Kannan, & Mahoney (2006) construyeron una 
descomposición de la matriz CUR al elegir columnas y filas simultáneamente. 
𝐴 partir de la matriz 𝐴, construyen aleatoriamente una matriz 𝐶 de columnas, 
una matriz 𝑅 de filas y una matriz 𝑈 tal que 
‖𝐴 − 𝐶𝑈𝑅‖𝐹  ≤ ‖𝐴 − 𝐴𝐾‖𝐹 + 𝜀 ‖𝐴‖𝐹 con alta probabilidad. 
Mahoney & Drineas (2009) definen este factor de importancia para cada 







)2𝑘𝑝=1   para j= 1, 2, …, n 
donde 𝑣𝑗
𝑝
 es la j-ésima componente del p-ésimo vector singular derecho de 𝐴 
  𝑘 es el número aleatorio de columnas a utilizar  
 
De manera similar, los puntajes de importancia para cada fila se calculan a 
partir de los mejores k vectores singulares izquierdos de 𝐴.   





)2𝑘𝑝=1  para i= 1, 2, …, m  
 
La matriz Urxr se construye a partir de las matrices 𝐶 y 𝑅 como sigue: 
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(1) Sea 𝑾𝒓𝒙𝒓 la matriz que resulta de la intersección de las columnas y las 
filas elegidas de 𝑪 y 𝑹, respectivamente. 
(2) Obtenida 𝑾, se calcula la DVS de 𝑾; es decir 𝑾 = 𝑿𝜮𝒀𝑻  
(3) Calculamos la pseudo inversa de Moore-Penrose (𝚺+) de la matriz 
diagonal 𝚺. Es decir, reemplazamos todos los elementos distintos de cero 
en 𝚺 por sus respectivos inversos. 
(4) Obtenemos 𝑼 = 𝒀(𝚺+)𝟐𝑿𝑻. 
Finalmente tenemos la descomposición de la matriz 𝑴 ≈ 𝑪𝑼𝑹.  (matriz CUR). 
El algoritmo de descomposición de la matriz CUR se ha aplicado con éxito a 
muchos dominios, incluyendo oncología, en el análisis en tumores (Bodor, 
Csabai, Mahoney, & Solymosi, 2012); en el análisis de imágenes médicas 
(Mahoney, Maggioni, & Drineas, 2008); en Química y Biología, en la 
identificación de iones y en el estudio de muestras biológicas complejas (Yang, 
Rübel, Prabhat, Mahoney, & Bowen, 2015); en Bioinformática (Mahoney & 
Drineas, 2009); en el análisis de datos de texto (Drineas, Mahoney, & 
Muthukrishnan, 2008). 
A partir de la descomposición CUR, es posible realizar el HJ-Biplot, utilizando 
solo las variables de mayor relevancia en la matriz de datos original. El proceso 
inicia calculando los leverages scores para cada variable y seleccionando las 
variables con los scores más altos. Una vez reducida la dimensionalidad de los 
datos se aplica el HJ-Biplot sobre el nuevo conjunto de datos. De esta manera 
se eliminan las variables que tienen poca influencia y se mantienen las 
variables que aportan mayor variabilidad. 
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Bajo este enfoque, se resume el procedimiento a través de los siguientes 
pasos: 
(1) Calcular los leverages scores para cada variable. 
(2) Determinar el número “k” de variables deseadas. 
(3) Crear el nuevo conjunto de datos utilizando las “k” variables de mayor 
puntaje.  
(4) Realizar un HJ Biplot a partir del nuevo conjunto de datos. 
Siguiendo estos pasos, obtenemos la representación CUR + HJ Biplot (ver 
Figura 4-3) para la matriz de datos definida en la tabla 3. A partir de este 
enfoque se puede observar que de 24 variables que tiene la matriz original, el 
algoritmo devuelve una representación que contiene sólo 15 variables, 
aquellas con las puntuaciones más altas; de esta manera se ha eliminado 
información menos relevante. 
 
Figura 4-3 CUR + HJ Biplot. Datos sobre el Índice para una vida mejor  
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Un algoritmo para la representación HJ-Biplot es propuesto por Nieto-Librero 
(2015) y Nieto-Librero et al. (2017).  Definido como Disjoint Biplot (DBiplot), es 
un método que construye ejes factoriales disjuntos garantizando que cada 
variable de la matriz de datos original contribuya solamente a una componente 
principal (ver Figura 4-4). El algoritmo parte de una clasificación aleatoria de 
las variables en las CP’s, y mediante un procedimiento iterativo busca la 
clasificación óptima que conduzca a la maximización de la variabilidad 
explicada. La representación gráfica de objetos y variables en este nuevo 
espacio de dimensión reducida se realiza a través del HJ-Biplot. Para ello, una 
función denominada CDBiplot se aloja dentro de la interfaz gráfica 
biplotbootGUI (Nieto-Librero & Galindo-Villardón, 2015). La interfaz posee 
tres funciones principales. La función CDBiplot ejecuta la interfaz gráfica para 
construir el Disjoint Biplot (DBiplot); la representación de clusters, mediante la 
función Clustering Biplot (CBiplot), y el Clustering Disjoint Biplot permite la 
representación conjunta tanto de individuos como de variables. 
   




El Sparse PCA también puede ser abordado a través del enfoque bayesiano. 
De esta manera, la forma estándar del ACP es reemplazada por su versión 
probabilística (Trendafilov, 2014) siguiendo la misma estrategia que los 
métodos mencionados anteriormente. 
Trendafilov (2014) realiza una profunda revisión de los principales enfoques 
para la interpretación del PCA. Similarmente, Zhang, Xu, Yang, Li, & Zhang 
(2015) dan una visión general de los algoritmos sparse desde el punto de vista 
de la teoría de la optimización matemática. 
4.2 Sparse Biplot  
En el contexto del Biplot, no hemos encontrado ninguna evidencia que formule 
algoritmos alternativos para penalizar o contraer las cargas de las 
componentes principales, con el fin de mejorar la interpretación de la 
información que aportan los datos de alta dimensionalidad. En esta línea de 
trabajo, este documento propone nuevas alternativas de representación Biplot 
que consisten en adaptar restricciones para contraer y/o producir cargas nulas 
en las componentes, en base a las teorías de regularización Ridge, LASSO y 
Elastic Net. En cada caso se demuestra el funcionamiento de los algoritmos 
mediante la creación en lenguaje R del paquete “SparseBiplots”, diseñado 
exclusivamente para dar soporte a la nueva metodología planteada. La 
implementación del paquete se realiza con los datos del Índice para una Vida 
Mejor utilizados en el capítulo anterior. Además, se utiliza una muestra en la 
que analizamos indicadores sociales de grandes compañías que informan 
sobre Responsabilidad Social Corporativa (RSC) de conformidad con el 
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modelo del Global Reporting Initiative (Cubilla-Montilla, Nieto-Librero, Galindo-
Villardón, Vicente Galindo, & Garcia-Sanchez, 2019). 
El Biplot Sparse aborda el problema de encontrar una combinación lineal de 
las variables, determinado por un vector de cargas sparse que maximiza la 
variabilidad de los datos o minimiza el error de construcción. Este enfoque 
mejora notablemente la capacidad de interpretar los ejes (Sparse) obtenidos. 
El Biplot se reformula como un modelo de regresión lineal simple, bajo el 
concepto de minimización del “error de reconstrucción (E)”.  
𝐸 =  [‖𝑋 − ?̂?‖
2
] = 𝑇𝑟(𝐸[(𝑋 − ?̂?)(𝑋 − ?̂?)𝑇]) 
Esto quiere decir que se busca minimizar la diferencia entre la matriz original y 
los datos que se obtendrían proyectando en el espacio original las 𝑝 nuevas 
variables.  
La formulación del Biplot como un problema de regresión, impone restricciones 
en las cargas factoriales para producir “ejes modificados”. Obviamente, la 
incorporación de una restricción adicional proporciona unas dimensiones que, 
en general, no explican toda la varianza que se explica en las dimensiones 
originales. No obstante, las técnicas de regularización2, proporciona cierta 
estabilidad en el proceso y mejora la capacidad de generalización del modelo. 
La idea principal de esta tesis es estudiar diferentes métodos de regularización 
con el fin de implementarlos en el Biplot y generar modelos más interpretables. 
                                                             
2 El parámetro de regularización 𝜆 controla la fuerza o importancia que le damos a la regularización en 
el proceso de optimización.  
117 
 
De los diferentes métodos de regularización, nos vamos a centrar en tres de 
ellos: Ridge (Hoerl & Kennard, 1970), LASSO, (Tibshirani, 1996) y Elastic Net 
(Zou et al., 2006). Estos métodos han sido ampliamente cubiertos en la 
literatura cuando se aplican a modelos clásicos de regresión lineal y 
componentes principales, pero no han sido estudiados en el contexto de las 
técnicas Biplot. Para cada método de regularización se presenta en detalle el 
procedimiento para su implementación en el HJ Biplot, teniendo en cuenta las 
particularidades o características propias de cada uno. 
4.3 Ridge HJ Biplot 
La regresión Ridge fue propuesta originalmente por Hoerl & Kennard (1970) 
como un método alternativo frente al problema de colinealidad, en un modelo 
lineal general estimado por mínimos cuadrados. Se formula añadiendo una 








La regresión Ridge impone una penalización al tamaño de los coeficientes de 
regresión, con lo cual estos coeficientes disminuyen su valor. Los coeficientes 
estimados por Ridge, ?̂?𝑟𝑖𝑑𝑔𝑒, son los valores que minimizan la suma de los 
residuos al cuadrado penalizada: 




















Una forma equivalente de escribirlo es: 












siendo 𝝀 el parámetro de regularización que controla la reducción de 𝛽𝑗. Cuanto 
mayor sea 𝜆, mayor contracción de los coeficientes. 
Usualmente las variables son estandarizadas previamente, para evitar que la 
penalización varíe frente a cambios de escala. 
Sabemos que ?̂?𝑀𝐶𝑂 = (𝑋𝑇𝑋)−1 𝑋𝑇𝑌, es la estimación por mínimos cuadrados 
de β. En un principio se ha planteado la inestabilidad de ?̂?𝑀𝐶𝑂 ya que (𝑋𝑇𝑋)−1 
no se puede calcular cuando 𝑝 >> 𝑛.  
La regresión Ridge plantea una solución a este problema con unos parámetros 
β contraídos.  Esto nos lleva al estimador Ridge: 
 ?̂?𝑟𝑖𝑑𝑔𝑒 = (𝑋𝑇𝑋 + 𝜆𝐼 )−1 𝑋𝑇𝑌    donde 𝐼 es la matriz identidad 𝑝 𝑥 𝑝.  
Como se observa, la solución Ridge sigue siendo una función lineal de 𝑌. Lo 
que se hace es añadir una cantidad, 𝝀 (𝝀 ≥ 0) a la diagonal de 𝑋𝑇𝑋 antes de 
invertir la matriz, para alcanzar una matriz no singular. A partir de esta 






• Si 𝝀 → 0 estamos en el caso de mínimos cuadrados ordinarios.  
• Si 𝝀 → ∞ , ?̂?𝑟𝑖𝑑𝑔𝑒 → 0 y estamos ante un estimador sesgado de 𝛽. 
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Así, mediante la penalización Ridge si bien contraemos las estimaciones de 
los coeficientes a cero; introducimos sesgo, pero reducimos la varianza de las 
estimaciones. Al contraer todos los coeficientes hacia cero no se consigue la 
nulidad de ninguno de éstos; por tanto, la regresión Ridge no selecciona 
variables, permaneciendo todas en el modelo. 
Para entender el funcionamiento de la regresión Ridge en el Biplot, utilizamos 
la DVS de la matriz de datos 𝑋.  
Sea 𝑋 una matriz de datos 𝑛 ×  𝑝 con rango 𝐾 ≤ min (𝑛, 𝑝). La descomposición 
en valores singulares de los datos se puede escribir de la forma: 
?̂? = 𝑈𝐷𝑉𝑇 
donde 𝑈𝑇𝑈 = 𝐼𝑛, 𝑉
𝑇𝑉 = 𝐼𝑝, 𝑑1 ≥ 𝑑2 ≥ · · ·≥ 𝑑𝑘 > 0 
Sea 𝑋 → ?̂? = 𝑈𝐷𝑉𝑇 donde 𝑈𝐷 contiene las coordenadas para filas y 𝐷V 
contiene las coordenadas para las columnas. Expresamos: 
𝐴 = 𝑈𝐷 = 𝑋𝑉 
y 
𝐵 = 𝑉𝐷 
Entonces, 𝐴 contiene las componentes principales (de la matriz 𝑋𝑋𝑇), y las 
columnas de 𝑉 las correspondientes cargas de las PC’s. 
Denotemos 𝒖𝑘 la columna 𝑘 de 𝑈, 𝒗𝑘 la columna 𝑘 de 𝑉, y 𝒅𝑘 el 𝑘-ésimo 
elemento diagonal de la matriz diagonal 𝐷. Es conocido (ver por ejemplo 
(Eckart & Young, 1936) que para cualquier 𝑟 ≤ 𝐾, 
∑ 𝑑𝑘𝒖𝑘𝑣𝑘







Como el método HJ Biplot no reproduce el dato de partida, se introduce un 
factor para hacer posible dicha recuperación. De esta forma se obtiene el 
modelo:  
  ?̂? = A𝐷−1B𝑇 + 𝐸 
Así, la estimación de cargas penalizadas en el HJ Biplot implementando Ridge 
está dada por: 
𝑉𝑟𝑖𝑑𝑔𝑒  =  𝑎𝑟𝑔 𝑚𝑖𝑛 ‖ 𝑋 − A𝐷
−1𝐵𝑇  ‖2 + 𝝀‖𝑽‖𝟐 
donde, 𝝀 es el valor de la regularización Ridge  
A partir de la regularización Ridge, las nuevas cargas de las dimensiones 





El método de regularización Ridge impone restricción a los elementos de 𝑉 
para obtener el Biplot. Así, el SPARSE HJ Biplot a partir de la regularización 
Ridge puede ser resumido mediante el siguiente algoritmo:    
Algoritmo 1: Algoritmo SPARSE HJ Biplot usando la regularización Ridge 
1. Se tiene una matriz de datos 𝑛𝑥𝑝 . 
2. Se transforman los datos (centrar o estandarizar). 
3. Se realiza la descomposición en DVS de la matriz original de datos.  
4. Se toma el vector de cargas modificadas 𝑉𝑟𝑖𝑑𝑔𝑒 obtenido por el método de 
regularización Ridge. 
5. Se procede a calcular los marcadores filas y marcadores columnas que 
llevan a la representación Biplot. 
6. Se grafica el Ridge HJ Biplot obtenido mediante los pasos anteriores. 
Se ha implementado una aplicación para obtener el Ridge HJ Biplot en el 
lenguaje R, que da soporte práctico al algoritmo diseñado; y que a la vez viene 
a llenar un punto abierto para obtener componentes sparse en el contexto del 
Biplot. Esta aplicación se encuentra alojada en el paquete SparseBiplots. 
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4.4. LASSO HJ Biplot 
LASSO es una técnica regularizada que asegura sparsity3 en el modelo de 
regresión, sujeta a una adecuada elección del parámetro de contracción. 
Motivado por encontrar una técnica que permitiera no solo reducir coeficientes 
a cero, sino también seleccionar variables, Tibshirani (1996) propuso LASSO 
“Least Absolute Shrinkage and Selection Operator”, una herramienta que 
favorece la interpretación de las estimaciones.  
La regresión LASSO se formula añadiendo una restricción a los coeficientes 
del modelo lineal, definida en términos de la norma 𝑙1 de 𝛽 = 𝛽1, … , 𝛽𝑃: 




Esta restricción es igual al valor absoluto de la magnitud de los coeficientes. El 
objetivo fundamental de la penalización LASSO es inducir sparsity en el 
modelo de regresión lineal y por tanto conseguir el mayor número de 
coeficientes con valor cero. LASSO fuerza a cero aquellos coeficientes de 
regresión de los predictores que están menos correlacionados con la variable 
respuesta; es decir, los valores de coeficientes pequeños son contraídos a cero 
de forma inmediata.  
Los coeficientes estimados por LASSO, ?̂?𝐿𝐴𝑆𝑆𝑂, son los valores que minimizan 
                                                             
3 Sparsity (esparsidad): condición de la penalización que se refiere a la selección automática de variables 
estableciendo que coeficientes suficientemente pequeños serán nulos. 
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 + 𝝀 ∑ |𝛽𝑗|
𝑝
𝑗=1




donde 𝜆 ≥ 0 es el parámetro de regularización de LASSO. 
Una forma equivalente de escribirlo es: 











La penalización LASSO produce un modelo sparse pero el número de variables 
seleccionadas no puede exceder al número de observaciones. Si 𝑝 ≫ 𝑛, 
LASSO selecciona como máximo 𝑛 variables. Por otro lado, si hay un grupo 
de variables entre las cuales las correlaciones por parejas son muy altas, 
entonces LASSO tiende a seleccionar sólo una variable del grupo, sin 
importarle cuál de ellas selecciona. El auge en los últimos años en la 
investigación y aplicación de técnicas tipo LASSO se debe principalmente a la 
existencia de problemas donde 𝑝 ≫n y al desarrollo paralelo de algoritmos 
eficientes (Tibshirani, 2011). 
La regresión lineal LASSO, minimiza la suma de los residuos al cuadrado 
sujeta a una restricción de desigualdad en los parámetros. Esta restricción 
produce un estimador no lineal en la variable respuesta; en consecuencia, la 
función objetivo no es diferenciable y la solución LASSO se convierte en un 
problema de programación cuadrática, que debe encontrar solución a través 
de un algoritmo de optimización. Con el fin de profundizar en algunas de estas 
soluciones, se han estudiado teórica y experimentalmente distintos algoritmos. 
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Algunos de estos son: el “nonnegative garrote” (Breiman, 1995), el “Smoothly 
Clipped Absolute Deviation” (SCAD) (Fan & Li, 2001), el método “Coordinate 
Descent” (Friedman, Hastie, & Tibshirani, 2010), el “Hard-thresholding operator 
y Soft-Thresholding operator” (Donoho & Johnstone, 1994).  
A continuación, se detallan estos dos últimos operadores, el “Hard-thresholding 
operator y Soft-Thresholding operator”.  
El soft-thresholding operator (Operador de umbralización suave) se define 
como: 
?̂?𝑠𝑜𝑓𝑡 = 𝑆(?̂?𝑂𝐿𝑆 , 𝜆) = {
?̂?𝑂𝐿𝑆 − 𝜆          𝑠𝑖 ?̂?𝑂𝐿𝑆 > 𝜆
      0   𝑠𝑖 − 𝜆 ≤ ?̂?𝑂𝐿𝑆 ≤ 𝜆
?̂?𝑂𝐿𝑆 + 𝜆        𝑠𝑖 ?̂?𝑂𝐿𝑆 < −𝜆
     
Esta solución presenta dos características: 
(1) Los coeficientes de regresión LASSO se contraen a cero, a medida que el 
valor del parámetro 𝜆 aumenta. 
(2) La solución LASSO es una función lineal a trozos, respecto al valor 
de 𝜆. Esto se ilustra en la Figura 4-5. 
 








, 𝜆) = {
?̂?
𝑂𝐿𝑆
  𝑠𝑖 |?̂?
𝑂𝐿𝑆
| > 𝜆 
  0     𝑠𝑖 |?̂?
𝑂𝐿𝑆
| ≤ 𝜆  
 
Este operador trunca un coeficiente a cero, si el valor absoluto de éste es más 
pequeño que un valor predeterminado. De esta manera, tanto los valores de 
los coeficientes positivos como los negativos se "reducen" hacia cero. A 
diferencia del soft thresholding, el hard thresholding no es continuo. 
 
Figura 4-6 Ilustración de la regla del operador hard-thresholding 
 
En el contexto del Biplot, el método de penalización LASSO combina un 
modelo de regresión con un procedimiento de contracción de algunos 
parámetros hacia cero y selección de variables, imponiendo la penalización 
sobre las cargas de las componentes principales.  
Como el método HJ Biplot no reproduce el dato de partida, se introduce un 




?̂? = 𝐴𝐷−1𝐵𝑇 + 𝐸 
Así, la estimación de cargas penalizadas en el HJ Biplot implementando 
LASSO se plantea como: 
𝑉𝑙𝑎𝑠𝑠𝑜 = arg min‖𝑋 − 𝐴𝐷




donde, 𝜆 es el parámetro de penalización. 
A medida que aumenta el valor de 𝜆 se van anulando más cargas. Primero se 
anulan aquellas que aportan menos información; es decir, aquellas cargas que 
tienen un valor más pequeño.   
A continuación, resumimos los operadores que se utilizan para definir el Biplot 
mediante la penalización LASSO.  
El soft-thresholding operator se define como: 
𝑉𝑠𝑜𝑓𝑡 = 𝑆(𝑉, 𝜆) = {
𝑉 − 𝜆       𝑠𝑖 𝑉 > 𝜆
0   𝑠𝑖 − 𝜆 ≤ 𝑉 ≤ 𝜆
𝑉 + 𝜆       𝑠𝑖 𝑉 < −𝜆
 
 
Las cargas se contraen a cero, a medida que el valor del parámetro 𝜆 
aumenta. 
Cuando las columnas de 𝑋 son ortogonales, la solución al problema de LASSO 
es: 
𝑉𝑠𝑜𝑓𝑡 = 𝑠𝑖𝑔𝑛(𝑉)(|𝑉 −  𝜆|)+ 
 
El hard-thresholding operator se define como 
𝑉ℎ𝑎𝑟𝑑 = 𝐻(𝑉, 𝜆) = {
𝑉   𝑠𝑖 |𝑉| > 𝜆 
0   𝑠𝑖 |𝑉| ≤ 𝜆  
 
Implementando cualquiera de estos dos operadores, obtenemos la solución 
LASSO en el HJ Biplot.  
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La representación LASSO HJ Biplot se resume en el siguiente algoritmo: 
Algoritmo 2: Algoritmo SPARSE HJ Biplot usando la regularización LASSO 
1. Se tiene una matriz de datos 𝑛𝑥𝑝 . 
2. Se transforman los datos (centrar o estandarizar). 
3. Se realiza la descomposición en DVS de la matriz original de datos.  
4. Se penalizan los vectores de cargas de acuerdo al método elegido en la 
penalización LASSO, para obtener las cargas modificadas. En este trabajo 
se han utilizado dos operadores de umbralización (soft-thresholding y hard-
thresholding).  
5. Se toma el vector de cargas modificadas 𝑉𝑙𝑎𝑠𝑠𝑜 obtenido. 
6. Se procede a calcular los marcadores filas y marcadores columnas que 
llevan a la representación Biplot.  
7. Se grafica el LASSO HJ Biplot obtenido mediante los pasos anteriores. 
También se ha implementado una aplicación en el lenguaje R, para dar soporte 
práctico al algoritmo y obtener el LASSO HJ Biplot. Esta se encuentra alojada 
en el paquete SparseBiplots. 
A manera de síntesis, el tipo de restricción entre Ridge y LASSO deriva 
importantes conclusiones que presentamos en la siguiente tabla: 
Tabla 7: Comparación teórica entre la restricción Ridge y LASSO en el Biplot 
Regularización Ridge Regularización LASSO 
Usa la norma 𝑙2 Usa la norma 𝑙1 
Es un método que NO selecciona 
variables. 
Es un método de selección de 
variables. 
No penaliza las cargas. Penaliza las cargas. 
Contrae todas las cargas hacia 
cero, pero sin llegar a hacerlas 
nulos. 
Produce estimaciones nulas para 




En los últimos años se han presentado algunas generalizaciones y extensiones 
de las técnicas presentadas anteriormente. Éstas buscan retener las ventajas 
de LASSO como método de estimación y selección de variables, y al mismo 
tiempo mantener la principal propiedad de la regularización Ridge (encoger los 
vectores de cargas). 
4.5. Elastic Net HJ Biplot 
En el análisis de regresión, Zou & Hastie (2005) proponen el método Elastic 
Net, que combina los métodos de regularización Ridge y LASSO. Por tanto, es 
un método de regularización que penaliza el tamaño de los coeficientes de 
regresión en base a ambas normas 𝑙1 y 𝑙2. 
Los coeficientes estimados por medio del método Elastic Net, ?̂?𝑒𝑙𝑎𝑠𝑡𝑖𝑐𝑛𝑒𝑡, son 
los valores que minimizan: 
?̂?𝑒𝑙𝑎𝑠𝑡𝑖𝑐𝑛𝑒𝑡 = ‖𝑦𝑖 − 𝑋𝛽‖







   
donde 𝜆1 > 0 y 𝜆2 > 0 son ambos parámetros de complejidad. 
 





apunta a soluciones sparse. 






sugiere que predictores altamente correlacionados obtengan coeficientes 
estimados similares.  
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De forma equivalente, se puede escribir: 
?̂?𝑒𝑙𝑎𝑠𝑡𝑖𝑐𝑛𝑒𝑡 = arg min‖𝑦𝑖 − 𝑋𝛽‖
2    
sujeto a  
∑ 𝛽𝑗








A partir de esta restricción, Zou & Hastie (2005) proponen calcular los nuevos 
𝛽 mediante la siguiente expresión: 
𝑉𝑠𝑜𝑓𝑡 = 𝑠𝑖𝑔𝑛(𝑉)
(|𝑉 −  𝜆1|)+
1 + 𝜆2
 
donde se combina las normas 𝑙1 y 𝑙2  utilizando el operador soft-thresholding. 
El método de regularización Elastic Net también puede ser implementado en 
el Biplot, combinando LASSO y Elastic Net para derivar cargas modificadas.  
Como el método HJ Biplot no reproduce el dato de partida, se introduce un 
factor para hacer posible dicha recuperación. De esta forma se obtiene el 
modelo:  
?̂? = 𝐴𝐷−1𝐵𝑇 + 𝐸 
A partir del método de regularización Elastic Net se derivan cargas modificadas 
para el Biplot, de la forma: 
𝑉𝑒𝑙𝑎𝑠𝑡𝑖𝑐𝑛𝑒𝑡 = arg min‖𝑋 −  𝐴𝐷








Considerando los primeros 𝑘 ejes factoriales, se definen las matrices:  
𝐴𝑝𝑥𝑘 = [𝛼1, 𝛼2, . . . , 𝛼𝑘]  y 𝐵𝑝𝑥𝑘 = [𝛽1, 𝛽2, . . . , 𝛽𝑘].  
Para cualquier 𝝀𝟐 > 𝟎,  sea: 
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sujeto a 𝐴𝑇𝐴 = 𝐼𝐾𝑥𝐾 
 
donde 𝜆1,𝑗 es el parámetro de penalización LASSO para inducir esparsidad 
𝜆2 es el parámetro de regularización para contraer las cargas 
Este problema se puede resolver alternando la optimización sobre A y B 
usando el algoritmo LARS-EN (Zou & Hastie, 2005). 
Para A fija: B se obtiene resolviendo el siguiente problema: 





      = (𝛼𝑗 − 𝛽𝑗)
𝑇𝑋𝑇𝑋(𝛼𝑗 − 𝛽𝑗) +  𝜆2‖𝛽𝑗‖
2
+ 𝜆1,𝑗‖𝛽𝑗‖1 
donde cada ?̂?𝑗 es un estimador Elastic Net. 
Para B fija: A se ignora la parte de penalización y se minimizando  





= ‖𝑋 − 𝑋𝐵𝐴𝑇‖2 
sujeto a 𝐴𝑇𝐴 = 𝐼𝐾𝑥𝐾 
Este es un problema de Procrustes, y la solución es proporcionada por la 𝐷𝑉𝑆, 
(𝑋𝑇𝑋)𝐵=𝑈𝐷𝑉𝑇 y se toma ?̂? = 𝑈𝑉𝑇. 
Recientemente Erichson, Zheng, & Manohar (2018) plantean otra solución al 
problema de optimización, utilizando el método de proyección variable. 
Para ajustar los parámetros 𝜆2 y 𝜆1 no existen métodos claros y establecidos. 
Se sugiere probar varias combinaciones y elegir la que proporcione equilibrio 
entre la varianza explicada y la esparsidad, dando preferencia a la varianza.  
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Los pasos para la implementación del método de regularización Elastic Net en 
el HJ Biplot se detallan en el siguiente algoritmo. 
Algoritmo 3: Algoritmo SPARSE HJ Biplot usando la regularización Elastic Net 
1. Se tiene una matriz de datos 𝑛𝑥𝑝 . 
2. Se fija un valor de tolerancia (1𝑥10−5). 
3. Se transforman los datos (centrar o estandarizar). 
4. Se realiza la descomposición en DVS de la matriz original de datos.  
5. Se toma 𝐴 como las cargas de las primeras 𝑘 componentes 𝑉[, 1: 𝑘]. 
6. Se calcula 𝛽𝑗 mediante: 
𝛽𝑗 = (𝛼𝑗 − 𝛽𝑗)
𝑇𝑋𝑇𝑋(𝛼𝑗 − 𝛽𝑗) +  𝜆2‖𝛽𝑗‖
2
+ 𝜆1,𝑗‖𝛽𝑗‖1 
7. Se actualiza 𝐴 mediante la DVS de 𝑋𝑇𝑋𝛽:  
𝑋𝑇𝑋𝛽 = 𝑈𝐷𝑉𝑇 → 𝐴 = 𝑈𝑉𝑇 
















9. Se repiten los pasos 4,5 y 6 hasta que 𝑑𝑖𝑓𝐴𝐵 <  𝑡𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑖𝑎 




, 𝑗 = 1, . . . , 𝑘 
11. Se procede a calcular los marcadores filas y marcadores columnas que 
llevan a la representación Biplot. 
12. Se grafica el Elastic Net HJ Biplot obtenido mediante los pasos anteriores. 
En este caso, también se ha diseñado una aplicación en el lenguaje R, para 
obtener la representación Elastic Net HJ Biplot. Esta aplicación forma parte del 
paquete denominado “Sparsebiplots”.  
En el siguiente esquema se presentan los pasos que describen la aplicación 
de los métodos de regularización sobre el HJ Biplot, que llevan a la obtención 




Figura 4-7. Esquema del Sparse HJ Biplot 
 
 
4.6 Varianza Total Explicada por las componentes sparse 
En el Biplot se obtienen cargas ortogonales y componentes no correlacionadas 
a partir de la transformación de las variables originales. Ambas condiciones se 
cumplen ya que dada la matriz de covarianza Σ̂ = 𝑋𝑇𝑋 entonces 𝑉𝑇𝑉 = 𝐼 y 
𝑉𝑇?̂?𝑉 es una matriz diagonal. Tomando ?̂? como las CP’s Sparse estimadas, la 
varianza total explicada se determina por tr(?̂?𝑇?̂?). 
Las CP’s Sparse son capaces de producir cargas ortogonales, pero sus 
componentes están correlacionadas (Jolliffe et al., 2003). Bajo estas 
condiciones, no es apropiado calcular la varianza explicada como se hace en 
el Biplot ordinario porque se estaría sobreestimando la varianza verdadera; 
puesto que la dimensión absorbe la información propia de ella, más la 
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compartida con el resto de los ejes. En el análisis se quiere que cada 
componente sea independiente de las anteriores; por lo tanto, de existir 
dependencia lineal entre componentes, ésta debe ser eliminada. 
Dentro de las alternativas para obtener la varianza total ajustada y dar solución 
a este problema en componentes Sparse, Hui Zou et al. (2006) sugieren usar 
vectores de proyección para remover la dependencia lineal. Estos autores 
denotan ?̂?𝑗∙1,…,𝑗−1 el residual después de ajustar ?̂? por ?̂?1,…,?̂?𝑗−1, esto es: 
?̂?𝑗∙1,…,𝑗−1 = ?̂?𝑗 − 𝐻1,…,𝑗−1?̂?𝑗 
donde 𝐻1,…,𝑗−1 es la matriz de proyección sobre {?̂?𝑖}1
𝑗−1
.  
Entonces la varianza ajustada de ?̂?𝑗 es ‖?̂?𝑗∙1,…,𝑗−1‖
2
 y la varianza total 
explicada queda definida como ∑ ‖?̂?𝑗∙1,…,𝑗−1‖
2𝑘
𝑗=1 . Cuando las CP’s Sparse 
estimadas ?̂? estén no correlacionadas, dicha fórmula coincide con 
tr(?̂?𝑇?̂?). 
La descomposición 𝑄𝑅, donde 𝑄 es una matriz ortonormal y 𝑅 una matriz 
triangular superior, es otra forma más sencilla de estimar la varianza ajustada. 
Tomando ?̂? = 𝑄𝑅 se tiene que ‖?̂?𝑗∙1,…,𝑗−1‖
2
=  𝑅𝑗𝑗
2 .  









 4.7 Paquete en R para Sparse Biplot: “SparseBiplots” 
En el interés de proporcionar una herramienta que implemente los algoritmos 
descritos en las secciones anteriores, se ha creado un paquete en el lenguaje 
R, disponible en https://cran.r-project.org/web/packages/SparseBiplots/index.html 
Este paquete, denominado SparseBiplots, permite utilizar el algoritmo que 
desea con sus propios datos y generar un gráfico con la representación de 
interés; además, permite obtener resultados numéricos como las coordenadas 
de los individuos y de las variables, los valores propios, las cargas factoriales 
y la varianza explicada por cada componente. 
Package: SparseBiplots 
Type: Package 
Title: HJ Biplot using diferents ways of penalization 
Version: 1.0.0 
Authors: Mitzi Cubilla Montilla <mitzi@usal.es>,  
   Ana Belén Nieto Librero <ananieto@usal.es, 
           Purificación Galindo Villardón <pgalindo@usal.es> 
Maintainer: Mitzi Cubilla Montilla <mitzi@usal.es> 
Depends: R (>= 2.10), sparsepca 
Description: The SparseBiplots package contains a set of functions that allow 
to represent multivariate on a subspace of low dimension, in such a way that 
most of the variability of the information is captured. This representation is 
carried out through the HJ Biplot methodology. A first method performs 
Galindo's HJ-Biplot (1986). Then, the package implements three new 
techniques and constructs in each case the HJ Biplot, adapting restrictions to 
contract and / or produce zero charges in the main components, based on the 
regularization theories. It implements three methods of regularization: Ridge, 
LASSO and Elastic Net. The functions are as follows: Ridge_HJBiplot, 
LASSO_HJBiplot and ElasticNet_HJBiplot. 
Encoding: UTF-8 
LazyData: true 
Imports: sparsepca, Rdpack 
RoxygenNote: 6.1.1 
RdMacros: Rdpack 




HJ Biplot  HJ Biplot based on Principal Components Analysis 
Description 
This function performs the representation of HJ Biplot (Galindo, 1986). 
Usage 
HJBiplot (X, transform_data = 'scale', ind_name=FALSE, vec_name = TRUE) 
 
Details 
Algorithm used to construct the HJ Biplot. The Biplot is obtained as result of the 
configuration of markers for individuals and markers for variables in a reference 
system defined by the factorial axes resulting from the Decomposition in 
Singular Values (DVS). 
 
Value 
HJBiplot returns a list containing the following components: 
 
loadings array_like;  
the loadings of the principal components. 
coord_ind array_like;  
matrix with the coordinates of individuals. 
coord_var array_like;  
matrix with the coordinates of variables. 
eigenvalues array_like;  
vector with the eigenvalues. 
explvar array_like;  
an vector containing the proportion of variance explained by 
the first 1, 2,.,k principal components obtained. 
 
Author(s) 




• Gabriel, K. R. (1971). The Biplot graphic display of matrices with 
applications to principal components analysis. Biometrika, 58(3), 453-467. 
• Galindo, M. P. (1986). Una alternativa de representacion simultanea: HJ-




 HJBiplot(mtcars, transform_data = 'scale', ind_name  = TRUE) 
 
Ridge_HJBiplot 
Ridge HJ Biplot Ridge HJ Biplot based on Principal Components Analysis 
Description 
This function performs the representation of the SPARSE HJ Biplot applying 
the Ridge regularization, on the original data matrix, implementing the norm L2. 
 
Usage 
Ridge_HJBiplot (X, lambda, transform_data = 'scale', ind_name=FALSE, 
vec_name = TRUE) 
Arguments 
X array_like;  
A data frame which provides the data to be analyzed. All 
the variables must be numeric. 
lambda float;  
Tuning parameter for the Ridge penalty 
ind_name bool;  
If it is TRUE it prints the name for each row of X. If it is 
FALSE (default) does not print the names. 
vec_name bool;  
If it is TRUE (default) it prints the name for each column 
of X. If it FALSE does not print the names. 
Transform_data character;  
A value indicating whether the columns of X (variables) 
should be centered or scaled. Options are: "center" that 
removes the columns means and "scale" that removes 
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the columns means and divide by its standard deviation. 
For default it is "scale". 
Details 
Algorithm used to contract the loads of the main components towards zero, but 
without achieving the nullity of any. If the penalty parameter is less than or equal 
to 1e-4 the result is like Galindo's HJ Biplot (1986). 
Value 
Ridge_HJBiplot returns a list containing the following components: 
loadings array_like; 
penalized loadings, the loadings of the sparse principal 
components. 
coord_ind array_like;  
matrix with the coordinates of individuals. 
coord_var array_like;  
matrix with the coordinates of variables. 
eigenvalues array_like;  
vector with the eigenvalues penalized. 
explvar array_like;  
an vector containing the proportion of variance explained by 
the first 1, 2,.,k sparse principal components obtained. 
 
Author(s) 
Mitzi Cubilla Montilla, Ana Belén Nieto Librero y Purificación Galindo Villardón 
References 
• Hoerl, A. E., & Kennard, R. W. (1970). Ridge regression: Biased 
estimation for nonorthogonal problems. Technometrics, 12(1), 55-67. 
• Galindo, M. P. (1986). Una alternativa de representación simultánea: HJ-
Biplot. Questiio, 10(1), 13-23. 
• Zou, H., Hastie, T. and Tibshirani, R. (2004) Sparse principal component 
analysis. Journal of computational and graphical statistics, 15(2), 265-286 
Examples 
data(mtcars) 





LASSO HJ Biplot   LASSO HJ Biplot based on Principal Components Analysis 
 
Description 
This function performs the representation of the SPARSE HJ Biplot applying 




LASSO_HJBiplot(X, lambda, transform_data = 'scale', operator = 'Hard-
Thresholding', ind_name=FALSE, vec_name = TRUE) 
Arguments 
X array_like;  
A data frame which provides the data to be analyzed. All 
the variables must be numeric. 
lambda float;  
Tuning parameter for the LASSO penalty 
operator character;  
The operator used to solve the norm L1. 
ind_name bool;  
If it is TRUE it prints the name for each row of X. If it is 
FALSE (default) does not print the names. 
vec_name bool;  
If it is TRUE (default) it prints the name for each column of 
X. If it is FALSE does not print the names. 
Transform_data character;  
A value indicating whether the columns of X (variables) 
should be centered or scaled. Options are: "center" that 
removes the columns means and "scale" that removes 
the columns means and divide by its standard deviation. 
For default is "scale". 
 
Details 
Algorithm that performs a procedure of contraction and selection of variables. 
LASSO imposes a penalty that causes the charges of some components to be 
reduced to zero. By producing zero loadings for some components and not zero 
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for others, the LASSO technique performs selection of variables. As the value 
of the penalty approaches one, the loadings approach zero. 
Value 
LASSO_HJBiplot returns a list containing the following components: 
loadings array_like;  
penalized loadings, the loadings of the sparse principal 
components. 
n_ceros array_like;  
number of loadings equal to cero in each component. 
coord_ind array_like;  
matrix with the coordinates of individuals. 
coord_var array_like;  
matrix with the coordinates of variables. 
eigenvalues array_like;  
vector with the eigenvalues penalized. 
explvar array_like;  
an vector containing the proportion of variance explained by 
the first 1, 2,.,k sparse principal components obtained. 
 
Author(s) 
Mitzi Cubilla Montilla, Ana Belén Nieto Librero y Purificación Galindo Villardón 
References 
• Galindo, M. P. (1986). Una alternativa de representacion simultanea: HJ-
Biplot. Questiió, 10(1), 13-23. 
• Tibshirani, R. (1996). Regression shrinkage and selection via the LASSO. 
Journal of the Royal Statistical Society: Series B (Methodological), 58(1), 
267-288. 
• Tibshirani, R. (2011). Regression shrinkage and selection via the LASSO: 
a retrospective. Journal of the Royal Statistical Society: Series B 
(Statistical Methodology), 73(3), 273-282. 
Examples 
data(mtcars) 
LASSO_HJBiplot(mtcars, 0.2, transform_data = 'scale', operator = 'Hard-




Elastic Net HJ Biplot   Elastic Net HJ Biplot based on Principal Components Analysis 
Description 
This function is a generalization of the Ridge regularization method and the 
LASSO penalty. Realizes the representation of the SPARSE HJ Biplot through 
a combination of LASSO and Ridge, on the data matrix. This means that with 
this function you can eliminate weak variables completely as with the LASSO 
regularization or contract them to zero as in Ridge. 
 
Usage 
ElasticNet HJBiplot (X, lambda = 1e-04, alpha = 1e-04, transform_data = 'scale',     
ind_name=FALSE, vec_name = TRUE) 
 
Arguments 
X array_like;  
A data frame with the information to be analyzed 
lambda float;  
Tuning parameter of the LASSO penalty. Higher values 
lead to sparser components. 
alpha float;  
Tuning parameter of the Ridge shrinkage 
transform_data character;  
A value indicating whether the columns of X (variables) 
should be centered or scaled. Options are: "center" or 
"scale". For default is "scale". 
ind_name bool;  
Logical value, if it is TRUE it prints the name for each row 
of X. If it is FALSE (default) does not print the names. 
vec_name bool;  
Logical value, if it is TRUE (default) it prints the name for 
each column of X. If it is FALSE does not print the names. 
 
Details 
Algorithm used to perform automatic selection of variables and continuous 




It is a particularly useful method when the number of variables is much greater 
than the number of observations. 
 
Value 
ElasticNet_HJBiplot returns a list containing the following components: 
loadings array_like;  
penalized loadings, the loadings of the sparse principal 
components. 
n_ceros array_like;  
number of loadings equal to cero in each component. 
coord_ind array_like;  
matrix with the coordinates of individuals. 
coord_var array_like;  
matrix with the coordinates of variables. 
eigenvalues array_like;  
vector with the eigenvalues penalized. 
explvar array_like;  
an vector containing the proportion of variance explained by 
the first 1, 2,.,k sparse principal components obtained. 
 
Author(s) 
Mitzi Cubilla Montilla, Ana Belén Nieto Librero y Purificación Galindo Villardón 
 
References 
• Galindo, M. P. (1986). Una alternativa de representacion simultanea: HJ-
Biplot. Questiió, 10(1), 13-23. 
• Erichson, N. B., Zheng, P., Manohar, K., Brunton, S. L., Kutz, J. N., & 
Aravkin, A. Y. (2018). Sparse principal component analysis via variable 
projection. arXiv preprint arXiv:1804.00341. 
• Zou, H., & Hastie, T. (2005). Regularization and variable selection via the 
Elastic Net. Journal of the royal statistical society: series B (statistical 










X array_like;  
A data frame which provides the data to be analyzed. All 
the variables must be numeric. 
ind_name bool;  
If it is TRUE it prints the name for each row of X. If it is 
FALSE (default) does not print the names. 
vec_name bool;  
If it is TRUE (default) it prints the name for each column of 
X. If it FALSE does not print the names. 
Transform_data character;  
A value indicating whether the columns of X (variables) 
should be centered or scaled. Options are: "center" that 
removes the columns means and "scale" that removes 
the columns means and divide by its standard deviation. 
For default is "scale". 
 
4.8 Aplicaciones Prácticas 
A continuación, se presentan los resultados de la aplicación práctica de los 
argumentos teóricos expuestos previamente. Para el desarrollo de este 
apartado utilizamos dos conjuntos de datos, uno en el que se tienen más 
individuos que variables (𝑛 > 𝑝), y otro en que hay más variables que 
individuos (𝑝 > 𝑛); con el interés de explorar las herramientas formuladas y 
examinar la capacidad de utilizarlas en diferentes contextos.  
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Primero se analiza la información que se presentó en la sección 3.2 (Tabla 3) 
correspondientes al conjunto de datos que miden el Índice para una Vida Mejor 
(Better Life Index) en los países pertenecientes a la OCDE. Recordando que 
esta información recoge observaciones de 38 países sobre 24 variables.  
Utilizamos otro conjunto de datos que contiene las 500 mayores compañías a 
nivel mundial según Fortune Global 500 (http://fortune.com/global500).  La 
muestra corresponde a 201 compañías de 29 países que divulgaron el informe 
sobre Responsabilidad Social Corporativa en el año 2015, de conformidad con 
el Global Reporting Initiative (GRI). Concretamente, se evaluaron en total 25 
indicadores sociales clasificados en 4 categorías: 9 relativos a “Derechos 
Humanos” (HR), 6 sobre “Prácticas Laborales” (LA), 5 sobre “Responsabilidad 
sobre Productos” (RP), y 5 relacionados a “Sociedad” (SO). Estos indicadores 
se analizan en conjunto a las dimensiones culturales de Hofstede (2011): 
colectivismo (collectivism), feminismo (femenity), distancia al poder (LOW 
PDI), tolerancia a la incertidumbre (U_Tolerance) y visión a largo plazo 
(Long_Term). El programa utilizado en ambos casos es R-TEAM (2014).  
Con respecto al primer conjunto de datos, en la Figura 4-9 se presenta el Biplot 
obtenido mediante el método de regularización Ridge, que visualmente es muy 
similar al HJ-Biplot (Figura 4-8) puesto que este algoritmo solamente contrae 
las cargas hacia cero, manteniendo la proporción de varianza explicada igual 




Figura 4-8 HJ Biplot. Datos sobre el índice para una vida mejor 
 
Figura 4-9 Ridge HJ Biplot. Datos sobre el Índice para una vida mejor 
 
Analizando estos resultados gráficos, en primer lugar, se destaca que casi 
todas las variables que miden el índice para una vida mejor se encuentran 
asociadas a la primera componente del plano factorial. Los países nórdicos y 
algunos países europeos son los que perciben mejores condiciones de vida y 
mayor bienestar.  
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También se observa que la satisfacción global ante la vida (SGVida) está 
relacionada con una gran parte de los índices para una vida mejor en los países 
miembros de la OCDE. La variable más altamente asociada al índice es el 
ingreso medio. Por otro lado, este nivel de satisfacción revela una relación 
inversa con aspectos asociados al empleo, como seguridad en el empleo 
(TR.1), jornada laboral muy larga (Eq.1), tasa de desempleo a largo plazo 
(TR.3); así como también con la tasa de homicidios (Se.2). En cuanto a la tasa 
de homicidios, México, Brasil y Grecia encabezan las posiciones. 
Para favorecer la interpretación de los datos y evaluar qué factores parecen 
ser más relevantes en el estudio del índice para una vida mejor, se realiza el 
análisis mediante las técnicas de regularización LASSO y Elastic Net. Las 
variables más relevantes mediante estas técnicas quedan mejor identificadas 
en la Tabla 8. 
En la Figura 4-10 se representa el biplot mediante el método de regularización 
LASSO (soft thresholding operator) donde se puede apreciar que algunas 
cargas factoriales se contraen a cero, quedando representadas sobre los ejes 
factoriales.  
Las variables, logro educativo (Ed.1) y competencia de los estudiantes (Ed.2) 




Figura 4-10 LASSO HJ Biplot. Datos sobre el Índice para una vida mejor 
 
En la Figura 4-11 se presenta el Biplot obtenido mediante el método de 
penalización Elastic Net, en donde queda de manifiesto que algunas cargas se 
anulan totalmente, tanto en la primera componente, como en la segunda, 
quedando representados sobre los ejes factoriales.  
 
 
Figura 4-11 Elastic Net HJ Biplot. Datos sobre el Índice para una vida mejor  
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Tabla 8: Cargas de las primeras tres componentes principales obtenidas mediante HJ Biplot, Disjoint Biplot y los métodos de penalización Ridge, 
LASSO y Elastic Net (datos del Índice para una vida mejor)  
VAR 
____HJ-Biplot____  _Disjoint HJ Biplot_ __Ridge HJ Biplot__ LASSOsoft HJ Biplot Elastic Net HJ Biplot 
  CP2 CP3 CP1 CP2 CP3 CP1 CP2 CP3 CP1 CP2 CP3 CP1 CP2 CP3 
VI.1 0.228 -0.084 0.086 0.000 1 0.0 00 0.114 -0.042 0.043 0.1281 0.000 0.000 0.000 0.0068 0.0078 
VI.2 -0.068 -0.110 0.044 0.000 0.000 1 -0.034 -0.055 0.022 0.000 -0.0105 0.000 0.000 -0.0075 0.000 
VI.3 -0.262 -0.098 0.030 1 0.000 0.000 -0.131 -0.049 0.015 -0.1616 0.000 0.000 -0.2258 -0.0422 0.000 
IN.1 -0.266 -0.093 -0.016 0.000 0.000 1 -0.133 -0.047 -0.008 -0.1671 0.000 0.000 -0.2260 -0.0256 0.000 
IN.2 -0.206 -0.103 -0.040 0.000 1 0.000 -0.103 -0.051 -0.020 -0.1052 -0.0029 0.000 -0.3135 -0.0599 0.000 
Tr.1 0.204 -0.312 0.286 0.000 1 0.000 0.102 -0.156 0.143 0.1047 -0.2114 0.1856 0.000 -0.0646 0.4303 
Tr.2 -0.244 0.180 -0.182 1 0.000 0.000 -0.122 0.090 -0.091 -0.1450 0.0807 -0.0818 -0.1020 0.0129 -0.2650 
Tr.3 0.160 -0.220 0.456 1 0.000 0.000 0.080 -0.110 0.228 0.0589 -0.1197 0.3561 0.0127 -0.0364 0.6025 
Tr.4 -0.280 -0.132 0.018 1 0.000 0.000 -0.140 -0.066 0.009 -0.1805 -0.0319 0.000 -0.2123 -0.0977 0.000 
Ap.0 -0.210 -0.244 0.121 1 0.000 0.000 -0.105 -0.122 0.061 -0.1109 -0.1442 0.0212 -0.0521 -0.1054 0.000 
Ed.1 -0.180 0.362 0.083 1 0.000 0.000 -0.090 0.181 0.041 -0.803 0.2615 0.000 -0.0957 0.000 -0.0436 
Ed.2 -0.240 0.294 0.156 1 0.000 0.000 -0.120 0.147 0.078 -0.1404 0.1949 0.0558 -0.2564 0.1832 0.000 
Ed.3 -0.184 -0.112 0.060 1 0.000 0.000 -0.092 -0.056 0.030 -0.0837 -0.0122 0.000 0.000 0.000 0.000 
Am.1 0.190 0.244 0.057 1 0.000 0.000 0.095 0.122 0.029 0.0891 0.1432 0.000 0.000 0.0134 0.000 
Am.2 -0.258 -0.018 0.010 1 0.000 0.000 -0.129 -0.009 0.005 -0.1588 0.000 0.000 -0.2053 0.000 0.000 
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Cc.1 -0.026 0.001 -0.324 1 0.000 0.000 -0.013 0.000 -0.162 0.000 0.000 -0.2245 0.000 0.000 0.000 
Cc.2 -0.078 -0.372 -0.069 0.000 0.000 1 -0.039 -0.186 -0.034 0.000 -0.2718 0.000 0.000 -0.0733 0.000 
Sa.1 -0.238 0.104 -0.030 0.000 1 0.000 -0.119 0.052 -0.015 -0.1379 0.0037 0.000 -0.0954 0.000 0.000 
Sa.2 -0.144 -0.448 -0.070 1 0.000 0.000 -0.072 -0.224 -0.035 -0.0436 -0.3490 0.000 0.000 -0.7255 0.0435 
Se.1 -0.268 0.043 0.113 1 0.000 0.000 -0.134 0.021 0.057 -0.1678 0.000 0.0134 -0.3868 0.000 0.000 
Se.2 0.180 -0.132 -0.301 1 0.000 0.000 0.090 -0.066 -0.150 0.0795 -0.0352 -0.2009 0.4721 0.000 -0.1244 
Eq.1 0.124 -0.093 -0.375 1 0.000 0.000 0.062 -0.047 -0.187 0.0241 0.000 -0.2749 -0.0160 0.000 -0.0156 
Eq.2 -0.142 0.023 0.454 0.000 0.000 0.000 -0.071 0.012 0.227 -0.0417 0.000 0.3532 -0.0288 0.0473 0.0635 
SGVida -0.246 -0.166 -0.216 0.000 0.000 0.000 -0.122 -0.083 -0.101 -0.1464 -0.0652 -0.1163 0.000 -0.2955 -0.3171 
sparsity 0 0 0 9 20 21 0 0 0 3 8 13 9 8 14 
% var. 
expl. 
42.51 10.43 9.34 31.74 11.00 5.68 42.51 10.43 9.34 35.17 11.05 11.63 37.22 9.18 13.08 
% total 62.28 48.42 62.28 57.85 59.48 
 
La varianza explicada en las tres primeras CP’s es menor en cada uno de los algoritmos SPARSE Biplot que en el HJ Biplot. De esta forma 
las cargas que no son importantes para la componente principal son nulas y la interpretación de los resultados es mucho más sencilla al 
saber exactamente que variables aportan información a cada componente en el Biplot. Comparando los resultados de las tres (3) 
componentes principales obtenidas a través del HJ Biplot, el Disjoint Biplot y las tres técnicas propuestas SPARSE Biplot (Ridge, LASSO y 
Elastic Net), se observa que en el caso de la restricción Ridge, las cargas se reducen a la mitad con respecto al HJ-Biplot usual. En el Disjoint 
Biplot hay que recordar que cada variable contribuye solo a una componente. En cambio, el efecto de las restricciones LASSO y Elastic Net 
en las componentes es más evidente, sobre todo gráficamente, de acuerdo a l criterio de penalización implementado.
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A continuación, se ejecutan los algoritmos sobre el conjunto de datos relativos 
a indicadores sociales reportados según el Global Reporting Initiative (GRI), en 
combinación con las dimensiones culturales de los países (Hofstede, 2011). 
En este caso, utilizamos una muestra de 201 empresas pertenecientes a 29 
países de diferentes regiones del mundo. El análisis se ha realizado solamente 
con los indicadores GRI relativos a la dimensión social que son omitidos con 
mayor frecuencia en las memorias de Responsabilidad Social Corporativa. El 
análisis del HJ Biplot está publicado en Cubilla-Montilla et al. (2019) y va a ser 
comparado y analizado con el Disjoint Biplot y los resultados del HJ Biplot 
obtenidos mediante las regularizaciones: Ridge, LASSO y Elastic Net. A través 
de estos métodos evaluamos la influencia que los valores culturales tienen 
sobre la divulgación de los indicadores. De esta manera podemos visualizar 
las relaciones entre indicadores y caracterizar a las compañías de acuerdo al 
desarrollo cultural de su país de origen y su compromiso con la divulgación de 
información.  
Desde el punto de vista empírico, los análisis realizados nos permiten afirmar 
que el 48% de las empresas de mayor tamaño a nivel mundial, líderes en 
sostenibilidad y la utilización de las guías GRI en la elaboración de sus 
memorias de sostenibilidad, no reportan el 52% de los indicadores sociales que 
se recogen en la guía G4. En especial, existe una omisión en la revelación de 
los indicadores relativos a Derechos Humanos, situándose el porcentaje de 
opacidad en el 75%. Los primeros dos ejes explican aproximadamente el 55% 
de la variabilidad de los datos; permitiendo utilizar el plano factorial 1-2 para 
representar la información en el HJ-Biplot (Figura 4-12).  
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El primer valor propio 20.43 es significativamente más alto que el segundo 
valor propio (2.53), lo que expresa que la primera dimensión representa la 
mayor parte de la información. Analizando los resultados a través del HJ-Biplot 
(Figura 4-12), se observa que el primer cuadrante está formado por las 
compañías con mayor divulgación de la sostenibilidad en Prácticas laborales y 
trabajo digno, así como también en Indicadores de Sociedad; estas empresas 
se encuentran localizadas en países dominados por una cultura “colectivista”. 
En el cuarto cuadrante, se localizan compañías cuyos reportes se caracterizan 
principalmente por la divulgación de indicadores relacionados a Derechos 
humanos, lo cual está asociado de manera positiva con culturas de “baja 
distancia al poder” y “tolerancia a la incertidumbre”. El segundo y tercer 
cuadrante, reúne un conjunto de empresas que, a la luz de los datos, son las 
menos sostenibles. Refleja que es un grupo poco activo en el reporte de 
indicadores sociales; sin embargo, son empresas dominadas por países que 
posee un sistema cultural “feminista” y con “visión a largo plazo”. En concreto, 
los resultados evidencian que las empresas ubicadas en países con sistemas 
culturales asociados a mayores niveles de colectivismo, tolerancia a la 
incertidumbre y menor distancia al poder, tienden a divulgar indicadores 
sociales debido a que los grupos de interés presentan una mayor preocupación 
por el bienestar social común. Por el contrario, las presiones normativas, 
asociadas a dimensiones culturales de feminidad y orientación a largo plazo 
carecen de impacto en la divulgación de indicadores sociales. Evidentemente, 
las empresas que revelan mayor volumen de información no reportan todos los 
indicadores necesarios para conocer su impacto y poder evaluar riesgos.  
150 
 
En la Figura 4-13 se presenta el resultado obtenido mediante Ridge HJ Biplot. 
La interpretación se da en los mismos términos que lo expresado anteriormente 
para el HJ Biplot, ya que la distribución de las variables se mantiene, mientras 
que las coordenadas de los individuos y de las variables se contraen, lo que se 
puede reconocer claramente en los ejes factoriales.  
 
Figura 4-12 HJ Biplot. Datos sobre indicadores sociales y dimensiones culturales 
 
Figura 4-13 Ridge HJ Biplot. Datos sobre indicadores sociales y dimensiones culturales 
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A continuación, se presenta el gráfico con la representación conjunta mediante 
el algoritmo LASSO HJ Biplot (Figura 4-14). El gráfico del lado izquierdo 
muestra como algunas variables se han movido hacia la primera y segunda 
componente, debido a la aplicación del operador de umbralización suave. Esto 
quiere decir que algunas variables cuyas cargas en la primera componente o 
en la segunda componente tenían valores muy bajos, han sido forzadas a cero. 
Aun así, se puede observar que ciertos indicadores se mantienen cerca de la 
primera componente, sin anularse. Por otro lado, el gráfico del lado derecho, 
en el que se ha usado el operador de umbralización fuerte descubre más 
variables forzadas a cero. De esta manera, aun cuando son pocas variables, 
es posible dar una mejor interpretación de los resultados obtenidos mediante 
esta técnica y precisar que variables contribuyen más a la primera componente 
y cuáles a la segunda componente.   
 
Figura 4-14 LASSO HJ Biplot con el operador soft Thresholding (izquierda) y con hard 
thresholding (derecha). Datos sobre indicadores sociales y dimensiones culturales 
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En la siguiente gráfica Figura 4-15 se representa los datos mediante el Disjoin 
Biplot. Los ejes extraídos son disjuntos, con lo cual cada variable contribuye a 
la conformación de un solo eje y esto, por supuesto, también influye en la 
disminución de la variabilidad explicada por cada eje. 
 
Figura 4-15 Disjoint Biplot. Datos sobre indicadores sociales y dimensiones culturales 
 
El gráfico que representa el Elastic Net HJ Biplot se muestra en la Figura 4-16. 
Se observa que reteniendo los dos primeros ejes se alcanza un porcentaje de 
varianza explicada de 43.62%, la interpretación de los resultados es similar al 
Disjoint Biplot al conocer exactamente que variables aportan información a 
cada eje (ver Tabla 9). 
 
Figura 4-16 Elastic Net HJ Biplot. Datos sobre indicadores sociales y dimensiones culturales 
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Tabla 9. Cargas de las tres primeras componentes principales obtenidas mediante el HJ Biplot, Disjoint Biplot y los métodos de regularización 
Ridge, LASSO y Elastic Net (datos sobre indicadores sociales y cultura)   
VAR 
____HJ-Biplot____  Disjoint HJ Biplot __Ridge HJ Biplot__ _LASSOHARD HJ Biplot_ Elastic Net HJ Biplot 
CP1 CP2 CP3 CP1 CP2 CP3 CP1 CP2 CP3 CP1 CP2 CP3 CP1 CP2 CP3 
LA3 0.2130 -0.0940 -0.2320 0.000 1 0.000 0.1065 -0.0470 -0.1160 0.2130 0.000 -0.2319 0.2196 0.000 0.000 
LA5 0.1619 0.1043 -0.2642 0.000 1 0.000 0.0810 0.0521 -0.1321 0.000 0.000 -0.2642 0.000 0.000 0.000 
LA7 0.1776 -0.0196 -0.1540 0.000 1 0.000 0.0888 -0.0098 -0.0770 0.000 0.000 0.000 0.000 0.000 0.000 
LA14 0.2164 0.2215 0.1988 0.000 1 0.000 0.1082 0.1108 0.0994 0.2164 0.2215 0.000 0.000 0.000 0.1174 
LA15 0.2052 0.1451 -0.1367 0.000 1 0.000 0.1026 0.0726 -0.0683 0.2052 0.000 0.000 0.000 0.000 0.000 
LA16 0.2081 0.2446 0.0438 0.000 1 0.000 0.1040 0.1223 0.0219 0.2080 0.2445 0.000 0.000 0.000 0.000 
HR1 0.1553 -0.1422 0.0939 0.000 1 0.000 0.0776 -0.0711 0.0470 0.000 0.000 0.000 0.000 0.000 0.000 
HR2 0.1893 -0.2094 -0.2573 0.000 0.000 1 0.0946 -0.1047 -0.1287 0.000 -0.2094 -0.2573 0.1995 0.000 0.000 
HR3 0.1759 -0.0905 -0.0867 1 0.000 0.000 0.0880 -0.0453 -0.0433 0.000 0.000 0.000 0.0581 0.000 0.000 
HR6 0.1743 -0.0267 -0.1363 0.000 1 0.000 0.0871 -0.0133 -0.0682 0.000 0.000 0.000 0.000 0.000 0.000 
HR7 0.2315 -0.0843 0.0175 0.000 0.000 1 0.1157 -0.0421 0.0087 0.2315 0.000 0.000 0.4363 0.000 0.000 
HR8 0.2150 -0.1944 -0.2026 1 0.000 0.000 0.1075 -0.0972 -0.1013 0.2150 0.000 -0.2026 0.5147 0.000 0.000 
HR9 0.2297 -0.2130 -0.1725 0.000 1 0.000 0.1149 -0.1065 -0.0863 0.2297 -0.2130 0.000 0.4507 0.000 0.000 
HR11 0.2267 -0.0281 -0.2343 0.000 0.000 1 0.1134 -0.0140 -0.1171 0.2267 0.000 -0.2342 0.1510 0.000 0.000 
HR12 0.1885 -0.0909 -0.0451 1 0.000 0.000 0.0943 -0.0454 -0.0225 0.000 0.000 0.000 0.000 0.000 0.000 
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SO2 0.1914 0.1121 -0.0521 1 0.000 0.000 0.0957 0.0560 -0.0260 0.000 0.000 0.000 0.1961 0.000 0.000 
SO7 0.1178 -0.2601 0.3398 1 0.000 0.000 0.0589 -0.1301 0.1699 0.000 -0.2601 0.3398 0.000 0.000 0.0413 
SO9 0.2213 0.2356 0.0288 1 0.000 0.000 0.1107 0.1178 0.0144 0.2213 0.2355 0.000 0.000 0.000 0.000 
SO10 0.2190 0.2475 0.0327 1 0.000 0.000 0.1095 0.1238 0.0163 0.2189 0.2475 0.000 0.000 0.000 0.000 
SO11 0.1763 0.1017 0.1377 1 0.000 0.000 0.0882 0.0509 0.0688 0.000 0.000 0.000 0.000 0.000 0.000 
PR2 0.2255 0.0795 0.2771 1 0.000 0.000 0.1128 0.0398 0.1385 0.2255 0.000 0.2771 0.000 0.000 0.5262 
PR4 0.2116 0.0123 0.2991 1 0.000 0.000 0.1058 0.0062 0.1496 0.2116 0.000 0.2991 0.000 0.000 0.5516 
PR6 0.1330 -0.1807 0.2089 1 0.000 0.000 0.0665 -0.0903 0.1044 0.000 0.000 0.2089 0.000 0.000 0.000 
PR7 0.2172 0.0521 0.3092 1 0.000 0.000 0.1086 0.0261 0.1546 0.2172 0.000 0.3092 0.000 0.000 0.5832 
PR9 0.2082 -0.1160 0.0643 1 0.000 0.000 0.1041 -0.0580 0.0321 0.2082 0.000 0.000 0.2092 0.000 0.000 
LOW_PDI 0.0256 -0.4628 0.0002 1 0.000 0.000 0.0128 -0.2314 0.0001 0.000 -0.4628 0.000 0.000 -0.569 0.000 
Collectivism 0.0542 0.3386 -0.2018 0.000 1 0.000 0.0271 0.1693 -0.1009 0.000 0.3386 -0.2018 0.000 0.6563 0.000 
Feminity -0.0934 0.1217 0.0401 0.000 0.000 1 -0.0467 0.0608 0.0201 0.000 0.000 0.000 0.000 0.000 0.000 
U_Tolerance 0.0203 -0.2612 0.1854 1 0.000 0.000 0.0102 -0.1306 0.0927 0.000 -0.2612 0.000 0.000 0.000 0.000 
Long_Term -0.0938 -0.0574 -0.1949 1 0.000 0.000 -0.0469 -0.0287 -0.0975 0.000 0.000 0.000 0.000 0.000 0.000 
sparsity 0 0 0 14 20 26 0 0 0 16 20 19 21 28 25 
% var. expl. 44.82 9.87 8.39 24.24 17.48 8.45 44.82 9.87 8.39 38.61 11.28 9.30 34.43 9.19 14.12 
% total 63.08 50.17 63.08 59.19 57.74 
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La variabilidad explicada por cada eje en el algoritmo Ridge HJ Biplot es igual 
que la que explica el HJ Biplot ya que este algoritmo solamente contrae las 
cargas, pero como se ha comentado a lo largo del trabajo, no las hace nulas.  
Por otro lado, se aprecia (Tabla 9) que la variabilidad explicada por cada eje 
en el Disjoint Biplot es menor que la explicada en el HJ Biplot, ya que el objetivo 
principal del DBiplot es encontrar la mejor clasificación de los individuos, más 
que maximizar la variabilidad.  
Finalmente, los resultados de las metodologías de regularización (Ridge, 
LASSO y Elastic Net) utilizadas para obtener las distintas versiones del HJ 
Biplot se centran en quedarse con las variables más importantes para cada 
componente, haciendo nulas las cargas menos importantes. De esta manera,  
la proporción de varianza explicada se concentra en las primeras CP’s con 
mayor o menor porcentaje (según el valor de penalización utilizado).  
En síntesis, el hecho de que las grandes compañías afirman que reportan de 
acuerdo con la guía, pero no revelan todos los indicadores establecidos en ella, 
puede ser una práctica para camuflar problemas reales de sostenibilidad.  En 
las grandes empresas, la ambigüedad entre los reportes de sostenibilidad y la 
declaración real y oportuna de los indicadores establecidos en la guía puede 
interpretarse como una forma de ocultar información y encubrir elementos 
importantes de divulgación, en un intento para hacer creer que la compañía 
está comprometida con las expectativas sociales, de cara a fortalecer su 






1. Los resultados de la revisión bibliográfica realizada ponen de manifiesto que 
los métodos Biplot han logrado un creciente desarrollo desde su formulación 
en 1971, en el que Ruben Gabriel introduce el GH y el JK Biplot; el MANOVA 
Biplot de una vía en 1972, el MANOVA Biplot para tablas de 2 vías, en 2004; 
HJ Biplot en 1986, Biplot Canónico en 1992, Modelos AMMI GGE Biplot en 
2001, Biplot para datos composicionales, en 2002, MANOVA Biplot para 
tablas de 3 vías en 2004, Biplot Logístico externo en 2008, el HJ Biplot 
inferencial, en 2015, el Biplot Logístico Nominal en 2016, Biplot Logístico 
Ordinal en 2016, y el HJ Biplot Composicional en 2016. 
 
2. Frente a la dinámica de desarrollo actual de los métodos Biplot no hemos 
encontrado referencia alguna que implemente técnicas de regularización en 
el Biplot, por lo que el principal aporte de este trabajo consiste en la 
propuesta de nuevas versiones Biplot (SPARSE HJ Biplot), en base a los 
métodos de regularización Ridge (en base a la norma 𝑙2), LASSO (en base 
a la norma 𝑙1) y Elastic Net (combinando ambas normas).  
 
3. La aplicación de una penalización en términos de la norma 𝑙2 proporciona 
como resultado cargas pequeñas, pero no nulas; mientras que la aplicación 
de una penalización en términos de la norma 𝑙1 tiende a dar como resultado 
que muchas cargas factoriales se reduzcan exactamente a cero y algunas 
otras cargas reciban poca o ninguna contracción. La penalización resultante 
de combinar las normas 𝑙1 y 𝑙2 tiende a dar un resultado intermedio, con 
menos cargas establecidas en cero que un ajuste en un valor de la norma 
𝑙1, y una mayor contracción de los otros coeficientes. 
 
4. Consideramos que el uso de las técnicas de regularización sparse en el 
Biplot, proporcionan soluciones eficientes a problemas planteados por la alta 





5. Se ha realizado una comparación entre los resultados obtenidos mediante 
el HJ-Biplot, el Disjoint Biplot y los diferentes métodos del SPARSE HJ 
Biplot, aplicados a datos sobre grandes compañías a nivel mundial que 
reportan sus indicadores sociales mediante el Global Reporting Initiative. 
Así, se ha probado que al pasar del HJ Biplot a los resultados del Disjoint y 
de los Sparse HJ Biplot hemos reducido el número de variables, descartando 
las que menos aportan y seleccionando aquellas más importantes. Cabe 
mencionar que las variables culturales “feminidad” y “visión a largo plazo” no 
ejercen influencia en la divulgación de los indicadores sociales. 
 
6. Hemos propuesto una versión combinada de los métodos Biplot y la 
descomposición CUR, la cual supone un gran avance en el análisis de 
grandes masas de datos, ya que nos permite seleccionar las variables más 
relevantes antes de aplicar los métodos BIPLOT. Esto contribuye a reducir 
la dimensionalidad del problema pasando a hiperespacios de menor 
dimensión, lo cual supone una mayor calidad de representación en las 
representaciones euclídeas resultantes de los análisis BIPLOT.  
 
7. Para dar soporte a los nuevos métodos del SPARSE HJ Biplot que hemos 
planteado, se ha implementado una librería en el lenguaje de programación 
R, facilitando su aplicación a cualquier conjunto de datos mediante funciones 
específicas. 
 
8. El software desarrollado en R, llamado SparseBiplots, permite aplicar todas 
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