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Inférence statistique sur le processus de Mino
Résumé : Le sujet de cette thèse concerne l’inférence statistique sur le processus de Mino que
nous déﬁnissons comme un processus auto-excité de mémoire 1 dont l’intensité est de forme
particulière.
Nous donnons tout d’abord une description générale des processus auto-excités et des mé-
thodes possibles pour estimer les paramètres de l’intensité de ces processus. Puis, nous considé-
rons le cas particulier d’un processus auto-excité de mémoire 1 que l’on rencontre en traitement
du signal et que nous avons dénommé : processus de Mino.
Nous montrons que ce processus est un processus de renouvellement dont les interarrivées
ont une distribution particulière que nous étudions en détails.
Nous envisageons alors le problème de l’estimation des paramètres de l’intensité du processus
de Mino en utilisant la méthode du maximum de vraisemblance. Nous résolvons les équations
de vraisemblance en utilisant l’algorithme de Newton-Raphson. La méthode est appliquée à des
données simulées. La convergence de l’algorithme de Newton-Raphson est démontrée, de même
que l’existence et l’unicité des estimateurs.
Nous terminons par la construction d’un test d’hypothèses qui permet de détecter si un
processus ponctuel est auto-excité ou non.
Mots clés : Processus stochastique, Processus auoto-excité, Maximum vraisemblance, Opti-
misation, Données manquante, Algorithme, Test d’hypothèse.
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Statistical inference on Mino process
Abstract : The subject of this PhD thesis is the statistical inference on Mino process that we
deﬁne as a one-memory self-exciting point process which intensiy has a special form.
We begin with a general description of self-exciting point processes and we present methods
used to estimate the intensity parameters of these processes.
We consider the special case of a one-memory self-exciting point process, used in signal
processing. We call the process : the Mino process. This process can be interpreted as a renewal
process which interarrival times that follow a special distribution that we study in details.
In order to estimate the parameters of a Mino process intensity, we utilize the maximum
likelihood method. We solve the likelihood equations with a Newton-Raphson algorithm. We
show the eﬃciency of the method on simulated data.
The convergence of the Newton-Raphson algorithm and, the existence and uniqueness of
the maximun likelihood estimators are proved.
Lastly, we construct a test of hypothesis to assess whether a point process is self-exciting or
not.
Keywords : Stochastic processes, Self-exciting processes, Maximum likelihood, Optimization,
Missing data, Algorithms, Hypothesis testing.
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Introduction générale
Notations
{N(t), t ≥ 0} processus ponctuel
T longueur de la fenêtre d’observation
N(T ) nombre d’événement dans la fenêtre [0,T]
N(.|yi) famille dénombrable de processus ponctuels
wi date de la ième événement, i = 1, . . . , N(T ), w0 = 0 et
wN(T )+1 ≡ T
ti temps qui s’écoule entre l’événement i et l’événement i+ 1 :
ti = wi+1 − wi
λ(t) intensité du processus
h(t) fonction absolument intégrable
Ht histoire des processus
θ vecteur des paramètres en lien avec l’intensité
W ensemble de N(T) occurrence 0 ≤ w1, w2, . . . , wNT ≤ T
δ(τ) fonction de Dirac
fc(w) fonction de densité spectrale complète
µ(τ) fonction de covariance
µc fonction de covariance complète
g(u) fonction de réponse
X espace métrique complet séparé
Y espace métrique séparable complet
X processus de cluster de Poisson
Zi les marques
Ci clusters
yi centre de cluster
Nc processus de centre de cluster sur Y
Ni les immigrés
2
Inférence statistique sur le processus de Mino Rabih Damaj 2015
Introduction générale
BX mesure Borélienne
λˆ(t, N(t)) l’espérance de λ(t) conditionnellement à N(t)
π Produit intégrale
Pn(t) probabilité que la population est de taille n
P˜n(s) transformation de Laplace de Pn(t)
Sk(t) probabilité que la population est au plus de dimension K
à l’instant t
S˜K(s) transformation de Laplace de Sk(t)
L(N(t)|θ) fonction de vraisemblance
logL(N(t)|θ) log-vraisemblance
logLdc(N(t)|θ) log-vraisemblance pour les données complet
N1(t) processus de comptage observable
N0(t) processus de comptage inobservable
λ1(t) intensité du processus de comptage observable
λ0(t) intensité du processus de comptage inobservable
Λ(t) taux de défaillance
R(t) ﬁabilité à l’instant t
H(θ) matrice hessienne
f(X|θ) distribution d’échantillonnage
π(θ) distribution a priori
π(θ|X) distribution a posteriori
l(β) fonction d’information
ρk coeﬃcient d’autocorrélation d’ordre k
φT (W T ) fonction du test
Kǫ classe de la fonction du test
βT (u, φT ) fonction du puissance
φ∗T (.) plus puissant localement asymptotiquement uniformément dans la classe Kε
I∗h information de Fisher
∆T (W T ) limite de la fonction du puissance
Zε 1− ε quantile de la loi normale N(0, 1)
∝ proportionnelle
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Acronymes
PAE Processus auto-excité
PPNH Processus ponctuel de Poisson non homogène
EMV Estimateur du maximum de vraisemblance
i.i.d Variables indépendantes et identiquement distribuées
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Introduction générale
En général, les processus stochastiques permettent de décrire l’évolution au cours du temps
d’un phénomène statistique selon des lois de probabilités. Ces processus permettent de modéliser
des systèmes dont le comportement n’est que partiellement prévisible.
Les processus ponctuels sont des processus stochastiques qui sont des modèles probabilistes
pour les phénomènes d’arrivées que l’on observe au cours du temps : clients arrivants devant
des guichets à la poste, requêtes reçues par un routeur d’internet, instants où se produisent les
répliques à la suite d’un tremblement de terre, etc.
En 1971, Alan G. Hawkes [1] a introduit la notion de processus ponctuel auto-excité (self-
exciting process). Ce processus ne dépend pas seulement de l’instant de réalisation de l’événe-
ment mais de l’ensemble des événements arrivant précédemment. Parfois ce processus dépend
seulement d’un nombre précis d’événements - notém - et on parle alors de processus auto-excité
de mémoire m.
Comme le font remarquer Daley & Vere-jones [2], le processus d’Hawkes admet à la fois une
représentation par processus de cluster et une représentation classique par intensité condition-
nelle, intensité qui, de plus, est linéaire. Ceci autorise de nombreux développements théoriques.
De plus, le processus d’Hawkes est très polyvalent. Il permet de modéliser de nombreuses si-
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tuations et possède un champ d’application très large. Le processus auto-excité (PAE) est un
processus qui dépend d’une intensité et qu’on peut appliquer dans des domaines variés :
Par exemple, en sismologie, le calcul du risque sismique dans une région donnée s’appuie sur des
modèles stochastiques décrivant au mieux l’activité sismique. Il s’agit d’étudier les probabilités
d’occurrences de tremblements de terre et d’analyser l’évolution spatio-temporelle de ces pro-
babilités. En statistique sismique, l’outil principal de modélisation est la théorie des processus
ponctuels qui permet, pour une date donnée, d’intégrer l’information jusqu’à cette date (ex-
clue) dans l’expression du risque conditionnel. Les modèles de processus ponctuel auto-excité
(PAE) permettent d’étudier les distributions spatiales et temporelles des événements sismiques.
Les techniques d’inférence statistique sont basées sur la vraisemblance des observations. Aﬁn
d’analyser des données de plus en plus nombreuses, des méthodes statistiques appropriées sont
requises [3–7].
Dans le domaine médicale et biologique, les PAE sont utilisés pour modéliser des données
par exemple en épidémiologie [8] ou encore en génétique [9]. On rencontre dans ces domaines,
une extension multidimensionnelle des PAE qui consiste à considérer un processus multivarié
dont les composantes s’auto-excitent et/ou s’excitent mutuellement.
En neurophysiologie, les techniques actuellement les plus avancées permettent d’enregistrer
simultanément l’activité de plusieurs neurones (par exemple chez le primate vigile). Cependant,
ces enregistrements sont eﬀectués en aveugle. Aucune technique ne permet à la fois d’enregistrer
précisément l’activité des neurones individuels et de connaître le graphe précis des connexions
qui lient des milliers de neurones sur le plan structural et fonctionnel. L’analyse statistique
de ce type de données met en évidence des relations statistiques entre activités enregistrées,
notamment en termes de synchronisation et de reconstruction de graphes fonctionnels. Les
processus ponctuels auto-excité peuvent être utilisés pour modéliser ce type de données [10–
6
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14].
En ﬁnance, les processus ponctuels sont appliqués principalement pour expliquer des pro-
blèmes relatifs à la microstructure des marchés ﬁnanciers. Plus précisément, les processus ponc-
tuels peuvent être utilisés pour modéliser la durée entre certains événements sur les marchés et
pour modéliser par exemple, le taux de devis et de prix dans les diﬀérents marchés.
En ﬁabilité, le développement de l’informatique et son utilisation dans les domaines les plus
variés ont rendu notre société de plus en plus dépendante du bon fonctionnement des systèmes
logiciels. Leur ﬁabilité est donc devenue un enjeu majeur, rendu d’autant plus crucial que leur
taille et leur complexité ne cessent de croître exponentiellement. La suite des instants de dé-
faillance dans de tels systèmes peut être modélisée par un processus aléatoire ponctuel. Ainsi la
ﬁabilité d’un système réparable s’exprime comme une probabilité de bon fonctionnement condi-
tionnellement à une historique de vie du système. Les PAE sont donc des outils particulièrement
adaptés pour modéliser la ﬁabilité des logiciels [15–18].
La simulation des processus auto-excités est également une question importante. Nous l’uti-
liserons pour étudier le processus qui est au centre de ce travail. Il s’agit d’un processus auto-
excité de mémoire 1 particulier décrit par Hiroyki Mino [19]. Nous mènerons l’étude de ce
processus par les étapes suivantes :
– identiﬁer la loi des interarrivées du processus, si elle existe, pour proposer des méthodes
d’inférence alternatives,
– simuler les interarrivées associées, ce qui nous permettra une meilleure compréhension du
modèle,
– estimer les paramètres de l’intensité,
– construire un test d’hypothèses pour détecter si un processus quelconque est auto-excité
ou non.
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Notre thèse porte donc sur l’inférence statistique pour le processus de Mino. Nous nous inté-
ressons à l’estimation des paramètres d’un processus auto-excité de mémoire 1. Nous utiliserons
la méthode du maximum de vraisemblance ce qui nous conduira à des problèmes d’optimisation
où on nous utiliserons des algorithmes stochastiques. Nous traiterons également la questions
des tests d’hypothèses.
Cette thèse est composée de quatre chapitres.
Le chapitre 1 oﬀre une vue globale sur le processus auto-excité : travaux récents sur les
processus auto-excités, propriétés, théorèmes, et autres notions dont nous aurons besoin dans
la suite des travaux.
Le chapitre 2 est consacré au problème d’estimation des paramètres d’un processus auto-
excité. Nous nous intéressons à l’écriture de la fonction de vraisemblance d’un PAE et nous
décrivons les méthodes et les algorithmes qui permettent de résoudre les équations de vraisem-
blance. Nous illustrons l’usage d’un de ces algorithmes par une application sur des données
groupées en survie.
Dans le troisième chapitre, nous considérons un processus auto-excité de mémoire 1, uti-
lisé en traitement du signal que nous appelons processus de Mino. Nous étudions en détails
son intensité. Ce travail nous conduit à introduire une loi de distribution spéciﬁque que nous
avons appelée loi de Mino. Cette loi se trouve être la loi des interarrivées du processus qui
nous intéresse. Nous traitons alors la question de l’estimation des paramètres de l’intensité du
processus de Mino par la méthode du maximum de vraisemblance, en utilisant des algorithmes
stochastiques. La qualité des méthodes est évaluée sur des données simulées.
Dans le chapitre 4, nous nous intéressons aux tests d’hypothèses pour les processus et
nous construisons un test d’hypothèse qui permet de détecter l’appartenance à la famille des
processus auto-excités d’un processus ponctuel quelconque.
8
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Enﬁn, nous concluons en décrivant quelques perspectives de recherche ouvertes par les tra-
vaux présentés dans notre thèse.
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Chapitre I
Processus ponctuels auto-excités
Dans ce chapitre, nous nous intéressons au processus ponctuel auto-excité (PAE)
introduit par Alan G. Hawkes en 1971. Nous présentons les propriétés et principaux
théorèmes concernant cette famille de processus.
1 Introduction
Un processus ponctuel est un modèle mathématique décrivant un phénomène physique ca-
ractérisé par des événements très localisés répartis de façon aléatoire dans un espace. Chaque
événement est représenté dans le modèle par un point qui identiﬁe la position de l’événement
[20]. Les processus ponctuels auto-excités (PAE) (self-exciting point processes (SEPP) dans
la littérature anglo-saxonne) sont des processus de comptage, dont l’intensité à l’instant t, ne
dépend pas seulement de t mais également du nombre d’événements N(t) survenu avant t. En
cela, l’intensité λ(t) du processus devient un processus stochastique et on parlera du processus
intensité. Plus précisément, l’intensité s’exprime à l’instant t comme une fonction de l’ensemble
ou d’une partie de l’ensemble des dates et du nombres d’événements antérieurs à cette date.
Ainsi, l’évolution du processus dépend de toute son histoire, de sa trajectoire.
11
Inférence statistique sur le processus de Mino Rabih Damaj 2015
Chapitre I. Processus ponctuels auto-excités
Comme nous l’avons déjà mentionné, les PAE trouvent des applications dans de nombreux
domaines : sismologie [5], neurophysiologie [11], génétique [9], épidémiologie [8], ﬁabilité [16] et
économie [21].
Un processus ponctuel auto-excité peut être vu comme un processus de Poisson non homo-
gène dont l’intensité est une fonction du processus lui-même. Mais nous verrons dans la suite
qu’un PAE n’est pas nécessaire poissonnien comme par exemple le processus de renouvellement
considéré dans la section 5.3.
Un exemple élémentaire de processus ponctuel auto-excité, est le processus de naissance
[22], où l’occurrence de l’événement d’intérêt dépend du nombre d’événements qui a déjà eu
lieu. Par déﬁnition, l’intensité d’un processus de naissance s’exprime directement en fonction
du nombre d’événements qui ont déjà eu lieu ; c’est donc par essence un processus auto-excité.
Le processus ponctuel auto-excité (PAE) a été introduit en 1971 par Hawkes [1]. De nom-
breux travaux ont été réalisés sur ce processus [19, 23–28] et dans ce qui suit nous présentons
les travaux les plus récents qui concernent la modélisation, l’estimation et la simulation d’un
PAE.
Au niveaumodélisation, les PAE sont de plus en plus utilisés pour modéliser des problèmes
dans diﬀérents domaines. Dans le but de détecter les distances entre des événements génomiques
le long d’une séquence d’ADN et du fait de la complexité du problème biologique, Reynaud-
Bouret & Schath [29] en 2010 se sont appuyés sur un modèle de processus auto-excité.
De même, Molher et al. [30] en 2011 ont modélisés par des PAE, les occurrences de crimes
en utilisant de données fournies par les départements de police de Los Angeles aux États-
Unis. Dans le même esprit, Lewis et al. [31] ont modélisé la mortalité des civils en Irak, en
utilisant des données fournis par le projet Iraq Body Count entre 2003 et 2007 en considérant
quatre régions irakiennes : Karakh, Najaf, Mosul et Fallujah. Pour chaque région, les auteurs
déﬁnissent des paramètres qui sont nécessaires pour mettre en oeuvre des modèles de type
12
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processus ponctuels avec des taux non stationnaires. En 2013, Monk & Leib [14] ont utilisé des
PAE pour modéliser l’activité neuronale. En 2014, Cho et al. [32] ont utilisé un modèle des
PAE latent pour les réseaux spatio-temporelles. En ﬁnance, Grothe et al. [33] ont proposé des
PAE pour décrire les caractéristiques typiques d’événements extrêmes multivariées observées
dans des séries chronologiques.
Au niveau estimation, il est très souvent fait appel à l’algorithme EM pour déterminer
les paramètres inconnus des modèles. Olson & Carley (2014)[34] utilisent cet algorithme pour
estimer les paramètres d’un processus mutuellement excité en soulignant que ce modèle s’avère
être réaliste pour des séquences d’événements continus décrivant le comportement social dans
une population. Guo & Luk (2014) [35] proposent une solution pour réduire les temps de
calcul des estimateurs d’un PAE dans le cas d’un grand nombre d’observations. Pour cela,
ces auteurs ont utilisé une stratégie éliminant la dépendance au sein de données complexes
réduisant ainsi le nombre d’opérations. Comme nous l’avons remarqué précédemment dans
l’introduction, le processus d’Hawkes s’interprète comme un processus de cluster où les centres
des clusters sont modélisés par une processus Poisson homogène. Wheatley et al. [36] considèrent
le cas où le processus associé aux centres est un processus de renouvellement quelconque (non
nécessairement poissonnien) et utilise un algorithme EM pour obtenir des estimateurs des
paramètres de l’intensité.
La simulation des PAE est nécessaire pour évaluer les procédures d’estimation et de test
statistique. Les résultats obtenus par les simulations permettent une meilleure compréhension
des modèles. La littérature concernant la simulation de processus auto-exités est relativement
abondante. Par exemple, Moller & Rasmussen (2005) [37] s’intéressent à la simulation de PAE
de type processus de cluster (cf. 3) poissonnien marqué, X = {(wi, Zi)} avec wi les dates
d’événements, Zi les marques et Ci les clusters pour i = 1, . . . , n, n désignant le nombre
d’observations. Ainsi, pour w− ∈] −∞, 0] et w+ ∈]0,∞[, Moller & Rasmussen [37] proposent
13
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deux algorithmes de simulation :
Algorithme 1 : Il est constitué de deux étapes pour simuler les événements marqués (wi, Zi) ∈
X avec 0 ≤ wi ≤ w+ :
1. Simuler les immigrants sur [w−, w+[,
2. Pour chaque immigrant wi, on simule Zi et (wj, Zj) ∈ Ci avec wi < wj ≤ w+.
En général, cet algorithme souﬀre d’un eﬀet de bord.
Par contre l’algorithme suivant est sans l’eﬀet de bord ([38]).
Algorithme 2 : On suppose que la fonction de répartition pour la longueur de cluster F est
connue. Soit N1 un processus ponctuel des immigrants sur [0, w+[, N2 un processus ponctuel
des immigrants pour wi ≤ 0, où {(wj, Zj) ∈ Ci : wj ∈ [0,∞[} 6= ∅.
1. Simuler un processus de Poisson N1 avec une intensité λ1(t) sur [0, w+[.
2. Pour chaque wi ∈ N1, simuler Zi et (wj, Zj) ∈ Ci avec wi < wj < w+.
3. Simuler un processus de Poisson N2 avec une intensité λ2(t) = (1 − F (−t))λ1(t) sur
]−∞, 0[.
4. Pour chaque wi ∈ N2 simuler Zi et {(wj, Zj) ∈ Ci : wj ∈ [0, w+[} conditionnellement à
l’événement {(wj, Zj) ∈ Ci : wj ∈ [0,∞[} 6= ∅.
5. La sortie est tous les points marqués à partir des étapes 1, 2 et 4.
Dans les étapes 1 et 2 de l’algorithme 2, on utilise l’algorithme 1 avec w− = 0.
En 2006, dans le prolongement de ces travaux, les mêmes auteurs [39] utilisent l’algorithme
1 pour quantiﬁer l’eﬀet de bord et l’améliorent en proposant un algorithme plus rapide et plus
pratique.
En 2013, Dassios & Zhao [40] introduisent un algorithme de simulation, également sans eﬀet
de bord, pour le PAE avec une intensité exponentielle, qui présente les avantages suivants :
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– possibilité de simuler de manière exacte les interarrivées d’un PAE à partir de leur loi
sans utiliser la méthode d’inversion,
– mise en oeuvre et généralisation possible dans des dimensions plus élevées,
– ﬂexibilité pour simuler le PAE à partir de n’importe quel temps,
– ne nécessite pas la condition de stationnarité de l’intensité, et donc possibilité de simuler
un PAE avec des intensités non bornées dans un intervalle de temps ﬁni,
– facilement modiﬁable pour simuler des PAE avec des intensités stationnaires.
2 Analyse spectrale des processus ponctuels
L’analyse spectrale des processus ponctuels est bien connue comme un outil statistique dans
le cas de l’estimation des fonctions de densité spectrale. À partir de ces analyses, il est possible
d’accumuler des informations complémentaires sur les diﬀérents types des processus ponctuels
aléatoires ou processus de Poisson.
Bartlett [41] a considéré un processus ponctuel N(t) tel que :
E(dN(t))
dt
= λ(t),
E(dN(t)dN(t+ τ))
(dt)2
= µ′(t, t+ τ),
où E désigne l’espérance mathématique, dN(t) = N(t+ dt)−N(t), et τ > 0.
Pour un processus ponctuel stationnaire, λ(t) est constant, on note par λ(t) = λ et µ′(t, t+τ)
est une fonction qui dépend seulement du τ .
On déﬁnit la fonction de covariance par :
µ(τ) =
E(dN(t)dN(t+ τ))
(dt)2
− λ2, τ > 0. (I.1)
Pour τ < 0, µ(τ) = µ(−τ), mais pour τ = 0 on a :
E([dN(t)]2) = E(dN(t)).
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Ainsi pour τ ∈ R, la fonction de covariance complète est donnée par :
µc = λδ(τ) + µ(τ), (I.2)
où δ(τ) est une fonction de Dirac et µ(τ) est continue pour τ = 0.
La fonction de densité spectrale complète est déﬁnie par :
fc(w) =
1
2π
∫ ∞
−∞
exp(−iτw)µc(τ)dτ. (I.3)
Dans l’article fondateur du processus ponctuel auto-excité (processus d’Hawkes) [1], le processus
d’Hawkes est présenté comme un développement du processus ponctuel
{
N(t), t ≥ 0
}
tel que
E(dN(t))/t soit égal à λ, une constante et tel que la fonction de covariance des accroissements
inﬁnitésimaux µ(τ) = E
(
dN(t+ τ)dN(t)
)
/dt2 − λ2 ne dépend pas de t.
On a la déﬁnition suivante :
Définition I.1. Un processus d’Hawkes est un processus aléatoire ponctuel {N(t); t > 0} tel
que :
P (N(t+ h)−N(t) = 1 | N(s), s ≤ t) = λ(t)h+ o(h),
P (N(t+ h)−N(t) > 1 | N(s), s ≤ t) = o(h),
où {λ(t), t > 0}, l’intensité du processus, est déﬁnie par :
λ(t) = µ+
∫ t
−∞
g(t− u)dN(u),
avec µ ∈ R+, g(u) > 0 pour tout u > 0 et ∫+∞0 g(u)du < 1.
Remarques :
• Le processus d’Hawkes peut s’interpréter comme un processus de Poisson non homogène.
• Si on note w1, w2, . . ., la suite des dates d’événement du processus, on a :
λ(t) = µ+
∑
{wi<t}
g(t− wi).
Lorsque l’événement d’intérêt se produit, l’intensité du processus se trouve modiﬁée par
la fonction g. Cette fonction s’interprète en quelque sorte comme une réponse au saut du
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processus. On l’appelle pour cette raison fonction réponse du processus. Son introduction
dans l’expression de l’intensité permet d’élargir à un grand nombre de phénomènes aléatoires,
la possibilité de modélisation par les processus ponctuels. La fonction g peut être croissante ou
décroissante. Ce dernier cas apparaît en sismologie par exemple, où juste après une secousse,
la probabilité de survenue d’une réplique est élevée pour décroître ensuite avec le temps.
Hawkes considère une décroissance exponentielle en s’intéressant à des fonctions g de la
forme :
g(t) =
k∑
j=1
αje
−βjt, t ∈ R+ avec
k∑
j=1
αj/βj < 1. (I.4)
Dans ce cas particulier, une expression analytique de la fonction de covariance des accroisse-
ments inﬁnitésimaux du processus, ainsi que de la densité spectrale f(ω) peuvent être obtenues
(cf. [1]) :
f(ω) =
λ
2π
{
1 +
αλ(2β − α)
(β − α)2 + ω2
}
.
Si on note wi, la date du ie`me saut du processus, l’intensité sera de la forme :
λ(t) = µ+
∑
{wi<t}
k∑
j=1
αje
−βj(t−wi).
Considérons w1, w2, . . . , wn, dates successives d’événements, on a :
• pour t ≤ w1, λ(t) = µ.
Avant que le premier événement ne se produise, le processus se comporte comme un
processus de Poisson homogène et le temps qui s’écoule avant le premier événement, suit
donc une loi exponentielle de paramètre µ.
• pour w1 ≤ t ≤ w2, λ(t) = µ+ αe−β(t−w1).
Ainsi, après le premier événement, l’intensité n’est plus constante et va dépendre du
temps, on a un processus de Poisson non homogène.
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• D’une manière générale, on a pour wi−1 ≤ t ≤ wi, i > 1 :
λ(t) = µ+ α
i−1∑
j=1
e−β(t−wj).
L’intensité du processus s’exprime donc en fonction des dates d’occurrence successives des évé-
nements. Nous reviendrons dans le chapitre suivant sur cette fonction réponse en évoquant les
travaux de Ozaki [24] qui propose des estimateurs par la méthode du maximum de vraisem-
blance des paramètres (µ, α, β).
Une autre forme de fonction réponse de type polynôme de Laguerre est proposée par Ogata
& Akaike [25] :
g(t) =
K∑
k=0
akt
ke−ct,
où ils considèrent dans leur article un processus auto-excité d’intensité λ(t | Ht) qui dépend
des paramètres θ ∈ Θ, et Ht correspond à l’histoire des processus (Xs) et (Ns) avant le temps
t, et ils s’intéressent au modèle linéaire qui est déﬁni par :
λ(t | Ht) = µ+
∫ t
0
g(t− s)dNs +
∫ t
0
h(t− s)dXs,
avec
g(t) =
K∑
k=0
akt
ke−ct, h(t) =
K∑
k=0
bkt
ke−ct.
Dans sa thèse, Lorenzen [42] s’intéresse à un processus d’Hawkes avec une fonction réponse
de type Weibull déﬁnie par :
g(t) =
(
k
w
)(
t
w
)k−1
exp
[
−
(
t
w
)k]
.
3 Processus de cluster
Le problème de regroupement (clustering) est considéré, pour le cas où chaque point des
données est un échantillon généré par un processus ergodique stationnaire i.e un processus
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aléatoire dont tous les moments statistiques sont égaux aux moments temporels.
Le processus de cluster constitue l’un des modèles les plus importants des processus aléa-
toires. Il est largement utilisé pour l’étude des processus ponctuels. Ce processus apparaît na-
turellement pour modéliser la position de point dans le plan ou dans l’espace. Il s’applique dans
de nombreux domaines. Les points peuvent être des plantes, des molécules, des protozoaires,
des êtres humains, des étoiles, des galaxies ou encore des épicentres des séismes. On rencontre
également le processus de cluster en physique pour modéliser les émissions photoélectriques par
exemple, en vulcanologie pour les fréquences d’éruptions volcaniques, en logistique, systèmes
de ﬁles d’attente, failles dans les systèmes informatiques, en neurologie dans la modélisation
du système nerveux. Le mécanisme de cluster est aussi un moyen naturel pour décrire la loca-
lisation des individus de générations consécutives du processus de branchement cf. ([2] P. 175
- 176).
Ce processus comporte deux aspects : les emplacements des clusters et les emplacements
des éléments au sein d’un cluster. La superposition de ces deux aspects constitue le processus
observé. Pour modéliser les éléments du cluster, nous spéciﬁons une famille dénombrable de
processus ponctuels N(. | yi) indexé par les centres de cluster {yi}. Les emplacements des
clusters sont modélisé par un processus donné Nc.
Définition I.2. – On dit que le processus N à valeurs dans un espace d’états X (espace
métrique complet séparable), est un processus de clusters caractérisé par un processus des centres
Nc à valeurs dans un espace d’états Y (espace métrique complet séparable) et par une famille des
processus ponctuels mesurables {N(. | y) : y ∈ Y }, si, pour tout ensemble borné A appartenant
à BX , la tribu borélienne, on a :
N(A) =
∫
Y
N(A | y) dNc(y) =
∑
yi∈Nc(.)
N(A | yi) <∞, p.s
Lorsque le processus des centres de cluster est un processus de Poisson homogène, on parle
de processus de cluster poissonnien dont on peut donner la déﬁnition formelle suivante utilisant
le vocabulaire des processus de branchement :
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Définition I.3. Un processus ponctuel X ⊂ R caractérisé par la superposition de points par-
ticuliers appelés “immigrants” et de points particuliers appelés “descendants” est un processus
de cluster poissonnien si et seulement si :
1. les immigrants wi ∈ I ⊂ R constituent un processus de Poisson homogène,
2. chaque immigrant wi génère un ensemble de descendants constituant un processus Y , pour
former un groupe ﬁni de points contenant ωi appelé “cluster” et noté Ci,
3. étant donnés les immigrants, les clusters centrés
Ci − wi = {Y − wi : Y ∈ Ci} , wi ∈ I,
sont i.i.d et ne dépendent pas de I.
4. X est l’union de tous les clusters.
Le processus d’Hawkes est un cas particulier de processus de cluster poissonnien où dans
le point 2 de la déﬁnition précédente, les descendants d’un immigrant générent également des
points dans ce même cluster suivant un processus de Poisson d’intensité λ(·−Y ) (cette intensité
est appelée : “taux de fertilité”).
D’après Hawkes & Oakes [23], tout processus auto-excités avec une intensité ﬁnie peuvent
être représentés comme un processus de cluster poissonnien. Ainsi, tous les résultats (propriétés,
théorèmes, etc.) dont on dispose concernant le processus de cluster poissonnien, s’appliquent
au PAE.
4 Processus auto-excité (PAE)
Dans cette partie, nous étudions plus en détails le processus auto-excité. Nous don-
nons quelques propriétés sur la loi du nombre d’événements associé à un PAE et sur
la loi des interarrivées. Cette présentation s’inspire largement du livre de Snyder et
Miller [20].
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4.1 Généralités
Nous adoptons ici la notation de Snyder et Miller qui désigne par w1, w2, . . . , wn les v.a
dates de saut d’un processus ponctuels auto-excité.
Soit {N(t); t ≥ t0} un processus de comptage vériﬁant les conditions suivantes :
1. {N(t); t ≥ t0} est conditionnellement localement fortement continu (orderly en anglais).
2. Soit la fonction a(∆t, N(t)) déﬁnie par :
a(∆t, N(t)) =


1
∆t
Pr[N(t, t+∆t) = 1 | N(t)], N(t) = 0,
1
∆t
Pr[N(t, t+∆t) = 1 | N(t);w1, w2, . . . , wN(t)], N(t) ≥ 1.
(I.5)
On suppose que la limite de a(∆t, N(t)) quand ∆t tend vers zéro, existe quelque soit
w1, w2, . . . , wN(t).
3. Pr[N(t0) = 0] = 1.
La condition 1. signiﬁe grossièrement que la probabilité qu’il y ait plus de 2 sauts du
processus dans un intervalle de longueur inﬁnitésimale ∆t est bien plus petite que la probabilité
qu’il ait exactement 1 saut. Plus formellement, un processus de comptage est conditionnellement
localement fortement continu si et seulement si pour tout t ≥ t0, pour tout ε un réel donné, il
existe δ ≡ δ(t, ε) > 0 tel que :
Pr[N(t, t+ δ
′
) > 1] ≤ ε Pr[N(t, t+ δ′) = 1], pour tout δ′ ∈ (0, δ).
Pour les limites de la condition 2., on pose :
µ(t, 0) = lim
∆t→0
1
∆t
Pr[N(t, t+∆t) = 1 | N(t)], pour N(t) = 0, (I.6)
et pour N(t) ≥ 1 :
µ(t, N(t);w1, w2, . . . , wN(t)) = lim
∆t→0
1
∆t
Pr[N(t, t+∆t) = 1 | N(t);w1, w2, . . . , wN(t)]. (I.7)
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On peut alors déﬁnir le processus intensité {λ(t); t ≥ t0} d’un processus {N(t); t > t0}, en
considérant :
λ(t) =


µ(t, 0), t0 ≤ t ≤ w1,
µ(t, N(t);w1, w2, . . . , wN(t)), wN(t) < t ≤ wN(t)+1.
(I.8)
On dit qu’un processus de comptage {N(t), t ≥ t0}, est auto-excité si et seulement si son
intensité {λ(t), t > t0} est un processus aléatoire dont les sauts dépendent des réalisations du
processus N(t) lui-même [20].
Andersen et al. [43] page 73, ont proposé une déﬁnition du processus auto-excité en utilisant la
notion de ﬁltration. Supposons un fenêtre d’observation [0, T ], T > 0. Une histoire (également
appelée ﬁltration), notée
(
Ft, t ∈ [0, T ]
)
est une famille croissante continue de sous σ-algèbre
de F. On fait l’hypothèse que cette famille est complète i.e. que pour tout t, la σ-algèbre F
contient tous les ensembles de mesures nulles de F.
Ft satisfait les conditions suivantes :
(i) Fs ⊆ Ft ⊆ F, ∀s < t (croissante)
(ii) Fs =
⋂
t>s Ft, ∀s (continue à droite)
(iii) A ⊂ B ∈ F, P r(B) = 0 =⇒ A ∈ F0 (complète)
On peut interpréter l’histoire de la manière suivante : Ft est la σ-algèbre qui contient tous
les événements dont l’occurrence ou non est ﬁxée à la date t. C’est la σ-algèbre générée par
N(s), (s 6 t). Soit Ht un élément de Ft. Ht représente les données disponibles à la date t. Avec
cette notion de ﬁltration, on peut proposer la déﬁnition suivante du processus auto-excité :
Définition I.4. – On dit qu’un processus de comptage est auto-excité si sa ﬁltration est générée
par le processus lui-même.
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Remarquons que (I.6) et (I.7) permettent d’exprimer les probabilités qu’aucun saut du
processus ne se produise dans un intervalle quelconque (s, t), (s < t) :
Pr[N(s, t) = 0 | N(s) = 0] = exp
[
−
∫ t
s
µ(u, 0)du
]
, (I.9)
Pr[N(s, t) = 0 | N(s);w1, w2, . . . , wN(s)] = exp
[
−
∫ t
s
µ(u,N(s);w1, w2, . . . , wN(s))du
]
.
(I.10)
Ceci nous conduit à nous intéresser à la loi du nombre d’événements d’une manière générale.
4.2 Loi du nombre d’événements
On montre que la loi du nombre de sauts d’un PAE dans un intervalle de temps donné est
identique à celle d’un processus de naissance dont l’intensité serait déﬁnie par :
λˆ
(
t, N(t)
)
= E
(
λ(t) | N(t)
)
, (I.11)
λ(t) étant l’intensité du PAE. L’intensité (I.11), qu’on appellera intensité conditionnelle au
comptage, s’interprète bien comme une fonction intensité d’après le lemme suivant :
Lemme I.1. – Soit {N(t); t ≥ t0} un processus ponctuel auto-excité d’intensité {λ(t), t > t0}.
Supposons que {N(t); t ≥ t0} est conditionnellement localement fortement continu (orderly) et
que E
(
λ(t)
)
<∞ pour t ≥ t0.
Alors :
E(λ(t) | N(t)) = lim
∆t→0
1
∆t
Pr[N(t, t+∆t) ≥ 1 | N(t)], (I.12)
et
E(λ(t) | N(t)) = lim
∆t→0
1
∆t
Pr[N(t, t+∆t) = 1 | N(t)]. (I.13)
Ce lemme permet d’établir les équations diﬀérentielles classiquement obtenues pour les
processus de Markov dans le particulier de l’intensité conditionnelle au comptage et on a le
théorème suivant :
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Théorème I.2. – (Snyder & Miller [20]) – Soit {N(t); t ≥ t0} un processus ponctuel auto-excité
conditionnellement localement fortement continu, d’intensité {λ(t), t > t0}, tel que E
(
λ(t)
)
<
∞ et Pr[N(t0) = 0] = 1.
Alors, la probabilité Pr[N(t) = n] qu’il y ait n sauts du processus dans l’intervalle [t0, t[, est
solution du système des équations diﬀérentielles :
∂Pr[N(t) = 0]
∂t
= −λˆ(t, 0)Pr[N(t) = 0], pour n = 0, (I.14)
∂Pr[N(t) = n]
∂t
= −λˆ(t, n)Pr[N(t) = n] + λˆ(t, n− 1)Pr[N(t) = n− 1], (I.15)
pour n ≥ 1, avec la condition initiale Pr[N(t0) = 0] = 1, λˆ
(
t, N(t)
)
étant l’espérance mathé-
matique de λ(t) sachant N(t).
La résolution des équations diﬀérentielles conduit aux expressions suivantes des solutions :
Pr[N(t) = 0] = exp
[
−
∫ t
t0
µ(u, 0)du
]
, (I.16)
Pr[N(t) = n] =
∫ t
t0
λˆ(τ, n− 1)Pr[N(τ) = n− 1]exp
[
−
∫ t
τ
λˆ(u, n)du
]
dτ. (I.17)
4.3 Théorème limite pour la somme d’un processus ponctuel auto-
excité
La ﬁgure (I.1) représente la superposition de plusieurs processus ponctuels indépendants.
En pratique, il est classique de n’observer que le processus résultant. On envisage ici le cas où
les processus observés sont auto-excités. Nous rappelons dans cette section, un théorème qui
vaut pour tout processus de comptage et qui est pour la superposition de PAE analogue au
théorème central limite pour une somme de variables aléatoires.
On considère k processus de comptage {Ni,k(t) : t ≥ t0}, i = 1, 2, . . . , k. On note {Mk(t) :
t ≥ t0}, le processus résultant de la superposition de ces k processus.
Mk(t) =
k∑
i=1
Ni,k(t). (I.18)
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I.4 Processus auto-excité (PAE)
Figure I.1 – Processus ponctuels superposés
On dit que les composantes
(
N1,k(t), . . . , Nk,k(t)
)
du processus superposé sont uniformément
espacées si pour tout t ﬁni, on a :
lim
k→∞
sup
1≤i≤k
Pr[Ni,k(t) ≥ 1] = 0.
L’interprétation de cette notion est la suivante : la probabilité qu’une des composantes génère
un saut dans le processus résultant tend vers 0 lorque le nombre de composantes tend vers
l’inﬁni.
On a le théorème suivant :
Théorème I.3. (Snyder & Miller [20]) – Soit {Ni,k(t), t ≥ t0} pour i = 1, 2, . . . , k, k processus
de comptage mutuellement indépendants et uniformément distribués.
Alors le processus {Mk(t), t ≥ t0}, résultant de la superposition de ces processus, converge en
loi vers un processus de Poisson d’intensité {λ(t), t ≥ t0} si et seulement si :
lim
k→∞
k∑
i=1
Pr[Ni,k(t) > 1] = 0 et lim
k→∞
k∑
i=1
Pr[Ni,k(t) = 1] =
∫ t
t0
λ(u)du, pour t0 ≤ t <∞.
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5 Processus ponctuel auto-excité de mémoire limitée
Nous considérons dans ce paragraphe le cas où l’évolution du PAE ne dépend pas de tous
les sauts passés mais seulement d’une partie d’entre eux. Lorsque seul un nombre restreint de
sauts inﬂuence l’évolution du processus, on parle alors de processus auto-excité à mémoire
limitée [20]. Plus précisément, on déﬁnit les processus ponctuels auto-excités de mémoire m
de la manière suivante :
Définition I.5. – Un processus auto-excité est de mémoire 0, si pour tous N(t) > 1, son in-
tensité µ(t, N(t);w1, w2, . . . , wN(t)) ne dépend pas des instants de saut w1, w2, . . . , wN(t) qui ont
eu lieu avant t.
On dit qu’un processus ponctuel auto-excité est de mémoire m, si pour tout N(t) ≥ 1, son inten-
sité µ(t, N(t);w1, w2, . . . , wN(t)) dépend uniquement de t, de N(t), des m plus récents instants
de saut wN(t)−m+1, . . . , wN(t)−1, wN(t) et ne dépend pas des N(t)−m premiers sauts.
5.1 Caractérisation d’un processus ponctuels m-mémoire lorsque
m = 0
Le processus ponctuel auto-excité de mémoire zéro est caractérisé dans le théorème suivant :
Théorème I.4. – (Snyder & Miller [20])
Soit {N(t); t ≥ t0} un processus de comptage ponctuel auto-excité, satisfaisant les conditions
du théorème I.2. Alors le processus ponctuel est de mémoire 0 si et seulement si {N(t); t ≥ t0},
est un processus de Markov.
Théorème I.5. – (Snyder & Miller [20])
Soit {N(t) : t ≥ t0} un processus de naissance de Markov avec un taux {µ(t, N(t)) : t ≥ t0} si
la somme
∞∑
n=0
[
sup
t0≤u<t
µ(u, n)
]−1
(I.19)
est inﬁnie, alors pour tous t ≥ t0 on a :
Pr[N(t) <∞] =
∞∑
n=0
Pr[N(t) = n] = 1, (I.20)
et il n’y a pas d’explosion démographique avec probabilité 1.
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5.2 Caractérisation d’un processus ponctuels m-mémoire lorsque
m > 0
Le processus ponctuel auto-excité de mémoire strictement supérieure à zéro est caractérisé
par le théorème suivant :
Théorème I.6. – (Snyder & Miller [20])
Un processus ponctuel auto-excité est de mémoire m pour m = 1, 2, . . . si et seulement si les
suites des dates de saut {wn, n = 1, 2, . . .} forment une chaîne de Markov d’ordre m.
5.3 Processus auto-excité et renouvellement
Snyder & Miller [20] ont établi le lien entre les PAE de mémoire 1 et les processus de re-
nouvellement. Rappelons qu’un processus de renouvellement est un processus de comptage tel
que les temps qui s’écoulent entre deux sauts forment des v.a. indépendantes et sont identi-
quement distribuées. Il est caractérisé par la loi de ces temps. Un processus de renouvellement
classique est le processus de renouvellement où les interarrivées sont de loi exponentielle. Pour
ce processus, si le paramètre de la loi exponentielle est λ, la loi des dates de saut est connue
et la date du nième saut est un loi Gamma de paramètre (n, λ). On a également que la loi du
nombre de sauts dans un intervalle de temps donné est une loi de Poisson de paramètre λ fois
la longueur de cet intervalle.
Une déﬁnition formelle du processus de renouvellement est donnée ci-dessous :
Définition I.6. [22] – Soit {wi, i ∈ N∗} la suite des dates de saut d’un processus aléatoire
telle que, pour tout i, wi =
∑i
j=1 tj où les v.a ti sont positives, indépendantes et identiquement
distribuées de même loi F .
On dit que le processus de comptage {N(t), t ≥ 0} déﬁni par :
N(t) = max{i | wi ≤ t} =
∑
i≥1
1[0,t](wi), ∀ t ≥ 0,
est un processus de renouvellement.
Ces processus permettent de modéliser et de résoudre les problèmes de renouvellement dans
des systèmes complexes, dans le cadre par exemple, d’une politique de maintenance [22]. Les
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processus de renouvellement permettent d’étudier une classe de phénomènes qui fait intervenir
des instants de régénération (instants où un processus oublie son passé) [44].
On a le théorème suivant :
Théorème I.7. – (Snyder & Miller [20]) Un processus ponctuel auto-excité est de mémoire 1,
avec
µ(t, N(t);wN(t)) = f(N(t), t− wN(t)), (I.21)
pour une fonction f(.) régulière si et seulement si les interarrivées t1 = w1, t2 = w2−w1, . . . , tn =
wn − wn−1, sont des variables aléatoires indépendantes.
Un processus ponctuel auto-excité dont les interarrivées sont i.i.d est appelé processus de
renouvellement ordinaire. Si toutes les interarrivées sauf la première, sont identiquement dis-
tribuées, il est appelé un processus de renouvellement modiﬁé.
On déduit du théorème I.7 la représentation en processus de renouvellement d’un processus
auto-excité et on peut énoncer le corollaire suivant :
Corollaire I.1. – Un processus ponctuel auto-excité est un processus de renouvellement modiﬁé
si et seulement si l’intensité associée µ(.) est la forme :
µ(t, N(t);w1, . . . , wN(t)) = h(t− wN(t)), (I.22)
où h(.) est une fonction régulière.
C’est un processus de renouvellement ordinaire si et seulement si de plus, µ(t, 0) = h(t).
Nous utiliserons par la suite ce corollaire pour caractériser le processus de Mino.
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Chapitre II
Estimation pour les processus auto-excités
Dans ce chapitre, nous nous intéressons à l’écriture de la fonction de vraisemblance
d’un processus ponctuel auto-excité ainsi qu’à l’estimation des paramètres de l’in-
tensité de celui-ci par la méthode du maximum de vraisemblance. Nous décrivons
les algorithmes permettant le calcul des estimateurs. Une approche bayésienne est
également évoquée.
1 Introduction
Les premiers travaux concernant l’inférence sur des processus stochastique au sens large
remonte à 1948, 1949 avec les travaux d’Abraham Wald qui s’intéresse à l’estimation par maxi-
mum de vraisemblance du paramètre d’un processus aléatoire discret. A la même période Ken-
dall publie des travaux sur la modélisation de l’évolution des populations et s’intéresse en par-
ticulier de manière détaillée au processus de naissance qui comme nous l’avons déjà mentionné
est un exemple élémentaire de processus auto-excité. [45].
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2 Vraisemblance pour un processus stochastique
La méthode du maximum de vraisemblance [46, 47] consiste à déterminer les paramètres
qui maximise la fonction de vraisemblance. Dans le cas d’un processus ponctuel [2, 20, 43]
dépendant d’une intensité λ(t), l’application de la méthode du maximum de vraisemblance
pour ce processus a présenté une diﬃculté dans les années antérieures à 1970. Pour obtenir la
log-vraisemblance d’un processus ponctuel qui dépend d’une intensité λ(t), Andersen et al. [43]
ont utilisé le produit intégrale notéπ.
2.1 Produit intégrale
Le produit intégrale est une notion qui a été introduite à la ﬁn du 19e`me siècle par le
mathématicien italien Victor Volterra, comme un outil pour la résolution d’une certaine classe
d’équations diﬀérentielles [48, 49].
Dans un problème d’estimation paramétrique d’un processus ponctuel qui dépend d’une inten-
sité λ(t), on a :
P (W ) ∝π
t<T
[λ(t)dt]dN(t)[1− λ(t)dt]1−dN(t)),
où W est l’ensemble des N(T ) occurrences.
D’après le développement de Taylor, on a :
1− λ(t)dt ≈ exp(−λ(t)dt),
donc on peut ecrire l’équation de vraisemblance :
L(N(t)|θ) ∝
(
T∏
t=0
λ(t)dN(t)
)
exp
(
−
∫ T
0
λ(t)dt
)
,
et par suite
logL(N(t)|θ) = −
∫ T
0
λ(t)dt+
∫ T
0
log λ(t)dN(t).
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On donne la déﬁnition suivante :
Définition II.1. – La log-vraisemblance d’un processus ponctuel qui dépend d’une intensité
λ(t) est déﬁnie par (voir [43] p.59 et [2] p.23) :
logL(N(t)|θ) = −
∫ T
0
λ(t)dt+
∫ T
0
log λ(t)dN(t), (II.1)
où θ représente les paramètres de l’intensité, N(T ) le nombre d’événement dans la fenêtre [0, T ].
D’après Daley & Vere-jones [2], une relation entre la log-vraisemblance d’un processus ponc-
tuel et la densité de Janossy (cf [2] chapitre 7) est établie. Le maximum de vraisemblance des
événements w1, . . . , wn d’un processus ponctuel N sur un ensemble de Borel borné A ⊆ Rd (d
dénote ici la dimension) est déﬁnie par :
LA(N(t)|w1, . . . , wn) = jn(w1, . . . , wn|A).
où jn désigne la densité de Janossy.
Exemple II.1. – On considère un processus de Poisson inhomogène qui appartient à A ⊂ Rd.
Le cardinal de A suit une loi de Poisson avec une espérance E(A) et w1, . . . , wn sont une suite
i.i.d. La densité de Janossy s’écrit :
jn(w1, . . . , wn|A) = exp
(
−
∫
A
λ(t)dt
) n∏
i=1
log λ(wi) = LA(w1, . . . , wn).
On en déduit :
logLA(N(t)|w1, . . . , wn) = −
∫
A
λ(t)dt+
n∑
i=1
log λ(wi).
2.2 Vraisemblance pour le PAE
Un processus auto-excité, est un processus ponctuel qui dépend d’une intensité. Ainsi, la
log-vraisemblance d’un PAE est donnée par l’équation (II.1). Ozaki [24] a utilisé la méthode du
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maximum de vraisemblance pour estimer les paramètres d’un PAE qui dépend d’une intensité :
λ(t) = µ+
∫ t
−∞
g(t− u)dN(u),
avec une fonction de réponse :
g(t) = αe−βt avec α < β,
qui vériﬁe la condition :
∫ +∞
0
g(t)dt < 1.
Considérons w1, w2, . . . , wn les dates successives de n événements, on a :
λ(t) = µ+
∑
wi<t
g(t− wi) = µ+
∑
wi<t
αe−β(t−wi),
et on remarque que pour tout t ≤ w1, λ(t) = µ.
Avant que le premier événement ne se produise, le processus se comporte comme un processus
de Poisson homogène et le temps qui s’écoule avant le premier événement, suit donc une loi
exponentielle de paramètre µ.
Pour w1 ≤ t ≤ w2, λ(t) = µ + αe−β(t−w1). Ainsi, après le premier événement, l’intensité n’est
plus constante et dépend donc du temps. On a alors un processus de Poisson non homogène.
D’une manière générale, on a pour wi−1 ≤ t ≤ wi :
λ(t) = µ+ α
i−1∑
j=1
e−β(t−wj).
L’intensité du processus s’exprime donc en fonction des dates d’occurrence des événements
successives. On a bien un processus auto-excité.
En utilisant l’équation (II.1), la fonction de log-vraisemblance s’écrit :
logL(N(t)|θ) = −µwn +
n∑
i=1
α
β
(e−β(wn−wi) − 1) +
n∑
i=1
log[µ,+αB(i)]
où B(i) =
∑
wj<wi
e−β(wi−wj) pour i ≥ 2.
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Pour calculer les estimateurs de θ, il est possible d’utiliser l’algorithme de Newton-Raphson.
Nous nous intéressons maintenant à l’existence et l’unicité de l’estimateur du maximum de
vraisemblance.
Dans un problème d’estimation d’un vecteur des paramètres en utilisant la méthode du
maximum de vraisemblance, on dit qu’un estimateur du maximum de vraisemblance existe et
est unique, si la fonction de vraisemblance est continûment dérivable jusqu’à l’ordre 2, et si le
déterminant de la matrice hessienne est négative.
Le théorème suivant (II.2) [50] donne une condition suﬃsante d’existence et d’unicité du maxi-
mum de vraisemblance.
Théorème II.2. – Soit L(θ) une fonction de vraisemblance 2 fois continûment dérivable, où
θ est l’ensemble des paramètres à estimer déﬁni dans Θ ⊂ Rd (d désigne ici la dimension). On
suppose que :
1.
lim
θ→∂Θ
L(θ) = 0,
où ∂Θ désigne la frontière du domaine Θ.
2. et la matrice hessienne
H(θ) =
∂2L(θ)
∂θi∂θj
,
est déﬁnie négative pour chaque point θ ∈ Θ pour lequel le vecteur gradient
∇L = ∂L(θ)
∂θi
est nulle. Alors
(a) l’estimateur du maximum de vraisemblance est unique,
(b) la fonction de vraisemblance atteint :
– aucun autre maximum dans Θ,
– aucun minimum ou autre point stationnaire dans Θ,
– sa borne inférieure est 0 sur la frontière de ∂Θ.
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3 Algorithmes pour le calcul des estimateurs
Nous utilisons des méthodes numériques pour le calcul des estimateurs qui n’admettent pas
de solutions analytiques. Pour un processus ponctuel auto-excité qui dépend d’une intensité,
l’estimateur du maximum de vraisemblance n’admet pas de solution explicite. Nous présentons
trois algorithmes qui sont randomized search methods (RSM), Newton-Raphson et
l’algorithme EM (Expérance-Maximisation).
3.1 Randomized search methods (RSM)
Un algorithme RSM [51] est une méthode d’optimisation qui consiste à tirer d’une manière
aléatoire la variable d’intérêt d’une fonction pour approcher de son extremum.
3.2 Algorithme Newton-Raphson
L’algorithme Newton-Raphson est attribué aux deux mathématiciens britanniques du XVIIe
siècle, Isaac Newton et Joseph Raphson. On utilise cet algorithme dans les problèmes d’opti-
misation, dans les cas où on a un système d’équations qui n’admet pas de solutions explicites.
Dans le cas où l’on souhaite résoudre l’équation f(θ) = 0 qui dépend d’un seul paramètre θ, la
méthode de Newton-Raphson [52] utilise le chemin itératif suivant :
θ(p+1) = θ(p) − f(θ
(p))
f ′(θ(p))
pour p ≥ 0. (II.2)
où on ﬁxe une valeur arbitraire θ(0) puis on suit le chemin itératif (II.2) qui converge en quelques
itérations vers la solution de l’équation f(θ) = 0.
Dans le cas multidimensionnel, [53, 54] l’agorithme suit le chemin itératif suivant :
θ
(p+1) = θ(p) − [H(θ(p))]−1U(θ(p)) pour p ≥ 0, (II.3)
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où θ est le vecteur des paramètres à estimer, [H(θ(p))]−1 est la matrice hessienne inverse de
la fonction d’intérêt et U(θ(p)) est le vecteur des dérivées premières de cette fonction. Partant
d’une valeur initiale θ(0) on suit le chemin tératif (II.3), tant que |θ(p+1) − θ(p)| est supérieur à
une valeur ε que l’on se ﬁxe très petite.
3.3 Algorithme EM
L’algorithme espérance-maximisation (Expectation-maximisation algorithm) abrégé EM a
été introduit par Dempster, Laird et Rubin en 1977 [55]. C’est un algorithme qui permet
de trouver le maximum de vraisemblance des paramètres de modèles probabilistes lorsque le
modèle dépend de variables latentes non observables (données incomplètes). On utilise souvent
l’algorithme EM pour la classiﬁcation de données, l’apprentissage automatique, ou la vision
artiﬁcielle. On peut également citer son utilisation en imagerie médicale dans le cadre de la
reconstruction tomographique. L’algorithme d’espérance-maximisation comporte :
• une étape d’évaluation de l’espérance (E), où l’on calcule l’espérance de la vraisemblance
en tenant compte des dernières variables observées,
• une étape de maximisation (M), où l’on estime le maximum de vraisemblance des para-
mètres en maximisant la vraisemblance trouvée à l’étape E.
On utilise ensuite les paramètres trouvés en M comme point de départ d’une nouvelle phase
d’évaluation de l’espérance, et l’on itère ainsi.
L’application de l’algorithme EM est réalisée dans les situations où l’on dispose de données
incomplètes et par conséquent l’estimation du maximum de vraisemblance est rendue diﬃcile
par l’absence d’une partie des données. Bien que l’algorithme EM est souvent appliquée avec
succès, il peut dans certaines situations être lent à converger ou ne pas converger [56].
Snyder & Miller [20] ont proposé la description suivante de l’algorithme EM dans le cas de
processus stochastique. L’algorithme espérance-maximisation (EM) est basé sur les concepts
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d’un espace de données incomplètes N1, un espace de données complètes N, et un chemin
h : N → N1.
L’espace de données incomplètes est l’espace N1 dans lequel les données mesurées prennent leurs
valeurs. L’espace de données complètes N est un espace hypothétique qui parvint à atteindre
deux objectifs : 1) rendre les étapes espérances et maximisation de l’algorithme EM analytique-
ment ﬂexible ; et 2) faire les calculs nécessaires à l’algorithme EM pour produire des résultats
numérique des estimations. L’espace de données complètes pour un problème donné n’est pas
unique, et l’algorithme EM qui en résulte peut être plus ou moins complexe en fonction du
choix eﬀectué. Souvent, un choix approprié est suggéré par une compréhension des mécanismes
de déformation et du bruit relatif aux données mesurées sur l’espace de données incomplètes.
Pour le chemin de N à N1, l’espace de données complètes est plus grand que l’espace de données
incomplètes c’est à dire que les données complètes doivent déterminer les données incomplètes.
Il doit y avoir une fonction connue h(.) dont le chemin va des données complètes aux données
incomplètes. Il s’agit généralement d’une application avec de nombreux points de N qui donne
le même point dans N1. Cette fonction des données incomplètes est déterminée par h(N) = N1,
sur les valeurs que les données incomplètes N peuvent avoir.
Notons l’ensemble de paramètres qui doivent être estimés par θ, et supposons que ce vecteur
appartient dans un ensemble de valeurs de paramètres possibles i.e Θ ⊆ Rn. Une estimation de
θ est appelé recevable que si elle est dans Θ. Les paramètres θ peuvent être non aléatoires, ou
ils peuvent être aléatoires. Nous allons utiliser la méthode du maximum de vraisemblance pour
l’estimation des paramètres non aléatoires, et pour les paramètres aléatoires, nous supposons
qu’il existe une densité de probabilité a priori connue λ(θ), et nous utilisons l’estimateur du
maximum a posteriori (MAP).
Deux fonctions de log-vraisemblance sont importantes pour l’estimation des paramètres θ à
partir des données mesurées qui appartiennent à N1 lorsque l’algorithme EM est utilisé. La
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log-vraisemblance des données incomplètes pour l’estimation de paramètres non aléatoires
Lid(N1(t)|θ) = log[f(N1(t)|θ)], où f désigne la densité des données incomplètes en fonction
des paramètres, c’est la log-vraisemblance que nous avons utilisé jusqu’à présent dans l’estima-
tion des paramètres. Le maximum de vraisemblance qui estime θˆ ≡ θˆ(N1(t)) est une fonction
de vecteur à valeur admissible de données incomplètes N1(t) qui maximise la log-vraisemblance
des données incomplètes
θˆ = argmax
θ∈Θ
[Lid(N1(t)|θ)].
Si les paramètres sont aléatoires, alors la quantité log f(θ) doit être ajoutée à log[f(N1(t)|θ)]
dans la formation de la log-vraisemblance des données incomplètes.
La deuxième log-vraisemblance qui est aussi importante. C’est la log-vraisemblance de données
complètes qui est déﬁnie par Lcd(N(t)|θ) = log[g(N(t)|θ)], où g désigne la densité de données
complètes en fonction des paramètres.
L’algorithme EM est itératif. Il part d’une valeur initiale θˆ(0), où il genère une séquence d’esti-
mateurs θˆ(1), θˆ(2), . . . , θˆ(k), . . . de façons que la séquence correspondante à log-vraisemblance de
données incomplets est croissante Lid(N1(t)|θˆ(0)) ≤ Lid(N1(t)|θˆ(1)) ≤ Lid(N1(t)|θˆ(2)) ≤ . . . ≤
Lid(N1(t)|θˆ(k)) ≤ . . .. Deux étapes sont nécessaires à chaque étape de l’itération pour atteindre
l’étape suivante, une espérance (E-étape) et maximisations (M-étape).
E-étape. Détermination de l’espérance conditionnelle de la log-vraisemblance des données com-
plètes,
Q(θ|θˆ(k)) = E[Lcd(N(t)|θ)|N1(t), θˆ(k)], (II.4)
et compte tenu des données incomplètes on suppose que θ = θˆ(k).
M-étape. Détermination du paramètre d’ordre k + 1 qui maximise Q(θ|θˆ(k)),
θˆ(k+1) = argmax
θ∈Θ
[Q(θ|θˆ(k))]. (II.5)
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Il est établi dans le théorème suivant que l’application répétée des étapes E et M produit une
suite croissante de log de vraisemblance de données incomplètes.
Théorème II.3. – (Snyder & Miller [20])
Soit la suite {θˆ(k) : k : 1, 2, . . .} déﬁnie à partir des étapes E et M (II.4) et (II.5). Alors, la suite
correspondante des log-vraisemblances des données incomplètes {Lid(N1(t)|θˆ(k)) : k = 1, 2, . . .}
est croissante.
4 Une illustration de l’algorithme EM
Dans cette partie, nous présentons une application de l’algorithme EM pour estimer les
paramètres d’une loi exponentielle tronquée à partir de l’observation de données groupées. On
compare les résultats obtenus avec ceux obtenus en appliquant un algorithme d’optimisation
classique.
On considère une suite de variables aléatoires X1, . . . , Xn i.i.d de loi exponentielle de para-
mètre θ. On rappelle l’expression de la densité de la loi de Xi
f(xi) =
1
θ
e−xi/θ 1R+(xi).
On note Ij = [tj−1, tj], j = 1, . . . ,M + 1 un découpage de R+ tel que t0 = 0, tM+1 = +∞
Pour j = 1, . . . ,M + 1, on note Kj la v.a. nombre de durées se réalisant dans l’intervalle
Ij. Kj =
∑n
i=1 1Ij(xi) et
∑M+1
j=1 kj = n. Calculons la loi du vecteur (K1, . . . , KM ;KM+1) où
KM+1 = n−∑Mj=1Kj. Nous notons par B(n, p) la loi binomiale de paramètres n et p.
On note : pj = P (Xi ≤ tj), pour j = 1, . . . ,M .
On a : K1 ∼ B(n, p1). On peut alors calculer la loi de K2 | K1 = k1, ; c’est une loi binomiale de
paramètres
(
n− k1, P (Xi ≤ t1 | Xi > t1)
)
.
Or
P (Xi ≤ t1 | Xi > t1) = P (Xi ≤ t2)− P (Xi ≤ t1)
P (Xi > t1)
=
p2 − p1
1− p1 .
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D’une manière générale, la loi de Kj | Kj−1 = kj−1, . . . , K1 = k1 est une loi binomiale de
paramètres
(
n−∑j−1ℓ=1 kℓ, P (Xi ≤ tj | Xi > tj−1)) où P (Xi ≤ tj | Xi > tj−1) = pj − pj−11− pj−1 , pour
j = 1, . . . ,M .
On peut donc exprimer la loi Q du vecteur (K1, . . . , KM ;KM+1) en eﬀectuant le produit de ces
lois conditionnelles. Il vient :
Q = P (K1 = k1)
M∏
i=2
P (Ki = ki/Ki−1 = ki−1, . . . , K1 = k1)
= Ck1n p
k1
1 (1− p1)n−k1 × Ck2n−k1
(
p2 − p1
1− p1
)k2 (1− p2
1− p1
)n−k1−k2
...
× CkM
n−
∑M−1
j=1
kj
(
pM − pM−1
1− pM−1
)kM ( 1− pM
1− pM−1
)n−∑M−1
j=1
kj
=
n!
k1!(n− k1)!p
k1
1 (1− p1)n−k1
× (n− k1)!
k2!(n− k1 − k2)!)
(
p2 − p1
1− p1
)k2 (1− p2
1− p1
)n−k1−k2
...
× (n−
∑M−1
j=1 kj)!
kM !(n−∑Mj=1 kj)!
(
pM − pM−1
1− pM−1
)kM ( 1− pM
1− pM−1
)n−∑M
j=1
kj
En eﬀectuant les simpliﬁcations, on obtient l’expression suivante :
Q =
n!
k1! . . . kM !(n−∑Mj=1 kj)! p
k1
1 (p2 − p1)k2 . . . (pM − pM−1)kM × (1− pM)n−
∑M
j=1
kj .
Autrement dit, (K1, . . . , KM ;KM+1) suit une loi multinomiale de paramètre :
(n, p1, p2 − p1, . . . , pM − pM−1, 1− pM).
On notera :
(K1, . . . , KM ;KM+1) ∼M(n, p1, p2 − p1, . . . , pM − pM−1, 1− pM).
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4.1 Vraisemblance du nombre des durées
Puisque la variable aléatoire Xi est distribuée suivant une loi exponentielle de paramètre θ,
on a :
P (Xi ≤ tj) = 1− e
tj
θ = pj.
La vraisemblance s’écrit :
L(θ) = P (K1 = k1, . . . , KM = kM)
=
n!
k1! . . . kM !(n−∑Mj=1 kj)!
M∏
j=1
(
(e
−tj−1
θ − e
−tj
θ )kje
−tM
θ
(n−
∑M
j=1
kj)
)
,
et la log-vraisemblance est
logL(θ) =
M∑
j=1
kj log(e
−tj−1
θ − e
−tj
θ )− tM
θ
(n−
M∑
j=1
kj) + C,
où
C = log
(
n!
k1! . . . kM !(n−∑Mj=1 kj)!
)
.
4.2 Estimation de θ en utilisant l’algorithme de Newton-Raphson
Pour estimer θ on dérive par rapport à θ la log-vraisemblance logL(θ) :
∂logL(θ)
∂θ
=
M∑
j=1
kj

tj−1e
−tj−1
θ − tje
−tj
θ
θ2(e
−tj−1
θ − e−tjθ )

+ tM
θ2
(n−
M∑
j=1
kj)
=
kj
θ2
M∑
j=1
kj

tj−1 − tje−
∆j
θ
(1− e−∆jθ )

+ tM
θ2
(n−
M∑
j=1
kj),
où ∆j = tj − tj−1.
On cherche maintenant à résoudre l’équation ∂logL(θ)
∂θ
= 0. On obtient :
M∑
j=1
kj

tj−1 − tje−
∆j
θ
(1− e−∆jθ )

+ tM(n− M∑
j=1
kj) = 0.
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On dénote par :
φ(θ) =
M∑
j=1
kj

tj−1 − tje−
∆j
θ
(1− e−∆jθ )

+ tM(n− M∑
j=1
kj),
et on cherche à résoudre l’équation
φ(θ) = 0.
Comme cette équation n’admet pas une solution explicite, on utilise l’algorithme de Newton-
Raphson II.2 :
θ(p+1) = θ(p) − φ(θ
(p))
φ′(θ(p))
.
Nous calculons dans un premier temps φ
′
(θ) et on obtient :
φ
′
(θ) =
M∑
j=1
kj
θ2

t2j−1 − t2je−
∆j
θ
1− e−∆jθ
− (tj−1 − tje
−∆j
θ )2
(1− e−∆jθ )2

 ,
après on initialise θ(0) et on applique l’algorithme de Newton-Raphson.
En appliquant cet algorithme sur des données simulées on obtient les résultats suivants :
Tableau 1 : Résultats numériques pour M = 7 et diﬀérentes valeurs de n et θ sur 1000
échantillons : SD désigne l’écart type (Standard Deviation en anglais) et MSE est l’erreur
quadratique moyenne (Mean Squared Error en anglais).
θ n Moyenne de θˆ biais SD MSE
50 9.951 0.049 1.470 2.164
10 200 10.029 0.029 0.747 0.559
500 9.989 0.011 0.480 0.231
50 100.546 0.546 14.492 210.333
100 200 103.036 3.036 7.084 50.278
500 99.132 0.867 4.336 18.819
50 197.983 2.017 29.121 852.139
200 200 201.049 1.049 14.755 218.826
500 200.474 0.474 9.471 89.935
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Dans ce tableau, on trouve des bons estimateurs pour les diﬀérentes tailles d’échantillon. On
remarque cependant que si la taille n augmente la variance diminue.
Maintenant on veut étudier l’eﬀet du nombre de découpage sur la qualité des estimateurs (voir
Tableau 2).
Tableau 2 : Résultats numériques pour θ = 100 et diﬀérentes valeurs de n
et de nombre de découpage sur 1000 échantillons SD désigne l’écart type (Standard Deviation
en anglais) et MSE est l’erreur quadratique moyenne (Mean Squared Error en anglais).
θ n Nbr découpage Moyenne de θˆ biais SD MSE
3 100.564 0.564 15.141 229.73
6 99.524 0.475 14.449 209.019
100 50 12 100.502 0.502 14.651 214.92
30 100.594 0.594 14.335 205.873
3 100.257 0.257 7.541 56.926
6 100.143 0.142 7.439 55.351
100 200 12 99.872 0.127 7.069 49.997
30 99.853 0.146 6.803 46.303
3 100.215 0.215 4.654 21.711
6 99.873 0.127 4.547 20.699
100 500 12 99.931 0.069 4.688 21.988
30 99.921 0.078 4.759 22.663
D’après les résultats du tableau 2, on trouve que le nombre des découpages ne joue pas un rôle
signiﬁcatif sur la qualité d’estimateur, mais on voit que le biais devient plus petit dans le cas
θ = 100 et n = 500.
4.3 Vraisemblance pour le modèle complet
Le modèle complet suit une loi exponentielle de paramètre θ :
f(x) =
1
θ
e−
x
θ , x ≥ 0.
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En notant x = (x1, . . . , xn), on a :
L(x, θ) =
1
θn
e−
1
θ
∑n
i=1
xi ,
logL(x, θ) = −n log θ − 1
θ
n∑
i=1
xi,
∂ logL(x, θ)
∂θ
=
−n
θ
+
1
θ2
n∑
i=1
xi. (II.6)
Pour obtenir l’estimateur du maximum de vraisemblance de θ, on résout l’équation :
−n
θ
+
1
θ2
n∑
i=1
xi = 0.
On obtient :
1
θ2
n∑
i=1
xi =
n
θ
.
et par conséquent :
θˆ = X¯.
4.4 Estimation de θ en utilisant l’algorithme EM
Pour appliquer l’algorithme EM, on cherche tout d’abord à déterminer la loi de Xi/Xi ∈ Ij,
c’est à dire la probabilité conditionnelle P (Xi ≤ x/tj−1 ≤ Xi ≤ tj) où Xi ∼ exp(θ). On a :
P (Xi ≤ x/tj−1 ≤ Xi ≤ tj) = P (tj−1 ≤ Xi ≤ x)
P (tj−1 ≤ Xi ≤ tj)
=
F (x)− F (tj−1)
F (tj)− F (tj−1) , pourXi ∈ Ij,
et
f(x/tj−1 ≤ Xi ≤ tj) = f(x)
F (tj)− F (tj−1)
=
e−
xi
θ
θ(e−
tj−1
θ − e− tjθ )
, pourXi ∈ Ij,
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et comme cette expression correspond à la loi de densité d’une loi exponentielle tronquée alors
Xi sachant Xi ∈ Ij suit une loi exponentielle tronquée de paramètre θ.
L’espérance mathématique de Xi/Xi ∈ Ij sécrit :
E(Xi/tj−1 ≤ Xi ≤ tj) =
∫ tj
tj−1
xie
−xi
θ
θ(e−
tj−1
θ − e− tjθ )
dxi
=
kj
θ(e−
tj−1
θ − e− tjθ )
∫ tj
tj−1
xie
−xi
θ dxi
= kj

θ + tj−1 − tje−
∆j
θ
1− e−∆jθ

 ,
où kj désigne le nombre des durées qui arrivant dans l’intervalle Ij.
Dans le cas où on étudie un modèle appartenant à la famille exponentielle [57, 58], on calcu-
lera l’espérance des expressions obtenues conditionnellement au vecteur des données réellement
observées. L’estimateur du maximum de vraisemblance de θ sera alors une fonction de l’espé-
rance conditionnelle des données complètes (non observées) sachant les données incomplètes
(inobservées).
En pratique, cet algorithme se déroulera de façon itérative. Chaque itération est constituée de
deux étapes. A l’itération p, partant de la valeur θp du paramètre :
– étape E : calcul de l’espérance conditionnelle E(Xi/tj−1 ≤ Xi ≤ tj, θp).
– étape M : calcul de la nouvelle valeur du paramètre θp+1 en remplaçant les statistiques
exhaustives (xi) par l’espérance conditionnelle E(Xi/tj−1 ≤ Xi ≤ tj, θp) dans l’estimateur
de la loi complet.
Notre modèle appartenant à la famille exponentielle, l’algorithme EM consiste simplement
à remplacer les données complètes par l’espérance conditionnelle i.e l’espérance relativement à
la loi du complet sachant l’incomplet, où xi/kj suit une loi exponentielle tronquée de paramètre
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θ. On en déduit :
E[logL(xi; θ)/kj] =
M+1∑
j=1
logL(xi; θ)f(xi/kj). (II.7)
D’après 4.3, nous avons :
θˆ =
1
n
n∑
i=1
xi.
Par conséquent, en remplaçant θˆ par θ dans (II.7), nous avons
E[logL(xi; θ)/kj] = =
M+1∑
j=1
1
n
n∑
i=1
xif(xi/kj)
=
M+1∑
j=1
1
n
E(xi/kj)
=
1
n
M+1∑
j=1
kj

θ + tj−1 − tje−
∆j
θ
1− e−∆jθ


= θ +
1
n
M+1∑
j=1
kj
tj−1 − tje−
∆j
θ
1− e−∆jθ
,
après on initial θ(0) puis on suit ce chemin itératif :
θ(1) = θ(0) +
1
n
M+1∑
j=1
kj
tj−1e
− tj−1
θ(0) − tje−
tj
θ(0)
e
− tj−1
θ(0) − e−
tj
θ(0)
...
θ(n+1) = θ(n) +
1
n
M+1∑
j=1
kj
tj−1e
− tj−1
θ(n) − tje−
tj
θ(n)
e
− tj−1
θ(n) − e−
tj
θ(n)
.
En appliquant cet algorithme sur des données simulées, on obtient dans le tableau suivant les
résultats :
Tableau 3 : Résultats numériques pour diﬀérentes valeurs de N et θ sur 1000 échantillons : SD
désigne l’écart type (Standard Deviation en anglais) et MSE est l’erreur quadratique moyenne
(Mean Squared Error en anglais).
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θ N moyenne de θˆ biais SD MSE
50 10.047 0.047 1.484 2.205
10 200 9.975 0.024 0.743 0.553
500 9.982 0.017 0.463 0.214
50 100.849 0.849 15.465 239.898
100 200 100.207 0.207 7.715 59.574
500 99.844 0.155 4.681 21.943
50 200.921 0.921 29.097 847.488
200 200 200.438 0.438 14.261 203.546
500 200.312 0.312 9.201 84.746
Dans ce tableau on obtient des bons estimateurs quelque soit la taille de l’échantillon, mais on
remarque que si N augmente la variance diminue.
Maintenant on va savoir si le nombre de découpage joue un rôle sur la qualité des estimateurs
c.f (Tableau 4).
Tableau 4 : Résultats numériques pour θ = 100 et diﬀérentes valeurs de N et de nombre de
découpage sur 1000 échantillons : SD désigne l’écart type (Standard Deviation en anglais) et
MSE est l’erreur quadratique moyenne (Mean Squared Error en anglais).
θ N Nbr découpage moyenne de θˆ biais SD MSE
3 99.314 0.685 15.239 232.712
6 100.385 0.385 14.612 213.664
100 50 12 99.683 0.316 15.272 233.363
30 100.599 0.599 14.848 220.835
3 100.121 0.121 7.681 59.005
6 99.661 0.338 7.319 53.695
100 200 12 100.111 0.111 7.485 56.044
30 100.257 0.257 7.195 51.837
3 100.069 0.069 4.767 22.737
6 100.117 0.177 4.889 23.923
100 500 12 100.136 0.136 4.642 21.574
30 99.921 0.079 4.551 20.722
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D’après ces résultats, le nombre des découpages ne semble pas jouer un rôle signiﬁcatif sur la
qualité des estimateurs. En augmentant la taille d’échantillon, on obtient dans le tableau 5 les
résultats :
Tableau 5 : Résultats numériques pour diﬀérentes valeurs de N et θ sur 1000 échantillons : SD
désigne l’écart type (Standard Deviation en anglais) et MSE est l’erreur quadratique moyenne
(Mean Squared Error en anglais).
θ N moyenne de θˆ biais SD MSE
5000 100.087 0.087 1.401 1.972
100 10000 100.016 0.016 1.035 1.072
20000 99.996 0.003 0.755 0.571
5000 200.034 0.034 2.863 8.201
200 10000 200.032 0.032 2.060 4.247
20000 200.016 0.016 1.459 2.129
5000 500.139 0.139 7.214 52.064
500 10000 499.958 0.041 4.946 24.471
20000 499.949 0.051 3.586 12.864
On remarque que quand la taille de l’échantillon augmente la variance diminue, et on obtient
toujours des bons estimateurs.
4.5 Comparaison des deux algorithmes
Pour comparer les deux algorithmes EM et Newton-Raphson, on prend un exemple avec
θ = 100 et N = 200, où on regarde plus en détails les résultats des ces deux algorithmes
ci-dessous.
tj 0 50 100 150 200 250 300
kj 100 31 22 14 10 11
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Dans cet exemple, on trouve que M = 6 et on a kM+1 = N −∑Mj=1 kj = 200 − 188 = 12. En
appliquant les deux algorithmes vus précédemment, on obtient :
Tableau 6 : Comparaison des algorithmes EM et Newton-Raphson.
NR EM
i θ(i) θ(i)
0 89 89
1 98.44793 97.65111
2 98.42428 98.36234
3 98.42428 98.41932
4 98.42428 98.42388
5 98.42428 98.42425
6 98.42428 98.42427
7 98.42428 98.42428
8 98.42428 98.42428
9 98.42428 98.42428
10 98.42428 98.42428
Dans ce tableau, l’indice i correspond au nombre d’itérations. En conclusion, les deux algo-
rithmes convergent et les résultats sont identiques.
5 Analyse bayésienne des processus stochastiques
La statistique bayésienne est une approche statistique fondée sur l’inférence bayésienne,
qui est une méthode permettant de déduire la probabilité d’un événement à partir de celles
d’autres événements déjà évalués. L’analyse bayésienne suppose de choisir une loi de probabilité
a priori pour les paramètres du modèle, d’écrire la distribution des données conditionnelle aux
paramètres (i.e l’équivalent de la fonction de vraisemblance) et enﬁn de calculer la distribution
a posteriori des paramètres à l’aide théorème de Bayes [59]. Aujourd’hui l’approche bayésienne
est beaucoup étudiée autant en théorie que dans les applications [60].
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Le statisticien bayésien raisonne diﬀéremment que le statisticien classique puisqu’il considère
que le paramètre du modèle statistique, f(X|θ) est incertain. Il va donc chercher à quantiﬁer son
incertitude en mobilisant toutes les informations disponibles. C’est ce qui fait toute la diﬀérence
puisque cela revient à conférer au paramètre θ le statut de variable aléatoire, dès lors qu’il y a
un sens à lui attribuer une distribution de probabilité a priori qui décrit le savoir actuel sur ce
paramètre. Cette distribution de probabilité, souvent appelée prior, est notée π(θ). Il faut bien
comprendre que le prior quantiﬁe l’état de connaissance d’un expert (et donc son incertitude)
sur le problème en main. Cela signiﬁe que l’expert parie plus volontiers sur certaines valeurs
de θ que sur d’autres (ne pas confondre incertitude et ignorance). Cette information a d’autant
plus de valeur que les données sont rares. Il doit être clair que le savoir de l’expert encodé
dans le prior doit être tout à fait indépendant de l’échantillon en main, sinon la même source
d’information interviendrait deux fois, ce qui ne serait pas cohérent [61].
Définition II.2. – Un modèle statistique bayésien [62] est constitué d’un modèle statistique
paramétrique, f(X|θ), et d’une distribution a priori pour les paramètres, π(θ).
Après avoir choisi la distribution a priori π(θ), on peut calculer la distribution a posteriori
qui est déﬁnie par :
π(θ|X) = f(X|θ)π(θ)∫
f(X|θ)π(θ)dθ .
5.1 Méthode bayésienne
La méthode bayésienne comprend brièvement les étapes principales suivantes [60] :
1. Loi de l’observation : Obtenir la fonction de vraisemblance à partir de la distribu-
tion d’échantillonnage f(X|θ). Cette étape décrit simplement le processus à l’origine des
données X en fonction des paramètres inconnus θ.
2. Loi a priori : Choisir la distribution a priori π(θ). La distribution a priori représente les
informations a priori qu’on sait sur les paramètres θ avant l’observation des données.
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3. Loi a posteriori : On obtient la distribution a posteriori en utilisant le théorème de Bayes.
4. Inférence : On cherche à estimer les paramètres θ en utilisant la distribution a posteriori.
5.2 Approche bayésienne pour un processus de Weibull
Un processus de Weibull est un processus de Poisson d’intensité :
λ(t) =
β
α
(
t
α
)β−1
,
où les paramètres α et β sont strictement positifs. Pour une intensité d’un processus de Weibull,
α désigne un paramètre d’échelle et β est paramètre de forme :
– Si β < 1, λ(t) est croissant,
– si β = 1, λ(t) est constant,
– si, β > 1, λ(t) est décroissant.
La ﬁgure II.1 donne des représentations de l’intensité d’un processus de Weibull pour diﬀérents
valeurs de α et β.
L’inférence bayésienne pour ce processus a été proposée par Guida et al. [63].
Soit w1, w2, . . . , wn les n événements d’un processus de Weibull, pour obtenir la densité
de la loi conditionnelle de wi sachant wi−1, . . . , w1, nous déterminons tout d’abord la loi de
P (wi > t|wi−1) puis on obtient :
f(wi|wi−1, . . . , w1) = β
α
(
wi
α
)β−1
exp
{
−
(
wi
α
)β
+
(
wi−1
α
)β}
.
Nous remarquons que la loi conditionnelle de wi sachant wi−1, . . . , w1 suit une loi de Weibull
tronquée.
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Figure II.1 – Représentation de l’intensité d’un processus de Weibull pour diﬀérentes va-
leurs de α et β
La fonction de vraisemblance sécrit :
L(N(t)|β, α) = βnα−nβuβ−1 exp
{
−
(
wn
α
)β}
,
où u =
n∏
i=1
wi.
Après des calculs élémentaires, nous obtenons les estimateurs du maximum de vraisemblance
αˆ, βˆ de α et β donnés par :
βˆ =
(
logwn − 1
n
n∑
i=1
logwi
)−1
,
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et
αˆ = wn exp
{
− 1
βˆ
log n
}
.
On considère la loi a priori :
π(β, α) ∝ (βα)−1.
Ainsi la loi jointe a posteriori est :
π(β, α|wi) ∝ βn−1uβα−nβ−1 exp
{
−
(
wn
α
)β}
pour α, β > 0,
et la loi marginale a posteriori de β est donnée par
π(β|wi) ∝ βn−2
(
u
wnn
)β
,
qui a pour
– mode : βm = (n− 2)/z,
– espérance mathématique : E(β|wi) = (n− 1)/z, où z =
n∑
i=1
log(wn/wi).
De plus comme 2zβ suit une loi de χ2 avec un degré de liberté égale à 2(n− 1), nous déduisons
que βm est un estimateur sans biais de β.
La loi marginale a posteriori de α est :
π(α|wi) ∝
∫ ∞
0
βn−1uβα−nβ−1exp
{
−
(
wn
α
)β}
dβ, α > 0.
Son espérance mathématique est donnée par :
E(α|wi) = tnz
n−1
Γ(n)Γ(n− 1)
∫ ∞
0
βn−2
(
u
wnn
)β
Γ(n− 1/β)dβ.
On considère maintenant une loi a priori pour β uniformément distribuée sur l’intervalle
[β1, β2], et une loi non informative pour α. Les lois a priori respectivement pour β et α sont :
π(β) =
1
β1 − β2 β1 ≤ β ≤ β2,
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et
π(α) = α−1 α > 0.
La loi jointe a posteriori est :
π(β, α|wi) ∝ βnuβα−nβ−1exp
{
−
(
wn
α
)β}
β1 ≤ β ≤ β2, α > 0.
La loi marginale a posteriori de β est :
π(β|wi) ∝ βn−1
(
u
wnn
)β
β1 ≤ β ≤ β2.
Le mode de cette loi est donnée par :
βm =


β1 si (n− 1)/z ≤ β1,
β2 si (n− 1)/z ≥ β2,
(n− 1)/z sinon.
L’espérance mathématique de cette loi est :
E(β|wi) = I(β1, β2;n)/I(β1, β2;n1),
où
I(β1, β2, n) =
∫ β2
β1
βn
(
u
wnn
)β
dβ.
La loi marginale a posteriori de α est :
π(α|wi) ∝
∫ β2
β1
βnuβα−nβ−1exp
{
−
(
wn
α
)β}
dβ,
et
E(α|wi) = wnΓ(n)I1(β1, β2;n− 1)/I(β1, β2;n− 1),
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où
I1(β1, β2;n− 1) =
∫
β1
β2β
n−1
(
u
wnn
)β
Γ(n− 1/β)dβ.
L’inférence et la prédiction du processus de Weibull est aussi considérée dans les travaux de
[64–66] par une approche Bayésienne. L’approche bayésienne a été appliquée sur des données
de séismes en Italie [67] et à Taiwan [68]. Ces données ont été modélisées par des processus
ponctuels et la loi a priori est une loi gamma.
5.3 Approche bayésienne pour un processus auto-excité
Un processus auto-excité est un processus qui dépend d’une intensité. Aﬁn d’appliquer l’ap-
proche bayésienne sur les PAE, on considère l’intensité du processus pour trouver la densité du
processus considéré. On peut considérer cette densité comme étant une distribution d’échan-
tillonnage f(X|θ). En choisissant une distribution a priori sur θ, π(θ), et en utilisant les travaux
de Robert [62], il s’avère que le point le plus critique et le plus critiquable de l’analyse bayé-
sienne est le choix de la loi a priori. Une fois cette loi a priori connue, l’inférence peut être
conduite en minimisant le coût a posteriori, en calculant les régions de plus forte densité a
posteriori ou en intégrant les paramètres pour obtenir la distribution prédictive.
Ainsi, une fois la loi a priori déﬁnie, on peut déterminer la distribution jointe, la distribution
marginale, la distribution a posteriori et la distribution prédictive. Les paramètres sont ensuite
estimés.
Exemple II.4. –
Insua et al. [69] supposent qu’un nouveau pneumatique de vélo suit un processus de Poisson
homogène de paramètres λ, puisqu’il est supposé ne pas se détériorer pendant un intervalle de
temps [0, T ]. Nous supposons de plus que les perforations se produisent de façon aléatoire. Alors,
à chaque événement, wi, i = 1, . . . , n, lorsque une crevaison se produit dans l’intervalle [0, T ],
il est réparé mais celui-ci peut être plus enclins à de nouvelles crevaisons du fait de l’usure. On
ajoute alors µi au paramètre du processus de Poisson homogène λ. On obtient un exemple très
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simple d’un processus auto-excité, où sa fonction de vraisemblance est donnée par :
n∏
i=1

λ+ i−1∑
j=1
µj

 e−λT∑ni=1−µi(T−wi).
On considère la loi gamma comme une loi a priori pour λ et µi, et la loi a posteriori correspond
à une loi conditionnelle par rapport à tous les paramètres et elle appartient à la famille de la
loi gamma.
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Chapitre III
Processus de Mino
Ce chapitre a pour objet l’étude d’un processus auto-excité, dont l’intensité dépend
d’une fonction réponse particulière. On s’intéresse au problème de l’estimation des
paramètres. La méthode du maximum de vraisemblance est utilisée et la qualité des
estimations est étudiée sur des données simulées.
1 Introduction
En 2001, Hiroyuki Mino [19] a considéré une intensité d’un processus ponctuel auto-excité
qui dépend seulement du dernier événement, i.e un processus auto-excité de mémoire 1. Il
a estimé les paramètres de cette intensité en utilisant l’algorithme EM par la méthode du
maximum de vraisemblance.
2 Définition
Le processus de Mino est le processus ponctuel auto-excité (PAE) {N(t), t ≥ 0} de mémoire
1 [19] dont l’intensité est déﬁnie par :
λ(t) = µh(t− wN(t)), (III.1)
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où h(t) est la fonction :
h(t) = 1 + αe−βt, t ≥ 0. (III.2)
On a donc :
λ(t) = µ
(
1 + αe−β(t−wN(t))
)
, avec µ > 0 , α ≥ −1 et β ≥ 0. (III.3)
Supposons que l’on observe les sauts du processus dans une fenêtre de longueur T .
Soit wN(t) la date du N(t)e`me saut.
Ainsi, on a :
pour t ∈ [0, w1], λ(t) = µ(1 + αe−βt),
pour t ∈]w1, w2], λ(t) = µ
(
1 + αe−β(t−w1)
)
,
...
pour t ∈]wi−1, wi], λ(t) = µ
(
1 + αe−β(t−wi−1)
)
,
...
et pour t ∈]wN(T ), T ], λ(t) = µ
(
1 + αe−β(t−wN(T ))
)
.
Remarques :
• Si α = 0, λ(t) = µ et on a un processus de Poisson homogène.
• Si α > 0, λ(t) est croissant et on dit que le processus est excité.
• Si −1 ≤ α < 0, λ(t) est décroissant et on dit que le processus est inhibé.
Les ﬁgures III.1 et III.2 donnent des représentations de l’intensité pour diﬀérentes valeurs de
µ, α, β. Ces représentations sont obtenues à partir de simulations de w1, . . . , wN(T ), dates de
sauts d’occurrence du processus.
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Figure III.1 – Représentation de l’intensité d’un processus excité : α = 1, µ = 100, β = 250
et T = 0.1 ms
Figure III.2 – Représentation de l’intensité d’un processus inhibé : α = −0.5, µ = 100,
β = 250 et T = 0.1 ms
Proposition III.1. – Soit un PAE de mémoire 1, d’intensité (III.3) observée du processus
dans une fenêtre [0, C]. Alors les interarrivées Ti, i = 1, . . . , N(C) sont des variables aléatoires
indépendantes identiquement distribuées de loi :
Pr(Ti > t) = exp
{
−µ
[
t+
α
β
(
1− e−βt
)]}
. (III.4)
Preuve : D’après le théorème 6.3.4, p. 314, de Snyder & Miller [20] on a :
λ(t) = f(N(t), t− wN(t)). (III.5)
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La probabilité de survie des interarrivées peut s’écrire :
Pr[tn ≥ Tn|t1 = T1, . . . , tn−1 = Tn−1]
= Pwn|w1,...,wn−1(T1 + · · ·+ Tn|T1, T + T2, . . . , T1 + T2 + · · ·+ Tn−1).
Comme on a un processus de mémoire 1, d’après le théorème 6.3.3, p. 313 de Snyder & Miller
[20], on obtient :
Pr[tn ≥ Tn|t1 = T1, . . . , tn−1 = Tn−1] = Pwn|wn−1(T1 + . . .+ Tn|T1 + . . .+ Tn−1)
= exp
[
−
∫ T1+...+Tn
T1+...+Tn−1
λ(µ, n− 1;T1 + . . .+ Tn−1)dµ
]
.
D’aprés (III.5) et le théorème 6.3.3, p. 313, de Snyder & Miller [20], on obtient :
Pr[tn ≥ Tn|t1 = T1, . . . , tn−1 = Tn−1] = exp
[
−
∫ Tn
0
f(n− 1, λ)dλ
]
,
et donc
Pr[tn ≥ Tn|t1 = T1, . . . , tn−1 = Tn−1] = Pr[tn ≥ Tn].
On en conclut que les interarrivées sont indépendantes.
On a :
Pr(Ti > t) = P (N [wi−1, wi−1 + t] = 0).
Par déﬁnition, on a :
P (N(wi−1, wi−1 + t) = 0) = exp
{
−
∫ wi+t
wi
λ(u)du
}
= exp
{
−
∫ wi−1+t
wi−1
µ(1 + αe−β(u−wi−1))du
}
= exp
{
−µ
[
t+
α
β
(
1− e−βt
)]}
.
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Proposition III.2. – Un processus de Mino est un processus auto-excité de mémoire 1 dont
la densité de la loi de probabilité desduréesinter − arrivÃ©es est :
f(t) = µ(1 + αe−βt) exp
{
−µ
[
t+
α
β
(
1− e−βt
)]}
. (III.6)
On se propose dans la suite d’étudier en détails cette loi.
3 Simulation des interarrivées du processus de Mino
Pour simuler les dates de saut du processus, on propose de simuler les interarrivées. On
utilise la méthode d’inversion dont on rappelle le principe ci-dessous.
La méthode d’inversion pour simuler les réalisations d’une variable aléatoire repose sur le
résultat suivant :
Proposition III.3. – Soit Y une variable aléatoire de loi F alors F (Y ) est une variable
aléatoire de loi uniforme sur [0, 1] et réciproquement.
Preuve :
Supposons Y de loi F et calculons la loi de F (Y ). Pr(F (Y ) ≤ y) = Pr(Y ≤ F−1(y)) =
F (F−1(y)) = y donc F (Y ) est bien une loi uniforme sur [0, 1]. Réciproquement, Pr(Y ≤ y) =
Pr(F (Y ) ≤ F (y)) = F (y) si F (Y ) suit une loi uniforme sur [0, 1] donc Y est de loi F .
Ainsi, pour obtenir une réalisation de Y de loi F , il suﬃt de tirer u, un nombre entre [0, 1]
et de calculer F−1(u). Dans notre situation, on ne peut calculer F−1 de manière explicite et
F−1(u) est la solution en t de l’équation :
− log(1− u))
µ
+ t+
α
β
(1− e−βt) = 0, (III.7)
dont on peut approcher la solution par une méthode itérative.
On pose :
φ(t) =
log u
µ
+ t+
α
β
(1− e−βt),
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alors
φ′(t) = 1 + αe−βt ≥ 0.
Donc φ(t) est croissante est strictement croissante pour tout α 6= −1.
De plus, φ(0) < 0 et lim
t→+∞φ(t) = +∞, donc l’équation III.7 admet une solution unique. Pour
approcher cette solution, on peut appliquer le schéma itératif suivant : Partant d’un valeur
initiale t(0), tant que ||t(p+1) − t(p)|| > ε, ε étant une valeur ﬁxée arbitrairement petite,
on détermine :
t(p+1) = t(p) − φ(t
(p))
φ′(t(p))
.
En général, cet algorithme converge vite.
L’étape d’initialisation peut s’eﬀectuer en approximant 1− e−βt par βt.
On résout l’équation :
log u
µ
+ t(1 + α) = 0,
on obtient :
t(0) = − log u
µ(1 + α)
,
Pour α = −1, on pourra prendre − log u
µ
.
Alors pour simuler des réalisations d’une variable aléatoire de loi de Mino on utilise l’algorithme
suivant :
1. Génération d’un variable aléatoire uniform U sur [0,1].
2. – si α 6= −1, t1 = −logUµ(1+α) ,
– sinon, t1 =
−logU
µ
.
3. On calcule :
– Ai =
logU
µ
+ ti + αβ (1− e−βti),
– Bi = 1 + αe−βti .
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4. ti+1 = ti − AiBi .
4 Loi de Mino
Définition III.1. – On dit qu’une variable aléatoire Y suit une loi de Mino de paramètre
(µ, α, β) si et seulement si la densité de sa loi de probabilité est de la forme (III.6) :
f(t) = µ(1 + αe−βt) exp
{
−µ
[
t+
α
β
(
1− e−βt
)]}
µ > 0, β > 0, α ≥ −1.
On note : Y ∼Mino(µ, α, β).
4.1 Propriétés
1. Si α = 0, on a f(t) = µe−µt alors la loi de Mino est une loi exponentielle de paramètre µ.
2. si β → +∞, on retrouve encore la loi exponentielle de paramètre µ.
On donne dans la (Figure III.3) des représentations de la densité d’une loi de Mino suivant les
valeurs des paramètres.
Figure III.3 – Représentation de la densité de la loi des interarrivées pour µ = 100 et
diﬀérentes valeurs de α et β.
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4.2 Fonction de répartition
Puisque F (t) = 1− P (Ti > t), on a :
F (t) = 1− exp
{
−µ
[
t+
α
β
(
1− e−βt
)]}
.
Une représentation graphique de la fonction de répartition d’une loi de Mino suivant diﬀérentes
valeurs des paramètres est donnée dans la Figure III.4.
Figure III.4 – Représentation de la fonction de répartition de la loi des interarrivées pour
µ = 100 et diﬀérentes valeurs de α et β.
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4.3 Taux de défaillance
Le taux de défaillance [70], notée Λ(t), est une expression probabiliste de l’apparition d’une
défaillance à un instant t au cours de la vie d’un produit est a pour expression :
Λ(t) =
f(t)
1− F (t) =
f(t)
R(t)
,
où R(t) désigne la ﬁabilité à l’instant t. Ainsi, le taux de défaillance de la loi de Mino est :
Λ(t) = µ(1 + αe−βt). (III.8)
On donne dans la (Figure III.5) des représentations du taux de défaillance d’une loi de Mino
suivant les valeurs des paramètres.
Figure III.5 – Représentation du taux de défaillance pour µ = 100 et diﬀérentes valeurs de
α et β.
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4.4 Fonction génératrice des moments
Aﬁn de calculer la fonction génératrice des moments, on introduit la fonction :
Γ∗(x; a) =
∫ x
0
za−1 ezdz. (III.9)
dont la représentation graphique est donnée dans la Figure ci-dessous :
Figure III.6 – Représentation de la fonction Γ∗(x; a).
Proposition III.4. –
1. Si 0 ≤ a < +∞, za−1 ez est intégrable sur [0, x[ et Γ∗(x; a) existe pour x ﬁni.
2. Si a < 0, Γ∗(x; a) est divergente ∀ x.
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Proposition III.5. –
1. Si a = 1, Γ∗(x; 1) = ex − 1.
2. ∀ a ≥ 1 on a :
Γ∗(x; a+ 1) + aΓ∗(x; a) = xaex.
3. ∀ a ∈ N∗ on a :
Γ∗(x; a+ 1) = (−1)a+1a! +
a∑
k=0
[
(−1)k a!
(a− k)!x
a−k
]
ex.
Preuve :
1.
Γ∗(x; 1) =
∫ x
0
ezdz = [ez]x0 = e
x − 1.
2. On a Γ∗(x; a+ 1) =
∫ x
0
za ezdz, on intègre par parties on obtient :
Γ∗(x, a+ 1) = xaex − aΓ∗(x; a),
donc
Γ∗(x; a+ 1) + aΓ∗(x; a) = xaex,
3. On a :
Γ∗(x; a+ 1) + aΓ∗(x; a) = xaex,
et
Γ∗(x; a) = xa−1ex − (a− 1)Γ∗(x; a− 1).
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Alors
Γ∗(x; a+ 1) = xaex − axa−1ex + a(a− 1)Γ∗(x; a− 1)
= [xa − axa−1]ex + a(a− 1)[xa−2ex + (a− 2)Γ∗(x; a− 2)]
= [xa − axa−1 + a(a− 1)xa−2]ex − a(a− 1)(a− 2)Γ∗(x; a− 2)
=
...
= [xa − axa−1 + a(a− 1)xa−2 − · · ·+ . . .+ (−1)aa(a− 1) . . . 2]ex
+ (−1)aa!Γ∗(x; 1)
=
a−1∑
k=0
[
(−1)k a!
(a− k)!x
a−k
]
ex + (−1)aa!(ex − 1)
= (−1)a+1a! +
a∑
k=0
[
(−1)k a!
(a− k)!x
a−k
]
ex.
Proposition III.6. – Soit X une variable aléatoire dont la loi a une densité de la forme (III.6).
La fonction génératrice des moments est :
gX(t) = 1 + t
β
µ−t
β
−1
(µα)
µ−t
β
e−
µα
β Γ∗
(µα
β
,
µ− t
β
)
avec µ > t et β ≥ 0 et α > 0,
(III.10)
gX(t) = 1 + t
β
µ−t
β
−1
(µ|α|)µ−tβ
e−
µα
β γ
(µ|α|
β
,
µ− t
β
)
avec µ > t et β ≥ 0 et α < 0,
(III.11)
où γ est la fonction gamma incomplète [71] déﬁnie par :
γ(a, x) =
∫ x
0
ta−1e−tdt.
Preuve :
• Pour α > 0, µ
β
≥ 1,
f(x) = µ(1 + αe−βx)exp{−µ[x+ α
β
(1− e−βx)]}
= U
′
(x)e−U(x),
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avec U(x) = µ[x+ α
β
(1− e−βx)].
Par déﬁnition gX(t) = E(etx) Alors :
gX(t) =
∫ +∞
0
etxf(x)dx
=
∫ +∞
0
etxU
′
(x)e−U(x)dx
=
∫ +∞
0
U
′
(x)e−[U(x)−tx]dx
=
∫ +∞
0
(U
′
(x)− t)e−[U(x)−tx]dx+ t
∫ +∞
0
e−[U(x)−tx]dx
= I + tJ,
Calcul de I :
I =
∫ +∞
0
(U
′
(x)− t)e−[U(x)−tx]dx
=
[
−e−[U(x)−tx]
]+∞
0
=
[
−e−[(µ−t)x+µαβ (1−e−βx)]
]+∞
0
= 1 si t < µ.
Calul de J :
J =
∫ +∞
0
e−[U(x)−tx]dx
=
∫ +∞
0
e−[(µ−t)x+
µα
β
(1−e−βx)]dx
= e−
µα
β
∫ +∞
0
e−[(µ−t)x−
µα
β
e−βx]dx,
En faisant le changement de variable y = e−x, on a x = − log y et dx = −dy
y
. On obtient :
J = e−
µα
β
∫ 1
0
e(µ−t) log ye
µα
β
eβ log y dy
y
= e−
µα
β
∫ 1
0
yµ−te
µα
β
yβ dy
y
= e−
µα
β
∫ 1
0
yµ−t−1e
µα
β
yβdy.
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En posant u = yβ alors y = u
1
β et dy = 1
β
u
1
β
−1du, on obtient :
J =
1
β
e−
µα
β
∫ 1
0
u
µ−t−1
β e
µα
β
uu
1
β
−1du
=
1
β
e−
µα
β
∫ 1
0
u
µ−t
β
−1e
µα
β
udu.
En posant v = µα
β
u alors u = βv
µα
et du = β
µα
dv, on obtient :
J =
e− µα
β
µα
∫ µα
β
0
(βv
µα
)µ−t
β
−1
evdv
=
e− µα
β
µα
( β
µα
)µ−t
β
−1 ∫ µαβ
0
v
µ−t
β
−1evdv
=
β
µ−t
β
−1
(µα)
µ−t
β
e−
µα
β Γ∗
(µα
β
;
µ− t
β
)
.
Par conséquent :
gX(t) = I + tJ
= 1 + t
β
µ−t
β
−1
(µα)
µ−t
β
e−
µα
β Γ∗
(µα
β
;
µ− t
β
)
avec µ > t et
µ− t
β
≥ 0 et α > 0.
• Pour −1 ≤ α < 0, on a :
I = 1, et pour J , on suit la même démarche que pour le cas α > 0 en supposant que α = −a
avec a > 0, puis on obtient l’équation (III.11).
4.5 Calcul de l’espérance mathématique
Proposition III.7. – Soit X une variable aléatoire dont la loi a une densité de la forme (III.6).
L’espérance mathématique de X est :
E(X) =
Γ∗
(
αη ; η
)
β (αη)η
e−ηα pour η > 0 et α > 0, (III.12)
et
E(X) =
γ
(
|α|η ; η
)
β (|α|η)η e
−ηα pour η > 0 et α < 0, (III.13)
où η = µ
β
.
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• Pour α > 0, µ
β
≥ 1, on a par déﬁnition
E(X) =
∫ +∞
0
P (Ti > t) dt
=
∫ +∞
0
exp{−µ[t+ α
β
(1− e−βt)]} dt
= exp
{
−αµ
β
} ∫ +∞
0
exp
{
−µt+ µα
β
e−βt
}
dt,
Par le changement de variable, y = e−t alors t = − log y et dt = −dy
y
, on obtient :
E(X) = e−
αµ
β
∫ 1
0
exp {µ log y + µα
β
eβ log y} dy
y
= e−
αµ
β
∫ 1
0
yµ exp
{
αµ
β
yβ
}
dy
y
= e−
αµ
β
∫ 1
0
yµ−1 exp
{
αµ
β
yβ
}
dy.
Par le changement de variable u = yβ alors y = u1/β et dy = − 1
β
u1/β−1du, on obtient :
E(X) = e−
αµ
β
∫ 1
0
u
µ−1
β e
µα
β
u 1
β
u
1
β
−1 du
=
1
β
e−
αµ
β
∫ 1
0
u
µ−1
β
+ 1−β
β e
µα
β
u du
=
1
β
e−
αµ
β
∫ 1
0
u
µ
β
−1 e
µα
β
u du.
En posant : v = µα
β
u alors u = βv
µα
et du = β
µα
dv, on obtient :
E(X) =
e−
αµ
β
µα
∫ µα
β
0
(
βv
µα
)µ
β
−1
ev dv
=
e−
αµ
β
µα
(
β
µα
)µ
β
−1 ∫ µα
β
0
v
µ
β
−1ev dv.
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Comme
µα
β∫
0
v
µ
β
−1ev dv = Γ∗(
µα
β
;
µ
β
), on a :
E(X) =
β
µ
β
−1
(µα)
µ
β
e−
αµ
β Γ∗(
µα
β
;
µ
β
).
=
Γ∗
(
αη ; η
)
β (αη)η
e−ηα pour η ≥ 1 et α 6= 0.
• Pour −1 ≤ α < 0,
E(X) =
∫ +∞
0
exp{−µ[t+ α
β
(1− e−βt)]} dt.
En posant α = −a avec a > 0, on a :
E(X) =
∫ +∞
0
exp{−µ[t+ a
β
(e−βt − 1)]} dt
= exp
{
aµ
β
}∫ +∞
0
exp
{
−µt− µa
β
e−βt
}
dt.
En posant y = e−t alors t = − log y et dt = −dy
y
, on obtient :
E(X) = e
aµ
β
∫ 1
0
exp {µ log y − aµ
β
eβ log y} dy
y
= e
aµ
β
∫ 1
0
yµ exp
{
−aµ
β
yβ
}
dy
y
= e
aµ
β
∫ 1
0
yµ−1 exp
{
−aµ
β
yβ
}
dy.
Par le changement de variable u = yβ, alors y = u1/β et dy = 1
β
u1/β−1du. On obtient :
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E(X) = e
aµ
β
∫ 1
0
u
µ−1
β e−
µa
β
u 1
β
u
1
β
−1 du
=
1
β
e
aµ
β
∫ 1
0
u
µ−1
β
+ 1−β
β e−
µa
β
u du
=
1
β
e
aµ
β
∫ 1
0
u
µ
β
−1 e−
µa
β
u du,
En posant v = µα
β
u alors u = βv
µα
et du = β
µα
dv, on a :
E(X) =
e
aµ
β
µa
∫ µa
β
0
(
βv
µa
)µ
β
−1
e−v dv
=
e
aµ
β
µa
(
β
µa
)µ
β
−1 ∫ µa
β
0
v
µ
β
−1e−v dv,
Comme
µa
β∫
0
v
µ
β
−1e−v dv = γ(
µ
β
;
µa
β
), on obtient :
E(X) =
β
µ
β
−1
(µa)
µ
β
e
aµ
β γ(
µa
β
;
µ
β
) =
γ
(
|α|η ; η
)
β (|α|η)η e
−ηα.
Par simulation, nous comparons les espérances mathématiques données dans (III.12) et (III.13)
avec l’estimateur de la moyenne empirique, où les fonctions auxiliaires Γ∗ et γ sont calculées
par programmation sous le logiciel R. Le tableau suivant résume ces résultats.
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Tableau 7 : Comparaison de l’espérance mathématique E(X) avec l’estimateur de la moyenne
empirique pour µ = 100 et n = 2000 et diﬀérentes valeurs de α et β :
Moyenne Moyenne
α β empirique E(X) α β empirique E(X)
10 0.0434 0.0433 10 0.0052 0.0051
-1 50 0.0215 0.0219 1 50 0.0056 0.0056
100 0.0172 0.0171 100 0.0065 0.0063
10 0.0173 0.0175 10 0.0025 0.0025
-0.5 50 0.0146 0.0143 3 50 0.0029 0.0027
100 0.0127 0.0129 100 0.0033 0.0031
10 0.0287 0.0285 10 0.0016 0.0016
-0.8 50 0.0189 0.0183 5 50 0.0017 0.0018
100 0.0154 0.0153 100 0.002 0.0019
D’après ce tableau, nous observons que la moyenne empirique d’un échantillon simulé selon la
loi de Mino, est très proche de l’espérance mathématique de la loi de Mino.
4.6 Calcul de la variance
Proposition III.8. – Soit X une variable aléatoire dont la loi a une densité de la forme (III.6)
. La variance de X est :
V (X) = 2e−ηα
βη−2
(µα)η
[(
log(µα)− log β
)
Γ∗
(
ηα; η
)
−
∫ ηα
0
log z zη−1ezdz
]
−

Γ∗
(
αη ; η
)
β (αη)η
e−ηα


2
pour η > 0 et α > 0, (III.14)
et
V (X) = 2e−ηα
βη−2
(µ|α|)η
[(
log(µ|α|)− log β
)
γ
(
ηα; η
)
−
∫ η|α|
0
log z zη−1e−zdz
]
−

γ
(
|α|η ; η
)
β (|α|η)η e
−ηα


2
pour η > 0 et α < 0. (III.15)
Preuve :
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On sait que
V (X) = E(X2)− (EX)2.
Pour calculer E(X2) on utilise la fonction génératrice des moments où par déﬁnition :
g
(n)
X (0) = E(X
n).
On obtient :
• Pour α > 0
g
′
X(t) = 0 +
β
µ−t
β
−1
(µα)
µ−t
β
e−
µα
β Γ∗
(µα
β
;
µ− t
β
)
+ t

 β µ−tβ −1
(µα)
µ−t
β
e−
µα
β Γ∗
(µα
β
;
µ− t
β
)
′
g
′
X(0) =
β
µ
β
−1
(µα)
µ
β
e−
µα
β Γ∗
(µα
β
;
µ
β
)
=
Γ∗
(
αη ; η
)
β (αη)η
e−ηα pour η ≥ 1
= E(X).
g
′′
X(t) = 2

 β µ−tβ −1
(µα)
µ−t
β
e−
µα
β Γ∗
(µα
β
;
µ− t
β
)
′
+ t

 β µ−tβ −1
(µα)
µ−t
β
e−
µα
β Γ∗
(µα
β
;
µ− t
β
)
′′
.
On a :
∂Γ∗
(
µα
β
; µ−t
β
)
∂t
= − 1
β
∫ µα
β
0
log z z
µ−t
β
−1ezdz,
et

 β µ−tβ −1
(µα)
µ−t
β


′
=
β
µ−t
β
−2(log(µα)− log β)
(µα)
µ−t
β
,
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alors
g
′′
X(t) = 2e
−µα
β

β
µ−t
β
−2(log(µα)− log β)
(µα)
µ−t
β
Γ∗
(µα
β
;
µ− t
β
)
− β
µ−t
β
−2
(µα)
µ−t
β
∫ µα
β
0
log z z
µ−t
β
−1ezdz


+ t

 β µ−tβ −1
(µα)
µ−t
β
e−
µα
β Γ∗
(µα
β
;
µ− t
β
)
′′
= 2e−
µα
β
β
µ−t
β
−2
(µα)
µ−t
β
[(
log(µα)− log β
)
Γ∗
(µα
β
;
µ− t
β
)
−
∫ µα
β
0
log z z
µ−t
β
−1ezdz
]
+ t

 β µ−tβ −1
(µα)
µ−t
β
e−
µα
β Γ∗
(µα
β
;
µ− t
β
)
′′
,
donc
g
′′
X(0) = 2e
−µα
β
β
µ
β
−2
(µα)
µ
β
[(
log(µα)− log β
)
Γ∗
(µα
β
;
µ
β
)
−
∫ µα
β
0
log z z
µ
β
−1ezdz
]
= 2e−ηα
βη−2
(µα)η
[(
log(µα)− log β
)
Γ∗
(
ηα; η
)
−
∫ ηα
0
log z zη−1ezdz
]
= E(X2) pour η ≥ 1 et α > 0.
• Pour −1 < α < 0
g
′
X(t) = 0 +
β
µ−t
β
−1
(µ|α|)µ−tβ
e−
µα
β γ
(µ|α|
β
;
µ− t
β
)
+ t

 β µ−tβ −1
(µ|α|)µ−tβ
e−
µα
β γ
(µ|α|
β
;
µ− t
β
)
′
,
g
′
X(0) =
β
µ
β
−1
(µ|α|)µβ
e−
µα
β γ
(µ|α|
β
;
µ
β
)
=
γ
(
|α|η ; η
)
β (|α|η)η e
−ηα pour η ≥ 1
= E(X).
Pour g
′′
X(0) on fait le même calcul que précédement dans le cas où α > 0 on obtient :
g
′′
X(0) = 2e
−ηα β
η−2
(µ|α|)η
[(
log(µ|α|)− log β
)
γ
(
ηα; η
)
−
∫ η|α|
0
log z zη−1e−zdz
]
= E(X2) pour η ≥ 1 et − 1 < α < 0.
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Par simulation, nous comparons les variances théoriques données dans (III.14) et (III.15)
avec l’estimateur de la variance empirique, où les fonctions auxiliaires Γ∗ et γ sont calculées
par programmation sous le logiciel R. Le tableau suivant résume ces résultats.
Tableau 8 : Comparaison de la variance théorique V (X) avec l’estimateur de la variance
empirique pour µ = 100 et n = 2000 et diﬀérentes valeurs de α et β :
Variance Variance
α β empirique V (X) α β empirique V (X)
10 0.00062 0.00059 10 2.98 10−5 2.76 10−5
-1 50 0.0002 0.00019 1 50 4.24 10−5 4.09 10−5
100 0.00014 0.00013 100 5.22 10−5 5.7 10−5
10 0.00028 0.00025 10 7.63 10−6 6.75 10−6
-0.5 50 0.00014 0.00015 3 50 9.9 10−6 9.83 10−6
100 0.00013 0.00012 100 1.81 10−5 1.73 10−5
10 0.00046 0.00047 10 3.34 10−6 2.94 10−6
-0.8 50 0.00017 0.00018 5 50 4.1 10−6 3.85 10−6
100 0.00011 0.00013 100 5.82 10−6 6.29 10−6
D’après ce tableau on trouve que la variance empirique d’un échantillon simulé selon la loi de
Mino, est presque égale à la variance mathématique de la loi de Mino.
5 Estimation statistique pour le Processus de Mino
Nous allons maintenant établir l’estimation statistique sur le Processus de Mino en nous
appuyant sur sa représentation “Processus de renouvellement”. Mino [19] a considéré un PAE
dont l’intensité s’écrit :
λ(t) = lim
∆→0
Pr[N(t, t+∆) = 1|N(t),W ]
∆
= µh
(
t− wN(t)
)
,
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avec
h(t) = 1 + αe−βt, t ≥ 0, α > −1, β ≥ 0. (III.16)
Le problème dans cet article [19] est l’estimation des paramètres de l’intensité considéré θ =
[µ, α, β]T en utilisant la méthode du maximum de vraisemblance.
Dans le cas d’un processus aléatoire la log-vraisemblance a pour expression [11, 20, 43] :
L(N(t)|θ) = −
∫ T
0
λ(σ)dσ +
∫ T
0
log[λ(σ)]dN(σ).
Mino suggère d’utiliser un algorithme EM [55] pour l’estimation statistique des paramètres.
Comme l’algorithme EM est utilisé dans un contexte de données manquantes, Mino dans son
article a proposé l’étude d’un processus de comptage observable N1(t) représentant les occur-
rences d’événements ponctuels, et un processus de comptage inobservable N0(t) représentant
les occurrences ponctuels où il n’y a pas d’événements. Il a associé à chaque processus une
intensité, où les intensités des processus N1(t) et N0(t) sont données respectivement par :
λ1(t) = lim
∆→0
Pr[N1(t, t+∆) = 1|N(t),W ]
∆
= µ
(
1 + αe−β(t−wN(t))
)
,
et
λ0(t) = lim
∆→0
Pr[N0(t, t+∆) = 1|N(t),W ]
∆
= µ
(
c− αe−β(t−wN(t))
)
,
où c est une constante positive et λ0(t) > 0 pour tout t, et les processus de comptage N1(t)
et N0(t) sont localement fortement continus [72, 73]. Mino a introduit la notion des données
manquantes pour utiliser l’algorithme EM. Il a en fait supposé un processus ponctuel discret
qui prend les valeurs 0 ou 1 [74], où 0 signiﬁe qu’aucun événement a eu lieu dans un intervalle
de temps donné (processus de comptage inobservable), et 1 sinon (processus de comptage
observable). Ce processus stochastique est déﬁnie comme un processus stochastique discret, dans
lequel les variables aléatoires prennent seulement les valeurs 0 ou 1, et par suite le processus
de comptage N1(t) correspond à l’événement où on a 1 et le processus de comptage N0(t)
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correspond à l’événement où on a 0.
Pour appliquer l’algorithme EM, Mino a calculé la log-vraisemblance pour les données com-
plètes qui est déﬁnie par :
Ldc(N(t)|θ) = −
∫ T
0
λ1(σ)dσ +
∫ T
0
log[λ1(σ)]dN1(σ)−
∫ T
0
λ0(σ)dσ +
∫ T
0
log[λ0(σ)]dN0(σ)
= −(c+ 1)µT + log[µ]
[
N1(T ) +
∫ T
0
dN0(σ)
]
+
∫ T
0
log[1 + αe−β(σ−wN(σ))]dN1(σ)
+
∫ T
0
log[c− αe−β(σ−wN(σ))]dN0(σ).
À la première étape de l’algorithme EM, l’espérance mathématique de la log-vraisemblance est :
E[Ldc(N(t)|θ)|W,N(T ), θ(old)] ≡ Q(µ|θ(old)) +Q(αe−βτ |θ(old)),
avec
Q(µ|θ(old)) = −(c+ 1)µT + log[µ]
[
N1(T ) +
∫ T
0
E[dN0(σ)|W,N(T ), θ(old)]
]
= −(c+ 1)µT + log[µ] ·
[
N1(T ) +
∫ T
0
µ(old)(c− α(old)eβ(old)(σ−wN(σ)))
]
,
et
Q(αe−βτ |θ(old)) =
∫ T
0
log[1 + αe−β(σ−wN(σ))]dN1(σ)
+
∫ T
0
log[c− αe−β(σ−wN(σ))] · E[dN0(σ), N(T ), θ(old)]
=
∫ T
0
log
[
1 +
∫ tN(σ)
0
αe−βτδ(σ − wN(σ) − τ)dτ
]
dN1(σ)
+
∫ T
0
log
[
c−
∫ tN(σ)
0
αe−βτδ(σ − wN(σ) − τ)dτ
]
× µ(old)(c− α(old)e−β(old)(σ−wN(σ)))dσ,
où tN(σ) = wN(σ)+1 − wN(σ) et δ(t) est la mesure de dirac.
Après le calcul de l’espérance mathématique de la log-vraisemblance, usuellement nous pas-
sons à l’étape de maximisation de l’algorithme EM qui consiste à chercher les estimateurs de
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µ, α et β qui maximisent l’espérance du log de vraisemblance E[Ldc(N(t)|θ)|W,N(T ), θ(old)].
Il s’agit de calculer la dérivée par rapport à chaque paramètre, puis de résoudre les équa-
tions obtenues lorsque ces dérivées sont nulles. Dans son article, Mino a pour maximiser
E[Ldc(N(t)|θ)|W,N(T ), θ(old)] résolu l’équation
∂
∂αe−βτ
Q(αe−βτ |θ(old)) = 0.
Selon Mino, si les estimateurs des deux paramètres α et β sont indépendants, la résolution de
l’équation précédente revient à déterminer les estimateurs du maximum de vraisemblance de α
et β.
Ensuite, Mino a cherché les valeurs µ(new), θ(new), β(new) qui maximisent par simulation
E[Ldc(N(t)|θ)|W,N(T ), θ(old)]. Il a en fait simulé les interarrivées en utilisant la méthode de
Monte carlo, pour diﬀérent valeurs des paramètres et pour calculer ces estimateurs.
Dans ce travail, nous nous sommes intéressés à introduire une méthode plus simple pour
estimer les paramètres de l’intensité considérée par Mino, où on suggère d’utiliser la méthode
du maximum de vraisemblance. On utilise l’algorithme de Newton-Raphson sur des données
simulées par la méthode d’inversion [24], et pour vériﬁer l’existence et l’unicité des estimateurs,
nous utilisons la méthode décrite dans [50]. Ce travail nous conduit à introduire une loi de
distribution spéciﬁque que nous avons appelée loi de Mino déﬁnie ci-dessus.
5.1 Maximum de vraisemblance
On propose d’obtenir les estimateurs du maximum de vraisemblance des paramètres µ, α, β.
La log-vraisemblance est donnée par :
logL(N(T )|θ) = −
∫ T
0
λ(t)dt+
∫ T
0
log λ(t)dN(t). (III.17)
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Pour le processus de Mino, on a donc :
−
∫ T
0
λ(t)dt = −
∫ T
0
µ+ µαe−β(t−wN(t))dt
= −
[
µt
]T
o
−
N(T )∑
i=0
∫ wi+1
wi
µαe−β(t−wi)dt
= −µT −
N(T )∑
i=0
[−µα
β
e−β(t−wi)
]wi+1
wi
= −µT −
N(T )∑
i=0
−µα
β
(
e−β(wi+1−wi) − 1
)
= −µT −
N(T )∑
i=0
µα
β
(
1− e−β(wi+1−wi)
)
.
On pose ti = wi+1 − wi, w0 = 0 et wN(T )+1 ≡ T . On a donc :
−
∫ T
0
λ(t)dt = −µT − µα
β
N(T )∑
i=0
(
1− e−βti
)
.
et
∫ T
0
log λ(t)dN(t) =
∑
wi<T
log λ(wi)
=
∑
wi<T
log µ(1 + αe−β(wi−wi−1))
=
N(T )∑
i=0
log µ(1 + αe−βti).
La log-vraisemblance est donc :
logL(N(T )|θ) = −µT − µα
β
N(T )∑
i=1
(1− e−βti) +
N(T )∑
i=1
log µ(1 + αe−βti)
= −µT − µα
β
N(T )+1∑
i=1
(1− e−βti) +N(T ) log µ+
N(T )∑
i=1
log(1 + αe−βti).
On peut obtenir le même résultat en utilisant l’indépendance des interarrivées, et en calculant
alors le produit densité.
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On considère la loi de densité (III.6) déﬁnie par :
f(t) = µ(1 + αe−βt) exp
{
−µ
[
t+
α
β
(
1− e−βt
)]}
.
La fonction de vraisemblance pour cette densité est :
L(N(T )|θ) = µn
n∏
i=1
(1 + αe−βti) exp
{
−µ
[ n∑
i=1
ti +
α
β
n∑
i=1
(
1− e−βt
)]}
.
Donc la log-vraisemblance est :
logL(N(T )|θ) = n log µ+
n∑
i=1
log(1 + αe−βti)− µ
n∑
i=1
ti − µα
β
n∑
i=1
(1− e−βti). (III.18)
5.2 Algorithme RSM
Pour estimer les paramètres qui maximisent l’équation (III.18), on génère les interarrivées
en utilisant la méthode d’inversion décrite dans (3). On va aussi mettre en oeuvre l’algorithme
RSM (Random Stochastic Maximization) décrit dans le paragraphe (3.1). Nous appliquons cet
algorithme sur un nombre de n = 100 interarrivées et pour µ = 100 et diﬀérentes valeurs de
α et β et sur 50 jeux de données et on trouve la moyenne des estimateurs dans les tableaux
suivants :
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Tableau 9 : Résultats obtenus par l’algorithme RSM pour n = 100, µ = 100,
α = {−1,−0.8,−0.5, 0}, β = {10, 50, 100, 250, 500, 1000} : SD désigne l’écart type (Standard
Deviation en anglais).
α β moyenne de µˆ SD µˆ moyenne de αˆ SD αˆ moyenne de βˆ SD βˆ
10 104.209 18.960 -0.992 0.171 9.769 1.790
50 103.882 18.177 -0.980 0.169 46.186 8.177
-1 100 101.833 17.818 -0.976 0.169 95.521 16.963
250 101.017 17.644 -0.966 0.167 236.992 42.021
500 101.352 17.732 -0.967 0.168 470.754 83.495
1000 101.380 17.682 -0.910 0.163 941.792 167.404
10 110.706 19.396 -0.826 0.143 9.783 1.950
50 104.365 1.917 -0.817 0.013 48.935 1.200
-0.8 100 103.672 1.680 -0.823 0.017 97.947 2.533
250 102.691 1.591 -0.806 0.021 248.627 6.292
500 102.644 1.509 -0.807 0.306 489.671 12.460
1000 102.796 1.310 -0.816 0.027 952.976 25.803
10 111.139 19.484 -0.560 0.099 11.407 2.520
50 103.066 18.168 -0.483 0.093 49.051 8.720
-0.5 100 101.144 17.791 -0.488 0.094 93.582 16.642
250 101.654 17.813 -0.490 0.098 249.559 44.439
500 100.274 17.504 -0.484 0.108 516.079 91.555
1000 101.162 17.662 -0.467 0.116 988.657 176.230
10 104.903 2.575 0.0004 0.963 17.317 0.689
50 100.072 2.270 0.032 0.036 52.300 1.209
0 100 101.515 2.150 0.042 0.045 101.221 2.526
250 101.855 1.797 0.013 0.060 243.725 6.465
500 102.143 1.695 -0.002 0.060 519.053 12.031
1000 103.288 1.506 -0.0395 0.072 1013.997 26.309
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Tableau 10 : Résultats obtenus par l’algorithme RSM pour n = 100, µ = 100,
α = {1, 3, 4, 7, 15}, β = {10, 50, 100, 250, 500, 1000} : SD désigne l’écart type (Standard
Deviation en anglais)
α β moyenne de µˆ SD µˆ moyenne de αˆ SD αˆ moyenne de βˆ SD βˆ
10 92.646 16.343 1.246 0.233 9.835 2.721
50 102.207 18.138 1.071 0.210 50.315 8.955
1 100 98.992 17.490 1.155 0.229 104.441 18.513
250 101.136 17.782 1.046 0.208 254.114 45.156
500 100.240 17.570 1.015 0.215 485.606 86.130
1000 101.159 17.660 0.988 0.229 1012.642 180.078
10 94.918 1.837 3.303 0.080 8.905 1.320
50 105.747 2.262 2.999 0.553 50.603 1.337
3 100 108.975 2.093 2.737 0.096 95.161 2.424
250 100.521 2.042 3.007 0.110 248.243 5.542
500 100.333 1.762 3.078 0.107 504.916 12.315
1000 102.887 2.887 2.978 0.094 982.495 25.739
10 92.090 16.160 4.461 0.795 7.735 2.476
50 106.593 18.806 3.864 0.701 46.773 8.352
4 100 107.628 18.947 3.758 0.675 98.922 17.606
250 97.701 17.212 4.322 0.786 254.438 44.997
500 99.010 17.394 4.106 0.743 491.658 86.997
1000 99.517 17.421 4.068 0.740 959.944 170.333
10 93.024 1.765 7.771 0.177 8.514 1.348
50 105.366 2.392 6.826 0.219 47.803 1.339
7 100 110.925 1.916 6.404 0.195 95.528 2.630
250 106.563 2.372 6.731 0.231 250.785 5.786
500 103.261 2.018 7.019 0.214 497.386 11.710
1000 100.242 1.716 6.959 0.245 993.501 23.100
10 93.93 1.489 16.728 0.302 7.535 1.337
50 104.728 2.078 14.654 0.442 48.112 1.353
15 100 103.555 2.377 14.899 0.463 96.384 2.596
250 113.626 19.847 13.328 2.367 237.810 42.346
500 104.613 18.486 14.832 2.659 498.016 88.027
1000 102.273 17.968 15.509 2.765 1030.133 181.61
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Les résultats obtenus en appliquant l’algorithme “RSM” pour diﬀérentes valeurs des paramètres,
nous conﬁrment que la log-vraisemblance est concave. Nous estimons les paramètres en utilisant
l’algorithme Newton-Raphson.
5.3 Application de l’algorithme de Newton-Raphson
Pour trouver les valeurs de µ, α, β qui maximisent l’équation (III.18), on calcule les dérivées
premières de la log-vraisemblance par rapport à chaque paramètre, est on obtient le système
d’équations suivant :
∂ logL
∂µ
= −
n∑
i=1
ti − α
β
n∑
i=1
(1− e−βti) + n
µ
= 0, (III.19)
∂ logL
∂α
= −µ
β
n∑
i=1
(1− e−βti) +
n∑
i=1
e−βti
1 + αe−βti
= 0, (III.20)
∂ logL
∂β
=
µα
β2
n∑
i=1
(1− e−βti)− µα
β
n∑
i=1
tie
−βti − α
n∑
i=1
tie
−βti
1 + αe−βti
= 0. (III.21)
Ce système n’admet pas des solutions explicites. Nous utilisons alors l’algorithme de Newton-
Raphson selon le chemin itératif suivant :
θ(p+1) = θ(p) − [H(θ(p))]−1U(θ(p)),∀p ≥ 0
où θ est le vecteur des paramètres à estimer, tant que ||θ(p+1) − θ(p)|| est supérieur à ε une
valeur arbitrairement ﬁxée petite, U(θ(p)) étant le vecteur des dérivées premières et [H(θ(p))]−1
la matrice hessienne inverse.
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La matrice hessienne s’écrit :
∂2 logL
∂µ2
= − n
µ2
,
∂2 logL
∂α2
= −
n∑
i=1
e−2βti
(1 + αe−βti)2
,
∂2 logL
∂β2
= −2µα
β3
n∑
i=1
(1− e−βti) + 2µα
β2
n∑
i=0
tie
−βti +
µα
β
n∑
i=1
t2i e
−βti + α
n∑
i=1
ti
2e−βti
(1 + αe−βti)2
,
∂2 logL
∂µ∂α
= − 1
β
n∑
i=1
(1− e−βti),
∂2 logL
∂µ∂β
=
α
β2
n∑
i=1
(1− e−βti)− α
β
n∑
i=1
tie
−βti ,
∂2 logL
∂α∂β
=
µ
β2
n∑
i=1
(1− e−βti)− µ
β
n∑
i=1
tie
−βti −
n∑
i=1
tie
−βti
1 + αe−βti
+ α
n∑
i=1
tie
−2βti
(1 + αe−βti)2
.
On applique la méthode décrite ci-dessus selon le chemin itératif déﬁnie dans (II.3), après on
prend les valeurs suivant : β = 500, µ = (100, 200) et α = (−1,−0.5, 1), et on calcule les
estimateurs suivant le nombre des interarrivées N(t) = (20000, 10000, 5000).
On calcule les moyennes des estimateurs par la méthode de Newton-Raphson, à partir de 100
jeux de données simulées on obtient :
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Tableau 11 : Estimation par rapport à N(T). Les moyennes des estimateurs et le SE sont
calculées à partir l’exécution de 100 Newton-Raphson sur des données simulés. Pour
µ = 100, 200 α = −1,−0.5, 1 β = 500 : SE désigne l’erreur type (Standard error en anglais)
Moyenne de SE de Moyenne de SE de
N(T) Paramètre (µˆ, αˆ, βˆ) (µˆ, αˆ, βˆ) Paramètre (µˆ, αˆ, βˆ) (µˆ, αˆ, βˆ)
µ = 100 99.753 0.992 µ = 200 198.649 2.061
20000 α = −1 -1.002 0.013 α = −1 -1.021 0.008
β = 500 521.867 23.097 β = 500 527.448 19.837
µ = 100 99.820 1.378 µ = 200 199.108 2.795
10000 α = −1 -1.020 0.015 α = −1 -1.022 0.014
β = 500 517.082 30.471 β = 500 525.699 24.603
µ = 100 99.595 17.903 µ = 200 198.979 4.644
5000 α = −1 -1.020 0.020 α = −1 -1.021 0.016
β = 500 520.823 44.628 β = 500 524.578 36.261
µ = 100 100.261 2.026 µ = 200 200.347 2.715
20000 α = −0.5 -0.502 0.034 α = −0.5 -0.501 0.016
β = 500 494.628 142.556 β = 500 501.277 48.943
µ = 100 100.170 2.412 µ = 200 200.524 4.361
10000 α = −0.5 -0.5003 0.024 α = −0.5 -0.502 0.023
β = 500 488.221 176.037 β = 500 496.981 81.537
µ = 100 100.481 3.421 µ = 200 200.202 5.151
5000 α = −0.5 -0.498 0.013 α = −0.5 -0.499 0.033
β = 500 486.176 229.881 β = 500 502.108 103.064
µ = 100 100.076 4.497 µ = 200 200.065 3.281
20000 α = 1 1.009 0.136 α = 1 0.999 0.047
β = 500 498.702 131.931 β = 500 500.495 36.367
µ = 100 100.033 3.376 µ = 200 199.868 5.274
10000 α = 1 1.035 0.148 α = 1 1.007 0.061
β = 500 523.564 145.251 β = 500 500.486 54.935
µ = 100 99.808 8.922 µ = 200 199.868 6.507
5000 α = 1 1.010 0.213 α = 1 1.007 0.084
β = 500 500.517 183.564 β = 500 503.351 79.664
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5.4 Existence et unicité de l’EMV
Pour démontrer l’existence et l’unicité de l’EMV, on considère la matrice hessienne calculée
en θˆ = (µˆ, αˆ, βˆ) désignant l’estimateur du maximum de vraisemblance de µ, α et β. Nous
déterminons maintenant la matrice hessienne H|θˆ :
H|θˆ =


∂2 logL
∂µ2
∂2 logL
∂µ∂α
∂2 logL
∂µ∂β
∂2 logL
∂µ∂α
∂2 logL
∂α2
∂2 logL
∂α∂β
∂2 logL
∂µ∂β
∂2 logL
∂α∂β
∂2 logL
∂β2

 . (III.22)
On pose :
Ai =
e−βti
1 + αe−βti
,
puis on calcule les composantes de la matrice hessienne H|θˆ on obtient :
∂2 logL
∂µ2
= − n
µ2
,
∂2 logL
∂α2
= −
n∑
i=1
e−2βti
(1 + αe−βti)2
= −
n∑
i=1
A2i ,
∂2 logL
∂β2
= −2µα
β3
n∑
i=1
(1− e−βti) + 2µα
β2
n∑
i=0
tie
−βti +
µα
β
n∑
i=1
t2i e
−βti + α
n∑
i=1
ti
2e−βti
(1 + αe−βti)2
= − 2
β
(
µα
β2
n∑
i=1
(1− e−βti)− µα
β
n∑
i=0
tie
−βti
)
+
µα
β
n∑
i=1
t2i e
−βti + α
n∑
i=1
ti
2e−βti
(1 + αe−βti)2
= −2α
β
n∑
i=1
tie
−βti
1 + αe−βti
+
µα
β
n∑
i=1
t2i e
−βti + α
n∑
i=1
ti
2e−βti
(1 + αe−βti)2
c.f(III.21)
= −2α
β
n∑
i=1
tiAi +
µα
β
n∑
i=1
t2i e
−βti + α
n∑
i=1
t2i e
βtiA2i ,
88
Inférence statistique sur le processus de Mino Rabih Damaj 2015
III.5 Estimation statistique pour le Processus de Mino
∂2 logL
∂µ∂α
= − 1
β
n∑
i=1
(1− e−βti)
= − 1
µ
n∑
i=1
e−βti
1 + αe−βti
c.f(III.20)
= − 1
µ
n∑
i=1
Ai,
∂2 logL
∂µ∂β
=
α
β2
n∑
i=1
(1− e−βti)− α
β
n∑
i=1
tie
−βti
=
α
βµ
n∑
i=1
Ai − α
β
n∑
i=1
tie
−βti ,
∂2 logL
∂α∂β
=
µ
β2
n∑
i=1
(1− e−βti)− µ
β
n∑
i=1
tie
−βti −
n∑
i=1
tie
−βti
1 + αe−βti
+ α
n∑
i=1
tie
−2βti
(1 + αe−βti)2
=
1
α
(∂ logL
∂β
)
+ α
n∑
i=1
tie
−2βti
(1 + αe−βti)2
= α
n∑
i=1
tiA
2
i .
En remplaçant dans (III.22), on obtient :
H|θˆ =


− n
µˆ2
− 1
µˆ
∑n
i=1Ai
αˆ
βˆµˆ
∑n
i=1Ai − αˆβˆ
∑n
i=1 tie
−βˆti
− 1
µˆ
∑n
i=1Ai −
∑n
i=1A
2
i αˆ
∑n
i=1 tiA
2
i
αˆ
βˆµˆ
∑n
i=1Ai − αˆβˆ
∑n
i=1 tie
−βˆti αˆ
∑n
i=1 tiA
2
i
∂2 logL
∂βˆ2

 .
Nous avons montré numériquement en simulant des échantillons des interarrivées pour diﬀérent
valeurs des paramètres µ, α, β que cette matrice est déﬁnie négative quand elle est calculée
aux estimateurs du maximum de vraisemblance de µˆ, αˆ et βˆ. Ainsi, la matrice H|θˆ vériﬁe les
conditions cité par Maklainen et al. [50].
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Test d’hypothèses sur le Processus de Mino
Ce chapitre a pour objet de détecter l’auto-excitation d’un processus ponctuel en
construisant un test d’hypothèses. Aﬁn de construire ce test, on s’intéresse aux tests
appliqués aux processus de Poisson et de renouvellement.
1 Introduction
Un test d’hypothèse est un mécanisme qui permet de trancher entre deux hypothèse anta-
gonistes H0 (hypothèse nulle) et H1 (hypothèse alternative).
Les tests sur les processus ont été beaucoup étudiés en statistique. Nous pouvons en parti-
culier citer les travaux de [75–77] sur le processus de Poisson et sur l’homogénéité du processus
de Poisson [44]. Dachian & Kutoyants [78] ont aussi construit un test basé sur le processus de
Poisson, en utilisant le processus auto-excité. Notre objectif ici est de tester si un processus est
auto excité ou non.
2 Tests de processus
D’après Yagouti et al. [77], on identiﬁe généralement cinq principales étapes au cours du
processus de la modélisation d’un test d’hypothèse :
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1. déﬁnition du problème et des variables des intérêts,
2. formulation des hypothèses et des équations du modèle qui lient ces variables,
3. estimation des paramètres du modèle et son application aux données observées,
4. validation du modèle (application des tests statistiques),
5. simulation et analyse de sensibilité.
2.1 Processus de Poisson
Le processus de Poisson sur la droite est un processus à temps continu et à valeurs entières
positives. On dit encore que c’est un processus de comptage, qu’on note N(t) : t ≥ 0. Il s’agit
d’étudier le nombre aléatoire N(t) de certains événements qui se produisent dans un intervalle
de temps [0, t] donné. Sa grande popularité dans les applications vient notamment du fait que
beaucoup de calculs le concernant sont explicites [79]. L’objet de ce test est la détection de
tendance à partir du taux d’occurrence, où on examine l’existence d’une tendance dans le taux
d’occurrence par un modèle de régression linéaire [77].
On note que ce test n’est pas valable que pour un processus ponctuel de Poisson non homogène
(PPNH) et on suppose que la taille de la série d’événements est assez grande. La fonction
d’intensité doit avoir une forme exponentielle dans le temps.
Les hypothèses du test sont :
– H0 : Il n’existe pas de tendance dans la série d’événements ;
– H1 : Il existe une tendance dans la série d’événements.
Pour appliquer ce test on suppose l’existence d’une certaine tendance dans le taux d’occurrence
représentée par un changement dans le temps :
λ(t) = exp(α + βt). (IV.1)
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Au voisinage de β = 0, la tendance est linéaire.
Dans le cas d’un PPNH, on fait l’hypothèse que les intervalles de temps sont indépendants, étant
donné le dernier événement, et que la probabilité d’occurrence d’un événement dans l’intervalle
(wi+1, wi+1 +∆t] est donnée par :
P [Nwi+1,wi+1+∆t = 1] = λ(wi+1) exp
{
−
∫ wi−1
wi
λ(u)du
}
∆t+ o(∆t). (IV.2)
Si la série est observée dans l’intervalle (0, w0] et si les événements arrivent aux temps w1, . . . , wn,
la fonction de vraisemblance est donnée par :
L(N(t)|θ) =
n∏
i=1
P [Nwi+1,wi+1+∆t = 1] =
{
n∏
i=1
λ(wi)
}
exp
{
−
∫ w0
0
λ(u)du
}
. (IV.3)
En remplaçant λ(u) par sa valeur (équation (IV.1)), et en divisant l’équation (IV.3) par la
probabilité marginale de n événements, on obtient une distribution conditionnelle L(N(t)|β)
qui dépend uniquement de paramètre β. La transformée logarithmique de la fonction de vrai-
semblance conditionnelle est donnée par :
LL = log[L(N(t)|β)] = n log β − n log(eβw0 − 1) + β
n∑
i=1
wi + log n!. (IV.4)
Aﬁn de tester l’hypothèse nulle H0 : β = β0, on construit la statistique suivante :
SL =
LL
′
(β0)√
l(β0)
. (IV.5)
La fonction LL
′
(β) représente la dérivée première par rapport à β de la fonction LL(β), et la
fonction l(β) dite fonction d’information, est déﬁnie par :
l(β) = E
{
−∂
2LL
∂2β2
(β)
}
. (IV.6)
Sous l’hypothèse nulle, cette statistique suit asymptotiquement une loi normale centrée réduite
N(0, 1).
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Nous présentons maintenant le test d’Homogénéité pour un processus de Poisson. L’objectif
de ce test et de savoir si un processus de Poisson est homogène ou non. Nous testons :
– l’hypothèse nulle H0 stipulant que le processus de Poisson observé est homogène ;
– contre l’hypothèse alternative H1 stipulant que le processus de Poisson observé est non
homogène.
Nous supposons observer le processus de Poisson sur [0, t]. Selon, Cocozza-thivent [44] nous
divisons l’intervalle [0, t] en d intervalles de même longueur notés I1, . . . , Id. Soit Nk(1 ≤ k ≤ d),
le nombre d’observations appartenant au ke`me intervalle :
Nk =
N(t)∑
i=1
1{Ti∈Ik}.
D’après la proposition 2.3 dans [44], sous H0 la loi de (N1, . . . , Nd) sachant {N(t) = n} est la
loi de
∑n
i=1 1I{Xi∈I1}, . . . ,
∑n
i=1 1I{Xi∈Id}, les variables aléatoires Xi étant indépendantes et de loi
uniforme sur [0, t]. Par conséquent, d’après le théorème classique de convergence vers la loi du
χ2, sous H0 quand n tend vers l’inﬁni, la loi conditionnellement à {N(t) = n}, de la variable
aléatoire
Zn =
d
n
d∑
k=1
(
Nk − n
d
)2
,
tend sous H0 vers la loi du χ2 à d− 1 degrés de liberté.
Donc en pratique, pour construire un test de niveau approximativement égale à γ, si l’on
observe N(t)=n avec n grand, on prend comme région critique :
D = {Zn > χ21−γ(d− 1)}. (IV.7)
2.2 Processus de renouvellement
Un processus de renouvellement est déﬁni comme un processus de comptage dont les inter-
arrivées sont des variables aléatoires indépendantes de la loi de probabilité qui correspond, cf.
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section 5.3 pour plus de détails.
Pour tester si un processus est un processus de renouvellement Yagouti et al. [77] ont utilisé
le coeﬃcient d’autocorrélation entre les intervalles, pour examiner l’indépendance des intervalles
séparent deux événements successifs.
Les hypothèses du test sont :
– H0 : Il n’existe aucune dépendance entre les intervalles de temps (on a un processus de
renouvellement) ;
– H1 : Il existe une dépendance entre les intervalles de temps.
Le coeﬃcient d’autocorrélation d’ordre k, noté ρk, est déﬁni par la formule suivante :
ρk =
n
n− k
∑n−k
i=1 (wi − w)(wi+k − w)∑n
i=n(wi − w)2
,
où ti représente le temps entre deux événements successifs.
Les hypothèses du test se transforment sous la forme suivante :
– H0 : ρk = 0 (indépendance des intervalles) ;
– H1 : ρk 6= 0 (dépendance des intervalles).
La statistique du test est donnée par :
ρˆk
√
n− 1,
où ρˆk est l’estimation de ρk. Cette statistique suit sous l’hypothèse nulle une loi normale N(0, 1)
pour un nombre d’observations assez grand.
3 Test pour le processus auto-excité
Pour tester si un processus est auto-excité ou non, Dachian & Kutoyants [78] ont considéré
le problème du test d’hypothèse avec l’hypothèse de base : la séquence des événements observée
correspond à un processus de Poisson stationnaire avec une intensité connue, contre l’hypothèse
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alternative : cette séquence correspond à un processus auto-excité stationnaire. Dans ce contexte
ils ont envisagé une approche paramétrique et une approche non paramétrique.
3.1 Test paramétrique
Dachian & Kutoyants [78] ont supposÃ© qu’on observe une séquence des événements d’un
processus ponctuel W T = {Wt, 0 ≤ t ≤ T} avec une fonction d’intensité λ(t) = {λ(γ, t, z), 0 ≤
t ≤ T}. Si γ = 0, alors λ(t) = λ∗, i.e ce processus ponctuel est un processus de Poisson
homogène d’intensité λ∗ > 0. Dans le cas alternatif quand γ > 0, λ(t) est la fonction d’intensité
d’un processus auto-excité. Comme souvent dans ces problèmes on fait un changement de
variable tel que γ = u/
√
T et par suite les hypothèse de test sont :
– H0 : u = 0 ;
– H1 : u > 0.
On note E0 l’espérance mathématique sous l’hypothèse H0, et Eu celle de l’hypothèse H1. Nous
ﬁxons ε ∈ (0, 1), et on note par Kε la classe de la fonction du test φT (W T ) pour la taille
asymptotique de ε, i.e pour φT (W T ) ∈ Kε on a :
lim
T→∞
E0φT (W T ) = ε,
φT (W T ) est la probabilité pour accepter l’hypothèse H1. La fonction du puissance qui corres-
pond est :
βT (u, φT ) = EuφT (W T ), u ≥ 0.
On introduit l’optimalité asymptotique pour les tests en utilisant la déﬁnition de Le Cam [80] :
Définition IV.1. – Un test φ∗T (.) est appelé le plus puissant localement asymptotiquement
uniformément dans la classe Kε si pour tout autre test φT (.) ∈ Kε et pour tout constante
K > ε on a :
lim
t→∞ inf0≤u≤K
[βT (u, φ∗T )− βT (u, φT )] ≥ 0.
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Le but est de construire le test le plus puissant localement asymptotiquement uniformément
dans la classe Kε.
L’intensité d’un processus auto-excité est :
λ(t) = λ∗ +
∫ t−
0
g(t− s)dWs = λ∗ +
∑
wi<t
g(t− wi),
où λ∗ > 0, wi est les événements du processus, et la fonction g(.) ≥ 0 satisfait la condition
∫ ∞
0
g(t)dt < 1. (IV.8)
Nous supposons que le processus observé est un processus de Poisson avec une intensité constante
λ∗, ou processus auto-excité avec une fonction d’intensité contiguë.
λ(t) = λ∗ + γT
∫ t
0
h(t− s)dWs.
Le terme contiguë, signiﬁe que le rapport de vraisemblance est asymptotiquement non-dégénéré.
On suppose que la fonction h(.) est connue et bornée et
h(.) ∈ L1+(R+) =
{
f(.) ≥ 0 :
∫ ∞
0
f(t)dt <∞
}
.
Pour avoir des alternatives contiguës nous choisissons γ
T
= u√
T
i.e
λ(t) = λ∗ +
u√
T
∫ t
0
h(t− s)dWs, u ≥ 0.
On note que pour tout h(.) ∈ L1+(R+) et tout u ≤ K, et pour T suﬃsamment grand, la condition
(IV.8) est accomplie pour la fonction g(.) = uT−1/2h(.). Ceci nous conduit aux hypothèses de
test suivants :
– H0 : u = 0 (processus de Poisson) ;
– H1 : u > 0 (processus auto-excité).
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L’information de Fisher est déﬁnie par :
I∗h =
∫ ∞
0
h(t)2dt+ λ∗
(∫ ∞
0
h(t)dt
)2
.
La limite de la fonction du puissance est donnée par :
∆T (W T ) =
1
λ∗
√
TI∗h
∫ T
0
∫ t−
0
h(t− s)dWs[dWt − λ∗dt],
et zε le 1 − ε quantile de la loi normale N(0, 1), et Dachian & Kutoyants [78] ont donnÃ© le
théorème suivant :
Théorème IV.1. – Soit h(.) ∈ L1+(R+) et borné, alors le test :
φˆT (W T ) = 1I{∆T (WT )>zε},
est le plus puissant localement asymptotiquement uniformément dans la classe Kε et pour tout
u > 0 on a la fonction du puissance suivante :
βT (u, φˆT )→ βˆ(u) = P{ζ > zε − u
√
I∗h},
où ζ ∼ N(0, 1).
3.2 Test non paramétrique
Comme pour le test paramétrique Dachian & Kutoyants [78] ont supposÃ© que sous l’hy-
pothèse H0, le processus ponctuel observé W T = {Wt, 0 ≤ t ≤ T} est un processus de Poisson
avec une fonction d’intensité λ(t) = λ∗ > 0, et sous l’hypothèse H1 le processus ponctuel est
un processus auto-excité avec une fonction d’intensité
λ(t) = λ∗ +
∫ t
−∞
g(t− s)dWs, 0 ≤ t ≤ T,
où g(.) est inconnue pour l’instant, on suppose que
∫ T
0
g(t)dt < 1, (IV.9)
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d’où le processus W T est stationnaire. Pour décrire la classe de l’hypothèse H1 on écrit l’inten-
sité :
λ(t) = λ∗ +
1√
T
∫ t
−∞
u(t− s)dWs, 0 ≤ t ≤ T,
où la fonction u(.) appartient à l’ensemble Ur déﬁni ci-dessous. On note l’ensemble des fonctions
positive borné par une constante par Cb+, et on introduit l’ensemble :
Ur = {u(.) ∈ Cb+ :
∫∞
0 u(t)dt = r, supp u(.) est borné }.
On note que la condition (IV.9) est accomplie pour tout r > 0 et T > r2.
Donc les hypothèses de test sont :
– H0 : u(.) ≡ 0 ;
– H1 : u(.) ∈ Ur, r > 0.
La fonction de puissance pour le test φT dépend de la fonction u(.) et on l’écrit :
βT (u, φT ) = EuφT (W T ), (IV.10)
où u = u(.) ∈ Ur avec r > 0, et pour tout test φT ∈ Kε on a :
inf
u(.)∈Ur
βT (u, φT ) ≤ ε, (IV.11)
puisque pour tout T > 0 on peut prendre une fonction depuis Ur égale à 0 dans [0, T ]. D’où on
introduit l’ensemble :
Ur,n = {u(.) ∈ Ur : supp u(.) ⊂ [0, N ]},
et
BT (r,N, φT ) = inf
u(.)∈Ur
βT (u, φT ).
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et on donne la déﬁnition suivant :
Définition IV.2. – Un test φ∗T (.) est appelé le plus puissant localement asymptotiquement
uniformément dans la classe Kε, si pour tout autre test φT (.) ∈ Kε et tout K > 0 on a :
lim
N→∞
lim
T→∞
inf
0≤r≤K
[BT (r,N, φ∗T )−BT (r,N, φT )] ≥ 0. (IV.12)
On introduit la fonction :
φˆT (W T ) = 1I{δT (WT )>zε}, δT =
W T − λ∗T√
λ∗T
.
Théorème IV.2. – Le test φˆT est le plus puissant localement asymptotiquement uniformément
dans la classe Kε, et pour tout u(.) ∈ Ur la fonction de puissance est :
βT (u, φˆT → βˆ(u)) = P
{
ζ > zε − r
√
λ∗
}
,
où ζ ∼ N(0, 1).
3.3 Test du processus de Mino
L’objet de ce test est de savoir si le processus de Mino est un processus auto-excité ou un
processus de Poisson homogène.
Les hypothèses du test sont :
– H0 : Le processus de Mino est auto-excité ;
– H1 : Le processus de Mino est un processus de Poisson homogène.
L’intensité du processus de Mino est donnée par :
λ(t) = µ(1 + αe−β(t−wN(t)))
et on a :
– si α = 0, λ(t) = µ = λ∗ (processus de Poisson homogène) ;
– si α > 0, (Processus auto-excité).
On pose que α = u/
√
T , alors les hypothèses du test sont :
– H0 : u > 0 (processus auto-excité) ;
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– H1 : u = 0 (processus de Poisson homogène).
On remarque que le processus de Mino vériﬁe les conditions mis par Dachian & Kutoyants [78],
donc on peut appliquer leur test paramétrique le plus puissant localement asymptotiquement
uniformément dans la classe Kε, φˆT (W T ) qui est déﬁnie par :
φˆT (W T ) = 1I{∆T (WT )>zε},
où
∆T (W T ) =
1
µ
√
TI∗h
∫ T
0
∫ t−
0
h(t− s)dWs[dWt − µdt],
et
I∗h =
∫ ∞
0
h(t)2dt+ µ
(∫ ∞
0
h(t)dt
)2
,
et Zε le 1− ε quantile de la loi normale N(0,1).
Donc ∆T (W T ) > zε est la zone d’acceptation de l’hypothèse H0.
Nous eﬀectuons maintenant une étude par simulation sur un cas particulier décrit dans
l’article de Dachian & Kutoyants [78]. Les interarrivées du processus de Mino sont simulés par
la méthode d’inversion. Pour appliquer le théorème (IV.1), on prend λ∗ = 1 et h(t) = e−βt
alors :
λ(t) = 1 +
u√
T
∑
wi≤t
e−β(t−wi), u ≥ 0, 0 ≤ t ≤ T.
Dans ce cas on a :
∆T (W T ) =
1√
5T
∑
0≤wj≤T
∑
wi<wj
e−β(wj−wi) − 2√
5T

wT − ∑
0≤wj≤T
e−β(T−wj)

 ,
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où les wi sont les interarrivées du processus de Mino, et le test φˆεT est donné par :
φˆεT = φˆT (W
T ) = 1I{∆T (WT )>zε},
qui est le plus puissant localement asymptotiquement uniformément dans la classe Kε.
La ﬁgure (IV.1) représente la fonction ∆T (W T ) en fonction de T ∈ [0, 1000]. D’après cette
Figure IV.1 – Représentation de la fonction ∆T (W T ) en fonction de T ∈ [0, 1000].
ﬁgure on remarque ∆T (W T ) > z0.05 ≈ 1.65 pour tout T ∈ [0, 1000], et donc nous sommes dans
la zone d’acceptation de H0.
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Nous avons dans cette thèse, déﬁni et étudié de manière détaillée, le processus de Mino. Ce
processus appartient à la famille des processus auto-excités pour lesquels nous avons fait un état
de l’art. Nous avons présenté diﬀérentes méthodes et algorithmes pour estimer les paramètres
de l’intensité.
L’étude du processus de Mino, qui n’est autre qu’un processus auto-excité de mémoire 1
particulier, nous a conduit à introduire la loi de Mino et a proposé son étude. Nous avons alors
déﬁni la fonction Γ∗ qui apparaît dans le calcul de la fonction génératrice des moments. Ainsi,
l’espérance mathématique et la variance ont été obtenues.
Le problème de l’inférence sur processus de Mino a été envisagé par la méthode de maximum
de vraisemblance et un algorithme de Newton-Raphson a été développé pour obtenir les esti-
mateurs des paramètres de l’intensité du processus. La qualité des estimateurs a été étudiée à
partir de données simulées. L’existence et l’unicité de ces estimateurs ont été prouvées. Un test
d’hypothèse pour détecter l’auto-excitation d’un processus quelconque a aussi été construit.
De nombreuses perspectives ont été dégagées à travers ce travail. L’étude des propriétés
asymptotiques des estimateurs restent à faire. Il serait également intéressant d’envisager des
méthodes bayésiennes pour analyser les processus auto-excités. La construction de structures de
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lois a priori particulières, adaptées à cette famille de processus pourrait être très intéressantes.
De plus, le calcul des lois a posteriori et autres indicateurs bayésiens devraient conduire à
imaginer et mettre en oeuvre des algorithmes MCMC originaux.
D’un point de vue des applications, nous prévoyons d’appliquer ces diﬀérentes résultats sur
des données de surveillance de la qualité des eaux par l’étude de bioindicateurs de pollution,
de tremblements de terre et des données d’activités neuronales.
Ainsi, l’ensemble de ce travail permet une meilleure compréhension du comportement des
processus auto-excités et devrait trouver de riches applications.
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