Abstract New parameter sets of the GROMOS biomolecular force field, 54A7 and 54B7, are introduced. These parameter sets summarise some previously published force field modifications: The 53A6 helical propensities are corrected through new u/w torsional angle terms and a modification of the N-H, C=O repulsion, a new atom type for a charged -CH 3 in the choline moiety is added, the Na ? and Cl -ions are modified to reproduce the free energy of hydration, and additional improper torsional angle types for free energy calculations involving a chirality change are introduced. The new helical propensity modification is tested using the benchmark proteins hen egg-white lysozyme, fox1 RNA binding domain, chorismate mutase and the GCN4-p1 peptide. The stability of the proteins is improved in comparison with the 53A6 force field, and good agreement with a range of primary experimental data is obtained.
Introduction
Biomolecular simulation involves four major challenges: (1) the force field must faithfully represent the atomic and molecular interactions, (2) the conformational space must be sampled in a manner which is both fast and efficient, (3) a Boltzmann configurational ensemble must be generated in order to reproduce thermodynamic quantities and (4) appropriate experimental data must be available against which the simulations can be validated. The quality of the force field is perhaps the most important of these issues and is the aspect addressed in this work. The interaction between the atoms in a system must be described with sufficient accuracy to reproduce the properties and mechanisms underlying the processes of interest. In the first generation of classical biomolecular force fields such as AMBER (Weiner and Kollman 1981; Pearlman et al. 1995; Cornell et al. 1995) , CHARMM (Brooks et al. 1983; MacKerell et al. 1995 MacKerell et al. , 1998 , OPLS-AA (Jorgensen and Tirado-Rives 1988; Jorgensen et al. 1996) and GROMOS (van Gunsteren et al. 1996 ) the parameters were chosen so as to reproduce either spectroscopic or crystallographic structural data. Subsequently, increasing computer power Electronic supplementary material The online version of this article (doi:10.1007/s00249-011-0700-9) contains supplementary material, which is available to authorized users. made the simulation of liquids possible and condensedphase thermodynamic data such as densities, energies and free energies were included in the parameterisation, leading to second-generation force fields. For example, the GRO-MOS 45A4 (Daura et al. 1998; Schuler et al. 2001) parameter set was parameterised against the thermodynamic properties of aliphatic chains. In the subsequent generation of the GROMOS force field the polar amino acid side-chains and peptide backbone moiety were reparametrised. This resulted in the GROMOS 53A6 parameter set (Oostenbrink et al. 2004 . However, the GRO-MOS 53A6 force field, in which the hydration properties of amino acid analogues are in good agreement with experiment, did not improve the stability of the dominant fold for all peptides . Rather, short a-helices were found to be less stable than expected. This suggested that the dihedral-angle parameters of the backbone transferred from the earlier version of the force field were no longer appropriate. Subsequently, a variety of torsional-angle potential energy functions were investigated by different workers. Cao et al. (2009) proposed a correction where the u=w torsional angle terms were reparametrised and a torsional cross term depending on the sum of the u-and w-angles was added. In an alternative approach leading to the 54A7 force field, the torsional angle terms were reparametrised based on fitting to a large set of highresolution crystal structures (Xu et al. in preparation) and the N-O non-bonded interactions between the peptide nitrogen and oxygen atoms was adjusted to be less repulsive. In the present work we test these alternative approaches using four different test systems: hen egg-white lysozyme (HEWL, 129 residues), the fox1 RNA binding domain (FOX, 88 residues and 7 RNA bases), chorismate mutase (CM, 165 residues) and the GCN4-p1 peptide (GCN, 16 residues). Because the results for the two mentioned modifications yielded similar results, the simpler one was adopted in the new 54A7 parameter set. Recently, improved parameters for the simulation of lipids were reported (Poger et al. 2010) . Incorporation in the GROMOS 53A6 force field required the definition of an additional atom type, which led to the 54 atom types of the 54A7 set. Finally, new Na ? and Cl -parameters from Reif and Hünenberger (2010) were added and an additional improper dihedral angle type was defined in order to facilitate free energy calculations involving a change in chirality. The definition of the changes from the 53A6 parameter set to the 54A7 parameter set is given in this work.
Definition of the GROMOS 54A7 force field
The GROMOS force field 54A7 is a modification of the GROMOS 53A6 force field, with four modifications:
1. The torsional-angle energy term for the polypeptide u-and w-dihedral angles is modified in conjunction with a change of the combination prescription of the C 12 van der Waals parameters for the atom type pair O(IAC = 1)-N(IAC = 6):
(a) In the selection table for the repulsive van der Waals C 12 1/2 (I,I) parameters, In the molecular topology building blocks for the a-peptides and b-peptides the dihedral-angle type 39 (53A6) in the backbone C-N-CA-C dihedral angle (a-peptide) or the backbone C-N-CB-CA dihedral angle (b-peptide) is changed to type 44 (54A7) and the same dihedral angle with type 43 (54A7) is added. In addition, the dihedralangle type 40 (53A6) for the backbone N-CA-C-N dihedral angle (a-peptide) or the backbone CB-CA-C-N dihedral angle (b-peptide) is to be changed to type 45 (54A7), and the same dihedral angle with type 42 (54A7) is added.
These changes increase the hydrogen-bonding interaction between the N-H and the C=O groups in the polypeptide backbone and bring the u-and w-angle distributions for a number of proteins more in line with the preferences observed in PDB protein structures. 2. A new van der Waals non-bonded atom type for a charged -CH3 group (IAC = 54) is introduced in Table 6 of Oostenbrink et al. (2004) in order to increase the repulsion between the positively charged -CH3 groups of the choline moiety and the negatively charged -OM oxygen atoms of the phosphate moiety in dipalmitoylphosphatidylcholine (DPPC)-type lipids, see Poger et al. (2010) .
(a) In the normal van der Waals parameters table, Table 8 of Oostenbrink et al. (2004) , the matrix is enlarged by one column and one row to accommodate the new atom type. For all pairs, type 1 is selected with the exception of the OM(IAC = 2)-CH3p(IAC = 54) pair (line 2, column 54) where type 3 is selected.
These changes increase the area per lipid for DPPC bilayers, see Poger et al. (2010) , by increasing the repulsion of their phosphate oxygen which leads to the Lennard-Jones parameters r = 0.3877 nm and = 0.3433 kJ mol -1 for the choline CH 3 (CH3p)-phosphate oxygen (OM) pair. 3. The van der Waals non-bonded interaction parameters for the Na ? and Cl -ions are taken from the set L proposed by Reif and Hünenberger (2010) .
(a) In the normal van der Waals parameters table, The third-neighbour CS6 and CS12 parameters were also changed accordingly.
These changes bring the solvation properties of Na ? and Cl -more in line with experiment. 4. To facilitate the calculation of differences in free energy involving changes in chirality, two additional improper dihedral-angle types are defined, i.e. one with -35°and one with 180°as energy minimum.
(a) The two new improper (harmonic) dihedral-angle types are added to Table 4 of Oostenbrink et al. (2004) :
Type code Corresponding changes in the 53B6 force field for in vacuo simulations yield the 54B7 force field for in vacuo simulations.
Materials and methods
All simulations were performed using a modified version of the GROMOS biomolecular simulation software (Christen et al. 2005) in conjunction with the parameter set of the GROMOS force field indicated: 45A4 (Schuler et al. 2001 ), 53A6 (Oostenbrink et al. 2004) , Liu (Cao et al. 2009 ) or 54A7. Note that the CM system was not simulated using the Liu modification. Also, the GCN system was only simulated using the 53A6 and 54A7 force fields, meaning that a longer timescale could be examined. The dihedral-angle potential energy function in the GROMOS force field for the backbone u-and w-angles is defined as
where N u and N w are the number of terms for one dihedral angle, see Table 1 . In the approach of Liu and coworkers, a cross term that depends on the sum of the u-and w-angle,
is added to the potential energy function (Eq. 1), resulting in the complete potential energy function for the backbone u; w dihedral angles. The parameters of the different force fields are summarised in Table 1 . The 45A4 and 53A6 force fields use the same description of the torsional potential energy term. In the 54A7 force field, these terms are adjusted and the repulsive (C 12 ) term of the LennardJones potential energy term is changed from type 2 to type 1, which means that it is less repulsive. The initial coordinates of the protein and RNA molecules were taken from structures ( Fig. 1 ) deposited in the Protein Data Bank (PDB). The entry codes were 1AKI for HEWL (Artymiuk et al. 1982) , 2ERR for FOX (Auweter et al. 2006) , 2FP2 for CM (Okvist et al. 2006 ) and 2OVN for GCN (Steinmetz et al. 2007 ). In the case of 2ERR and 2OVN, the first structure of the NMR bundle was taken. In the case of 2FP2, only the first subunit of the dimeric protein was taken. All hydrogens were (re)generated by the GROMOS?? (Christen et al. 2005) program gch. Each system was first energy minimised in vacuo, then the protein plus RNA molecules in the case of FOX were solvated in cubic boxes filled with simple point charge (SPC) water (Berendsen et al. 1981) molecules. Periodic Table 1 Force-field parameters of the dihedral-angle term for peptide backbone u-and w-torsional angles in the GROMOS force field Oostenbrink et al. (2004) and from Cao et al. (2009) Term 45A4 and 53A6 (Oostenbrink et al. 2004 ) 54A7 Liu (Cao et al. 2009 )
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.5 3 -135°0 Fig. 1 Ribbon pictures of the four proteins investigated: a HEWL, a-helices (residues 5-14, 25-34, 89-100 and 109-114), 3 10 -helices (residues 80-83 and 120-123) and b-sheet (residues 43-45, 51-53 and 58-59). b FOX, a-helices (residues 21-32 and 58-69) and b-sheet (residues 10-14, 38-40, 50-54, 72-73, 76-77 and 79-82) . The nucleic acid is shown in ball-and-stick representation. c CM, a-helices (residues 4-17, 18-28, 35-52, 56-84, 85-89, 95-116, 117-121, 124-141 and 144-155) . d GCN, a-helix (residues 1-16). Colour code: a-helix (black), 3 10 -helix (green) and b-sheet (red)
boundary conditions were applied. The boxes contained 14,378 (HEWL using the 45A4 force field), 14,355 (HEWL using the other force fields), 11,533 (FOX, 45A4), 11,552 (FOX using the other force fields), 24,040 (CM, 45A4), 23,959 (CM using the other force fields) or 2,894 (GCN) solvent molecules. Each system was energy minimised to relax the solvent with the positions of the heavy atoms within the protein and RNA restrained. All simulations were initiated using the following equilibration scheme: First, the initial velocities were randomly generated from a Maxwell-Boltzmann distribution at 60 K. All solute atom positions were restrained to their positions in the initial structure through a harmonic potential energy term with force constant of 2.5 9 10 4 kJ mol -1 nm -2 . The system was simulated with these settings for 20 ps. Before each of three consecutive 20 ps simulations, the temperature was raised by 60 K with the positional restraints being reduced by a factor of 10 at each step. Before the next 60 ps simulation the position restraints were removed and the temperature was raised to 300 K, resulting in the starting configurations for the main sampling runs. Next, 20 or 50 ns production simulations were performed. The temperature of 300 K and atmospheric pressure were kept constant using a weak-coupling approach (Berendsen et al. 1984 ) with relaxation times s T = 0.1 ps and s p = 0.5 ps and isothermal compressibility of 4:575 Â 10 À4 ðkJ mol
. Non-bonded interactions were calculated using a triple-range cutoff scheme. The interactions within a cutoff distance of 0.8 nm were calculated at every step from a pair list which was updated every fifth time step. At this point, interactions between atoms (of charge groups) within 1.4 nm were also calculated and were kept constant between updates. To account for the influence of the dielectric medium outside the cutoff sphere of 1.4 nm, a reaction-field force based on a relative dielectric permittivity of 61 (Heinz et al. 2001 ) was added. Bond lengths and the bond angle of the water molecules were constrained using the SHAKE algorithm (Ryckaert et al. 1977) . Centre-of-mass motion of the whole system was removed every 2 ps. System configurations were saved every 0.2 ps for analysis.
Analysis
The atom-positional root-mean-square deviation (RMSD) between the backbone atoms of two structures was calculated after the superposition of these atoms. The secondary structure of the protein was assigned according to the DSSP criteria defined by Kabsch and Sander (1983) . The presence of a hydrogen bond was assigned based on the following geometric criteria. If the hydrogen-acceptor distance was less than 0.25 nm and the donor-hydrogenacceptor angle was at least 135°, the hydrogen bond was considered to be present. Proton-proton distances were compared with upper bounds derived from NMR spectra (Auweter et al. 2006; Schwalbe et al. 2001) . Proton-proton distances were averaged using r -6
averaging of r ¼ hr À6 i À1=6 . Positions of protons that were not treated explicitly by the force field were calculated from standard configurations (van Gunsteren et al. 1996) . In cases where the NOE upper bounds corresponded to more than one proton, a pseudo-atom approach (Wüthrich et al. 1983) with the standard GROMOS corrections (van Gunsteren et al. 1996; Oostenbrink et al. 2005 ) was applied. No additional multiplicity corrections (Fletcher et al. 1996) were added. 3 J-coupling constants 3 J H N À H a ð Þwere calculated using the Karplus (1959) 
where u 0 is the dihedral angle between the planes defined by the atoms (H, N, C a ) and the atoms (N, C a ; H a ).
3
J HN -H a was calculated as a function 3 J H N ÀH a u ð Þ of the backbone angle u ¼ ðC À N À C a À CÞ, with u ¼ u 0 þ 60 . The parameters A; B and C were set to 6.4, -1.4, and 1.9 Hz, respectively (Pardi et al. 1984 ).
Software and hardware
All simulation and energy-minimisation computations were carried out using MD?? 1.0 of the GROMOS05 package (Christen et al. 2005 ). For analysis, GROMOS?? 1.0 (Christen et al. 2005 ) was used. Additional analysis, conversion and batch programs were written in the Perl programming language. Visualisation was done with Visual Molecular Dynamics (VMD) software (Humphrey et al. 1996) .
Results and discussion
The HEWL and FOX systems were simulated for 20 ns using four different parameter sets: those of the GROMOS force fields 45A4, 53A6 and 54A7 and that of Liu. The CM system was also simulated for 20 ns but using only three different parameter sets: 45A4, 53A6 and 54A7. The GCN system was simulated for 50 ns but only using the 53A6 and 54A7 parameter sets. Time series of the backbone atom-positional root-mean-square deviations with respect to the initial structure were calculated from the trajectories generated during the simulations (Fig. 2) . For the HEWL Kabsch and Sander (1983) is used. The secondary structure suggested in the PDB is shown in the box at the residue axis. Colour code: a-helix (black), 3 10 -helix (green), p-helix (blue) and b-sheet (red) Thr  0  10  0  1  39  Glu  52  Phe  86  87  95  91  41  Ile  50  Phe  45  6  95  94  43  Asn  46  Gly  79  89  96  97  46  Gly  43  Asn  14  57  44  25  48  Lys  41  Ile  69  94  99  99  51  Gly  13  Val  57  95  44  91  52  Phe  39  Glu  87  94  92  94  53  Val  11  Leu  90  97  98  97  54  Thr  37  Asp  77  68  92  79  55  Phe  9  Lys  79  10  77  59  79  Glu  14  Ser  7  29  9  77  a-helix 1  25  Leu  21  Arg  95  98  98  96  26  Arg  22  Asp  87  82  93  92  27  Gln  23  Pro  92  97  95  96  28  Met  24  Asp  81  96  96  89  29  Phe  25  Leu  74  89  98  70  30  Gly  26  Arg  39  89  87  43  31  Gln  27  Gln  0  0  59  0  32  Phe  28  Met  0  0  19  0  a-helix 2  62  Asp  58  Ser  90  23  89  20  63  Arg  59  Ala  80  8  88  23  64  Ala  60  Asp  90  11  95  32  65  Arg  61  Ala  81  11  63  94  66  Glu  62  Asp  50  9  45  93  67  Lys  63  Arg  49  30  83  91  68  Leu  64  Ala  92  66  96  76  69  His  65  Arg  69  32  71  96 system (top panel), the RMSD after 20 ns was similar for the four different force fields used. The 53A6 parameter set resulted in the highest RMSD values &0.35 nm, while 45A4 and 54A7 yielded slightly smaller values of &0.3 nm. Initially, the RMSD in the case of the Liu force field remained low, but after 12 ns there was no significant difference in comparison with the 54A7 force field. In the case of the FOX protein nucleic-acid complex, the RMSD was dominated by fluctuations in the tail and loop regions. For this reason only the backbone atoms of residues 9-82 were used in the calculation of the RMSD. The initial conformation was essentially conserved in all the simulations. The 53A6 force field again resulted in the largest RMSD value (&0.3 nm). The 45A4 and Liu force fields yielded values of &0.2 nm. The value for the 54A7 forcefield parameter set was &0.24 nm, which is within the fluctuations in the system. The CM protein was significantly less stable using the 53A6 force field than using either the 45A4 or 54A7 force fields. The RMSD increase seen at the end of the 54A7 simulation will be explained below. The GCN system showed RMSD values of up to 0.6 nm in the 53A6 simulation, which is large given the small size of the system. The 54A7 force field improved the maintenance of the initial structure significantly but did not prevent unfolding and refolding events. The main elements of secondary structure (Fig. 1) , the large a-helices and b-sheets, of HEWL were conserved in all simulations ( Fig. 3; Table 2 ). However, the small elements of secondary structure (a-helix 4 and 3 10 -helix 1 and 2) were only marginally stable. There was a tendency for the sections of 3 10 -helix to convert to a-helix. a-Helix 4 had a tendency to form a p-helix in all the simulations. The 45A4, 53A6 and Liu force fields had a tendency to stabilise b-sheet with regions of coil converted to b-sheet (i.e. residues 19, 20, 23 and 24) . The 54A7 force field in contrast stabilised the larger a-helices. The Liu force field failed to maintain the short 3 10 -helices. Overall, the 54A7 force field conserved the secondary structure best. This said, the fact that some of the 3 10 -helical structures were converted to a-helices hints at slight overstabilisation of the elements of a-helix. We note, however, that the ability to infer errors in the force field based on comparison of simulated structures versus those derived from NMR or X-ray data is limited, because the latter are themselves models into which forcefield data has been incorporated during the process of structure determination (Glättli and van Gunsteren 2004, Dolenc et al. 2010) . To validate the force fields, direct comparisons with observed experimental data are more valuable. The NOE bound violations (Fig. 4) are low in all simulations. The 45A4 and Liu force fields gave rise to the largest number of violations, but the differences from the 53A6 and 54A7 force fields were marginal. The integrated distributions give insight into the overall number of violations. The 53A6 and 54A7 force fields resulted in significantly lower integrated values. These force fields had approximately half the number of violations [0.2 nm in comparison with the 45A4 and Liu force fields. In contrast, the 3 J-couplings (Fig. 5 ) appear to be insensitive to the differences between the force-field parameter sets. We note, however, that the calculated 3 J-couplings have an uncertainty of at least 1 Hz due to the approximative, empirical character of Eq. 3 and the relation between structure and 3 J-coupling, and experimentally represent averages over much longer timescales than accessed during these simulations.
The FOX protein consists of two a-helices packed against a b-sheet (Fig. 1) . The helices are exposed to solvent, which makes them less stable then those found in HEWL. In fact, the helices did not remain stable using the 45A4, 53A6 and Liu force fields ( Fig. 6; Table 3 ). The first a-helix became shorter with loss of two hydrogen bonds. The second a-helix was not stable in the simulations using the 53A6 and Liu force fields. In particular, using the 53A6 force field, the helix was almost completely lost by the end of the simulation. In contrast, both helices remained stable when using the 54A7 force field. The 54A7 and the Liu Fig. 9 Secondary structure of CM in MD simulations using three different force fields. The definition of Kabsch and Sander (1983) is used. The secondary structure suggested in the PDB is shown in the box at the residue axis. Colour code: a-helix (black), 3 10 -helix (green), p-helix (blue) and b-sheet (red) force fields conserved the elements of b-sheet. In the 45A4 and 53A6 simulations the b-sheet was flexible and partly lost during simulation. Despite a failure to maintain the helices, the NOE bound violations (Fig. 7) were significantly lower when using the Liu force field. This suggests that, in this case, there is only weak correlation between the instability of the elements of secondary structure and NOE violations. This has previously been observed for the protein HEWL (Eichenberger et al. 2010 ). The NOE violations can also be displayed as a time series (Fig. 8) , in which case the distribution of the running average of the NOE violations is shown as a time series. After a few nanoseconds, this distribution does not change much. CM consists primarily of a-helix (Fig. 1) and was most stable when simulated using the 54A7 force field ( Fig. 9 ; Table 4 ). Using the 45A4 force field, most of the helices were maintained, although there was some formation of sheet structure. The 53A6 force field resulted in significant loss of structure. The large increase in RMSD after 18 ns in the 54A7 simulation is related to the fact that the secondary structure in the centre of the second helix was lost and a kink is formed. This small structural rearrangement, associated with rotation of a single torsional angle, had a large effect on the RMSD. In all the simulations, a-helices 1, 3, 5 and 8 were slightly shorter than suggested in the PDB entry 2FP2 (Table 4) .
The secondary structure and backbone hydrogen bonds of the GCN peptide are shown in Fig. 10 and Kabsch and Sander (1983) is used. The secondary structure suggested in the PDB is shown in the box at the residue axis. Colour code: a-helix (black), 3 10 -helix (green), p-helix (blue) and b-sheet (red) during large parts of the 53A6 simulation, but after 40 ns a p-helix was partly formed. Using the 54A7 force field the p-helix was formed earlier after 30 ns and was also more pronounced. Comparing the measured NOE intensities with average distances from the simulation, it can be seen that the NOEs (Fig. 11) were less violated in the 53A6 simulation than in the 54A7 simulation. Although the total number of violations was significantly larger in the 54A7 simulation, the number of large violations ([0.2 nm) was similar in both runs. The 3 J-couplings (Fig. 12) showed similar deviations from the measured values in both simulations. For the GCN system, the 54A7 parameter set did not improve the agreement with the available experimental data. However, it is uncertain in this case whether this reflects a deficiency in the force field or the quality of the NMR data for GCN (Dolenc et al. 2010) . We note that, also in this case, the NOE data are not of sufficient accuracy and quality to distinguish between a p-and an a-helical structure.
Conclusions
The ability of a new biomolecular force-field parameter set to improve the simulation results depends on the biomolecular system and on the properties or quantities considered. The 45A4 parameter set was best in retaining structure. The 53A6 parameter set improved the agreement with experimental data but had structural deficiencies in protein simulations. For the proteins considered, the Liu and 54A7 force fields generally improved the stability of secondary structure elements, while retaining the agreement with primary, observed data such as NOE intensities and 3 J-couplings. Because the 54A7 modification is simpler than the Liu modification of the 53A6 force field, the former was taken as the 54A7 GROMOS force field. 
