Abstract. In 2012 Lau and Ngai, motivated by the work of Denker and Sato, gave an example of an isotropic Markov chain on the set of finite words over a three letter alphabet, whose Martin boundary is homeomorphic to the Sierpiński gasket. Here, we extend the results of Lau and Ngai to a class of non-isotropic Markov chains. We determine the Martin boundary and show that the minimal Martin boundary is a proper subset of the Martin boundary. In addition, we give a description of the set of harmonic functions.
Introduction
The concept of Martin boundaries for Markov chains stems from the work of Martin, Doob and Hunt and has close ties to harmonic analysis and potential theory. Indeed, in solving the Dirichlet problem for arbitrary domains in R n , Martin introduced the notion of an ideal boundary [23] . Roughly 20 years later Doob [8] and Hunt [12] gave a probabilistic version for Markov chains, which is now known as a Martin boundary. This provides a motivation for constructing Markov chains with fractal Martin boundaries, as it offers a probabilistic approach to the study of analysis on fractals, which has recently attracted much attention -see for example [2, 3, 11, 16, 17, 27, 28, 29] and references therein. We refer the reader to [9, 15, 30, 31] for a general introduction to harmonic analysis and potential theory for Markov chains.
Denker and Sato [5, 6 ] created a Markov chain whose Martin boundary is homeomorphic to the Sierpiński gasket (see Figure 1) , and used potential theory on the Martin boundary to induce a harmonic structure. In [7] they identified a subclass of 'strongly harmonic functions' on the Martin boundary which coincides with Kigami's canonical class of harmonic functions [16, 17, 29] . Denker, Imai and Koch [4] extended this construction to some non-self-similar Sierpiński type gaskets and studied an associated Dirichlet form. Further, there exists a family of metrics on the Martin boundary dependent on a family of scaling factors. In [18] the Hausdorff, packing and information dimension of the Martin boundary with respect to this family of metrics was studied. The work of [5, 6] has been shown to encompass the pentagasket, see [13] .
The class of connected post critically finite self-similar sets, to which the Sierpiński gasket belongs, has played a crucial role in the development of analysis on fractals, see for instance [3, 16, 17, 29] and references therein. In [14] , Ju, Lau and Wang built on the line of research initiated by Denker and Sato, by showing that, for a certain class of post critically finite self-similar sets, one may define a Markov chain whose Martin boundary is homeomorphic to the given set. In all of the above considerations, the Markov chain is non-reversible and isotropic, where by isotropic we mean that the chain has equal probability to pass to the next state.
To our knowledge, the first representation of a connected post critically finite self-similar fractal set as the Martin boundary of an isotropic reversible Markov chain was given by Pearse [24] . Lau and Wang showed in [22] that for any contractive iterated function system, there is a naturally defined augmented tree, which is hyperbolic and whose hyperbolic boundary is Hölder equivalent to the self-similar set. Moreover, an iterated function system satisfies the open set condition if and only if this augmented tree has uniformly bounded degree. In [19] , Kong, Lau and Wong considered an isotropic reversible random walk on such an augmented tree and, using the results of Ancona [1] , showed that the Gromov boundary, the Martin boundary, the minimal Martin boundary and the self-similar set are all homeomorphic. Further, under certain conditions, using an approach of Silverstein [26] , they proved that the Martin kernel, which gives rise to the Martin metric and hence the Martin boundary, defines a non-local Dirichlet form. The work of Kong, Lau and Wong complements that of Series [25] who showed the following. For a finitely generated non-elementary Fuchsian group Γ without cusps, and a finitely supported probability measure µ on Γ, the Martin boundary of the random walk on Γ with distribution µ is homeomorphic to the limit set of Γ.
In [20] , Lau and Ngai defined an isotropic Markov chain on the set of finite words Σ * := n∈N0 Σ n over the alphabet Σ := {1, 2, 3}. They showed that the Martin boundary is homeomorphic to the Sierpiński gasket, whereas unlike in the previous constructions, the minimal Martin boundary is a proper subset of the Martin boundary and coincides with the post critical set. Additionally, they proved that the harmonic functions are precisely the canonical harmonic functions of Kigami. This work has been extended to the Hata tree, a connected non-symmetric self-similar post critically finite fractal set, see [21] .
Our contributions to this story and the purpose of this article is to extend the construction of [20] to the case when the Markov chain is non-isotropic. Indeed, we consider a class of non-isotropic Markov chains dependent on a parameter p ∈ (0, 1/2), and show that the Martin boundary and the minimal Martin boundary is independent of the choice of p. We find this result interesting as the Martin boundary is defined via a metric, called the Martin metric, which is dependent on scaling factors and the parameter p, see Section 3.3. Moreover, the theory of Ancona [1] is not applicable in the setting of [20] , and hence our setting, as the isoperimetric inequality is not satisfied.
The state space of our Markov chain will be the set of finite words Σ * . We regard each Σ n as the set of vertices of a graph Γ n , which we will consider as level-n approximations of the Sierpiński gasket, see Figures 2 and 3. The Markov chain is defined as nearest neighbour random walk on each Γ n , except for three 'boundary vertices'. When hitting one of these, the Markov chain moves to the next level, namely Γ n+1 . Our chain is constructed such that it stays with probability 2p ∈ (0, 1) at the 'outer part' of the graphs Γ n , and goes with probability q := 1 − 2p to the 'inner part' of Γ n . We exclude p ∈ {0, 1/2}, since in this case the Martin metric is not a metric and hence, the Martin boundary is not well defined. We note that the Markov chain of [20] occurs as a special case of our setting when p = 1/3. Our main results are Theorems 3.4, 3.5 and 3.6, where the key contribution to proving these results lies in Theorem 3.1.
This article is structured as follows. In Section 2.1 we give basic definitions and formally introduce the graphs Γ n . An important tool in identifying the Martin boundary with the Sierpiński gasket will be what is referred to as the standard projection; this is matter of Section 2.2. In Section 2.3 we define our Markov chain (X n ) n∈N outlined above. Next, we give key hitting probabilities of (X n ) n∈N in Section 3.1. With this at hand, we may express the probability to move to the next level in the graph as a random matrix product. This is the main tool in [20] and depends only on the underlying graph structure of the Markov chain. Here we observe that the framework of [20] may be applied with some modifications. We investigate the limiting behaviour of the matrix product in Section 3.2 and introduce the Martin metric in Section 3.3. Section 3.4 is concerned with showing that the Green function and the Martin kernel can be extended to the set of infinite words over the alphabet Σ. In Section 3.5, we introduce the Martin boundary and describe how the homeomorphism of the Martin boundary and the Sierpiński gasket is obtained. Section 3.6 deals with determining the harmonic functions related to the Markov chain. The non-trivial and challenging task of this work is to establish the limits of the sequences of hitting probabilities discussed in Section 3.1. This is the focus of Section 4. 2. Construction of the Markov chain 2.1. Basic definitions. We write Σ n := {1, 2, 3} n for the set of words of length n ∈ N 0 over the alphabet Σ := {1, 2, 3}, where following convention Σ 0 := {ϑ} is the set containing the empty word ϑ. The set of all finite words is defined by Σ * := n∈N0 Σ n and the set of all infinite words by Σ ∞ := {1, 2, 3} N . We let σ : Σ ∞ → Σ ∞ denote the left shift map which acts on infinite words as follows:
For a ∈ Σ and n ∈ N, we write a n for the n-fold concatenation of a with itself, and let a ∞ be the infinite word with all letters equal to a.
For m, n ∈ N with m ≤ n and ω ∈ Σ m−1 , the set ∆
. . , i n ∈ Σ} is called a (m, n)-cell. We refer to a (n, n)-cell as a n-cell. An element of the set ∂∆ n ω := {ωi n−m+1 : i ∈ Σ} is called an outer vertex of the (m, n)-cell ∆ n ω . Notice a n-cell consists only of outer vertices. If Γ = (V, U ) is a graph with vertex set V and edges set U , we let (x, y) ∈ U denote an undirected edge from x to y, where x, y ∈ V . For n ∈ N, we define the graph Γ n with vertex set Σ n as follows. Set
For each distinct pair k, l ∈ Σ, we add three further edges (lk n−1 , kl n−1 ) ∈ U n . We define Γ n := (Σ n , U n ). This procedure is illustrated in Figure 2 . If (u, v) ∈ U n , then we call the states u, v ∈ Σ n neighbours, and write u ∼ v.
The standard projection. Let q
The Sierpiński gasket is the attractor of the iterated function system (R 2 ; S 1 , S 2 , S 3 ), that is the unique non-empty compact set
To prove that the Martin boundary is homeomorphic to the Sierpiński gasket, we use the standard projection π :
2 is arbitrary and the definition of π is independent of the choice of
and y = j 1 j 2 . . . ∈ Σ ∞ are π-equivalent if and only if there exist a m ∈ N 0 such that i p = j p for all p ∈ {1, . . . , m} and i m+1 i m+2 . . . = lk ∞ and j m+1 j m+2 . . . = kl ∞ for some k, l ∈ Σ distinct.
2.3. The Markov chain. Throughout this section let n, k ∈ N with k ≤ n and ω ∈ Σ k−1 be fixed. Each vertex u = ωij n−k ∈ Σ n has three neighbouring vertices in Σ n and is a junction point of three edges in Γ n , of which two are lying 'on a line', see Figure 3 (b). This can be considered as u connecting a short and a long line in the graph Γ n . Formally, the neighbours of u are the other two vertices in the n-cell containing u, that is z = ωij n−k−1 l and v = ωij n−k−1 i with pairwise distinct i, j, l ∈ Σ, and the word π-equivalent to u, that is w = ωji n−k . The two neighbouring vertices of u 'on a line' are v and the π-equivalent word w, see Figure 3 (c). Figure 3 . Transition probabilities of the Markov chain.
We assign one probability to stay on the outer part of a cell in Γ n and another to walk into a deeper cell of Γ n . Namely, for p ∈ (0, 1/2) and q := 1 − 2 p, we let (X n ) n∈N0 denote the Markov chain with origin ϑ, state space Σ * and transition probability matrix P given by, P (ϑ, i) := 1/3 for each i ∈ Σ and
For p = 1/3 the above Markov chain coincides with the one in [20] . If the chain starts at a word in Σ n , then it walks to one of its three neighbours, see Figures 3(b) and 3(c). If the chain hits an element u ∈ V n , then it moves to ui ∈ V n+1 , i ∈ Σ, on the next level, see Figure 3 (a). Thus, the three boundary vertices V n of Γ n play an important role in the definition of our Markov chain as they act similar to an absorbing state, meaning once the chain hits one of these vertices, it must move to the next level and cannot return to prior states.
General framework
This section is an overview of the framework given in [20] , highlighting relevant changes in definitions, statement of results and proofs.
3.1. Hitting probabilities and random matrix product. We denote the probability, conditioned on starting at a state x ∈ Σ * , to eventually arrive at a state y ∈ Σ * by ρ x,y := P( ∃ k ∈ N 0 : X k = y | X 0 = x). In this section, for a given n ∈ N and x ∈ Σ n , we are concerned with computing ρ i (x) := ρ x,i n , namely the probability to be absorbed by i n when starting at x. To this end we define ρ :
; that is the vector with the probabilities to be absorbed by one of the three vertices of V n when starting at x ∈ Σ n . Note that ρ i (j n ) = δ ji for i, j ∈ Σ and n ∈ N. Here, δ ij denotes the Kronecker delta symbol, namely δ ij = 1 if i = j and δ ij = 0 otherwise.
On each level n ∈ N, the chain only moves to the next level if it reaches an element of V n . If the chain then lands in the interior of Σ n+1 , the probability to reach a vertex in V n+1 is, by symmetry, given by a n+1 := ρ 1 (1 n 2), b n+1 := ρ 2 (1 n 2) and c n+1 := ρ 3 (1 n 2). In the sequel, let x = i 1 . . . i n ∈ Σ n be fixed, where n ∈ N with n ≥ 2. We have that
This means that, starting at x and reaching one of the vertices in V n ⊂ ∂∆ Figure 4 . Probabilities a n , b n , c n and α n , β n , γ n for n = 2 and n = 3.
going through one of the outer vertices of each of the cells in (3.1). To calculate ρ(x), we look at the probabilities to hit the outer vertices of ∆
when starting at one of the outer vertices of ∆ n i1...i k+1 for each k ≤ n − 2. These are, by symmetry, the probabilities for the chain starting at 12 k−1 , to reach the vertices 1 k , 2 k , 3 k . For ease of notation, set α n := ρ 1 (12 n−1 ), β n := ρ 2 (12 n−1 ) and γ n := ρ 3 (12 n−1 ). Figure 4 shows a n , b n , c n and α n , β n , γ n for n = 2 and n = 3. For n ≥ 2 define
The matrix A (i)
n contains exactly the probabilities that the process, starting in one of the three vertices of ∆ n i , reaches V n . More precisely,
Denote the standard i-th row unit vector of R 3 by e i , for i ∈ Σ. With the above, we can express the hitting probability vector ρ(x) as a matrix product, namely,
We investigate the limiting behaviour of these sequences of hitting probabilities to obtain the Martin boundary and the harmonic functions on the boundary. As in [20] , this can be done by establishing recursive formulas for these sequences. We note, computing these limits is more involved than in [20] . Detailed proofs are given in Section 4. The main result is the following and is a consequence of Propositions 4.6 and 4.13.
Theorem 3.1. We have that lim n→∞ (α n , β n , γ n ) = (2/5, 2/5, 1/5) and lim n→∞ (a n , b n , c n ) = (1, 0, 0).
Interestingly, the limits of these sequences are independent of the chosen parameter p ∈ (0, 1/2) and are equal to the ones obtained in the isotropic case considered in [20] . Loosely speaking, the Martin boundary describes all possible paths of the Markov chain at infinity. Therefore, it is not too surprising that the Martin boundary does not change in a non-isotropic setting, but that the above limits turn out to satisfy the (1/5)-(2/5) law is. 
3.2.
Limit of the random matrix product. Often, as we will see in the proof of Proposition 3.2, it is more convenient to look at the product of the last few matrices of our random matrix product. Define, for x = i 1 i 2 . . . ∈ Σ ∞ and k ≤ n,
n . By Theorem 3.1, these limits exist and we have
In [20] it was shown that the limit of the random matrix product in (3.2) exists and that the limit matrix has identical rows. That is, for x = i 1 i 2 . . . ∈ Σ ∞ and T x n as in (3.3), we have, with (3.4), that the limit T
exists. To show this, they introduce the concepts of scrambling matrices and the minimum range of a matrix. These are both parameters which measure the difference of the rows of a matrix.
For the proof of Proposition 3.2 concerning the limiting behaviour of the Green function, we require that the hitting probability vector given in (3.2) can be extended to Σ ∞ . For
∞ if and only if x = ij ∞ and y = ji ∞ with i = i 1 and j = j 1 . Thus, by the equations given in (3.2) and (3.5), for x ∈ Σ ∞ , the limit
exists and we have, for x, y ∈ Σ ∞ , that ρ(x) = ρ(y) if and only if x ∼ π y.
The Martin space. The Green function
is the expected number of visits to y, starting from x. Further, set ρ x,y := P x ( ∃ n ∈ N : X n = y | X 0 = x). This value is often referred to as the first return time. Note that ρ x,y = ρ x,y , if x = y, and that G(x, y) = (ρ x,y )/(1 − ρ y,y ). The Martin kernel is given by K(x, y) := ρ x,y /ρ ϑ,y = G(x, y)/G(ϑ, y). The latter equation follows from the fact that our Markov chain is transient. Moreover, in general,
Thus, for x, y ∈ Σ * , there exists a constant C x > 0, independent of y, such that
where r ∈ (0, 1) and C z is the upper bound for K(z, ·) as given in (3.6), is called a Martin metric. The Martin metric is indeed a metric on Σ * . A sequence (x n ) n∈N in Σ * is a ̺-Cauchy sequence if and only if either lim n→∞ x n = x for some x ∈ Σ * , or |x n | → ∞, where |x| denotes the length of x ∈ Σ * , and lim n→∞ K(z, x n ) exists for all z ∈ Σ * . This property is a characteristic which has to be fulfilled by a Martin metric. Aside from this, there is some freedom in defining a Martin metric. We highlight that the metric considered in [20] is different to the one in (3.7).
Define the equivalence relation ∼ ̺ on the set of ̺-Cauchy sequences by
The Martin space Σ * of the Markov chain (X n ) n∈N is the set of all ̺-equivalence classes of ̺-Cauchy sequences in Σ * and the Martin boundary is defined to be M := ∂Σ * := Σ * \ Σ * .
3.4.
The Green function at infinity. Here we show that lim n→∞ G(i n−1 , y| n ) exists for all y ∈ Σ ∞ , i ∈ Σ and n ∈ N, from which one may conclude that lim n→∞ K(x, y| n ) exists for all y ∈ Σ ∞ and x ∈ Σ * . The values of these limits of the Green function are required to extend the Martin metric to Σ ∞ / ∼π , which is an important step in proving that the Martin boundary and the Sierpiński gasket are homeomorphic.
Proposition 3.2. Let t ∈ N 0 and x = i t i t+1 . . . ∈ Σ ∞ with i t+1 = i and set c := 1/(15 p). For distinct j, k ∈ Σ \ {i}, we have
For the proof of Proposition 3.2 we require the following. For m, n ∈ N with m < n and Indeed, here we have used the fact that
for distinct x, y ∈ Σ * , and that this equality generalises to subsets of Σ * \ {x}: for A ⊂ Σ * \ {x} such that each path from x to y contains a state of A, we have
We refer the reader to [31] for a proof of (3.10) and (3.11).
Proof of Proposition 3.2. Let t, n ∈ N with t < n and let
We first prove statement (i). Note that j n / ∈ ∆ n i for j = i. Thus, with (3.8) and (3.9) it follows that 
. Therefore, G(ik n−1 , j n ) = γ n and G(ij n−1 , j n ) = β n . This in tandem with Proposition 3.1 and (3.12) implies that
This completes the proof of statement (i), and so, we turn our attention to the proof of statement (ii). Without loss of generality assume i = 1 and i t+1 = 2. Since 1 n / ∈ ∆ n 1 t 2 , by (3.9), we have that 2) , we have
and so
The remainder of the proof follows analogously to that of statement (i), from which one obtains,
Above, we were able to decompose G(∆ i q jiq+2...i n n−1
for distinct i, j ∈ Σ and l ≤ q. Notice this is only possible since i n is one of the three outer vertices of each n-cell ∆ n i l . This provides a simpler and alternative proof to that given in [20] . In general, for a state y ∈ ∆ n i l , the aforementioned decomposition is not possible, as the chain does not need to go via one of the outer vertices of the cell to reach y. Note that the constant c, which we obtain in the limits, is different from the one(s) in [20] .
With the above at hand, in particular Proposition 3.2, we may extend the Martin kernel K(x, · ) continuously to Σ ∞ . For z ∈ Σ m and y ∈ Σ n , for some n ≥ m + 1,
Proposition 3.3. For x ∈ Σ * and y ∈ Σ ∞ the following limit exists.
Note, in [20] , a slightly different decomposition to that given in (3.13) is used.
3.5. The Martin boundary. Proposition 3.3 implies, for x, y ∈ Σ ∞ , that (x| n ) n∈N and (y| n ) n∈N are ̺-Cauchy sequences. Thus, ̺(x| n , y| n ) is a Cauchy sequence and ̺(x, y) := lim n→∞ ̺(x| n , y| n ) is well defined. Moreover, x ∼ π y implies that lim n→∞ K(z, x| n ) = lim n→∞ K(z, y| n ) for all z ∈ Σ * . Hence, Σ ∞ / ∼π is a subset of the Martin boundary and ̺ is well defined on Σ ∞ / ∼π .
It is well known that the function d is a metric on Σ ∞ and that (Σ ∞ , d) is a compact metric space, see for instance [10] , [17] and [29] . Moreover, π is continuous with respect to d and surjective. Let Q be the quotient topology induced from the standard metric d on the space Σ ∞ / ∼π . To prove that the Martin boundary M is homeomorphic to the Sierpiński gasket K it is necessary to show the homeomorphisms (K,
Here, an important step is to show that the Martin metric ̺ defines a metric on Σ ∞ / ∼π . The main difficulty lies in showing that x ≁ π y implies ̺(x, y) > 0. The following theorem can be shown as in [20] .
Theorem 3.4. The Martin boundary M of (X n ) n∈N0 is homeomorphic to the Sierpiński gasket K.
Harmonic functions. A function u : Σ
* → R is called P -harmonic function if for all x ∈ Σ * we have P u(x) := y∈Σ * P (x, y)u(y) = u(x). Such a function u is called minimal if u(ϑ) = 1 and if 0 ≤ v(x) ≤ u(x) for all x ∈ Σ * and some P -harmonic function v, implies that v = c u for some constant c ≥ 0. The minimal Martin boundary or exit space M min of a Markov chain is defined to be
The minimal Martin boundary is a Borel subset of M, see for instance [31] . In many cases, the minimal Martin boundary equals the Martin boundary. However, this is not the case in our setting, and in fact, we have the following result, which is a consequence of a general result that states that a Markov chain converges almost surely to the minimal Martin boundary, see for instance [9, 15, 31] .
A non-negative P -harmonic function u has a unique integral representation over the minimal Martin boundary, namely, there exists a measure ν supported on M min such that
This together with Theorem 3.5 implies that each non-negative P -harmonic function is a linear combination of the P -harmonic functions h i (x) := K(x, i ∞ ), where i ∈ Σ. The extension h i (x) := lim n→∞ h i (x| n ) is well defined and continuous on M. The proof of this result follows in the same manner as in [20] .
As shown in [17, 29] , the Sierpińki gasket can be approximated by the graphs G n , n ∈ N 0 , see Figure 5 . The vertices of these graphs are S ω (q i ) for i ∈ Σ and ω ∈ Σ n . In [17, 29] , it was shown that the value Figure 5 . Graph approximations G n of the Sierpińki gasket, for n = 0, 1 and 2.
h(x) of a harmonic function h on the Sierpińki gasket K at x ∈ G n is a weighted sum over the values h(S ω (q i )), i ∈ Σ, for an appropriate ω ∈ Σ n−1 . Specifically, ω is so that S ω (K) is the unique (n − 1)-cell containing x. This is the so called 1/5-2/5-rule. Note that π(ωj ∞ ) = S ω (q j ) and consider ωj ∞ as corresponding vertex to S ω (q j ) in Σ ∞ . We have the following equivalent statement of the 1/5-2/5-rule. For j, k, l ∈ Σ pairwise distinct, ω ∈ Σ m−1 and i ∈ Σ,
This can be shown as in [20] . In fact, the weights in (3.14) come from the limits of the sequences of hitting probabilities, namely that lim n→∞ α n = lim n→∞ β n = 2/5 and lim n→∞ γ n = 1/5, see Theorem 3.1. The equality given in (3.14) is equivalent to the property that the value of a harmonic function h of an inner vertex of G n is the average over the values h(y) for all four neighbouring vertices y of x in G n . This harmonic graph property uniquely determines harmonic functions on the Sierpiński gasket, see for instance [17, 29] .
Theorem 3.6. The P -harmonic functions on the Martin boundary coincide with the canonical harmonic functions of [17, 29] , and hence the space of P -harmonic functions on K is three-dimensional.
Notice that the harmonic functions, although they do not vary with the parameter p on the Martin boundary, for different values of p, they certainly differ on the state space Σ * .
Basic hitting probabilities
In this section we prove Theorem 3.1. Indeed, this result follows from Propositions 4.6 and 4.13. This requires several technical lemmata and the following recursive formulas for the hitting probabilities α n , β n , γ n and a n , b n , c n . In the sequel, as above, let p ∈ (0, 1/2) be fixed and recall that q := 1 − 2p.
By (3.10) and by definition of a 2 , b 2 and c 2 , we have that a 2 = p + p b 2 + q a 2 , b 2 = p a 2 + q c 2 and c 2 = p c 2 + q b 2 . Solving these linear equations yields
Similarly, for n > 2, one may use symmetry to obtain
This in combination with (3.11), where A = {1 n+1 , 12 n , 13 n }, yields that α n+1 = p β n+1 + p (a n α n+1 + c n α n+1 + b n ) + q (a n α n+1 + b n α n+1 + c n ).
With similar arguments for β n , γ n and a n , b n , c n it follows that
Rearranging these equations we obtain the following recursive formulas
where the denominator d n is given by
2 ).
Next we identify the limits of these sequences.
Lemma 4.1. b n ≥ c n for all n ∈ N with n ≥ 2.
Proof. With (4.1) we have b 2 ≥ c 2 . Assume b n ≥ c n for a n ≥ 2. By (4.3), b n+1 ≥ c n+1 is equivalent to
Using the assumption that b n ≥ c n and the fact that 1 − 2p ≥ 0, we obtain
Proof. By (4.3), for n ≥ 2, it is sufficient to show
which is equivalent to 2b n c n p 2 − c We aim to show that lim n→∞ b n = 0. For this, we first obtain an upper bound for the sequence (β n ) n≥2 and a lower bound for (α n ) n≥2 . Lemma 4.3. For p ≤ 1/3 and n ∈ N with n ≥ 2, we have β n ≤ 2/5.
Proof. We have β 2 = (1 − p)/(5 − 7p) ≤ 2/5 if and only if p ≤ 5/9, which holds since p ≤ 1/3. Let n ∈ N with n > 2. We claim β n+1 ≤ 2/5, which is equivalent to This inequality holds since, by Lemma 4.1, we have b n ≥ c n , and since (3p − 1) ≥ 0 for p ≥ 1/3.
Lemma 4.5. For n ∈ N with n ≥ 2, we have that β n ≥ γ n .
Proof. By (4.1), we have that β 2 = b 2 ≥ c 2 = γ 2 and, for n > 2, by (4.2), γ n+1 = β n+1 b n (1 − 2p) + c n p (1 − p)(b n + c n ) .
Since 0 ≤ b n p + c n (1 − 2p), which is equivalent to b n (1 − 2p) + c n p ≤ (1 − p)(b n + c n ), it follows that β n+1 ≥ γ n+1 . Similarly, for p ≤ 1/3, by the Lemmata 4.3 and 4.5 and (4.2), we have that
