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SOLUTIONS A` DIVERS PROBLE`MES DE DE´CISION DANS UN
GROUPE HYPERBOLIQUE
Jean-Philippe PRE´AUX1 2
Re´sume´. Nous e´tablissons des solutions algorithmiques a` divers proble`mes de de´cision
dans un groupe hyperbolique au sens de Gromov.
Introduction
Nous e´tablissons divers algorithmes dans un groupe hyperbolique G : de´terminer
le centre de G, ses e´le´ments de torsion, les racines d’un e´le´ment d’ordre infini, son
centralisateur, le centralisateur d’un sous-groupe de type fini, maximalite´ et malnor-
malite´ de sous-groupes cycliques infinis, solution au proble`me du mot ge´ne´ralise´ d’un
sous-groupe virtuellement Z, etc...
Notre e´tude est entie`rement base´e sur une poigne´e de proprie´te´s e´le´mentaires de
l’hyperbolicite´ : d’une part deux proprie´te´s concernant les quasige´ode´siques dans un
espace hyperbolique (stabilite´ des quasige´ode´siques de longueur infinie et ge´ode´sicite´
locale implique quasige´ode´sicite´ globale) et d’autre part une solution au proble`me du
mot et de la conjugaison dans un groupe hyperbolique.
1. Rappels sur les groupes hyperboliques
Il existe de multiples fac¸ons de de´finir la notion de groupe et d’espace hyperbo-
lique au sens de Gromov (cf. [Gr], [CDP], [GdlH], [GHVS]). Nous utilisons l’approche
caracte´risant l’hyperbolicite´ par la proprie´te´ dite des ”triangles fins”. Nous nous res-
treindrons dans la suite a` des groupes de type fini. Soit G un groupe de type fini, et
S une famille ge´ne´ratrice finie pour G. Nous notons S∗ le mono¨ıde libre sur S. Un
e´le´ment ω de S∗ est appele´ un ω un mot sur S, i.e. ω ≡ s1 · · · si · · · sn, avec n ≥ 0
et pour tout i = 1 · · ·n, si ∈ S ∪ S
−1 ; il repre´sente un e´le´ment de G. Nous notons
lgrS(ω), la longueur du mot ω, c’est a` dire l’entier n. Soit g un e´le´ment de G. On
de´finit l’entier |g| par,
|g| = inf{lgrS(ω)|ω est un mot repre´sentant g}
Clairement cette borne est atteinte, c’est a` dire qu’il existe un mot ω de longueur |g|,
repre´sentant g (en ge´ne´ral non unique). Nous de´finissons alors une distance sur G,
appele´e me´trique du mot, en posant pour tout g1, g2 ∈ G,
dS(g1, g2) = |g
−1
1 g2|
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Cette me´trique de´pend de la famille ge´ne´ratrice S conside´re´e. Cependant lorsqu’une
famille ge´ne´ratrice S sera suppose´ fixe´e, nous aurons coutume de noter lgr et d au
lieu de lgrS et dS et commettrons l’abus de langage consistant a` noter |ω| pour un
mot ω. Plus ge´ne´ralement, donne´ un mot, nous le confondrons souvent avec l’e´le´ment
qu’il repre´sente dans le groupe.
Donne´ un groupe G un groupe muni d’une famille ge´ne´ratrice finie S, on de´finit un
graphe connexe, oriente´ et localement fini, appele´ le graphe de Cayley, note´ Γ(G, S),
de la fac¸on suivante :
– Les sommets de Γ(G, S) sont en bijection avec les e´le´ments de G. Si g ∈ G, on note
g le sommet de Γ(G, S) lui correspondant.
– Il existe une areˆte ayant pour origine g1 et pour extre´mite´ g2, lorsque il existe
s ∈ S ∪ S−1 tel que g2 = g1.s dans G. On munit alors cette areˆte du label s.
Un chemin a naturellement pour label un mot ω sur S obtenu par concate´nation
des labels des areˆtes successives le composant. Il existe dans Γ(G, S) un chemin de
label ω du sommet g1 au sommet g2 si et seulement si g2 = g1w dans G.
On munit Γ(G, S) de la me´trique simpliciale en assignant a` chaque areˆte la longueur
1. Cela fait de Γ(G, S) un espace me´trique ge´ode´sique propre. L’ensemble de ses
sommets muni de la me´trique induite est isome´trique a` (G, dS). Si un chemin ayant
pour label ω est une ge´ode´sique, on dira que ω est un mot ge´ode´sique.
Pour tout g ∈ G on pose, si h est un sommet de Γ(G, S), g.h = gh, et si α est
l’areˆte de label s entre h1 et h2, g.α est l’areˆte de label s entre g.h1 et g.h2. Cela`
de´finit une action a` gauche de G sur Γ(G, S) ; elle s’effectue par isome´trie.
Soit E un espace me´trique ge´ode´sique. Nous appelons triangle ge´ode´sique [x, y, z],
la donne´e de 3 points distincts x, y, z de E, et de ge´ode´siques les reliant deux a` deux,
[x, y], [y, z], [x, z]. Etant donne´ un triangle ge´ode´sique [x, y, z] de E, il est possible
de le plonger isome´triquement dans un triangle [A,B,C] de l’espace euclidien 2-
dimensionnel. Appelons Ψ l’isome´trie Ψ : [x, y, z] −→ [A,B,C], telle que Ψ(x) =
A,Ψ(y) = B,Ψ(z) = C.
Fig. 1. Le tripoˆde ∆ et l’application Θ ◦Ψ.
Notons I le centre du cercle inscrit dans [A,B,C], et a, b, c ses points de contact
(voir la figure 1). Conside´rons le tripoˆde ∆ constitue´ des segments [A, I], [B, I], [C, I].
On construit l’application continue Θ de [A,B,C] dans ∆ de la fac¸on suivante : la
restriction de Θ sur [A, c] est l’unique application affine qui pre´serve A, et qui envoie c
sur I. On de´finit de fac¸on similaire Θ sur [A, b], [C, b], [C, a], [B, a], [B, c] ; cela` de´finit
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Θ sur [x, y, z]. Remarquons que Θ est bijective sur A,B,C, la pre´-image de I est
{a, b, c}, et que tout autre point admet deux pre´-images. On construit ainsi l’applica-
tion Θ ◦Ψ de [x, y, z], qui est unique, a` composition par une isome´trie du plan pre`s.
Soit δ ∈ R+ ; nous dirons que E est δ-hyperbolique, si pour tout triangle ge´ode´sique,
et pour tout point m ∈ ∆ (ou` ∆ est obtenu par cette construction), le diame`tre de
(Θ◦Ψ)−1(m) dans E est majore´ par δ. Nous dirons que E est hyperbolique si il existe
δ ∈ R+, tel que E soit δ-hyperbolique.
Un groupe de type fini G, muni d’une famille ge´ne´ratrice S sera dit δ-hyperbolique
si son graphe de Cayley Γ(G, S) est δ-hyperbolique. Cette de´finition de´pend du choix
de S. Ne´anmoins, si S ′ est une autre famille ge´ne´ratrice finie pour G, et si Γ(G, S)
est δ-hyperbolique, alors Γ(G, S ′) est δ′-hyperbolique pour un certain δ′ (en fait a`
de´faut d’eˆtre isome´trique ils sont quasi-isome´triques, cf. [CDP]). Nous dirons qu’un
groupe est hyperbolique si pour une (toute) famille ge´ne´ratrice S finie, il existe un
re´el positif δ tel que Γ(G, S) soit δ-hyperbolique. Ainsi eˆtre hyperbolique ne de´pend
pas du choix d’une famille ge´ne´ratrice finie.
Fig. 2. Foliation d’un triangle ge´ode´sique dans le graphe de Cayley.
Conside´rons un groupe δ-hyperbolique G, et Γ(G, S) son graphe de Cayley pour
cette famille ge´ne´ratrice. Soit [x, y, z] un triangle ge´ode´sique dans Γ(G, S). Soit ∆ le
tripoˆde et l’application Θ ◦ Ψ comme de´finis plus haut. Par de´finition, si u, v sont
deux sommets dans [x, y, z], ayant meˆme image par Θ ◦ Ψ, alors ils sont relie´s dans
Γ(G, S) par un chemin de longueur au plus δ. La donne´e d’un chemin ge´ode´sique
pour tout couple de sommet de [x, y, z] ayant meˆme image par Θ ◦ Ψ, s’appelle une
foliation de [x, y, z].
Dans la suite on se donne un groupe G hyperbolique, S une famille ge´ne´ratrice
finie et Γ = Γ(G, S) son graphe de Cayley.
Soit γ un chemin (fini ou infini) dans Γ et soient des re´els λ ≥ 1, ε ≥ 0. Nous
dirons que γ est une (λ, ε)-quasige´ode´sique, si pour tout sous-chemin γ′ de γ, si u est
le label de γ′, alors,
lgr(u) ≤ λ|u|+ ε
Un chemin sera dit quasige´ode´sique si c’est une (λ, ε)-quasige´ode´sique, pour λ ≥
1, ε ≥ 0. Nous appelerons quasige´ode´sique (resp. bi-)infinie, ou rayon quasige´ode´sique,
un chemin (resp. bi-)infini qui est une quasige´ode´sique.
Il est possible de de´finir le bord d’un espace hyperbolique ([CDP]). Succinctement
ici, le bord ∂Γ de Γ peut eˆtre vu comme l’ensemble des classes d’e´quivalence de
rayons quasige´ode´siques par la relation rester a` distance de Hausdorff borne´e. On dira
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qu’une suite de sommets (sn)n∈N de Γ converge vers γ ∈ ∂Γ si un chemin constitue´
des ge´ode´siques successives [sn, sn+1] reste a` distance de Hausdorff borne´ d’un rayon
quasige´ode´sique dans la classe de γ. L’action de G sur Γ s’e´tend naturellement a` Γ∪
∂Γ. On peut e´tablir que pour tout couple de points p, q ∈ ∂Γ il existe une ge´ode´sique
bi-infinie (en ge´ne´ral non unique) abusivement note´e [p, q] ayant p, q comme points
limites dans ∂Γ.
Nous ferons un usage exclusif et intensif des faits admis qui suivent ; les deux
premiers constituent le lemme 10.6.5 et le the´ore`me 3.3.1 de [CDP] :
Lemme 1.1. Soit G un groupe hyperbolique ; si g ∈ G est d’ordre infini alors le
chemin bi-infini H =
⋃
n∈Z h
n.[1, h] est une quasige´ode´sique. Il de´finit deux points
limites g− et g+ dans ∂Γ.
Lemme 1.2. Soit G un groupe δ-hyperbolique et des re´els λ ≥ 1, ε ≥ 0. Il existe
une constante calculable k > 0 ne de´pendant que de δ, λ, ε, telle que toute (λ, ε)-
quasige´ode´sique bi-infinie ayant pour points limites h− et h+ dans ∂Γ reste a` distance
de Hausdorff au plus k de toute ge´ode´sique [h−, h+].
Fig. 3. La (λ, ε)-quasi-ge´ode´sique H ; elle admet deux points limites
h−, h+ dans ∂Γ(G, S), et reste a` distance de Hausdorff au plus k de
toute ge´ode´sique [h−, h+], ou` k ne de´pend que de δ, λ, ε.
Soit C ∈ N∗ ; un chemin γ dans Γ sera appele´ une C-ge´ode´sique locale si tout sous-
chemin de γ de longueur au plus C est une ge´ode´sique. Le lemme suivante est une
conse´quence imme´diate du the´ore`me III.1.4 de [CDP] (quasi-ge´ode´site´ locale implique
quasi-ge´ode´site´ globale).
Lemme 1.3. Soit G un groupe muni de la famille ge´ne´ratrice finie S, de fac¸on a` ce
que (G, dS) soit δ-hyperbolique. Il existe des constantes calculables, C > 0, λ ≥ 1,
ε ≥ 0, telles que tout C-ge´ode´sique locale est une (λ, ε)-quasige´ode´sique.
Enfin, nous ferons un usage intensif des solutions aux proble`mes du mot et de la
conjugaison dans un groupe hyperbolique, et en particulier de l’algorithme, dit de
Dehn, de re´duction monotone d’un mot en mot ge´ode´sique (cf. [CDP]).
The´ore`me 1.1. Dans un groupe hyperbolique G :
(i) On dispose d’un algorithme –nomme´ment l’ algorithme de Dehn– qui donne´ un
mot repre´sentant un e´le´ment de G retourne un mot ge´ode´sique repre´sentant le
meˆme e´le´ment de G. En particulier le proble`me du mot est re´soluble dans G.
(ii) Le proble`me de conjugaison est re´soluble dans G.
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2. Proprie´te´ pre´liminaire
Nous commenc¸ons par de´montrer une proprie´te´ des groupes hyperboliques. Elle
nous sera utile tout au long de ce travail.
Proposition 2.1. Soient G un groupe hyperbolique et h ∈ G un e´le´ment d’ordre
infini ; il de´finit h−, h+ ∈ ∂Γ. Le stabilisateur de {h−, h+} contient < h > comme
sous-groupe d’indice fini. Si de plus il existe a ∈ G et p, q ∈ Z, tels que
hq = ahpa−1 dans G
alors p = ±q et si a est d’ordre infini p = q ; < a >G est une extension finie d’un
sous-groupe de < h >G.
De´monstration On se place dans le graphe de Cayley Γ = Γ(G, S), pour S une
famille ge´ne´ratrice finie. On suppose que pour cette famille G est δ-hyperbolique.
Notons [1, h], un chemin ge´ode´sique entre 1 et h, et conside´rons le chemin infini H
de´fini par H =
⋃
n∈Z h
n.[1, h]. Remarquons que les sommets hn sont dans H. Puisque
h est sans torsion, avec le lemme 10.6.5 de [CDP], H est une (λ, ε)-quasige´ode´sique,
avec λ, ε ne de´pendant que de h. Ainsi H admet deux points limites h− et h+, et si
nous notons [h−, h+] une ge´ode´sique de h− a` h+, alors [h−, h+] est dans le K-voisinage
de H, avec K calculable ne de´pendant que de λ, ε et δ (the´ore`me 3.3.1 de [CDP]).
Nous utiliserons le lemme suivant :
Lemme 2.1. Soient G un groupe δ-hyperbolique, et h ∈ G tel que H =
⋃
n∈Z h
n.[1, h]
soit une (λ, ε)-quasige´ode´sique de Γ(G). Il existe une constante calculable K > 0 ne
de´pendant que de δ, λ, ε tel que toute classe a` gauche de Stab(h−, h+) modulo < h >
admet un repre´sentant dans G de longueur au plus K.
De´monstration du lemme 2.1. Soit g ∈ Stab(h−, h+) ; g.H est une (λ, ε)-quasige´ode´sique
ayant h−, h+ comme point limite dans ∂Γ. Comme nous l’avons vu plus haut g.H et
H sont a` distance de Hausdorff au plus 2K(δ, λ, ε), avec K calculable, et donc il existe
un mot g′ de longueur au plus 2K + lgr(h) tel que g = hng′. 
Ce dernier lemme montre que Stab(h−, h+) a un nombre fini de classes a` gauche
modulo < h >, i.e. Stab(h−, h+) contient < h > comme sous-groupe d’indice fini.
Supposons dans la suite qu’il existe a ∈ G comme dans l’e´nonce´. Le calcul montre
que pour tout n ∈ Z,
hq
n
= anhp
n
a−n
Pour n ∈ Z, conside´rons Hn = a
n.H, image de H sous l’action de an ∈ G.
Puisque G agit par isome´trie, pour tout n, Hn est une (λ, ε)-quasige´ode´sique. Puisque
hq
n
= anhp
n
a−n dans G, les quasi-ge´ode´siques H et Hn restent a` une distance borne´e
(de´pendant de p, q, n, |a|, |h|). Avec le corollaire 2.1.3 de [CDP], Hn a alors pour
points limites h− et h+, et avec le the´ore`me 3.3.1 de [CDP], pour tout n, [h−, h+] est
dans le K-voisinage de Hn.
Conside´rons un point x de [h−, h+]. Pour tout n ∈ Z, il existe un chemin de x a` un
point de Hn, de longueur au plus K ; et donc pour tout n, il existe un entier i, et un
chemin de x a` anhi, de longueur au plus K + |h|. Ainsi la boule ferme´e centre´e en x
de rayon K + |h|, contient pour tout entier n, un sommet de la forme anhi, pour un
certain i ∈ Z. Puisque le graphe est localement fini, une boule contient un nombre
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fini de sommets. Ainsi, il existe n,m, i, j, avec n 6= m, tels que anhi = amhj dans G.
Et donc, il existe r ∈ Z∗, s ∈ Z, tels que
ar = hs
Ainsi d’une part < a > est clairement une extension finie de < hs >, et d’autre part
ar et h commutent, et donc,
hp
r
= arhp
r
a−r = hq
r
ce qui, puisque h est d’ordre infini, n’est possible que si p = ±q. De plus
hqs = ahpsa−1 = arp = hps
et donc ps = qs. Si a est d’ordre infini alors s 6= 0 et ne´cessairement p = q. 
Corollaire 2.1. Soit G un groupe hyperbolique et h ∈ G un e´le´ment d’ordre infini. Le
centralisateur et le normalisateur de < h > contiennent < h > comme sous-groupe
d’indice fini.
Corollaire 2.2. Un groupe hyperbolique ne contient pas de groupe de Baumslag-
Solitar comme sous-groupe.
Corollaire 2.3. Dans un groupe hyperbolique un e´le´ment d’ordre infini a une struc-
ture de racines presque triviale. En particulier, un groupe hyperbolique sans torsion
a une structure de racines triviale.
Corollaire 2.4. Soient G un groupe hyperbolique et K un sous-groupe qui n’est pas
de torsion. Le centralisateur ZG(K) de K est virtuellement cyclique. Si ZG(K) est
virtuellement Z alors K est aussi virtuellement Z.
De´monstration. Puisque K n’est pas de torsion il contient un e´le´ment k d’ordre infini.
ZG(K) est contenu dans ZG(k) qui avec le corollaire 2.1 contient < k > comme sous-
groupe d’indice fini. Ainsi ZG(K) est virtuellement cyclique, et infini si et seulement
si ZG(K)∩ < k > 6= {1}. Dans ce dernier cas, il existe p 6= 0 tel que pour tout u ∈ K,
ukpu−1 = kp, et en particulier K ⊂ Stab(k−, k+) ; avec la proposition 2.1, K doit eˆtre
virtuellement cyclique infini. 
Remarquer que K peut eˆtre virtuellement Z sans que ZG(K) le soit (conside´rer
G = K = Z2 ∗ Z2).
Corollaire 2.5. Soit G un groupe hyperbolique qui n’est pas de torsion et Z(G) son
centre. Alors soit :
– G est e´le´mentaire, Z(G) est virtuellement cyclique,
– G n’est pas e´le´mentaire, Z(G) est fini,
– G n’est pas e´le´mentaire et est sans torsion, Z(G) est trivial.
3. Proce´dures de re´duction cyclique
On l’a vu : si h est un e´le´ment sans torsion de G hyperbolique, alors le chemin
bi-infini H =
⋃
n∈Z h
n.[1, h] est une (λ, ε)-quasige´ode´sique. Peut-on, donne´ un mot
sur les ge´ne´rateurs repre´sentant h, de´terminer algorithmiquement les parame`tres λ, ε
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de quasige´ode´site´ de H ? L’approche que nous emploierons sera inverse. Donne´ un
e´le´ment h sans torsion, nous le transformerons en un e´le´ment h′ sans torsion tel que⋃
n∈Z(h
′)n.[1, h′] soit une (λ, ε)-quasige´ode´sique pour λ, ε connus, et tel que h ve´rifie
une proprie´te´ P recherche´e, si et seulement si h′ ve´rifie une proprie´te´ P ′ analogue.
Nous introduirons pour cela la notion de mot C-re´duit.
De´finition. Conside´rons un groupe G hyperbolique pour une famille ge´ne´ratrice
S donne´e. Soit C > 0 une constante. Un mot ω sur S ∪ S−1 sera dit C-re´duit si
lgr(ω) > C et si ω et tous ses conjugue´s cycliques sont des mots ge´ode´siques.
Donne´s les constantes calculables C, λ, ε provenant du lemme 1.3, si ω est un mot
C-re´duit alors le chemin infini W =
⋃
n∈Z ω
n.[1, ω] de Γ(G, S) est une (λ, ε)-quasi-
ge´ode´sique ; en particulier, ω repre´sente un e´le´ment sans torsion de G.
Conside´rons un groupe G, δ-hyperbolique, muni de la famille ge´ne´ratrice finie S.
Fixons durant la fin de cette section, la constante C provenant du lemme 1.3. Nous
de´crivons maintenant la proce´dure permettant donne´ un mot sur S∪S−1 repre´sentant
un e´le´ment h sans torsion de G, de lui associer un mot C-re´duit repre´sentant un
conjugue´ d’une puissance de h.
Proce´dure de C-re´duction : Donne´ un mot ω sur S∪S−1 repre´sentant un e´le´ment
non trivial h ∈ G, la proce´dure de C-re´duction retourne, de`s-lors que h est d’ordre
infini, un 3-uplet (h1, u, n) ∈ S
∗×S∗×N tel que h1 est un mot C-re´duit et h1 = uh
nu−1
dans G.
Initialement on applique l’e´tape 1 au 3-uplet (ω, 1, 1) ∈ (S∗, S∗,N).
Etape 1 : Donne´ (ω, u, n) on applique d’abord l’algorithme de Dehn pour transformer
ω en un mot ge´ode´sique. Un conjugue´ cyclique de ω peut ne pas eˆtre ge´ode´sique ; par
exemple ω ≡ ωaωb et il existe un mot ge´ode´sique ω1, tel que
ωb ωa = ω1 dans G
et
lgr(ω1) < lgr(ωb ωa) = lgr(ωb) + lgr(ωa) = lgr(ω)
On applique l’algorithme de Dehn a` tous les conjugue´s cycliques de ω pour en de´cider
et le cas e´che´ant de´terminer ω1 comme ci-dessus ; il repre´sente dans G le conjugue´
de ω par ω−1a . On applique la meˆme proce´dure a` ω1, pour obtenir e´ventuellement
ω2, et ainsi de suite. Puisque la longueur des mots diminue strictement, la proce´dure
s’arreˆte, et on obtient un mot ω0 non vide, et un mot v, tels que tous les conjugue´s
cycliques de ω0 soient ge´ode´siques, et tels que ω0 = vωv
−1 dans G. Si ω0 est de
longueur au moins C, la proce´dure s’arreˆte et retourne (ω0, vu, n), sinon on applique
l’e´tape 2 a` (w0, vu, n).
Etape 2 : Donne´ (ω, u, n0) ou` ω est un mot de longueur infe´rieure a` C, on conside`re
les puissances successives de ω et on applique l’algorithme de Dehn pour les transfor-
mer en mots ge´ode´siques jusqu’a` trouver un entier n tel que dans G, |wn| ≥ C. Si h
est d’ordre infini la proce´dure s’arreˆte (car la boule de rayon C contient un nombre
fini d’e´le´ments) et on applique alors l’e´tape 1 a` (ωn, u, nn0) ; sinon on finit par trouver
n tel que ωn = 1 dans G.
Dans le cas ou` nous traiterons avec deux e´le´ments h, h′, nous aurons besoin de
raffiner la proce´dure de C-re´duction.
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Proce´dure de C-re´ductions jumele´es : Donne´s deux mots h, h′ repre´sentant des
e´le´ments d’ordre infini de G, la proce´dure retourne deux mots C-re´duits h1, h
′
1,
u, u′ ∈ G et un entier n ∈ N∗ tels que h1 et h
′
1 soient conjugue´s respectivement
a` hn par u et a` h′n par u′. Pour cela` on adapte la proce´dure de C-re´duction de fac¸on
a` l’appliquer a` deux 3-uplets (h, u, n) et (h′, u′, n′) de S∗×S∗×N simultane´ment, de
la fac¸on suivante :
On se donne initialement les deux 3-uplets (h, 1, 1) et (h′, 1, 1) de S∗ × S∗ × N, aux-
quels on applique l’e´tape 1.
Etape 1 : Il s’agit de l’e´tape 1 de l’algorithme de C-re´duction applique´ en paralle`le
a` deux 3-uplets (h, u, n) et (h′, u′, n′). A la fin de cette e´tape, on retourne un re´sultat
seulement si l’on obtient des repre´sentants C-re´duits des classes de conjugaison et de
h et de h′ et sinon on passe a` l’e´tape 2.
Etape 2 : C’est l’e´tape 2 de l’algorithme de C-re´duction applique´ simultane´ment
aux deux 3-uplets (h, u, n) et (h′, u′, n′), et ce jusqu’a` de´terminer un N ∈ N∗, tel que
a` la fois |hN | ≥ C et |h′N | ≥ C ; on passe alors a` l’e´tape 1.
Le meˆme argument que dans de le cas de la C-re´duction montre que la proce´dure
s’arreˆte.
4. Les algorithmes
Maintenant que nous avons de´fini les notions d’e´le´ment C-re´duit et de proce´dure
de C-re´duction nous allons apporter des solutions a` divers proble`mes algorithmiques
dans les groupes hyperboliques. Nous utiliserons de fac¸on syste´matique les solutions
aux proble`mes du mot et de la conjugaison. Nous conside´rons dans la suite un groupe
G muni d’une famille ge´ne´ratrice finie S avec (G, dS) δ-hyperbolique et nous fixons
les constantes C, λ, ε, provenant du lemme 1.3.
4.1. De´terminer la torsion. Comme conse´quence directe du paragraphe pre´ce´dent,
on obtient :
The´ore`me 4.1 (De´terminer la torsion). Un groupe hyperbolique G contient un
nombre fini de classes de conjugaison d’e´le´ments de torsion.
Donne´ un mot sur les ge´ne´rateurs on peut de´cider algorithmiquement s’il repre´sente
ou non un e´le´ment de torsion de G.
On peut algorithmiquement se donner un repre´sentant de chaque classe de conju-
gaison d’e´le´ment de torsion.
De´monstration. Pour de´cider si un mot repre´sente un e´le´ment de torsion il suffit de
lui appliquer la proce´dure de C-re´duction. On finira par trouver soit un conjugue´
C-re´duit (et donc d’ordre infini) soit son ordre (fini).
Tout e´le´ment de torsion a un conjugue´ dans la boule centre´e en 1 de rayon C.
Cette dernie`re ne contient qu’un nombre fini d’e´le´ments. Ainsi d’une part G contient
un nombre fini de classes de conjugaison d’e´le´ments de torsion, et d’autre part, en
de´cidant pour chaque e´le´ment de B(1, C) s’il est d’ordre infini on de´termine un
repre´sentant pour chaque classe de conjugaison d’e´le´ments de torsion. 
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4.2. Sous-groupes cycliques et proble`me du mot ge´ne´ralise´.
Lemme 4.1. Soit G un groupe δ-hyperbolique, muni de la famille ge´ne´ratrice finie,
S. Soient δ ≥ 1, ε ≥ 0, et C comme dans le lemme 1.3. Soient h et ω deux mots sur
S, C-re´duits. Si ω est conjugue´ dans G a` hn, alors il existe une constante calculable
L = L(δ, ε, λ, |ω|, |h|), tel que n ≤ L.
De´monstration On se place dans le graphe de Cayley. On note [1, h] le chemin
ge´ode´sique de label h, et H le chemin bi-infini :
H =
⋃
n∈Z
hn.[1, h]
Puisque h est C-re´duit, avec le lemme 1.3, H est une (λ, ε)-quasige´ode´sique de
Γ(G, S). Avec le the´ore`me III.3.1 de [CDP], (the´ore`me de stabilite´ des quasi-ge´ode´siques
de longueur infinie), H a exactement deux points d’accumulation, h− et h+ dans
∂Γ(G, S), et il existe une constante calculable k, ne de´pendant que de δ, λ, ε, telle
que H est dans un k-voisinage de toute ge´ode´sique joignant h− a` h+, et inversement,
toute ge´ode´sique joignant h− a` h+ est dans le k-voisinage de H .
Notons [1, ω], le chemin ge´ode´sique de label ω. Supposons que hn = uωu−1 dans G.
Puisque ω est C-re´duit, et que G agit par isome´trie sur Γ(G, S), le chemin bi-infini,
W = u.(
⋃
n∈Z
ωn.[1, ω])
est une (λ, ε)-quasi-ge´ode´sique, et a donc deux points d’accumulation dans ∂Γ(G, S).
Maintenant, puisque hn = uωu−1, H et W restent a` distance de Hausdorff borne´e.
Avec le corollaire II.1.3 de [CDP],W a donc h− et h+ comme points d’accumulation.
Conside´rons maintenant, [h−, h+], une ge´ode´sique reliant h− et h+. Avec ce qui
pre´ce`de, H est dans le k-voisinage de [h−, h+] qui est elle-meˆme dans le k-voisinage
de W . Ainsi il existe un chemin reliant 1 a` un point de W, de longueur infe´rieure a`
Fig. 4
2k (cf. figure 4). Notons v le label de ce chemin. Alors, il existe p ∈ Z, tel que dans
G,
v = uωpωi
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ou` ωi est un sous-mot initial de ω, i.e. ω ≡ ωi.ωt. Ainsi, u = vω
−1
i ω
−p, et puisque
hn = uωu−1,
hn = vω−1i ω
pωω−pωiv
−1
= (vω−1i )ω(vω
−1
i )
−1
= v′ωv′
−1
On obtient donc un e´le´ment v′ = vω−1i de longueur majore´e par 2k + |w|, qui
conjugue ω en hn. Maintenant, puisque H est une (λ, ε)-quasi-ge´ode´sique,
lgr(hn) ≤ λ|hn|+ ε
nlgr(h) ≤ λ(4k + 3|ω|) + ε
n ≤
1
lgr(h)
(λ(4k + 3|ω|) + ε)
et ainsi, n est majore´ par une constante L, ne de´pendant que de δ, λ, ε, |ω|, |h|. 
The´ore`me 4.2 (Proble`me du mot ge´ne´ralise´ a` conjugaison pre`s de Z dans G). Soit
G un groupe hyperbolique, et h ∈ G un e´le´ment d’ordre infini. Donne´ un e´le´ment
ω ∈ G, on peut de´cider si ω est conjugue´ dans G a` un e´le´ment de < h >. De plus, si
c’est le cas, ω est conjugue´ a` au plus deux e´le´ments (resp. un e´le´ment si G est sans
torsion) de < h >.
De´monstration. On conside`re une famille ge´ne´ratrice S pour laquelle (G, dS) soit δ-
hyperbolique. On suppose h et ω donne´s par des mots sur S. On fixe λ ≥ 1 et ε ≥ 0,
et C donne´s par le lemme 1.3. Si les mots h et ω sont C-re´duits, alors le lemme
4.1 nous donne une borne calculable L, ne de´pendant que de δ, λ, ε, |ω|, |h|, telle que
si ω est conjugue´ a` hn, pour n ∈ Z, alors |n| ≤ L. On utilise ensuite l’algorithme
de la conjugaison pour de´cider si ω est conjugue´ a` hp, pour tout entier p ve´rifiant
−L ≤ p ≤ L. On de´termine ainsi tous les e´le´ments p ∈ Z, tels que ω soit conjugue´ a`
hp (avec la proposition 2.1, il y en a au plus deux, un seul si G n’a pas de torsion).
Si h ou ω ne sont pas C-re´duits, alors on leur applique la proce´dure de C-re´duction
jumele´e, d’une part, et d’autre part, on utilise l’algorithme du mot pour tester si une
puissance de ω repre´sente l’identite´ de G. Si ω est de torsion, cet algorithme finit
par le de´terminer, et ω ne peut de´finitivement pas eˆtre conjugue´ a` une puissance non
triviale de h. Sinon, on finit par obtenir les mots h1, ω1 C-re´duits, conjugue´s respectifs
de hN et ωN pour un certain N .
Si ω est conjugue´ a` hn, alors ω1 est conjugue´ a` h
n
1 . En utilisant le lemme 4.1, on
de´termine au plus deux e´le´ments n ∈ Z tel que ω1 soit conjugue´ a` h
n
1 . Il suffit pour
conclure d’utiliser l’algorithme de la conjugaison, pour de´cider si ω est conjugue´ a` hn
pour un tel n. 
The´ore`me 4.3 (Proble`me du mot ge´ne´ralise´ de Z dans G). Soient G un
groupe hyperbolique, et h ∈ G un e´le´ment d’ordre infini. Donne´ ω ∈ G on peut
de´cider si ω ∈< h >.
De´monstration. Appliquer l’algorithme du mot, pour de´cider si ω est e´gal a` un des
e´le´ments de < h > qui lui sont conjugue´s, fournis par l’algorithme du the´ore`me 4.2.

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The´ore`me 4.4 (Proble`me du mot ge´ne´ralise´ d’un sous-groupe virtuellement Z). Soit
G un groupe hyperbolique et H un sous-groupe virtuellement Z de G. Le proble`me du
mot ge´ne´ralise´ de H dans G est re´soluble.
De´monstration. Supposons que H = H0 ∪ h1H0 ∪ · · · ∪ hnH0 avec H0 cyclique infini ;
pour de´cider si ω ∈ H il suffit de de´cider avec l’algorithme du the´ore`me 4.3 si ω, ou
h−11 ω, ..., ou h
−1
n ω est dans H0. 
4.3. Malnormalite´ de sous-groupes cycliques infinis.
Lemme 4.2. Soit G un groupe δ-hyperbolique, muni d’une famille ge´ne´ratrice finie
S. Soient λ ≥ 1, ε ≥ 0, et C la constante dont l’existence provient du lemme 1.3.
Soient h1 et h2 des mots sur S, C-re´duits, et u et v des e´le´ments de G.
Supposons qu’il existe n1, n2 ∈ Z tels que u = h
n1
1 vh
n2
2 dans G. Alors il existe une
constante calculable K > 0, ne de´pendant que de δ, λ, ε, |u|, |v|, |h1|, |h2| et du cardinal
de S, et deux entiers m1, m2 avec |m1| < K ,|m2| < K, tels que u = h
m1
1 vh
m2
2 dans
G.
De´monstration. On se place dans le graphe de Cayley Γ(G, S), et on suppose que
u = hn11 vh
n2
2 . Notons [1, h1], et [1, h2] les chemins ge´ode´siques de labels respectifs
h1, h2. On note
H1 = [1, h1] ∪ h1.[1, h1] ∪ · · · ∪ h
n1−1
1 .[1, h1]
H2 = [1, h
−1
2 ] ∪ h
−1
2 .[1, h
−1
2 ] ∪ · · · ∪ h
1−n2
2 .[1, h
−1
2 ]
Puisque h1 et h2 sont des mots C-re´duits, avec le lemme 1.3, ce sont des chemins
(λ, ε)-quasige´ode´siques de longueur finie. Puisque G agit par isome´trie sur Γ(G, S),
le chemin u.H1 est aussi une (λ, ε)-quasi-ge´ode´sique.
Fig. 5
Avec le the´ore`me de stabilite´ des quasi-ge´ode´siques de longueur finie (the´ore`me
III.1.3 de [CDP], il existe une constante calculable k ne de´pendant que de δ, λ, ε, telle
que u.H1, est dans le k-voisinage de toute ge´ode´sique joignant u a` uh
n1
1 .
Conside´rons un quadrilate`re ge´ode´sique Q, de sommets 1, u, uhn11 , h
−n2
2 . Soit 0 ≤
n ≤ n1, et notons Hn le point uhn1 . Il existe un chemin de Hn a` la ge´ode´sique
[u, uhn11 ]. Appelons H
1
n son extre´mite´. En conside´rant une ge´ode´sique de 1 a` uh
n1
1 ,
puis une foliation des deux triangles ge´ode´siques obtenus a` partir de Q et de cette
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ge´ode´sique, on peut construire un chemin reliant H1n a` [1, h
−n2
2 ], de longueur infe´rieure
a` k1 = 3δ+max{|u|, |v|}. Appelons H
2
n son extre´mite´. Puisque H2 est une (λ, ε)-quasi-
ge´ode´sique, avec le the´ore`me de stabilite´ des quasi-ge´ode´siques de longueur finie, il
existe un chemin de H2n a` H2, de longueur infe´rieure a` k. Ainsi, on peut trouver
0 ≤ m ≤ n2, et un chemin de H
2
n a` h
−m
2 , de longueur infe´rieure a` k + |h2|. Et
finalement, pour tout n, 0 ≤ n ≤ n1, On peut trouver un chemin de Hn a` h
−m
2 de
longueur majore´e par K1 = 2k + 3δ +max{|u|, |v|}+ |h2| (cf. figure 5).
Il existe au plus card(S)K1 e´le´ments de G pouvant s’e´crire en un mot de longueur
au plus K. Supposons que n1 > card(S)
K1. Alors il existe c ∈ G, 0 < r < n1, et s ∈ Z
tels que hr1 = ch
s
2c
−1 dans G. Ainsi u = hn1−r1 vh
n2+s
2 , avec n1 − r < n1 (cf. figure 6).
Ainsi on peut trouver m1, m2, avec m1 ≤ card(S)
K1, tels que u = hm11 vh
m2
2 .
Il ne reste plus qu’a` majorer m2 (on ne peut pas utiliser un argument par syme´trie,
car lorsque n1 diminue n2 peut augmenter, et re´ciproquement). Le chemin [1, h
−1
2 ] ∪
· · · ∪ h1−n22 [1, h
−1
2 ] est une (λ, ε)-quasi-ge´ode´sique, ainsi,
lgr(hm22 ) ≤ λ|h
−m2
2 |+ ε
m2|h2| ≤ λ(|u|+ |v|+m1|h1|) + ε
m2 ≤
1
|h2|
(λ(|u|+ |v|+m1|h1|) + ε)
Fig. 6
Ainsi m2 est majore´ par une constante K2 ne de´pendant que de δ, λ, ε, |u|, |v|,|h1|,
et |h2|. Maintenant on pose K = max{card(S)
K1, K2}. 
The´ore`me 4.5. Soit G un groupe hyperbolique et soient h1 et h2 des e´le´ments de
G d’ordre infini. Donne´s u, v ∈ G, on peut de´cider si il existe n1, n2 ∈ Z tels que
u = hn11 vh
n2
2 , et le cas e´che´ant donner un tel couple (n1, n2)
De´monstration.On se donne une famille ge´ne´ratrice S telle que (G, dS) soit δ-hyperbolique
ainsi que λ ≥ 1, ε ≥ 0, et C comme dans le lemme 1.3. On se donne h1, h2, u, v par
des mots sur S. Si h1 et h2 sont C-re´duits, le lemme 4.2 nous donne une constante cal-
culable K, et on peut alors utiliser l’algorithme du mot pour de´terminer, si il existe,
deux entiers m1, m2, avec |m1| < K, |m2| < K, tels que u = h
m1
1 vh
m2
2 .
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Si h1 ou h2 n’est pas C-re´duit, on applique le proce´de´ de C-re´duction jumele´e a`
h1 et h2. On obtient des mots H1, H2, C-re´duits, les mots a1, a2, et N ∈ N, tels que
H1 = a1h
N
1 a
−1
1 et H2 = a2h
N
2 a
−1
2 dans G. Alors, n1 = q1N + r1 et n2 = q2N + r2, pour
q1, q2 ∈ Z, et r1, r2 ∈ {0, . . . , N − 1}, et
u = hn11 vh
n2
2
= hq1N+r11 vh
q2N+r2
2
⇔ uh−r22 = (h
N
1 )
q1hr11 v(h
N
2 )
q2
⇔ a1uh
−r2
2 a
−1
2 = a1(h
N
1 )
q1a−11 a1h
r1
1 va
−1
2 a2(h
N
2 )
q2a−12
⇔ a1uh
−r2
2 a
−1
2 = H1
q1(a1h
r1
1 va
−1
2 )H2
q2
Pour 0 ≤ i < N , on pose
Ui = a1uh
−i
2 a
−1
2
Vi = a1h
i
1va
−1
2
Ainsi il existe n1, n2 ∈ Z∗, tels que u = h
n1
1 vh
n2
2 , si et seulement si il existe q1, q2 ∈ Z,
et i, j ∈ {0, . . . , N − 1} tels que Ui = h
′
1
q1Vjh
′
2
q2 , ce dont on peut de´cider puisque
{0, . . . , N − 1} est fini, et que H1, H2 sont C-re´duits. 
Lemme 4.3. Soit G un groupe δ-hyperbolique muni d’une famille ge´ne´ratrice S.
Soient δ, ε et C comme dans le lemme 1.3, et soient h1, h2 des mots sur S, C-re´duits.
Si un e´le´ment non trivial de < h1 > est conjugue´ dans G a` un e´le´ment de < h2 >,
alors il existe une constante L = L(δ, ε, λ, |h1|, |h2|), et n1, n2 ∈ Z∗ tels que |n1| ≤ L,
|n2| ≤ L, et h
n1
1 est conjugue´ a` h
n2
2 .
De´monstration. Supposons qu’il existe u ∈ G, qui conjugue hp11 en h
p2
2 . Notons [1, h1]
et [1, h2] les chemins ge´ode´siques de labels respectifs h1, h2. Avec le lemme 1.3, puisque
h1, h2 sont C-re´duits, les chemins bi-infinis de Γ(G, S), H1 =
⋃
n∈Z h
n
1 .[1, h1], et H2 =⋃
n∈Z h
n
2 .[1, h2] sont des (λ, ε)-quasi-ge´ode´siques. Puisque u conjugue h
p1
1 en h
p2
2 , H1
et H2 sont a` distance de Hausdorff borne´e, et donc avec le the´ore`me III.3.1, et le
corollaire II.1.3 de [CDP], elles ont meˆme points d’accumulation dans le bord du
graphe de Cayley, h− et h+. Avec le the´ore`me III.3.1 de [CDP] elles sont dans un 2k-
voisinage l’une de l’autre, ou` k ne de´pend que de δ, λ, ε. De la meˆme fac¸on que dans
la de´monstration du lemme 4.1, on peut alors trouver un e´le´ment v ∈ G de longueur
infe´rieure a` 2k + |h1| + |h2|, qui conjugue h
p1
1 en h
p2
2 . En appliquant le lemme 4.2 il
existe donc une constante L = L(δ, ε, λ, |h1|, |h2|), et n1, n2 ∈ Z tels que |n1| ≤ L,
|n2| ≤ L, et h
n1
1 est conjugue´ a` h
n2
2 . 
The´ore`me 4.6 (Malnormalite´ d’un sous-groupe cyclique infini). Soient G un groupe
hyperbolique et h un e´le´ment d’ordre infini de G. Il existe un algorithme permettant de
de´cider s’il existe un e´le´ment de G− < h > qui conjugue deux e´le´ments non triviaux
de < h >. En particulier on peut de´cider si < h > est malnormal dans G.
De´monstration. Commenc¸ons par remarquer, bien que cela ne soit pas ne´cessaire,
qu’avec la proposition 2.1, si a conjugue hp en hq, alors ne´cessairement p = ±q et
ar = hs.
Supposons tout d’abord que h soit C-re´duit. Avec le lemme 4.3, on peut prendre
0 < p ≤ L ou` L est un entier calculable ne de´pendant que de δ, λ, ε, |h|. Reprenons la
de´monstration du lemme 4.1. Si u conjugue hp en hq, alors il existe v′ qui conjugue
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hp en hq ve´rifiant en outre |v′| ≤ 2k + |h| (ou` k ne de´pend que de δ, λ, ε). De plus,
u = v′ht, et ainsi, u ∈< h > ⇐⇒ v′ ∈< h >. Ainsi il suffit d’utiliser l’algorithme
du mot pour de´cider si hp = uhqu−1, pour 0 < p ≤ L, p = ±q, et |u| ≤ 2k + |h|, et
l’algorithme du the´ore`me 4.3 pour de´cider si u ∈< h >, pour conclure.
Si h n’est pas C-re´duit, on le re´duit en un e´le´ment C-re´duit h′ = ahna−1. Il est aise´
de ve´rifier que s’il existe un e´le´ment hors de < h >, qui conjugue deux e´le´ments non
triviaux de < h >, alors il existe un e´le´ment hors de < aha−1 >⊃< h′ > (de longueur
borne´e), qui conjugue deux e´le´ments non triviaux de < h′ >. Re´ciproquement, s’il
existe un e´le´ment ω hors de < h′ > qui conjugue deux e´le´ments non triviaux de
< h′ >, alors soit ω ∈< aha−1 >, soit il existe un e´le´ment hors de < h > conjuguant
deux e´le´ments non triviaux de < h >. Ainsi il suffit pour en de´cider de combiner
l’algorithme du the´ore`me 4.3, a` une re´solution pour h′. 
The´ore`me 4.7 (Malnormalite´ d’un famille finie de sous-groupe cycliques infinis).
Soit G un groupe hyperbolique, et h1, h2 ∈ G des e´le´ments d’ordre infini. On peut
de´cider si il existe un e´le´ment non trivial de < h1 > conjugue´ a` un e´le´ment de
< h2 >. En particulier, donne´e une famille finie de sous-groupes cycliques infinis de
G, on peut de´cider si cette famille est malnormale dans G.
De´monstration. On se donne λ ≥ 1, ε ≥ 0, et C comme dans le lemme 1.3.
Si h1 et h2 sont des mots C-re´duits, le lemme 4.3 donne une constante calculable
L, telle que si un e´le´ment non trivial de < h1 > est conjugue´ a` un e´le´ment de h2, il
existe n1, n2 ∈ Z∗, tels que |n1| < L, |n2| < L, et h
n1 est conjugue´ a` hn2 . On peut
alors utiliser l’algorithme de la conjugaison pour de´cider si c’est ou non le cas.
Si h1 ou h2 n’est pas C-re´duit. On applique le proce´de´ de C-re´duction jumele´e,
pour obtenir les mots C-re´duits H1, H2, conjugue´s respectifs de h
N
1 et h
N
2 pour un
certain N . Clairement, un e´le´ment non trivial de < h1 > est conjugue´ a` un e´le´ment
de < h2 > si et seulement si un e´le´ment non trivial de < H1 > est conjugue´ a` un
e´le´ment de < H2 >. On peut donc conclure. 
4.4. Centre, racines, normalisateur et centralisateur.
The´ore`me 4.8 (Centralisateur et normalisateur d’un sous-groupe cyclique infini).
Soient G un groupe hyperbolique et h ∈ G un e´le´ment d’ordre infini. On peut algorith-
miquement de´terminer le centralisateur ZG(h) et le normalisateur NG(h) de < h >.
Plus pre´cisemment, ils contiennent tous deux < h > comme sous-groupe d’indice fini
et l’on peut algorithmiquement de´terminer des repre´sentants de leurs classes a` gauche
modulo < h >.
De´monstration. Dans la suite on note indiffe´remment Λ(h) pour le centralisateur et
le normalisateur de < h >, l’argument e´tant identique dans les deux cas en prenant
soin de noter e = 1 lorsque Λ(h) = ZG(h) et e = ±1 lorsque Λ(h) = NG(h). On
se donne une famille ge´ne´ratrice de G pour laquelle G est δ-hyperbolique, δ et les
constantes C, λ, et ε provenant du lemme 1.3.
a) Si h est C-re´duit. Clairement < h >⊂ Λ(h) ⊂ Stab(h−, h+) ; avec le lemme
2.1 il existe une constante calculable k = k(δ, λ, ε) tel que toute classe a` gauche de
Stab(h−, h+) mod < h > a un repre´sentant dans Stab(h−, h+) de longueur au plus
k. On utilise l’algorithme du mot pour de´cider si uhu−1he = 1 pour chaque u ∈ G
dans la boule de rayon k. Cela` permet de de´terminer u1, . . . , up ∈ G qui avec h
SOLUTIONS A` DIVERS PROBLE`MES DE DE´CISION DANS UN GROUPE HYPERBOLIQUE 15
forment une famille ge´ne´ratrice de Λ(h). En utilisant une solution au proble`me du
mot ge´ne´ralise´ de < h > (the´ore`me 4.3) on de´termine une famille 1, u1, . . . , uq de
repre´sentants des classes a` gauche de Λ(h) mod < h >.
b) Si h n’est pas C-re´duit on applique la proce´dure de C-re´duction pour obtenir
h1 C-re´duit, n ∈ N
∗, et a ∈ G tels que h1 = ah
na−1. On de´termine Λ(h1) avec a) puis
Λ(hn) = a−1Λ(h1)a. Cela` fournit des repre´sentants 1, v1, . . . , vr des classes a` gauche
de Λ(hn) mod < hn >, et on en de´duit avec le the´ore`me 4.3 des repre´sentants
1, v1, . . . , vs des classes a` gauche de Λ(h
n) mod < h >. Puisque < h >⊂ Λ(h) ⊂
Λ(hn) il suffit de de´cider avec l’algorithme du mot pour i = 1, . . . , s si vihvih
e = 1
pour obtenir les repre´sentants 1, v1, . . . , vt de Λ(h) mod < h >. 
The´ore`me 4.9 (Racines d’un e´le´ment d’ordre infini). Soit G un groupe hyperbolique
et h ∈ G un e´le´ment d’ordre infini. On peut algorithmiquement de´terminer toutes les
racines de h (leur nombre est fini, majore´ par l’indice de < h > dans Z(h)).
De´monstration. Toutes les racines de h sont contenues dans Z(h). On de´termine des
repre´sentants 1, a1, . . . , ar des classes a` gauche de Z(h) mod < h > avec l’algorithme
du the´ore`me pre´ce´dent. Pour tout i = 1, . . . , r il existe pi ∈ N
∗ tel que ani ∈< h > si
et seulement si pi divise n ; posons a
pi
i = h
qi. Soit ri = h
xiai ∈ Z(h) ; r
n
i ∈< h > si et
seulement si pi divise n.
rpii = (h
xiai)
pi = hpixi+qi
Ainsi ri est une racine de h si et seulement si pixi+qi = 1 c’est a` dire si et seulement si
xi = (1−qi)/pi. Ainsi pour chaque i = 1, . . . , r, h admet une racine ri si et seulement
si pi divise 1−qi. On utilise les algorithmes des the´ore`mes 4.1 et 4.3 avec l’algorithme
du mot pour de´terminer chacun des pi et qi. Cela` permet de de´terminer toutes les
racines de h. 
The´ore`me 4.10 (Maximalite´ d’un sous-groupe cyclique infini). Soient G un groupe
hyperbolique et H un sous-groupe cyclique infini de G. On peut de´cider si H est
maximal dans G.
De´monstration. On se donne un e´le´ment arbitraire de H que l’on choisit non trivial a`
l’aide de l’algorithme du mot. Il suffit d’appliquer l’algorithme du the´ore`me 4.9 pour
de´terminer toutes ses racines puis pour chacune d’entre-elles l’algorithme de 4.3 pour
de´cider si elle est dans H . 
The´ore`me 4.11 (Centralisateur d’un sous-groupe de type fini qui n’est pas de tor-
sion). Soit G un groupe hyperbolique et K un sous-groupe de type fini qui n’est pas de
torsion. On peut algorithmiquement de´terminer le centralisateur ZG(K) de K dans
G.
De´monstration. Soient k1, . . . , kn des ge´ne´rateurs de K et k ∈ K un e´le´ment d’ordre
infini. Clairement ZG(K) ⊂ ZG(k). On utilise l’algorithme du the´ore`me 4.8 pour
de´terminer des repre´sentants 1, a1, . . . , ar de ZG(k) mod < k >. On utilise l’algo-
rithme du the´ore`me 4.5 pour de´terminer pour chaque i = 1, . . . , r tous les entiers n
tels que aik
na−1i = k
n ; cela` permet de de´terminer ZG(K)∩ < k >.
Si ZG(K)∩ < k >= {1} alors ZG(K) est fini. Chaque classe de ZG(k) mod < k >
contient au plus un e´le´ment de torsion que l’on de´termine aise´ment en trouvant pour
chaque ai les entiers pi et qi de´finis comme dans la preuve du the´ore`me 4.9. Il ne
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reste alors qu’a` utiliser l’algorithme du mot pour de´cider pour chacun d’entre eux s’il
commute avec les ge´ne´rateurs de K.
Si ZG(K)∩ < K >=< k
n > ; on de´duit de a1, . . . , ar des repre´sentants 1, b1, . . . , bs
des classes a` gauche de ZG(k) mod < k
n >. Etre dans ZG(K) ne de´pend pas du
repre´sentant mod < kn > conside´re´. Pour chaque bi on de´cide avec l’algorithme
du mot s’il commute avec les ge´ne´rateurs de K ce qui permet de de´terminer les
repre´sentants 1, b1, . . . , bt des classes a` gauche de ZG(K) mod < k
n >. 
Corollaire 4.1 (De´terminer le centre). Soit G un groupe hyperbolique qui n’est pas
de torsion. On peut algorithmiquement de´terminer le centre de G.
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