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ABSTRACT 
Suppose a s i g n a l  f drawn from a known c l a s s  of s i g n a l s  i s  subject. 
T h i s  t o  a f i n i t e  set o f  l i n e a r  f u n c t i o n a l s ,  o r  g e n e r a l i z e d  "samples". 
paper  s t u d i e s  t h e  problem o f  e s t i m a t i o n  of t h e  sampled s i g n a l  through 
l i n e a r  r e c o n s t r u c t i o n s  based on t h e s e  measurements. The e x t e n t  t o  which 
a sampling scheme can de termine  members of a given s i g n a l  c l a s s  i s  mea- 
sured  by t h e  wors t - case  .E2 e r r o r  i n  r e c o n s t r u c t i n g  t h e  s i g n a l s  from 
t h e i r  samples. 
used. 
e f f i c i e n t  r e c o n s t r u c t i o n  a lgo r i thms ,  
spaces  f o r  f u n c t i o n  c l a s s e s  o r i g i n a t e d  by A,N,Kolmogoroff. The opt imal  
r e c o n s t r u c t i o n  need n o t ,  i n  gene ra l ,  l i e  i n  t h e  sampling space.  Of it- 
s e l f , . p r o j e c t i o n  on to  a subspace @n l o s e s  a l l  in format ion  about  t h e  s i g -  
n a l  or thogonal  t o  6,; and a best: e s t i m a t e  o f  t h e  o r i g i n a l  s i g n a l  i s  i t s  
p r o j e c t i o n ,  which of cour se  i s  r e s t r i c t e d  t o  t h e  sampling subspace. A 
knowledge of t h e  s i g n a l - c l a s s  of which f i s  a member s u p p l i e s  some in -  
fonna t ion  l o s t  by t h e  p r o j e c t i o n  ope ra t ion .  
n iques ,  based on ex t remal  subspaces,  a r e  developed. 
p re sen ted  and compared wi th  r e c o n s t r u c t i o n  i n  t h e  sampling subspace. 
resu l t s  a r c  a p p l i e d  t o  a much-studied c l a s s ,  t h e  c l a s s  of time-concen- 
t r a t e d ,  bandlinii ted s i g n a l s .  The measurement p rocess  i s  h e r e  assumed t o  
be the "convenicnt" one of Nyquist r a t e  time-sampling. For t h i s  prob- 
l e m ,  p l o t s  of t h e  e r r o r  bounds and of s e v e r a l  test  f u n c t i o n s  and t h e i r  
r e c o n s t r u c t i o n  a r e  p re sen ted ,  both f o r  t h e  proposed a lgo r i thms ,  and f o r  
convent iona l  " c a r d i n a l  sampling theorem" r e c o n s t r u c t i o n .  
T h i s  o f  cour se  depends on t h e  r e c o n s t r u c t i o n  t echn ique  
Desire t o  make t h i s  e r r o r  approach t h e  minimum l e a d s  u s  t o  seek  
T h i s  s tudy  makes u s e  o f  t h e  theo ry  o f  n-widths and ex t remal  sub- 
Two r e c o n s t r u c t i o n  tech-  
E r r o r  bounds a r e  
F i n a l l y ,  t o  provide  a conc re t e  example of t h i s  gene ra l  t heo ry ,  t h e  
I. INTRODUCTION 
We c o n s i d e r  t h e  e s t i m s t i o n  of a s i g n a l  of a known c l a s s  through 
l i n e a r  r e c o n s t r u c t i o n s  from a f i n i t e  se t  of l i n e a r  measurements. A l -  
though Nyquist  r a t e  o r  f a s t e r  time sampling of bandl imi ted  f u n c t i o n s  i s  
by f a r  t h e  most common measurement p rocess ,  we s h a l l  g e n e r a l i z e  ou r  
model somewhat, i n c l u d i n g  t h i s  a s  a s p e c i a l  case.  We w i l l  c o n s i d e r  a s  a 
measurement ( o r  g e n e r a l i z e d  "sample") b .  any bounded l i n e a r  f u n c t i o n a l  
on t h e  s i g n a l .  By t h e  Reisz  Representa$ion theorem such a sample may be  
cons ide red  a n  i n n e r  product  of t h e  s i g n a l  w i t h  a n  a p p r o p r i a t e  f u n c t i o n  
of cpj o f  L2, which w e  w i l l  c a l l  a sampling func t ion .  Measurement i s  
t h u s  p r o j e c t i o n  on to  a subspace,  c a l l e d  t h e  sampling subspace,  which 
s p e c i f i e s  completely t h e  measurement process .  We may t h e r e f o r e  c o n s i d e r  
t h e  samples t o  b e  t h e  c p o r d i n a t e s  o f  t h e  s i g n a l  i n  t h e  sampling subspace, 
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and may wi thou t  l o s s  o f  g e n e r a l i t y  res t r ic t  t h e  sampling l u n c t i o n s  t o  be  
orthonormal.  
Our o b j e c t i v e  i s  t o  u s e  a given f i n i t e  se t  of samples t o  form a n  
e s t i m a t e  of t h e  measured s i g n a l  , w i t h  t h e  g r e a t e s t  p o s s i 6 l e  accuracy.  
We mean by " g r e a t e s t  p o s s i b l e  accuracy" t h e  minimizat ion of  t h e  worst  
p o s s i b l e  e r r o r  of  t h e  e s t i m a t o r ,  w i t h  t h e  e r r o r  measured by a n  
However, if a l l  t h a t  is  knobm about t h e  s i g n a l  i s  t h e  sample v e c t o r ,  t h e  
e s t i m a t i o n  e r r o r  i s  unbounded f o r  any scheme. 
make sense  it i s  t h e r e f o r e  necessa ry  t h a t  t h e  measured s i g n a l  b e  known 2 
E- r i o r i  t o  be a member of a bounded subse t  O: t h e  whole space,  s o m e s i g -  
--J n a l  c l a s s  C. I f  i s  t h e  da t a  v e c t o r  and f(b)  t h e  e s t i m a t e  o f  $he 
en s i g n a l  f i n  C, t h e  enstimator i s  eva lua ted  by t h e  e r r o r  F!E\lf-$(b) . 
We s h a l l  res t r ic t  f t o  be  a l i n e a r  r econs t ruc t ion ;  t h a t  i s  f l i e s  
i n  a l i n e a r  subspace,  and t h e  coord ina te s  of  f^ i n  t h i s  subspace depend 
l i n e a r l y  on t h e  da t a  b. 
need not  be  t h e  same a 5  t h e  sampling subspace.  Knowledge of t h e  c l a s s  
of s i g n a l s  t o  be e s t ima ted  a l lows  t h e  choice  of a r e c o n s t r u c t i o n  sub- 
space well s u i t e d  f o r  r e p r e s e n t a t i o n  of t h e  known c l a s s .  
p o s s i b l e  a s m a l l e r  e r r o r  than t h e  b e s t  r e p r e s e n t a t i o n  confined t o  t h e  
sampling subspace.  
l i n e a r ,  subopt imal  e s t i m a t o r s .  
norm. 
For such a problem t o  
aiv- 
Note however t h a t  t h i s  r e c o n s t r u c t i o n  subspace 
Th i s  makes 
T h i s  peper  p r e s e n t s  a s tudy  of two schemes f o r  such 
11. EXTIEMAL SUBSPACES AND n-WIDl'HS OF CLASSES 
Before persu ing  t h e  e s t ima t ion  proglem f u r t h e r ,  w e  review some 
i d e a s  of approximation theo ry  o r i g i n a t e d  by A,N,Kolmogoroff. 
r e f e r e n c e  i s  Loren tz ' s  book,f: which a l s o  con ta ins  a good b ib l iography.  
Consider t h e  r e p r e s e n t a t i o n  of  a s i g n a l  f by a g iven  orthonormal 
system of m f u n c t i o n s { + i l i , l . A  If t h e  approximation f =iEjlaipi, it i s  
w e l l  known t h a t  t h e  e r r o r  \ \ f - f \ \ 2  i s  minimized by a i q f  ,$il. 
t h a t  a l l  s i g n a l s  f i n  a bounded c l a s s  C a r e  r ep resen ted  i n  t h i s  f a sh ion ,  
w e  d e f i n e  t h e  d e v i a t i o n  of t h e  c l a s s  C from t h e  subspace Ym spanned by 
t h e  m ti: 
A good 
m 
Assuming 
The va lues  6(C,Ym) r e p r e s e n t s  t h e  degree of success  wi th  which t h e  
c l a s s  C may be r ep resen ted  i n  Ym. 
ym b e s t  s u i t e d  t o  r ep resen t  t h e  c l a s s  C, i n  t h e  sense  of  minimizing 
6(C,Ym), w e  have t h e  idea  of t h e  extrema1 subspace f o r  C, t h e  r e s u l t i n g  
minimal. d e v i a t i o n  i s  c a l l e d  t h e  m-width of C. 
I f  we cons ider  f i n d i n g  t h e  subspace 
If C i s  compact, dn40. An important  p rope r ty  o f  t h e  c l a s s  i s  t h e  
manner i n  which dn dec reases  wi th  i n c r e a s i n g  m. 
occurs  around a c e r t a i n  va lue  n ,  t h e  c l a s s  might be s a i d  t o  have an  
e s s e n t i a l  dimension of  n ,  even though i t  i s  t e c h n i c a l l y  i n f i n i t e  
I f  most of  t h e  decrease  
*G.G.Lorentz, Approximation of Funct ions,  New York: Hol t ,  Rinehar t  and 
Winston, 1966, ch.  9.  
dimensional .  
ever l i t t l e  a p p l i c a t i o n  of  t h e s e  i d e a s  has  been made t o  p r a c t i c a l  s i g n a l  
t heo ry  problems. 
t i o n  of  t h e  i n n e r  products  (f,yi) w i t h  extremal  b a s i s  fumctions.  W e  now 
cons ide r  t h e  p o s s i b i l i t y  of  u s ing  a given v e c t o r  of  samples b j  =Lf,cpj) 
j = 1, ..., n t o  e s t i m a t e  t h e  extremal  b a s i s  coord ina te s  a i  = (f,Jii). 
I f  t h i s  coord ina te  e s t i m a t i o n  e r r o r  can be  made s u f f i c i e n t l y  sma l l ,  t h e  
accuracy  c h a r a c t e r i s t i c  of extremal  b a s i s  r e p r e s e n t a t i o n  o f  t h e  s i g n a l  
can be  achieved us ing  only  t h e  g iven  samples. We would t h u s  have a 
be t te r  e s t i m a t e  of t h e  measured s i g n a l  t h a n  a r e c o n s t r u c t i o n  i n  t h e  
sampling subspace.  
The above p r o p e r t i e s  have been s t u d i e d  f o r  numerous ?c l a s ses ,  how- 
One reason  f o r  t h i s  i s  t h e  d i f f i c u l t y  of  implementa- 
111, COORDINATE ESTIMATION 
To f a c i l i t a t e  d i s c u s s i o n  of t h e  coord ina te  e s t ima t ion  schemes w e  
propose w e  i n t roduce  t h e  fo l lowing  no ta t ion :  C i s  a c l a s s  of func- 
N t i o n s ,  iTi)?=i and {cpj]T=l a r e  orthonormal sets of  func t ions  which span 
YW = gc0 3 C. That  i s  f o r  a l l  fcC, w e  may expand 
CD rn 
CJ 
Denote M t h e  motr ix  whose elements  a r e  (rjri,cpj) i, j=1, ...,m . 
P a r t i t i o n  M and M - l  = MT a s  fo l lows ,  
where P i s  nxn, Q and R a r e  s e m i - i n f i n i t e  and S i s  i n f i n i t e .  
forms the coord ina te s  of  a vector. f i n  t h e  cp-basis i n t o  t h e  coord ina te s  
i n  t h e  $ -bas i s .  
coo rd ina te  v e c t o r s  2 and b, where a i  = ( f ,y i )  and b j  = (f,cpj). 
L a = i s  p a r t i t i o n e d  
M t r a n s -  
The above p a r t i t i o n  of M induces a p a r t i t i o n  of t h e  
Thus 
TI T 
-a'] --- = [-si:-] f'] and :!I =[-:-I?-] f!] 
-2 
T: ST 
2 -2 -2 a 
That i s  al and bl a r e  n-vec tors ,  I3 and a2  a r e  i n f i n i t e .  
i n t e r p r e t a t i o n  w i l l  be  given t h e s e  vec tors :  
space  
(We sxa11 a l s o  cons ide r  Ym C Yn f o r  m < n a s  r e c o n s t r u c t i o n  subspaces,  
by us ing  on ly  t h e  f i r s t  m components of  al, (al  ... am)) .  
The problem w i t h  which w e  s h a l l  be  concerned i s  t o  e s t i m a t e  al giv-  
e n b l ,  and t o  bound t h e  e r r o r  which r e s u l t s  when t h e  approximate coord i -  
n a t e s  & a r e  used t o  r e c o n s t r u c t  f .  
Perhaps t h e  most obvious t h i n g  t o  do i s  use  t h e  t r u n c a t e d  expansion 
The fo l lowing  
bl i s  a g iven  v e c t o r  of samples,  t h a t  i s  Gn i s  t h e  sampling sub- 
a 1  i s  a v e c t o r  o f  c o o r d i z a t e s  i n  t h e  r e c o n s t r u c t i o n  subspace yn. 
J 
- A  = P b , w i t h  a n  error Q b2. We s h a l l  refer t o  t h i s  a s  Method 1. 
W5Tk r e f e r e n c e  t o  t h e  ma t r ix  formula t ion ,  Method 1 amounted t o  
assuming t h e  remaining samples b2 were ze ro ,  producing an  e r r o r  (32. 
we assume i n s t e a d  t h a t  t h e  o r i g i n a l  s i g n a l  l a y  e x a c t l y  $n t h e  recon- 
s t r u c t i o n  subspace,  t h a t  i s  t h a t  2 2  i s  ze ro ,  s o l v i n g  t h e  r e s u l t i n g  
equa t ion  g i v e s  t h e  e s t i m a t e  21 = (PT)-l bb, and a n  e r r o r ,  (PT)-l RTz2 
(assuming P i s  nons ingu la r ) .  
fcC, and t h e  same does n o t  ho ld  f o r  b2, it  would seem t h a t  t h i s  method, 
Method 2,  i s  always s u p e r i o r  t o  Method 1. 
g r e a t e r  s e n s i t i v i t y  o f  Method 2 t o  t h e  r e l a t i v e  al ignment  of  t h e  sam- 
p l i n g  and r e c o n s t r u c t i o n  subspaces.  
Cons iderable  i n s i g h t  i n t o  t h e  behavior  of t h e s e  two schemes and t h e  
behavior  of  t h e i r  e r r o r  bounds may be  gained by cons ide r ing  a s imple ex- 
ample i n  a two dimensional  space.  F igure  1 shows a two dimensional ,  
e l l i p s o i d a l  c l a s s  C, t h e  onezdimensional sampling subspace el and e x t r e -  
mal r e c o n s t r u c t i o n  subspace Y . The l -wid th  dl(C) = 6(C,'3;,) and t h e  de- 
v i a t i o n  6(C,Q1) of  t h e  c l a s s  brom t h e  sampling subspace a r e  a l s o  i n d i -  
ca t ed .  
We assume t h a t  t h e  only  da t a  r ega rd ing  feC i s  t h e  sample ( f  
given by t h e  d i s t a n c e  D(0,b). We wish t o  e s t i m a t e  al  = (f,yl) =*aO,c ) .  
The m a t r i x  P i s  s imply cos  8. Method 1 uses  21 = Pbh = bl COS 8; t h e  
Method 1 approximation t o  p o i n t  c i s  po in t  d. Metho 2 u ses  $l=(PT)- lbl  
o r  bl /cos  8, which g i v e s  p o i n t  e.  That i s ,  Method 1 merely p r o j e c t s  
on to  Method 2 f i n d s  the  member o f  yl 
whose p r o j e c t i o n  on $1 i s  t h e  same a s  b l  =,(f,n), on t h e  assumption 
t h a t  t h e  a c t u a l  f i s  known t o  be c l o s e  t o  Y by v i r t u e  06 i t s  c l a s s  
membership. 
D(a,b) 4 h ,  and D(a,c) 
t r igonometry ,  t h e  coord ina te  e r r o r s  
If 
Since  t h e  2 2  coord ina te s  a r e  sma l l  f o r  a l l  
Th i s  i s  no t  t r u e  because of  a 
)=bl  
t h e  p r o j e c t i o n  of  f on P1. 
I f  w e  c a l l  t h e  d i s t a n c e  D(c,d)'3 €1, D(c,e) = €2, 
s ,  w e  f i n d  by d i r e c t  a p p l i c a t i o n  of a l i t t l e  
€1 = h s i n  8 2 6(C,Pl) , s i n  8 
€2 = s t a n  0 2 dl(C) t a n  8 
( 8 )  
(9) 
Noting t h a t  t h e  c o o r d i n a t e  and t r u n c a t i o n  e r r o r s  a r e  or thogonal  w e  
have t h e  o v e r a l l  e s t i m a t i o n  e r r o r s  f o r  bo th  methods: 
Method 1: sup \ \ f - ? l \y  < d; (C) 4- 62(C,P1) s i n 2  0 f sc 
sup \ \f-?2\\  5 d2 (C) 4- d2 (C) t an2  0 n n Method 2: 
We have found bounds o f  t h i s  t ype  f o r  t h e  gege ra l  problem. 
i z a t i o n  o f  t h e  term s i n 2 8  i s  min{l ,  
t an28  i s  
of t h e  c o o r d i n a t e  t r a n s f o h a t i o n  mat r ix .  
and tan28 f o r  o u r  two dimensional ca se .  
The genera l -  
! [l - C ( c p -  1 . ) 2 ] ] ,  and t h a t  of  
These terms reduce t o  s i n 2 @  
i=l j=1 J " J ~  n 
h(m,n) min{l ,  .gl[l -i.Zl(cpj,$i)21 3 ,  where X(m,n) i s  t h e  norm 
IV. APPLICATION 
gramed i n  Fig.  2. Given, f i n i t e  energy s i g n a l s  a r e  bandl imi ted ,  
An example problem t o  which w e  have a p p l i e d  t h i s  theory  i s  d ia -  
3 
forming the c l a s s  P. 
ra te  f o r  n samples. 
r e c o n s t r u c t i o n  o f  t h e  sampled s i g n a l .  
n of t i m e  samples and m of coord ina te s  es t imated .  The r e s u l t s  a r e  pre-  
s en ted  i n  F igu res  3 and 4 ,  which p l o t  t h e  va lue  o f  t h e  e r r o r  bound ver- 
sus m y  w i t h  n a s  a parameter .  O f  course  f o r  bo th  sets of  curves ,  for  a 
g iven  m y  t h e  bound i s  s t r i c t l y  decreas ing  wi th  i n c r e a s i n g  n.  
c l i n e  
s i n c e  a s  t h e  c o o r d i n a t e  e s t ima t ion  becomes p e r f e c t ,  t h e  only  e r r o r  i s  
due t o  t h e  l i m i t e d  number of  coord ina te s  es t imated .  The curves  i n d i c a t e  
t h a t  when such s a t u r a t i o n  occur s ,  e s t i m a t i o n  of  a l a r g e r  number of  coor- 
d i n a t e s  i s  warran ted  by t h e  number of t i m e  samples a v a i l a b l e ,  
Using t h e  da t a  of  F igures  3 and 4, both methods were opt imized w i t h  
r e s p e c t  t o  m f o r  each n by p i ck ing  t h e  va lue  y i e l d i n g  t h e  minimum p o i n t  
on t h e  curves .  
the opt imal  number of coord ina te s  f o r  t h e  number n of samples given,  
e r r o r  bounds were p l o t t e d  ve r sus  n f o r  bo th  methods ( s e e  Fig. 5). It i s  
c l e a r  t h a t  f o r  t h e  problem be ing  cons idered ,  t h e  s i t u a t i o n  i s  a s  sug- 
ges t ed  by t h e  geometr ic  i n t e r p r e t a t i o n  shown i n  F ig .  1. That i s ,  t h e  
sampling and r e c o n s t r u c t i o n  subspaces a r e  s u f f i c i e n t l y  c l o s e  t h a t  Meth- 
od 2 s i g n i f i c a n t l y  outperforms Method 1. I n  f a c t  t h e  Method 2 bound 
behaves much l i k e  t h e  m-width of t h e  c l a s s ,  wh i l e  t h e  Method 1 bound 
looks  l i k e  t h e  d e v i a t i o n  from t h e  sampling subspace j u s t  s h i f t e d  by a 
s c a l e  f a c t o r  less than  1. 
i n g  some t y p i c a l  members of P ,  and r e c o n s t r u c t i n g  them from t h e i r  t i m e  
samples by 1) t h e  c a r d i n a l  sampling theorem, 2)  Method 1, 3) Method 2. 
F igu res  6 and 7 show two such func t jons  and t h e i r  r e c o n s t r u c t i o n s  
de r ived  from f i v e  t i m e  samples. Recons t ruc t ion  e r r o r  was computed f o r  
Methods 1 and 2 from a knowledge ,of t h e  PSWF coord ina te s ,  exac t  and 
e s t ima ted .  The e r r o r  f o r  t h e  sampling theorem r e c o n s t r u c t i o n  could no t  
be c a l c u l a t e d  o t h e r  t h a n  by numerical  i n t e g r a t i o n  over  (-=,a), and t h i s  
was n o t  done. The e r r o r s  f o r  r e c o n s t r u c t i o n s  from va r ious  numbers of 
samples a r e  summarized below. 
p l o t s ,  i t  was cons idered  obvious t h a t  t h e  sampling theorem recons t ruc -  
tion o f  t h e s e  f u n c t i o n s  never  performed any b e t t e r  t han  Nethod 1. ( J u s t  
a s  t h i s  i s  c l e a r l y  t h e  case  i n  Figs .  6 and 7 . )  
Members of  P a r e  then  time-sampled a t  the Nyquist  
The i n t e r p o l a t o r  i s  t o  perform a n  a g c u r a t e  l i n e a r  
E r r o r  bounds f o r  Methods 1 and 2 were eva lua ted  for ,var ious  numbers 
Th i s  de- 
i s  a s y m p t o t i c a l l y  l i m i t e d  by t h e  m-width of  t h e  c l a s s ,  however, 
With t h e  unders tanding  then  t h a t  t h e  methods e s t i m a t e  
The f i n a l  phase of  t h i s  a p p l i c a t i o n  c o n s i s t e d  of a c t u a l l y  genera t -  
From i n s p e c t i o n  of t h e  corresponding 
# of Samples Nethod 1 E r r o r  Method 2 E r r o r  
Funct ion A 3 0.191 x 10-o 0.127 X loco 
4 0.104 X 10" 0.457 X 10" 
5 0.952 X lo'* 0.150 X 10-2 
6 0.575 X 0.175 X 10-3 
7 0.460 X 0.283 X 
Funct ion  B 5 0.453 X 10-1 0.236 X ._ 
These va lues  a r e  c o n s i s t e n t  w i th  t h e  e f r o r  bounds o f  F igu re  5 .  A s  
we expec ted ,  Method 2 seems d i s t i n c t l y  s u p e r i o r  t o  Method 1 i n  t h i s  
case .  
c 
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Figure  1: Geometric i n t e r p r e t a t i o n  of Nethods 1 and 2. A s i g n a l  f of 
t h e  c l a s s  C i s  p r o j e c t e d  on to  O1 by t h e  sampling ope ra t ion .  
Method 1 r e c o n s t r u c t i o n  i s  poin; d; Method 2 g i v e s  p o i n t  e .  
r e p r e s e n t a t i o n  of f i n  Yl i s  p o i n t  c. 
The 
The b e s t  
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Figure  2: Block diagram f o r  example problem. Given, f i n i t e - e n e r g y ,  
t ime- l imi t ed  i n p u t  s i g n a l s  a r e  bandl imi ted ,  forming t h e  c l a s s  P. 
b e r s  of P a r e  then  sampled a t  t h e  Nyquist r a t e .  
p l e s ,  t h e  i n t e r p o l a t o r  can be  designed t o  do b e t t e r  t han  t h e  c a r d i n a l  
r e c o n s t r u c t i o n  u s i n g  s i n c  f u n c t i o n s .  
Mem- 
Using t h e s e  n sam- 
f 
. Figure  4 
Figure  3: 
t h e  c l a s s  P. 
F igure  4 :  
t h e  c l a s s  P. 
E r r o r  bounds f o r  Method 1 f o r  
E r r o r  bounds f o r  Method 2 f o r  
F igu re  5: 
2 assuming t h e  opt imal  number of coord i -  
n a t e s  a r e  es t imated  f o r  t h e  given number 
02 samples a v a i l a b l e .  The d e v i a t i o n  o f  
t h e  c l a s s  P from t h e  sampling subspace,  
and from t h e  extrema1 (PSWF) subspaces i s  
also shown. 
E r r o r  bounds f o r  Methods 1 and 
NUMBER OF SAMRES In) 
Figure  5 
- ORIGINAL FUNCTION 
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F igure  6: A member of c l a s s  P ( func t ion  A)  and i t s  r e c o n s t r u c t i o n  by 
Method 2 and by t h e  c a r d i n a l  sampling theorem. The  Method 1 e s t i m a t e  
is not  shown, f o r  t h j s  case  it i s  q u i t e  c l o s e  t o  Method 2. 
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CARDINAL SAMPLING 
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Figure  7: Another member of c l a s s  P ( func t ion  B) and r e c o n s t r u c t i o n s ,  
