ABSTRACT. We consider the initial value problem (IVP) associated to a quadratic Schrödinger system
INTRODUCTION
In this work we consider the following (IVP) associated to a system involving nonlinear Schrödinger (NLS) equations with quadratic nonlinearities
iσ ∂ t u ± ∆ g u − αu = ε 2 2 v 2 , σ > 0, α ∈ R, ε i ∈ C (i = 1, 2), (v(0), u(0)) = (v 0 , u 0 ), (1.1) where v = v(t, x) and u = u(t, x) are complex functions, M is a compact Riemannian manifold of dimension d ≥ 2 and ∆ g denotes the Laplace-Beltrami operator. The system of equations (1.1) appears in the study of non-linear optics, more specifically in studies related to the second harmonic generation (SHG) of type I, also known as Frequency Doubling, which is a nonlinear optical process discovered in the early 1960s (see [29] ). At that time, thanks to the invention of lasers, scientists and physicists have obtained a powerful source of coherent light, so that many of the non-linear optical effects, such as SHG, were demonstrated. The functions v and u represent, respectively, the amplitudes of the envelopes of the first and second harmonics of an optical wave. The SHG system (1.1) posed on Riemannian manifold M with the non-Euclidean metric g describes the interaction of these harmonics in a medium in which the optical index is variable. In the system (1.1), there are four combinations of signs (±, ±) which are determined by the signs of dispersions/diffractions (temporal/spatial cases respectively). The constant σ > 0 measures the dispersion/diffraction rates and plays an important role in the local and global theory. In the case of the system (1.1) we observe that in order to establish the local theory it is necessary that σ assume fractional values which is a contrast with the necessary assumption in the one-dimensional case. The parameter α > 0 is dimensionless, and in the onedimensional physical model one needs to have 0 < α < 1 (see [28] ).
If one considers ε 1 = ±1 = ε 2 , for sufficiently regular solutions, the following quantities
and
where Re denotes the real part, are conserved. The quantities in (1.2) and (1.3) represent respectively the mass and energy of the system (1.1).
For simplicity of exposition we consider the combination (+, +) of signs and use the notation ∆ to represent ∆ g throughout this work. The study of the Schrödinger equations with quadratic nonlinearities has attracted attention of several mathematicians over the past decades, see for instance [3, 23, 25] and references therein. As far as we know, in the literature, the system (1.1) has been studied considering M = R d , (1 ≤ d ≤ 5) in [29] where the focus is on the variational questions, and M = T in [1] where the focus is on the local well-posedness issues for (u 0 , v 0 ) ∈ H s (T) × H s (T).
More precisely, in [1] the local well-posedness results are obtained for given data with regularity s ≥ 0 if 1/σ > 0 and s > −1/2 if 1/σ = 1. In addition, the authors in [1] used mass conservation (1.2) and proved global well-posedness for s ≥ 0. Also, we can cite [19] where the questions about scattering theory in R d , d ≥ 3 are addressed for a similar system to (1.1), and [20] where a study of well-posedness and blow-up is performed.
As mentioned earlier, if we chose (+, +) signs and σ > 0, the system (1. The main objective of this work is in addressing the well-posedness issues for the system (1.4) posed on compact Riemannian manifold M with given data in a suitable Sobolev spaces. As far as we know, so far, the results involving the well-posedness theory for (1.4) posed on compact manifolds in dimension d ≥ 2 are not known.
To accomplish our objective, using Duhamel's formula, we can consider the IVP (1.4) where V (t) = e it(∆−1) and U σ (t) = e it( 1 σ ∆− α σ ) are the respective unitary groups associated with the linear problem. From now on, we consider the equivalent system (1.5) and use the contraction mapping argument in an appropriate space to get the required solution. Before announcing the main results on well-posedness theory, we introduce some definitions and function spaces on which we will be working. For convenience, let us start recapitulating some notions on Sobolev spaces in compact manifolds.
We denote by {e k } k≥0 ⊂ L 2 (M, C) an orthonormal basis formed by eigenfunctions of −∆, with eigenvalues {µ k } k≥0 and by P k : L 2 (M) → L 2 (M) the orthogonal projection on e k , given by
In this way, we can define the Sobolev space H s (M) as being the completion of the space C ∞ 0 (M) with respect to the norm In what follows, we introduce a generalization of the spaces X s,b (R × T d ) previously introduced by Bourgain in [7] in the context of the NLS equation. The generalization in the context of the compact manifolds M is due to Burq, Gérard and Tzvetkov in [11, 12, 13] where the authors studied NLS equation. The definition uses the structure of the spectrum of −∆. 
7)
where S(−t) := e −it∆ and P k u(τ) denotes the Fourier transform of the function t → P k u(t, ·).
Taking in consideration the spaces X s,b given by Definition 1, we introduce a family of spaces associated with the linear structure of (1.4). Our definition is appropriate to the modulation produced by the unitary groups V (t) and U σ (t). Definition 2. Let δ , γ ∈ R be fixed. Given s, b ∈ R, we define the spaces X s,b δ ,γ (R × M), as being the completion of the space C ∞ 0 (R × M) with respect to the norm
.
(1.8)
In particular, if δ = 0 and γ = 0, we denote this space by X s,b
δ .
In order to establish the local theory, we need to define a local version of the spaces X s,b δ ,γ (R × M) with respect to the variable t ∈ I ⊂ R. δ ,γ clearly depend on the operator P := −δ ∆ + γ. However, if there is an operator Q of the same order as P, having the same eigenfunctions and such that the eigenvalues p k and q k of P and Q respectively, obey the condition
for some constant C 0 > 0, then one can easily show that there exists C > 0 such that for all k ∈ N and Note that, considering the system (1.5), to obtain local well-posedness results using the contraction mapping argument, one needs to establish the following crucial estimates
Consequently
, and
In view of Remark 4, to obtain the above estimates, it is sufficient to prove that
hold for some C > 0 and (b, b ) ∈ R 2 satisfying b + b < 1 and 0 < b < 1/2 < b.
To prove (1.9) and (1.10) we use a duality argument followed by a dyadic decompositions on the functions u j and v j , j = 1, 2. The crucial fact in this process is to analyse the decompositions of u 1 and u 2 when they are localized on the dyadic frequencies ∼ N and ∼ L respectively, with N L or L N.
In view of the equivalence that will be given below in Lemma 20, we find that such estimates are closely related with the bilinear Strichartz's estimates where discrepancy between frequencies is "controlled" by (min(N, L)) s , where s > s 0 (M). More precisely, we will show that 12) where N, L are dyadic numbers on which u 0 and v 0 are spectrally localized respectively. The main ingredients in the proof of (1.12) are the following:
• The bilinear estimates to spectral projectors which are proved by Burq, Gérard, Tzvetkov in [12] for the case of compact surfaces (see Proposition 15 below) and in [11, 13] for the higher dimensional case, viz., S d d ≥ 2 (see Proposition 16 below).
• The knowledge of the spectrum combined with some estimates from the analytic number theory. At this point, we highlight that, as in [7, 11, 12] , estimates on the upper bound for the number of intersections of a closed curve with a lattice are strongly used. For example, an estimate for the number of intersection points of ellipses with Z 2 , which is well known in the literature. In the general case of oval shaped closed curves, one has the following result due to Bombieri, Pila [6] .
However, in the case of the plane algebraic curves of the form {(x, y) : ax 2 − by 2 = m} where m ∈ Z \ {0} and a, b ∈ R, Theorem 5 is not valid. One can overcome this obstruction by using the following idea. Suppose that (x, y) ∈ Z 2 are such that x and y belong to the dyadic
Thus, there is a one-to-one correspondence between the set of the points (x, y) satisfying the above conditions and a subset B(m) such that
Observe that
where we used an upper bound for the number of divisors of a natural number (see [27] for a detailed exposition). This shows that we should restrict the choice of a, b so that
In our case too, we need to introduce a similar constraint (see Proposition 19) . In fact, considering the case S 2 , we need to find the number of solutions of the Diophantine equation
where N ≤ k ≤ 2N, L ≤ ≤ 2L and m ∈ Z. In general, we don't know how to estimate the number of solutions to the equation (1.14). However, if we choose the parameter σ > 0 in the following form σ = β θ with β , θ ∈ {n 2 : n ∈ N}, (1.15) the equation (1.14) can be written as
Thus, as in the case of (1.13) we can estimate the number of solutions to (1.16) . This is the point, that lead us to impose restriction (1.15) on the parameter σ .
In what follows, we state the main results on the well-posedness for the IVP (1.4) posed on a specific class of compact surfaces of dimension 2 and on spheres of dimension d ≥ 2.
1.1. Main Results. To simplify the notations, we define
, with the canonical metric or a compact Zoll surface, that we will introduce shortly. Recall that, if S 2 is induced with the canonical metric, then their geodesic are closed (great circles) with period 2π. There is a larger class of surfaces, that we define the next, in which the sphere is included. Definition 6. We define the class of Zoll surfaces 1 as being the set formed by all compact surfaces such that all geodesics 2 are closed and has the same period. We denote this class by (M Zoll , g).
1 See [4] , Chapter 4 to a rigorous exposition. 2 In a Riemannian manifold (M, g), a closed geodesic is a curve γ : R → M witch is a geodesic to the metric g and is periodic.
Before stating the main results when
(1.17)
The first main result that deals with the local well-posedness result for given data in
is Lipschitz-continuous for some r > 0.
In dimension 2, we can obtain the local well-posedness result when the IVP (1.4) is posed on a larger class of compact manifolds, namely M = M Zoll . More precisely, we prove the following result. 
Note that the system (1.4) has mass and energy conservation laws given respectively by (1.2) and (1.3). For s ≥ 1 we use these conserved quantities together with a Gagliardo-Nirenberg inequality (see Proposition 30 below) to prove that the solutions given by Theorem 7 in the case d = 2 and 3, and by the Theorem 8 are in fact global. This is the content of the following theorem.
Theorem 9. Let s ≥ 1 and T * > 0 be the maximal time of existence for the solution
given by Theorem 7 when M = S d , d = 2, 3 and Theorem 8 when M = M Zoll . Then T * = +∞, that is, the solution is global in time.
This paper is organized as follows. In Section 2 we record some basic properties of the X s,b spaces. In Sections 3 and 4 we will derive the bilinear estimates that are crucial in our argument. The proofs of the main results are presented in Section 5 with subsection 5.1 devoted to supply proof for Theorems 7 and 8, and subsection 5.2 for Theorem 9.
BASIC PROPERTIES OF THE BOURGAIN SPACES
We begin exploring some basics properties of the Bourgain spaces X s,b and X s,b δ .
Proposition 10. The following properties are valid
Proof. The part (i) follows directly from the Definition 1. The part (ii) follows from the fact that u ∈
(see [2] page 1866, for more details). The proof of (iii), is given in [12] , p. 196.
Proof. Applying the orthogonal projection P in (2.1) and using the Fubini's theorem, we get
Thus,
Applying the Fourier transform in (2.4), it follows that
that is,
Now, using the inverse Fourier transform in (2.5), we obtain
Finally, summing in and using the definition of the inverse Fourier transform, we obtain
as announced in (2.2).
To prove (2.3), first we use the Fubini's theorem and the inverse Fourier transform, to obtain
where
Inserting (2.7) in (2.1), one gets
Now, using L 2 -orthogonality, it follows from (2.8) that
Finally, using the Fubini's and Planchrel's theorems successively, it follows from (2.9) that
as required.
We note that the results stated in Propositions 10 and 11 hold for X s,b δ spaces as well.
Spectral projectors.
In this section, we will introduce spectral projection operators and their properties which are used in the decomposition of functions. Also we record some estimates involving these operators that are used especially in the following section, where we derive some estimates involving the spectral localization of the functions related to the X s,b
In what follows, we use N = 2 n , L = 2 , n, ∈ N, to denote the dyadic integers. For clarity of exposition we consider δ = 1 and γ = 0, the similar results hold for δ = 1 and γ = 0 too. Definition 12. Given a dyadic integer N, we say that a function u on M is spectrally localized at frequency N if
Moreover, we denote
Now, applying the Fourier inversion theorem to the function t → Π N u(t, ·), we obtain
According to this construction, we can identify two types of localization operators, the one with the spatial variable and the next with the time variable. More precisely, we have
• Localization with respect to the time variable:
• Localization with respect to the space variable:
From (2.11), denoting Π NL (u) by u NL , we have
This shows that u NL can be viewed as (u N ) L . Thus
On the other hand, it follows from definitions and the Fubini's theorem, that
Therefore, the operators 1 L≤ τ+µ k ≤2L and Π N commute with each other and can be applied in different orders if necessary.
Using the expression of the projector Π NL given in (2.11), and the definition of the X s,b -norm given in Definition 1, we can prove the following basic estimates.
Lemma 13. Let s, b ∈ R. Then, there exists C > 0 such that:
where the summation is taken over all dyadic values of N and L. Similar estimates also hold for X s,b δ .
BILINEAR ESTIMATES AND APPLICATIONS
In this section, we derive bilinear interaction estimates for the quadratic nonlinear terms with respect to the the semi-groups associated to the linear part of the system (1.4).
First, recall the work of Bourgain in [10] where a refinement of Strichartz's estimates in the Euclidean case was derived. Considering u 0 , v 0 localized in frequency on the sets {ξ ∈ R d : |ξ | ∼ N 1 } and {ξ ∈ R d : |ξ | N 2 } respectively, with N 2 ≤ N 1 , the author in [10] proved the following estimate
Notice that if u 0 = v 0 , N 1 = N 2 and d = 2, we can use the usual Littlewood-Paley decomposition on R d to obtain the already known Strichartz's estimate
As we are working on a compact Riemannian manifold considering two different groups, we need to derive an analogue of (3.1) that fits in our context. Before entering to the details we introduce the following more general definition and list the known results in the literature. Definition 14. Let P, Q be differential operators on M of order n, m respectively. We say that the associated semi-groups e itP , e itQ satisfy a bilinear estimate of order s 0 = s 0 (M) ≥ 0 if, for any u 0 localized in a frequency N 1 and v 0 localized on a frequency N 2 one has that
where I ⊂ R is a finite interval.
In what follows we list some works on the bilinear estimates (3.3) obtained in the context of compact Riemannian manifolds. 
e it∆ e it∆ 2 3 + Blair, Smith, Sogge [5, 22] compact manifolds of d ≥ 2 e it∆ e ±it|∇|
Hani [17] With the above information in mind, as in the case of the single NLS equation, we plan to obtain the bilinear estimates for the (now mixed) semi-groups
that describe the solution to the linear part
associated to the IVP (1.4).
To better investigate the properties of the operators involved in the expressions of these semigroups, let us consider the operator
Notice that, if e k is an eigenfunction of −∆ corresponding to the eigenvalue µ k , then e k is also an eigenfunction of −∆ δ corresponding to the eigenvalue δ µ k + γ. In fact,
On the other hand, if µ is an eigenvalue of −∆ δ , there exists u = 0 such that
As u ∈ L 2 , we can write u = ∑ ∞ k=0 c k e k (expansion with respect to the eigenfunctions of −∆). Using L 2 − orthogonality, and comparing the coefficients we can conclude that µ = δ µ k + γ for some k ∈ N.
As we already know the spectrum of −∆ δ , consider the case where δ = Thus, considering the product with the semigroup generated by the choice of the parameters β = 1 and γ = −1, we have
This shows that the product of the mixed groups is not affected by the factors e −it α σ , e −it , where I ⊂ R.
3.1. Bilinear estimates on compact surfaces. We start with the following result that provides a bilinear estimate for localized functions on different regimes of frequency, in the case of compact surfaces.
Proposition 15. ( [11] ) Let (M, g) be a compact surface, and let χ ∈ C ∞ 0 (R). Given A > 0, introduce the operator
Then, there is C > 0 such that, for all λ , µ ≥ 1, and any f , g ∈ L 2 (M),
Next, we will characterize the localization operator χ A .
• Take √ µ k 0 ∈ Spec( √ −∆). As the spectrum of √ −∆ is discrete, there exists δ 0 > 0 such that
Thus, . Then from (3.7) we have
. Therefore, we can write
Observe that Spec(
, where
|}, the second sum on the right hand side of (3.9) vanishes. Consequently, the spectral projectors for which (3.7) is true are of the form
3.2. Bilinear estimates on Spheres. We begin this section with a brief revision on the concept of Spherical Harmonics. Let
= 0 then it can be shown that the restriction H := P | S d satisfies 11) denote the eigenvalues of −∆ S d . These functions are called spherical harmonics of degree k, which will be denoted by H k . Next, we state a result that provides bilinear spectral estimates in dimensions d ≥ 2, in the case of d-spheres.
where s 0 (d) is defined in (1.17).
3.3.
From the spectral estimates to the evolution estimates. In this subsection, we will use the spectral bilinear estimates (3.7) and (3.12) to infer evolution bilinear estimates involving the interaction of the semigroups given in (3.6) by
We emphasize here that the choice of the ± signs in (3.13) is due to the presence of complex conjugate in the expressions we are going to deal with and has no relation to the choice of (+, +) signs that we made in the introduction. We will start by studying the case of compact surfaces. Note that on the sphere (S 2 , can) we can take advantage of the precise knowledge of the spectrum of the operator −∆ S 2 (see (3.11) with d = 2). After obtaining the bilinear estimates in the case of the sphere, we will extend those results to the case of Zoll manifolds. Since the localization of the eigenvalues of the operator −∆ M Zoll is also well understood (see Proposition 21), we will extend the estimate in this case by introducing a suitable abstract perturbation of the Laplacean to reduce to an analysis that is already carried out in the case of the sphere S 2 . We will also derive a generalization of the bilinear estimates for the case of the spheres S d , d ≥ 3, taking advantage of the precise knowledge of the spectrum.
The following lemma will be important in our argument which can be proved using arguments involving the number of divisors in the Gaussian rings. 
Also, we will use the following result whose proof is given in [11] .
Lemma 18. Let A ⊂ R be a countable set. Then, for every T > 0 there is C T > 0 such that for every sequence (a λ ) indexed by A, one has
In what follows, we use the Lemmas 17 and 18 and the estimate (3.12) to derive the bilinear Strichartz's estimate on spheres.
Proposition 19. (Bilinear Strichartz
Proof. Initially consider d = 2. Let us consider the " -" sign, the proof for the "+" sign will follow in a similar way. Using the series expansion associated with the semi-groups (3.13) and the fact that
Applying the Fubini's theorem, we get
Now, from Lemma 18, we obtain
Applying the Cauchy-Schwarz inequality in the sum of (k, ) and the triangle inequality for the L 2 (S 2 )-norm, we obtain
By Proposition 16, it follows that
On the one hand, considering σ := β θ with β , θ ∈ {n 2 : n ∈ N} and µ j = j 2 + j ( j ∈ N), we can write 19) where k θ := √ θ (2k + 1) and β := β (2 + 1). Notice that the condition on σ is of technical character, since we must complete the square to obtain the expression of the set given in (3.19) and also because we need to obtain an upper bound for its cardinality using Lemma 17. Furthermore, we have
, 2β ] ∩ Z) then, using Lemma 17 uniformly with respect to m, we obtain that the number of the pairs (k,˜ ), satisfying
is bounded by O ε (min(N, L) ε ). Since there are 4β + 1 possibilities for β , we have
From (3.18), (3.20) and (3.22) it follows that
On the other hand, according to (3.17), we have
Thus, to bound the summations in the RHS of (3.23) we need to consider
Therefore, the summations on the right side of (3.23) can be bounded by
That is,
. By taking ε := 2s − 1/2 we finish the proof for d = 2.
For d ≥ 3, we follow the same lines of the proof given for d = 2. First, exploiting the knowledge of the spectrum of −∆ S d (see (3.11)), we need to analyse the cardinality of the set
Analogously to what was done previously, we must find a bound for the number of solutions of the equation
Using the estimate for the number of solutions of (3.25) and the spectral bilinear estimate given by Lemma 16 for d ≥ 3, we obtain
The following lemma provides a reformulation of the bilinear Strichartz estimates in terms of bilinear estimates involving the mixed spaces X 
(ii) For all b > 1/2 and any functions u 1 ∈ X 0,b
27)
Proof. First note that, if u 1 (t) = S 1/σ (±t)u 0 and u 2 (t) = S(t)u 0 , then for all ψ ∈ C ∞ 0 (R) we have
and ψ(t)u 2 (t) ∈ X 0,b (R × M) with
This shows that (3.27) implies (3.26). Conversely, suppose that
where P k is the orthogonal projection 3 on e k . Then,
Similarly, being S(t) := e it∆ , we can write
t, ·) = S(t)G(t, ·) where G(t, ·) := S(−t)u 2 (t, ·).
Multiplying the functions u 1 (t), u 2 (t) and applying the inverse Fourier transform to the functions F 1/σ (t) and G(t), we obtain
Using the Minkowski's inequality, (3.26) , and the Cauchy-Schwarz inequality, we get
3 Remark that e k is also a eigenfunction of − To obtain the inequality with R instead of (0, 1), we consider a function ψ ∈ C ∞ 0 (R) supported in (0, 1), such that ∑ n∈Z ψ n (t) = 1, where ψ n (t) := ψ(t − n 2 ). Thus, we can decompose u j (t) = ∑ n∈Z u j,n , with u j,n = ψ n (t)u j (t), ( j = 1, 2) and apply the previous result to the functions u j,n . Indeed, using the triangular inequality, the fact that the supports of ψ n and ψ m are disjoint, and the Cauchy-Schwarz inequality, we obtain
The conclusion follows from the property of the almost orthogonality 4 which is satisfied by the Bourgain's spaces for 0 ≤ b ≤ 1:
Now, we prove the bilinear Strichatz's estimate stated in Proposition 19 can be extended to the class of compact surfaces of Zoll type. For this purpose, as we have already said, the following result due to Colin de Verdière [15] and Guillemin [16] on the localization of the eigenvalues of the Laplacean on these manifolds (which we denote by −∆ Zoll ), plays crucial role. and a Zoll manifold M Zoll be given. Consider the semi-groups given by (3.13) with σ = β θ where β , θ ∈ {n 2 : n ∈ N}. Then, there is C > 0 such that for any u 0 , v 0 ∈ L 2 (M Zoll ) satisfying the spectral localization conditions
Proof. Denote by (e n ) n the sequence of eigenfunctions of − 
Observing the expressions of the I k intervals, it can be inferred that they are not necessarily disjoint. In this way, it is easy to see that, if we take
To more details see [11] pgs 278-279. 5 This renormalization is done by applying a dilation in the Riemannian metric g, that is, given an appropriate scalar λ ∈ (0, +∞) we consider the metric λ g instead of g.
we have I σ m ∩ I σ = / 0, for all m, ≥ K 0 . Now, set N 0 as being the smallest natural number such that
In this case, since the sequence of eigenvalues is non-decreasing, we have, for all n ≥ N 0 , that λ σ belongs to only one interval of the form I σ k (with k ≥ K 0 ). Take
Define an abstract perturbation of the Laplacean on L 2 (M) by
2 e n if n > L 0 and λ σ n ∈ I σ k .
According to Lemma 20, to prove (3.28), it suffices to prove that (3.27) is valid for s > s 0 (M) = 1/4 and X
So, using the fact that (ii) implies (i) in the Lemma 20, it is sufficient to prove that (3.26) is valid with s > 1/4 and
Replacing P k in (3.15) by 6 Π I k = ∑ n∈N:λ n ∈Spec(−∆ Zoll )∩I k P n and the set in (3.24) by
with µ k = (k + Z 0 /4) 2 and µ = ( + Z 0 /4) 2 and proceeding analogously as in the case of S d , we need to find a bound for the number of solutions of the equation
Thus, the proof given in Proposition 19 can be applied to the pair (± 6 Note that this is a type of spectral projector for which the estimate (15) is valid, and the same is true if we consider Π I σ k .
BILINEAR ESTIMATES FOR QUADRATIC INTERACTIONS
In this section, we will use the estimates obtained in the Propositions 19 and 22 and the equivalence given by Lemma 20 to obtain the bilinear estimates involving the quadratic interactions of the system (1.4). More precisely, we prove the following result.
Proposition 24. (Bilinear estimates). Let s
and σ = β θ with β , θ ∈ {n 2 : n ∈ N}. Then there exist (b, b ) ∈ R 2 satisfying 0 < b < 1/2 < b, b+b < 1 and C > 0 such that
To prove Proposition 24, we need a series of basic results that we derive in the following subsection.
Auxiliary results.
We begin by proving a result which provides an estimate for the product of three functions in M, localized on three frequency intervals I k , such that one of the intervals is very dislocated in relation to the others. As shown in [18] page 1203, in the case of
, whereẽ k j = e k j or e k j . Therefore, in these cases the lemma that we will announce below is not necessary. This kind of property is often used when decompositions of function u over S d with respect to the spherical harmonics of degree k is considered, that is, decompositions of the type
for details see [26] page 145 in the case of S 4 and [24] page 819 in the case of S 3 . To deal with the case of two-dimensional Zoll manifolds, it is necessary to use the following result 7 which is true for any compact two-dimensional manifold. 7 See [21] for the case of Zoll manifolds of dimension 3.
Lemma 25. If there exist C
Proof. The proof consists in reducing the estimate of Lemma 2.6 of [12] , to the case of the product of three projections. More precisely in [12] , it has been proved that if Cµ k j ≤ µ k 0 for j = 1, 2, 3, then for all p > 0 there exists C p > 0 such that, for any w j ∈ L 2 (M), j = 0, 1, 2, 3,
Thus, if we take k 3 = 0 in (4.6), we have µ k 3 = µ 0 = 0 (first eigenvalue of −∆ with eigenfunction e 0 = 1). Now, if w 3 = e 0 = 1 ∈ L 2 (M), we have
The estimate obtained in the Lemma 25 will be crucial to establish estimates for an integral involving the product of three functions localized in different frequency regimes under the condition N 0 ≥ C(N 1 + N 2 ).
Remark 26. From now on, to simplify the notation, we will use µ k ∼ N 2 j for j = 0, 1, 2 to denote that N j ≤ µ k
Lemma 27. Consider the expression N 2 ) , we have 10) where s + 6 − p < 0.
Proof. Inserting the terms given in (4.8) for j = 0, 1, 2 in (4.7), we obtain
Let us recall the tempered distribution δ 0 given by
More generally,
In sequel, we will use the following representation of δ
Applying the Fubini's theorem, the triangular inequality for the integrals and the definition (4.13) in (4.11), we obtain
where D is equipped with the measure dµ := δ (τ 1 − τ 2 − τ 0 )dτ 0 dτ 1 dτ 2 , and
By Lemma 25, and noting that µ
0 from (4.14), we obtain
To evaluate I D given in (4.16), we use the definition of δ τ 1 −τ 2 by means of (4.12), to obtain
(4.17)
Using the Cauchy-Schwarz inequality in the variable τ 1 followed by τ 2 , we get from (4.17) that
Thus, from (4.15) and (4.18), we obtain
In the last line of (4.19) we used the Weyl's Law for eigenvalues of Laplace operator in compact manifolds to find an estimate for the number of elements of the set Θ(N), that is,
Hence, an estimate for the number of eigenvalues in I A := [A, 2A] is given by
Considering the set Θ(N) for d = 2, and using x ∼ 1 +|x|, we see that N 2 ) . Thus, from (4.19) and (4.20), we obtain
By Lemma 25, we can choose p > 0 such that s + 6 − p < 0. Thus,
as desired.
Since we will be dealing with dyadic sums involving different regimes on dyadic variables, the following lemma will be useful, whose proof can be found in [11] , page 34. 
( 4.21) 4.2. Proof of bilinear estimates. We are now ready to provide proofs of the bilinear estimates related to quadratic interactions stated in Proposition 24.
Proof of Proposition 24. Let us prove first (4.2). By density, we can assume that u j ∈ C ∞ 0 (R × M) ( j = 1, 2). As in [12] , we introduce the functions
Using Proposition 11, we can write
with
Using the duality relation between X s,−b and X −s,b ≈ (X s,−b ) * and (2.1), it follows that to prove (4.2), it suffices to show that
where w 0 ∈ L 2 (R × M) is arbitrary, and
Now, we move to estimate the term I in (4.23) .
, and use this notation throughout this proof. The sum Σ N denotes the summation over all possible dyadic values of N 0 , N 1 , N 2 . Similar convention will be adopted for the sum over L.
Note that, we can decompose 8 the functions u j is a such way that where 28) and
Applying the Fubini's theorem, we obtain from (4.24) that 
where,
Now, summing on the dyadic variables L j and N j , and using the Plancherel's theorem in the time variable, we obtain 
By means of the Lemma 27, using (4.25) , it is convenient to write
where in I 1 the summation in N is restricted to N 0 ≥ C(N 1 + N 2 ) and all other possibilities are in I 2 .
To bound I 1 , note that the frequency regime over N = (N 0 , N 1 , N 2 ) is such that N 0 ≥ C(N 1 + N 2 ) so that we can apply the estimate (4.10) of the Lemma 27 with p > s + 6. As b > 1 2 and b > 0, we can perform a sum of geometric series 9 in all dyadic variables to conclude that
(4.38) 9 By this we mean that the sums in question are of the form ∑ ∞ k=0
Having the estimate (4.38) at hand, it remains to bound
In this case, since the frequency regime satisfies the condition N 0 ≤ C(N 1 + N 2 ), we cannot apply the Lemma 27. To overcome this obstacle, we consider the cases N 1 ≥ N 2 and N 1 ≤ N 2 separately and find appropriate estimates in each case.
By symmetry, we just consider the case where N 1 ≥ N 2 . In this case, N 0 ≤ 2CN 1 . Once this frequency regime has been set, our next step will be to bound the term I NL in (4.39) in two different ways. The first way is to bound I NL using Cauchy-Schwarz inequality which behaves better with respect to the localization on N. The other way is to bound I NL using Hölder's inequality which behaves better with respect to the localization on L. Interpolating these bounds, we obtain the required estimate. In the sequel, we describe this process in detail.
An use of the Cauchy-Schwarz inequality with respect to N in (4.26), yields
Applying (4.31) directly, it follows that
Now, using the bilinear estimate (3.27) with s > s 0 (M), we have
. 
We note here that the value of s 2 in (4.44) will be chosen so that s 2 = 1 if s ≥ 1 and s 2 = s if 0 < s < 1. Replacing the estimates (4.41) and (4.42) in (4.40), we obtain
Now, we make a better estimate with respect to localization over L. In fact, by applying Hölder's inequality in (4.26), we get
(4.46) By using the Sobolev embedding
Thus, from (4.46) we obtain 
An interpolation between (4.45) and (4.49) implies that for every θ ∈ (0, 1)
Now, we consider a fixed value of the parameter s such that s < s, where 0 < s 0 (M) < s < 1 and make an analysis dividing in two different cases. Case 1: s ∈ (0, 1). In this case s 2 = s and (4.50) reduces to
In order to make the exponent of N 2 negative (necessary for convergence), we choose θ so that 0 < θ < 
As 0 < s < 1, the choice of θ to obtain the exponent of N 2 negative is
Therefore, at this point, we can choose the same values of ε 0 , b and b of the Case 1. Hence, after the suitable choice of the parameters in (4.51) and (4.52), as b < b, we have that in any case, there are γ 1 , · · · , γ 4 > 0 such that
(4.53)
Next, using (4.53), it follows from (4.39) that
The summations involving L 0 , L 1 , L 2 , N 2 in (4.53) can be performed via convergence of geometric series. Now, we indicate the coefficients associated with the dyadic variables N 1 , N 0 and N 2 by
Applying the Cauchy-Schwarz inequality on the variables L j ( j = 0, 1, 2) and using the relations given in (4.55), we obtain
(4.56)
Applying the Cauchy-Schwarz inequality on the summation involving N 2 and using the relation (4.33), it follows from (4.56) that 
(4.58)
Thus, replacing (4.58) in (4.57), we get 1/σ ) * we see that to prove (4.4), it is necessary to prove that
, where u 0 ∈ X −s,b 1 1/σ (R × M) is arbitrary. In this case, as in (4.26) , it is necessary to work with
Notice that the analogue of (4.24) is given bỹ
where we do not have the presence of conjugates. Using the bilinear estimate (3.27) with σ = 1, we obtain
In the same way, we can obtain the estimate (4.48). The other estimates can be obtained analogously.
LOCAL AND GLOBAL THEORY
In this section we provide proofs of the main local and global well-posedness results of this work. 5.1. Local Theory. We begin by recording some basic estimates that will be important in order to prove the well posedness result. Recall the class of the spaces X s,b δ ,γ introduced in the Definition 1 and the restriction spaces given in Definition 3. Using norm equivalence, we can consider γ = 0. 
In these conditions, we have that T given by Thus, choosing T = T ( (v 0 , u 0 ) H s ) > 0 (possibly smaller than one chosen in (5.9)), in such a way that
we get Φ : B R T −→ B R T is a contraction. Hence using the Banach fixed point theorem, we conclude that Φ has a unique fixed point in B R T , that is, there is a unique (v, u) ∈ B R T which solves the integral system (1.5) for t ∈ [0, T ], with T ≤ 1.
As b > 
Re(v 2 (t)u(t))dg = E (0). Using (5.15) with r = 4, we get
If d = 2, 3, we can bound (5.16) by
From (5.17), we obtain
