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Abstract
Let (T1, T2, . . . , Tc) be a ﬁxed c-tuple of sets of graphs (i.e. each Ti is a set of graphs). Let R(c, n, (T1, T2, . . . , Tc)) denote
the set of all n-tuples, (a1, a2, . . . , an), such that every c-coloring of the edges of the complete multipartite graph, Ka1,a2,...,an ,
forces a monochromatic subgraph of color i from the set Ti (for at least one i). If N denotes the set of non-negative integers, then
R(c, n, (T1, T2, . . . , Tc)) ⊆ Nn. We call such a subset of Nn a “Ramsey region”. An application of Ramsey’s Theorem shows
that R(c, n, (T1, T2, . . . , Tc)) is non-empty for n?0. For a given c-tuple, (T1, T2, . . . , Tc), known results in Ramsey theory help
identify values of n for which the associated Ramsey regions are non-empty and help establish speciﬁc points that are in such
Ramsey regions. In this paper, we develop the basic theory and some of the underlying algebraic structure governing these regions.
© 2007 Elsevier B.V. All rights reserved.
Keywords: Ramsey theory; Designs; Multipartite graphs
1. Introduction
Ramsey theory dates back 75 years to the following theorem:
Theorem 1 (Ramsey). Let r, k, l be given positive integers. There exists a positive integer nwith the following property.
If the k-subsets of an n element set are colored with r colors then there exists an l element set all of whose k-subsets
are of the same color.
For a given r, k, l it is an interesting (and hard) problem to ﬁnd the smallest value of n guaranteed to exist by Ramsey’s
Theorem. The theorem has many corollaries guaranteeing the existence of substructures under various conditions. If
k is a set equal to 2 then Ramsey’s Theorem is a theorem in graph theory. It states that for n sufﬁciently large, any
r coloring of the edges of Kn contains a monochromatic subgraph isomorphic to Kl . Since any graph, G, embeds in
some complete graph, the theorem also implies that for n sufﬁciently large, any r coloring of the edges of Kn contains
a monochromatic subgraph isomorphic to G.
In this paper, Ka1,a2,...,at will denote the complete t-partite graph on sets of vertices of size a1, a2, . . . , at and Kn
will denote the complete graph on n vertices (thus Kn = K(1,1,...,1)). Let G be an arbitrary graph. If the vertices of G
can be colored with t colors such that adjacent vertices have different colors then G can be embedded into a complete
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t-partite graph. The smallest t such that G can be embedded into a complete t-partite graph is called the chromatic
number of G and is denoted by (G).
Let (T1, T2, . . . , Tc) be a c-tuple of sets of graphs (i.e. each Ti is a set of graphs). Let R(c, n, (T1, T2, . . . , Tc))
denote the set of all n-tuples such that every c-coloring of the edges of Ka1,a2,...,an forces a monochromatic subgraph
of color i from the set Ti (for some i). Ramsey’s Theorem guarantees that R(c, n, (T1, T2, . . . , Tc)) is non-empty
for n?0. More precisely, Ramsey’s Theorem guarantees that the n-tuple consisting entirely of 1’s is an element of
R(c, n, (T1, T2, . . . , Tc)) provided that n?0. The set of all n-tuples in R(c, n, (T1, T2, . . . , Tc)) is called a Ramsey
region. The goal of this paper is to develop the basic theory of Ramsey regions. Let M denote the minimum value of the
chromatic numbers of the graphs in the various Ti’s. M provides a lower bound on n such that R(c, n, (T1, T2, . . . , Tc))
is non-empty. Known results in Ramsey theory can be used to give upper bounds on n such that the n-tuple consisting
entirely of 1’s lies in R(c, n, (T1, T2, . . . , Tc)). In general, these bounds are far from being sharp. However, we can
use many of the bounds found in [11] as a starting point for bounding Ramsey regions. The result and ideas found
in [1–3] and in [5–10] provided much of the original impetus to formulate a setting within which a broad range of
Ramsey theoretical results could sit and inﬂuence each other. It is important to note that any given Ramsey region
can be described completely by a ﬁnite list of n-tuples(even though a non-empty Ramsey region will have an inﬁnite
number of points). Part of the motivation for introducing Ramsey regions arose when addressing the complexity issues
in computing new Ramsey numbers. With Ramsey regions, a complex problem can be broken down into smaller pieces.
Furthermore, information learned about one Ramsey region can help in the understanding of other Ramsey regions. As
a result, it is hoped that an accumulation of knowledge can build to allow for the solution of problems that would be
difﬁcult to attack in a single step.
2. Main deﬁnitions and theorems
For this entire section, Ka1,a2,...,an will denote a complete multipartite graph and A = (T1, T2, . . . , Tc) will be an
ordered c-tuple of sets of graphs. All graphs are assumed to have no multiple edges and no loops. R(c, n,A) will denote
the set of all n-tuples such that every c-coloring of the edges of Ka1,a2,...,an forces a monochromatic subgraph of color
i which is isomorphic to a graph from the set Ti (for at least one value of i). If T = T1 = T2 = · · · = Tc then we write
R(c, n, T ) instead of R(c, n, (T1, T2, . . . , Tc)).
Proposition 2. Suppose Ka1,a2,...,an ⊆ Kb1,b2,...,bm then
(a1, a2, . . . , an) ∈ R(c, n,A) ⇒ (b1, b2, . . . , bm) ∈ R(c,m,A).
Proof. Fix an injection Ka1,a2,...,an ↪→ Kb1,b2,...,bm . In coloring the edges of Kb1,b2,...,bm with c colors, you induce a
coloring of the edges of Ka1,a2,...,an with c colors. Thus, if there exists a monochromatic subgraph of Kb1,b2,...,bm of
color i which is isomorphic to a given graph G then the induced coloring of the edges of Ka1,a2,...,an will also contain
a monochromatic subgraph of color i which is isomorphic to G. 
Corollary 3. Let Sn denote the symmetric group on n elements and suppose  ∈ Sn, then
(a1, a2, . . . , an) ∈ R(c, n,A) ⇐⇒ (a(1), a(2), . . . , a(n)) ∈ R(c, n,A).
Proof. Follows from Proposition 2 using Ka1,a2,...,an 	 Ka(1),a(2),...,a(n) . 
Corollary 4. If (a1, a2, . . . , an) and (b1, b2, . . . , bn) are n-tuples such that biai for 1 in then
(a1, a2, . . . , an) ∈ R(c, n,A) ⇒ (b1, b2, . . . , bn) ∈ R(c, n,A).
Proof. Follows from Proposition 2 using Ka1,a2,...,an ⊆ Kb1,b2,...,bn . 
Corollary 5. If (a1, a2, . . . , an) is an n-tuple and b satisﬁes 0ba1 then
(a1, . . . , an) ∈ R(c, n,A) ⇒ (a1 − b, a2, . . . , an, b) ∈ R(c, n + 1, A).
Proof. Follows from Proposition 2 using Ka1,a2,...,an ⊆ Ka1−b,a2,...,an,b. 
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Deﬁnition 6. Suppose (a1, a2, . . . , an) ∈ R(c, n,A). If there exists an i such that lowering ai by 1 gives an n-tuple
which is not inR(c, n,A) then we call (a1, a2, . . . , an) a boundary point. A boundary point is called a vertex if lowering
any ai by 1 gives an n-tuple which is not in R(c, n,A). The vertex is called a fundamental vertex if a1a2 · · · an.
Proposition 7. (i) Let A= (T1, T2, . . . , Tc) and B = (V1, V2, . . . , Vc) be c-tuples of sets of graphs. If for each i, each
element of Vi contains as a subgraph some element of Ti then R(c, n, B) ⊆ R(c, n,A).
(ii) If  ∈ Sc then R(c, n, (T1, T2, . . . , Tc)) = R(c, n, (T(1), T(2), . . . , T(c))).
(iii) LetA=(T1, T2, . . . , Tc−1, Tc∪T ′c ), B=(T1, T2, . . . , Tc−1, Tc) andC=(T1, T2, . . . , Tc−1, T ′c ) thenR(c, n,A)=
R(c, n, B) ∪ R(c, n, C).
Proof. For Part (i), note that if every c-coloring of the edges of Ka1,a2,...,an forces a monochromatic subgraph as
determined by B then it also forces a monochromatic subgraph as determined by A. Parts (ii) and (iii) are clear. 
As a consequence of Proposition 7(iii), it is enough to understand R(c, n,A) where A is a c-tuple of graphs (as
opposed to A being a c-tuple of sets of graphs).
Theorem 8. Let k be a ﬁeld and let S = k[x1, x2, . . . , xn]. Deﬁne a map  : R(c, n,A) → S by ((a1, a2, . . . , an))=
x
a1
1 x
a2
2 · · · xann . Let I (R(c, n,A)) be the homogeneous ideal in S generated by the image of . Let V be the set of
vertices of R(c, n,A) and let I (V ) be the homogeneous ideal in S generated by (V ). Then
(i) xa11 xa22 · · · xann ∈ I (R(c, n,A)) ⇐⇒ (a1, a2, . . . , an) ∈ R(c, n,A).
(ii) I (R(c, n,A)) = I (V ).
Proof. (i) Ifxa11 xa22 · · · xann ∈ I (R(c, n,A)) then xa11 xa22 · · · xann is anS-linear combination of elements in(R(c, n,A)).
As a consequence of Corollary 4, if xa11 x
a2
2 · · · xann ∈ (R(c, n,A)) and if M is a monomial then M · xa11 xa22 · · · xann ∈
(R(c, n,A)). Thus the degree d part of I (R(c, n,A)) is equal to the span of the degree d part of (R(c, n,A)).
(ii) By part (i), xa11 xa22 · · · xann ∈ I (R(c, n,A)) ⇐⇒ (a1, a2, . . . , an) ∈ R(c, n,A). Given (a1, a2, . . . , an) ∈
R(c, n,A), decrease an as much as possible while remaining inside R(c, n,A) then decrease an−1 as much as possible
while remaining inside R(c, n,A) then do the same for an−2 on down to a1. At this point, lowering any of the
components any further will cause you to leave R(c, n,A). In other words, you are at a vertex. In terms of S, this is
equivalent to factoring xa11 x
a2
2 · · · xann =M ·(v)whereM is a monomial and v is a vertex. But this shows xa11 xa22 · · · xann∈ I (V ). 
Let Sn denote the symmetric group on n elements. For each  ∈ Sn we get a map S : S → S by S(xi) =
x(i). In this way, Sn acts on S. Furthermore, each element of R(c, n,A) extends to an element of R(c, n + 1, A)
by sending (a1, a2, . . . , an) to (a1, a2, . . . , an, 0). Thus there is a natural embedding f : R(c, n,A) ↪→ R(c, n +
1, A). Since R(c, n + 1, A) is Sn+1-invariant, the smallest Sn+1-invariant set containing f (R(c, n,A)) also sits inside
R(c, n + 1, A).
Deﬁnition 9. (i) Vn(c,A) denotes the vertices of R(c, n,A).
(ii) Fn(c,A) denotes the fundamental vertices of R(c, n,A).
(iii) If T ⊆ k[x1, x2, . . . , xn] then Sn(T ) will denote the smallest Sn-invariant set containing T .
(iv) Zi denotes the i-tuple (1, 1, . . . , 1).
(v) If f = (a1, a2, . . . , an) then deﬁne [f ] = ni=1ai .
Proposition 10. (i) Sn(Fn(c,A)) = Vn(c,A).
(ii) There exists an i such that Zi ∈ Fi(c, A).
(iii) Fn(c,A) ↪→ Fn+1(c, A).
(iv) limn→∞Fn(c,A) exists.
Proof. Part (i) is clear. Part (ii) follows from Ramsey’s Theorem. Part (iii) follows from the fact that R(c, n,A) injects
into R(c, n + 1, A) by the map (a1, a2, . . . , an) → (a1, a2, . . . , an, 0) and this injection maps fundamental vertices
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to fundamental vertices. Part (iv) follows from Part (ii) and its implication that Zi ∈ Fi(c, A) implies Fi(c, A) 	
Fi+t (c, A) for all t > 0. 
Deﬁnition 11. Let v = (a1, a2, . . . , an). Let v¯ denote the tuple obtained from v by removing any ai that are equal to
zero. Let Fn(c,A) = {v¯|v ∈ Fn(c,A)}. Let F(c, A) = limn→∞Fn(c,A). We call F(c, A) the full set of fundamental
vertices for c and A. From F(c, A) we can reconstruct R(c, n,A) for any value of n.
For aﬁxed c andA, deﬁne the functionHF(c,A)(n)=|Fn(c,A)| and the sequenceHF(c,A)=|F0(c, A)|, |F1(c, A)|,
|F2(c, A)|, . . .. As a consequence of Proposition 10, HF(c,A) will be a bounded, monotone increasing function which
stabilizes at |F(c, a)|. DeﬁnePbottom(c, A)=max{n|HF(c,A)(n)=0} andPtop(c, A)=min{n|HF(c,A)=|F(c, a)|}.
Proposition 12. Fix c and A. If Pbottom(c, A)nPtop(c, A), then thefunction HF(c,A)(n) is a strictly increasing
function of n.
Proof. Givenf=(a1, a2, . . . , at ), deﬁne‖f ‖ to be the number ofai that are not equal to zero.Assume thatZi /∈Fi(c, A)
for any in. We need to show there exists a vertex g ∈ Fn+1(c, A) such that ‖g‖ = n + 1 (for this would show that
the number of elements in Fn+1(c, A) is strictly larger than the number of elements in Fn(c,A)). Let r = min{[h]|h ∈
Fn(c,A)}. Pick an element f ∈ Fn(c,A) such that [f ] = r (see Deﬁnition 9). Using Corollary 5, f can be used to
produce a point, f ′ ∈ R(c, n + 1, A) with ‖f ′‖ = min{r, n + 1}. If r <n + 1 then f¯ ′ = Zr which contradicts our
assumptions. If rn + 1 then ‖f ′‖ = n + 1. If f ′ ∈ Vn+1(c, A) then by Corollary 3, we can use f ′ to make a
fundamental vertex g ∈ Fn+1(c, A) with‖g‖ = n + 1. If f ′ /∈Vn+1(c, A), then by Theorem 8, (f ′) = M · (v) with
v as a vertex. Since [v]< [f ′] = [f ] and since f was chosen from Fn(c,A) such that [f ] was as small as possible, we
can conclude that v /∈Fn(c,A). Since v /∈Fn(c,A) and (f ′) = M · (v) and since ‖f ′‖ = n + 1, we can conclude
that v ∈ Fn+1(c, A) and that ‖v‖= n+ 1. Thus, while the map Fn(c,A) ↪→ Fn+1(c, A) is injective, it is not surjective
hence |Fn+1(c, A)|> |Fn(c,A)|. 
LetG1,G2, . . . ,Gc be graphs. LetA=(G1,G2, . . . ,Gc). Let R(A) denote the smallest n such that every c-coloring
of the edges of Kn necessarily contains a monochromatic graph of color i which is isomorphic to Gi for at least one
value of i. Thus R(A) denotes the standard c-color Ramsey number avoiding Gi in color i. We have the following
proposition:
Proposition 13. R(A) min{[f ]|f ∈ Fi(c, A)} for every i and R(A) = min{[f ]|f ∈ F(c, A)} = Ptop(c, A) =
min{i|Zi ∈ Fi(c, A)}.
Proof. The proof follows immediately from Corollary 5 and Proposition 10. 
Example 14. Let A = (K2,2,K2,1), then
F0(2, A) = F1(2, A) = ∅,
F2(2, A) = {(4, 2)},
F3(2, A) = {(4, 2, 0), (2, 2, 2), (3, 2, 1), (4, 1, 1)},
F4(2, A) = {(4, 2, 0, 0), (2, 2, 2, 0), (3, 2, 1, 0), (4, 1, 1, 0), (1, 1, 1, 1)},
F(2, A) = {(4, 2), (2, 2, 2), (3, 2, 1), (4, 1, 1), (1, 1, 1, 1)},
Pbottom(2, A) = 1, Ptop(2, A) = 4
HF(2, A) = 0, 0, 1, 4, 5, 5, . . . ,
R(A) = 4.
Deﬁnition 15. Let G be a graph with vertex set V and edge set E. Let v ∈ V . Form a new graph, G′, from G by
adding a new vertex v′ and by adding new edges by the rule: v′ is connected to w ∈ V if and only if v is connected to
w. Then G′ is said to be obtained from G by a neighborhood duplication.
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Proposition 16. If G is a graph and if G′ is obtained from G by a neighborhood duplication, then (G) = (G′).
Furthermore, Kn ⊆ G ⇐⇒ Kn ⊆ G′.
Proof. It is clear that Kn ⊆ G ⇒ Kn ⊆ G′. We need to show that KnG ⇒ KnG′. Let v be the vertex that was
duplicated and let v′ be the new vertex. If KnG and Kn ⊆ G′ then the copy of Kn in G′ must contain both v and v′.
But v and v′ are not connected. In a complete graph every pair of vertices is connected. Therefore KnG ⇒ KnG′.
To prove that (G) = (G′), note that if a vertex coloring of G avoids adjacent vertices having the same color then
by coloring v′ the same color as v, we have colored the vertices of G′ so that adjacent vertices do not have the same
color. 
Corollary 17. F(c, (Kb1 ,Kb2 , . . . , Kbc )) = {Zb} where Zb is the b-tuple of 1’s with b = R(Kb1 ,Kb2 , . . . , Kbc ).
Proof. Let j <R(Kb1 ,Kb2 , . . . , Kbc ). Then there exists a coloring of Kj containing no Kbi of color i (for any i). By
a sequence of neighborhood duplications, we can transform Kj into Ka1,a2,...,aj for any j-tuple (a1, a2, . . . , aj ) (with
strictly positive coordinates). If we duplicate both the neighborhoods and the edge colorings, then we obtain an edge
coloring ofKa1,a2,...,aj containing noKbi of color i for any i (by Proposition 16). Thus Fj (c, (Kb1 ,Kb2 , . . . , Kbc ))=∅.
If j = R(Kb1 ,Kb2 , . . . , Kbc ) then Zj ∈ R(c, j, (Kb1 ,Kb2 , . . . , Kbc )) thus there is only one fundamental vertex. 
3. Two-dimensional Ramsey regions
This section is concerned with properties of Ramsey regions of the form R(c, 2, A). We call these two-dimensional
Ramsey regions since they consist of 2-tuples. Let the vertices of a complete bipartite graph Ka,b be represented by
x1, x2, . . . , xa and y1, y2, . . . , yb. Any c-coloring of the edges of Ka,b can be represented by an a × b matrix whose
ij th entry is the color of the edge connecting xi and yj . If A is a c-tuple of complete bipartite graphs, then determining
R(c, 2, A) is equivalent to determining for what values of r, s is every r × s matrix, whose entries are one of c different
colors, forced to contain an appropriate sized monochromatic rectangle. If only two colors are used, then we can use
the symbols 0 and 1 to represent the two colors. If A = (Ka,b,Kc,d) is a 2-tuple of complete bipartite graphs then
determining R(2, 2, A) is equivalent to determining for what values of r, s is every r × s 0,1-matrix forced to contain
either an (a × b or b × a) submatrix of 1’s or a (c × d or d × c) submatrix of 0’s. Standard constructions in Design
theory can be used to produce large 0,1-matrices which do not contain monochromatic sub-rectangles.
Deﬁnition 18. Let t, k, v,  be integers with t < k <v and > 0. Then a t − (v, k, ) design is a collection of k-
element subsets (called blocks) of a v-element set (called points) such that every t-element subset of the v-element set
is contained in exactly  of the k-element sets.
The point-block incidence matrix of a design can be reinterpreted as the reduced adjacency matrix of a bipartite
graph or as a coloring of the edges of a complete bipartite graph with two colors. Properties of the design imply various
properties of the 0,1-matrix. This is illustrated in the following:
Example 19. Consider the set consisting of 3-subsets of {1, 2, 3, 4, 5, 6, 7}, Y ={{1, 2, 3}, {1, 4, 5}, {1, 6, 7}, {2, 4, 6},
{2, 5, 7}, {3, 4, 7}, {3, 5, 6}}. Y is a 2 − (7, 3, 1) design (it is also a Steiner triple system of order 7). The incidence
matrix of Y is the matrix
MY =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 0 0 0 0
1 0 0 1 1 0 0
1 0 0 0 0 1 1
0 1 0 1 0 1 0
0 1 0 0 1 0 1
0 0 1 1 0 0 1
0 0 1 0 1 1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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Since Y is a 2 − (7, 3, 1) design, there can be no 2 × 2 submatrix of 1’s. It is easy to check that there are no 2 × 3 nor
3 × 2 submatrices of 0’s. Thus, this matrix corresponds to a 2-coloring of the edges of K7,7 in which there is no K2,2
of the ﬁrst color and there is no K2,3 of the second color. i.e. (7, 7) /∈R(2, 2, (K2,2,K2,3)).
Since MY contains no 3 × 2 submatrices of 0’s or 1’s, two copies of MY can be concatenated to produce a 7 × 14
matrix with no 3×3 submatrices of 0’s or 1’s. This implies that (7, 14) /∈R(2, 2, (K3,3,K3,3)). One can build a 14×14
matrix by tensoring a 2 × 2 matrix of 1’s with MY . This matrix shows that (14, 14) /∈R(2, 2, (K3,3,K3,5)).
One can see from the example above that one can formulate a large number of statements of the form (a, b) /∈
R(2, 2, A) ⇒ (a′, b′) /∈R(2, 2, A′). To do this, one can start with a matrix that does not contain certain substructures
and use it to build new matrices without certain substructures. This can be a very useful tool when trying to understand
a given Ramsey region. Here is one aspect of this idea.
Proposition 20. Let Zn denote the integers modulo n. Let M be an a × b matrix whose entries are taken from Zn.
Suppose M contains no c × d submatrix all of whose entries are a given element i ∈ Zn. Let Zr,s denote the r × s
matrix of 1’s. Then Zr,s ⊗M contains no ((c− 1)r + 1)× ((d − 1)s + 1) submatrix all of whose entries are equal to i.
Proof. Zr,s ⊗ M is the matrix built by stacking r copies of M on top of each other then gluing together s copies of
these stacked matrices. The result then follows immediately from the pigeonhole principle. 
Proposition 21. The point-block incidence matrix of a t − (v, k, ) design contains no t × ( + 1) submatrix of 1’s
and no t × (¯+ 1) submatrix of 0’s. Where s = ( v−st−s )/( k−st−s ) and ¯= ts=0(−1)s( ts )s .
Proof. The statement that the matrix contains no t × ( + 1) submatrix of 1’s is clear. The statement that the matrix
contains no t × (¯ + 1) submatrix of 0’s follows from the fact that the complement to a t − (v, k, ) design is a
t − (v, v − k, ¯) design [4]. 
Remark 22. To produce interesting reduced adjacency matrices, we can start with the incidence matrix of a design.
However, Proposition 21 does not guarantee that the incidence matrix of a t − (v, k, ) design has no ( + 1) × t
submatrix of 1’s. To establish that a given coloring of the edges of a complete bipartite graph has no monochromatic
complete bipartite subgraph, we need to show that the associated reduced adjacency matrix and its transpose contain
no monochromatic rectangle of a certain size. Thus, the propositions above are useful but do not complete the picture.
However, interesting properties of a matrix do imply interesting properties in the tensor product.
Designs are very useful in producing points which are not in a given Ramsey region but are typically very close to a
boundary point of the region. A standard argument in combinatorics shows that the number of k-sets in a t − (v, k, )
design is b =  ( v
t
)
/
(
k
t
)
[4]. This fact is sometimes useful to show that a given 2-tuple is in a given Ramsey region
by showing that it is not possible to have too many blocks (i.e. columns) without forcing certain substructures.
Example 23. This example shows that (8, 8) ∈ R(2, 2, (K2,2,K3,2)). By the previous paragraphs, this will be estab-
lished if it is shown that every 8 × 8 0,1-matrix contains either a 2 × 2 submatrix of 1’s or a (2 × 3 or 3 × 2) submatrix
of 0’s. Let M be an 8 × 8 0,1-matrix. It is easy to check that if M has 3 columns with 4 or more 1’s then there will
exist a 2 × 2 submatrix of 1’s. Therefore, we can assume M has 6 or more columns with 5 or more 0’s. If there is a
column with 6 0’s and a column with 5 0’s then there will be a 3 × 2 submatrix of 0’s. So we can assume M has 6 or
more columns with exactly 5 0’s in each column. The formula for the number of blocks of a 3− (8, 5, 1) design yields
5.6 blocks. This is not an integer so such a design does not exist. Furthermore, 5.6 is an upper bound for the number
of 5 subsets that can be selected from an 8element set that avoids the appearance of a 3 element set in more than one
block. Since we have 6 or more columns containing 5 0’s, there must exist a 3 × 2 submatrix of 0’s. Consequently,
(8, 8) ∈ R(2, 2, (K2,2,K3,2)).
4. Concluding Remarks
Most of the difﬁculty of classical Ramsey theory is due to the large step in complexity that occurs between suc-
cessive Ramsey numbers. With Ramsey regions, the ultimate goal is to compute the fundamental vertex set. This is
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a large problem but naturally breaks up into a series of much smaller problems. As n increases, fundamental vertices
in Fn(c, (G1,G2, . . . ,Gc)) “converge” to Zi . The i for which Zi is a fundamental vertex is the classical Ramsey
number R(G1,G2, . . . ,Gc). Information gleaned from one Ramsey region helps in the understanding of other Ramsey
regions. This allows an accumulation of results which can contribute to the solution of a difﬁcult problem such as the
determination of classical Ramsey numbers. It is certainly our hope that further connections with other constructions in
combinatorics are established and that this allows work in other areas to apply directly to the understanding of Ramsey
regions. It is clear that most of this paper can be generalized to hypergraphs in a fairly natural manner. Our goal in a
future project is to further develop the algebra involved with Ramsey regions, to describe the algebra of Ramsey regions
involving hypergraphs and to extend the algebraic approach initiated in this paper.
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