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FROM COALESCING RANDOM WALKS ON A TORUS TO KINGMAN’S
COALESCENT
J. BELTRA´N, E. CHAVEZ, C. LANDIM
ABSTRACT. Let Td
N
, d ≥ 2, be the discrete d-dimensional torus withNd points. Place a
particle at each site of Td
N
and let them evolve as independent, nearest-neighbor, symmet-
ric, continuous-time random walks. Each time two particles meet, they coalesce into one.
Denote by CN the first time the set of particles is reduced to a singleton. Cox [6] proved
the existence of a time-scale θN for which CN/θN converges to the sum of independent
exponential random variables. Denote by ZN
t
the total number of particles at time t. We
prove that the sequence of Markov chains (ZN
tθN
)t≥0 converges to the total number of
partitions in Kingman’s coalescent.
1. INTRODUCTION
Fix d ≥ 2, and denote by TdN = {0, . . . , N−1}d the discrete, d-dimensional torus with
Nd points. Consider independent, nearest-neighbor, symmetric, continuous-time coalesc-
ing random walks evolving on TdN . This dynamics can be informally described as follows.
Place a particle at each point of TdN . Each particle evolves, independently from the others,
as a continuous-time random walk which jumps from x to x ± ej with probability 1/2d,
where the summation is taken modulo N and {e1, . . . , ed} stands for the canonical basis
of Rd. Whenever a particle jumps to a site occupied by another particle, the two particles
coalesce into one.
LetCN be the first time the set of particles is reduced to a singleton, and let sN = N
d in
dimension d ≥ 3, sN = N2 logN in dimension 2. Cox [6] proved that CN/sN converges
in distribution to a random variable τ which can be expressed as
τ =
∑
k≥2
Tk , (1.1)
where (Tk)k≥2 is a sequence of independent, exponential random variables whose expec-
tations are given by
E[Tn] =
2
n (n− 1) , for n ≥ 2 .
This result directs us to Kingman’s coalescent [9], a dynamicwhich describes a continuous-
time Markov process on the equivalence relations of
N = {1, 2, . . .} .
Here we focus our interest in the process (Nt)t≥0 which records the number of equivalence
classes in Kingman’s coalescent. The process Nt is a pure death process on N ∪ {∞},
starting at∞, finite at any positive time, and jumping from k to k−1 at rate k(k−1)/2. A
path of (Nt)t≥0 can be sampled as follows. Recall the definition of the random variables
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(Tn)n≥2, and set T1 =∞. Note that with probability one
∑∞
n=2 Tn <∞ and so[ ∞∑
n=k+1
Tn,
∞∑
n=k
Tn
)
, k ∈ N ,
turns to be a partition of (0,∞). Set N0 =∞ and, for every t > 0 and k ≥ 1, define
Nt = k ⇐⇒
∞∑
n=k+1
Tn ≤ t <
∞∑
n=k
Tn . (1.2)
Notice that this process is not continuous at t = 0 unless every neighborhood of ∞ ∈
N ∪ {∞} has finite complement.
We shall use an alternative description of this process, more suitable to our purposes.
Consider the bijection
{1, 2, . . . ,∞} → S := {1, 1/2, 1/3, . . . , 0}
x 7→ 1/x ,
taking∞ to 0, and endow S with the standard differential structure inherited by the real
line. The first result of this article characterizes the law of
Xt = 1/Nt , t ≥ 0 , (where 1/∞ = 0) (1.3)
as the unique solution of a martingale problem.
The second main result of the article asserts that in an appropriate time-scale the process
which records the [inverse of the] total number of particles at a given time converges in the
Skorohod topology to Xt.
Since Cox’ article [6], the asymptotic behavior of the coalescence time CN has been
the subject of several papers. Consider a connected graph GN with N vertices. If GN is
the complete graph, the distribution of CN can be computed exactly and the process which
records the total number of particles is Markovian. This example is called the mean-field
model, and one expects that, under some mixing conditions on the random walk on the
graph GN , the asymptotic behavior of the coalescence time CN resembles the one of the
mean field model.
Denote by hN the expected hitting time of a vertex starting from the stationary distri-
bution, and by tN the expected meeting time of two independent random walks over GN ,
both starting from the stationarity state. Aldous and Fill [1, Chapter 14] conjectured in
Open Problem 12 that under some mixing conditions E[CN ] is of the same order of hN ,
as in the mean-field case.
Durrett [7] proved mean field behavior in a small world random graph and Cooper,
Frieze and Radzik [5, Theorem 8] in random d-regular graphs. Oliveira [13, 14] showed
that under some reasonable mixing conditions CN/tN converges to τ , the random time
introduced in (1.1), in transitive, reversible, irreducible Markov chains.
Our motivation to consider this problem comes from the theory of metastable Markov
chains. We proposed in [2, 3] a general method, based on the characterization of Markov
processes as solutions of martingale problems, to show that projections of Markov chains
on smaller state spaces are asymptotically Markovian. Coalescing random walks fit per-
fectly in this framework, as it is expected that the total number of particles evolves asymp-
totically as Kingman’s coalescent.
This article leaves some open questions. It would certainly be interesting to extend the
results presented here to the random graphs covered by Oliveira [14] or to non-reversible
dynamics, but also to consider the dynamics which keeps track of the total number of
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particles which coalesced with each particle present at a given time. This later dynamics
is related to a Wright-Fisher diffusion, already examined by Cox [6] and Chen, Choi and
Cox [4].
2. NOTATION AND RESULTS
Denote by p the probability measure on Zd given by
p(x) =
1
2d
if x ∈ {±e1, . . . ,±ed} , and p(x) = 0 otherwise . (2.1)
Let EN be the family of nonempty subsets of T
d
N . The coalescing random walks intro-
duced in the previous section is the EN -valued, continuous-time Markov chain, repre-
sented by {AN (t) : t ≥ 0}, whose generator LN is given by
(LNf)(A) =
∑
x∈A
∑
y 6∈A
p(y−x){f(Ax,y)−f(A)} +
∑
x∈A
∑
y∈A
p(y−x){f(Ax)−f(A)} ,
(2.2)
where Ax,y (resp. Ax) is the set obtained from A by replacing the point x by y (resp.
removing the element x):
Ax,y = [A \ {x}] ∪ {y} , Ax = A \ {x} .
2.1. Kingman’s coalescent. Recall from the previous section the definition of Kingman’s
coalescent (Nt)t≥0 and the definition of the set S. Denote by D(R+, S) the space of S-
valued, right-continuous trajectories with left-limits, endowed with the Skorohod topology.
The respective coordinate maps are denoted by
Xt : D(R+, S)→ S , t ≥ 0 .
Consider the canonical filtration
Gt := σ(Xs : 0 ≤ s ≤ t) , t ≥ 0 .
It is known that G∞ := σ(Xt : t ≥ 0) coincides with the corresponding Borel σ-field on
D(R+, S). Let C
1(S) be the set of functions f : S → R of class C1, that is f ∈ C1(S) is
the restriction to S of a continuously differentiable function defined on a neighborhood of
S. For each f ∈ C1(S) define Lf : S → R as
(Lf)(y) :=

(
n
2
){
f
(
1
n−1
)
− f
(
1
n
)}
, if y = 1n and n ≥ 2 ,
0 , if y = 1 ,
(1/2)f ′(0) , if y = 0 .
(2.3)
The following proposition guarantees existence and uniqueness for the
(
C1(S),L
)
-martingale
problem and that (Xt)t≥0, defined in (1.3), provides the unique solution starting at 0 ∈ S.
Proposition 2.1. For each x ∈ S, there exists a unique solution for the (C1(S),L)-
martingale problem starting at x. That is, there exists a unique probability measure Px
on the measurable space
(
D(R+, S),G∞
)
such that Px[X0 = x] = 1 and, for every
f ∈ C1(S),
f(Xt)−
∫ t
0
(Lf)(Xs) ds , t ≥ 0 , (2.4)
is a Px-martingale with respect to (Gt)t≥0. Moreover, P0 coincides with the law of
(Xt)t≥0.
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2.2. Main result. Recall that EN stands for the set of nonempty subsets of T
d
N . Consider
the partition of EN according to the number of elements:
EN =
⋃
n∈N
EnN , where E
n
N := {A ⊂ TdN : |A| = n} , n ∈ N , (2.5)
and |A| stands for the number of elements of A. Let ΨN : EN → S be the projection
corresponding to partition (2.5)
ΨN (A) = 1/|A| , A ∈ EN .
For each A ∈ EN , let PNA denote a probability measure under which the process(
AN (t)
)
t≥0
corresponds to a coalescing random walk on TdN starting at A, i.e. a Markov
chain with state space EN and generator LN (defined in (2.2)) such that P
N
A [AN (0) =
A] = 1. When A = TdN , we denote P
N
A simply by P
N . Expectation with respect to PNA ,
PN is represented by ENA , E
N , respectively.
Consider two independent random walks (xNt )t≥0 and (y
N
t )t≥0 on T
d
N , both with jump
probability given by p(·), starting at the uniform distribution. Let θN be the expected
meeting time:
θN := E
[
min{t ≥ 0 : xNt = yNt }
]
.
Since xNt −yNt evolves as a randomwalk speeded-up by 2, θN represents the expectation of
the hitting time of the origin for a simple symmetric random walk speeded-up by 2 which
starts from the stationary state. By [2, Proposition 6.10], we may express this expectation
in terms of capacities. Sharp bounds for the capacity then provide an asymptotic formula
for θN .
Consider a continuous-time, random walk (xt)t≥0 on Z
d with jump probabilities given
by (2.1) and which starts from the origin. Assume that d ≥ 3, and denote by τ1 the time
of the first jump, τ1 = inf{t ≥ 0 : xt 6= 0}, and by H+ the return time to the origin:
H+ = inf{t ≥ τ1 : xt = 0}. Let vd be the escape probability: vd = P [H+ =∞]. By the
argument presented in the previous paragraph, by [8, Corollary 6.8] in dimension d ≥ 3,
and by [8, Corollary 6.12] in dimension 2,
lim
N→∞
θN
Nd
=
1
2 vd
in dimension d ≥ 3 ,
lim
N→∞
θN
N2 logN
=
1
π
in dimension d = 2 .
(2.6)
The factor 2 in the denominator appears because the process has been speeded-up by 2. In
particular, in d = 2, 1/π should be understood as (1/2)(2/π).
Consider the rescaled reduced process
XN (t) = ΨN(AN (θN t)) , t ≥ 0 . (2.7)
Notice that XN (t) is not a Markov chain, but only a hidden Markov chain. Denote by
PN the probability law on
(
D(R+, S),G∞
)
induced by the reduced process
(
XN (t)
)
t≥0
under PN (i.e. starting from all vertices in TdN occupied). The main result of this article
reads as follows
Theorem 2.2. For every d ≥ 2, the sequence of measures PN converges to P0.
It follows from Theorem 2.2 that, underPN ,(
XN (t)
)
t≥0
Law−−→ (Xt)t≥0 , for d ≥ 2.
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The scaling limit for the coalescing times obtained in [6] immediately follows from these
results.
Remark 2.3. The proofs apply to the case in which the jump probability p(·) is symmetric
and has finite range. It also applies if the initial condition TdN is replaced by a finite set
A = {x1, . . . , xn} whose points are scattered: ‖xi− xj‖ ≥ aN for 1 ≤ i 6= j ≤ n, where
aN is the sequence introduced in (3.3).
2.3. Sketch of the proof. The proof is divided in two steps. We first show that the se-
quence (PN ) is tight, and then we guarantee uniqueness of limit points by proving that
every limit point solves the
(
C1(S),L
)
-martingale problem.
For the later step, consider a smooth function f : R → R, and denote by MN(t) the
martingale given by
f(XN (t)) − f(XN (0)) −
∫ t
0
θN (LNf)
(
ΨN(AN (sθN ))
)
ds .
Since
(LNf)(ΨN (A)) = R(A)
{
f
( x
1− x
)
− f(x)
}
,
where x = ΨN (A), and R(A) is the jump rate given by
R(A) =
∑
x∈A
∑
y∈A\{x}
p(y − x) , (2.8)
the martingaleMN (t) can be written as
f(XN (t)) − f(XN(0)) − θN
∫ t
0
R(AN (sθN ))
{
f
(
XN (s)
1− XN (s)
)
− f(XN (s))
}
ds .
If the martingaleMN(t)were expressed in terms of the processXN , that is if θN R(AN (sθN )) =
r(XN (s)), we could pass to the limit and argue that
f(X(t)) − f(X(0)) −
∫ t
0
r(X(s))
{
f
(
X(s)
1− X(s)
)
− f(X(s))
}
ds . (2.9)
is a martingale for every limit point P∗ of the sequence PN . This result together with the
uniqueness of solutions of the martingale problem (2.9) on
(
D(R+, S),G∞
)
would yield
the uniqueness of limit points.
The previous argument evidences that the main point of the proof consists in “clos-
ing” the martingaleMN(t) in terms of the reduced process XN (s), that is, that the major
difficulty lies in the proof of the existence of a function r : S → R such that∫ t
0
{
θN R(AN (sθN )) − r(XN (s))
}
g(XN (s)) ds −→ 0
for all smooth functions g : R → R. This is the so-called “replacement lemma” or the
“local ergodic theorem”. One has to replace a function θNR(A) which does not vanish
only in a tiny portion of the state space (in the present context for subsets of (TdN )
n which
contain at least two neighborhing points) and which is very large (here of order θN ) when
it does not vanish, by a function of order 1 in the entire space.
The statement of the local ergodic theorem requires some notation. Denote byD(R+, EN )
the right-continuous trajectories ω : R+ → EN wich have left-limits. Let
r
( 1
n
)
:= λ(n) :=
(
n
2
)
, n ≥ 2 . (2.10)
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Proposition 2.4. Let F : N → R be a function which eventually vanishes: there exists
k0 ≥ 1 such that F (k) = 0 for all k ≥ k0. Let t0 > 0 and let (BN : D(R+, EN ) →
R;N ≥ 1) be a sequence of uniformly bounded functions, with each BN measurable with
respect to σ
(
AN (sθN ) : 0 ≤ s ≤ t0
)
. Then, for every t > t0,
lim
N→∞
EN
[
BN
∫ t
t0
{
θNR(AN (sθN ))− nsθN
}
F (|AN (sθN )|) ds
]
= 0 ,
where ns = λ(|AN (s)|).
The article is organized as follows. In Section 3, we present the results on coalescing
random walks needed in the proof of Proposition 2.4, which is presented in the following
section. In Section 5, we prove Theorem 2.2 and, in Section 6, Proposition 2.1.
3. COALESCING RANDOM WALKS ON TdN
We present in this section some results on coalescing randoms walks obtained by Cox
[6]: Propositions 3.1, 3.5 and 3.6. We start with some notation.
Throughout this section, PNx represents the distribution of a T
d
N -valued random walk,
speeded-up by 2, whose jump probability is p(·), introduced in (2.1), and initial position is
x. Denote by pt(x, y) = P
N
x [x(t) = y] the transition probabilities of this process and by
πN its stationary state, which is the uniform measure on T
d
N .
The first result, Proposition (4.1) in [6], provides a bound on the expectation of the
number of particles still present at time t. Let
gN (t) =
{
N2 t−1 log(1 + t) d = 2 ,
Nd/t d ≥ 3 .
Proposition 3.1. There exists a finite constant cd such that
EN [ |AN (t)| ] ≤ cd max{1, gN(t)}
for all t > 0, N ≥ 1.
Recall from (2.5) that we denote by EnN the subsets of T
d
N with n elements. Denote by
τj , j ≥ 1, the time when the process AN (t) is reduced to a set of j elements:
τj = inf
{
t ≥ 0 : |AN (t)| = j
}
= inf
{
t ≥ 0 : AN (t) ∈ EjN
}
. (3.1)
Lemma 3.2. There exists a finite constant C0 such that for all j ≥ 2,
max
A∈Ej
N
1
θN
ENA
[
τj−1
] ≤ C0 .
Proof. Fix two points x, y in A and denote by τx,y the first time these particles meet:
τx,y = inf{t > 0 : x(t) = y(t)}. Since τj−1 ≤ τx,y, and since the difference x(t) − y(t)
evolves as a random walk speeded-up by 2, the expectation appearing in the statement of
the lemma is bounded by
max
x∈TN
1
θN
ENx
[
H0
]
,
whereH0 represents the hitting time of the origin. By [12, Proposition 10.13], this quantity
is bounded by a finite constant independent of N . 
FROM COALESCING RANDOM WALKS ON A TORUS TO KINGMAN’S COALESCENT 7
It follows from the previous result that for every j ≥ 2,
lim
M→∞
lim sup
N→∞
max
A∈Ej
N
PNA
[
τj−1 ≥ M θN
]
= 0 . (3.2)
Denote by ‖µ− ν‖TV the total variation distance between two probability measures, µ,
ν, defined on a countable state space E:
‖µ− ν‖TV = 1
2
∑
a∈E
|µ(a)− ν(a) | .
Hereafter, the symbol αN ≪ βN , for two non-decreasing sequences αN , βN , means
that αN/βN → 0. Denote by aN an increasing sequence such that 1 ≪ aN ≪ N . In
dimension 2, assume further that N/
√
logN ≪ aN . Denote by GN (n, aN ) the scattered
subsets of EN . These are the sets A = {y1, . . . , yn} in EnN such that
min
i6=j
|yi − yj | ≥ aN . (3.3)
Lemma 3.3. For every n ≥ 2, t > 0,
lim
N→∞
max
A∈En
N
PNA
[
AN (tθN ) 6∈ E1N ∪
n⋃
k=2
GN (k, aN )
]
= 0 .
Proof. Since n is finite and since the difference of two random walks evolves as a random
walk speeded-up by 2, this assertion follows from the claim that for every t > 0
lim
N→∞
max
x∈Td
N
PN{0,x}
[
AN (tθN ) 6∈ E1N ∪GN (2, aN)
]
= lim
N→∞
max
x∈Td
N
PNx
[
H0 > tθN , |x(tθN )| ≤ aN
]
= 0 .
By the Markov property, the previous probability is bounded by
ENx
[
PNx(tθN/2)
[ |x(tθN/2)| ≤ aN ] ] .
Recall from the beginning of this section that πN represents the stationary state of the
random walk on TdN . The previous expectation is less than or equal to
PNπN
[|x(tθN/2)| ≤ aN ] + 2 ‖πN(·) − ptθN/2(x, ·)‖TV ,
where pt(x, y) represents the transition probabilities of a random walk evolving on T
d
N
speeded-up by 2. The first term is bounded by C0(aN/N)
d → 0, while the second one
vanishes because θN ≫ tNmix. 
Corollary 3.4. For every t > 0,
lim
N→∞
PN
[
AN (tθN ) 6∈ E1N ∪
Nd⋃
k=2
GN (k, aN )
]
= 0 .
Proof. Fix t > 0, and let Hs =
{
AN (sθN ) 6∈ E1N ∪
⋃Nd
k=2GN (k, aN )
}
, s > 0. Clearly,
for everyM > 0,
PN [Ht] ≤ PN
[ |AN (tθN/2)| ≤M , Ht ] + PN [ |AN (tθN/2)| > M ] .
By Proposition 3.1, the second term is bounded by C(d, t)/M , where C(d, t) is a constant
depending only on d and t. Hence, by the Markov property,
PN [Ht] ≤ max
2≤k≤M
max
A∈Ek
N
PNA [Ht/2] +
C(d, t)
M
.
8 J. BELTRA´N, E. CHAVEZ, C. LANDIM
By Lemma 3.3, the first term on the right-hand side vanishes asN →∞ for everyM ≥ 2.
This proves the corollary. 
Proposition 3.5. For every 2 ≤ j < k,
lim
N→∞
max
A∈GN (k,aN )
PNA
[
AN (τj) 6∈ GN (j, aN )
]
= 0 .
Proof. Fix 2 ≤ j < k. By (3.2), it is enough to prove that for allM > 0,
lim
N→∞
max
A∈GN (k,aN )
PNA
[
AN (τj) 6∈ GN (j, aN ) , τj ≤M θN
]
= 0 .
This is exactly assertions (3.7) and (3.8) in [6]. 
Denote by πnN , n ≥ 2, the uniform measure on EnN . Recall the definition of λ(·) given
in (2.10). Next proposition is a weak version of [6, Theorem 5].
Proposition 3.6. For all j ≥ 2,
lim
N→∞
PN
πj
N
[
τj−1 ≥ t θN
]
= e−λ(j) t .
It follows from the previous result that for every n ≥ 1,
lim
δ→0
lim sup
N→∞
PN
[
τn ≤ δθN
]
= 0 . (3.4)
Indeed, fix n ≥ 1 and consider a set A ∈ En+1N . Since A ⊂ TdN , PN [τn ≤ δθN ] ≤
PNA [τn ≤ δθN ]. Averaging over A with respect to πn+1N we obtain that PN [τn ≤ δθN ] ≤
PN
πn+1
N
[τn ≤ δθN ]. By Proposition 3.6, the previous quantity vanishes as N → ∞ and
then δ → 0.
Denote by γN a sequence much larger than the mixing time and much smaller than the
hitting time:
tNmix ≪ γN ≪ θN . (3.5)
Let (ℓN : n ≥ 1) be a sequence such that 1 ≪ ℓN ≪ N . In dimension 2, we assume that
Nα ≪ ℓN ≪ N for all 0 < α < 1, so that
lim
N→∞
ℓN
N
= 0 , lim
N→∞
log ℓN
logN
= 1 . (3.6)
Note that in dimension 2 the conditions imposed on ℓN are weaker than the ones assumed
on aN in [6, Theorem 4].
Lemma 3.7. For every n ≥ 2,
lim
N→∞
max
A∈GN (n,ℓN)
PNA
[
τn−1 ≤ γN
]
= 0 .
Proof. The probability is bounded by(
n
2
)
max
‖x‖≥ℓN
PNx [H0 ≤ γN ] ,
where, recall, H0 stands for the hitting time of the origin. Since γN ≪ θN , by equation
(6.18) in [8], this expression vanishes in the limit. 
In the next lemma we compare the dynamicsAN (t)with the one of independent random
walks. Fix n ≥ 2, and denote by (xnN (t))t≥0, the evolution of n independent randomwalks
on TdN with jump probabilities p(·) given by (2.1). The stationary state of this dynamics,
denoted by π⊗nN , is the product measure on [T
d
N ]
n in which each component is the measure
πN .
FROM COALESCING RANDOM WALKS ON A TORUS TO KINGMAN’S COALESCENT 9
Denote by p
(n)
t (x,y) the transition probabilities of x
n
N (t), and by t
N,n
mix the correspond-
ing mixing time. Since the dynamics amounts to the evolution of a random walk on
TndN , there exist constants 0 < c(d, n) < C(d, n) < ∞ such that c(d, n)N2 ≤ tN,nmix ≤
C(d, n)N2 (cf. [12, Section 5.3 and 7.4]).
Denote by xj(t) ∈ TdN the j-th coordinate of xnN (t), 1 ≤ j ≤ n. Up to time τn−1
the process AN (t) evolves as {xnN (t)} := {x1(t), . . . , xn(t)}. More precisely, fix A =
{a1, . . . , an} ∈ EnN , and let
E
≤n
N :=
n⋃
k=1
EkN .
There exists a probability measure on D
(
R+,E
≤n
N × (TdN )n
)
, denoted by P̂NA , which
fulfills the following conditions. The distribution of the first, resp. second, coordinate
corresponds to the distribution induced by AN (t), resp. x
n
N (t). Furthermore,AN (0) = A,
xnN (0) = (a1, . . . , an), and AN (t) = {xnN (t)} for all 0 ≤ t ≤ τn−1, P̂NA almost surely.
Lemma 3.8. Fix n ≥ 2. Let FN : E≤nN → R be a sequence of uniformly bounded
functions, ‖F‖ := supN≥1maxA∈E≤n
N
|FN (A)| <∞, and let (βN )N≥1 be a non-negative
sequence. Then, for every A = {a1, . . . an} ∈ EnN ,
ENA
[
FN (AN (βN )) 1{τn−1 > βN}
]
− Eπn
N
[
FN
]
= − ÊNA
[
FN ({xnN (βN )}) 1
{
τn−1 ≤ βN , {xnN (βN )} ∈ EnN
} ]
+ RN ,
where ∣∣RN ∣∣ ≤ ‖F‖{2 ‖p(n)βN (a, ·)− π⊗nN (·)‖TV + cN}
and limN→∞ cN = 0.
Proof. Fix A = {a1, . . . an} ∈ EnN . We may rewrite the expectation appearing in the
statement of the lemma as
ÊNA
[
FN (AN (βN )) 1{τn−1 > βN}
]
.
Since AN (t) = {xnN (t)} in the time interval [0, τn−1], we may replace in the previous
equationAN (βN ) by {xnN(βN )} and then add the indicator function of the set {xnN (βN )} ∈
EnN . After these replacements, the previous expression becomes
ÊNA
[
FN ({xnN (βN )}) 1{ {xnN(βN )} ∈ EnN }
]
− ÊNA
[
FN ({xnN (βN )}) 1
{
τn−1 ≤ βN , {xnN (βN )} ∈ EnN
} ]
.
We estimate the first term. Recall that we denote by p
(n)
t (x,y) the transition probabili-
ties of xnN (t). With this notation, we may write this term as∑
x∈[Td
N
]n
FN ({x}) 1{ {x} ∈ EnN } π⊗nN (x) + R(1)N ,
where ∣∣R(1)N ∣∣ ≤ 2 ‖F‖ ‖p(n)βN (a, ·)− π⊗nN (·)‖TV .
and a = (a1, . . . , an).
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To bound the first term of the penultimate formula, recall that we denote by πnN the
uniform measure on EnN . Let
R
(2)
N,n :=
∑
A∈En
N
∣∣∣πnN (A) − ∑
x∈[Td
N
]n
1{ {x} = A} π⊗nN (x)
∣∣∣ . (3.7)
An elementary computation shows that limN→∞R
(2)
N,n = 0 for every n ≥ 2. The assertion
of the lemma follows from the previous estimates. 
The next lemma is a consequence of [6, Theorem 5] in dimension d ≥ 3. In dimension
2 is a slight generalization since our assumptions on ℓN are weaker.
Lemma 3.9. Let ℓN be a sequence satisfying the conditions introduced above (3.6). Then,
for all t > 0,
lim
N→∞
max
A∈G(n,ℓN )
∣∣∣PNA [τn−1 ≥ tθN ] − e−λ(n) t ∣∣∣ = 0 .
Proof. We present the proof in dimension d = 2. The one in higher dimension is analo-
gous. Fix a set A = {a1, . . . , an} in GN (n, ℓN) and a sequence 1≪ tN ≪ logN . Recall
from the previous lemma the definition of the measure P̂NA . Since the first coordinate
evolves as AN (t),
PNA
[
τn−1 ≥ tθN
]
= P̂NA
[
τn−1 ≥ tθN
]
.
By the Markov property,
P̂NA
[
τn−1 ≥ tθN
]
= ÊNA
[
P̂NAN (γN )
[
τn−1 ≥ tθN − γN
]
1{τn−1 > γN}
]
,
where γN = tNN
2.
We apply Lemma 3.8 with βN = γN to estimate the right-hand side. Let FN : E
≤n
N →
R be the function defined by
FN (A) = P
N
A
[
τn−1 ≥ tθN − γN
]
, A ∈ EnN ,
and FN (A) = 0 for A 6∈ EnN . By Lemma 3.8, the right hand side of the penultimate
formula is equal to
PNπn
N
[
τn−1 ≥ tθN − γN
]
+ RN ,
where ∣∣RN ∣∣ ≤ P̂NA [τn−1 ≤ γN] + 2 ‖p(n)γN (a, ·) − π⊗nN (·)‖TV + cN ,
with limN→∞ cN = 0.
Each term of the previous expression is negligible. In the first one, we may replace P̂NA
by PNA , and apply Lemma 3.7 to conclude that this expression vanishes as N → ∞. The
second one also vanishes in the limit because γN ≫ tNmix and tN,nmix is of the same order of
tNmix. To complete the proof of the lemma, as γN ≪ θN , it remains to apply Proposition
3.6. 
Recall the properties of the sequence aN introduced in (3.3). By the previous result, for
all k > j ≥ 2,
lim
N→∞
max
A∈GN(k,aN )
∣∣∣PNA [ τj−1 − τj ≥ t θN ] − e−λ(j) t ∣∣∣ = 0 . (3.8)
Indeed, by Proposition 3.5, we may intersect the event appearing inside the probability
with the set {AN(τj) ∈ GN (j, aN )}. Then, applying the strong Markov property at time
τj we reduce assertion (3.8) to Lemma 3.9.
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The next result together with the previous lemma entails the convergence ofENAN
[
τn−1/θN
]
to λ(n)−1 for any sequence AN ∈ G(n, ℓN).
Lemma 3.10. For every n ≥ 2, m ≥ 1, there exists a finite constant C(n,m) such that
for all N ≥ 1,
max
A∈En
N
ENA
[
(τn−1/θN )
m
] ≤ C(n,m) .
Proof. By the Markov property, for all k ≥ 1,
max
A∈En
N
PNA [τn−1/θN ≥ k] ≤
(
max
A∈En
N
PNA [τn−1/θN ≥ 1]
)k
.
We claim that
max
A∈En
N
PNA [τn−1 ≥ θN ] ≤ PNπn
N
[τn−1 ≥ θN/2] + δN . (3.9)
where δN → 0. Indeed, fix A = {a1, . . . an} ∈ EnN , and apply the Markov property to
obtain that
PNA [τn−1 ≥ θN ] = ENA
[
PNAN (θN/2)[τn−1 ≥ θN/2] 1{τn−1 ≥ θN/2}
]
.
Let FN : E
≤n
N → R be the function defined by
FN (A) = P
N
A
[
τn−1 ≥ θN/2
]
, A ∈ EnN ,
and FN (A) = 0 for A 6∈ EnN . Since FN is non-negative, by Lemma 3.8, the right-hand
side of the penultimate formula is bounded above by
PNπn
N
[τn−1 ≥ θN/2] + 2 ‖p(n)θN/2(a, ·) − πnN (·)‖TV + cN ,
where a = (a1, . . . an). Assertion (3.9) follows from the facts that θN ≫ tNmix and that
tN,nmix is of the same order of t
N
mix.
By Proposition 3.6, under the measure PNπn
N
, τn−1/θN converges weakly to an expo-
nential random variable of parameter λ(n). Thus, the right-hand side of (3.9) converges to
e−λ(n)/2 < 1. Therefore, there exists δ < 1 such that for all N ≥ 1,
max
A∈En
N
PNA [τn−1/θN ≥ k] ≤ δk .
This proves the lemma. 
Corollary 3.11. For every n ≥ 2,
lim
N→∞
max
A∈GN (n,ℓN )
∣∣∣ 1
θN
ENA [τn−1] −
1
λ(n)
∣∣∣ = 0 .
Proof. Fix a sequenceAN ∈ GN (n, ℓN ),N ≥ 1. The convergence in law of the sequence
τn−1/θN under the measure P
N
AN
to an exponential random variable of parameter λ(n)
follows from Lemma 3.9. By the previous lemma the sequence τn−1/θN is uniformly
integrable. 
Recall that we denote by (e1, . . . , ed) the canonical basis of R
d.
Lemma 3.12. Assume that d ≥ 3 and n ≥ 2. Fix a sequence of sets AN ∈ EnN such that
AN = {xN , xN ± ej}∪BN , where BN ∪{xN} belongs toGN (n− 1, ℓN). For all t > 0,
lim
N→∞
PNAN [τn−1 ≥ tθN ] = vd e−λ(n)t . (3.10)
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Proof. Denote by x(t), y(t) the position at time t of the particle initially at xN , xN ± ej ,
respectively. Let Dr, r ≥ 0, be the first time the distance between these particles attains
r: Dr = inf{t > 0 : ‖x(t) − y(t)‖ = r}, and let H = D0 ∧ DℓN . As ℓN ≪ N , an
elementary computation shows that
lim
N→∞
PNAN [H > N
2] = 0 .
We may therefore insert the set {H ≤ N2} in the probability appearing in equation (3.10).
On the event {H ≤ N2}, when tNd−2 > 1, we have that {D0 < DℓN} ∩ {τn−1 ≥
tθN} = ∅. Note that here we used that d ≥ 3. Hence,
PNAN [τn−1 ≥ tθN ] = PNAN
[
H ≤ N2 , D0 > DℓN , τn−1 ≥ tθN
]
+ oN (1) ,
where oN (1)→ 0 as N →∞.
By the Markov property, the probability on the right hand side is equal to
ENAN
[
1{H ≤ N2 , D0 > DℓN , τn−1 ≥ N2}PNAN (N2)[τn−1 ≥ tθN −N2]
]
.
On the event {τn−1 ≥ N2}, we may replace the distribution of AN (N2) by the one of the
position at time N2 of n independent random walks starting from AN . After this replace-
ment, we may insert in the expectation the indicator of the set {AN(N2) ∈ GN (n, ℓN )}
because the probability of the complement vanishes as N → ∞ [indeed, whatever the
initial position of a random walk, its probability to be a distance ℓN from the origin at time
N2 vanishes]. After this insertion, we write the previous expectation as
e−λ(n)t PNAN
[
H ≤ N2 , D0 > DℓN , AN (N2) ∈ GN (n, ℓN) , τn−1 ≥ N2
]
+ RN ,
where the absolutely value of RN is bounded by
max
A∈GN (n,ℓN )
∣∣∣PNA [τn−1 ≥ tθN −N2] − e−λ(n)t ∣∣∣ .
By Lemma 3.9, this expression vanishes as N → ∞. Hence, up to this point we proved
that the probability appearing in (3.10) is equal to
e−λ(n)tPNAN
[
H ≤ N2 , D0 > DℓN , AN (N2) ∈ GN (n, ℓN ) , τn−1 ≥ N2
]
+ oN (1) .
On the set {H ≤ N2 , D0 > DℓN , τn−1 ≤ N2} two particles which were at distance
at least ℓN met in a time interval of length bounded by N
2. Indeed, the time τn−1 may
correspond to the coalescence of two particles on the set BN or one particle in the set BN
and one in the set {xN , xN ± ej}. In both cases, these particles were initially at distance
at least ℓN from each other. The time τn−1 may also correspond to the coalescence of the
particles initially at xN , xN ± ej . In this case, at time H ≤ N2 ∧D0 these particles were
at distance ℓN .
By Lemma 3.7 with n = 2, the probability that two particles which are at distance ℓN
meet before time N2 vanish as N → ∞. We may therefore remove from the previous
probability the event {τn−1 ≥ N2}. We may also remove, as explained above in the proof,
the events {H ≤ N2} and {AN (N2) ∈ GN (n, ℓN )}, so that
PNAN [τn−1 ≥ tθN ] = e−λ(n)t PNAN
[
D0 > DℓN
]
+ oN (1) .
As N → ∞, this latter probability converges to the escape probability, denoted by vd,
which proves the lemma. 
The next result follows from the previous lemma and from the uniform integrability
provided by Lemma 3.10.
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Corollary 3.13. Assume that d ≥ 3 and n ≥ 2. Fix a sequence of sets AN ∈ EnN such that
AN = {xN , xN ± ej} ∪BN , where BN ∪ {xN} belongs to GN (n− 1, ℓN). Then,
lim
N→∞
1
θN
ENAN [τn−1] =
vd
λ(n)
·
By (2.6), the previous limit can be written as
lim
N→∞
1
Nd
ENAN [τn−1] =
1
2λ(n)
· (3.11)
We turn to the 2-dimensional case.
Lemma 3.14. Assume that d = 2 and n ≥ 2. Fix a sequence of sets AN ∈ EnN such that
AN = {zN , zN ± ej} ∪BN , where BN ∪ {zN} belongs to GN (n− 1, ℓN). Then,
lim
N→∞
1
N2
ENAN [τn−1] =
1
2λ(n)
·
Proof. Fix a sequence of sets AN satisfying the hypotheses of the lemma. Enumerate the
points ofAN = {x1, . . . , xn} in such a way that x1 = zN , x2 = zN ±ej . Denote by xi(t)
the position at time t of the random walks initially at xi.
Let (ℓN : N ≥ 1), (mN : N ≥ 1) be the sequences ℓN = N/(logN)4, mN =
N/ logN . Notice that both sequences fulfill the conditions above (3.6). Let T1,2 be the
first time the difference x1(t)−x2(t) reaches the distance ℓN , T1,2 = inf{t > 0 : ‖x1(t)−
x2(t)‖ ≥ ℓN}, and denote by Ti, 1 ≤ i ≤ n, the first time the particle xi reaches a distance
mN from its original position: Ti = inf{t > 0 : ‖xi(t) − xi(0)‖ ≥ mN}. The proof of
the lemma relies on the estimates (3.12), (3.13) and (3.14).
Since the difference x1(t)− x2(t) evolves as a random walk speeded-up by 2,
ENAN
[
T1,2
]
= ENe1
[
D¯ℓN
]
,
where D¯ℓN is the first time the particle reaches a distance ℓN from the origin, and P
N
e1
represents the distribution of a symmetric, nearest-neighbor random walk speeded-up by
2, starting from e1. Denote by B(x, r) the ball centered at x of radius r. By equation (6.5)
in [8] and a simple estimate of the capacity between 0 and B(0, ℓN)
c, ENe1 [D¯ℓN ] ≤ C0ℓ2N
for some constant C0 independent ofN . Hence,
lim
N→∞
1
N2
ENAN
[
T1,2
]
= 0 . (3.12)
For every 1 ≤ i ≤ n, and every sequence (SN )N≥1 of non-negative numbers,
PNAN [Ti ≤ SN ] = P̂N0 [D¯mN ≤ SN ] = P̂N0
[
sup
t≤SN
‖x(t)‖ ≥ mN
]
,
where P̂N0 stands for the distribution of a nearest-neighbor, symmetric, random walk start-
ing from the origin. The difference with respect to PN0 is that the random walk is not
speeded-up by 2 under P̂N0 . An elementary random walk estimation yields that the right
hand side multiplied by logN vanishes as N → ∞ if we choose SN = N2/(logN)4.
Hence, wit this definition for SN , for all 1 ≤ i ≤ n,
lim
N→∞
(logN)PNAN [Ti ≤ SN ] = 0 .
In contrast,
PNAN [T1,2 ≥ SN ] = PNe1 [D¯ℓN ≥ SN ] = PNe1
[
sup
t≤SN
‖x(t)‖ ≤ ℓN
]
.
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Another elementary random walk estimation yields that the right hand side multiplied by
logN vanishes for the same choice of the sequence SN . Hence,
lim
N→∞
(logN)PNAN [T1,2 ≥ SN ] = 0 .
It follows from the last two estimates that
lim
N→∞
(logN)PNAN
[
T1,2 ≥ min
i
Ti
]
= 0 . (3.13)
Denote by τi,j , 1 ≤ i 6= j ≤ n, the first time the particles xi, xj meet, τi,j = inf{t > 0 :
xi(t) = xj(t)}. The arguments used to derive (3.13) show that for all pairs {i, j} 6= {1, 2},
lim
N→∞
(logN)PNAN
[
T1,2 ≥ τi,j
]
= 0 . (3.14)
We are now in a position to prove the lemma. By the strong Markov property,
ENAN [τn−1] = E
N
AN
[ [
T1,2 + τn−1 ◦ ϑT1,2
]
1{T1,2 < τn−1}
]
+ ENAN
[
τn−1 1{τn−1 < T1,2}
]
= ENAN
[
ENAN (T1,2)
[
τn−1
]
1{T1,2 < τn−1}
]
+ ENAN
[
τn−1 1{τn−1 < T1,2}
]
.
The second term is bounded by ENAN [T1,2]. By (3.12), this expectation divided by N
2
vanishes as N →∞. On the other hand,
1
N2
ENAN
[
ENAN (T1,2)
[
τn−1
]
1{T1,2 ≥ min
i
Ti , T1,2 < τn−1}
]
≤ sup
A∈En
N
1
(logN)N2
ENA
[
τn−1
]
(logN)PNAN
[
T1,2 ≥ min
i
Ti
]
.
This expression vanishes as N → ∞ because, by Lemma 3.10, the first term is uniformly
bounded and, by (3.13), the second term tends to 0.
Up to this point, we proved that
lim
N→∞
1
N2
ENAN [τn−1] = limN→∞
1
N2
ENAN
[
ENAN (T1,2)
[
τn−1
]
1
{
T1,2 < min
i
{τn−1, Ti}
} ]
.
On the set {T1,2 < mini Ti}, AN (T1,2) belongs to GN (n, ℓN). Hence, by Corollary
3.11 and by (2.6),
1
N2
ENAN (T1,2)
[
τn−1
]
= (logN)
π−1
λ(n)
[
1 + oN (1)
]
,
so that
lim
N→∞
1
N2
ENAN [τn−1] =
π−1
λ(n)
lim
N→∞
(logN)PNAN
[
T1,2 < min
i
{τn−1, Ti}
]
.
By (3.13), in the previous expression we may remove the indicator of the set {T1,2 <
mini Ti}. By (3.14), we may also exclude the sets {τi,j ≤ T1,2} for {i, j} 6= {1, 2}.
Hence, the previous expression is equal to
π−1
λ(n)
lim
N→∞
(logN)PNAN
[
T1,2 < τ1,2
]
=
π−1
λ(n)
lim
N→∞
(logN)PNe1
[
D¯ℓN < H0
]
,
where H0 represents the hitting time of the origin. By [8, Lemma 6.10], the previous
expression is equal to 1/[2λ(n)], which completes the proof of the lemma. 
Recall the definition of the jump rate R introduced in (2.8).
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Lemma 3.15. For every n ≥ 2,
lim
N→∞
∑
A∈En
N
πnN (A)E
N
A [τn−1]R(A) = 1 .
Proof. Since R(A) = 0 unless A contains two nearest-neighbor points, for all sets A such
that R(A) > 0, ENA [τn−1] ≤ Ee1 [H0], whereH0 represents the hitting time of the origin.
By [12, Proposition 10.13], this latter expectation is bounded by C0N
d.
Since R(A) is uniformly bounded, ENA [τn−1] ≤ C0Nd, and πnN (A) = 1/
(
Nd
n
)
, we
may restrict the sum appearing in the statement of the lemma to sets A = {x, x± ej}∪B,
whereB∪{x} ∈ GN (n−1, ℓN). The number of such setsA is (n−1)d
(
Nd
n−1
)
[1+oN(1)].
For them R(A) = 1/d, and, by (3.11) and Lemma 3.14,
ENA [τn−1] =
Nd
2λ(n)
[1 + oN (1)] .
Hence, the sum alluded to above is equal to
[1 + oN (1)] (n− 1) d
(
Nd
n−1
)(
Nd
n
) Nd
2λ(n)
1
d
= [1 + oN (1)]
n(n− 1)
2λ(n)
·
The result follows from the definition of λ(n) given in (2.10). 
4. LOCAL ERGODICITY
We prove in this section Proposition 2.4. It states that we may replace the time integral
of a function f(AN (s)) by the time integral of a functionF (|AN (s)|). The proof is divided
in a sequence of lemmata.
Lemma 4.1. For every n ≥ 2, there exists a finite constant C(n) such that
max
A∈En
N
ENA
[ ∫ ∞
0
R(AN (s)) ds
]
≤ C(n) .
Proof. Since R(B) = 0 if |B| = 1,∫ ∞
0
R(AN (s)) ds =
∫ τ1
0
R(AN (s)) ds .
It is therefore enough to prove that for each n ≥ 2, there exists a finite constant C(n) such
that
max
A∈En
N
ENA
[ ∫ τn−1
0
R(AN (s)) ds
]
≤ C(n) .
Fix n ≥ 2 and a set A = {x1, . . . , xn} in EnN . Denote by xi(s) the position at time s of
the particle xi and by τi,j the collision time of particles i and j: τi,j = inf{t > 0 : xi(t) =
xj(t)}. As ∫ τn−1
0
R(AN (s)) ds ≤
∑
i6=j
∫ τi,j
0
1
{|xi(s)− xj(s)| = 1} ds ,
it is enough to estimate
EN{xi,xj}
[ ∫ τi,j
0
1
{|xi(s)− xj(s)| = 1} ds] .
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As the difference evolves as a random walk speeded-up by 2, it is enough to bound, for
x ∈ TdN ,
ENx
[ ∫ H0
0
1
{
x(s) = e1
}
ds
]
,
whereH0 stands for the hitting time of the origin. This integral represents the time spent at
e1 before hitting the origin. In particular, it is bounded by a geometric sum of independent
exponential random variables, which completes the proof of the lemma. 
Remark 4.2. It follows from last lemma and the strong Markov property at time τn that
there exists a finite constant C(n) such that
max
A∈EN
ENA
[ ∫ ∞
0
R
(
AN (s)
)
1{|AN (s)| ≤ n}
]
≤ C(n) .
Recall the definition of the sequence aN introduced in (3.3), and that π
n
N represents the
uniform measure in EnN .
Lemma 4.3. For every n ≥ 2,
lim
N→∞
max
A∈GN(n,aN )
∣∣∣ENA [ ∫ τn−1
0
R(AN (s)) ds
]
−
∑
B∈En
N
πnN (B)E
N
B [τn−1]R(B)
∣∣∣ = 0 .
Proof. The goal is to replace the initial condition A by the pseudo-invariant measure πnN
and then to apply Lemma 4.5. To carry out this strategy, we remove from the time integral
an interval large enough for the process to relax and small enough not to interfere with the
overall value of the time integral.
Fix a set A in GN (n, aN ), enumerate its elements, A = {x1, . . . , xn}, and denote
by xi(t) the position at time t of the particle initially at xi. Let D1 be the first time
two particles are at distance 1 from each other: D1 = inf{t ≥ 0 : ‖xi(t) − xj(t)‖ =
1 for some i 6= j}. Note that R(AN (s)) = 0 for s ≤ D1 and thatD1 ≤ τn−1.
Let γN be the sequence introduced in (3.5). We claim that
lim
N→∞
max
A∈GN (n,aN )
ENA
[
1{τn−1 ≤ γN}
∫ τn−1
0
R(AN (s)) ds
]
= 0 .
Indeed, as R(AN (s)) = 0 for s < D1 and D1 ≤ τn−1, we may replace the lower limit
in the integral by D1 and include in the indicator the condition D1 ≤ γN to bound the
previous expectation by
ENA
[
1{D1 ≤ γN}
∫ τn−1
D1
R(AN (s)) ds
]
. (4.1)
By the strong Markov property, this expression is bounded by
PNA
[
D1 ≤ γN
]
max
B∈En
N
ENB
[ ∫ τn−1
0
R(AN (s)) ds
]
.
By Lemma 4.1 the above expectation is bounded, and by equation (6.18) in [8] the proba-
bility vanishes asN →∞ uniformly inA ∈ GN (n, aN ). Note that in dimension d ≥ 3, by
equation (6.6) in [8], the result (6.18) holds for any sequence lN such that 1 ≪ lN ≪ N .
This proves the claim.
Denote by ϑs : D(R+, EN )→ D(R+, EN ), s ≥ 0, the time translation operators such
that (ϑsω)(t) = ω(t + s) for all t ≥ 0. It follows from the previous assertion that we
may introduce the indicator of the set {γN < τn−1} in the expectation appearing in the
statement of the lemma. After the inclusion in the expectation of the indicator of the set
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{γN < τn−1}, in the upper limit of the integral rewrite τn−1 as γN +τn−1 ◦ϑγN and apply
the Markov property to get that the expectation is equal to
ENA
[
1{γN < τn−1}
∫ γN
0
R(AN (s)) ds
]
+ ENA
[
1{γN < τn−1}ENAN(γN )
[ ∫ τn−1
0
R(AN (s)) ds
] ]
.
(4.2)
We claim that the first term vanishes asN →∞, uniformly in A ∈ GN (n, aN ). Recall
the definition of the hitting time D1. If γN ≤ D1, the expression inside the expectation
vanishes because R(AN (s)) = 0 for s ≤ D1. We may therefore assume that D1 ≤ γN .
We may also replace the lower limit of the integral by D1 and the upper limit by τn−1
to find out that the first term in (4.2) is bounded by (4.1). Since the expectation in (4.1)
vanishes as N →∞, uniformly in A ∈ GN (n, aN ), the claim is proved.
It remains to examine the second expectation in (4.2). To apply Lemma 3.8, let F :
E
≤n
N → R be the function given by
F (B) = ENB
[ ∫ τn−1
0
R(AN (s)) ds
]
, B ∈ EnN , (4.3)
F (B) = 0 for B 6∈ EnN . By Lemma 4.1, F is uniformly bounded, ‖F‖ ≤ C(n), and
therefore fulfills the condition of Lemma 3.8. Hence, by this result, the second term in
(4.2) can be written as
ENπn
N
[ ∫ τn−1
0
R(AN (s)) ds
]
+ RN ,
where the absolute value of the remainder RN is bounded by
C(n)
{
PNA [τn−1 ≤ γN ] + 2 ‖p(n)γN (a, ·)− π⊗nN (·)‖TV + cN
}
.
In this formula, a = (a1, . . . , an), aj are the elements of A and cN a constant which
vanishes as N → ∞. Since γN ≫ tNmix, the second term inside braces vanishes as N →
∞, uniformly inA ∈ EnN . By Lemma 3.7, the first term inside braces vanishes asN →∞,
uniformly in A ∈ GN (n, aN ). To complete the proof of the lemma, it remains to apply
Corollary 4.6. 
Lemma 4.4. Let F : N→ R be a function which eventually vanishes: there exists k0 ≥ 0
such that F (k) = 0 for all k > k0. For all t > 0, n > 1,
lim
N→∞
max
A∈GN(n,aN )
∣∣∣ENA [ ∫ tθN
0
{
R(AN (s))− θ−1N ns
}
F (|AN (s)|) ds
] ∣∣∣ = 0 .
Proof. Fix n ≥ 2 and A in GN (n, aN). Since R(A′), λ(|A′|) vanish for |A′| = 1, if
k0 ≤ 1 there is nothing to prove. Assume, therefore, that k0 ≥ 2. Since F (k) = 0 for
k > k0, we may start the integral from τn0 , where n0 = n ∧ k0. If tθN ≤ τn0 , the integral
vanishes. We may therefore insert inside the expectation the indicator function of the set
{tθN > τn0}, which can be written as the disjoint union of the sets {τj < tθN ∧ τ1 ≤
τj−1}, 2 ≤ j ≤ n0. Hence, the time-integral appearing in the statement of the lemma can
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be written as
n0∑
j=2
1{τj < tθN ∧ τ1 ≤ τj−1}
∫ τj−1
τn0
R̂(AN (s))F (|AN (s)|) ds
−
n0∑
j=2
1{τj < tθN ∧ τ1 ≤ τj−1}
∫ τj−1
tθN
R̂(AN (s))F (|AN (s)|) ds ,
(4.4)
where R̂(A) = R(A)− θ−1N λ(|A|).
We consider each term separately. Write the integral appearing in the first line as a sum
of integrals on the intervals [τi, τi−1) and sum by parts to obtain that the first expression is
equal to
n0∑
i=2
1{τi < tθN ∧ τ1 ≤ τ1}F (i)
∫ τi−1
τi
R̂(AN (s)) ds ,
where we used the fact that F is constant in the time interval [τi, τi−1). Remove from
the indicator the condition {tθN ∧ τ1 ≤ τ1}, which is always satisfied, and replace {τi <
tθN ∧ τ1} by {τi < tθN}. Fix 2 ≤ i ≤ n, disregard the constant F (i), and consider the
expectation with respect to PNA :
ENA
[
1{τi < tθN}
∫ τi−1
τi
R̂(AN (s)) ds
]
. (4.5)
We claim that
lim
N→∞
ENA
[
1{AN(τi) 6∈ GN (i, aN )}
∫ τi−1
τi
{
R(AN (s))− θ−1N ns
}
ds
]
= 0 .
Indeed, by the strong Markov property, the absolute value of the previous expectation is
less than or equal to
PNA
[
AN (τi) 6∈ GN (i, aN)
]
max
B∈Ei
N
{
ENB
[ ∫ τi−1
0
R(AN (s)) ds
]
+ λ(i) θ−1N E
N
B
[
τi−1
]}
.
By Lemmata 3.10 and 4.1, the maximum is bounded. On the other hand, since A belongs
to GN (n, aN ), by Proposition 3.5, the probability vanishes as N → ∞, which proves the
claim.
We may therefore insert in (4.5) the indicator of the set {AN (τi) ∈ GN (i, aN )}. By the
strong Markov property, this expectation is equal to
ENA
[
1{τi < tθN , AN (τi) ∈ GN (i, aN )}ENAN(τi)
[ ∫ τi−1
0
R̂(AN (s)) ds
] ]
.
By Lemmata 4.3 and 3.15,
lim
N→∞
ENB
[ ∫ τi−1
0
R(AN (s)) ds
]
= 1
uniformly for B ∈ GN (i, aN ). By Corollary 3.11, as N → ∞, λ(i)ENB [τi−1/θN ] con-
verges to 1 uniformly for B ∈ GN (i, aN ).
It remains to examine the second expression in (4.4). The argument is similar to the
one presented above. Fix 2 ≤ j ≤ n0 and take the expectation with respect to PNA for
A ∈ GN (n, aN ). Since τ1 ≥ τj , we may remove τ1 from the indicator. For j = 2 the set
becomes {τ2 < tθN}, while for 2 < j ≤ n0 it is given by {τj < tθN ≤ τj−1}. In the first
case, to uniform the notation, we insert the condition tθN ≤ τ1. This is possible because
the integral vanishes if this bound is not fulfilled.
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We claim that
lim
N→∞
ENA
[
1{GN}
∫ τj−1
tθN
{
R(AN (s))− θ−1N ns
}
ds
]
= 0 ,
where GN is the set {τj < tθN ≤ τj−1 , AN (tθN ) 6∈ GN (j, aN )}. The proof of this claim
is identical to the one produced below (4.5). Observe that on the set {τj−1 ≥ tθN} we
may write τj−1 as tθN + τj−1 ◦ ϑtθN . Apply the Markov property at time tθN , estimate
the conditional expectation by the supremum over all sets in E
j
N , and apply Lemmata 3.10
and 4.1, and Lemma 3.3 (instead of Proposition 3.5).
After inserting in the expectation the indicator of the set {AN(tθN ) ∈ GN (j, aN )},
applying the Markov property at time tθN , the expectation becomes
ENA
[
1{MN}ENAN (tθN )
[ ∫ τj−1
0
R̂(AN (s)) ds
] ]
,
whereMN = {τj < tθN ≤ τj−1 , AN (tθN ) ∈ GN (j, aN )}. By the first part of the proof,
this expression vanishes asN →∞. 
Proof of Proposition 2.4. Fix ε > 0. In view of Proposition 3.1, chooseM ∈ N such that
PN [ |AN (t0θN)| > M ] ≤ ε. Let W (A) = {θN R(A) − λ(|A|)}F (|A|). There exists a
finite constant C(F,B, t) such that∣∣∣EN[BN1{|AN (t0θN )| > M} ∫ t
t0
W
(
AN (sθN )
)
ds
] ∣∣∣ ≤ C(F,B, t) ε . (4.6)
To prove this assertion, apply the Markov property to write the expectation appearing in
the left-hand side as
EN
[
BN1{|AN (t0θN )| > M}ENA(t0θN )
[ ∫ t−t0
0
W
(
AN (sθN )
)
ds
] ]
.
We claim that the absolute value of the expectation with respect toPNA(t0θN ) is bounded
by a constant depending on F and t. On the one hand, the function λ(|A|)F (|A|) is
bounded because F (k) = 0 for all k large enough. On the other hand, since F van-
ishes outside a finite subset of N, by Remark 4.2, the expectation of the time integral of
θN R(AN (sθN ))F (AN (sθN )) is bounded. This proves the claim.
It follows from this claim that the absolute value of the expectation appearing in the last
displayed equation is bounded by
C(F,B, t)PN
[ |AN (t0θN )| > M ] ,
Assertion (4.6) follows from the choice ofM .
A similar argument, using Corollary 3.4 instead of Proposition 3.1, proves that for all
N sufficiently large
∣∣∣EN[BN1{AN (t0θN ) 6∈ E1N ∪ Nd⋃
k=2
GN (k, aN )
}
×
∫ t
t0
W
(
AN (sθN )
)
ds
] ∣∣∣ ≤ C(F,B, t) ε .
It follows from the previous two estimates that we may restrict our attention to the
expectation
EN
[
BN1
{
MN(M, t0)
}∫ t
t0
W
(
AN (sθN )
)
ds
]
,
20 J. BELTRA´N, E. CHAVEZ, C. LANDIM
where MN(M, t0) =
{|AN (t0θN )| ≤ M , AN (t0θN ) ∈ E1N ∪ ⋃Mk=2GN (k, aN )}. Ap-
plying the Markov property at time t0θN yields that the absolute value of the previous
expectation is bounded by
C(B) max
A∈E1
N
∪
⋃
M
k=2 GN (k,aN )
∣∣∣ENA [ ∫ t−t0
0
W
(
AN (sθN )
)
ds
]∣∣∣ ,
where the constant C(B) is an upper bound for (|BN | : N ∈ N). This expression vanishes
as N →∞ by Lemma 4.4, which completes the proof of the proposition. 
4.1. Equilibrium expectation of hitting times. We conclude this section with a result on
the equilibrium expectation of hitting times. LetXt be a reversible, irreducible, continuous-
time Markov chain on a finite set E. Denote by π the unique stationary state and by HB ,
B ⊂ E, the hitting time of the set B: HB = inf{t ≥ 0 : Xt ∈ B}. Denote by Px the
distribution of the Markov chain Xt starting from x. Expectation with respect to Px is
represented by Ex. As usual, for a probability measure µ on E, Pµ =
∑
x∈E µ(x)Px.
Lemma 4.5. For all subsets B of E, and all functions f : E → R,
Eπ
[ ∫ HB
0
f(Xs) ds
]
=
∑
x∈E
π(x) f(x)Ex[HB ] .
Proof. Denote by (Yk)k≥0 the skeleton of the chain Xt. This is the discrete-time Markov
chain which keeps track of the sequence of elements of E visited by the process. Denote
by λ(x), x ∈ E, the holding time at x. Representing the process Xt in terms of the chain
Yk and independent, mean-one, exponential random variables (cf. Section 6 of [2]), the
expectation appearing in the statement of the lemma can be written as
Eπ
[ hB−1∑
k=0
f(Yk)
λ(Yk)
]
=
∑
k≥0
∑
x 6∈B
∑
y 6∈B
π(x)
f(y)
λ(y)
Px
[
Yk = y , hB > k
]
,
where hB stands for the hitting time of the set B by the Markov chain Yk: hB = min{j ≥
0 : Yj ∈ B}. By reversibility, the previous expression is equal to∑
k≥0
∑
x 6∈B
∑
y 6∈B
π(y)
f(y)
λ(x)
Py
[
Yk = x , hB > k
]
=
∑
y∈E
π(y) f(y)Ey
[ hB−1∑
k=0
1
λ(Yk)
]
.
The last expectation is equal to Ey[HB], which completes the proof of the lemma. 
Corollary 4.6. For every n ≥ 2,
lim
N→∞
∣∣∣ENπn
N
[ ∫ τn−1
0
R(AN (s)) ds
]
−
∑
B∈En
N
πnN (B)E
N
B [τn−1]R(B)
∣∣∣ = 0 .
Proof. Let F : E≤nN → R be the function given by (4.3), and recall that it is uniformly
bounded. The expectation appearing in the statement of the lemma is equal to Eπn
N
[F ]. By
(3.7) and since F vanishes on EmN , m < n, and is uniformly bounded, this expectation is
equal to Eπ⊗n
N
[F ({x})] + cN , where limN cN = 0.
By definition of F ,
Eπ⊗n
N
[F ({x})] =
∑
x∈[Td
N
]n
π⊗nN (x) 1{{x} ∈ EnN}EN{x}
[ ∫ τn−1
0
R(AN (s)) ds
]
.
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Up to time τn−1 the evolution of AN (s) corresponds to the evolution of n independent
particles. We may thus replace AN (s) by {xnN (s)} inside the expectation, where τn−1
represents in this context the first time two particles meet. The previous sum is thus equal
to ∑
x∈[Td
N
]n
π⊗nN (x) 1{{x} ∈ EnN} E˜Nx
[ ∫ τn−1
0
R({xnN (s)}) ds
]
,
where P˜N
x
represents the distribution of xnN starting from x.
Since τn−1 = 0 if the process x
n
N (s) starts from a configuration x such that {x} 6∈ EnN ,
we may remove the indicator in the previous sum. As the process is reversible and π⊗nN is
its unique stationary state, by Lemma 4.5, the sum is equal to∑
x∈[Td
N
]n
π⊗nN (x) E˜
N
x
[τn−1]R({x}) .
As τn−1 = 0 if the process x
n
N (s) starts from a configuration x such that {x} 6∈ EnN ,
we may restrict the sum to configurations x such that {x} ∈ EnN . For such a configuration,
E˜N
x
[τn−1] = E
N
{x}[τn−1]. Hence, the last sum is equal to∑
x∈[Td
N
]n
π⊗nN (x)E
N
{x}[τn−1]R({x}) =
∑
A∈En
N
ENA [τn−1]R(A)
∑
{x}=A
π⊗nN (x) ,
where the last sum is performed over all configuration x ∈ [TdN ]n such that {x} = A.
Comparing
∑
{x}=A π
⊗n
N (x) with π
n
N (A) yields that the previous sum is equal to(
1 + O(N−d)
) ∑
A∈En
N
ENA [τn−1]R(A)π
n
N (A) ,
where O(N−d) is a sequence of numbers whose absolute value is bounded by C0N
−d for
some finite constant C0. By Lemma 3.15, the sum converges to 1. In particular, the term
O(N−d) times the sum is negligible. This completes the proof of the corollary. 
5. PROOF OF THEOREM 2.2
The proof of Theorem 2.2 is divided in two steps. We show in Lemma 5.3 that the
sequence (PN )N is tight, and in Lemma 5.1 that all limit points solve the
(
C1(S),L
)
-
martingale problem introduced in Proposition 2.1.
Denote by PNA , A ∈ EN , the probability measure on D(R+, EN ) induced by the
Markov chain AN (t) speeded-up by θN starting from A. When A = T
d
N , we denote
PNA simply by P
N . Expectation with respect to PNA , P
N are represented by ENA and E
N ,
respectively. Note that
P
N = PN ◦ Ψ̂−1N , (5.1)
where Ψ̂N : D(R+, EN )→ D(R+, S) is given by [Ψ̂N(ω)](t) = ΨN
(
ω(t)
)
.
In the next lemmata, expectation with respect to PN , P are represented by EPN , EP,
respectively.
Lemma 5.1. Let P be a limit point of the sequence (PN )N , and let f : R → R be a
function in C1 which is constant in a neighborhood of the origin: there exists δ > 0 such
that f(x) = f(0) for x ≤ δ. Then, under P, the process defined by (2.4) is a martingale.
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Proof. Assume without loss of generality that (PN )N converges to P. Let f : R → R be
a function in C1 which is constant in a neighborhood of the origin. Denote byMN(t) the
PN -martingale given by
f(XN (t)) − f(XN (0)) −
∫ t
0
θN (LNf)(ΨN(AN (sθN ))) ds ,
where XN (t) = ΨN (AN (tθN )). Since
(LNf)(ΨN (A)) = R(A)
{
f
( x
1− x
)
− f(x)
}
,
where x = ΨN(A), and R(A) is the jump rate introduced in (2.8), the martingaleMN (t)
can be written as
f(XN (t)) − f(XN(0)) − θN
∫ t
0
R(AN (sθN ))
{
f
(
XN (s)
1− XN (s)
)
− f(XN (s))
}
ds .
Fix 0 ≤ t0, k ≥ 1, 0 ≤ s1 < · · · < sk ≤ t0, a bounded function G : Rk → R, and let
BN = G(XN (s1), . . . ,XN (sk)). SinceMN is a martingale, for every t0 ≤ t,
E
N
[
BN
{
MN(t)−MN (t0)
} ]
= 0 .
By Proposition 2.4, in the integral part of the martingalewe may replace the rate θNR(AN (sθN ))
by λ(|AN (sθN )|) = r(XN (s)) to obtain that
lim
N→∞
E
N
[
BN
{
M̂N (t)− M̂N(t0)
} ]
= 0 , (5.2)
where
M̂N(t) = f(XN (t)) − f(XN (0)) −
∫ t
0
r(XN (s))
{
f
(
XN (s)
1− XN (s)
)
− f(XN (s))
}
ds .
Notice that the process M̂N(t) is expressed as a function of XN . Therefore, in view of
(5.1), we may replace in (5.2) the probability PN by PN and write
lim
N→∞
EPN
[
BN
{
M̂N(t)− M̂N (t0)
} ]
= 0 ,
Since, by assumption, (PN )N converges to P,
EP
[
BN
{
M̂N(t)− M̂N (t0)
} ]
= 0 .
This shows that (2.4) is a martingale under P and completes the proof of the lemma. 
We turn to the tightness of (PN )N . Remember that for w ∈ D(R+, S), the modified
modulus of continuity is defined as
ω˜(w, t, δ) := inf
∆
max
k
sup
tk≤r,s<tk+1
‖w(s)− w(r)‖ , t > 0 , δ > 0 ,
where the infimum extends over all partitions ∆ = {0 = t0 < t1 < · · · < tℓ < t} such
that tk+1 − tk ≥ δ for k = 1, . . . , ℓ − 1. It is well known (see for instance [10, Theorem
4.8.1]) that the tightness follows from
(1) for any t ∈ R+, the sequence
(
XN (t)
)
N
is tight in S; and
(2) for all ε > 0, t > 0,
lim
δ→0
sup
N
PN [ω˜(XN , t, δ) > ε] = 0 . (5.3)
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Since XN (t) ∈ S for all t ∈ R+ and S is compact, condition (1) holds immediately
thanks to Prohorov’s criterion. Denote by σj , j ≥ 1, the hitting time of 1/j: σj = inf{t ≥
0 : X(t) = 1/j}.
Lemma 5.2. Condition (2) follows from
lim
δ→0
lim sup
N→∞
P
N
[
σj−1 − σj ≤ δ
]
= 0 , ∀ j ≥ 2 . (5.4)
Proof. Assume that (5.4) holds, fix ε > 0, t > 0, η > 0 and choose n ∈ N such that
1/n ≤ ε. By Proposition 3.1 and by the Markov inequality
P
N [XN (t) ≤ 1/n] = PN [ |AN (tθN )| ≥ n ] ≤ E
N [ |AN (tθN )| ]
n
≤ C(t, d)
n
,
where C(t, d) is a positive constant depending only on t and d. Then, increasing n if
necessary, we can assume that
PN [σn < t] > 1− η/3 .
Our assumption implies that there are δ0 > 0 andM ∈ N such that
PN [σj−1 − σj ≥ δ0, for all j ∈ {2, 3, . . . , n}] > 1− η/3, ∀N > M.
Let m := min{j ≥ 1 : σj < t}. On the set {σn < t}, define the random partition
∆ := {0 = t0 < t1 = σn < · · · < tℓ = σm < t}. Since XN (r) is constant in the intervals
[σj , σj−1), using this partition we deduce that
ω˜(XN , t, δ) ≤ 1/n ≤ ε , ∀ δ < δ0 , N > M ,
on the event
{σn < t} ∩
{
σj−1 − σj ≥ δ0, for all j ∈ {2, 3, . . . , n}
}
,
that has probability at least 1− 2η/3. Hence
sup
N>M
PN [ω˜(XN , t, δ) > ε] < 2η/3 , ∀δ < δ0 .
On the other hand, it is clear that there is δ1 > 0 such that
PN [ω˜(XN , t, δ) > ε] < η/3 , N ≤M , ∀δ < δ1.
Therefore
sup
N
PN [ω˜(XN , t, δ) > ε] < η , ∀ δ < min{δ0, δ1} ,
which completes the proof, since η > 0 was arbitrary. 
We complete the proof of the tightness in the next lemma.
Lemma 5.3. The sequence of measures (PN )N is tight.
Proof. By Lemma 5.2 it is enough to show (5.4). In terms of the measure PN , the proba-
bility appearing in (5.4) can be rewritten as
PN
[
τj−1 − τj ≤ δ θN
]
.
Fix ǫ > 0 and M > j. In view of (3.4), choose α > 0 small enough for PN [τM ≤
3αθN ] ≤ ǫ for all N sufficiently large. By Proposition 3.1, choose K ≥ M such that
PN [ |AN (αθN )| ≥ K] ≤ ǫ for all N sufficiently large. Hence, the probability appearing
in (5.4) is less than or equal to
PN
[
|AN (αθN )| ≤ K , τM ≥ 3αθN , τj−1 − τj ≤ δθN
]
+ 2 ǫ .
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By Lemma 3.3, this expression is less than or equal to
PN
[
|AN (αθN )| ≤ K , AN (2αθN ) ∈ GN , τM ≥ 3αθN , τj−1 − τj ≤ δθN
]
+ 3 ǫ .
By the Markov property, this sum is bounded by
max
M≤n≤K
max
A∈GN (n,aN )
PNA
[
τj−1 − τj ≤ δθN
]
+ 3 ǫ .
By Propositions 3.5, 3.6 and the strong Markov property at time τj , the first term of the
previous expression vanishes as N ↑ ∞ and δ → 0. 
6. UNIQUENESS
In order to state the uniqueness result as it has been used in Section 5 we need to
introduce the subset D0 ⊆ C1(S) of functions f : S → R which are constant on a
neighborhood of zero: f ∈ D0 if and only if for some k(f) ∈ N we have
f(0) = f(1/k) , ∀k > k(f) .
We shall say that a probability measure P on the measurable space (D(R+, S),G∞) is a
solution of the (D0,L) (resp. (C
1(S),L))-martingale problem if
Mft := f(Xt)−
∫ t
0
(Lf)(Xs) ds , t ≥ 0 (6.1)
is a P-martingale for every f ∈ D0 (resp. f ∈ C1(S)). In addition, we say that P is
starting at x ∈ S whenever P{X0 = x} = 1.
6.1. Uniqueness on S \ {0}. For each k ∈ N, let P1/k be the law on (D(R+, S),G∞) of
a Markov process on S starting at 1/k and with transition rates
q
(
1
n
,
1
n− 1
)
=
(
n
2
)
, for 2 ≤ n ≤ k
and zero elsewhere. By Dinkyn’s martingales, the process
f(Xt)−
∫ t
0
(Lkf)(Xs) ds , t ≥ 0 (6.2)
is a P1/k-martingale, for all f : S → R, where
Lkf(x) :=
{(
n
2
){
f
(
1
n−1
)
− f ( 1n)} , if x = 1n ∈ [ 1k , 12 ] ,
0 , otherwise .
In particular,P1/k is a solution of the (D0,L
k)-martingale problem. Moreover, uniqueness
for this problem can be obtained by standard methods so that
Remark 6.1. For each k ∈ N, P1/k is the unique solution of the (D0,Lk)-martingale
problem starting at 1/k.
Since P1/k{Xt ≥ 1/k , ∀ t ≥ 0} = 1 and
Lkf(x) = Lf(x) , for all x ≥ 1/k (6.3)
we may then replace Lk by L in (6.2). Therefore,
Remark 6.2. For each x ∈ S \ {0}, Px is a solution of the (C1(S),L), and so, also the
(D0,L)-martingale problem.
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We now prove that, for all x ∈ S \ {0}, Px is actually the unique solution for both
martingale problems when starting at x. Of course, it is enough to prove this assertion
for (D0,L). In virtue of Remark 6.1, it suffices to prove that under any such solution
Xt ≥ 1/k, ∀ t ≥ 0 almost surely.
Lemma 6.3. For each x ∈ S \ {0}, Px is the unique solution of the (D0,L)-martingale
problem starting at x ∈ S.
Proof. Fix some x = 1/k and let P be a probability satisfying the assumption. Consider
the (Gt)-stopping time
τ := min{t ≥ 0 : Xt < 1/k} .
Since ∫ t∧τ
0
Lf(Xs)ds =
∫ t
0
L
kf(Xs∧τ )ds , ∀t ≥ 0 ,
then
f(Xt∧τ )−
∫ t
0
Lkf(Xs∧τ )ds , t ≥ 0
is a P-martingale, for any f ∈ D0. Equivalently, if Xτ : D(R+, S)→ D(R+, S) denotes
the measurable map defined by
Xt ◦Xτ = Xt∧τ , ∀t ≥ 0
then the law of Xτ under P, denoted by P ◦ (Xτ )−1, turns out to be a solution of the
(D0,L
k)-martingale problem. By Remark 6.1 we conclude that
P ◦ (Xτ )−1 = P1/k , (6.4)
which in turn implies that
P
(
Xt∧τ ≥ 1/k , ∀t ≥ 0
)
= P1/k
(
Xt ≥ 1/k , ∀t ≥ 0
)
Since the right hand side above equals one, then P(τ =∞) = 1 and so
P ◦ (Xτ )−1 = P . (6.5)
The desired result follows from (6.4) and (6.5). 
6.2. A strong Markov property. As our next step, we prove Lemma 6.4 below which
relates any solution of the (D0,L)-martingale problem with laws {Px}x∈S\{0} we just
introduced.
Let ϑ : R+ ×D(R+, S)→ D(R+, S) be the measurable map defined by
Xt ◦ ϑ(s, ·) = Xs+t(·) , for all t, s ≥ 0 .
In addition, given any (Gt)-stopping time τ we define ϑτ : D(R+, S)→ D(R+, S) as
ϑτ (ω) :=
{
ϑ(τ(ω), ω) , if τ(ω) <∞ ,
ω , otherwise .
Consider the system of neighborhoods of 0 ∈ S
Ak := {x ∈ S : x < 1/k} , k ∈ N ,
and their corresponding exit times
σk := inf{t ≥ 0 : Xt ∈ S \Ak} , k ∈ N .
Since Ak and S \Ak are closed subsets then every σk is a stopping time and
Xσk ≥ 1/k on {σk <∞} . (6.6)
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Lemma 6.4. Let P be any solution of the (D0,L)-martingale problem and let k ∈ N. For
any C ∈ G∞, we have
P{ϑσk ∈ C , σk <∞} =
∫
{σk<∞}
PXσk (ω)
(C)P(dω) . (6.7)
(Recall observation (6.6).)
Proof. Fix k ∈ N and let {Qω : ω ∈ D(R+, S)} be a conditional probability distribution
of P given Gσk such that for all ω ∈ D(R+, S) we have
Qω(A) = δω(A) , ∀A ∈ Gσk . (6.8)
The existence of such {Qω} is established in [15, Theorem 1.3.4] for a space of continuous
paths but the same proof apply forD(R+, S). Taking conditional expectation with respect
to Gσk in the left hand side below we have
P{ϑσk ∈ C , σk <∞} =
∫
{σk<∞}
Qω{ϑσk ∈ C}P(dω) .
Applying (6.8) we get Qω{σk = σk(ω)} = 1 for all ω and so the right hand side above
equals ∫
{σk<∞}
Qω{ϑσk(ω) ∈ C}P(dω) . (6.9)
Now, we relate {Qω} to {Px}x∈S\{0}. For each f ∈ D0, we know that the process (Mft )
defined in (6.1) is a P-martingale. Then, in virtue of [15, Theorem 1.2.10], for each f ∈ D0
there exists some Af ∈ Gσk with P[Af ] = 1 such that, for all ω ∈ Af ∩ {σk <∞},
(Mft ) is a Qω-martingale after time σk(ω), (6.10)
i.e. Qω[M
f
t2 |Gt1 ]
Qω -a.s= Mft1 , whenever σk(ω) ≤ t1 < t2, where Qω [ · | · ] stands for condi-
tional expectation with repect to Qω. It follows from (6.10) that,
(Mft ) is a Qω ◦ (ϑσk(ω))−1-martingale . (6.11)
Let us consider the countable subset ofD0
D˜0 :=
{
f ∈ D0 : f(x) is a rational number for all x ∈ S
}
and denoteA := ⋂f∈D˜0 Af . Then, (6.11) implies that, for all ω ∈ A ∩ {σk <∞},
Qω ◦ (ϑσk(ω))−1 is a solution of the (D˜0,L)-martingale problem.
But, given any f ∈ D0, ∃ (fn) in D˜0 such that fn → f and Lfn → Lf , both pointwise,
and such that
sup
n≥1
max
x∈S
(|fn(x)|+ |Lfn(x)|) <∞ .
By using this approximation it is easy to conclude that, for all ω ∈ A ∩ {σk <∞},
Qω ◦ (ϑσk(ω))−1 is a solution of the (D0,L)-martingale problem. (6.12)
On the other hand, for all ω ∈ {σk <∞},
Qω ◦ (ϑσk(ω))−1{X0 = Xσk(ω)} = Qω{Xσk(ω) = Xσk(ω)} = 1
(we applied (6.8) in the last equality.) Namely, for all ω ∈ {σk <∞},
Qω ◦ (ϑσk(ω))−1 is starting at Xσk(ω) ∈ S \ {0} , (6.13)
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where we used observation (6.6) for the last assertion. We may now conclude from (6.12),
(6.13) and the uniqueness result established in Lemma 6.3 that
Qω ◦ (ϑσk(ω))−1 = PXσk (ω) , ∀ω ∈ A ∩ {σk <∞} .
Since P(A) = 1, this last assertion implies that (6.9) equals∫
{σk<∞}
PXσk (ω)
( C )P(dω) .
This concludes the proof. 
6.3. A solution starting at 0 ∈ S. From now on, we shall denote by P0 the law of (Xt)
(defined in (1.3)) so that we have now the complete set of laws {Px : x ∈ S}. Obviously
P0 starts at 0. We prove now that P0 is a solution of the (C
1(S),L)-martingale problem.
Recall the sequence (Tn)n≥2 of independent random variables considered in (1.2). For
each k ∈ N define the process (Xkt ) as
Xkt =

1/k , 0 ≤ t < Tk ,
1/(k − 1) , Tk ≤ t < Tk + Tk−1 ,
...
...
1/2 ,
∑k
n=3 Tn ≤ t <
∑k
n=2 Tn ,
1 , t ≥∑kn=2 Tn ,
for all t ≥ 0. Clearly, the law of (Xkt ) is P1/k. Also, observe that (Xkt ) is related to (Xt)
by
Xkt = XSk+t , ∀t ≥ 0 , where Sk :=
∞∑
n=k+1
Tn .
In particular, for all t ≥ 0,
f(Xkt )
a.s.−−→ f(Xt) and Lf(Xkt ) a.s.−−→ Lf(Xt) , as k ↑ ∞ . (6.14)
Fix an arbitrary f ∈ C1(S), a continuous function G : Sm → R and a finite set of times
0 ≤ s1 < · · · < sm ≤ s < t. In virtue of Remark 6.2, we have
E
[
G(Xks1 , . . . ,X
k
sm)
{
f(Xkt )− f(Xks)−
∫ t
s
Lf(Xkr )dr
}]
= 0 , (6.15)
for all k ≥ 1. Letting k ↑ ∞ in (6.15) and using (6.14) we get
E
[
G(Xs1 , . . . ,Xsm)
{
f(Xt)− f(Xs)−
∫ t
s
Lf(Xr)dr
}]
= 0 . (6.16)
We have thus shown that P0 is a solution of the (C
1(S),L)-martingale problem.
6.4. Uniqueness starting at 0 ∈ S. In this subsection we prove the uniqueness result that
we used in Section 5. Let σ stand for the exit time from 0 ∈ S, i.e.
σ := inf{t ≥ 0 : Xt 6= 0} . (6.17)
Clearly, σk ↓ σ pointwise. Notice that σ is not a (Gt)-stopping time.
Proposition 6.5. There exists a unique probability measure P on (D(R+, S),G∞) such
that P{X0 = 0, σ = 0} = 1 and
f(Xt)−
∫ t
0
Lf(Xs)ds , t ≥ 0
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is a P-martingale for every f ∈ D0.
Existence is, of course, a consequence of Lemma 5.1. Nevertheless, it follows from the
conclusion of the previous subsection that P0 fulfils all the requirements. In order to show
uniqueness we first improve the result obtained in Lemma 6.4.
Proposition 6.6. Let P be a solution of the (D0,L)-martingale problem starting at 0 ∈ S.
If P{σ = 0} = 1 then
P{ϑσk ∈ C} = P1/k(C) , ∀ k ≥ 1 and C ∈ G∞ .
Proof. We start showing that
P{σm <∞ , ∀m ∈ N} = 1 . (6.18)
Let us denote
A := {σm <∞ , ∀m ∈ N} = {σ1 <∞} .
Since P1/n(A) = 1 for any n ∈ N then applying equation (6.7) for C = A and using
observation (6.6) we get
P{ϑσk ∈ A , σk <∞} = P{σk <∞} , ∀k ∈ N .
But σk + σ1 ◦ ϑσk = σ1 and so {ϑσk ∈ A , σk <∞} = A. Using this observation in the
last displayed equation we get
P(A) = P{σk <∞} , ∀k ∈ N .
Since {σk < ∞} ↑ {σ < ∞} then, letting k ↑ ∞ in the previous equation, we get
P(A) = P{σ <∞} which equals one by assumption.
As second step, we prove that
P
{
Xσm = 1/m , ∀m ∈ N
}
= 1 . (6.19)
For it, consider the events
Bn := {X0 = 1/n and Xσm = 1/m for all 1 ≤ m ≤ n} , n ∈ N
and B := ⋃n∈N Bn. Since P1/n(Bn) = 1 for all n ≥ 1, then, for all k ∈ N, we have
PXσk (ω)
(B) = 1 , ∀ω ∈ {σk <∞} .
Applying (6.7) for C = B along with this last observation we get
P{ϑσk ∈ B , σk <∞} = P{σk <∞} = 1 , ∀k ∈ N .
We used (6.18) in the last equality. Therefore,
P
{
ϑσk ∈ B and σk <∞ , for all k ≥ 1
}
= 1 . (6.20)
Now (6.19) follows from (6.20), assumption P{X0 = 0 , σ = 0} = 1 and the following
observation
{X0 = 0 , σ = 0 , ∀k ≥ 1 , ϑσk ∈ B , σk <∞} ⊆ {Xσm = 1/m , ∀m ∈ N}
To prove this inclusion, fix some ω in the event of the left hand side and fix an arbitrary
m′ ∈ N. Since σk(ω) ↓ σ(ω) = 0 thenXσk(ω)→ X0(ω) = 0 as k ↑ ∞ and so
∃ k′ ∈ N such that Xσk′ (ω) < 1/m′ . (6.21)
On the other hand, ϑσk(ω) ∈ B for all k ∈ N and so ∃ n′ ∈ N such that
ϑσk′ (ω) ∈ Bn′ . (6.22)
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In virtue of (6.21) and (6.22) we necessarily have
m′ < n′ ≤ k′
because
1/k′
(6.6)≤ X0 ◦ ϑσk′ (ω)
(6.22)
= 1/n′ = X0 ◦ ϑσk′ (ω)
(6.21)
< 1/m′ .
From (6.22) it follows that
Xσm ◦ ϑσk′ (ω) = 1/m , ∀ 1 ≤ m ≤ n′ .
Sincem′ < n′ in particular we have
Xσm′ ◦ ϑσk′ (ω) = 1/m′ .
ButXσm′ ◦ ϑσk′ (ω) = Xσm′ (ω) sincem′ < k′ and soXσm′ (ω) = 1/m′. This concludes
the proof of the desired inclusion.
Finally, the desired result follows from (6.19) and (6.7). 
Proof of Proposition 6.5. Let P be a probability satisfying the stated assumptions and let
E and E1/k stand for expectation with respect to P and P1/k respectively. Fix an arbitrary
n ∈ N some 0 ≤ t1 < t2 < · · · < tn and a bounded continuous function F : Sn → R. In
virtue of (6.6) we have
E
[
F (Xσk+t1 , . . . , Xσk+tn)
]
= E1/k
[
F (Xt1 , . . . , Xtn)
]
, ∀k ∈ N .
But (Xσk+t1 , . . . , Xσk+tn)→ (Xt1 , . . . , Xtn) P-a.s. as k ↑ ∞ and so
E
[
F (Xt1 , . . . , Xtn)
]
= lim
k→∞
E1/k
[
F (Xt1 , . . . , Xtn)
]
.
This guarantees the desired uniqueness. 
6.5. Proof of Proposition 2.1. In virtue of Remark 6.2 and Lemma 6.3, in order to con-
clude the proof of Proposition 2.1, it remains to prove that P0 is the unique solution of the
(C1(S),L)-martingale problem starting at 0 ∈ S.
Observe that fg ∈ C1(S) for all f, g ∈ C1(S). We shall make use of the carre´ du
champ corresponding to (C1(S),L):
Γ(f, g) := L(fg)− gLf − fLg , for every f, g ∈ C1(S) .
Clearly, Γ(f, g) turns out to be continuous for each f, g ∈ C1(S). Since L acts as a
derivation at 0 ∈ S we have
Γ(f, g)(0) = 0 , ∀f, g ∈ C1(S) . (6.23)
Recall definition of (Mft ) given in (6.1) for each f ∈ C1(S).
Lemma 6.7. Let P be any solution of the (C1(S),L)-martingale problem. For all f, g ∈
C1(S), the process
Mft M
g
t −
∫ t
0
Γ(f, g)(Xs) ds , t ≥ 0 ,
is a P-martingale with respect to (Gt).
Proof. Fix some f, g ∈ C1(S). Denote
V ft :=
∫ t
0
Lf(Xs) ds and V
g
t :=
∫ t
0
Lg(Xs) ds , t ≥ 0 ,
so that, for all t ≥ 0,
Mft + V
f
t = f(Xt) and M
g
t + V
g
t = g(Xt)
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By multiplying these equalities we get
Mft M
g
t + V
f
t V
g
t +M
f
t V
g
t + V
f
t M
g
t = (fg)(Xt) . (6.24)
By using
(fg)(Xt) = M
fg
t +
∫ t
0
L(fg)(Xs)ds , t ≥ 0 ,
along with
V ft V
g
t =
∫ t
0
V fs dV
g
s +
∫ t
0
V gs dV
f
s , t ≥ 0 ,
in equality (6.24) we get
Mft M
g
t +M
f
t V
g
t + V
f
t M
g
t
= Mfgt +
∫ t
0
L(fg)(Xs)ds−
∫ t
0
V fs dV
g
s −
∫ t
0
V gs dV
f
s . (6.25)
If we denote, for all t ≥ 0,
M1t := M
f
t V
g
t −
∫ t
0
Mfs dV
g
s and M
2
t := M
g
t V
f
t −
∫ t
0
Mgs dV
f
s , (6.26)
then equality (6.25) can be rewritten as
Mft M
g
t +M
1
t +M
2
t = M
fg
t +
∫ t
0
Γ(f, g)(Xs)ds . (6.27)
By assumption, (Mfgt ) is a P-martingale. In addition, in virtue of [15, Theorem 1.2.8],
(M1t ) and (M
2
t ) are also P-martingales. Therefore the desired result follows from (6.27).

We now use observation (6.23) to prove that 0 ∈ S is an instantaneous state for any
solution starting at 0.
Lemma 6.8. For any solution P of the (C1(S),L)-martingale problem starting at 0 ∈ S
we have P{σ = 0} = 1.
Proof. Let P be a probability satisfying the assumptions. Define f : S → R as the
inclusion function i.e. f(x) = x, for x ∈ S. Clearly f ∈ C1(S) and so
Mt := Xt −
∫ t
0
(Lf)(Xs) ds , t ≥ 0 (6.28)
is a P-martingale. Since σk is a stopping time then it follows from Lemma 6.7 that
(Mt∧σk)
2 −
∫ t∧σk
0
Γ(f, f)(Xs) ds , t ≥ 0 ,
is a P-martingale. In particular, for all t ≥ 0 we have
E
[
(Mt∧σk)
2
]
= E
[ ∫ t∧σk
0
Γ(f, f)(Xs) ds
]
, ∀k ∈ N , (6.29)
(since M0 = 0, P-a.s.) where E represents the expectation with respect to P. By the
bounded convergence theorem, letting k ↑ ∞ in (6.29) we get
E
[
(Mt∧σ)
2
]
= E
[ ∫ t∧σ
0
Γ(f, f)(Xs) ds
]
, ∀t ≥ 0 . (6.30)
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Since {s < σ} ⊆ {Xs = 0}, the right hand side in the above equation equals
E[t ∧ σ] Γ(f, f)(0)
which vanishes as noticed in observation (6.23). Therefore, from (6.30) we conclude that
P[Mt∧σ = 0 , ∀t ≥ 0] = 1 .
Using this fact in (6.28) we get that, P-a.s.,
Xt∧σ =
∫ t∧σ
0
(Lf)(Xs) ds =
1
2
(
t ∧ σ) , ∀t ≥ 0 .
But, for any t > 0, we have on {t < σ} that
Xt∧σ = Xt = 0 6= 1
2
(
t ∧ σ) .
Hence P{t < σ} = 0, ∀ t > 0 and we are done. 
It follows from Lemma 6.8 and Proposition 6.5 that P0 is the only solution of the
(C1(S),L)-martingale problem.
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