We present the first public data release (DR1) of the Calar Alto Legacy Integral Field Area (CALIFA) survey. It consists of sciencegrade optical datacubes for the first 100 of eventually 600 nearby (0.005 < z < 0.03) galaxies, obtained with the integral-field spectrograph PMAS/PPak mounted on the 3.5m telescope at the Calar Alto observatory. The galaxies in DR1 already cover a wide range of properties in color-magnitude space, morphological type, stellar mass, and gas ionization conditions. This offers the potential to tackle a variety of open questions in galaxy evolution using spatially resolved spectroscopy. Two different spectral setups are available for each galaxy, (i) a low-resolution V500 setup covering the nominal wavelength range 3745-7500Å with a spectral resolution of 6.0Å (FWHM), and (ii) a medium-resolution V1200 setup covering the nominal wavelength range 3650-4840Å with a spectral resolution of 2.3Å (FWHM). We present the characteristics and data structure of the CALIFA datasets that should be taken into account for scientific exploitation of the data, in particular the effects of vignetting, bad pixels and spatially correlated noise. The data quality test for all 100 galaxies showed that we reach a median limiting continuum sensitivity of 1.0 × 10 −18 erg s
at 5635Å and 2.2×10 −18 erg s −1 cm −2 Å −1 arcsec −2 at 4500Å for the V500 and V1200 setup respectively, which corresponds to limiting r and g band surface brightnesses of 23.6 mag arcsec −2 and 23.4 mag arcsec −2 , or an unresolved emission-line flux detection limit of roughly 1 × 10 −17 erg s −1 cm −2 arcsec −2 and 0.6 × 10 −17 erg s −1 cm −2 arcsec
Introduction
The Calar Alto Legacy Integral Field Area (CALIFA) survey (Sánchez et al. 2012a , hereafter S12) is an ongoing large project of the Centro Astronómico Hispano-Alemán at the Calar Alto observatory to obtain spatially resolved spectra for 600 local (0.005 < z < 0.03) galaxies by means of integral field spectroscopy (IFS). CALIFA observations started in June 2010 with the Potsdam Multi Aperture Spectrograph (PMAS, Roth et al. 2005) , mounted to the 3.5 m telescope, utilizing the large (74 × 64 ) hexagonal field-of-view (FoV) offered by the PPak fiber bundle (Kelz et al. 2006; Verheijen et al. 2004) . A diameterBased on observations collected at the Centro Astronómico Hispano Alemán (CAHA) at Calar Alto, operated jointly by the MaxPlanck-Institut für Astronomie (MPIA) and the Instituto de Astrofísica de Andalucía (CSIC) selected sample of 939 galaxies were drawn from the 7th data release of the Sloan Digital Sky Survey (SDSS, Abazajian et al. 2009 ) which will be described in Walcher et al. (in prep., hereafter W12 . From this mother sample the 600 target galaxies are randomly selected.
Combining the techniques of imaging and spectroscopy through optical IFS provides a more comprehensive view of individual galaxy properties than any traditional survey. CALIFAlike observations were collected during the feasibility studies (Mármol-Queraltó et al. 2011; Viironen et al. 2012 ) and the PPak IFS Nearby Galaxy Survey (PINGS, Rosales-Ortega et al. 2010 ), a predecessor of this survey. First results based on those datasets already explored their information content (e.g. Alonso-Herrero et al. 2012; Rosales-Ortega et al. 2011 Sánchez et al. 2011 Sánchez et al. , 2012b . CALIFA can therefore be expected to make a substantial contribution to our understanding of galaxy evolution in Number of targets • along the right ascension is shown in the lower panel for the mother sample (gray area) and the DR1 sample (red shaded area). various aspects including, (i) the relative importance and consequences of merging and secular processes, (ii) the evolution of galaxies across the color-magnitude diagram, (iii) the effects of the environment on galaxies, (iv) the AGN-host galaxy connection, (v) the internal dynamical processes in galaxies, and (vi) the global and spatially resolved star formation history of various galaxy types.
In this article, we introduce the first data release (DR1) of CALIFA which grants public access to high-quality data for a set of 100 galaxies. The properties of the galaxies in the DR1 sample are summarized in Sect. 2. We describe the data characteristics (Sect. 3), data structure (Sect. 4), and data quality (Sect. 5) of the distributed CALIFA data as essential information for any scientific analysis. Several interfaces are available to access the CALIFA DR1 data, which are introduced in Sect. 6.
The CALIFA DR1 sample
A sample of 939 potential CALIFA galaxies, also known as the "CALIFA mother sample", was drawn from the photometric catalog SDSS DR7 as outlined in S12 and W12. The primary CALIFA selection criterion was the angular isophotal diameter (45 < D 25 < 80 ) of the galaxies, which was complemented by limiting redshifts, 0.005 < z < 0.03. These redshift limits were imposed to ensure that all interesting spectral features can be observed with a fixed spectral setup of the instrument and that the sample would not be dominated by dwarf galaxies. Redshift information was taken from SIMBAD for all galaxies where SDSS DR7 spectra were unavailable. The reader is referred to W12 for M z color-magnitude diagram. Black dots indicate galaxies in the CAL-IFA mother sample (S12, W12) and colored symbols denote CALIFA DR1 galaxies. Different colors represent the morphological classification of galaxies which range from ellipticals (E) to late-type spirals (Sd). Lower panel: The fraction of galaxies in the DR1 sample with respect to the expected final CALIFA sample distribution in bins of 1 mag in M z and 0.75 mag in u − z. The total number of galaxies per bin in the DR1 sample is written in each bin. The bins for which the number of galaxies in the mother sample is less than 5 are prone to low-number statistics and enclosed by a magenta square for clarity. a detailed characterization of the CALIFA mother sample and a thorough evaluation of the selection effects implied by the chosen selection criteria. From the CALIFA mother sample, 600 galaxies are randomly selected for observation purely based on visibility, and we refer to these galaxies as the virtual final CAL-IFA sample hereafter.
The first 100 public DR1 galaxies were observed in both spectral setups from the start of observations in June 2010 until June 2012. We list these galaxies in Table 1 together with their primary characteristics. The distribution of galaxies in the sky follows the underlying SDSS footprint (Fig. 1 ). An exception is the additional cut in δ > 7
• that was applied to the region of the Northern Galactic Cap, given the sufficiently large number of objects with better visibility from Calar Alto. The number of galaxies in DR1 is not homogeneous as a function of right ascension, α(J2000), and has a clear peak around α ∼ 255
• . This can be explained by the unexpected downtime of the 3.5 m telescope from August 2010 until April 2011 due to operational reasons at the observatory, which delayed the survey roughly by 8 months. CALIFA observations, therefore, so far span three summer seasons at Calar Alto, but only a single winter season. Nevertheless, the distribution of physical properties is nearly random, as expected, and covers galaxies with a wide range of properties as discussed below. Fig. 3 . Luminosity functions in the r band of the DR1 sample (red points), the CALIFA mother sample (blue points), and the low-redshift sample of the NYU value added catalog (black line, Blanton et al. 2005) . Despite the small size of the DR1 sample the luminosity function is reproduced well.
The distribution of galaxies in the color-magnitude diagram (Fig. 2) shows that the DR1 sample covers almost homogeneously the full range of the CALIFA mother sample. On average, the DR1 targets comprises ∼20% per color-magnitude bin of the total expected number when CALIFA is completed. However, there is currently still a deficit of low luminosity galaxies with intermediate colors. In other color-magnitude bins, especially within those where the mother sample contains few galaxies, fluctuations can be explained by the effect of low number statistics. Figure 2 highlights the need to further increase the numbers to the full CALIFA sample to obtain enough galaxies in each bin for a meaningful multi-dimensional statistical analysis. In Fig. 3 , we show the r band luminosity function (LF) of the DR1 sample as compared to the mother sample and the reference SDSS sample of Blanton et al. (2005) . All technical details on how we obtained the LFs are described in W12. We simply note here that despite the small sample size of DR1, we already reproduce the LF reasonably well. The turnover of the LF at M r > −19.5 is entirely expected and understood.
Galaxy morphologies were inferred by combining the independent visual classifications of several collaboration members as described in W12. In Fig. 4 we show the fraction of DR1 galaxies with respect to the expected final sample distribution for different morphological types grouped into elliptical, lenticular, spiral galaxies (separated by different bar strength) as well as ongoing galaxy mergers. A more detailed classification of spirals into early-and late-types is available, but we do not distinguish between them here because of the still modest number of galaxies within DR1. The DR1 coverage seems to be consistent with a random selection because the fraction of DR1 galaxies with respect to the expected final sample is almost constant for all types. Axis ratios (b/a) were measured from the SDSS r band image by calculating light moments after proper sky subtraction and masking of foreground stars (see W12 for details). The fractions of axis ratios, which can be used as an indication of the inclination of spiral galaxies, covered by the DR1 sample is homogeneous with respect to the final sample (Fig. 5) Fig. 4 . The fraction of galaxies in the DR1 sample with respect to the expected final CALIFA sample distribution, split by visually classified morphology. We divide the galaxies into ellipticals (E), lenticulars (S0), non-barred spirals (SA), weakly barred spirals (SAB), strongly barred spirals (SB), and ongoing mergers (M) of any type. The morphological distribution of the DR1 sample lies close to that of the mother sample. The total number of galaxies in the DR1 for each morphology type is written on the bar. Error bars are computed from the Poisson errors of the associated DR1 number counts. Fraction of final sample [%] late-type galaxies early-type galaxies Fig. 5 . The fraction of galaxies in the DR1 sample with respect to the expected final CALIFA sample distribution, as a function of axis ratio (b/a). Galaxies were separated into early-type galaxies (E+S0) and late-type galaxies (Sa and later). The CALIFA mother sample does not include any elliptical galaxies with b/a < 0.3 or any spiral galaxies with b/a > 0.9. Error bars are computed from the Poisson errors of the associated DR1 number counts.
being randomly drawn from the CALIFA mother sample with >95% confidence. In Fig. 6 , we present the distribution of stellar masses for the DR1 galaxies. They were directly inferred from the CAL-IFA data by applying spatially resolved spectral synthesis using the Starlight code (Cid Fernandes et al. 2005 ) with a combination of single stellar populations (SSPs) from the libraries of González Delgado et al. (2005) and Vazdekis et al. (2010) , which both adopt a Salpeter initial mass function. Details of these measurements will be presented in González Delgado et al. (in prep.) . The DR1 galaxies cover intermediate to high- Number of DR1 galaxies Fig. 6 . Distribution of stellar masses for galaxies in the DR1 sample. The stellar masses have been determined from the CALIFA data (see text for details).
mass galaxies, including more than 5 galaxies per 0.25 dex bin between 10 10 and 10 12 M and a median value close to 10 11 M . The asymmetric distribution is expected from the distribution in absolute magnitudes (see Fig. 2 ) and is inherited from the CAL-IFA mother sample due to its selection criteria (see W12 for details).
Many different kinds of galaxies are already covered in the DR1 sample in sufficient numbers to perform spatially resolved comparison studies. In addition to global galaxy parameters presented previously, we show the [O iii]/Hβ vs. [N ii]/Hα emission-line diagnostic diagram (Baldwin et al. 1981; Veilleux & Osterbrock 1987) for the nucleus in Fig. 7 . It is constructed from the most central spaxel at the coordinates of each CALIFA galaxy center (Table 1 excluding objects with a wrong astrometry in the data as discussed later in Sect. 5.2). After removing the stellar continuum using a spectral synthesis approach, we measured the emission line fluxes by fitting Gaussians to their profiles in the residual spectra. A variety of different ionization mechanisms can be found in the DR1 galaxy sample, ranging from pure star formation to Seyfert-type active galactic nuclei (AGN), with a significant number of galaxies in between. Also, Low-Ionization Nuclear Emission-line Regions (LINERs) (Heckman 1980) , which are predominantly hosted by bulgedominated or elliptical galaxies, appear to be frequent. Robust classification of individual galaxies according to such a scheme can be complicated, i.e., in border-line cases or due to systematic uncertainties in the emission-line measurements, as well as adopting other types of diagnostic diagrams (e.g. Cid Fernandes et al. 2010) , or a different classification scheme. This has been considered in the Kehrig et al. (2012) study of the ionization source of the interstellar medium in two LINER-like early-type CALIFA galaxies. Rather than to suggest or impose a certain classification of individual galaxy nuclei for the DR1 sample, we present one particular representation here only to demonstrate the diversity of the DR1 galaxy sample. Kauffmann et al. (2003) , and Cid Fernandes et al. (2010) are used to classify the galaxies into star forming (SF), intermediate, Seyfert, and LINER-type galaxies, which are denoted with black, magenta, red, and green symbols, respectively.
Data processing and error propagation
The instrument characteristics and observing strategy of the CALIFA survey define the requirements for the data reduction scheme. These requirements are thoroughly described in S12 and only briefly summarized here for completeness. The PPak fiber bundle of the PMAS instrument comprises 382 fibers, each with a diameter of 2.7 projected on the sky. The primary FoV has a hexagonal shape of 74 ×62 in size, sampled by 331 fibers with a filling factor of ∼60%. A set of 36 fibers are dedicated to sample the sky background and are distributed in 6 smaller bundles along a circle of ∼ 72 radius around the FoV center. The remaining 15 fibers are coupled to the calibration unit of the instrument. Each CALIFA galaxy is targeted twice with different spectral settings, a low-resolution (V500) setup covering the nominal wavelength range 3745-7500Å at spectral resolution of R ∼ 850, and a mid-resolution (V1200) grism covering the nominal wavelength range 3400-4840Å at a spectral resolution of R ∼ 1650. The useful wavelength range is, however, reduced by internal vignetting within the spectrograph for several fibers to 4240-7140Å and 3650-4620Å in the worst case for the V500 and V1200, respectively. Three dithered pointings are taken for each object to reach a filling factor of 100% across the entire FoV. The exposure time per pointing is fixed to 900 s for the V500 and 1800 s for the V1200. The latter is further split into 2 or 3 individual exposures.
We are continuously upgrading the CALIFA pipeline (see S12 for details). The main improvements to the data reduction pipeline used to produce the DR1 data are briefly mentioned in the next section followed by a detailed characterization of the propagated noise.
Improvements on the CALIFA data reduction scheme
At the first stages of the project, we employed the R3D data reduction package (Sánchez 2006) as the basis to develop a fully automatic IFS data reduction pipeline dedicated to the CALIFA 0.6 0.8 data. A description of that pipeline and the individual reduction steps was presented by S12. With the aim of improving the flexibility, portability, maintenance and capabilities of the pipeline, most of the data reduction tasks have been transformed to a Python-based architecture.
The main driver for the pipeline improvements was to implement the propagation of the Poisson plus read-out noise as well as bad pixels caused by cosmic ray hits, bad CCD columns, or the effect of vignetting, from the raw data to the final CALIFA data product in a consistent way. This was not possible with the reduction scheme adopted by the previous pipeline version (V1.2), because the numerous interpolation and resampling steps did not allow a reliable error propagation. Details of the most important improvements for the current pipeline version (V1.3c) are provided in Appendix A.
The final output of the V1.3c pipeline are cubes of intensity, errors and bad pixels. Details on the data format are described in Sect. 4. Below we evaluate specifically the accuracy of the pipeline-produced noise estimates and characterize effects of correlated noise that should be properly taken into account in any scientific analysis.
Accuracy of the propagated noise
The derivation of error spectra in IFS data is a complex task, for which there are no well established recipes. It is therefore relevant to verify the reliability of the pipeline errors ( λ ). An approximate assessment of the error spectra was carried out with the aid of full spectral continuum fitting described by Cid Fernandes et al. (in prep.) , and Gonzalez Delgado et al. (in prep.) . The CALIFA spectra are decomposed in terms of combinations of SSP spectra from González Delgado et al. (2005) and Vazdekis et al. (2010) including a dust extinction term following the Cardelli et al. (1989) law. An example of such a fit is shown for a central V500 spectrum in Fig. 8 for illustrative purposes. For a certain spectrum k it presents the observation (O λk ), the best-fit model (M λk ), the residuals (R λk = O λk − M λk ), and the provided pipeline error spectrum ( λk ). On the assumption that the spectral residuals are due to noise (i.e., neglecting model imperfections), this figure demonstrates that the pipeline error estimates are reliable.
Neglecting systematic deviations of the model spectra with respect to the real data in some wavelength regions, one would expect the residuals R λk to be typically of the order of λk . Indeed, we find that this is the case. The histogram of U λk = R λk / λk (Fig. 9) was obtained from over 10 8 data points of nearly 10 5 spectra for the V500 spectra distributed within this DR1. Emission lines and faulty pixels were excluded from the statistics (shaded areas in Fig. 8 ), as the spectral fits are only meant to reproduce the stellar component. The histogram follows nearly a Gaussian shape, centered at −0.04 with a standard deviation of 0.8. The expected standard deviation would be 1.0 if the error spectra would statistically agree with the noise in the residual spectra and assuming that the stellar population model is a perfect fit. Selecting different wavelength ranges for this comparison to avoid regions with systematic template mismatches mainly changes the centroid of the distribution whereas the standard deviation is nearly constant. Thus, the propagated errors are overestimated by ∼20% in the mean. This was also verified for the V1200 setup using the same method. The overall conclusion of this test is that the errors provided in DR1 are robust, with a slight systematic overestimation of ∼20% that can be taken into account during any analysis if needed.
Characterization of spatially correlated noise
It is often necessary to spatially co-add spaxels in the datacubes to achieve a minimum S/N in the spectra for a specific application. For CALIFA we adopt an inverse-distance weighted image reconstruction scheme so far, which averages the flux among all fibers within 5 for a given spaxel in the final datacube by assuming a 2D Gaussian profile with a dispersion of 1 for the individual weighting factors (see S12 for details). Like many other image resampling schemes it introduces significant correlation between the spaxels in the final datacubes. This can be understood from simple arguments. Each CALIFA dataset contains 993 physically independent spectra from the fibers of the three dithered pointings, but the final datacube consists of more than 4000 spectra at a sampling of 1 × 1 per spaxel. This automatically implies that the final spaxels cannot be completely independent from each other within the CALIFA datacubes through the complex correlation of signal and noise between neighboring spaxels.
In the limit case of co-adding the spectra of the entire cube, the pipeline analytically calculates an error weighting factor for each pixel such that the formal error of the co-added spectrum is identical to the one obtained by co-adding the individual fiber spectra. Of course, this is an unrealistic case, because only spectra within a small zone are typically co-added to preserve some spatial resolution. A popular method for adaptive binning is the Voronoi-binning scheme implemented for optical IFS data by Cappellari & Copin (2003) . It assumes that the spectra are completely independent of each other to compute the required bin size for a given target S/N. Blindly adopting such a binning scheme to CALIFA datacubes will lead to incorrect results, because the assumption that the spectra are independent is not valid. Either the bin sizes will be smaller than required to achieve the target S/N, or alternatively expressed, the error of the co-added spectra will be higher than formally expected given the error of individual spaxels.
Here, we characterize the effect of the correlated noise by determining the ratio of the "real" error ( real ), directly estimated from the residuals R λk , to the analytically propagated error ( bin ) of binned spectra as a function of bin for a certain target S/N. The results obtained for all DR1 datasets are shown in Fig. 10 for the two instrumental setups with a target S/N level of 20. The observed trends can be sufficiently described by a simple logarithmic function
with n the number of spaxels per bin.
The values for the slope α range from 1.35 to 1.45 with a mean of α = 1.4, for target S/N values between 10 and 60. The fits to the data result in less accurate exponents for target S/N ratios of 10 and 60 given the poor sampling towards large-and small-size bins, but the overall shape is preserved. This means that α mainly depends on the number of spaxels per bin and not on the target S/N.
CALIFA data format and characteristics
The CALIFA data are stored and delivered as datacubes (threedimensional data) in the standard binary FITS format and consist of four FITS Header/Data units (HDU). These datacubes represent (1) the measured flux densities, corrected for Galactic extinction as described in S12, in units of 10 −16 erg s
(primary datacube), (2) associated errors, (3) error weighting factors, and (4) bad pixels flags (Table 2 ). They allow users to properly take into account the characteristics of each dataset concerning bad pixels and noise for their specific analysis. The first two axes of the cubes correspond to the spatial dimension along right ascension and declination with a 1 × 1 sampling. The third dimension represents the wavelength along a linear grid. The dimensions of each datacube (N α , N δ , and N λ ), as well as the spectral sampling (d λ ) and constant resolution (δ λ ) along the entire wavelength range, are summarized in Table 3 . Note that the spatial resolution is worse than the actual seeing during the observation because the large aperture of each fiber (2 . 7) strongly undersamples the point spread function. The final CALIFA spatial resolution is mainly set by the dither pattern and the image reconstruction scheme rather than the seeing. We evaluate this as part of our quality control tests discussed below in Sect. 5.2.
Error datacubes
The error datacubes in the first FITS extension correspond to the associated 1σ noise level of each pixel as formally propagated by the pipeline. As validation of our efforts to optimize the pipeline, we verified that the measured noise is systematically lower by ∼20% than the formal error vector for individual spaxels (see Sect. 3.2) . In the case of bad pixels, we assigned an error value that is roughly ten orders of magnitude higher than the typical value for the considered dataset. Any analysis based on the χ 2 statistics will implicitly take into account bad pixels if the error vector is considered. The correlation of noise becomes important only in cases where the CALIFA data need to be spatially binned as discussed in Sect. 3.3. The second FITS extension reports the error scaling factor for each pixel in the limiting case that all valid spaxels of the cube would be co-added. Suggestions about how to deal with the correlated noise and proper usage of the error scaling factors were described above in detail. . Fraction of valid pixels in each spectrum across the CALIFA FoV (left panels) and as a function of wavelength (right panel) for the V500 and V1200 setup. The spaxels most severely affected by the vignetting in the blue and red part of the spectra lead to the ring like structure around the FoV center. The blue part of the V1200 data does not show a vignetting effect here because we cut off the wavelength range in the final data already at 3650Å due to the very low sensitivity in the blue. Four bad CCD columns are visible that lead to a significantly reduced fraction of valid pixels at narrow wavelength regions. 
Bad pixel datacubes
Bad pixel datacubes are produced by the pipeline and stored in the third FITS extension. They report pixels for which no sufficient information is available in the raw data because of cosmic rays, bad CCD columns, or the effect of vignetting. The data at bad pixels have been interpolated, and it is considered not usable even if the spectrum looks "good" at those locations. The V1200 data is less affected by cosmic rays compared to the V500 data, because several frames are observed per pointing. The data at a bad pixel are therefore restored from the other available frame(s) although this results in a lower S/N.
The distribution of bad pixels is not homogeneous within the datacube because of the vignetting effect as noted in S12. In Fig. 11 , we present the typical fraction of valid pixels along the spatial and spectral axis for the V500 and V1200 setup, respectively. Note that four bad CCD columns have been identified, which lead to four wavelength regions where the fraction of valid pixels is significantly reduced. The vignetting effect of the instrument results in a wavelength coverage reduced by up to ∼ 25% for some fibers on the blue and/or red side of the spectral range.
The hexagonal PPak FoV is resampled to a rectangular grid, so that the uncovered corners are filled with zeros. These are also flagged as bad pixels for consistency, whereas the residuals of bright night-sky emission lines are not flagged as bad pixels. The strength of their residuals is different for each dataset and might be handled differently depending on the specific data analysis.
FITS header information
The FITS header contains the standard keywords that register the spatial axes to the standard World Coordinate System (WCS, Greisen & Calabretta 2002) and the wavelength to the spectral axis in a linear grid. Each CALIFA datacube contains the full FITS header information of all raw frames from which it was created, where each header entry is expanded with a unique prefix for a given pointing/frame. The prefix consists of the string "PPAK" followed by the designation of the pointing PREF, which can be "P1", "P2", or "P3" for the three pointings of the V500 setup, or "P1F1", "P1F2", "P2F1", etc..., for the individual frames taken for each pointing of the V1200 setup.
The reduction pipeline also collects information regarding, e.g., sky brightness, flexure offsets, Galactic extinction, approximate limiting magnitude, etc., and adds it to the FITS header. Header keywords that may be of general interest for the analysis and/or evaluation of the data are summarized in Table 4 for convenience. Note that the systemic velocity of the galaxies (MED_VEL) automatically estimated by the pipeline is not robustly measured from the V1200 data, because of the smaller wavelength coverage and lower S/N compared to the V500 data.
Data Quality
This first CALIFA data release provides science grade data of 100 galaxies to the community. Hence, in order to define the Mean surface brightness (µ sky ) during observation set of galaxies to be released, a detailed characterization of the data quality for the existing data is needed to select and define a minimal useful suite of quality control (QC) parameters. Overall, the final data quality for CALIFA depends on a number of independent factors such as (i) general instrument reliability and temperature stability, (ii) ambient conditions during observations, and (iii) the robustness of the data reduction pipeline. We define a set of parameters and QC flags in the areas of astrometric, spectroscopic and photometric characterization that are measured for all galaxies. We amend these parameters with four quality flags for each of the two spectral setups (V500/V1200; eight in total) that summarize the reduction process for each galaxy and indicate data quality.
We strongly urge users to consider these QC parameters with regard to their science application. For example, if a science goal focuses primarily on kinematics, then a substantial offset in absolute astrometric registration is not a limitation for the analysis of any one galaxy. However, if, under the same circumstance, the science goal requires deriving joint spatially-extended information from matching with the SDSS, then caution is advised.
The values and uncertainties listed for the individual QC parameters are intended to provide the user with a summary of the information content of the CALIFA data on a specific galaxy in order to allow for the initial assessment of whether or not a specific datacube can be used for a planned analysis. In the following we display and comment on the distribution of the key flags and QC parameters while demonstrating the overall sample properties and the nature of outliers.
The QC parameters and QC flags can be found in Tables 5  and 6 for the V500 and V1200 data, respectively, which are also available in electronic form on the DR1 web page and accessible through the Virtual Observatory (see Sect. 6.3 for details).
Initial reduction pipeline flags
As an initial description to evaluate the data and reduction quality, we provide each of the four flags per setup that come directly from the reduction process. Some of the extended parameters in the sections below will add to further validate and expand on these initial flags.
Potential minor issues are noted with a value=1, while the standard case receives value=0. Galaxies with major issues, i.e. flag values=2 have been observed as part of the CALIFA survey, but were excluded from this data release. The reduction flags are:
-FLAG_RED_O: observing conditions quality.
Set to 1 if the night sky is brighter than µ V = 20.5 mag arcsec −2 (V500) or µ B = 20.0 mag arcsec −2 (V1200), respectively. There exists a correlation between limiting continuum sensitivity of the datacubes and the night-sky brightness. For nights brighter than this limit the datacubes may not be as deep as targeted. Flag is set to 2 if observing conditions were non-photometric or if background of unknown origin is seen in the data.
-FLAG_RED_R: reduction/calibration quality.
Set to 1 if reduction deviates from the standard procedure, e.g. due to a lack of directly associated continuum or arclamp exposures or a saturation in the available calibration data. Flag is set to 2 if manual intervention was required to recover a minimum of possible data from the raw data.
-FLAG_RED_W: wavelength calibration quality.
Set to 1 if the standard deviation of the pipeline-estimated systemic velocity in different wavelength regions is larger than 25 km s −1 . Flag set to 2 if the deviation is more than 2 standard deviations, or 34 km s −1 . -FLAG_RED_V: visual inspection quality.
Summary of a visual inspection of the data. If there is an obvious defect affecting a small fraction of the FoV (like the presence of a strong line or a imperfectly traced fiber), flag is set to 1. It is set to 2 when it is evident that the data have low quality for any unknown reason. Finally this flag is set to 1, even if all previous cases have value=0, when a master continuum or master arc frame, instead of an individual frame, has been used during the reduction of any of the frames used to create the final datacube.
Astrometric accuracy and spatial resolution

Astrometric registration accuracy
The first area of testing and evaluation of the pipeline output is the absolute astrometric registration of the datacube coordinate systems to the International Coordinate Reference System (ICRS). Astrometric registration is of central importance when CALIFA data are to be combined with e.g. imaging data from other surveys to extract spatially resolved information at certain locations in a galaxy. For this purpose the CALIFA pipeline uses a simple scheme whereby the tabulated coordinates of the galaxy V band photometric center, as given in Table 1 , are assigned to the measured barycenter of the reconstructed image in the CAL-IFA datacubes. We tested independently the robustness and accuracy of this approach by both visual inspection of the assigned galaxy centers in both setups, as well as in V500 matching the galaxy location of a reconstructed g band from CALIFA to, where available, corresponding SDSS images. The deviations of the CALIFA astrometry from the ICRS are typically small.
In the V500 setup the offset for most galaxies lies below 1 . 4. However, three galaxies show offsets between 1 . 4 and 3 , and further two substantially larger offsets of ∼12 and ∼22 . In these cases, either the centers of the galaxies are not well defined due to dust lanes in strongly inclined system, or the galaxies have a bright field star near their center:
-UGC 10650: Edge-on spiral with fuzzy center. Registration should be better than 3 . -NGC 4676A: One galaxy of The Mice with unclear center and a possible offset of ∼1 . 5 in the astrometric registration. -NGC 6032: Highly inclined galaxy with prominent dust lane and difficult to define center. ∼2 offset in the coordinates. -NGC 0477: Astrometric center set to nearby star; resulting offset is ∼12 . -NGC 3991: Center of this inclined spiral is not the brightest component. The correct center and hence coordinate system is offset by ∼22 .
In the V1200 setup we tested the astrometric co-registration with respect to the V500 reference frame. Generally the registration is accurate to better than 2 . Only for two galaxies we find a more substantial offset: -NGC 4470: Galaxy with difficult to define center. Offset of ∼9 between the two setups. -NGC 4676A: As stated for V500 the center is not well defined for this galaxy and an offset of ∼6 exists between the two setups.
For this DR1 we provide the pipeline registration as described above and do not correct offsets found through these separate external checks. In future data releases it is planned to implement more sophisticated registration methods directly in the pipeline thereby reducing the number of outliers and improving the overall astrometric registration accuracy. We describe the astrometric offsets for DR1 with the flag FLAG_ASTR, given for the V500 and V1200 in Tables 5 and 6 , respectively. For V500 the values 0, 1, and 2 describe offsets <1 . 4, 1 . 4 to 3 . 0, and >3 . 0. In the V1200 table values for FLAG_ASTR of 0 and 2 refer to relative offsets between V500 and V1200 smaller or larger than 3 .
Seeing and spatial resolution
The achievable spatial resolution of imaging data is usually determined by the telescope aperture together with the atmospheric and instrumental seeing during ground-based observations. In the case of CALIFA, the coarse sampling of the large PPak fibers modified by the adopted 3-fold dithering pattern as described in S12 imposes additional limitations on the final spatial resolution.
We measure the seeing in the CALIFA data from two independent sources. The first one, the differential image motion monitor (DIMM, Aceituno 2004), operates fully automatically at the Calar Alto observatory during the night 2 . The DIMM seeing for the DR1 sample is shown in Fig. 12 and has a median value of 0 . 9 (FWHM). We confirm this value with measurements of 2 Since the DIMM has tighter operational constraints (humidity lower than 80% and wind speed less than 12 m s −1 ) than the 3.5m telescope, seeing information is not available for every CALIFA observation. Hence DIMM seeing values can be missing from Tables 5 and 6 , but the overall seeing distribution is not expected to be very different. Left panel: V band image of NGC 7321, an example of a CALIFA galaxy with a star in the FoV to measure the PSF of the data. Right panel: Distribution of the FWHM of the CALIFA PSF as measured from 34 cubes with a sufficiently bright star in the field. The median of the distribution is 3 . 7; the spread of values is due to the flux of the underlying galaxy structure and undersampling of the stellar image and hence high-value outliers are upper limits in these cases.
the width of the guide star on images taken by the Acquisition and Guiding (AG) Camera of the PMAS instrument (Roth et al. 2005) , which, as expected, has a slightly larger median value of 1 . 15 (FWHM) . This confirms that atmospheric and instrumental seeing are not the limiting factors in the spatial resolution of the CALIFA cubes.
Instead, the large aperture of each fiber (2 . 7 diameter) in the PPak fiber bundle does not permit to take full advantage of the good seeing conditions. The final spatial resolution of the CAL-IFA data is set by fiber size and the dither scheme together with the adopted image reconstruction algorithm. The width of the point spread function (PSF) is directly measured from the V500 CALIFA datacubes in 35 cases where a bright field star is in the FoV (see left panel of Fig. 13 for an example). The measured FWHM distribution of the PSF (Fig. 13 right panel) has a well-defined median value of 3 . 7 (FWHM). To verify these measurements we simulated the expected CALIFA PSF for 1 Gaussian seeing while adopting the fiber sampling, dither pattern and image reconstruction algorithm used for the DR1. We obtained a FWHM for the PSF of ≥ 3 as a lower limit, which is in agreement with our empirical measurements.
This spatial resolution is for a large part set by the adopted kernel for the inverse-distance weighting scheme for the image reconstruction (see S12 for details). It was chosen to produce smooth images without obvious structure caused by the dither pattern. Other image combination approaches such as drizzling (Fruchter & Hook 2002) can be used to reach closer to the intrinsic spatial resolution of CALIFA data, which is significantly better than 3 due to the dithering scheme used. The choice of image combination procedure depends on the actual goal and will be an area of improvement in future CALIFA data releases.
Wavelength calibration accuracy
During the data reduction the spectral resolution was homogenized to reach a target FWHM of 6Å (V500) and 2.3Å (V1200), respectively, over the whole wavelength range, as explained in S12. To go beyond the simple flag-cut from the pipeline diagnostics we tested the spectral resolution and the wavelength calibration, and its spectral and spatial consistency.
The distribution of spectral resolutions for all galaxies is shown in Fig. 14 for both instrument setups. It was estimated by measuring the width of night sky lines in the error cube, which contains a reliable trace of the sky lines in the input data. For the V500 setup we find that it is centered on the target spectral resolution (6Å). This is not the case for the V1200 setup. For this setup only Hg pollution lines (Hg i λ4046Å and λ4358Å) Number of DR1 galaxies V1200 V500
Fig. 14. Distribution of the final spectral resolution (FWHM) in the combined cubes as measured from the sky lines in the error cube. The vertical dashed lines indicate the spectral resolution to which the spectra were aimed to be homogenized during the data reduction. Measurements for V1200 (blue, left) are upper limits since the night sky lines used are intrinsically resolved at this level. The spread is due to uncertainties in calculating the spectral resolution from only a few available lines.
are available in the corresponding wavelength range. Since these lines are resolved at the resolution of this setup the derived empirical resolution is a conservative upper limit. We tested the overall wavelength calibration in two ways. First, we measured the centroids of the same night sky lines and determined their scatter across the FoV. In all cases, the centroids are fully consistent with zero offset from the nominal wavelength, while the scatter is consistent with pure measurement errors and the absence of any detectable systematic spatial variation.
Secondly, we tested whether there exists any systematic offsets of the wavelength calibration at different wavelengths of the spectra. For this purpose we modeled the recession velocity in the spectra of every galaxy's coadded central 10 apertures in different spectral regions. We did this using the penalized PixelFitting method (pPXF, Cappellari & Emsellem 2004) to piecewise fit stellar models, hence measuring central wavelengths in several (3-5) independent spectral bins showing strong absorption features. The resulting velocity differences between these bins were again always consistent with pure measurement noise and the absence of systematics. Cumulative distribution of the V band (V500, left curve) and B band (V1200, right curve) night-sky surface brightness during the observations of the V500 and V1200 CALIFA data, respectively.
In summary, no spatial or spectral variation of the wavelength calibration is found beyond the uncertainty imposed by the spectral resolutions of 6Å and 2.3Å (FWHM) for the different setups -hence the random shot noise of the data fully dominates the accuracy of wavelength calibration.
Spectrophotometric quality and accuracy
Sky subtraction quality
Cumulative distributions of the V and B band night-sky surface brightness during observations are shown in Fig. 15 for the V500 and V1200 CALIFA data, respectively. They were derived from the sky-fibers following the analysis described in S12. There is considerable scatter in night-sky brightness of about 1.5 magnitudes in both cases, indicating the highly variable conditions at the observatory. The typical night-sky brightness is µ V ∼ 21.0 mag arcsec −2 for the V500, and µ B ∼ 22.1 mag arcsec −2 for the V1200 data. While the former is ∼1 mag brighter than the mean dark night sky at the observatory (µ V ∼ 22 mag arcsec −2 ), the latter is much more similar to the mean (µ B ∼ 22.5 mag arcsec −2 ), according to Sánchez et al. (2007a) . This is expected because we have reserved the darkest nights (new moon ±1 night) for the V1200 setup, while gray nights are used for the more efficient V500 setup.
We have conducted a series of tests to assess the sky subtraction accuracy in the continuum as delivered by the data reduction pipeline. As the initial test we again used the Starlight code (Cid Fernandes et al. 2005) to model the central pipeline-reduced spectra with stellar templates and allowing for the presence of a dust component. Figure 16 shows the residuals of these fits as a fixed rest-frame wavelength stack of spectra for the 100 DR1 galaxies. Here spectra were always integrated over a central 10 aperture.
In this view, all rest-frame features form vertical stripes while atmospheric and instrumental features are slanted away from the vertical. The main effects from imperfections in sky subtraction can be seen around 6000Å and 6250Å, where skyline residuals at a few percent of the stellar template flux exist.
In order to be more quantitative regarding how much the sky subtraction could be systematically improved, if at all, we have taken advantage of the ability of the pPXF package to simultaneously fit sky and stellar templates to optimize the sky subtraction of our data 3 . We selected all sky fibers from each of the three pointings for a particular object and, as in the pipeline, discarded the six brightest fibers to ensure that we eliminate cases that are clearly not dominated by the sky. The remaining 30 sky fibers were used as sky templates for pPXF. The input galaxy spectra were selected from fibers located in a ring in the inner disk of the galaxy where light intrinsic to the galaxy dominates. We noticed that the use of fibers from the outer parts of the galaxy (i.e. more sky dominated) can lead to errors in the derived kinematic parameters, giving the wrong sky-template plus stars combination as the output of the pPXF fitting. After masking emission lines to avoid nebular contamination we ran pPXF, which gives as output the best stellar combination plus the best sky combination. This procedure therefore provides the combination of sky fibers that best matches the data. For further optimization, we ran pPXF on a fiber-per-fiber basis to adjust this best sky solution to each of the fibers including the sky-dominated outer fibers. The resulting sky weights are rather constant over the FoV of the instrument with a scatter of 4%, as is illustrated in Fig. 17 .
This method was applied to a set of objects in the DR1 sample. We then compared the sky-subtracted spectra of a pointing coming from the pipeline and our method, before cube reconstruction. We carried out this comparison by calculating the S/N in the continuum: for those fibers for which the method described above improves the sky subtraction, the average difference in the S/N is 3.7 ± 2.8%.
Hence, the resulting sky subtraction is, globally, not significantly improved compared to the pipeline sky subtraction. The average improvement achieved in some of the fibers is of the order of a few percent, thus nearly as the pipeline sky subtraction is within a few percent in S/N as accurate as the sky subtraction carried out using a sophisticated template fitting algorithm.
For completeness, we note that among all lines the strongest residual from the sky occurs in the Hg i λ4358Å, Hg i λ5461Å, O i λ5577Å, Na i D (around 5890Å), O i λ6300Å and O i λ6364Å emission lines as well as at the telluric B band absorption.
Spectrophotometric accuracy
As part of the standard CALIFA pipeline each V500 datacube was rescaled in the absolute flux level to match the SDSS DR7 broad-band photometry within an aperture of 30 diameter, while the V1200 data were matched to the V500 data (S12). A mosaiced SDSS image was created for each galaxy using SDSSmosaic, an IRAF 4 package developed by S. Zibetti (Zibetti et al. 2009 ), which also subtracts the background from each SDSS scan by fitting a plane surface that allows for linear gradient along the scan direction. All stripes of the mosaic were combined using the program SWarp (Bertin et al. 2002) . Finally, we obtained the Galactic-extinction corrected absolute magnitudes Number of DR1 galaxies with SExtractor (Bertin & Arnouts 1996) using the photometric zero-points as provided by the SDSS DR7 photometric pipeline. This process to rescale fluxes for absolute re-calibration will not be perfect as can be seen from the slight systematic residuals in the blue and red edges of the spectrum in Figure 16 . To quantitatively cross-check the achieved accuracy in the absolute photometry of the CALIFA data, we use the improved photometry provided by the 8th data release of SDSS (Aihara et al. 2011) to independently measure any systematic offset. The distribution of photometric scale factors for the g and r bands is shown in Fig. 18 (left panel) . The mean SDSS/CALIFA g and r band ratios in the release are 1.06 ± 0.13 and 1.00 ± 0.10, respectively, which shows that the absolute photometric calibration of CAL-IFA data is better than 15%. We attribute the mild systematic offset to the improvements in the SDSS sky subtraction accuracy around the low-redshift galaxies with size of >40 selected for CALIFA. However, there are also several objects with photometric scale factors below 0.8 and above 1.2 for which we identify bright field stars as being the most likely cause of a bias in the background estimates either for the SDSS or CALIFA data. For DR1 we actually drew a line at values of 0.5 and 2.0 for the scale factors and removed a few objects that showed values beyond these limits. In the right panel of Fig. 18 we show the distribution in ∆(g − r) color difference between the SDSS and CALIFA data. We find a systematic offset of ∆(g−r)=−0.06 mag (median) with a scatter of only 0.05 mag. Thus, the spectrophotometric accuracy across most of the covered wavelength range is 6% for the CALIFA data.
For the V500 setup we add a flag for the quality of photometric calibration, FLAG_FLUXCAL. If for both SDSS g and r band the ratio between SDSS and CALIFA lies between 0.7 and 1.4, we assign a flag value of 0. For at least one band behaving worse than this, with ratios up to 2.0 or down to 0.5, we assign FLAG_FLUXCAL=1, and we reject the data for even worse values.
Limiting sensitivity and signal-to-noise
The limiting continuum sensitivity of the spectrophotometrically recalibrated SDSS spectra are presented in Fig. 19 . We compare the 3σ continuum flux density detection limit per interpolated 1 arcsec 2 -spaxel for the faintest regions against the average S/N per spectral resolution element within in an elliptical annulus of ±1 around the galaxies r band half-light semi-major axis (R 50 ). Both values were estimated from the noise within the narrow wavelength ranges 4480-4520Å and 5590-5680Å for the V1200 and V500 setup, respectively, that are nearly free of stellar absorption features. As expected, the 3σ continuum flux density detection limit 5 for the V500 data (as low as I 3σ = 1.0 × 10 −18 erg s −1 cm −2 Å −1 arcsec −2 in the median at 5635Å) is a factor of ∼2 fainter than for the V1200 data (I 3σ = 2.2 × 10 −18 erg s −1 cm −2 Å −1 arcsec −2 in the median at 4500Å) mainly because of the difference in spectral resolution. These continuum sensitivities can be directly transformed into equivalent limiting broad band surface brightnesses of 23.6 mag arcsec −2 in the r band for the V500 and 23.4 mag arcsec −2 in the g band for the V1200 data. The dispersion in the limiting continuum sensitivity can partially be explained by the variance in the sky brightness of the corresponding night, because both are significantly correlated, as expected. However, other atmospheric conditions, such as dust attenuation, transparency of the night, etc. are important characteristics that alter the achievable depth at fixed exposure times. We provide a flag for the limiting sensitivity, FLAG_DEPTH, which indicates with 0, 1, 2, whether the 3σ continuum limiting sensitivity is <5, between 5 and 20, or >20 × 10 −18 erg s −1 cm −2 Å −1 arcsec −2 . Another interesting quantity for practical purposes is the S/N of the data. Since the galaxy brightness enters as the signal, S/N correlates only partially with the limiting sensitivity, which is a 5 Please note that this is a continuum flux density. For e.g. any emission line the spectral resolution has to be taken into account, i.e. 6Å and 2.3Å FWHM for the V500 and V1200 setups. In order to detect an unresolved emission line with a 3σ significance in their peak flux density requires an integrated emission line flux of ∼ 1×10 −17 , erg s −1 cm −2 arcsec −2 and ∼ 0.6×10 −17 , erg s
in the V500 and V1200 data, respectively. . Limiting 3σ continuum sensitivity measured at the outskirts of the galaxy as a function of the average continuum S/N at the half light radius (R 50 ). The corresponding broad-band surface brightness limits in r (V500) and g (V1200) are indicated on the right y-axis. The limiting continuum sensitivity and the S/N was computed from the median signal and noise in the wavelength region 4480-4520Å and 5590-5680Å for the V1200 and V500 data, respectively. measure of the noise. The mean S/N in the continuum per spaxel at the half-light semi-major axis (1R 50 ) of all objects is ∼14 for the V1200 setup, while it is ∼34.5 for the V500 data. Thus, we achieve a S/N>10 for the majority of the objects even for the V1200 setup. This means that using adaptive binning scheme, a decent S/N can be achieved far beyond 1R 50 .
Overall quality judgment
The quality of a given dataset is defined by a combination of the quality flags introduced above. We used a subset of these in order to guarantee that we deliver scientifically first-grade data in this data release. Minimum (maximum) threshold values have been defined as follows: Airmass, sec(z)<2; relative spectrophotometric calibration relative to SDSS, 0.50 < ( f CALIFA / f SDSS ) < 2 for both g and r band; and a limiting sensitivity better than 2 × 10 −17 erg s −1 cm −2 arcsec −2 in the abovementioned spectral windows (Sect. 5.5). We also add the described checks on seeing, wavelength calibration and spectral resolution and initial reduction flags.
For each object we list the most important QC parameters discussed in this section in Tables 5 and 6 . We carried out very extensive vetting and description in order to deliver 100 galaxies with prime quality data. These listed parameters can be used to check the data quality of the released cubes per object in more detail.
6. Access to the CALIFA DR1 data 6.1. The CALIFA DR1 search and retrieval tool
The public data is distributed through the CALIFA DR1 web page (http://califa.caha.es/DR1). A simple web form interface, developed especially for this first data release, allows to select data of a particular target galaxy, or a subsample of objects within some constraints on galaxy properties and observing conditions. Among the selection parameters we include the instrument setup, galaxy coordinates, redshift, g band magnitudes, observing date, Hubble type, bar strength, inclination estimated from axis ratio, V band atmospheric attenuation, airmass, and relative accuracy of the SDSS/CALIFA photometric calibration. See W12 for a more detailed characterization of the CALIFA galaxies.
If CALIFA datasets are available within the given constraints, they are listed in the succeeding web page to make a final selection for download. The download process requests a target directory on the local machine to store the data, after the downloading option was selected. The CALIFA data are delivered as fully reduced datacubes in FITS format, described in Sect. 3, separately for each of the two CALIFA spectral settings, i.e. the V500 and V1200 setup. Each DR1 dataset is uniquely identified by their file name, GALNAME.V1200.rscube.fits.gz and GALNAME.V500.rscube.fits.gz for the V1200 and V500 setup respectively, where GALNAME is the name of the CAL-IFA galaxy listed in Table 1 .
CALIFA Galaxy Explorer page
As it can be a challenge for the general user to judge a-priori which CALIFA dataset could be useful for their specific scientific interest, we prepared a CALIFA Galaxy Explorer page (hereafter CGE) that provides a presentation card for each individual CALIFA DR1 galaxy to the scientific community. It is a powerful tool for a quick-look reference of the galaxy properties and the actual content of the CALIFA DR1 data. The CGE is linked to each object in the output table of the CALIFA retrieval tool and a column with a link is added to a dedicated DR1 sample table available on the DR1 web page.
The CGE page is structured in three different levels. In the first level, a false-color (gri bands) SDSS postage stamp image (1.5 × 1.5 in size) is presented together with a short table containing the galaxy name, galaxy equatorial coordinates (in J2000 format) and the designated CALIFA ID. Alternative names of the galaxies can be found through a direct link to NED together with the redshift, the SDSS u, g, r, i, and z band Petrosian magnitudes, and the corresponding Galactic extinction in each band.
In the second level, the user finds the CALIFA data products and their content. A compact visualization of the CAL-IFA data (see Fig. 20) shows the reconstructed V band image, the stellar population age distribution, the gas velocity field, and the Hα+[N ii] λλ6543, 6584 emission-line 3D distribution at first glance. Those maps were created by a preliminary analysis of the V500 datacubes with the FIT3D software tool (Sánchez et al. 2007b) . Additionally, the B and V band images reconstructed from the CALIFA datacubes are shown for both the V1200 and V500 setups, respectively, together with the corresponding 30 aperture integrated spectra.
In the third level, we report the result of our visual morphological classification of the galaxy. More detailed galaxy information is shown in a separate table which includes additional parameters available through the Hyperleda database.
Virtual Observatory services
CALIFA data can be accessed using the Virtual Observatory (VO) Table Access Protocol (TAP, Dowler et al. 2011) at the TAP URL http://dc.g-vo.org/tap (service ivo://org.gavo.dc/__system__/tap/run). We provide tables describing each cube as a single data product (califadr1.cubes) including the QC parameters reported in Tables 5 and 6 as well as tables containing all fluxes of the entire DR1 by position and wavelength (califadr1.fluxv500 and califadr1.fluxv1200) for the two setups separately. The table schemata can be obtained using the usual TAP means and tables can be easily retrieved and queried through the VO client TOPCAT 6 . Example queries and links will be provided on the DR1 web page to guide the user. The cubes can also be found in the GAVO data center's ivoa.obscore tables with a complete ObsCore metadata set ) and the corresponding links are also stored in the califadr1.cubes table.
Individual spectra can also be accessed using IVOA's Simple Spectral Access Protocol using the service ivo://org.gavo.dc/califa/q/s. This allows for easy access from within analysis programs like Splat and an example will be provided on the DR1 web page.
An overview of VO-accessible resources generated from CALIFA data is available at http://dc.g-vo.org/browse/califa/q.
Visualization of CALIFA data
Visualization of CALIFA data is essential for its correct treatment, analysis and eventual scientific interpretation. IFS visualization tools are very useful for this purpose, as they provide a 2D view at any wavelength slice or enable exploration of the spectra at any spaxel. There are various visualization tools available in the community. Some are designed for a quick-look to the data, others allow for more interactivity, while yet other are developed for a particular project or data format.
For the visualization of CALIFA data, stored in a FITS datacube format, we list here several tools as examples: 1) ds9 7 , from version 7, can load and view 3D datacubes in multiple dimensions; 2) QFitsView 8 by Thomas Ott, is a generic FITS viewer program capable of handling datacubes and performing basic analysis operations; 3) E3D 9 (Sánchez 2004 ), is a highlevel IFS package which allows interactive visualization, spatial resampling, and basic analysis; 4) IFSview 10 is a light and stand-alone Python script using TkInter, pyfits and matplotlib, to visualize FITS datacubes. Its ultimate goal is to transfer all the functionality of E3D into a more flexible and easy to install tool; 5) CASA Viewer as part of the CASA software package 11 , it was initially designed for the handling and analysis of 3D radio data, but will be extended to display optical/NIR datacubes in the upcoming version 4.0 (Kuntchner et al. in prep.) . It can also read error vectors that can be properly used in the analysis of the data; 6) PINGSoft 12 (Rosales-Ortega 2011), is a set of IDL routines designed to visualize, manipulate, and analyze IFS data regardless of the original instrument and spaxel size/shape. Given that it was originally developed for data from the PPak instrument , it was recently updated to handle the CALIFA data format (see below). All those tools are also available through the CALIFA DR1 web page.
In the case of PINGSoft, the package is adapted to work natively with the CALIFA data, all routines automatically identify the different FITS extensions (HDUs) of the CALIFA format, allowing the user to spatially and spectrally explore the CALIFA data. In addition, PINGSoft includes routines to extract regions of interest by hand, within a given geometric aperture or based on a user-given mask, to integrate the spectra within a given region or based on the S/N derived from continuum/emission line features; to convolve the data with a full set of narrow and broadband filters for visualization or analysis purposes; to perform radial binnings with either fixed spatial bins or S/N floor; to derive cross-correlations velocity fields; to perform spatial adaptive binning (e.g. Voronoi tessellation), as well as some miscellaneous codes for generic tasks in astronomy and spectroscopy.
12 http://califa.caha.es/pingsoft PINGSoft also includes a routine to split the different CALIFA FITS extensions into individual FITS files 13 . In summary, there have been important efforts in the development of IFS visualization and manipulation tools. Given the number of different software options available in the literature, spatial and spectral visualization of the CALIFA data should not represent a limitation for potential users.
Conclusions
In this article we describe the data distributed with the first public data release of the Calar Alto Legacy Integral Field Area (CALIFA) survey. The CALIFA DR1 provides sciencegrade and quality-checked integral-field spectroscopy data for 100 nearby galaxies publicly distributed to the community at http://califa.caha.es/DR1. The current DR1 sample comprises one sixth of the total foreseen sample, but it already covers a similar range of colors, magnitudes (see Fig. 2 ), and morphological types (see Fig. 4) . Thus, the released IFS data are representative of the typical spectroscopic properties of galaxies at each color/magnitude bin, although it lacks the proper statistical depth of the final sample. With this sample it will be possible to probe the evolutionary sequence across the color-magnitude diagram, even if it may not yet be possible to disentangle the effects of different galaxy properties and their evolution at each bin (like active nuclei, morphology, presence of bars...).
An improved data reduction pipeline (V1.3c) has allowed us to increase the quality of the data beyond the original specifications of the survey. The modifications with respect to the previous pipeline (V1.2) are described in Appendix A. The final FITS data format, including science data, propagated error vectors, masks, and error weighting factors was outlined in Sect 4. The quality of each datacube was cross-checked by a set of defined figures of merit, allowing us to select and distribute the data with the highest quality. Among the parameters cross-checked are the depth, wavelength calibration accuracy, spectral resolution, sky subtraction, and stability of the observations and reduction process.
Despite its limited statistical scope, the CALIFA DR1 sample already comprises the largest (so far) IFS survey of nearby galaxies of all morphological types, sampling the full colormagnitude diagram, and covering the full optical extension of galaxies with a large wavelength coverage. The scientific use of this dataset is verified by several publications currently in preparation by the CALIFA collaboration on different science topics, including the ISM in early-type galaxies, dynamical and gas ionization state in merging galaxies, the stellar mass-growth in galaxies, dynamical state of galaxies, and oxygen abundance gradients. All those topics cover most of the science goals described in the official proposal for CALIFA survey, the CAL-IFA Red Book 14 , but there is certainly much more to explore. We encourage the community to make use of the CALIFA data. In return we request to cite the technical CALIFA papers about the survey design (Sánchez et al. 2012a) , sample characterization (Walcher et al., in preparation) , and this paper together with some recommended acknowledgements 15 . The amount of data distributed in DR1 already comprises ∼200 000 independent spectra. While this is already a large sample in itself, it represents only 17% of the total number of spectra foreseen at the completion of the CALIFA survey. Up to now we have acquired data for ∼200 galaxies in both setups, for which we will continue to perform the quality control tests implemented for this DR. It is expected that the second CALIFA data release will take place after 2013, when we have collected high-quality science-grade data of 300 galaxies in both setups.
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(d) Petrosian magnitudes as given by SDSS DR7 database corrected for Galactic extinction.
(e) Morphological type from our own visual classification (see W12 for details).
(f) Bar strength of the galaxy as an additional outcome of our visual classification.
(g) Ratio between the semi-minor and semi-major axis based on a detailed re-analysis of the SDSS images (see W12 for details).
(h) A visual morphological classification of this particular galaxy NGC 4676B is missing. (g) Ratio between the SDSS g band flux derived from the datacube and the one derived from the SDSS images for a 30 -diameter aperture (CAL_DR8_RATIO_G). (h) Ratio between the SDSS r band flux derived from the datacube and the one derived from the SDSS images for a 30 -diameter aperture (CAL_DR8_RATIO_R).
(i) Average signal-to-noise ratio (CAL_SN_MEAN_WIN) and error (CAL_SN_ERR_WIN) estimated for the full wavelength range at one half light radius from the center.
(j) Average flux (CAL_LS_WIN) and error (CAL_LS_ERR_WIN) at the 3σ continuum detection limit in units of 10 −18 erg s
(k) Quality control flags, combining the four individual column flags (FLAG_AIR, FLAG_ASTR, FLAG_FLUXCAL, FLAG_DEPTH) as described in Sect. 5.
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NGC6478_p3 flexure shifts (x200) CCD controller could be potential origins and we simply refer to this feature as "straylight". We find that the straylight contribution to some fibers can exceed 15% in counts depending on their throughput and input signal. The strength of the straylight affects the S/N of an object because it increases the Poisson noise. Straylight was implicitly corrected in pipeline V1.2 by the sky subtraction, because the sky spectra inherit almost the same straylight signal as all other spectra. This approach, however, takes neither the subtle inhomogeneity of the straylight into account, nor assigns the correct error budget to the individual constituents, i.e. straylight, sky and object signal.
In pipeline V1.3c, we reconstruct the straylight signal using the few gaps between the fiber traces. First, the data is smoothed in the dispersion direction using a 5 pixel wide median filter to suppress the noise of individual CCD pixels. In a second step, we fit a sixth order polynomial to each cross-dispersion slice of the CCD, considering only pixels more than 6 pixels away from any fiber peak. An example is shown in Fig. A.2 (upper panel) . Finally, the resulting straylight map is smoothed by a 2D Gaussian kernel with a dispersion of 20 pixels to suppress any artificial high-frequency structure. Examples of the smoothed straylight distribution are shown in Fig. A.2 (lower panels) for the V1200 and V500 setup. This distribution is subtracted from the calibration and science exposures before the fiber spectra are extracted. The straylight signal is of the order of 5-30 counts for the majority of the data, but in very few cases it reached several hundred counts or showed a complex pattern potentially due to problems with the cooling of the CCD. The computed Poisson noise of the images is unchanged so that the effect of straylight is properly included in the error budget of the data. Pixel counts along a CCD cross-dispersion cut of the science observation. A sixth order polynomial fit only through the gaps between the fiber bundles is shown as the red line. Bottom panel: Straylight maps for the V500 and V1200 data, respectively, reconstructed from the polynomial fit for each cross-dispersion slice of the CCD and smoothed by a 2D Gaussian filter with a 20 pixel width.
Appendix A.4: Extraction of the fiber spectra
The amount of cross-talk between the PPak fibers was estimated in pipeline V1.2 during spectral extraction by means of a modified Gaussian suppression technique (Sánchez 2006) . This scheme achieved an accuracy of less than 1% for the cross-talk if the width of each fiber profile is a-priori known along the dispersion axis. A constant FWHM of 2.5 pixels in cross-dispersion direction was assumed in pipeline V1.2, but it changes significantly across the CCD. In pipeline V1.3c, we now measure the widths of the fiber profiles averaged over blocks of 20 fibers at each 50th spectral element along the dispersion axis using a χ 2 minimization with the integrated fiber fluxes and a common FWHM per block as free parameters. The position of fibers is fixed based on the information from the continuum lamp (including any flexure offset). Subsequently, the measured fiber widths are interpolated by a 5th-order polynomial along the entire dispersion axis. An example of the estimated FWHM along the dispersion axis is shown in Fig. A.3 .
For the spectrum extraction in pipeline V1.3c, we use the optimal extraction algorithm (Horne 1986 ) using a parallelized code that takes advantage of multi-core processor systems. The positions and widths of each Gaussian fiber profile are fixed to the values of the previous measurements. The advantage of optimal extraction is that errors can be analytically propagated based on the individual pixel errors. Bad pixels are also withdrawn during the extraction, despite a higher associated error. However, the extracted flux would be unreliable if all three of the most central pixels of a fiber are simultaneously flagged as bad. Thus, the corresponding spectral resolution element is flagged as bad in that case to avoid potential artifacts in the data. The wavelength solution, as well as changes of the spectral resolution with wavelength are measured for each fiber based on the HeHgCd calibration lamp exposure taken for each CALIFA dataset. This information is used to resample the spectra to a linear grid in wavelength and to homogenize the spectral resolution to a common value along the dispersion axis using an adaptive Gaussian convolution. This scheme is unchanged in the current version of the pipeline, but now the flexure offsets in the dispersion direction are explicitly included in the wavelength solution to avoid a further resampling step. The main goal of the V1.3c pipeline is to properly process the errors and bad pixel masks during the reduction step. The errors are analytically propagated during the Gaussian convolution and a Monte Carlo approach is used to estimate the noise vector after the spline resampling of the spectra. Both processing steps introduce some correlation between neighboring pixels in the data and the noise. This is not a serious problem unless the data are binned in the dispersion direction. The assumption of uncorrelated errors would lead to a higher S/N compared to what will be measured from the real spectra. Bad pixels are completely masked out during both processes. Given the loss of information during the spline resampling at these pixels, we expand the bad pixel mask by 2 neighboring pixels on both sides along the dispersion axis. Finally, the error value of bad pixels is set to a high value (∼ 10 10 counts) and the actual data are replaced with a linear interpolation along the dispersion axis of the nearest unmasked pixels.
Appendix A.6: Fiber transmission correction
Applying a correction for the underlying straylight signal (Sect. A.3) also improves the quality of the fiber flat-fielding. This is particularly important for the vignetted areas at the corners of the CCD (see S12 for the details of the origin and effect of the vignetting), where the contribution of the straylight starts to dominate over the actual fiber signal. Consequently, we were able to reduce the threshold in the relative fiber transmission at which the data suffer from very low S/N from 75% to 30% in Relative sensitivity curves normalized at 6000Å from simulated (noise free) standard star observations with PPak at a seeing of 1.2 . Single pointing observations were simulated for a grid of pointing positions in α and δ with respect to the standard star. Simulations were performed for airmasses of 1.5 (gray), 1.3 (green), 1.1 (blue), and 1.0 (red) to take into account the change in the differential atmospheric refraction. The blue-to-red photometric calibration accuracy achievable is not sufficient even at low airmasses simply because of wavelength dependent aperture losses. pipeline V1.3c. Pixels below this threshold are flagged as bad pixels and set to zero value. This decreases the masked area caused by vignetting at the corners of the CCD. It also increases the reconstructed image quality because three low transmission fibers (55-70% of transmission) within the PPak FoV now remain above this new transmission threshold and do not need to be masked out anymore.
Appendix A.7: Flux calibration
The large fiber size and low filling factor of PPak can complicate obtaining an accurate sensitivity function for the whole wavelength range. The relative blue-to-red sensitivity function depends strongly on the actual pointing of the PPak fiber bundle with respect to the position of the standard star. The strength of this effect can be severe as inferred from a large suite of simulated standard star observations (see Fig. A.4) . The reason for this is that the light of a standard star covered by a PPak fiber inevitably changes with wavelength because of atmospheric dispersion, thoroughly discussed in García-Benito (2009), García-Benito et al. (2010) and Rosales-Ortega (2009) . These classical aperture losses occur even if the standard star has been centered on a single fiber as accurately as possible for panchromatic observation as performed with the V500 setup.
We therefore empirically calibrated these aperture losses by comparing the CALIFA spectra with available SDSS spectra. We selected two photometric nights (shortly before and after mirror re-coating in September 2011) which had the best conditions: (i) the standard star was almost centered on a single fiber, (ii) the seeing conditions were good (<1.5 ), and (iii) the airmass was sufficiently low (<1.3). After extracting the calibration star spectra we corrected them for the atmospheric extinction along wavelength (Sánchez et al. 2007a) considering the airmass and the monitored V band extinction at the time of observation. The corresponding sensitivity function was then used for flux calibration of the science data. In contrast to pipeline V1.2, we do 4000 4500 5000 5500 6000 6500 7000 wavelength [A] SDSS/CALIFA ratio Fig. A.5 . The relative blue-to-red ratio between SDSS spectra and observed CALIFA V500 galaxy spectra (matched to the SDSS fiber aperture) along wavelength. All CALIFA spectra shown were obtained during the photometric night (2012 January 20th) and flux calibrated using the single pointing standard star observation of that night. A fourth order polynomial functions is sufficient to describe the trend presumably originating from the aperture losses of the standard star observation.
not smooth the sensitivity function with a Gaussian kernel, but model it with a high-order polynomial to better preserve its shape while clipping outliers and residuals caused by stellar absorption line mismatches. SDSS DR7 spectra are available for ∼40% of the CALIFA galaxies observed during those two nights. We extracted the spectrum within a radius of 1.5 around the galaxy center taking fractional pixel coverage into account to properly compare the spectrophotometry of the SDSS spectra and CALIFA data. The ratio of the 3 -diameter aperture SDSS and CALIFA spectra are shown in Fig. A .5 for one of the nights. The significant red-to-blue deviation along the wavelength is attributed purely to aperture losses of standard star observations as discussed before. We corrected the initial sensitivity functions of the two nights correspondingly and used the mean of both as a master sensitivity function for the calibration of all the CALIFA data distributed in DR1. The quality of this approach is evaluated in Sect. 5.4.2.
Appendix A.8: Sky subtraction
A high S/N sky spectrum is obtained by combining the 36 sky fibers of PPak. In pipeline V1.2, we rejected outlier sky spectra using a 2σ clipping. This approach turned out to be unstable when a bright field star or neighboring galaxy filled an entire sky fiber bundle consisting of 6 fibers. Thus, we decided to simply take the mean of the 30 faintest sky fibers for pipeline V1.3c, which effectively avoids this problem except if more than one sky fiber bundle would be affected. In such a rare case it would be difficult anyway to obtain a reliable sky spectrum from the few remaining sky fibers. Another advantage of this procedure is that the error vector for the mean sky spectrum is well-defined and easily propagated through the sky subtraction step. One caveat is that uncertainties in the wavelength solution and the spectral resolution matching are not included in the uncertainty of the sky subtraction.
