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INTRODUCTION
Longitudinal survey research is characterized by its own peculiar
problems. Changes in the social situation, as well as changes in
methodological procedures, create problems for researchers trying to
measure change through comparisons of responses at different time
periods. Scale and index construction is one specific area of survey re-
search that is particularly affected by these problems. The major focus of
this publication is on some of the problems associated with use of scales
and indexes across time periods and across subpopulations.
Data presented here were collected as parts of the S-79 Regional Re-
search Project, "Quality of Life in the Rural South," and the S-44 Re-
gional Research Project, "The Adjustment Potential of Families and Indi-
viduals of Low Income Rural Areas of the South." Research objectives of
the S-79 project focused on changes that occurred between 1960 and 1972,
as well as the status of quality of life in 1972, in selected southern counties
that were designated as low-income in 1950. Part of the research design
was longitudinal in that some of the household data collected in 1972 for
the S-79 project were comparable to data collected in 1960 as part of the
S-44 Regional Project. (See Appendix A for details of the sampling
procedures).
The general objective of the 1960 project was to study the
socioeconomic conditions of rural families and their attitudes toward their
present situation and possible future changes. As part of the fulfillment of
this objective, the S-44 project leaders developed and compared numerous
scales, and indexes which were published as a Southern Cooperative Series
Bulletin (Cleland, 1965). The items in several of these indexes were judged
to be valid indicators of quality of life by the S-79 project leaders and were,
therefore, included in the S-79 project. The S-44 bulletin. Scaling Social
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Data: A Comparison ofScales Developed Using Various Techniques, was
an edited publication with contributions from researchers at several exper-
iment stations. In contrast, all scales and indexes included in the present
bulletin were constructed at the Louisiana Experiment Station from data
collected by project leaders from all the states at both time periods. Using
current computer procedures, the scales and indexes for the 1960 data were
reconstructed. The 1960 and 1972 data were pooled for scale and index
construction, and scales and indexes were developed for three samples in
the 1972 study. (See Appendix B for details of data compilation for this
project). The 1972 study included two states not included in the original
1960 data set. In addition, some, but not all, state representatives drew total
county samples. Therefore, the three major sample bases for the 1972 study
were the original six-state, open-country sample; the eight-state total
sample; and the eight-state, open-country sample. When available, data
from each of the five samples were analyzed. For some data collected in
1972 there were no comparable data for the 1960 time period.
Objectives
The specific objectives of this report are to present a total set of possible
scales and indexes from the S-44 and S-79 research project data. Compari-
sons will be made among these scales and indexes to demonstrate differ-
ences in results between subpopulations, as well as differences due to
various procedures.
Problems in Constructing Scales and Indexes Across Time
Periods
Several problems and issues become apparent when collecting and
analyzing data for scales and indexes across time periods and populations.
Guttman (1950:89) summarized, "Scales are relative to time and to popu-
lations." Items that scale at one point in time may not necessarily scale at
another point in time. At the same point in time, items may scale for a
subpopulation but not for the total population. Therefore, for comparative
analysis, scales and indexes must be limited to those items which apply at
all time periods for the total sample under analysis. As noted previously,
specific aspects of the S-79 research project have necessitated the de-
velopment of scales and indexes for several subpopulations.
Some of the major problems arise during the construction and pretesting
of the interview schedule for the later time period. Three specific problems
are relevancy of the items, meaning of the items, and appropriateness of
the current data analysis techniques to the responses. Questions asked at
one time period may not be relevant or may have a different meaning at
another time period. Other questions may be more relevant, but without
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comparable data no statistical analysis of change can be made. Therefore,
the researcher interested in change is limited to the questions asked in the
original study.
Another problem related to the schedule and future analyses is the
appropriateness of response categories. Levels of measurement and
techniques considered appropriate and desirable at one time period may be
less acceptable at a later time. However, the researcher is limited to the
level of measurement utilized in the previous study. This limitation was
particularly frustrating in this project. For example, none of the scales used
in 1960 had as many as five response categories.
A somewhat different problem that must be dealt with is that of obtaining
comparable samples. The details of the study sample will be discussed in a
separate section, but some general considerations related to obtaining
comparable samples for longitudinal analysis need to be noted. The first
and most obvious point is that the sample is limited to a comparable sample
in the later time period. The sample size may be altered drastically by
people moving out of the sampling area or by an area becoming heavily
populated. Therefore, some type of sampling adjustments may have to be
made to accommodate changing populations. Cooperative research pro-
jects have the potential for affecting the sample in another way. Repres-
entatives of a state involved at one time period may choose not to partici-
pate at a later date. The sample for that state has to be dropped unless other
provisions for data collection can be made. In fact, one state that was
represented in the S-44 project was not represented in the S-79 project.
Procedures for Constructing Scales and Indexes
The procedures utilized were judged to be the most appropriate for the
types of data available. Guttman scalogram techniques were applied to the
material possession items and the communication items because the data
were dichotomous. Factor analyses were applied to the remaining sets of
data for purposes of index construction.^ Comparisons between various
weighting procedures of factor analyzed items were made on selected sets
of items. Indexes were prepared for the following sets of items: anomia, job
satisfaction, satisfaction with county situations, and leisure time activities.
Attempts at Guttman scales were unsuccessful for the anomia and job
satisfaction items.
Guttman Scalogram Procedure
Guttman scalogram techniques have been widely used by social scien-
tists to measure attitudes, as well as other attributes, which can be ordered
along a continuum. Therefore, only a brief review of the procedure will be
presented in this section. According to Guttman (1950:88),
scale analysis tests the hypothesis that a group of people can be
^Scale is used here for procedures that order both items and people. Index refers to
procedures which do not order items.
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arranged in an internally meaningful rank order with respect to an
area of qualitative data. A rank order of people is meaningful if,
from the person's rank order, one knows precisely his responses
to each of the questions or acts included in the scale.
As noted by Guttman (1950:89), "perfect scales are not found in
practice." However, certain standards of acceptability have been recom-
mended by Guttman and others. The most common criterion is the coeffi-
cient of reproducibility, which is the degree to which the scale approxi-
mates perfection. Scales with coefficients of reproducibility of .90 and
above are generally considered acceptable (Guttman, 1950:89). Another
criterion, coefficient of scalability, was developed by Menzel (1953) to
correct for unusual extremes in items or individuals. He suggested a CS of
.60 to .65 as a possible acceptable range. Proctor (1970 and 1971) derived
procedures for determining the probability of misclassification of items,
scale reliability, and flat reliability. Each of the procedures developed by
Proctor and Menzel has strengthened the criterion proposed by Guttman for
evaluation scales.
The Proctor-Guttman program in the Statistical Analysis System was
used to construct scales attempted for this bulletin. (See Appendix C for the
details of this procedure). This program was found to be quite stringent
when compared to earlier procedures such as the Ford technique (1954).
The print-out includes the scalogram correlation coefficients, the coeffi-
cient of reproducibility, the minimum marginal reproducibility, percent
improvement, coefficient of scalability, marginal frequency, chi-square
value (difference in predicted and observed patterns) and class score for
each possible arrangement of items, the total chi-square, degrees of free-
dom, required probability of misclassification plus standard error, scale
reliability, flat reliability plus standard error, and average score plus
standard error. The program uses only dichotomous items.
Factor Analysis
The use of factor analysis in index construction is often found in current
social science literature. However, the explicit procedure used is often
unclear. While individual researchers, including the author, have used
various procedures and compared the results to other types of scales, little
research of this type has been published.^ Principle component or unrotated
factor analysis was used for determining the final items and weightings for
all indexes presented in this bulletin.^ This procedure is simply a means of
^The two senior authors have obtained minimum correlations of .98+ between indexes
constructed by the Likert technique and the factor analysis procedure described in this
bulletin on various data sets since 1972. The Likert procedure used for these comparisons
include determining Z scores for each item based on the frequency distribution, item
analysis by the upper and lower quartiles of respondents' summated scores by T-tests, and
summated scores by Z weightings of the retained items (Edwards, 1957:149-71).
^The authors are aware that the factor analysis procedure assumes interval level data.
However, experience indicates that this assumption can be relaxed.
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determining the internal consistency of the items, and as such is a measure
of reliability. The loadings on the factors in the unrotated matrix can be
interpreted in the same manner as correlation coefficients. "The square of
the loading multiplied by 100 equals the percent variation that a variable
has in common with an unrotated pattern" (Rummel, 1967:463). The
average for all the items in the factor yields the percent of total variation
among the variables that is related to a factor pattern. Items with loadings of
.4000 in the first unrotated factor were the ones retained in the final index.
Some researchers use all the original items in a schedule and weight them
by the factor loadings regardless of how low they may be. However, it
seems that some cutting point is desirable. As stated by Likert in justifying
his technique, "No matter for what (2 priori reasons the experimenter may
consider a statement to belong in a scale, if the statement, when tried on a
group, does not measure what the rest of the statements measure, there is no
justification for keeping that statement in the battery" (1932:49). The
cutting point of .4000 is an arbitrary one. Likert suggested that the size of
the correlation coefficient required for inclusion of an item in a Likert scale
is a function of the intended use (1932:49). He suggested that the figure
needs to be higher if specialized aspects of attitudes are being studied than
if their use is for a general survey type of study. Robinson, Rusk and Head
(1969:17) pointed out that when all factor weightings are between .15 and
.45, the factor structure seems indeterminate. Items which load at .4000
have 16 percent of their variance explained in a factor. A minimum average
loading of .5000 or some other weight might also be used as a criterion for
evaluating an index.
The means and standard deviations of items provide another useful
criterion for determining which items should be retained. An unusually low
or high mean and a relatively low standard deviation suggest that an item
may not be a discriminating item and should therefore be eliminated even if
the factor loading meets the minimum level. It should be noted that when a
variable is removed from the set, the factor loadings for the remaining
items will change. Therefore, it is necessary to submit the items to further
factor analyses to be sure that the remaining items will produce an index
when items are omitted. This is also a necessary step if the loadings are to
be used to weight the responses. For example, if an item with a loading of
.42 is highly correlated with a deleted item, then the retained item may not
have a minimum of .40 on the next run. Likewise, an item loading at .38
may have a higher loading when an item with which it is not highly
correlated is omitted. A review of the correlation matrix can help predict
marginal items that will be retained or lost with the omission of specific
items. The final index is one where each item is correlated with the set of
remaining items at .40 or above on the first factor. Only the first factor is
used because the largest pattern of relationships is delineated in this factor.
In other words, this factor is the most comprehensive classification in the
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data. The amount of variation decreases successively with each factor
(Rummel, 1967:463-65).
The items weighting high on the first unrotated factor may factor into
two or more factors when rotated. This occurrence raises the old question
of unidimensionality. If unidimensionality is a concern of the researcher, it
seems that labeling can handle the problem. For example, in this study, the
high loading leisure activity items on the first unrotated factor formed two
conceptually distinct rotated factors: within neighborhood activities and
away from neighborhood activities. We labeled the comprehensive pattern
"Total Leisure Index" and subjected the specific items in the two rotated
factors to separate principal component analyses for determining item
weights for the specific types of activity indexes. A choice can be made
from the three indexes depending on the nature of the analysis intended by a
specific researcher on the S-79 project.
Whether to weight responses or not, and whether to standardize scores or
not are other arbitrary decisions that have to be made when factor analysis
is used to calculate index scores. Factor analysis may be used only to
determine items to be retained in the final index. The original response
scores can be summed for the total index score. Another approach is to
weight the responses by the factor loading for each item and then sum these
weighted responses for the total score.
Another arbitrary decision is in deciding whether to standardize scores or
not. The data further can be manipulated by standardizing the scores to
assure a normal distribution. The size of the sample is a major considera-
tion when making this decision, because as with any other sampling
distribution, chances of a skewed distribution increase as sample size
decreases. Some researchers prefer standardized scores between a certain
range, such as 0-100. These scores may be more easily interpreted than the
raw scores; however, for large samples, little may be gained for the amount
of effort expended. Items can be standardized by the following formula:
raw score — mean score
standard deviation
The standardized score may be weighted by the factor loading if weighting
of items is preferred.
Results and Discussion
Results from the various analyses will be presented in this section for
each of the scales and indexes attempted from all the data sets. Specific
information related to the construction of each of the scales and indexes
will be presented prior to the results for each set of data. Comparisons
among various weighting techniques will be presented as the final section
of this chapter.
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Material Possessions Scales
Introduction: The material possession items included in tiiis project
were limited to items that were available in 1960. Items such as trash
compactors and clothes dryers were automatically eliminated because they
were not included in the 1 960 list of items. Comparable data were available
for a total of 16 items. The computer program described in the Procedure
Section could handle only 1 3 items with a sample as large as the combined
1960-1972 data set; therefore, certain items were arbitrarily eliminated
prior to the first run. These items were bath or shower, electricity, and
electric sewing machine.
Results: Guttman scales for the material possession items are presented
in Tables 1-5. The most notable finding, even though expected, was the
tremendous increase in material possessions over the twelve year period.
The same nine items were retained in all the scales. However, the items in
positions 7 and 8 switched positions over the twelve year period. That is,
more respondents owned central heat than owned air conditioning in 1 960,
Table 1 .—Material Possessions Scale and Relevant Statistics for Combined S-44—S-
79 Sample
Scale
-r,
Scale 1 Owning
c-
Item ^ • - HorrorsScore Types Item
9 Dishwasher ^1 3 61
8 Air Conditioner 199 17 374
7 Central Heat 497 19 421
6 Vacuum Cleaner 518 39 446
5 Inside Flush Toilet 428 50 182
Hot Water Heater 266 51 238
3 Kitchen Sink 393 68 195
2 Gas or Electric Range 531 80 167
1 Mechanical Refrigerator 382 93 62
0 203
N = 3'^58
Coefficient of Reproducibility .9310
Minimum Marginal Reproducibility .7380
Percent Improvement .1930
Coefficient of Scalibility .7368
Required Probability of Misclassification .0469
Scale Reliability .9545
Flat Reliability .9440
Standard Error .0018
Average Score 4.0836
Standard Error .0441
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and in 1972 a slightly larger percentage owned air conditioning than owned
central heat. Percentages owning an inside flush toilet and hot water heaters
also shifted over time; however, the differences were minor. The lowest
coefficient of reproducibility obtained for the five scales was .92, and the
lowest coefficient of scalability was .63. The average score increased from
2.97 in 1960 to 5.3 in 1972 for the six-state, open-country samples.
Although ownership of most of the items increased dramatically and minor
shifts occurred in the scale pattern, there seems to be adequate evidence
that priorities for these household items remained rather stable over the 12
year time period.
Communication Scales
Introduction: Information regarding access to eight communication
items were included in the interview schedules for both time periods. An
attempt to construct a scale from only eight items is always risky and in this
case it was impossible to obtain satisfactory scales for any of the samples.
Table 2.—Material Possessions Scale and Relevant Statistics for S-44 Six-States,
Open-Country Sample
Scale
Score
Item N Scale
Types
% Owning
Item
Errors
9 Dishwasher 1 9
8 Air Conditioner 20 k5
7 Central Heat 89 11 113
6 Vacuum Gleaner 176 24 191
5 Inside Flush Toilet 183 27 100
Hot Water Heater 1^ 30 126
3 Kitchen Sink 23^ 51 132
2 Gas or Electric Range 365 65 131
1 Mechanical Refrigerator 329 87 47
0 189
N = 1735
Coefficient of Reproducibility .9427
Minimum Marginal Reproducibility
Percent Improvement
Coefficient of Scalibility
.7865
.1563
.7319
Required Probability of Misclassification
Scale Reliability
Flat Reliability
Standard Error
.0393
.9586
.9537
.0022
Average Score
Standard Error
2.8733
.0529
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Results: Coefficients of reproducibility are shown for eleven trials in
Table 6. Major sources of error for both time periods were the daily and
weekly newspapers. When the two were combined (see trial 9), the CR was
not improved. Trial 8, without any newspaper had a CR of .90, but
theoretically it is difficult to conceive of a communication index without a
newspaper. The coefficient of scalability for this pattern was only .581
1
and the flat reliability was only .8304. Therefore, for both theoretical and
mathematical reasons this scale has to be labeled questionable.
As shown in Table 7, a major source of change between the two periods
was the relationship of radio to television. In the 1972 data, more people
(94 percent) owned TVs than radios (9 1 percent), whereas, in 1 960 only 63
percent of the respondents had television and 82 percent had radios. The
largest percentage change for an individual item was found for telephones.
Ownership of telephones was sixth in rank in 1960 and third in 1972. This
shift contributed to high error patterns for the combined time periods.
Table 3.—Material Possessions Scale and Relevant Statistics for S-79 Six-States,
Open-Country Sample
Scale
Score
Item N Scale
Types
% Ovming
Item
Errors
9 Dishwasher 37 6 53
8 Central Heat 179 27 286
7 Air Conditioner ^8 30 273
6 Vacuum Cleaner 342 54 255
5 Hot Water Heater 2^5 72 61
Inside Flush Toilet 120 72 102
3 Kitchen Sink 160 83 64
2 Gas or Electric Range 169 95 37
1 Mechanical Refrigerator 55 99 17
0 Ik
N = 1729
Coefficient of Reproducibility .9262
Minimum Marginal Reproducibility
Percent Improvement
Coefficient of Scalibility
.7907
.1355
.6475
Required Probability of Misclassification
Scale Reliability
Flat Reliability
Standard Error
.0500
.9387
.9399
.0027
Average Score
Standard Error
5.3042
.0602
1 1
One has to conclude that communication items for these samples do not
form adequate scales. Large increases in telephones and televisions and
decreases in farm and trade magazines between the two time periods
contributed to many of the error patterns across time. Newspapers ac-
counted for another major source of error in that they did not seem to fit into
an ordering of communication items at any time period.
Anomia Indexes
Introduction; A slight modification of the Srole (1956) anomia scale
was included in the 1960 data set (Cleland, 1965); therefore, comparable
data were collected in 1972. The modification consisted of the addition of
one item, "Things have usually gone against me in life." Anomia, as used
in this research, refers to the sociopsychological state of an individual or his
attitude (Moon and McCann, 1966:28).
Although Moon and McCann were able to obtain Guttman scales with
the anomia items, using the Stone (1958) technique at the time the 1960
Table 4,—Material Possessions Scale and Relevant Statistics for S-79 Eight-States,
Open-Country Sample
^^^1^ Item N Scale % Owning Errors
Score Types Item
9 Dishwasher 58 8 90
8 Central Heat 23^ 29 356
7 Air Conditioner ^79 30 338
6 Vacuum Cleaner 411 54 289
5 Hot Water Heater 289 72 70
k Inside Flush Toilet 135 73 113
3 Kitchen Sink 175 84 64
2 3as or Electric Range 213 95 48
1 Mechanical Refrigerator 72 98 26
0 17
N = 2083
Coefficient of Reproducibility .9251
Minimum Marginal Reproducibility .7882
Percent Improvement .1369
Coefficient of Scalibility .6464
Required Probability of Misclassification .0509
Scale Reliability .9396
Flat Reliability .9386
Standard Error .0024
Average Score 5.3407
Standard Error .0575
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data were analyzed, McCann (1975) was unable to duplicate these scales
using the Proctor Guttman procedure which is available in the SAS compu-
ter package. Therefore, a factor analysis was conducted on these items.
The response categories were agree= 1; don't know — 2; and disagree= 3.
Results: The factor analysis response patterns for the two time periods
varied for one of the items: "These days a person doesn't know on whom
he can count." This item correlated above .67 with the remaining items for
the three 1 972 samples, but its factor loading was only .0239 with the 1 960
data and .2334 with the combined 1960-1972 data. In 1960, the standard
deviation for this item was 1 .64, whereas, the standard deviations for all
the other items were less than 1.00. The mean score was 1.72.
Only one factor was formed from each of the five data sets presented in
this bulletin. That is, the mathematical results reported for the responses
from these samples suggest that these items are related to each other even
though a Guttman scale could not be obtained by the stringent Proctor
Table 5.—Material Possessions Scale and Relevant Statistics for S-79 Eight-States,
Total Sample
Scale I^g^ Scale f; Owning Errors
Score Types T * 6 r.
9 Dishwasher 106 9 119
8 Central Heat 337 33 464
7 Air Conditioner 607 33 ^35
6 Vacuum Cleaner 487 58 335
3 Hot Water Heater 343 76 75
k Inside Flush Toilet 146 77 119
3 Kitchen Sink 177 87 78
2 Gas or Electric Range 214 96 51
1 Mechanical Refrigerator 73 99 26
0 17
N = 2507
Coefficient of Reproducibility .9246
riinimum Marginal Reproducibility .7945
Percent Improvement .1300
Coefficient of Scalibility .6329
Required Probability of Misclassification .0509
Scale Reliability
.9393
Flat Reliability .9387
Standard Error .0022
Average Score 5.6174
Standard Error
.0556
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Table 6.—Alternative Guttman Scale Trials for Communication Items for Combined
S-44—S-79 Sample
Scale
Score 1 (Errors) 2 3 4
Trials
5 6 7 8 9 10 11
8 MW ( 500)
7 OM (550) MW
6 DN (714) OM DM MW MW
5 WN (697) DN DN OM OM OM MW MW MA
FTH (892) m m DN DN DN OM OM T m
3 T (778) T T WN T T DN T NP OM T
2 TV (^39) TV TV TV TV TV TV TV TV TV TV
1 RD (366) RD RD RD RD RD RD RD RD RD RD
Re^roL'iMm^ '^^ '^^ '^^ '^^ .87 .87 .88 .90 .85 .90 .92
N = 3455
MW = Magazine for Women
OM = Other Magazines
DN = Daily Newspaper
WN = Weekly Newspaper
FTM = Farm and Trade Magazine
T = Telephone
TV = Television
RD = Radio
MA = Other Magazines + Magazines for Women
NP = Daily Newspaper + Weekly Newspaper
Table 7.—Percent of Respondents in 1960 and 1972 Who Owned Communication
Items
% Owning Item % Owning Item % Owning Item
i960 and 1972 i960 1972
Magazines for Women 18 12 24
Other Magazines 24 18 28
Daily Newspaper 31 29 32
Weekly Newspaper 33 29 34
Farm and Trade Magazine 38 41 37
Telephone ^7 26 68
Television 79 63 9^
Radio 86 82 91
N 3^55 1731 1724
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technique. The 1960 responses factored into two factors before the one
item was dropped. The lowest mean factor loading for the indexes was
.63 17. Even though the items cannot be ordered in a reliable way, they can
be considered to be measuring an underlying continuum of an attitude for
the respondents included in this research.
Job Satisfaction Indexes
Introduction: Items included as measures of job satisfaction plagued
the S-44 research committee in that no successful scales were achieved.
However, the S-79 research committee decided that the concept was still
worth considering as an indicator of life quality. Therefore, the same set of
items were included in the 1972 study that were included in 1960. Again, in
the current study, attempts to construct Guttman scales by the authors were
futile. Therefore, factor analysis was attempted as a means of sorting out
the items.
The sample sizes for these indexes were limited to people currently
employed or employed within the last year. Another Hmitation was the
Table 8.—Anomia Index Items for Combined S-44—S-79 Sample,- Factor Loadings,
Means, and Standard Deviations
Item Factor Loading Mean Deviati^
2 0.6116 1.9293 0.9807
LGW 0.73^3 1.8254 0.9279
HFBGW 'O.7OO3 2.0449 0.9393
LUWPC 0 . 6000 1.7128 0.8786
TGAIL 0.5931 2.4687 0.8531
Average 0 . 6478
N - ^342
Agree = 1; Don't Know = 2; Disagree = 3
\fT = "Nowadays a person has to live pretty much for today and
let tomorrow take care of itself."
LGW = "In spite of what some people say, the lot of the average
man is getting worse, not better."
HFBGW = "It's hardly fair to bring children into the world with
the way things look for the future."
DKGO = "These days a person doesn't really know whom he can
count on,"
LU¥PG = "There's little use writing to public officials because
often they aren't really interested in the problems of
the average man."
TGAIL = "Things have usually gone against me in life."
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exclusion of cases with "not applicable" items. For example, self-
employed persons were eliminated by the item, "the way the boss treats
me". The sample is therefore limited to persons who are employed for
salaries or wages. The response categories were dislike= 1 ; don't know =2;
and like = 3.
Results: The results from the analyses of the job satisfaction items give
some clues to the problems of working with these items (see Tables 13-17).
A major problem is the generally high means of the items. For example, in
the S-79 six-state, open-country sample, only two items out of ten had
mean scores below 2.75 on a scale of 1 to 3. The high means and relatively
low standard deviations suggest that this index will have little discriminat-
ory power. The same pattern is true for all three of the S-79 data sets. There
was more variance in the responses to the items in the S-44 data, but the
discriminatory power of this index is still questionable.
Table 9.—Anomia Index Items for S-44 Sample; Factor Loadings, Means, and Stan-
dard Deviations
I tern Factor Loading Mean
standard
Deviation
LFT 0.6139 2.0272 0.9905
LGW 0 . 7400 1.8927 0 . 9469
hfb:w 0.7032 2.1017 0.9471
LWPC 0.6005 1.7192 0.8993
TG/aL 0 . 6279 2.4235 0.8818
Average 0.6575
N = 2336
Table 10.—Anomia Index Items for S-79 Six-States, Open-Country Sample; Factor
Loadings, Means, and Standard Deviations
I tern Factor Loading Mean
Standard
Deviation
LFT 0.5793 1.7754 0 . 9641
LGW 0.7060 1.7096 0.9067
HFBGW 0.6863 1 . 9451 0 . 9404
DKCO 0 . 6829 1.5237 0.8648
LUWPC 0.6389 1.6835 0.8646
TIML 0
.
5588 2.4948 0.8569
Average 0 . 6420
N = 1839
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Perhaps the most valuable contribution of these indexes is the compari-
son between items which hold together in the two time periods. Six items
(working conditions, amount of responsibility, importance of the job,
chances to get ahead, money, and kind of work) were included in all five
data sets. Steadiness of work and retirement benefits factored with these in
the 1960 data set, but not in the 1972 data sets. However, the boss's
treatment, people you work with, doing the same job everyday, and the
working hours factored with the basic six items in the 1972 data, but they
did not factor with the six items in the 1 960 data. This finding suggests that
job satisfaction was more generalized in 1972 than in 1960.
Leisure Participation Indexes
Introduction: Although leisure-time activities were not included in the
1960 data set, the S-79 research committee believed that leisure activities
Table 1 1 .—Anomia Index Items for S-79 Eight-States, Open-Country Samples; Factor
Loadings, Means, and Standard Deviations
Item Factor Loading .-.fea.'. Star.aard
Deviation
LFT 0.3926 1
.
7746 0.9644
LGW 0.7164 1
.
7304 0.9147
HFBGW 0.67^6 1.5173 0.8634
DKCO 0.6758 1.6811 0.8685
LUWPG 0.6488 2.4836 0.8621
TGAIL 0.5632 2.4836 0.8621
Average 0.6452
N = 2196
Table 12.—Anomia Index Items for S-79 Total Sample; Factor Loadings, Means, and
Standard Deviations
Item Factor Loading Mean
Average O.6317
N = 2580
Standard
Deviation
LFT 0.5884 1.8310 0.9591
LGW 0.7122 I.8O85 0.9146
HFBGW 0.6580 1.9919 0.9288
DKGO 0.6800 1.5554 0.8640
LUWPG 0.6219 1.7392 0.8721
TGAIL 0.5299 2.5^61 0.8002
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participation is a valid indicator of "quality of life". The leisure activity
items differed in another way from the other indexes constructed for this
project. A total leisure participation index with eight items was obtained
from a principal component factor analysis. However, when rotated, the
responses to these items formed two conceptually distinct factors: leisure
time around the home and neighborhood, and leisure time away from
home. Items in each of these rotated factors were subjected to separate
principal component factors analyses for weightings. Three leisure indexes
are presented for each of the S-79 samples.
Results: As shown in Tables 18-23, the items were the same for both the
open-country and the total sample for each of the three sets of items. The
factor weights were essentially the same for the two samples. Spectator
Table 13.—Job Satisfaction Index for Combined S-44—S-79 Sample
Item Description
Factor
Loading Mean
Standard
Deviation
The Steadiness of His Work During the Year 0.^5583 2.66191 0. 73669
Doing the Same Job Day after Day 0.^9859 2.76400 0. 62569
The Working Conditions 0.57^51 2.7607O O.6I825
The Amount of Responsibility Respondent Has O.60O8I 2. 78156 0. 56988
The Importance of His or Her Job to Other People O.6339I 2.77387 0.5^006
Hir (or Her) Chances of Getting Ahead 0.67718 2.16465 0.93^6
The Retirement and Other Benefits O.50909 2.12075 0.93804
The Amount of Money Earned 0.5l406 2.13721 0.97657
The Kind of Work Respondent Does 0.59389 2.83754 0.53448
Average O.56199
N = 911
"Dislikes = 1; Don't Know = 2; and Likes
Table 14.—Job Satisfaction Index for S-44 Six-States, Open-Country Sample
Item Description Factor
Loading Mean
Standard
Deviation
The Steadiness of His Work During the Year
The Working Conditions
The Amount of Responsibility Respondent Has
The Importance of His or Her Job to Other People
His (or Her) Chances of Getting Ahead
The Retirement and Other Benefits
The Amount of Money Earned
The Kind of Work Respondent Does
Average
N = 37^
0
.
54898
0.52702
0.56737
0.60526
0.7169^
0.62267
0.49886
0.51686
0.57550
2.57219
2.75^01
2.76471
2.7^064
2.02139
2.04011
1.99198
2.799^7
0.81466
0.63704
0.60226
0.58084
0.96844
0.9^967
0.99^59
0.59W
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sports and participation sports were the highest loading items in the Total
Leisure Index even though all the items loaded above a .470 (see Tables 18
and 19). Only one item was deleted from the total set included in the
questionnaire: informal social activities. The mean factor loading for this
index was 0.5795.
Factor loadings for the Home and Neighborhood Leisure Participation
Index items are shown in Tables 20 and 21. The means and standard
deviations are the same as shown in Tables 18 and 19. The weightings for
all three items are high and quite similar within and between the samples.
As could be expected, the Away from Neighborhood Leisure Participation
Index items also weighted high (see Tables 22 and 23). Although each of
Table 15.—Job Satisfaction Index for S-79 Six-States, Open-Country Sample
Item Description Factor standardMean „ .
_^
.
Loading Leviatior
The Number of Hours Respondent Must Work 0.42809 2.73225 0.6492?
Doing the Same Job Day after Day 0.53665 2.79730 0.57753
The Way the Boss Treats Him (or Her) 0.50284 2.79730 0. 56966
The Working Conditions 0.66o64 2.77477 0.60747
The Amount of Responsibility Responsibility Has 0 . 62860 2.79054 0. 54900
The Importance of His or Her Job to Other People 0.65294 2.79505 O.508O6
His (or Her) Chances of Getting Ahead 0.56460 2.29955 0.88524
The Amount of Money Earned 0.44230 2.2635I 0. 94567
The Kind of Work Respondent Does O.69175 2.86486 0.48427
The People Respondent Works with on the Job 0.49099 2.89414 0.39758
Average
N = 444
0.55994
Table 16.—Job Satisfaction Index for S-79 Eight-States, Open-Country Sample
Item Description Factor
Loading Mean
Standard
Deviation
The Number of Hours Respondent Must Work 0.43223 2.75641 0.64196
Doing the Same Job Day after Day 0.53640 2.73810 0.64045
The Way the Boss Treats Him (or Her) O.52619 2.78205 0.57957
The Working Conditions 0. 65538 2.74359 0.64410
The Amount of Responsibility Respondent Has 0.62893 2.75092 0.59988
The Importance of His or Her Job to Other People O.61627 2.78388 0.51491
His (or Her) Chances of Getting Ahead O.563II 2.26740 0.89130
The Amount of Money Earned 0. 45658 2.25275 0.94928
The Kind of Work Respondent Does O.69172 2.8315O 0.53243
The People Respondent Works with on the Job 0.^l45 2.89927 0.39133
Average 0
.
55483
N = 546
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the leisure activity items presented here did correlate highly with the total
set of items, there were two conceptually and mathematically distinctive
categories.
Table 17.—Job Satisfaction Index for S-79 Eight-States, Total Sample
Item Description Factor
Loading Mean
Standard
Deviation
Doing the Same Job Day after Day 0.53^10 2.73977 0.6WI-7
The Way the Boss Treats Him (or Her) 0. 5^^808 2.79386 0 . ^VOOk
The Working Conditions 0.64156 2.76170 0. 62659
The Amount of Responsibility Respondent Has O.6216O 2.77778 0.57552
The Importance of His or Her Job to Other People 0.595^5 2.811^0 0.48502
His (or Her) Chances of Getting Ahead 0.55285 2.29240 0.89042
The Amount of Money Earned 0.44674 2.28216 0.9^237
The Kind of Work Respondent Does 0.68755 2.858I9 0.49187
The People Respondent Works with on the Job 0. 45563 2.90789 0.37724
Average 0
.
56484
N = 684
Table 18.—Total Leisure Participation Index for S-79 Eight-States, Open-Country
Sample; Factor Loadings, Means, and Standard Deviations
I tern
Factor
Mean''"
Standaxd
Loading Deviation
2Hunting and Fishing 0.6557 1.6826 1.5^36
Camping and Boating 0.6253 0.5601 1.15^8
Inside Activities 0.4726 3.0515 1.1611
Outside Activities Around House 0.4853 2.1398 1.5519
Participant Sports 0.6992 0.6289 1.2165
Spectator Events 0.7211 1.0917 1.4749
Neighborhood and Community Activities 0.4952 1.5709 1
.
5^22
Formal Associations 0.4815 O.368O 1.0018
Average 0.5793
N = 2196
"Never = 0; Seldom = 1; Occasionally = 2; Fairly Often = 3 and
Very Often = 4
)
'See Appendix for complete description of items.
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Table 19.—Total Leisure Participation Index for S-79 Eight-States, Total Sample;
Factor Loadings, Means, and Standard Deviations
Item Factor 3tar.dard
Loadirif?
- e'/iation
0 . 6410 1 677T X . jr-r\J{j
Camping and Boating 0.6223 0
. 3986 I.I83I
Inside Activities 0.4781 3.0963 1.1237
Outside Activities Around House 0.4761 2.1108 J- 'J -'J J
Participation Sports 0.7128 0.7283 1.3013
Spectator Events 0.7307 I.I6I3 1.3132
Neighborhood and Community Activities 0.3062 1.6393 1.3519
Formal Associations 0.4834 0.4476 1.0941
Average O.3813
N - 2626
Table 20.—Within Neighborhood Leisure Participation Index for S-79 Eight-States,
Open-Country Sample,- Factor Loadings, Means, and Standard Deviations
I tern
r 3. : 0 1"
Loading Mear".
Standard
Deviatior.
Inside Activities
Outside Activities Around House
Neighborhood and Community Activities
0.7278
0.7177
0.6342
3.0515
2.1398
1
.
5709
1.1611
1
.
5519
1.5422
Average 0.6932
N = 2196
Table 21.—Within Neighborhood Leisure Participation Index for S-79 Eight-States,
Total Sample; Factor Loadings, Means, and Standard Deviations
Item
Factor
Loading Mean
Standard
Deviation
Inside Activities
Outside Activities Around House
Neighborhood and Community Activities
0.7272
0.7044
0.6353
.
C 9 - 3
2.1106
1.6393
1.12^-^
1.5635
1.5519
Average 0.6890
N = 2626
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Rating of County Situations Indexes
Introduction: As with the leisure items, the rating of county situation
items in 1972 did not have comparable data for the 1960 sample. The 1972
interview schedule included 20 items related to situations in the respon-
dents' counties. These items included ratings of situations for specific
groups of people, as well as for services and facilities. The response
categories were very good=l; pretty good=2; fair=3; and poor=4.
Results: The results for the open-country and total samples were quite
similar in that the same ten items were retained in each index and the
weightings were essentially the same for the two samples (see Tables 24
and 25). The mean factor loading was approximately .60 for each of the
indexes.
The "job situation" and "salaries and income" were the two highest
weighting items on these indexes. "Public utilities" and "physical envi-
ronment" were the lowest loading items retained in the index. Items which
Table 22.—Away from Neighborhood Leisure Participation Index for S-79 Eight-
States, Open-Country Sample; Factor Loadings, Means, and Standard Deviations
Item FactorLoading Mean
Standard
Deviation
Hunting and Fishing 0.6802 1.6826 1.5^36
Camping and Boating 0 . 6971 0.5601 1.1548
Participant Sports 0
.
7^64 0.6289 1.2165
Spectator Events 0.73^5 1.0917 1.W9
Formal Associations 0
.
5202 0
.
3680 1.0019
Average 0.6737
N = 2196
Table 23.—Away from Neighborhood Leisure Participation Index for S-79 Eight-
States, Total Sample; Factor Loadings, Means, and Standard Deviations
Item Factor
Loading
Mean S tandard
Deviation
Hunting and Fishing 0 . 6667 1.6771 1.5^08
Camping and Boating 0.6928 0
.
5986 1.1851
Participant Sports 0.7570 0.7285 1.3013
Spectator Events 0.7^66 I.I8I5 1.5152
Formal Associations 0
.
5147 0.^76 1.09^1
Average O.6756
N = 2626
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did not correlate at .4000 with the total set of items were county govern-
ment, politics, public schools, agriculture, medical and health services,
welfare law, real income, religion, and recreation facilities.
Comparisons of Various Item Weighting Procedures
As noted in the procedure section, the questions of whether or not to
weight and standardize scores often arise when indexes are being con-
structed. In an attempt to determine how different weighting systems
would affect the scores, two sets of index items were scored by three
Table 24.—Satisfaction with County Situation for S-79 Eight-States, Open-Country
Sample; Factor Loadings, Means, and Standard Deviations
I tem
r ac tor S^ar.dard
Loading I-'ea:. deviation
Educational Opportunities beyond HS 0.5913 1.8885 0.8485
Roads and Transportation 0.5^6 2.I869 0.9423
Salaries and Income 0.7028 2.1049 0.8317
Job Situation 0.7388 2.2639 0.9814
Public Utilities 0.442^ 2.1082 0.9051
Physical Environment 0.4366 2.2918 0.9116
Housing 0.6480 2.1197 0.8936
Situation for Young People 0.6254 2.35O8 0.9967
Situation for Old People 0.5999 2.4115 0.9824
Situation for Blacks 0 . 6663 1.9393 0.8829
Average 0.5992
N 610
Table 25.—Satisfaction with County Situation for S-79 Eight-States, Total Sample,-
Factor Loadings, Means, and Standard Deviations
Item
Factor
Loading
Standard
leviatior.
Educational Opportunities beyond HS 0.5550 1.8711 0.8^5
Roads and Transportation 0.5305 2.2242 0.9487
Salaries and Income 0.7005 2.1168 0.8335
Job Situation 0.7190 2.3262 0.9931
Public Utilities 0.4563 2.0926 0 . 8910
Physical Environment 0.4390 2 . 2926 0.9145
Housing 0.6514 2.1128 0 . 8969
Situation for Young People 0.6422 2.4188 1.0103
Situation for Old People 0 . 6082 2.^03 0.9752
Situation for Blacks 0 . 6613 1.9517 0.8678
Average 0.5963
N = 745
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Table 26.—Correlations and Other Relevant Statistics for Three Procedures for Scor-
ing Anomia Index Items for S-79 Eight-States, Open-Country Sample
Correlation Coefficients
B C
1 0.998644 0.998616
0.0001 0.0001
0.999621
0.0001
N Sum Mean Min Value Max Value StajidardDeviation
A 2134
B 2154
c 2154
24266.00000000
15146.71889600
0.00000000
11.26555246
7.03190292
0.00000000
6.00000000
3.79003400
-3.69872127
18.00000000
11.37010200
4.89839543
3.32509383
2.12069913
2.39492273
'A = Summated Scores of Items Weighting over .4000 on Principal Component FA
B = Items Weighted by Factor Loadings and Summed
C = B Standardized
different procedures: simple summated scores, factor-loading weighted
summated scores, and standardized weighted scores. These procedures
were applied to items that loaded at .4000 or above on the first unrotated
factor. Correlations and other relevant statistics are presented in Table 26
for the Anomia items for the S-79 open-country, eight-state sample.
Similar statistics were derived for the Total Leisure Index. The correlations
for the three procedures were astonishingly high for both indexes. The
lowest correlation of .9947 was between the simple summated scores and
the standardized weighted scores for the Total Leisure Index."' Due to the
extremely high correlations, similar comparisons were not made on the
other indexes. These findings reveal that simple summated scores are
equivalent to weighted and standardized scores for these items and sam-
ples.
Experience in working with these data sets and others of more limited
scope from previous studies leads to the conclusion that the use of principal
component factor analysis is an efficient and reliable means of determining
which items to retain in an index. Simple summation of response weights of
the retained items seems to give index scores comparable to more compli-
cated weighted and standardized scores for these samples. The large
sample size probably contributes to the high correlations between the
weighted and weighted standardized scores. However, the similarities to
the unweighted scores cannot be explained by sample size.
Likert index was also constructed on the total set of Leisure items. The correlation
coefficient for scores from the factor analysis and from the Likert procedure was 0.968.
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APPENDIX A
Sampling Methodology of S-44 and S-79
With the initiation of the S-79 Regional Project, the major objective was
to assess changes in citizens' views on the quality of life in open-country
areas of the South from 1960 to 1972. So that comparative data anal\ses
could be conducted, the sampling procedures of S-79 were based on the
sampling procedures of S-44. However, objectives specific to S-79 (e.g.
assessing citizens' views in non-open country areas) and changes in the
nature of the sample population (e.g. open-countr\ population size had
changed) dictated the need to institute certain modifications in the original
sampling procedures of S-44. Consequently, the discussion to follou
initially focuses on a detailed description ot the original S-44 methodolog\
and subsequently focuses on the procedures that were iiiipleniented tor
S-79.
Sampling Methodology of S-44
The major objective ot S-44 was to sur\e\ a sample ot t ami lies tor
citizens' views on the quality of lite m the rural South. The discussion ot
the sampling procedures of S-44 is presented in two stages. The tirst stage
is a general overview of the sample design, the intended goals, and the
overall results. The second stage is a detailed description of the sample
survey including (1) the definition of the uni\erse, (2) the Iranie. (3) the
method of collecting data, and (4) the sample design.
Overview. Seven states participated in S-44 (.Alabama, Kentucky,
Louisiana, Mississippi, North Carolina, Tennessee, and Texas). The sam-
ple of families from each state was selected on a random area basis
following a two-stage stratified random sample design. The first stage was
to stratify the counties in each state according to five State and General
Area types. From each stratum, two counties were selected through sampl-
ing with replacement. The second stage was to partition each sample
county into open-country area segments. Each area segment was expected
to yield one sampling unit, that is, a collection of eight households. The
sample counties (primary sampling units) and the number of area segments
sampled from each county at the second stage (secondar\ sampling units)
were selected so that the entire sample would be self-weighting, that is,
weighted according to the open-country population in each count\
.
The delineation of the area segments and the sampling units therein was
carried out by members of the Statistical Department of North Carolina
State University at Raleigh. The delineation of the area segments and
corresponding sampling units was based on master sample materials trom
the 1950 U.S. Census and county maps. The actual field work, that is.
locating the area segments selected and interview ing the families therein,
was carried out by the representatives from the individual states.
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The goal of the sampling methodology was to obtain usable interview
schedules from a sample of approximately 2500 households. However,
since the delineation of the area segments and corresponding sampling
units was based on master sample materials that were somewhat out of date
(e.g. population loss in rural areas from 1950 to 1960 when the data were
collected), the counties were purposely oversampled to yield approxi-
mately 3000 households. The outcome was usable schedules from 1953
households, selected from 30 counties in the seven states with an average of
12.6 area segments per county.
Detailed description. The discussion to follow describes in detail all
components of the S-44 sampling methodology.
A. Definition of universe.—The universe consisted of all counties in the
seven states (Alabama, Kentucky, Louisiana, Mississippi, North Carolina,
Tennessee, and Texas) and all households therein that had certain
characteristics.
1
. Eligible counties were those that had, for each of five State and
General Area types, farm-operator level-of-living indexes in 1950 which
did not exceed 75. The five State and General Area types were Appalachian
Mountains and Border (Area 1), Southern Piedmont and Coastal Plains
(Area 2), Southeastern Hilly (Area 3), Mississippi Delta (Area 4), and
Sandy Coastal Plains (Area 5).' The farm-operator level-of-living index
for each county reflects the "average level of current consumption or
utilization of goods and services'' by farms in that county (e.g. percentage
of farms with electricity, with telephones, or with automobiles).'- For each
state and for each State and General Area type, the eligible counties are
listed in Appendix D.
2. Eligible households were those^hat resided in the open-country
portion of the counties. Open-country was defined as all areas that were not
large enough to be classified as a village (population of 250 or more).
B. Frame. County maps, showing the occupied dwelling units and area
topographic features, and Master Sample materials of 1950 constituted the
frame. The frame was used to identify the strata, the counties, and the area
segments. Each area segment was expected to yield one sampling unit
(eight households) based on the county maps and master sample materials.
C. Method of collecting data. Researchers from the individual states
carried out the actual field work. The method was personal visitation and
interviewing of the households in the selected area segments.
'For description of the five "State and General Area" types, refer to Factors Related to
Levels ofLiving ofRural Households in Low-Income A reas ofthe South, Southern Coopera-
tive Series Bulletin 142, December, 1968.
-For discussion of farm-operator level-of-living indexes, refer to Farm Operator Level of
Living Indexesfor Counties of the United States, United States Department of Agriculture
Marketing Service, Washington, DC, Statistical Bulletin No. 204, March, 1957.
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D. Sample design. For each state, all eligible geographically contiguous
counties were stratified according to the five types of "State and General
Areas." A stratum was not to consist of more than 20 geographically
contiguous counties. If a stratum had more than 20 counties, then it was
divided into two strata such that each stratum had roughly the same
open-country population based on 1950 census data. The final result was
16 strata for the seven states (Appendix D).
For each stratum, the sampling was conducted in two stages. Two
counties (primary sampling units) from each stratum were selected in the
first stage, sampling with replacement. The probability of selecting a
county was proportional to the open-country population in the count) based
on 1950 census data. The determination of the selection probabilities is
presented shortly.
The final result of the first stage sampling was 30 counties selected from
the 16 strata (see Appendix D). The selected counties are denoted by
"X." If a county was selected twice due to sampling with replacement,
then the county is denoted by ''XX."
For the second stage, the number of area segments (secondary sampling
units) to be selected at random from each sample county was determined so
that the entire sample would be self-weighting. If a county was selected
twice, then the selection of the prescribed number of area segments from
the county was carried out again, after replacing the first set of area
segments. Since each area segment was expected to yield eight qualifying
households, and since the counties were to be oversampled to \ ield approx-
imately 3000 households, 375 area segments (i.e. 3000/8 = 375) had to be
selected at the second stage.
The determination of the selection probabilities for counties and the
number of area segments to be selected from each county is described
below.
27
Let Nj = number of eligible counties in the i*^ stratum
i = 1
, 2 , . . . , 16
Njj = total number of area segments in the j*^ county of the i*^ strat-
um
j = 1 , 2 , . . . , Ni
Yj = total number of persons in the open-country of the i*^ strat-
um based on 1950 census
Yjj = total number of persons in the open-country of the j*^ county
of the i*^ stratum
Now, in the first stage, the probability of selecting a county from each
stratum was to be proportional to the open-country population in the
county.
Pjj = probability of selecting the j*^ county in the i*^ stratum
Ni
where i Pjj = 1
Yi j = 1
The estimated open-country population for each county, stratum, and state
is presented in Appendix D. As an example, the probability of selecting
Houston county (Yn = 20,894) from the first stratum of Alabama (Yi =
236,338) is given by Pn = 20,894/236,338 = 0.0884.
In the second stage, the number of area segments to be selected from
each county was to be determined so that the entire sample would be
self-weighting. To determine the number of area segments to be selected
from each county, suppose the true total characteristic of the population is
to be estimated (e.g. total number of people employed).
Let Xjjk = total characteristic of all qualifying households in the k'^area
segment of the j^^ (jaunty in the i*^ stratum
T = true total characteristic for the population
16 Ni Njj
i=l j=l k=l
An unbiased estimate of T given two counties per stratum is
T = 1 1 ( )( )( ') ^
where Uij = number of area segments to be selected from the j*^ county in
the i^^ stratum
28
The goal was to select a total of 375 area segments where the number of
area segments to be selected from each county (njj) was to be determined so
that the entire sample would be self-weighting, that is, njj was to be selected
such that
16 2
(1) S S nij = 375
(2) ( p ^ ( ^'-^ = c = constant for all strata (16) andV ^ / \ / \ / all counties in each strata (2)
The determination of n:: is described below.
From (2), multiply through by njj and —
= (-^)
From (1), substitute (3)
16 2
^
(4) 375 = / -L\ S 2
y 2c ) \=\ j=
From (3), solve for 2c and substitute into (4)
(5) 2c =
(Pij) (nij)
(Pij)(n,) 16 2 N,
(6) 375 = .2 .2
Nii i-1 j-1 Pij
From (6), solve for njj
Since Njj is actually unknown in practice, (7) needs to be re-written in
terms of quantities that are known, namely Yj and Yjj. To do so, an
assumption is made, namely, the number of persons per occupied dwelling
unit in the open-country is constant from county to county and from stratum
to stratum in a particular state. The population per occupied dwelling unit,
denoted (POP/ODU)i, is given below each state in Table 28.
Now, all area segments (Njj) are expected to yield approximately eight
households each. The open-country population in each county (Yjj) is
known, and the population per occupied dwelling unit, (POP/ODU)j, is
known on the basis of the 1950 census.
Therefore,
(8) Njj = total number of area segments for a particular county
8 . (POP/ODU)j
Yii
(9) Pij =
Yj
(10)
Pij 8 . (POP/ODU)i
From (7), substitute (10)
Yi
(11) nij - 375 .
8 • (POP/ODU)i
16 2 Yi
i = l j=l 8.(P0P/0DU)i
The determination of nij by equation ( 1 1 ) for all counties is summarized
in Table 28. The total number of area segments was 378 due to rounding-
off the calculated Uij's.
E. Sample delineation and specification. Each county was partitioned
into area segments where the delineation of the area segments was ideally
to meet two criteria. First and foremost, each area segment was to contain
one sampling unit, based on the county maps showing the occupied
dwelling units. Eight households were to constitute each area segment.
Secondly, from practical considerations in carrying out the field work,
each area segment was to be well demarcated by easily identifiable land-
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marks and boundaries so that the households therein could be readily
located in the field. Ideally, the use of imaginary lines in demarcating area
segments was avoided whenever possible. If imaginary lines had to be used
to meet the second criteria, then the imaginary lines were anchored by
easily identifiable landmarks, such as a bridge or road intersection.
In delineating the area segments, both criteria could not always be met.
Sometimes the boundaries of an area segment via identifiable landmarks or
imaginary lines included more than one sampling unit. Once delineated,
the area segments were marked in red on the county maps and numbered
consecutively from one to the total number of area segments in the county.
In addition, the sampling units were numbered consecutivel) , but since an
area segment may have contained more than one sampling unit, more than
one number, corresponding to the sampling unit, may have been assigned
to an area segment.
The prescribed number of sampling units (nij) was selected at random
from each county. The area segments corresponding to the selected sam-
pling units were the sample areas where interviewing was to be conducted.
Each sample area was given a numerical specification which defined the
procedures to be followed in selecting the households to be interviewed. As
an example, a numerical specification may have been 2 - 5 - 2/2. The tirst
number specified the sample county in the state where the counties were
numbered consecutively from one to the total number of sample counties in
that state. The second number specified the sample area (marked in red)
within the sample county (e.g. sample area 5 in county 2).
The third number specified the number of sampling units assigned to the
sample area and the sub-sampling procedures to be applied in selecting the
households therein. The ''denominator" indicated the number of sampling
units contained in the sample area (e.g. sample area 5 was assigned 2
sampling units). As indicated previously, the goal was to have onh one
sampling unit per area segment, that is, a denominator equal to one.
The implied fraction in the third number indicates the sub-sampling rate
to be applied. For example, the sub-sampling rate for sample area 5 in
county 2 was 1/2 where the numerator indicates the first household in the
sample area to be interviewed. For example, 2/2 indicated to inter\ iew
every second household in the sample area startiuii with the second house-
hold.
The procedure for implementing the intervewing process was to start at
some predetermined point in the sample area, such as the northeast corner,
and moving in a clockwise direction around the area, number each house-
hold shown on the county map. Then, according to the sampling rate (e.g.
2/2), interview every second household starting with the second household
until the sample area is exhausted, that is, implement a l-in-2 s\ stematic
sample. The starting point and ordering process used by the inter\ iewer in
numbering the occupied dwelling units in a sample area was arbitrarx . but
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was to be consistent from one sample area to another within the same
county.
Under certain conditions, the procedures as described above were mod-
ified. First, if movement into a designated sample area revealed that the
number of eligible households in the area was substantially more than
expected, then the sampling rate was adjusted by the interviewer to obtain
the eight households per area. If the area yielded substantially less than the
anticipated eight households (e.g. excessive call backs or refusals), then an
alternate area segment was selected at random to meet the expected sample
size (see Table 29 which gives final results of the S-44 survey). Call backs
were to be made at least twice, on different days and at different hours.
Secondly, since more than one sampling unit may have been selected in a
given area or since a sampling unit may have been selected twice in a given
area, the sampling rate may have been adjusted to yield the anticipated
number of qualifying households. A sampling unit could have been
selected twice in a county since the counties were selected in the first stage
based on sampling with replacement. For example, if a sample area had
two sampling units assigned and the sample area was represented by the
selection of two sampling units, then the sampling rate was modified from
1/2 to 1/1 to yield 16 households.
Finally, if an area segment had only one sampling unit and the sampling
unit was selected twice, then an alternate segment was selected to yield the
prescribed number of sampling units for a county.
Sampling Methodology of S-79
The major objective of S-79 was to assess changes in citizens' views on
the quality of life in open-country areas of the South. A second objective
was to survey a sample of families for citizens' views on the quality of life
in non-open-country areas of the South. However, the drawing of a total
sample (open- and non-open-country) was encouraged, but not required,
for the eight participating states (Alabama, Georgia, Kentucky, Louisiana,
Mississippi, North Carolina, South Carolina, and Tennessee).
Except for Georgia and South Carolina, which did not participate in
S-44, the sampling plan for the S-79 states was to be essentially the same as
the methodology used in S-44. Georgia and South Carolina implemented a
different methodology. Consequently, the methodology of the six S-44
states is discussed prior to describing the methodology followed by Geor-
gia and South Carolina.
Summarizing the outcome of the S-79 sample survey, 31 counties were
sampled from the eight states. A non-open-country sample was obtained in
1 3 of the 3 1 counties. The final sample was composed of 2627 households
(2202 open-country and 425 non-open-country). The number of house-
holds (open- and non-open) for each state and sample county is presented in
Table 30.
Methodology for Six States. The plan was to follow the same
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methodology of S-44, that is, the same counties and area segments of S-44
were to be re-sampled using the same county maps. However, certain
rules, modifications, and restrictions were to be implemented in drawing
the sample.
1
. The minimum open-country sample size for each S-79 countv was to
fall between the obtained and expected sample size for S-44 (see Table 29).
Open-country was defined as in S-44, that is, no areas large enough to be
classified as a village (250 or more persons).
2. If the original area segments did not yield the number of eligible
households needed to meet the minimum sample size, then additional
segments were to be selected at random based on the S-44 county maps. If
the number of eligible households in an original segment or newly selected
segment exceeded the number of households expected (i.e. eight house-
holds per segment), then the sampling rate was to be adjusted as in S-44 to
yield approximately eight households. Finally, if 10 percent or more of the
eligible households that were selected for interviewing in a county were not
interviewed due to refusals, excessive call backs, or the like, then addi-
tional segments were to be selected to meet the minimum sample size
requirement. At least two call backs were to be attempted, on different days
and at different hours, before a household was to be dropped from the
sample.
3. Although not required, if a non-open-country sample was selected in
a county, then the expected non-open-country sample size for a count) was
to be proportional to the open-country sample size based on 1970 census
data. The expected sample size for a non-open-countr\ county sample was
to be determined as follows.
Expected N (1950 open-country)
_
Expected N (non-open-)
1970 open-country population 1970 non-open-country pop.
The number of area segments needed to yield the expected non-open-
country sample size (eight households per segment) was to be delineated
and selected by the individual researchers using the S-44 county maps. The
households were to be selected following the rules described in Pan 2
above.
The plan as described above could not be ideally implemented by all
states. First, Montgomery county in Alabama which was sampled in S-44
had become entirely urbanized. Fayette county was selected as a replace-
ment (see Appendix D) and was sampled based on the same procedures that
were used in selecting and sampling Montgomery county.
The loss in open-country population extended to other sample counties
where the minimum open-country sample size requirements could not be
met. Finally, the original S-44 county maps were unavailable for
Louisiana. As a result, using current county maps, the same counties were
sampled, but a new set of area segments were delineated and selected at
random.
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Methodology for Georgia and South Carolina. From the counties that
would have been eligible in S-44 (see Table 31), three counties were
selected from each state as stipulated for S-44, that is, proportional to the
open-country population based on 1950 census data. However, each state
constituted only one stratum, and three counties, rather than two, were
selected (denoted "X" in Table 31).
The procedural steps that were used for delineating, selecting, and
sampling area segments are given below. An early reference from the
literature for this sampling methodology is J. A. King, "The Master
Sample of Agriculture. ' ' Journal ofAmerican Statistical Association, Vol.
40 (March, 1945), 38-56.
Specific references for S-79 needs are: the mimeographed document by
Chuck Cleland titled "Sample Design For Regional Rural Sociology
Project S-44," and the July, 1972, Memorandum from Glen McCann, and
the materials accompanying that memorandum.
Following is an explanation of the sampling procedures utilized in South
Carolina, based on the three references above.
A. Steps for selecting and delineating area segments. The selection
process for Jasper County, South Carolina is depicted in Table 27 and is
used as an example in the following steps.
1. Obtain a print-out of housing units by Enumeration District
(E .D
. ) [ 1 970 Census of Population and Housing] for each study
county.
2. Tabulate the housing units by E.D.
3. Cumulate the housing units through all E.D.'s in the county
(C.H.U.)
4. Cumulate ten percent of the units through all E.D.'s [C(. 10)]
5. Obtain E.D. maps and cultural maps for the sample counties. In
most states. State Highway Departments have prepared the
cultural maps and the Bureau of the Census has superimposed
E.D.'s on these maps.
6. Utilizing information from Step 3, plot "segments" of ten
households each on the E.D. -cultural maps.
7. Number the segments using the N.W. Ordinance Survey system
of numbering.
8. From Step 4 calculate ten percent of this cumulative sum (37, in
the example from the table).
9. Select, randomly, //v^ numbers in this range (0-37, from Step
8).
10. Record these five numbers on the appropriate line (E.D. 1) in the
E.D. - housing units table. These five columns are labeled
"V", "W", "X", "Y", and "Z" in the table.
1 1 . Add 37 (ten percent of the cumulative sum, from Steps 8, 9, and
10) to each of these five base numbers and place in appropriate
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lines and columns; repeat this process through all E.D.'s. The
number recorded in each line must be in the appropriate range:
i.e., not greater than the C (.10) number on that line and not less
than the C (.10) number in the preceeding line.
12. These numbers represent the random sample of segments (from
the numbered maps, Step 7) in which interviewing is to be
conducted.
B. Steps for sampling the selected area segments.
1. The lines (on the table) for Enumeration Districts "2" and "8"
are tentatively marked out; these are the two incorporated places
in the county. However, all enumeration districts in the county
are to be included in the sampling process, so that a total-county
sample of segments will be available, if interviewing is to be
conducted in the non-open-country categories.
2. Initial interviewing is to be conducted only in the Enumeration
Districts with five sample segments listed on the table. These
may be termed "segment units."
3. The remaining segments (in Enumeration Districts "5", "7",
"9", "12", and " 13") constitute a sub-set of alternate segments
to be utilized if eight respondents cannot be interviewed in one or
more of the segment units. For example, if the interviewer found
(and interviewed) only one occupied household in each of the
"V", "W", "X", and "Z" segments for a gi\en segment unit,
he would go to the first segment listed on an incomplete E.D. line
(in this case, segment 152). If it was necessary to repeat this
process, the interview would go to segment 206, and so on.
4. The segments listed in column "V" are the "prime" sample
segments; i.e., interviewers should first attempt to obtain eight
respondents from each ''V" segment (if five sample segments
are listed for that enumeration district).
5. If the interviewer actually found 16 occupied (lived in) house-
holds in that segment, he would attempt to obtain respondents
from every other household (geographically) in the segment.
6. If the interviewer found (and interviewed) four occupied house-
holds in the prime segment, he would go to the first alternate
segment (in column "W"). Perhaps he found (and inter\ iewed)
two occupied households in that segment; he would then go to the
second alternate segment (in column "X"), in an attempt to
complete his eight-respondent requirement. See Step 3 for the
methods to follow in case a segment unit does not yield eight
respondents.
7. Regarding selection of alternate segments for interviewing, each
segment has equal likelihood of being selected, and the combina-
tion of prime and alternate segments are representati\e of the
county's population.
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APPENDIX B
Preparation of Data for Analyses
The analytical construction and comparison of the scales and indexes for
1 960 data (S-44) , 1 972 data (S-79) , and combined 1 960- 1 972 data required
the creation of a master data bank (card files and tape files) . The master data
bank was to include all data collected by the states that participated in the
S-44 and/or S-79 Regional Projects.^ A second goal was to make available
to each state a tape record of all data collected. The objective was to make
possible analyses of the combined data for all states using the master tape
and analyses of data desired by the individual states using their own
respective tapes.
The focus of the process for creating the master data bank was to
determine and rectify any inaccuracies encountered in transferring the
collected data to card and tape media. The process followed two general
steps: ( 1 ) creation of the master card files, and (2) translation of the master
card files to master tape files. Each file was classified according to the type
of data included, for example, S-44 household data and census data. A
brief description of the master tape files is given subsequent to a discussion
of the procedures that were followed in creation of the master data bank.
Master Card Files
Each state followed a common format for the coding of S-44 and S-79
data. A codebook that specified the format for coding each type of data was
available to each state. Each state had the coded data punched on IBM
cards. Copies of these cards were sent to the Department of Experimental
Statistics, Louisiana State University at Baton Rouge, for processing.
These data constituted the master card files.
Prior to creating the master tape files, only S-79 data were checked for
any inaccuracies in the card files since S-44 data had been collected,
processed, and analyzed prior to the S-79 Regional Project (rf. Scaling
Social Data, Southern Cooperative Series Bulletin No. 108, December,
1965).
The punched S-79 data were transferred to a tape for processing. For
each state, frequency distributions for all items in the data were printed.
The frequency distributions were checked against the codebook specifica-
tions for any errors in the punched data. If errors were found, they were
noted on the frequency distributions. In addition, a printout was obtained
that identified the error(s) for each item and the card(s) containing the
'The states involved in the process for data preparation were Alabama, Georgia, Ken-
tucky, Louisiana, Mississippi, North Carolina, South Carolina, and Tennessee. Only
Georgia and South Carolina did not participate in the S-44 Regional Project.
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errors. The Statistical Analysis System (SAS) was used to obtain all
printouts.
Each state was sent the information that identified the errors in the data
from that state. Each state documented the needed corrections and sent the
documented corrections to Louisiana State University where the correc-
tions were made in the mastercard files. Throughout the processing of S-79
data, the master card files were updated for any additional incoming data
from the states. The individual state card files were maintained and updated
by the state.
Master Tape Files
Following the initial phase of updating the master card files, the data
were translated to a master tape. Also, each state in the S-79 Project
received a copy of the master data tape. Analyses by the individual states
uncovered additional errors in the data. The corrections were sent to
Louisiana State University where the master card and tape files were
updated. The individual state master tapes were updated either by the state
or by Louisiana State University.
Description of Tape Files
The master data tape (T2149) included six source data set files and two
SAS72 data set files. A brief description of each file, including computer
parameter specifications and the information contained in each file, is
given below. The parameter specifications inckided are the data set name
(DSN), variable format (FMT), logical record length (LRECL), block size
(BLKSIZE), and the number of blocks (BLOCKS).
File 1 (DSN - S79. HOUSEHLD.DATA,FMT = FB,LRECL =
80,BLKSIZE = 7280,BLOCKS = 116). The information includes for
each respondent in S-79 demographic data, responses to items used in scale
and index development, and the attitudes and behaviors of respondents
regarding "quality of life" indicators, such as occupation, income, and
education.
File 2 (DSN = S79.SPECIAL.CARD5,FMT = FB,LRECL =
80,BLKSIZE = 7280,BLOCKS - 29). The information includes for
each respondent in S-79 answers to open-ended questions regarding at-
titudes and behaviors relative to a variety of social areas, such as social
organizations, living conditions, and education.
File 3 (DSN = S79.CENSUS.DATA, FMT = FB,LRECL =
80,BLKSIZE = 7280,BLOCKS = 4). The information includes the
census data relevant to both the S-44 and S-79 Regional Projects.
File 4 (DSN = S79.KNOWLDGE.DATA, FMT = FB,LRECL -
80,BLKSIZE = 7280,BLOCKS = 5). The information includes the
responses of 40 individuals from each sample county who were considered
to be knowledgeable about the "quality of life" in the sample county. The
questions were open-ended concerning a variety of areas, such as health,
education, welfare, and politics.
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File 5 (DSN = S44.HOUSEHLD.DATA,FMT = FB,LRECL =
80,BLKSIZE = 7280,BLOCKS = 86). The information includes all
household data that was collected in the S-44 Regional Project.
File 6 (DSN = S79.CARD7.DATA,FMT = FB, LRECL =
80,BLKSIZE= 7280,BLOCKS = 28). The information includes for each
respondent in S-79 answers to open-ended questions regarding "reasons
for not moving or for moving."
File 7 (DSN = S79.HOUSEHLD.INDX, FMT = VB, LRECL =
2044,BLKSIZE = 2048,BLOCKS = 2628). A SAS72 data set (S79IDX)
was created for analysis purposes only. The data set included all S-79
household data plus the indexes from several scales, such as anomia,
material possessions, and leisure participation.^
File 8 (DSN = S44.HOUSEHLD.INDX, FMT = VB,LRECL =
2044,BLKSIZE = 2048,BLOCKS = 1956). A SAS72 data set (S44IDX)
was created including all S-44 household data plus the indexes from two
material possessions scales.
^AU information concerning the two SAS data sets can be obtained from the Department
of Experimental Statistics of Louisiana State University at Baton Rouge. The codebooks
specify the data contained in each source data file.
38
APPENDIX C
Guttman Scale Analysis
The Material Possessions scales and Communication scales were de-
veloped using the Guttman procedure of the Statistical Analysis System
(SAS), 1972 version. Nine items were included in Material Possessions
scale development (Tables 1-5) and eight items were included in Com-
munication scale development (Table 6). Scale development was based
only on respondents who gave 0,1 responses to all items included in each
scale where a 0 designated non-possession of an item and a 1 designated
possession of an item.
The major objective of the discussion to follow is to analytically define
the statistical output of the SAS Guttman procedure. For explanatory
purposes, an example of a Guttman scale analysis is given in Appendix C.
The example was reproduced from /I User's Guide to SAS 76 (Barr, et.al.,
1976), except that four communication items were referenced for rele-
vance: radio (RADIO), television (TV), telephone (TELE), and weekly
newspaper (NEWS).
The output is discussed in three general stages. The first stage deals with
the scalogram and statistics associated with the modified Goodenough
technique for Guttman scale analysis (Edwards, 1957). Prior to the analyti-
cal definition of the statistical output (e.g. coefficient of reproducibility),
the basic terminology of the definitions is briefiy developed.
The second and third stages deal with Proctor's probabilistic formulation
of a Guttman scale model (Proctor, 1970; 1971). The second stage deals
with the method for assigning class scores to the observed response pat-
terns. The third stage deals with the statistics associated with Proctor's
formulation, for example, chi-square goodness-of-fit test statistic and scale
reliability.
Modified Goodenough Technique
The fundamental question of a Guttman scale analysis is: To what extent
do the observed response patterns, that is, the item 0,1 responses to an
ordered set of items, such as (1 0 1 0) to (NEWS,TELE,TV,RADIO),
conform to a true Guttman scale? The answer is based on the analytical
definition of "true type patterns" and "non-scale or error patterns."
The initial step in defining true type patterns is to sequence the items in
ascending order of item "marginal frequencies." The marginal frequency
of an item is simply the frequency of respondents who possess that item.
From the example (Appendix E), the item sequence for all patterns is
(NEWS,TELE,TV,RADIO) with associated marginal frequencies of 24,
34, 53, and 69.
Once the items are ordered, the true type patterns and non-scale patterns
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are set. The true type patterns become To = (0000), Ti = (0001), T2 =
(001 1), Ts = (01 1 1), and T4 = (1 1 1 1). All remaining non-scale patterns
are error patterns, that is, patterns failing to conform to any true type
pattern, such as (1010).
Now, the essential feature of an ideal Guttman scale, that is, all observed
patterns are true type patterns, is that if the scale score assigned to each
pattern is simply the sum of item 0,1 responses, then knowledge of the
scale score alone allows for errorless prediction of the item 0,1 responses
by a respondent. However, as in the example, ideal Guttman scales are
rarely, if ever, found. Consequently, by grouping together all response
patterns with the same scale score, the number of errors that would be made
in predicting the items 0, 1 responses of the respondents receiving a particu-
lar scale score can be determined.
The determination is made by comparing each error pattern with the true
type pattern having the same scale score. For example, the error pattern (0 1
0 1) fails to conform to the true type pattern (0 0 1 1). Based on the scale
score of 2 and the true type pattern (0 0 1 1), two errors would be made in
predicting the items possessed by a respondent who specified (0 1 0 1) to
(NEWS, TELE,TV,RADIO). The respondent is said not to possess news-
paper service when in actuality he did possess one and is said to possess a
radio when in actuality he does not.
Since seven respondents specified (0 10 1), two prediction errors would
be made per respondent, and a total of 14 prediction errors would be made
based simply on the knowledge of the scale score and the corresponding
true type. In lieu of non-scale patterns, item 0, 1 response patterns are said
not to be "reproducible" based on knowledge of scale scores.
Having defined true type patterns, non-scale patterns, scale scores, and
prediction errors, the output of the modified Goodenough technique can be
analytically defined.
Scalogram. The scalogram is composed of "item cells" and "marginal
cells."
1
. Item cells provide the following information:
(a) for each scale score, the frequency of item 0, 1 responses in all
patterns with that scale score (e.g. 19 response patterns had a scale score of
3 where 1 1 respondents did not possess newspaper service and eight
respondents did)
(b) for each scale score, the frequency of item 0,1 responses in
error, denoted by an asterisk (e.g. the eight possession responses for
newspaper service failed to conform to the true type (0 1 1 1) that predicts
newspaper service is not possessed based on the scale score of 3).
2. Marginal cells provide the following information:
( a) the frequency of response patterns for each scale score (e . g . 3
1
respondents possessed only one item)
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(b) the total frequency of response patterns (e.g. Ill respondents
constituted the sample)
(c) the total frequency of item 0, 1 responses (e.g. 77 respondents
did not possess a telephone and 34 respondents did)
(d) the percentage of item 0, 1 responses where the response with
the highest percentage is the "modal response category" (e.g. 69% of the
respondents did not possess a telephone, the modal response category, and
31% did)
(e) the total frequency of item 0,1 responses in error (e.g. seven
respondents are predicted to possess a telephone when in actuality they did
not possess one, and 14 respondents are predicted not to possess a tele-
phone when in actuality they did)
(0 the total frequency of responses in error (e.g. 70).
Coefficient of reproducibility (CR). The coefficient of reproducibility
measures the degree to which the response patterns are predictable based on
knowledge of the scale scores. The coefficient is equal to the proportion of
all predictions that are not in error.
Let K = total number of items (e.g. K = 4)
N = total number of respondents in the sample (e.g. N = 111)
Fe = total frequency of responses in error (e.g. Fe = 70)
CR - 1 — (e.g. CR = 0.8423)
K.N ^
Minimum marginal reproducibility (MMR). The minimum marginal
reproducibility is the coefficient of reproducibility that would be produced
by predicting that every respondent gave the ''modal response pattern"
composed of the "modal response categories."
Let Pj = the proportion of respondents who gave the modal response
category for the i^^ item where i 1 , 2 K (e.g. the modal
response pattern is (0 0 0 1) where Pi = 0.78, P2 = 0.69. P3 =
0.52, and P4 = 0.63)
MMR = y (e.iz.MMR = 0.6554)
Thus, if every respondent was said to possess only a radio, that is (0 0 0 1 ),
then a total of 153 errors would be made and the CR would be equal to
0.6554.
Percent improvement (PI). Percent improvement measures how much
the predictions based on knowledge of the scale scores are improved over
the predictions based on the modal response pattern.
PI = CR - MMR (e.g. PI - 0.1869)
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CoefHcient of scalability (CS). The coefficient of scalability is the ratio
of the percent improvement to the proportion of errors that would be made
based on the modal response pattern.
CS = — (e.g. CS = 0.5425)
1 _MMR
Correlation coefficients. The sample Pearson Product Moment inter-
class correlations are produced for all pairs of items and each item with the
scale scores minus that item. For example, the correlation between NEWS
and RADIO is 0.0939 and the correlation between RADIO and the scale
scores without RADIO included is 0.2260.
Assignment of Class Scores
The score (index) that is assigned to a respondent with a particular
response pattern is based on Proctor's probabilistic formulation of a
Guttman scale model (Proctor, 1970). The underlying rationale for a
probabilistic formulation is to standardize the method for assigning scores
to observed response patterns and to provide statistical criteria of the
"adequacy" of the method, such as reliability and tests of goodness-of-fit.
The fundamental assumption of the formulation is that every respondent
belongs to one true Guttman type even though a non-scale pattern occurs.
The supposition is that if a non-scale pattern occurs, then a ' 'response error
process" has intervened between the underlying true type and the respon-
dent's stipulation of item possession.
Given the respondent does actually belong to one true Guttman type, but
has a non-scale pattern, the basic question becomes, "What is the probabil-
ity of a non-scale pattern, given the respondent belongs to a particular true
type?" The idea is to determine that true type which maximizes the
"posterior probability" of the non-scale pattern (Proctor, 197 1 ). The scale
score associated with the maximizing true type is the score assigned to the
non-scale pattern. Parenthetically, the score for a true type pattern is simply
the scale score, that is, the maximizing true type is the true type itself.
The specification of the conditional probability involves two paramet-
ers, the misclassification parameter (alpha, "a") and the true proportion of
the given true type (theta, "O"). The misclassification parameter is the
probability of stipulating that an item 0,1 response is in error, that is, fails
to conform to the item 0, 1 response of the given true type, when in fact the
response is not in error. The misclassification parameter is assumed to be
constant for all items.
The conditional probability, that is the probability of any response
pattern given a particular true type, is given in equation (1) and the
probability model, that is the probability of any response pattern, is given
in equation (2).
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(1) Pr (Xi
I
T,) - a ^" (1 - a) ^ 6,
K+1 K+1
(2) Pr (Xi) - TTi - 2 Pr(Xi I T,) = S (1 - a)
K - Di,
e,
Where K = number of items (e.g. K = 4)
a = misclassifiaction parameter, the probabiHty of incorrectly
predicting an item 0,1 response
1 — a = the probability of correctly predicting an item 0,1 response
Xi = the i*^ response pattern, e.g., Xi -(0000) and X6 = (01 01)
i - 1, 2, ... , I
I =2^= total numberofpossible response patterns (e.g. 1=16)
T| = the true type pattern
1=1,2,..., K+1
K+1 = total number of true type patterns , e . g . K + 1 = 5 , where Ti =
(0000), T2 = (000 1),T3 = (001 1),T4 = (01 1 l),andT5 =
(1111)
G| = true proportion of the true type in the population
Dii =the number of item 0,1 responses that must be changed to
modify the true type to match the i*^ response pattern with
the probability of making an incorrect change equal to "a,"
e.g. 1 response must be changed to match T4 = (0 1 1 1) and
Xe = (0101)
K - Di, = the number of item 0,1 responses that do not need to be
changed to modify the 1*^ true type to match the i*^ response
pattern with the probability of correct classification equal to
"1
- a," e.g. 3 responses do not need changing to match T4
= (0111) and Xe = (0101)
As an example, the probability of Xg = (0 1 0 1) is given by
Pr (Xe) = Pr (Xg
|
T^) + Pr (Xg
|
T2) + Pr (Xe
|
T3) + Pr (Xg
|
T4) +
Pr (Xe
I
T5)
= a2(l-a)2ei + a (l-a)^ 62 + a2(l-a)2 63 +
a (l-a)3 64 + a2(l-a)2 65
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The score assigned is the scale score associated with that true type which
maximizes the "posterior probability" of the response pattern.
Let Xj = score assigned to the i*^ response pattern
t| = scale score of 1*^ true type pattern
Xi = t,: max Pr (Xj
|
T,)
T,
Naturally, the parameters are unknown, but maximum likelihood esti-
mates of the parameters (9*i and a*) are obtained using "Fisher's method
of scoring" (Proctor, 1971; Rao, 1965). The SAS Guttman procedure
produces the maximum likelihood estimates of (1) the misclassification
parameter, called the "required probability of misclassification" (e.g. a*
= 0.16) and (2) the true proportion of the true types (e.g. Oi*, O2*, 63*,
64*, and 65* are 0.30391, 0.26400, 0.18431, 0.14955, and 0.09832,
respectively). Having the maximum likelihood estimates, the conditional
probability, equation ( 1 ), and the probability model, equation (2), become
(1) Pr* (Xj
I
T,) = a* (1-a*) 9*,
K + 1 Dm K—Di,
(2) 77 i* = S a* (1-a*) e,*
I = 1
Statistics Associated with Proctor's Formulation
The formulation of the probability model allows for the development of
statistical criteria of the characteristics of the scale, in particular, (1) the
chi-square test of goodness-of-fit, (2) scale reliability, (3) flat reliability,
(4) the average score, and (5) the standard errors of estimates. Each of these
measures is defined below.
Chi-square test of goodness-of-fit. The chi-square test is used to test the
null hypothesis that the observed frequency of response patterns equals the
expected frequency of the response patterns as specified by the probability
model.
Let N = total frequency of response patterns (e.g. N = 111)
Ni = frequency of the i*^ response pattern (e.g. Ni = 23)
77i* = estimated probability of the i**^ response pattern
I
N 1
X2 = ^ '- — - with I — K — 2 d.f.
77:
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Scale reliability (SR*). Scale reliability is the square of the estimated
correlation between the assigned scores, Xj
,
and the true type scores, ti
By definition, Cov (xt) = E (xt) - E (x) . E (t)
Var (x) = E (x^) - E^x)
Var (t) = E (t2) - E2(t)
By estimates,
I K+1 I K + 1
Cov*(xt) - S S Xi t, Pr*(Xi
I
T,) - ( 2 Xi TTi*) ( I t, 0
i=l I = I i=l 1=1
I I
Var*(x) = 1 X? TTi* - ( 1 Xi TT^f
i=\ \=\
K+1 K+1
Var*(t) = S t,2 e,* - ( 2 t, e,*)2
1=1 1=1
Cov*2(xt)
Therefore, SR* = R*2= —
Var*(x) . Var*(t)
Flat reliability (FR*). Flat reliability is the square of the estimated
correlation between the assigned scores and true type scores where the
distribution of true type patterns in the population is assumed to be un-
iform. The derivation of flat reliability is described in Proctor (1971).
By assumption, 0, = ' for all T|
K + I
(1 - 2a*)2
FR* = ^ ^-
K— 1
1 - 4 a*(l - a*)
K+2
Average score. The average score is the estimated mean of the true type
scores.
K + 1
By definition, E (t) = 2 t, 6,
1=1
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K + 1
Therefore, average score = 2 ti ^i*
I = 1
Standard errors. The standard errors of all parameter estimates (9|*
and a*), flat reliability, and the average score are produced. For example,
the standard errors of 0i* , 62* , G3* 64* , 65* , a* , FR* , and the average
score are 0.06282, 0.07319, 0.06761, 0.06006, 0.04435, 0.00254,
0.0646, and 0.1916, respectively.
A complete definition of the standard errors are beyond the scope of the
present report. All standard errors are based on "Fisher's method of
scoring" which produces N times the estimated varianccTCovariance ma-
trix of parameter estimates, called the "information (single observation)
matrix." The method redefines the model where
a* = J_= inverse of BETA* (e.g. a* = 1/6.25088 = 0.16)
B*
K
0*K+i =1-2 9,* (e.g. 65* = 0.09823)
1 = 1
Now, the estimated variance-covariance matrix for 0,* where 1 = 1,2,
. . . ,
K and B* is determined by dividing the "information (single observa-
tion) matrix" by N. The estimated variance of B*K-f-i which is not produced
can be determined by finding the variance of the linear combination, 1 —
2 B|*, and the estimated variance of a* can be determined as 1/B*^ .
Var*(B*), described in Proctor (1970). Finally, by rewriting the average
score as equal to K — 2 (K — 1 + 1) B|*, the variance of the average score
can be determined by finding the variance of the linear combination that
defines the average score.
The standard errors of all estimates are then found by simply finding the
square root of the variances. Finally, the standard error of FR* is given by
Proctor (1971) as
K
1=1
K
1 = 1
S.E.
12(1 - 2a*) S.E. (a*)
F.R.*
(K + 2) . 1 - 4a* (1 - a*)
K-1
yK+2
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APPENDIX D
Identification of Strata and Selected Counties
State Stratum
General
Area County
Open
Country
Population
Houston
Covington I 1 ,4U/
Escambia 1 "7 AO"71 / ,uy/
Monroe 20,499
Conecuh 17,291
Butler 19,404
Crenshaw 14,260
Coffee 19,129
Henry 13,763
Barbour 18,830
Kussell 1 0, / VO
Rondoif 1 6,027
Tallapoosa 2 1 , 94
1
Total 236,338
Macon on ATAzU, OoO
D II 1Duilock 1 2, 278
Montgomery 32,440
Lowndes 1 A AAH1 0, oou
/~i 1 _Llarke 1 8,701
Washington 14,396
Choctaw 1 6,840
Sumter 1 o,o Jo
Marengo 21 ,816
Wilcox 21,475
Dallas 33,014
Perry 15,819
Hale 16,663
Greene 1 T OAA1 j,yoo
Pickens 18,376
Fayette 14,966
Winston 13,805
Jackson 29,343
Total 350,030
Total 586,368
Alabama
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Open
General Country
State Stratum Area County Population
Kentucky III 1 Cumberland 8,031
Clinton 8,685
Wayne 13,541
McCreary 16,660
Whitley 22,452 X
Knox 25,879
Bell 27,752
Harlan 34,479 X
Letcher 26,852
Pike 66,961
Floyd 42,431
Total 293,723
IV 1 Knott 18,466
Perry 31,593 X
Leslie 14,890
Cloy 21,410
Owsley 7,159
Jackson 13,101
Rockcastle 11,633
Estill 10,439
Lee 7,697
Wolfe 6,800 X
Breathitt 17,986
Magoffin 12,665
Johnson 18,441
Morgan 12,693
Rowan 9,606
Elliott 6,847
Lawrence 12,403
Total 233,829
Grand Total 527,552
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Open
General Country
State Stratum Area County Population
Louisiana V 2 Washington 17,695
St. Helena 8,590
Livingston 17,501 X
East Feliciana 10,274 X
West Feliciana 9,233
Total 63,293
VI 4 St. Landry 49,565
Evangeline 21,170
Avoyelles 23,753
Concordia 8,253
Franklin 24,414 X
Catahoula 9,336
Natchitoches 26,381 X
Red River 10,325
Morehouse 17,148
West Carroll 15,144
Total 205,489
VII 5 Union 14,358 XX
DeSoto 17,902
Bienville 13,676
Winn 9,773
Caldwell 7,573
Grant 10,764
Sabine 16,239
Total 90,285
Grand Total 359,067
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Open
General Country
State Stratum Area County Population
Mississippi VIII 3 Benton 8,120
Marshall 20,817
Tate 14,747
Yalobusha 10,561
Calhoun 13,624
Chickasaw 14,442
Clay 11,325 X
Oktibbeha 16,587
Noxubee 16,248
Winston 16,334
Choctaw 8,728
Attala 18,643
Holmes 24,406 X
Yazoo 25,059
Madison 23,295
Leake 18,815
Total 261,751
IX 3 Neshoba 21,139 X
Kemper 14,206
Newton 16,232
Hinds 37,189
Claiborne 8,769
Copiah 21,457
Simpson 17,532
Smith 14,502
Jasper 16,047
Clarke 10,861
Wayne 13,350
Jefferson
Davis 13,952
Lawrence 10,559 X
Jefferson 9,808
Adams 9,516
Wilkinson 10,167
Amite 16,274
Total 261,560
X 4 Tunica 20,310 X
Coahoma 30,291 X
Quitman 21,974
Tallahatchie 25,416
Leflore 31,366
Sharkey 10,683
Total 140,340
Grand Total 663,651
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Open
General Country
State Stratum Area County Population
North XI 1 Ashe 20,476 XX
Carolina Watauga 14,685
Avery 11,680
Mitchell 12,435
Yancy 14,965
Madison 17,414
Swain 8,422
Graham 6,371
Cherokee 14,314
Clay 5,650
Macon 13,684
Total 140,096
XII 2 Polk 8,609
Anson 20,152 X
Scotland 17,451
Robeson 64,513 X
Hoke 13,592
Cumberland 55,778
Bladen 26,400
Columbus 38,914
Brunswick 16,782
New Hanover 14,587
Pender 16,294
Duplin 33,054
Onslow 31,866
Total 357,992
Grand Total 498,088
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State
Tennessee
Stratum
General
Area
XIII
XIV
Country
County Population
Stewart 9,175
Clay 7,560
Overton 15,037
Pickett 4,714
Fentress 12,802
Morgan 15,009
Scott 16,058
Union 8,670
Claiborne 24,385
Hancock 9, 116
Johnson 10,873
9,626
Grainger 13,086
16,434
Total 172,545
White 1 1 ,905
Putnam 19,312
Houston 4,460
Humphreys 8,428
Perry 5,608
Warren 14,170
Van Buren 3,264
Bledsoe 7,679
Cocke 18,984
Sevier 20,454
Sequatchie 4,812
Grundy 9,977
Lawrence 22,670
Lewis 4,375
11,310
Total 167,408
^d Total 339,953
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Open
General Country
State Stratum Area County Population
Texas XV 5 Bowie 23,840
Red River 15,023
Franklin 4,446
Titus 9,724
Morris 5,684
Cass 18,227 X
Marion 7,008
Harrison 24,082
Upshur 15,618 X
Rains 3,618
Total 127,270
XVI 5 Henderson 16,407
Freestone 9,309
Leon 7,880
Houston 14,994
Cherokee 21,672
San Augustine 6,327
Sabine 6,142
Newton 9,903 X
Polk 10,911
San Jacinto 7, 1 72
Trinity 7,181
Walker 10,343
Burleson 9,466 X
Total 137,707
Grand Total 264,977
Table 27.—Jasper County, South Carolina, Enumeration Districts, 1970 Housing
Units, and Sannple Segments
Sample Segments
E.D.* H.U. C.H.U. C(.IO) V W X Y Z
1 442 442 44 04 30 21 15 27
2 246 688 69 41 67 58 52 64
3 367 1,055 106 78 104 95 89 101
4 393 1,448 145 115 141 132 126 138
5 168 1,616 162 152
6 328 1,944 194 189 178 169 163 175
7 194 2,138 214 206 200 212
8 352 2,490 249 226 215 243 237 249
9 126 2,616 262 252
10 288 2,904 290 263 289 280 274 286
11 416 3,320 332 300 326 317 31
1
323
12 243 3,563 356 337 354 348
13 105 3,668 367 363 360
*E.D. "2" is incorporated place of Hardeeville
E.D. "8" is incorporated place of Ridgeland
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Table 28.—S-44 Regional Rural Sociology Project Sample Allocation for 2-Stage
Stratified Design
(1) (2) (3) (4) (5) (6) (7)
Primary Unit
State Stratum Selected 8(Pop/ODU) Yj Yj/8(Pop/ODU)j
1 Monroe 33.320 236338 7093.0 13
Alabama Tallapoosa 33.320 236338 7093.0 13
(4.165) II Montgomery 33.320 350030 10505.
1
19
Clarke 33.320 350030 10505.1 19
III Whitley 32.464 293723 9047.6 16
Kentucky Harlan 32.464 293723 9047.6 16
(4.058) IV Perry 32.464 233829 7202.7 13
Wolfe 32.464 233829 7202.7 13
V Livingston 31.960 63293 1980.4 4
E. Feliciana 31.960 3293 1980.4 4
Louisiana VI Franklin 31.960 205489 6429.6 12
(3.995) Natchitoches 3 1 . 960 205489 6429.6 12
VII Union 3 1 . 960 90285 2824.9 5
Union 31.960 90285 2824.9 5
VIII Ashe 29.520 140096 4745.8 9
Ashe 29.520 1 40096 4745.8 9
N. Carolina IX Anson 29.520 357992 12127.1 22
(3.69) Robeson 29.520 357992 12127. 22
X Union 32.264 172545 5328.6 10
Hancock 32.264 1 72545 5348.6 10
Tennessee
(4.033) XI Houston 32.264 1 67408 5188.7 9
Humphreys 32.264 167408 5188.7 9
XII Cass 29.288 127270 4345.4 8
Texas Upshur 29.288 1 27270 4345.4 8
(3.661) XIII Newton 29.288 1 37707 4701 .8 8
Burleson 29.288 1 37707 4701 .8 8
XIV Clay 29.504 261751 8871 .7 16
Holmes 29.504 261751 8871.7 16
Mississippi XV Neshoba 29.504 261560 8865.3 16
(3.688) Lawrence 29.504 261560 8865.3 16
XVI Tunica 29.504 1 40340 4756.6 9
Coahoma 29.504 140340 4756.6 9
208068.6 3782
Col. (6)
' = 375
Sum of Col. (6)
^This figure exceeds the prescribed overall sample size of 375 area segments because the Njj's have been
rounded off.
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Table 29.—Summary of Selected Sample by State and County
State County
Number
Segments
Expected
N
Obtained
N
Percent of
Expected
Obtained
Alabama Monroe 13 104 58 55.7
Tallapoosa 13 104 70 67.3
Montgomery 19 152 108 71.0
rinrtv-iiarK 10 ^'^01 3Z inn O.J. o
1 OTO
1
AA D 1 Z OOAJOO Oj.o
Kentucky Whitley 16 128 78 60.9
Harlan 16 128 61 47.6
Perry 13 104 60 57.6
woite 1 o 1114 A7O/ A/t /<04 .
4
lotal DO 404 OAA206 J/.O
Louisiana Livingston 4 32 15 46.9
E. Feliciana 4 32 5 15.6
Franklin 12 96 36 37.5
Natchitoches 12 96 37 38.5
Union in an mO . O
1 otal AO 1 OO132 jy. J
Mississippi \~iay 1
A
lO IZO niO 1 AT 0OJ . /
Holmes 16 128 111 86.7
Neshoba 16 128 78 60.9
Lawrence 16 128 79 61.7
Tunica 9 72 30 41.6
Coahoma y iZ OO^Z 44.4
Total 82 656 411 62.6
North Ashe 18 144 121 84.0
Carolina Anson 22 176 100 56.8
Robeson I/O 1 1 / AA A00.4
1 otal AOoz 4yo AQ 0OO . L
Tennessee Union 10 80 62 77.5
Hancock 10 80 71 88.7
Houston 9 72 76 105.5
Humphreys y TO1z oy Q 1 Oo 1 .y
1 otal 3o 304 OAO26o OO ooo.Z
Texas Cass 8 64 36 56.2
Upshur 8 64 ^A34 53.
1
Newton Q AOoy 1 U/ .o
Burleson 8 64 47 73.4
Total 32 256 186 72.7
Grand Total 378 3024 1953 64.6
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Table 30, — Summary of S-79 Sample by State and County
Obtained Obtained
State County Open Non-op
Alabama Clarke 122 0
Monroe 75 0
Fayette 107 23
Tallapoosa 80 13
Total 384 36
Georgia Greene 89 0
Liberty 57 0
Union 61 0
Total 207 0
Kentucky Harlan 94 61
Perry 67 30
Whitley 93 50
Wolfe 63 6
Total 317 147
Louisiana E. Feliciana 21 18
Franklin 92 48
Livingston 31 14
Nachitoches 78 83
Union 74 36
Total 296 199
Mississippi Clay 55 0
Coahoma 18 0
Holmes 77 0
Lawrence 56 0
Neshoba 94 0
Tunica 31 0
Total 331 0
North Anson 83 4
Carolina Ashe 93 0
Robeson 109 0
Total 285 4
South Georgetown 58 38
Carolina Jasper 50 0
McCormick 44 0
Total 152 38
Tennessee Hancock 57 0
Houston 60 0
Humphreys 59 1
Union 54 0
Total 230 1
Grand Total 2202 425
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Table 31. — Eligible Counties in Georgia and South Carolina
Georgia South Caroline
Dawson
Fannin
Gilmer
Lumpkin
Rabun
Towns
Union
White
Haralson
Heard
Paulding
Stephens
Fayette
Meriwether
Greene
Hancock
Jasper
Putnam
Saliaferro
Warren
Wilkes
Burke
Dodge
Laurens
Screven
Telfair
Calhoun
Cloy
Quitman
Randolf
Schley
Terrell
Webster
Appling
Atkinson
Brooks
Emanuel
Jeff Davis
Lanier
Montgomery
Thomas
Toombs
Brantley
Bryan
Camden
Charlton
Clinch
Echols
Glynn
Liberty
Long
Mcintosh
Pierce
Wayne
Glascock
Marion
Taylor
Twiggs
Washington
Wilkison
Baker
Early
Murray
Chatooga
Wilcox
Oconee
Lancaster
Fa.rfield
McCormick
Williamsburg
Kershaw
Allendale
Bamberg
Barnwell
Clarendon
Hampton
Lee
Sumter
Beaufort
Berkeley
Colleton
Dorchester
Georgetown
Jasper
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APPENDIX E
Guttman Scale Analysis for Four Communications Items
GUTTMAN SCALE MODEL
GUHAAAN SCALE ANALYSIS
I
' News I Tele "T TV I Radio | Total"!
I
["-^"IT" prT~~|~o"r"i ~
I SCALE '
I
'
I
'
I I
I SCORE
_L 111 '|_J-'_1 L'L'
1 ~o—
^
—
r—
—
I
— I ~"r—^~o^l—
1
—
I
I
I I
I M
L I |_8_J [Jl-\ {_8_13 I
I
'
I I
"
I 1 -LaU |J2_X \j2_\ 4-1^1—
2 I
I
I
I
30
'
,
I
-
I
I 1113,]
n- r-n3-|-T^-r-r^-[—j-n0
I
I
I
I 23
I
TOTAL I
I
I I
111
I
I L.24_ I 134 I I 53 I 1_69_ I '
PERCENT
, I I
' I
I
I
I 22 I l31 I
^
48 J_ I 63 I I
—|-o-^T—f~~| ~T--1
I
I
—
ERRORS
I I I
'
I
I
I
I
I 1^* I J_14:J 1_51_J |_0*_J. I
* RESPONSES IN ERROR
GUTTMAN SCALE MODEL
COEFFICIENT OF REPRODUCIBILITY 0.8423
MINIMUM MARGINAL REPRODUCIBILITY 0.6554
PERCENT IMPROVEMENT 0.1869
COEFFICIENT OF SCALIBILITY 0.5425
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GUTTAAAN SCALE MODEL
N T1 A
t ct u
w L T1 1
co t V \j
vJootKVtu rKcL/lv. 1 cU
0 0 0 0 23 20.01 0.447
AU AU AU 1 ZZ OA A"720.07 A 1 OX.0. 186
0 0 1 0 5 6.01 0. 168
U AU 11 1 1 Z 15.35 0.729
0 1 A A 3 4. 14 0.312
0 1 0 1 7 5.53 0.392
AU 1 11 AU 4 2.85 0.464
AU 11 11 11 1 1 1 1 oo1 1 .oo 0.066
1
AU AU AU 1 3.85 2. 107
1 0 0 1 2 4.01 1 .009
1 0 1 0 5 1 .33 10.082
1 0 1 1 7 3.92 2.422
1 1 0 0 0 0.98 0.977
1 1 0 1 0 2.05 2.049
1 1 1 0 1 1.54 0.189
1 1 1 1 8 7.50 0.034
CLASS SCORE
TO
Tl
TO
T2
TO
Tl
T3
T3
TO
Tl
TO
T2
TO
T4
T4
T4
CHI-SQUARE 21.633
DEGREES OF FREEDOM 10
NUMBER OF CASES 1 1
1
REQUIRED PROBABIUTY 0.1600
OF MISCLASSIFICATION
STANDARD ERROR 0.0254
SCALE RELIABILITY 0.5945
FLAT RELIABILITY 0.6324
STANDARD ERROR 0.0646
AVERAGE SCORE 1.4742
STANDARD ERROR 0.1916
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CORRELATION COEFFICIENTS
NEWS
TELE
TV
RADIO
SCALE-ITEM
NEWS
1.0000
0.0783
0.4180
0.0939
0.2881
TELE
0.0783
1.0000
0.3039
0.1960
0.2856
TV
0.4180
0.3039
1 .0000
0.1880
0.4590
RADIO
0.0939
0.1960
0.1880
1.0000
0.2260
MARGINAL FREQUENCIES
TRUE TYPES
STARTING PARAMETERS
PARAMETER ESTIMATES
STANDARD ERRORS
RADIO
69
TO Tl
0.30263 0.28947
0.30391 0.26400
TV
53
T2
0.15789
0.18431
TELE
34
T3
0.14474
0.14955
NEWS
24
T4
0.09823
BETA
6.00000
6.25088
0.06282 0.07319 0.06761 0.06006 0.04435 0.99266
INFORMATION (SINGLE OBSERVATION) AAATRIX
TO
Tl
T2
T3
BETA
TO
0.4380
-0.2252
-0.0806
-0.0513
0.1720
Tl
-0.2752
0.5946
-0.2253
-0.0589
-0.7065
T2
-0.0806
-0.2253
0.5074
-0.1697
-0.0418
T3
-0.0513
-0.0589
-0.1697
0.4004
-0.1212
BETA
0.1720
-0.7065
-0.0418
-0.1212
109.3763
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