Abstract-Graph-based clustering methods have demonstrated the effectiveness in various applications. Generally, existing graph-based clustering methods first construct a graph to represent the input data and then partition it to generate the clustering result. However, such a stepwise manner may make the constructed graph not fit the requirements for the subsequent decomposition, leading to compromised clustering accuracy. To this end, we propose a joint learning framework, which is able to learn the graph and the clustering result simultaneously, such that the resulting graph is tailored to the clustering task. The proposed model is formulated as a well-defined nonnegative and off-diagonal constrained optimization problem, which is further efficiently solved with convergence theoretically guaranteed. The advantage of the proposed model is demonstrated by comparing with 19 state-of-the-art clustering methods on 10 datasets with 4 clustering metrics.
I. INTRODUCTION
Clustering aims to partition the input data into different groups, where the samples in the same group are more similar to each other than to those in other groups. Many realworld applications can be formulated as a clustering problem, e.g., image segmentation [1] , [2] , image classification [3] , community detection [4] , recommender system [5] , tumor discovery [6] , [7] , [8] , and data visualization [9] . Over the past several decades, many clustering methods were proposed like K-means, Gaussian mixture models (GMM) [10] , mean shift [11] , [12] , and various graph-based clustering methods [13] , [14] , [15] , [16] , [17] . Particularly, graph based clustering methods have achieved impressive performance in various applications, which represent input data with a graph, and then partition the graph into subgraphs. The representative graph based clustering methods are spectral clustering (SC) [13] , [14] , [17] and symmetric nonnegative matrix factorization (SymNMF) [15] , [16] .
How to build a reasonable graph plays a critical role in graph-based clustering, since the quality of the graph usually determines the final clustering performance seriously. The most-well known graph construction method is p-nearestneighbor algorithm that connects the sample with its top p nearest samples with nonnegative weights to measure their similarities, and assigns 0 to the non-connect samples. This method may not perform well as it is not robust to various types of noise [18] . To solve this problem, many advanced graph construction methods were proposed [18] , [19] , [20] , [21] , [22] , [23] , [23] , [3] . See the detailed review in section II-B. Generally, given the constructed graph, graph-based clustering needs two extra steps to finish the clustering task, i.e., i) embed the graph into a low-dimensional space (like spectral embedding), and ii) divide the embeddings into different clusters through post-processing like K-means.
The question then arises: does the constructed graph always fit the requirements for the subsequent partition task? The answer is no!
In this paper, we study a joint learning model that can simultaneously construct the graph and divide the data into different clusters. When optimizing the proposed joint model, the tasks of the graph construction and data partition can well communicate with each other to achieve mutual refinement. Therefore, the resulting graph is tailored to the clustering task. It is also worth pointing out that using a joint optimization framework to deal with two correlated tasks has proven to be effective in many works [3] , [24] , [25] , [26] , [27] , [28] , [29] , [28] . Specifically, the constructed graph explores information from the following three aspects: i) the initial similarity graph, which is practical in many applications; ii), the input data, which contain rich information; and iii), the clustering result, which is more discriminative than the input data. The proposed model is finally formulated as a nonnegative and off-diagonal 1 constrained optimization problem, which can be solved efficiently in an iterative manner with convergence guaranteed. By comparing the proposed model with 19 stateof-the-art clustering methods on 10 widely used datasets with 4 clustering metrics, the advantage of the proposed model is validated. In addition, the improvement of the proposed model is confirmed by the Wilcoxon rank sum test with a significance level of 0.05.
Our main contributions are summarized as follows:
1. The proposed method simultaneously learns a cluster membership matrix and an affinity graph, which can exploit the mutual enhancement relation between the two separate steps and lead to a more global solution.
2. The proposed optimization method has the following theoretical guarantees: i), the constraints in the proposed model can be naturally satisfied 2 in the optimization process; ii), each optimization step can decrease the value of the objective function; and iii), the converged limit point is a stationary point that satisfies the KarushKuhn-Tucker (KKT) conditions. The rest of this paper is organized as follows. In section II, we discuss the related works. Section III presents the proposed model, the optimization method, its computational complexity analysis and its theoretical guarantees. Experimental comparisons and analyses are shown in section IV, and finally section V concludes this paper.
II. RELATED WORK

A. Notation
Throughout this paper, matrices are denoted by boldface uppercase letters, e.g., A, and the element at the ith row and jth column of a matrix is denoted as A ij or a ij . Vectors are represented by boldface lowercase letters, e.g., a and scales are represented by italic lowercase letters, e.g., a. Moreover, is the Frobenius norm of matrix A, A ∞ = max ij |A ij | returns the maximum absolute value of matrix A, diag(·) returns the diagonal elements of a matrix as a vector, ⊙ returns the Hadamard product of two matrices, i.e., the element-wise multiplication of two matrices, exp(·) returns the exponential value, ·, · calculates the inner product of two matrices, I k denotes an identity matrix of size k × k, and A ≥ 0 means each element of A is greater than or equal to 0, i,e., A ij ≥ 0, ∀i, j. X = {x 1 , x 2 , . . . , x n } ∈ R d×n denotes the input data, x i ∈ R d×1 is the ith sample, n, d, and c represent the number of samples, the dimension of features, and the number of classes, respectively,
B. Graph-based Clustering
Different from traditional clustering methods (like K-means) that partition the raw features X straightforwardly, graph clustering [15] , [13] transforms data clustering as a graph partition problem. Specifically, a typical graph clustering method is composed of the following steps:
1. Given X, generate an affinity graph matrix G ∈ R n×n to represent X, where the entries in G denote the similarities between the corresponding samples. 2. Decompose the normalized affinity matrix (also known as Laplacian matrix) to generate the low-dimensional embeddings. 3. Obtain the cluster indicator matrix according to the embeddings.
In the following, we will briefly discuss the widely used approaches for each step.
1) Graph construction:
The most widely used graph is p-nearest-neighbor (pNN) graph [30] that only connects a specified sample with its top p nearest samples under some distance metrics. Specifically,
where P(x i ) indicates the top p nearest samples of x i , and G ij is the weight between x i and x j . The binary weighting strategy simply sets G ij = 1 for the connected samples. Another weighting strategy is to use the radial basis function kernel (RBF), i.e.,
to measure the similarities between the samples, where σ 2 is the band width of the RBF kernel.
Another widely used graph construction method is ǫ-neighborhood graph that connects a certain sample with other samples within a ball of radius ǫ.
Both pNN and ǫ-neighborhood graphs are sensitive to the outliers and noises. To overcome this drawback, many advanced learning methods were proposed to construct the weight matrix of the graph recently. For example, Cheng et al. [18] proposed to learn an ℓ 1 graph based on the sparsity property of the ℓ 1 norm. Nie et al. [22] proposed to learn the neighbors adaptively. Dong et al. [23] constructed the graph from the perspective of graph signal processing. Wu et al. [3] constructed a discriminative graph with the guidance of the supervisory information. Moreover, many models build the affinity graph by the self-representative property of the input data [19] , [20] , [21] ;
2) Low-dimensional embedding: Given W, graph clustering decomposes W to generate a lower-dimensional embedding. For example, SC [13] is formulated as
where V ∈ R n×k is the dimension-reduced embedding and can be calculated by the spectral decomposition of W. As an alternative, SymNMF [16] , [15] decomposes the affinity matrix to be the product of a nonnegative matrix and its transpose,
to produce the lower-dimensional embedding. Other advanced methods like sparse SC (SSC) [31] seeks a block diagonal appearance of VV T , and nonnegative spectral clustering [14] generates an orthogonal nonnegative embedding.
3) Generation of the clustering indicator matrix: Since the lower-dimensional embedding in graph clustering usually can not indicate the cluster membership, traditionally postprocessing like K-means should be carried out to obtain the final clustering result. As a special case, SymNMF generates a nonnegative embedding and the position of the largest value in the ith row indicates the cluster membership of x i .
III. PROPOSED MODEL
A. Model Formulation
As aforementioned, the quality of the graph determines the clustering performance of a graph-based clustering method seriously. However, the existing graph-based clustering methods usually first construct a graph, and then partition it to generate the clustering result with extra processes. It is not clear whether the constructed graph fits the partitioning or not? In other words, the graph construction methods of existing graph clustering methods are not specifically designed with a clustering-purpose, which may lead to compromised clustering performance.
To this end, we propose a clustering-aware graph construction model, which can learn an adaptive graph and generate the clustering result simultaneously. Along with optimizing the proposed joint model, the constructed graph is able to fit the clustering task. Specifically, the proposed model is mathematically formulated as:
where S ∈ R n×n is the adaptive similarity matrix, V ∈ R n×c is the clustering indicator matrix with c being the number of classes, and W is the initial graph matrix. In what follows, we will explain the proposed model in detail.
The first term X − XS 2 F as well as the constraints S ≥ 0, and (S) = 0 explores the relationship between samples with a self-expressive manner, diag(S) = 0 removes the trivial solution, i.e., S = I n , and S ≥ 0 guarantees that the learned weight matrix S is a valid similarity matrix. In addition, it has been theoretically proven that a self-expressive model has the property of intra-subspace projection dominance (IPD) [21] , i.e., the coefficients over intra subspaces data points are larger than those over inter-subspace data points. Based on IPD, it is expected that S ij for samples from the same subspace will have larger values.
From the forward perspective, the second term S−VV
with the nonnegative constraint V ≥ 0 is responsible for generating the clustering result. That is, assume S is available, the position of the largest value in ith row of the decomposed V indicates the cluster membership of x i , i ∈ {i, . . . , n} like SymNMF. From the backward perspective, the clustering result V will be beneficial to the learning of the unknown similarity matrix S. That is, the nonnegative constraint on V make the rows of the resulting V to be discriminative, and thus, also used to refine the graph S. Since V is nonnegative, their inner product VV T can indicate the similarity between samples precisely, which is further propagated to S by minimizing the second term. Moreover, for an ideal similarity matrix, we have
where l(x i ) returns the ground-truth label of x i . It is clear that the ideal similarity matrix is block diagonal and low rank. Minimizing the second term will also seek the low-rankness of S to pursue the ideal appearance, since the rank of VV T is no greater than c. Such a bi-directional strategy is different from the traditional forward graph-based clustering methods, which overlook the information from clustering result in graph construction.
The third term has two functions: i) it approximates the initial graph which is usually useful in practical applications, and ii) it plays as an ℓ 2 regularization prior, which encourages the self-expressive term to produce more connections between data samples [32] .
When optimizing Eq. (5) iteratively, the clustering result can generate valuable discriminative information and give feedback to guide the construction of the similarity graph. Therefore, the learned graph is tailored to the clustering task. Moreover, since V is nonnegative, our model is able to generate the clustering indicator without extra post-processing like K-means.
B. Optimization Method
To solve Eq. (5), we first introduce the Lagrangian function as
where Φ ∈ R n×n ≥ 0 and Ψ ∈ R c×n ≥ 0 are the Lagrangian multiplier matrices and O(V, S) denotes the objective function in Eq. (5) . Following the KKT conditions, the optimal solution of Eq. (5) also makes the derivatives of L(S, V, Φ, Ψ) with respect to (w.r.t.) S and V to be 0, i.e.,
and
where 0 is a zero matrix with proper size. From the KKT complementary slackness conditions Φ ij S 2 ij = 0 and Ψ ij V 4 ij = 0, ∀i, j, we obtain the following updating equations for S and V, respectively, i.e.,
where X T X + and X T X − separate the positive and negative elements of X T X 3 , i.e.,
, and
The optimization method is summarized in Algorithm 1. The convergence criteria for Algorithm 1 is Update S with fixed V by Eq. (10); 3: Update V with fixed S by Eq. (11); 4: end while 5: Return V.
C. Computational Complexity
The sizes of X, V, S, X T X 4 are d × n, n × c, n × n, n× n, respectively. The computational complexities for VV T ,
respectively. Therefore, the computational complexity for step-2 and step-3 of Algorithm 1 are O(n 2 c+ 2n 3 ) and O(2n 2 c+ 2c 2 n), respectively. And the overall computational complexity of each iteration of Algorithm 1 is O(2n
D. Convergence Analysis of Algorithm 1
Theorem 1: Algorithm 1 has the following properties:
1) the objective value decreases (i.e., non-increases) at each iteration, and Algorithm 1 is locally convergent;
2) when it is convergent, the limit point satisfies the KKT conditions, which indicates the correctness of it. 3) when both V and S are initialized with nonnegative matrices, the non-negativity for them is guaranteed at each iteration, i.e., V t ≥ 0, S t ≥ 0, ∀t. Moreover, when S is initialized with a nonnegative matrix whose diagonal elements equal to zero, at each iteration, diag(S t ) = 0, ∀t is guaranteed.
The detailed proof of Theorem 1 can be found in the Appendix.
IV. EXPERIMENTAL ANALYSIS
In this section, we conducted extensive experiments to validate the effectiveness of the proposed model. Specifically, we compared the proposed model with 19 state-of-the-art methods on 10 commonly used datasets with 4 clustering metrics. Moreover, we adopted the Wilcoxon rank sum test [33] to evaluate the performance of the proposed model with a significance level of 0.05. 
A. Experiment Settings
The compared methods are summarized as follows:
1, SymNMF [16] , [15] is a symmetric low rank decomposition of graph, which can directly produce the clustering result. 2, SC is a graph clustering method based on spectral decomposition. In this paper, we adopted the SC method presented in [13] . 3, SSC [31] is a convex formulation of SC with a sparse regularizer. 4, PCA is a linear dimensionality reduction method. 5, RPCA [34] , [35] solves a convex optimization problem that is more robust to noise and outliers than the traditional PCA. 6, GLPCA [36] is a kind of PCA with a nonlinear graph regularization. 7, NMF [37] is a linear dimensionality reduction method that decomposes a nonnegative matrix into two nonnegative matrices with smaller sizes. 8, GNMF [38] is an NMF model with graph regularization. 9, GMF [39] is a graph regularized low rank matrix approximation method. 10, GRPCA [40] is a graph regularized robust PCA method. 11, K-means is a basic clustering method. 13, LRR [19] , [41] is subspace clustering method with a low rank constraint on the coefficient matrix. 14, L2-Graph [21] is subspace clustering method with a Frobenius norm on the coefficient matrix. 15, CAN [22] is a SC method with a learned graph according to the raw features. 16, RSS [42] simultaneously learns an affinity matrix and a subspace coefficient matrix. RSSA uses the affinity matrix to build the graph. 17, RSSR [42] uses the coefficient matrix to build the graph. 18, RSSAR [42] adopts both the affinity matrix and coefficient matrix to construct the graph. 19, To evaluate the effectiveness of the joint manner of graph construction and clustering, we made up a model termed L2-SymNMF that first builds an L2-Graph, then applies SymNMF on that graph to produce the clustering result. 20, "Proposed" denotes the proposed model. 
The highest value is highlighted by gray, the second and third highest values are marked by bold, the forth and the fifth highest values are underlined. ↓ and ♦ indicate the proposed method is significantly better/worse, respectively than the compared method according to the Wilcoxon rank sum test. Moreover, • means there is no significant difference between the proposed model and the compared methods.
For all the methods involving a graph structure, we adopted the same pNN graph with the RBF kernel, where p was set to LR(log 2 n + 1) [30] , σ equals to the the mean distance between the sample and its p-nearest-neighbors, and LR(x) returns the lower down round of x. Different methods have different hyper-parameters. For all the methods, the hyperparameters were determined via exhaustive searching from {0.01, 0.1, 1, 10, 100, 1000} for fair comparison. For all the graph learning methods like LLR and L2-Graph, a standard SC [13] was adopted to produce the clustering result. For all the data representation methods and spectral clustering based methods, K-means was performed on the embeddings to generate the final clustering result. To remove the influence of the randomness in K-means and initialization, we repeated each methods 20 times and reported the mean values with standard deviation. Clustering results were evaluated by the following commonly used metrics: clustering accuracy (ACC) [43] , normalized mutual information (NMI) [43] , Purity (PUR) and adjust rand index (ARI). ACC, NMI and PUR all lay in the range of [0, 1], while ARI lays in the range of [−1, 1]. Larger value indicates better clustering performance for all the metrics.
We selected 10 datasets to evaluate the performance of different methods. The number of samples varies from hundreds to thousands and the number of classes varies from 2 to 36. See the detailed information about those datasets from Table  I . Tables II-XI show the clustering performance of different  methods, and Tables XII-XIII summarize datasets. Especially, on IRIS, the ACC increases more than 35% compared with SymNMF. Moreover, according to the Wilcoxon rank sum test, the improvements under all the cases (40/40) are significant, which validates our basic assumption that the predefined similarity graph is usually not the best choice. By learning a reasonable graph from raw features, the proposed model can generate the graph with higher quality.
B. Clustering Performance Analysis
2) NMF and GNMF require the input data to be nonnegative, so they are not applicable to IONSHPERE and ISOLET due to that IONSHPERE and ISOLET consist of mixed signed data. Although our model also contains the nonnegative constraints on S and V, it can cope with the mixed sign data by separating the negative and positive components in X T X. Therefore, our method is more flexible than NMF-like methods.
3) SymNMF performs better than SC in most cases (29/40). Taking IRIS as an example, ACC increases 45% and PUR increases 105%. Note that both SymNMF and SC utilize the same predefined graph in the experiments, the advantage of SymNMF over SC validates that directly generating data partition is beneficial to clustering. 4) CAN is a graph clustering method with an adaptive graph according to the raw features, and SSC is an advanced SC method based on the predefined graph. CAN performs better than SSC on ECOIL, LIBRAS, YEAST and MSRA, while SSC performs better than CAN on IONSHPERE, ISOLET, SOYBEAN, BINAL-PHA, WINE and IRIS. This phenomenon demonstrates that both the raw features and the predefined graph are important to clustering if they are well exploited. 5) Real world datasets are usually full of different types of noises and outliers, so the models that are robust to noises and outliers may produce high quality clustering result. For example, the robust models like RPCA and GRPCA get quite well performance on ECOIL, YEAST, IONSPHERE, IRIS, BINAPHPA and ISOLET. Moreover, according to the IPD property of L2 norm [21] , the L2-Graph is also robust to noises, which is also applicable to our model. 6) The methods with a graph regularizer usually perform better than the original models. For example, GNMF performs better than NMF and GMF performs better than PCA. This phenomenon exposes the importance of exploiting the local structures in clustering. Both PCA and NMF can be regarded as the variants of K-means [44] , [45] in a soft manner, and the graph regularizer is highly related to spectral clustering [46] . These phenomena suggest that graph clustering can usually generate better clustering result than K-means like methods. 7) The proposed model performs significantly better than L2-Graph in most cases (34/40) according to the Wilcoxon rank-sum test. It also obtains better performance than L2-SymNMF in most cases (34/40). Especially, (30/40) of them are significantly better. Taking ECOIL as an example, the proposed model generates approximate 50% higher ACC than L2-Graph and L2-SymNMF. Both L2-Graph and L2-SymNMF learn the graph from the raw features with a Frobenius norm on the coefficient matrix like our model. While our method is processed in a joint manner. Those phenomena verify that the constructed graph in our model is more suitable for clustering. 8) Table XII summarizes the ranking of the proposed model among all the 20 methods on all the datasets with different metrics. What is noteworthy in Table XII is that the proposed model ranks the first under 29 out of 40 cases (72.5%). Moreover, the proposed model ranks top 3 under (92.5%) cases. Table XIII sums up whether the proposed method is significantly better, or worse than the compared methods. It is apparent from Table XIII that the proposed model performs significantly better than the compared methods in more than 90% of cases; and only in less than 3% of cases that the proposed model gets significantly worse results. The above analyses support the conclusion that the proposed model produces better clustering performance than the compared 19 models on those 10 datasets.
C. Parameter Sensitivity Analysis
There are two hyper-parameters in the proposed model, where α and β adjust the contributions to graph construction from the raw features and the predefined graph, respectively. Fig. 1 plots the values of ACC w.r.t. different α and β, where we can see that
1) The highest ACC never occurs when α = 0 or β = 0, which indicates that both α and β are critical to the proposed model. Moreover, the lowest value always appears when both α = 0 and β = 0. The reason is straightforward, when α = β = 0, no useful information can be transferred to the cluster membership matrix V.
2) The optimal ACCs of all the datasets usually occur in a common range, i.e., α ∈ {0.1, 10}, and β ∈ {1, 100}, which validates the robustness of our model to the hyperparameters.
D. Convergence Analysis
The convergence of the proposed optimization method has been theoretically proven in section III-D. Here, we study its empirical convergence behavior. Specifically, Fig. 2 shows the objective function values according to the iteration number on all the datasets when α = 1 and β = 1, from which we can observe that the values of the objective function decrease monotonically on all the datasets with the increase of the number of iterations, which is consistent with the theoretical analysis. Moreover, on all the datasets the objective values get convergent in approximately 100 iterations, which illustrates the high efficiency of our optimization method.
E. Comparisons of Running Time
The running time comparisons are shown in Fig. 3 for all the methods with all the hyper-parameters setting to 1. From  Fig. 3 , we have the following observations.
1) The proposed method is usually faster than SSC and LRR and comparable to GRPCA. The reason is that SSC needs to compute the spectral decomposition of an n×n matrix many times, and both LLR and GRPCA need to compute the SVD of an n × n matrix repeatedly. Note that the computational complexities of both spectral decomposition and SVD are as high as O(n 3 ).
2) Our model is only slightly slower than SymNMF. Taking the superior clustering performance of our model over SymNMF into consideration, sacrificing a little training time is acceptable. 3) The number of samples determines how much time our model will take. How to reduce the computational complexity of our model will be further investigated in our future work.
V. CONCLUSION In this paper, we have presented a graph clustering model that can learn the graph and partition the data simultaneously. Since those two tasks are optimized in a joint manner, the constructed graph is tailored to the task of clustering. Therefore, the clustering performance can be further improved. In addition, the proposed model is solved via an alternative optimization method, which can converge to the KKT points under some mild conditions. The extensive experimental results demonstrate that the proposed model can achieve much better clustering performance than 19 state-of-the-art methods.
The proposed model explores the information from raw features in a linear manner, i.e., min S X − XS 2 F . Since Eq. (11) only relates to the inner product of the input (i.e., X T X), the proposed model has potential for exploiting the non-linear relation from the raw features with a kernel trick, which will be investigated in our future work.
APPENDIX A PROOF OF THEOREM 1
A. Proof of Theorem 1-1
According to [37] , the following Lemma 1 and Definition 1 can be used to prove Theorem 1-1. Definition 1 g(h, h ′ ) is a upper-bound auxiliary function for f (h) if the following two conditions are satisfied
Lemma 1 If g is a upper-bound auxiliary function of f , f is decreasing 5 under the update
See the proof of Lemma 1 at [37] . According to Lemma 1, if we can find appropriate upper-bound auxiliary functions for Eq. (5) w.r.t. S (with the fixed V) and V (with the fixed S), respectively, and then show the updating rules in Eq. (10) and Eq. (11) decrease the corresponding upper-bound functions, Theorem 1-1 can be proved. Excluding terms uncorrelated to S, the objective function w.r.t. S is written as
where
5 non-increasing, to be precise.
For the V-block, the corresponding objective function is
The adopted upper-bound auxiliary functions for Eqs. (15) and (16) 
Lemma 3 The upper-bound auxiliary function for Eq. (16) is
Proof of Lemma 2: Lemma 2 can be proved based on the following 4 inequalities. 
Moreover, all the equalities hold when S = S ′ . See the proofs of those inequalities in Appendix B. According to Proposition 1, Lemma 2 can be easily proved. To find the minimum of Eq. (17), we take
The detailed calculation of those derivatives can be found in Appendix B. Moreover, the Hessian matrix containing the second order derivatives
is a diagonal matrix with each element no less than 0, where δ ij is a delta function, i.e.,
Therefore, Eq. (17) is a convex function, where we can get its global minimization by setting ∂fs(S,S ′ ) ∂Sij = 0, i.e.,
which is exactly the same as Eq. (10). Accordingly, we can conclude that the S-step decreases the objective function of Eq. (5) 
Moreover, all the equalities hold when V = V ′ . See the proof of Proposition 2 in Appendix C. Let's take
f v (V, V ′ )'s Hessian matrix is also a positive diagonal matrix with
Therefore, (27) which is exactly the same as Eq. (11) . Accordingly, we can conclude that the V-step decreases the objective function of Eq. (5). In addition, Eq. (5) is lower-bounded, and thus Algorithm 1 is locally convergent. The proof of Theorem 1-1 is complete.
B. Proof of Theorem 1-2
Recalling the Lagrangian function of Eq. (5) in Eq. (7), its KKT conditions [47] are summarized as
Let's first prove the KKT conditions related to S hold. Without loss of generality, assume S is initialized with a positive matrix, i.e., S 0 > 0, and {S t } +∞ t=0 converges to S * . At convergence, we have either S * ij > 0 (case 1) or S * ij = 0 (case 2).
For case 1, we have
Accordingly, we have
which equals to
(31) Consequently, we have
And the KKT condition Φ ij S ij = 0 also holds. For cases 2, at convergence we have
which means
(34) Φ ij can be obtained by
And the KKT condition Φ ij S ij = 0 also holds.
Based on the above analysis, we can conclude that the following conditions hold:
With the same pipeline, we can prove the following conditions related to V also hold:
Taking both Eqs. (36) and (37) into consideration, the convergent points satisfy the KKT conditions and the proof of Theorem 1-2 is complete.
C. Proof of Theorem 1-3
When initialized with positive matrices, both Eqs. (11) and (10) just consist of operations like multiplication, addition and division of nonnegative matrices. Thus, the non-negativity of both S and V are guaranteed in each iteration.
Moreover, when S is initialized with an off-diagonal matrix, i.e., diag(S) = 0, at each iteration S ii is updated by
where we can recursively obtain that
Since S 0 ii = 0, ∀i, at each iteration diag(S t ) = 0 holds. The proof of Theorem 1-3 is complete, and our algorithm can remove the trivial solution naturally. 
Since A is a symmetric matrix, we can exchange the indicator (ik) in Eq. (40) and get
Combining Eq. (40) 
The proof of Eq. (19b):
According to the inequality x > 1 + log(x), ∀x > 0, and let x = 
Exchanging i with j in f 2 , we have f 2 = ijk B ik S ′ kj S ′ ij (logS ij ). Accordingly,
Finally, the corresponding derivative is
Proof of Eq. (19c):
According to inequality x > 1 + log(x), ∀x > 0, and let x = Sij S ′ ij , we can prove Eq. (48)≥ 0 holds and likewise Eq. (19c). The corresponding derivative is calculated as
Proof of Eq. (19d):
According to the Janson inequality a 2 + b 2 − 2ab ≥ 0, ∀a, b, and let a = S ij , b = S ′ ij , we can prove Eq. (50)≤ 0 holds and likewise Eq. (19d). The corresponding derivative is calculated as 
