For every integer N ≥ 1 and all dimensions d ≥ 1 there exist finite sets x1, . . . , xN ⊂ [0, 1] d whose star-discrepancy with respect to the Lebesgue measure is of order at most (log N ) d−1 N −1 . Recently, Aistleitner, Bilyk, and Nikolov showed that for any normalized Borel measure µ, there exist finite sets whose star-discrepancy with respect to µ is at most (log N ) d− 1 2 N −1 . In the Borel case, even for discrete measures, very little else is known. Herein, we close a gap in the literature when d = 1 by providing an explicit construction of sets that achieve discrepancy no worse than the Lebesgue measure, confirming the conjecture that when d = 1 the Lebesgue measure is the hardest measure to approximate by finite sets. We also provide an algorithm to approximate finitely supported discrete measures depending on the number of points in the support. This is used to produce new results, independent of dimension, for all normalized (finite or infinitely supported) discrete measures given some decay rate on the weights of their Dirac masses.
Introduction
In [ABN] , the authors ask whether the Lebesgue measure is the hardest measure to approximate by finite sets. They guess that the answer is yes and justify the conjecture because the Lebesgue measure is spread throughout the entire cube [0, 1] d and treats all points the same. The notion of approximation used is the star-discrepancy which is defined for a normalized Borel measure µ and a finite set x 1 , . . . , x N by associating a normalized Borel measure ν = 1 N N i=1 δ x i to the finite set. Then, the star-discrepancy between the two normalized Borel measures µ, ν is defined by
where ½ A denotes the indicator function of A and A is the set of all axis-parallel boxes contained in [0, 1] d which have one vertex at the origin. If the measure µ has a nonvanishing continuous component then the method of Roth [Rot54] , over the orthogonal functions can be applied. This has been conducted in [Che85] . The lower bounds for the discrepancy which are obtained in this way are the same as those for the Lebesgue measure. This can be regarded as another indication that the Lebesgue measure is particularly hard to approximate by finite sets.
For the d-dimensional Lebesgue measure λ d it is conjectured that there exists a constant c d dependent only on the dimension such that for every finite atomic measure ν centered at N points, x 1 , . . . , x N , the inequality D * N (ν; λ d ) ≥ c d (log N ) d−1 N holds infinitely often. In other words, the optimal order of approximation of the Lebesgue measure by a finite atomic measure is conjectured to be N −1 (log N ) d−1 . In fact, this is known to be true for dimensions one and two by the work of Schmidt, [Sch72] . Sets that achieve the given are called low-discrepancy point sets, [Nie92] . Similarly, sequences with the conjectured optimal order of convergence N −1 (log N ) d are called low-discrepancy sequences (for the Lebesgue measure). There are essentially three classical families of lowdiscrepancy sequences for the one-dimensional Lebesgue measure: Kronecker sequences, digital sequences, and Halton sequences. In dimension one, further classes of examples have recently been found, e.g. [Car12] , [Wei19] . A discussion of the multi-dimensional picture can be found in [Nie92] . For arbitrary normalized Borel measures the following result yields the best known order of approximation.
Theorem 1.1 (Aistleitner, Bilyk, Nikolov, [ABN] ). For every d ≥ 1, there exists a constant c d (depending only on d) such that the following holds. For every N ≥ 2 and every normalized Borel measure µ on [0, 1] d there exist points
Moreover if (x n ) ∞ n=1 is a sequence, then the discrepancy bound becomes N −1 (log N ) d+ 1 2 .
This theorem improved previous results from [AD14] and [Bec84] where the exponent of log(N ) was (3d + 1)/2 and 2d respectively for finite sets. While the upper bound is very close to the corresponding upper bound in the case of the classical low-discrepancy point sets for the Lebesgue measure, there is still a gap of 1/2 in the exponent.
Here we extend the higher-dimensional story by showing that for large classes of (finite or infinitely supported) discrete measures there exist finite sets x 1 , . . . , x N so that the star discrepancy is at most log(N ) N , which is even faster than the Lebesgue measure for d ≥ 3. More precisely, one can combine Theorem 3.3 and Example 3.5 to form the following weaker, but easier to understand theorem. Theorem 1.2. For every d ≥ 1 and every 0 < r < 1, there exists a constant c r independent of the dimension such that the following holds. For every N ≥ 2 and every normalized measure µ on
The constant c r is defined explicitly in Example 3.5 and is monotonic increasing in r.
Remark 1.3. The condition α i+1 ≤ r i α 1 for r < 1 should be interpreted as enforcing that the discrete measure is not too close to a uniform distribution over points. Moreover the precise formula for c r shows that, at least using this method, measures which are closer to uniform distribution are harder to approximate. This matches the heuristic argument that a measure with equal weights centered at a very big number of points which almost uniformly cover [0, 1] d , e.g. a lattice, should not be much easier to approximate than the Lebesgue measure itself and thus should have (roughly) the same optimal order of approximation. Example 3.7 produces a family of measures with even faster rates, which are further from being uniform. In particular, they have strictly better rates of convergence in their discrepancy than the Lebesgue measure, even when d = 2. We based Theorem 1.2 on Example 3.5 for clear comparison with previous known results.
The proof of Theorem 3.3 which produces Theorem 1.2 is composed of two main parts. First, we constructively approximate discrete measures with a finite number of points, and second use the fact that most points in an infinitely supported normalized measure essentially have negligible total mass allowing the finite approximation to suffice.
So far, we neglected dimension d = 1 in our discussion. The bounds in Theorem 1.1 are not optimal when d = 1. The reason we have better bounds on d = 1 is that [0, 1] is well-ordered and hence this case can be treated by generalizing the arguments given in [HM72a] , [HM72b] . 1 Remark 1.4. Recall that in dimension d = 1, Lebesgue's decomposition theorem states any Borel measure µ can be written as
Where µ ac is absolutely continuous with respect to the Lebesgue measure, that is µ ac is zero on sets of Lebesgue measure zero, µ d is a discrete measure, that is, it is zero on the complement of some countable set, and µ cs is continuous singular, that is, µ cs is zero on the complement of some set B of Lesbesgue measure zero but assigns no weight to any countable set of points. For more details we refer the reader, e.g. to [HS75] , Chapter V. (1) For all N ∈ N, there exists a finite set x 1 , . . . , x N such that
with c a constant independent of N . 1 Hlawka and Mück concentrated on deriving inequalities of Koksma-Hlawka type in their papers and hence did not work out the details regarding approximation of measures. Moreover they made a Lipschitz continuity assumption.
(2) Moreover, there exists a sequence (
for any finite set x 1 , . . . , x N . Moreover, there exists a constant c so that for infinitely many N ∈ N,
Remark 1.6. Note part (3) of the Theorem, combined with (1) and (2) states that in the case where µ has no point masses, the optimal rate of convergence is O(N −1 ) and O(N −1 log(N )) for sets and sequences respectively. In particular, when µ = λ 1 is the Lebesgue measure, it was already known this is the best rate for convergence for point sets [Nie92, Theorem 2.6] and sequences [Sch72] .
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The one-dimensional case
In order to prove Theorem 1.5, we will make use of the following lemma which constructs finite sets and/or sequences for which one can compare the discrepancy with respect to Lebesgue and to an arbitrary Borel measure.
Moreover, if µ has no point masses, that is µ d ([0, 1]) = 0 (see Remark 1.4), then in Equation 2.1 we in fact have equality.
The strategy of the proof is to use a cumulative distribution type function for µ to create an injective function from A → A (recall A is the set of half-open intervals contained in [0, 1] containing 0) that can be used to pull back a set or sequence (v k ) with given Lebesgue discrepancy to find a set or sequence (x k ) that has the same µ discrepancy. When µ d is zero, the distribution function creates a bijection not just an injection. This fails in higherdimensions because axis parallel boxes are no-longer have a well-ordering that also respects the geometry. Namely different boxes can see different points in a different order.
Proof of Lemma 2.1. Note that the function
is non-decreasing and continuous from the left.
Let (v k ) k≥1 be an arbitrary finite or infinite set. For each k ≥ 1 define x k so that
This can be done since f is non-decreasing and continuous from the left. Fix 1 < N ∈ N and J = [0, b).
Consider c := f (b). Due to the monotonicity and one-sided continuity of f one of the following holds:
The first case occurs when f is strictly increasing at b, and the second case occurs if f is constant on a sub-interval containing b. In either case, define b 0 = max{f −1 {f (b)} }. Claim 1: The discrepancy of (x k ) N k=1 with respect to µ over the interval [0, b 0 ) is the same as the Lebesgue discrepancy of (v k ) N k=1 over [0, c). That is
.
so the non-decreasing nature of f combined with the strict inequality forces x k < b 0 . This verifies Claim 1. Claim 2: The discrepancy of (x k ) N k=1 for µ over the intervals [0, b) and [0, b 0 ) are equal. That is
Claim 1 and Claim 2 ensure that for every interval [0, b) associated to µ, the interval [0, f (b)) has the same Lebesgue discrepancy. Taking the supremum over all b ensures
verifying (2.1). When µ = µ ac + µ sc has no discrete part, then f is in fact continuous. Therefore f maps onto [0, 1). Hence taking the supremum over [0, f (b)) is now equivalent to taking the supremum over [0, c) forcing an equality in (2.5).
We now utilize Lemma 2.1 to prove Theorem 1.5.
Proof of Theorem 1.5.
(1) For k = 1, . . . , N , set v k = 2k−1 2N . Let x k be defined as in (2.2). Then by Theorem 2.7 of [Nie92] combined with Lemma 2.1,
(2) Now let (v k ) k∈N be any low-discrepancy sequence with respect to Lebesgue measure and let (x k ) k∈N be defined as in (2.2). Then by Lemma 2.1,
(3) Finally, suppose µ = µ ac + µ sc . Combining Lemma 2.1 with the results of Schmidt and Niederreiter (see Remark 1.6) verifies (1.1) and (1.2).
Thus for an arbitrary normalized Borel measure µ on [0, 1], there exist sequences whose µ discrepancy converges to zero at least as fast as in the Lebesgue case. Moreover when µ has no discrete part, the rate from the Lebesgue measure is in fact optimal. The following example shows that in the discrete case there exist sequences whose discrepancy converge strictly faster than in the Lebesgue case.
Example 2.2. Let δ y denote the Dirac measure centered at y and consider the Borel measure µ := 1 2 δ 0 + 1 2 δ 0.5 . Then the sequence (x k ) k∈N defined by x 2k+1 = 0 and x 2k = 1/2 has
N odd 0 N even.
A family of well approximable infinite discrete measures
In this section we consider measures of the form µ = ∞ i=1 α i δ y i where i α i = 1. We provide an algorithm for picking sets (x i ) that, given sufficient decay of (α i ), produce a quantifiable decay rate for the µ discrepancy. We then produce two examples where the decay rate is better than for the Lebesgue measure and one where the algorithm fails to provide a useful bound.
Lemma 3.1 (Finite to infinite lemma). Let µ = ∞ i=1 α i δ y i be an infinitely supported normalized discrete measure. For each K ∈ N define
If there exists a continuous decreasing function h : [2, ∞) → [0, 1/2] and a constant c so that for all N ∈ N there exists K ≥ N and a set x 1 , . . . , x N so that
According to the assumptions, there exists a set x 1 , . . . , x N with
Hence it follows from the triangle inequality that
As 0 ≤ h(N ) ≤ 1 2 , this verifies (3.1).
Now we describe an algorithm that, given a measure µ k supported on k points, chooses N points whose µ k -discrepancy is at most c k N where c k ≤ k/2. This will be combined with Lemma 3.1 to approximate the discrepancy of infinitely supported discrete measures.
Proposition 3.2. Let µ be normalized measure on [0, 1] d which is finitely support on no more than k points and let N ∈ N. There exists a constant c k independent of the dimension and a finite set x 1 , . . . , x N ∈ [0, 1] d such that
Notably, c k ≤ k 2 . Proof. If N ≤ k − 1 then choose
2 ⌉ that is, all points of the finite sequence lie in the origin or in its opposite corner. For these N we have
Summing the preceding inequality over i ensures there exists r ∈ N such that r < k and
Next, we define a finite set x 1 , . . . , x N −r by placing p j points on each y j . More formally, adopting the notation that 0 i=1 α i = 0, for h = 1, . . . , N − r choose
To define the remaining r points, define
Next, choose some A ∈ A. Write ν = 1 N N i=1 δ x i and let I be the index set defined by i ∈ I ⇐⇒ y i ∈ A. Then, (3.2) yields
The upper and lower bound can potentially be achieved when I ∈ {∅, {1, . . . , k}}. Finally, since r < k, c k = k/2 suffices.
We are now ready to prove the main theorem of this section, after which we provide Examples 3.5 and 3.7 to help illuminate how the explicit upper-bound works.
Theorem 3.3. Let (r k ) k∈N be a sequence so that r 1 = 1, ∞ k=1 r k < ∞, and r i = 0 implies r j = 0 for all j ≥ i. Moreover suppose there is a constant c 0 so that for all M ≥ 2,
For all N ≥ 2 there exists a finite set x 1 , . . . , x N such that
where g is a strictly decreasing (on its support) gauge function for the tail of the sequence of r i 's. That is, g : [1, ∞) → [0, 1) is a continuous, strictly decreasing function such that
Proof. Let g be as in the theorem statement. Note, the gauge function g can be chosen to be strictly decreasing on its support since K → ∞ i=K r i is strictly decreasing for all K ≤ K 0 and K 0 is the (possibly infinite) number of non-zero r i .
Choose K N to be the smallest integer so that K N ≥ g −1 1 α 1 N . In particular, K N ≤ g −1 1 α 1 N + 1. Now we consider the normalized Borel measure
By Proposition 3.2, there exists a set x 1 , . . . , x N such that
To apply Lemma 3.1, we need to find an appropriate function h :
To confirm h(N ) ≤ 1/2, note (3.4) gives g(c 0 N ) ≤ N −1 ≤ (N α 1 ) −1 . Since g is monotonically decreasing this implies c 0 N ≥ g −1 1 N α 1 , which verifies h(N ) ≤ 1/2. Equation (3.5) and (3.6) imply that the constant c in Lemma 3.1 is 2c 0 . Thus, Lemma 3.1 gives
Since finite measures centered at K points can be interpreted as infinite measures with α i = 0 for i > K, the following corollary can be deduced. 
In particular through decay-rate assumptions on the measure µ, Corollary 3.4 removes the dependence on K from Proposition 3.2. If the number of points in the support, K, is known, then the corollary provides a worse bound than Proposition 3.2. However, in instances that a decay-rate is known, and it is only a-priori known that the measure is finitely supported, Corollary 3.4 ensures an upper bound without needing to know the cardinality of the support.
We will now conclude the section with three applications of Theorem 3.3 under different choices of the sequence (r i ) ∞ i=1 . For the next examples, we assume that µ = ∞ i=1 α i δ y i is a normalized measure with α i ≤ α 1 r i .
Example 3.5. Set r k = r k−1 for some 0 < r < 1, then for every N ≥ 2 there exists a set x 1 , . . . , x N such that
Note,
which is equivalent to
Applying Theorem 3.3 verifies (3.7) where c r = (2c 0 + 3) c r . Since c 0 , which despite the notation depends on r, and c r are both for 0 < r < 1 monotonically increasing in r then the same can be said about c r .
The next example will use a fact which we recall here for the reader's convenience. See for instance, [AS48, 5.1.20].
Proposition 3.6. For any a > 0, We emphasize that in the next example, the discrete measures have discrepancy that under the algorithm of Proposition 3.2 converges faster than the Lebesgue discrepancy, even when d = 2, see Remark 1.3.
Example 3.7. Let r k = r e k r e where 0 < r < 1 2 . Then for each N , there exists a set x 1 , . . . , x N and a constant c so that Applying Theorem 3.3 verifies (3.9) with c r = (2r e + 3).
The last example is intended to demonstrate that this technique of approximating discrete measures in general cannot be the optimal way to do so. It only yields a trivial bound for the discrepancy. Indeed since these discrete measures could be on [0, 1], Theorem 1.5 guarantees that (3.10) is not sharp. One reason to expect this method is not sharp is that it completely ignores the location of the points, which should be very important especially in higher dimensions.
Example 3.8. Let r k = 1/k 2 . Then the same method only guarantees that there exists a set x 1 , . . . , x N so that Then K N = g −1 ((α 1 N ) −1 ) = α 1 N . Bounding α 1 with 1, we apply Theorem 3.3 to verify (3.10).
