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Time-periodic forcing and asymptotic stability for
the Navier-Stokes-Maxwell equations
Slim Ibrahim∗, Nader Masmoudi†, and Pierre Gilles Lemarie´–Rieusset‡
Abstract
For the 3D Navier-Stokes-Maxwell problem on the whole space and
in the presence of external time-periodic forces, first we study the exis-
tence of time-periodic small solutions, and then we prove their asymp-
totic stability. We use new type of spaces to account for averaged decay
in time.
Keywords: Navier–Stokes equations, periodic solutions, Maxwell’s
system, dyadic decomposition, maximal regularity, nonlinear estimates
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Introduction.
Physical and analytical models already exist for both electro-hydrodynamic
and magneto-hydrodynamic. However quite often in actual situations, both
combined electro and magneto-hydrodynamic effects occur. Recent works
attempted to develop fully consistent, multi-dimensional, unsteady and in-
compressible flows of electrically conducting fluids under the simultaneous
or separate influence of externally applied or internally generated electric
and magnetic fields. The approach is based on the use of fundamental laws
of continuum mechanics and thermodynamics. See for example [12]. How-
ever, because of the considerable complexity of even simpler versions of the
combined electro-magneto-hydrodynamic models, it is still hard to analyze,
even numerically, the combined influence of electric and magnetic fields and
the fluid flow. In this paper, we analyze an adiabatic situation where ther-
modynamical effects are neglected, and nonlinearities are reduced to the
only action of Lorentz force.
More specifically, consider a three-dimensional incompressible, viscous and
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charged fluid with a velocity field ~u. Fluid charged particles motion gen-
erates an electro-magnetic field ( ~E, ~B) satisfying Maxwell equations, and a
current ~J that acts backs on the fluid through Lorentz force. We assume
that the current is given by Ohm’s law J = σ( ~E + ~u ∧ ~B). Thus, the
Navier-Stokes-Maxwell system we study reads as

∂t~u+ div (~u⊗ ~u) = ν∆~u+ ~J ∧ ~B + ~Fper − ~∇p
∂t ~E − ~∇∧ ~B = − ~J + ~Gper
∂t ~B + ~∇∧ ~E = ~Hper
div ~u = div ~B = 0
~J = σ( ~E + ~u ∧ ~B).
(0.1)
Here, ~u, ~E, ~B : R+t × R3x −→ R3 are vector fields defined on R3, and the
scalar function p stands for the pressure. The positive parameters ν and σ
represent the viscosity of the fluid and the electric resistivity, respectively.
The self-interaction force term ~J × ~B in the Navier-Stokes equations comes
from the Lorentz force under a quasi-neutrality assumption of the net charge
carried by the fluid. Notice that taking into account a moving reference
frame of the fluid, yields the correction u×B to the classical Ohm’s law and
keeps Faraday’s law invariant under Gallilean transformation. The second
equation in (0.1) is the Ampe`re-Maxwell equation for the electric field ~E.
The third equation is nothing but Faraday’s law. For a detailed introduction
to similar models and the theory of MHD, we refer to Davidson [9] and
Biskamp [3]. In (0.1), the external forces ~Fper, ~Gper and ~Hper are taken
time-periodic: for a fixed time period T > 0, we have
~Fper(t+T, x) = ~Fper(t, x), ~Gper(t+T, x) = ~Gper(t, x), ~Hper(t+T, x) = ~Hper(t, x).
Before going any further, let us emphasize that despite the possible non-
physical full relevance of (0.1), the system still captures the various mathe-
matical challenges of the full complicated original set of equations. Indeed,
(0.1) is a coupling of a dissipative equation of parabolic type (Navier-Stokes)
with a hyperbolic system (Maxwell’s equations). Despite the presence of
damping in Ohm’s law, solutions to Maxwell’s equations do not enjoy any
smoothing effect, due to the hyperbolic nature of the equations. Moreover,
as this will be seen, a few challenges also arise when dealing with differ-
ent decay rates, for different linear parts, and also different frequency sizes
caused by the coupling.
Note that the pressure p can still be determined using Leray projection
from ~u and ~J ∧ ~B via an explicit Calde´ron-Zygmund operator (see [6] for
instance):
~∇p = ~∇ 1
∆
div ( ~J ∧ ~B + ~Fper − div (~u⊗ ~u)).
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In all what follows, we denote the solution to (0.1) by
~Γ := (~U, ~E, ~B).
When no exterior forces act on the system (0.1), the initial value problem
reads 

∂t~u+ div (~u⊗ ~u) = ∆~u+ ~J ∧ ~B − ~∇p
∂t ~E − ~∇∧ ~B = − ~J
∂t ~B + ~∇∧ ~E = 0
div ~u = div ~B = 0
~J = ~E + ~u ∧ ~B
~u(0, .) = ~u0, ~E(0, .) = ~E0, ~B(0, .) = ~B0.
(0.2)
Solutions to (0.2) formally enjoy the energy balance
1
2
d
dt
[‖~u‖2L2 + ‖ ~B‖2L2 + ‖~E‖2L2]+ ‖ ~J‖2L2 + ‖∇~u‖2L2 = 0,
which suggests that weak solutions would exist in the space
~u ∈ L∞(0,∞;L2)∩L2(0,∞; H˙1); ~E, ~B ∈ L∞(0,∞;L2) ~J ∈ L2(0,∞;L2).
Unfortunately, weak solutions are not known to exist even in two space di-
mension. In [18], Masmoudi proved the existence of global strong solutions.
Later on, Ibrahim and Keraani [15] relaxed the regularity condition on the
initial data to construct global small solutions a` la Kato. This result was
recently improved by Germain, Ibrahim and Masmoudi [11] by taking small
initial data ~u0, ~E0 and ~B0 in H˙
1/2, and construct a solution (~u, ~E, ~B) such
that ~u ∈ L∞H˙1/2∩L2H˙3/2∩L2L∞, ~E ∈ L∞H˙1/2∩L2H˙1/2 and ~B ∈ L∞H˙1/2.
This paper is organized as follows. In section one, we introduce some
useful notation and state our results: A first Theorem about the existence
of time-periodic solutions in spaces of Sobolev type with an extra spatial
regularity. Then, we relax the hypothesis of the first Theorem and extend
it to critical Besov type spaces. A such an extension seems to us necessary
in order to prove the last result about the stability of the periodic-in time
solutions. Section two is devoted to the proof of the two existence results,
and we only give the full details in the case of Sobolev. In section three,
we start by examining a maximal regularity result adapted to the spaces
that incorporates averaged decay in time. Then, we show the decay of the
electromagnetic field where we use the full spectral properties of the weakly
damped Maxwell’s equations. Then, we list all the nonlinear estimates that
appear in the study of the nonlinear stability, and we only prove the worst
two of them when two factors have no decay in time. The manuscript is
3
then finished with an Appendix summarizing the main spectral properties
of the weakly damped Maxwell’s equations.
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1 Notation
The well-known Littlewood-Paley decomposition and the corresponding fre-
quency cut-off operators will be of frequent use in this paper. We briefly
recall it to define the functional spaces we need.
There exists a radial positive function ϕ ∈ D(Rd\{0}) such that∑
q∈Z
ϕ(2−qξ) = 1 ∀ ξ ∈ Rd \ {0},
Supp ϕ(2−q·) ∩ Supp ϕ(2−j·) = ∅, ∀ |q − j| ≥ 2.
For every q ∈ Z and v ∈ S ′(Rd) we set
∆qv = F−1
[
ϕ(2−qξ)vˆ(ξ)
]
and Sq =
q−1∑
j=−∞
∆j .
Bony’s decomposition [4] consists in splitting the product uv into three
parts1:
uv = Tuv + Tvu+R(u, v),
with
Tuv =
∑
q
Sq−1u∆qv, R(u, v) =
∑
q
∆qu∆˜qv and ∆˜q =
1∑
i=−1
∆q+i.
For (p, r) ∈ [1,+∞]2 and s ∈ R we define the homogeneous Besov space B˙sp,r
as the set of u ∈ S ′(Rd) such that u =∑q∆qu and
‖u‖B˙sp,r =
∥∥∥(2qs‖∆qu‖Lp)q∈Z∥∥∥ℓr(Z) <∞.
1 It should be said that this decomposition is true in the class of distributions for which∑
q∈Z ∆q = I . For example, polynomial functions do not belong to this class.
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In the case p = r = 2, the space B˙s2,2 turns out to be the classical homoge-
neous Sobolev space H˙s.
In order to prove the our stability result, we need to build spaces that take
into account the different decay rates coming from the coupling of the two
types of PDEs (Navier-Stokes, and Maxwell), and also the weak decay of
the low frequencies in the Maxwell’s equations. In addition, and in order to
estimate the nonlinear terms, we need to introduce spaces that capture an
average decay in time, and not just pointwise decay. This will be crucial in
our analysis. We define the spaces that distinguish between the high and
low frequencies of a function
Definition 1.1. Let ∆q denote the dyadic frequency localization operator de-
fined in section 1. We define a space that distinguishes between the high and
low frequencies of a function as follows. For s1, s2 ∈ R and 1 ≤ p, q1, q2 ≤ ∞
define the space B˙s1,s2p,q by its norm
‖φ‖
B˙
(s1,s2)
p,(q1,q2)
:=
(∑
k≤0
2kqs1‖∆kφ‖q1Lp
) 1
q1 +
(∑
k>0
2kqs2‖∆kφ‖q2Lp
) 1
q2 .
We will also use the short-hands
and B˙sp,(q1,q2) := B˙
(s,s)
p,(q1,q2)
, H˙s = B˙(s,s)2,(2,2), and H˙s,t := B˙
(s,t)
2,(2,2).
Finally, define the space-time functional space L˜rT B˙(s1,s2)p,(q1,q2) by its norm
‖φ‖
L˜rT B˙
(s1,s2)
p,(q1,q2)
:=
(∑
k≤0
2q1s1k‖∆kφ‖q1LrTLp
) 1
q1 +
(∑
k>0
2q2ks2‖∆kφ‖q2LrTLp
) 1
q2 ,
with the trivial extension when r = ∞. We also define the new spaces that
take into account an averaged decay in time. Precisely, we denote
˜sup
n∈N
(n+ 1)
1−ε
2 ‖u‖
L2(n,n+1);B˙
(s1,s2)
p,(q1,q2)
: =
(∑
k≤0
2q1s1k sup
n∈N
(n+ 1)
(1−ε)q1
2 ‖∆ku‖q1L2(n,n+1;Lp)
) 1
q1
+
(∑
k≤0
2q2s2k sup
n∈N
(n+ 1)
(1−ε)q2
2 ‖∆ku‖q2L2(n,n+1;Lp)
) 1
q2 .
with the obvious generalizations in the cases qj =∞, or L˜rT H˙s etc..
The space B˙(s1,s2)p,(q1,q2) is nothing but the usual Besov space B˙s2p,q2 for high
frequencies while it behaves like B˙s1p,q1 for low frequencies. If s1 > s2, it is
not difficult to see that B˙(s1,s2)p,(q1,q2) = B˙s1p,q1 + B˙s2p,q2. The L˜ type spaces were
first used by Chemin and Lerner [8].
In the sequel, consider a parameter 0 < ε < 1, introduce the spaces X1,
X2, X3, and their “dual” counterparts Y1 and Y2 by defining their norms.
‖u‖X1 := ˜sup
t>0
(t+ 1)
1−ε
2 ‖u(t)‖
B˙
( 32−ε,
1
2 )
2,(∞,1)
+ ˜sup
n∈N
(n+ 1)
1−ε
2 ‖u‖
L2(n,n+1;B˙
3
2
2,(∞,1)
)
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‖E‖X2 := ˜sup
t>0
(t+ 1)
1−ε
2 ‖E(t)‖
H
1
2
∼ ˜sup
n∈N
(n+ 1)
1−ε
2 ‖E‖
L∞(n,n+1;H
1
2 )
‖B‖X3 := ˜sup
t>0
(t+ 1)
1−ε
2 ‖B(t)‖
H˙1,
1
2
∼ ˜sup
n∈N
(n+ 1)
1−ε
2 ‖B‖
L∞(n,n+1;H˙1,
1
2 )
,
and
‖F‖Y1 := ˜sup
n∈N
(n+ 1)
1−ε
2 ‖F‖
L2(n,n+1;B˙
(−12−ε,−
1
2 )
2,(∞,1)
)
,
‖G‖Y2 := ˜sup
n∈N
(n+ 1)
1−ε
2 ‖G‖
L2(n,n+1;H
1
2 )
.
Finally, let X := (X1 ∩ L˜∞(B˙
1
2
2,(∞,1)))×X2 × X3.
1.1 Results
In our first result and under a smallness assumption on the forces, we con-
struct (in Sobolev spaces with an extra δ regularity) a time-periodic solution
~Γper to (0.1). More precisely, we have
Theorem 1.1.
Let 0 < δ < 1. Then there exists a positive constant ǫT,δ such that : if the
time-periodic forces ~Fper, ~Gper and ~Hper satisfy the following assumptions :
1. ~Fper belongs to L
2
perH˙
− 1
2 ∩ L2perH˙−
1
2
+δ and
√∫ T
0
‖~Fper(t, .)‖2
H˙−
1
2
dt+
√∫ T
0
‖~Fper(t, .)‖2
H˙−
1
2+δ
dt < ǫT,δ
2. the mean value ~F0 =
1
T
∫ T
0
~Fper(t, .) dt belongs to B˙
− 3
2
2,∞ and
‖~F0‖B˙−3/22,∞ < ǫT,δ
3. ~Gper belongs to L
2
perH
1
2
+δ and
√∫ T
0
‖~Gper(t, .)‖2
H
1
2+δ
dt < ǫT,δ
4. the mean value ~G0 =
1
T
∫ T
0
~Gper(t, .) dt belongs to H˙
−1 and
‖~G0‖H˙−1 < ǫT,δ,
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5. ~Hper is divergence-free (div ~Hper = 0) and ~Hper belongs to L
2
perH
1
2
+δ
with √∫ T
0
‖ ~Hper(t, .)‖2
H
1
2+δ
dt < ǫT,δ
6. the mean value ~H0 =
1
T
∫ T
0
~Hper(t, .) dt belongs to H˙
−2 and
‖ ~H0‖H˙−2 < ǫT,δ,
then the Navier–Stokes–Maxwell problem (0.1) has a time-periodic solution
(~uper, ~Eper, ~Bper) such that :
• ~uper belongs to L∞perB˙
1
2
2,∞ ∩ L2perH˙
3
2
+δ
• ~Eper and ~Bper belong to L∞perH
1
2
+δ.
We extend the above statement to solutions in critical spaces of Besov-
type. This will be crucial for the stability as we were not able to prove the
stability in the spaces given by Theorem 1.1. More precisely, we have
Theorem 1.2.
Let T > 0 denote the time period of three periodic forces ~Fper, ~Gper and
~Hper decomposed as follows into a fluctuating and zero mean parts:
~Fper(t, x) := ~F0(x) + ~Ff (t, x), ~Gper := ~G0(x) + ~Gf (t, x) and ~Hper :=
~H0(x) + ~Hf (t, x) with∫ T
0
~Ff dt =
∫ T
0
~Gf dt =
∫ T
0
~Hf dt = 0.
There exists εT > 0 such that under the following smallness assumptions
‖~Fper‖
L˜2(0,T ;B˙
−12
2,(∞,1)
)
+ ‖F0‖
B˙
− 32
2,(∞,1)
≤ εT
‖~Gper‖
L2(0,T ;H
1
2 )
+ ‖~G0‖H˙−1 ≤ εT
and
‖ ~Hper‖
L2(0,T ;H
1
2 )
+ ‖ ~H0‖H˙−2 ≤ εT ,
a unique mild solution ~Γper = (~uper, ~Eper, ~Bper) of (0.1) exists such that
~uper ∈ L˜∞perB˙
1
2
2,(∞,1) ∩ L˜2perB˙
3
2
2,(∞,1) and
~Eper, ~Bper ∈ L˜∞perH
1
2 .
Another variant of the existence result of time periodic solutions is given
by the following theorem where we require a slightly better control of the
high frequencies of the solution ~Γ.
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Remark 1.1. • One can prove local existence if the low frequency part
of the initial data of the velocity field is in B˙
1
2
2,(∞,1) and its high fre-
quency is in H˙
1
2 .
• Compared to the results of [11] in the absence of forcing terms, the
statement of Theorem 1.1 requires a slightly better control of high fre-
quencies for ~u, ~E and ~B, a better control of low frequencies of ~E and
~B, and a weaker control on the low frequencies of ~u.
• Our proof also shows that the more regular is the forcing, the more
regular will be its corresponding periodic-in time solution. Indeed, if
for example the forcing is small in
~Fper ∈ L2perH˙−
1
2 ∩ L2perH˙
1
2 , ~Gper ∈ L2perH
3
2 , ~Hper ∈ L2perH
3
2 ,
then, we have
• ~uper belongs to L∞perB˙
1
2
2,∞ ∩ L2per(H˙
3
2 ∩ H˙ 52 )
• ~Eper and ~Bper belong to L∞perH
3
2 .
Next, we study the stability of the time-periodic solutions: what happens
when, at some time t0, one takes a perturbation of the solutions constructed
in above:
~Γ(t0) = ~Γper(t0) + ~Γerr,
with ~Γerr small in B˙
1/2
2,(∞,1) × H1/2 × H1/2? Do we have a global solution
of (0.1) on [t0,+∞) and does the error go to 0 in suitable norms when t
goes to +∞? The main problem rises when we estimate the cross terms
coming from the interactions between the periodic solution and the solution
we want to construct. The worst interaction is given by a term of the type
(~Uper ∧ ~Bper) ∧ ~B, (1.1)
first because of the non-decay of Uper, and Bper, and second because we
barley miss an L∞(L∞) estimate on Uper. To overcome such a problem,
we impose a strong condition on the low frequencies of the velocity field.
In doing so, we are obliged to allow an-ε loss in the time decay rate. It is
important to notice that because of this problem, we were not able to show
the stability of the the solutions given by Theorem 1.1. Hence, our second
main result is the following.
Theorem 1.3. Given three T -periodic forces ~Fper(t), ~Gper(t) and ~Hper(t)
satisfying the hypothesis of Theorem 1.2, and denote by ~Γper(t) the corre-
sponding small T -periodic solution. Consider an initial data ~Γ0
err
+ ~Γper(0)
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with ~Γ0
err
small in B˙
1
2
2,(∞,1) × H
1
2 × H 12 , there exists ~¯Γ a global solution of
(0.1) with that initial data ~Γ0
err
+ ~Γper(0). Moreover, we have
~¯Γ− ~Γper ∈ X ,
so that ~¯Γ converges asymptotically to ~Γper as t goes to infinity.
Our proof of Theorem 1.1 relies on several linear and nonlinear estimates
(product rules in Besov and Sobolev spaces) and uses Fourier series expan-
sion of the time-periodic solution. Such an expansion was used in [13] for
the time-periodic forced Navier-Stokes. The proof of Theorem 1.3 then goes
through a fixed point argument in a suitable space. In order to have the
asymptotic convergence, the functional space has to include decay proper-
ties. Thus, we are required to exhibit the decay from the velocity and the
electro-magnetic fields. Both the dissipation coming from the viscosity of
the fluid and from the resistivity in Ohm’s law, enable us to have some decay
for the velocity ~u and the electric field ~E. To qualitatively transfer such a
decay to the magnetic field is not as easy and clear as for ~u and ~E. In [15],
and then [11], a weak decay of the magnetic field was proven in both space
dimension two and three. However, the decay was not used (in three space
dimension) to construct global small solution. In the contrary, here the use
of the decay is an essential fact to show asymptotic convergence.
2 Construction of time-periodic solutions
The purpose of this section is to prove Theorem 1.2 and Theorem 1.1. Since
the method is the same for both but details are much more involved in
critical spaces (the Besov case), and for the sake of simplicity, we opted to
give the full details of the proof of Theorem 1.1 and only sketch the necessary
changes to complete the proof of Theorem 1.2. First, we introduce some
useful notation
Notation :
For 0 < δ < 1, we shall write
• (~u, ~E, ~B) ∈ X if
1. ~u belongs to L∞perB˙
1
2
2,∞ ∩ L2perH˙
3
2
+δ
2. ~E and ~B belong to L∞perH
1
2
+δ.
• (~F , ~G, ~H) ∈ Y if
1. ~F belongs to L2perH˙
− 1
2 ∩ L2perH˙−
1
2
+δ
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2. the mean value ~F0 =
1
T
∫ T
0
~F (t, .) dt belongs to B˙
− 3
2
2,∞
3. ~G belongs to L2perH
1
2
+δ
4. the mean value ~G0 =
1
T
∫ T
0
~G(t, .) dt belongs to H˙−1
5. ~H is divergence-free (div ~H = 0) and ~H belongs to L2perH
1
2
+δ
6. the mean value ~H0 =
1
T
∫ T
0
~H(t, .) dt belongs to H˙−2.
2.1 Proof of theorem 1.1.
The problem is solved by a Picard iterative scheme: (~uper, ~Eper, ~Bper) will
be the limit of the time-periodic functions (~Un, ~En, ~Bn) solving the system

∂t~Un+1 −∆~Un+1 = ~Fn
∂t ~En+1 − ~∇∧ ~Bn+1 + ~En+1 = ~Gn
∂t ~Bn+1 + ~∇∧ ~En+1 = ~Hn
div ~un+1 = div ~Bn+1 = 0
(2.1)
with

~U0 = 0, ~E0 = 0, ~B0 = 0
~Fn = P
(
− div (~Un ⊗ ~Un) + ~En ∧ ~Bn + (~Un ∧ ~Bn) ∧ ~Bn + ~Fper
)
~Gn = −~Un ∧ ~Bn + ~Gper
~Hn = ~Hper
(2.2)
where P is the Leray projection operator on solenoidal vector fields.
The first Lemma gives product rules in Sobolev spaces that close the
iterative scheme. More precisely, we have.
Lemma 2.1. If (~u, ~E, ~B) ∈ X and (~F , ~G, ~H) ∈ Y, define (~F1, ~G1, ~H1) as

~F1 = P
(
−div (~u⊗ ~u) + ~E ∧ ~B + (~u ∧ ~B) ∧ ~B + ~F
)
~G1 = −~u ∧ ~B + ~G
~H1 = ~H.
(2.3)
Then we have (~F1, ~G1, ~H1) ∈ Y.
Proof. Point-wise product maps B˙
3/2
2,1 × H
1
2
+δ to H
1
2
+δ. As L∞perB˙
1
2
2,∞ ∩
L2perH˙
3
2
+δ ⊂ L2perB˙3/22,1 , we find that ~G1 belongs to L2perH
1
2
+δ.
Moreover, pointwise product maps B˙
1/2
2,∞ × L2 to H˙−1. Thus, we find
that ~u ∧ ~B belongs to L∞perH˙−1 and the mean value of ~G1 belongs to H˙−1.
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For s > 0, we have
‖fg‖H˙s ≤ Cs(‖f‖B˙1/22,∞‖g‖H˙s+1 + ‖g‖B˙1/22,∞‖f‖H˙s+1 .
Using the embedding L∞perB˙
1
2
2,∞ ∩ L2perH˙
3
2
+δ ⊂ L2perH˙3/2, we find that the
term div (~u ⊗ ~u) belongs to L2perH˙−
1
2 ∩ L2perH˙−
1
2
+δ. Moreover, pointwise
product maps B˙
1/2
2,∞×B˙1/22,∞ to B˙−1/22,∞ , so that div (~u⊗~u) belongs to L∞perB˙−3/22,∞
and the mean value of div (~u⊗ ~u) belongs to B˙−3/22,∞ .
We have ~E + ~u ∧ ~B ∈ L2perH
1
2
+δ ⊂ L2perH˙
1
2 ∩ L2perH˙
1
2
+δ and B ∈
L∞perH
1
2
+δ ⊂ L∞perH˙1/2. This gives ( ~E+~u∧ ~B)∧ ~B ∈ L2perH˙−
1
2 ∩L2perH˙−
1
2
+δ.
Moreover, we have ~E + ~u ∧ ~B ∈ L2perH
1
2
+δ ⊂ L2perL2 and B ∈ L∞perH
1
2
+δ ⊂
L∞perL
2, so that ( ~E + ~u ∧ ~B) ∧ ~B ∈ L2perL1 ⊂ L2perB˙−3/22,∞ and we find that
the mean value of ( ~E + ~u ∧ ~B) ∧ ~B belongs to B˙−3/22,∞ . Thus, the lemma is
proved.
The second Lemma shows that given a time-periodic forcing, we can
construct, in the right functional space, a solution to the linear problem in
the iterative scheme. Indeed,
Lemma 2.2.
Let (~F , ~G, ~H) ∈ Y. Then the time-periodic solution ~Γ := (~u, ~E, ~B) of the
system 

∂t~u−∆~u = ~F
∂t ~E − ~∇∧ ~B + ~E = ~G
∂t ~B + ~∇∧ ~E = ~H
div ~B = 0
(2.4)
satisfies (~u, ~E, ~B) ∈ X.
Proof. We follow the formalism of Kyed [13] and expand ~F , ~G, ~H, ~u, ~E and
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~B as time Fourier series: 

~F =
∑
k∈Z
~Fk(x)e
ik 2pi
T
t
~G =
∑
k∈Z
~Gk(x)e
ik 2pi
T
t
~H =
∑
k∈Z
~Hk(x)e
ik 2pi
T
t
~u =
∑
k∈Z
~Uk(x)e
ik 2pi
T
t
~E =
∑
k∈Z
~Ek(x)e
ik 2pi
T
t
~B =
∑
k∈Z
~Bk(x)e
ik 2pi
T
t.
(2.5)
Define Fˆk, Gˆk, Hˆk, Uˆk, Eˆk, Bˆk the Fourier transforms, in space, of ~Fk, ~Gk, ~Hk, ~Uk, ~Ek, ~Bk.
First, we explicitly solve for (~U, ~E, ~B). From ∂t~u−∆~u = ~F , we get :
Uˆk(ξ) =
1
|ξ|2 + i2πT k
Fˆk(ξ). (2.6)
From
∂2t
~B = ∂t ~H − ~∇∧ ∂t ~E = ∆ ~B − ~∇∧ ~G+ ~H − ∂t ~B,
we get
Bˆk(ξ) =
1
|ξ|2 − 4π2
T 2
k2 + i2πT k
(
(1 + i
2π
T
k)Hˆk(ξ)− i~ξ ∧ Gˆk(ξ)
)
. (2.7)
From ∂t ~E + ~E = ~G+ ~∇∧ ~B, we get
Eˆk(ξ) =
1
1 + i2πT k
(Gˆk(ξ) + i~ξ ∧ Bˆk(ξ)).
If we decompose ~Ek into its solenoidal part ~Ek,σ and its irrotational part
~Ek,∇ = ~∇ 1∆div ~Ek, and similarly write ~Gk = ~Gk,σ + ~Gk,∇, we get
Eˆk,σ(ξ) =
1
|ξ|2 − 4π2
T 2
k2 + i2πT k
(
i~ξ ∧ Hˆk(ξ) + i2π
T
k Gˆk,σ(ξ)
)
(2.8)
and
Eˆk,∇(ξ) =
1
1 + i2πT k
Gˆk,∇(ξ). (2.9)
Then, we proceed to estimate the solution. We are going to separately
estimate the time averages ~U0, ~E0 and ~B0 and the fluctuation components
12
~Uf = ~u− ~U0, ~Ef = ~E − ~E0 and ~Bf = ~B − ~B0.
Notice that ~U0 = − 1∆ ~F0, and since ~F0 ∈ B˙
−3/2
2,∞ ∩ H˙−
1
2
+δ, we get ~U0 ∈
B˙
1/2
2,∞ ∩ H˙
3
2
+δ.
Similarly, we have ~B0 =
1
∆
~∇ ∧ ~G0 − 1∆ ~H0. Since ~G0 ∈ H˙−1 ∩ H
1
2
+δ and
~H0 ∈ H˙−2 ∩H 12+δ, we find that ~B0 ∈ H 12+δ.
We have ~E0 = ~G0,∇ − 1∆ ~∇∧ ~H0. Since ~G0 ∈ H
1
2
+δ and ~H0 ∈ H˙−2 ∩H 12+δ,
we find that ~E0 ∈ H 12+δ.
Next, we estimate ~Uf . We have∫ T
0
‖~Uf‖2
H˙
3
2+δ
dt = T
∑
k 6=0
‖~Uk‖2
H˙
3
2+δ
=
T
(2π)3
∑
k 6=0
∫
R3
|ξ|3+2δ
|ξ|4 + 4π2
T 2
k2
|Fˆk(ξ)|2 dξ
=
T
(2π)3
∑
k 6=0
∫
R3
|ξ|4
|ξ|4 + 4π2
T 2
k2
|ξ|−1+2δ |Fˆk(ξ)|2 dξ
≤
∫ T
0
‖~Ff‖2
H˙−
1
2+δ
dt
so that ~Uf ∈ L2perH˙
3
2
+δ. On the other hand, we have :
‖~Uf (t, .)‖2
H˙
1
2
=
1
(2π)3
∫
R3
|ξ|
∣∣∣∣∣∣
∑
k 6=0
Uˆk(ξ) e
i 2pi
T
kt
∣∣∣∣∣∣
2
dξ
≤ 1
(2π)3
∫
R3
(
∑
k 6=0
|ξ|2
|ξ|4 + 4π2
T 2
k2
)(
∑
k 6=0
|Fˆk(ξ)|2
|ξ| ) dξ
≤ AT
∫ T
0
‖~Ff‖2
H˙−
1
2
dt
with
AT =
1
T
sup
ξ∈R3
∑
k 6=0
|ξ|2
|ξ|4 + 4π2
T 2
k2
.
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Similarly, we have
‖ ~Bf (t, .)‖2
H
1
2+δ
=
1
(2π)3
∫
R3
(1 + |ξ|2) 12+δ
∣∣∣∣∣∣
∑
k 6=0
Bˆk(ξ) e
i 2pi
T
kt
∣∣∣∣∣∣
2
dξ
≤ 2
(2π)3
∫
R3
(1 + |ξ|2) 12+δ (
∑
k 6=0
|ξ|2(
|ξ|2 − 4π2
T 2
k2
)2
+ 4π
2
T 2
k2
)(
∑
k 6=0
|Gˆk(ξ)|2) dξ
+
2
(2π)3
∫
R3
(1 + |ξ|2) 12+δ (
∑
k 6=0
1 + 4π
2
T 2
k2(
|ξ|2 − 4π2
T 2
k2
)2
+ 4π
2
T 2
k2
)(
∑
k 6=0
|Hˆk(ξ)|2) dξ
≤ BT (
∫ T
0
‖~Gf‖2
H
1
2+δ
dt+
∫ T
0
‖ ~Hf‖2
H
1
2+δ
dt)
with
BT = sup
ξ∈R3
1
T
∑
k 6=0
1 + |ξ|2 + 4π2
T 2
k2(
|ξ|2 − 4π2
T 2
k2
)2
+ 4π
2
T 2
k2
.
We have as well
‖~Eσ,f (t, .)‖2
H
1
2+δ
=
1
(2π)3
∫
R3
(1 + |ξ|2) 12+δ
∣∣∣∣∣∣
∑
k 6=0
Eˆσ,k(ξ) e
i 2pi
T
kt
∣∣∣∣∣∣
2
dξ
≤ 2
(2π)3
∫
R3
(1 + |ξ|2) 12+δ (
∑
k 6=0
|ξ|2(
|ξ|2 − 4π2
T 2
k2
)2
+ 4π
2
T 2
k2
)(
∑
k 6=0
|Hˆk(ξ)|2) dξ
+
2
(2π)3
∫
R3
(1 + |ξ|2) 12+δ (
∑
k 6=0
4π2
T 2 k
2(
|ξ|2 − 4π2
T 2
k2
)2
+ 4π
2
T 2
k2
)(
∑
k 6=0
|Gˆσ,k(ξ)|2) dξ
≤ CT (
∫ T
0
‖~Gσ,f‖2
H
1
2+δ
dt+
∫ T
0
‖ ~Hf‖2
H
1
2+δ
dt)
with
CT = sup
ξ∈R3
1
T
∑
k 6=0
|ξ|2 + 4π2T 2 k2(
|ξ|2 − 4π2
T 2
k2
)2
+ 4π
2
T 2
k2
.
Finally, we have
‖~E∇,f (t, .)‖2
H
1
2+δ
=
1
(2π)3
∫
R3
(1 + |ξ|2) 12+δ
∣∣∣∣∣∣
∑
k 6=0
Eˆ∇,k(ξ) e
i 2pi
T
kt
∣∣∣∣∣∣
2
dξ
≤ 1
(2π)3
∫
R3
(1 + |ξ|2) 12+δ (
∑
k 6=0
1
1 + 4π
2
T 2
k2
)(
∑
k 6=0
|Gˆσ,k(ξ)|2) dξ
≤ DT
∫ T
0
‖~G∇,f‖2
H
1
2+δ
dt
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with
DT = sup
ξ∈R3
1
T
∑
k 6=0
1
1 + 4π
2
T 2
k2
.
Thus, in order to finish the proof of the lemma, we need only to check
that AT , BT , CT and DT are finite. Equivalently, we must check that
α0 = sup
t≥0
+∞∑
k=1
t
t2 + k2
< +∞
and
β0 = sup
t≥0
+∞∑
k=1
t+ k2
k2 + (t− k2)2 < +∞.
If t ≤ 1/2, we have tt2+k2 ≤ 12k2 and t+k
2
k2+(t−k2)2 ≤ 32k2 and the control of the
sum is easy. Thus, we consider only the case t > 1/2.
We write
+∞∑
k=1
t
t2 + k2
≤
∑
1≤k≤2t
t
t2
+
∑
k>2t
t
k2
≤ 2 + tmin( 1
2t− 1 , 1 +
1
2t
) ≤ 7
2
.
Thus, α0 < +∞.
The case of β0 is more delicate. We call Λ(t) the set of integers k such that
|t− k2| ≤ 14(t+ k2). We have
∑
k/∈Λ(t)
t+ k2
k2 + (t− k2)2 ≤ 16
+∞∑
k=1
t+ k2
t2 + k4
≤ 16 (7
2
+
π2
6
).
We then must estimate
∑
k∈Λ(t)
t+k2
k2+(t−k2)2
. On Λ(t), we have k2 ∈ (35 t, 53t),
thus |k −√t| < 13
√
t and |k2 − t| ≥ |k −√t| 53
√
t. This gives
∑
k∈Λ(t)
t+ k2
k2 + (t− k2)2 ≤
8
3
∞∑
k=1
min(
5
3
,
9
25(k −√t)2 ) ≤ 5 +
8π2
25
.
2.2 Another proof of Lemma 2.2: Energy-type estimate
We give another proof of Lemma 2.2 :
Proof. We have, for k 6= 0,
∣∣∣|ξ|2 − 4π2T 2 k2 + i2πT k
∣∣∣ ≥ 2πT |k|, and for |ξ| > 4πT |k|,∣∣∣|ξ|2 − 4π2T 2 k2 + i2πT k
∣∣∣ ≥ 34 |ξ|2. Thus, it is straightforward that the solution
(~u, ~E, ~B) of system (2.4) satisfies∫ T
0
‖~Ef‖2H1/2+δ + ‖ ~Bf‖2H1/2+δ dt ≤ C
∫ T
0
‖~Gf‖2H1/2+δ + ‖ ~Hf‖2H1/2+δ dt.
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Now, if we assume that ~Gf and ~Hf are trigonometric polynomials with
respect to the time variable and with values, in H3/2+δ , we find that ~Ef and
~Bf are in CperH1/2+δ and that ∂t ~Ef and ∂t ~f belong to L2perH
1
2
+δ.. Moreover,
we have, writing ~E = (Id−∆) 14+ δ2 ~Ef and ~B = (Id−∆) 14+ δ2 ~Bf ,
d
dt

‖~Ef‖2H 12+δ + ‖ ~Bf‖2H 12+δ
2

 = ∫
R3
∂t~E .~E + ∂t ~B. ~B dx
=
∫
R3
~E .((Id −∆) 14+ δ2Gf − ~E + ~∇∧ ~B) + ~B.((Id−∆)
1
4
+ δ
2 ~Hf − ~∇∧ ~E) dx
=
∫
R3
~E .((Id −∆) 14+ δ2Gf − ~E) + ~B.(Id−∆)
1
4
+ δ
2 ~Hf dx
≤ ‖~Ef‖H1/2+δ‖~Gf‖H1+2+δ + ‖ ~Bf‖H1/2+δ‖ ~Hf‖H1+2+δ
This gives, for −T ≤ t0 ≤ 0 ≤ t ≤ T
‖~Ef (t, .)‖2
H
1
2+δ
+ ‖ ~Bf (t, .)‖2
H
1
2+δ
≤ ‖~Ef (t0, ..)‖2
H
1
2+δ
+ ‖ ~Bf (t0, .)‖2
H
1
2+δ
+ 2
∫ T
−T
‖~Ef‖H1/2+δ‖~Gf‖H1+2+δ ds
+ 2
∫ T
−T
‖ ~Bf‖H1/2+δ‖ ~Hf‖H1+2+δ ds
Integrating with respect to t0, we find
‖~Ef (t, .)‖2
H
1
2+δ
+ ‖ ~Bf (t, .)‖2
H
1
2+δ
≤ 1
T
∫ T
0
‖~Ef (t0, ..)‖2
H
1
2+δ
+ ‖ ~Bf (t0, .)‖2
H
1
2+δ
dt0
+ 4
∫ T
0
‖~Ef‖H1/2+δ‖~Gf‖H1+2+δ ds
+ 4
∫ T
0
‖ ~Bf‖H1/2+δ‖ ~Hf‖H1+2+δ ds
and finally
‖~Ef (t, .)‖2
H
1
2+δ
+ ‖ ~Bf (t, .)‖2
H
1
2+δ
≤ C
∫ T
0
‖~Gf‖2H1+2+δ + ‖ ~Hf‖2H1+2+δ ds).
We then conclude the proof of the lemma by a density argument.
Remark 2.1. In the proof of Theorem 1.1, we actually show that ~Uf ∈
CperH˙1/2 ∩ L2perH˙3/2+δ and, ~E ∈ CperH1/2+δ and ~B ∈ CperH1/2+δ while
~U0 ∈ B˙1/22,∞ ∩ H˙3/2+δ. Thus the most inconvenient term to deal with is thus
the mean value ~U0 =
1
T
∫ T
0 ~u(t, .) dt.
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2.3 Proof of Theorem 1.2
In this part, we only sketch the proof Theorem 1.2 as the steps are basically
similar to those of Theorem 1.1. First, we shall adjust the previous spaces
and define
• (~u, ~E, ~B) ∈ X˜ if
1. ~u belongs to L˜∞perB˙
1
2
2,(∞,1) ∩ L˜2perB˙
3
2
2,(∞,1)
2. ~E and ~B belong to L˜∞perH
1
2 .
• (~F , ~G, ~H) ∈ Y˜ if
1. ~F belongs to L˜2perB˙
− 1
2
2,(∞,1)
2. the mean value ~F0 =
1
T
∫ T
0
~F (t, .) dt belongs to B˙
− 3
2
2,(∞,1)
3. ~G belongs to L2perH
1
2
4. the mean value ~G0 =
1
T
∫ T
0
~G(t, .) dt belongs to H˙−1
5. ~H is divergence-free (div ~H = 0) and ~H belongs to L2perH
1
2
6. the mean value ~H0 =
1
T
∫ T
0
~H(t, .) dt belongs to H˙−2.
Lemma 2.1 can be extended to the following result in the case of critical
Besov spaces. Again, it is sufficient to treat point-wise estimates (at fixed
time).
Lemma 2.3.
H
1
2 ×H 12 →֒ B˙−
1
2
2,1 →֒ B˙
− 1
2
2,(∞,1) (2.10)(
B˙
1
2
2,(∞,1) ∩ B˙
3
2
2,(∞,1)
)
×H 12 →֒ H 12 (2.11)(
B˙
1
2
2,(∞,1) ∩ B˙
3
2
2,(∞,1)
)
×
(
B˙
1
2
2,(∞,1) ∩ B˙
3
2
2,(∞,1)
)
→֒ B˙
1
2
2,(∞,1). (2.12)
Proof. The first product is classical and we omit it here. To prove the other
two, we first observe that(
B˙
1
2
2,(∞,1) ∩ B˙
3
2
2,(∞,1)
)
→֒ L∞.
Let u ∈ B˙
1
2
2,(∞,1) ∩ B˙
3
2
2,(∞,1), and B ∈ H
1
2 . We begin by estimating the term
TuB in the para-product. We have
‖∆qTuB‖L2 ≤ ‖u‖L∞‖∆qB‖L2 . ‖u‖
B˙
1
2
2,(∞,1)
∩B˙
3
2
2,(∞,1)
‖∆qB‖L2
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giving
‖TuB‖
H
1
2
. ‖u‖
B˙
1
2
2,(∞,1)
∩B˙
3
2
2,(∞,1)
‖B‖
H
1
2
.
When k ≤ 0, by Bernstein’s lemma we have
2
k
2
∑
j≤k
2
3j
2 ‖∆jB‖L2‖∆ku‖L2 ≤
∑
j≤k
2
j
2 ‖∆jB‖L22j−k2
3k
2 ‖∆ku‖L2
. ‖u‖
B˙
1
2
2,(∞,1)
∑
j≤k
2
j
2‖∆jB‖L22j−k
For k ≥ 1, we decompose further as follows∑
j≤k
2
3j
2 ‖∆jB‖L2‖∆ku‖L2 ≤
∑
j≤0
(·) +
∑
0≤j≤k
(·) (2.13)
and estimate the terms as below
2
k
2
∑
j≤0
(·) . ‖B‖
H
1
2
2
k
2 ‖∆ku‖L2
and
2
k
2
∑
0≤j≤k
(·) . 2 3k2 ‖∆ku‖L2
∑
0≤j≤k
2
j
2‖∆jB‖L22j−k.
Using Young’s inequality, we conclude that
‖TBu‖
H
1
2
. ‖u‖
B˙
1
2
2,(∞,1)
∩B˙
3
2
2,(∞,1)
‖B‖
H
1
2
.
Finally we estimate the remainder term R(u,B) only when k ≤ 0 because
the case k ≥ 1 is easier. By Bernstein’s lemma we have
2
k
2
∑
j≥k−2
2
3q
2 ‖∆jB‖L2‖∆ju‖L2 ≤ 22k
∑
j≤0
‖∆ju‖L2‖∆jB‖L2
+ 22k
∑
k−2≤j≤0
‖∆jB‖L2‖∆ju‖L2
. ‖u‖
B˙
1
2
2,(∞,1)
‖B‖L222k
+
∑
j≥k−2
2
3j
2 ‖∆ju‖L22
j
2 ‖∆jB‖L222(k−j).
Thus we conclude that
‖R(u,B)‖
H
1
2
. ‖u‖
B˙
1
2
2,(∞,1)
∩B˙
3
2
2,(∞,1)
‖B‖
H
1
2
,
as required. The proof of estimate (2.12) is similar. As before we have
‖∆qTuu‖L2 ≤ ‖u‖L∞‖∆qu‖L2 . ‖u‖
B˙
1
2
2,(∞,1)
∩B˙
3
2
2,(∞,1)
‖∆qu‖L2
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giving
‖Tuu‖
B˙
1
2
2,(∞,1)
. ‖u‖
B˙
1
2
2,(∞,1)
∩B˙
3
2
2,(∞,1)
‖u‖
B˙
1
2
2,(∞,1)
.
Next we estimate the remainder term only for k ≤ 0, by Bernstein’s lemma
we have
2
k
2
∑
j≥k−2
2
3q
2 ‖∆ju‖L2‖∆ju‖L2 ≤ 22k
∑
j≤0
‖∆ju‖L2‖∆ju‖L2
+ 22k
∑
k−2≤j≤0
‖∆ju‖L2‖∆ju‖L2
. ‖u‖2
B˙
1
2
2,(∞,1)
22k
+
∑
j≥k−2
2
3j
2 ‖∆ju‖L22
j
2 ‖∆ju‖L222(k−j).
Consequently, we have
‖R(u, u)‖
H
1
2
. ‖u‖2
B˙
1
2
2,(∞,1)
∩B˙
3
2
2,(∞,1)
.
as desired.
Now, we give a result equivalent to Lemma 2.2.
Lemma 2.4.
Let (~F , ~G, ~H) ∈ Y˜. Then the time-periodic solution ~Γ := (~u, ~E, ~B) of the
system 

∂t~u−∆~u = ~F
∂t ~E − ~∇∧ ~B + ~E = ~G
∂t ~B + ~∇∧ ~E = ~H
div ~B = 0
(2.14)
satisfies (~u, ~E, ~B) ∈ X˜.
Proof. We only estimate the solution Uˆk(ξ) =
1
|ξ|2+i 2pi
T
k
Fˆk(ξ) in L˜
2(B˙
3
2
2,(∞,1)),
as all the other estimates are similar. First, we have
‖∆q ~U‖L2(0,T ;L2) .
√√√√ ∑
k∈Z\0
‖∆q ~Fk‖2L2
24q + k
2
T 2
.
Hence,
sup
q≤0
2
3q
2 ‖∆q ~U‖L2(0,T ;L2) . sup
q≤0
2−
q
2
√∑
k∈Z
‖∆q ~Fk‖2L2
√
sup
q≤0
sup
k∈Z\0
24q
24q + k
2
T 2
. sup
q≤0
2−
q
2
√ ∑
k∈Z\0
‖∆q ~Fk‖2L2 . ‖F‖L˜2(B˙− 12
2,(∞,1)
)
,
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and similarly
∑
q≥1
2
3q
2 ‖∆q ~U‖L2((0,T );L2) .
∑
q≤0
2−
q
2
√ ∑
k∈Z\0
‖∆q ~Fk‖2L2
√
sup
q≤0
sup
k∈Z\0
24q
24q + k
2
T 2
.
∑
q≥1
2−
q
2
√ ∑
k∈Z\0
‖∆q ~Fk‖2L2 . ‖F‖L˜2(B˙− 12
2,(∞,1)
)
.
3 Asymptotic stability
The purpose of this section is to prove Theorem 1.3. In the sequel, we omit
the~ symbol in order to alleviate the notation, since we will use alsoˆfor the
Fourier transform,˜etc.
Denote by Γper the T -periodic small solution of (0.1) given by Theorem 1.2.
We decompose Γ¯ the solution of (0.1) as
Γ¯ := Γper + Γerr
where the “error” term Γerr is further decomposed as Γerr = e
tAΓ0err+Γ. We
assume that the initial data Γ0err is small in the space B˙
1
2
2,(∞,1) ×H
1
2 ×H 12 ,
and Γ0 = 0. It is easy to see that Γerr solves the following integral equation
Γerr(t) = e
tAΓ0err +
∫ t
0
e(t−t
′)AN (Γerr(t′)) dt′,
with
A =

 ∆ 0 00 −I ∇∧ ·
0 −∇∧ · 0


and the three components of the nonlinearity N = (N1,N2,N3) are
N1 = P
(
−∇(u⊗ u) − ∇(uper ⊗ u)−∇(u⊗ uper)
+ E ×B + E ×Bper +Eper ×B
+ (u×B)×B + (u×Bper)×Bper
+ [uper ×B]×Bper + [uper ×Bper]×B
)
,
N2 = u×B + u×Bper + uper ×B
and N3 = 0, respectively. Observe that the nonlinear term is expressed only
in terms of the periodic solution. The construction of Γ follows a standard
fixed point argument.
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Let Bδ be the ball of the space X centred at zero and with radius δ > 0 to
be chosen. On that ball, define the map Φ as follows
Φ : Bδ ⊂ X −→ X
Γ 7→ Φ(Γ) :=
∫ t
0
e(t−t
′)AN (et′AΓ0err + Γ(t′)) dt′. (3.1)
Hence, the result of Theorem 1.3 will be a consequence of the following
proposition.
Proposition 3.1. If ‖Γ0err‖
B˙
1
2
2,(∞,1)
×H
1
2×H
1
2
≤ κδ, with δ > 0 and κ > 0
sufficiently small, then the map Φ is a contraction on Bδ.
Indeed, admitting for now this proposition, Picard’s theorem gives the
existence of a fixed point of the map Φ, call it Γ. Then clearly etAΓ0err+Γ(t)
would be the desired solution of (0.1).
In order to prove Proposition 3.1, we need a few preliminary lemmas.
3.1 Preliminary results
We start with several preliminary lemmas. First, we prove the following
result of parabolic regularity, in the spirit of [2], adapted to the spaces X
and Y1 in the following way.
Lemma 3.1 (Adapted maximum parabolic regularity). Let u be a smooth
divergence free vector field solving{
∂tu−∆u+∇p = f
u|t=0 = u
0,
(3.2)
on some time interval [0, T ]. Then, we have
‖u‖
X1∩L˜∞(B˙
1
2
2,(∞,1)
)
. ‖u0‖
B˙
1
2
2,(∞,1)
+ ‖f‖Y1 .
Proof. From the start, for any k ∈ Z, and 0 ≤ ε ≤ 1 denote by
αk := min(2
k, 1),
and define the norm
Mk,ε(f) := sup
n∈N
(2−k(
1
2
+ε)(n+ 1)
1−ε
2 ‖∆kf‖L2t (n,n+1;L2x)),
to be used to control the low frequencies of f , and
M˜k,ε(f) := sup
n∈N
(2−
k
2 (n+ 1)
1−ε
2 ‖∆kf‖L2t (n,n+1;L2x)),
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to control its high frequencies. Also, observe that for all c > 0 we have
x1−εe−cx
2 ≤ C(c, ε) . 1. (3.3)
Moreover, the following elementary estimate
∫ A
0
eu
2
du ≤ e
A − 1
A
clearly implies the following one
sup
t>0
t
1
2 e−
t
2
∫ t
0
e
s
2√
s
ds ≤ 4 (3.4)
which will be of frequent use in the proofs of our linear estimates. In ad-
dition, the following estimate is classical and can be found, for example, in
[2]
‖∆ket∆u0‖L2 . e−ct2
2k‖∆ku0‖L2 . (3.5)
From now on, we will ‘drop“ this constant c by taking it always equals to
one.
Duhamel’s formula for the solution of (3.2) gives
u(t) = et∆u0 +
∫ t
0
e(t−s)∆Pf(s) ds,
where P is Leray’s projection.
• First, we focus on the homogeneous solution et∆u0. Multiplying (3.5)
by 2
k
2 , taking the supremum in time and then summing in k (and the supre-
mum in k for low frequencies), easily gives
˜sup
t>0
‖et∆u0‖
B˙
1
2
2,(∞,1)
. ‖u0‖
B˙
1
2
2,(∞,1)
. (3.6)
Now we focus on the norm giving the decay. From (3.5) and for all 0 ≤ ε ≤ 1,
we have for any k ≤ 0
(t+ 1)
1−ε
2 2k(
3
2
−ε)‖∆ket∆u0‖L2 .
(
22k(t+ 1)
) 1−ε
2 e−ct2
2k
2
k
2 ‖∆ku0‖L2
.
(
22k(t+ 1)
) 1−ε
2 e−(t+1)2
2k
2
k
2 ‖∆ku0‖L2
. 2
k
2 ‖∆ku0‖L2 , (3.7)
where we used (3.3). When k ≥ 1, we estimate as follows
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(t+ 1)
1−ε
2 2
k
2 ‖∆ket∆u0‖L2 . (t+ 1)
1−ε
2 e−t2
2k
2
k
2 ‖∆ku0‖L2
. (t+ 1)
1−ε
2 e−(t+1)2
k
2 ‖∆ku0‖L2
. 2
k
2 ‖∆ku0‖L2 . (3.8)
Obviously, (3.7) and (3.8) give
˜sup
t>0
(t+ 1)
1−ε
2 ‖et∆u0‖
B˙
3
2−ε,
1
2
2,(∞,1)
. ‖u0‖
B˙
1
2
2,(∞,1)
.
Again thanks to (3.5), we have
‖∆ket∆u0‖L2(n,n+1,L2x) .
√
e−2n22k − e−2(n+1)22k
2k
‖∆ku0‖L2
. 2−kαke
−n22k‖∆ku0‖L2 ,
so that
(n+1)
1−ε
2 2
3
2
k‖∆ku‖L2(n,n+1,L2x) . (n+1)
1−ε
2 e−(n+1)2
k
2 ‖∆ku0‖L2 . 2
k
2 ‖∆ku0‖L2 ,
and consequently, one obtains
˜sup
n
(n+ 1)
1−ε
2 ‖et∆u0‖
L˜2(n,n+1; B˙
3
2
2,(∞,1)
)
. ‖u0‖
B˙
1
2
2,(∞,1)
as desired.
• Second, we focus on the non-homegenous solution v(t) := ∫ t0 e(t−s)∆Pf(s) ds,
where P is Leray’s projection. Fix t > 0 and let [t] be its integer part. De-
compose
‖∆kv(t)‖L2x .
[t]−1∑
n=0
∫ n+1
n
e−(t−s)2
2k‖∆kf(s)‖L2 ds+
∫ t
[t]
e−(t−s)2
2k‖∆kf(s)‖L2 ds.
Notice that if 0 ≤ t < 1, then only the last term shows up in the last
inequality. We start by estimating v in L˜∞(B˙
1
2
2,(∞,1)).
For any n ≤ [t]− 1, we have
∫ n+1
n
e−(t−s)2
2k‖∆kf(s)‖L2 ds .
(
max
n
(n+ 1)
1−ε
2 ‖∆kf‖L2(n,n+1,L2x)
)e−(t−n−1)22kαk
(n+ 1)
1−ε
2 2k
. Mk,ε(f)2
−k( 1
2
−ε)αke
−t22k e
(n+1)22k
(n+ 1)
1−ε
2
. (3.9)
23
where we used
√
1− e−222k ≤ αk in the first above estimate. Moreover,∫ t
[t]
e−(t−s)2
2k‖∆kf(s)‖L2 ds .
(
max
n
(n+ 1)
1−ε
2 ‖∆kf‖L2(n,n+1,L2x)
)√1− e−2(t−[t])22k
(t+ 1)
1−ε
2 2k
. Mk,ε(f)2
−k( 1
2
−ε)min
(
1,
√
2(t− [t])22k)
(t+ 1)
1−ε
2
(3.10)
. Mk,ε(f)2
−k( 1
2
−ε).
Thus,
2
k
2 ‖∆kv(t)‖L2x . Mk,ε(f)
(
αk2
kεe−t2
2k
[t]−1∑
n=0
e(n+1)2
2k
(n + 1)
1−ε
2
+ 2kε
)
.
Now, when k ≤ 0, to estimate the sum, we distinguish two cases. In the
case [t]22k ≤ 1 we use
αk2
kεe−t2
2k
[t]−1∑
n=0
e(n+1)2
2k
(n+ 1)
1−ε
2
. αk2
kε[t]
1+ε
2 . (22k[t])
1+ε
2 . 1. (3.11)
In the case, [t]22k ≥ 1, we use (3.4) and estimate in the following way
[t]−1∑
n=0
e(n+1)2
2k
(n+ 1)
1−ε
2
≤ [t] ε2
[t]−1∑
n=0
e(n+1)2
2k
√
n+ 1
. 2−k
e[t]2
2k
(22k[t])
1−ε
2
. (3.12)
Consequently, in both cases, we have
αk2
kεe−t2
2k
[t]−1∑
n=0
e(n+1)2
2k
(n+ 1)
1−ε
2
. 1,
and therefore
sup
k≤0
sup
t>0
2
k
2 ‖∆kv(t)‖L2 . sup
k≤0
Mk,ε(f)
Next, we treat frequencies k ≥ 1. Arguing exactly as above, we obtain
∫ n+1
n
e−(t−s)2
2k‖∆kf(s)‖L2 ds+
∫ t
[t]
e−(t−s)2
2k‖∆kf(s)‖L2 ds . M˜k,ε(f)2−
k
2
yielding
∑
k≥0
sup
t>0
2
k
2 ‖∆kv(t)‖L2 .
∑
k≥0
sup
n∈N
(n + 1)
1−ε
2 2−
k
2 ‖∆kf‖L2(n,n+1;L2).
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Whence
˜sup
t>0
‖u(t)‖
B˙
1
2
2,(∞,1)
≤ ‖f‖Y1 .
This shows the estimate in L˜∞(B˙
1
2
2,(∞,1)). Next we will estimate v(t) in X1.
Thanks to (3.9) and (3.10) we have
(t+ 1)
1−ε
2 2k(
1
2
−ε)αk‖∆kv(t)‖L2x . (t+ 1)
1−ε
2 Mk,ε(f)α
2
ke
−t22k
[t]−1∑
n=0
e(n+1)2
2k
(n+ 1)
1−ε
2
+ Mk,ε(f)αk.
In the case [t]22k ≤ 1 we use (3.11) to conclude that
(t+ 1)
1−ε
2 Mk,ε(f)α
2
ke
−t22k
[t]−1∑
n=0
e(n+1)2
2k
(n + 1)
1−ε
2
. Mk,ε(f)α
2
k(t+ 1) . Mk,ε(f).
In the case [t]22k ≥ 1 we use (3.12) to conclude that
(t+ 1)
1−ε
2 Mk,ε(f)α
2
ke
−t22k
[t]−1∑
n=0
e(n+1)2
2k
(n+ 1)
1−ε
2
. Mk,ε(f)α
2
k2
k(ε−2) . Mk,ε(f).
Taking the supremum in t and then the supremum in k ≤ 0 gives
˜sup
t>0
(t+ 1)
1−ε
2 ‖v<(t)‖
B˙
3
2−ε
2,∞
. ‖f‖Y1 .
Now we consider frequencies k ≥ 1. We have
(t+ 1)
1−ε
2 2
k
2 ‖∆kv(t)‖L2x . (t+ 1)
1−ε
2 M˜k,ε(f)αke
−t22k
[t]−1∑
n=0
e(n+1)2
2k
(n + 1)
1−ε
2
+ Mk,ε(f),
and in the case [t]22k ≤ 1 we use (3.11) to conclude that
(t+ 1)
1−ε
2 M˜k,ε(f)e
−t22k
[t]−1∑
n=0
e(n+1)2
2k
(n+ 1)
1−ε
2
. M˜k,ε(f)(t+ 1) . 2
−2kMk,ε(f).
In the case [t]22k ≥ 1 we use (3.12) to conclude that
(t+ 1)
1−ε
2 M˜k,ε(f)e
−t22k
[t]−1∑
n=0
e(n+1)2
2k
(n+ 1)
1−ε
2
. M˜k,ε(f)2
−k . M˜k,ε(f).
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Taking the supremum in t and then summing in k ≥ 0 gives
˜sup
t>0
(t+ 1)
1−ε
2 ‖v>(t)‖
B˙
1
2
2,1
. ‖f‖Y1 .
In conclusion, we have shown that
˜sup
t>0
(t+ 1)
1−ε
2 ‖v(t)‖
B˙
3
2−ε,
1
2
2,(∞,1)
. ‖f‖Y1 .
Finally, we estimate v in ˜supn(n+ 1)
1−ε
2 ‖v‖
L2(n,n+1;B˙
3
2
2,(∞,1)
)
. Fix an integer
N . For all N ≤ t < N + 1, arguing as before we obtain
‖∆kv(t)‖L2x . M˜k,ε(f)αk2−
k
2
N−1∑
n=0
e(n+1−t)2
2k
(n+ 1)
1−ε
2
+ M˜k,ε(f)αk2
− k
2
min
(
1,
√
2(t−N)22k)
(N + 1)
1−ε
2
. Mk,0(f)αk2
− k
2
(∫ [t]
0
e−(t−s)2
2k
√
s
ds +
e(N−t)2
2k
√
N + 1
)
. Mk,0(f)αk2
− k
2
(
1 +
e(N−t)2
2k
√
N + 1
)
and
‖∆kv(t)‖L2(N,N+1,L2x) . M˜k,ε(f)α2k2−
3
2
k
N−1∑
n=0
e(n+1−N)2
2k
(n+ 1)
1−ε
2
In the case [t]22k ≤ 1, we control the sum using (3.11) to end up with
‖∆kv(t)‖L2(N,N+1,L2x) . 2−
3
2
kM˜k,ε(f)α
2
kN
1+ε
2 .
This leads to
(N + 1)
1+ε
2 2
3
2
k‖∆kv(t)‖L2(N,N+1,L2x) . M˜k,ε(f)α2kN . M˜k,ε(f)
In the case [t]22k ≥ 1, we estimate the sum using (3.12) to obtain
‖∆kv(t)‖L2(N,N+1,L2x) . 2−
3
2
kM˜k,ε(f)α
2
k
2−k
(22kN)
1−ε
2
,
yielding estimates
(N + 1)
1−ε
2 2
3
2
k‖∆kv(t)‖L2(N,N+1,L2x) . M˜k,ε(f)α2k2(ε−2)k . M˜k,ε(f),
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and
˜sup
N
(N + 1)
1−ε
2 ‖v(t)‖
L˜2(N,N+1; B˙
3
2
2,(∞,1)
)
. ‖f‖Y1
as desired. This completes the proof of the Lemma.
Now we focus on Maxwell’s equations. The following result quantifies a
weak form of decay for the electromagnetic field (E,B).
Lemma 3.2. Let G ∈ Y1, and (E,B) be a smooth solution of

∂tE −∇ ∧B + E = G
∂tB +∇∧ E = 0
(E,B)|t=0 = (E
0, B0),
(3.13)
on some time interval [0, T ]. Then, the following estimate holds (with con-
stants independent of T )
‖E‖X2 + ‖B‖X3 . ‖(E0, B0)‖H 12 + ‖G‖Y2 . (3.14)
Proof. First, we recall that in [11], the following estimate was proven.
‖E‖
L˜∞T H
1
2 ∩L2T H˙
1
2
+ ‖B‖
L˜∞T H
1
2 ∩L2T H˙
1, 12
. ‖(E0, B0)‖
H
1
2
+ ‖G‖
L2TH
1
2
(3.15)
with a constant independent of T . Hence, it will be sufficient to prove that
˜sup
t>0
t
1
2 ‖E(t)‖
H˙
1
2
+ ˜sup
t>0
t
1
2 ‖B(t)‖
H˙1,
1
2
. ‖(E0, B0)‖
H
1
2
+ ‖G‖
L2TH
1
2
. (3.16)
We decompose E = Eσ+E∇ into its divergence free component Eσ, and
irrotational component E∇. It is easy to check that B, Eσ and E∇ solve
∂2tB −∆B + ∂tB = −∇×G, (3.17)
∂tB +∇× Eσ = 0 (3.18)
and
∂tE∇ + E∇ = G∇ (3.19)
respectively. Thanks to the Fourier transform, and the spectral analysis
given in the Appendix we have the following representation formula for B.
Bˆ(t) = etλ−Bˆ0 +
(
etλ+ − etλ−
)
b0 +
i
λ−
∫ t
0
(
e(t−τ)λ+ − e(t−τ)λ−
)
ξ × e dτ,
(3.20)
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where,
λ±(ξ) =
−1±√1− 4|ξ|2
2
,
the initial data
(
Eˆ0, Bˆ0
)
and the source term ∇ ∧ G are decomposed as
follows (
Eˆ0
Bˆ0
)
=
(
ξ·Eˆ0
|ξ|2
ξ
0
)
+
(
e0
−i
λ−
ξ × e0
)
+
( −i
λ−
ξ × b0
b0
)
, (3.21)
with ξ · e0 = ξ · b0 = 0, and
(
Gˆ
0
)
=
(
ξ·Gˆ
|ξ|2
ξ
0
)
+
(
e
−i
λ−
ξ × e
)
+
( −i
λ−
ξ × b
b
)
, (3.22)
with ξ · e = ξ · b = 0.
Let K be some fixed parameter 1 < K < 2 determined such that for all
|ξ| ≥ 12K we have R(λ±) < −14 . To this end, we further decompose the
magnetic fields as follows.
B = B< +B>,
where, for
Bˆ< = 1{|ξ|≤ 12K }Bˆ,
Bˆ> = 1{ 12K<|ξ|}Bˆ.
The first corresponds to the low frequency component of B and the second
to the high frequency. Now we estimate each of the above terms separately.
Thanks to (3.4), we have
t
1
22
k
2 ‖∆kB>(t)‖L2 . t
1
2 2
k
2 e−
t
4 (‖∆kE0‖L2 + ‖∆kB0‖L2)
+ t
1
2
∫ t
0
e−
t−s
4 2
k
2 ‖∆kG(s)‖L2 ds
. 2
k
2 (‖∆kE0‖L2 + ‖∆kB0‖L2)
+ sup
t>0
(
t
1
2 2
k
2 ‖∆kG(t)‖L2
)
t
1
2 e−
t
4
∫ t
0
e
s
4√
s
ds.
Again, using (3.4) we conclude that
t
1
22
k
2 ‖∆kB>(t)‖L2 . sup
t>0
(
t
1
2 2
k
2 ‖∆kG(t)‖L2
)
(3.23)
+ 2
k
2 (‖∆kE0‖L2 + ‖∆kB0‖L2).
Now we estimate B<. From Duhamel’s formula, Lemma A.1 and (3.4) we
estimate
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t
1
22k‖∆kB<(t)‖L2 . t
1
22k(e−
t
2‖∆k(B0 − b0)‖L2 + e−t2
k‖∆kb0‖L2)
+ t
1
22k
∫ t
0
e−(t−s)2
2k‖∆kG<(s)‖L2 ds
+ t
1
22k
∫ t
0
e−
t−s
2 ‖∆kG<(s)‖L2 ds
. 2k‖∆k(B0 − b0)<‖L2 + ‖∆kb0<‖L2 + ˜sup
t>0
t
1
2 ‖∆kG<(t)‖L2x
which, in virtue of Lemma A.1 and the identity
Bˆ0 − b0 = − i
λ−
ξ × e0. (3.24)
gives
t
1
2 2k‖∆kB<(t)‖L2 . ‖∆k(B0 − b0)<‖L2 + ‖∆kb0<‖L2
+ ˜sup
t>0
t
1
2 ‖∆kG<(t)‖L2x .
Taking the ℓ2 summation in k gives
˜sup
t>0
t
1
2 ‖B<‖H˙1 . ‖(E0, B0)‖L2 + ˜sup
t>0
t
1
2 ‖G‖L2x ,
as desired. To estimate E, it is sufficient to estimate
˜sup
t>0
t
1
2 ‖E∇‖
H
1
2
, and ˜sup
t>0
t
1
2‖∇ × Eσ‖
H˙−1,−
1
2
,
because
˜sup
t>0
t
1
2‖Eσ‖
H
1
2
. ˜sup
t>0
t
1
2 ‖∇ × Eσ‖
H˙−1,−
1
2
.
Thanks to Faraday’s law, we have
‖∇ × Eσ‖
H˙−1,−
1
2
= ‖∂tB‖
H˙−1,−
1
2
.
From Duhamel’s formula, we have
∂tBˆ = λ−e
tλ−Bˆ0 + (λ+e
tλ+ − λ−etλ−)b0 + i
λ−
∫ t
0
(λ+e
(t−s)λ+ − λ−e(t−s)λ−)ξ × e ds.
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Using Lemma A.1, we have for all k ≤ 1,
t
1
22−k‖∆k(∇× Eσ)‖L2 . t
1
2 2−k22ke−t2
2k‖∆kb0‖L2 + t
1
2 2−ke−
t
2 ‖∆k(B0 − b0)‖L2
+ t
1
2 22k
∫ t
0
e(s−t)2
2k‖∆ke(s)‖L2 ds + t
1
2
∫ t
0
e
s−t
2 ‖∆ke(s)‖L2 ds
. ‖∆kb0‖L2 + (‖∆kE0‖L2 + ‖∆kB0‖L2)
+ sup
t>0
(t
1
2‖∆kG‖L2)t
1
222ke−t2
2k
∫ t
0
e−s2
2k
√
s
ds
+ sup
t>0
(t
1
2‖∆kG‖L2)t
1
2 e−
t
2
∫ t
0
e
s
2√
s
ds.
Again, it is important to mention that in the second estimate in above we
used (3.24). Now for k ≥ 2
t
1
2 2−
k
2 ‖∆k(∇×Eσ)‖L2 . t
1
2 2
k
2 e−
t
2 (‖∆kE0‖L2 + ‖∆kB0‖L2)
+ t
1
2 2
k
2
∫ t
0
e(s−t)2
2k‖∆kG‖L2 ds
. 2
k
2 (‖∆kE0‖L2 + ‖∆kB0‖L2)
+ sup
t>0
(t
1
22
k
2 ‖∆kG‖L2)t
1
2 e−t2
2k
∫ t
0
es2
2k ds√
s
.
Using (3.4) and taking the ℓ2 summation concludes the proof. To estimate
˜supt>0 t
1
2‖E∇‖
H
1
2
, we also write Duhamel’s formula for E∇.
E∇ = e
−tE0∇ +
∫ t
0
es−tG∇(s) ds.
Then,
t
1
22
k
2 ‖∆kE∇‖L2 . t
1
2 2
k
2 e−t‖∆kE0∇‖L2 + t
1
2 e−t sup
t>0
(t
1
22
k
2 ‖∆kG∇‖L2)
∫ t
0
es√
s
ds
which finishes the proof of the Lemma.
3.2 Nonlinear estimates
The following is a series of nonlinear estimates needed for the contraction
argument. The first Lemma is essential to estimate the nonlinearity in
Maxwell-Ampe`re’s equation.
Lemma 3.3. For all smooth functions u, E and B defined on some interval
[0, T ], we have the following estimates, with constants independent of T :
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‖u ∧B‖Y2 . ‖u‖
L˜2(B˙
3
2
2,(∞,1)
)∩ ˜suptt
1
2 B˙
3
2
2,(∞,1)
‖B‖X3 (3.25)
‖uper ∧B‖Y2 . ‖uper‖
L˜2
per(B˙
3
2
2,(∞,1)
)∩L˜∞(B˙
1
2
2,(∞,1)
)
‖B‖X3 (3.26)
‖u ∧Bper‖Y2 . ‖u‖X ‖Bper‖L˜∞
per
(H
1
2 )
(3.27)
The second Lemma is to estimate bilinear terms in the Navier-Stokes
equations
Lemma 3.4.
‖∇(u⊗ v)‖Y1 . ‖u‖X ‖v‖X (3.28)
‖∇(uper ⊗ v)‖Y1 . ‖v‖X1‖uper‖
L˜∞
per(B˙
1
2
2,(∞,1)
)
(3.29)
‖Eper ∧B‖Y1 . ‖Eper‖L˜∞(H 12 )‖B‖X3 , (3.30)
‖E ∧Bper‖Y1 . ‖E‖X2‖Bper‖L˜∞
per
(H
1
2 )
, (3.31)
‖E ∧B‖Y1 . ‖E‖X2‖B‖L˜∞H 12 (3.32)
The last Lemma gives the estimates of the trilinear terms in the equation
of the velocity vector field.
Lemma 3.5.
‖(u ∧Bper) ∧Bper‖Y1 . ‖u‖X ‖Bper‖2
L˜∞(H
1
2 )
(3.33)
‖(u ∧B) ∧Bper‖Y1 . ‖u‖X ‖B‖L∞(H 12 )‖Bper‖L˜∞(H 12 ) (3.34)
‖(uper ∧B) ∧B‖Y1 . ‖uper‖
L˜∞
per(B˙
1
2
2,1)
‖B‖X3‖B‖X3 (3.35)
‖(uper ∧B) ∧Bper‖Y1 . ‖uper‖
L˜∞
per(B˙
1
2
2,(∞,1)
)∩L˜2
per(B˙
3
2
2,(∞,1)
)
‖Bper‖
L˜∞(H
1
2 )
‖B‖X3(3.36)
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Proof. We only show how to estimate the worst terms (uper ∧Bper)∧B and
(u ∧Bper) ∧Bper because all the other estimates are easier. It is enough to
show the following
sup
n
(1 + n)
1−ε
2 ‖uper ∧B‖
L2(n,n+1;H
1
2 )
. ‖uper‖X1‖B‖X3 (3.37)
and
sup
n
(1 + n)
1−ε
2 ‖Bper ∧ F‖Y1 . ‖Bper‖L˜∞(H 12 ) supn (1 + n)
1−ε
2 ‖F‖
L2(n,n+1;H
1
2 )
(3.38)
for F = u ∧Bper.
We begin by proving (3.37), and estimate the term TuperB in the para-
product. First, as in the proof of Lemma 2.3, we have
sup
n
(1 + n)
1−ε
2 ‖TuperB‖L2(n,n+1;H 12 ) . ‖uper‖L∞per(L∞) ˜supt (1 + t)
1−ε
2 ‖B‖
H
1
2
. ‖uper‖X1 ˜sup
t
(1 + t)
1−ε
2 ‖B‖
H
1
2
.
Next, for k ≤ 0, by Bernstein’s lemma we have∑
j≤k
2j‖∆jB‖L22
j−k
2 2k‖∆kuper‖L2 ≤
∑
j≤k
2j‖∆jB‖L22
j−k
2 ‖uper‖
L˜∞per(B˙
1
2
2,(∞,1)
)
while for k ≥ 1, we decompose further as follows∑
j≤k
2
3j
2 ‖∆jB‖L22
k
2 ‖∆ku‖L2 ≤
∑
j≤0
2j‖∆jB‖L22
j
2 2
k
2 ‖∆kuper‖L2
+
∑
0≤j≤k
2
j
2‖∆jB‖L22j−k2
3k
2 ‖∆kuper‖L2
which thanks to Young’s inequality and after integration in time give
sup
n
(1 + n)
1−ε
2 ‖TBuper‖
L2(n,n+1;H
1
2 )
. ‖uper‖
L˜∞per(B˙
1
2
2,(∞,1)
)
sup
n
(1 + n)
1−ε
2 ‖B‖
L2(n,n+1;H˙1,
1
2 )
+ ‖uper‖
L˜∞per(B˙
3
2
2,(∞,1)
)
˜sup
t
(1 + t)
1−ε
2 ‖B‖
H
1
2
.
Thus
sup
n
(1 + n)
1−ε
2 ‖TBuper‖
L2(n,n+1;H
1
2 )
. ‖uper‖X1‖B‖X3 .
Finally we estimate the rest R(uper, B) only when k ≤ 0 because the case
k ≥ 1 is easier. By Bernstein’s lemma we have
2
k
2
∑
j≥k−2
2
3k
2 ‖∆jB‖L2‖∆juper‖L2 ≤ 22k

∑
j≤0
(·) +
∑
k−2≤j≤0
(·)


. ‖uper‖
B˙
1
2
2,(∞,1)
‖B‖L222k
+
∑
j≥k−2
2
3j
2 ‖∆juper‖L22
j
2‖∆jB‖L222(k−j).
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This concludes that
sup
n
(1 + n)
1−ε
2 ‖R(B,uper)‖
L2(n,n+1;H
1
2 )
. ‖uper‖X1‖B‖X3 .
Now we show (3.38). For k ≤ 0, by Bernstein’s lemma we have
2−k(
1
2
+ε)‖∆kTBperF‖L2 ≤ 2
k
2 ‖∆kF‖L2
∑
j≤k
2j(
1
2
−ε)‖∆jBper‖L22(j−k)(1+ε).
Additionally, when k ≥ 1, we estimate as follows
2−
k
2 ‖∆kTBperF‖L2 . 2
k
2 ‖∆kF‖L2

‖Bper‖L2 + ∑
0≤j≤k
2
j
2 ‖∆jBper‖L22j−k


. 2
k
2 ‖∆kF‖L2‖Bper‖H 12 .
The last two estimates combined give
sup
n
(1+n)
1−ε
2 ‖TBperF )‖
L2(n,n+1;B˙
− 12 ,−
1
2
2,(∞,1)
)
. sup
n
(1+n)
1−ε
2 ‖F‖
L2(n,n+1;H
1
2 )
‖Bper‖
L˜∞(H
1
2 )
.
Since the force F and the magnetic field B share the same space regularity,
then the same analysis in above implies
sup
n
(1+n)
1−ε
2 ‖TFBper)‖
L2(n,n+1;B˙
− 12 ,−
1
2
2,(∞,1)
)
. sup
n
(1+n)
1−ε
2 ‖F‖
L2(n,n+1;H
1
2 )
‖Bper‖
L˜∞(H
1
2 )
.
Finally the remaining term is estimated thanks to the following observation
2−k(
1
2
+ε)
∑
j≥k−2
2
3k
2 ‖∆jBper‖L2‖∆jF‖L2 .
∑
j≥k−2
2j(
1
2
−ε)‖∆jBper‖L22
j
2‖∆jF‖L22(k−j)(1−ε).
Now we move to the term (u∧Bper)∧Bper, and begin by the recalling that
H
1
2 ×H 12 →֒ B−
1
2
2,1 (R
3).
Hence, F := Bper ·Bper belongs to B−
1
2
2,1 (R
3). Next we use again para-product
to estimate F ∧ u. For k ≤ 0, by Bernstein’s lemma we have
2−k(
1
2
+ε)‖∆kTuF‖L2 ≤ 2−
k
2 ‖∆kF‖L2
∑
j≤k
2j(
3
2
−ε)‖∆ju‖L22(j−k)ε, (3.39)
and, similarly, when k ≥ 1 we estimate as follows
2−
k
2 ‖∆kTuF‖L2 . 2−
k
2 ‖∆kF‖L2

∑
j≤0
2j(
3
2
−ε)‖∆ju‖L22jε +
∑
0≤j≤k
2
3j
2 ‖∆ju‖L2


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giving
2−
k
2 ‖∆kTuF‖L2(n,n+1;L2) . 2−
k
2 ‖∆kF‖L2‖u‖
L˜2(n,n+1;B˙
3
2−ε,
3
2
2,(∞,1)
. (3.40)
Finally, for k ≤ 0, we have
2−k(
1
2
+ε)‖∆kTFu‖L2 ≤ 2k(
3
2
−ε)‖∆ku‖L2
∑
j≤k
2−
j
2‖∆jF‖L222(j−k), (3.41)
and, similarly, when k ≥ 1 we have
(3.42)
2−
k
2 ‖∆kTuF‖L2 . 2
3k
2 ‖∆ku‖L2

2−2k‖F‖
B˙
− 12
2,1
+
∑
0≤j≤k
2−
j
2 ‖∆jF‖L222(j−k).


Putting together (3.41), (3.41), (3.41) and (3.42) finishes the proof of the
Lemma.
3.3 End of the proof of Theorem 1.3
Proof. of the proposition 3.1 First, notice that Φ
(−etAΓ0err) = 0, while
by Lemma 3.1 and Lemma 3.2, we have
∥∥etAΓ0err∥∥X ≤ C ∥∥Γ0∥∥B˙ 12
2,(∞,1)
×H
1
2×H
1
2
≤ Cκδ ≤ δ
2
(3.43)
for κ small enough. On the other hand, in below we will prove that, if Γ(1)
and Γ(2) belong to Bδ, then under the assumptions of the claim, we have∥∥∥Φ(Γ(1))− Φ(Γ(2))∥∥∥
X
≤ 1
2
∥∥∥Γ(1) − Γ(2)∥∥∥
X
. (3.44)
Then estimates (3.43) and (3.44) easily yield the claim of proposition 3.1.
To prove (3.44), let Γ(j) := (uj , Ej , Bj)
T ∈ Bδ for j = 1, 2. Write further
etAΓ0err + Γ
(j)(t) = (u¯j , E¯j , B¯j)
T
and set Γ := Γ(1) − Γ(2) := (u,E,B)T , and Φ(Γ(j)) := Γ˜(j) = (u˜j , E˜j , B˜j)T
be given by (3.1). Finally, let Γ˜ := Γ˜(1) − Γ˜(2) := (u˜, E˜, B˜)T .
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We decompose u˜ into u˜ = u˜(a)+ u˜(b), with u˜(a) accounting for the convection
term
u˜(a) : = −
∫ t
0
e(t−t
′)∆
P∇(u1 ⊗ u+ u⊗ u2 + u⊗ uper + uper ⊗ u) dt′
+
∫ t
0
e(t−t
′)∆
P(E1 ∧B +E ∧B2 + E ∧Bper + Eper ∧B) dt′
+
∫ t
0
e(t−t
′)∆
P((u ∧B1) ∧B1 + (u2 ∧ E) ∧B1 + (u2 ∧B2) ∧B) dt′
+
∫ t
0
e(t−t
′)∆
P((u ∧Bper) ∧Bper) dt′
and
u˜(b) : =
∫ t
0
e(t−t
′)∆
P((uper ∧B) ∧Bper + (uper ∧Bper) ∧B) dt′
Moreover, the electro-magnetic field (E˜, B˜) satisfies
∂tE˜ −∇ ∧ B˜ + E˜ = u1 ∧B + u ∧B2 + u ∧Bper + uper ∧B (3.45)
∂tB˜ +∇∧ E˜ = 0
with 0 initial data. Applying Lemmas 3.3, 3.4 and 3.5 immediately gives
estimates (3.43) and (3.44) and thus finishes the proof of the proposition
3.1.
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A Spectral properties of Maxwell’s operator
Here, we detail the linear analysis of Maxwell’s system (3.13), whose spectral
decomposition will be essential for the proof of Lemma 3.2.
Clearly, Maxwell’s system (3.13) may be recast as
∂t
(
E
B
)
= L
(
E
B
)
+
(
G
0
)
,
where Maxwell’s operator L is given by
L :=
( −Id ∇∧
−∇∧ 0
)
.
More precisely, the operator
L : D (L) ⊂ X → X,
is defined as an unbounded linear operator, where
X := {(E,B) ∈ (L2 (R3))2 such that divB = 0},
whose domain is given by
D (L) := {(E,B) ∈ X (PE,B) ∈ (H1 (R3))2},
where P : L2
(
R
3
) → L2 (R3) denotes the Leray projector over solenoidal
vector fields.
Next, in order to refine our understanding of the action of the semigroup
and the ensuing behaviour of the electromagnetic field (E,B), we conduct a
spectral analysis of L. Since, it has constant coefficients, we use the Fourier
transform, which is denoted by
Ff(ξ) = fˆ(ξ) :=
∫
Rd
e−iξ·xf(x)dx,
and its inverse by
F−1g(x) = g˜(x) := 1
(2π)d
∫
Rd
eix·ξg(ξ)dξ.
For every ξ ∈ R3 \ {0}, we further define the subspace
E(ξ) := {(e, b) ∈ C3 × C3 such that ξ · b = 0},
and the linear finite-dimensional operator Lˆ(ξ) : E(ξ)→ E(ξ) by
Lˆ(ξ)
(
e
b
)
:=
(−e+ iξ ∧ b
−iξ ∧ e
)
.
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Clearly, E(ξ) is a 5-dimensional vector subspace of C3 × C3 and any
(E,B) ∈ X satisfies that
(
Eˆ(ξ), Bˆ(ξ)
)
∈ E(ξ), for almost every ξ ∈ R3.
Finally, note that, for any (E,B) ∈ X,
F
(
L
(
E
B
))
(ξ) =
(−Eˆ + iξ ∧ Bˆ
−iξ ∧ Eˆ
)
= Lˆ(ξ)
(
Eˆ
Bˆ
)
,
and
F
(
etL
(
E
B
))
(ξ) = etLˆ(ξ)
(
Eˆ
Bˆ
)
.
Then, we have the following properties proven in [1].
Proposition A.1. For |ξ| 6= 12 the distinct eigenvalues of Lˆ(ξ) are λ0 = −1,
λ+(ξ) and λ−(ξ), with
λ±(ξ) =
−1±
√
1− 4|ξ|2
2
. (A.1)
Furthermore, there exists a basis of eigenvectors (i.e. Lˆ(ξ) is diagonalizable)
and the eigenspaces corresponding to λ0, λ+(ξ) and λ−(ξ) are respectively
given by
E0(ξ) =
〈(
ξ
0
)〉
,
E+(ξ) =
{(
e
−i
λ+
ξ × e
)
∈ C3 × C3 : e ∈ C3, ξ · e = 0
}
=
{( −i
λ−
ξ × b
b
)
∈ C3 × C3 : b ∈ C3, ξ · b = 0,
}
E−(ξ) =
{(
e
−i
λ−
ξ × e
)
∈ C3 × C3 : e ∈ C3, ξ · e = 0
}
=
{(−i
λ+
ξ × b
b
)
∈ C3 × C3 : b ∈ C3, ξ · b = 0
}
.
For any ξ ∈ R3 \ {0}, such that |ξ| = 12 , the distinct eigenvalues of L(ξ)
are λ0 = −1 and λ1 = −12 . Furthermore, Lˆ(ξ) is not diagonalizable and the
eigenspaces corresponding to λ0 and λ1 are respectively given by
E0(ξ) =
〈(
ξ
0
)〉
,
E1(ξ) =
{(
e
2i
σcξ × e
)
∈ C3 × C3 : e ∈ C3, ξ · e = 0 (and e3 = 0 if d = 2)
}
=
{(
2i
σcξ × b
b
)
∈ C3 × C3 : b ∈ C3, ξ · b = 0 (and b1 = b2 = 0 if d = 2)
}
.
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The generalized eigenspace corresponding to λ1 is given by
K1(ξ) =
{(
e
b
)
∈ C3 × C3 : ξ · e = ξ · b = 0 (and e3 = b1 = b2 = 0 if d = 2)
}
.
Remark A.1. One easily verifies that the operator Lˆ(ξ) is not normal (i.e.
it does not commute with its adjoint) and, therefore, the eigenspaces E0(ξ),
E+(ξ) and E−(ξ) are not all orthogonal to each other. However, it is seen
that each E±(ξ) is orthogonal to E0(ξ).
Lemma A.1. Let ξ ∈ R3 and consider the eigenvalues λ±(ξ) defined by
(A.1). Then, if |ξ| ≤ 12 ,
−1 ≤ λ−(ξ) ≤ −1
2
≤ −|ξ| ≤ −2|ξ|2 ≤ λ+(ξ) ≤ −|ξ|2,
and
√
1− (2|ξ|)2 ≤ λ−(ξ)− λ+(ξ)
λ−(ξ)
≤ 2
√
1− (2|ξ|)2,
and, if |ξ| ≥ 12 ,
ℜ (λ−(ξ)) = ℜ (λ+(ξ)) = −1
2
, |λ+(ξ)| = |λ−(ξ)| = |ξ|,
and
∣∣∣∣λ−(ξ)− λ+(ξ)λ−(ξ)
∣∣∣∣ = 2
√
1−
(
1
2|ξ|
)2
.
Thanks to Proposition A.1, decomposing the initial data
(
E0c, B0c
) ∈ X
and the source terms Gc ∈ L1loc
(
R
+;L2
(
R
3
))
using the eigenspaces of Lˆ(ξ),
we write for almost every ξ ∈ R3,
(
Eˆ0
Bˆ0
)
=
(
ξ·Eˆ0
|ξ|2 ξ
0
)
+
(
e0
−i
λ−
ξ × e0
)
+
( −i
λ−
ξ × b0
b0
)
, (A.2)
where ξ · e0 = ξ · b0 = 0, and
(
Gˆ
0
)
=
(
ξ·Gˆ
|ξ|2
ξ
0
)
+
(
e
−i
λ−
ξ × e
)
+
( −i
λ−
ξ × b
b
)
, (A.3)
where ξ · e = ξ · b = 0.
Next, in view of Proposition A.1, the semigroup etLˆ acts on (3.21) as
etLˆ
(
Eˆ0
Bˆ0
)
= e−t
(
ξ·Eˆ
|ξ|2 ξ
0
)
+ etλ−
(
e0
−i
λ−
ξ × e0
)
+ etλ+
( −i
λ−
ξ × b0
b0
)
,
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and on (A.3) as
∫ t
0
e(t−τ)Lˆ
(
Gˆ
0
)
(τ)dτ =
∫ t
0
e−(t−τ)
(
ξ·Gˆ
|ξ|2 ξ
0
)
dτ
+
∫ t
0
e(t−τ)λ−
(
e
−i
λ−
ξ × e
)
dτ
+
∫ t
0
e(t−τ)λ+
( −i
λ−
ξ × b
b
)
dτ.
Therefore, Duhamel’s formula (A.2) yields that
Bˆ(t) =
−ic
λ−
etλ−ξ × e0 + etλ+b0 +
∫ t
0
(−i
λ−
e(t−τ)λ−ξ × e+ e(t−τ)λ+b
)
dτ.
Further substituting
ic
λ−
ξ × e0 = b0 − Bˆ0,
b =
i
λ−
ξ × e,
which is deduced from the second components of (3.21) and (A.3), we obtain
Bˆ(t) = etλ−Bˆ0 +
(
etλ+ − etλ−
)
b0 +
i
λ−
∫ t
0
(
e(t−τ)λ+ − e(t−τ)λ−
)
ξ × edτ.
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