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ABSTRACT The collection of reliable and high-quality data is seen as a prerequisite for effective and
efficient rail infrastructure and rolling stock asset management to meet the requirements of asset owners
and service providers. In this paper, the importance of recovering missing information in railway asset
management is highlighted, and the advancedmodels and algorithms that have been applied to recovering the
missed data are analyzed and discussed. Through making comparisons among these models and algorithms,
a procedure is proposed to guide selecting the appropriate models based on different data missing scenarios.
Using the newly developed framework with one dataset from each scenario, new models with different
structures are trained and finally, the most suitable model is selected and utilized to recover the missing
data and the selected model’s performance is evaluated using the data with known or clearly identified
missing data mechanisms. Challenges via application of advanced algorithms for recovering missing data
are discussed.
INDEX TERMS Missing data, asset management, railway, condition monitoring data, condition-based
maintenance, machine learning, neural networks.
I. INTRODUCTION
Missing data occurs frequently within asset condition moni-
toring and needs to be understood when asset condition pre-
dictions and calculations are being undertaken [1]. Missing
data can be described in terms of some intended measure-
ments which were not obtained [2]. For accurate predictions,
knowledge of missing data for analysis purposes is crucial for
evaluating the accuracy of the predictions. While the impact
of missing data in clinical research is widely documented [3],
the impact of missing data on infrastructure asset condition
monitoring can also be catastrophic including missing fail-
ure predictions where the outcome of a failure can cause
significant damage or loss.
Missing data can lead to incorrect or inaccurate analy-
ses particularly where the prediction of accurate trends for
missing data is required [4]. Without an understanding of the
missing data mechanisms involved, analysis and prediction
(using datasets and databases with missing data) will be less
accurate than it appears. Any real-world data collection sys-
tem for asset condition monitoring is likely to have missing at
random (MAR) and missing completely at random (MCAR)
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data or data that is missing not at random (MNAR) including
being incorrectly labeled, censored or mismeasured. Any
model also needs to take the gaps in the available data into
account [5]. Approaches requiring high classification accu-
racy may also need to take outliers into account. Outliers
can be of two outcomes: a) Erroneous measurements includ-
ing sensor measurement errors and manual data entry errors
and b) Correct measurements which are considered as rare
events of low probability [6], [7]. Outliers are often excluded
from collected data in error with subsequent loss of informa-
tion [8]. This is an example of theMNARmechanism. Simple
models often fail to account for this impact. For distributions
like the long-tail distribution, there can be a higher probability
of outliers present in the data [9].
The motivation of this paper is to review the existing
approaches and address the missing data issues by devel-
oping new models and processes for recovery of missing
data with higher accuracy through a literature review and
discussion on existing models and techniques. It focuses on
the integration of rail asset condition monitoring data from
multiple site locations, where in some samples, the asset ID
is missing or set to a default value of ‘0’ if the asset ID is not
determined. While lookup tables can provide some help, they
are time-consuming and prone to human error. Then deep
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learning method is proposed and developed for reducing the
error in missing data recovery and identifying patterns for the
missing asset ID and missing condition monitoring data.
In this paper, the mechanisms of missing data are dis-
cussed, and a process is given for analyzing the treatment of
different aspects of missing data which is related to asset con-
dition data [10]. Asset condition databases can be considered
as temporal databases where the asset condition data usually
includes time series attributes [11]. These time series patterns
can be described in terms of two basic classes of components:
a) trend and b) seasonality. For this paper, ‘‘the analysis of
time series is based on the assumption that successive values
in the data file represent consecutive measurements taken at
equally spaced time intervals’’ [12].
In short, the contribution of this paper is summarized as
follows: It provides a background review of missing data
processing methods and techniques including mechanisms
for missing data, missing data processing approaches and
modeling; on the base of literature review, a general proce-
dure for missing data analysis is proposed including the pro-
cess flow diagrams; further, the model development process
using simple neural networks and LSTM architecture in deep
learning is presented and discussed in detail and the model
development process is demonstrated using two real data sets;
finally, a model selection guideline is given to guide model
selection for dealing with missing data.
Given the purpose outlined above, the remaining part of
this paper is organized as follows: Section II provides an
overview of existing methods and techniques for dealing with
missing data; Section III discusses the existing types of miss-
ing data models, tools and algorithms available for utilization
including machine learning approaches; Section IV presents
model development for missing data identification; Section V
discusses scenarios for missing data mechanisms in asset
condition monitoring and results of analysis are also included
for comparison and Section VI concludes the paper.
II. AN OVERVIEW OF MISSING DATA PROCESSING
METHODS AND TECHNIQUES
A. METHODOLOGY FOR REVIEW OF
MECHANISMS OF MISSING DATA
The first step of this paper is to conduct a background review
of missing data mechanisms. A fewmethodologies employed
in other literature review papers are studied and analyzed.
Finally, the methodological approach adapted from [13]
and [14] is determined in this paper. It follows to answer
the following questions: What are the research problems or
research focus? What is the research scope? What is the
research methodology? What is the research target or what
do we want to achieve? Hence, in this paper, five aspects or
dimensions of missing data mechanisms were considered in
the selection of keywords for literature search as follows:
i. The areas of railway infrastructure and rolling stock
asset management in whichmissing data analysis could
be applied;
ii. the types and level of missing data in rail network
management including asset condition monitoring;
iii. the trend towards condition-based maintenance where
missing data issue may be involved;
iv. data applied to prognostic health management and
smart monitoring of rail assets;
v. types ofmissing datamodels, missing data tools includ-
ing regression, neural network, deep learning and iden-
tification of scenarios used for applying these models.
By considering different combinations of the selected key-
words to cover the above five aspects, using the queries of the
keywords combinations to search in three databases includ-
ing Scopus, Google Scholar, and IEEE Xplorer, the related
articles were found. As an initial phase, the keywords
used are shown in the query string as: (TITLE-ABS-KEY
(‘‘asset management’’ OR ‘‘condition monitoring’’ OR ‘‘data
quality’’ OR ‘‘missing data’’ OR ‘‘machine learning’’ OR
‘‘machine learning’’ OR ‘‘deep learning’’ OR ‘‘predic-
tive analytics’’ OR ‘‘structural health monitoring’’) AND
TITLE-ABS-KEY (rail∗)). Then the literature search was
progressively adapted and driven by considerations of the
industry issues in the five domains above. A total of
around 150 articles were selected for reading and analysis.
The review summary and discussions are presented in the
following subsections and Section III.
B. TYPES OF, AND MECHANISMS FOR MISSING DATA
Identification of the mechanism can help in the selection
of algorithms to process the missing data. There are three
key mechanisms for missing data which are directly related
to the type of missing data. Missing data can be described
from three different aspects [15]: a) Missing completely
at random (MCAR) where the data is missing indepen-
dently of both observed and unobserved data; b) Missing
at random (MAR) where the data does not depend upon
relevance to the hypothesis being tested; c) Missing not at
random (MNAR) where missing observations are related to
values of unobserved data. These three types of missing data
are shown in the diagram given in Figure 1, which is modified
from [16] for asset condition data analysis.
C. MAR DATA
Missing at random data (MAR) is considered sufficiently
important to require the development of methodologies to
handle missing data [16]. This is the case where given the
observed data, data are missing independently of the unob-
served data. A standard approach for MAR is outlined, which
is ’’ simply to delete cases with any missing data on the vari-
ables of interest using amethod known as list-wise deletion or
complete case analysis’’ [16]. A discussion is also provided
on why the standard approaches of using list-wise deletion is
a significant limitation in understanding or describing a sys-
tem with missing data. Alternative approaches for handling
of missing data are analyzed and discussed with a focus on
maximum likelihood.
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FIGURE 1. Different types of missing values in datasets [16].
Often ‘‘researchers, methodologists, and software develop-
ers resort to editing the data to lend an appearance of com-
pleteness’’ [17]. However, the case of MAR can be described
in terms of measured data that is removed if the measured
value falls outside a range of values or falls below a threshold
value set by the personnel for performing the measurement
using an instrument. The implications are that the collected
remaining data is a biased sample from the target population.
Hence, an analysis restricted to the collected data may not be
valid [17]. When the data are MAR, the missing values can
be validly predicted using the observed data and a correction
model based on the joint probability distribution [15]. Where
the joint probability distribution may be impractical to deter-
mine, semi-parametric methods may be used to provide better
performance for distributions including missing data [18].
Hence, identifying missing data as MAR can help to ensure
the validity of the prediction and analysis of the collected
data.
D. MCAR DATA
Missing completely at random data (MCAR) is the case
where data is missing independently of both observed and
unobserved data. MCAR implies MAR, but not the other way
around [19]. ‘‘When mild regularity conditions are satisfied,
MAR andMCARmechanismsmay be ignorable’’ [20]. Infer-
ences or predictions can then be made using likelihood and
Bayesian paradigms [20]. However, identifying the cause of
the missing data as MAR or MCAR is required to ensure the
validity of the data analysis. Aspects of the missing data can
be used to determine the approach to describing the system
that the data represents.
E. MNAR DATA
Missing not at random (MNAR) is the case where missing
observations are related to values of unobserved data. For the
MNAR case, observed data is a biased sample of the data and
is classed as non-ignorable (NI). Hence MNAR data cannot
be ignored in terms of the impact on inferences made from
the data. It can also be difficult to distinguish MAR from
MNAR without additional information [1]. With MNAR,
only non-representative samples and biased estimates may be
achievable.
Censoring unobserved variables is another example of
MNAR. If a sample data value is lower in the second run
than that in the first run, the second and subsequent sample
data values for that defect are excluded from the analysis [2].
Another example of the MNAR mechanism is where the
missing data is not seen as relevant. Broemeling [21] states
that ‘‘it is the value of the observation, and not its ‘‘missing-
ness, that is important’’. Depending upon the mechanism for
missing data, some mechanism may require a less stringent
assumption for analysis of the impact of themissing data [22].
Where the missing data mechanism is unverifiable, it may
be difficult to estimate the validity of the method and the
correctness of the trend analysis.
F. MANAGING MISSING, INCOMPLETE
AND ERRONEOUS DATA
A key challenge of the model-driven decision support sys-
tem (MDDSS) approach within asset management is in the
management of missing, incomplete and erroneous data [23].
The impacts of missing data on asset condition prediction
can be described in terms of a) incorrect predictions for
future condition of an asset, b) missing trends, c) lack of
sufficient data to perform the analysis and d) results may
not be statistically significant because of the small amount
of input data for the types of observations [24]. Missing data
can also lead to misleading results by introducing bias which
is different from measurement bias [25]. Existing approaches
including list-wise deletion can suffer from a loss of power,
reduced sample size and reduced potential with the remaining
data. List-wise deletion involves the deletion of an entire row
or record if a single value in that record is missing [26].
In some cases, Expectation-Maximization (EM) imputation
may be preferred [27]. EM imputation can preserve the
relationship with the other categorical variables in the data
set. EM can require bootstrapping to determine standard
errors [28]. Unbiased results can be provided using EM impu-
tation if the missing data is MCAR. However, another more
significant limitation of the EM imputation method is the
requirement for knowledge of the correct distribution of the
dataset under analysis. When the probability distribution of
the dataset is not known and the missing data mechanism is
not known, machine learning techniques such as neural net-
works may be utilized to provide a classification imputation
for the missing value [29].
G. ASSESSMENT METRIC FOR MISSING DATA
Asset management data may have other formats such as cate-
gorical variables or text. Where data exists in non-numerical
formats, they may be mapped into Euclidean spaces for
learning by neural networks [30]. For any initial analysis
of the data, there is a requirement for an assessment metric
for model selection to determine the impact of the missing
data and the goodness of fit for different imputation methods
(e.g., machine learning, linear discriminant analysis). In most
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cases where the data is in numerical form, the root mean
square error (RMSE) criterion is utilized to determine the
accuracy of prediction [31],
RMSE =
√
1
N
∑N
i=1 (xi − x
′
i )
2 (1)
where xi is the actual value; whereas, x ′i is the predicted
or imputed value from the model being utilized. However,
another criterion may be utilized to assist in model selec-
tion for prediction, including determination of the correla-
tion coefficient and the coefficient of determination [32].
For example, replacing the missing value by the mean of
the other samples may reduce the RMSE, but increase bias.
An alternative is to utilize the standard deviation (SD) of the
error:
SD =
√
1
N − 1
∑N
i=1 (ei − ue)
2 (2)
where, error ei = xi − x ′i , x ′i is the imputed value of xi, ue is
the sample mean of the errors, and N is the sample size.
The standard deviation (SD) will provide a measure of the
spread of the error distribution for the imputed data.
Other examples for the goodness of fit criterion include the
chi-square test [33].
H. SUMMARY AND COMPARISON OF
ASPECTS OF MISSING DATA
For any initial analysis of the data, the MAR assumption is a
useful place to start for the handling of missing data [16]. The
alternative may be to directly model the missing data process
which requires prior knowledge of the particular missing data
mechanism. A detailed review of missing data mechanisms
is given by Santos et al. [34]. Table 1 summarizes the key
characteristics of the different aspects of missing data on
statistical analysis.
III. EXISTING APPROACHES AND STRATEGIES
FOR MISSING DATA ANALYSIS
A. APPLIED MISSING DATA DETECTION STRATEGIES
The key general strategies for missing data detection are
outlined below. These are based on:
a) Complete-case (CC) analysis (i.e., discard cases with
incomplete data) [36]
b) Naïve imputation and multiple imputation [37]
c) Analysis of an incomplete database [38]
d) Statistical analysis approaches to measuring the impact
of missing data [39]
e) Machine learning and neural network approaches [40]
To select one of the general strategies outlined above,
a statistical analysis may be required for the dataset prior
to the strategy or algorithm selection. A problem within
industrial databases is that the databases are often incom-
plete as a significant amount of data is missing or entered
incorrectly [38]. Supervised methods such as decision tree
classifier [e.g., C4.5 algorithm] are found to be reliable
for identification and imputation of missing data [41].
TABLE 1. Summary of aspects of missing data mechanisms and
approaches.
Without the application of these supervised methods,
an incomplete system analysis is provided with an imprecise
prediction of engineering asset condition. An erroneous pic-
ture of the asset condition may be then presented to the owner
of the asset and so subsequent actions are required to ascertain
the correct information.
B. COMPLETE-CASE (CC) ANALYSIS, OUTLIERS, MULTIPLE
IMPUTATION, AND NAÏVE IMPUTATION
Complete-case analysis can result in bias depending upon
the nature of the ‘missingness’ [42]. Imputation may also
suppress variation in the data leading to an underestimation
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of uncertainty [5]. An estimation of the prior probabilities
may be required to assess the uncertainties within the dataset
under analysis [43]. The key challenge of the multiple impu-
tation approach is to outline the assumptions regarding the
mechanisms that have caused the missed data and generated
the observed sample [37]. This means that using a flawed
imputation model will have an impact on the accuracy of the
analysis.
The alternative approach of using Naïve imputation by
substituting random values from the domain of the data is
not recommended [44]. If there is longitudinal data from the
same sample, using the R2 correlation approach to selecting
a value for substitution of the missing data point has been
recommended [45]. Multiple imputation is seen as a way of
handling missing data within a dataset for decision support
purposes.
One of the key challenges within the engineering asset
management discipline is being able to accurately record
different types of information about the engineering asset
being monitored, including the working age of the equip-
ment being monitored as well as details of the maintenance
action being performed [10]. This becomes more critical
when a condition-based maintenance regime is being imple-
mented [46]. If the data is not recorded accurately, the dataset
for the particular engineering asset will be incomplete as
there is missing or incomplete data. An inaccurate picture of
the asset condition information may then be presented to the
owner.
Understanding that a database for asset condition informa-
tion may be missing key data can also be a challenge [47].
To allow for informed asset condition reporting, a database
development methodology may be required for the purpose
of storing reliability and failure data with information on
what data may be missing [48]. References [31] and [32]
both discussed the importance of identifyingmissing data and
indicated a way of highlighting missing data for the users of
the database.
Data inconsistency due to diverse data sources is a core
challenge within the big data environment and, it impacts
on the decision-making process [49]. The data inconsistency
can occur when diverse data sources are being integrated
into one data warehouse for storage and analysis and data
may be lost during the integration process [50]. A further
example is provided by Xiao et al. [51] where the presence of
heterogeneous data of high volume may cause data to be lost
and so as yet there is no requirement to identify this data.
Assessment of the quantity of data missing from a database
or dataset is a key requisite to understanding the impact of
the missing data on analysis and prediction. To assess the
amount of missing data within a database, a number of tech-
niques have been proposed to carry out an assessment. These
methods can include autoregressive Bayesian networks [52]
where latent variable relations are exploited including the
autoregressive information of the variable being filled. This
includes within-variable information and statistical depen-
dencies across variables. An alternative approach using
probabilistic models has been proposed by Kuhi et al. [53],
where the use of mathematical models is explored for missing
data prediction in performance measurement. It is suggested
that dynamic Bayesian networks can be easily created from
expert knowledge, network element similarities, and histori-
cal changes to manage the impact of missing data.
C. STATISTICAL ANALYSIS APPROACHES TO
MEASURING IMPACT OF MISSING DATA
Statistical approaches such as the logistic regression test
can be used to predict the impact of missing data on an
observation. The inclusion of a variable in a model may be
conditional upon the completeness of its observations [54].
A summary of software using the logistic regression approach
to identifying missing data has been provided by Horton and
Kleinman [55]. The spacing of the missing data can have
an impact on statistical analyses which can be detected by
using the ratio of the RMSE of a time duration mean of a
group of observations to the standard deviation of the daily
observation [56]. Missing data can be categorized based on
the pattern of missingness and the missingness mechanism.
Summary statistics may be computed using all the data that
is available for that particular statistic. This method is called
available case analysis [57]. This can be utilized to measure
the correlation between individual variables in a dataset and
the size of the sample clusters. This statistical approach can
also be utilized to identify the missing data pattern which is
utilized as a starting point for the selection of the imputation
method for missing data analysis [58]. Missing data patterns
may include:
a) univariate with missing data only in one variable,
b) multivariate missing data patterns, where multiple vari-
ables contain missing values, and
c) ‘‘integration’’ missing data patterns can be observed
when data from several sources are merged for indi-
vidual asset condition data analysis and some asset
data variables are not assessed in all analyses with
subsequent gaps in the merged data set.
Evaluation of the missing data patterns can provide insight
into the location of the missing data in the data set and the
missing data mechanism [39].
D. MACHINE LEARNING AND NEURAL NETWORK
APPROACHES TO MISSING DATA
Imputation of missing data using artificial neural networks
can be utilized as a practical approach for handling the
impact of missing data on the analysis and identification
of trends. Three classifiers including a decision tree, naïve
Bayes and k nearest neighbors [59] are tested for perfor-
mance and to measure the amount of inserted bias that was
present in the complete data set after the insertion to replace
the missing values within the data set. Further research
on case deletion techniques for replacing missing data in
datasets used for condition-based maintenance is detailed in
Bennane and Yacout [60] wheremissing data ‘‘can cause bias
or lead to inaccurate analysis’’. A comparison of case deletion
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techniques with other techniques including nearest neighbor
processes for missing data mechanisms is discussed where
‘‘absence of data may substantially affect data analysis’’ [61].
Further work is suggested for the analysis of missing data
in datasets using min-max approaches. The identification of
missing data mechanisms is seen as essential to the choice of
analysis involving missing data for condition-based mainte-
nance datasets and the accuracy of the analysis and prediction
using the dataset with missing data.
Missing values in a dataset may cause errors with the appli-
cation of some algorithms includingmachine learning, in par-
ticular, the linear discriminant analysis (LDA) algorithm does
not work with missing values present in the dataset. However,
other algorithms including k-nearest neighbors can still work
with missing values in the dataset by ignoring the distance
metric when a value is missing. Four different types of
machine learning algorithms have been identified for classifi-
cation [62]: a) Unsupervised learning, b) supervised learning,
c) semi-supervised learning and d) reinforcement learning.
Learning for uncertain and incomplete (missing) data has
been identified as a critical issue in machine learning [63].
Hence, machine learning techniques for imputation of miss-
ing data have been identified as a current area of research
for improving data quality. Marlin [64] describes an approach
that uses machine learning for problems of collaborative pre-
diction with non-random missing data and classification with
missing features. A framework in [64] is described for the
collaborative prediction in the presence of non-random data
using a model developed for the missing data. Imputation,
reduced models, and response indicator augmentation com-
bined with logistic regression are compared with multi-layer
neural networks and kernel logistic regression to select the
best models based on performance. Utilization of a methodol-
ogy to identifymissing data and data inconsistency is required
to ensure that the user attaches an appropriate weighting to the
veracity of the asset condition information.
A hybrid approach for imputation of missing data using
both supervised and unsupervised approaches is described
for a large dataset from the Machine Learning Database UCI
Repository by Kanchana and Thanamani [65]. The hybrid
approach is recommended to ensure bias is not introduced
into a dataset where missing data may not be detected.
In terms of missing data, the selection of appropriate data
collection method is seen as a design stage task for a system
once the asset condition monitoring requirements are identi-
fied [66]. However, mechanisms for missing data analysis are
not normally included in the data model at the design stage.
E. EXAMPLES OF TYPES OF MISSING DATA
WITHIN ASSET MANAGEMENT
There are a number of data set examples involving missing
data or faulty data. These data samples may include perfor-
mance data, operational conditions data, management data,
maintenance historical data, location information, financial
data, etc. [4], [5], [10], [47], [67], [68]. Specific examples of
missing data could include:
a) Missing asset ID (or tag), where the data collected can-
not be assigned to an asset for asset condition assess-
ment purposes [69]. In this particular case, the asset
ID could be assigned to an asset based on recognition
of the data collected from the similar data collected
previously. The asset ID may include a categorical or
numerical value.
b) Missing data from the commissioning of a system or
subsystem, where the data was not identified as being
required for collection in order to provide a baseline.
Another example is failure modes identified after com-
missioning that do not have any baseline data from
design or commissioning processes. Due to the age of
some assets such as bridges, technology at the timemay
not have been available to record the baseline condition
of the asset.
c) Missing data from maintaining and operating an asset.
For example, Inline Inspection (ILI) data for energy
pipeline condition monitoring may be incomplete or
some data may be missing due to the technology being
used or loss of data due to equipment failure. In this par-
ticular case, stochastic process modeling may be more
efficient to forecast the future condition rather than
estimating the missing information. This is because
asset condition data within energy pipeline infrastruc-
ture involves measurement error [70].
A key challenge is the management of ILI data for energy
pipelines across multiple runs where some ILI data may not
be interpreted by the ILI tool due to several factors. The data
may not be lost at random (MNAR) as the data was not seen as
relevant at the time of the measurement run. This is because
themeasured data was below the calibration level as set by the
vendor of the tool [71]. Other items identified in the loss of
ILI data is the change in the reference number (e.g., girth weld
or pipe section) due to changes in asset installation or systems
failure. This can lead to a loss in the relationship connections
for the data if the database used to store the data is based on
an SQL framework. Where data connections or relationships
change or are lost, a NoSQL (non SQL) framework may be
more appropriate for storing the data [72]. The ILI data is
regarded as sparse as the frequency of ILI runs can be once
per 15 years for the same section of the pipeline.
Logical data models have been provided by organizations
such as DNVGL [73] based on the utilization of Geographical
Information System (GIS) information using standards devel-
oped by Esri [74] and the American Pipeline Association
(PODS, [75]). Where data had to be loaded from legacy
systems to the PODs or Esri models did not exist, data was
created from scratch to be loaded to the Esri and/or PODs
systems.
Railways, as a part of their asset management and risk
reduction strategies, collect asset condition data from their
fixed infrastructure and rolling stock assets [76]. The asset
condition data can include thousands of data points, from
laser measurements of single wheelset dimensions to vibra-
tion, temperature, wheel impact load and lubricant parameter
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values on complex traction systems. As a part of the mainte-
nance support contracts, the original equipment manufactur-
ers (OEMs) are required to provide a variety of metrics for the
equipment supplied from critical components and aggregated
systems to specific vehicles and trains. A longer-term strategy
for railways is to utilize these data to provide prognostics
to enhance the reliability and availability of their fleet [77].
Clearly, the above three types of missing data examples exist
in railway asset management databases.
The importance of identifying missing data in the inte-
gration process is highlighted by Sinclair [78]. Further chal-
lenges relate to different measurement values in use. For
example, railway condition monitoring data may be collected
from different sensors and operation and control systems.
The recorded signals may be analog and digital ones with
different sampling frequencies. For these cases, rules are
required to ensure the level of detail is provided to support
the degradation modeling [79].
F. SUMMARY OF THE PROCESS FOR
MISSING DATA ANALYSIS
Based on the short literature review and discussions above,
a general procedure for missing data analysis is summarized
as below:
Step 1 is to identify if there is data missing in a given
dataset sample. If yes, it is to verify if the type of data missing
is MAR, MCAR or MNAR.
Step 2 is to select the suitable techniques for missing data
processing given the known missing data type. These tech-
niques may include statistical analysis, regression modeling,
simple neural networks, and machine learning.
Step 3 is to develop appropriate models using the dataset
by the selected techniques.
Step 4 is to apply the developed models to imputing the
missing data of the dataset.
Figure 2 shows a flow diagram to identify the mechanism
for the missing data if it is of MAR, MCAR or MNAR. The
next step is to determine if the missing data is important,
(e.g., for age replacement model evaluation) and if required,
to select the mechanism for infill of missing data. For MNAR
data, the mechanism needs to be included as part of the
estimation process for the missing data. In this case, the key
challenges to solve the missing data issue would be:
a) Formation of age replacement model to determine if
missing data is needed for assessment of condition
of asset and repair/replacement decision [80], see,
e.g., the process flow as shown in Figure 3.
b) Selection of mechanism for replacing missing data if
required [81]. For example, if the missing data mech-
anism is MNAR, the infill data will need to be closely
matched with other population data from a similar asset
to ensure the data quality. When MNAR is the case,
the missing data mechanism needs to be modeled as
well. It is possible to model a simple missing data
mechanism with a neural network. A Boolean variable
FIGURE 2. Example of flow chart for missing data identification
process [82].
(like sensor failure, yes/no) by one input neuron, with
encoded input +1+1 for sensor failure and −1−1 for
non-sensor failure.
If only a small sample of data is missing, the record could
be entered into the NoSQL database with a flag including
the infilled asset ID. The Age Replacement Model [83] (see
Figure 3) can then be run to check for consistent results with
missing data presented. If the output of the Age Replacement
model is inconsistent, one could be unable to measure trends
or provide predictions for the time to failure of the asset
under maintenance. In this case, the missing data may need
to be infilled with data from a similar asset population. This
process in Figure 3 is an additional step to the statistical
tests shown in Figure 2. In Figure 3, LSTM stands for long
short-term memory which is one of the deep learning tech-
niques in machine learning. The LSTM model development
in detail will be discussed in Section IV below.
Algorithms can be utilized to interpolate for missing data
based on similar types of data samples. Using Monte Carlo
Markov Chain (MCMC) algorithms with degradation model-
ing, a prediction can bemade for interpolation of likely values
for the data sets in question. This approach has been utilized
for an intelligent transportation systems network [84]. The
association rule approach may not be valid in this case as a
measurement of condition data follows measurement error
and the data may be missing completely at random. The
maintainer then needs to decide on whether it is essential to
recover the data using interpolation from population data of
a similar asset.
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FIGURE 3. Example of flow chart for missing asset ID and
incomplete/incorrect measured condition data assessment.
IV. MODEL DEVELOPMENT
By following the procedure for missing data analysis given in
Section III. F, an important step is to develop the appropriate
models for use. In this section, we will focus on model devel-
opment using simple neural networks and the long short-term
memory (LSTM) architecture in deep learning. A simple
neural network application model is proposed initially and
then a network model development using LSTM architecture
is presented.
A. SIMPLE NEURAL NETWORK MODEL DEVELOPMENT
A simple neural network application model is developed for
trial application in imputation of missing data. The struc-
ture of the neural network model is schematically shown
in Figure 4. It utilizes a multi-layer perceptron developed
with Netlab [85] implemented in MATLAB. The number of
inputs is equal to the number of columns in the dataset. The
initial number of hidden nodes within the network is set in
accordance with [86] and can be increased to meet RMSE
criteria. The number of hidden layers is initially set to two to
identify and map any nonlinear relationships present in the
data for prediction [87]. The number of hidden layers can be
increased to meet RMSE criteria. The output from Figure 4 is
the imputed parameter values that are inserted in the place
of the ‘‘0s’’ representing the missing values in the data set.
FIGURE 4. Neural network model with missing data present.
The Levenberg-Marquardt algorithm is utilized for training
the neural network to minimize the error [88].
The learning process for backpropagation is as follows:
a) The network is presented with arbitrary weights when
the training starts.
b) The training set is applied to the backpropagation net-
work.
c) The desired output is then calculated all the way to the
output.
d) Once there is an output, the Err(i) vector representing
the error between the desired value and the actual out-
put is calculated.
e) Then for each output unit i the weights of the connec-
tions from unit j to the unit i are updated to reflect the
error propagation.
f) After all the weights to the output layer of the network
have been updated, the error is propagated to a back
layer. The error for a unit(j) in this layer is just the sum
of all the errors of the units(i) that unit(j) connects.
g) Next, the error is repeatedly propagated back until all
weights have been updated.
h) Once the network has been updated for a particular
training example the process is repeated for training
example.
The simple neural network model has some limitations in
imputation of missing data in terms of performance [e.g., 89].
Machine learning techniques may be more adaptable for a
complicated case with missing data. The existence of inter-
dependency between input variables or inherent relationships
between input variables may require a hybrid approach [90].
Therefore, further advanced models need to be developed for
application. A machine learning model development based
on the LSTM architecture is presented in the following
subsections.
B. FLOWCHART FOR MISSING DATA IDENTIFICATION –
LSTM MODEL DEVELOPMENT
Figure 5 provides a process flowchart for the raw input data
from a database for LSTM model development. There are
three sets of data representing training data, testing data
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FIGURE 5. Data manipulation flowchart for training, testing, and
validation data for LSTM development.
and ground truth data used for model generation, testing
and validation. The raw data needs to be processed into a
format suitable for input to a deep learning neural network.
Gaps in the data representing missing data need to be coded
numerically. The process takes three data sets as input:
a) Training data: The data set includes asset ID and asset
condition monitoring data with missing data. Training
data may include a small sample of valid outliers within
the data set.
b) Testing data: The data set includes asset ID and asset
condition monitoring data with missing data, as well as
the known infill data available for testing. Testing data
may include a small sample of valid outliers within the
data set.
c) Ground truth data: The data set includes asset ID and
asset condition monitoring data without missing data.
Where missing data has been identified either as ‘N/A’’ or
as a ‘‘0’’, the data is labeled as missing for further analysis
FIGURE 6. Model selection development flow diagram.
in the flowchart shown in Figure 5. The model development
for the machine learning component is discussed in Figure 6.
An alternative approach is to utilize the hold-out method to
split the data set into a ‘training’ and a ‘testing’ set. Each
of the training, testing, and ground truth data set is parsed
using a Python scripting language to import into column data
frames in CSV format for pre-processing prior to input into
the machine learning model. The input data flowchart can be
utilized for regression analysis where pre-processing of data
is required.
Figure 6 outlines the model selection process for machine
learning development. During the model development phase,
historical data is utilized in the selection of the model.
The testing and ground truth data may be derived from the
validation data set.
The hyperparameter shown in Figure 6 is a configuration
of the parameter that is external to the model and whose value
cannot be directly estimated from data. It is often used in the
processes to help estimate model parameters. The hyperpa-
rameter can often be tuned for a given predictive modeling
problem. The hyperparameter selection will involve an anal-
ysis of the data as per Figure 6:
a) Transform the time series data to make it stationary,
b) Test for sequence dependence between time steps,
c) Transform the data to have a specific scale.
The models developed using strong regression, backprop-
agation, LSTM architecture are then compared using RMSE
and SD as the performance criteria for the selection of the
final model. A feedback loop is provided from the validation
results to fine-tune the selected model.
C. MACHINE LEARNING – MODEL DEVELOPMENT
A detailed discussion on the LSTM model development is
presented in this subsection. The LSTM architecture has a
property of selectively remembering patterns for long dura-
tions of time which can be helpful in identifying sequence
predictions [91]. LSTM networks are a subset of recurrent
neural networks (RNNs) by augmenting them with LSTM
units that, unlike typical units, do not perform activation.
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LSTM networks’ gates allow the same signal to flow back
into the network for an arbitrarily long period of time. For
a standard neural network as shown in Section IV.A earlier,
the asset condition data on previous days and all test cases
are considered to be independent. For the LSTM model,
the prediction for reliability at a particular time is dependent
upon all previous predictions and the information learned
from the previous predictions [92]. LSTM models can be
more effective for capturing semantic nuance or the next
value in a sequence [93]. In this example, missing data may
have an impact on the prediction due to the dependency, but
the dependency can be used to identify when there is missing
data and the importance of the missing data to the prediction.
LSTM models are also able to capture any sequence depen-
dency, unlike regression predictive modeling. We would like
to estimate the likelihood for an asset condition measurement
to have the value given the information of all other columns
for this row/asset condition as well as the trained imputation
model:
P(asset condition=value|other columns, imputation model)
(3)
Interest in the use of LSTM models has increased with the
advent of the Internet of Things (IoT) [94]. While autore-
gressive integrated moving average (ARIMA) models have
been traditionally used for time series prediction, recurrent
neural networks (RNN) and LSTM networks, in particular,
have become utilized more widely where data is readily
available [31]. The model to be trained on the problem does
not know the true formulation andmust learn this relationship
(transfer function). The actual functional relationship from
past observations to the desired output value is not known
and the impact of a missing sequence of data is not known.
The presence of missing data can be managed with an LSTM
model by using multiple gating units into the layers of the
model [91]. The approach utilized here is to identify where
an anomaly may exist and decide how to deal with it. Where
a sensor has not recorded any data, the value may be encoded
as a ‘zero’ and included in the input data. This value can be
identified using machine learning approaches to analyzing
the input data and then a decision is required on how to handle
the missing data:
a) Utilize a masking layer to mask the missing values and
exclude the missing value(s) from the infill calculation. The
missing features can be coded as zeros in the deep feedfor-
ward networks which involves Z-score normalizing the data
omitting missing data and changing the NAs to zeros. At the
end of the process, infill data is provided from the model for
the missing values.
b) Mark the position of the missing value and use machine
learning to highlight the importance of the missing data.
c) Impute the value of the missing data using machine
learning and include the imputed value in the prediction cal-
culation(s). For the time-series data, Hidden Markov Model
can be used to predict missing values and the LSTM model
FIGURE 7. LSTM model structure.
can then be used to provide predictions. The output may not
be a single prediction of the target but will be a distribution
that gives an output value conditional on the actual value of
the missing predictor.
The LSTM architecture can be trained with a cost function
particularly suited for imbalanced classes [95], as this is a fre-
quent problem occurred in asset condition monitoring. In this
paper, the LSTM model is developed by adopting a recur-
rent neural network structure which is similar to Figure 7.
It includes the input and output layer, and the LSTMmemory
blocks connecting the input and output layers. The output of
the LSTM includes the original and imputed values. When
missing data is identified in a column, a flag is set and the
imputed value is inserted in the position of the missing data
at the output stage. Hence the final output consists of both
original and imputed values. For the output layer, a fully
connected network (Dense) layer was chosen where each
neuron is connected to a neuron in the previous layer and each
neuron provides a single output.
For the generic LSTM approach, the input layer repre-
sents the inputs from each column of the data table plus a
timestamp. The LSTM parameters such as the time step size,
the number of layers and activation function will be deter-
mined through the model training process. In the scenarios
to be discussed, the input sample data to the LSTM model
are extracted and converted from the original recordings and
presented in a data table including 26 columns representing
26 parameters, respectively. The first column of the data table
is asset ID, the second column is timestamp representing the
time increment in data recording. The remaining 24 columns
show the recorded 24 signals, i.e., the measurement values of
each sensor signal. Given the data set format, the developed
LSTMmodel input layer includes 26 parameters and the out-
put layer also includes 26 parameters. The output parameter
values are those of the original and the imputed ones for each
parameter. The LSTMmemory blocks are utilized to connect
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the input and output layer. The number of hidden layers for
the LSTM architecture is initially set to two layers.
The choice of activation function of the LSTM memory
block is also a part of the model selection development
process. The LSTM memory block function, for example,
consists of 3 gates (in, out, forget) [96] expressed by:
it = σ (wi[ht−1, xt]+ bi) (4)
ft = σ (wf[ht−1, xt]+ bf) (5)
ot = σ (wo[ht−1, xt]+ bo) (6)
where it represents the input gate function, ft represents the
forget gate function, ot represents the output gate function,
σ represents the sigmoid function, wx (x = i, f, o) represents
the weights for the respective gate (x) neurons, ht−1 is the
output of the previous LSTM block (at timestamp t-1), xt is
the input at the current timestamp, bx (x = i, f, o) represents
the biases of the respective gate (x) neurons.
The LSTM network processes a sequence of input and
target pairs (x0, y0),. . . , (xn, yn). The size of the network
(number of layers) can be increased to model the impact of
missing data upon the accuracy of the prediction, p(y|x˜, θ ),
the probability vector over all y possible values in the missing
value(s) to be imputed column conditioned on some learned
model parameters θ and an input vector x˜ (containing infor-
mation from other columns) [97]:
p(y|x˜, θ ) = sigmoid(q) (7)
where sigmoid(q) denotes the element-wise sigmoid function
1∑
1+e−qj where qj is the j-th element of a vector qj = [Wx˜j+bj]. The parameters θ are learned by minimizing the cross-
entropy loss between the predicted and the observed output
y [98]–[102] by:
Update θ (j) = argmin
∑N
j=1−ln(p(y|x˜, θ
(j))) (8)
where N = no of data classes (or, data columns), p = pre-
dicted probability of observation, y, given x˜.
V. EXAMPLES OF MISSING DATA ANALYSIS
In this section, two data set samples with missing data are
given to illustrate the model development process described
in Section IV.
A. SIMPLE NEURAL NETWORK MODEL EXAMPLE
For the simple neural network model application, a sample
dataset is provided by a railway operator within Australia
which is time series data based on rolling stock passing
from a fixed site or location sensor. The sample dataset
has six dimensions which consist of timestamp, vibration,
temperature, rainfall, acceleration, and speed. Statistical tests
on the dataset indicate that each data point is indepen-
dent and time-series dependency is not present. The data
is time-stamped from the site pass of rolling stock. As the
rolling stock passing the sites are reasonably homogenous
and relatively new, the outliers from measurement data are
FIGURE 8. Prediction results for regression and a neural network with
missing data present.
not evident. In the data set, the missing data values are set
to zero. The data set is presented in a data table consisting
of 6 columns (i.e., the six input parameters). For a total
of 52 weeks’ recordings, the number of rows of the data table
is 2555. Based on verification, the percentage of the missing
values among the 6 parameters is overall less than 10%. The
recorded data in previous weeks is used to train the model and
then to predict the number of faults of the current week. The
prediction of week by week is then progressively performed.
Figure 8 provides a comparison of prediction of the number
of faults between regression techniques and the simple neural
network model developed based on Figure 4 for this dataset.
The regression error in the prediction can be removed by
undertaking an analysis of the missing data and utilizing tech-
niques such as multiple imputations to replace the missing
values.
As identified in Figure 8, there is a large gap between
the actual values and the predicted ones. The neural net-
work algorithm may give incorrect results if the missing data
mechanism is not MAR or MCAR and adjustments may be
required [103]. For the error calculation, the RMSE criterion
is utilized. However, this criterion may not be sufficient
for evaluating the gradient of an error function E(w) for a
feed-forward neural network. An alternative approach is to
utilize auxiliary variables to include variables related to the
probability of missing data in other variables of the data
set [104], [105]. As can be seen from this example that the
simple neural network model and regression analysis may not
give a prediction with reasonable accuracy even for a simple
data set, an advanced model using other techniques should be
developed for making a comparison.
B. EXAMPLE FOR USING LSTM MODEL
AND MODEL COMPARISON
To demonstrate the model development process, a second
dataset about rolling stock asset condition information
was utilized. This dataset consists of 100000 rows with
26 columns of data with numeric and categorical data present.
The first column is the asset ID, with the second column
consisting of a timestamp and subsequent columns consist-
ing of sensor data measurements. The sensor data measure-
ments are discrete digital numerical values. The timestamp is
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in 24-hour format with time resolution to 15-second incre-
ment. As the rolling stock is reasonably homogenous and
relatively recent, the outliers of the measurements are not
clearly evident. There are identified dependencies between
the columns within this dataset.
Three scenarios based on the second dataset are described
in the following subsections. Three techniques including sim-
ple neural network, regression and LSTM model are tested.
1) SCENARIO 1 – MISSING OR INCORRECT ASSET ID OR
LOCATION INFORMATION FOR ASSET UNDER
MAINTENANCE
In this scenario, the asset ID and/or location information are
missing. The asset register form is available and compared
with the collected data. The asset ID for rolling stock consists
of 128 bits of information that provide specific configuration
information about the vehicle [106]. The information is nor-
mally stored in an AEI tag installed on the side of the vehicle
to be read by an RFID tag reader when the vehicle passes by.
The asset ID is normally stored as an alphanumerical string in
a database and linked to asset condition information. While
the collected asset condition data is available, it is unable to
be associated with an asset and hence cannot be linked in a
relationship. In standard databases, a default asset ID would
be generated, and the data may be ‘lost’ within the database.
For NoSQL databases, a unique document ID is generated
that does not depend upon the relationship being known [72].
The proposed solution is to use the model outlined earlier to
interpolate and recover the asset ID and link it to the asset
condition data.
Key benefits of the recovery of the asset ID and/or location
could include the identification of any failure mechanisms
specific to that site or asset ID. An asset hierarchy structure
is given in [107] where there are multiple layers from top
to the bottom level to represent asset classification of signal
assets.
At the bottom layer, each asset is specified and assigned
one unique asset ID. In this example, a reference code is also
used with the asset ID to identify the System/Sub-system
code or function. If the reference code is incomplete,
the system/sub-system may not be identified, and the fault
data collection process will be invalidated. A sample fault
data collection process is shown in Figure 8 for a signal
failure. The first step in the fault data collection process is
to identify the asset location.
In Figure 9, there are some key points including reference
codes where missing or incorrect data may invalidate the data
collection process. Rules can be used for pattern matching.
An example is a location table within the database that lists
all valid locations for equipment and algorithms to match
the closest ones. Another approach would be to access the
GPS coordinates of the attending maintenance resource to
record GPS coordinates and then use algorithms to derive
the location indicator. However, there are overhead costs
associated with updating valid location information tables
and accessing GPS coordinates. Using a nearest neighbor
FIGURE 9. Example of sample fault data collection process [107].
search algorithm, the correct location could be interpolated
for the database [108].
Another example is the entry of incorrect data or non-entry
of data and the use of associated data using association
rule mining to explore and infill the associated data [109].
This approach has been used for association rule mining
by providing a support value and a confidence limit [110].
This approach could be extended by focusing on the missing
data to build a dictionary of likely replacement values for
asset ID and location. A further more critical benefit would
be to identify the missing data mechanism (MCAR, MAR,
MNAR).
The key challenges to solve the missing data issue in this
scenario are:
a) Understanding data mining requirements and pattern
matching for asset ID and location and
b) Level of accuracy required for asset ID and location
identification.
The failure to read the tag can be regarded for this par-
ticular case as a random failure (MCAR). However, there
is a sequence dependency for this failure scenario where
LSTM models are also able to capture any sequence depen-
dency, unlike regression predictive modeling and backprop-
agation neural networks. While backpropagation through
time (BPTT) approaches have been tested, for long time
sequence dependencies, LSTM models perform better [111].
For Scenario 1, the asset ID for a rolling stock asset
was required to be recovered. The asset ID format was
as described earlier using 128 bits, where the missing
information could occupy any of the 128 bits within the
asset ID field. The sequence of input and target pairs
(x0, y0), . . . , (xn−k, yn−k) consists of the asset ID pairs
and (xn−k+1, yn−k+1), . . . , (xn, yn) consists of the corre-
sponding asset condition information which is input to the
48188 VOLUME 8, 2020
P. McMahon et al.: Approaches to Dealing With Missing Data in Railway Asset Management
LSTM models. The missing data is assumed to occupy ran-
dom positions in the range (x0, . . . , xn−k,) while there is no
missing data evident in (xn−k+1, . . . , xn). The model selec-
tion process as identified in Sections IV.B& IV.Cwas utilized
with the RMSE used as the criterion for model selection.
The asset condition information was available for asset ID
tags where missing information was evident and utilized.
Training, testing and validation data was input to the LSTM
network in accordance with Figure 5 including both asset ID
and asset condition data. Where time sequence dependence
was identified in the data set, the LSTM model was found to
bemore accurate in terms of prediction.Where time sequence
dependence is not evident and the failure mechanism is
identified as MAR, regression techniques will also produce
accurate predictions provided there are no outliers present.
2) SCENARIO 2 – MISSING OR INCORRECTLY
MEASURED CONDITION DATA
For this scenario, the asset ID and location are available,
but asset condition data is missing or inaccurate. For Sce-
nario 2, the sequence of input and target pairs (x0, y0), . . . ,
(xn−k, yn−k) consists of the asset ID pairs and (xn−k+1,
yn−k+1), . . . , (xn, yn) consists of the corresponding asset
condition information which is input to the LSTM models.
The missing data is assumed to occupy random positions in
the range (xn−k+1, . . . , xn,) while there is no missing data
evident in (x0, . . . , xn−k). The asset condition information
may consist of a series of vibration measurements, temper-
ature measurements, which are stored as numerical values
in a database when available. The challenge with the asset
condition data is that it can only be validated for entry by
technical staff and compared with the collected data or the
data can be collected in an automatic format. The validation
process by technical staff can be time-consuming and may
only occur after missing data has been identified as a data
quality issue or there has been a failure and data is required
for analysis. In this scenario, while the asset ID and loca-
tion information are known, the condition of the asset may
not be known accurately due to the presence of missing or
incomplete data. Incomplete data can be caused by the degree
of measurement accuracy, human error and/or measurement
sensor failures.
The recovery of asset condition data, e.g., for carriages of
rolling stock, may require numerical algorithms to process
the original raw data where available. However, the prob-
lem becomes more challenging where the raw unprocessed
condition data for a wheel turn may be missing or incom-
plete. Advanced algorithmsmay be required to interpolate the
data from the sample population based on similar monitored
assets.
For example, the DATE_TO_field is incomplete as the con-
dition measurement data for the field is not available. In this
particular case, the historical data for the last ten passes may
be incomplete or missing. As a result of the missing data, one
could be unable to measure trends or provide predictions for
the time to failure of the asset under maintenance. The LSTM
model was found to provide more accurate predictions with
the data set including infilled data.
3) SCENARIO 3 – MISSING ASSET ID AND
INCOMPLETE/INCORRECTLY MEASURED CONDITION DATA
For this scenario, some of the asset ID and location are miss-
ing and some asset condition data is missing or inaccurate.
The sequence of input and target pairs (x0, y0), . . . , (xn−k,
yn−k) consists of the asset ID pairs and (xn−k+1, yn−k+1), . . . ,
(xn, yn) consists of the corresponding asset condition infor-
mation which is input to the LSTM models. The missing
data is assumed to occupy random positions in the range
(x0, . . . , xn). The approach here is to utilize both the partial
asset ID and/or location with some asset condition data to
measure the distance between the population data of assets
with similar characteristics and the asset ID. Where the miss-
ing data is required to complete the analysis, identification of
the missing data mechanism will help to determine the pro-
cess for infill data. As for Scenarios 1 & 2 above, the model
selection process as identified in Sections IV.B & IV.C was
utilized with the RMSE criterion for model selection. How-
ever, while the LSTM model was found to provide more
accurate predictions with missing data, the complexity of
the LSTM model was increased to meet RMSE, SD, and
prediction accuracy criteria.
In the example where the asset ID is missing, the asset ID
would be matched with another run to impute the asset ID
from another equipment record test. While this is occurring,
the incomplete/missing data would be identified using steps
from Figure 2 to identify if either MAR, MCAR or MNAR is
present. The key challenges for solving the missing data issue
in Scenario 3 are:
a) Distance or time metric for selection of compatible
infill data. An example of this is where the asset passed
over a particular site and a data record was obtained
within a time period or a distance traveled. This is an
important consideration for matching asset ID as well
as for replacing missing data with data from a similar
population. The metrics may be different for asset ID
when compared with asset condition data and this may
require segmentation of the data set for improvement
in accuracy of imputation.
b) Identification of the asset ID. The asset ID is required
to label the data and external sources may be required
for validation data for the asset ID.
C. RESULTS
Table 2 shows the results of model accuracy using the data set
including the infill data after the imputation of missing data
by different techniques for each scenario using the RMSE
criterion. The RMSE is calculated by equation (1), where N
is equal to the size of the dataset and the accuracy is defined
as the closeness of the predicted values by the model using
the data set including the imputed data and the same model
using the original unmodified dataset with no missing data.
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TABLE 2. Cross-validation accuracy for selection of models for each
scenario.
TABLE 3. LSTM model results using SGD loss function and optimizer
settings.
The accuracy is calculated as
Accuracy = 1−
∣∣∣∣y− y′y
∣∣∣∣ (9)
where y and y′ are predicted values under the condition with-
out and with missing data, respectively. For the LSTMmodel,
a stochastic gradient descent (SGD) loss function has been
utilized to improve the training efficiency [102], [112], [113].
In Table 2, a SD above 1 is considered unacceptable as it
yields a wider confidence interval for the imputed data [114],
while a SD below 1 is considered acceptable. If the SD value
is larger, the imputed data value can significantly diverge
from the actual data value. For each of the cases above, two
criteria are utilized to select the model, namely, SD <1 and
the accuracy of the output of the model.
The historical data as given in Section V.B is split into three
separate data sets, i.e., training, validation and testing data set
by randomly sampling data from the original data set. The
size of each training, validation and testing data set is 70%,
20% and 10% of the original data set, respectively. Then, each
data set is divided into 10 small subsets and the data in each
small subset are randomly sampled from that original data set.
After that, the k-fold cross-validationmethod (here, k= 10) is
applied to training, validation and testing of the model [115].
Once a model has been selected, tuning of the selected
model (e.g., LSTM) may continue to improve the efficiency
of themodel, see the results of the examples shown in Table 3.
TABLE 4. Summary table.
This can include using validation and test data to verify the
accuracy of the selected model. As shown in Table 3, increas-
ing the number of epochs for batch training can improve the
test accuracy by allowing the training and validation data set
to be passed through the network with an increased number
of times. The validation accuracy and test accuracy are the
average accuracies across the sample size of each of the
validation and test datasets. Validation accuracy provides a
measure of the quality of the selected model. The threshold
value is the probability that identifies if a missing value is
to be computed. That is, if the belief value output from the
LSTM is greater than the threshold, the missing value is
computed based on the time interval t between the current
time and the last observed time.
The results for Scenarios 2 & 3 indicate that there is a more
significant challenge in imputing the asset condition data
rather than the asset ID. The asset ID field is more structured
with a smaller finite number of possibilities for the data.
Based on the model development process and the illus-
trated examples discussed above, a summary of model selec-
tion for dealing with missing data is shown in Table 4.
For time-series data where there is no dependency between
samples and the volume of missing data is relatively small,
seasonal or correlational dependency can be visually identi-
fied in the series as a pattern that repeats every k elements.
For trend analysis, where there also may be time-series data
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dependency present, machine learning techniques such as
LSTM which is based on the distance weighted least squares
smoothing or negative exponentially weighted smoothing
techniques can be used. Machine learning methods will filter
out the noise and convert the data into a prediction that is rel-
atively unbiased by outliers. Time series data with relatively
few and systematically distributed points can be smoothed
with standard techniques such as bicubic splines. However,
the presence of outliers within data sets may negate the
viability of standard techniques including bicubic splines.
VI. CONCLUSION
A better understanding of what data is missing can lead to a
better understanding of the impact on data quality. There are
different types of missing data mechanisms having impacts
on data quality and also on engineering asset condition
prediction.
Identifying and understanding the causes and types of
missing data can aid in the treatment of different aspects
of missing data and improve the analysis of datasets where
missing data may be a key issue. Three different missing data
mechanisms were presented and explained and an approach
utilizing the LSTM model for imputation of missing data
was explored. Techniques for the management of missing
data were identified. These are based on an understanding
of the causes of missing data. These techniques are essential
to ensuring the accurate asset condition information to be
presented to the asset owner.
The following conclusions are provided for discussion:
a) Machine learning is not necessarily better than other
techniques for missing data detection and imputa-
tion. If there are no dependencies between time-series
data points, and the missing data mechanism is MAR
or MCAR, then strong regression may be sufficient.
Dummy variable can be utilized to represent whether
a variable has missing data (where 1 = missing;
0 = observed). T-tests and chi-square tests can then be
run between this variable and other variables in the data
set to see if the missingness on this variable is related
to the values of other variables and confirm MCAR or
MAR.
b) However, a user needs to carefully select the appropri-
ate model types for a given scenario of data in terms of
data missing. Yes, the model selection is based on the
type of missing data mechanism presented and the cri-
teria for model selection. For this research, the RMSE
criterion was utilized for model selection. For MNAR
with strong time-series dependency, the LSTM model
may be more suitable. For MNAR, a model needs to be
included to identify why the data are missing and what
the likely values are. LSTM is particularly suited to this
task.
Using the three scenarios together with the LSTM model
can help to minimize the impact of missing data issues
identified in the literature. For each of the scenarios with
missing data, the pre-processing of the input data is required
in accordancewith Figure 6 for themodel selection. Although
the missing data can be imputed using the methods discussed
in this paper, the prediction accuracy based on the data set
including the infill data for the data missing depends heavily
upon the percentage of the missing data in the whole data set
and the overall data quality. Please note if the percentage of
missing data is above a certain level, the prediction accuracy
using the data set including the infill data may be no longer
meaningful. This should be carefully analyzed with the data
set provided.
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