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Abstract
For a given positive measure m on Rn; we consider integral functionals of the kind
FðuÞ ¼
Z
Rn
f ðx;ru;r2uÞ dm; uACN0 ðRnÞ;
and we study their relaxation with respect to the Lpm topology, p being the growth exponent
of f : To obtain the relaxed energy F ; we develop a suitable theory of second-order m-intrinsic
operators, related to a Cosserat vector ﬁeld and to a curvature tensor. Our main theorem
shows that the functional F is in general a non-local one; this unexpected feature occurs even
in very simple examples, when m is the one-dimensional Hausdorff measure over a closed
Lipschitz curve in the plane.
r 2003 Elsevier Inc. All rights reserved.
MSC: 49J45; 28A25
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1. Introduction
Several models for the elastic energy of thin structures have been proposed in
classical mechanics’ literature [24,28,32]. In recent years, the problem of ﬁnding a
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justiﬁcation, from a variational point of view, for some of these models, has been
considered by many authors.
The mostly explored direction is the link between low dimensional and n-
dimensional energies (n ¼ 3 in the physical case). For instance, a surface S in 3D can
be seen as the limit of a sequence of d-thick ﬁlms Sd; when the fattening parameter
d tends to zero; then the method consists in deriving the energy of S; as d-0; from
the (rescaled) energies of Sd: They can be written, up to order two contributions, in
the integral form
FdðuÞ ¼ 1d
Z
Sd
f ðx;ru;r2uÞ dx; uACNðRn;RnÞ:
In particular, in case of thin structures whose equilibrium is governed by a second-
order equation (membranes) or by a fourth-order equation (plates), the integrand f
will depend, respectively, only on ﬁrst-order and only on second-order derivatives of
the displacement.
In case of ﬁrst-order energies, the limiting behavior of the sequence fFdg has been
studied via G-convergence technique by Acerbi et al. [1], Le Dret and Raoult [29,30],
Fonseca and Francfort [20].
About the case of second-order energies, in a recent paper by Bhattacharya and
James [3], the G-convergence approach has been used to derive the free energy of
martensitic materials, assuming that the reference conﬁguration of the surface is ﬂat;
moreover, an extensive analysis of thin plates (also in the curved case) has been
carried out in last years by Ciarlet and other authors, mainly by asymptotic
expansion of solutions [11,14–16].
However, both in the ﬁrst- and in the second-order cases, the power of the
asymptotic method with thickness as small parameter is strongly limited by the
difﬁculties which arise when the low-dimensional structure has an irregular
geometry. These difﬁculties become even more evident when structures containing
parts of different Hausdorff dimensions (multijunctions) are considered, or when the
geometry depends on some extra parameter, such as the periodicity parameter which
intervenes in homogenization theory.
Recently, an alternative, more intrinsic approach has been proposed by
Bouchitte´ et al. [7], and developed in several directions such as shape optimization,
homogenization or control problems on thin structures [2,4–6,8,9,22,23]. This
new approach consists in describing a thin structure S by means of a positive
measure m on Rn: for instance, if S is k-dimensional, the associated measure m
will be the overlying Hausdorff measure Hk; whereas a multijunction will be
represented by a sum of Hausdorff measures of different dimensions. The
elastic model for ﬁrst-order energies is obtained starting from a functional of
the kind
JðuÞ ¼
Z
Rn
jðx;ruÞ dm; uACNðRn;RnÞ; ð1:1Þ
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and making a suitable relaxation of J: This gives as a result the required energy,
which can be written as
JðuÞ ¼
Z
Rn
jmðx;rmuÞ dm; uAH1;pm ðRn;RnÞ: ð1:2Þ
Here H1;pm ðRn;RnÞ is the class of m-Sobolev functions, rmu is a suitable notion of m-
tangential gradient, and jm is a relaxed integrand related to j by an inf-convolution
formula: the rigorous deﬁnitions of H1;pm ðRn;RnÞ; rmu; and jm are based on a quite
general notion of tangent space to m; which reduces to the usual tangent bundle to S
when S is smooth and m ¼Hk S:
The expression of J in (1.2) is consistent with the results obtained by the fattening
approach; at the same time, it has a larger range of applications, in view of the
arbitrary choice of the measure m (without care of regularity or dimension
assumptions).
The aim of the present paper is to extend this measure approach, so far applied
only to integrals depending on the gradient, to the case of second-order energies.
Thus, for a ﬁxed positive measure m; we are led to consider integral functionals of the
kind
FðuÞ ¼
Z
Rn
f ðx;ru;r2uÞ dm; uACNðRn;RnÞ; ð1:3Þ
and we are concerned with their relaxation. More precisely, we assume that the
integrand f ¼ f ðx; s; zÞ is m-measurable in x; lower semicontinuous in s; and convex
with p-growth conditions in z; then we want to characterize the relaxed functional F
of F with respect to the Lpm topology, that is the largest L
p
m-lower semicontinuous
functional less than or equal to F :
Though this problem looks similar to its ﬁrst-order analogue, its solution is quite
delicate to predict, and it cannot be obtained deﬁnitely as an easy generalization of
relaxation formula (1.2). In particular, it is not straightforward to understand what
is the m-intrinsic part of the hessian r2u: Actually, while the m-tangential gradient
rmu can be obtained as the projection of ru on the tangent space to m; no simple
projector p can be associated with m in order that pðr2uÞ becomes a m-intrinsic
operator, i.e.
u ¼ v m-a:e: ) pðr2uÞ ¼ pðr2vÞ m-a:e:
Moreover, curvature effects will occur, since the geometry of the measure m is
involved in the relaxation process up to second-order tangential properties. Hence,
to dissect the problem, we need a careful study, of functional analytic character,
about second-order m-intrinsic operators and related spaces. The main issue coming
from this study is that the m-intrinsic part of the hessian r2u is given by a symmetric
matrix Amðu; bÞ which depends not only on u; but also on a vector ﬁeld b orthogonal
to Tm: Roughly, this vector b stands for the orthogonal component of ru (this is
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clear when u is smooth), and its mechanical meaning seems to be related to the
Cosserat theory of bending (see [32]). In this respect, we shall call it Cosserat vector
field. A further analysis allows to recognize different contributions in the structure of
Amðu; bÞ; due respectively to a m-tangential hessian matrix of u; a m-tangential ﬁrst-
order gradient of b; and a suitable third-order curvature tensor associated with m
(applied separately to rmu and b). Thus, all these elements are implicitly involved in
the computation of the relaxed energy FðuÞ; which can be completely characterized
in terms of the linear operator Amðu; bÞ (see Theorem 4.3). As a main feature, this
characterization shows a new phenomenon, a priori unexpected, with respect to the
ﬁrst-order case: the functional FðuÞ turns out to be non-local in u: Indeed, for
different approximating sequences uh-u; the orthogonal gradients r>uh :¼ ruh 
rmuh may converge to different Cosserat ﬁelds b: Taking the inﬁmum over all
possible b produces the non-local effect. As it was pointed out in [3], in the
framework of the fattening method b represents the deformation of the cross-section
relative to the ﬁlm; thus, in our setting it is natural to expect that the presence of non-
zero curvature or singular points will inﬂuence the optimal b: This can be
appreciated even looking at very simple examples, for instance starting from the
energy
FðuÞ ¼
Z
S
jr2uj2 dH1;
where S is a one-dimensional manifold in R2; such as a circle or a triangle. In case of
the circle, the optimal b associated to a given u can be found solving a second-order
differential equation on S; with source term depending on u and on the curvature of
the circle (cf. Example 5.1). In the case of the triangle, the presence of the singular
points creates some Dirichlet conditions for b; so that the non-local part of the
relaxed energy can be written in terms of the traces of the ﬁrst-order gradient of u at
the vertices (cf. Example 5.2). Also, we can treat the case when m is a sum of
Hausdorff measures of different dimensions (see Deﬁnition 2.1). For instance, we
can relax a second-order energy on a structure in R3 given by two 2D disks joined by
a 1D rod along the common axis (cf. Example 5.4).
Finally, we wish to emphasize that the relaxation method developed in this paper
may ﬁnd some natural applications in the ﬁelds of homogenization or optimal
design. As far as we know, the existing literature on multiscale second-order energies
concerns the cases of n-dimensional integrals [21], or of very speciﬁc thin structures
whose geometry does not involve curvature effects [17]. A new approach based on
Theorem 4.3 will be proposed in a forthcoming work [10].
The paper is organized as follows.
In Section 2, we give a sketch of ﬁrst-order m-tangential derivation, recalling the
deﬁnition of m-tangential gradient rm as it was introduced in [7].
In Section 3, we develop a theory of second-order m-tangential derivation. In
Section 3.1, we introduce a m-intrinsic second-order operator Am under the sole
assumption the m satisﬁes a Poincare´-like inequality. In Section 3.2, we describe the
structure of such operator in terms of a tangential hessian matrix and a curvature
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tensor associated with m; to that aim, we need suitable regularity assumptions on m;
which amount to consider junction structures made of piecewise C2 manifolds of
possibly different dimensions. In Section 3.3, we detail the model cases when m is
supported on a 1D or 2D smooth manifold in R3 (see Eqs. (3.27) and (3.28)).
In Section 4, we apply the results of Section 3 in order to characterize the relaxation
of the energy integrals (1.3). The main relaxation result in proved in Section 4.1, see
Theorem 4.3 (we deal for simplicity with the case when u is real valued). In Section
4.2, we show that the same relaxed energy can be reobtained by G-convergence in an
abstract framework which simulates the fattening of thin structures.
In Section 5, we analyze in detail some examples of both regular and irregular
geometries.
In the appendix, we recall for the reader’s convenience some technical lemmas of
measure theory which are used along the paper.
Notation. Throughout the paper, m will be a ﬁxed positive measure compactly
supported on Rn: Whenever the integration domain is omitted, it is intended to
be the whole Rn: For a given pAð1þNÞ; we denote its conjugate exponent by
p0 :¼ p=ðp  1Þ: We also set for brevity Lpm :¼ LpmðRnÞ; ðLpmÞn :¼ LpmðRn;RnÞ; ðLpmÞn
2
:¼
LpmðRn;Rn
2Þ; and we use the common notation jj  jjp;m for the respective norms. If G is
a m-measurable multifunction from Rn to Rd ; the symbol LpmðRn;GÞ denotes the set of
all functions uAðLpmÞd such that uðxÞAGðxÞ for m-a.e. x: The space of smooth
functions compactly supported on Rn is indicated by D: The symbol . stands for the
Euclidean scalar product between two vectors in Rn or between two matrices in Rn
2
:
2. First-order l-tangential derivation (sketch)
The relaxation of ﬁrst-order energies (1.1) is based on the construction of a
suitable notion of m-tangential gradient and related Sobolev spaces. Here we give just
a sketch of the method, as this should help to have a better insight into the second-
order case. For all details and proofs, we refer to [7]. Most of the spaces introduced
in this section are labeled by an index 1; in order to distinguish them from their
second-order counterparts, which will be deﬁned in Section 3 and will be denoted by
the same letter.
For a ﬁxed exponent pAð1þNÞ; consider the linear subspace G1 of Lpm  ðLpmÞn
deﬁned by
G1 :¼ fðu;ruÞ : uADg:
The closure G1 of G1 in L
p
m  ðLpmÞn can be characterized as
G1 ¼ fðu;rmu þ xÞ : uAH1;pm ; xðxÞATmðxÞ> for m-a:e: xg; ð2:1Þ
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where
* rm is a linear operator of Lpm to ðLpmÞn; with closed graph and dense domain H1;pm
(m-intrinsic first-order operator);
* TmðxÞ> denotes the orthogonal complement in Rn of a suitable subspace TmðxÞ of
Rn (the tangent space to the measure m at x).
Let us explain how the ingredients of the above characterization can be obtained. We
set
N1 :¼ fxAðLpmÞn : ð0; xÞAG1g:
N1 is a closed subspace of ðLpmÞn; and it turns out to have the following crucial
stability property: for all xAN1 and cAD; we have cxAN1: As a consequence
(see Lemma A.1 in the appendix), there exists a m-measurable multifunction Nm;1;
from Rn into the linear subspaces of Rn; such that xAN13xðxÞANm;1ðxÞ for m-a.e.
x: We can now deﬁne our tangent space TmðxÞ by setting
TmðxÞ :¼ Nm;1ðxÞ>: ð2:2Þ
A direct characterization of TmðxÞ can be obtained by considering the orthogonal
complement ofN1 in ðLp0m Þn: Such orthogonal complement can be easily recognized
as the closure in ðLp0m Þn of DðB1Þ; where B1 : DðB1ÞCðLp
0
m Þn-Lp
0
m is the linear operator
deﬁned by
DðB1Þ :¼ sAðLp0m Þn : (C40 such that j
R
s  ru dmn
pCjjujjp;m 8uAD
o
B1s ¼ v3 divðsmÞ ¼ vm:
8>><
>>: ð2:3Þ
Then, again thanks to Lemma A.1, we have
sADðB1Þ3sðxÞATmðxÞ for m-a:e: x:
This way we recover the equivalent deﬁnition introduced in [7], where TmðxÞ appears
as the m-essential union of the family fsðxÞ : sADðB1Þg (see the comment after
Lemma A.1).
For any positive measure m; and m-a.e. point xARn; TmðxÞ is well-deﬁned as a
linear subspace of Rn; and it is called the tangent space to m at x: Indeed, when m is
the Hausdorff measure Hk over a k-dimensional smooth manifold S; possibly
weighted by a positive density, then Tm turns out to coincide m-a.e. with the usual
tangent space to S given by Differential Geometry. We also stress that the dimension
of TmðxÞ as a linear subspace of Rn may be a non-constant function of x in case of
multijunction structures. For more details on the properties of the Tm; see also [23].
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We denote by Pm the orthogonal projector from R
n onto Tm: For a ﬁxed uALpm;
consider the (possibly empty) class of elements xAðLpmÞn such that ðu; xÞAG1: It turns
out by construction that all x in such class have the same component along Tm:
Hence the following deﬁnition is well-posed:
H1;pm :¼ fuALpm : (xAðLpmÞn such that ðu; xÞAG1g; rmu :¼ Pmx:
It is easily checked that DDH1;pm ; and rmu :¼ PmðruÞ for all uAD: Thus, the
tangential gradient operator rm can be seen as the closed extension of the operator
D{u/rmu (whose adjoint can be described through the linear operator B1). In
particular, the class H1;pm of Sobolev functions with respect to m results a reﬂexive
Banach space endowed with the norm
jjujj1;p;m :¼ jjujjp;m þ jjrmujjp;m:
Let us now consider an integral functional of the kind (1.1). For simplicity, we focus
attention on the scalar case, that is, we take
JðuÞ ¼
Z
Rn
jðx;ruÞ dm; uACNðRnÞ:
We assume that the integrand jðx; zÞ is m-measurable in x; convex in z; with growth
conditions of order p (c1jzjppjðx; zÞpc2ð1þ jzjpÞ for suitable positive constants
c1; c2). Let J denote the L
p
m lower semicontinuous envelope of J; namely the
functional deﬁned on Lpm by JðuÞ :¼ infflim infh JðuhÞ : uh-u in Lpmg: Then we have
JðuÞoþN if and only if uAH1;pm ; and, for all uAH1;pm ; JðuÞ admits the
representation formula (1.2), where the relaxed integrand jm is given by
jmðx; zÞ :¼ inffjðx; z þ xÞ : xATmðxÞ>g: ð2:4Þ
For the proof of (1.2), we refer to [7], where the vector case of elasticity is also
treated, recovering in an uniﬁed way the classical energies for membranes or strings.
Let us stress that the underlying argument for proving (1.2) is given by equality (2.1).
We conclude this section with a lemma which establishes a locality property for Tm
and H1;pm ; holding for m belonging to the class of multijunction measures mentioned
in the Introduction. Such class will be heavily exploited in Section 3 in order to give a
practical characterization for the ﬁniteness domain of second-order m-intrinsic
operators.
Deﬁnition 2.1. We say that m belongs to the class J of multijunction measures if
m ¼PNi¼1 mi; where the measures mi are of the kind mi ¼ miHki Si; being mi positive
constants, ki integers in f1;y; ng and Si ki-dimensional (closed) manifolds of class
C2 such that miðSjÞ ¼ 0 for all iaj:
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For m as above, the tangent space to Si; the tangential gradient on Si and the
Sobolev spaces on Si; all intended in the classical sense, will be denoted respectively
by TSi ; rSi ; and Hm;pðSiÞ:
Lemma 2.2. Assume that mAJ: Then:
(i) Tm ¼ Tmi ¼ TSi mi-a:e:;
(ii) uAH1;pm ) uAH1;pðSiÞ for all i and rmu ¼ rSi u mi-a:e:
(iii) uALpm-H1;pðSiÞ; cAD with c ¼ 0 on
S
jai Sj ) cuAH1;pm :
Proof. (i) For ﬁxed i; the equality Tmi ¼ TSi has been proved in [7, Corollary 5.4].
Then the localization property Tm ¼ Tmimi-a.e. follows from [7, Corollary 5.5]
noticing that mi>mj for all iaj:
(ii) The assertion follows straightforward from the deﬁnition of Sobolev functions
and m-tangential gradient, taking into account the locality property (i) for the
tangent space.
(iii) Since uAH1;pðSiÞ; there exists a sequence fuhgCD such that uh-u in Lpmi and
suph
R jrSi uhjp dmioþN: Then vh :¼ cuh converge to cu in Lpm and, noticing that
rmc ¼ 0 mj-a.e. for all jai; we have
sup
h
Z
jrmvhjp dm ¼ sup
h
Z
jcrmuh þ uhrmcjp dm
¼ sup
h
Z
jcrSi uh þ uhrSicjp dmioþN:
Therefore fvhg is bounded in H1;pm and by reﬂexivity its (unique) weak cluster point
v ¼ cu belongs to H1;pm : &
Remark 2.3. The converse implication of (ii), namely uAH1;pmi for all i ) uAH1;pm is,
in general, false. Indeed, suitable compatibility conditions must be satisﬁed at the
interfaces between the Si’s. For instance, if we take, in dimension n ¼ 3; the measure
m considered in Example 5.4, a function u which is not continuous at the junction
points P0 ¼ ð0; 0; 0Þ and P1 ¼ ð0; 0; 1Þ does not belong to H1;pm whenever p42:
Remark 2.4. Lemma 2.2 holds true even under weaker assumptions on the measures
mi appearing in Deﬁnition 2.1. Actually, the condition miðSjÞ ¼ 0 for all iaj may be
replaced by the weaker one that mi>mj for all iaj: Moreover, it sufﬁces to ask that
each mi is a rectiﬁable measure with bounded ﬁrst variation. Precisely, we mean
mi ¼ miHk Si; where Si is a countably ki-rectiﬁable set, mi is a nonnegative function
locally Hki -integrable on Si; and the ﬁrst variation of the associated varifold is a
measure (see [34, Section 16]). Indeed, for such kind of measures mi; it was proved in
[23, Theorem 3.5] that Tmi coincides mi-a.e. with the approximate tangent space to
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the rectiﬁable set Si [34, Section 13]. Then the remaining of the proof runs as in
[7, Corollary 5.5].
3. Second-order l-tangential derivation
This section is devoted to the construction and the detailed study of a m-tangential
second-order operator Am; which will intervene in the relaxation of second-order
energies in dm (see Section 4). We shall see that the operator Am and its domain take
the role played in the ﬁrst-order framework, respectively, by the tangential gradient
rm and by the Sobolev space H1;pm : To ﬁnd out the good deﬁnition of Am; one has to
understand what is the m-intrinsic part of the hessian matrix. To that aim, it seems
natural to adopt a similar strategy as the one described in Section 2 for the ﬁrst-order
case. However, following that way, it is soon realized that some new difﬁculties arise.
They come essentially from the fact that the hessian matrix cannot be de-coupled
from the ﬁrst-order gradient. In this respect, we are going to show that the tangential
and the orthogonal parts of the gradient require a different treatment. The
orthogonal part, namely the so-called Cosserat vector field, must be considered in
junction with u in order to describe the relaxed energy, so that it will be incorporated
in the domain of Am: On the other side, the tangential part must be controlled by
means of second-order derivatives, by requiring that m satisﬁes a Poincare´-like
inequality. More precisely, we ask that there exists a positive constant C such that,
for m-a.e. x and for every r40; the inequalityZ
BrðxÞ
jujp dmpC
Z
BrðxÞ
jrmujp dm ð3:1Þ
holds for all uAD with u ¼ 0 on @BrðxÞ (or with
R
BrðxÞ u dm ¼ 0).
Assumption (3.1) on m will be kept throughout the paper. Its validity on the class J
will be discussed in Remark 4.2. We point out that similar Poicare´-like inequalities
are often used in Geometric Measure Theory, see for instance [25]; furthermore, in
the same framework of m-tangential calculus, suitable kinds of Poincare´ inequalities
play a crucial role in connection with both the homogenization of thin structures
[8,9] and the study of vector lower semicontinuity problems [22].
3.1. From the hessian matrix to the intrinsic operator Am
For a ﬁxed exponent pAð1;þNÞ; we set X :¼ LpmðRnÞ  LpmðRn; T>m Þ; and Y :¼
LpmðRn;Rn
2
symÞ; where Rn
2
sym denotes the space of n  n symmetric real matrices; both X
and Y are Banach spaces, endowed with the natural Lpm-norm. For all uAD; we
denote by r>u the component of ru orthogonal to the tangent space to m; namely
r>u :¼ ru rmu: We then consider the linear subspace G of X  Y deﬁned by
G :¼ fðu;r>u;r2uÞ : uADg: ð3:2Þ
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The goal of this section is the following: characterize the closure G of G in X  Y :
We shall prove that G has the following structure (see Theorem 3.6 below):
G ¼ fðu; b; Amðu; bÞ þ xÞ : ðu; bÞADðAmÞ; xðxÞAMmðxÞ> for m-a:e: xg; ð3:3Þ
where
* Am is a linear operator of X to Y ; with closed graph and dense domain DðAmÞ
(m-intrinsic second-order operator);
* b is a vector ﬁeld with values in the orthogonal complement to Tm (Cosserat field);
* MmðxÞ> denotes the orthogonal complement in Rn2sym of a suitable subspace MmðxÞ
of Rn
2
sym (the space of tangent matrices), which is derived ‘‘pointwise’’ from TmðxÞ:
Remark 3.1. We observe that the closure G of G can be intended indifferently with
respect to the weak or strong convergence in X  Y : We also stress that G may be
seen roughly as the graph of the linear operator A : DðAÞCX-Y deﬁned by
DðAÞ ¼ fðu;r>uÞ : uADg;
Aðu; bÞ ¼ r2u:
(
However, this is not a rigorous characterization of G; since A is not single valued.
Indeed, if the equality ðu;r>uÞ ¼ ðv;r>vÞ holds m-a.e., this does not imply that
r2u ¼ r2vm-a.e.
We begin by considering the projection of GCX  Y onto the ﬁrst factor X ;
that is
V :¼ fðu;r>uÞ : uADg:
Lemma 3.2. The subspace V is dense in X :
Proof. It is enough to prove that every pair belonging to the orthogonal complement
of V in the dual space X 0 of X is reduced to zero. Let ðv; cÞAV>: For every ðu; bÞAV ;
we have
0 ¼
Z
ðuv þ b  cÞ dm ¼
Z
½uv þ ðr>uÞ  c dm;
¼
Z
½uv þru  c dm ¼
Z
uv dm/divðcmÞ; uS;
where we used the condition cAT>m m-a.e., holding since ðv; cÞAX 0; and the
distributional deﬁnition of divðcmÞ: By the arbitrariness of uAD; we deduce that
divðcmÞ ¼ vm: Hence cADðB1Þ; where B1 is the linear operator given by (2.3). By
deﬁnition, we deduce that cATm m-a.e. Being cAT>m m-a.e., we infer that c ¼ 0
m-a.e., which also implies v ¼ 0 m-a.e. &
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Next, we deﬁne the linear operator B : DðBÞCY 0-X 0 by setting:
DðBÞ :¼ sAY 0 : (C40 such that R s  r2u dm j
pCðjjujjp;m þ jjr>ujjp;mÞ8 uAD
o
;
Bs ¼ ðv; cÞ3 R s  r2u dm ¼ R ðuv þr>u  cÞ dm:
8><
>>:
We remark that, by Lemma 3.2, the pair ðv; cÞ in the above deﬁnition is unique, and,
recalling that cAT>m ; it satisﬁes the following distributional equality:
div2ðsmÞ ¼ v  divðcmÞ: ð3:4Þ
Moreover, the operator B can be used to characterize the orthogonal space G> of G
in X 0  Y 0: Indeed, it is straightforward to check that
ðv; c; sÞAG>3sADðBÞ;  Bs ¼ ðv; cÞ: ð3:5Þ
We can now proceed considering the linear space obtained as the projection of
G-ðf0g  YÞ onto Y ; namely
N :¼ fxAY : ð0; 0; xÞAGg:
The space N is related to the operator B by the orthogonality condition:
N ¼ ðDðBÞÞ>: ð3:6Þ
This readily follows combining the deﬁnition of N; the equality G ¼ ðG>Þ>; and
(3.5). Next proposition is a basic step towards the deﬁnition of the m-intrinsic
operator Am:
Proposition 3.3. We have:
(i) the closed subspace N satisfies the following stability property:
xAN; cAD) cxAN; ð3:7Þ
(ii) there exists a m-measurable multifunction NmðxÞ from Rn into the linear subspaces
of Rn
2
sym such that
N ¼ fxALpmðRn;Rn
2
symÞ : xðxÞANmðxÞ for m-a:e: xg;
(iii) letting MmðxÞ :¼ ðNmðxÞÞ>; we have
DðBÞ ¼ fsALp0m ðRn;Rn
2
symÞ : sðxÞAMmðxÞ for m-a:e: xg:
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Proof. To prove (3.7), let xAN; and cAD: By deﬁnition, there exists a sequence
ðuh; bhÞCV such that ðuh; bhÞ-ð0; 0Þ in X and r2uh,x in Y : We set vh :¼ cuh; and
we claim that
ðvh;r>vhÞ-ð0; 0Þ in X and r2vh,cx in Y ; ð3:8Þ
which gives cxAN as required. It remains to prove (3.8).
The ﬁrst condition in (3.8) is obviously satisﬁed by the deﬁnition of vh; and taking
into account that r>vh ¼ uhr>cþ cr>uh: Since
r2vh ¼ uhr2cþ 2ruh  rcþ cr2uh;
the second condition in (3.8) is satisﬁed provided ruh,0 in ðLpmÞn: By assumption,
the sequence of the orthogonal parts of ruh converges to zero in ðLpmÞn; then we are
reduced to consider the sequence of the tangential gradients rmuh: Since m satisﬁes
the Poicare´ inequality (3.1), and r2uh are bounded in the Lpm norm, we infer that also
the sequence fruhg remains bounded in the Lpm-norm. Indeed we have
sup
h
Z
jruhjp dmpC sup
h
Z
jrmðruhÞjp dmpC sup
h
Z
jr2uhjp dmoþN:
Then, since r>uh-0 in ðLpmÞn; by difference we deduce that frmuhg remains
bounded in the Lpm-norm. By reﬂexivity, (a subsequence of) frmuhg converges weakly
in ðLpmÞn; by the closability of the tangential gradient operator, its weak limit in
necessarily zero.
Assertion (ii) is a straightforward consequence of Lemma A.1 in the appendix,
applied with V ¼N: Then assertion (iii) follows immediately, since
V> ¼ DðBÞ: &
We shall see that the multifunction Mm introduced in Proposition 3.3 (iii) plays the
role of ‘‘tangent space of matrices’’ in the second-order framework. We denote by Qm
the orthogonal projector from Rn
2
sym onto Mm: In particular, we have Qms ¼ s for all
sADðBÞ: The relation between Mm and Tm; or equivalently between the associated
projectors Qm and Pm; will be focused in Section 3.2.
Let now ðu; bÞ belong to the projection of GCX  Y onto the ﬁrst factor X ; and
consider the (non-empty) class of elements xAY such that ðu; b; xÞAG: By
construction, all x in such class have the same component along Mm; or equivalently
the matrix Qm½x is independent of x: Therefore, we can set the following
Deﬁnition 3.4. We let Am : DðAmÞCX-Y be the linear operator deﬁned by
DðAmÞ :¼ fðu; bÞAX : (xAY such that ðu; b; xÞAGg;
Amðu; bÞ :¼ QmðxÞ:
(
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In other words, ðu; bÞADðAmÞ and Amðu; bÞ ¼ w if and only if there exists a sequence
fuhgCD such that
ðuh;r>uhÞ-ðu; bÞ in X ; Qmðr2uhÞ-w in Y :
Proposition 3.5. We have:
(i) the linear operator Am is densily defined, has a closed graph, and satisfies:
Amðu;r>uÞ ¼ Qmðr2uÞ 8uAD; ð3:9Þ
(ii) the adjoint operator Anm is characterized by
DðAnmÞ :¼ fsAY 0 : QmðsÞADðBÞg;
AnmðsÞ ¼ BðQmðsÞÞ:
(
Proof. (i) The density of DðAmÞ and identity (3.9) follow, respectively, from the
inclusions VDDðAmÞ; and GDG: Let now ðuh; bh; Amðuh; bhÞÞ be a sequence in the
graph of Am; with ðuh; bhÞ-ðu; bÞ in X ; and xh :¼ Amðuh; bhÞ-x in Y : Since
ðuh; bh; xhÞAG and QmðxhÞ ¼ xh for all h; the same conditions hold in the limit, i.e.,
ðu; b; xÞAG and QmðxÞ ¼ x: We deduce that ðu; bÞADðAmÞ; and x ¼ Amðu; bÞ: Thus the
graph of Am is closed.
(ii) An element sAY 0 belongs to DðAnmÞ if and only if there exists a positive
constant C such thatZ
s  Qmðr2uÞ dm

 ¼
Z
QmðsÞ  r2u dm

pCðjjujjp;m þ jjr>ujjp;mÞ 8uAD:
Therefore, recalling the deﬁnition of the operator B; we derive the equivalent
condition that QmðsÞ belongs to DðBÞ: In this case, we are led to the equality
AnmðsÞ ¼ BðQmðsÞÞ: &
As a consequence of (3.9), Am can be interpreted as the closed extension of the
operator V{ðu;r>uÞ/Qmðr2uÞ: In particular, DðAmÞ is a Banach space which
coincides with the completion of V with respect to the graph norm
jjðu; bÞjjDðAmÞ :¼ jjðu; bÞjjX þ jjAmðu; bÞjjY :
We shall see that the projection of DðAmÞ into the ﬁrst factor of the product space X
is the ﬁniteness domain for relaxed second-order integrals, thus taking the role
played in the ﬁrst-order case by the Sobolev space H1;pm : This will be a consequence of
next theorem. It establishes the characterization of G which was announced in the
beginning of this subsection.
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Theorem 3.6. Equality (3.3) holds.
Proof. Denote by H the set at the right-hand side of (3.3). The inclusion GCH is
straightforward. Indeed, for every ðu; b; wÞAG; by Deﬁnition 3.4 we have
ðu; bÞADðAmÞ and Amðu; bÞ ¼ QmðwÞ; yielding that w ¼ Amðu; bÞ þ x for a suitable
xAM>m :
To show the converse inclusion HDG; let ðu; bÞADðAmÞ; and let x be a m-
measurable selection of M>m : Since ðu; bÞADðAmÞ; we can take a sequence fuhgCD
such that
ðuh;r>uhÞ-ðu; bÞ in X and Amðuh;r>uhÞ-Amðu; bÞ in Y :
Letting th :¼ r2uh  Qmr2uh; we consider the difference th  x: since for every ﬁxed
h it gives a m-measurable selection of NmðxÞ ¼ MmðxÞ>; we deduce from Proposition
3.3 (ii) that th  x belongs to the space N: Therefore, for every h; we can ﬁnd a
sequence fch;kgkCD such that, as k-þN;
ðch;k;r>ch;kÞ-ð0; 0Þ in X and r2ch;k-th  x in Y :
We take an increasing sequence of indices h/kðhÞ such that
jjch;kðhÞjjp;m þ jjr>ch;kðhÞjjp;m þ jjr2ch;kðhÞ  ðth  xÞjjp;mp
1
h
;
and we set vh :¼ uh  ch;kðhÞ: One has by construction
vh-u in L
p
m;
r>vh-b in ðLpmÞn;
r2vh ¼ Qmr2uh þ th r2ch;kðhÞ-Amðu; bÞ þ x in ðLpmÞn
2
:
Thus ðu; b; Amðu; bÞ þ xÞAG; and the proof is achieved. &
3.2. Anatomy of the operator Am
As a ﬁrst step, in order to describe the structure of the operator Am; we are going to
establish the relation between the tangent space Tm deﬁned by (2.2), and the
multifunction Mm introduced in Proposition 3.3 (iii). To that purpose, we need to
assume that m satisﬁes the following regularity condition. For xARn and r40; we
ARTICLE IN PRESS
G. Bouchitt!e, I. Fragala` / Journal of Functional Analysis 204 (2003) 228–267 241
denote by mx;r the rescaled measure deﬁned on the unit ball B1ð0Þ of Rn byZ
B1ð0Þ
c dmx;r ¼ 1
mðBrðxÞÞ
Z
BrðxÞ
c
y  x
r
 
dm 8cACN0 ðB1ð0ÞÞ:
Deﬁnition 3.7. We say that m is blow-up regular if the following condition holds:
for m-a:e: x; (yðxÞ40 : mx;r,yðxÞHkðxÞ ðTmðxÞ-B1ð0ÞÞ as r-0þ; ð3:10Þ
where kðxÞ :¼ dim TmðxÞ; and the weak convergence , is intended in the vague
topology of measures.
Remark 3.8. The blow-up regularity is satisﬁed by measures m belonging to the class
J: Indeed, since the measures mi’s which appear in Deﬁnition 2.1 are mutually
orthogonal, it is easy to check that, for mi-a.e. x; the weak limit of m
x;r as r-0þ is the
same as the weak limit of mx;ri : By the regularity of Si; each of the measures mi
satisﬁes (3.10) and then the same holds for the measure m using Lemma 2.2 (i).
We denote by P>m the matrix associated to the orthogonal projection from R
n onto
T>m ; that is, P
>
m ¼ Id Pm; being Id the n  n identity matrix. In the sequel, we write
for brevity Q; P and P>; omitting the index m:
Proposition 3.9. If m is blow-up regular, we have
QðEÞ ¼ PEP þ P>EP þ PEP> 8EARn2sym: ð3:11Þ
Proof. Recalling that MmðxÞ ¼ NmðxÞ>; we have to show that, for m-a.e. x;
NmðxÞ ¼ fP>ðxÞEP>ðxÞ : EARn2symg ¼: VmðxÞ:
First let us prove that the inclusion NmðxÞCVmðxÞ holds m-a.e. for general m: Since by
Proposition 3.3 (ii) any measurable selection of NmðxÞ is an element ofN; and since
the elements of N are symmetric matrices, this amounts to show that
xAN) xðxÞPðxÞ ¼ 0 m-a:e:
Take xAN: By deﬁnition, there exists a sequence fuhgCD such that
uh-0; r>uh-0; r2uh-x:
In addition, by the Poincare´ inequality (3.1), the sequence fuhg is bounded in H1;pm so
that the sequence of the whole gradients ruh ¼ rmuh þr>uh tends to zero weakly
in ðLpmÞn: Then, taking into account that xP ¼ limh rmðruhÞ; we have for
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every sAðLp0m Þn
2
whose rows belong to DðB1Þ (see the deﬁnition (2.3) of the linear
operator B1):Z
ðxPÞ  s dm ¼ lim
h
Z
rmðruhÞ  s dm ¼  lim
h
/divðsmÞ;ruhS ¼ 0:
Since this equality holds for every sAðLp0m Þn
2
whose rows belong to DðB1Þ; we deduce
that the rows of xP belong to the orthogonal complement of DðB1Þ; hence they are
selections of TmðxÞ>: The claim follows by noticing that the rows of the matrix
xðxÞPðxÞ belong to TmðxÞ:
Let us now show that the converse inclusion VmðxÞCNmðxÞ holds under the
assumption that m is blow-up regular. Passing to the orthogonal complement in Rn
2
sym;
and recalling (3.6), the required inclusion is equivalent to the following claim:
sADðBÞ ) sðxÞAVmðxÞ>m-a:e: ð3:12Þ
Take sADðBÞ; with Bs ¼ ðv; cÞ: We can choose x as a Lebesgue point for s; and we
can assume that the measures mxr converge weakly to yðxÞHkðxÞ ðTmðxÞ-B1ð0ÞÞ with
yðxÞ40 (see Deﬁnition 3.7). Indeed, such conditions are both satisﬁed up to a
m-negligible set. For all cACN0 ðB1ð0ÞÞ; setting crðyÞ :¼ cðyxr Þ and recalling (3.4),
we obtain
yðxÞsðxÞ 
Z
TmðxÞ
r2c dHkðxÞ ¼ lim
r
1
mðBrðxÞÞ
Z
BrðxÞ
sðyÞ  r2c y  x
r
 
dmðyÞ
¼ lim
r
r2
mðBrðxÞÞ
Z
BrðxÞ
sðyÞ  r2crðyÞ dmðyÞ
¼ lim
r
r2
mðBrðxÞÞ
Z
BrðxÞ
½crðyÞvðyÞ
þ rcrðyÞ  cðyÞ dmðyÞ:
If we choose x as a Lebesgue point for both v and the vector ﬁeld c (which again is
not restrictive), the limit at the right-hand side of the last equality above vanishes,
because cr and rrcr remain uniformly bounded as r-0þ: Thus, for m a.e. x; the
matrix sðxÞ is orthogonal to the subspace WmðxÞ of Rn2sym deﬁned by
WmðxÞ :¼
Z
TmðxÞ
r2c dHkðxÞ : cACN0 ðB1ð0ÞÞ
( )
:
The claim (3.12) will be established if we can prove that
VmðxÞ ¼ WmðxÞ m-a:e: ð3:13Þ
ARTICLE IN PRESS
G. Bouchitt!e, I. Fragala` / Journal of Functional Analysis 204 (2003) 228–267 243
Passing to a system of local coordinates, we may assume without loss of generality
that:
PmðxÞðyÞ ¼ ðy1; y2;y; yk; 0; 0;y; 0Þ;
VmðxÞ ¼ fEARn2sym :Eij ¼ 0 8iAf1; 2;ykgg:
Integrating by parts, we ﬁnd that the integral over TmðxÞ of the hessian of any
cACN0 ðB1ð0ÞÞ belongs to VmðxÞ: Conversely, for every EAVmðxÞ; we deﬁne cðyÞ :¼
yðyÞ
2
Ey  y; where yACN0 ðB1ð0ÞÞ satisﬁes
R
TmðxÞ yðyÞ dHkðxÞ ¼ 1: Then
R
TmðxÞ
r2cðyÞ dHkðxÞ ¼ E and therefore VmðxÞCWmðxÞ: This gives (3.13) and achieves
the proof. &
Equality (3.11) enables us to relate the operator Am to the tangential gradient
operator rm: We remark that, since Amðu; bÞ ¼ QAmðu; bÞ with Q given by (3.11), the
block P>Amðu; bÞP> is identically zero. On the other hand, since by deﬁnition Am
takes values in Rn
2
sym; the blocks P
>Amðu; bÞP and PAmðu; bÞP> are transpose to each
other. Therefore, in order to characterize Amðu; bÞ; it is enough to characterize
PAmðu; bÞP þ P>Amðu; bÞP; that is Amðu; bÞP:
Proposition 3.10. If m is blow-up regular, we have
DðAmÞDfðu; bÞAH1;pm  LpmðRn; T>m Þ : rmu þ bAðH1;pm Þng; ð3:14Þ
Amðu; bÞP ¼ rmðrmu þ bÞ 8ðu; bÞADðAmÞ: ð3:15Þ
Proof. Let ðu; bÞADðAmÞ: By deﬁnition, there exists a sequence fuhgCD such that
ðuh;r>uhÞ-ðu; bÞ in X ; and Qðr2uhÞ-Amðu; bÞ in Y : Since m satisﬁes the Poincare´
inequality (3.1) and condition (3.11), the sequence of the gradients fruhg remains
bounded in the Lpm-norm. Indeed
sup
h
Z
jruhjp dmpC sup
h
Z
jrmðruhÞjp dm
¼C sup
h
Z
jðr2uhÞPjp dm
pC sup
h
Z
jQðr2uhÞjp dmoþN: ð3:16Þ
Therefore u belongs to H1;pm ; and ruh,rmu þ b weakly in ðLpmÞn:
Since by (3.16) the sequence frmðruhÞg remains bounded in the Lpm-norm, we have
rmu þ bAðH1;pm Þn; and rmðruhÞ,rmðrmu þ bÞ: On the other hand, taking into
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account that rmðruhÞ ¼ ðr2uhÞP; and that by assumption Qðr2uhÞ converge
strongly in Y to Amðu; bÞ; we infer that Amðu; bÞP ¼ rmðrmu þ bÞ: &
In order to give a characterization of DðAmÞmore precise that inclusion (3.14), it is
convenient to restrict attention to measures m belonging to the class J introduced in
Deﬁnition 2.1. Indeed, for m in such class, we can prove the following criterion which
can be concretely handled to establish when a pair ðu; bÞ lies in DðAmÞ:
Proposition 3.11. Let m ¼Pi miHki SiAJ; and let S :¼ Si Si; S :¼ SiajðSi-SjÞ:
A given pair ðu; bÞAH1;pm  LpmðRn; T>m Þ belongs to DðAmÞ if the following three
conditions hold:
(i) ðu; bÞAH2;pðSiÞ  ðH1;pðSiÞÞn for all i;
(ii) S is contained into the set of continuity points of ðu;rmu þ bÞ;
(iii) for every i; there exists ðui; biÞAC2ðSiÞ  LipðSi; T>Si Þ such that ðui;rSi ui þ biÞ
agrees with ðu;rmu þ bÞ on S-Si:
Conversely, if ðu; bÞADðAmÞ; they always satisfy condition (i), and they satisfy also
condition (ii) under the assumption that p4maxiki: If in addition S is made by isolated
points, since (iii) holds trivially true, we have the equivalence
ðu; bÞADðAmÞ3ðu; bÞ satisfy ðiÞ; ðiiÞ and ðiiiÞ:
Proof. Let ðu; bÞAH1;pm  LpmðRn; T>m Þ: The implication (i), (ii), (iii) ) ðu; bÞADðAmÞ
will be proved in the following two steps.
Step 1: if ðu; bÞAH1;pm  LpmðRn; T>m Þ satisfy conditions (i), (ii) and (iii), and the
additional hypothesis that rmu þ b is globally Lipschitz on S; then ðu; bÞADðAmÞ:
Step 2: if ðu; bÞAH1;pm  LpmðRn; T>m Þ satisfy conditions (i), (ii), and (iii), there exists
a sequence fðuh; bhÞgCH1;pm  LpmðRn; T>m Þ; which satisﬁes the same conditions, the
additional hypothesis that rmuh þ bh is globally Lipschitz on S for every h; and
uh-u in L
p
m; bh-b in ðLpmÞn; sup
h
Z
jrmðrmuh þ bhÞjp dmoþN:
The required implication follows straightforward by combining the above steps
and by taking into account that the graph of the operator Am is closed (see
Proposition 3.5 (i)).
To prove step 1, let ðu; bÞAH1;pm  LpmðRn; T>m Þ satisfy conditions (i), (ii) and (iii),
and the additional hypothesis thatrmu þ b is globally Lipschitz on S: In particular, u
and rmu þ b are continuous on S (by assumption (ii)), and u is almost everywhere
differentiable on S: Therefore, we may apply Whitney extension theorem. It gives the
existence of a function wAC1ðRnÞ such that the equalities u ¼ w and rmu þ b ¼ rw
hold m-a.e. (see for instance [26, Theorem 2.3.6]). Then, consider the smooth
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functions we :¼ w*re; where freg is a sequence of molliﬁers. Since we-w and
rwe-rw uniformly, we also have we-w in Lpm and rwe-rw in ðLpmÞn: Therefore,
by the deﬁnition of DðAmÞ; we have ðu; bÞADðAmÞ provided we satisfy the uniform
estimate
sup
e
Z
jrmðrweÞjp dmoþN: ð3:17Þ
To show (3.17), we exploit the Lipschitz assumption on rmu þ b: denoting by jjmjj
the total mass of m; and by LipðrweÞ; LipðrwÞ the Lipschitz constants of rwe and
rw; we haveZ
jrmðrweÞjp dmpjjmjjðLipðrweÞÞppjjmjjðLipðrwÞÞp 8e;
where we used the inequality rmvpLipðvÞ holding for all Lipschitz functions v; and
the fact that the Lipschitz constant decreases by convolution.
We pass now to prove step 2. Let ðu; bÞAH1;pm  LpmðRn; T>m Þ satisfy conditions (i),
(ii), and (iii). We ﬁx an index i: By assumption (iii), there exists ðui; biÞAC2ðSiÞ 
LipðSi; T>Si Þ such that ðui;rSi ui þ biÞ agrees with ðu;rmu þ bÞ on S-Si: Then, we
may ﬁnd a sequence fðuih; bihÞghCC2ðSiÞ  LipðSi; T>Si Þ such that
uih-u
i in H2;pðSiÞ; bih-bi in ðH1;pðSiÞÞn;
ðuih;rmuih; bihÞ ¼ ðui;rSi ui; biÞ on S-Si:
The sequence deﬁned by ðuh; bhÞ :¼ ðuih; bihÞ mi-a.e. suits all the requirements asked in
step 2. Notice in particular that the Lipschitz regularity on S for rmuh þ bh is
satisﬁed since rmuh þ bh is Lipschitz on each Si and globally continuous on S (this
latter condition is guaranteed by the fact that, thanks to assumption (ii), we keep the
same ﬁxed boundary value at the junctions). Thus the proof of the ﬁrst part of the
statement is achieved.
Now, assume that ðu; bÞADðAmÞ: Then, applying (3.14) in Proposition 3.10, we
have rmu þ bAðH1;pm Þn: By Lemma 2.2 (ii), we infer that, for every ﬁxed i; the
restriction rSi u þ b of rmu þ b to Si belongs to ðH1;pðSiÞÞn: Thanks to the regularity
of Si; projecting rSi u þ b on TSi and on T>Si ; we obtain rSi uAðH1;pðSiÞÞ
n; and
bAðH1;pðSiÞÞn; yielding condition (i). Finally, if we have p4maxi ki; condition (ii) is
gained by Morrey–Sobolev embedding theorem. &
Remark 3.12. Combining Propositions 3.10 and 3.11, we obtain that inclusion (3.14)
is actually an equality provided mAJ; p4maxiki; and S is made by isolated points
for all iaj: We guess that, keeping the assumption mAJ; the equality in (3.14)
should hold true in general, but the proof seems to be quite difﬁcult.
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Now, for ðu; bÞADðAmÞ; we are going to decompose the matrix Amðu; bÞ by using a
kind of fundamental form associated with m: We start by introducing the following
curvature operator. For mAJ; it will enable us to describe in some detail the
structure of the blocks PAmðu; bÞP and P>Amðu; bÞP; determining the way they
depend separately on u and b:
Deﬁnition 3.13. We let C :DðCÞCðLpmÞn-ðLpmÞn
2
be the linear operator deﬁned by
DðCÞ :¼ fvAðLpmÞn : Pv and P>vAðH1;pm Þng;
Cv :¼ P>rmðPvÞ þ PrmðP>vÞ:
(
ð3:18Þ
The relevant property of the operator C is that it turns out to be ‘‘derivation-free’’,
in the following sense: for all vADðCÞ and cAD; we have cvADðCÞ; and
CðcvÞ ¼PrmðcP>vÞ þ P>rmðcPvÞ
¼P½crmðP>vÞ þ P>v#rmc þ P>½crmðPvÞ þ Pv#rmc
¼c½PrmðP>vÞ þ P>rmðPvÞ ¼ cCðvÞ: ð3:19Þ
According to Proposition 3.14 below, the condition mAJ allows to extend C to
ðLpmÞn; and to associate with C a third-order tensor TC : The analytic description of
TC as a curvature tensor is postponed until Section 3.3, where we detail the structure
of TC for measures supported on smooth manifolds. For a similar notion in case of
curvature varifolds with boundary, we refer to [33].
Proposition 3.14. Let mAJ: Then C admits a unique continuous extension to ðLpmÞn;
and there exists a third-order tensor TC :R
n-Rn
2
such that, for every vAðLpmÞn;
TCðxÞ½vðxÞ ¼ ðCvÞðxÞ for m-a:e: x: ð3:20Þ
Proof. Step 1. We begin by proving the statement in the case m ¼ Hk S; where S is
a k-dimensional C2 manifold. By this regularity assumption, it turns out that the
columns of Pm belong to ðH1;Nm Þn: Therefore, we have that DðCÞ coincides with
the whole space ðH1;pm Þn: Furthermore, the linear mapping v/ðPv; P>vÞ turns out to
be continuous from ðH1;pm Þn into ðH1;pm Þn  ðH1;pm Þn: Hence C is continuous as an
operator from ðH1;pm Þn into ðLpmÞn
2
: This allows to extend the relation (3.19) in the
following way:
cwADðCÞ and CðcwÞ ¼ cCðwÞ 8wALipðRn;RnÞ; 8cAH1;pm : ð3:21Þ
Indeed, it is clear that the product cw belongs to ðH1;pm Þn; hence to DðCÞ: Then
take a sequence fchgCD converging to c in ðH1;pm Þn: For all h; by (3.19) we
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have CðchwÞ ¼ chCðwÞ: Passing to the limit as h-þN in ðLpmÞn
2
; and using the
continuity of C as an operator from ðH1;pm Þn into ðLpmÞn
2
; we obtain the required
relation CðcwÞ ¼ cCðwÞ:
Now, every vAðH1;pm Þn may be written in the form vðxÞ ¼
Pn
i¼1 viðxÞei; where ei are
the constant vector ﬁelds which form the canonical basis of Rn; and the scalar
components vi belong to H
1;p
m : Applying (3.21) with w ¼ ei and c ¼ vi; gives
CvðxÞ ¼
X
i
CðviðxÞeiÞ ¼
X
i
viðxÞðCeiÞðxÞ 8vAðH1;pm Þn: ð3:22Þ
Notice ﬁnally that, since the columns of P lie in ðH1;Nm Þn; Cei turn out to belong to
ðLNm Þn
2
: This condition, combined with (3.22), implies that C is continuous as an
operator from ðLpmÞn into ðLpmÞn
2
; namely there exists a positive constant M such that
jjCvjjp;mpMjjvjjp;m 8vADðCÞ: ð3:23Þ
Therefore, since DðCÞð¼ ðH1;pm ÞnÞ is dense in ðLpmÞn; C admits a unique continuous
extension from DðCÞ to ðLpmÞn: We still denote by C such extension. It is
characterized pointwise by relation (3.20), where TCðxÞ is deﬁned for m-a.e. xARn
as the third-order tensor which acts on a vector z ¼Pni¼1 ziei as
TCðxÞ½z :¼
Xn
i¼1
ziðCeiÞðxÞ: ð3:24Þ
Indeed, writing vðxÞ ¼Pni¼1 viðxÞei and applying (3.22) and (3.24) we obtain
TCðxÞvðxÞ ¼
X
i
TCðxÞ½viðxÞei ¼
X
i
viðxÞðCeiÞðxÞ ¼ ðCvÞðxÞ:
Step 2. We now turn to the case of a general mAJ; m ¼Pi mi ¼Pi miHki Si: We
observe that the following localization property holds
vADðCÞ ) vADðCiÞ 8i;
CðvÞ ¼ CiðvÞ mi-a:e:;
(
where Ci denotes the operator related to the measure mi: This readily follows from
deﬁnition (3.18) of the operator C; enforcing Lemma 2.2. Therefore, for all vADðCÞ;
we have
TCiðxÞ½vðxÞ ¼ ðCvÞðxÞ for mi-a:e: x:
Setting TCðxÞ ¼ TCiðxÞ mi-a.e., we obtain that (3.20) holds for all vADðCÞ: To
extend (3.20) to all vAðLpmÞn; we ﬁrst notice that (3.23) holds for a suitable positive
constant M: Hence, it is enough to show that DðCÞ is dense in ðLpmÞn (notice that in
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general constant ﬁelds are not in DðCÞ). Let wAðDðCÞÞ>: Then we claim that the
equality Z
w  cv dm ¼ 0 ð3:25Þ
holds for any vAðLpmÞn-ðH1;pðSiÞÞn and any cAD with c ¼ 0 mj-a.e. for all jai:
Indeed, Pmi v (respectively P
>
mi
v) belongs to ðH1;pðSiÞÞn and then, by Lemma 2.2 (iii)
PmðcvÞ ¼ cðPmi vÞ (respectively P>m ðcvÞ ¼ cðP>mi vÞ) belongs to ðH1;pm Þ
n; yielding that
cvADðCÞ:
Thanks to the assumption miðSjÞ ¼ 0 for all iaj in Deﬁnition 2.1, we may now
localize (3.25) by taking c supported in a small ball centered at a point xASi\
S
jai Sj ;
so we obtain
w  v ¼ 0 mi-a:e: 8vAðH1;pðSiÞÞn:
By density of ðH1;pðSiÞÞn in ðLpðSiÞÞn; we conclude that w ¼ 0 mi-a.e. for each ﬁxed i;
thus w ¼ 0 m-a.e. Therefore, DðCÞ is dense in ðLpmÞn; and the proof is achieved. &
Using Proposition 3.14, we can now give the following decomposition result
for Am:
Proposition 3.15. Let mAJ: Then, for every pair ðu; bÞADðAmÞ; we have:
(i) PAmðu; bÞP  TCb is independent of b;
(ii) P>Amðu; bÞP  TCrmu is independent of u:
Proof. To prove (i), assume that, for a ﬁxed uAH1;pm ; there exist two different vector
ﬁelds b1 and b2 in L
p
mðRn; T>m Þ such that ðu; b1Þ and ðu; b2Þ belong to DðAmÞ: Letting
b :¼ b2  b1; we obtain by difference that ð0; bÞADðAmÞ: Therefore, applying
Proposition 3.10, b belongs to ðH1;pm Þn and, by Deﬁnition 3.13, TCðbÞ ¼ PðrmbÞ:
Moreover
PAmðu; b2ÞP  TCb2 ¼Prmðrmu þ b2Þ  TCb2
¼Prmðrmu þ b1 þ bÞ  TCb2
¼Prmðrmu þ b1Þ þ Prmb  TCb2
¼Prmðrmu þ b1Þ þ TCb  TCb2
¼PAmðu; b1ÞP  TCb1:
The proof of (ii) is analogous, interchanging the roles of b and rmu: &
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Relying on Proposition 3.15, under the assumption mAJ; we can deﬁne two linear
operators r2m : H1;pm -ðLpmÞn
2
and dm : LpmðRn; T>m Þ-ðLpmÞn
2
by setting
Dðr2mÞ :¼ fuAH1;pm : (bALpmðRn; T>m Þ such that ðu; bÞADðAmÞg;
r2mu :¼ PAmðu; bÞP  TCb;
(
ð3:26Þ
and
Dðd2mÞ :¼ fbALpmðRn; T>m Þ : (uAH1;pm such that ðu; bÞADðAmÞg;
dmb :¼ P>Amðu; bÞP  TCrmu:
(
Thus, choosing a basis of Rn made by elements fv1ðxÞ;y; vnðxÞg; with
v1ðxÞ;y; vkðxÞATmðxÞ and vkþ1ðxÞ;y; vnðxÞAT>m ðxÞ; the matrix Amðu; bÞ can be
written at m-a.e. xARn as
Amðu; bÞ ¼
r2mu þ TCb ðdmb þ TCrmuÞt
dmb þ TCrmu 0
" #
;
where ðdmb þ TCrmuÞt is the transpose matrix of ðdmb þ TCrmuÞ:
Remark 3.16. Whenever ðu; 0ÞADðAmÞ; combining (3.26) and (3.15), we obtain the
identity
r2mu ¼ PrmðrmuÞ:
In that sense, the operator r2m can be seen as a generalization of the notion of
projected tangential hessian matrix, which is deﬁned, for smooth functions u on a
smooth manifold S; as r2Su :¼ PSrSðrSuÞ (see for instance [19, Chapter 4]).
We stress that, even for measures m such that the equality holds in (3.14), the
condition ðu; 0ÞADðAmÞ is in general not fulﬁlled by all elements uADðr2mÞ: This is
related to the regularity of the support of m: In fact, if equality holds in (3.14) and the
matrix P is Lipschitz, then the relation rmu þ bAðH1;pm Þn on the right-hand side of
(3.14) can be projected onto Tm; yielding rmuAðH1;pm Þn (so uADðr2mÞ implies
ðu; 0ÞADðAmÞ). In spite, when the support of m exhibits singularities, we may have
ðu; 0ÞeDðAmÞ for some uADðr2mÞ: Consider for instance, in dimension n ¼ 2; the
measure m ¼H1 T ; where T is a triangle. In that case, the domain of r2m contains
elements u whose tangential gradient is discontinuous at the vertices, so that we
have rmueðH1;pm Þ2: Accordingly, the continuity required for rmu þ b (which
by Proposition 3.10 belongs to ðH1;pm Þ2) becomes incompatible with taking b ¼ 0
(cf. Example 5.2).
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3.3. The structure of Am in two paradigm cases
We consider below the model examples of Hausdorff measures supported on 1D
or 2D smooth manifolds in R3:
Example 3.17 (Smooth curve). Let m be the one-dimensional Hausdorff measure
H1 over a smooth curve S in R3: We denote by ðt; n; ZÞ the moving frame given by
the tangent, normal and binormal unit vectors to S; and by K ; T respectively
the (scalar) curvature and the torsion of S: For a smooth scalar or vector function f ;
we adopt the notation f 0 and f 00 for its ﬁrst- and second-order tangential derivation
on S:
Let ðu; bÞADðAmÞ: By Proposition 3.11, this implies ðu; bÞAH2ðSÞ  ðH1ðSÞÞ3:
Setting b ¼ b1nþ b2Z; the operator Amðu; bÞ can be easily computed as follows:
Amðu; bÞP ¼rmðu0tþ b1nþ b2ZÞ
¼ u00t#t|ﬄﬄﬄ{zﬄﬄﬄ}
r2mu
þ b01n#tþ b02Z#t|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
dmb
þ u0t0#t|ﬄﬄﬄ{zﬄﬄﬄ}
TCðrmuÞ
þ b1n0#tþ b2Z0#t:|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
TCðbÞ
We point out that in this case the tensor TC applied to a vector z ¼ z1tþ z2nþ z3Z
equals ðz1t0 þ z2n0 þ z3Z0Þ#t; hence the matrix TCz can be written, by virtue of
Fre´net’s formulae, as
TCz ¼
Kz2 0 0
Kz1 þ Tz3 0 0
Tz2 0 0
2
64
3
75:
Finally, Amðu; bÞ takes the form
Amðu; bÞ ¼
u00  Kb1 b01 þ Ku0 þ Tb2 b02  Tb1
b01 þ Ku0 þ Tb2 0 0
b02  Tb1 0 0
2
64
3
75: ð3:27Þ
Notice also that, in case of a planar curve, one has to consider only the north-west
2 2 minor of the above matrix, and to put therein T ¼ 0:
Example 3.18 (Smooth surface). Let m be the two-dimensional Hausdorff measure
H2 over a smooth surface S in R3: We denote by n the normal vector to S; by ðt1; t2Þ
the principal directions on the tangent space to S; and by K1; K2 the corresponding
principal curvatures. For a smooth scalar or vector function f ; we adopt the notation
rSf for its tangential derivation on S; and, similarly as in Remark 3.16, we set
r2Sf ¼ PSðrSðrSf ÞÞ:
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Let ðu; bÞADðAmÞ: Thanks to Proposition 3.11, we have ðu; bÞAH2ðSÞ  ðH1ðSÞÞ3:
Setting b ¼ b3n; we ﬁnd
Amðu; bÞ ¼rmððrSuÞ1t1 þ ðrSuÞ2t2 þ b3nÞ
¼ r2Su|ﬄ{zﬄ}
r2mu
þ n#rSb3|ﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄ}
dmb
þðrSuÞ1rSt1 þ ðrSuÞ2rSt2|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
TCðrmuÞ
þ b3rSn|ﬄﬄ{zﬄﬄ}
TCðbÞ
:
For every z ¼ z1t1 þ z2t2 þ z3nAR3; we have TCz ¼ z1rSt1 þ z2rSt2 þ z3rSn: The
matrices rSn and rSti can be expressed through the second fundamental form of S
respectively using the Weingarten equation and the Gauss formula (see for instance
[31, Chapter 8]). Taking into account that ti are principal directions, this gives the
following expression for the matrix TCz:
TCz ¼
K1z3 0 0
0 K2z3 0
K1z1 K2z2 0
2
64
3
75:
Finally, in the moving frame ðt1; t2; nÞ; the matrix Amðu; bÞ takes the form:
Amðu; bÞ
¼
ðr2SuÞ11  K1b3 ðr2SuÞ12 ðrSb3Þ1 þ K1ðrSuÞ1
ðr2SuÞ12 ðr2SuÞ22  K2b3 ðrSb3Þ2 þ K2ðrSuÞ2
ðrSb3Þ1 þ K1ðrSuÞ1 ðrSb3Þ2 þ K2ðrSuÞ2 0
2
64
3
75: ð3:28Þ
4. Second-order energies
In this section we deal with second-order integral functionals in dm: Having in
mind the case when m is the Hausdorff measure over a low-dimensional structure S
governed by a fourth-order equation, we want to ﬁnd a lower semicontinuous
functional representing the energy of S: To this aim, we propose an intrinsic method
with respect to m; which is based on the second-order theory developed in Section 3.
More precisely, we start from an integral functional of the kind
FðuÞ ¼
R
f ðx;ru;r2uÞ dm if uAD;
þN otherwise
(
ð4:1Þ
and we consider its relaxation with respect to the Lpm-topology. This is the content
of Section 4.1, where a representation formula for the relaxed energy F is proved
(see Theorem 4.3).
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In Section 4.2, we show that F can also be obtained as the variational limit of
a sequence of energies associated with fattened structures.
4.1. Main relaxation result
Let F be the integral functional deﬁned by (4.1), where the integrand f :Rn 
Rn  Rn2sym-R satisﬁes the following assumptions:
for every ðs; zÞARn  Rn2sym; the function f ð; s; zÞ is m-measurable; ð4:2Þ
for m-a:e: xARn and for every zARn
2
sym;
the function f ðx; ; zÞ is lower semicontinuous; ð4:3Þ
for m-a:e: xARn and for every sARn; the function f ðx; s; Þ is convex; ð4:4Þ
there exist c1; c240 such that
c1jzjppf ðx; s; zÞpc2ð1þ jsjp þ jzjpÞ for m-a:e: xARn;
8ðs; zÞARn  Rn2sym: ð4:5Þ
We recall that the relaxed functional F of F with respect to the Lpm-topology is
deﬁned as the Lpm-lower semicontinuous envelope of F (see for instance [12]):
FðuÞ :¼ maxfG : Lpm-R,fþNg : G is Lpm-l:s:c:; GpFg;
where GpF means that GðuÞpFðuÞ for every uAD:
Since Lpm is a metric space, the following sequential characterization of F holds:
FðuÞ ¼ inf lim inf
h-N
Z
f ðx;ruh;r2uhÞ dm : uh-u in Lpm
  
: ð4:6Þ
In order to give a representation formula for F ; we introduce the relaxed integrand
fm :R
n  Rn  Rn2sym-R given by
fmðx; s; zÞ :¼ infff ðx; s; z þ xÞ : xAMmðxÞ>g; ð4:7Þ
being MmðxÞ deﬁned in Proposition 3.3 (ii) (notice the analogy between (4.7)
and (2.4)).
Moreover, we say that m satisﬁes the doubling property if the following condition
holds
(D40 : mðB2rðxÞÞpDmðBrðxÞÞ 8r40; for m-a:e: x: ð4:8Þ
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We wish to point out that assumption (4.8) is needed for the validity of Rellich–
Kondrachov’s compact embedding. In fact the next lemma plays a major role in the
proof of Theorem 4.3 below.
Lemma 4.1. Let m satisfy the Poincare´ inequality (3.1) and the doubling property (4.8),
Then, every bounded sequence in H1;pm admits a subsequence which converges
strongly in Lpm:
Proof. We refer to [25, Theorem 8.3].
Remark 4.2. It is interesting to ask whether the assumptions of the above lemma
(and of Theorem 4.3 below) are fulﬁlled by a measure m in the class J: For such m;
doubling condition (4.8) is always in force, since mi>mj; and mi admits a ﬁnite ki-
dimensional density at mi-a.e. x: On the other hand, the Poincare´ inequality on the
class J is equivalent to the following global connectedness assumption (see [8]):
uAH1;pm ; rmu ¼ 0 m-a:e: ) (cAR : u ¼ c m-a:e: ð4:9Þ
Indeed, it is clear that, for a general m; (4.9) is a necessary condition for (3.1).
Conversely, assume that a measure m in the class J violates (3.1). Observing that
(3.1) is satisﬁed separately by the measures mi’s, applying Lemma 4.1 to each mi; and
enforcing (4.9), it is easy to obtain a contradiction.
We can now state our relaxation result. It will be deduced basically as a
consequence of Theorem 3.6. It shows that, in contrast with the case of ﬁrst-order
energies treated in [7], the functional FðuÞ is non-local in u:
Theorem 4.3. Let m satisfy the Poincare´ inequality (3.1) and the doubling condition
(4.8). Let F be the integral functional defined by (4.1), and set
Fðu; bÞ :¼
Z
fmðx;rmu þ b; Amðu; bÞÞ dm: ð4:10Þ
Then, under assumptions (4.2)–(4.5) on the integrand f ; the relaxed functional F can be
characterized by
FðuÞ ¼ inffFðu; bÞ : b such that ðu; bÞADðAmÞg; ð4:11Þ
where fm is defined by (4.7), and Amðu; bÞ is given by Definition 3.4.
Remark 4.4. (i) In (4.11), we have implicitly assumed that inff|g ¼ þN; so that the
ﬁniteness domain of F is the class of functions u for which there exists at least an
element b such that ðu; bÞADðAmÞ:
(ii) Under additional regularity assumptions on m; the results of Section 3 can be
used to characterize the domain of F as well as the expressions of fm and Am: In
particular, if m is blow-up regular, then we can use (3.11) to compute fm: If in addition
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m belongs to J; then the operator Am can be decomposed according to Proposition
3.15, and we have FðuÞoþN if and only if uADðr2mÞ (cf. (3.26)).
(iii) In case the dependence of the integrand f on the variable s is convex,
the doubling assumption on m can be removed (cf. the proof of Theorem 4.3
below).
Remark 4.5. By minor modiﬁcations in the proof, one can easily obtain a similar
version of Theorem 4.3 for the case when f depends explicitly on u: More precisely,
assume that the function f :Rn  R Rn  Rn2sym-R is a Carathe´odory integrand,
such that f ðx; t; s; Þ is convex on Rn2sym; and the p-growth conditions analogous to
(4.5) hold. Let F denote the corresponding integral functional deﬁned by (4.1), where
now f ¼ f ðx; u;ru;r2uÞ: Then the characterization of relaxed functional F given by
Theorem 4.3 still holds, provided the integrand fm in (4.7) is replaced by fmðx; t; s; zÞ :
¼ infff ðx; t; s; z þ xÞ : xAMmðxÞ>g; and the function Fðu; bÞ in (4.10) is modiﬁed
accordingly.
Remark 4.6. For given g0ALp
0
m and g1AðLp
0
m Þn; consider the minimization problem
ðPÞ inf
u
fFðuÞ 
Z
ðg0u þ g1  ruÞ dmg;
where admissible functions uAD must satisfy a Dirichlet condition on an assigned
closed set.
Notice that the load g0m divðg1mÞ includes a ﬁrst-order distribution due to the
orthogonal component of g1; actually, the vector ﬁeld P
>
m g1 can be seen as a density
of bending moments, which acts in duality with the Cosserat ﬁeld b: Accordingly, the
relaxed problem ðPÞ involves a minimization process over b; which depends on the
datum P>m g1: Precisely, using the functional F which appears in the statement of
Theorem 4.3, the general formulation of problem ðPÞ reads
P min
ðu;bÞ
fFðu; bÞ 
Z
ðg0u þ g1  ðrmu þ bÞÞ dmg;
where now admissible pairs ðu; bÞ must belong to DðAmÞ and satisfy a relaxed
Dirichlet condition.
However, in the special setting when P>m g1 ¼ 0; ðPÞ can be written just in
terms of the relaxed functional F : Indeed in this case eliminating the inﬁmum in b
leads to
P min
u
FðuÞ 
Z
ðg0u þ g1  rmuÞ dm
  
:
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Proof of Theorem 4.3. In view of the sequential characterization (4.6) of F ; it is
straightforward to check that equality (4.11) is proved if the following two claims
hold for every uALpm:
(i) for every sequence uh-u in L
p
m such that lim infh FðuhÞoþN; there exists an
element bALpmðRn; T>m Þ such that ðu; bÞADðAmÞ and lim infh FðuhÞXFðu; bÞ;
(ii) for every bALpmðRn; T>m Þ such that ðu; bÞADðAmÞ; we can ﬁnd a sequence uh-u in
Lpm such that r>uh-b in ðLpmÞn; and lim suph FðuhÞpFðu; bÞ:
We now prove separately claims (i) and (ii).
Proof of claim (i). Let uh-u in L
p
m with lim infh FðuhÞoþN: We pass to a
subsequence of fuhg; not relabeled, which achieves the liminf. By the growth
condition from below satisﬁed by f and the Poincare´ inequality, we deduce that both
the sequences fruhg and fr2uhg remain bounded in the Lpm-norm. Hence, possibly
passing to another subsequence, we have ðruh;r2uhÞ,ðv; wÞ: Moreover, again up to
subsequences, by Lemma 4.1 the convergence of ruh to v is strong. Then the strong–
weak lower semicontinuity theorem of Ioffe (see Lemma A.3 in the appendix) gives
lim inf
h
FðuhÞX
Z
f ðx; v; wÞ dm: ð4:12Þ
Now we need to identify the relation between u and the pair ðv; wÞ: We remark that
the sequence fuhg is bounded in the Sobolev space H1;pm and therefore converges
weakly to u in H1;pm : Thus the tangential component of the vector ﬁeld v agrees with
rmu: In other words, we have v ¼ rmu þ b; where b is the limit of r>uh in
LpmðRn; T>m Þ: Moreover, the triplet ðu; b; wÞ is the (weak) limit of ðuh;r>uh;r2uhÞ;
hence it belongs to the closure of the subspace G introduced in Section 3 (see (3.2)).
Applying Theorem 3.6, we infer that w can be written as w ¼ Amðu; bÞ þ x; where
xðxÞAMmðxÞ> for m-a.e. x: Then claim (i) follows from (4.12) observing that, by the
deﬁnition (4.7) of fm; the following inequality holds m-a.e.
f ðx; v; wÞ ¼ f ðx;rmu þ b; Amðu; bÞ þ xÞXfmðx;rmu þ b; Amðu; bÞÞ:
Proof of claim (ii). If the set of elements bALpmðRn; T>m Þ such that ðu; bÞADðAmÞ is
empty, we have nothing to prove. Otherwise, assume that ðu; bÞADðAmÞ; and let
xALpmðRn; M>m Þ: In view of the deﬁnition (3.14) of fm and owing to Lemma A.2 in the
appendix, we may rewrite Fðu; bÞ as
Fðu; bÞ ¼ inf
Z
f ðx;rmu þ b; Amðu; bÞ þ xÞ dm : xALpmðRn; M>m Þ
  
:
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Then for a given e40; we can choose a suitable element xALpmðRn; M>m Þ such thatZ
f ðx;rmu þ b; Amðu; bÞ þ xÞ dmpFðu; bÞ þ e: ð4:13Þ
On the other hand, thanks to Theorem 3.6, it is possible to construct a sequence
fuhgCD such that
ðuh;ruh;r2uhÞ-ðu;rmu þ b; Amðu; bÞ þ xÞ strongly in Lpm  ðLpmÞn  ðLpmÞn
2
:
Using the growth condition from above on f ; we deduce by dominated convergence
that
lim sup
h
FðuhÞ ¼
Z
f ðx;rmu þ b; Amðu; bÞ þ xÞ dmpFðu; bÞ þ e;
where the last inequality comes from (4.13). Then claim (ii) follows by letting e
tend to 0. &
4.2. Fattening approach through G-convergence
It is a natural question to ask whether the relaxed energy given by Theorem 4.3
can be reobtained by fattening approach. More precisely, the question can be stated
as follows: let m ¼Hk S; where S is a compact k-dimensional manifold in Rn; let
md ¼ ðLnðSdÞÞ1Ln Sd; where Sd is a d-tubular neighborhood of S; and consider
the sequence
FdðuÞ :¼
Z
f ðx;ru;r2uÞ dmd; uAD: ð4:14Þ
Does F coincide with the limit of Fd; intended in some suitable sense? More in
general, for a given mAJ; is it possible to construct an approximating sequence of
measures md in order that the energies Fd converge to F as d-0? The same problems
can be raised also for the case of ﬁrst-order energies studied in [7], namely when
f ¼ f ðx;ruÞ:
To answer such questions, it is possible to set up a suitable abstract framework,
where md are constructed as the push-forward of a ﬁxed measure m1 through a one-
parameter family of mappings Td :R
n-Rn: Suitable assumptions on Td and on their
uniform limit T0 (such that T
x
0m1 ¼ m) are needed to study the asymptotic behavior
of Fd: In particular, Td must be equi-Lipschitz, and have vanishing jacobian as d-0:
Since this setting would require a rather long presentation, we limit ourselves to
sketch the relationship with the fattening approach in a simpliﬁed framework. We
assume that f depends only on the second-order gradient, and that md are given by
ðrd *mÞLn; where rd is a sequence of molliﬁers, and Ln is the Lebesgue measure on
Rn: More precisely, we let rdðxÞ :¼ 1dnrðxdÞ; where r is assumed to be a smooth,
positive, even function, compactly supported on the unit ball of Rn; and such that
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R
Rn
r dx ¼ 1: By the notation rd *m; we mean the smooth function x/
R
Rn
rdðx 
yÞ dmðyÞ: We then study the G-convergence of the sequence fFdg with respect to the
weak convergence of measures udmd,um: We recall that the equality G
limd-0 FdðuÞ ¼ F0ðuÞ means that the following two conditions are satisﬁed (see
[18] for an introduction to G-convergence):
infflim inf FdðudÞ : udmd,umgXF0ðuÞ; ð4:15Þ
infflim supFdðudÞ : udmd,umgpF0ðuÞ: ð4:16Þ
The result below shows that the G-limit F0 may be identiﬁed with the relaxed
energy F :
Theorem 4.7. Assume that md ¼ ðrd *mÞLn; and f ¼ f ðr2uÞ: Let fFdg be the
corresponding sequence of functionals defined by (4.14), and let F be the relaxed
energy given by (4.11). Then, we have
G lim
d-0
Fd ¼ F :
Proof. For every uAD; the weak convergence of md to m yields the equality
limd-0 FdðuÞ ¼ FðuÞ; being F deﬁned by (4.1). By the deﬁnition of F ; for every u
such that FðuÞoþN; we can ﬁnd a sequence uk-u in Lpm such that
limk-þNFðukÞ ¼ FðuÞ: For such a sequence fukg we have
lim
k-þN
lim
d-0
FdðukÞ ¼ FðuÞ:
Hence the proof of the G-limsup inequality (4.16) is achieved taking a diagonal
sequence ukðdÞ such that ukðdÞmd,um:
To prove the G-liminf inequality (4.15), we take an arbitrary sequence fudg such
that udmd,um and supdFdðudÞoþN: Set vd :¼ rd *ud: By the Jensen inequality, for
every convex integrand g; it holdsZ
gðvdÞ dm ¼
Z
gðrd *udÞ dmp
Z
gðudÞ*rd dm ¼
Z
gðudÞ dmd: ð4:17Þ
In particular, taking gðsÞ ¼ jsjp; we deduce that the sequence fvdg remains bounded
in Lpm: Then, denoting by v the weak limit of vd in L
p
m (up to subsequences), and
applying the property (4.17) with gðsÞ ¼ f ðsÞ to the sequence r2vd ¼ rd *r2ud; we
obtain
lim inf
d-0
Z
f ðr2udÞ dmdX lim inf
d-0
Z
f ðr2vdÞ dmXFðvÞ: ð4:18Þ
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We ﬁnally notice that, for every cAD; we haveZ
udðxÞcðxÞ dmdðxÞ 
Z
ðud *rdÞðyÞcðyÞ dmðyÞ


¼
Z Z
fudðxÞrdðx  yÞ½cðxÞ  cðyÞg dmðyÞ dx


p sup
jxyjod
jcðxÞ  cðyÞj
Z Z
judðxÞjrdðx  yÞ dmðyÞ dx
¼ OðdÞ  sup
d
Z
judj dmd ¼ OðdÞ:
Therefore, we have udmd  vdm,0; and consequently u ¼ v m-a.e. Hence, FðvÞ ¼
FðuÞ; and the G-liminf inequality follows from (4.18). &
5. Examples
We now apply the results of Section 4 to some speciﬁc examples, which enlighten
the occurrence of non-local phenomena. By means of the thickness effect in the
ﬁgures, we wish to stress that the relaxed energy over the corresponding structure
may be reinterpreted via fattening approach applying Theorem 4.7.
Example 5.1. For n ¼ 2; let m ¼H1 S; with S :¼ fxAR2 : jxj ¼ Rg; let p ¼ 2; and
let us take as an integrand f in (4.1) f ðx; s; zÞ ¼ jzj2 (Fig. 1).
Even in this simple case, the relaxed functional F given by Theorem 4.3 is non-
local. In fact, in order to apply formula (4.11), we begin by noticing that the domain
of the operator Am can be characterized, using Proposition 3.11, as
DðAmÞ ¼ ðu; bnÞ : uAH2ðSÞ; bAH1ðSÞ
 !
;
ARTICLE IN PRESS
R
v
Fig. 1. The circular structure considered in Example 5.1.
G. Bouchitt!e, I. Fragala` / Journal of Functional Analysis 204 (2003) 228–267 259
where n is the unit normal vector to S; and b denotes a scalar function (the Cosserat
ﬁeld being bn).
Therefore, the domain of the relaxed functional F turns out to be the Sobolev
space H2ðSÞ: Then, for every uAH2ðSÞ; taking into account formula (3.27) and using
the same notation as in Example 3.17 for tangential derivation on S; the value of F
at u can be computed applying (4.11), that is considering the following inﬁmum
problem:
inf
Z
S
ju00  b
R
j2 þ 2jb0 þ u
0
R
j2
 
dH1 : bAH1ðSÞ
  
: ð5:1Þ
Thus, for every ﬁxed uAH2ðSÞ; the relaxation procedure requires to solve a second-
order differential equation in b (with source-term depending on u through ðu0; u00Þ),
corresponding to the Euler–Lagrange equation for the variational problem (5.1).
Example 5.2. For n ¼ 2; let m ¼H1 T ; where T is an equilateral triangle in the
plane; as above we take p ¼ 2; f ðx; s; zÞ ¼ jzj2; and we look at the relaxation of the
corresponding integral functional F on T : We are going to show that the presence of
the singular points in the support of m generates some Dirichlet conditions in the
inﬁmum problem for the Cosserat vector ﬁeld.
Let us ﬁx some notation: for i ¼ 1; 2; 3; we set Pi the vertices of T ; Ti its sides,
mi :¼ m Ti; t and n the tangent and the normal unit vectors deﬁned m-a.e. on T ;
moreover, we let t7i and n
7
i be the left and right traces at Pi of t and n according to
an oriented parametrization of T ; see Fig. 2.
The relaxed functional F can be computed applying Theorem 4.3. To that aim, we
ﬁrst apply Proposition 3.11 which yields the following characterization of DðAmÞ:
DðAmÞ ¼ fðu; bnÞAH1ðTÞ  ðL2ðTÞÞ2 : uAH2ðTiÞ;
bAH1ðTiÞ; u0tþ bnAC0ðPiÞ; i ¼ 1; 2; 3g:
ARTICLE IN PRESS
P1 P2
P3
 +1
1
v
+
1
-
v
-
1
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Here, similarly as in Example 5.1, b denotes a scalar function, and the Cosserat ﬁeld
is given by bn:
Let now uAH1ðTÞ-H2ðTiÞ and bAL2ðTÞ-H1ðTiÞ: Denoting by u0ðP7i Þ and
bðP7i Þ the left and right traces of u0 and b at Pi; the continuity of u0tþ bn reads at
each vertex as
u0ðPþi Þtþi þ bðPþi Þnþi ¼ u0ðPi Þti þ bðPi Þni for i ¼ 1; 2; 3:
Taking the scalar product of the above equation by tþi and t

i ; we obtain,
respectively
bðPi Þ ¼
u0ðPþi Þ  u0ðPi Þðti  tþi Þ
ðni  tþi Þ
¼ 2ﬃﬃﬃ
3
p u0ðPþi Þ þ
1
2
u0ðPi Þ
# $
;
bðPþi Þ ¼
u0ðPi Þ  u0ðPþi Þðtþi  ti Þ
ðnþi  ti Þ
¼  2ﬃﬃﬃ
3
p u0ðPi Þ þ
1
2
u0ðPþi Þ
# $
:
8>><
>>: ð5:2Þ
We deduce that, for every function uAH1ðTÞ-H2ðTiÞ; ðu; bnÞ belongs to the domain
of Am provided the function bAL2ðTÞ-H1ðTiÞ satisﬁes the Dirichlet conditions
(5.2). In particular, for every uAH1ðTÞ-H2ðTiÞ; the relaxed functional is ﬁnite and
it is given by
FðuÞ ¼ inf
Z
T
ðju00j2 þ 2jb0j2Þ dH1 : bAL2ðTÞ-H1ðTiÞ satisfying ð5:2Þ
  
; ð5:3Þ
where we used the identity jAmðu; bÞj2 ¼ ju00j2 þ 2jb0j2 (see formula (3.27) in
Example 3.17).
Solving the inﬁmum problem with respect to b in (5.3), one immediately obtains
FðuÞ ¼
Z
T
ju00j2 dH1 þ 2H1ðTÞ inff½bðP2 Þ  bðPþ1 Þ2 þ ½bðP3 Þ  bðPþ2 Þ2
þ ½bðP1 Þ  bðPþ3 Þ2 : bAL2ðTÞ-H1ðTiÞ satisfying ð5:2Þg;
¼
Z
T
ju00j2 dH1 þ 8
3
H1ðTÞ u0ðPþ2 Þ þ u0ðP1 Þ þ
1
2
ðu0ðP2 Þ þ u0ðPþ1 ÞÞ
# $2(
þ u0ðPþ3 Þ þ u0ðP2 Þ þ
1
2
ðu0ðP3 Þ þ u0ðPþ2 ÞÞ
# $2
þ u0ðPþ1 Þ þ u0ðP3 Þ þ
1
2
ðu0ðP1 Þ þ u0ðPþ3 ÞÞ
# $2)
:
We remark that the ﬁrst-order part of the relaxed functional is just a trace
energy, which cannot be written in terms of the jumps ½u0ðPþi Þ  u0ðPi Þ of u0
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at Pi; so the non-local effect occurs even for functions u which are
globally C1 on S:
Remark 5.3. It is interesting to observe that the non-local effect in the above
example disappears if one side of the triangle, say P1P3; is removed. Indeed in this
case, the traces bðP72 Þ are still imposed by (5.2), whereas there is no longer any
constraint on the one-side traces bðPþ1 Þ and bðP3 Þ: So one can choose bðPþ1 Þ ¼ bðP2 Þ
and bðP3 Þ ¼ bðPþ2 Þ; which yields
FðuÞ ¼
Z
T\P1P3
ju00j2 dH1:
Example 5.4. For n ¼ 3; let m ¼H2 ðS0,S1Þ þH1 S2; where (Fig. 3).
S0 ¼ fðx1; x2; x3Þ : x3 ¼ 0; x21 þ x22p1g;
S1 ¼ fðx1; x2; x3Þ : x3 ¼ 1; x21 þ x22p1g;
S2 ¼ fðx1; x2; x3Þ : x1 ¼ x2 ¼ 0; x3A½0; 1g:
Let us take f ðx; s; zÞ ¼ jzjp with p42; and consider the relaxation of the
corresponding integral functional F on S ¼ Si Si: Since p42; by Proposition 3.11
a pair ðu; bÞAH1;pm  LpmðR3; T>m Þ belongs to DðAmÞ if and only if ðu; bÞAH2;pðSiÞ 
ðH1;pðSiÞÞ3 for every i; and the junction points P0 :¼ S0-S2 and P1 :¼ S1-S2 are
contained into the set of continuity points of u and rmu þ b: In order to display the
constraints yielded by this latter condition, let us write the Cosserat ﬁeld as b0e3 on
S0; b1e3 on S1; and b2;1e1 þ b2;2e2 on S2; being b0; b1; b2;1 and b2;2 scalar functions,
ARTICLE IN PRESS
P0
P1
Fig. 3. The multidimensional structure considered in Example 5.4.
G. Bouchitt!e, I. Fragala` / Journal of Functional Analysis 204 (2003) 228–267262
and e1; e2; e3 the coordinate basis of R
3: Then, we have
u0ðP0Þ ¼ u2ðP0Þ; u1ðP1Þ ¼ u2ðP1Þ;
u02ðP0Þ ¼ b0ðP0Þ; u02ðP1Þ ¼ b1ðP1Þ;
rS0u0ðP0Þ ¼ b2;1ðP0Þe1 þ b2;2ðP0Þe2;
rS1u1ðP1Þ ¼ b2;1ðP1Þe1 þ b2;2ðP1Þe2;
8>><
>>: ð5:4Þ
where ui denote the restrictions of u to Si; and we have used the same notation as in
Section 3.3 for tangential derivation on Si:
Now we have to minimize the function Fðu; bÞ deﬁned by (4.10) among all
elements ðui; biÞAH2;pðSiÞ  H1;pðSiÞ satisfying compatibility conditions (5.4). Since
the curvature of each Si is zero, the explicit expression of the function Fðu; bÞ can be
written as
Fðu; bÞ ¼
X1
i¼0
Z
Si
ðjrSi uij2 þ 2jrSi bij2Þp=2 dH2
þ
Z
S2
ðju002j2 þ 2jb02;1j2 þ 2jb02;2j2Þp=2 dH1:
It is easily seen that the constant functions b0  u02ðP0Þ; and b1  u02ðP1Þ are optimal
on the plates S0 and S1; as they are admissible and do not contribute to the energy. It
remains to optimize in b2;1 and b2;2; so that the ﬁnal expression for the relaxed
functional is
FðuÞ ¼
X1
i¼0
Z
Si
jrSi uijp dH2
þ inf
b2;1;b2;2
Z
S2
ðju002 j2 þ 2jb02;1j2 þ 2jb02;2j2Þp=2 dH1
  
; ð5:5Þ
where the inﬁmum is taken over all functions b2;1; b2;2AH1;pðS2Þ satisfying the
boundary conditions
b2;1ðPiÞ ¼ rSi uiðPiÞ  e1 i ¼ 0; 1 and b2;2ðPiÞ ¼ rSi uiðPiÞ  e2 i ¼ 0; 1:
We remark that the ﬁniteness domain of F where equality (5.5) holds, is the class of
functions u such that uiAH2;pðSiÞ for i ¼ 0; 1; 2; and u is globally continuous on S:
Outside this class, we have FðuÞ ¼ þN:
We also stress that, taking pAð1; 2; the necessary condition rmu þ bAH1;pm
satisﬁed by all pairs ðu; bÞADðAmÞ would not imply the continuity of rmu þ b at the
junction points. Thus all conditions in (5.4) would be lost except the ﬁrst two,
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yielding the representation formula
FðuÞ ¼
X1
i¼0
Z
Si
jrSi uijp dH2 þ
Z
S2
ju002jp dH1;
which is valid for all functions u such that uiAH2;pðSiÞ for i ¼ 0; 1; 2 and u is globally
continuous on S: Otherwise, we have FðuÞ ¼ þN:
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Appendix
Lemma A.1 (Multifunctions associated with stable spaces). Let m be a Radon
measure on Rn and let V be a linear subspace of ðLpmÞd ð1ppoN; dX1Þ: Assume
that the following stability property holds:
xAV; cAD) cxAV: ð6:1Þ
Then, for every countable dense set fxn: nANgCV; we have
V ¼ fxAðLpmÞd : xðxÞAVðxÞ m-a:e:g;
V> ¼ fxAðLp0m Þd : xðxÞAVðxÞ>m-a:e:g;
where we have set VðxÞ :¼ fxnðxÞ : nANg:
Before proving Lemma A.1, we like to add some comments about the statement.
The multifunction VðxÞ appearing in the characterization of spaceV takes values
into the linear subspaces of Rd : Indeed, VðxÞ turns out to be independent from the
choice of the countable dense set fxng; hence we may assume that such set is closed
by linear combinations with rational coefﬁcients. Actually, there exists a more
intrinsic way to introduce VðxÞ (allowing also the case p ¼N), which rests upon the
notion of m-essential union of multifunctions (see [35, Proposition 14]). Brieﬂy, VðxÞ
is the smallest closed valued and m-measurable multifunction among those GðxÞ such
that xAV) xðxÞAGðxÞ for m-a:e: x (where smallest is intended with respect to
inclusion m-almost everywhere).
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We also wish to point out that the inclusionVDfxAðLpmÞd : xðxÞAVðxÞ m-a:e:g is
always true. However the equality does not hold if we drop the stability assumption
(6.1). Consider for instance the closed subspaceV :¼ fuAL1ð0; 1Þ : R 10 u dx ¼ 0g: we
have VðxÞ ¼ R a.e. on ð0; 1Þ; whereas V is a closed proper subspace of L1ð0; 1Þ:
Proof of Lemma A.1. Obviously property (6.1) holding for xAV can be extended to
all xAV: Therefore, we may assume from the beginning that V is closed (this will
not affect V>). Now, by approximation, the localizing test functions cAD can be
taken in fact in LNm : In particular we have
xAV) x1BAV for all Borel set BCRn; ð6:2Þ
where 1B denotes the indicatrix functions which equals 1 on B and 0 outside.
Set W :¼ fxAðLpmÞd : xðxÞAVðxÞm-a:e:g: The following relations are straight-
forward:
VDW; W> ¼ fxAðLp0m Þd : xðxÞAVðxÞ>m-a:e:g:
SinceV andW are closed, the proof of Lemma A.1 is achieved if we can show that
V>DW>: Let sAV>: Then, by (6.2), we haveZ
B
s  xn dm ¼ 0 for all n and every Borel subset BCRn:
By localization we deduce that the equality s  xn ¼ 0 holds m-a.e. for all n; yielding
that sðxÞAVðxÞ> for m-a.e. x: &
Next lemma is a classical consequence of selection results for measurable
multifunctions, and it is usually referred as Rockafellar’s Theorem.
Lemma A.2 (Commutation between inﬁmum and integral). Let m be a Radon
measure on Rn; let f ðx; zÞ be a measurable integrand from Rn  Rd into R,fþNg;
with z/f ðx; zÞ lower semicontinuous, and let GðxÞ be a measurable multifunction from
Rn into the closed subsets of Rd : Assume that there exists a selection u0AðLpmÞd such
that u0ðxÞAGðxÞm-a.e. and
R
f ðx; u0ðxÞÞ dmoþN: Then we have
inf
Z
f ðx; uÞ dm : uAðLpmÞd ; uðxÞAGðxÞm-a:e:
  
¼
Z
inf
zAGðxÞ
f ðx; zÞ
 
dm: ð6:3Þ
Proof. We apply Theorem VII.7 of [13] to the integral functional
Ig : L
p
m{u/
R
gðx; uÞ dm; where gðx; zÞ equals f ðx; zÞ if zAGðxÞ and þN otherwise.
Then the Fenchel conjugate of Ig is given by ðIgÞn : Lp0m{v/
R
gnðx; vÞ dm: Equality
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(6.3) is then obtained by noticing that the left-hand side of (6.3) is nothing else
but ðIgÞnð0Þ: &
Lemma A.3 (Ioffe strong–weak semicontinuity theorem). Let m be a Radon measure
on Rn: Assume that f ¼ f ðx; s; zÞ is a non-negative Borel integrand on Rn  Rm  Rd
such that ðs; zÞ/f ðx; s; zÞ is lower semicontinuous on Rm  Rd for m-a.e. x; and
z/f ðx; s; zÞ is convex on Rn for m-a.e. x and all sARm: Then the integral functional
defined on ðL1mÞm  ðL1mÞd by
ðu; vÞ/
Z
f ðx; uðxÞ; vðxÞÞ dmðxÞ
is lower semicontinuous with respect to the strong–weak convergence
uh-u in ðL1mÞm; vh,v in ðL1mÞd :
Proof. We refer to [27]. &
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