Abstract. A-Tree is a rectilinear Steiner tree in which every sink is connected to a driver by a shortest length path, while simultaneously minimizing total wire length. This paper presents a polynomial approximation algorithm for the generalized version of A-Tree problem with upper-bounded delays along each path from the driver to the sinks and with restrictions on the number of Steiner nodes. We refer to it as "Deep-submicron Steiner tree" as minimizing the number of Steiner nodes is crucial for signal integrity issues in deep-submicron very-large-scaled-integrated-circuit (VLSI) designs. The idea behind the algorithm is to control two parameters in order to construct a feasible (with respect to the paths delays and the number of Steiner nodes) tree of small cost. The simulation results show the high e ciency of our approach.
Introduction
With the scaling of device technology to deep submicron dimension, gate delay is getting faster by device scaling factor S and scaled wires increase delay by S 2 because of resistance and line to line capacitance. Therefore, interconnection delay now contributes up to 70% of the clock cycle in dense, high performance circuits. This paper addresses the problem of optimizing interconnect cost, signal delay and signal integrity. Longer wire results in greater power dissipation; for example, clock Interconnect Fri95] contributes 30% of the total system power. Thus, minimizing the interconnection cost is still of great importance in minimizing power consumption. Therefore, we are facing toward wire-design problems in sub-0.1 m designs.
The second-order delay models of an interconnection tree T is represented as: Here C k is the value of the capacitance at sink k, R 0 and C 0 are the resistance and capacitance per unit length of the wire, R d is the drive resistance, and`p (d;k) is the length of the path from the driver to sink k. Here, t 2 and t 3 are signi cant when the wire resistance becomes large (i.e., for deep-submicron VLSI designs). For a tree to have a minimum delay, the sum of path lengths from driver to sinks must be kept as short as possible, while simultaneously minimizing the total wire length and the maximum path length.
We de ne a signal net N = f0; 1; ; ng to be the set of nodes, with 0 the driver and the remaining nodes sinks. The signal net N is to be embedded in an underlying graph, called a grid graph, G = (V; E) with N 2 V . The Hanan's grid Han66] is generated by drawing a horizontal straight line and a vertical straight line crossing each node in N. The graph G is associated with the intersections of the Hanan's grid as a set of nodes V and has variable arc weights; each arc (i; j) 2 E has a weight d(i; j) equal to the routing weight between node i = (x i ; y i ); and node j = (x j ; y j ), i.e., the rectilinear distance between the two nodes (jx i ? x j j + jy i ? y j j). A set of Hanan's nodes denoted by H is the set of intersections excluding sinks. The Steiner tree Win87, J.S95] is a routing tree T in G that spans N. Steiner tree for a set N contains at most n ? 2 other node set S 2 H called Steiner nodes on the plane. The weight of T is de ned to be weight(T) = P (i;j)2T d(i; j). The Minimum Rectilinear Steiner Tree (MRST) problem is, given a set of N of n nodes in the plane, to determine a set S of Steiner nodes such that the tree cost over N S has minimum rectilinear weight. The problem is known to be NP-hard since a long time GJ77].
A-Tree is an MRST in which every sink is connected to the driver by a shortest length path, while simultaneously minimizing total wire length (i.e., minimizing t 1 ; t 2 and t 3 ). A-Tree CKL97] has a good feature with respect to these cost functions.
The other previous works are as follows. Form these works, we know how to manage the delay associated with signal routing. What other e ects does signal routing have on system performance? The next big frontier in signal routing will be in the area of signal integrity. Stub or branch in a tree introduces extra delay and/or ringing in the received signal waveform. When the wavefront from the driver reaches a branch point, it splits into two waves, each of smaller amplitude than the original. One wave continues down the main path, while the other travels down the stub, gets re ected from the end of the stub, comes back to the branch point, and eventually reaches the receiver node R (refer to Figure  1 ). Eliminating stubs entirely from the tree would result in the cleanest waveform at all the receiver nodes. This is called \daisy-chaining" (refer to Figure 2b ). Due to the reduction in the number of stubs, the waveforms at the sink nodes were also improved. Sriram and Kang,'96 SK94b] presents an algorithm for stub minimization by nding maximum monotone path. A-Trees is of 65% lower driver-to-sink delay than Steiner tree, but 26% increase in wire length (shown in Figure 1) we know that A-Tree is a reasonably good tree with respect to both t 1 and t 3 . See an example in Figure 2 . It is not known yet whether the problem of constructing A-Tree in a plane is NP-complete. The A-Tree is suitable for situations where performance is very critical lower power consumption is not essential, and weight is not a primary criterion SK94a]. This motivates our approach to trade-o those three metrics such as wirelength (power consumption), delay and signal integrity.
Our novel algorithm provides a weight and delay tradeo to achieve an optimized interconnection topology by using a control parameters, thus it is of theoretical and practical interest. An extension is proposed to minimize the number of stubs (or branches) (or the number of Steiner nodes) in a tree without relaxing the original problem objective.
Our main results are as follows.
{ Introduce a more generalized version of fast delay-bounded Steiner tree heuristic with O(n 2 log Cn) time complexity, where n is the number of nodes in a plane graph G and C is the maximum edge weight in G. That is:
S(T) B:
(3) where F is a set of Steiner trees for the set V 0 and p k (T) is a path from the node 0 to the node k in a tree T. We say that a tree is feasible when the tree satis es (2-3). If the delay bounds are arbitrary, then even for a (a) an A-tree (b) Daisy Chain t3 < n (ns) t1 < 3n/4(ns) t1 * t3 < n/2 t3 < n(n+1)/2 (ns) t1 < n/2 (ns) t1 * t3 < n(n+1)/4 2 2 (c) MRST t3 < n(n+1)/2 (ns) t1 < n/2 (ns) t1 * t3 < n(n+1)/4 In this section we present the mathematical model of (1) { (2) problem (i.e. B = +1) when the weights and delays of the edges are positive integer numbers. The problem (1) { (2) is NP-hard even for the problem of min-cost spanning tree with bounded radius MTK96]. In ES97] we have proposed a new approximation polynomial algorithm with O(n 2 log 2 (CDn)) time complexity for the problem (1) -(2). In the special case, when V = V 0 (i.e., no Steiner nodes) and the delay bounds d k are equal to the delays along the shortest (with respect to delays) paths, our approach yields the optimal solution to the problem.
The algorithm starts from an initial tree which contains only the root 0 and at each step k one node with its incident edge connected to the partially constructed tree T k?1 . The node, being connected, is selected by nding a node with the minimum value of the cost function c ij + q(d ij + R j ); i = 2 T k?1 ; j 2 T k?1 , where R j is a delay along the path p j (T), parameter q 0 and
There is an opportunity to vary the q's value and to control the quality of the solution. It is proved in ES97] that in the case of integer values of c ij and d ij the algorithm yields a shortest path tree when q Cn. With q = 0, the algorithm approaches to an MRST. Moreover, to construct a tree with di erent weights and delays it's su ciently to check the nite number of q's values with a step by q not less than 1=(Dn). The proposed approach yields a feasible solution if it exists and keep the best constructed feasible tree with respect to its weight and delay. { For each step k until k jV j, (one node and one edge will be added to the partially constructed tree
Step k: Find such nodes i k = 2 V k?1 and j k 2 V k?1 that c ikjk + q(d ikjk + R jk ) = min i= 2Vk?1;j2Vk?1
If all nodes from V 0 are in the constructed tree, then cut all leaves not in V 0 with their branches, set T q = T k and stop; otherwise k = k + 1 and repeat Step k. In this section we show the rules to vary the value of parameter q in the algorithm A q in order to construct a feasible tree with small total cost for the problem (1) { (2).
{
Step 0.
Construct the tree T 0 of shortest paths. If path's delays from the driver node 0 to the nodes of the set V 0 does not exceed the given delay bounds, then the feasible solution exists. Set T = T 0 . Else no feasible solution, stop. Set q 1 = 0; q 2 = Cn.
Step s. Set q = (q 1 + q 2 )=2 and apply the algorithm A q .
If in the constructed tree T q the delays along the paths from driver to each sink are not more than the given bounds d k ; k 2 V 0 , then set q 2 = q. If (W(T q ) W(T) ) or (W(T q ) = W(T) and the number of Steiner nodes in T q less than in T), then set T = T q .
Else (if 9k 2 V 0 such that P
If jq 2 ? q 1 j > 1=(Dn), then set s = s + 1 and repeat the Step s. Else we found a desired tree T, stop.
If q Cn then algorithm A q builds a shortest path tree T. In order to get a tree di erent from T it is enough to apply A q with q 2 0; Cn]. ES97] showed that in order to get di erent trees it is enough to vary the values of q 1 and q 2 until jq 1 ? q 2 j = 1=Cn. The number of di erent q's value is decreased by two times as we begin at q 2 0; Cn], and we set q = Cn=2 after applying algorithm A q . When the length of parameter segment q 1 ; q 2 ] is less than 1=Cn, then stop and the computing time is O(log 2 (Cn)). The Algorithm A q takes O(n 2 ) time as in Dijkstra's algorithm, thus in total, our algorithm takes in time O(n 2 log Cn). Proof. We know from ES97] that any tree T q2 , with q 2 Cn, is a shortest paths tree, and so is feasible. Therefore, it is su cient to show that all feasible trees T q coincide with T q2 .
Min-Cost
Let us consider the opposite case, i.e., there exists such parameter q 1 6 = q 2 that T q1 is feasible, but T q1 6 = T q2 .
Then, at step s, there is a node i which has di erent connections with the partially constructed tree T s?1 at the previous step s ? 1 and let the node i be the rst such node. For example, there are two edges (i; j) 2 T q1 and (i; k) 2 T q2 (Figure 4 ).
Because q 2 Cn, we are within the framework of Lemma 1. Hence, node k is in T s?1 . As i is the rst node with di erent connections, R j (T q1 ) = R j (T q2 ) and R k (T q1 ) = R k (T q2 ). Therefore, one of the two edges (i; j) and (i; k) is selected during the algorithm and from (4) c ij + q 1 (c ij + R j ) c ik + q 1 (c ik + R k ) and c ij + q 2 (c ij + R j ) > c ik + q 2 (c ik + R k ): After subtracting one inequality from the other, and taking into account that q 2 > q 1 , we have c ij +R j > c ik +R k . However the feasibility of the both paths follows that c ij + R j = c ik + R k = d i . Contradiction.
We showed that all feasible trees constructed by algorithm A q with di erent q are the same. The next question is "is the tree T q feasible with any value of q?" The answer follows that Lemma 3. If the delay bounds d k ; k 2 V 0 are equal to the lengths of the shortest paths from driver to node k, then tree T q is feasible for any q > 0.
Proof. Proof by contradiction. We assume that there is such a q > 0 that length of the path p i (T q ) from some Because node i is the rst node where we have an infeasible connection, a partially constructed tree at the previous step of our algorithm is feasible and is the same as T Cn (see Lemma 2). Note that from Lemma 1 all nodes closer to driver are added to tree before farther ones. Thus, there is a node k below the node i such that x k = x i and y k = y l , where node l is the nearest node below j. Then at some earlier step we have from (4) that c ik + q(c ik + R k ) c jl + q(c jl + R l ): Note that from R k < R l and q > 0 we have c ik > c jl , which is in contradiction with the de nition of node k, i.e., c ik = c jl .
The previous lemmas follow that
Theorem If the delay bounds d k ; k 2 V 0 are equal to the lengths of the shortest paths from driver to node k, then algorithm A q yields the same feasible tree with any q > 0. Thus if we apply algorithm A q with an arbitrary positive q to G 0 , then the constructed T q is the same and feasible, and thus there is no reason to vary the parameter q's value. Thus, our main approximate algorithm on nding a min-cost A-tree is as follows. Algorithm A q (A-Tree) { Step 0. Construct a G 0 = (V 0 H; E) as described earlier in this section. { Step 1. Apply Algorithm A q (Section 3.1) on G 0 .
Note that by applying A q to G 0 a cheaper Steiner node or a cheaper sink node is identi ed at each iteration of A q . After visiting all sink nodes, a subset of Hanan's node included in A q such that the nodes do not have connection to a sink node (we say such a node \dangling node") will be removed from A q generating a feasible A-tree. Let us illustrate a simple example. In Figure 6 , driver node (the root) is denoted as \0", and a set of sinks are numbered f1; 2g, a set of Hanan's nodes are numbered f3; 4; : : :; 8g, and delay bounds are set to A path f(7; 4); (4; 6); (6; 0)g is pruned as node (7; 4) does not have connection to a sink node (we say such a node \dangling node"). The tree T 1 is shown in Figure 6b . Its weight is equal to 8 and the number of Steiner nodes is one.
Minimizing the number of Steiner nodes
One of the main shortcomings of the above approach is a large number of Steiner nodes that lead to a bad quality for some applications (as explained in Section 1).
Here we present an algorithm to drive the number of Steiner nodes. The idea is very natural and based on the weights assigned to the Hanan's nodes.
Let the weights of the nodes w k = 0 for all sinks and w k = " for Hanan's nodes. In algorithm A q , instead of (4), to choose the best connection at each step, we use c ikjk + w ik + q(c ikjk + w ik + R jk ) = min i= 2Vk?1;j2Vk?1 fc ij + w i + q(c ij + w i + R j )g
and R ik = c ikjk + w ik + R jk : If " > 0 then for di erent q di erent trees are constructed, even if every delay bound is equal to the length of the shortest path to every sink. This is why we should apply algorithm A instead of algorithm A q .
Let us illustrate the algorithm using Figure 6 . Let us denote algorithm A with " by A " , and the constructed tree by T " . The tree T 1 constructed by algorithm A " ; " = 1, is shown in Figure 6b . Its total cost is 7 and there are no Steiner nodes. At the very beginning of the algorithm A, we need to set parameter q = Cn = 3 8 = 24 and apply the algorithm A " . At the rst step, The weight of (5) for two edges (5; 0) and (6; 0) is equal to 50 (i.e., c 50 +w 5 +q(c 50 +w 5 +R 0 ) = c 60 +w 6 +24(c 60 +w 6 +R 0 ) = 1+1+24(1+1+0) = 50). We select edge (5; 0). Now, we set R 5 = c 50 + w 5 + R 0 = 2. Among the next candidates 2, 3, and 6, node 6 is chosen because the weight of (5) is equal to 50 which is minimum. Now, R 6 = c 60 + w 6 + R 0 = 1 + 1 + 0 = 2. The subsequent node and edge selection process for the remaining nodes and edges is in the following order: (2; 5); (7; 2); (3; 5); (4; 6);(8; 2), and (1; 8). Finally, to obtain the tree T " , the dangling edges (3; 5); (4; 6); (6; 0) and (7; 2) are pruned. The constructed tree coincides with an optimal tree. But at this moment we do not know the fact, thus the built tree must be kept in the memory and algorithm A " continues with di erent q. In this case the tree T 1 turns into the best one and will be invariable during the further iterations with di erent q's.
In the above example we reduce both the total cost of the tree and the number of Steiner nodes. However, we cannot give the reliable rules for assigning the weights to the nodes in order to solve the problem (1) { (3).
Only some probable reasons to vary the value of " can be proposed. One simple idea is to increase the weights of intermediate nodes or to increase the " until a feasible solution is constructed. But from the experiments we learn that this process is not monotone. While increasing ", the number of Steiner nodes as well as the total tree cost may be decreased and increased alternatively. Thus one way is to keep in memory the best constructed tree with minimum weight and the number of Steiner nodes not more than B. However the number of di erent "'s values without being restricted will lead to higher time complexity. In our experiments, we use small number of di erent values of ". Therefore, the complexity remains the same as in algorithm A. Such an approach yields a \good" result as shown in the next section.
Simulation results
We used a unit length cell grid 100 100, with a set of randomly placed sinks V 0 ; jV 0 j = n 0 = 2; : : :; 12, and generated a Hanan's grid with a set of Hanan's node H, and set V = V 0 H. A given graph G = (V; E) is planar such that each node has degree not more than 4. The delay bound assigned to each sink i was taken equal to the length of the shortest path from the driver to the sink i. The goal is to nd a feasible min-cost A-Tree with a small number of Steiner nodes.
Optimality Measure of Our Algorithm
In the rst experiment, we compared the tree generated by our algorithm with an optimal solution of the problem (1) { (2). Instances with small dimensions gave us an assurance that the costs of the constructed trees are near the optimal. Thus when n 0 = 3 in 93% cases our approach constructed an optimal solution. The relative error was calculated as a fraction (W(T) ? W )=W , where W(T) is the cost of the approximation tree T and W is the cost of the optimal tree. The relative error was less than 1%. Furthermore, there were no cases when the number of Steiner nodes in the approximation tree was more than one in the optimal tree. In the case n 0 = 4 for 76% random instances our approach constructed optimal trees. The average relative error was less than 2%. There were only 6% cases that the number of Steiner nodes was greater (with only one additional node) than one in the optimal solution. For the cases with n 0 5, together with Hanan's nodes, we have more than 25 nodes. It's too high in dimension to nd an exact solution. With our computing machines (Pentium PC), we could not compare the approximation solution with optimal ones for n 0 = 5; 6; : : :
Comparison with Previous Works
The second experiment is to compare the quality of the solution yielded by our approach with another approximation one. For this purpose we used an e cient algorithm from MTK96]. However, the algorithm works only for the same delay bounds, called \radius". Thus we compared only for the case when the delay bounds are equal to the radius. The only one value of " was taken to run algorithm A " , " = c, where c is the average edge weight. Simulation shows that the di erence between the costs of trees constructed by both algorithms is weakly visible, but in average our algorithm yields trees with 2% less cost than the algorithm of MTK96] does. For this comparison, we treated more than 100 instances with the number of sinks n 0 = 1; 2; : : :; 10 on the 100 100 grid.
Min-Cost Path-Delay-Bounded A-Tree with small Steiner Nodes
One of the simple and natural way to exploit the quality of A-Tree with respect to several criteria (total cost, the length of paths, and the number of Steiner nodes) is to apply our algorithm with di erent " values. We executed our algorithm with " 2 f1=(Cn); 0:1; 1:0;C min ; C mid ; C max g, where C min is the smallest, C mid is in average, and C max is the maximum distance between nodes, and we selected the best tree.
Our strategy on assigning a T " value to the nodes yields a tree with smaller cost and less number of Steiner nodes. The experimental result is in Table 1 .
The rst column of Table 1 shows various " values assigned to Hanan's nodes. The second column is the number of sinks. The third one presents the percentage of di erent solutions with node weight and without node weight.
The next column is the percentage of "success" solutions, i.e., the cases that the number of Steiner nodes and/or the weight were decreased. If the number of Steiner nodes or weight of tree becomes higher, then the solution is regarded as "loss", and the corresponding results were in the 5-th column. The sixth column of the table shows the amount of tree cost improvement. As in Table 1 , the quality of the solution strongly depends upon the "'s value.
The gain is a fraction
W " 100%; where W 0 is the weight of the tree yielded by our algorithm when the nodes are free of weights, and W " is the weight of the solution with node weight ". Finally the last column shows S 0 ? S " S " 100%; where S 0 is the number of Steiner nodes in the tree without node weights and S " is the number of Steiner nodes with node weight ". Table 2 shows the number of cases when the best solution constructed by algorithm A with the above six di erent node weights are better (with less number of Steiner nodes or less tree cost) than ones without node weights. Table 2 . Improvement on applying our algorithm A
Series-Heuristic
Here we emphasize that algorithm by MTK96] yields the near optimal solution with a small polynomial complexity. The shortcoming of the algorithm is that it is applied only when the delay bounds are the same. Our nal experimentation is as follows. Using the same instances we executed algorithm A and algorithm in MTK96]. Then we keep the best tree T (with less tree cost and less number of Steiner nodes), and compare it with an optimal tree T . Then we uses the next rule to vary the weights on Hanan's nodes ". First we executed algorithm MTK96] and calculated the number of Steiner nodes in the constructed tree T 0 . Then set " 1 = 0; " 2 = Cn; " = (" 1 + " 2 )=2 and apply algorithm A " . If the number of Steiner nodes in T " was more than in T 0 then set " 1 = q else set " 2 = q, " = (" 1 + " 2 )=2 and again apply A " . Repeat the same procedure while " 2 ? " 1 > 1=(Cn). For n 0 = 3 all trees T were optimal.
When n 0 = 4 only in 6% cases the trees T were not optimal. But in this case the biggest relative error was less than 19%. This experiment was for small dimension problems and we hardly draw conclusion. However, this series-heuristic approach (i.e., to select a better solution by running two heuristics) is of practical applications and is sometimes useful.
Conclusion and Future Works
We proposed a novel polynomial approximation algorithm to the generalized version of A-Tree with an additional requirement of minimizing the number of Steiner nodes. The experimental results showed that our algorithm produces a near-optimal solution. Moreover, on the average in 64.2% cases we decrease the number of Steiner nodes and the total cost of the tree by assigning weights to Hanan's nodes. For a circuit to function correctly, clock pulses must arrive nearly simultaneous at the clock pins of all clocked components. The di erence in arrival times between a single pulse arriving at two di erent clocked components is referred to as clock skew which must be within a certain tolerance. Using advanced routing tools to minimize total wire length is helpful to reduce resistance of wires. But in high frequency applications, clock skew and phase delay should be considered to attain a desirable chip performance. One future work is to incorporate deep-submicron VLSI parameters such as skew, crosstalk and the number of bends into our algorithm.
