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Abstract
We study nonlocal reductions of coupled equations in 1 + 1 dimensions of the
Heisenberg ferromagnet type. The equations under consideration are completely inte-
grable and have a Lax pair related to a linear bundle in pole gauge. We describe the
integrable hierarchy of nonlinear equations related to our system in terms of generat-
ing operators. We present some special solutions associated with four distinct discrete
eigenvalues of scattering operator. Using the Lax pair diagonalization method, we
derive recurrence formulas for the conserved densities and find the first two simplest
conserved densities.
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1 Introduction
In [10,11], the coupled system of nonlinear evolution equations (NLEEs)
iut + uxx + (εuu
∗
x + vv
∗
x)ux + (εuu
∗
x + vv
∗
x)xu = 0 , ε
2 = 1 ,
ivt + vxx + (εuu
∗
x + vv
∗
x)vx + (εuu
∗
x + vv
∗
x)xv = 0 , i =
√−1 (1)
1
and the corresponding auxiliary spectral problem were introduced and studied. Above,
subscripts stand for partial differentiation; ∗ denotes complex conjugation; |z| = √zz∗,
z ∈ C and the complex valued functions u and v obey the constraint:
ε|u|2 + |v|2 = 1. (2)
System (1) with ε = 1 (so-called Hermitian reduction) was extensively studied in [4–6,
12, 13]. It represents an integrable generalization of the classical Heisenberg ferromagnet
equation
St = S× Sxx, S2 = 1
for the spin vector S = (S 1, S 2, S 3), see [1, 3, 9]. Its zero curvature representation is
determined by the following Lax pair:
L(λ) = i∂x − λS, λ ∈ C, S =

 0 u vεu∗ 0 0
v∗ 0 0

 , (3)
A(λ) = i∂t + λA1 + λ
2A2, A2 =

 −1/3 0 00 2/3− ε|u|2 −εu∗v
0 −v∗u 2/3− |v|2

 , (4)
A1 =

 0 a bεa∗ 0 0
b∗ 0 0

 , a = −iux − i (εuu∗x + vv∗x) u
b = −ivx − i (εuu∗x + vv∗x) v
. (5)
Our main purpose here is to study a nonlocal counterpart of (1), namely the following
system of NLEEs
iut(x, t) + uxx(x, t) + [B(x, t)u(x, t)]x = 0,
ivt(x, t) + vxx(x, t) + [B(x, t)v(x, t)]x = 0,
(6)
where B(x, t) = εu(x, t)u∗x(−x, t) + v(x, t)v∗x(−x, t). This system is completely integrable
and it has a Lax representation. In the sections to follow we shall describe the integrable
hierarchy of NLEE related to (6), some particular solutions and discuss the corresponding
integrals of motion.
The paper itself is organized as follows. Next section introduces the main object of
study and its Lax pair. In Section 3 we describe the hierarchy of NLEEs related to (6)
in terms of recursion operators. Another issue of fundamental importance concerns the
solutions of (6). We shall show here how one can construct particular solutions to (6) in
the simplest case of constant background. In doing this, we shall make use of dressing
method that seems to be suitable for the system of equations we are interested in.
Section 5 is dedicated to conserved densities. In order to derive the conserved densities
of (6) we shall apply the method of Lax pair diagonalization [2].
Last section contains some concluding remarks.
2
2 Lax Representation
Let us consider the following Lax pair:
L(λ) = i∂x − λS, λ ∈ C, S =

 0 u(x, t) v(x, t)εu∗(−x, t) 0 0
v∗(−x, t) 0 0

 , ε = ±1, (7)
A(λ) = i∂t + λA1 + λ
2A2, A1 =

 0 a(x, t) b(x, t)−εa∗(−x, t) 0 0
−b∗(−x, t) 0 0

 ,
a(x, t) = −iux(x, t)− iB(x, t)u(x, t), B(x, t) = εu(x, t)u∗x(−x, t) + v(x, t)v∗x(−x, t)
b(x, t) = −ivx(x, t)− iB(x, t)v(x, t) (8)
A2 =
2
3
1 − S2 =

 −1/3 0 00 2/3 − εu∗(−x, t)u(x, t) −εu∗(−x, t)v(x, t)
0 −v∗(−x, t)u(x, t) 2/3− v∗(−x, t)v(x, t)

 . (9)
The function u(x, t) and v(x, t) are not arbitrary but are subject to the constraint:
εu(x, t)u∗(−x, t) + v(x, t)v∗(−x, t) = 1. (10)
We note that (10) implies that the matrix S satisfies:
S3 = S. (11)
The compatibility condition of those Lax operators leads to the following nonlinear
evolution equations:
iut(x, t) + uxx(x, t) + [B(x, t)u(x, t)]x = 0,
ivt(x, t) + vxx(x, t) + [B(x, t)v(x, t)]x = 0.
(12)
The form of the matrix coefficients in (7), (8) and (9) implies that the Lax operators are
subject to the following symmetry conditions:
HS(x, t)H = −S(x, t), HA2(x, t)H = A2(x, t), HA1(x, t)H = −A1(x, t),(13)
QS†(−x, t)Q = S(x, t), QA†2(−x, t)Q = A2(x, t), QA†1(−x, t)Q = −A1(x, t)(14)
where H = diag (−1, 1, 1), Q = diag (1, ε, 1). These symmetries are due to the action
of group Z2 × Z2 on the space of the fundamental solutions {Ψ(x, t, λ)} to the spectral
problem
i∂xΨ(x, t, λ)− λS(x, t)Ψ(x, t, λ) = 0. (15)
Indeed, one can easily check that the following action
Ψ(x, t, λ) → Ψ˜(x, t, λ) = HΨ(x, t,−λ)H, (16)
Ψ(x, t, λ) → Ψ˜(x, t, λ) = QΨˆ†(−x, t,−λ∗)Q (17)
leads to relations (13) and (14). Above the symbolˆstands for matrix inverse, i.e we have
Ψˆ(x, t, λ) = [Ψ(x, t, λ)]−1. In this case it is said that the Lax pair and the corresponding
NLEE are Z2 × Z2-reduced [7, 8].
3
3 Integrable Hierarchies
In this section, we shall describe the hierarchy of matrix integrable NLEEs associated with
equations (12). In doing this, we shall follow ideas and methods discussed in [3, 6].
Let us consider the general flow Lax pair:
L(λ) :=i∂x − λS,
A(λ) :=i∂t +
N∑
j=1
λjAj, N ≥ 2
(18)
which is subject to reduction conditions (13) and (14). The matrix S(x, t) has the same
form as in (7) and it is assumed to obey (11), i.e. constraint (10) holds true again. Then
the zero curvature condition [L(λ), A(λ)] = 0 of the Lax pair (18) gives rise to the following
set of recurrence relations:
[S,AN ] = 0, (19)
. . .
i∂xAk − [S,Ak−1] = 0, k = 2, . . . , N, (20)
. . .
∂xA1 + ∂tS = 0. (21)
Each solution to these equations leads to a member of the integrable hierarchy of NLEEs.
The analysis of (19)–(21) resembles very much the one we have in the case of (1). Following
[6, 10],we introduce the splitting
Aj = A
a
j +A
d
j , j = 1, . . . , N (22)
of the matrix coefficients of A into a S-commuting term Adj and some remainder A
a
j . From
(11) it follows that S(x, t) is a diagonalizable matrix with eigenvalues: ±1, 0. Hence ad S
is diagonalizable as well with eigenvalues 0,±1,±2. The above splitting simply says that
Adj and A
a
j belong to the zero eigenspace of ad S and the direct sum of all the nonzero
eigenspaces respectively. Consequently, the above splitting is unique and the operator
ad−1S is properly defined on A
a
j , namely we have
ad−1S =
1
4
(
5ad S − ad 3S
)
.
Symmetry conditions (13) and (14) require that we have
Aj ∈ slσ(3,C) := {X ∈ sl(3,C);HXH = (−1)σX}, j ≡ σ (mod 2), σ = 0, 1
for the coefficients of the second Lax operator, see the comments in [10]. For our purposes
it will be enough to take
Adj =
{
ajS1, j ≡ 0 (mod 2)
ajS, j ≡ 1 (mod 2)
(23)
where
S1 := S
2 − 2
3
1 3
4
and aj , j = 1, . . . , N are some scalar functions to be determined in such a way that the
recurrence relations are satisfied.
Equation (19) means that AaN = 0 and in accordance with our previous assumption,
for the highest degree coefficient we may take:
AN =
{
cNS, N ≡ 1 (mod 2)
cNS1, N ≡ 0 (mod 2)
, cN ∈ R.
Let us consider now recurrence relation (20). After substituting (22) into (20) and
taking into account that
(Sx)
d = (S1,x)
d = 0,
we derive the following two relations
(∂xA
a
k)
d = −
{
∂xakS, k ≡ 1 (mod 2)
∂xakS1, k ≡ 0 (mod 2)
, k = 2, . . . , N (24)
for the S-commuting terms and
[S,Aak]− i (∂xAak)a =
{
iakSx, k ≡ 1 (mod 2)
iakS1,x, k ≡ 0 (mod 2)
(25)
for the terms not commuting with S. In order to solve (24), we also make use of the
normalization conditions:
trS2 = 2 , trS21 =
2
3
.
As a result, we obtain the following expression for ak
ak = ck −
{
1
2 ∂
−1
x tr
[
S(∂xAk)
d
]
, k ≡ 1 (mod 2)
3
2 ∂
−1
x tr
[
S1(∂xAk)
d
]
, k ≡ 0 (mod 2) (26)
where the symbol ∂−1x stands for any right inverse of the operator of partial differentiation
in variable x and ck ∈ R is an integration constant. After substituting (26) into (25), we
obtain
Aak−1 =
{
ΛAak + ickad
−1
S S1,x , k ≡ 0 (mod 2)
ΛAak + ickad
−1
S Sx , k ≡ 1 (mod 2)
(27)
where
Λ := iad −1S
{
[∂x(.)]
a − Sx
2
∂−1x tr
[
S(∂x(.))
d
]
− 3S1,x
2
∂−1x tr
[
S1(∂x(.))
d
]}
. (28)
The Λ operator as introduced above acts on the S-non commuting part of Aj only. How-
ever, one can extend the action of Λ on the S-commuting part as well by defining its action
to be
ΛS := iad−1S Sx , ΛS1 := iad
−1
S S1,x .
Taking into account (27), (28) for an arbitrary member of the integrable hierarchy under
consideration, we have
iad −1S St +
∑
k
c2kΛ
2kS1 +
∑
k
c2k−1Λ
2k−1S = 0. (29)
The operator Λ2 is called recursion operator of the above hierarchy of NLEEs. It can be
checked that (29) gives (12) after setting N = 2, c2 = −1 and c1 = 0. Thus, it is the
simplest nontrivial member of the family (29).
5
4 Special Solutions
In this section, we shall construct special solutions to the system (12) obeying the following
boundary condition:
lim
x→±∞
u(x, t) = 0 , lim
x→±∞
v(x, t) = 1 (30)
that is compatible with (10). Our approach to obtain particular solutions will be based
on Zakharov-Shabat’s dressing method [14, 15] as implemented in [11] for the case linear
bundles in pole gauge.
Let us consider the Lax pair
L0(λ) = i∂x − λS(0), S(0)(x, t) =

 0 u0(x, t) v0(x, t)εu∗0(−x, t) 0 0
v∗0(−x, t) 0 0

 , (31)
A0(λ) = i∂t + λA
(0)
1 + λ
2A
(0)
2 , λ ∈ C (32)
where (u0, v0) are two known functions and the coefficients of the second Lax operator are
expressed in terms of (u0, v0) in the same way as given in (8) and (9). In other words,
(u0, v0) are assumed to satisfy (12) and are subject to conditions (10) and (30). Let Ψ0
be an arbitrary fundamental solution to the auxiliary linear problem:
L0(λ)Ψ0(x, t, λ) = 0 . (33)
Due to the compatibility of L0 and A0, Ψ0 also fulfills the linear problem:
A0(λ)Ψ0(x, t, λ) = Ψ0(x, t, λ)f(λ) (34)
where
f(λ) := lim
x→±∞
gˆ(x, t)
[
λA
(0)
1 (x, t) + λ
2A
(0)
2 (x, t)
]
g(x, t) = −λ2diag (1,−2, 1)/3 (35)
is the dispersion law of NLEE. Above,
g(x, t) =
√
2
2

 1 0 −1εu∗(−x, t) √2v(x, t) εu∗(−x, t)
v∗(−x, t) −√2u(x, t) v∗(−x, t)

 , gˆ(x, t) = [g(x, t)]−1
is the gauge transform diagonalizing S(0), see [10, 11] for more explanations. The linear
problems (33) and (34) are called bare linear problems and their fundamental solutions
will be called bare fundamental solutions respectively. We shall denote the set of all bare
fundamental solutions by F0.
Now, let us apply the dressing transform
G : F0 → F1 = GF0 := {GΨ0|Ψ0 ∈ F0} (36)
where G(x, t, λ) is a 3 × 3-matrix, such that detG = 1. Since the Lax operators are
transformed through:
L0 → L1 := GL0Gˆ , A0 → A1 := GA0Gˆ , (37)
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the operators L1 and A1 commute as well. We shall require that the auxiliary linear
problems remain covariant under (36), i.e. we have
L1(λ)Ψ1(x, t, λ) = 0 , A1(λ)Ψ1(x, t, λ) = Ψ1(x, t, λ)f(λ) , Ψ1 ∈ F1 (38)
where L1 and A1 read
L1(λ) = i∂x − λS(1), S(1) =

 0 u1(x, t) v1(x, t)εu∗1(−x, t) 0 0
v∗1(−x, t) 0 0

 , (39)
A1(λ) = i∂t + λA
(1)
1 + λ
2A
(1)
2 . (40)
Above, u1 and v1 are some new (unknown) functions satisfying the same NLEE. After
comparing (33) and (34) with (38), we see that G solves the following system of linear
partial differential equations:
i∂xG − λ
(
S(1)G− GS(0)
)
= 0 , (41)
i∂tG +
∑
k=1,2
λk
(
A
(1)
k G− GA(0)k
)
= 0 . (42)
After dividing (41) by λ and setting |λ| → ∞, we derive the following interrelation:
S(1) = G∞S
(0)Gˆ∞, G∞(x, t) := lim
|λ|→∞
G(x, t, λ) . (43)
provided G as well as its derivatives in x and t are regular when |λ| → ∞. Since S(0) is
determined by (u0, v0) and S
(1) is determined by (u1, v1), the above relation allows us to
construct another solution of our system starting from a known one.
The Z2 × Z2 action on F0 and F1 implies the dressing factor obeys the symmetry
relations [11]:
HG(x, t,−λ)H = G(x, t, λ) , (44)
QG†(−x, t,−λ∗)Q = Gˆ(x, t, λ) . (45)
A simple ansatz for dressing factor is given by the meromorphic function:
G(x, t, λ) = 1 + λ
∑
j
[
Bj(x, t)
µj(λ− µj) +
HBj(x, t)H
µj(λ+ µj)
]
, µj ∈ C\{0} . (46)
In order to find L1 and A1 through (43), we need to know Bj(x, t). The algorithm to
find the residues of (46) consists in two steps. In the first step, one considers the identity
GGˆ = 1 which gives rise to a set of algebraic relations for Bj. Those always imply that
the residues of G are some degenerate matrices which could be decomposed as follows:
Bj(x, t) = Xj(x, t)F
T
j (x, t) (47)
where Xj(x, t) and Fj(x, t) are rectangular matrices of certain rank and the superscript
T stands for matrix transposition. After substituting (47) into the algebraic relations, we
are able to express Xj through Fj . The factors Fj are determined from (41) and (42).
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In that second step equation (41) can be shown to lead to the following result
F Tj (x, t) = F
T
j,0(t)Ψˆ0(x, t, µj). (48)
This allows us to construct Fj through some bare fundamental solution defined in the
vicinity of µj and arbitrary x-independent matrices Fj,0. The dependence of Fj,0 on t is
determined by (42). Thus, to recover the time dependence in all formulas we may use the
rule below:
F Tj,0(t) → F Tj,0(t)e−if(µj )t (49)
where f(λ) is the dispersion law of the NLEE, see (35). We shall demonstrate that
procedure in the case when the poles of dressing factor are all generic complex numbers.
Let us consider the case when the poles µj of (46) are complex numbers obeying µ
2
j /∈ R
for all j. From the symmetry condition (45), we immediately deduce that
Gˆ(x, t, λ) = 1 + λ
∑
i
[
QB†i (−x, t)Q
µ∗i (λ+ µ
∗
i )
+
QHB†i (−x, t)HQ
µ∗i (λ− µ∗i )
]
. (50)
Thus, the dressing factor and its inverse have poles located at different points.
Let us consider the identity G(x, t, λ)Gˆ(x, t, λ) = 1 . After evaluating the residue of GGˆ
at µ∗i we easily derive
1 + µ∗i ∑
j
(
Bj(x, t)
µj(µ∗i − µj)
+
HBj(x, t)H
µj(µ∗i + µj)
)QHB†i (−x, t)HQ = 0 . (51)
Evaluation of the residues at ±µi and −µ∗i leads to equations that can easily be reduced
to (51), thus giving us no new constraints.
It is seen from (51) that each Bi should be a degenerate matrix, hence it can be factored
Bi(x, t) = Xi(x, t)F
T
i (x, t) (52)
where Xi and Fi are two rectangular matrices. After substituting (52) into (51), we have
QHF ∗i (−x) = µ∗i
∑
j
(
Xj(x)
F Tj (x)QHF
∗
i (−x)
µj(µj − µ∗i )
−HXj(x)
F Tj (x)QF
∗
i (−x)
µj(µ∗i + µj)
)
(53)
for the factors Xj . Solving that linear system, allows one to express Xj through Fj . This
is especially easy when the G has a single pair of poles: µ and −µ. Assuming X and F
are column-vectors, we immediately get:
X(x) =
(
µ∗F T (x)QHF ∗(−x)
µ(µ− µ∗) −
µ∗F T (x)QF ∗(−x)
µ(µ+ µ∗)
H
)−1
QHF ∗(−x). (54)
Let us return now to the general case. The factors Fj can be found from differential
equation (41). For that purpose we rewrite (41) in the following way
λS(1) = i∂xGGˆ+ λGS
(0)Gˆ (55)
and calculate the residues of its right-hand side at λ = µi. After taking into account (53),
we obtain the linear differential equation
i∂xF
T
i + µiF
T
i S
(0) = 0 (56)
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which is easily solved to give
F Ti (x, t) = F
T
i,0(t)Ψˆ0(x, t, µi) . (57)
Above, Fi,0 are ”integration constant” matrices which depend on t however. The t-
dependence of Fi,0 can be determined from (42) after it is rewritten as follows:∑
k=1,2
λkA
(1)
k = −i∂tGGˆ+ G
∑
k=1,2
λkA
(0)
k Gˆ . (58)
Evaluation of the residues of both hand sides of (58) for λ = µi gives
i∂tF
T
i − F Ti
∑
k=1,2
µkiA
(0)
k = 0 . (59)
After substituting (57) into (59), we derive a linear differential equation for Fi,0, namely
i∂tF
T
i,0 − F Ti,0f(µi) = 0 (60)
where f(λ) is the dispersion law of the NLEE. Equation (60) is easily solved and allows
us to state the rule: in order to recover the t-dependence in all formulas, one has to make
the following substitution
F Ti,0 → F Ti,0e−if(µi)t. (61)
Now, let us pick up
S(0) =

 0 0 10 0 0
1 0 0

 . (62)
as a bare solution. That obvious choice satisfies (10) and (30). It can be proven that the
bare scattering operator in this case has no discrete eigenvalues.
For a bare fundamental solution we shall choose
Ψ0(x, λ) =

 cos λx 0 −i sinλx0 1 0
−i sinλx 0 cos λx

 . (63)
That fundamental solution is invariant with respect to both reductions (16) and (17) which
makes it rather convenient for the calculations to follow.
From that point on, we shall restrict ourselves with simplest case when the dressing
factor has a single pair of poles. We shall also assume that and X and F are 3-vectors
XT = (X1,X2,X3) and F T = (F 1, F 2, F 3) respectively. So (57) leads to the following
expression for F :
F (x) =

 F 10 cosµx+ iF 30 sinµxF 20
F 30 cosµx+ iF
1
0 sinµx

 , F0 =

 F 10F 20
F 30

 . (64)
In order to evaluate X, we shall need the following quadratic expressions as well:
F T (x)QF ∗(−x) =
(∣∣F 10 ∣∣2 + |F 30 |2) cos 2ωx+ 2i|F 10 F 30 | cos 2ϕ sin 2ωx+ ε|F 20 |2, (65)
F T (x)QHF ∗(−x) = [(|F 30 |2 − |F 10 |2) cosh 2κx− 2i|F 10 F 30 | sin 2ϕ sinh 2κx+ ε|F 20 |2](66)
9
where ω = Reµ > 0, κ = Imµ > 0 and 2ϕ = argF 10 − argF 30 . Taking into account the
structure of (63) and (64), it is natural to consider in detail the following cases, see [6,11].
First, let us assume F 20 = 0 and F
1
0 6= ±F 30 . Then for F we have
F (x) =

 F 10 cosµx+ iF 30 sinµx0
F 30 cosµx+ iF
1
0 sinµx

 . (67)
After substituting (67) into (54) and (43), we get the dressed solution at a fixed moment
of time:
u1(x) = 0 , (68)
v1(x) =
[
c1 cosh 2κx− c2 sin 2ωx+ i(c3 cos 2ωx+ c4 sinh 2κx)
c1 cosh 2κx+ c2 sin 2ωx− i(c3 cos 2ωx− c4 sinh 2κx)
]2
. (69)
where 2γ = ln |F 10 /F 30 | and
c1 := ω sinh 2γ, c2 := κ cos 2ϕ, c3 := κ cosh 2γ, c4 := ω sin 2ϕ. (70)
To recover the time evolution in (68) and (69), one needs to make the substitution that
follows directly from (61). It is seen that (68) and (69) remain invariant under that
transformation so the dressed solution is stationary.
Let us assume F 20 6= 0 . Without any loss of generality we could set F 20 = 1. After
recovering the time evolution, the vector F (x) is given by:
F (x, t) =


e
iµ2t
3
(
F 10 cosµx+ iF
3
0 sinµx
)
e−
2iµ2t
3
e
iµ2t
3
(
F 30 cosµx+ iF
1
0 sinµx
)

 . (71)
The solution in this case reads:
u1 =
[
c1 cosh 2κx− c2 sin 2ωx+ i(c3 cos 2ωx+ c4 sinh 2κx)− ε(ω − iκ)e2(2ωκt−ξ0)/2
]
[
c1 cosh 2κx+ c2 sin 2ωx− i(c3 cos 2ωx− c4 sinh 2κx) − ε(ω + iκ)e2(2ωκt−ξ0)/2
]2
× 2iωκ
ω − iκe
−i[(ω2−κ2)t+δ0]
[
eiϕ−γ cos(ω + iκ)x+ ie−iϕ+γ sin(ω + iκ)x
]
e2ωκt−ξ0 (72)
v1 =
[
c1 cosh 2κx− c2 sin 2ωx+ i(c3 cos 2ωx+ c4 sinh 2κx)− ε(ω − iκ)e2(2ωκt−ξ0)/2
]
[
c1 cosh 2κx+ c2 sin 2ωx− i(c3 cos 2ωx− c4 sinh 2κx) − ε(ω + iκ)e2(2ωκt−ξ0)/2
]2
×
{[
c1 cosh 2κx− c2 sin 2ωx+ i(c3 cos 2ωx+ c4 sinh 2κx)− ε(ω − iκ)e2(2ωκt−ξ0)/2
]
ω − iκ (73)
×(ω − iκ)− 2iωκεe2(2ωκt−ξ0)
}
where the coefficients cj , j = 1, 2, 3, 4 are the same as in (70) and
2γ = ln |F 10 /F 30 |, 2ϕ = argF 10 − argF 30 , 2δ0 = argF 10 + argF 30 , 2ξ0 = ln |F 10F 30 |
All the solutions constructed explicitly in here are connected with four distinct poles
of G and Gˆ, i.e. four discrete eigenvalues of the dressed scattering operator.
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5 Integrals of Motion
Condition (10) implies that S has a simple spectrum — its eigenvalues are 0, ±1. Thus
we can put S(x, t) into a constant diagonal form by applying gauge transformation
L(λ) → L˜(λ) = gˆ(x, t)L(λ)g(x, t) = i∂x + U˜0(x, t)− λJ, J = diag (1, 0,−1) (74)
A(λ) → A˜(λ) = gˆ(x, t)A(λ)g(x, t) = i∂t +
2∑
k=0
A˜k(x, t)λ
k, (75)
gˆ := g−1, g(x, t) =
√
2
2

 1 0 −1εu∗(−x, t) √2v(x, t) εu∗(−x, t)
v∗(−x, t) −√2u(x, t) v∗(−x, t)

 (76)
on the Lax operators. Further on we are also going to use the explicit form of U˜0 given by
U˜0(x, t) =
i
2

 B(x, t) C(x, t) B(x, t)−εC∗(−x, t) −2B(x, t) −εC∗(−x, t)
B(x, t) C(x, t) B(x, t)

 (77)
where C(x, t) =
√
2[u(x, t)vx(x, t) − v(x, t)ux(x, t)].
Let us apply Drinfel’d and Sokolov’s method of diagonalization of Lax pair [2] to derive
the integrals of motion of (12). Introduce the gauge transform
P(x, t, λ) = 1 +
P1(x, t)
λ
+
P2(x, t)
λ2
+ · · · (78)
where all coefficients Pl (l = 1, 2, . . .) are off-diagonal matrices to be determined further.
As a result we have
L = PˆL˜P = i∂x − λJ + L0 + L1
λ
+ · · · , (79)
A = PˆA˜P = i∂t +
∞∑
k=−2
λ−kAk. (80)
All coefficients Lk, Ak, k = −1, 0, 1, . . . are required to be diagonal matrices. Then the
zero curvature representation [L,A] = 0 is equivalent to the following equations
∂tLk − ∂xAk = 0, k = 0, 1, . . . .
These equations mean that Lk are conserved densities of (12) and Ak are the corresponding
currents.
Let us rewrite equality (28) as follows:
L˜P = PL (81)
Since (81) should hold identically in λ, it splits into the recurrence relations:
λ0 : U˜0 − JP1 = L0 − P1J, (82)
λ−1 : iP1,x + U˜0P1 − JP2 = L1 + P1L0 − P2J, (83)
. . .
λ−k : iPk,x + U˜0Pk − JPk+1 = Lk − Pk+1J +
k−1∑
m=0
Pk−mLm, (84)
· · ·
11
In order to solve those, one should split each relation into a diagonal and off-diagonal part.
For example, from the first relation above one has
L0 = U˜
d
0 , U˜
a
0 = [J, P1], (85)
where the superscripts d and a above denote projection onto diagonal and off-diagonal
part of a matrix respectively. Taking into account the explicit form of U˜0 (formula (77))
for L0 we have
L0 =
i
2
B(x, t)

 1 0 00 −2 0
0 0 1

 .
Thus as a density of our first integral we can choose: I1 = −B(x, t). It represents momen-
tum density of our system.
After inverting the commutator in the second equation in (85) one obtains
P1 =
i
2

 0 C(x, t) B(x, t)/2εC∗(−x, t) 0 −εC∗(−x, t)
−B(x, t)/2 −C(x, t) 0

 . (86)
Similarly, for L1 one needs to extract the diagonal part of (83). The result reads
L1 =
(
U˜a0P1
)d
. (87)
After substituting the expression (86) for P1 into (87) one obtains
L1 =
1
8
[
B(x, t)2 − 4εC(x, t)C∗(−x, t)]

 1 0 00 0 0
0 0 −1

 .
Hence as a second integral density one can pick up
I2 = B(x, t)
2 − 2εC(x, t)C∗(−x, t).
Proceeding that way one is able to find conserved density of arbitrary order. It is seen
from (84) that k-th coefficient Lk is obtained from formula
Lk =
(
U˜a0Pk
)d
. (88)
while Pk is recursively obtained from:
Pk = ad
−1
J
(
i∂xPk−1 + (U˜0Pk−1)
a −
k−2∑
l=0
Pk−1−lLl
)
.
In order to obtain an integral of motion of (12), one needs to integrate
Ik =
∫ ∞
−∞
dxIk, k = 1, 2, . . .
12
6 Conclusion
In the present paper we have studied a nonlocal reduction of a generalized Heisenberg fer-
romagnet equation, see (12). We have described the integrable hierarchy of (12) by using
Λ operators, see (29). Moreover, using rational dressing technique, we have constructed
particular solutions to (12). Similarly one can derive solutions to any member of the same
integrable hierarchy. The only difference will be the dispersion law, hence the time depen-
dence of the solution. We have considered here particular solutions of quadruplet type,
i.e. those related to 4 complex discrete eigenvalues of the scattering operator. There are
other types of solutions like doublet solutions and quasi-rational solutions. Constructing
the latter two types of solutions will be done elsewhere.
We have also paid certain attention to conserved densities for the system of nonlo-
cal equations. By implementing Drinfel’d-Sokolov’s method, we have derived recursive
formulas to obtain such densities, see (88).
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