Abstract. Entity recognition is an important part of natural language processing, but nowadays most entity recognition systems are restricted to a limited set of entity classes (e.g., person, location, organization or miscellaneous). Therefore, fine-grained entity type classification becomes a hot issue to further study. This paper proposed a neural network model based on topic information for fine-grained entity type classification. It takes topic information into account when constructs a model in order to attain a better performance on the classification.
Introduction
Entity type classification is a fundamental task of entity recognition to assign respective semantic types to entity mentions in sentences. Unfortunately, the majority of state-of-the-art tools for entity recognition has only focused on a small number of types that is far from our needs. To address this problem, a series of recent work has presented methods for entity type classification with a large set of fine-grained types. These types are useful that we can apply to the natural language processing tasks such as question answering [1] and relation extraction [2] . This paper introduces a neural network model to predict types for entity mentions. We start this work from constructing the representations of an entity mention, its context and its topic. We take into account not only context messages but also the topic information. For instance, given a sentence "The reward makes Sun Yue feel happy", we cannot make a decision whether "Sun Yue" is an athlete or a singer just rely on the context information. But if adding the topic message "A new basket-ball star", we can make it easy to know the type of "Sun Yue" that is more likely to be an athlete. So we can infer that our method can improve the performance of the finegrained entity type classification.
Related Researches
More and more researches have focused on fine-grained entity type classification. Fleischman et al. (2002) [3] was the first to do the task and they classified the type person into eight subtypes. However, the category of name is a small part of the world. In any other fields, people are more concerned to specific categories. For example, in biomedical domain, the researchers will pay attention to types of Gene, Protein, Cell and so on [4] [5] [6] [7] [8] [9] [10] . Accordingly, some much larger set of fine-grained types has been proposed. Sekine (2008) [11] defined 200 coarse types which could serve as primitives for fine-grained types. [12] [14] first presented a method without using feature engineering and external resources. Shimaoka et al. (2016) [15] then incorporated an attention mechanism to allow the model to focus on relevant expressions.
Methods
In this section, we present our model for entity type classification. The representations of the context and mention are different. Our model first compute a mention representation, a context representation and the topic representation separately, and then the representations are concatenated to the classification layer and compute the type that we need to predict. Next we will introduce the model in detail.
General Model

Fig. 1. General model
Mention Representation
We adopted a simple method to compute the mention representation. The method is to average all the embeddings of the words in the mention. Formally, the word of the entity mention is (1 ) i e i E  . And the mention representation can be computed as follows:
Where u is a mapping from word to an embedding, and the mention representation We use this simple method to compute the mention representation because that the more complex models may lead to overfitting on the training data.
Context Representation
We employ Multi-layer Percepton (MLP) which contains one hidden layer to compute the context representation. We use the context words on the right side After that, we concatenate hidden layer of both left and right context, and consider it as the context representation to do the next series of steps.
Topic Representation
The generation of topic representation The aim at adding the topic representation is to classify the entity mentions more precisely. For example, if the topic of an article is related to sports, the entity mentions in the content of this article are more likely to be the types related to sports such as athlete or sports item.
We use the three representations together to jointly train them on data. Then we will introduce the classification layer that can help us to predict the type of the entity mention.
Classification Layer
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Experiments
We report experiments on our method of neural network model in this section.
Dataset
We use the publicly available datasets OntoNotes which is proposed by Weischedel et al. (2011) [16] for evaluation which consists of 13,109 news documents where 77 test documents are manually annotated by Gillick et al. (2014) [17] .
Training Data
We utilise the technique which described in Gillick et al. (2014) [17] to create training data. We annotate the documents set automatically by a parser, a mention chunker, and an entity resolver that assigns Freebase types to entities, which we map to fine grained labels.
Experimental Results
The result of our experiment (Tabel 1) can demonstrate that our model can indeed learn the right type. 
Conclusions
In this paper, we described a novel approach of a neural network model based on topic information for the task of fine-grained entity type classification to raise the accuracy of classification.
In future work, we will explore more factors that may affect the performance of entity type classification and integrate the method into some natural language systems to improve their performances.
