






















Ｐａａｔｅｒｏ等［２－３］，Ｌｅｅ等［４］分 别 讨 论 了 非 负 矩 阵 分
解的算法．而在文献［１］中，Ｌｅｅ等 提 出 了 两 种 基 于 迭
代的非负矩阵分解算法，但是对于初始的（Ｗ，Ｈ）是随
机给定的，所以（Ｗ，Ｈ）中并不蕴含原始非负矩阵Ａ的
信息，因此需 要 大 量 的 迭 代 才 能 收 敛．在 文 献［５］中，
Ｂｏｕｔｓｉｄｉｓ等提出 了 一 种 基 于 双 重 奇 异 值 分 解 的 初 始














































































引理２　给 定 秩１矩 阵Ｃ∈Ｒｍ，ｎ，那 么Ｃ＋ ＝ａｒｇ
ｍｉｎＧ∈Ｒｍ，ｎ＋ ｜Ｃ－Ｇ｜Ｆ．


































































因为ｕｉ，ｖｉ 是向 量，所 以Ｃｉ＝ｕｉｖＴｉ 和Ｄｉ＝ｕｉ＋１ｖＴｉ 都 是
秩１矩阵．从Ｊｋ 的展开式可以对（Ｗ，Ｈ）初始化．

























































































































方法可以和 其 中 任 意 一 种 方 法 相 结 合．所 以，在 试 验









例１　考 虑 图１中 的 月 亮 图 像（ｉｍｒｅａｄ（ｍｏｏｎ．
ｔｉｆ）），这 是 一 个５３７×３５８的 矩 阵．在 试 验 中，我 们 把
Ｌａｎｃｚｏｓ和ＮＮＤＳＶＤ这两种初始化方法和文献［４］中




从图２可 看 出，Ｌａｎｃｚｏｓ　ＭＵ 的 效 果 明 显 要 比
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　　图３反映了目标函数（｜Ａ－Ｗ×Ｈ｜Ｆ）在Ｌａｎｃｚｏｓ
ＭＵ和 ＮＮＤＳＶＤ　ＭＵ方 法 中 的 变 化 过 程．图３可 以
看出Ｌａｎｃｚｏｓ　ＭＵ要比ＮＮＤＳＶＤＭＵ收敛更快．
图３　目标函数随着迭代次数增加的下降过程
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ｉｔｅｒａｔｉｏｎ　ｉｓ　ｉｎｃｒｅａｓｅｄ
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