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基于线性规划单纯型法的系统辨识方法
程婵娟, 席 斌
(厦门大学自动化系, 福建 厦门  361005)
摘要: 传统的最小二乘辨识算法要求误差为低噪声水平, 并且算法计算量大, 针对这一问题提出了线性规划单
纯型辨识算法. 将参数辨识问题转化成线性规划问题; 并给出了基于线性规划单纯型法的参数辨识算法. 最后
给出了仿真结果, 验证了算法的有效性.
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System identification based on simplexm ethod
CHENG Chan- juan, X I B in
( Department o fAutom ation, X iam en University, X iam en, Fu jian 361005, China)
Abstract: The tradit iona lmethod of system identificat ion - LS identificat ion a lgorithm is applicable
in low no ise leve ls and the large amount of computation. To so lve th is prob lem, th is paper proposes the
me thod o f system ident ification based on simp lex method. Parameter identif ication problem w ill be
transfo rmed into the optimal so lution of the linear programm ing prob lem. F inally, the simulation results
proved the effect iveness of the a lgorithm.
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1 引言
系统辨识是在输入输出的基础上, 从一类特定的系统 (模型 )中确定一个在某种准则下逼近原系统的
系统 (模型 ) .
模型的验证就是检测在辨识输入 { u ( t) }作用下, 模型的输出 { ŷ ( t) }和实际系统的输出 { y ( t ) }是否吻
合. 将同一输入 {u ( t) }作用与得到的模型和实际系统, 通过仿真得到模型的输出 { ŷ ( t ) }, 若输出 { y (̂ t ) }









乘法, 采用最小二乘法进行辨识的优点是数学上易于理解. 该解法存在闭合解. 在低噪声水平和模型阶次
正确的情况下, 它的估计结果具有优良性, 但是在实际条件下, 若噪声水平提高, 则将会产生精确度问
题. 针对这些问题, 本文提出了基于线性规划单纯型法的系统辨识方法.
2 ARX模型与最小二乘辨识法
式 ( 1)是一个用 n阶差分方程描述的过程:
y ( t) + a1y ( t - 1) + , + an y ( t- n ) = b1u ( t- 1) + , + bnu ( t- n ) (1)
该过程的传递函数为: G ( q ) =
B ( q)
A ( q )
, 其中, A ( q ) = 1+ a1 q
- 1
+ , + anq
- n
; B ( q ) = b1q
- 1
+ , + bnq
-n
.
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增刊 程婵娟, 等: 基于线性规划单纯型法的系统辨识方法
若输入输出数据序列为 y ( 1), u (1), ,, y (N + n ), u (N + n ), 且假定阶次 n已知, 为估计模型参数 a1b1,
这里需要引入误差项 E( t), 即有:
y ( t) + a1y ( t- 1) + , + any ( t- n) = b1u ( t- 1) + , + bn u( t- n) + E( t ) (2)
习惯上称 E( t) 为拟合误差, 方程 ( 2)即为 ARX模型. 将方程 ( 2) 重新写成如下形式:
y ( t) = - a1y ( t - 1) - , - an y ( t- n ) + b1u( t - 1) + , + bnu ( t - n ) + E( t) = U( t )H+ E( t)
其中, U为数据向量: U( t ) = [ - y ( t- 1), ,, - y ( t- n ), u ( t- 1), ,, u( t- n ) ] , H为参数向量: H=










( t) = E
N
t= n+ 1




















预测值形式为: y^( t) = ay ( t- 1) + bu ( t- 1), 而且 y ( t) - y (̂ t ) = e( t ), e( t)
即为模型误差. 因此,





G( i)    ( s. t: - G( i ) [ e( i) [ G( i) ) (3)
4 线性规划辨识实例与实验结果
例如: 给定过程: y ( t) =
0. 5q
- 1
1 - 0. 97q
- 1 u ( t) + v ( t), 生成以平均转换时间等于 2的白噪声 GBN信号作
为输入的 u( t )来对该过程进行仿真, 采样点数量为 201个, 令N = 200, 扰动 v( t)为正弦波. 其中 v( t ) =
0. 2sin( Pt /2), 并人为定义几个点的值稍大于扰动的实际值, t为采样点, 由上例可知:
A ( q ) = 1 - 0. 97q
- 1
, B ( q) = 0. 5q
- 1
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运用最小二乘法模拟的结果为:
A ( q) = 1 - 0. 963 7q
- 1
, B ( q ) = 0. 550 8q
- 1
  用线性规划单纯型法模拟的结果为:
A ( q) = 1 - 0. 968 0q
- 1
, B ( q ) = 0. 499 5q
- 1









( t) = E
N
t= n+ 1
[ y ( t ) - U( t) H]
2













( t) y ( t ) , 在这个过程中涉及到求矩阵的逆的运算, 因此辨识过程的计算量
远比线性规划的单纯型法的计算量大. 又由于最小二乘辨识法是极小化误差的平方和, 而单纯型法是极
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