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Abstract
Suppose that the distribution of Xa belongs to a natural exponential family
concentrated on the nonegative integers and is such that E(zXa) = f(az)/f(a).
Assume that Pr(Xa ≤ k) has the form ck
∫∞
a u
kµ(du) for some number ck and
some positive measure µ, both independent of a. We show that this asumption
implies that the exponential family is either a binomial, or the Poisson, or a
negative binomial family. Next, we study an analogous property for continuous
distributions and we find that it is satisfied if and only the families are either
Gaussian or Gamma. Ultimately, the proofs rely on the fact that only Moebius
functions preserve the cross ratio,
Keywords: Binomial, Poisson and negative binomial distributions. Gaussian
and Gamma distributions. Moebius transforms. Cross ratio.
1 Introduction
1.1 The three classical discrete examples
If X is valued in N = {0, 1, 2, . . .} then there are three classical examples of an inte-
gral representation of the cumulative distribution function Pr(X ≤ k). They are the
following:
1. Binomial case. If X ∼ B(N, p) and if a = p/(1− p) > 0 we have
E(zX) = (1− p+ pz)N = (1 + az)
N
(1 + a)N
.
In particular for k = 0, . . . , N we have
Pr(X ≤ k) = N !
k!(N − k − 1)!)
∫ 1
p
tk(1− t)N−k−1dt
=
N !
(N − k − 1)!
∫ ∞
a
1
(1 + u)N+1
uk
k!
du. (1)
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2. Poisson case. If X ∼ Pa with a > 0 we have E(zX) = ea(z−1). In particular for
k ∈ N
Pr(X ≤ k) =
∫ ∞
a
e−u
uk
k!
du (2)
3. Negative binomial case. If X ∼ NB(λ, a) with 0 < a < 1 and λ a positive
real number, we have E(zX) = (1−a)
λ
(1−az)λ . In particular for k ∈ N we have
Pr(X ≤ k) = (λ)k+1
∫ 1
a
(1− u)λ−1u
k
k!
du (3)
where (λ)n = λ(λ+ 1) · · · (λ+ n− 1) is the usual Pochhammer symbol.
These three statements (1), (2), (3) can be checked simply by taking the derivatives of
both sides with respect to a.
1.2 Why the Poisson law and the binomial laws are so special?
One can be surprized by the simplicity of (1), (2), (3). In these three cases, we can
observe the following: we start from a non zero power series
f(z) =
∞∑
k=0
pkz
k
with pk ≥ 0 and a positive radius of convergence R ∈ (0,∞]. We denote
A = inf{k; pk > 0}, A+N = sup{k; pk > 0} ≤ ∞.
We consider the natural exponential family Ff = {Pa; 0 < a < R} on N defined by
Pa(k) = pka
k/f(a) and we observe for each of these three examples that there exists a
positive function g(u) defined on (0, R) and a sequence (ck;A ≤ k < A+N) such that,
for X ∼ Pa for all a ∈ (0, R) and for all k such that A ≤ k < A+N, we have
Pr(X ≤ k) = ck
∫ R
a
ukg(u)du. (4)
• Binomial case. If X ∼ B(N, a/(1 + a)) then A = 0, R =∞ and
ck = N
(
N − 1
k
)
, g(u) =
1
(1 + u)N+1
.
• Poisson case. If X ∼ Pa then A = 0, N =∞, R =∞ and
ck = 1/k!, g(u) = e
−u.
• Negative binomial case. If X ∼ NB(λ, a) then A = 0, N =∞, R = 1 and
ck =
(λ)k+1
k!
, g(u) = (1− u)λ−1.
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It is not correct to think that any distribution on N has this property (4). For
instance if the law of X belongs to the natural exponential family generated by the
counting measure on {0, 1, . . . , N} then for a 6= 1 and k ≤ N we have
Pr(X ≤ k) = a
k+1 − 1
aN+1 − 1
which does not satisfy (4).
One aim of this note is to show that the three exponential families of distributions
above are, up to translation, the only ones which satisfy (4). A trivial remark about
the integer A is in order: suppose that (4) holds with A > 0. Then trivially X −A will
satisfy (4) with gA(u) = u
Ag(u). Therefore we can assume A = 0, that is p0 > 0, in the
study of the property (4). More specifically, replacing the positive density g in (4) by
an arbitrary positive measure µ one obtains the following result.
Theorem 1. Let f, N ≤ ∞, R and the corresponding natural exponential family
Ff = {Pa; 0 < a < R} be as before. Assume that p0 = f(0) > 0 and that f is not
constant. Suppose that there exists a positive measure µ(du) on (0, R) and a sequence
(ck)0≤k<N such that for all k < N , for all a ∈ (0, R) and X ∼ Pa one has
Pr(X ≤ k) = ck
∫
(a,R)
ukµ(du) (5)
Then the exponential family Ff is either binomial, or Poisson, or negative binomial.
1.3 The continuous analogues
We describe now the second result of this note. Let us consider a property similar to (4)
or (5). Let ν be a positive measure on R not concentrated on one point, with Laplace
transform
Lν(θ) =
∫
R
eθxν(dx) ≤ ∞,
and such that the open interval (α, β) which is the interior of the set {θ;Lν(θ) <∞} is
not empty. The measure ν is not necessarily bounded. Denote κν(θ) = logLν(θ). For
α < θ < β consider the probability
Pθ(dx) = e
θx−κν(θ)ν(dx)
and the natural exponential family
F (ν) = {Pθ ; α < θ < β}.
Suppose now that there exists a function c on R and a positive measure µ(du) on (α, β)
such that for all x ∈ R, for all θ in (α, β) and for X ∼ Pθ we have
Pr(X ≤ x) = c(x)
∫
(θ,β)
euxµ(du). (6)
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Note that here we do not assume that ν has no atoms. This theorem is called a
continuous analog of Theorem 1 only because (6) has to be true for all real x. Here are
the two classical examples
1. The Gaussian case. We take ν(dx) = e−
x2
2σ2
dx
σ
√
2pi
. Then (α, β) = R and
Pθ(dx) = e
− 1
2σ2
(x−θσ2)2 dx
σ
√
2pi
.
As a consequence, for X ∼ Pθ we have
Pr(X < x) = e−
x2
2σ2
∫ ∞
θ
euxe−
u2σ2
2
du
σ
√
2pi
.
Therefore c(x) = e−
x2
2σ2 and µ(du) = e−
u2σ2
2
du
σ
√
2pi
.
2. The Gamma case. For some p > 0 we take ν(dx) = xp−11(0,∞)(x)dx/Γ(p).Then
(α, β) = (−∞, 0) and
Pθ(dx) = e
θx(−θ)pxp−1 dx
Γ(p)
.
As a consequence, for X ∼ Pθ we have for x > 0
Pr(X < x) =
xp−1
Γ(p)
∫ 0
θ
eux(−u)p−1du
Therefore c(x) = xp−11(0,∞)(x) and µ(du) = (−u)p−1du.
Again not all natural exponential families have property (6); for instance if ν is the
uniform distribution on (0, 1), we see that it is impossible to find c and µ such that for
all θ in R and all x ∈ (0, 1) such that
eθx − 1
eθ − 1 = c(x)
∫ ∞
θ
euxµ(du).
These two examples where (6) holds happen to be the only possible ones, up to
translation. More specifically:
Theorem 2. Let ν, (α, β) and the corresponding natural exponential family F (ν) be
as before. Suppose that there exists a positive measure µ(du) on (α, β) and a function
c on R such that for all x ∈ R, for all θ ∈ (α, β) and X ∼ Pθ equality (6) holds. Then
up to translation, the exponential family F (ν) is either Gaussian or Gamma.
To prove these theorems in Sections 2 and 3, we need the following lemma, that will
be shown in Section 4. Some comments are given in Section 5.
Lemma. Let K,A,B be three functions defined on an open interval I such that for
all v < u with u, v ∈ I we have
K(u)−K(v)
u− v = A(u)B(v). (7)
Assume also that A and B are continuous and strictly positive on I. Then K is a
Moebius function, that is of the form K(u) = au+b
cu+d
where ad− cd 6= 0.
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2 Proof of Theorem 1.
For fixed z ∈ (0, 1) we observe that for all u ∈ (0, R).
d
du
f(uz)
f(u)
=
zf ′(uz)f(u)− f(uz)f ′(u)
f(u)2
. (8)
The function u 7→ f(uz)/f(u) is strictly decreasing. To see this, recall from the
properties of the natural exponential families that the cumulant function κ defined
on (−∞, logR) by κ(log u) = log f(u) is strictly convex since f is not constant and
since f(0) > 0. Therefore
κ′(log u+ log z)− κ′(log u) < 0,
which implies that d
du
f(uz)
f(u)
< 0. As a consequence limu↑R
f(uz)
f(u)
always exists and is less
than 1. Therefore for a ∈ (0, R) we have
f(az)
f(a)
= lim
u↑R
f(uz)
f(u)
−
∫ R
a
d
du
f(uz)
f(u)
du. (9)
For clarity now we distinguish the cases N finite and N infinite.
2.1 The N finite case.
Obviously R =∞. Note that here limu↑R f(uz)f(u) = zN . Applying (9) and using
∞∑
k=0
Pr(X ≤ k)zk = 1
1− zE(z
X)
we get
∞∑
k=0
Pr(X ≤ k)zk = z
N
1− z −
1
1− z
∫ ∞
a
d
du
f(uz)
f(u)
du
which implies
N−1∑
k=0
Pr(X ≤ k)zk = − 1
1− z
∫ ∞
a
d
du
f(uz)
f(u)
du (10)
Now let us introduce the polynomial C(u) =
∑N−1
k=0 cku
k and let us apply the hypothesis
(5) to (10). For all a > 0 we obtain
∫
(a,∞)
C(uz)µ(du) = − 1
1− z
∫ ∞
a
d
du
f(uz)
f(u)
du.
Taking derivative with respect to a and using (8) we get our fundamental equation
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C(uz)µ(du) = −zf
′(uz)f(u)− f(uz)f ′(u)
(1− z)f(u)2 du. (11)
Equality (11) shows that actually µ(du) = g(u)du for some analytic function g. Since
we have seen that d
du
f(uz)
f(u)
< 0, this finally proves that for all u ∈ (0, R) we have the
important fact g(u) > 0.
2.2 The N infinite case.
We are now prove equation (11) when N = ∞ in a quite similar way as N < ∞. We
introduce the sum
Cn(u) =
n∑
k=0
cku
k.
Since ck ≥ 0 then for u ∈ (0, R) the function C(u) = limnCn(u) exists in (0,∞]. Since
from (5) we can write
n∑
k=0
Pr(X ≤ k)uk =
∫ R
a
Cn(uz)µ(du)
we can pass to the limit when n→∞ and we obtain by monotone convergence
∞∑
k=0
Pr(X ≤ k)uk =
∫ R
a
C(uz)µ(du) (12)
where both sides are finite since 0 < z < 1. We use now
∞∑
k=0
Pr(X ≤ k)uk = 1
1− z limu↑R
f(uz)
f(u)
− 1
1− z
∫ R
a
d
du
f(uz)
f(u)
du. (13)
Next, let us compare (12) and (13) and let us take derivatives with respect to a.
Equation (11) for N = ∞ follows. A similar reasoning as in the case N finite shows
that µ(du) = g(u)du for some strictly positive and analytic function g. Furthermore,
from (11) we get that C(u) is finite on (0, R).
2.3 Solution of the functional equation (11) .
In (11), where of course we replace µ(du) by g(u)du, we denote v = uz: thus 0 < v <
u < R. Since f(u) is positive we divide both sides of (11) by f(u)f(v) and we denote
A(u) = g(u)f(u), B(v) =
C(v)
f(v)
, K(u) =
uf ′(u)
f(u)
.
Note that A(u) > 0, B(v) > 0 for all u, v in (0, R) and that A and B are continuous.
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With these notations (11) becomes
A(u)B(v) =
K(u)−K(v)
u− v .
From the lemma applied to I = (0, R) we know that there exists a, b, c, d such that
K(u) = (au+ b)/cu+ d). and ad− bc 6= 0. We have
f ′(u)
f(u)
=
au+ b
u(cu+ d)
.
We discuss the various particular cases:
• d = 0. This leads to f(u) = AuBeC/u with C 6= 0. Such an f is not analytic
around 0 and this case is excluded.
• c = 0. This leads to f(u) = AuBeCu with C 6= 0. Since f(0) > 0 we have B = 0
and we are in the Poisson case.
• c 6= 0, d 6= 0. This leads to f(u) = AuB(C ± u)D. With A = f(0) > 0 we have
B = 0. The fact that f must have a power series expansion with non negartive
coefficients implies that either f(u) = A(C+u)D where C > 0 and D is a positive
integer (and we are in the binomial case) or f(u) = A(C + u)D where C > 0 and
D is a negative real number (and we are in the negative binomial case) .
3 Proof of Theorem 2
We multiply both sides of (6) by ezx where α− θ < z < 0 and we integrate in x on the
whole R. The left hand side of (6) is transformed as follows:
∫
R
exz Pr(X ≤ x)dx =
∫
R
exz
(∫
(−∞,x]
eθt−κν(θ)ν(dt)
)
dx
= e−κν(θ)
∫
R
eθt
(∫
[t,∞)
exzdx
)
ν(dt) =
1
−z e
κν(θ+z)−κν(θ) (14)
The right hand side of (6) is similarly transformed:
∫
R
c(x)ezx
(∫
(θ,β)
euxµ(du)
)
dx =
∫
(θ,β)
(∫
R
eu+zc(x)dx
)
µ(du)
=
∫
(θ,β)
eκc(u+z)µ(du) (15)
Comparing (14) and (15) and differentiating in θ we get
1
−z e
κν(θ+z)−κν(θ)(κ′ν(θ + z)− κ′ν(θ))dθ = −eκc(θ+z)µ(dθ) (16)
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which shows that µ is absolutely continuous. We therefore denote g(θ)dθ = µ(dθ) and
(16) becomes
1
−z e
κν(θ+z)−κν(θ)(κ′ν(θ + z)− κ′ν(θ)) = −eκc(θ+z)g(θ) (17)
Since ν is not concentrated on one point, the function κν is strictly convex on (α, β)
and therefore κ′ν(θ + z)− κ′ν(θ) < 0. As a consequence (17) shows that g is continuous
and strictly positive on (α, β). In order to use the lemma, we modify (17) by using the
notation θ = u, θ + z = v, implying
α < v < u < β.
We obtain
1
u− v e
κν(v)−κν (u)(κ′ν(u)− κ′ν(v) = eκc(v)g(u) (18)
We indeed apply the lemma to (18) with the notations
I = (α, β), A(u) = g(u)eκν(u), B(v) = eκc(v)−κc(v), K(u) = κ′ν(u)
and we can claim that κ′ν(u) is a Moebius function restricted to (α, β). A standard
discussion leads to the result: either κ′ν is affine and we are in the Gaussian case, or
not. In this second case we have κ′ν(θ) = A − pθ−B where p > 0 to insure convexity.
Consider first the case B ≤ α. It leads to
Lν(θ) = e
Aθ C
(θ − B)p
which is the case of a Gamma family with shape parameter p and translated by A.
The case B ≥ β leads to Lν(θ) = eAθ C(B−θ)p corresponding to the opposite of a Gamma
distribution. Since its support is (−∞, A], such a family cannot satisfy (6) for x > A
and this case has to be excluded. 
4 Proof of the lemma.
Before giving the proof, let us remark that the lemma would be much easier to show if
(7) was supposed to be true for all u, v in I. Indeed (7) without the restriction v < u
would imply that K preserves the cross ratio of a sequence of four real distinct numbers
(x1, x2, x3, x4) defined as
[x1, x2, x3, x4)] =
x3 − x1
x3 − x2 ×
x4 − x2
x4 − x1
since
[K(u), K(x2), K(x3), K(x4)]
[u, x2, x3, x4)]
=
A(x3)B(u)A(x4)B(x2)
A(x4)B(u)A(x3)B(x2)
= 1. (19)
The lemma would be then proved by using the simple fact that a function K which
satisfies (19) is necessarily a Moebius function.
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We now prove the lemma in direr circumstances with the less restrictive hypothesis
that (7) is true at least for v < u. Because of the continuity asumptions on A and B
clearly K ′ exists and K ′(u) = A(u)B(u). Applying ∂
2
∂u∂v
to both sides of the equality
K(u)−K(v) = (u− v)A(u)B(v) (20)
on the set D = {(u, v) ∈ I2 : v ≤ u} we obtain
A′(u)B(v)−A(u)B′(v) = (u− v)A′(u)B′(v) (21)
Suppose that there exists v0 such that B
′(v0) = 0. Then from (21) we have that
A′(u) = 0 and A(u) = A(v0) for all u ≥ v0 and therefore, from (20), K is affine on
u ≥ v0, with K ′(u) = A(v0)B(v) for all u > v0 and all v < u. This implies that B is a
constant on I, and A is a constant as well. Finally K is affine on I, a particular case
of Moebius function.
Suppose now that there exists u0 such that A
′(u0) = 0. The same reasoning shows
that K is still an affine function.
From now on we may assume that A′(u)B′(v) 6= 0 on D. Dividing both sides of (21)
by A′(u)B′(v) one obtains on D that
A(u)
A′(u)
+ u =
B(v)
B′(v)
+ v (22)
We are in position to apply the principle of separation of variables and we can claim
that there exists a constant d such that both sides of (22) are equal to −d for all u
and v in I without the restriction (u, v) ∈ D. From this we get easily the existence of
constants A and B such that
A(u) =
A
u+ d
, B(v) =
B
v + d
, K ′(u) = A(u)B(u) =
AB
(u+ d)2
implying that K is a Moebius function. 
5 Comments
Many introductory textbooks in probability and statistics, as well as Wikipedia, are
mentioning (1) and (2), while (3) appears less frequently. A reference is Abramowitz
and Stegun (1965), formulas 26.5.24 and 26.5.26 page 945. The similarity of these
formulas (1),(2),(3) is not really commented. Sometimes it is said that (1), (2) and (3)
use respectively the ’truncated beta distribution’ of the second kind with parameters
(k+1, N−k), the ’truncated gamma distribution’ of parameter k+1 and the ’truncated
beta distribution’ of the first kind with parameters (k + 1, λ). These three continuous
distributions are qualified of ’conjugate’ with respect to the binomial, Poisson and
negative binomial distributions respectively, while the definition of conjugacy is not
given. Sometimes it is observed that if λ and k are positive integers, if 0 < a < 1 and
if X ∼ B(k + λ, 1− a) , Y ∼ NB(λ, a) then
Pr(X ≥ λ) = Pr(Y ≤ k).
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This formula can be checked with (1) and (3) and lead some authors to say in an
unspecified sense that the binomial and negative binomial families are ’inverse’ of each
other. Also, (1) is related to the k th statistic U
(N)
k of a sample (U1, . . . , UN) of iid rv
which are uniform on (0, 1), by mean of the formula
Pr(U
(N)
k > p) = Pr(X ≤ k)
when X ∼ B(N, p).
Finally, there are other common characterizations of these three discrete exponential
families. One is rather trivial with Pr(X = k + 1)/Pr(X = k) = (Ak + B)/(k + 1).
Another one comes from the point of view of the variance functions, in the sense of Carl
Morris (1982). Indeed, these variance functions are respectively V (m) = m − m2
N
on
the mean domain (0, N), V (m) = m and V (m) = m+ m
2
λ
on the mean domain (0,∞).
Therefore, they have the common form V (m) = m+cm2.We have not been able to link
the characterization of the present note with the characterization by variance functions.
We have completed the characterization of Theorem 1 with its continuous analog
in Theorem 2, with the less striking property (6). It would have been possible but
cumbersome to gather the two theorems in one. It was a surprise to have to use the
lemma again in the continuous case.
Normal and Gamma exponential families also belong to the Morris families, the
ones which have quadratic variance functions, respectively V (m) = σ2 for the Gauss
case and V (m) = 1
p
(m − A)2 on the mean domain (A,∞) for the Gamma case. A
confirmation of the guess that the variance functions are not the good tool to obtain
the characterizations ot Theorems 1 and 2 is the fact that the 6th family of Morris, the
one with variance function of the form p+ m
2
p
does not appear here.
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