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Präzisions-Massenmessungen von Neonisotopen an THe-Trap – ZUSAMMENFASSUNG 
 
THe-Trap ist ein Penningfallen Experiment zur Präzisionsmassenbestimmung am Max-Planck- 
Institut für Kernphysik in Heidelberg, Deutschland. Für das Datenerfassungssystem wurden 
ein neues Python-Program und eine neue PHP-Website entwickelt. Unter Verwendung eines 
Lock-In Amplifiers wurde ein neues Locksystem implementiert. Ein Gaseintrittssystem wurde 
entwickelt und verwendet, um die hochgeladenen Neon-Isotope 20Ne8+ und 22Ne7+ Neon zu 
erzeugen und in der Penningfalle einzufangen. Ihre Masse wurde gegen ein 12C Referenzion 
gemessen. Die 20Ne-Masse wurde mit einer relativen Messunsicherheit von 5.8 ⋅ 10-10 bestimmt. 
Diese befindet sich innerhalb einer Standardabweichung mit dem Literaturwert mit einer 
Unsicherheit von 8.4 ⋅ 10-11 im Einklang. Die 22Ne Masse wurde mit einer relative 
Messunsicherheit von 7.7 ⋅ 10-10 gemessen. Diese befindet sich innerhalb fünf 
Standardabweichungen im Vergleich zur Messunsicherheit des Literaturwerts, 8.2 ⋅ 10-10. 
Aufgrund der langen Messdauer ist die Messunsicherheit jeweils von zeitlichen Variationen des 
Magnetfelds limitiert. Das leichte Edelgas Neon gehört zum “Backbone of the Atomic Mass 
Evaluation”, weshalb es als Bezugsmasse nützlich ist. Die Verbesserung der relativen 
Neonmessunsicherheit kann also die relative Messunsicherheit von Messungen verbessern, die 
Neon als Bezugsmasse verwenden. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Mass Measurements of Neon Isotopes at THe-Trap - ABSTRACT 
THe-Trap is a Penning-trap experiment for precision mass measurements located at the Max 
Planck Institute for Nuclear Physics in Heidelberg, Germany. A new python program and PHP 
website were created for the data acquisition system and a new lock system was developed 
using a Lock-In Amplifier. A gas injection system was developed and used for injecting and 
trapping neon isotopes 20Ne8+ and 22Ne7+ . Their masses were then measured with the use of 
12C4+ as reference ions. The 20Ne mass was measured with a relative uncertainty of 5.8 ⋅ 10-10 
and is within one standard deviation in comparison to the literature value, which has a relative 
uncertainty of 8.4 ⋅ 10-11. The 22Ne mass was measured with a relative uncertainty of 7.7 ⋅ 10-10 
and is at a discrepancy of five standard deviations in comparison to the literature value, which 
has a relative uncertainty of 8.2 ⋅ 10-10. The relative uncertainties of both measurements are 
limited by temporal variations of the magnetic field due to the long measurement times. Being 
a light noble gas, neon is a part of the “Backbone of the Atomic Mass Evaluation”, such that it 
is useful as a reference mass. Improving the mass uncertainty of neon can therefore improve 
the uncertainty of measurements using it as a reference. 
 
“The ability to observe without evaluating is the highest form of intelligence.” 
- Jiddu Krishnamurti 
 
 
 
“We miss the real by lack of attention and create the unreal by excess of imagination.” 
- Nisargadatta Maharaj 
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M O T I VAT I O N
Mass spectrometry is the measurement of atomic, nuclear and sub-nuclear masses with high
precision. The Penning trap (see Section 2.1) is the best tool for such measurements [1], as
relative uncertainties of δmm = 10
−9 for short-lived radioactive nuclei [2] and 10−11 for long-lived
and stable nuclei [3] can be reached. Precision mass measurements are used for precisely
determining the values of fundamental constants such as the g-factor of different particles
[4], for measurements of so-called reference masses, which are masses used as references in
different experiments [5], in atomic and nuclear physics to determine nuclear structures, test
strong interaction theories, the electroweak Standard Model and quantum electrodynamics [6],
and for measuring or inferring upper bounds on the neutrino masses [7]. Two applications of
relevance for this thesis will be introduced in more detail in the following.
1.1 the neutrino mass
Neutrinos are electrically-neutral leptons which interact only through the weak nuclear force
and are at least 100,000 times lighter than electrons [8]. They were first predicted in 1930
by Wolfgang Pauli and formulated into a theory by Enrico Fermi as an explanation for the
observed energy spectrum of the electrons e− emitted in the beta-minus decay of neutrons,
which corresponded to that of a three-body problem and not to that of a two-body problem
as expected. This is due to the presence of the neutrino, which was not yet observed at that
time [9]. There are three neutrino types, also referred to as generations - the electron, tau
and muon neutrinos, or six with the anti-neutrinos included. The electron anti-neutrino was
first observed in 1956 in the “Cowan-Reines Neutrino Experiment” as a part of the reaction
of inverse beta decay in a nuclear reactor νe + p → e+ + n, where νe , p , e+ and n stand for
the electron anti-neutrino, the proton, the positron and the neutron, respectively [10]. The
muon neutrino was observed in 1962 by observing the decay of a pion beam into muons
and neutrinos [11]. The tau neutrino was observed in 2000 as a product of the decay of Ds
mesons, which were created using a proton beam shooting on a tungsten target [12]. Neutrinos
have been observed to oscillate between one another, suggesting both that neutrinos are not
massless, and that the three neutrino types are not mass-eigenstates but superpositions of
them, as assumed in the Standard Model [13, 14]. The Nobel prize was awarded to Takaaki
Kajita and Arthur B. McDonald in 2015 for this discovery [15]. The squared mass difference of
neutrino types can be measured from neutrino oscillations, but not the individual masses. The
sum of the three neutrino masses is assumed to be at most 0.39 eVc2 based on cosmic microwave
background observations [16] and 0.2 eVc2 based on an estimate of the influence of neutrinos on
nucleon-synthesis following the Big Bang [17, 18]. An overview of such estimates can be found
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Figure 1.1: The kinetic energy spectrum of the electron emitted in the β-decay of tritium. E0 is the kinetic
energy in case neutrinos are massless, as in m (νe) = 0. It is also taken into account that the
non-finite neutrino mass does not only shift the end-point but also changes the shape of the
spectrum proportionally to m (νe). Only 2 · 10−13 of the electrons are emitted in the energy
window E0 − 1 eV to E0.
in [19]. The upper bound for the mass of the heaviest anti-neutrino, the electron anti-neutrino,
was measured to be m (νe) < 2.3 eVc2 and later refined to be m (νe) < 2.05
eV
c2 [8, 20].
The Karlsruhe Tritium Neutrino Experiment, KATRIN, intends to measure or provide an
upper bound of around m (νe) < 0.2 eVc2 for the electron anti-neutrino mass by measuring the
end-point of the energy spectrum of the electrons released in the tritium beta minus decay
T → 3He + e + νe. Here T and 3He stand for tritium and for the rare stable helium isotope,
respectively. Near the end-point the electrons carry a minimal amount of kinetic energy, such
that the difference between the measured energy and the Q-value of about 18.6 keV [21]
correponds to the neutrino’s rest mass, see Figures 1.1 and 1.2. The measured energy is given
by E = (m (T)−m (3He)−m (νe)) c2 − EEBE − EREC, where the m’s are the masses of tritium,
3He and the electron anti-neutrino, respectively, EEBE is the electron binding energy and EREC
is the 3He recoil energy1. Calibration of the end-point with its low count rate is technically
challenging [7], with a projected uncertainty of 40 meV [23]. Independent measurements are
important for testing systematic shifts. The current leading measurements have uncertainties
of 1.2 eVc2 [24] and 70
meV
c2 [25] and differ by two standard deviations.
1 In the mass spectrometry community, the Q-value is defined as the difference between the masses of the mother
and daughter nuclei, E = (m (mother)−m (daughter)) c2. However, in the β-spectrometry community, the binding
energy of the daughter’s missing electron EEBE, the daughter’s recoil energy EREC, calculated from kinematics [22]
and the electron anti-neutrino’s mass m (νe) are all taken into account.
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Figure 1.2: Relative uncertainties of the Q-value of the 3T→3 He β-decay as a function of time gathered
from the Atomic Mass Evaluation (AME) [5] by [26]. It can be seen that the relative uncer-
tanties gradually decrease due to innovations and improvements in the measurement method.
For instance, in 1989 single ion trapping was achieved and two measurement techniques
were implemented: continous axial detection [27] and “Pulse and Phase” [28]. In 2016 two
ions filtered from an injected molecular beam were stored simulatenously in the same trap
with the “parking” method and measured with the “Pulse and Phase” method [25]. Note
that the data points correspond to the AME evaluation dates and not necessarily to the dates
of the experiments.
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Figure 1.3: Discrepancy between measurements of light ion masses. The HD mass can either be calcu-
lated using the 12C ⇐⇒ D [31] and 12C ⇐⇒ H [32] links combined with the binding
energy of HD [33], or by using the 12C ⇐⇒ 3He link [31] and either the 3He ⇐⇒ HD
link [34, 25] or the 3He ⇐⇒ T and T ⇐⇒ HD links [25]. A five standard deviations
discrepancy is revealed by applying all of the links. Based on Figure 1 from [35].
1.2 the atomic mass evaluation (ame)
The AME is a project started in 1970 for gathering values for the atomic masses of all known
nuclei at that time from measurements done by different groups around the world using
mass spectrometers and radioactive decay energy measurements [29, 30]. The precise values
of atomic masses play an important role in many fields of physics and chemistry, making the
AME one of the most cited publications in atomic and nuclear physics and in chemistry. A
group of precisely-measured, relatively easily-obtainable ions is used as reference masses in
mass measurements and for systematic checks of various experiments and is thus referred to
as the “backbone” of the AME. Members of this “backbone” are among others, the stable neon
isotopes 20,22Ne.
1.3 neon masses
There is a five standard deviations discrepancy between measurements of light ion masses
[35], see Figure 1.3. This discrepancy motivated a precision mass measurement of 3,4He. A gas
inlet system (see 3.2.1 ) was implemented in preparation for the measurement and neon gas
was used to test this system. Following the successful test, it was decided to perform neon
mass measurements, as neon is a part of the “backbone of the AME”, being a readily-available
noble gas. In this thesis the masses of 20Ne8+ and 22Ne7+ were measured with the use of 12C4+
as a reference ion. The measurement method, results and the concluding remarks are presented
in the rest of the thesis.
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1.4 thesis layout
In Chapter 2 the theoretical background required for understanding the experiment is explained:
Penning-trap theory and the physics of the detection circuit.
In Chapter 3 the experimental setup is described: The magnet including the shielding factor
measurements, the trap tower including the gas inlet system, the LHe pressure and level
stabilization system including the new python control program and the new php website for
plotting the recorded data, the field emission point for loading ions and the detection and
manipulation of ions.
In Chapter 4 the neon mass measurements are presented: The measurement process, loading a
single ion, calibration measurements, the sweeps measurement method and results.
In Chapter 5 concluding remarks regarding the experiment are given.

2
P E N N I N G - T R A P T H E O RY
A Penning-trap is a device for storing charged particles. The radial trapping is done by a
static homogeneous magnetic field and the axial trapping by a static quadrupolar electric field.
Fundamental properties of the trapped ion, such as its mass, binding energies and magnetic
moment or g-factor can then be determined by measuring the ion’s frequencies of motion in the
trap. A quantum description for the motion exists [36], but due to the high quantum numbers
of the stored ion used within the experiment carried out here, the motion can be described
classically, which is easier to intuitively grasp and to numerically simulate [37, 38]. In this
chapter, the motion of the charged particle is described clasically with its resulting frequencies
followed by a description of the trap geometry in Section 2.2. In Section 2.3 the detection circuit
for detecting the trapped ion’s signal is explained. In Section 2.4 the electrostatic potential
of the Penning-trap is given a more detailed treatment, which is necessary for the remaining
sections. In Section 2.5 excitation and coupling signals are explained, and in Section 2.6 a list of
all known shifts and their formulas is provided.
2.1 charged particle motion in a penning-trap
A charged particle in a static homogeneous magnetic field parallel to the z direction, ~B = Bzˆ,
experiences a Lorentz force. Substitution into the equation of motion yields
q
 vyB−vxB
0
 = m
v˙xv˙y
v˙z
 , (2.1)
where q = ne , m and n are the trapped particle’s charge, mass and charge number, with e
being the elementary charge. The solutions for the x and y directions is a harmonic motion
perpendicular to the magnetic field lines with the cyclotron frequency1
ωc =
qB
m
, (2.2)
where the index c stands for cyclotron. For the z direction it is obtained that vz = const, such
that the particle’s motion is bound in the x-y plane but unbound in the z direction. To achieve
1 ω is usually called the angular frequency (ω = 2pi f , [ω] = rads ), where f is the frequency ([ f ] = Hz), however in
this thesis it is referred to simply as “frequency”.
7
8 penning-trap theory
trapping in the z direction as well, a electrostatic potential is added. One could naively expect
a potential such as φ = 0.5φ2z2 to be sufficient, where φ2 is the potential strength parameter2.
However, this potential does not satisfy Laplace’s equation 4φ = 0. To satisfy it, the potential
is modified to be φ = 0.5φ2
(
z2 − 0.5ρ2)+ const, where const ≡ 0, such that the electric field
is given by ~E = φ22 (~x +~y− 2~z). However, the additional terms modify the motion in the x-y
plane. The motion in the z direction is still that of an harmonic oscillator with the following
motion and frequency:
z = Az cos (ωzt + ϕz) ,ωz =
√
qφ2
m
, (2.3)
where Az is a real number denoting the amplitude of the motion in the z direction and ϕz
denotes the phase at time t = 0. For the motion to be stable, the frequency must be real and
greater than zero such that qφ2 > 0. This shows that in a Penning-trap, all simultaneously
trapped charged particles must have the same charge sign. Substituting Equations (2.2), (2.3)
and u ≡ x + iy in Equation (2.1), multiplying the second equation of motion by i and summing
both it is obtained that
−u¨ +−iωcu˙ + ω
2
z
2
u = 0. (2.4)
The solution is a superposition of two harmonic motions u = u+e−iω+t + u−e−iω−t with
frequencies satisfying ω2 −ωcω+ ω
2
z
2 = 0 , such that:
ω± =
ωc ±
√
ω2c − 2ω2z
2
, (2.5)
where ω+ is called the modified cyclotron frequency and ω− the magnetron frequency. For
typical Penning-trap parameters it holds that ωc > ω+  ωz  ω−.
For completion, using Euler’s equation, the real part of u is taken to be the motion in the x
direction and the imaginary part is taken to be the motion in the y direction, such that:
x = A+ cos (ω+t + ϕ+) + A− cos (ω−t + ϕ−) , (2.6)
y = −A+ sin (ω+t + ϕ+)− A− sin (ω−t + ϕ−) , (2.7)
where A± are real numbers denoting the amplitudes of the motion in the x and y directions,
respectively, and ϕ± their phases at time t = 0.
2 The potential strength parameter is defined as φ2 because in the expansion of the potential shown in Section 2.4 it
is the coefficient of the harmonic term in the expansion, the one proportional to the squares of the coordinates.
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Previously with E = 0 the charged particle was performing a simple circular motion in the x-y
plane. Now with E 6= 0 and ~E ⊥ ~B , the charged particle accelerates during one half of each
cyclotron cycle, where ~E ·~v > 0, and decelerates during the other, where ~E ·~v < 0, such that
the center of the cyclotron motion “drifts” orthogonally to both ~E and ~B. This effect, called the
~E× ~B drift, creates a second, slow oscillation called the magnetron motion ω−, superimposed
on a “cyclotron motion” with a slightly reduced frequency, called the modified cyclotron
motion ω+, see Figure 2.1. For the solutions to be harmonic the frequencies need to be real
ω2c − 2ω2z ≥ 0, and for them to be unique they need to be distinct ω2c − 2ω2z > 0, such that
ω2c > 2ω2z needs to be satisfied. Substitution yields B >
√
2 mq φ0. The following relations hold:
ω2c = ω
2− +ω2z +ω2+, (2.8)
ωc = ω+ +ω−, (2.9)
ω2z = 2ω+ω−. (2.10)
Equation (2.8) is called the Brown-Gabrielse invariance theorem [36] and is useful for calculating
the cyclotron frequency even in the presence of certain systematic shifts, see Section 2.6.
Equation (2.9) is called the sideband frequency equation and Equation (2.10) is useful for
roughly calculating ω− after ω+ has been calculated, see 4.2. The charged particle’s mass can
be determined as follows: The cyclotron frequency ωc can be measured for two ions in the
same trap, under the influence of the same magnetic field ~B. The ratio (q1/m1)/(q2/m2) can be
obtained from the ratio ωc1/ωc2 because B cancels out. Since the charges are known, the mass
ratio between the two ions is obtained. If one of the ions has a well-known mass, for instance
12C4+, the mass of the other ion can be calculated. Taking the masses and binding energies of
the missing electrons into account, the mass of the atom can be calculated from that of the ion.
2.2 penning-trap geometry
As was shown in Section 2.1, the equipotential surfaces are in the shape of hyperboloids of
revolution. To achieve this potential hyperbolic electrodes are used3, called the top endcap, the
ring, the bottom endcap and the correction electrodes, see Figure 2.2. The endcap electrode
surfaces are given by z2 − 0.5ρ2 = h2ec, where hec is the distance between the trap center to one
of the endcaps. The ring electrode surface is given by z2 − 0.5ρ2 = −0.5ρ2ring, where ρring is the
3 Apart from the hyperbolic Penning-traps shown in this thesis, there are also cylindrical ones [40]. It is easier to
inject into and transfer ions between cylindrical traps, as precisely manufacturing and aligning injection/transfer
holes for stacked hyperbolic Penning-traps is challenging.
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Figure 2.1: The trajectory of a charged particle in a Penning-trap (black), as well as the separate three
trajectories that compose it - that of the modified cyclotron motion (red), of the axial motion
(blue) and of the magnetron motion (green). The projection on the x-y plane shows the
effect of the combined modified cyclotron and magnetron motions - a fast oscillation super-
imposed on a slow one. The green dots show the magnetron radius. The frequencies are
drawn with a ratio of ω+/ωz = 50 , ωz/ω− = 10. Based on Figure 2.2 from [39].
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distance between the trap center and the ring electrode. The voltage V0 between any point on
the endcap and any point on the ring is given by their potential differences
V0 ≡ φendcap − φring = φ2
(
1
2
(
h2ec +
ρ2ring
2
))
, (2.11)
where the characteristic dimension of the Penning-trap is defined as
d ≡
√√√√1
2
(
h2ec +
ρ2ring
2
)
. (2.12)
Substitution of Equation (2.12) in Equation (2.11) yields:
φ2 =
V0
d2
. (2.13)
Substitution allows the axial frequency, the electrostatic potential and the electrostatic field to
be represented using trap parameters instead of by using φ2:
ωz =
√
qV0
md2
, (2.14)
φ =
mω2z
2q
(
−ρ
2
2
+ z2
)
, (2.15)
~E =
mω2z
2q
(~x +~y− 2~z) . (2.16)
The upper limit for the voltage is given by substitution of Equation (2.13) in the threshold for
B: V0 < qd2B2/2m. This is called the stability limit.
2.3 measurement of the trapped particle’s signal
As explained in Section 2.1, to measure the trapped particle’s mass it is required to measure its
frequencies of motion ω± and ωz. There are two types of measurement techniques, destructive
[42, 41, 43] and non-destructive [44], where the ions are either lost after detection or remaining
trapped, respectively. The measurements described in this thesis utilize the latter, and therefore
it is the non-destructive measurement method which will be next expanded upon.
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2.3.1 Description of The Image Current
The moving trapped ion creates a moving image charge - an image current - on the trap
electrodes. In the case of THe-Trap, it is the upper endcap electrode which is used for the
image current detection. The image current is given by [45]
I = q~˙z · ~E
VUE
, (2.17)
where ~˙z is the ion’s velocity and ~E is the electric field present when the upper endcap is held
at potential VUE, which is calculable numerically. The electric field caused by the endcaps can
be approximated by the electric field of a pair of infinite plane capacitors [46] :
~E = −VUE
D
zˆ, D ≡ 2z0
κ
, (2.18)
where D is the effective distance between the capacitor planes, 2z0 is the distance between the
infinite plates capacitor and κ is a scaling factor introduced to account for the fact that the
endcaps are not planes but hyperboloid surfaces. κ was numerically calculated to be around
κ ≈ 0.8 for THe-Trap4 [47]. Substitution yields
I = − q
D
z˙. (2.19)
2.3.2 Detection of the Image Current
It could be naively expected that to detect the image current, a large impedance could be
connected between the end-caps, see Figure 2.2. As the positively-charged trapped ion moves
upwards, it attracts negative charges in the upper endcap, creating a downwards current across
the impedance. In other words, the current through the impedance is opposite in sign to that
of the ion. The resulting voltage drop over the impedance is given by
VUE = −IZ. (2.20)
Note that it is negative as the negative charges are going into the upper endcap while the
voltage across the impedance is defined by the current going out of the electrode. Equations
(2.19) and (2.20) can be substituted into Equation (2.18), such that
~E = − q
D2
z˙Zzˆ. (2.21)
4 See Section A.1 for a list of THe-Trap parameters.
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Figure 2.2: Half of a hyperbolic Penning-trap. Mirroring it around the screen or page (the plane defined
by hec and ρring) the full Penning-trap surfaces are obtained. The ring electrode is held
at a voltage of Vring and the endcap electrodes are held at Vec = 0. The geometric center
of the trap is at the origin. Note that a real Penning-trap deviates from this structure. In
the case of THe-Trap the deviations are holes in the upper and lower endcaps for gas and
electron injection, respectively (see Section 3.4), unintentional geometrical deviations due
to the finite precision of the machining process (see Section 2.6) and correction electrodes
for accounting for some of those (see Section 2.4). An impedance component is connected
between the endcaps for image current detection. As the positively-charged trapped particle
moves upwards, it attracts negative charges at the upper endcap, creating a downwards
current across the impedance component, and vice versa when its going down. In other
words, the current on the impedance component is opposite in sign to that of the ion.
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The equation of motion in the z direction is modified to
z¨ = − q
2Z
mD2
z˙−ω2z z. (2.22)
In the case where Z ∈ < the equation of motion is that of a damped harmonic oscillator with a
damping factor of
γ ≡ q
2Z
mD2
. (2.23)
Note that γ ∝ q2/m ∝ Ntrapped ions. This allows a determination of the number of trapped ions
based on a measurement of γ 5. A trapped ion will lose energy with a time scale of 1/γ until it
reaches thermal equilibrium with the impedance, such that the energy in the z direction can be
expressed by
Ez = E0e−γt + kBTZ, (2.24)
where Tz is the effective temperature of the impedance, in THe-Trap approximated to be 10K
[48].
2.3.3 The Driven Penning-Trap as a Driven Series RLC Circuit
In Section 2.3.2 it was shown that measuring the image current can be supposedly achieved by
placing an impedance between the end-caps. The larger the impedance, the larger the voltage
drop across the endcaps which can then be measured. Actually, this would not work due to
the existence of the parasitic capacitance in the trap. A more complicated model treats the
ion as a circuit element and the entire circuit as a driven series RLC circuit representing the
Penning-trap connected in parallel to a parallel LC circuit used as a detection system [38, 49].
In order to derive that, first it will be shown that in the presence of an alternating-current (AC)
drive, the Penning-trap is equivalent to a driven series LC circuit. For a driven LC circuit, the
drive can be seen as connected in parallel to the inductor L and the capacitor C, such that their
voltages are equal:
Vdrive = VL +VC. (2.25)
5 The number of trapped ions can actually only be precisely calculated with this equation if all of them are of the
same species. However, even if they are not, it can still be used to show that there are multiple ions and that further
manipulations are required in order to reduce the amount of ions to one, such that it is useful either way.
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Figure 2.3: The image charge created by an oscillating trapped ion in a Penning-trap is equivalent to a
series LC circuit. In reality the components are lossy, which is represented in the figure by
the resistance component.
The voltage across an inductor is given by VL = I˙L and the voltage across a capacitor is given
by VC = 1C
∫
Idt. Substitution into Equation (2.25) and derivation with respect to time yields
V˙drive = I¨L +
1
c
I. (2.26)
Similarly to Equation (2.18), the electric field can be expressed by the voltage drop across the
Penning-trap:
~E = −Vdrive
D
zˆ. (2.27)
Through substituion of Equation (2.27) in the equation of motion along with Equation (2.21)
for the electric field induced by the image charge, it is obtained that
z¨ = − q
mD
Vdrive −ω2z z. (2.28)
Substituion of Equation (2.19) and its time derivative into the time derivative of Equation (2.28)
yields
V˙drive =
mD2
q2
I¨ +
mD2ω2z
q2
I. (2.29)
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Figure 2.4: The full Penning-trap detection circuit - a series LC circuit representing the Penning-trap
(Ltrap and Ctrap), connected in parallel to a parallel RLC circuit for detection (Rtotal, Ldetection,
Cdetection), including an AC drive and a cryogenic amplifier. For details see Section 2.3.4.
Comparison with Equation (2.26) shows that the two circuits are physically equivalent, such
that an axially-driven trapped ion in a Penning-trap is equivalent to a driven LC circuit (see
Figure 2.3), specifically with the following inductance and capacitance:
L =
mD2
q2
, C =
1
Lω2z
(2.30)
Actually, C and L are both lossy, such that their impedance has a real component. These can be
combined to be represented by a resistive component in parallel to both L and C, such that the
Penning-trap is equivalent to a parallel RLC circuit, see Figure 2.3.
2.3.4 The Detailed Detection Circuit
In the case of THe-Trap, the total capacitance of the circuit is around Ctotal ≈ 20 pF [50] and
fz ≈ 4 MHz , such that the resistance of the capacitance is RC = 1/ωC ≈ 2 kΩ. However, the
minimal detectable voltages in the experimental setup are around V ≈ 1 nV, and the image
current is approximately I ≈ 1 fA. Therefore, the minimal required resistance is R ≈ 1 MΩ.
However, if such a resistance would be connected, it would be connected in parallel to the 2 kΩ
of the capacitance, which is far smaller and will thus shorten the image current, leaving no
detectable image current on the 1 MΩ resistor. To overcome that, an inductor Ldet is added.
The total resistance of the circuit is
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Rtotal =
RLRC
RL + RC
=
L
C
(
ωL + 1ωC
) . (2.31)
Likewise, Ctrap and Cdet, the parasitic capacitance of the detection system, are combined into
Ctotal. Together with Ldet, the three components form a parallel RLC circuit, see Figure 2.4. The
impedance of the circuit is given by
1
Ztotal
=
1
Rtotal
+
1
ZLdet
+
1
ZCtotal
=
1
Rtotal
+ i
(
ωCtotal − 1ωLdet
)
, (2.32)
such that
|Ztotal| =
√√√√ 1
1
R2total
+
(
ωCtotal − 1ωLdet
)2 . (2.33)
The impedance is maximal when the denominator is minimal, as in for the resonance frequency
ωdetection =
√
1
CtotalLdet
. (2.34)
For this frequency, the contributions of the capacitance and the inductance to the impedance can-
cel out, leaving only the contribution of the resistive component, such that Ztotal (ω = ωdet) ∈ <.
Near this frequency, |Ztotal|2 can be approximated to be a Lorentzian with a maximum value of
R2total centered around ωdet with a full-width of half-maximum (FWHM) of
FWHM =
1
RtotalCtotal
, (2.35)
such that the total impedance is approximated to be
|Ztotal|2 ≈
R2total
1+ (2RtotalC)
2 (ωdet −ω)2
. (2.36)
The ratio between the resonance frequency and the FWHM for ω = ωdet is called the Q factor.
Substitution of Equations (2.34) and (2.35) shows that the Q factor is given by:
Q ≡ ωdet
FWHM
=
1(
ωdetLdet + 1ωdetCtotal
)√ Ldet
Ctotal
. (2.37)
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The Q factor allows calculation of the time constant for dissipation of energy in the circuit:
τ ≡ Q
ωdet
=
Ltotal(
ωdetLtotal + 1ωdetCtotal
) . (2.38)
At THe-Trap, ωz ≈ 2 · pi · 4 · 106 Hz and the Q factor for ωz is measured to be around Q ≈ 800,
with the time constant τ ≈ 20 ms. Both were measured by using a spectrum analyzer. It is also
possible to measure Rtotal by measuring L using an RLC meter and then substituting Equation
(2.35) in Equation (2.37). A full treatment of the circuit, as in of a series LC circuit connected in
parallel to a parallel RLC circuit, instead of just a parallel RLC circuit, shows [38, 51] that at the
limit where γ FWHM the full damping term changes from Equation (2.23) to:
γ =
q2Z
mD2
1
1+
(
2(ω−ωdet)
FWHM
)2 . (2.39)
Note that γ ∝ q
2
m still holds. There is an as-of-yet unexplained discrepancy between the
measured and the calculated damping terms for hyperbolic Penning-trap experiments where
the calculated damping term is lower by factors of between 4/5 and two than the calculated γ.
In the case of THe-Trap it is about 0.7γ [36, 46, 50]. The same full treatment also shows a shift
of the resonance frequency which is negligible in the case of THe-Trap.
2.4 expansion of the electrostatic potential
For the next sections the electrostatic potential needs to be discussed in more detail. In this
section it is represented by a series expansion, with individual contributions from the different
electrodes of the trap.
The electrostatic potential for a charge-free region inside the equipotential surfaces of the
Penning-trap can be described by a series expansion using Laplace’s spherical harmonics
Yl,m (θ, ϕ) multiplied by rl . These terms form a complete orthogonal set which satisfy Laplace’s
equation. The terms are complex, but by using specific linear combinations they can be made
real. For instance, by setting all coefficients of rlYl,m to one and taking the imaginary part of
rlYl,m in case m is positive and the real part otherwise, real terms are obtained, see Section A.2.
In cartesian coordinates, these functions are homogeneous polynomials of degree l and are
called the harmonic polynomials [52, 53, 54]. Using these harmonic polynomials the potential
can be expressed by
φ =
∞
∑
l=0
(
0
∑
m=−l
Cl,mrl< (Yl,m) +
l
∑
m=0
Cl,mrl= (Yl,m)
)
, (2.40)
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where Cl,m are coefficients which can be calculated numerically or experimentally determined
as explained in Section 4.5. The total potential is the sum of contributions from the different
electrodes, such that Cl,m → (CR,l,m + CUE,l,m + CLE,l,m), where R, UE and LE stand for ring,
upper endcap and lower endcap6. Since both endcaps are grounded, their contribution is
zero such that CUE,l,m = CLE,l,m = 0. For an harmonic potential of an ideal Penning-trap only
r2Y2,0 = 2z2 − x2 − y2 contributes, such that
Cl,m =

mω2z
2q l = 2, m = 0
0 otherwise
, ωz =
√
2qC2,0
m
. (2.41)
In reality, deviations such as the ones listed in Section 2.6 add additional terms, with the most
significant ones being C4,0 and C6,07. To make the real Penning-trap closer to the ideal one
additional electrodes are added, called the “correction electrodes” or the “guard electrodes”.
These are made to have a low r2Y2,0 contribution but a high r4Y4,0 contribution, such that by
applying a specific voltage their contribution to r4Y4,0 cancels that of the ring electrode, making
the total r4Y4,0 component zero.
The ring electrode is cylindrically symmetrical and so is the DC component of the correction
electrodes, since the same DC voltage is applied to all of them. As a result, components with
m 6= 0 or with odd l’s are negligible, such that the expression for the potential becomes
φ =
∞
∑
l=0
(CR,2l,0 + CCE,2l,0) r2l< (Y2l,0) , (2.42)
where CR,l,m is the coefficient of the contribution of the ring electrode to the rlYl,m term and
CCE,l,mis that of the correction electrodes. One of the correction electrodes is also connected
to an AC voltage, while the other three are AC grounded. This is relevant for Section 2.5. In
order to maintain consistency with previous theses from the group [50, 47], the coefficients are
redefined using Cl ≡ CR,l,0 + CCE,l,0, such that the expression for the potential becomes
φ =
∞
∑
l=0
C2lr2l< (Y2l,0) . (2.43)
In this convention, C2 = V02d2 such that ωz and C2 can be written as:
ωz =
√
2qC2
m
, C2 =
mω2z
2q
. (2.44)
6 Aside from the ring and the endcaps, there are also the skimmer electrodes, but their contribution is assumed to be
negligible, both because they are grounded and because they are far away from the trap center.
7 The harmonic polynomials coupled to C4,0 and C6,0 are r4Y4,0 = 35z4 − 30z2r2 + 3r4 and r6Y6,0 = 231z6 − 315z4r2 +
105z2r4 − 5r6 [52, 53, 54].
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Defining VCE to be the correction electrode’s voltage used during the measurement andVCE,0
to be the correction electode’s voltage setting for which C4 = 0, C4 can be defined using the
difference between these voltages ∆VCE ≡ VCE −VCE,0 by using
C4 = ∆VCE · CCE,4,0, (2.45)
where CCE,4,0 can be found using calibration measurements, see Section 4.5, or from simula-
tions CCE,4,0 = −5.34 (36) · 108m−4 [47]. The same calibration measurements show that C6 is
approximately only dependent on the ring electrode voltage, such that
C6 = V0 · CR,6,0. (2.46)
2.5 excitations and couplings
The amplitude and energies of the trapped ion’s modes can be increased and decreased using
drive signals or swapped using coupling signals8, which is important for measuring the ion’s
frequencies and thus measuring its mass as described in Section 2.5.
2.5.1 Drive signals
Driving the Axial Mode
The axial mode can be driven by an AC signal applied to one of the endcaps at the axial
frequency. Since the upper endcap is used for ion detection, the drive signal is applied to the
lower endcap. The naive approach would be to set the frequency of the axial drive signal ωAD
to that of the axial motion ωAD = ωz. However, since the axial frequency is also the resonance
frequency of the tuned circuit, applying drive signals at the axial frequency produces a signal
which can be confused with the actual signal of the ion. It is for this reason that the ring voltage
is modulated:
The ring electrode’s voltage is changed from DC to a mixture of DC and AC: VR → VR +
Vmod cos (ωmod · t), where the index mod stands for modulation. If ωmod is chosen such that
ωz < ωmod < FWHM, the result is that the ion’s axial mode can be excited and driven by
signals oscillating at the frequencies ω = ωz ±ωmod, also called the sideband frequencies. This
can be shown by observing the equation of motion for the z direction in the presence of the
modulation term, a damping term and a driving term ~Edrive = Edrivezˆ:
z¨ = −
(
ω2z +
Vmod
Vring
cos (ωmod · t)
)
z− γz z˙ + qm Edrive. (2.47)
8 It is actually the action which is swappd during coupling. This means that the phases are changed in a predictable
way. This can be relevant for phase-sensitive measurement methods such as Pulse and Phase (PnP) and Pulse and
Amplify (PnA) [55].
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Defining ε ≡ Vmod/Vring and assuming that ε  1, it can be shown [38, 36] that the expansion
of the modulation contains terms of the form cos (ωdrive ±ωmod), which are resonant with
the ion’s motion when ωdrive = ωmod ± ωz, also called the sideband drive frequencies. The
upper sideband drive frequency ωmod +ωz is equivalent to a resonant drive with an amplitude
multiplier of εωz/4ωmod, but only in the limit where εωz/ωmod  1. In THe-Trap, the maximal
values are ε = 4 · 10−4 and εωz/4ωmod = 8 · 10−3. The modulation shifts the ion’s frequencies as
explained in Section 2.6.4. The ion’s axial mode is coupled to the detection circuit and is thus
continuously de-energized. Therefore, in order to keep the ion’s axial mode energized, the
drive signal needs to be applied continuously.
Driving the Radial Modes
To drive the radial modes a field with a large C1,1 term is required. Since the ring and the
endcap electrodes have a negligible contribution to terms with odd l or non-zero m, one of the
bottom correction electrodes is used instead. By applying the drive signal to just one of the
four bottom correction electrodes, a field with a relatively low symmetry is produced, such
that it contains many terms with odd l and non-zero m, including CCE AC,1,19. Note that this is
not CCE,l,m, which is the coefficient of the DC voltage applied on all four correction electrodes,
but the cofficient of the AC voltage applied to just one of the bottom correction electrodes.
It is shown in Section A.3 that a forced harmonic oscillator has its amplitude increased by
an amount proportional to the duration of the drive signal t. If the mode already has energy
greater than its minimal (thermal) energy, then depending on the phase difference between
the drive signal and the ion motion, the energy might be at first decreased, until it reaches its
minimal (thermal) energy, at which point it will start to increase again.
Unlike the axial mode, the radial modes are not coupled to the detection circuit and are thus
not de-energized “automatically”.
2.5.2 Coupling Signals
In Section A.3 it is shown that it is possible to exchange the action between two modes of motion
in an oscillatory manner or increase the energy in both. This is done by applying a signal with
a frequency equal to the sum or the difference of the frequencies of two modes, for instance
ωcoupling = ωz ± ω±, with an electrode containing a geometric component corresponding to
both modes, for instance C2,−1 which corresponds to r2Y2,.−1 = xz or C2,1 which corresponds
to r2Y2,1 = yz. Specifically, ωdrive = ω+ −ωz and ωdrive = ωz +ω− cause action exchange, also
called Rabi oscillations, while ωdrive = ω+ +ωz and ωdrive = ωz −ω− cause energy increase
in both modes. In “sweeps”, the measurement method utilized in THe-Trap, only the former is
used.
Since the axial mode is continuously de-energized to its thermal limit by the detection circuit,
repeatedly coupling between it and one of the radial modes can be used to de-energize the
latter to its thermal limit as well. Instead of repeatedly coupling, a “pi-pulse” can be used
9 Simulations show that CCE AC,1,1/VCE AC = 1.3 m−1 [50].
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as well - a coupling applied for exactly the suitable duration in order to transfer all of the
excess energy from the radial mode to the axial mode. Practically at THe-Trap, the coupling
drive is applied for about a minute while its frequency is scanned periodically across a range
of about 100 Hz every 10 s. It was experimentally observed that for a large parameter space
of drive amplitude, frequency scan width and frequency scan time, as long as the suitable
frequency (ωdrive = ω+ −ωz or ωdrive = ωz +ω−) is included within the scan, the radial mode
is effectively de-energized to its thermal limit, as if a pi-pulse was applied. This was identified
by a previous member of the group [56] to be a classical analogy of the adiabatic rapid passage
[57].
2.6 systematic shifts
The effects mentioned in Section 2.4 affect the charged particle’s frequencies of motion. As a
result the frequencies measured are “shifted”. To correct for this, the different shifts need to be
calculated and then added or substracted to each measured frequency in order to arrive at the
real ones10. The shifts are divided into 4 categories: Electric field shifts, magnetic field shifts,
mixed shifts, and THe-Trap shifts. In general, deviations tend to become more prominent the
further away the ion oscillates from the trap center, as in the larger its amplitude. It is for this
reason that the energy of the modes of motion should be kept at the minimum required in
order to perform the measurement.
As described in Section 4.3, in THe-Trap the trapped particle’s axial frequency is kept constant
through a feedback loop that continuously changes the ring voltage. As a result, shifts to the
axial frequency ωz also shift the ring voltage, which then cause a shift in the radial frequencies
ω±. The shifts under lock are then given by [56]
∆ω±lock = ∆ω± ± ωz∆ωzω+ −ω− , (2.48)
where ∆ωz is the axial frequency shift, ∆ω± are the radial frequency shifts and ∆ω±lock are the
radial frequency shifts when the ion is in lock.
See Section 4.11 for a list of the systematic shift values and their uncertainties for the different
ions.
2.6.1 Electric Field Shifts
Since the electrodes are cylindrically-symmetric and the ion moves harmonically in the trap,
many machining imperfections can be treated as cylindrically-symmetrical, such that they
10 The derivations are explained non-rigorously and the end results cited, with the exception of the relativity shift, the
derivation of which can be found in Section ?? as an example for how some of the other shifts can be derivated as
well. In addition, additional formulas for the different shifts which were not used in the thesis can be found in the
appendix.
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are negligible when using the invariance theorem (Equation (2.8)). In addition, the invariance
theorem holds in the case of trap tilt and trap ellipticity.
2.6.1.1 The Ctotal 4 and Ctotal 6 Shifts
The electrostatic field becomes less symmetrical due to deviations from the ideal geometry
of the Penning-trap, such as machining imperfections and holes for ion injection. As a result
additional terms Cl,m contribute to the potential. Symmetry to reflection around the z direction
(Cl,m = 0 for odd l) and cylindrical symmetry (Cl,m = 0 for m 6= 0) are assumed to be
maintained. As a result, the next two largest terms after C2 are C4 and C6, as referred to in
Section 2.6. It can be shown [56, 58] that the frequency shifts due to C4 are:
∆ωz
ωz
=
3C4
4C2
(−2A2+ + A2z − 2A2−) , (2.49)
∆ω± lock
ω±
= ∓3C4
2C2
ω∓
ω+ −ω−
(
A2± + A2z
)
, (2.50)
and that the frequency shifts due to C6 are:
∆ωz
ωz
=
45C6
48C2
(
3A4+ + A
4
z − 6A2+A2z + 12A2+A2− − 6A2−A2z + 3A4−
)
, (2.51)
∆ω± lock
ω±
= ±45C6
12C2
ω∓
ω+ −ω−
(
A4± − A4z + 3A2+A2− + 3A2∓A2z
)
. (2.52)
Typically for THe-Trap ∆ω(12C4+)C4/ω(
12C4+) ≈ 30 (30) · 10−12 and ∆ω(12C4+)C6/ω(12C4+) ≈ 0.1 (10) ·
10−12, such that both shifts are negligible.
2.6.1.2 Relativistic Shift
The relativistic mass increase of the ion changes the equations of motion and the resulting
frequencies. The derivation shows [56, 36] that substitution of the relativistic momentum
~p→ γ~p = γm~v into the equations of motion while omitting non-resonance terms results in the
following frequency shifts:
∆ωz
ωz
≈ − (ω+A+)
2 + (ω−A−)2
4c2
− 3ω
2
z A2z
16c2
, (2.53)
∆ω±lock
ω±
≈ ∓ ω±
ω+ −ω−
(ω±A±)2 + 2 (ω∓A∓)2 + 12ω
2
z z2
2c2
±
ω2z
(
− (ω+A+)2+(ω−A−)24c2 + 3ω
2
z A2z
16c2
)
(ω+ −ω−)ωzω± .
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(2.54)
Typically for THe-Trap ∆ω(12C4+)relativistic/ω(12C4+) ≈ −5 (10) · 10−12, such that the relativistic shift
is negligible.
2.6.1.3 Image Charge Shift
Image charges are induced in the electrodes by the trapped ion in order to keep the electrode
surfaces equipotential. As a result, an additional electric field is induced. Since the trap
dimensions are significantly smaller than the wavelengths associated with the modes of motion
the field can be considered electrostatic. The induced electric field generally does not satisfy
Laplace’s equation, such that the Invariance Theorem is violated and the cyclotron frequency is
shifted as well. The resulting shifts are [50]
∆ωz
ωz
≈ −nq
m
E
′
z
2ω2z
, (2.55)
∆ω± lock
ω±
≈ ∓
nq
(
2E
′
ρ + Ez
)
2m (ω+ −ω−) ≈ ∓
n
(
2E
′
ρ + Ez
)
2B
, (2.56)
where n is the number of charges (q = ne) and E
′
z and E
′
ρ are the axial and radial amplitudes of
the field created by the images charges, simulated for THe-Trap to be E
′
ρ = 4.23 (9) · 10−2Vm−2,
E
′
z = 8.04 (13) · 10−2Vm−2 [47].
Typically for THe-Trap ∆ω(12C4+)image charge/ω(12C4+) ≈ −310 (5) · 10−12, making the image charge
shift one of the most significant shift in terms of its magnitude, although its uncertainty is
negligible.
2.6.1.4 Trap Tilt & Trap Ellipticity
Trap Tilt:
The Penning-trap is not perfectly aligned. In order to calculate the resulting shift, it is assumed
that ~B ‖ zˆ and that the trap is tilted by θ around the y direction. Substitution of x →
x cos (θ) + z sin (θ) , y→ y , z→ −x sin (θ) + z cos (θ) into the electric potential while omitting
non-resonsant terms shows that the frequencies are shifted by [50]:
∆ωz
ωz
≈ −3θ
2
4
,
∆ω+ lock
ω+
≈ 0, ∆ω− lock
ω−
≈ 9
4
θ2. (2.57)
Typically θ ≈ 0.1◦ [55] or 0.05◦ < θ < 0.5◦ [50] which lead to ∆ωzωz ≈ 10 mHz and
∆ω− lock
ω− ≈
20 mHz, making trap tilt and ellipticity the most dominant systematic shifts in Penning-traps
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[59]. However, in practice they are cancelled out when calculating ωc using the first equation
in Equation (2.8), such that they are considered negligible. The shift due to the trap tilt is not
cancelled out when calculating ωc using the second equation in Equation (2.8), such that the
difference in ωc obtained with the two formulas can be used to calculate θ using [36, 38]
sin θ ≈ θ ≈ 2
3
√
2ω˜+ω˜−
ω˜2z
− 1, (2.58)
where ω˜z and ω˜± in the above formula are the shifted frequencies.
Trap ellipticity:
The electrical shift is shifted due to elliptical deformations in the following way [36]:
~E→ ~E− mω
2
ze
2q
−xy
0
 , (2.59)
where e characterizes the strength of the elliptical deformation. The frequency shifts can be
shown to be [36]
∆ω− lock
ω−
=
∆ω−
ω−
= −e
2
,
∆ω+ lock
ω+
=
∆ω+
ω+
=
∆ωz
ωz
= 0. (2.60)
As mentioned above, the shift due to the trap ellipticity, just like the shift due to the trap tilt, is
cancelled out to first order when calculating ωc using Equation (2.8).
2.6.2 Magnetic Field Shift - B2
Similarly to the expansion of the electrostatic potential shown in Section 2.4, the magnetic
potential can be defined and expanded as well. The magnetic field is created by superconducting
coils surrounding the traps such that the trap region is source-free. As a result, the magnetic
field can be defined by a scalar magnetic potential Ψ such that ~B = −~∇Ψ and ∆Ψ = 0. Similarly
to the electrostatic field, due to the rotational symmetry the coefficients of all rlYl,m with m 6= 0
are zero, such that the magnetic potential can be defined by
Ψ =
∞
∑
l=0
B2lr2l< (Y2l,0) , (2.61)
where B2l are the coefficients of the r2l< (Y2l,0) functions and B0 = B is the magnetic field
amplitude. The next leading order coefficient is B2. It can be shown [36, 56, 60, 58] that the
frequency shifts resulting from B2 are
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∆ωz
ωz
=
B2
2B0
ωc
ω2z
(
ω+A2+ +ω−A2−
)
, (2.62)
∆ω± lock
ω±
= ± B2
2B0
ωc
ω± (ω+ −ω−)
(
ω±A2z −ω±A2±
)
. (2.63)
Typically for THe-Trap ∆ω(12C4+)B2/ω(
12C4+) ≈ −20 (10) · 10−12, such that the B2 shift is negligi-
ble.
2.6.3 Mixed Shift - C1B1
Although C1 and B1 were individually treated as negligible in sections 2.6.1.1 and 2.6.2 respec-
tively, their combined effect is significant due to its high uncertainty. A potential difference
between the end-caps, for instance due to distributions of surface charges frozen on the
end-caps due to the liquid hydrogen cooling, shifts the position of the ion by [50]
∆z = − qC1
mω2z
. (2.64)
In the presence of a B1 6= 0, the magnetic field changes by ∆B = B1∆z across a distance ∆z,
such that the cyclotron frequency is shifted by
∆ωc
ωc
=
q∆B
mωc
=
q∆zB1
mωc
. (2.65)
The value used for C1 in THe-Trap is C1 = 0± 1005 mVmm , with the uncertainty estimated using the
maximal drop voltage used in THe-Trap, see Section 4.1. The value used for B1 in THe-Trap is
B1 = 10−3 ± 10−4 Tm based on upper limit estimations [61].
Typically for THe-Trap ∆ω(12C4+)C1B1/ω(
12C4+) ≈ 0 (200) · 10−12, such that although the magnitude
of the shift is zero, it is still significant since it has the largest uncertainty.
2.6.4 THe-Trap Shifts
THe-Trap shifts are systematic shifts specific to the measurement scheme used in THe-Trap.
The phase, ring modulationa and DC offset systematic shifts are a result of the ion’s axial
frequency being locked as explained in Section 3.4.1.
2.6.4.1 “Sweeps” Fit
A systematic uncertainty of either 2 mHz or 10 mHz was added to each measurement as a
result of the measurement method used in this thesis (see Section 4.8). These correspond to
∆ω(12C4+)fit/ω(12C4+) = 0 (68) · 10−12 and ∆ω(12C4+)fit/ω(12C4+) = 0 (341) · 10−12 respectively, the
latter being one of the largest systematic shifts in terms of its uncertainty.
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2.6.4.2 Phase Shift
A phase shift causes the error signal waveform to change its shape, shifting the equilibrium
point of the voltage and thus the axial frequency. The shifts are
∆ωz
ωz
= − γ
2ωz
(∆θ)2 ,
∆ω±lock
ω±
= ∓ ωz
ω± (ω+ −ω−)
γ
2
(∆θ)2 . (2.66)
Typically for THe-Trap ∆ω(12C4+)phase shift/ω(12C4+) ≈ 0 (150) · 10−12, such that the phase shift is
significant due to its uncertainty.
2.6.4.3 Ring Electrode Modulation Shift
As explained in Section 2.5.1, the ring electrode’s voltage is changed from DC to a mixture
of DC and AC: VR → VR + Vmod cos (ωmod · t), where Vmod  VR and ωmod  ωz. Since
ωz ∝
√
VR as shown in Equation (2.14), and the temporal average of the signal amplitude is not
zero due to the non-linearity of the waveform, the axial frequency is shifted by the modulation
signal. The shift can be shown to be [36, 56]
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Typically for THe-Trap ∆ω(12C4+)mod/ω(12C4+) ≈ −320 (20) · 10−12, such that the modulation shift
is one of the largest shifts in terms of its magnitude.
2.6.4.4 Lock DC Offset
A DC offset to the correction voltage of the axial lock causes the error signal waveform to shift
along the vertical direction such that the equilibrium point of the voltage shifts, which then
shifts the axial frequency. The shifts are
∆ωz
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= − γ
2ωz
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Voffset
Verror
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,
∆ω±lock
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2
z
ω± (ω+ −ω−)
γ
2ωz
(
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)2
, (2.68)
where γ is the damping defined in Equation (2.23).
Typically for THe-Trap ∆ω(12C4+)DC offset/ω(12C4+) ≈ −1 (0.1) · 10−12, such that the DC offset is
negligible.
2.6.4.5 Coil Pushing
The tuned circuit has been observed to “jump” every few hours, such that the tuned circuit
is shifted by about −300 Hz and then returns to the previous value after about one hour. The
cause is assumed to be the amplifier heating the liquid helium around it, occasionally creating
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bubbles which might get trapped for a while and change the resonance frequency by changing
the capacitance. A relative uncertainty of ∆ω(12C4+)coil pushing/ω(12C4+) ≈ 0 (40) · 10−12 was assigned
in order to account for this [61].
3
T H E E X P E R I M E N TA L S E T U P
THe-Trap, originally UW-PTMS, is a Penning-trap experiment utilizing a ~5.2 Tesla super-
conducting magnet (see Section 3.1) built in 1998 and originally located at the University of
Washington, Seattle, under the supervision of Prof. R. S. Van Dyck Jr. [62]. In 2008 it was moved
to the Max Plank Institute for Nuclear Physics in Heidelberg, Germany, under the supervision
of Prof. Klaus Blaum [48]. The experiment spans across two rooms. The upper room contains
electronics and cabling and a crane for controlling and lifting the experimental apparatus (see
Section 3.2). The lower room contains the superconducting magnet, the experimental apparatus
positioned inside the magnet, the stable power supply and the environmental stabilization
system (see Section 3.3).
In Section 3.1 the superconducting magnet is described as shown in Figure 3.1 including its
repair (Section 3.1.1), shimming as shown in Figure 3.3 (Section 3.1.2) and shielding factor
measurements as shown in Figure 3.4 (Section 3.1.3). In Section 3.2 the experimental apparatus
is explained including the gas inlet system as shown in Figure 3.6 (Section 3.2.1). In Section 3.3
the stabilization system is expanded upon including the new data acquisition system (Section
3.3.1) and website (Section 3.3.2). In Section 3.4 loading and manipulation of ions is discussed
including locking and detecting the axial mode as shown in Figure 3.11 (Section 3.4.1) and
detection of the radial modes (Section 3.4.2).
Additional details on the experimental setup are found in the following theses [62, 63, 58, 47,
50] and articles [48, 64].
3.1 the magnet
The ~5.2 Tesla superconducting magnet was designed by Prof. R. S. Van Dyck Jr. [65] and
built by Nalorac Cryogenic Corporation in 1998. Its internal structure is onion-like in order to
minimize Liquid Helium (LHe) losses. Specifically, the superconducting coils are submerged in
LHe, which is enclosed in a vacuum layer, a Liquid Nitrogen (LN) reservoir and a layer of the
same vacuum. There are three LHe ports - the cold bore where the trap tower is inserted into,
the “charging stack” which is used for charging the magnet and the “filling stack” which is
used for filling LHe. There are two LN2 ports or “stacks” for filling LN2. See Figure 3.1.
The largest contribution to the measurement uncertainty comes from temporal fluctuations
in the magnetic field. As a result there are several mechanisms in place to keep the magnetic
field static. To damp vibrations, the LHe reservoir, including the superconducting coils holder
called the “pot”, are suspended on the bore joint from above, see Section 3.1.1. In addition,
the magnet is placed on foundations which are mechanically de-coupled from those of the
building. To reduce temperature fluctuations, which cause permeability and thus magnetic
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Figure 3.1: The magnet as described in Section 3.1. The superconducting coils are held in a structure
called the “pot” submerged in LHe. A level sensor is used as part of a system for regulating
the LHe pressure and level. Surrounding the LHe reservoir are insulation compartments for
reducing LHe loss - a vacuum compartment, a liquid nitrogen reservoir with two openings
for filling and another vacuum compartment. The LHe reservoir has three openings: The
“bore” is used for inserting the experimental apparatus and the left and right “stacks” are
used for charging and filling the magnet respectively. Note that the LHe reservoir is hung
from above through flexible bellows on the stacks and the bore joint on the bore in order to
suppress vibrations and so magnetic field fluctuations.
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Figure 3.2: The magnet’s relative magnetic field decay rate in ppt/h
(
10−12/h
)
. Starting at hundreds of
ppt/h in Seattle, it went down to 1 ppt by 2007. In 2009 the magnet was moved to Heidelberg
and recharged, reaching the same order of magnitude after about seven years. At the end of
2015 the magnet was charged again, this time using the trick of overcharging the main coil
currents to 100.2% of the desired current and then lowering it back to 100%. It is probably as
a result of the overcharging trick that the decay rate decreased faster, achieving the same
order of magnitude as in Seattle within four years.
field fluctuations, the helium gas pressure and LHe level are regulated with the use of pressure
and level sensors controlling valves and a pump, see Section 3.3. Temperature fluctuations are
further suppressed by the bore being a cold bore, which results in the experimental apparatus
being kept at a constant LHe temperature. To suppress external magnetic field fluctuations
additional superconducting coils are used, called shielding coils, which have a similar structure
to that of the main coils and passively suppress changes to the magnetic field by induced
currents, see Section 3.1.3. Magnetic field fluctuations are monitored using a fluxgate sensor,
which can be connected to Helmholz coils surrounding the magnet to suppress the magnetic
fied fluctuations in the lower trap region by a factor of three [50]. The Helmholz coils were not
used in this thesis. Lastly, shimming coils are used to make the magnetic field homogeneous in
the trap region. These are superconducting coils arranged in different configurations such that
each has a strong contribution to the magnet field with respect to a specific spatial component,
for instance x or y2. They can be tuned to cancel out the spatial components of the main
coils, see Section 3.1.2. The resulting temporal decay rate of the magnetic field due to the
above-mentioned suppression mechanisms is considered especially low in comparison to other
magnets, see Figure 3.2.
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3.1.1 The Repair of the Magnet
The magnet quenched in January 2015 due to miscommunication regarding the filling of liquid
nitrogen (LN). Following the quench, the vaccuum of the magnet was tested under both room
temperature conditions and LN temperature several times. The temperature changes due to the
tests led to a leak and eventually to a complete break of the glue in the bore joint, which is a
joint connecting the two G10 parts of the bore with the epoxy glue Armstrong A12, see Figure
3.1. As the glue broke, the LHe reservoir, including the chamber containing the superconducting
coils called the “pot”, dropped a few centimeters onto the 20 K surface shield, stretching the
flexible bellows of the LHe stacks. In addition to the repair of the joint it was decided to
have the magnet undergo a maintenance phase, both of which were performed by the group
members. During the maintenance phase part of the magnet top cover and many O-Rings were
found to be in an eroded state and were replaced with new Viton ones. To prevent erosion,
epoxy spray was sprayed on the magnet top cover, its screws were sealed with theorstat and
tape and the stacks were surrounded by Styrofoam and towels. The O-Rings beneath the LN2
stacks were not replaced as it was impossible to do so without cutting the magnet open. In
addition, “Spring-loaded studs” were used to seal the magnet’s bottom entrance port to be
used as an extra emergency exit path for LHe in case of a quench. In October 2015 the repair
was finished, the magnet charged and shimmed and the trap tower re-inserted.
3.1.2 Shimming the Magnet
Shimming is the process of making the magnetic field more homogeneous around a specific
region, in this case the region of the lower trap. It is done by the use of the shimming coils,
which are coils arranged such that each primarily contributes to a specific spatial component
of the magnetic field, such as x, y or z2. By applying the suitable amount of current to each
coil the non-homogeneus contributions of the main and the shimming coils cancel each other
out. In 2009 the magnet was not shimmed as the electrical connections were blocked with
ice. The relative homogeneity of the magnet was ≈ 10−5 around a 1 cm3 volume [66]. After
the magnet repair in 2015 the opportunity was used to shim it to a relative homogeneity of
8.2 · 10−8 around a 1 cm3 volume, see Figure 3.3, which is about 100 times more homogeneous
than before. The measurement was performed using an NMR probe inserted into a “warm
bore”, a cylinder-shaped structure capped from the bottom inserted into the bore in order to
make the bore region temporarily LHe-free and warm enough for shimming. Initially a water
sample was used, but due to the below-freezing temperature inside the warm bore it was
replaced with an acetone sample.
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Figure 3.3: The results of shimming the magnet - the magnetic field in µT as a function the axial distance
from the trap center in cm. The homogeneity, or relative uncertainty of the magnetic field at
the trap region, which corresponds to the position z = 0, is shown to be 8.2 · 10−8.
3.1.3 Shielding Factor Measurements
In addition to the main superconducting coils for generating the magnetic field and the
shimming superconducting coils, there are additional superconducting coils for suppressing
magnetic field fluctuations, for instance due to movement of people or objects in the vicinity of
the magnet. The reciprocal of the suppression ratio in the trap region, or the ratio between the
magnetic field measured outside of the magnet and the resulting magnetic field in the trap
region is called the shielding factor. The shielding factor was measured to be 180 (uncertainty
unknown) back when the magnet was in Seattle [65]. Since then, three additional measurements
were performed in Heidelberg, see Figure 3.4. All three measurements use external Helmholz
coils for changing the magnetic field in the trap region. The first measurement yielded 169(13)
and was performed using a Fluxgate Magnetometer before the magnet was charged following
the quench in 2015. The second measurement resulted in 179(14) and was performed using
an NMR probe after the magnet was recharged. The third measurement yielded 173(2) and
was performed after inserting the experimental apparatus (Section 3.2) back into the magnet
and successfully loading and manipulating 12C4+ ions. It involved repeatedly measuring the
modified cyclotron frequency of a 12C4+ ion using the “sweeps” measurement method (see
Section 4.8) while changing the magnetic field in the trap region. The changes in the cyclotron
frequency correspond to changes in the magnetic field in the trap region by the use of Equation
(2.2).
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3.2 the trap tower
The Penning-trap is connected to a tower-shaped structure which is inserted into the super-
conducting magnet, see Figure 3.5. At the top is a scroll pump (not drawn), a turbo pump,
an ion source which was never used, the gas injection system (not drawn, see Section 3.2.1)
and outlets for electrical connections going down into the traps region. Near the bottom of
the tower are two hyperbolical Penning-traps, only the bottom of which is in use. Below it
at the very bottom is the resonator, the cryo-amplification and a field emission point (FEP),
see Section 3.4. The traps are separated from the rest of the trap tower by a manual valve and
by a computer-controlled pneumatic valve [47], which automatically closes when the vacuum
pressure exceeds a certain threshold (not drawn).
3.2.1 The Gas Inlet System
A gas inlet system was implemented, allowing trapping of ions not available by extraction
from the trap surfaces or from the residual gas, see Figure 3.6. A gas bottle containing either a
natural mixture of neon isotopes or a mixture enriched in 22Ne is connected to the apparatus
through a pressure reducer and a series of valves. A fine-leak valve is used to introduce the
minimal neon pressure necessary for loading neon ions. For the neon loading process, all other
valves between the neon gas bottle and the traps are open except for a computer-controlled
pneumatic valve. This valve is opened for a duration of one second during ion loading, see
Section 3.4. This introduces neon gas into the trap region which is then ionized using the FEP
(see Section 3.4) and trapped. The pressure in the trap region is low enough such that ions can
stay trapped for several weeks.
3.3 the stabilization system
As mentioned in Section 3.1, temporal and spatial magnetic field stability is important and
achieved primarily by stabilization of the helium gas pressure and LHe level, see Figure 3.7. The
pressure in the bore is continuously compared and regulated to that of an Absolute Pressure
Reference (APR) by the use of a valve and a pump. The level in the bore is continuously
compared and regulated to a reading from a level sensor unit with the use of two valves, one
controlling pressure release from the bore and the other from the reservoir. Aside from the
pressure and the level, the temperature in both rooms is regulated as well. Other parameters,
such as the pressure in the room itself, the temperature in different positions in the room, the
humidity and changes in the magnetic field are also recorded [67].
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(a)
(b)
(c)
Figure 3.4: Shielding factor measurements. Graph (a) was measured before the magnet was recharged
and displays the shielding factor as the ratio between the magnetic field measured inside
the magnet using a fluxgate magnetometer and that applied externally using Helmholz
coils surrounding the magnet. The height scale is shifted such that the origin corresponds
to the location of the bottom trap. Graph (b) was measured after the magnetic field was
charged and displays the same but using an NMR probe. The height scale has a different
origin than in (a) but is shifted such that the origin corresponds to the location of the bottom
trap. Graph 3 was measured after the experimental apparatus (Section 3.2) was re-inserted
and ion loading and manipulation was re-established. It displays the magnetic field change
corresponding to changes in the cyclotron frequency of a 12C4+ as a function of that of the
Helmholz coils. All three measurements are in agreement. See Section 3.1.3.
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Figure 3.5: The trap tower and the two traps. For more details see Section 1.1.
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Figure 3.6: The gas inlet system. A neon gas bottle is used to inject gas down into the Penning-
traps region containing the storage trap and the experimental trap beneath it. The gas is
injected through a pressure reducer, a fine-leak valve, a manual valve, a computer-controlled
pneumatic valve and a bakeable manual valve. For injecting neon these are all kept open
except for the pneumatic valve, which is opened for one second during electron emission,
see Section 3.4. Regarding the other components - manual valve 2 is the only manual valve
which stays closed in regular operation as it is used for pumping the system following gas
bottle exchange. The emergency valve closes automatically in case the pumps fail and the
rough pressure exceeds 0.1 mbar. The ion storage trap was never used.
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3.3.1 New Data Acquisition Program - “PyEnvDAQ”
The system parameters were originally recorded using a program written in C . A new program
was written in Python, “PyEnvDAQ” (Python Environmental Data Acquisition System), see
Figure 3.8. The new program provides additional features such as email and Telegram alerts in
case the values of recorded parameters are found outside of their pre-defined ranges, advanced
plotting options and export options. It also outputs the recorded data in a new format which is
compatible with the new controller [68].
3.3.2 New Group Website - “THe-Website”
The group website was redesigned in order to provide compatibility with the new mass
measurement data file formats created by the new controller program [68] and with the new
stabilization system data format created by PyEnvDAQ, see Section 3.3.1. It also provides more
plotting options for the parameters of the stabilization system, an updated links menu and pre-
analysis of calibration data in real time, helping with decision-making during measurements
and thus speeding up the process.
3.4 loading and manipulating ions
Ions are loaded using a Field Emission Point (FEP) which releases an electron beam of a few
nA. These electrons then oscillate between the FEP and the top skimmer electrode, which is
an electrode placed between the two traps, until they collide either with residual or injected
gas molecules, for instance injected neon gas, or with the trap surfaces, releasing and ionizing
atoms absorbed into the trap surfaces in the process. The ions are trapped using the electrostatic
and the magnetic fields of the trap. In THe-Trap a FEP voltage of −230V is required to ionize
12C4+ from the trap surfaces and −390V for ionizing 20Ne8+ and 22Ne7+ from injected neon gas.
The process for removing ions until only one is left is described in Section 4.1. The detectable
and trappable ions in THe-Trap are shown in Figure 3.10 and [48, 63].
3.4.1 Locking and detecting the Axial Mode
The axial frequency is kept constant, or locked. This cancels axial frequency shifts caused by
energy changes of the radial modes and is essential for the measurement process, see Chapter 4.
The locking is achieved by the use of a correction circuit, see Figure 3.11. The ion’s axial mode
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Figure 3.7: The stabilization system. The helium gas pressure in the bore is continuously compared and
regulated to that of an Absolute Pressure Reference (APR) unit using a PI control system (not
drawn) which controls both the bore and the pump automatic valves. The liquid helium level
is measured and regulated using a PI control system which controls the reservoir automatic
valve and thus the helium gas pressure in the reservoir. The bore, reservoir and pump bypass
valves are closed during regular operation, such that the helium gas from the bore and the
reservoir flows through their respective automatic valves through the pump and its valves
to the outside. In this way both the helium gas pressure and the liquid helium level in the
bore stay constant. It is also possible to turn off the level stabilization system by opening
the bore and reservoir bypass valves, such that the helium gas flows from the bore and the
reservoir through the pump and its valves straight to the outside. The pump and its valves
are bypassed during liquid helium filling by opening the pump bypass valve. For a more
detailed drawing and explanation see [67].
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Figure 3.8: The new data acquisition program - “PyEnvDAQ” as described in Section 3.3.1. The program
has 3 tabs, or windows. The channels tab displays 25 channels of recorded data including the
raw data, its physical unit, calibration factors and the calibrated values. It is also possible to
set minimal and maximal ranges for each parameter such that an alarm is sent per email and
per Telegram when the measured value gets out of range. The actions tab allows plotting
and exporting of the recorded channels. The messages tab shows timestamped alerts for
parameters that are outisde of their specificed ranges.
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Figure 3.9: The new group website, “THe-Website”, as described in Section 3.3.2. “Plot Environmental
Data” allows plotting of up to 2 environmental channels simultaneously such as pressure,
temperature and magnetic flux. “Plot Flow Data” plots the helium and nitrogen gas flows.
“Overview” plots a set of pre-configured plots of important recorded parameters such that the
user can get a quick glimpse of the state of the system. The rest are links to other websites.
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(a)
(b)
Figure 3.10: A ring voltage scan revealing trappable ion species in THe-Trap: 1H+ and 2H+ ,4He+ to
4He2+ ,12C2+ to 12C4+ ,14N3+ to 14N5+ ,16O3+ to 16O6+ ,19F4+ to 19F7+ ,20Ne4+ to 20Ne8+,
22Ne4+ to 22Ne8+,35Cl6+, 35Cl7+ and 45Sc9+. To plot the graphs, ions were loaded and the
ring voltage was sweeped while observing the amplitude of the signal coming from the
trap. As the ring voltage changes, so does the axial frequency of the ions. When the axial
frequency of an ion equals that of the detection circuit, the ion releases its energy in the
form of a visible peak. The peaks can be identified with specific ion species using Equation
(2.14) and extrapolation from known values such as 91.144V for 12C4+. Note that the stable
voltage source can only be set between −100V and 0, such that a different voltage source
was used to explore the −170V to −100V region. This voltage source can be used to trap
the ions but is not stable enough in order to perform precision mass measurements.
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is continuously excited using a ≈ 4.1 MHz signal (see Section 2.5.1), producing a constant
≈ 4 MHz ion signal which is detected using the detection circuit, see Section 2.3. The same
≈ 4.1 MHz excitation signal is also mixed with the ≈ 4 MHz ion signal such that signals at
≈ 100 kHz and ≈ 8.1 MHz are produced. These are filtered by a 100 kHz band-pass filter such
that only the ≈ 100 kHz component is left. It then gets mixed with another 100 kHz signal,
called the mixing signal, to produce signals at ≈ 200 kHz and at DC. These are filtered by a
low-pass filter such that only the DC component is left. Setting the phase of the 100 kHz mixing
signal properly causes the DC signal to have a dispersion shape with respect to changes in
the axial frequency. This DC signal, called the error signal, is integrated, divided and then
connected as the ground or “low” of the ring electrode voltage, the “high” being a sum of a
fixed DC contribution and the ring modulation signal1. This creates a feedback loop which
keeps the axial frequency constant.
Initially, the mixing down of the 100 kHz signal to DC and its integration were performed by a
custom-made box called the “mix2dc box”2. After performing the first 20Ne8+ measurement
the box broke and was replaced with a commercial Zurich Instruments “HF2LI” Lock-In
Amplifier, see Figure 3.11. The Lock-In Amplifier mixes the ion signal from 4 MHz straight to
DC with no 4.1 MHz or 100 kHz mixing in-between and uses the resulting DC signal as the
input for a feedback (PID) circuit. The rest of the circuit remains the same. Unlike the analog
mix2dc box, the Lock-In Amplifier is digital. This means its phase is arbitrarily reset whenever
one of its parameters is adjusted, such as the mixing frequency, which means that the phase
has to be calibrated more often than for the mix2dc box, see Section 4.3.
3.4.2 Detecting the Radial Modes
Unlike the axial mode, which interacts with the detection circuit and leaves a recognizable
peak, the radial modes cannot be directly detected. Rather, they are detected indirectly through
a change in the axial frequency, or under axial lock a change in the lock error signal. Effects
such as relativity, C4 6= 0 and B2 6= 0 cause the frequency of each mode to be dependent on the
energy of all three modes. Specifically, the axial frequency is dependent on the energy of the
modified cyclotron and the magnetron frequencies. Using Equations (2.49) , (2.62) and (2.62), it
is obtained that the relative axial frequency shift up to second order in A2± is given by
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1 The ring voltage is negative, such that the “high” is actually at most +100 µV and the “low” is negative tens of
volts, for instance −90 V for 12C4+.
2 The mixing of the DC and AC components of the ring voltage is done by another custom-made box called the
“wing box”, omitted from the drawing, which applies another low-pass filter on the DC component and is capable
of switching the “high” of the ring voltage between two voltage sources. At one point during the measurements it
broke and a replacement with a similar functionality was internally constructed.
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(a)
(b)
Figure 3.11: (a) The old axial locking circuit with the “mix2dc box”. The ion signal is mixed down from
4 MHz to 100 kHz and then to DC. It is then integrated, divided and set as the ground or
“low” of the ring voltage, the “high” being a sum of a fixed DC contribution and the ring
modulation signal. This creates a feedback loop which keeps the ring voltage, and so the
axial frequency, constant. (b) the new axial locking circuit with the Lock-In Amplifier. The
ion signal is mixed down from 4 MHz directly to DC, is amplified, integrated and derivated
(PID) as opposed to just integrated, and the attenuation and division factors are different,
but effectively the functionality is the same as for (a). See Section 3.4.1 for more details.
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Under lock, it is not the axial frequency which is shifted, but the lock error signal. The mea-
surement method for detecting ω± involves radially exciting the ion with varying frequencies
ωguess − ∆ω2 < ω < ωguess + ∆ω2 via one of the correction electrodes while observing the lock
error signal, where ωguess is a guess value for ω± and ∆ω is the scan width. If the real ω± is
found inside the scan range, at some point the excitation frequency will be equal to ω± and the
ω± mode will be energized, causing the axial frequency to shift since to lowest order ∆ωzωz ∝ E±
, or rather the lock error signal will shift since the axial frequency is locked. The frequency for
which the lock error signal shifts is ω±. See Section 4.8 for more details.

4
N E O N M A S S M E A S U R E M E N T S
In this chapter the neon mass measurements performed in the context of this thesis are
described. In Section ?? the measurement process is elaborated upon. Specifically, in Section 4.1
it is explained how a single ion is loaded into the trap. In Section 4.2 it is shown how pulses
exciting the radial modes were used to roughly measure the ion frequencies. In Section 4.3
the process of locking the ion is elaborated upon. In Section 4.4 it is shown how to align the
trap. In Section 4.5 the different calibration measurements are explained. In Section 4.8 the
measurement method for precisely finding the ion frequencies is shown. In Section 4.9 the
calculation of the systematic shifts is explained. In Section 4.10 the data analysis is described. In
Section 4.11 the measurement results are shown. Specifically, Sections 4.11.1 and 4.11.2 contain
the measurement results for 20Ne8+ and 22Ne7+, respectively.
4.1 loading a single ion
To prepare a single ion, first many ions are loaded using a FEP voltage of −230 V for 12C4+
or −390 V for 20Ne8+ and 22Ne7+ as explained in Section 3.4. Next, high amplitude (5 Vpp)
excitation signals called “brooms” are applied to the lower endcap with frequencies ranging
from around twice the magnetron frequency of the ion of interest (several hundred kHz) to
about twice the axial frequency of the ion of interest (several MHz), except for a window
several tens of kHz wide around the axial frequency of the ion of interest. In this way the axial
modes of all ions in the trap except for that of the ion of interest are energized. This causes
all ions other than the ion of interest to oscillate at high amplitudes. As a result some collide
with the endcaps and exit the trap. The brooms are followed by a reduction in the ring and
ring correction voltages (in absolute value) called a “drop” which lasts 10 s. During a drop,
the potential well is temporarily shallow, causing energetic ions to exit the trap. Once the ring
voltage is restored to its original value, magnetron coupling is performed to de-energize the
magnetron mode of the ion of interest, which is excited by the brooms via the fz − f− sideband
as explained in Section 2.5.2. The axial mode of the ion of interest is then energized with a
pulse as explained in Section 2.5.2. The resulting signal picked up by the amplifier shows
several peaks in case there are many ions left or a single peak in case there are few ions or a
single ion left. The sequence of brooms, drop, magnetron coupling and axial excitation are
repeated with the drop voltages decreasing (in absolute value) from a few negative volts to a
few negative tens of mV until the axial excitations show a single peak. There are then several
ways to verify whether there is a single ion left in the trap:
An “Ion dip measurement” can be performed by continuously exciting the axial mode as
explained in Section 2.5.2 while recording and averaging the resulting ion signal. The existence
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of additional ions can be verified or excluded by measuring the damping term, which is the
width of the resulting dip, see Section 2.3.4. Alternatively, the stability of the axial lock can be
observed. When several ions are present in the trap, they apply forces on each other, causing
energy exchange between one another. Abrupt shifts in the error signal are observed as a
result. In addition, the “ring/correction ratio”, also called the “trap orthogonality constant”
or the “tuning ratio” can be measured. In the case of THe-Trap, a change in the ring voltage
of 1 mV requires a change of 750 mV in the correction electrodes voltage in order to keep the
error signal constant. In the presence of several ions the potential seen by the ion of interest
changes and as a result the ∆Vcorr/∆Vring ratio changes by about a factor of 1/2. However, even
if all tests are consistent with having a single ion, it is still possible that there are additional
ones with radii and energies so large that they do not affect the ion of interest. Such ions might
de-energize over days or weeks and then become detectable.
Loading the trap creates “patch potentials” which are charges trapped on the surfaces of the
trap. Patch potentials shift the minimal drop voltage required to get a single ion, the calibration
parameters (see Section 4.5) and the “magic ring correction voltage” (see Section 4.8), such that
the calibration measurements need to be manually repeated between loadings. This is the main
source of systematic uncertainty in the measurement as explained in Section 4.11.
4.2 pulsing the radial modes to roughly determine the ion frequencies
In Section 4.1 the trap voltages were adjusted to determine the axial frequency to within
2 Hz. Next, a rough value for the magnetron frequency is found using magnetron excitation
pulses. A magnetron pulse is applied, typically at an amplitude of 5 V and a duration of
10 ms. Then, coupling is performed as explained in Section 2.5.2. If an ion signal is observed, it
can be concluded that the magnetron pulse successfully energized the magnetron mode. The
cycle of magnetron pulse and magnetron coupling is then repeated while gradually changing
the magnetron pulse frequency, lowering its amplitude to around 100 mV and increasing its
duration to around 1 s. In this way the magnetron frequency is determined to within 1 Hz.
Next the modified cyclotron frequency is found using the same method with cyclotron pulses
and cyclotron coupling using a starting value calculated using Equation (2.10).
4.3 lock phase calibration and locking the ion
Once there is a single ion in the trap, the axial frequency has been set to be the resonance
frequency of the tuned circuit within 2 Hz and the magnetron mode has been de-energized,
locking is established as explained in Section 3.4.1. First the phases of the lock-related signals
are calibrated by fixing the mix2dc or LIA error signal and measuring the resulting ion signal as
a function of the phases of the lock-related signals, see Figure 4.1. In the case of the mix2dc box,
these are the two 100 kHz mixing signals and the 4.1 MHz excitation signal. In the case of the
LIA, these are the LIA 4 MHz mixing signal and the 4.1 MHz excitation signal. A second-degree
polynomial fit is applied to find the phases for which the ion signal amplitude is maximal.
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(a)
Figure 4.1: Lock Phase Calibration Measurements. The ion signal amplitude is maximized by tuning the
phases of the lock-related signals as explained in Section 4.3.
Once the phases have been calibrated, the error signal is set to be no longer fixed, and in the
case of the LIA the PID feedback parameters are then automatically tuned by the LIA’s control
program. At this point the ion is locked but at an arbitrary error signal value. The ring voltage
is then modified in steps of 1 µV until the error signal is zero, which means that the axial
frequency has been determined to within the noise of the detection circuit and the voltage
source, which is a few µV or a few 100 mHz.
4.4 aligning the trap
Once axial locking has been established the trap can be aligned to be perpendicular to ~B. The
process of alignment involves tilting the trap in steps using an xy displacement and tilting
stage connected to the trap tower (see Section 3.2) and observing the resulting axial frequency,
which is maximal when the trap is aligned. Initially the steps cause large changes in the axial
frequency such that it is roughly measured using axial excitation pulses. The final steps cause
smaller changes which can be measured while the ion is locked for fine tuning. The trap can
be aligned with a precision of about δθ = 0.1◦ using this method. In practice, the trap tilt is
negligible due to the use of the invariance theorem, see Equation (2.8), for the determination of
fc [36].
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4.5 radial and axial calibration measurements
Once the phases of the lock-related signals are calibrated and ion locking is achieved, radial
and axial calibration measurements are performed. These calibration measurements are used
for determining the C4, C6, B2, relativistic and sweep fit systematic shifts (see Section 2.6), see
Section 4.8. The calibration results are given in Table 4.1.
4.6 magnetron and modified cyclotron calibration measurements
In the modified cyclotron and magnetron calibration measurements, the dependency of the
axial frequency on the energy in the radial modes is measured, see Figure 4.2. The ring
correction voltage for which the axial frequency is the least dependent on the pulse amplitude
is found, along with their scaling factor, both of which are needed to calculate the systematic
shifts mentioned above. This is done by de-energizing the radial modes, locking the ion,
measuring the average error signal, exciting the respective radial mode using a pulse, re-
locking the ion and measuring the average error signal again1. The measured difference in
error signal corresponds to the axial frequency shift caused by the respective radial mode
being energized. The process is repeated for different pulse energies. Specifically, the pulse
duration is kept constant at 50 ms for the magnetron excitation or 65 ms for the modified
cyclotron excitation. As discussed in more detail below, the relative error signal change scales
linearly with the square and quadrature of the pulse amplitude. As a result the measurement
is fitted to y = ax2 + bx4, where x and y are the pulse amplitude and the error signal shift,
respectively. The measurement is then repeated for different correction electrode voltages and
linearly fitted such that y = cx + d, where x and y are the ring correction electrode voltage and
the a parameter from the previous fit, respectively. The average b parameter, the ring correction
electrode voltage for which a = 0 and the c parameter are used to calculate the systematic
shifts mentioned above.
Specifically, for the magnetron mode, the relative axial frequency shift due to a change in the
magnetron amplitude up to fourth order is given by the C4 and C6 shifts (see Section 2.6.1.1)2:
∆ωz
ωz
= −3C4
2C2
A2− +
45C6
16C2
A4−, (4.1)
The relative change in the axial frequency is expressed using a linear approximation of Equation
(2.14):
1 The error signal for the de-energized state is measured multiple times in order to minimize ring voltage fluctuation
effects.
2 The relativistic and B2 shifts were neglected. For example, the absolute values of the A2− coefficients for the first
12C4+ measurement (see Section 4.11) are about 1.5, 5 · 10−2 and 8 · 10−6 for the C4, B2 and relativistic shifts,
respectively.
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(a)
(b)
(c)
Figure 4.2: Magnetron and modified cyclotron calibration Measurements. (a) One of the radial modes is
energized with pulses of different amplitudes and the corresponding lock voltage shift is
measured and fit. The measurement is repeated for different correction voltages. (b) the a
parameter from each fit in (a) is linearly fit to find the correction voltage for which a = 0. (c)
The b parameter from each fit is averaged to arrive at the value for b. These parameters are
necessary for calculating certain systematic shifts, see Section 4.7.
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∆ωz
ωz
=
∆Vring
2Vring
. (4.2)
The ring voltage change ∆Vring is expressed as the lock correction voltage change divided by
the calibration factor Vlock cal (see Section 3.4.1):
∆Vring = − ∆VlockVlock cal , (4.3)
such that the relative change in axial frequency is given by
∆ωz
ωz
= − ∆Vlock
2VringVlock cal
. (4.4)
The magnetron, axial and modified cyclotron amplitudes A+ , Az and A+ can be related to the
pulse amplitudes and durations by the use of the calibration constants Acal + , Acal z and Acal +
respectively:
A+/z/− = Acal +/z/-Apulsetpulse. (4.5)
Substitution of Equations (2.44) , (2.45) , (4.4) and (4.5) into Equation (4.1) yields the relation
between the change in lock voltage and the pulse amplitude
∆Vlock = amag · A2pulset2pulse + bmag · A4pulset4pulse, (4.6)
where
amag ≡
6q∆VCECCE,4,0VringVlock cal
mω2z
A2−cal (4.7)
and
bmag ≡ −
45qC6VringVlock cal
4mω2z
A4−cal (4.8)
are determined from the fit in Figure 4.2(a). In Figure 4.2(b) amag is fit as a function of the
correction voltage ∆VCE. The curvature cmag is given by
cmag ≡
6qCCE,4,0VringVlock cal
mω2z
A2−cal, (4.9)
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and the intersection point with the horizontal axis occurs at VCE = Vmag, which is V0 from
Figure 4.2(b) and is the correction voltage for which the axial frequency is the least dependent
on the magnetron energy. In Figure 4.2(c) bmag is fit, which allows A− cal and C6 to be calculated
using
A− cal =
√
cmagmω2z
6qCCE,4,0Vlock calVring
(4.10)
and
C6 = − 4mω
2
zbmag
45qA4−calVringVlock cal
. (4.11)
A− cal, C6 and Vmag are necessary for calculating the C4, C6 and relativistic systematic shifts.
The relative axial frequency shift due to a change in the modified cyclotron amplitude is given
by
∆ωz
ωz
= −3C4
2C2
A2+ +
45C6
16C2
A4+ +
B2
2B0
ωcω+
ω2z
A2+ −
ω2+
4c2
A2+, (4.12)
which in comparison to Equation (4.1) also includes the B2 and relativistic shifts as they are
not negligible. Substitution of Equations (2.44) , (2.45) , (4.4) and (4.5) into Equation (4.6) yields
the relation between the change in lock voltage and the pulse amplitude
∆Vlock = acyc · A2pulset2pulse + bcyc · A4pulset4pulse, (4.13)
where
acyc ≡ −2VringVlock cal
(
−3q∆VCE · CCE,4,0
mω2z
+
B2ωcω+
2B0ω2z
− ω
2
+
4c2
)
A2+cal (4.14)
and
bcyc ≡ −
45qVringVlock calA4+calC6
4mω2z
(4.15)
are determined from the fit in Figure 4.2(a). In Figure 4.2(b) acyc is linearly fit to the correction
voltage, from which the curvature ccyc is obtained:
ccyc ≡
6qVringVlock calCCE,4,0A2+cal
mω2z
. (4.16)
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The intersection point with the horizontal axis gives
B2 =
Bω2z
2c2
+
6∆VCE · CCE,4,0
ω+
(4.17)
and occurs at VCE = Vcyc, which is V0 from Figure 4.2(b) and is the correction voltage for which
the axial frequency is the least dependent on the modified cyclotron energy. In Figure 4.2(c)
bcyc is fit, which allows A+ cal and C6 to be calculated using
A+ cal =
√
ccycmω2z
6 · CCE,4,0qVlock calVring (4.18)
and C6 = − 4mω
2
zbcyc
A4+cal45qVringVlock cal
, (4.19)
which together with B2 and Vcyc are necessary for calculating the C4, C6, relativistic and B2
systematic frequency shifts (see Section 2.6).
4.7 axial calibration measurements
In the axial calibration measurement, the dependency of the axial frequency on the energy in
the axial mode is determined, see Figure 4.3. Unlike for the radial modes, pulses cannot be used
as the axial mode is continuously excited by the 4.1 MHz excitation signal and de-energized
by the tuned circuit. Thus, the error signal shift is measured as a function of the amplitude
of the 4.1 MHz excitation signal. This is done by measuring the average error signal as a
function of the the 4.1 MHz excitation signal amplitude. The measured difference in error
signal corresponds to the axial frequency shift caused by the energy in the axial mode. Unlike
for the magnetron and modified cyclotron calibration measurements, the error signal shifts
observed are too small in order to measure the second order shift, which is proportional to A4z.
Therefore the measurement is fitted to the function y = aaxial
(
x2 − 12), where x and y are the
4.1 MHz excitation signal amplitude and the error signal shift, respectively. The fit function
compensates for the error signal shift caused by the default excitation signal amplitude of 1 V
by the use of the −12 component. The measurement is then repeated for different correction
electrode voltages, and the resulting measurement is fitted to y = baxialx + caxial, where x and y
are the ring correction electrode voltage and aaxial, respectively. The baxial parameter is used to
calculate the systematic shifts mentioned above.
The relative axial frequency shift due to a change in the axial amplitude up to fourth order is
given by the C4 and C6 shifts, see Section 2.6.1.13:
3 The relativistic shift was neglected. For example, the absolute values of the A2− coefficients for the first 12C4+
measurement (see Section 4.11) are about 1.5 and 1 · 10−3 for the C4 and relativistic shifts, respectively.
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(a)
(b)
Figure 4.3: Axial Calibration Measurements. (a) The 4.1 MHz signal continuously exciting the axial mode
is set to different amplitudes and the corresponding lock voltage shift is measured and fit.
The measurement is then repeated for different correction voltages. (b) the a parameter from
each fit in (a) is linearly fit to find the correction voltage for which a = 0. These parameters
are necessary for calculating certain systematic shifts.
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∆ωz
ωz
=
3C4
4C2
A2z +
45C6
48C2
A4z . (4.20)
Substitution of Equations (2.44) , (2.45) , (4.4) and the axial mode version of (4.5):
Az = AzcalA4.1MHz (4.21)
into Equation (4.1) yields the relation between the change in lock voltage and the pulse
amplitude
∆Vlock ≈ aaxial · A24.1MHz, (4.22)
where
aaxial ≡ 2VringVlock cal 3q∆VCE · CCE,4,0mω2z
A2zcal (4.23)
is determined from the fit in Figure 4.3(a). In Figure 4.3(b) aaxial is linearly fit to the correction
voltage. The curvature baxial is given by
baxial ≡ −
3qVringVlock calCCE,4,0A2zcal
mω2z
, (4.24)
such that Az cal is given by
Azcal =
√
− baxialmω
2
z
3CCE,4,0qVlock calVring
. (4.25)
The intersection point with the horizontal axis occurs at VCE = Vaxial, which is V0 from Figure
4.2(b) and is the correction voltage for which the axial frequency is the least dependent on the
axial energy. Az cal is necessary for calculating the C4, relativistic and B2 systematic shifts (see
Section 2.6).
4.8 the measurement method - “sweeps”
The measurement method, called “sweeps”, is based on using the unharmonicities of the
electrostatic potential, which cause the frequencies of the three different modes of motion
4.8 the measurement method - “sweeps” 57
Table 4.1: Calibration Measurements
Vmag bmag cmag baxial Vcyc bcyc ccyc
12C4+ -39.3936(51) -0.868(65) 29.24(87) 2.75(28) -39.3242(22) -5.14(12) 66.74(86)
20Ne8+ -30.6683(49) -1.135(40) 29.8(13) 2.51(26) -30.5959(23) -2.84(10) 44.95(59)
12C4+ -37.7213(70) -0.349(32) 4.84(18) 0.476(50) -37.7009(76) -0.591(69) 6.47(20)
20Ne8+ -25.8199(51) -0.595(27) 5.02(14) 0.187(33) -25.743(67) -0.453(54) 5.0(1.5)
12C4+ -49.767(22) -0.287(51) 5.32(55) 0.446(23) -49.600(38) -0.210(56) 4.83(56)
20Ne8+ -34.0753(50) -0.173(38) 5.20(21) 0.146(70) -34.0036(44) -0.203(22) 5.21(34)
12C4+ -41.11(3) -0.187(38) 4.3(14) 0.250(33) -40.87(0.14) -0.58(17) 7.3(20)
22Ne7+ -40.369(14) -0.355(36) 5.10(36) 0.201(82) -40.2654(77) -0.874(30) 7.07(80)
Calibration Measurements Results for the three 20Ne8+ measurements and for the 22Ne7+ mea-
surement as explained in Section 4.5. The magnetron and modified cyclotron pulse durations
are tpulse mag = 65 ms and tpulse cyc = 50 ms. Vmag and Vcyc are in V, bmag and bcyc are in V−3,
cmag and ccyc are in V−2 and baxial is in V−1. The cmag, baxial, bcyc and ccyc values for the first
measurement pair of 12C4+ and 20Ne8+ are about an order of magnitude larger than for the
other measurements as they were measured while the “mix2dc box” was still in use, where the
lock signal was about 9 times weaker compared to the later measurements where the Lock-In
Amplifier was used. Their aaxial values are extrapolated based on older measurements [50].
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(a)
Figure 4.4: The measurement method - “sweeps”. One of the radial modes, the modified cyclotron
or the magnetron, is excited with a signal of a changing frequency. Once the frequency of
the excitation signal approaches that of the respective radial mode, it is energized, causing
the error signal to shift. The measurement is repeated while scanning the frequency of the
excitation signal in the opposite direction. The intersection point of the fitted region of both
measurements corresponds to the frequency of the respective mode [64].
to be dependent on the energy of the other two modes. Specifically, the axial frequency is
shifted when the modified cyclotron or the magnetron modes are energized. Due to the axial
frequency being locked, this means that the axial frequency stays constant but the error signal
shifts. In the sweeps method an excitation signal is applied to one of the correction electrodes.
Its frequency is scanned, or swept, across a range of frequencies centered around an initial
guess for the corresponding radial mode which is obtained using a rough measurement using
pulses, see Section 4.2. The error signal is observed during the excitation. If the actual radial
frequency is found in the range of the sweep, the error signal will shift during the sweep.
The sweep is then repeated in the other direction and the intersection of the two graphs is
used to determine the radial frequency, compare Figure 4.4. The sweeps are analysed using a
Python program written by [47]. The measurement uncertainty can be reduced by making the
two sweep directions more symmetric. This can be achieved by selecting the ring correction
voltage for which acyc = 0 such that the anharmonicites cancel each other up to first order in
the modified cyclotron mode energy4. This ring correction voltage is called the “magic ring
correction voltage” and is given by summing the C4 (Equation (2.50)) and relativistic (Equation
(2.54)) shifts for the modified cyclotron mode to zero, yielding
4 The sweeps are made symmetric for the modified cyclotron mode and not for the magnetron mode as it is the
modified cyclotron mode which needs to be measured with lower uncertainty.
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Table 4.2: Sweep Measurements
Vring in V VCE in V f− in kHz fz in MHz f+ in MHz fcyc in MHz
12C4+ 90.861010(1) 39.630(1) 283.697477(1) 4.057019 29.008733411(1) 29.292430794(3)
20Ne8+ 75.629660(1) 30.236(1) 235.606332(1) 4.057019 34.9298903081(6) 35.165496618 (4)
12C4+ 90.707052(1) 37.438(1) 283.694610(3) 4.057000 29.008734516(2) 29.292429239(4)
20Ne8+ 75.408014(1) 25.300(1) 235.603912(6) 4.057000 34.929890652(2) 35.165494754(4)
12C4+ 91.632730(1) 49.900(1) 285.669863(7) 4.070940 29.006756536(4) 29.292423686(6)
20Ne8+ 76.184490(1) 33.900(1) 237.370036(4) 4.072060 34.928119533(3) 35.165488100(4)
12C4+ 91.333680(1) 40.812(1) 285.412522(4) 4.069130 29.007012864(4) 29.292423531(6)
22Ne7+ 95.595590(1) 41.500(1) 299.176547(4) 4.069130 27.672497074(3) 27.971671766(4)
Sweep Measurements Results for the three 20Ne8+ measurements and for the 22Ne7+ mea-
surement as explained in Section 4.5 along with the ring and ring correction voltages. The
axial frequency fz is assumed to have zero uncertainty as the uncertainty is already taken
into account via the uncertainties of the lock-related shifts, see Table 4.3. The axial frequency
changes between measurements as the tuned circuit drifts and is adjusted from time to time in
order to keep the ion exactly at its center.
∆VCE = Vmagic −Vmag = − ω
3
+B0
3c2CCE,4,0
. (4.26)
The anharmonicities shift the up and down sweeps by different amounts, such that there is a
net shift called power broadening, or “fit shift”. Power broadening has been experimentally
confirmed to be minimal and at most 2 mHz when using the “magic ring correction voltage”
[50], and as such a systematic uncertainty of 2 mHz was added to the three 12C4+ measurements
using it. However, unlike for 12C4+, setting the ring correction voltage to the “magic ring
correction voltage” value did not seem to make the 20Ne8+ or the 22Ne7+ modified cyclotron
sweeps symmetric. Seeing how the C4, relativity and B2-related parameters are all of the
same order of magnitude for 12C4+ , 20Ne8+ and 22Ne7+ (see Table 4.3) the cause for this is
unclear. Therefore the ring correction voltage was tuned for the neon ions manually instead.
The difference in frequency values between the up and the down sweeps has been found to be
smaller for most neon ions than for the carbon ions, such that the power broadening is not
expected to be significantly larger for the neon ions than for the carbon ions. Despite that, a
probably over-estimated systematic uncertainty of 10 mHz, five times that for 12C4+, was added
to all other measurements in order to be on the safe side, see “Fit” in Table 4.3. The frequency
measurement results are given in Table 4.2
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Table 4.3: Systematic Shifts Results
12C4+ 20Ne8+ 12C4+ 20Ne8+ 12C4+ 20Ne8+ 12C4+ 22Ne7+
C4 17(20) 18(23) 27(33) 13(16) 25(31) 10(17) 14(18) 11(16)
C6 0.03(4) 0.03(3) 0.12(14) 0.02(2) 0.07(8) 0.005(5) 0.03(3) 0.03(4)
Rel. -4(7) -4(7) -6(11) -3(5) -5(10) -2(4) -3(6) -2(4)
IC -313(4) -522(7) -313(4) -522(5) -313(4) -513(7) -313(4) -574(8)
B2 -12(4) -9(3) -5(3) -7(3) -42(19) -5(3) -35(24) -12(8)
C1B1 0(173) 0(207) 0(173) 0(208) 0(172) 0(206) 0(172) 0(164)
Phase 0(41) 0(166) 0(41) 0(166) 0(42) 0(166) 0(42) 0(127)
Mod -276(14) -272(14) -323(17) -320(16) -319(16) -316(16) -320(16) -322(17)
Offset -0.8(2) -1.4(3) -0.8(1) -1.4(3) -0.8(2) -1.4(3) -0.8(2) -1.5(3)
B Drift -422(149) 0(0) -129(329) 0(0) -130(472) 0(0) -369(587) 0(0)
Fit 0(68) 0(284) 0(68) 0(284) 0(341) 0(284) 0(68) 0(358)
Coil 0(40) 0(40) 0(40) 0(40) 0(40) 0(40) 0(40) 0(40)
Total 167(247) 790(393) 492(385) 840(392) 526(613) 836(391) 1027(619) 902(416)
Systematic shifts results for the three 20Ne8+ measurement runs and for the 22Ne7+ measure-
ment run as explained in Section 2.6. All shifts are given as relative shifts in ppt. Rel. stands for
relativity, IC for image charge, Phase for the lock phase, Mod for the ring modulation shift,
offset for the lock DC offset, Fit for the sweep fit and Coil for the coil pushing. The B temporal
shift should be added to the measured fcyc, where the other shifts are “already included” in it
and should therefore be subtracted. The “total” is therefore the B temporal shift minus all the
rest.
4.9 calculating the systematic shifts
Following the calibration measurements and the sweep measurements, the systematic shifts
were calculated in the following way:
The C4 shift was calculated by calculating A± cal and Az cal using Equations (4.18), (4.25) and
(4.10) and substituting them in Equation (4.5) to calculate A± and Az. In addition, C2 was
calculated using Equation (2.44) and C4 was calculated by substituting Vmag in Equation (2.45).
A±, Az , C2 and C4 were then substituted in Equations (2.49) and (2.50).
The C6 shift was calculated by calculating the average C6 from Equations (4.11) and (4.19) and
substituting it and previously-calculated parameters in Equations (2.51) and (2.52).
The relativistic shift was calculated by substituting previously-calculated parameters in Equa-
tions (2.53) and (2.54).
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The image charge shift was calculated by calculating B using the 12C4+ measurements and
substituting it and E
′
z and E
′
ρ from Chapter 2.6.1.3 in Equations (2.55) and (2.56).
The B2 shift was calculated by substituting previously-calculated parameters in Equation (4.17)
to calculate B2 and substituting it in Equations (2.62) and (2.63).
The C1B1 shift was calculated by substituting C1 from Section 2.6.3 into Equation (2.64) to
calculate ∆ fz and substituting it and B1 from Section 2.6.3 into Equation (2.65).
The lock phase, modulation and DC offset shifts were calculated by substituting previously-
calculated parameters into Equations (2.66), (2.67) and (2.68), respectively.
The B drift shift was calculated by subtracting the results of two different 12C4+ modified
cyclotron sweep measurements measured a few days apart from one another and extrapolating
for the date where the neon ion modified cyclotron sweeps were performed.
The coil shift was assumed to be 0 (40) based on estimates done by previous members of the
group [61].
The systematic shifts are given in Table 4.3.
4.10 data analysis
The data analysis was performed using several programs and programming languages. Initially
the sweep and calibration data was displayed and pre-analysed on the THe-Website, see Section
3.3.2. The calibration data was analysed in Matlab using a script written by [50] (see Section
4.5) and the sweep data was analysed in Python using a script written by [47], see Section 4.8.
The calibration and sweep data was then given as input to a Matlab script which uses them
to calculate the systematic shifts, magnetic field decay rate and the final results for the neon
masses. An independent analysis was performed by [68] in order to verify the results.
4.11 results
The results for the systematic shifts are given in Table 4.3 and for the neon masses and frequency
ratios in Table 4.4.
Both the 20Ne8+ and 22Ne7+ measurements are limited by long measurement times of about
six days between the modified cyclotron sweeps of each pair, contributing to a dominating B
temporal drift shift. The measurement times are significantly longer than those of the previous
measurements of 16O5+ performed by THe-Trap [50] which took a few hours per ion. While the
previous measurement used FEP voltages of around −230 V, the neon measurements used FEP
voltages of up to −390 V, which produce electron currents strong enough to create a substantial
amount of patch potentials (see Section 4.1) on the trap electrodes. These change the trap
conditions and thus the calibration parameters after every loading, requiring all calibration
measurements to be manually repeated each time.
The neon mass measurement results were re-analysed independently [68]. The results of the
two independent analyses were found to be in agreement within a single standard deviation.
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Table 4.4: Neon masses measurement results
Isotope 20Ne8+ 22Ne7+
mTHe-Trap in amu 19. 992 440 170 6(12)st(116)sy 21. 991 385 221(4.2)st(16)sy
mliterature in amu 19. 992 440 176 2 (17)[5, 69] 21. 991 385 109(18)[5, 70]
δmTHe-Trap/mTHe-Trap 5.8 · 10−10 7.7 · 10−10
δmliterature/mliterature 8.4 · 10−11[5, 69] 8.2 · 10−10[5, 70]
mTHe-Trap−mliterature
mliterature
in ppt −281 (589) −5100(1100)
fcyc Ne/ fcyc12C4+ 0. 832 987 831 993(42)st(403)sy 1. 047 217 476 89(20)st(82)sy
Neon masses measurement results. The measured and literature [5] 20Ne and 22Ne atomic
mass, relative atomic mass uncertainties, cyclotron frequency ratio and the relative distance
between the measurements are displayed. “st” and “sy” stand for statistical and systematic
uncertainty, respectively. The results are discussed in Section 4.11.
4.11.1 The 20Ne8+ Measurement
The 20Ne8+ result is comprised of three measurement runs. The first measurement was per-
formed using the “mix2dc” box and the other two are performed using the Lock-In Amplifier.
As mentioned in Section 4.11, the uncertainty is dominated by the B temporal drift caused by
the long measurement times and as a result the relative uncertainty is about six times as high
as that of the literature value [5]. The measured value is one standard deviation smaller than
the literature value and is thus in good agreement with it.
4.11.2 The 22Ne7+ Measurement
The 22Ne7+ result is comprised of a single measurement run. Unlike the 22Ne8+ result, the
22Ne7+ result is in strong disagreement with the literature value, being about five standard
deviations smaller [5, 70], although both the 22Ne8+ and the 22Ne7+ measurements were
performed with the same apparatus and analysed with the same code. To investigate this, a
measurement that used 22Ne reference ions to measure the masses of 46Ti and 46V was used
[71]. The resulting mass values for 46Ti and 46V each contribute 14% of their respective literature
values and are at discrepancies of −1.4 and −2.1 standard deviations in comparison with their
literature values, respectively. Re-analysis of the measurements using the THe-Trap value for
the 22Ne mass instead of the literature value for the 22Ne mass increases the discrepancies
of the resulting mass values for 46Ti and 46V from −1.4 and −2.1 to −1.8 and −2.4 standard
deviations in comparison to their respective literature values, respectively. Seeing how both the
literature and the THe-Trap values for the 22Ne mass cause a discrepancy in the 46Ti and and
46V masses, it is difficult to decide which 22Ne mass value is correct without additional data
[26].
5
C O N C L U D I N G R E M A R K S
In the scope of this thesis a gas inlet system was constructed and used to inject neon into a
Penning-trap and measure the mass of two neon isotopes 20,22Ne using a 12C4+ reference ion.
The mass of 20Ne8+ was measured with a relative uncertainty of 5.8 · 10−10 and is within one
standard deviation in agreement with the literature value, which has a relative uncertainty
of 8.4 · 10−11. The mass of 22Ne7+ was measured with a relative uncertainty of 7.7 · 10−10. The
measured value is at a discrepancy of five standard deviations in comparison to the literature
value, which has a relative uncertainty of 8.2 · 10−10. The discrepancy is difficult to explain as
the 20Ne mass measurement was performed using the same setup and was analyzed with the
same methods and is in agreement with the literature value. In addition, mass measurements
of 46Ti and 46V performed using a 22Ne reference ion are in disagreement with their respective
literature values when using both the measured and the literature 22Ne mass values.
The applied FEP voltage of −390 V caused noticable patch potentials on the trap electrodes,
changing the calibration parameters between measurements and thus forcing the calibration
measurements to be continuously repeated. This prolonged the measurement times and
increased the systematic uncertainty of the magnetic field drift to the extent where it became
the leading cause of systematic uncertainty for both measurements. The measurement time
can be reduced by introducing a high precision voltage source capable of reaching voltages
of −152 V and −167 V and thus trapping 20Ne4+ and 22Ne4+, respectively. These ion species
require a lower (in absolute value) FEP voltage of about −220 V to ionize and thus should not
create any noticable patch potentials, judging from past measurements in the group where a
FEP voltage of −230 V was used. Alternatively, the ion loading frequency can be reduced by
using a second Penning trap, such that the neon ion is measured at one trap while the 12C4+
ion is stored at the other. The ions are then switched and the 12C4+ ion is measured.
In addition to the neon mass measurements, the magnet was repaired, charged, shimmed and
had its shielding factor measured to be 173 (2). Also, a new Python program and a new PHP
website were created for the data acquisition system and a new lock system was developed
using a Lock-In Amplifier.
A new experiment is constructed in the group using the same magnet which aims at the
first direct high-precision (10−9) measurement of the nuclear magnetic moment of helium-3.
Specifically, as the measurement techniques which will be used are based on the detection
of single spin-flips, a novel Penning-trap design is developed which is optimized for nuclear
spin-flip detection.
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A P P E N D I X
a.1 the-trap parameters
Table A.1: THe-Trap Parameters
Symbol Value Reference Section
κ ≈ 0.8 [47] 2.3.1
Ctotal ≈ 20 pF [50] 2.3.1
Q ≈ 800 2.3.4
τ ≈ 20 ms 2.3.4
ε 4 · 10−4 2.5.1
εωz/4ωmod 8 · 10−3 2.5.1
CCE,1,1/VCE 1.3m−1 [50] 2.4
Tz 10K [48] 2.3.2
Vmod mix2dc 0.016 V 2.5.1
Vmod LIA 0.017 V 2.5.1
ωmod 2pi · 105 Hz 2.5.1
CCE,4,0 −5.34 (36) · 108m−4 [47] 2.4
VLHe in Magnet 200 L [50] 3.1
Imagnet inner coil 32.44 A 3.1
Imagnet outer coil 37.71 A 3.1
d 2.11 mm [47] 2.2
ρ0 2.77 mm [47] 2.2
z0 2.29 mm [47] 2.2
d 2.11 mm [47] 2.2
ρendcap hole 300 µm [47] Section 2.2
Vlock cal
99920 mix2dc10717 LIA 3.4.1
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a.2 expansion of the electrostatic potential
the first few rlYl,m terms in Cartesian coordinates are:
l = 0 : Y0,0 =
1√
4pi
, (A.1)
l = 1 : rY1,−1 =
√
3
8pi
(x− iy) , rY1,0 =
√
3
8pi
z, rY1,1 = −
√
3
8pi
(x + iy) , (A.2)
l = 2 : r2Y2,−2 =
√
15
32pi
(x− iy)2 , r2Y2,−1 =
√
15
8pi
(x− iy) z, (A.3)
r2Y2,0 =
√
5
16pi
(
2z2 − x2 − y2) , r2Y2,1 = −√ 158pi (x + iy) z, r2Y2,2 =
√
15
32pi
(x + iy)2 . (A.4)
The terms are complex. By using specific linear combinations they can be made real. For
instance, by setting all coefficients of rlYl,m to 1 and taking the imaginary part of rlYl,m in case
m is positive and the real part otherwise, the first few terms become:
l = 0 : Y0,0 = 1, (A.5)
l = 1 : rY1,−1 = x, rY1,0 = z, rY1,1 = y, (A.6)
l = 2 : r2Y2,−2 = x2 − y2, r2Y2,−1 = xz, (A.7)
r2Y2,0 = z2 − 12 x
2 − 1
2
y2, r2Y2,1 = yz, r2Y2,2 = xy, (A.8)
where the coefficient for r2Y2,0 was halved in order to maintain consistency with other
publications [50].
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a.3 driving and coupling the modes
In Section 2.5 it was mentioned that:
1. the amplitude of a forced harmonic oscillator is proportional to the duration t the force
was applied during.
2. applying a non-homogenous signal at the sum or the difference between two frequencies
ωz and ω± will cause for one of the cases action transfer between the modes and for the other
exponential increase of the amplitudes of both.
Next a non-rigorous proof will be given of both claims.
1. Substituting x = Bt sin (ω0t) in the equation of motion for a forced harmonic oscillator:
−ω20x + A cos (ω0t) = x¨, (A.9)
it is obtained that x = A2ω0 t sin (ω0t). Thus it is shown that the amplitude of a forced harmonic
oscillator is proportional to t. It also lags 90◦ behind the drive force, which will be relevant for
the second point.
2. As an example, the force coupling between ωz and ω+ will be discussed:
~F ∝ (zxˆ + xzˆ) cos (ωdrivet) . (A.10)
It is assumed for simplicity that the reduced cyclotron motion is one-dimensional, specifically
that it is only acting on the x direction.
Assume that the initial conditions for the ion motion are x (t = 0) = 0 , z (t = 0) 6= 0,
such hat z (t) ∝ cos (ωzt + ϕz). First the case of ωdrive = ωz − ω+ will be analysed. Using
cos (a) cos (b) = 12 cos (a + b) +
1
2 (a− b), it is obtained that
~F ∝ (zxˆ + xzˆ) cos (ω+t + ϕz) t, (A.11)
where the effect of the first term is assumed to be negligible because its non-resonant. As
previously shown, the forced harmonic oscillator motion inspired by this driving force has a
phase of ϕz − pi2 . This motion inspires a force in the z direction:
Fz ∝ cos
(
ωzt + ϕz − pi2
)
, (A.12)
which inspires a motion in the z direction with a pi phase difference to the original motion.
As a result, the z amplitude will decrease. In conclusion, the force will cause the x amplitude
to increase and the z amplitude to decrease. Eventually the z amplitude will reach 0, such
that Fx = 0. However, seeing how the x amplitude is positive, it still holds that Fz 6= 0, and so
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the z amplitude will continue to decrease to negative values. The force in the x direction will
decrease because it s proportional to the z amplitude which changed its sign. This continues
until x = 0, at which point the x amplitude becomes negative, the force in the z direction
switches sign, the z amplitude starts increasing and so on in an oscillatory manner. Thus
ωdrive = ω+ −ωz causes Rabi oscillations.
For the case of ωdrive = ωz +ω+, a similar argument shows that the force in the x direction
is Fx ∝ cos (ω+t− ϕz), such that the x motion is given by x ∝ cos
(
ω+t− ϕz − pi2
)
. The force in
the z direction is Fz ∝ cos
(
ωzt + φz + pi2
)
such that the z motion is given by z ∝ cos (ωzt + ϕz).
It is seen that for ωdrive = ωz +ω+ , the z amplitude increases, not decreases. Seeing how both
the z and the x amplitudes increase, instead of oscillations an exponential increase of both
amplitudes is obtained.
For ωdrive = ωz ± ω− , the motion is caused by the ~E× ~B drift force and not by ~F = −k~x.
It can be shown that the motion inspired by such a force is 90◦ ahead of it in phase, not 90◦
behind. As a result the roles are reversed: Rabbi oscillations are caused by ωdrive = ωz +ω−
and exponential increase is caused by ωdrive = ωz −ω− .
a.4 systematic shifts - formulas not used in the thesis
a.4.1 The Ctotal 4 and Ctotal 6 Shifts
∆ω±
ω±
= ±3C4 total
2C2 total
ω∓
ω+ −ω−
(
A2± − 2A2z + 2A2∓
)
, (A.13)
∆ω±
ω±
= ∓45C6 total
24C2 total
ω∓
ω+ −ω−
(
A4± − 6A2±A2z + 3A4z + 6A2+A2− − 12A2∓A2z + 3A4∓
)
. (A.14)
a.4.2 Image Charge Shift
∆ω±
ω±
≈ ∓nE
′
ρ
B
ω+ +ω−
ω+ −ω− ≈ ∓
nE
′
ρ
B
, (A.15)
∆ωc
ωc
≈ −n2E
′
ρ + E
′
z
2B
. (A.16)
a.4.3 Trap Tilt
∆ω+
ω+
≈ 9
2
ω2−
(ω+ −ω−) (ω+ − 2ω−) θ
2 +
3
2
ω−
ω+ −ω− θ
2 ≈ 3
2
ω−
ω+
θ2, (A.17)
∆ω−
ω−
≈ 9
2
ω2+
(ω+ −ω−) (ω+ − 2ω−) θ
2 − 3
2
ω+
ω+ −ω− θ
2 ≈ 3
4
θ2. (A.18)
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a.4.4 Magnetic Field Shift - B2
∆ω±
ω±
= ± B2
2B0
ωc
ω± (ω+ −ω−)
(
ω±A2z −ω±A2± − (ω+ +ω−) A2∓
)
. (A.19)
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