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Abstract
We study the uncapacitated 2-allocation p-hub median problem (U2ApHMP), which is a special
case of the well-studied hub median problem. The hub median problem designs a hub network in
which the location of p hubs needs to be decided (the hubs are fully interconnected). The other
nodes (known as access nodes) in the hub median problem are then allocated to one or many hubs.
In the U2ApHMP, each access node is allocated to exactly two hubs. We discuss how this problem
provides an alternative network design option for well-known p-hub median problems. We show
its relevance and usefulness in the context of survivable network design and show that it addresses
network survivability, a feature that has often been largely overlooked in hub network design research
to date. We show that U2ApHMP is NP-hard even for a fixed/known set of hubs. We propose a
mathematical formulation and develop a modified Benders decomposition method for this problem.
In this, we convert the corresponding subproblems to minimum cost network flow problems. This
allows us to solve large instances efficiently. We believe that, while our resulting method solves
the U2ApHMP efficiently, it is also generalisable and can potentially be employed for solving other
classes and types of hub location problems too.
keywords: Hub Location, p-Hub Median, Benders Decomposition, Location-Allocation, Survivability
1 Introduction
Hubs are employed in several network design contexts that involve flow interchange between nodes and
are often used in the design of, for example, airline networks, parcel delivery networks, and telecommu-
nication networks. Flow between nodes (referred to as access nodes) is routed via hubs, each of which
acts as a consolidator and forwarder. The (volume) flow between the hubs is discounted because of
the large volumes that are presumed to accrue from flow consolidation. Given a fixed/known positive
integer p, we either get the uncapacitated single allocation p-hub median problem (USApHMP), if each
access-node is allocated to exactly one hub, or the uncapacitated multiple allocation p-hub median
problem (UMApHMP), if access nodes may be allocated to multiple hubs.
The hub location problem (HLP) has been well-studied in the literature. Following seminal works
of O’Kelly [33, 34], a few hub median problems were introduced and formulated by Campbell [6, 7].
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The HLP has been studied in several contexts including telecommunications, parcel delivery systems,
airline hub design and transportation networks (C¸etiner et al. [10], Ernst and Krishnamoorthy [14, 15,
16], Jaillet et al. [20], Klincewicz [24], Powell and Sheffi [37], Sen et al. [39, 40]). There are a few surveys
which review early and recent works on HLP classification, modelling, and solution methodologies
(Alumur and Kara [3], Campbell et al. [8], Farahani et al. [17]). An alternative network design whose
operational costs are between those of USApHMP and UMApHMP is studied by yam [1]. They studied
a variation of the p-hub median problem in which any non-hub is allocated to at most r hubs. This
problem was called UrApHMP. The problem we study in this paper is a special case of UrApHMP with
further considerations. We discuss the differences and other considerations later on in this section.
Ernst and Krishnamoorthy [14] present a compact 3-index formulation for USApHMP and UMApHMP
and provided exact solution approaches for these problems (Ernst and Krishnamoorthy [14, 15, 16]).
Recently, modified Benders decomposition methods have been developed, with remarkable success, for
solving some classes of HLPs (de Camargo et al. [12] and Contreras et al. [11]). Through these novel
methods it is now possible to solve reasonably large instances of a certain class of HLPs to optimality.
Besides exact methods, heuristic approaches have also been used for solving the HLP (see, for example,
C¸etiner et al. [10], Klincewicz [25], Skorin-Kapov and Skorin-Kapov [41], Smith et al. [42], Yaman [48]).
Despite all the attention in the literature on the study of HLPs, there has not been a significant amount
of attention paid to hub network survivability. This requirement is particularly relevant in electrical
and telecommunication networks that have a hub topology. While a hub topology achieves decreased
costs through flow aggregation, we are not assured that there will always be a path in the network
for flow between each origin-destination pair in the network. In particular, in data location problems,
content delivery networks employ hub networks to utilise multiple servers for responding to customer
demands (Sen and Krishnamoorthy [38], Sen et al. [40]). This context is especially important for Video-
on-Demand systems, where content and videos are distributed among multiple servers and end-users
are constantly connected to the server network (Sen et al. [39]). In such applications, it is necessary to
have survivable networks in the case of component failures.
The design of survivable hub networks has, however, started to receive some attention in the literature
ever since it was documented that hub networks are vulnerable and suffer from resilience drawbacks
(O’Kelly [35]). In fact, there is a large body of research in the network design literature in which
k-connectivity of networks for k ≥ 2 is required to ensure survivability. In the design of telecommunica-
tions (hub) networks, the 2-connectivity, also called ‘survivability constraint’, is widely used to increase
fault-tolerance of networks (Cardwell et al. [9], Gro¨tschel et al. [19], Monma and Shallcross [32], Soni
et al. [44], Xu [47]). Kim and O’Kelly [22] considered the p-hub median problem in which the expected
network throughput is maximised when the probability of disruption for each origin-destination route
is taken into the account. Kim [21] and An et al. [4] consider the design of secondary routes for origin-
destination pairs through a fixed number of back-up hubs which are different from the primary hubs
that are chosen. As we can see, to date, the research thrust has been on the backbone (hub) network,
and on the development of back-up hubs and routes through these. This approach, while expensive,
may not be an option for many applications because it ignores the vulnerability of end-users that results
from disruptions to (and failures of) access links.
In this paper, we examine a variation of a special case of UrApHMP problem (yam [1]). Our problem is,
indeed UrApHMP with r = 2 in which we require each non-hub node to be allocated to exactly 2 hubs
and each allocation involves a fixed cost. This modification enables us to generate a hub network that
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is able to survive access link failures. We assume, without loss of generality, that access link failures
can only happen one at a time for a relatively short period of time and we further assume that the
backbone hub network is robust and is free from failure. Given a graph, G = (N,A), where N is the
set of nodes and A is the set of arcs, flow demands between all pairs of nodes, and a fixed number p
of hub nodes, our objective is to design a least-cost 2-connected network with minimum transfer and
facility establishment costs in which every node is connected to exactly two hubs. The establishment
cost is the total fixed cost for hubs and access links. The former is related to providing facilities for
hub operations, and the latter is related to constructing or leasing links between end-users and hubs
(especially in telecommunication applications). We call this variation of the hub median problems
the uncapacitated 2-allocation p-hub median problem (U2ApHMP). Any solution of this problem is a
2-connected network.
We could design a hub network with exactly r allocations of non-hubs to hubs, for r = 2, 3, . . . , p.
However, we are particularly interested in the 2-allocation problem to ensure 2-connectivity of the
network with least establishment costs. Figure 1 illustrates optimal solutions of four variations of the
hub median problem. Clearly in this instance, the only 2-connected network is the one for U2ApHMP.
In general, U2ApHMP and UrApHMP with r = 2 can have different solutions. Figure 2 illustrates
an example where the fixed costs of access links are large enough, as compared to routing costs, so
that the network designs by U2ApHMP and UrApHMP with r = 2 are quite different. However, when
access link fixed costs are sufficiently small, a solution by UrApHMP with r = 2 can be used to get a
solution for U2ApHMP. Defining and addressing the survivability of non-hub nodes is not unique. For
instance, the flow for each request could be split into several paths to impose a minimum number of
node-disjoint paths carry each flow request. Hence, our approach is a first step in this direction.
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Figure 1: Solutions of different problems on CAB with n = 10, p = 3 and α = 0.4
An important motivating application of U2ApHMP is telecommunication networks where constant
connectivity is vital. In this problem, we consider a fixed cost for each access link to reflect economic
factors for construction or leasing costs. While both access links of each non-hub in optimal solutions
of U2ApHMP carry flow in most cases, in some cases, an access link is only reserved for back-up paths
without carrying (primary) flow. The choice of this (backup) access link is based on access link fixed
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Figure 2: Solutions of U2ApHMP and UrApHMP for an instance. Every none-zero flow demand [d, f ] is shown near its origin
node, where d and f are respectively the destination node and the amount flow demand. For each link (w, c) shows its weight w and
its fixed cost c.
costs. In such cases, since we assume that the duration of link disruptions is relatively small, a back-up
path does not need to be optimal in the disrupted network. In fact, the fixed costs for chosen access
links during normal situations plays a larger role than the operational cost of back-up routes when an
access link is broken. We believe this addresses network survivability for hub median designs in the
event of access link failures. It provides a network design for assuring survivability while minimising
network operation and establishment costs. We propose a formulation, and show that this problem is
NP-hard. We show that the problem remains NP-hard even if the set of hubs is fixed. We develop an
acceleration of Benders decomposition for this problem to solve large instances efficiently.
Despite similarities between the 2-allocation problem and the single- or multiple-allocation p-hub me-
dian problems, there are key differences between them which make the 2-allocation problem applicable
for a survivable and economic network design. There is a trade-off between establishment cost and op-
erating cost of a network (as indicated in yam [1]). Since any 2-allocation optimal set of routings is also
feasible for the multiple-allocation problem, and any single-allocation optimal set of routings is feasible
for the 2-allocation problem, we should expect the operational cost of U2ApHMP to be somewhere
between the single-allocation and the multiple-allocation cases for the same instance. As long as fixed
costs are relatively small, the same relative order for optimal solutions of those three problems also
holds. In an experiment, the total costs of network designs by U2ApHMP on the CAB data (see Table 7
in Section 4) is on average 4.7% cheaper when compared to USApHMP, and 1% more expensive when
compared with UMApHMP. This is even though the number of access links in U2ApHMP is twice that
required by USApHMP and, on average, 96% of the number required by UMApHMP. Therefore, the
2-allocation method provides an option for designing a network in which operational costs are between
the costs of the two well-known hub models, but with a greater survivability in case of an access link
failure. Hence, U2ApHMP can be a cost-effective alternative for USApHMP and UMApHMP with an
added survivability feature.
Survivability is a feature of the U2ApHMP design and is an attempt to avoid severe costs of network
disruptions (Stoer [45]). Our design provides at least two mutually node-disjoint paths for each flow
demand; a need that is overlooked in USApHMP and UMApHMP network designs. In UMApHMP,
there is no guarantee that a non-hub node is allocated to more than one hub. Note that UrApHMP
(yam [1]) solutions may have access nodes that are allocated to exactly one hub. In UrApHMP, the
number of allocations is smaller in hub networks with a smaller transfer factor. Thus, a network design
for UrApHMP might be the same network design for USApHMP. In special cases, when the transfer
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discount factor is very small, the solutions of USApHMP, UrApHMP, and UMApHMP may be the same
and each non-hub may be singly-allocated. For cases where the access link fixed costs are relatively
small, a solution for U2ApHMP can be obtained from a solution of UrApHMP with r = 2, by allocating
the lowest cost unused access link as the second allocation for each singly-allocated non-hub.
In general, a 2-allocation hub network design may not necessarily be an optimally robust network
design. This is because all flow on the disrupted link has to be (at least momentarily) routed through
the second link, and this may not be the best choice for the flow that has been disrupted. However,
this does provide an alternative to a much more difficult problem (see, for example, Kim and Ryerson
[23], Matisziw et al. [28]) that could be posed which considers the determination of a network design in
which all access nodes are connected via the globally best (least cost) second best option in which all
flow is routed by the alternate link in the even that the primary link fails. That problem, we believe is
a much harder problem than the U2ApHMP that we have posed for designing survivable hub networks.
Our approach here is to provide the possibility for restoration of connections when there is a faulty
link. The U2ApHMP is an alternative to the UMApHMP and USApHMP network designs with the
additional guarantee that the network can survive one access link failure at a time. The design of
robust hub networks, as posed above, is a possible extension to the current study.
In this paper, we develop an improved Benders decomposition method for the U2ApHMP. Benders
decomposition has been widely implemented on large mixed integer problems. In this method, cuts
are added to a relaxation of the problem iteratively. In many cases the choice of these cuts could lead
to slow convergence of the method. This issue was noticed and addressed by Magnanti and Wong [27]
who introduced the generation of pareto optimal cuts using some ‘core point’. This improvement is
employed in many implementations of the Benders method, including the one by Contreras et al. [11]
for the hub location problem with multiple allocations. In the current paper we take advantage of these
pareto optimal cuts. We enhance this approach by choosing better core points and generating stronger
cuts. We also come up with a more efficient approach for solving subproblems to generate cuts.
In Section 2, we provide a mathematical formulation of U2ApHMP. We show that U2ApHMP is NP-
hard even for a fixed set of hubs. We use a Benders decomposition approach, and then develop a
modification of the Benders decomposition that enables us to efficiently solve large problem instances.
This is described in Section 3. As we observe, an implementation of original Benders decomposition
does not result in an efficient solution algorithm due to high degeneracy of the subproblems which then
leads to a slow convergence to the optimal solution. We show that our modified Benders method is
more efficient, and by converting the subproblems to minimum cost network flow problems and through
the use of more effective Benders cuts, we improve its performance further. Our computational results,
presented in Section 4, indicate that our method results in fewer iterations and faster running times.
Also it is more efficient than the built-in Benders decomposition of CPLEX 12.7, which is the original
Benders method implemented in CPLEX solver.
2 Problem Statement
We are given a positive integer p, a set of n nodes N = {1, 2, . . . , n}, and distances between each pair
of nodes, where dij denotes the distance between nodes i and j. A trivial assumption here is that n ≥ p
and p ≥ 2 as we require each node to be allocated to exactly 2 hubs. We assume that the triangle
inequality for distances between nodes holds. We consider a complete digraph G = (N,A), where A
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is the set of arcs (i, j), i, j ∈ N and i 6= j, so that the weight of each link is the distance between
its endpoints. We suppose that hubs are connected through a complete graph on the set of hubs, and
non-hub nodes are only connected to hubs. For every pair of nodes (i, j) ∈ N ×N , let Wij denote the
amount of flow demand from i to j. Assume that dij ≥ 0 and Wij ≥ 0. The establishment of a node as
a hub is associated with a fixed cost. Problems with fixed costs are more general since they can always
be set to zero.
In practice, the actual cost of flow between different types of nodes is computed with different cost
coefficients: the collection coefficient corresponds to flow from a non-hub to a hub, the distribution
coefficient corresponds to flow from a hub to a non-hub, and the transfer coefficient corresponds to
flow between hubs. These are denoted by χ, δ and α, respectively. Usually α ≤ 1, χ ≥ α and δ ≥ α
in practical applications. The uncapacitated 2-allocation p-hub median problem (U2ApHMP) is the
problem of locating p hubs among n nodes in N , and allocating each non-hub node to exactly 2 hubs
with minimum total cost of fulfilling flow demands.
2.1 Mathematical Formulation
Without loss of generality, we assume that all flow must be routed through at most two hubs since
using two hubs always reduces the cost when compared to routing flow through three or more hubs
because of the triangular inequality assumption. Therefore, any path between i and j must contain
three links, (i, k), (k, l), and (l, j), where i and j are connected to hubs k and l respectively. We denote
such path by i−k− l− j. Then the cost of using the i−k− l− j path, considering the cost coefficients
of different link types, is
Cijkl = χdik + αdkl + δdlj .
Note that the costs and flow demands of (i, j) and (j, i) may not be equal, for any i, j ∈ N .
Let Fk be the cost of establishing node k as hub, and Gik be the establishment cost of access link (i, k).
Let binary decision variable hk = 1 if node k is chosen as hub, and hk = 0 otherwise, for all k ∈ N .
Let zik = 1 if node i is connected to hub k, and zik = 0 otherwise, for all i, k ∈ N .
Let xijkl be the fraction of flow request Wij that is sent on the i− k − l − j path, for all i, j, k, l ∈ N .
We present an integer linear programming formulation of U2ApHMP below:
U2ApHMP: min
∑
k∈N
Fk hk +
∑
i∈N
∑
k∈N
Gik zik +
∑
i∈N
∑
j∈N
∑
k∈N
∑
l∈N
Cijkl Wij xijkl (1)
s.t.
∑
k∈N
hk = p, (2)∑
k∈N
zik = 2, ∀i ∈ N (3)
zik ≤ hk, ∀i, k ∈ N (4)∑
k∈N
∑
l∈N
xijkl = 1, ∀i, j ∈ N (5)∑
l∈N
xijkl ≤ zik, ∀i, j, k ∈ N (6)
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∑
k∈N
xijkl ≤ zjl, ∀i, j, l ∈ N (7)
hk, zik ∈ {0, 1}, xijkl ≥ 0 ∀i, j, k, l ∈ N. (8)
In the above formulation, equation (2) corresponds to locating p hubs. The set of equations (3) forces
the allocation of each node to exactly 2 hubs, while equations (4) ensure that each node is allocated only
to hubs. The set of constraints (5)-(7) fulfils commodity flow request from i to j through established
links between nodes and hubs. The objective function (1) represents total cost of hub establishments
and transfer costs. In this formulation we have n4 + n2 + n variables (n2 + n of these are binary) and
2n3 + 2n2 + n+ 1 constrains.
Note that in the above formulation, each hub will have two allocations in the optimal solution, typically
to itself and to one other hub. Whether this type of ‘backup’ allocation makes sense for hubs depends
on the details of the application, but makes no difference to the optimal cost as the second allocation
will have zero flow. Hence we do not specifically prohibit the number of allocations for hubs.
2.2 Complexity of U2ApHMP
It is known that p-hub median problems are NP-hard in general (Love et al. [26]). While UMApHMP
with fixed location of hubs can be solved polynomially (Ernst and Krishnamoorthy [16]), it is known
that USApHMP for p ≥ 3 is NP-hard even for the special case in which the location of hubs are fixed
(Love et al. [26], Sohn and Park [43]). In the following we prove U2ApHMP is as hard as USApHMP.
Theorem 2.1. U2ApHMP is NP-hard, even when the location of hubs are fixed.
Proof. Suppose we are given an instance of USApHMP in which α = δ = χ = 1, dij = dji for all
i, j ∈ N , Gik = 0 for all i, k ∈ N , and suppose H ⊂ N is a set of p fixed hubs for this instance. We
show that USApHMP with the set of hubs H is polynomially reducible to an instance of U2ApHMP
with a fixed set of hubs. Choose a node v and construct an instance of the uncapacitated 2-allocation
problem on n+ 1 distinct nodes N ∪ {v}, such that, for some  > 0,
div +  ≤ dih + dhv, ∀h ∈ H, i ∈ N, (9)
and
div + djv > max
h,l∈H
{dih + dhl + dlj}, ∀i, j ∈ N. (10)
Such a node v exists, and can be obtained polynomially by choosing a point which does not lie on
(n− p)p lines, each of which pass through a hub and a non-hub. Now for i ∈ N , set Wvi = 0, and set
Wiv to be large enough such that:
 Wiv > d¯ W i,
where d¯ = maxh,l∈H dhl + 2 maxi∈N,h∈H dih, and W i =
∑n
j=1Wij . Denote this instance of U2ApHMP
by Pv (see Figure 3 for a depiction). Furthermore, let H ∪ {v} be a set of p + 1 fixed hubs for this
instance.
Suppose in an optimal allocation for USApHMP with hubs in H, node i is allocated to a(i) ∈ H. We
show that this optimal allocation gives rise to an optimal allocation of i to {a(i), v}, 1 ≤ i ≤ n, for Pv.
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Every i ∈ N must be allocated to v in any optimal allocation of Pv; otherwise, if some i ∈ N is allocated
to h and h′, where h 6= v, h′ 6= v, then, without loss of generality, the total flow cost from i is at least
(dih + dhv)Wiv.
i
j
a(j)
a(i)
v
Figure 3: Construction of an instance of U2ApHMP from an instance of USApHMP
However, when node i is allocated to l and v, for some l ∈ H, and j allocated to some q ∈ H, then, by
(9) and (10), the total cost of flows from i to all other nodes is
n∑
j=1
(dil + dlq + dqj)Wij + divWiv ≤ d¯ W i + divWiv < Wiv + divWiv ≤ (dih + dhv)Wiv.
Hence, i must be allocated to v in any optimal allocation. On the other hand, by (10) and the optimality
of allocation of i to a(i) in the single allocation problem, for any h, l ∈ H,∑
j∈N
(dia(i) + da(i)a(j) + da(j)j)Wij ≤
∑
j∈N
(dih + dhl + dlj)Wij <
∑
j∈N
(div + dvj)Wij ,
which implies that i must be allocated to a(i) in any optimal solution to Pv.
Similarly, any optimal solution of Pv gives rise to an optimal solution for the single allocation problem.
Therefore, any USApHMP with a fixed set of hubs can be reduced to a U2A(p + 1)HMP with some
fixed set of hubs. Hence, we have the result.
By generalising Theorem 2.1, we claim that for any fixed r, 2 ≤ r < p, the uncapacitated r-allocation
p-hub median problem (UrApHMP), in which the number of allocations for each node is exactly r, is
NP-hard, even for a fixed set of hubs. Assuming U(r − 1)ApHMP is NP hard, by induction we can
construct an instance of UrApHMP from U(r − 1)ApHMP such that they are polynomially reducible
to each other using a proof that is similar to that used in Theorem 2.1.
In our computational experiments, we were not able to solve large instances of U2ApHMP using com-
mercial solvers like CPLEX. We struggled to find optimal solutions to U2ApHMP even for instances with
only 60 nodes within a reasonable time limit (see Section 4 for more details).
The major difficulty in dealing with this problem is the large number of variables and constraints in
its formulation (the flow variables xijkl and constraints (5)-(7) comprise the majority of the variables
and constraints). It is possible to employ more compact formulations, however they are weaker in
general [14]. These observations lead us to the idea of solving this problem using Benders decomposition
for (1)-(8).
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3 Benders Decomposition
Benders decomposition method is a partitioning algorithm applied to mixed integer programming and
nonlinear integer programming problems (Benders [5]). This method has been widely used for solving
a wide range of difficult problems, including hub median problems. Specifically, Benders decomposition
is shown to be effective for solving large instances of hub location problems (Contreras et al. [11],
de Camargo et al. [12]).
In this method, the original problem is decomposed into a master problem MP, which may consist of
integer variables and corresponding constraints, and a subproblem SP, which consists of the remaining
variables and constraints. MP and SP are solved iteratively in a dependant manner. Hence, MP is a
relaxation of the original problem, and SP is constructed via a feasible solution of MP at each iteration.
If SP is not feasible, then the solution of MP is not feasible for the original problem, and it will be
excluded from the MP feasible region by a feasibility Benders cut which is generated by the dual of SP.
Otherwise, an optimality Benders cut will be added to MP to improve the current MP solution, until
no further improvement is needed. An advantage of this method is that larger instances of problems
can be solved, since MP and SP are often more tractable than the original problem. A solution may be
obtained faster even though MP and SP may be solved a number of times. We first describe Benders
method for U2ApHMP, and in Sections 3.2 and 3.4, we discuss how we may generate stronger cuts.
In order to apply the Benders decomposition method to U2ApHMP, in each iteration, the location
and allocation variables, hk and zik respectively, are fixed to some hˆk and zˆik respectively, i, k ∈ N .
Therefore, we obtain a linear programming subproblem in the iteration corresponding to vectors hˆ =
(hˆk) and zˆ = (zˆik). A formulation of the corresponding subproblem is given below.
min
∑
i∈N
∑
j∈N
∑
k∈N
∑
l∈N
Cijkl Wij xijkl (11)
s.t.
∑
k∈N
∑
l∈N
xijkl = 1, ∀i, j ∈ N (12)∑
l∈N
xijkl ≤ zˆik, ∀i, j, k ∈ N (13)∑
k∈N
xijkl ≤ zˆjl, ∀i, j, l ∈ N (14)
xijkl ≥ 0 ∀i, j, k, l ∈ N. (15)
The above problem is clearly a routing problem for n2 pairs of nodes, where the underlying network is
defined by hˆ and zˆ. By associating dual variables, fij to the set of constraints (12), (uijk) to the set of
constraints (13), and (vijl) to the set of constraints (14), the dual of subproblem (11)-(15) is as follows.
max
∑
i∈N
∑
j∈N
fij −
∑
i∈N
∑
j∈N
∑
k∈N
zˆikuijk −
∑
i∈N
∑
j∈N
∑
l∈N
zˆjlvijl
s.t. fij − uijk − vijl ≤ Cijkl Wij , ∀i, j, k, l ∈ N
uijk, vijl ≥ 0, fij ∈ R ∀i, j, k, l ∈ N.
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An optimal solution (fˆ , uˆ, vˆ) of the above dual problem gives the following Benders cut:
η ≥
∑
i∈N
∑
j∈N
fˆij −
∑
i∈N
∑
j∈N
∑
k∈N
zikuˆijk −
∑
i∈N
∑
j∈N
∑
l∈N
zjlvˆijl, (16)
where η is a real non-negative variable since the right side of (16) is equal to (11) which is always
positive. Then this optimality cut is added to the master problem which is formulated below:
min
∑
k∈N
Fk hk +
∑
i∈N
∑
k∈N
Gik zik + η
s.t. (2)− (4), (8)
η +
∑
i∈N
∑
j∈N
∑
k∈N
zikuˆijk +
∑
i∈N
∑
j∈N
∑
l∈N
zjlvˆijl ≥
∑
i∈N
∑
j∈N
fˆij
η ≥ 0
Clearly, for any valid location of hubs hˆ and allocation of non-hubs zˆ, the subproblem (11)-(15) is always
feasible and bounded. In fact, every demand can be served by some path in the network constructed
by (hˆ, zˆ). Thus, we have the following lemma.
Lemma 3.1. The dual of subproblem (11)-(15) is always feasible and bounded for any (hˆ, zˆ) satisfying
(2)-(4) and (8).
As a corollary, in the Benders decomposition method for U2ApHMP, only optimality cuts are added to
the master problem.
3.1 Generating Multicuts
Note that the subproblem (11)-(15) can be further decomposed into n2 subproblems. This is because
we can find an optimal routing for each pair of nodes separately/independently. In return, the dual
of the subproblems can be expressed for any pair of nodes. This decomposition results in n2 Benders
cuts, which may provide tighter cuts for the master problem. Consequently, this could result in faster
convergence.
De Camargo et al. [12] reported that the generation of n2 cuts, and adding them to their MP was
not efficient in comparison to having one cut. This was due to a huge increase in the size of the MP.
However, another reason for this difficulty could be as a result of using inefficient methods for solving
the n2 subproblems at each iteration. In fact, we observed that generating n2 cuts is much more
effective than using the one cut obtained by (16). The number of iterations is often reduced due to a
tightening of the MP formulation in general.
In Section 3.3 we discuss an efficient approach to solve subproblems. The dual problem for any pair of
nodes (i, j) ∈ N2 is as follows:
DSij : max fij −
∑
k∈N
zˆikuijk −
∑
l∈N
zˆjlvijl (17)
s.t. fij − uijk − vijl ≤ Cijkl Wij , ∀k, l ∈ N (18)
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uijk, vijl ≥ 0, fij ∈ R ∀k, l ∈ N. (19)
By an optimal solution (fˆij , uˆij , vˆij) of DSij for each (i, j) ∈ N2, a Benders cut is generated. Thus, in
each iteration we obtain n2 Benders cuts:
ηij ≥ fˆij −
∑
k∈N
zikuˆijk −
∑
l∈N
zjlvˆijl ∀i, j ∈ N, (20)
where ηij is a real non-negative variable and η =
∑
i,j ηij . By this decomposition, the master problem
becomes:
MP: min
∑
k∈N
Fk hk +
∑
i∈N
∑
k∈N
Gik zik +
∑
i∈N
∑
j∈N
ηij
s.t. (2)− (4), (20)
hk, zik, ηij ≥ 0 ∀i, k, j ∈ N. (21)
Note that the objective in DSij is to maximise fij −
∑
k uijk−
∑
l vijl, where the first sum is taken over
k for which zˆik = 1 and the second sum is over l for which zˆjl = 1. So, an optimal solution for DSij is
uˆijk = 0 when zˆik = 1, and vˆijl = 0 when zˆjl = 1,
fˆij = δˆij := min
zˆik=zˆjl=1
Cijkl Wij , (22)
and arbitrary non-negative values for the remaining variables.
There are two computational issues with the above decomposition. First, in many implementations of
this method for U2ApHMP, its convergence is very slow and a large number of iterations is required
to reach optimality. Second, the computational effort to solve n2 subproblems, each of which with n2
variables and n2 constraints in each iteration of Benders method is very expensive. To tackle these
issues, we first develop a modification of Benders decomposition. For the second issue, we model
subproblems as minimum cost network flow problems to solve them more efficiently.
3.2 Accelerating the Benders Decomposition Approach for Solving HLPs
The optimal solution of DSij is not unique since the subproblem is degenerate. As a result, Benders
cuts exist for the MP, with different strengths. The strength of Benders cuts (20) is dependent on the
choice of optimal solutions of DSij . Magnanti and Wong [27] proposed an acceleration of the Benders
method, in which a second LP is constructed from the dual of the subproblem to maximise a weighted
summation of the dual variables among optimal solutions. For this purpose, they used a point in the
relative interior of the convex hull of the master problem, called a core point, to define a weight for the
dual variables. They showed that the optimal solution of that LP results in a ‘pareto optimal cut’ [27,
Theorem 1]. A cut is pareto optimal if it is not dominated by any other cut and a cut obtained by
(fˆ , uˆ, vˆ) is dominated by a cut obtained by (f˜ , u˜, v˜) if for all feasible z we have
f˜ −
∑
k∈N
ziku˜k −
∑
l∈N
zjlv˜l ≥ fˆ −
∑
k∈N
zikuˆk −
∑
l∈N
zjlvˆl,
and at least for one feasible z the above inequality holds strictly. Fischetti et al. [18] also judiciously
chose the dual objective function of the SP and converted the SP to a ‘minimal infeasible subsystem’
which resulted in a more effective choice of Benders cuts.
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Let mik,mjl for k, l ∈ N be non-negative real parameters and m0 be a real parameter. For (m0,mij) =
(m0,mi1, . . . ,min,mj1, . . . ,mjn), we consider the following problem to generate cuts:
max m0 fij −
∑
k∈N
mikuijk −
∑
l∈N
mjlvijl (23)
s.t. fij −
∑
k∈N
zˆikuijk −
∑
l∈N
zˆjlvijl = δˆij (24)
(18)− (19)
Any feasible point in the above problem is an optimal solution for (17)-(19). Furthermore, when m0 = 1
and (h′,m) are such that (2)-(4) are satisfied, 0 < hk < 1 for all k ∈ N , and 0 < mik < 1 for every pair
(i, k) ∈ N2, then (h′,m) is a point in the relative interior of the convex hull of our master problem. For
such a choice of (m0,mij), the Benders cuts generated by an optimal solution of the above problem is
a pareto optimal cut (Magnanti and Wong [27]).
Note that for a fixed allocation by zˆ, the shortest path from i to j is among the 4 paths through
allocated hubs of i and j, namely i− k1− l1− j, i− k1− l2− j, i− k2− l1− j and i− k2− l2− j, where
zˆik1 = zˆik2 = zˆjl1 = zˆjl2 = 1. Let kˆ and lˆ denote the allocated hubs of i and j respectively, such that the
shortest path among these 4 paths for (i, j) is through those hubs. Let K1ij = {k ∈ N : zˆik = 1, k 6= kˆ},
K0ij = {k ∈ N : zˆik = 0}, L1ij = {l ∈ N : zˆjl = 1, l 6= lˆ}, and L0ij = {l ∈ N : zˆjl = 0}. So (24) is
equivalent to
fij −
∑
k∈K1ij∪{kˆ}
uijk −
∑
l∈L1ij∪{lˆ}
vijl = δˆij .
Note that by the above equation, we have
uijk = 0, ∀k ∈ K1ij (25)
vijl = 0, ∀l ∈ L1ij , (26)
since uijk, vijl ≥ 0 and fij − uijkˆ − vijlˆ ≤ Cijkˆlˆ Wij = δˆij by (18). Hence, (24) becomes
fij − uijkˆ − vijlˆ = Cijkˆlˆ Wij . (27)
Thus, by (25) and (27), the problem (23)-(24), (18)-(19) can be rewritten as follows.
BDSij : max m0 fij −mikˆuijkˆ −mjlˆvijlˆ −
∑
k∈K0ij
mik uijk −
∑
l∈L0ij
mjl vijl
s.t. fij − uijkˆ − vijlˆ = Cijkˆlˆ Wij
fij − uijk − vijl ≤ Cijkl Wij , k ∈ K0ij ∪ {kˆ}, l ∈ L0ij ∪ {lˆ}, (k, l) 6= (kˆ, lˆ)
fij − uijk ≤ Cijkl Wij , k ∈ K0ij ∪ {kˆ}, l ∈ L1ij
fij − vijl ≤ Cijkl Wij , k ∈ K1ij , l ∈ L0ij ∪ {lˆ},
fij ≤ Cijkl Wij , k ∈ K1ij , l ∈ L1ij ,
uijk, vijl ≥ 0, fij ∈ Rk, l ∈ N.
In Section 4 we show that for an appropriate choice of (m0,m), the generated cuts using optimal solu-
tions of BDSij are stronger and result in fewer required iterations in the modified Benders decomposition
method.
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3.3 Solving Subproblems BDSij Efficiently
The second issue we address in this section is the computationally expensive issues of the generation
of Benders cuts. Using the simplex method to solve n2 linear programs in each Benders iteration can
be very time consuming. As shown in Figure 6-(a), more than 90% of the average computational time
(in a few implementations) is consumed for the generation of cuts by solving BDSij using the simplex
method. In this part, we develop an algorithm to obtain Benders cuts more efficiently.
For a fixed pair (i, j), let rijkl be the dual variable of constraint with indices (k, l) in BDSij . For simplicity
we use rkl instead of r
ij
kl when the context is clear. Then the dual of BDSij is:
min
∑
k∈N
∑
l∈N
Cijkl Wij rkl
s.t.
∑
k∈N
∑
l∈N
rkl = m0,∑
l∈N
rkl ≤ mik, k ∈ K0ij ∪ {kˆ}∑
k∈N
rkl ≤ mjl, l ∈ L0ij ∪ {lˆ}
rkˆlˆ ∈ R, rkl ≥ 0 (k, l) ∈ N2 \ {(kˆ, lˆ)}.
Note that, by the choice of K1ij , L
1
ij , kˆ and lˆ, in any optimal solutions of the above problem we have
rkl = 0 for k ∈ K1ij , l ∈ L1ij ∪ {lˆ}. Thus, by constraints of the problem,∑
k∈K0ij
∑
l∈N
rkl ≤
∑
k∈K0ij
mik and
∑
k∈K1ij∪{kˆ}
∑
l∈L0ij
rkl ≤
∑
l∈L0ij
mjl.
Suppose
∑
k∈K0ij mik = Γ1 and
∑
l∈L0ij mjl = Γ2, for some positive Γ1 and Γ2. Then,∑
k∈N
∑
l∈N
rkl ≤
∑
k∈N
mik +
∑
l∈N
mjl + rkˆlˆ ≤ Γ1 + Γ2 + min{mikˆ,mjlˆ}.
To eliminate the unsigned variable rkˆlˆ, we rewrite rkˆlˆ = r
+
kˆlˆ
− r−
kˆlˆ
. Therefore,
r−
kˆlˆ
=
∑
k∈N
∑
l∈N,(k,l) 6=(kˆ,lˆ)
rkl + r
+
kˆlˆ
−m0 ≤ S,
where S = Γ1+Γ2−m0. Obviously, S ≥ 0 must hold. Now let g = S−r−
kˆlˆ
. So g ≥ 0 and rkˆlˆ = r+kˆlˆ+g−S.
In the following problem, rkˆlˆ denotes r
+
kˆlˆ
+g to make the presentation of the problem easier. This means
that rkˆlˆ has different meanings in the above problem and the (equivalent) following problem:
min − S Cijkˆlˆ Wij +
∑
k∈N
∑
l∈N
Cijkl Wij rkl (28)
s.t.
∑
k∈N
∑
l∈N
rkl = Γ1 + Γ2, (29)
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∑
l∈N
rkl ≤ mik, k ∈ K0ij (30)∑
l∈N
rkˆl ≤ mikˆ + S, (31)∑
k∈N
rkl ≤ mjl, l ∈ L0ij (32)∑
k∈N
rklˆ ≤ mjlˆ + S, (33)
rkl ≥ 0 k, l ∈ N. (34)
The above problem is a minimum cost network flow problem (MCNF) in an auxiliary network with
2n+2 nodes and n2+2n arcs. Let si and tj denote the corresponding source and sink nodes respectively,
(which represent i and j respectively), and 1, 2, . . . , n, n+1, . . . , 2n denote two copies of all nodes of the
original network. In the auxiliary network, links are (si, k), (k, l), and (l, tj), for k = 1, 2, . . . , n, and
l = n+ 1, n+ 2, . . . , 2n. The supply and demand of all nodes are zero except for si and tj with supplies
Γ1 +Γ2 and −Γ1−Γ2 respectively. The capacity of arcs is given by constraints (30)-(34) (see Figure 4).
Obviously, the total flow must be at most the total capacity of links with an endpoint i, or the total
capacity of those with an endpoint j; that is, Γ1 +Γ2 ≤ min{
∑
k∈K0ij mik+S+zikˆ,
∑
l∈L0ij mjl+S+zjlˆ}.
si tj
2
1
kˆ
n
n+1
n+2
n+ lˆ
2n
∞ ∞
n+ l1
k1
mjlˆ
mj2
mj1
mjn
mi1
mi2
mikˆ
min
Figure 4: An equivalent minimum cost network flow problem to the dual of BDSij
Intuitively, the residual network of the subproblem network (the dual of BDSij) in which rkˆlˆ is equal
to its lower bound (that is, −S) is the above auxiliary network. A model of the minimum cost network
flow is given below, where rsik is the flow variable from si to k and rltj is the flow variable from l to tj .
MCNF: min −S Cijkˆlˆ Wij +
n∑
k=1
χdik Wij rsik +
n∑
k=1
2n∑
l=n+1
αdkl Wij rkl +
2n∑
l=n+1
δd(l−n)j Wij rltj (35)
s.t.
∑
k∈N
rsik = Γ1 + Γ2 (36)
2n∑
l=n+1
rlk − rsik = 0, k = 1, . . . , n (37)
rltj −
∑
k∈N
rkl = 0, l = n+ 1, . . . , 2n (38)
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−
2n∑
l=n+1
rltj = − Γ1 − Γ2, (39)
rsik ≤ msik k ∈ K0ij (40)
rsikˆ ≤ msikˆ + S (41)
r(l+n)tj ≤ mtj l l ∈ L0ij (42)
r(lˆ+n)tj ≤ mtj lˆ + S (43)
rsik, rltj , rkl ≥ 0 (44)
We used the Floyd-Warshall algorithm to obtain kˆ and lˆ for each pair (i, j), and the successive shortest
path algorithm to solve minimum cost network flow problems (Ahuja et al. [2]). Thus, the complexity
of obtaining a solution for (28)-(34) is O(n3 +n2 log n) for each pair (i, j). Using the successive shortest
path algorithm, the potentials of each node are also computed for any optimal solution. Thus, the
optimal values of the dual variables can be obtained efficiently (Ahuja et al. [2]).
Let pik, k ∈ {si, 1, 2, . . . , 2n, tj}, αijk for k ∈ K0ij ∪ {kˆ}, and βijl for l ∈ L0ij ∪ {lˆ} be the dual variables
of the set of constraints (36)-(39), (40)-(41), and (42)-(43) respectively. Then the dual of the above
problem is
max −S CijkˆlˆWij +(Γ1 + Γ2)pisi−(Γ1 + Γ2)pitj − (mikˆ +S)αijkˆ−(mjlˆ +S)βijlˆ−
∑
k∈K0ij
mik αijk−
∑
l∈L0ij
mjl βijl (45)
s.t. pisi − pik − αijk ≤ χdik Wij , k = 1, . . . , n (46)
pik − pil ≤ αdk(l−n) Wij , k = 1, . . . , n, l = n+ 1, . . . , 2n (47)
pil − pitj − βijl ≤ δd(l−n)j Wij , l = n+ 1, . . . , 2n (48)
αijk, βijl ≥ 0, pik, pil ∈ R k = 1, . . . , n, l = n+ 1, . . . , 2n. (49)
Noting that pik is the potential of node k in the corresponding network for the MCNF problem, we can
immediately obtain αijk and βijk:
αijk = max{0, pisi − pik − χdikWij}, k = 1, . . . , n,
βijl = max{0, pil − pitj − δd(l−n)jWij}, l = n+ 1, . . . , 2n.
Note that αijk and βijl will be equal to zero if flows in their associated links in the auxiliary network
are strictly less than their corresponding upper bounds. Therefore, for k ∈ K1ij and l ∈ L1ij , we have
αijk = 0 and βij(l+n) = 0 since i− kˆ − lˆ − j is shorter than i− k − l − j.
Theorem 3.2. Given an optimal solution (pi,αij ,βij) of problem (45)-(49), (fij ,uij ,vij) is a feasible
and optimal solution of BDSij, where fij = pisi − pitj , uijk = αijk, and vijl = βij(l+n) for k, l ∈ N .
Proof. First note that by feasibility of (pi,αij ,βij), we have
pisi − pitj − αijk − βij(l+n) ≤ (χdik + αdkl + δdlj)Wij = CijklWij , ∀k, l ∈ N. (50)
By optimality of (pi,αij ,βij), we have pisi−pikˆ−αijkˆ = χdikˆWij , pikˆ−pilˆ = αdkˆ(lˆ−n) Wij , and pilˆ−pitj −
βijlˆ = δd(lˆ−n)jWij . For otherwise, if pisi − pikˆ − αijkˆ < χdikˆWij , then (pi,α′ij ,βij) with α′ijkˆ = αijkˆ − 
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for some  > 0, and α′ijk = αijk for k 6= kˆ, is feasible and has strictly larger objective value, which is a
contradiction with the optimality of (pi,αij ,βij). Similarly if pilˆ − pitj − βijlˆ < δd(lˆ−n)jWij then we get
the same contradiction. If pikˆ − pilˆ < αdkˆ(lˆ−n)Wij , then (pi′,αij ,β′ij) with pi′lˆ = pilˆ −  and β′ijlˆ = βijlˆ − 
for some  > 0, and pi′l = pil and β
′
ijl = βijl for l 6= lˆ is feasible while it has a strictly larger objective
value, which is the same contradiction. Therefore, we have
pisi − pitj − αijkˆ − βij(lˆ+n) = Cijkˆlˆ Wij . (51)
Therefore, for fij = pisi − pitj , uijk = αijk for k ∈ N , and vijl = βij(l+n) for l ∈ N , (fij ,uij ,vij) is
feasible for BDSij by (50)-(51), and the fact that αijk = 0 for k ∈ K1ij , and βij(l+n) = 0 for l ∈ L1ij .
On the other hand, by (51) and since S = Γ1 + Γ2−m0, the objective value of (pi,αij ,βij) for problem
(45)-(49) is
m0(pisi − pitj )−mikˆαijkˆ −mjlˆβijlˆ −
∑
k∈K0ij
mik αijk −
∑
l∈L0ij
mjl βijl,
which is exactly the objective value of BDSij for (fij ,uij ,vij). Since these two problems have the
same optimal values by invoking the strong duality theorem, (fij ,uij ,vij) is an optimal solution of
BDSij .
Note that by using MCNF for generating cuts, we (i) avoid numerical instability arising from constraint
(24), and (ii) solve the subproblems much more efficiently, so that generating n2 cuts is not a hindrance
to obtaining tight cuts for the MP formulation – an observation that was made previously for the HLP
problem in de Camargo et al. [12]. Algorithm 1 summarises the steps we use to solve U2ApHMP with
our accelerated Benders decomposition method.
Algorithm 1: Modified Benders decomposition algorithm for U2ApHMP
1 Set UB =∞;
2 Solve Master Problem MP for optimal solution (hˆ, zˆ) and optimal value ZˆMP ;
3 if MP is infeasible then Stop. U2ApHMP is infeasible;
4 Choose Γ1,Γ2 and m0 so that S ≥ 0;
5 Using successive shortest path algorithm and (hˆ, zˆ), solve subproblem MCNF for optimal solution
(pˆi, αˆ, βˆ) and optimal value ZˆSP ;
6 Let UB := min{∑k∈N Fkhˆk +∑i,k∈N Gik zik + ZˆSP , UB};
7 if UB − ZˆMP <  then Stop. Optimal solution for U2ApHMP is (hˆ, zˆ, xˆ);
8 Using Theorem 3.2, generate cuts (20) and add them to MP;
9 Go to Line 2.
3.4 Choice of Core Points
The strength of the Benders cuts in similar acceleration techniques (as discussed in Section 3.2) is
directly related to the slope of the dual objective function of SP. In the literature, this slope is defined
by some core point. A better choice of the points results in stronger cuts by defining more effective
facets for cuts, which in turn improves the convergence rate of branch and bound for MP. We now
discuss two methods for choosing this slope.
Magnanti and Wong [27] showed that any core point can be used to generate pareto optimal cuts. For
instance, Contreras et al. [11] set and fixed integer variables of MP to 0.1 in each iteration in their HLP
16
ACCEPTED MANUSCRIPT
AC
CE
PT
ED
 M
AN
US
CR
IP
T
implementation. We equivalently set and fix m0 = 1, and
mik = 2/n ∀i, k ∈ N,
in each iteration as our core point. Generated cuts by m are pareto optimal, however, they might
not be the strongest cuts. We observed in most cases (across a few test implementations we ran) that
a modification of BDSij – in which the objective function is minimised – results in stronger pareto
optimal cuts, fewer branch and bound iterations, and faster convergence than those obtained by BDSij
(see Figure 5). In fact, there might not be any method to realise a core point for the strongest cut
as observed by Mercier et al. [29]. So pareto optimality is not sufficient to measure the strength of
Benders cuts.
Our observation gave a motivation to choose more effective core points. Recently, Papadakos [36]
showed that even if we drop (24) from the second LP, the generated cut is still pareto optimal. They
defined a ‘Magnanti-Wong point’ to be any point for which the second LP gives a pareto optimal cut,
and further showed that it is enough to use any convex combination of a Magnanti-Wong point and a
feasible point of MP to generate a pareto optimal cut (Papadakos [36, Theorem 8]). In our approach,
there is no need to drop (24) since it is included in MCNF without causing any instability in the
solution. In MCNF we set Γ1 = 0.7,Γ2 = 2.7,m0 = 0, S = Γ1 + Γ2 −m0, and
mik = Γ1/n ∀k ∈ K0ij , mjl = Γ2/n ∀l ∈ L0ij ,
mikˆ = mjlˆ = 1/n, and mik = Γ2 for k ∈ K1ij , and mjl = Γ1 for l ∈ L1ij . This choice of parameters
is an empirical conclusion. By this combination, we increase the coefficient of zik and zjl in Benders
cuts when zˆik = 0 and zˆjl = 0, respectively, (see the objective function of BDSij) in order to generate
cuts which remove more space which is not recognised as being close to optimal points by the optimal
solution (hˆ, zˆ) of the MP. We show in Section 4 that, on average, this choice of core point substantially
reduces the number of iterations and the computational time.
Since our approach is developed for a new hub location problem, we are not able to compare our results
with previous Benders decomposition approaches for solving hub location problems. The closest related
research to U2ApHMP in the HLP literature is that of Contreras et al. [11] who report state-of-the-
art results on a hub location problem with multiple allocations. Their results have been a marked
improvement to various other results in the literature. They were able to solve large instances exactly
using their method. There are key differences between our research assumptions: (i) for a fixed set of
hubs, the hub location problem with multiple allocation is polynomially solvable, whereas U2ApHMP
is NP-hard even for a fixed set of hubs, and (ii) they fixed χ = δ = 1 in the calculation of costs, whereas
we did not impose this restriction. Note that when χ = δ, the number of subproblems is halved since
the optimal route for any pair (i, j) is the same as that of the pair (j, i) with opposite orientation.
These differences makes our problem quite challenging. On the other hand, they set the coordinates of
the core point to 0.1 in each iteration, and because they found it very expensive to optimally solve the
second LP for generating Benders cuts, Contreras et al. [11] were satisfied with approximations to the
optimal solutions of the subproblems. This might be troublesome since a suboptimal solution of the
subproblem is prone to numerically unbounded Benders cuts as discussed in Papadakos [36, Example
5]. In contrast, we proposed a versatile choice of core points, and used MCNF to solve the dual of the
subproblems for cut generations.
We believe that our method is more efficient than existing similar methods in the literature. This claim
is supported by our tests on the uncapacitated hub location problem with single or multiple allocation.
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This is achieved through a more careful and judicious choice of the core point. We presented the results
of our approach on USApHMP and UMApHMP in [31]. Furthermore, we believe that our results can
be extended to UrApHMP for any 3 ≤ r ≤ p − 1. However, the investigation of this claim is not in
the scope of this paper. So we leave it as a subsequent exercise for other researchers. Nevertheless, in
order to show the efficiency of our approach for other problems, we also briefly present the results of
our examination of this method and a second method for choosing core points on USApHMP.
By substituting (3) with the following, we obtain a formulation for USApHMP (Campbell [7]):∑
k∈N
zik = 1, ∀i ∈ N
The MP in the modified Benders decomposition is different with the one in U2ApHMP, but their
subproblems are similar. By this change, the corresponding K1ij and L
1
ij in Section 3.2 are empty sets.
But, this has no effect on the SP, and the Benders cuts for USApHMP can be obtained by solving
(28)-(34). Hence, all the previous discussions and methods for subproblems are valid for USApHMP.
Recall that for a fixed set of hubs USApHMP is NP-hard. The choices of parameters and mik for this
problem are the same as those for U2ApHMP.
4 Computational Results
In this section we present the computational results of our experiments on U2ApHMP using a branch
and bound method, and discuss Benders decomposition methods that we developed in this paper. We
first provide some notations that we will use in the succeeding discussions in Table 1.
notation description
n the number of nodes
p the number of hubs
Bitr the number of Benders iterations
Bcuts the number generated Benders cuts
B&B branch and bound using CPLEX 12.7
BnsAuto built-in Benders decomposition method in CPLEX 12.7
Bns-SPX modified Benders decomposition, where n2 BDSij are solved using
the simplex method at each iteration
Bns-MCNF modified Benders decomposition where MCNF is solved using
the successive shortest path algorithm
m-Bns-MCNF Bns-MCNF with the second method of defining the dual objective
function as in Section 3.4
Table 1: Notations used in computational results
We observe that the modified Benders decomposition method is very efficient for solving U2ApHMP,
and that our choice of core points significantly improves the convergence rate. Additionally, it also
reduces the number of iterations required. The effectiveness of our modified Benders decomposition
method for general HLPs is also demonstrated for solving the USApHMP, UMApHMP, UMAHLP and
USAHLP [30, 31].
In order to test the efficiency of our method for solving U2ApHMP, our computational experiments were
carried out on three well-known datasets in the HLP literature. We examined different discount factors,
namely α ∈ {0.2, 0.4, 0.6, 0.8} and experimented with the number of hubs p = 3, 4, 5, 6 and 7. We used
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a factor (10−3) of access link lengths to set fixed costs for corresponding experiments of Tables 3-6. We
used 80 instances of the Civil Aeronautics Board (CAB) dataset (presented first in O’Kelly [34]) with
10, 15, 20 and 25 nodes. For all instances of CAB, we set χ = δ = 1. There is no fixed cost data for
CAB dataset. We used the method of Ebery et al. [13] to generate fixed costs datasets for CAB.
The second dataset we used is the Australia Post dataset (AP) which contains a maximum of 200
nodes. This dataset was introduced by Ernst and Krishnamoorthy [14], who also made an applica-
tion available online in order to generate smaller-sized datasets. This application consolidates sub-
sets of ordered nodes to fewer nodes. We implemented algorithms on AP instances with 30, 40, 50,
60, 70, 80, 90, 100, 125, 150, 175 and 200 nodes. The fixed cost datasets were available for instances
of size 10, 20, 25, 40, 50, 100 and 200. There are tight and loose variants of fixed cost data, where the
tight one is known to result in harder problems in general. We used the tight fixed cost datasets, and
generalised their method of generating smaller size instances to produce fixed cost datasets for instances
of size 30, 60, 70, 80, 90, 125, 150 and 175 too. For all AP instances, we set χ = 3 and δ = 2.
To test the efficacy of our methods even further, we also tested our methods using the Turkish Cargo
Delivery dataset that was provided by Tan and Kara [46]. This dataset contains 81 nodes. Using the
same method that we used for the AP dataset, we produced smaller instances of the Turkish data with
30, 40, 50, 60, 70 nodes. For all these instances, we set χ = δ = 1.
Thus, in total, we tested our methods on 340 instances. The results are presented in Tables 2-8. All
computations were performed on a computer with Xeon(R) 2.30GHz processors and 64 GiB mem-
ory, with 64-bit Linux Red Hat 4.4 operating system. All methods were coded in C++ using the
Concert Technology CPLEX 12.7. The time limit for all computations was fixed to 3 hours (10800 sec-
onds), and the number of computation threads for all the Benders decomposition methods was fixed to
one. If within the specified time limit, a method is able to find the optimal solution, the corresponding
CPU time is presented in seconds (sec). If the method only finds a feasible non-optimal solution, the
gap between the best solution is presented. If, however, a method does not find any feasible solution,
then ‘m’ or ‘t’ is displayed to (respectively) indicate that the method stopped because of insufficient
memory or because it reached the time limit.
The computational results of U2ApHMP tests on the CAB dataset are presented in Table 2. All
procedures were able to optimally solve all instances in a relatively short period of time. The results
indicate thatm-Bns-MCNF is the fastest method with fewest Bitr and Bcuts on average. The two slowest
methods are BnsAuto and Bns-SPX. This issue is because of their inefficient solutions of the SPs for a
factor of Bitr or Bcuts many times. On average, Bns-SPX and Bns-MCNF produced a similar number
of Bitr. This demonstrates that computational times for this problem are significantly impacted by
efficiency of solution methods for SPs in Benders approaches. For all methods, the complexity and
running time grow with the number of nodes n.
For a fixed n, the computational effort increases with α on average. A reason is that with lower transfer
costs, non-hubs tend to be allocated to the closest hub, which makes the competition for allocations
easier. For a given n, the computational effort by B&B and BnsAuto decreases when p increases.
Intuitively, the increased number of hubs results in less required cuts to resolve the competition of
choosing hubs. However, this trend is not realised for Bns-SPX, Bns-MCNF, and m-Bns-MCNF. For
example, the instance with n = 25, p = 4, α = 0.4 (for brevity 25.4.(0.4)) is one of the most time
consuming problems for Bns-SPX and m-Bns-MCNF. A reason for this difference might be that the
modified Benders methods are not restricted to the chosen hubs and allocations specified by MP for
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B&B BnsAuto Bns-SPX Bns-MCNF m-Bns-MCNF B&B BnsAuto Bns-SPX Bns-MCNF m-Bns-MCNF
n p α time time time BcutsBitr time BcutsBitr time BcutsBitr α time time time BcutsBitr time BcutsBitr time BcutsBitr
10 3 0.2 0.22 2.73 0.63 455 7 0.16 446 9 0.11 396 10 0.6 0.20 2.74 0.69 483 9 0.12 474 9 0.09 428 9
4 0.22 2.34 0.69 371 9 0.14 478 11 0.14 425 13 0.22 2.41 0.90 565 14 0.15 534 14 0.09 326 8
5 0.20 2.36 0.58 403 8 0.15 563 16 0.07 352 9 0.20 2.26 0.72 497 10 0.14 534 13 0.10 233 5
6 0.09 2.30 0.70 455 10 0.11 428 10 0.04 198 5 0.19 2.22 1.00 662 18 0.13 476 14 0.08 240 8
7 0.18 2.24 0.64 477 9 0.12 431 16 0.04 224 6 0.18 2.21 0.86 569 14 0.17 463 18 0.06 212 7
15 3 1.14 12.71 3.01 1168 9 0.54 1033 12 0.35 861 8 0.96 11.11 2.61 1108 9 0.50 1013 12 0.47 982 11
4 1.00 11.79 2.40 832 7 0.48 881 10 0.40 553 5 0.98 10.76 3.75 1238 10 0.51 975 12 0.52 963 11
5 0.99 11.47 3.23 1354 10 0.45 1054 12 0.18 573 7 1.06 11.54 3.95 1657 14 0.66 1072 12 0.56 1063 15
6 1.05 10.22 2.95 1160 10 0.36 921 9 0.21 687 8 1.04 11.32 3.31 1497 12 0.55 1008 9 0.41 875 13
7 0.83 11.30 2.79 1160 11 0.43 1141 14 0.22 667 8 1.83 28.11 3.58 1602 13 0.70 1207 15 0.33 878 12
20 3 5.50 32.74 9.90 1540 7 0.97 1490 7 0.80 1464 6 4.53 32.72 11.31 2141 9 0.97 1402 8 1.22 1183 8
4 4.65 27.70 13.74 2415 11 1.01 1642 14 0.80 1137 6 9.63 60.03 24.95 4376 21 2.07 1778 13 1.50 1914 18
5 3.39 30.25 11.21 1878 8 0.96 1675 11 0.67 1106 8 4.04 26.62 18.79 2826 16 1.54 1718 11 0.93 1382 11
6 2.78 30.90 19.63 3016 18 1.03 1962 12 0.98 1331 9 5.69 52.93 22.14 3730 19 1.92 2544 21 0.94 1455 11
7 2.65 28.85 14.21 2743 13 1.09 1815 11 0.67 1378 9 4.32 29.74 19.52 3791 19 1.40 2012 15 0.88 1411 10
25 3 17.69 76.71 47.17 3019 7 2.59 3726 11 2.10 3280 8 12.48 75.99 75.19 4533 12 3.14 3287 15 1.90 3007 10
4 14.40 76.09 59.52 2989 9 2.60 3273 11 2.20 3287 9 19.47 115.12 71.42 5418 16 4.91 3959 18 3.73 3495 18
5 13.96 123.62 60.86 4421 12 2.21 2849 8 1.47 2032 9 13.37 119.19 99.32 6184 19 4.67 3380 16 2.71 2716 13
6 9.45 170.56 71.01 5360 17 3.84 4661 25 1.44 2140 8 11.96 164.85 85.86 6753 22 5.44 4244 23 2.38 3256 15
7 9.81 76.02 75.79 6219 18 2.67 3712 20 1.31 2004 9 10.35 78.32 93.64 6547 24 3.28 3825 16 2.54 2622 15
10 3 0.4 0.23 2.71 0.69 599 10 0.15 426 9 0.09 363 8 0.8 0.34 2.82 0.65 483 9 0.17 438 14 0.14 353 11
4 0.22 2.37 0.90 526 13 0.16 541 13 0.09 347 8 0.57 2.57 0.94 658 13 0.21 550 14 0.11 319 9
5 0.20 2.31 0.62 373 8 0.14 587 16 0.10 294 8 0.21 2.27 0.88 565 13 0.20 507 17 0.09 315 8
6 0.19 2.26 0.70 514 10 0.14 522 20 0.07 300 9 0.38 12.68 1.08 814 19 0.18 457 17 0.06 309 10
7 0.19 2.19 0.68 432 10 0.10 433 15 0.05 237 9 0.43 2.47 1.23 717 22 0.12 427 15 0.08 230 7
15 3 0.61 10.78 3.04 1166 9 0.59 1050 12 0.29 783 8 1.67 22.00 3.92 1466 12 0.88 1162 15 0.53 930 11
4 0.93 11.54 2.94 1037 9 0.45 953 11 0.27 774 10 2.31 24.58 3.39 1730 12 0.94 1190 17 0.66 1035 14
5 1.02 10.98 3.06 1191 10 0.51 1175 12 0.23 696 9 4.48 27.61 5.36 2323 20 0.98 1166 15 0.93 1237 22
6 0.96 9.79 4.01 1492 14 0.46 950 11 0.31 720 10 2.52 31.23 6.84 2350 27 1.24 1674 30 0.58 946 12
7 0.96 11.48 2.98 1119 9 0.67 1434 20 0.36 804 11 2.25 24.93 5.26 2248 20 1.02 1287 22 0.60 1192 19
20 3 5.52 32.89 10.13 1537 7 1.00 1425 7 0.87 1056 5 3.65 28.36 11.19 2090 10 1.16 1371 10 0.97 1163 6
4 4.11 26.54 13.32 2437 11 1.27 1755 14 1.21 1291 11 9.90 61.72 25.41 3816 19 2.55 2389 21 2.14 2495 22
5 3.70 27.04 15.13 2402 12 1.01 1753 10 0.71 1375 8 5.83 52.76 20.05 3877 17 2.67 1972 14 1.52 1550 10
6 2.64 27.50 18.81 3411 18 1.28 1802 11 0.75 1367 9 8.10 68.10 31.61 4926 25 3.12 2259 18 1.63 1845 18
7 2.76 29.40 18.83 3233 17 1.54 2171 19 0.77 1619 11 6.62 55.38 35.55 6620 33 2.21 2552 23 1.25 1694 14
25 3 19.07 75.05 40.69 3017 8 3.10 3475 13 1.67 2391 8 12.34 74.37 54.34 4745 13 3.12 3475 24 2.22 3083 12
4 13.06 76.17 127.85 5820 17 2.83 3013 10 2.23 2552 8 46.15 133.34 93.25 8123 19 7.89 4706 23 10.30 4856 26
5 11.73 122.62 78.43 5833 17 3.10 3059 13 1.99 2124 7 51.85 187.90 228.84 13177 40 12.26 5271 22 8.22 4554 21
6 9.80 171.84 111.54 6265 19 2.88 3167 12 1.41 2099 7 28.85 227.93 161.68 12398 35 8.74 4642 21 6.12 3845 19
7 9.47 75.96 80.81 4794 15 2.37 3474 13 1.60 1960 10 28.67 107.41 127.56 8822 25 9.15 3860 19 4.10 2800 16
Table 2: U2ApHMP on CAB dataset
generating cuts and take into account any shorter paths.
Table 3 presents the computational results of U2ApHMP tests on the problem instances in the AP
dataset with n between 30 and 60.
The B&B, Bns-MCNF, and m-Bns-MCNF methods were able to optimality solve all the instances within
the time limit (except one instance by B&B). However, BnsAuto was not able to load instances with
n = 60, and Bns-SPX was not able to optimally solve instances with n = 60, for which the gap of
the best solutions is presented in the ‘time’ column. m-Bns-MCNF outperforms all other methods in
terms of computational time, and also it requires fewer Bitr and Bcuts for almost all instances. In
general, the computational times of the modified Benders approaches are dependant on Bitr and Bcuts,
without being impacted by the value of p. The computational times of B&B, BnsAuto and Bns-SPX grow
exponentially with n, due to the growth of the size of instances and/or the increased number of required
Bitr or Bcuts. B&B outperforms BnsAuto for all instances. In contrast, the increase of computational
times of Bns-MCNF and m-Bns-MCNF with growth of n are not as fast, which is because of efficient
solutions of SPs and fewer Bitr. m-Bns-MCNF outperforms Bns-MCNF by more than 55% in average
computational times, and it outperforms other methods by more than almost 90%.
Tables 4-5 present the computational results of U2ApHMP tests on the instances in the AP dataset,
where n is between 70 and 200. Since B&B, BnsAuto, and Bns-SPX were unable to load instances due
to shortage of memory, or unable to obtain optimal (or even feasible) solutions for these instances in
our test conditions, we do not include details of computational tests for these methods in Table 4-5.
When a method finds a feasible solution which is not optimal, the gap of its best solution and the best
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B&B BnsAuto Bns-SPX Bns-MCNF m-Bns-MCNF B&B BnsAuto Bns-SPX Bns-MCNF m-Bns-MCNF
n p α time time time BcutsBitr time BcutsBitr time BcutsBitr α time time time BcutsBitr time BcutsBitr time BcutsBitr
30 3 0.2 20.4 142.8 235.9 7014 13 3.7 4408 11 2.2 3503 9 0.6 21.1 172.0 259.5 6692 11 3.8 4446 14 2.0 3170 10
4 19.4 181.4 300.0 7105 14 3.1 4531 10 2.1 3597 9 18.9 145.8 246.6 6839 13 3.6 4562 13 3.0 3531 10
5 15.4 178.3 317.4 5562 16 4.0 4954 13 2.4 3126 11 16.7 173.8 252.4 6140 14 3.8 5496 16 2.3 3214 10
6 13.1 186.3 321.1 7993 19 3.4 3743 11 2.4 2829 10 11.5 182.8 354.9 7904 23 4.6 4217 14 1.5 3042 10
7 12.4 183.2 259.1 6067 15 3.5 4884 13 2.5 3717 14 14.0 142.1 357.7 7888 19 5.6 5327 18 1.5 3086 12
40 3 396.6 572.3 1730.716357 16 12.4 10006 13 8.3 6945 9 252.3 518.9 3097.121740 24 10.1 8419 13 9.6 7416 12
4 266.4 2339.5 1596.511751 12 16.2 9661 13 9.1 7026 9 225.9 2468.6 1271.9 9538 10 17.610138 16 7.2 6204 8
5 196.5 1972.8 1999.914663 19 27.7 11804 23 11.6 7036 8 201.1 2383.6 2866.718621 25 15.4 9878 22 15.2 8984 20
6 118.1 2332.2 1790.314743 17 20.6 10752 17 9.6 8358 11 167.2 2391.8 4401.523910 38 19.810669 25 12.2 8713 17
7 205.1 2409.4 3240.021200 28 36.6 12226 26 12.9 9633 19 191.2 1880.1 3043.221011 28 33.411054 23 14.410451 19
50 3 1590.9 7392.8 8208.229075 18 39.9 17903 15 26.114829 10 1667.5 7240.0 5300.820734 12 36.918154 14 24.813615 12
4 1578.3 6824.0 8664.726591 22 85.1 22793 20 27.614112 11 1485.3 5693.9 8757.738760 26 62.123334 28 30.314075 16
5 618.0 5828.9 0.0%31998 27 47.2 18967 18 22.313193 10 1055.9 6186.9 7354.427959 17 62.220743 36 29.210821 12
6 567.2 5248.2 6572.026031 21 37.3 15124 16 17.510318 9 1002.4 4811.5 0.0%38496 32 68.017639 27 28.114465 16
7 369.9 5774.8 7981.338091 27 57.3 15244 12 23.912065 15 965.9 4896.2 0.0%43308 31 93.520031 31 37.215488 16
60 3 6762.5 m 23.0%17968 8 143.3 31872 19 95.823691 13 t m 25.0%20829 9 211.633296 41 189.329152 27
4 4453.1 m 16.0%20881 8 154.2 30675 25 114.620226 10 9577.3 m 46.0%24967 8 191.932814 20 201.828747 36
5 2575.8 m 3.0%27228 11 107.8 24302 18 68.018938 15 5650.3 m 15.0%28996 10 231.229457 27 72.218160 16
6 1667.9 m 4.0%26885 9 206.9 31506 27 127.823367 22 3416.5 m 14.0%25809 10 201.330810 35 191.827646 36
7 1267.6 m 6.0%26534 10 233.2 30939 20 138.129016 28 4133.1 m 16.0%21334 11 279.926353 22 173.326281 36
30 3 0.4 24.8 187.3 423.0 8185 17 4.8 5395 16 3.9 4153 12 0.8 21.2 168.7 352.8 8680 17 3.9 5519 15 3.0 3121 10
4 20.7 186.9 405.6 7185 16 4.7 5938 23 2.6 3239 11 20.9 164.7 223.3 7816 13 4.0 4538 12 2.9 2969 9
5 15.5 183.8 319.3 7136 17 4.4 4628 11 2.3 3851 12 13.2 139.0 248.4 6611 14 5.4 4811 15 2.3 3068 10
6 14.3 179.8 353.2 7509 16 3.7 4518 15 2.2 2647 8 14.4 175.5 318.0 7886 18 4.0 4061 17 2.6 3771 12
7 10.5 180.3 282.2 6614 17 4.2 4308 15 2.3 3420 11 12.1 183.2 329.4 6439 15 5.8 4298 15 2.1 3352 10
40 3 323.1 513.5 3758.226084 30 10.5 8694 12 6.5 6027 10 283.4 563.6 2510.519102 21 12.2 8535 13 7.5 5844 8
4 234.0 2455.3 2812.524154 26 17.0 9608 16 12.2 7597 16 218.8 2533.3 1591.614234 15 13.6 8714 12 9.5 6162 8
5 211.1 2533.6 2146.913292 17 16.2 8292 13 12.1 9490 18 149.3 2386.5 1784.516669 18 18.1 9942 14 14.1 8142 19
6 165.9 2052.4 4508.926791 45 22.9 9241 17 10.7 7414 15 163.9 2515.3 2780.320658 24 19.110122 16 12.3 9878 17
7 172.4 2469.4 3581.121982 32 36.2 10661 22 14.110937 27 143.3 2622.2 4477.424829 39 25.4 9500 17 11.9 8728 12
50 3 1722.7 5742.3 8259.624067 18 35.9 17054 19 25.111825 9 1771.3 5319.8 0.0%36659 26 103.028347 43 33.415861 14
4 1206.7 5137.0 6102.726666 16 49.3 19793 22 36.615471 16 1302.7 5323.6 10929.837886 26 70.019535 21 51.918025 21
5 903.5 5212.4 8227.527342 19 57.0 20747 26 23.511394 14 1143.4 4669.7 0.0%32438 32 53.116139 19 31.914217 21
6 414.9 5875.4 0.0%28681 28 47.0 15283 21 17.510849 11 1508.1 5785.9 0.0%40824 34 53.714875 16 36.814185 24
7 564.2 5770.0 0.0%36814 31 60.9 20836 25 23.011685 14 1783.3 t 0.0%39467 35 91.317444 19 46.215611 15
60 3 7960.4 m 9.0%21381 8 132.9 26928 22 86.925456 11 9353.4 m 6.0%27017 11 117.523432 19 131.528591 22
4 6319.9 m t 203.8 35150 34 99.722377 18 9784.0 m 14.0%24042 9 229.932188 41 304.629526 33
5 2465.4 m 12.0%20464 11 154.7 24908 21 76.816574 21 8667.8 m 12.0%20057 9 259.024595 27 128.119200 25
6 2381.4 m 19.0%24003 10 172.4 26240 23 77.721034 22 5460.5 m 7.0%24216 10 284.331914 41 174.629146 30
7 3727.5 m 20.0%26041 10 221.8 30316 32 102.121082 22 7305.9 m 15.0%27262 11 335.337828 54 283.830653 31
Table 3: U2ApHMP on Australia Post dataset (part 1)
lower bound is presented in the ‘time’ column. Within the time limit, Bns-MCNF was able to solve 60%
of these problems to optimality, and could not obtain any feasible solution for 3 instances (indicated
by ‘t’ in the ‘time’ column). m-Bns-MCNF performed better and was able to optimally solve 65% of
instances. In general, the computational efforts of Bns-MCNF and m-Bns-MCNF decrease as α grows for a
fixed n. m-Bns-MCNF was able to solve instances with 70 ≤ n ≤ 100 faster than Bns-MCNF by 47%, with
20% fewer Benders iterations on average. This is rooted in the stress of our cut generation method
with m-slope of DSij on non-hubs and non-allocated links. The gap of the best solutions obtained by
m-Bns-MCNF is 2.5% lower than those by Bns-MCNF for instances with 125 ≤ n ≤ 200 on average.
Table 6 presents the computational results of all U2ApHMP tests on the Turkish dataset. B&B was able
to obtain optimal solutions for all instances with up to 40 nodes, and most of instances with n = 50.
This method was only able to optimally solve a fifth of the instances with n ≥ 60, among which none
of them has 81 nodes within the time limit. BnsAuto was able to give optimal solutions for instances
only up to 40 nodes, and unable to solve most instances with n = 50 especially for larger discount
factors α. It encountered memory shortage for n ≥ 60 in our test conditions. m-Bns-MCNF was able to
solve all problems to optimality, and outperform B&B, BnsAuto, and Bns-SPX by more than 85%, and
Bns-MCNF by 56% in the average computational times. Table 6 shows that its computational times are
reduced by the efficient solution of SPs and through generating stronger cuts, which is evident from
fewer Bcuts/Bitr. Bns-MCNF and m-Bns-MCNF were able to solve (almost) all instances within the time
limit in this experiment. However, m-Bns-MCNF required around 25% fewer Benders iterations and
Benders cuts than Bns-MCNF. The computational time of Bns-MCNF is at least twice that of m-Bns-MCNF
on average. As in the other tested datasets, the average of computational efforts grows with the number
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Bns-MCNF m-Bns-MCNF Bns-MCNF m-Bns-MCNF
n p α time Bcuts Bitr time Bcuts Bitr α time Bcuts Bitr time Bcuts Bitr
70 3 0.2 272.44 43540 24 224.96 36862 15 0.4 420.47 42911 30 266.88 40004 21
4 588.61 46419 24 296.04 43321 26 467.52 35537 12 282.75 37305 27
5 366.36 47950 25 269.42 39129 19 530.69 48751 29 310.91 32703 16
6 332.41 37667 24 205.20 34456 22 226.07 29611 14 222.54 32955 24
7 616.97 52998 46 130.91 25526 12 592.34 45574 33 198.43 30154 22
80 3 567.50 55814 21 509.55 45554 13 661.14 62778 34 332.41 40559 16
4 1009.00 80186 35 321.34 46780 14 742.58 61094 30 470.70 49310 25
5 492.50 48367 19 233.99 30802 10 661.38 48721 29 417.13 44670 24
6 533.30 49511 25 686.70 55929 38 664.84 53302 24 302.65 35103 16
7 868.92 50789 24 581.99 48244 24 818.01 46291 24 735.97 53632 43
90 3 1254.12 76260 20 659.62 54696 17 748.67 56556 13 1239.47 86582 33
4 984.92 74202 30 734.54 65373 21 1044.55 83412 29 751.81 62709 24
5 1526.97 70471 28 957.49 63884 23 2278.31 63814 29 791.65 54623 27
6 1619.50 70766 27 574.77 43324 19 2655.76 73494 31 697.32 49481 22
7 2262.46 73325 28 1399.61 58979 29 4385.24 91700 47 898.63 53064 24
100 3 1323.48 90505 21 1226.75 60782 19 1200.94 78013 19 1567.24 80956 24
4 2059.02 106704 27 1742.64 106089 25 1958.42 78000 19 1997.37 80251 28
5 1648.27 80657 25 637.05 46626 13 2141.89 100388 35 927.52 49398 23
6 2692.40 86209 35 1236.50 71316 23 2696.63 104529 28 1311.31 67185 28
7 5622.00 115162 37 1429.63 69383 21 4953.79 119414 34 2911.98 91949 39
125 3 3487.45 150235 22 2038.97 92238 11 3696.56 86909 15 2494.87 68878 14
4 3962.02 107383 20 2215.89 85929 15 3415.98 121096 17 3548.82 111807 24
5 6337.98 135589 33 6392.57 124667 42 6302.00 117829 27 3752.19 99035 26
6 10517.41 155356 36 3325.59 105500 26 6428.66 130810 26 7199.55 132662 55
7 2% 155404 27 9633.33 176204 36 1% 183790 42 0% 172282 43
150 3 8% 190506 15 4775.98 127094 9 9189.72 153038 20 0% 152417 29
4 8641.77 177568 17 t 2% 166665 30 9246.01 173529 27
5 5% 157402 32 10352.82 171124 28 13% 171708 22 9048.46 145009 24
6 9% 147501 15 0% 159738 32 2% 193872 28 12% 137835 12
7 2% 175550 20 1% 139186 17 19% 158520 27 1% 190000 24
175 3 1% 181219 12 2% 150104 14 5% 158169 15 2% 135545 10
4 12% 128926 10 3% 162706 8 1% 144543 14 12% 119333 11
5 26% 148861 12 9% 129987 12 29% 129811 15 17% 120679 11
6 17% 178584 13 2% 129470 12 16% 192971 13 2% 163189 13
7 19% 193690 15 12% 145753 14 16% 198397 12 8% 130961 15
200 3 26% 150025 7 23% 158030 5 t 32% 155890 7
4 9% 206931 12 14% 155976 6 4% 164926 10 12% 171367 9
5 26% 203334 10 51% 119542 4 48% 146521 5 13% 213862 7
6 t 7% 118380 5 15% 119744 4 13% 147743 9
7 17% 184131 10 t 16% 157563 5 23% 119483 5
Table 4: U2ApHMP on Australia Post dataset (part 2)
of nodes or the transfer discount. In general for a given n, when p increases or when α decreases, the
computational time of B&B decreases, and those of Bns-SPX, Bns-MCNF, and m-Bns-MCNF increase.
Tables 2-6 indicate that B&B and BnsAuto as general purpose tools are not as efficient as the modified
Benders methods for our hub location problem to solve large instances. B&B is not very efficient since
it is very dependant on the capability of computational environment. Its computational effort grows
exponentially, so that it is unable to solve every instance with n ≥ 60 in our experiments. In general,
its performance is highly influenced by the size of the problem. According to our computational results,
BnsAuto is not an efficient method in general since only one cut is added to the MP in each iteration.
In addition, it requires large RAM memory for relatively medium instances. Note that the modified
Benders methods are able to find optimal solutions (or feasible solutions in some cases), whereas
BnsAuto cannot load the problem due to the shortage of memory. However, the computational times
of Bns-SPX are larger than those of BnsAuto for most cases (see Figure 7).
Due to the degeneracy of the SPs, the generated cuts in each iteration are not unique. The convergence
rate of the Benders approach is highly dependant on the choice of cuts. As shown in Figure 5 and
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Bns-MCNF m-Bns-MCNF Bns-MCNF m-Bns-MCNF
n p α time Bcuts Bitr time Bcuts Bitr α time Bcuts Bitr time Bcuts Bitr
70 3 0.6 252.31 35183 24 263.14 24573 18 0.8 337.60 38940 35 472.43 43573 38
4 441.62 39697 32 486.48 47158 35 461.18 47404 49 243.46 24881 24
5 757.08 44179 62 189.72 27664 14 612.01 50489 52 306.15 31548 20
6 281.95 34518 23 157.70 30936 14 482.43 37257 37 366.54 36032 42
7 846.52 48646 48 301.99 31383 26 1116.60 56216 38 445.36 36048 23
80 3 740.49 58430 37 458.44 50135 28 447.21 43061 26 430.03 40310 26
4 691.71 55457 30 423.81 48714 25 948.97 54971 34 367.83 41875 18
5 1347.31 63052 39 786.51 42747 31 871.12 61774 40 561.00 35163 19
6 893.77 55924 27 658.50 48990 37 1316.41 57982 46 718.46 44986 30
7 1211.16 53548 39 977.72 49484 47 1728.25 48971 21 1627.16 57376 35
90 3 686.46 56012 19 1285.79 70023 36 944.95 62426 26 1295.25 75091 29
4 583.84 57040 24 1003.31 49561 28 1100.42 63724 33 711.18 42654 21
5 1928.53 76749 35 1168.41 66848 33 1374.35 68986 32 1023.69 49214 31
6 3292.04 84316 66 707.66 53730 25 2589.41 70574 51 1223.22 50476 33
7 2120.44 73876 46 1697.27 76755 47 5226.40 89118 43 2147.01 78243 54
100 3 1281.84 84046 18 869.15 69089 14 1391.49 76712 24 1581.76 91822 25
4 1910.48 80352 21 1667.03 57158 23 2596.91 88826 41 1838.74 64422 21
5 2775.97 98360 39 1077.40 53798 16 3006.49 97259 47 1520.71 56047 19
6 2867.54 91289 33 925.23 53999 20 4555.27 113668 43 2066.96 68737 33
7 6070.26 107040 49 3054.90 87928 38 t 3984.57 91899 35
125 3 2476.75 94968 16 2975.88 64602 20 4451.72 135687 34 6046.55 134748 41
4 5078.91 138503 46 3044.06 85393 22 7034.84 149321 47 3768.46 115333 26
5 8537.01 135263 26 3110.27 91207 19 9566.48 144519 38 5187.52 127238 28
6 0% 161253 39 3555.69 102055 23 0% 172197 68 7322.35 121563 35
7 1% 147254 33 1% 139797 41 1% 150121 28 1% 126275 36
150 3 6856.67 143136 15 9025.34 155853 25 0% 162363 31 0% 111149 36
4 7% 162270 25 1% 165872 25 1% 161600 26 10597.32 163260 35
5 1% 164689 27 2% 150927 20 4% 151280 25 2% 167066 25
6 3% 162743 22 0% 135489 22 5% 158253 23 12% 142334 30
7 17% 157042 21 10% 141563 25 17% 176927 27 2% 156856 19
175 3 6% 112188 12 0% 173152 13 2% 166523 11 2% 134015 10
4 8% 146711 10 10% 128322 12 9% 123723 17 11% 104565 14
5 17% 117601 13 4% 155376 13 12% 158014 12 15% 113645 17
6 15% 159425 10 8% 117879 15 14% 133947 22 14% 100007 14
7 14% 151862 9 13% 107537 16 21% 122024 6 3% 140908 13
200 3 30% 165247 8 5% 154627 6 27% 158489 5 t
4 8% 157871 6 29% 156756 5 5% 208366 8 10% 182023 7
5 14% 203388 9 22% 117791 4 18% 160111 6 8% 148075 5
6 12% 156055 5 10% 157336 8 21% 119998 4 t
7 12% 152070 6 15% 118683 4 16% 178488 6 22% 118929 4
Table 5: U2ApHMP on Australia Post dataset (part 3)
indicated earlier in Section 3.4, we observed in most cases (across a few test implementations we ran)
that a modification of BDSij – in which the objective function is minimised – results in stronger pareto
optimal cuts, fewer Bitr, and faster convergence than those obtained by BDSij . As an instance,
the computational time for 40.5(0.4) in the Turkish dataset in this experiment is decreased by 60%.
However, in general, as we observed in Tables 3-6 for different procedures which use core points for
acceleration of Benders decomposition (that is Bns-MCNF and m-Bns-MCNF), we are not able to realise
the best core point for the strongest cut for all cases. This is also observed by Mercier et al. [29].
It is clear from the tables that a judicious choice of parameters for generating Benders cuts improves the
performance of the Benders method. While the modified Benders approaches strengthen the Benders
cuts through choosing a different slope of objective functions for SPs, Bns-SPX and Bns-MCNF do not
take into the account the information of shortest paths for each pair of nodes. In contrast, m-Bns-MCNF
used this information to determine the slope of the Benders cuts. This resulted in an almost monotonic
and effective convergence, with less than half the Bcuts of that of the other methods on average.
Figure 6 shows that on average, 94% of total computational times in Bns-SPX is dedicated to solve
subproblems using the simplex method. The large computational time for solving n2 subproblems
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Bns-SPX Bns-MCNF m-Bns-MCNF
n p α time time time BcutsBitr time BcutsBitr time BcutsBitr α time time time BcutsBitr time BcutsBitr time BcutsBitr
30 3 0.2 35 191 260 4854 10 5.5 4540 12 4.0 4517 12 0.6 26 192 251 6725 13 3.6 4481 10 2.9 3860 10
4 31 195 284 6816 15 5.5 4980 14 4.3 3344 9 28 180 259 7732 16 6.8 5398 21 4.1 3749 14
5 25 180 300 5398 12 4.5 4348 11 2.7 2886 7 29 176 354 8078 20 5.2 4023 12 2.2 3053 12
6 15 183 302 8029 16 5.5 5201 12 2.8 3961 10 33 283 557 13517 30 5.4 4832 13 2.6 4131 10
7 15 185 281 7348 17 5.9 5353 14 2.3 3499 9 38 239 511 9799 26 9.8 6096 19 3.8 3864 14
40 3 280 596 1798 12875 13 21.8 12009 15 15.6 8937 11 215 582 1526 9962 12 21.3 9295 16 11.2 6516 9
4 267 2497 1003 10231 9 24.2 13189 20 16.4 6895 12 242 2628 2294 18144 21 24.2 8306 13 18.3 6179 16
5 94 2429 1273 10154 12 12.7 8902 13 7.5 5983 10 211 2551 3611 24855 28 35.7 10437 33 12.0 6484 11
6 105 2387 2897 19108 25 16.3 9015 15 7.0 5972 8 382 2554 2761 23450 23 61.0 13646 41 16.2 6610 12
7 91 2489 2113 14169 18 19.4 8854 14 8.5 6925 10 442 2053 4879 31484 38 117.8 12370 23 23.1 8971 14
50 3 3715 t 2% 38613 26 95.2 20364 16 87.2 20461 19 2766 5136 9840 43384 27 66.8 16068 22 64.0 13898 20
4 1005 5905 6787 19426 14 81.2 15549 18 28.0 8668 7 1433 5326 0% 37442 26 94.0 17170 20 37.8 10738 14
5 488 5582 8786 25323 20 59.5 13938 11 21.8 8602 9 1490 6147 0% 39089 27 146.5 18474 31 24.4 10913 11
6 348 4662 3% 31103 32 69.1 17420 16 16.4 9223 9 2014 6385 2% 37382 27 452.8 21536 58 57.6 16660 20
7 596 4936 6988 24952 18 89.3 17434 16 23.9 10448 11 t t 1% 44514 29 764.4 24663 50 118.7 14678 18
60 3 t m 10% 18404 8 235.7 32530 22 328.3 31189 25 t m 13% 20090 9 275.5 30264 28 275.8 27931 20
4 6585 m 12% 22200 10 203.3 33215 23 220.5 27768 21 8201 m 7% 23730 10 338.6 28291 23 130.9 18651 22
5 3626 m 16% 19365 10 184.2 27351 21 86.3 20651 15 t m 9% 27264 12 218.2 20326 15 215.3 21336 24
6 5170 m 15% 20952 10 288.9 32878 25 111.6 24529 20 t m 14% 23001 10 1213.0 31113 37 269.5 25416 21
7 4533 m 18% 24812 12 346.4 30459 27 112.7 21852 21 t m 7% 28037 10 1536.7 38365 54 396.5 28612 33
70 3 t m 46% 14556 4 438.4 47010 25 496.5 48739 27 t m 24% 14559 4 354.5 36092 20 129.2 20474 6
4 t m 50% 9730 3 569.7 48657 32 234.9 29150 17 t m 30% 14550 4 539.8 36096 27 506.5 34217 28
5 t m 18% 14554 4 780.3 48805 24 533.2 42653 43 t m 38% 14506 4 454.8 36342 27 419.9 34567 27
6 9374 m 40% 19379 5 373.1 32930 24 143.0 23152 17 t m 36% 14550 4 1065.6 47543 54 282.8 25688 16
7 7564 m 29% 14559 4 390.3 43129 34 144.9 24878 18 10173 m 19% 19339 5 1246.1 40676 35 198.3 24517 15
81 3 t m t 1459.4 78251 22 1530.4 69446 33 t m t 636.7 50251 21 456.1 36159 25
4 t m t 3733.3 83526 45 1293.8 76287 31 t m t 3361.6 73917 53 1604.2 58071 33
5 t m t 2262.0 83229 57 824.2 54765 31 t m t 4969.8 70966 49 2216.5 54330 43
6 t m t 1275.1 56042 26 334.3 32113 12 t m t 3054.1 67502 48 1515.2 40575 30
7 t m t 1192.1 43843 19 632.0 49965 27 t m t 3328.3 50929 31 1073.7 37241 26
30 3 0.4 30 188 176 4301 8 5.0 4680 9 3.8 2895 6 0.8 44 244 408 9828 22 4.4 4434 13 4.4 3585 12
4 32 196 319 6642 15 4.9 4896 15 3.4 4020 14 72 255 428 11125 21 8.6 4541 16 6.5 4770 19
5 26 169 262 6634 15 4.3 4686 11 3.1 3880 13 77 258 492 13025 27 10.2 5347 16 7.3 3826 14
6 14 186 315 8647 21 4.8 4756 16 2.9 4172 10 89 458 800 22703 42 20.5 6491 24 9.1 5319 24
7 14 181 495 10530 29 6.0 5370 15 2.4 3326 10 89 364 902 19675 39 30.9 5804 22 8.2 4830 20
40 3 221 584 778 7420 7 18.3 9923 13 15.7 8570 13 438 581 2080 18070 21 17.4 8434 14 12.9 7101 12
4 231 2185 2811 19562 21 23.5 11016 14 15.5 8338 13 562 2200 4013 34375 33 26.5 11109 19 32.3 10350 27
5 116 2427 2088 14161 18 12.3 7653 13 9.0 5981 10 905 2408 5535 41233 48 61.6 11967 26 42.2 10879 29
6 159 2419 2664 17771 21 35.3 11484 20 6.7 5688 11 3135 3253 7028 48169 49 195.8 13628 32 130.6 13311 35
7 113 2345 2333 19164 22 42.2 10240 18 7.3 6453 11 6073 3536 t 436.5 15898 45 150.3 10825 29
50 3 2017 6743 6802 25413 15 67.0 17710 18 51.0 15964 16 2372 t 5031 24256 12 71.4 14796 19 56.7 14284 18
4 1011 6113 5802 22597 14 44.4 14264 12 20.3 9125 9 5073 t 1% 44622 28 201.0 21384 45 66.0 14502 19
5 865 5794 8945 25398 20 59.6 16077 22 29.3 10584 10 4611 t 0% 47874 28 237.5 21740 44 85.3 14498 16
6 1012 t 1% 36498 27 102.9 19086 37 23.7 11399 10 t t 1% 49267 27 672.3 23615 48 289.0 17460 35
7 2208 t 2% 32888 29 207.6 19921 23 76.2 16897 28 t t 4% 47299 27 1687.5 28458 56 694.7 23077 44
60 3 t m 11% 21776 10 358.2 35240 41 319.1 26270 24 t m 7% 20674 9 337.3 28132 31 231.6 23379 23
4 5794 m 4% 24256 10 133.1 23975 22 121.3 17959 25 t m 6% 27067 11 412.6 31317 48 417.9 21544 20
5 8227 m 15% 23493 11 353.2 31202 39 333.4 30308 50 t m 11% 23085 11 1158.9 32831 44 400.4 23907 41
6 t m 19% 24044 11 571.2 26110 26 184.6 22776 18 t m 17% 30969 13 2312.4 32295 45 1006.6 28402 35
7 t m 13% 20688 9 1003.3 34367 45 211.3 22768 21 t m 11% 27598 11 6092.7 52504 68 3398.6 41304 54
70 3 t m 37% 14555 4 316.1 36139 16 257.8 32338 23 t m 18% 14559 4 347.8 29975 30 174.6 24980 18
4 t m 42% 14560 4 465.1 37460 30 402.9 40028 31 t m 11% 18873 5 834.7 43393 48 631.7 34915 29
5 t m 42% 14557 4 857.3 45362 24 409.0 31232 36 t m 36% 14296 4 3726.4 56078 63 744.0 36576 46
6 t m 29% 14556 4 747.4 46046 38 275.3 30796 21 t m 36% 14485 4 1956.9 46242 35 877.9 31133 39
7 8835 m 53% 14553 4 478.7 38739 31 256.4 28786 31 t m 37% 14553 4 — — 1091.0 34274 34
81 3 t m t 974.8 61919 25 1156.0 60422 31 t m t 656.0 47632 32 815.3 43890 27
4 t m t 2661.6 79313 46 1363.2 52104 34 t m t 6152.6 87645 66 3562.8 65119 55
5 t m t 2060.6 67522 39 1240.2 54757 33 t m t 6422.7 71088 29 2341.7 51958 27
6 t m t 2421.3 49753 41 621.2 33804 20 t m t 8393.9 61897 70 2273.5 47354 34
7 t m t 2644.0 60331 27 682.3 42406 29 t m t 0.9% 63633 42 3308.7 49113 40
Table 6: U2ApHMP on Turkish Mail dataset
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Figure 5: Computational efforts of Bns-SPX for 20 ≤ n ≤ 50 when the objective function of BDSij is
minimised/maximised.
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(a) Bns-SPX
(b) Bns-MCNF (c) m-Bns-MCNF
Figure 6: The portion of computational efforts for solving SPs and MP for 20 ≤ n ≤ 50 for Bns-SPX,
Bns-MCNF and m-Bns-MCNF. Average CPU time for each portion is shown in the related bar.
BDSij is not surprising since the simplex method is not the most efficient way to solve them. As
is clear from computational results for Bns-MCNF and m-Bns-MCNF, using the successive shortest path
algorithm, and Dijkstra algorithm (i) significantly reduces the computational times, and (ii) requires
much less memory. The implementation of Bns-MCNF and m-Bns-MCNF on all instances used at most
8 Gb memory. Thus, the modified Benders decomposition together with efficient method of solving
subproblems significantly improves our ability to tackle large instances of U2ApHMP.
On the other hand, by comparison of computational results of Bns-MCNF and m-Bns-MCNF in Tables 2-6,
our choice of the objective function slope of DSij has a significant impact on the number of iterations
and computational times. m-Bns-MCNF outperforms Bns-MCNF in computational times by 40%, and in
Bitr by 22% on average. In general, m-Bns-MCNF generates stronger Benders cuts which results in
much shorter MP solution times as shown in Figure 6. Note that m-Bns-MCNF outperforms Bns-MCNF
in average computational effort or in the best solution gap for large instances.
Note that the hub location problems are mostly used for high-level strategic planning. Also real-world
problems are large instances generally. Meta-heuristic methods may not guarantee the optimality of
solutions which could result in a huge cost. Therefore, m-Bns-MCNF is a much more efficient and reliable
method than the other methods to tackle real-world problems.
Tables 7-8 present results for network designs of U2ApHMP and UrApHMP for 1 ≤ r ≤ p. We analyse
implications of different values of r and α on the operational costs and the number of allocations. In
these tables, ‘#A’ denotes the number of allocations, ‘obj’ denotes the optimal cost of U2ApHMP,
and ‘obj/U2A’ denotes the proportion of the optimal value of UrApHMP to the optimal value of
U2ApHMP. Note that UrApHMP with r = 1 and UrApHMP with r = p are respectively equivalent
to USApHMP and UMApHMP. In this experiment we used small fixed costs for access links. Hence,
in a few cases in Table 8, the total costs of network designs of USApHMP are lower than those of
U2ApHMP because of twice allocations. For UrApHMP, the number of allocations grows with α when
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Figure 7: Comparison of average solution times on U2ApHMP with respect to the number of nodes
n and p are fixed. Also, for smaller transfer cost α, the number of allocations for more non-hubs is one
since the lowest cost solution is to allocate each non-hub to its nearest hub. Note that the operational
costs and the number of allocations by U2ApHMP are upper bounds for those values by UrApHMP
with r = 2. However, for smaller values of α, U2ApHMP and UrApHMP with r = 2 have larger gaps
in those values. The gap between the optimal values for the same instance is only for the access link
fixed costs. In many cases, the number of allocations by UrApHMP with r > 2 is smaller than that
of U2ApHMP, while the operational costs are smaller. This indicates that some non-hubs in network
designs by UrApHMP are singly allocated. Also, for larger values of r and especially for larger values
of α, the number of allocations by UrApHMP increases in favour of reducing the operational costs as
compared to U2ApHMP.
For instance 20.5.(0.8) in the CAB dataset, as an example, U2ApHMP provides 0.1% higher optimal
value than UrApHMP with r = 2 for 2 additional access links which keeps the network survivable.
In this example, UrApHMP with r = 3 and r = 4, respectively, have 10 and 14 more access links
(without guaranteeing the network is 2-connected) than U2ApHMP, which result in 2.1% and 2.8%
lower costs, respectively. However, UrApHMP network designs do not provide ultimate solutions when
survivability is essential. In general, a solution by U2ApHMP is similar to that of UrApHMP with r = 2
with slightly larger total costs due to the fixed costs associated with, probably, a few more access links.
In this experiment, since the fixed costs of access links are sufficiently small, a solution of U2ApHMP
can be obtained from a solution of UrApHMP with r = 2 by allocating singly allocated non-hubs to
their nearest unused hubs.
5 Conclusions
In this paper, we have introduced the U2ApHMP. This is a variant of hub location problems that
captures survivability of networks. Although the manner in which we model survivability is a proxy or
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U2ApHMP UrApHMP
r = 1 r = 2 r = 3 r = 4 r = 5 r = 6 r = 7
n p α #A obj #A obj/U2A #A obj/U2A #A obj/U2A #A obj/U2A #A obj/U2A #A obj/U2A #A obj/U2A
20 3 0.2 34 4837871645 17 101.102% 21 99.680% 21 99.680%
0.4 34 5365681823 17 104.373% 25 99.784% 25 99.784%
0.6 34 5835733939 17 108.118% 28 99.850% 29 99.799%
0.8 34 6236303446 17 112.544% 32 99.924% 36 99.571%
4 0.2 32 4275868363 16 101.237% 22 99.696% 22 99.696% 22 99.696%
0.4 32 5002008793 16 103.777% 24 99.785% 27 99.225% 27 99.225%
0.6 32 5665425831 16 106.395% 27 99.843% 31 98.027% 31 98.027%
0.8 32 6184103897 16 110.690% 29 99.904% 38 97.522% 38 97.522%
5 0.2 30 3886883844 15 100.995% 21 99.713% 22 99.657% 22 99.657% 22 99.657%
0.4 30 4707486453 15 103.329% 23 99.788% 25 99.244% 26 98.986% 26 98.986%
0.6 30 5475744684 15 105.909% 25 99.845% 29 98.492% 31 98.066% 31 98.066%
0.8 30 6174332880 15 109.072% 28 99.901% 40 97.873% 44 97.207% 44 97.207%
6 0.2 28 3857574090 14 100.541% 19 99.764% 20 99.692% 21 99.653% 21 99.653% 21 99.653%
0.4 28 4723681189 14 101.874% 21 99.829% 23 99.322% 24 99.219% 24 99.219% 24 99.219%
0.6 28 5532563209 14 103.782% 25 99.887% 29 98.709% 32 98.496% 32 98.496% 32 98.496%
0.8 28 6266827565 14 106.456% 27 99.926% 36 98.284% 42 97.884% 42 97.884% 42 97.884%
7 0.2 26 3890292159 13 100.255% 17 99.771% 18 99.662% 19 99.615% 19 99.615% 19 99.615% 19 99.615%
0.4 26 4780444700 13 101.491% 21 99.861% 23 99.399% 24 99.296% 24 99.296% 24 99.296% 24 99.296%
0.6 26 5599400794 13 103.387% 24 99.900% 29 99.065% 32 98.854% 32 98.854% 32 98.854% 32 98.854%
0.8 26 6374043309 13 105.520% 25 99.926% 33 98.730% 38 98.363% 39 98.317% 39 98.317% 39 98.317%
25 3 0.2 44 7326753535 22 101.301% 27 99.720% 27 99.720%
0.4 44 8234566445 22 104.176% 31 99.798% 31 99.798%
0.6 44 9006625381 22 107.791% 36 99.872% 37 99.817%
0.8 44 9648569755 22 111.793% 41 99.932% 46 99.606%
4 0.2 42 6465260232 21 101.123% 28 99.723% 28 99.723% 28 99.723%
0.4 42 7658613368 21 103.426% 30 99.783% 33 99.283% 33 99.283%
0.6 42 8699118340 21 106.189% 34 99.855% 40 98.911% 39 98.900%
0.8 42 9545191372 21 110.156% 38 99.922% 53 98.215% 53 98.215%
5 0.2 40 6025840995 20 100.814% 26 99.728% 27 99.692% 27 99.692% 27 99.692%
0.4 40 7319356917 20 102.754% 29 99.800% 31 99.382% 32 99.194% 32 99.194%
0.6 40 8490224981 20 105.572% 33 99.871% 37 98.831% 39 98.526% 39 98.526%
0.8 40 9518074631 20 109.246% 37 99.950% 53 98.126% 59 97.608% 59 97.608%
6 0.2 38 5826458485 19 100.862% 25 99.770% 26 99.732% 26 99.732% 26 99.732% 26 99.732%
0.4 38 7164231902 19 102.799% 28 99.836% 30 99.410% 32 99.224% 32 99.224% 32 99.224%
0.6 38 8410765446 19 105.216% 32 99.894% 36 98.844% 39 98.496% 39 98.496% 39 98.496%
0.8 38 9493453537 19 108.802% 36 99.941% 52 98.092% 61 97.473% 61 97.473% 61 97.473%
7 0.2 36 5784401827 18 100.548% 24 99.780% 25 99.742% 25 99.742% 25 99.742% 25 99.742% 25 99.742%
0.4 36 7109892375 18 102.667% 28 99.875% 30 99.504% 32 99.409% 32 99.409% 32 99.409% 32 99.409%
0.6 36 8392731734 18 104.601% 32 99.921% 36 98.917% 41 98.631% 41 98.631% 41 98.631% 41 98.631%
0.8 36 9527483370 18 107.669% 35 99.957% 49 98.359% 58 97.780% 58 97.780% 58 97.780% 58 97.780%
Table 7: A comparison of network designs by U2ApHMP and UrApHMP with various values of r on
the CAB dataset
a surrogate to true/robust survivable hub model development, we believe that our effort represents a
first step towards more general hub network models that consider survivability. The new problem that
we present here (that is, U2ApHMP) is shown to be NP-hard even when the hub locations are known
a priori. Thus, our conjecture is that any new model that is developed for complete, exhaustive and
robust survivable hub network designs is going to be significantly harder than the model that we have
developed in this paper. Thus, in some sense, we believe that this contribution may open up a new
thrust of research in hub location models and develop more insightful and deep contributions towards
survivable hub network design.
It has been only recently shown that large instances of hub location problems can be solved using exact
methods. With our (i) new approach for efficiently solving subproblems, and (ii) a more judicious and
effective choice of core-points in the acceleration of Benders method, the boundary for solving large
hub location instances using exact methods is likely to be pushed even further. Since the nature of
other hub location problems (and the subproblems in their Benders decompositions) are similar to that
of the U2ApHMP that we have considered in this paper, we expect our approach to be efficient for
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U2ApHMP UrApHMP
r = 1 r = 2 r = 3 r = 4 r = 5 r = 6 r = 7
n p α #A obj #A obj/U2A #A obj/U2A #A obj/U2A #A obj/U2A #A obj/U2A #A obj/U2A #A obj/U2A
AP
20 4 0.2 32 112059700 16 100.170% 19 99.739% 19 99.739% 19 99.739%
0.4 32 119881868 16 100.919% 21 99.787% 22 99.776% 22 99.776%
0.6 32 127509656 16 101.667% 21 99.799% 24 99.589% 24 99.589%
0.8 32 134832172 16 102.560% 24 99.846% 27 99.375% 27 99.375%
5 0.2 30 97668214 15 100.042% 18 99.760% 18 99.760% 18 99.760% 18 99.7601%
0.4 30 106158519 15 101.011% 20 99.813% 21 99.802% 21 99.802% 21 99.8018%
0.6 30 114381245 15 101.956% 21 99.833% 24 99.580% 25 99.580% 25 99.5796%
0.8 30 122308258 15 102.974% 23 99.870% 26 99.346% 27 99.306% 27 99.3061%
6 0.2 28 83759366 14 100.055% 17 99.725% 17 99.725% 17 99.725% 17 99.7254% 17 99.725%
0.4 28 92930541 14 101.166% 18 99.764% 19 99.751% 19 99.751% 19 99.7509% 19 99.751%
0.6 28 101935601 14 102.134% 19 99.792% 21 99.606% 21 99.606% 21 99.6059% 21 99.606%
0.8 28 110293458 14 102.854% 22 99.845% 25 99.446% 26 99.423% 26 99.4230% 26 99.423%
7 0.2 26 73584155 13 99.915% 17 99.749% 17 99.749% 17 99.749% 17 99.7490% 17 99.749% 17 99.749%
0.4 26 82812079 13 100.887% 18 99.779% 18 99.779% 18 99.779% 18 99.7788% 18 99.779% 18 99.779%
0.6 26 91923506 13 101.792% 19 99.809% 21 99.773% 21 99.773% 21 99.7731% 21 99.773% 21 99.773%
0.8 26 100894683 13 102.677% 21 99.853% 24 99.626% 25 99.619% 25 99.6189% 25 99.619% 25 99.619%
40 4 0.2 72 126008496 36 99.588% 38 99.514% 38 99.514% 38 99.514%
0.4 72 132957814 36 100.302% 44 99.634% 45 99.518% 46 99.506%
0.6 72 138684280 36 100.968% 48 99.674% 49 99.515% 50 99.485%
0.8 72 144156800 36 101.761% 49 99.695% 52 99.444% 53 99.400%
5 0.2 70 113576643 35 99.621% 37 99.561% 37 99.561% 37 99.561% 37 99.5614%
0.4 70 120994765 35 100.258% 45 99.662% 46 99.577% 46 99.577% 46 99.5771%
0.6 70 127703891 35 101.381% 47 99.704% 50 99.531% 50 99.531% 50 99.5311%
0.8 70 134053795 35 102.415% 50 99.744% 55 99.442% 56 99.431% 56 99.4315%
6 0.2 68 103331165 34 99.610% 37 99.534% 37 99.534% 37 99.534% 37 99.5344% 37 99.534%
0.4 68 111690022 34 100.120% 43 99.621% 45 99.495% 46 99.480% 46 99.4802% 46 99.480%
0.6 68 119043737 34 101.081% 46 99.678% 48 99.489% 49 99.455% 49 99.4547% 49 99.455%
0.8 68 126120380 34 101.915% 48 99.707% 52 99.402% 53 99.352% 53 99.3516% 53 99.352%
7 0.2 66 95744927 33 99.564% 36 99.518% 35 99.513% 35 99.513% 35 99.5127% 35 99.513% 35 99.513%
0.4 66 104476812 33 100.233% 43 99.641% 44 99.560% 44 99.560% 44 99.5597% 44 99.560% 44 99.560%
0.6 66 112421729 33 101.140% 45 99.687% 46 99.560% 46 99.560% 46 99.5601% 46 99.560% 46 99.560%
0.8 66 119942768 33 101.968% 49 99.752% 54 99.529% 55 99.527% 55 99.5267% 55 99.527% 55 99.527%
Turkish
20 4 0.2 32 1137279747 16 99.802% 19 99.285% 19 99.285% 19 99.285%
0.4 32 1412588566 16 101.900% 23 99.569% 23 99.569% 23 99.569%
0.6 32 1662799404 16 104.209% 26 99.719% 28 99.510% 29 99.450%
0.8 32 1884805959 16 105.568% 28 99.832% 31 99.157% 33 99.002%
5 0.2 30 893437782 15 100.266% 19 99.201% 19 99.201% 19 99.201% 19 99.201%
0.4 30 1214099947 15 101.647% 20 99.448% 21 99.390% 21 99.390% 21 99.390%
0.6 30 1524249957 15 103.157% 24 99.669% 28 99.156% 29 99.105% 29 99.105%
0.8 30 1797294845 15 105.719% 27 99.808% 32 98.569% 34 98.419% 34 98.419%
6 0.2 28 812761970 14 99.295% 16 99.160% 16 99.160% 16 99.160% 16 99.160% 16 99.160%
0.4 28 1148088899 14 100.670% 18 99.466% 20 99.415% 21 99.411% 21 99.411% 21 99.411%
0.6 28 1468379336 14 102.317% 23 99.704% 26 99.299% 29 99.242% 30 99.184% 30 99.184%
0.8 28 1753769720 14 104.693% 25 99.832% 30 98.872% 32 98.735% 36 98.645% 36 98.645%
7 0.2 26 745189079 13 99.397% 15 99.251% 15 99.251% 15 99.251% 15 99.251% 15 99.251% 15 99.251%
0.4 26 1087515315 13 100.903% 17 99.546% 18 99.523% 19 99.516% 19 99.516% 19 99.516% 19 99.516%
0.6 26 1416761759 13 102.267% 21 99.752% 24 99.282% 27 99.095% 28 99.035% 28 99.035% 28 99.035%
0.8 26 1714429049 13 104.363% 23 99.841% 30 99.077% 32 98.936% 33 98.846% 33 98.846% 33 98.846%
40 0.4 72 6899266260 36 102.156% 52 99.811% 54 99.512% 54 99.512%
0.6 72 7608891542 36 104.732% 55 99.855% 62 98.992% 64 98.974%
0.8 72 8226329370 36 107.012% 61 99.900% 70 98.375% 75 98.211%
5 0.2 70 5175192373 35 100.677% 44 99.726% 46 99.578% 46 99.578% 46 99.578%
0.4 70 6229793093 35 102.643% 53 99.836% 61 99.174% 61 99.174% 61 99.174%
0.6 70 7150519975 35 105.251% 59 99.899% 69 98.552% 71 98.533% 71 98.533%
0.8 70 7934761604 35 107.330% 65 99.953% 82 97.453% 90 97.204% 90 97.204%
6 0.2 68 4681428594 34 100.503% 42 99.698% 44 99.545% 44 99.545% 44 99.545% 44 99.545%
0.4 68 5830108974 34 102.439% 51 99.825% 59 99.155% 59 99.155% 59 99.155% 59 99.155%
0.6 68 6868417931 34 104.699% 57 99.896% 69 98.372% 70 98.363% 70 98.363% 70 98.363%
0.8 69 7751927668 34 106.874% 64 99.951% 83 97.441% 93 97.129% 94 97.129% 94 97.129%
7 0.2 66 4303099420 33 100.460% 47 99.760% 48 99.729% 48 99.729% 48 99.729% 48 99.729% 48 99.729%
0.4 66 5505170515 33 102.583% 52 99.844% 60 99.373% 60 99.373% 60 99.373% 60 99.373% 60 99.373%
0.6 66 6613191655 33 104.185% 57 99.899% 70 98.372% 72 98.354% 72 98.354% 72 98.354% 72 98.354%
0.8 66 7589067230 33 106.218% 62 99.947% 87 97.452% 95 97.092% 101 96.888% 102 96.887% 102 96.887%
Table 8: A comparison of network designs by U2ApHMP and UrApHMP with various values of r on
the AP and Turkish datasets
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implementing on other hub location problems, including the multiple allocation p-hub median problems
[14, 16], and also the multiple allocation hub location problems [6].
The computational results on other variations of HLPs [30, 31] also confirms that our approach can
be implemented on other hub location problems with a view to (i) solving larger instances, and (ii)
improving the state-of-the-art in terms of computational efficiency. Of course, further research is
needed to document how efficient is our new Benders decomposition based approach for solving various
hub location problems that have already been looked at in the literature. In addition to the above
contribution, in this paper, we also introduced U2ApHMP, an important new problem to the literature.
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