Abstract. Let (Σ A , σ) be a subshift of finite type and let M (x) be a continuous function on Σ A taking values in the set of non-negative matrices. We extend the classical scalar pressure function to this new setting and prove the existence of the Gibbs measure and the differentiability of the pressure function. We are especially interested on the case where M (x) takes finite values M 1 , · · · , M m . The pressure function reduces to
Introduction
Let σ be the shift map on Σ = {1, 2, · · · , m} N , m ≥ 2. As usual Σ is endowed with the metric d(x, y) = m −n where x = (x k ), y = (y k ) and n is the smallest of the k such that x k = y k . Given an m × m matrix A with entries 0 or 1, we consider the subshift of finite type (Σ A , σ) (see [B] ). We shall always assume that A is primitive. Suppose M is a continuous function on Σ A taking values in the set of all nonnegative d × d matrices. For q ∈ R, we define the pressure function P (q) of M by P (q) = lim The pressure function of the scalar case (i.e., M(x) = e φ(x) where φ(x) is a real valued function called the potential of the subshift) has been studied in great detail in statistical mechanics and dynamical systems in conjunction with the Gibbs measure, the entropy and the variational principle (c.f., e.g., [B] , [P] , [R] ); it has also been used to study the multifractal structure of the self-similar (or self-conformal) measures generated by iterated function systems (IFS) with no overlap (the open set condition) ( [MU] , [FL] ). By identifying with the symbolic space, such self-similar measure µ is actually a Gibbs measure and the pressure function is directly related to the scaling spectrum of µ [FL, Theorem 3.3] . In all the above cases, the pressure functions under consideration are differentiable (actually real analytic). This property is essential to investigate the phase transition in thermodynamics and for the multifractal formalism in the dimension theory of fractals.
In the recent investigation of the self-similar measures generated by iterated function systems with overlaps, it is seen that in many interesting cases, such measure µ can be put into a vector form with a new non-overlapping IFS and with matrix weights ( [LN1, 2] , [LNR] , [Fe] , [FeO] ). In this way the validity of the multifractal formalism depends on the differentiability of the pressure function P (q) in (1.1) (more precisely (1.4) in the following) [LN2] . In another direction, the expression of the matrix product in (1.1) also appears in the study of the scaling functions in wavelet theory (the matrices are allowed to have negative entries) in the form of L q -joint spectral radius and the L q -Lipschitz exponent ( [DL1, 2] , [LM] ); the problem of differentiability of the P (q) also appears there. So far there is no general theorem to guarantee this fact other than some special cases (e.g., [LN1] , [FLN] , [Fe] , [FeO] , [DL2] ).
The main purpose of this paper is to consider the pressure functions and the Gibbs measures for the products of matrices. We first study the case that the matrices M(x), x ∈ Σ A are positive, we prove the following fundamental theorems. Theorem 1.1. Suppose that M is a Hölder continuous function on Σ A taking values in the set of positive d × d matrices. Then for any q ∈ R, there is a unique σ-invariant, ergodic probability measure µ q on Σ A of which one can find constants
for any n > 0, J ∈ Σ A,n and x ∈ [J].
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The above measure µ q is called the Gibbs measure associated with M and q. We remark that the theorem generalizes the classical existence result of the Gibbs measure for a real-valued M(x) (see [B, §1.4] ). The positivity of the matrices is used to yield the follow simple estimate (Lemma 2.1)
By using this we can apply a technique of Brown, Michon and J. Peyrière [BMP] and Carleson [C] to construct a certain ergodic measure which is the Gibbs measure µ q . The µ q has the following quasi-Bernoulli property (Heurteaux [H] ): there exists C > 0 such that for any n, k ∈ N with I ∈ Σ A,n , J ∈ Σ A,k and IJ ∈ Σ A,n+k
This together with a result of Heurteaux [H] imply Theorem 1.2. Under the condition of Theorem 1.1, P (q) is differentiable for q = 0.
As an application, we let
We prove the following dimension formula Theorem 1.3. Under the same assumption of Theorem 1.1, we have for any
where dim H denotes the Hausdorff dimension.
The above theorems depend very much on the positivity of the matrix-valued M(x). In order to extend them to nonnegative matrix-valued functions, we have to impose more conditions on M(x):
) M is irreducible in the following sense: there exists r > 0 such that for any i, j ∈ {1, 2, . . . , m},
where Σ A,k;i,j denotes the set of all K ∈ Σ A,k such that iKj ∈ Σ A,k+2 .
3
We see that under the assumption (H1), the pressure function in (1.1) can be rewritten as
is the symbolic space with a full shift, then (H2) is equivalent to
In this new setting, we use (H2) to adjust (1.3) and the required lemmas, the Gibbs measure µ q is shown to exist for q > 0. This time µ q only satisfies
) instead of (1.4); nevertheless we can still prove the differentiability of P (q), q > 0 as in Theorem 1.2. Theorem 1.3 can be adjusted likewise (see Theorem 3.3 and Theorem 3.4). As an application, the first author proves the smoothness of the L q -spectrum (q > 0) and the multifractal formalism for a class of self-similar measures with overlaps (including the Bernoulli convolutions associated with Pisot numbers) in a forthcoming paper [Fe2] .
For the organization of the paper, we prove the above results for the positive matrix-valued functions in Section 2. In Section 3, we modify the proofs for the non-negative matrix-valued functions with (H1) and (H2). In Section 4, we give an illustration of reducing an IFS with overlap to a vector-valued IFS with no overlap, and the pressure function in (1.6) arises. We also give some remark on the theorems and raise a few unsettled problems.
Acknowledgment. The paper was originally written for the random products of m matrices. The authors would like to thank the referee for the suggestion to modify it to the present form which can be appealed to more general situation. They also thank E. Olivier for introducing the multifractal results of [BMP, H] andÖ. Stenflo for reading the manuscript carefully and suggesting some improvements.
Positive Matrices
In this section we assume that M is a Hölder continuous function on Σ A taking values in the set of all positive d × d matrices.
For any two families of positive numbers {a i } i∈I , {b i } i∈I , we write, for brevity,
We start with a simple lemma:
(the involved constant in ≈ is independent of n, ℓ and x).
Proof. It is clear that
To prove the reverse inequality, we observe that M is positive and continuous, there is a constant C > 0 such that
,j≤d is the matrix whose entries are all equal to 1. Let 1 be the d-dimensional column vector each coordinate of which is 1. Then
We define
Proof. For any n ∈ N, define
Since each M i,j is positive and Hölder continuous, we have | log η n | ≤ Cm −αn for some C > 0 and 0 < α < 1. It follows easily that η := ∞ n=1 η n < ∞ and hence for
We have assumed that A is primitive, there is an integer p > 0 such that A p > 0.
This implies that for any
where the first (second) sum is taken over all J ∈ Σ A,ℓ such that IJ ∈ Σ A,n+ℓ (JI ∈ Σ A,n+ℓ respectively );
(iii)
Proof. For any I ∈ Σ A,ℓ , write I = KJ where J ∈ Σ A,ℓ−p . By Lemmas 2.1, 2.2, we have (note that p is fixed)
Hence when we take the sum of I ∈ Σ A,ℓ on the left side of the expression, it is ≈ to the right side summing over all J ∈ Σ A,ℓ−p . This implies (i).
To prove (ii), we fix I ∈ Σ A,n and take J ∈ Σ A,ℓ such that IJ ∈ Σ A,n+ℓ . By Lemmas 2.2, 2.1, we have
For the reverse inequality we note for any J ′ ∈ Σ A,ℓ−p , there is K ∈ Σ A,p such that
Therefore summing over the above J ′ , we have
(we make used of A p > 0 as in (i)). This proves one of the ≈ in (ii). The remaining part follows from the same argument.
To prove (iii), we first observe that
On the other hand, for any
is the pressure function defined in (1.1).
Proof. From Lemma 2.3 (ii), there exist C, C ′ > 0 such that
which proves (i). To prove (ii), we can write Cs ℓ+n (q) ≤ (Cs ℓ (q)) (Cs n (q)). Hence the subadditivity property implies
so that C −1 exp(nP (q)) ≤ s n (q). The reverse inequality follows from a similar argu-
ment. 2
For each integer n > 0, let B n be the σ-algebra generated by the cylinders [I], I ∈ Σ A,n . We define a sequence of probability measures {ν n,q } on B n by
Then there is a subsequence {ν n k ,q } k≥1 converges in the weak-star topology to a probability measure ν q . The following assertion shows that ν q has the "Gibbs property".
Lemma 2.5. For a fixed q ∈ R, ν q ([I]) ≈ s n (I, q) exp(−nP (q)) for all n > 0, I ∈ Σ A,n .
Proof. Let p be such that A p > 0. For any I ∈ Σ A,n and ℓ > n + p, we have
nP (q)). (by Lemma 2.4).
Letting ℓ = n k ↑ ∞, we obtain the desired result. 2
Proof of Theorem 1.1. Fix q ∈ R. Let µ q be a limit point of the subsequence of
) in the weak-star topology. Then µ q is a σ-invariant measure on Σ A . We have for each I ∈ Σ A,n and ℓ > p,
s n+ℓ (JI, q) exp(−(n + ℓ)P (q)) ( by Lemma 2.5)
by Lemma 2.4). (2.4)
This proves that µ q is a Gibbs measure. In what follows we prove that µ q is ergodic. First we show that there is a constant C > 0 such that for each I ∈ Σ n , J ∈ Σ ℓ ,
Since µ q is supported on Σ A , it suffices to prove (2.5) for I ∈ Σ A,n and J ∈ Σ A,ℓ . Note that when i > n + 2p,
from which (2.5) follows. Since the collection {[I] : I ∈ Σ n , n ∈ N} is a semi-algebra that generates the Borel σ-algebra on Σ, a standard argument (e.g., see the proof of [W, Theorem 1.17] ) shows that for any Borel sets A, B ⊂ Σ,
This implies that for any Borel sets A, B ⊂ Σ with µ q (A) > 0, µ q (B) > 0, there exists n > 0 with µ q (A ∩ σ −n (B)) > 0. By [W, Theorem 1.5 ], µ q is ergodic.
For the uniqueness we recall that any two distinct ergodic measures must be singular to each other; but the Gibbs property (1.2) implies that any two µ q must be absolutely continuous to each other. Hence µ q must be unique.
2 Corollary 2.6. Let µ q be the Gibbs measure in Theorem 1.1. There exists C > 0 such that for any I ∈ Σ A,n , J ∈ Σ A,ℓ with IJ ∈ Σ A,n+ℓ ,
Proof. We have seen from the proof of Lemma 2.3 that for the above I, J, s n+ℓ (IJ, q) ≈ s n (I, q)s ℓ (J, q) and from Lemma 2.4, s ℓ+n (q) ≈ s n (q)s ℓ (q). By the definition of ν n,q , we have
which implies that the Gibbs measure µ q has the same property. 2
The above property is called quasi-Bernoulli property by Heurteaux [H] (we remark that Heurteaux only introduced and studied it for measures in the full shift 9 space Σ). To prove Theorem 1.2, we need a result in [H] . Let η be a probability measure on Σ. For q ∈ R, let τ η (q) be the L q -spectrum of η, i.e.,
where the summation is taken over all I ∈ Σ n with η([I]) = 0.
Proposition 2.7. ([H, Theorem 2.1]) Let η be a probability measure on Σ. Assume that there exists a constant C > 0 such that
Proof of Theorem 1.2. For each q, let µ q be the corresponding Gibbs measure in Theorem 1.1. We can view µ q as a measure on Σ. For t ∈ R, let τ µq (t) be the L tspectrum of µ q . Since µ q has the Gibbs property, it is easy to show by the definition of L t -spectrum that
Note that µ q satisfies the condition (2.6). Since µ q is ergodic on Σ, it is a Young measure by the Shannon-McMillan-Brieman theorem (i.e., lim n→∞ − log µ q I n (x) n equals the entropy of µ q (with respect to σ) for µ q -almost all x = (j i ) ∈ Σ and I n (x) = [j 1 . . . j n ]). Hence by Proposition 2.7, τ µq (t) is differentiable at t = 1. This implies that P (q) is differential at any fixed q = 0, and
Proof of Theorem 1.3. Let α = τ ′ (q) with q = 0. Let µ q be the corresponding Gibbs measures in Theorem 1.1, then (2.7) implies that
For the reverse inequality, we see from the proof of Theorem 1.2 that τ ′ µq (1) exists and
By [N] , we have for µ q almost all
This implies that
Therefore we have 
Nonnegative matrices
In this section, we always assume that M is a function on Σ A taking values in the set of all d × d non-negative matrices and satisfies (H1) and (H2) defined in Section 1. Let q > 0 be fixed. Then s n (I, q) and s n (q) in (2.1) are reduced to
For convenience, we let
Then b > 0 by (H2). We will reformulate the three theorems in the previous section. The proofs are almost the same and for simplicity, we only point out the differences. Here Lemmas 2.1, 2.2 do not hold anymore; on the other hand we can use (H2) to replace these lemmas to obtain an analog of Lemma 2.3:
where the first (second) sum is taken over all J ∈ Σ A,ℓ such that IJ ∈ Σ A,n+ℓ ( JI ∈ Σ A,n+ℓ respectively).
Proof. For any I ∈ Σ A,ℓ+1 , write I = iJ with J ∈ Σ A,ℓ . Using
That is, s ℓ+1 (q) s ℓ (q). For the reverse inequality, since for any J ∈ Σ A,ℓ ,
This combines with s ℓ+1 (q) s ℓ (q) imply that
and completes the proof of (i).
To prove (ii), it follows from M IJ ≤ M I M J that J∈Σ A,ℓ :IJ∈Σ A,n+ℓ s n+ℓ (IJ, q) s n (I, q)s ℓ (q). For the reverse inequality, we use (H2) as above to conclude that for any J ∈ Σ A,ℓ , 
This completes the proof of an ≈ in (ii); the other ≈ follows from an identical argument.
To prove (iii), we have,
On the other hand, for any W ∈ Σ A,i−n−ℓ , by (H2), there exist 1
and (iii) follows.
2
We now state the corresponding theorems as in Section 1. The proof is almost identical with that of Theorem 1.1 using Lemma 3.1. The only adjustment is to replace
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We use the same proof as in Section 2 for the next two theorems.
Theorem 3.3. Under the same conditions of Theorem 3.2, P (q) is differentiable for any q > 0 Theorem 3.4. Under the same conditions of Theorem 3.2, we have for any α = P ′ (q), q > 0, dim H E(α) = 1 log m (−αq + P (q))
where E(α) = J = (j i ) ∈ Σ A : lim n→∞ log M j 1 · · · M jn /n = α .
To relate Theorem 3.4 to the classical random product of matrices, we let {Y n } be the i.i.d. random variables that take values M 1 , . . . , M m , invertible matrices and with uniform distribution, then lim n→∞ 1 n log Y n . . . Y 1 = λ a.s. and λ is called the upper Lyapunov exponent ( [FK] , [BL, Chapter 1] ). In comparison with Theorem 3.4, we let Σ A = Σ be the space of full shift (i.e., all the entries of A are 1), then P (0) = log m. The limit of the random variables corresponds to the case for q = 0, λ = P ′ (0) and dim H E(λ) = P (0)/ log m = 1 (the existence of the derivative follows from some additional assumptions on the M j ( [BL, p.119] ).
We remark that if Σ A = Σ, then condition (H2) is reduced to a more simple form: n k 2 q (2 nq + 3 kq ) = 2 q 2 n(q+1) + (1 + 3 q ) n .
We have P (q) = max{(q + 1) log 2, log(1 + 3 q )}, which is not differentiable at q = 1.
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