Abstract. The approach of designing a discrete time optimal controller for a nonlinear system represented by a fuzzy model is presented in this paper. A fuzzy model with product inference engine, singleton fuzzifier, center average defuzzifier, and Gaussian membership functions is trained by the orthogonal least square (OLS) learning algorithm based on given input-output data pairs. An optimal control scheme is then formulated based on the fuzzy model. The numerical solution of the problem is achieved by use of a feasible-direction algorithm. To show the effectiveness of the proposed method, the simulation results of three nonlinear optimal control problems are presented. The results show that the performance of the proposed approach is quite similar to that of optimal control of the system represented by an explicit mathematical model, thus demonstrating the efficacy of the proposed scheme for optimal control of unknown nonlinear systems.
Introduction
Optimal control theory that has played an important role in the design of modern control systems has as its objective the maximization of return from, or the minimization of the cost of, the operation of physical, social, and economic processes [1] . Up to date, enormous efforts have been spent on the development of computational techniques for solving optimal control problems [2, 3] . However, many of these optimal control strategies are based on an explicit mathematical model of the system. It is well known that modeling and identification procedures for the dynamics of a given nonlinear system are most time consuming iterative endeavors that require model design, parameter identification and model validation at each step of the iteration. Instead, fuzzy models can be easily established from * Corresponding author. Yung C. Shin, School of Mechanical Engineering, Purdue University, West Lafayette, 47907 IN, USA. Tel.: +1 765 494 9775; Fax: +1 765 494 0539; E-mail: shin@purdue. edu the input-output data pairs. So a method of applying the classical nonlinear optimal control theory to fuzzy models is presented here.
A fuzzy model consists of four components: fuzzy rule base, fuzzy inference engine, fuzzifier and defuzzifier [4] . Stone-Weierstrass theorem shows that the fuzzy model with product inference engine, singleton fuzzifier, center average defuzzifier, and Gaussian membership functions has universal approximation capability, which means it can approximate any nonlinear function to arbitrary accuracy [5] . Therefore, this kind of fuzzy model is used to model nonlinear systems in the present study.
There are many different ways to train a fuzzy model such as back-propagation algorithm [6] , gradient descent, least square [7] , clustering [8] and OLS algorithm [9] [10] [11] . The most efficient and widely used method is the OLS algorithm. Specifically, after an initial fuzzy system is first constructed with as many fuzzy basis functions as input-output pairs, then the OLS algorithm is used to select significant fuzzy basis functions to construct a final fuzzy model [9, 10] . 1064 -1246/15/$35.00 © 2015 -IOS Press and the authors. All rights reserved Optimal control was introduced in the 1950s with use of dynamic programming (leading to HamiltonJacobi-Bellman (HJB) partial differential equations) and the Pontryagin maximum principle (a generalization of the Euler-Lagrange equations deriving from the calculus of variations) [1, 12, 13] . However, the optimal control of nonlinear systems is still one of the most challenging and difficult subjects in control theory. In recent years, adaptive/approximate dynamic programming (ADP) algorithms [14] [15] [16] have gained much attention from researchers. It is a reinforcement learning approach based on adaptive critics to solve dynamic programming problems utilizing function approximation for the value function. It can be based on value iterations or policy iterations. In [17] , a successive approximation method using generalized Hamilton-Jacobi-Bellman (GHJB) equation was proposed to solve the near-optimal control problem for affine nonlinear discrete time systems, which requires a small perturbation assumption and an initially stable policy. The complete dynamics of affine nonlinear system were assumed to be known in the approach.
In [18] , the Q-learning policy iteration method was used to solve the optimal strategies for linear discrete time without requiring known system dynamics where the system dynamics are defined as constant matrices. However, this method works only for linear systems and it is not clear how to select the number of iterations required for convergence and stability.
Optimal control strategies for unknown affine nonlinear discrete time systems of the form [19] [20] [21] [22] or continuous time linear systems [23] using offline trained neural networks have been presented. These proposed schemes do not require explicit knowledge of the system dynamics as only the learned neural network model is needed. It first uses a neural network to learn the complete plant dynamics and then offline ADP is attempted to use only the learned neural network system model, resulting in a novel optimal control law. However, this scheme can only be applied to the specific type of affine nonlinear discrete time systems or continuous time linear systems.
Fuzzy models offer many advantages than neural network models. Using fuzzy basis function expansions, two sets of fuzzy basis functions can be easily combined, one generated form input-output pairs and the other obtained from linguistic fuzzy IF-THEN rules that may contain information which is not contained in the input-output data pairs [8] . Therefore, fuzzy models are used in the present work instead of neural network models, to approximate general nonlinear systems that are not limited to nonlinear affine systems.
The feasible-direction algorithm [24, 25] is used to achieve the numerical solution of the Euler-Lagrange equations of the formulated discrete time optimal control problem. This algorithm uses the steepest descent to find the search direction and then apply a onedimensional search routine to find the best step length iteratively. It has a very high computational efficiency and is very easy to implement. Finally the proposed approach is applied to three general nonlinear systems to show its efficacy for control of unknown nonlinear systems. The results are quite similar to that of optimal control of the systems represented by explicit mathematical models, thus validating its effectiveness. In addition, the optimal control solutions based on the two kinds of models can be found by almost the same iterative steps. Although the computation time based on fuzzy models for each step is longer than that based on explicit mathematical models considering fuzzy models have much more terms than explicit mathematical models for a specific dynamic system, it is still very short due to the fast computation speed of the computers.
Therefore, the proposed method is used to calculate the numerical solutions of the optimal control problems based on fuzzy models which approximate a general form of nonlinear discrete time systems (x(k + 1) = f(x(k),u(k))). The simulation results are very similar to that based on the explicit mathematical models, which demonstrates that the proposed scheme can achieve very accurate nonlinear optimal control results without implementing the time consuming modeling and system identification procedures.
Fuzzy model
A fuzzy model consists of four principal elements [26] : fuzzifier, fuzzy rule base, fuzzy inference engine, and defuzzifier. For the nonlinear discrete time multiinput, multi output (MIMO) system, it can be separated into a group of multi-input, single-output (MISO) systems: U ∈ R n+m → R, where U is compact. The fuzzy model is established in state space form such that the inputs of the fuzzy system are the n states and m inputs of the system and the output of it is the each state value of the system at the next time instance.
MIMO fuzzy systems with singleton fuzzifier, product inference, centroid defuzzifier, and Gaussian membership function can be represented as follows, for p = 1, . . . , n [8, 9] .
where
is the pth state of the system at time index k + 1, w l p is the singleton, 
where x l ip and σ l
are the center and width of x i (k) respectively.
Similarly
T is the input vector of the system at time index k and
where u l jp and σ l u j p are the center and width of u j (k).
Orthogonal least square algorithm
The OLS algorithm is a very efficient and widely used method for training a fuzzy model. The OLS algorithm is a one-pass regression procedure, and is therefore much faster than other algorithms. Also, the OLS algorithm generates a robust fuzzy model that is not sensitive to noise in its inputs [8, 9] . In this paper, the widths (σ) of the fuzzy model are first fixed to cover the input state region. The resulting fuzzy model is then equivalent to a series expansion of fuzzy basis functions, which is linear in parameters [8, 9] .
However, since the normalization factor in the denominator is not known before the fuzzy basis function is selected, a pseudo-fuzzy basis function is needed to define as follows [10] :
Then the fuzzy basis function can be expressed in terms of pseudo-fuzzy basis functions as follows [10] :
For N input-output training pairs (
), the following matrix form can be derived from t = 1 to N [11] :
The classical Gram-Schmidt orthogonal leastsquares algorithm is used to determine the significant pseudo-fuzzy basis functions, which then can be normalized to fuzzy basis functions [9] and the weighting factor can be calculated as [11] :
Optimal control for fuzzy model
The procedure of designing a discrete time optimal controller for nonlinear systems represented by a fuzzy model is presented in this section. In this paper, a feasible-direction algorithm is used to achieve the numerical solution of the Euler-Lagrange equations of the formulated discrete time optimal control problem [24] .
The general problem considered in the solution algorithm is that of minimizing a cost function:
subject to the MIMO fuzzy model trained by OLS algorithm for p = 1, . . . , n:
The augmented cost function is represented by
The gradient of J a with respect to u is given by
is very easy to derive based on an explicit mathematical model of the nonlinear system. However, if based on a fuzzy model of the system,
should be computed as:
The gradient of J a with respect to x can be computed as:
for the fuzzy model should be represented as:
Then the structure of the solution algorithm to find the optimal state trajectories and control inputs can be described as follows [24] :
Step 1: Select a feasible initial control trajectory u 0 (k), set the iteration index i = 0
Step 2: Using u i (k), solve (11) from the initial condition (12) to obtain x i (k)
Step 3: Using u i (k) and x i (k), solve (17) from terminal condition (18) to obtain Lagrange multipliers λ i (k) and calculate gradients g i (k) from (14) Step 4: Specify a search direction:
Step 5: Apply a one-dimensional search routine along p i (k) to obtain u i+1 (k). The corresponding line-optimization problem minimizes the following quantity:
Step 6: If for a given scalar ε > 0, the inequalities
hold, stop. Otherwise, set i = i + 1 and go to step 2.
In step 4, several methods such as conjugate gradient methods or quasi-Newton methods can also be used for the specification of the search direction p i (k) [27] . All these methods use a search direction that satisfies [p i (k), g i (k)] < 0, which guarantees that the derivative ∂J ∂α is always negative for a = 0 (except for u i (k), which is a stationary point), and therefore the objective function can be improved for some a > 0.
In step 5, there are many different ways to search for the best step length for the line search algorithm such as Wolfe conditions, Goldstein conditions or backtracking approach [28] . For the fuzzy model, the computation procedures are rather complex. Thus, the following forward-backward method is used to find the best step length α in a range 
Simulation results
In this section, three simulation examples that illustrate the effectiveness of the proposed method are presented. They are the carriage and nonlinear spring system [29] , the rigid asymmetric spacecraft [30] and the nonlinear continuous stirred tank reactor [31] .
Example 1: carriage with nonlinear spring
The optimal control law was applied to a cart with a mass M moving on the plane, as shown in Fig. 1 . This carriage is attached to the wall via a spring with elasticity k given by (21) where x 1 is the displacement of the carriage from the equilibrium position associated with the external force u. Finally, a damper with damping factor h d the system is given by the following continuous-time statespace nonlinear model [29] .
where x 2 is the carriage velocity. The parameters of the system are M = 1 kg, k 0 = 0.33 N/m, while the damping factor is h d = 1.1. An Euler approximation of system with sampling time T c = 0.2 s is given by [29] .
Since the Equation (23a) can be easily known from the physical meanings of x 1 and x 2 , only the state Equation (23b) needs to be approximated by the following fuzzy model: are Gaussian membership functions, which are connected by product inference and centroid defuzzifier. For p = 2, the widths of the states x 1 and x 2 (σ l x 1 p and σ l x 2 p ) were fixed to be 0.6 and the width of the input u(σ l up ) was fixed to be 0.6. Then 300 input-output pairs were utilized to train the fuzzy model by the OLS algorithm to derive the centers of states and input (x l 1p , x l 2p , u l 1p ) and the weighting vector (w lp ). For the input-output pairs, the range of state x 1 was from −1.5 m to 1.5 m, and the range of state x 2 was from −1 m/s to 1 m/s, and the range of input u was from 0.5 N to 2.5 N. After trained, 115 rules (M 2 = 115) were selected to be the fuzzy model of Equation (24).
To validate the fuzzy model, the system responses were simulated with the same inputs (u(k) = −1 N for k = 0, 1, . . . 19) for the discrete time mathematical model and fuzzy model. As shown in Fig. 2 , the trained fuzzy model approximates the mathematical model well.
The 
Using the proposed algorithm, the optimal control input for the system represented by a fuzzy model was derived. The feasible-direction algorithm [24, 25] was also used to derive the optimal control inputs for the system represented by an explicit mathematical model. Then the two optimal control inputs were implemented with the mathematical model to obtain the state trajectories, as shown in Fig. 3 . From the simulation results, the optimal control results for the nonlinear system represented by an explicit mathematical model and a fuzzy model are quite similar. The performance index values for the mathematical model and fuzzy model are 5.5758 and 5.5183 respectively, which indicates the effectiveness of the proposed method. Therefore, the approach can achieve very good nonlinear optimal control results without the traditional modeling and system identification procedures. In addition, this algorithm uses a fuzzy model to approximate the nonlinear system in the form of x(k + 1) = f (x(k), u(k)) instead of nonlinear affine systems or linear systems which have been shown by others.
Example 2: rigid asymmetric spacecraft
Tracking of a rigid asymmetric spacecraft is concerned with a primary attitude control task. Due to inherent nonlinearity of attitude dynamics, tracking in large and rapid maneuvers is a complex undertaking. Therefore, this tracking problem with three independent axis controls is investigated here. The Euler's equations for the angular velocities x 1 , x 2 , x 3 of the spacecraft are given by [30] 
where u 1 , u 2 , u 3 are control torques, and I 1 = 86.24 kg · m 2 , I 2 = 85.07 kg · m 2 and I 3 = 113.59 kg · m 2 are spacecraft principal inertias.
An Euler approximation of the system with sampling time T = 5s is given by
Similar to Example 1, to train the fuzzy model of the system, the widths of the states x 1 , x 2 and x 3 were fixed to be 0.05, and the widths of the inputs u 1 , u 2 and u 3 were fixed to be 0.1. Then 2000 input-output pairs were utilized to train the fuzzy models by the OLS algorithm to derive the centers of states and inputs, and the weighting factors. For the input-output pairs, the ranges of states x 1 , x 2 and x 3 were from −0.1 rad/s to 0.1 rad/s. The ranges of inputs u 1 , u 2 and u 3 were from −0.2 Nm to 0.2 Nm. After trained, 500 rules were selected to be the fuzzy model of all the three Equations (27a), (27b) and (27c) respectively.
To validate the fuzzy model, the responses with constant inputs (u 1 (k) = −0.05 Nm, u 2 (k) = −0.05 Nm, u 3 (k) = −0.05Nm for k = 0, 1, . . . 14) were simulated for the mathematical model and the fuzzy model. As shown in Fig. 4 , the system responses of the fuzzy model are almost same as that of the mathematical model.
The initial conditions are x 1 (0) = 0 rad/s, x 2 (0) = 0 rad/s and x 3 (0) = 0 rad/s. The command inputs are set to r 1 = 0.04 rad/s, r 2 = 0.04 rad/s and r 3 = 0.04 rad/s, and the performance index is defined by (N = 40):
Similar to the example 1, the optimal control inputs for the systems represented by the two models were derived and then the state trajectories were obtained, as shown in Fig. 5 . From the simulation results, the optimal control results for the nonlinear systems represented by the two models are very close and the performance index values for the fuzzy model and mathematical model are both 0.0149. Therefore, this example clearly illustrates that the proposed method can solve the nonlinear optimal control problems without the explicit mathematical models effectively.
Example 3: continuously stirred tank reactor
Consider a continuously stirred tank reactor shown in Fig. 6 . The mass and heat balance for a single reaction A B are [31] 
where concentration of reaction c and temperature T are two states of the system. u is the coolant flowrate control input. θ = 10 min is the total start-up time of interest. c f = 1 mol/L is the feed concentration of reaction. T f = 300 K is the feed temperature. J = 100 is a chemical constant.r is the reaction rate. α = where y 1 , y 2 , y c and y f are dimensionless concentration, temperature, coolant temperature, feed temperature respectively, and the dimensionless irreversible reaction rate r is given by
where k 10 = 300 is a pre-exponential factor of forward constant and N = 25.2 is a gas constant. An Euler approximation of the system (30) with sampling time T = 0.4 min is given by
To train the fuzzy model of the system, the widths of the states y 1 and y 2 were fixed to be 0.25 and the width of the input u was fixed to be 250. Then 500 input-output pairs were utilized to train the fuzzy models by the OLS algorithm to derive the centers of states and input, and the weighting factors. For the input-output pairs, the range of state y 1 was from 0 to 1, the range of state y 2 was from 3 to 4 and the range of input u was from 0 to 1000. After trained, 137 rules were selected to be the fuzzy models of the two equations (32a) and (32b) respectively. The system responses with the constant input (u(k) = 300 L/ min for k = 0, 1, . . . 49) was simulated for the mathematical model and the fuzzy model. As shown in Fig. 7 , the responses of the two models are completely same.
The initial conditions for the dimensionless concentration and temperature are y 1 (0) = 1 (c(0) = y 1 (0) = 1 mol/L) and y 2 (0) = 3 (T (0) = 100y 2 (0) = 300K) respectively. The objective of optimal control problem is to find the coolant flow rate control u(k) ≥ 0 such that minimize the functional
where N = 50, r 1 = 0.408126, r 2 = 3.29763, u s = 370 k, α 1 = 100000, α 2 = 2000 and α 3 = 0.001. So the desired values for concentration and temperature are c d = r 1 = 0.408126 and T d = 100 r 2 = 329.763 K respectively Similar to the previous examples, the optimal control inputs for the systems represented by a fuzzy model and an explicit mathematical model were derived and then the state trajectories were obtained, as shown in Fig. 8 . From the simulation results, optimal control results for the nonlinear systems represented by the two models are quite close. Besides, the performance index values for the fuzzy model and mathematical model are 2.6748 × 10 6 and 2.6733 × 10 6 respectively, which are also very similar, showing the effectiveness of the proposed scheme.
Conclusion
In this paper, a discrete time optimal controller to the nonlinear system represented by a fuzzy model is developed. With the product inference engine, singleton fuzzifier, center average defuzzifier and Gaussian membership functions, a fuzzy model was trained by the OLS learning algorithm which is very efficient and not sensitive to noise in its inputs, and then the optimal control problem was formulated based on the fuzzy model. The numerical solution of the problem was obtained by use of a feasible-direction algorithm. The simulation results of three nonlinear optimal control examples showed that the performance of the proposed approach based on a fuzzy model is quite similar to that of optimal control of the system represented by an explicit mathematical model, thus demonstrating its efficacy for optimal control of unknown nonlinear systems. However, because the feasible-direction algorithm converges slowly around the minimization points and may go to local minimization points sometimes, one interesting future research topic is to deal with these drawbacks. 
