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1 Введение
Многие численные методы оптимизации основаны на идее удачной ап-
проксимации оптимизируемого функционала некоторым функционалом
стандартного типа. Например, для гладкого целевого функционала f :
R
n → R с липшицевым градиентом
‖∇f(x)−∇f(y)‖∗ 6 L‖x− y‖ ∀x, y ∈ Q (1)
на области определения Q ⊂ Rn хорошо известно неравенство
|f(y)− f(x)− 〈∇f(x), y − x〉| 6
L‖y − x‖2
2
(2)
для всяких x и y из Q, то есть
ϕ2(x, y) 6 f(y) 6 ϕ1(x, y) ∀x, y ∈ Q, (3)
где
ϕ1(x, y) = f(x) + 〈∇f(x), y − x〉+
L‖y − x‖2
2
, а
ϕ2(x, y) = f(x) + 〈∇f(x), y − x〉 +
L‖y − x‖2
2
.
Как известно [9], указанные неравенства (2) – (3) позволяют обосно-
вать не только глобальную сходимость методов градиентного типа, но и
оценивать скорость такой сходимости. Отметим также [9], что похожие
на (2) – (3) неравенства можно выписать для негладкого функционала,
равного максимуму конечного числа гладких функционалов c липшице-
вым градиентом.
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Неравенства (2) – (3) широко используются для обоснования скоро-
сти сходимости самых разных методов для задач как условной, так и
безусловной оптимизации. Например, недавно в [2] были предложены
алгоритмы зеркального спуска как с адаптивным выбором шага, так и
с адаптивным критерием остановки. При этом помимо случая липшице-
вых целевого функционала и функционального ограничения в ( [2], п.
3.3) на базе идеологии [9, 10] был предложен оптимальный с точки зре-
ния нижних оракульных оценок [8] метод для условных задач выпуклой
минимизации с целевыми функционалами, обладающими свойством лип-
шицевости градиента. В частности, в задачах с квадратичными функци-
оналами мы сталкиваемся с ситуацией, когда функционал не удовлетво-
ряет обычному свойству Липшица (или константа Липшица достаточ-
но большая), но градиент удовлетворяет условию Липшица. Для задач
такого типа в ( [2], п. 3.3) был предложен адаптивный алгоритм зер-
кального спуска. Модификация метода ( [2], п. 3.3) в случае нескольких
ограничений рассмотрена в [14].
Основной результат настоящей статьи (теорема 1) — обоснование воз-
можности построения аналога неравенств стандратной квадратичной ин-
терполяции (2) – (3) для специального класса негладких квазивыпук-
лых функционалов с липшицевым субградиентом (определение 1). Идея
предлагаемой концепции свойства липшицевости субградиента заключа-
ется в том, чтобы описать изменение аппроксимации функционала при
условии наличия некоторого (не более, чем счётного) набора точек с осо-
бенностями. Основной результат работы (теорема 1) показывает, как эти
особенности могут приводить к изменению модели функционала, при-
годной для построения методов оптимизации. Поскольку локально лип-
шицевы квазивыпуклые функционалы могут не иметь субдифференци-
ала в смысле выпуклого анализа, то для описания дифференциальных
свойств мы используем наиболее известное обобщение понятия субдиф-
ференциала на невыпуклые функционалы — субдифференциал Клар-
ка [1], а под субградиентами всюду далее понимаем элементы (векторы)
субдифференциала Кларка как множества. Отметим, что для выпуклых
функционалов субдифференциал Кларка совпадает с обычным субдиф-
ференциалом в смысле выпуклого анализа. Построен пример негладкого
выпуклого функционала из указанного класса, который может иметь
сколь угодно большую константу Липшица при нулевой константе Лип-
шица субградиента (пример 1). Как приложение, обоснована оптималь-
ность метода ( [14], п. 4) для условных задач с локально липшицевым
целевым функционалом и несколькими выпуклыми липшицевыми функ-
циональными ограничениями. Для оценки скорости алгоритма 1 доказан
аналог известного утверждения ( [9], лемма 3.2.1) в классе непрерывных
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квазивыпуклых локально липшицевых функционалов с использованием
субдифференицала Кларка для описания их дифференциальных свойств
(теорема 3).
Всюду далее будем считать, что (E, || · ||) — конечномерное нормиро-
ванное векторное пространство и E∗ — сопряженное пространство к E
со стандартной нормой:
||y||∗ = max
x
{〈y, x〉, ||x|| ≤ 1},
где 〈y, x〉 — значение линейного непрерывного функционала y в точке
x ∈ E, Q ⊂ E — замкнутое выпуклое множество.
2 Об аналоге условия Липшица градиента для
специального класса негладких функцио-
налов
В данном разделе мы покажем, как можно обобщить свойство (1) и оцен-
ки (2)–(3) на некоторый класс квазивыпуклых локально липшицевых
функционалов f : Q→ R (Q ⊂ Rn), не дифференцируемых на некотором
счетном подмножестве Q0 ⊂ Q. Напомним, что функционал f : Q → R
квазивыпуклый, если:
f((1− t)x+ ty) 6 max{f(x), f(y)} ∀t ∈ [0; 1] ∀x, y ∈ Q, (4)
Введем класс негладких квазивыпуклых функционалов, допускаю-
щих аналоги оценок (2)–(3). Будем считать f дифференцируемой во всех
точках Q\Q0 и полагать, что для произвольного x ∈ Q0 существует ком-
пактный субдифференциал Кларка ∂Clf(x). Напомним это понятие ( [1],
§ 2.2). Пусть x0 ∈ R
n — фиксированная точка, и h ∈ Rn — фиксированное
направление. Положим
f
↑
Cl(x0; h) = lim sup
x′→x0, α↓0
1
α
[f(x′ + αh)− f(x′)] .
Величинf f ↑Cl(x0; h) называется верхней производной Кларка функци-
онала f в точке x0 по направлению h. Как известно, функция f
↑
Cl(x0; h)
субаддитивна и положительно однородна по h ( [1], с. 17 – 18). Это об-
стоятельство позволяет определить субдифференциал функционала f в
точке x0 как следующее множество:
∂Clf(x0) := {v ∈ R | f
↑
Cl(x0; g) > vg ∀g ∈ R} , (5)
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то есть как субдифференциал выпуклого по h функционала f ↑Cl(x0; h) в
точке h = 0 в смысле выпуклого анализа. Таким образом, по определе-
нию
f
↑
Cl(x0; h) = max
v∈∂Clf(x0)
〈v, h〉 . (6)
Будем говорить, что функционал f субдифференцируем по Кларку
в точке x0, если множество ∂Clf(x0) непусто и компактно. В частности,
если функция f локально липшицева, то она является субдифферен-
цируемой по Кларку в любой точке области определения. Отметим, что
для выпуклых функций субдифференциал Кларка совпадает с обычным
субдифференциалом в смысле выпуклого анализа [1]. В дальнейших рас-
суждениях для фиксированных x, y ∈ Q при t ∈ [0; 1] будем обозначать
yt := (1− t)x+ ty.
Определение 1. Будем говорить, что квазивыпуклый локально лип-
шицевый функционал f : Q → R (Q ⊂ Rn) имеет (δ, L)-липшицев суб-
градиент (f ∈ C1,1L,δ(Q)), если:
(i) для произвольных x, y ∈ Q f дифференцируем во всех точках мно-
жества {yt}06t61, за исключением последовательности (возмож-
но, конечной)
{ytk}
∞
k=1 : t1 < t2 < t3 < . . . и lim
k→∞
tk = 1; (7)
(ii) для последовательности точек из (7) существуют конечные суб-
дифференциалы Кларка {∂f(ytk)}
∞
k=1 и
diam ∂Clf(ytk) =: δk > 0, где
+∞∑
k=1
δk =: δ < +∞. (8)
(diam ∂Clf(x) = max{‖y − z‖∗ | y, z ∈ ∂Clf(x)});
(iii) для произвольных x, y ∈ Q при условии, что yt ∈ Q\Q0 при всяком
t ∈ (0, 1) (то есть существует градиент ∇f(yk)) для некоторой
фиксированной константы L > 0, не зависящей от выбора x и y,
выполняется неравенство:
min
∂ˆf(x)∈∂Clf(x),
∂ˆf(y)∈∂Clf(y)
‖∂ˆf(x)− ∂ˆf(y)‖∗ 6 L‖x− y‖. (9)
Ясно, что всякий локально липшицев квазивыпуклый функционал,
удовлетворяющий (1), будет входить в класс C1,1L,δ(Q) при δ = 0. Приведем
пример негладкой вещественной выпуклой функции f ∈ C1,1L,δ(Q) при
δ > 0.
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Пример 1. Зафиксируем некоторое k > 0, величину δ > 0 и рассмот-
рим кусочно-линейную функцию f : [0; 1]→ R (здесь Q = [0; 1] ⊂ R):
f(x) := kx при 0 6 x 6
1
2
, (10)
f(x) :=
(
k +
n∑
i=1
δ
2i
)
x−
n∑
i=1
δ
2i
(
1−
1
2i
)
при 1−
1
2n
< x 6 1−
1
2n+1
,
f(1) := lim
x→+1
f(x).
В этом случае
Q0 =
{
1−
1
2n
}∞
n=1
,
∂f(qn) =
[
k +
n−1∑
i=1
δ
2i
; k +
n∑
i=1
δ
2i
]
при n > 1 (здесь ∂f(·) — субдифференциал в смысле выпуклого анализа),
∂f(q1) =
[
k; k +
δ
2
]
(здесь qn = 1 −
1
2n
при n = 1, 2, 3, . . .). Ясно, что ∂f(qn) =
δ
2n
, то есть
верно (8) для введенной величины δ > 0. При этом на отрезках (qn; qn+1)
и (0; q1) функция f имеет липшицев градиент с константой L = 0.
Поэтому для функции f из (10) верно f ∈ C1,10,δ (Q).
Замечание 1. Ясно, что функцию f из (10) нельзя представить в ви-
де максимума конечного набора линейных функций, поскольку f имеет
бесконечное число точек недифференцируемости f .
Сформулируем для введенного класса функционалов C1,1L,δ(Q) аналог
леммы 1.2.3 из [9].
Теорема 1. Пусть локально липшицев квазивыпуклый функционал f ∈
C
1,1
L,δ(Q). Тогда для произвольных x, y ∈ Q верно неравенство
|f(y)− f(x)− 〈∂ˆf(x), y − x〉| 6
L
2
‖y − x‖2 + δ‖y − x‖ (11)
для некоторого субградиента ∂ˆf(x) ∈ ∂Clf(x).
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Доказательство. Для произвольных фиксированных x, y ∈ Q через yt
будем обозначать элемент ty + (1− t)x. Тогда при фиксированных x и y
одномерная функция ϕ : [0; 1]→ R (ϕ(0) = f(x) и ϕ(1) = f(y))
ϕ(t) = f(yt) = f((1− t)x+ ty) (12)
будет квазивыпуклой и для некоторого tˆ ∈ [0; 1] отрезки [0; tˆ] и [tˆ; 1] будут
промежутками (вообще говоря, нестрогой) монотонности функции ϕ.
Поскольку для всякой точки yt (t ∈ [0; 1]) существует конечный суб-
дифференциал Кларка ∂Clf(yt), а также функционал f локально лип-
шицев и квазивыпуклый, то для всех t ∈ (0; 1) существуют конечные
левосторонняя и правосторонняя производные:
ϕ′−(t) = lim
∆t→−0
ϕ(t+∆t)− ϕ(t)
∆t
, ϕ′+(t) = lim
∆t→+0
ϕ(t+∆t)− ϕ(t)
∆t
(13)
и
ϕ′+(t) = max
∂ˆf(yt)∈∂Clf(yt)
〈∂ˆClf(yt), y − x〉 — (14)
производная f по направлению y − x в точке yt. Ясно, что при yt 6∈ Q0
(то есть существует градиент ∇f(yt))
ϕ′−(t) = ϕ
′
+(t) = 〈∇f(yt), y − x〉. (15)
Ввиду квазивыпуклости f(и ϕ) можно полагать, что функция ϕ аб-
солютно непрерывна и почти всюду дифференцируема в смысле класси-
ческой меры Лебега, т.е. имеем равенства:
f(y) = f(x) +
∫
[0;1]\Q0
〈∇f(yt), y − x〉 dt = ϕ(0) +
∫ 1
0
ϕ′+(t) dt,
откуда для произвольного субградиента ∂ˆf(x) ∈ ∂f(x) имеем:
f(y) = f(x)+〈∂ˆf(x), y−x〉+
∫ 1
0
[
max
∂ˆf(yt)∈∂Clf(yt)
〈∂ˆf(yt), y − x〉 − 〈∂ˆf(x), y − x〉
]
dt =
(16)
= f(x) + 〈∂ˆf(x), y − x〉+
∫ 1
0
〈∂ˆf(yt)− ∂ˆf(x), y − x〉 dt
для набора субградиентов {∂ˆClf(yt)}t∈(0;1], на которых достигаются соот-
ветствующие максимумы. Если yt ∈ Q0, то yt = qk (k > 1) из определения
1 (ii) и тогда
ϕ′+(t)− ϕ
′
−(t) = 〈∂ˆ1f(yt)− ∂ˆ2f(yt), y − x〉 =
= 〈∂ˆ1f(qk)− ∂ˆ2f(qk), y − x〉 6
6 ‖∂ˆ1f(qk)− ∂ˆ2f(qk)‖∗ · ‖y − x‖
(7)
6 δk‖y − x‖
(17)
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для соответствующих субградиентов (векторов-элементов субдифферен-
циалов Кларка)
∂ˆ1,2f(qk) ∈ ∂Clf(qk). Не уменьшая общности рассуждений, будем считать,
что
x, y ∈ Q0 ⊂ {yt}t∈[0;1] (18)
и всякому qn поставим в соответствие tn ∈ [0; 1] : qn = (1− tn)x+ tny.
Пусть существует последовательность
{tn}
∞
n=1 : 0 = t1 < t2 < . . . < 1, lim
n→∞
tn = 1.
Тогда ∀τ1, τ2 ∈ (tk; tk+1) при k > 1 верны неравенства:
‖∇f(yτ2)−∇f(yτ1)‖∗ 6 L|τ2 − τ1| · ‖y − x‖, (19)∣∣ϕ′+(tk)− ϕ′−(tk+1)∣∣ 6 12L(tk+1 − tk) · ‖y − x‖2. (20)
Поэтому при выборе в (16) подходящего субградиента ∂ˆf(x) будут вы-
полняться соотношения:∣∣∣f(y)− f(x)− 〈∂ˆf(x), y − x〉∣∣∣ (16)= ∣∣∣∣
∫ 1
0
〈∂ˆf(yt)− ∂ˆf(x), y − x〉 dt
∣∣∣∣ =
=
∣∣∣∣
∫ 1
0
(ϕ′+(t)− ϕ
′
+(0)) dt
∣∣∣∣ 6
∣∣∣∣
∫ 1
0
〈gˆ(yt)− ∂ˆf(x), y − x〉 dt
∣∣∣∣+
+∞∑
k=1
δk‖y − x‖,
причем ∀τ1, τ2 ∈ [0; 1]
‖gˆ(yτ1)− gˆ(yτ2)‖∗ 6 L‖yτ1 − yτ2‖, (21)
откуда∣∣∣∣
∫ 1
0
〈gˆ(yt)− ∂ˆf(x), y − x〉 dt
∣∣∣∣ =
∣∣∣∣
∫ 1
0
〈gˆ(yt)− gˆ(x), y − x〉 dt
∣∣∣∣ 6
6
∫ 1
0
|〈gˆ(yt)− gˆ(x), y − x〉| dt 6
∫ 1
0
‖gˆ(yt)− gˆ(x)‖∗ dt · ‖y − x‖
(21)
6
6 L
∫ 1
0
‖yt − x‖ dt · ‖y − x‖ 6 L‖y − x‖
2 ·
∫ 1
0
t dt =
L
2
‖y − x‖2,
то есть
|f(y)− f(x)− 〈∂ˆf(x), y − x〉| 6
L
2
‖y − x‖2 + δ‖y − x‖, (22)
что и требовалось.
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Следствие 1. Если f ∈ C1,1L,δ(Q), то для произвольных x, y ∈ Q верны
неравенства:
f(y) 6 f(x) + max ‖∂ˆf(x)‖∗ · ‖y − x‖ + δ‖y − x‖ +
L
2
‖y − x‖2 =
= f(x) +
(
max ‖∂ˆf(x)‖∗ + δ
)
‖y − x‖+
L
2
‖y − x‖2.
3 Пример приложения: адаптивный зеркаль-
ный спуск для задач минимизации квази-
выпуклого целевого функционала рассмат-
риваемого класса гладкости
В качестве приложения покажем возможность получения оценок скоро-
сти сходимости для метода ( [14], алгоритм 4) в более широком клас-
се целевых функционалов. Напомним, что метод ( [14], алгоритм 4) мы
рассматривали условных задач выпуклой минимизации с условием лип-
шицевости градиента целевого функционала. Например, квадратичный
целевой функционал может не удовлетворять обычному свойству Лип-
шица (или константа Липшица может быть довольно большой), но его
градиент удовлетворяет условию Липшица. Метод ( [14], алгоритм 4)
применим и для более широкого класса уже негладких выпуклых целе-
вых функционалов
f(x) = max
16i6m
fi(x), (23)
где
fi(x) =
1
2
〈Aix, x〉 − 〈bi, x〉+ αi, i = 1, . . . , m, (24)
в случае, когда Ai (i = 1, . . . , m) — положительно определённые матри-
цы: xTAix > 0 ∀x ∈ Q.
Начнём с постановки рассматриваемых задач условной оптимизации,
а также необходимых вспомогательные понятий. Рассмотрим набор вы-
пуклых субдифференцируемых функционалов gm : X → R для m =
1,M . Также предположим, что все функционалы gm удовлетворяют усло-
вию Липшица с некоторой константой Mg:
|gm(x)− gm(y)| 6 Mg||x− y|| ∀x, y ∈ Q, m = 1,M. (25)
Мы рассматриваем следующий тип задач оптимизации квазивыпук-
лого локально липшицева целевого функционала f с выпуклыми липши-
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цевыми функциональными ограничениями.
f(x) → min
x∈Q
, (26)
где
gm(x) 6 0 ∀m = 1,M. (27)
Сделаем предположение о разрешимости задачи (26)–(27). Задачи ми-
нимизации негладкого функционала c ограничениями возникают в ши-
роком классе проблем современной large-scale оптимизации и её прило-
жений [6, 13]. Для таких задач имеется множество методов, среди ко-
торых можно отметить метод зеркального спуска [4, 8]. Отметим, что
в случае негладкого целевого функционала или функциональных огра-
ничений естественно использовать субградиентные методы, восходящие
к хорошо известным работам [11, 12]. Метод зеркального спуска возник
для безусловных задач в [7,8] как аналог стандартного субградиентного
метода с неевклидовым проектированием. Для условных задач аналог
этого метода был предложен в [8] (см. также [3]). Проблема адаптивно-
го выбора шага без использования констант Липшица рассмотрена в [5]
для задач без ограничений, а также в [3] для задач с функциональными
ограничениями.
Отметим, что всюду далее будем под субградинетом квазивыпуклого
(локально липшицева) функционала f понимать любой элемент (вектор)
субдифференциала Кларка. Для выпуклых функционалов gm понятие
субградиента мы понимаем стандартно.
Для дальнейших рассуждений нам потребуются следующие вспомо-
гательные понятия (см., например, [5]), позволяющие оценить качество
найденного решения. Для оценки расстояния от текущей точки до ре-
шения введём так называемую прокс-функцию d : X → R, обладающую
свойством непрерывной дифференцируемости и 1-сильной выпуклости
относительно нормы ‖·‖, т.е.
〈∇d(x)−∇d(y), x− y〉 > ‖x− y‖2 ∀x, y,∈ X
и предположим, что min
x∈X
d(x) = d(0). Будем полагать, что имеется неко-
торая оценка расстояния от точки старта до искомого решения задачи
x∗, т.е. существует такая константа Θ0 > 0, что d(x∗) 6 Θ
2
0, где x∗ —
точное решение (26)–(27). Если имеется множество решений X∗, то мы
предполагаем, что для константы Θ0
min
x∗∈X∗
d(x∗) 6 Θ
2
0.
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Для всех x, y ∈ X рассмотрим соответствующую дивергенцию Брэгмана
V (x, y) = d(y)− d(x)− 〈∇d(x), y − x〉.
В зависимости от постановки конкретной задачи возможны различ-
ные подходы к определению прокс-структуры задачи и соответствующей
дивергенции Бргэмана: евклидова, энтропийная и многие другие (см.,
например, [5]). Стандартно определим оператор проектирования
Mirrx(p) = argmin
u∈Q
{
〈p, u〉+ V (x, u)
}
для всяких x ∈ Q и p ∈ E∗.
Сделаем предположение о том, что оператор Mirrx(p) легко вычислим.
Напомним одно известное утверждение, которое вытекает из обыч-
ного неравенства Коши-Буняковского, а также 2ab 6 a2 + b2. Поскольку
функциональные ограничения у нас по-прежнему выпуклы, мы рассмот-
рим также отдельно оценку в выпуклом случае [5].
Лемма 1. Пусть f : X → R — некоторый функционал. Для про-
извольного y ∈ X, вектора py ∈ E
∗ и некоторого h > 0 положим
z = Mirry(h · py). Тогда для произвольного x ∈ Q
h〈py, y − x〉 6
h2
2
||py||
2
∗ + V (y, x)− V (z, x). (28)
Для выпуклого субдифференцируемого в точке y функционала f преды-
дущее неравенство для произвольного субградиента py = ∇f(y) примет
вид
h · (f(y)− f(x)) 6 〈∇f(y), y− x〉 6
h2
2
||∇f(y)||2∗+ V (y, x)− V (z, x). (29)
Аналогично ( [14], алгоритм 4) рассмотрим следующий алгоритм адап-
тивного зеркального спуска для задач (26)–(27). Отметим, что ввиду
предположения локальной липшицевости квазивыпуклого целевого функ-
ционала все его субградиенты конечны. Сделаем дополнительное пред-
положение об отсутствии точек перегиба, т.е. градиент f может быть
нулевым только в точке x∗.
Для оценки скорости сходимости этого метода подобно ( [9], п. 3.2.2),
для всякого ненулевого конечного субградиента (элемента субдифферен-
циала Кларка) ∇f(x) целевого квазивыпуклого функционала f введём
следующую вспомогательную величину
vf(x, y) =
〈
∇f(x)
‖∇f(x)‖∗
, x− y
〉
, x ∈ Q. (30)
Аналогично ( [14], теорема 2) с использованием леммы 1 проверяется
следующая
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Algorithm 1 Адаптивный зеркальный спуск, квазивыпуклый негладкий
целевой функционал, много ограничений
Require: ε > 0,Θ0 : d(x∗) 6 Θ20
1: x0 = argminx∈Q d(x)
2: I =: ∅
3: N ← 0
4: repeat
5: if g(xN) 6 ε then
6: hN ←
ε
||∇f(xN )||∗
7: xN+1 ←MirrxN (hN∇f(x
N)) // "продуктивные шаги"
8: N → I
9: else
10: // (gm(N)(x
N ) > ε) для некоторого m(N) ∈ {1, . . . ,M}
11: hN ←
ε
||∇gm(N)(xN )||2∗
12: xN+1 ←MirrxN (hN∇gm(N)(x
N )) // "непродуктивные шаги"
13: end if
14: N ← N + 1
15: until Θ20 6
ε2
2
(
|I|+
∑
k 6∈I
1
||∇gm(k)(xk)||2∗
)
Ensure: x¯N := argminxk, k∈I f(x
k)
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Теорема 2. Пусть ε > 0 — фиксированное число и выполнен критерий
остановки алгоритма 1. Тогда
min
k∈I
vf(x
k, x∗) < ε. (31)
Отметим, что алгоритм 1 работает не более
N =
⌈
2max{1,M2g }Θ
2
0
ε2
⌉
(32)
итераций.
Теперь покажем, как можно оценить скорость сходимости предлага-
емого метода. Для этого полезно следующее вспомогательное утвержде-
ние, которое есть аналог ( [9], лемма 3.2.1). Напомним, что под x∗ мы по-
нимаем точное решение задачи (26)–(27). Отличительной особенностью
данного утверждения является то, что мы рассматриваем не выпуклый, а
квазивыпуклый целевой функционал f . Предположение о его локальной
липшицевости позволяет в качестве аппарата для исследования диффе-
ренциальных свойств использовать субдифференциал Кларка.
Теорема 3. Пусть f : Q → Rn — локально липшицев квазивыпуклый
функционал. Введем следующую функцию:
ω(τ) = max
x∈Q
{f(x)− f(x∗) : ||x− x∗|| 6 τ}, (33)
где τ - положительное число. Тогда для всякого x ∈ Q
f(x)− f(x∗) 6 ω(vf(x, x∗)). (34)
Доказательство. Мы отправляемся от схемы рассуждений ( [9], лемма
3.2.1) с тем отличием, что вместо обычного субдифференциала выпук-
лой функции будет использоваться субдифференциал Кларка. Можно
проверить, что
vf (x, x∗) = min
y
{||y − x∗|| : 〈∇f(x), y − x〉 = 0}.
Действительно, пусть vf(x, x∗) = ||y∗−x∗|| для некоторого y∗: 〈∇f(x), y∗−
x〉 = 0. Тогда ∇f(x) = λs, где 〈s, y∗ − x∗〉 = ||y∗ − x∗|| для некоторого s
такого, что ||s||∗ = 1. Поэтому
0 = 〈∇f(x), y∗ − x〉 = λ〈s, y∗ − x∗〉+ 〈∇f(x), x∗ − x〉,
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откуда
λ =
〈∇f(x), x− x∗〉
||y∗ − x∗||
= ||∇f(x)||∗ и vf(x, x∗) = ||y∗ − x∗||.
Остаётся лишь учесть существование конечной производной по на-
правлению h ∈ Q у всякого локально липшицева квазивыпуклого функ-
ционала f
f ′(x, h) = lim
λ↓0
f(x+ λh)− f(x)
λ
.
Далее, с использованием свойства квазивыпуклости и (5) для локаль-
но липшицева квазивыпуклого функционала получаем:
f ′(x, h) = f ↑Cl(x, h) = max
∇f(x)∈∂Clf(x)
〈∇f(x), h〉.
Для всякого направления h такого, что 〈∇f(x), h〉 > 0 получаем f ′(x, h) >
0. Поэтому имеет место f(x + λh) > f(x) для произвольного направле-
ния h такого, что 〈∇f(x), h〉 > 0. Неравенство f(y) − f(x) > 0 следу-
ет из теперь непрерывности функционала f для всякого y такого, что
〈∇f(x), y − x〉 = 0. Итак,
f(x)− f(x∗) 6 f(y)− f(x∗) 6 ω(vf(x, x∗)).
На базе теорем 2 и 3 можно оценить скорость сходимости алгорит-
ма для квазивыпуклого локально липшицева целевого функционала f с
липшицевым субградиентом. Используя доказанное в теореме 1 неравен-
ство
f(x) 6 f(x∗) + (||∇f(x∗)||∗ + δ)||x− x∗||+
1
2
L||x− x∗||
2,
мы можем получить, что
min
k∈I
f(xk)− f(x∗) 6 min
k∈I
{
(||∇f(x∗)||∗ + δ)||x
k − x∗||+
1
2
L||xk − x∗||
2
}
.
Далее, по теореме 3 верно неравенство:
f(x)− f(x∗) 6 ε · (||∇f(x∗)||∗ + δ) +
1
2
Lε2.
Поэтому справедливо
13
Следствие 2. Пусть локально липшицев квазивыпуклый функционал f
имеет липшицев субградиент. Тогда после остановки алгоритма верна
оценка:
min
16k6N
f(xk)− f(x∗) 6 ε · (||∇f(x∗)||∗ + δ) +
Lε2
2
, (35)
причём для всякого k
gm(x
k) ≤ ε ∀m = 1,M. (36)
Таким образом, остановка алгоритма 1 гарантирует достижение при-
емлемого качества найденного решения (35) — (36), а оценка (32) указы-
вает на его оптимальность с точки зрения нижних оракульных оценок [8]
даже в классе выпуклых (а тем более и квазивыпуклых) целевых функ-
ционалов.
Полученные результаты, в частности, позволяют сделать такие выво-
ды. Во-первых, алгоритм 1 применим для задач минимизации не толь-
ко выпуклых, но и квазивыпуклых целевых функционалов. Во-вторых,
особенности поведения целевого функционала в окрестности некоторых
отдельных точек могут не сильно усложнять интерполяцию (модель) оп-
тимизируемой функции, что может позволить сохранять при наличии
таких особенностей оценки скорости сходимости метода.
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