A new method of multivariable linear model matrix parameter estimation was developed. The method enables obtaining the bounds for real and imaginary parts of uncertain matrix eigenvalues of a multivariable linear model from an aircraft turbofan engine detailed nonlinear model response in the time domain. This linear model only takes into account the difference between nonlinear and linear models and not the uncertainty in the nonlinear model itself. Such linear model and nonlinear model match perfectly. Its modeling errors meet current control requirements. The method uses nonlinear programming and can consequently consider any constraints for the estimated bounds for real and imaginary parts of uncertain matrix eigenvalues.
IV. CONCLUSION
A new method of multivariable linear model matrix parameter estimation was developed. The method enables obtaining the bounds for real and imaginary parts of uncertain matrix eigenvalues of a multivariable linear model from an aircraft turbofan engine detailed nonlinear model response in the time domain. This linear model only takes into account the difference between nonlinear and linear models and not the uncertainty in the nonlinear model itself. Such linear model and nonlinear model match perfectly. Its modeling errors meet current control requirements. The method uses nonlinear programming and can consequently consider any constraints for the estimated bounds for real and imaginary parts of uncertain matrix eigenvalues.
The results of this note may be applied to advanced turbofan engine and aircraft control systems, as well as to other dynamic systems, which may be described by multivariable linear models considering modeling uncertainty.
I. INTRODUCTION
In a typical control design, one often begins with formulating the so-called tracking-error system to define the dynamics of the error between the plant output and a given output trajectory. There are many control applications in which the desired trajectory for the system output is repetitive. If so, the tracking-error system will contain time functions of known period. In case that there exist unknown dynamics (such as unknown parameters, unknown time functions, etc.) in the plant, periodic time functions in the resulting tracking-error system will be mixed with unknown, nonlinear dynamics of the plant. For such an uncertain system, three different design methodologies can be applied. One is the robust control theory which can be viewed as the worst-scenario control design method [20] . The second is the adaptive control which can be used to identify online nonlinear dynamics that are parameterized in terms of a set of unknown constants [12] . The third is the learning control theory using which an iterative learning control is designed to learn the unknown, periodic time functions and, hence, to establish stability and performance. In this note, new results will be presented to enrich the learning control theory so that it can be applied to more nonlinear systems and to achieve better performance.
Several model-based approaches have been proposed to design learning controls: linear learning design framework [2] , [3] , [4] , [10] using functional norm; linear learning design based on internal model principle [21] ; an approach parallel to adaptive control design [5] , [9] , [13] ; generalized inversion of input matrix [7] ; linear high-gain control [14] , [17] ; robustness analysis under disturbance [8] ; removal of derivative measurement of the state [11] , [18] , [22] ; and nonlinear design methods such as passivity design [1] and Lyapunov method [6] , [18] . For the history of learning control and for other approaches of learning control that are not model based, the readers are referred to [15] . It is noted that these results aforementioned (as well as the proposed design in this note) are for systems with deterministic models and that there is also probability learning theory [23] .
For nonlinear systems, learning control has to be designed using nonlinear techniques in order to achieve global stability. Although the learning control in [1] achieves asymptotic stability for torque-level, rigid-body mechanical systems, its extension to high-order system will call for derivative measurement of the state as it is based on a difference learning law. The result [6] overcomes this difficulty by employing a differential-difference learning law and by a judicious choice of Lyapunov function, but the resulting stability is a uniform bounded property. Convergence of learning error is not established in either of these two results. In this note, an improvement of the result in [6] is presented so that both asymptotic stability of the system output and asymptotic convergence of a composite learning error are obtained.
II. PROBLEM STATEMENT
In this note, the class of cascaded nonlinear systems is considered. Specifically, a system consisting of m sequentially connected subsystems is of the form hi;j (x1;j ; . . . ; xi;j ; t) _ xi;j = F i;j (x 1;j ; . . . ; x i;j ; i (t)) + x i+1;j (1) where t 2 [0; T ] is the time during a specific trial, T is the duration of all trials, x i;j 2 < n is the state of the ith subsystem during the jth trial, i(t) are unknown time functions of period T , and uj 2 < n is the control function (to be designed) during the jth trial. The design objective is to find a control law u j (which will be a function of x i;j (for i = 1; . . . ; m) and uj01 in a closed form) such that the closed-loop system is uniformly bounded, that the system output (given by x 1;j ) is asymptotically convergent (as j ! 1), and that combinations of unknown time functions are asymptotically learned. The design will be carried out using the backward recursive method. For the ease of presentation, we shall limit our derivation to the case of m = 2 so that the main idea of how to achieve asymptotic stability of the output and asymptotic convergence of the learning error can be emphasized. Letting i (t) =F i;j (0; . . . ; 0; i (t)) and g i;j (x 1;j ; . . . ; x i;j ; t)
=Fi;j (x1;j ; . . . ; xi;j ; i(t)) 0 Fi;j (0; . . . ; 0; i(t))
we can rewrite system (1) and (2) with m = 2 as h1;j (x1;j ; t) _ x1;j = 1(t) + g1;j (x1;j ; t) + x2;j (3) and h2;j(x1;j; x2;j ; t) _ x2;j = 2(t) + g2;j (x1;j ; x2;j ; t) + uj : (4) It is obvious that time functions i(t) are periodic with respect to T . In a typical application, repeated trials can be implemented in one of the following two ways: either resetting initial conditions (ICs) at the beginning of each trial or letting the system resume its operation (possibly after a pause but without resetting). Thus, it can be assumed without loss of any generality that IC of the jth trial is given by either x i;j (0) = IC i0 or x i;j (0) = x i;j01 (T ) where IC i0 is a constant vector for all j (as, for the same repeated tasks, resetting the ICs at different values for different trials would not make much sense). If ICi0 6 = 0, one can introduce the transformation y i = x i 0IC i0 and rewrite system (3) and (4) Equations (5) and (6) have the same structure as the original equations (3) and (4) (which will be used in our control design for the case that ICi0 = 0). Thus, ICi0 = 0 will be assumed without loss of any generality in the subsequent discussion. In fact, in many applications, resetting of ICs is done by making the system return to its home position (which can be set as the origin of the state space). For asymptotic stabilization of the system output and asymptotic convergence of learning error, dynamics of system (3) and (4) are required to satisfy the following assumptions.
Assumption 1: Time functions i (t) are periodic with respect to T and are bounded in norm as, for all time 
and kg 2;j (x 1;j ; x 2;j )k g (x 1;j ; x 2;j )kx 1;j k + g (x 1;j ; x 2;j )kx 2;j k 4 = g (x 1;j ; x 2;j ): (8) In essence, the assumptions imply that dynamics of the system are bounded by nonlinear functions of the state. Many physical systems meet these assumptions. For example, consider the dynamics of a rigid-body robot driven by dc motors [16] M(q) q =N(q; _q) + =K t I La _ I = 0 RI 0 E( _q) + v (9) where q is the generalized coordinator, v is the voltage input, E(1) is the back electromotive force (EMF), and is the torque. Given a desired periodic trajectory q d (t),we can write dynamics of the tracking system
Due to the unknowns in the system (for example, friction in N(q; _q)), functions 1(t) and 2(t) are unknown but periodic. The first subsystem has no unknowns or dynamics that need to be compensated for.
It is easy to verify that subsystems 2 and 3 satisfy all the assumptions. It is worth mentioning that, under the same assumptions listed above, robust controls have been proposed in [19] and [20] to ensure stability of being uniform and ultimate bounded. By taking advantage of periodicity, the proposed learning control can achieve asymptotic convergence for system output and for learning error, which is the main difference between the proposed result and the existing results.
III. LEARNING CONTROL DESIGN
Learning control will be designed for system (3) and (4) recursively. To this end, consider the following fictitious system: h 1;j (x 1;j ; t) _x 1;j = 1 (t) + g 1;j (x 1;j ; t) + v 1;j (10) where v 1;j is the fictitious control during the jth trial. An iterative learning control ensuring asymptotic stability for the first-order vector system (10) 
in which the positive term is independent of j.
On the other hand, it follows from (16) and by combining the results on the last two integral terms in (15), we can conclude inequality (14) and, therefore, convergence in L2 norm to zero for both the state and the learning error.
To establish asymptotic stability of the state and asymptotic convergence of the learning error, we note the following facts. First, by applying the argument of induction up to the (j 0 1)th trial, one can assume that ICs kx 1;j (0)k and k1 1;j (0) 0 1 (0)k are uniformly bounded. Second, one can show using (14) that kx1;j(T)k and k1 1;j (T) 0 1 (T)k are uniformly bounded. Third, to show that kx1;j(t)k and k11;j(t) 0 1(t) It should be noted that, for first-order vector systems in the form of (10), constant 1 can be set to be zero in which case the learning law (12) reduces to the standard iterative form, i.e., a difference learning law. Such a learning can ensure asymptotic stability of the state. However, for high-order vector systems, a differential-difference learning law (such as the one in (12) with 1 > 0) must be used in order not to require derivative measurement of the state in the implementation of the actual control.
Comparing system (3) (with i = 1) with fictitious system (10), we can rewrite dynamics of the first subsystem as h 1;j (x 1;j ; t) _x 1;j = 1 (t) + g 1;j (x 1;j ; t) + v 1;j + z 2;j (20)
where z2;j = x2;j 0 v1;j. The following result can be concluded by mimicking the analysis in Lemma 1. 
Fictitious control design of v 1;j = v 1;j (x 1;j ; 1 1;j ) provides the avenue by which the actual control u j can be found recursively. This is done by the partial state transformation z2;j = x2;j 0v1;j. Specifically, we want to find the equation governing dynamics of z2 based on which u j can be found in the same way as that for a first-order vector system
[as did for fictitious system (10)]. It follows that:
h2;j(x1;j; x2;j; t) _z2;j = h2;j(x1;j; x2;j; t) _x2;j 0 h2;j(x1;j; x2;j; t)_ v1;j = 2 (t) + g 2;j (x 1;j ; x 2;j ; t) + u j 0 h 2;j (x 1;j ; x 2;j ; t) The first two terms in the right-hand side of (22) where (23)- (24), as shown at the bottom of the next page, hold true. Applying the same argument in Lemma 1 to system (22) , and then combining the result with Lemma 2, we can reach the following conclusion.
Theorem: Consider (3) and (4) 
where z2;j = x2;j 0 v1;j, v1;j is defined by (11) and (12) 2k (with k = 1, 2, 3) are defined by (23) up to (24). Then, under either a fixed IC (xi;j (0) = 0 is used without loss of any generality) or IC resetting (x i;j (0) = x 1;j01 (T)), the Lyapunov function Vj = 1;j (0;t)1(t); G 2;j (x 1;j ; x 2;j ; t) 4 =g 2;j (x 1;j ; x 2;j ; t) 0 h2;j(x1;j; x2;j; t) @v 1;j (x 1;j ; 1 1;j ) @x 1 h 01 1;j (x1;j;t) 0 h2;j(0; 0;t) @v 1;j (0;0) @x 1 h 01 1;j (0;t) 1(t) 0 h 2;j (x 1;j ; x 2;j ; t) @v1;j(x1;j; 11;j) @x1 h 01 1;j (x 1;j ; t)g 1;j (x 1;j ; t) kG2;j(x1;j;x2;j;t)k g (x1;j;x2;j) + h2;j(x1;j; x2;j; t) @v1;j(x1;j; 11;j) @x1 h 01 1;j (x1;j;t) 0 h2;j(0; 0;t) @v1;j(0; 0) @x1 h 01 1;j (0;t) 11 + h 2;j (x 1;j ; x 2;j ; t) @v 1;j (x 1;j ; 1 1;j ) 
according to the physical interaction of cascaded systems so that the system output will converge smoothly. It is obvious that the proposed design readily applies to system (9), as well as many other electrical-mechanical systems. The structure of cascaded subsystems ensures that unknown but periodic time functions can be compensated for by an iterative control law.
IV. CONCLUSION
In this note, a Lyapunov-based learning control design is presented for cascaded nonlinear systems. Compared with the result of uniform bounded stability in [6] , the newly designed learning control is capable of achieving both asymptotic stability of the system output and asymptotic convergence of a composite vector of learning errors. The result is the first to show that periodic functions in a cascaded system can be learned using an iterative learning law while ensuring output asymptotic convergence. Because of the use of a robust control part, nonperiodic uncertainties are also admissible in the system dynamics.
