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Abstract
In this series of papers we want to discuss the highest weight kr-
finite representations of the pair (gr, kr) consisting of gr, a real form
of a complex basic Lie superalgebra of classical type g (g 6= A(n, n)),
and the maximal compact subalgebra kr of gr,0.
These representations will be concretely realized through spaces of
sections of holomorphic vector bundles on the associated Hermitian
superspaces. In this part we shall discuss only the infinitesimal theory
of the pair (gr, kr). We treat the global theory in subsequent papers
of the series.
1 Introduction
During 1955-56 Harish-Chandra published three papers in the American
Journal of Mathematics devoted to understand the theory of representations
of a real semisimple Lie group, which are also highest weight modules [13].
These modules were constructed both infinitesimally and globally, the global
modules realized as spaces of sections of certain holomorphic vector bundles
on the associated symmetric space which is hermitian symmetric. He con-
structed the matrix element defined by the highest weight vector, and verified
its square integrability under suitable conditions. Under these conditions, the
representations were in the discrete series and he obtained formulae for their
1
formal degree and character, which showed a strong resemblance to the Weyl
formulae in the finite dimensional case. These calculations convinced him of
the structure of the discrete series in the general case, although he was still
years away from resolving this puzzle completely.
The purpose of this series of papers is to generalize some aspects of this
theory to the supersymmetric situation. We start by examining the infinites-
imal setting, that is the Harish-Chandra highest weight supermodules, over
the complex field. In subsequent papers we will proceed to study their geo-
metric realization on spaces of holomorphic sections of vector bundles defined
on a suitable symmetric superspace.
We mention here H. P. Jakobsen’s memoir [11] which studies similar mod-
ules for deciding their unitarity.
Acknowledgements. We wish to thank Professor V. Serganova for
many helpful comments.
2 Summary of results for basic Lie superal-
gebras
We say that a complex Lie superalgebra g is of classical type or classical if
g is simple, and g1 is completely reducible as a g0-module. A classical Lie
superalgebra g is basic if it admits a non degenerate even supersymmetric
g-invariant bilinear form ( , ).
From now on we assume g to be basic classical, g 6= A(n, n), g1 6= 0;
hence we will consider the following list of Lie superalgebras:
A(m,n) with m 6= n , B(m,n) , C(n) , D(m,n) , D(2, 1;α) , F (4) , G(3)
(1)
(see [15] Prop. 1.1).
If g = A(m,n) or C(n), then g1 is not irreducible as g0-module, but it
decomposes as g1 = g
(−1) ⊕ g(1). The g0-modules g
(±1) are contragredient to
each other and g = g(−1) ⊕ g0 ⊕ g
(1) gives a Z-grading of g compatible with
its Z2-grading (see [15] pg 601 for a list of these modules).
If g = B(m,n) or D(m,n) or D(2, 1;α) or F (4) or G(3), then g1 is an
irreducible g0-module (see [15] pg 600 for a list of these modules).
2
These two possibilities are referred to as type I and type II basic Lie
superalgebras respectively.
Let h = h0 be a Cartan subalgebra of g0 and consider the root space
decomposition of g with respect to the adjoint action of h and let us call ∆
the set of roots. ∆0 and ∆1 denote the set of even and odd roots respectively,
where we say that a root α is even if gα ∩ g0 6= 0 and similarly for the odd
case.
The following proposition shows that many properties of the Cartan-
Killing theory extend to the basic classical Lie superalgebras.
Proposition 2.1 ([15] Prop. 1.3, [14] Prop. 2.5.5). A basic classical Lie
superalgebra in list (1) satisfies the following properties:
1. g = h⊕
∑
α∈∆ gα.
2. dimgα = 1, for all α ∈ ∆.
3. [gα, gβ] = 0 if and only if α, β ∈ ∆, α+ β 6∈ ∆.
[gα, gβ] = gα+β if α, β, α+ β ∈ ∆.
4. If α ∈ ∆, then −α ∈ ∆.
5. (gα, gβ) = 0 for α 6= −β. The form ( , ) determines a non degenerate
pairing of gα with g−α and ( , )|h×h is non degenerate.
6. [eα, e−α] = (eα, e−α)hα, where hα is defined by (hα, h) = α(h) and
e±α ∈ g±α.
7. The bilinear form of h∗ defined by (λ, µ) = (hλ, hµ) is non degenerate
and W -invariant, where W is the Weyl group of g0.
8. kα ∈ ∆ for α 6= 0 and k 6= ±1 if and only if α ∈ ∆1 and (α, α) 6= 0.
In this case k = ±2.
The last point characterizes a root for which (α, α) = 0: it is an odd root
α such that 2α is not a root. Such roots will be of considerable importance
for us and they are called isotropic roots. Notice that, for example, in sl(m|n)
all odd roots are isotropic.
We now turn to the description of Borel subalgebras and positive systems.
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Definition 2.2. Let the notation and the hypotheses be as above. We define
a Borel subalgebra, as a subalgebra b ⊂ g, such that:
• b0 is a Borel subalgebra of g0;
• b = h⊕ n+, where n+ is a nilpotent ideal of b,
and b is maximal with respect to these properties (see [23] pg 26 for more
details).
Let us fix a Borel subalgebra b. We say that a root α is positive if
gα ∩ n
+ 6= (0), we say that it is negative if gα ∩ n
+ = (0). n+ is the span of
the positive root spaces and we define n− as the span of the negative ones.
We define the positive system P as the set of positive roots. We say that a
positive root is simple if it is indecomposable, that is, if we cannot write it
as a sum of two positive roots. Let Π = {α1, . . . , αr} be the set of simple
roots, we also call Π a fundamental system.
We have the following result (see [15] Prop. 1.5).
Proposition 2.3. Let g be a basic classical Lie superalgebra, g 6= A(n, n).
Fix a Borel subalgebra and let the notation be as above. Then
1. The simple roots α1, . . . , αr are linearly independent.
2. We may choose elements ei ∈ gαi and fi ∈ g−αi and hi ∈ h such that
{ei, fi, hi} is the system of generators of g satisfying the relations:
[ei, fj ] = δijhi, [hi, hj] = 0, [hi, ej] = aijej , [hi, fj] = −aijfj.
for a suitable non singular integral matrix A = (aij) (Cartan matrix of
g).
3. n± are generated by the ei’s and fi’s respectively.
4. ∆ = P
∐
−P and P consists of the roots which are integral positive
linear combinations of simple roots.
Definition 2.4. We say that P ⊆ ∆ is an abstract positive system if P ∩
−P = ∅, ∆ = P
∐
−P and
∀α, β ∈ P, ifα + β ∈ ∆, thenα + β ∈ P
Positive systems are sets of roots that are positive with respect to some total
ordering of spanR∆ compatible with its vector space structure.
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Proposition 2.5. If g is a basic classical Lie superalgebra as in list (1) the
following notions are equivalent.
1. Positive systems
2. Abstract positive systems
This proposition comes as a direct consequence of the corresponding result
in the classical setting and of the following result (see [15]).
Proposition 2.6. Let m be a subalgebra of g, m0 a Borel subalgebra of g0.
Then:
1. m is solvable.
2. m is a Borel subalgebra if and only if dimm = (1/2)(dim g+ dim h).
As in the case with the ordinary Lie algebras, in the theory of finite di-
mensional representations of g, a fundamental role is played by the highest
weight modules. These are defined with respect to the choice of a CSA h
of g and a positive system P of roots of (g, h). They are parametrized by
their highest weights, namely the elements λ ∈ h∗. The universal highest
weight modules are known as super Verma modules1 and are infinite dimen-
sional. The irreducible highest weight modules are uniquely determined by
their highest weights and are the unique irreducible quotients of the super
Verma modules. The irreducible modules are finite dimensional if and only if
the highest weight is dominant integral and it satisfies a condition which can
be expressed in terms of all of the Borel subalgebras containing h (in the or-
dinary theory they are all conjugate, while in the super theory they are not).
Furthermore, one obtains all irreducible finite dimensional representations of
g in this manner.
Our goal is to describe the infinite dimensional highest weight supermod-
ules, which are also k-finite, in the case rk(k) = rk(g0), so that the CSA h of
k is also a CSA of gss0 , the semisimple part of g0 (see Sec. 3 for the definition
of the compact subalgebra kr and its complexification k). It is important to
remark that in the ordinary setting, not every choice of positive system leads
to infinite dimensional highest weight k-finite g representations. The positive
1Although in the classical context, the Verma modules were already defined by Cheval-
ley and Harish-Chandra.
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systems with this property are called admissible and they are characterized
by the presence of totally positive roots, that is positive non compact roots,
which stay positive under the adjoint action of k, (see Ref. [13]). Classically,
if Gr,0 is the ordinary real Lie group with Lie algebra gr,0 and finite center and
Kr,0 its compact subgroup corresponding to the subalgebra kr, the existence
of an admissible system for the pair (gr,0, kr,0) is equivalent to the existence of
an invariant complex structure on Gr,0/Kr,0, which becomes what is known
as a hermitian symmetric space.
In the next section we are going to see how to define admissible systems
and to construct them explicitly in the super setting.
3 Admissible Systems
Let g be a complex basic classical Lie superalgebra, g 6= A(n, n) and gr a
real form of g.
We have the ordinary Cartan decomposition:
gssr,0 = k
ss
r,0 ⊕ pr,0, g
ss
0 = k
ss
0 ⊕ p0, pr,0 = (k
ss
r,0)
⊥
where we drop the index r to mean the complexification.
The ordinary real Lie algebra gr,0 may not be semisimple; this happens
for the type I Lie superalgebras, in which case gr,0 has a one-dimensional
center. We define kr as k
ss
r,0, when g
ss
r,0 = gr,0, that is when gr,0 is semisimple,
and we define kr = k
ss
r,0 ⊕ c(gr,0) if gr,0 has center c(gr,0). We assume kr to
be of compact type and reductive. As usual we drop the index r to mean
complexification.
Definition 3.1. We call the pair (gr, kr), described above, a (gr, kr) pair of
Lie superalgebras. Note that kr = kr,0. We give the same definition for the
complex pair of Lie superalgebras (g, k).
Let us now further assume that
rk(gr,0) = rk(kr)
Then we can choose a CSA hr = hr,0 of gr,0 so that
hr ⊂ kr ⊂ gr, h ⊂ k ⊂ g (2)
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h is then a CSA of k, g0 and g.
We fix a positive system P = P0 ∪ P1 of roots for (g, h) and write α > 0
interchangeably with α ∈ P ; P0 denotes the even roots, while P1 the odd
roots.
We say that a root α ∈ ∆, the root system of g, is compact if gα ⊆ k. We
decompose g as:
g = k0 ⊕ p, p = p0 ⊕ p1,
where p1 = g1. A root α ∈ ∆, is non-compact if gα ⊆ p. By (2), we have
∆ = ∆k ∪∆n
where ∆k (resp.∆n) denotes the set of compact (resp. non-compact) roots.
We call Pk the set of positive compact roots and Pn the set of positive
non-compact roots, P = Pk
∐
Pn. We define:
p+ =
∑
α∈Pn
gα ⊂ p, p
− =
∑
α∈−Pn
gα ⊂ p
that is p+ is the direct sum of the positive non-compact root spaces. and
similarly p−.
Definition 3.2. We say that the positive system P = P0 ∪ P1 is admissible
if:
1. p+ is k-stable, that is, [k, p+] ⊂ p+;
2. p+ is a Lie subsuperalgebra, that is [p+, p+] ⊂ p+.
The two conditions are equivalent to saying that k ⊕ p+ is a subsuperal-
gebra of g and p+ an ideal in k+ p+.
Notice that these conditions imply that P0 is an admissible system for g
ss
0
the semisimple part of g0 and consequently that p
+
0 is abelian.
The above definition of admissible systems can be restated in terms of
roots as follows
1. If α is compact (positive or negative) and β ∈ P is non-compact (even
or odd) and if α+ β is a root, then α+ β is a non-compact root in P .
7
2. If β and γ are non-compact roots in P (even or odd) and if β + γ is a
root, then β + γ is a non-compact root in P .
We now want to prove the existence of admissible systems.
Theorem 3.3. Let P0 be an admissible system for g
ss
0 , the semisimple part
of g0. Then g has an admissible system P containing P0.
Proof. It is a known fact that if g is a simple Lie algebra and P = Pk ∪ Pn
is an admissible system, the only other admissible system containing Pk is
Pk ∪ (−Pn). Due to the irreducibility of the k-modules p
±
0 and the fact each
weight is multiplicity free, any other admissible system has the form:
P ′k ∪ (±Pn)
for some compact positive system P ′k. In other words, the noncompact part
of an admissible system is fixed modulo a sign.
Hence, if g is a semisimple Lie algebra the admissible systems containing
a given Pk are conjugate under the action of Z2 × · · · × Z2, where we have
one copy of Z2 for each of the simple components of g. Hence, different
admissible system are of the form:⋃
i
(P ′k,i ∪ ǫiPn,i)
where P ′k,i ∪Pn,i is a fixed admissible system for the i-th factor and ǫi = ±1.
We can apply these considerations to the semisimple part gss0 of the super
Lie algebra g, and notice that, if we show that there exists a super admissi-
ble system containing a particular admissible system P0, then we are done.
Indeed if we have
P = P0 ∪ P1 =
⋃
i
(P0)k,i ∪ (P0)n,i ∪ (P1)n,i
then any other admissible system for gss0 is of the form⋃
i
(P ′0)k,i ∪ ǫi(P0)n,i
and hence an easy check shows that⋃
i
(P ′0)k,i ∪ ǫi(P0)n,i ∪ ǫi(P1)n,i
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is an admissible system for g.
The fact that, for a particular admissible system P0 for g
ss
0 , there exists
an admissible system of g containing P0, will be proven in the remaining part
of this section by a case by case analysis.
The Lie superalgebras of classical type and their real forms have been
classified in [14] (see also [25, 24]), so we proceed to a case by case analysis.
We briefly recall the ordinary setting.
The only simple classical real Lie algebras gr,0 giving raise to an hermitian
symmetric space, condition equivalent to have an admissible system, are:
• AIII. gr,0 = su(p, q), g0 = slp+q(C), kr,0 = su(p) ⊕ su(q) ⊕ iR, k =
slp(C)⊕ slq(C)⊕ C.
• BDI (q = 2). gr,0 = soR(p, 2), g0 = soC(p+ 2), kr,0 = soR(p) ⊕ soR(2),
k = soC(p)⊕ soC(2).
• DIII. gr,0 = so
∗(2n), g0 = soC(2n), kr,0 = u(n), k = gln(C).
• CI. gr,0 = spn(R), g0 = spn(C), kr,0 = u(n), k = gln(C).
We remark that there are two other Lie algebras corresponding to hermi-
tian symmetric spaces, namely EIII and EVII, however neither of them will
appear in the even part of a Lie superalgebra.
Let us now proceed and examine the various cases in the super setting.
Type A. Case: A(m− 1, n− 1) = slm|n(C), m 6= n. The even part is
g0 = slm(C)⊕ sln(C)⊕ C
We have 4 possible real forms of A(m − 1, n − 1)0 that correspond to
hermitian symmetric spaces. They are given by the following table (relative
to the semisimple part of g):
type slm(C), m = p+ q sln(C), n = r + s
non-compact su(p, q) su(r, s)
compact su(p+ q) su(r + s)
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Note that p, q, r, s can take also the value 0.
The only real Lie algebra which is the even part of a real form of g is:
gr,0 = su(p, q)⊕ su(r, s)⊕ u(1)
(see [24]). We now describe the root system of g = slm|n(C). Take as CSA h
the diagonal matrices:
h = { d = diag(a1, . . . , am, b1, . . . , bn)}
and define ǫi(d) = ai, δj(d) = bj , for i = 1, . . . , m and j = 1, . . . , n. Choose
the simple system:
Π = {ǫ1 − ǫ2, . . . , ǫm−1 − ǫm, ǫm − δ1, δ1 − δ2, . . . , δn−1 − δn}
We have 3 non-compact simple roots, 2 even and 1 odd:
ǫp − ǫp+1, δr − δr+1, ǫm − δ1
According to the simple system, we have:
Pk ={ǫi − ǫj | 1 ≤ i < j ≤ p} ∪ {ǫi − ǫj | p+ 1 ≤ i < j ≤ m}
∪ {δi − δj | 1 ≤ i < j ≤ r} ∪ {δi − δj | r + 1 ≤ i < j ≤ n}
Pn,0 ={ǫi − ǫj | 1 ≤ i ≤ p < j ≤ m} ∪ {δi − δj | 1 ≤ i ≤ r < j ≤ n}
Pn,1 ={ǫi − δj | 1 ≤ i ≤ m, 1 ≤ j ≤ n}
The following checks are immediate:
1. [k0, p
+
0 ] ⊂ p
+
0 , [k0, p
+
1 ] ⊂ p
+
1 .
2. [p+0 , p
+
0 ] = 0, [p
+
0 , p
+
1 ] ⊂ p
+
1 , [p
+
1 , p
+
1 ] = 0.
Hence we have produced an admissible system.
Type B. Case: B(m,n) = ospC(2m+ 1|2n), m 6= 0. The even part is
B(m,n)0 = ospC(2m+ 1|2n)0 = soC(2m+ 1)⊕ spn(C)
Reasoning as in the previous cases, that is reasoning on the ordinary
setting and knowing the classification of the real forms there, we have only
four possibilities for the choice of the real form of B(m|n)0:
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type soC(2m+ 1) spn(C)
non-compact soR(2, 2m− 1) spn(R)
compact soR(2m+ 1) sp(n)
The only case for which the real form gr,0 extends to a real form of the
Lie superalgebra g is
gr,0 = soR(2, 2m− 1)⊕ spn(R)
(see [24]). The corresponding maximal compact subalgebra is
k0 = soR(2)⊕ soR(2m− 1)⊕ u(n)
Using the same notations as in [17], we choose the simple system:
Π = {ǫ1 − ǫ2 , . . . , ǫm−1 − ǫm , ǫm , δ1 − δ2 , . . . , δn−1 − δn , δn − ǫ1}
We have one simple non-compact even root ǫ1 − ǫ2 and one non-compact
simple odd root: δn − ǫ1. So we have:
Pn,0 ={ǫ1 ± ǫj | 1 < j ≤ m} ∪ {ǫ1} ∪ {δi + δj | 1 ≤ i, j ≤ n}
Pn,1 ={δi ± ǫj | 1 ≤ i ≤ n , 1 ≤ j ≤ m} ∪ {δi | 1 ≤ i ≤ n}
Pk ={ǫi ± ǫj | 1 < i < j ≤ m} ∪ {ǫi | 1 < i ≤ m} ∪ {δi − δj | 1 ≤ i < j ≤ n}
In order to check the ad(k0) invariance of p
+
0 and p
+
1 , we need to verify that
summing one of the roots in Pk∪−Pk to one in Pn,0 or Pn,1 we remain in Pn,0
or Pn,1. The check is straightforward. Similarly one verifies that p
+ = p+0 +p
+
1
is a Lie subsuperalgebra, hence we have produced an admissible system.
Type B. Case: B(0, n) = ospC(1|2n). In this case, the even part is
B(0, n)0 = ospC(1|2n)0
∼= spn(C)
The only real form of interest to us is:
gr,0 = spn(R)
corresponding to the maximal compact subalgebra k0 = u(n).
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Choose the simple system:
Π = {δ1 − δ2, . . . , δn−1 − δn, δn}
We have one simple non-compact odd root δn.
So we have:
Pn,0 ={δi + δj | 1 ≤ i, j ≤ n}
Pn,1 ={δi | 1 ≤ i ≤ n}
Pk ={δi − δj 1 ≤ i < j ≤ n}
Both the checks for properties (1) and (2) in Def. 3.2 are immediate.
Type D. Case: D(m,n) = ospC(2m|2n). The even part is given by:
D(m,n)0 = ospC(2m|2n)0 = soC(2m)⊕ spn(C)
The possibilities for the choice of the real form of D(m,n)0 are:
type soC(2m+ 1) spn(C)
non-compact soR(2, 2m− 2) spn(R)
compact soR(2m) sp(n)
non-compact so∗(2m) spn(R)
compact soR(2m) spn(R)
Again by [24] we have that the only possibilities for gr,0 are:
gr,0 = soR(2, 2m− 2)⊕ spn(R)
or
gr,0 = so
∗(2m)⊕ spn(R)
The corresponding maximal compact subalgebra in the first case is
kr,0 = soR(2)⊕ soR(2m− 2)⊕ u(n)
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Choose the simple system:
Π = {ǫ1 − ǫ2, . . . , ǫm−1 − ǫm, ǫm−1 + ǫm, δ1 − δ2, . . . , δn−1 − δn, δn − ǫ1}
We have one simple non-compact even root ǫ1 − ǫ2 and one non-compact
simple odd root: δn − ǫ1.
Pn,0 ={ǫ1 ± ǫj | 1 < j ≤ m} ∪ {δi + δj | 1 ≤ i, j ≤ n}
Pn,1 ={δi ± ǫj | 1 ≤ j ≤ m, 1 ≤ i ≤ n}
Pk ={ǫi ± ǫj | 1 < i < j ≤ m} ∪ {δi − δj | 1 ≤ i < j ≤ n}
The calculation of ad(k0)-stability is exactly as before and similarly for
the verification of the property (2) in Def. 3.2.
We now go to the second case.
The maximal compact subalgebra is
kr,0 = u(m)⊕ u(n)
Choose the same simple system as before:
Π = {ǫ1 − ǫ2, . . . , ǫm−1 − ǫm, ǫm−1 + ǫm, δ1 − δ2, . . . , δn−1 − δn, δn − ǫ1}
Now the simple non-compact even root ǫm−1 + ǫm while the non-compact
simple odd root is as before δn − ǫ1.
Pn,0 ={ǫi + ǫj | 1 ≤ i < j ≤ m} ∪ {δi + δj | 1 ≤ i, j ≤ n}
Pn,1 ={δi ± ǫj | 1 ≤ i ≤ n , 1 ≤ j ≤ m}
Pk ={ǫi − ǫj | 1 < i < j ≤ m} ∪ {δi − δj | 1 ≤ i < j ≤ n}
The calculation of ad(k0)-stability is exactly as before and similarly for
the verification of the property (2) in Def. 3.2.
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Type C. Case: C(n) = ospC(2|2n− 2). We have only one possible real
form extending to a real form of the whole g namely:
gr,0 = soR(2)⊕ spn−1(R)
Choose the simple system:
Π = {ǫ− δ1, δ1 − δ2, . . . , δn−2 − δn−1, 2δn−1}
We have one simple non-compact odd root ǫ1 − δ1 and one non-compact
simple even root: 2δn−1.
Pn,0 ={δi + δj | 1 ≤ i, j ≤ n− 1}
Pn,1 ={ǫ± δj | 1 ≤ j ≤ n− 1}
Pk ={δi − δj | 1 ≤ i < j ≤ n− 1}
The verification of the two properties (1) and (2) listed above is the same
as in the B case.
We now examine the exceptional Lie superalgebras of classical type.
Case: D(2, 1;α). We have two possible real forms of D(2, 1;α)0 = sl2(C)⊕
sl2(C) ⊕ sl2(C) admitting an extension to the whole D(2, 1;α) (see [24])
namely:
gr,0 = sl2(R)⊕ sl2(R)⊕ sl2(R), and gr,0 = sl2(R)⊕ su(2)⊕ su(2).
We first examine the case gr,0 = sl2(R) ⊕ sl2(R) ⊕ sl2(R). The root system
is:
∆0 = {±2ǫi | i = 1, 2, 3}, ∆1 = {±ǫ1 ± ǫ2 ± ǫ3}
All roots are non-compact and the positive roots corresponding to the simple
system:
Π = {ǫ1 + ǫ2 + ǫ3,−2ǫ2,−2ǫ3}
form an admissible system. In fact the only thing to check is that [p+1 , p
+
1 ] ⊂
p+0 , where Pn,1 = {ǫ1 ± ǫ2 ± ǫ3} and Pk consists of the positive even roots.
This is immediate.
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Consider now the case gr,0 = sl2(R)⊕ su(2) ⊕ su(2) and fix the positive
system:
Π = {ǫ1 + ǫ2 + ǫ3,−2ǫ2,−2ǫ3}
where ǫ1 + ǫ2 + ǫ3 is non-compact, while −2ǫ2, −2ǫ3 are compact. We have
that p+ is spanned by the root spaces corresponding to the roots:
2ǫ1, ǫ1 + ǫ2 + ǫ3, ǫ1 − ǫ2 − ǫ3, ǫ1 − ǫ2 + ǫ3, ǫ1 + ǫ2 − ǫ3.
With such a choice we have that p+ is ad(k0)-stable and [p
+
1 , p
+
1 ] ⊂ p
+
0 .
Case: F (4). The root system is:
∆0 = {±ǫi ± ǫj , ±ǫi,±δ, i = 1, 2, 3}, ∆1 = {1/2(±ǫ1 ± ǫ2 ± ǫ3 ± δ)}
ǫ1, ǫ2, ǫ3 are the roots corresponding to so7(C), while δ corresponds to sl2(C).
Choose the simple system (refer to [14] pg 53):
Π = {1/2(ǫ1 + ǫ2 + ǫ3 + δ),−ǫ1, ǫ1 − ǫ2, ǫ2 − ǫ3}
We have two real forms of the even part F (4)0 = sl2(C) ⊕ so7(C) which
extend to the whole F (4):
gr,0 = sl2(R)⊕ soR(7), gr,0 = su(2)⊕ soR(2, 5)
Let us first take into exam
gr,0 = sl2(R)⊕ soR(7), kr = soR(2)⊕ soR(7)
We have that 1/2(ǫ1+ ǫ2+ ǫ3+ δ) is the only non-compact simple root. With
such a choice:
Pk = {±ǫi − ǫj , 1 ≤ i < j ≤ 3} ∪ {−ǫi, 1 ≤ i ≤ 3}
Pn,0 = {δ},
Pn,1 = {1/2(±ǫ1 ± ǫ2 ± ǫ3 + δ)}
One can easily check that such p+ is ad(k)-invariant and [p+1 , p
+
1 ] ⊂ p
+
0 .
We now consider the case:
gr,0 = su(2)⊕ soR(2, 5), kr = su(2)⊕ soR(2)⊕ so(5)
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The simple root system described above is not suitable, since the correspond-
ing even positive system is not admissible for the given real form (notice
that both the roots ǫ1 − ǫ2 and −ǫ3 are positive and compare with case
B(m,n) discussed above). In order to obtain the correct simple system we
need to transform it using the (unique) element w of the Weyl group such
that w(Π0) = Π
′
0, where Π
′
0 leads to an admissible system for the real form
sl2(R)⊕ soR(2, 5) of F (4):
Π0 = {−ǫ1, ǫ1 − ǫ2, ǫ2 − ǫ3} 7−→ Π
′
0 = {ǫ3, ǫ1 − ǫ2, ǫ2 − ǫ3}
Now, taking the image of the simple system Π under w we obtain:
Π′ := w(Π) = {ǫ3, ǫ1 − ǫ2, ǫ2 − ǫ3, (1/2)(w(ǫ1 + ǫ2 + ǫ3) + δ)}
The odd positive roots are then characterized by having +δ and not −δ in
their expression. We take as the simple non-compact roots:
1/2(w(ǫ1 + ǫ2 + ǫ3) + δ), ǫ1 − ǫ2.
With such a choice we obtain:
Pn,0 = {δ, ǫ1, ǫ1 ± ǫj, 1 ≤ i < j ≤ 3}
Pn,1 = {1/2(±ǫ1 ± ǫ2 ± ǫ3 + δ)}
Pk = {ǫi ± ǫj , 1 < i < j ≤ 3} ∪ {ǫi, i = 2, 3}
p+0 is ad(k)-invariant (this is an immediate check, but it also comes from the
ordinary theory), while p+1 is ad(k)-invariant since no roots in Pk contain δ.
Finally [p+1 , p
+
1 ] ⊂ p
+
0 .
Case: G(3). The only real form of G(3)0 with an admissible system is:
sl2(R)⊕ G2
where G2 is the compact form of G2. Choose the simple system (refer to [14]
pg 53):
Π = {δ + ǫ1, ǫ2, ǫ3 − ǫ2}
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where the linear functions ǫi correspond to G2, ǫ1 + ǫ2 + ǫ3 = 0 and δ to A1.
The only simple non-compact root is δ + ǫ1. We have:
Pk = {−ǫ1, ǫi, 1 < i ≤ 3} ∪ {ǫ3 − ǫ2, ǫ2 − ǫ1, ǫ3 − ǫ1}
Pn,0 = {2δ}
Pn,1 = {δ, δ ± ǫi, 1 ≤ i ≤ 3}
The properties (1) and (2) of Def. 3.2 are verified by an easy calculation.
No other Lie superalgebra of classical type satisfying our hypothesis ad-
mits a real form whose even part corresponds to an hermitian symmetric
space, hence our case by case analysis ends here. 
Even if we are not directly interested in it, we include for completeness a
description of the k-module p+1 . p
+
1 is not in general irreducible and the num-
ber of its components is linked to the number of possible complex structures
on g/k. For more details see [5].
Lemma 3.4. The number |p+1 |k of irreducible components of the k-module p
+
1
are given by the following table:
g g0¯,R |p
+
1 |k
sl(m,n) su(p,m− p)⊕ su(n)⊕ iR 2
su(p,m− p)⊕ su(r, n− r)⊕ iR 4
B(m,n), D(m,n) spm(R), so(p)⊕ spm(R) 1
so(p, 2)⊕ spm(R) 3
C(m) spm(R)⊕ so(2) 2
D(2, 1;α) sl2(R)⊕ sl2(R)⊕ sl2(R) 4
su(2)⊕ su(2)⊕ sl2(R) 1
F (4) sl2(R)⊕ so(7) 1
su(2)⊕ so(5, 2) 1
G(3) sl2(R)⊕ G 1
P (n) sl2(R) 1
Q(n) sl2(R) 1
su(p, n− p) 1
and similarly for p−.
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4 Harish-Chandra modules
Consider a (g, k) pair of Lie superalgebras as above, with rk g = rk k and
k = k0. We can choose a CSA h = h0 so that
h ⊂ k ⊂ g
and h will be a CSA of both k and g. We fix a positive system P = P0 ∪ P1
of roots for (g, h).
Definition 4.1. Let the complex super vector space V be a g-module. We
say that V is a (g, k)-module if
V =
∑
θ∈Θ
V (θ)
where the sum is algebraic, Θ denotes the set of equivalence classes of the
finite dimensional irreducible representations of k and V (θ) is the sum of all
representations occurring in V and belonging to one of such classes, θ ∈ Θ.
We say that the (g, k)-module V is an Harish-Chandra module (or HC-module
for short) if each V (θ) is finite dimensional.
We are interested in highest weight modules (with respect to P ) which
are also HC-modules.
Proposition 4.2. Let U be a highest weight g-module with highest weight λ
and highest weight vector v. The following are equivalent:
1. dim(U(k)v) <∞;
2. U is a (g, k)-module;
3. U is an HC-module.
If these conditions are true, then U(k)v is an irreducible k-module.
Proof. The proof is very similar to the classical case; we shall neverthless
rewrite it for clarity of exposition. By the ordinary theory we know that the
action of k (which is an ordinary reductive Lie algebra) is decomposable if
and only if the center c acts semisimply. Given c ⊂ h, if U is an highest
weight module (on which h acts diagonally) we have that c acts semisimply
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on U . We now show (1) =⇒ (2). Let U k denote the k-finite vectors in U
(i.e., those vectors lying in a finite dimensional k-stable subspace). It is easy
to check U k is a submodule and since the highest weight vector v ∈ U k, we
have U = U k and this proves (2). We now show (2) =⇒ (3). According to
the previous definition, we need to show that U(θ) is finite dimensional. By
contradiction, assume this is not the case and let µ a weight of U(θ). Such a
weight occurs with infinite multiplicity, and we have dim(U(θ)µ) =∞. This
is in contradiction with the well known fact that in a highest weight module
the weights occur with finite multiplicities. (3) =⇒ (1) is straightforward.
We now go about the proof of the irreducibility of U(k)v. As we remarked
at the beginning c acts as scalar: cw = λ(c)w, for c ∈ c and w ∈ U(k)v.
So we have U(k)v = U(k′)v with k′ = [k, k]. U(k′)v is a finite dimensional
highest weight module for the semisimple Lie algebra k′ and consequently it
is irreducible. 
We now want to define the universal super HC-module of highest weight
λ. Choose P = Pk∪Pn, a positive admissible system.
Let λ ∈ h∗ be such that λ(Hα) is an integer ≥ 0 for all α ∈ Pk. Let
F = Fλ be the irreducible finite dimensional module for k of highest weight
λ. Note that λ(Hβ) can be arbitrary for positive non-compact roots β. Write
q = k⊕ p+.
Recall that [k, p+] ⊂ p+ and so we can turn F into a left q-module by letting
p+ act trivially. Define
Uλ = U(g)⊗U(q) F (3)
and view Uλ as a U(g)-module by left action:
a(b⊗ f) = ab⊗ f.
Let
ρ =
1
2
∑
α∈P0
α−
1
2
∑
α∈P1
α. (4)
Theorem 4.3. Let the notation be as above.
1. Uλ is the universal HC-module of highest weight λ.
2. Uλ has a unique irreducible quotient, which is the unique (up to isomor-
phism) irreducible highest weight Harish-Chandra module with highest
weight λ.
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Proof. (1). Let fλ be the highest weight vector for F . Then 1 ⊗ fλ is such
that:
Xα(1⊗ f
λ) = 0, α > 0, U(g)(1⊗ fλ) = Uλ
hence 1⊗ fλ is the highest weight vector of Uλ. To prove universality, let V
be a highest weight HC-module with highest weight vector v. The map
a, f 7−→ af, (a ∈ U(g), f ∈ F )
extends to a linear map L : U(g) ⊗C F −→ V which is onto. Since L(au ⊗
f) − L(a ⊗ uf) = 0 for all a ∈ U(g), u ∈ U(q), f ∈ F , it follows that L
descends to a map Uλ −→ V which is obviously a U(g)-module map.
(2) It follows from the standard theory of highest weight modules that
Uλ has a unique irreducible quotient, which is a highest weight HC-module
of highest weight λ. It is the unique irreducible highest weight HC-module
of highest weight λ by universality (point 1).

We shall now study the structure of Uλ as a q-module for arbitrary λ with
λ(Hα) an integer ≥ 0 for all α ∈ Pk. For this we need a standard lemma.
Lemma 4.4. Let g be a field and A,B algebras over g. Suppose B ⊂ A,A
is a free right B-module, F a left B-module, and V = A ⊗B F . If (ai) is a
free basis for A as a right B-module, and L =
∑
i g.ai, then the map taking
ℓ⊗g f to ℓ⊗B f is a linear isomorphism of L⊗g F with V .
Proof. This is standard but we give a proof. All symbols ⊗ without any
suffix mean tensor products over the field g. Let (bj) be a g-basis for B
with b0 = 1. Then V is a quotient of A ⊗ F by the span S of elements
of the form ab ⊗ f − a ⊗ bf where a ∈ A, b ∈ B, f ∈ F . Let (fk) be a
g-basis for F . We assert that S is spanned by aibj ⊗ fk − ai ⊗ bjfk. Indeed,
S is spanned by aibjb ⊗ fk − aibj ⊗ bfk. Now aibjb ⊗ fk − aibj ⊗ bfk =
(aibjb ⊗ fk − ai ⊗ bjbfk) − (aibj ⊗ bfk − ai ⊗ bjbfk). Expressing bjb in the
terms of the first group as a linear combination of the br and the bfk of the
second group in terms of the fℓ, we see that our assertion is proved. Note
that we only need the terms with j 6= 0 as aibj ⊗ fk − ai ⊗ bjfk = 0 for
j = 0. Since the map L ⊗ F −→ V is obviously surjective, it is enough to
show that the linear span of the ai ⊗ fk has 0 intersection with S. Suppose∑
ikDikai ⊗ fk ∈ S. Then we can write∑
ijk:j 6=0
Cijk(aibj ⊗ fk − ai ⊗ bjfk) =
∑
ik
Dikai ⊗ fk.
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Since bjfk is a linear combination of the fr it follows that∑
ijk:j 6=0
Cijkaibj ⊗ fk =
∑
Eirai ⊗ fr.
This means that Cijk = 0 for all ijk with j 6= 0, hence that
∑
ikDikai⊗fk = 0.
Ths proves the Lemma. 
We regard U(p−)⊗ F as a U(p−)-module by a, b⊗ f 7→ ab⊗ f . Since p−
is stable under ad k we may view U(p−)⊗ F as a k-module also.
Corollary 4.5. The map ϕ : a ⊗ f 7→ a ⊗U(q) f is a linear isomorphism of
U(p−)⊗ F with Uλ that intertwines both the actions of U(p−) and U(k). In
particular, Uλ is a free U(p−)-module with basis 1 ⊗U(q) fj where (fj) is a
basis for F .
Proof. Since g = p− ⊕ q it follows that a ⊗ b 7→ ab is a linear isomorphism
of U(p−) ⊗ U(q) with U(g). It is clear from this that U(g) is a free right
U(q)-module, and that any basis of U(p−) is a free right U(q)-basis for U(g).
Lemma 4.4 now applies and shows that ϕ is an isomorphism. It obviously
commutes with the action of U(p−). The verification of the commutativity
with respect to k is also straightforward. 
5 Irreducibility of the universal HC-module
In this section we want to prove the following theorem which gives a suffi-
cient condition for the irreducibility of the universal HC-module. For similar
modules in the classical setting, see Theorem 3 in [13], IV (1955), pg 770.
Let our hypotheses and notation be as in Sec. 4.
Theorem 5.1. Let g be one of the complex basic Lie superalgebras in the list
1, and let Uλ be the universal Harish-Chandra module, with highest weight
λ associated with the (finite dimensional) representation F of k, as defined
by (3). Let ρ be as in eq. (4). If
(λ+ ρ)(Hγ) ≤ 0 for all γ ∈ Pn and < 0 for γ isotropic,
then Uλ is irreducible.
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The proof of this theorem relies on a result stated by V. Kac in [16] and
proved by M. Gorelik in [12], that we give here, as Theorem 5.2, without proof
(see also [23] Sec. 13.2). Here W denotes the Weyl group of g0 and S(h)
W
denotes the set of W -invariant symmetric tensors on h. In the following
we will use the identification of S(h) with the superalgebra of polynomials
Pol(h∗) without mention.
Theorem 5.2. The Harish-Chandra isomorphism
β : Z(g)→ S(h)W
for basic Lie superalgebras identifies the center Z(g) of the universal envelop-
ing algebra with the subalgebra I(h) of S(h)W :
I(h) = {φ ∈ S(h)W | φ(λ+ tα) = φ(λ), ∀λ ∈ 〈α〉⊥, α isotropic, ∀ t ∈ C}
(a root α is isotropic if 〈α, α〉 = 0).
This theorem is very important since it allows us to show that when a
weight λ is typical that is
〈λ+ ρ, α〉 6= 0 ∀α isotropic
all of the maximal weights (with respect to a highest weight vector in a
submodule) in the highest weight representation of highest weight λ are con-
jugate under the affine action of the Weyl group (notice that the weight λ
in our main result 5.1 is required to be typical). Although it is a known
result (see [23] Ch. 13), we report the proof of this fact here for the reader’s
convenience. We start with a lemma.
Lemma 5.3. Let g =
∏
α isotropic hα ∈ S(h), where hα ∈ h is defined by the
property hα(µ) = 〈µ, α〉. Then:
1. C+ gS(h)W ⊂ I(h) ⊂ S(h)W .
2. I(h)g = S(h)
W
g ⊃ S(h)
W .
where I(h)g and S(h)
W
g denote respectively the localizations of I(h) and S(h)
at the set G := {gk | k ≥ 0}.
Proof. (1). Clearly C ⊂ I(h) and any easy check shows that gS(h)W is a
subalgebra contained in I(h). Since I(h) is a subalgebra we have (1). As for
(2), it follows from the inclusions in (1) by noticing that the localization at
G is the same for C+ gS(h)W and S(h)W . 
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We now introduce the infinitesimal character
χλ : Z(g) −→ C
defined as χλ(z) = (β(z))(λ+ρ), where β is the Harish-Chandra isomorphism.
Proposition 5.4. Let λ be typical.Then χλ = χµ implies µ = s.λ for some
s ∈ W .
Proof. The infinitesimal character χλ may be thought (via the HC isomor-
phism) as defined on I(h) since Z(g) ∼= I(h), by Theorem 5.2. Since λ is
typical, we have χλ(g) 6= 0, hence we may extend (uniquely) χλ to I(h)g =
S(h)Wg ⊃ S(h)
W . Hence χλ = χµ on S(h)
W . This implies µ = s.λ (from
classical considerations, see, for example, [17], Ch. 5). 
We now approach the proof of 5.1 with some lemmas.
Lemma 5.5. Let λ be the highest weight as in 5.1 and let µ be a maximal
weight with respect to the admissible system P = Pk
∐
Pn. Then
P− = Pk
∐
−Pn (5)
is also a positive system and λ > µ with respect to P−0 .
Proof. The fact P− is a positive system comes from the fact that P− = −s0P ,
for s0 the longest element in Wk. In fact −s0(P ) = −s0(Pk)
∐
−s0(Pn) and
−s0(Pk) = Pk, while −s0(Pn) = −Pn. This is because P is chosen admissible,
hence the roots in Pn represent the weights of the adjoint representation of
k on p+, hence they are permuted by the action of Wk the Weyl group of k.
Now we turn to the second statement. Let vλ and vµ maximal vectors
with weight λ and µ respectively. Hence z ∈ Z(g) acts as multiplication
by the scalars χλ(z) and χµ(z) respectively. Since vλ is the highest weight
vector, z acts as χλ(z) on the whole U
λ. Hence the two scalars χλ(z) and
χµ(z) have to be the same (since U(g)vµ is a submodule of U
λ).
Then, by the previous lemma s.λ = µ, that is µ+ρ = s(λ+ρ), for s ∈ W .
Since the hypothesis of the 5.1 guarantee that λ+ρ is dominant with respect
to P−, by usual facts on groups of reflections (see [29] Appendix to Ch. 4)
we have that λ−µ = λ+ ρ− s(λ+ ρ) is sum of simple roots, but since λ−µ
is even, it will be the sum of simple roots of P−0 . 
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We now make some remarks on the simple systems of P and P−. Let
S0 = {α1, . . . αA, β1, . . . βB}
be the simple system for P0 ⊂ P (P0 the positive admissible even system
contained in P ). We denote by αi the compact roots and by βj the non-
compact (even) roots. As a word of caution let us notice that S0 may not be
the even part of S, since in general S0 6⊆ S.
Let us now consider S a simple system for P . Our simple system S is then
written as:
S = {α1, . . . αa, β1, . . . βb, γ1, . . . γc}
where the γi’s are simple odd roots, while the number of compact and non-
compact roots may change since we have introduced the odd roots, that is
a ≤ A, b ≤ B in general.
Lemma 5.6. The simple system S contains the same compact roots as S0.
In other words a = A.
Proof. Let us assume by contradiction that, say, αr is not in S. Then αr
is decomposable, so we can write is as αr = δ1 + δ2, where δ1, δ2 are odd
(necessarily or otherwise αr would be decomposable in the even positive
system). But the positive system P is admissible, and this is not possible by
the discussion after Definition 3.2. 
Lemma 5.7. Let S0 be the simple systems for P0 as above. Then
S−0 = {α1, . . . αA,−β
′
1, · · · − β
′
B}
is the simple system for the positive system P−0 defined by (5) and β
′
i are
the non-compact roots in Pn,0 which are the highest weights for the adjoint
representation of k on p+0 with respect to the positive system P . In particular
there exist positive integers mi such that β
′
i = βi +
∑
αi>0
miαi.
Proof. This fact is entirely classical. 
We now go to the proof of the main result.
Proof. (Theorem 5.1) Let us assume by contradiction that Uλ has a submod-
ule M . Let µ be a maximal weight of such submodule, so we may as well
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replace M with the cyclic module generated by a weight vector vµ. We start
by showing that λ− µ is a sum of compact roots.
Since Uλ is a highest weight module with respect to P , we have that λ−µ
is sum of simple roots of P . On the other hand, by Lemma 5.5 we also have
that λ− µ is the sum of simple roots of P−0
S−0 = {α1 . . . αA,−β
′
1, · · · − β
′
B}
where β ′i = βi +
∑
αi>0
miαi (by Lemma 5.7).
Hence we can write:
λ− µ =
A∑
i=1
aiαi +
b∑
j=1
bjβj +
c∑
k=1
ckγk, ai, bj , ck ∈ Z≥0
and
λ− µ =
A∑
i=1
a′iαi −
B∑
j=1
b′jβj b
′
j ∈ Z≥0
where in the second expression we use β ′j and then we substitute its expression
in terms of βj and compact roots.
By comparing the two expressions we have:
A∑
i=1
a′′i αi +
b∑
j=1
(bj + b
′
j)βj +
B∑
j=b+1
b′jβj +
∑
ckγk = 0
where the coefficients are all positive, with the exception of the a′′i ’s.
For j = b+ 1, . . .B we have:
βj =
A∑
i=1
mjiαi +
b∑
k=1
njkβk +
c∑
r=1
pjrγr
If we substitute, we get:
A∑
i=1
a′′′i αi +
b∑
l=1
(bl + b
′
l +
B∑
j=b+1
b′jnjl)βl +
c∑
k=1
(ck+
B∑
j=b+1
b′jpjk)γk = 0
where the coefficients are all positive, with the exception of the a′′′i ’s.
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Hence we obtain bl = b
′
l = ck = 0, that is λ − µ is the sum of compact
roots.
Now we go back to the highest weight vector vµ of the submodule M ⊆
U(g)vλ. vµ is a linear combination of X−θ1 . . . X−θmvλ where each θj is in P .
λ− µ = θ1 + ...+ θm
Writing each θj as a linear combination of αi(1 ≤ i ≤ a), βj(1 ≤ j ≤ b) and
γk(1 ≤ k ≤ c) with integer coefficients ≥ 0, and noting that λ − µ does not
involve the βj and γk, we conclude that each θj does not involve any βj or γk.
In other words, vµ ∈ U(k)vλ. But then vµ must be a multiple of vλ, showing
that M = Uλ. 
6 Super Character
In this section we want to compute the character for the universal Harish-
Chandra module Uλ described in the previous sections.
Let the notation be as above. If M is an h-module with finite multiplici-
ties, its character is given by:
ch(M) =
∑
µ∈h∗
(dimVµ)e
µ
By Corollary 4.5 we have the h-module isomorphism
Uλ ∼= U(p−)⊗ F
This implies
ch(Uλ) = ch(U(p−))ch(F )
We further know that U(p−) ≃ U(p−0 )⊗ ∧(p
−
1 ), as h-modules, hence we can
immediately write:
ch(Uλ) = ch(U(p−0 )) ch(∧(p
−
1 )) ch(F )
Let us quickly recall the following well known expressions
ch(U(p−0 )) =
∏
η∈Pn,0
(1− e−η)−1 =
eρn,0
∆n,0
ch(F ) =
∑
s∈Wk
ǫ(s)es(λ+ρk,0)
eρk,0Πη∈Pk,0(1− e
−η)
=
∑
s∈Wk
ǫ(s)es(λ+ρk,0)
∆k,0
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where ǫ(s) = det (s), and the Weyl denominators are defined as:
∆n,0 = e
ρn,0
∏
η∈Pn,0
(1− e−η)
∆k,0 = e
ρk,0
∏
η∈Pk,0
(1− e−η)
where
ρn,0 = (1/2)
∑
α∈Pn,0
α, ρk,0 = (1/2)
∑
α∈Pk,0
α.
and Pn,0, Pk,0 correspond respectively to the non-compact and compact roots
in the (admissible) positive system P0 of g0. Hence:
ch(F )ch(U(p−0 )) =
(∑
s∈Wk
ǫ(s)
es(λ+ρk,0)
∆k,0
)
eρn,0
∆n,0
=
∑
s∈Wk
ǫ(s)
es(λ+ρk,0)+ρn,0
∆k,0∆n,0
(for the classical expression of ch(F ), see, for example, [29, Ch.4]). Notice
that for each s ∈ Wk, s(λ+ ρk,0) + ρn,0 = s(λ+ ρk,0 + ρn,0), hence we write:
ch(F )ch(U(p−0 )) =
∑
s∈Wk
ǫ(s)
es(λ+ρ0)
∆0
where ρ0 = (1/2)
∑
α∈P0
α and ∆0 = ∆k,0∆n,0.
We now compute ch(∧(p−1 )).
ch(∧(p−1 )) =
∏
η∈P1,n
(1 + e−η)
where P1,n are all the positive non-compact roots. Notice that in a PBW
basis the odd variables appear at most with degree one. Hence:
ch(Uλ) =
∑
s∈Wk
ǫ(s)
es(λ+ρ0)
∆0
∏
η∈P1,n
(1 + e−η)
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