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Trügerische Freiheitsgefühle
Den Social Media mangelt es an Transparenz und Selbstbestimmung
Grenzüberschreitende Platt-
formen wie Youtube, Twitter und
Facebook werfen neue Fragen
zur Privatsphäre und zum Schutz
der Nutzer auf. Die Autoren des




In der öffentlichen Debatte ist unbe-
stritten, dass Web-2.0-Angebote die
individuelle private Kommunikations-
und Entfaltungsfreiheit, aber auch die
öffentliche Kommunikation befördern.
Als problematisch angesehen wird hin-
gegen, dass eigene Persönlichkeitsrech-
te aus Mangel an Kenntnissen massiv
verletzt werden können. Gefährdet
sind auch die Rechte Dritter, etwa
durch persönlich gekennzeichnete wie
anonyme Stellungnahmen und Bewer-
tungen. «Mobbing»-Phänomene sind
vielfältig vorhanden.
Aufgrund des offenen Zugangs der
Plattformen stellen sich ferner Proble-
me des Jugendschutzes. Und die kom-
merzielle Verwendung von Nutzerda-
ten durch Anbieter erfolgt oft intrans-
parent – das wiederum berührt die in-
formationelle Selbstbestimmung.
Kontrollverlust
Eine Besonderheit der Internet-Kom-
munikation besteht darin, dass sich der
von einem Verfasser bestimmte Ver-
wendungszweck einer Bewertung oder
bildlichen Darstellung im Zeitablauf
ändert, aber von ihm dann nicht oder
nur partiell beeinflusst werden kann.
Ein Verfasser hat nur in gewissem Um-
fang seinen Inhalt unter Kontrolle. Wäh-
rend bei einer Veröffentlichung durch
Medien in der Regel eine Privatperson
sogar damit einverstanden sein muss,
dass Angelegenheiten aus der Privat-
sphäre zu einem bestimmten Zeitpunkt
und in einem bekannten Kontext öffent-
lich bekanntgemacht werden, ist das im
Internet grundsätzlich anders. Die
Zweckorientierung mag zwar zum Zeit-
punkt der Publikation sozial bestimmt
sein, sodann aber wird sie unbestimmt.
Medienberichterstattung weist hin-
gegen einen thematischen Bezug auf, ist
an einen Kontext gebunden, räumlich
eingegrenzt und zumeist zeitlich befris-
tet. Zwar ist auch der von traditionellen
Massenmedien organisierte und ange-
stossene Kommunikationsprozess un-
bestimmt und somit unsicher. Doch
grundsätzlich ist durch die mediale Ver-
breitungsrhythmik dafür gesorgt, dass
ein Thema im Zeitablauf an Bedeutung
verliert und sogar ganz verschwindet.
Das Netz aber vergisst nie. Ziel aller
Bemühungen sollte es daher sein, die
Beteiligten über diese Besonderheiten
aufzuklären und durch rechtliche, tech-
nische wie soziale Vorkehrungen dafür
zu sorgen, dass sich eine Verantwor-
tungskultur etabliert. Die Anbieter sind
hier besonders gefragt.
Überhöhte Autonomie
Analysiert man die Geschäftsbedingun-
gen wie Regelwerke von Facebook,
Twitter und Youtube, so fällt auf: Sie be-
tonen die autonome und eigenverant-
wortliche Rolle der Nutzer. Und sie be-
tonen, ideologisch überhöht, sogar eine
Art von Gemeinschaftsgeist, mit dessen
Hilfe negative Effekte gemeinsam be-
arbeitet und gelöst werden könnten. Sie
benennen zwar Probleme oder negative
Folgen von Selbstdarstellungen oder
Mitteilungen, bieten aber den Beteilig-
ten nur partiell Möglichkeiten für Pro-
blemlösungen.
Die Anbieter haben eben kein genui-
nes Interesse an den von ihnen verbrei-
teten Inhalten. Inhalte sind lediglich
Mittel zum ökonomischen Zweck. Be-
merkenswert ist zudem, dass die Anbie-
ter zwar allgemeine gesellschaftliche
Kommunikationsziele betonen, aber
ihre eigenen kommerziellen Ziele (Da-
tensammlung, Werbung, PR) nicht ex-
plizit ausweisen.
Die Regelwerke der Anbieter sind
weder hinsichtlich ihrer formellen Be-
zeichnung noch in der Struktur oder be-
züglich der Inhalte einheitlich. Zugleich
finden sich Regeln in vielen und unter-
schiedlichen Dokumenten, die zum Teil
eher den Charakter einer Gebrauchs-
anweisung haben. Eine Ordnung lässt
sich somit nicht finden.
Die von den Anbietern postulierten
Leitbilder und Ziele, die stark auf Ge-
meinschaft und Beteiligung zielen, wei-
chen indessen deutlich von den fakti-
schen Beteiligungsmöglichkeiten ab:
Normen und Regeln werden durchwegs
top-down definiert. Bei Youtube und
Twitter ist gar nicht erst eine Möglich-
keit für eine Debatte der Nutzer über
Regeln vorgesehen. Facebook verfügt
hingegen über eine Governance-Seite,
wo die Nutzer eine Möglichkeit zur
Reaktion auf Regeländerungen haben.
Damit das Abstimmungsergebnis für
Facebook bindend ist, muss allerdings
ein – wohl selten zu erreichendes – Quo-
rum überschritten werden.
Unzureichende Normen
Der Verzicht auf klare Regeln und ein-
deutige Normen ist für die Anbieter
charakteristisch. Es wird nicht klar zwi-
schen einem Verbot, einem Gebot oder
einer Empfehlung unterschieden. Selbst
als Verbot aufzufassende Regeln wer-
den nicht klar formuliert: «Du wirst
Facebook nicht verwenden, wenn du ein
registrierter Sexualstraftäter bist.» Den
Verboten bei Facebook kommt damit
nur ein appellativer Charakter zu, wenn
es lapidar heisst: «Die Nachahmung
anderer Personen [. . .] verstösst gegen
unsere Standards.» Bei Twitter heisst es
bezüglich des Nutzungsalters lediglich:
«Twitter ist nicht für Kinder unter 13
Jahren geeignet.»
Auch wenn diese Formulierungen
aus juristischen Gründen so gewählt
sein dürften, so stellen die Regelwerke
im Kontext einer Laien- und Alltagsnut-
zung ein Problem dar. Heranwachsende
werden mit Normen und Regeln in der
Sozialisationsphase konfrontiert, die
nicht üblich sind.
Bei den Regeln wird also an die
Selbstverantwortung appelliert, und zu-
gleich wird unspezifisch zur Mitwirkung
aufgefordert. Youtube: «Dies ist deine
Community, das darfst du nie vergessen.
Jeder Nutzer von Youtube leistet seinen
Beitrag, also leg los und mach mit!» Es
werden eher Erwartungen als Anforde-
rungen formuliert. Konflikte und Pro-
bleme sollen dann in der Gemeinschaft
gelöst werden, ohne dass klar ersichtlich
ist, wie dies geschehen kann – allerdings
wird auf Gespräche mit den Eltern hin-
gewiesen.
Unzureichend sind die Regelungen,
die den Eigen- oder Nutzerschutz und
das Verhältnis der Nutzer zueinander
betreffen, weil sie unkonkret sind. Der
Aufforderungscharakter wird aber vor
allem dadurch ersichtlich, dass bei
allen Anbietern die möglichen Wirkun-
gen auf Dritte kaum beachtet werden:
Normen, die die Beziehung von Nut-
zern zu Dritten betreffen, sind am
wenigsten vorhanden. Ein Nutzer kann
nur selbst Publiziertes löschen oder
den Grad an Öffentlichkeit variieren,
muss aber das von andern Publizierte
akzeptieren. Ein Austausch mit einem
Moderator ist nicht vorgesehen. Eine
Reflexion über Regeln kann daher
nicht systematisch und übergreifend
stattfinden. Ignorieren und Wegsehen
als akzeptables Prinzip?
Die Analyse zeigt, dass die Internet-
Kommunikation nicht als regelfreier
Raum angesehen werden kann. Aller-
dings sind es Private, die Regelungen
mit erheblicher Reichweite für Nutzer
und Dritte einseitig vornehmen. Ein
Regelsystem ist aber noch nicht auszu-
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machen. Die Anbieter sind nicht als
Branche etabliert, es fehlt an einem
Verband, an Standards wie Einrichtun-
gen zur Selbstkontrolle.
Aufgrund der Marktdominanz ein-
zelner, global tätiger Anbieter ergibt
sich das Problem, wie politische Akteu-
re Regelungsziele erfolgreich durch-
setzen können. Der offensichtlichen
Marktmacht der Anbieter stehen keine
organisierten Nutzerinteressen gegen-
über. Der Grad an Organisierbarkeit
von Nutzerinteressen ist gering: Die
Ein- wie Ausstiegsanforderungen sind
minimal, der Ressourceneinsatz ist zu
vernachlässigen, die Nutzung erfolgt
vielfach fallweise und punktuell, und
der Grad an Involvement ist tief.
Unklare Verantwortlichkeiten
Die Zuweisung von Verantwortung ist
beschränkt, zumal dann, wenn auch
anonym agiert werden kann oder wenn
die Anbieter in intransparenter Weise
Daten nutzen. Schliesslich entfällt – im
Unterschied zu den Massenmedien –
die Möglichkeit, einen Anbieter durch
den Entzug von Reputation zu einem
anderen Geschäftsgebaren zu bringen:
Imageschädigende Verstösse werden
den Nutzern und nicht den Anbietern
angelastet. Die Frage ist allerdings, ob
die kommerzielle Nutzung von Nutzer-
daten dauerhaft akzeptiert oder hin-
genommen wird. Aufgrund der «kosten-
losen» Nutzung dürfte die Bereitschaft
relativ gross bleiben.
Die Voraussetzungen für eine Mit-
wirkung an der Ausgestaltung von Platt-
formen und deren Regelsystemen sind
also hoch. Die Bereitschaft zur Mit-
wirkung wird durch die von den Anbie-
tern eingeforderte Selbstverantwortung
geschwächt. Da die Anbieter zudem
kaum in direkten Kontakt mit den Nut-
zern treten, findet keine systematische
Anbieter-Nutzer-Reflexion über Re-
geln statt.
Die derzeitige Situation erschwert es
den Nutzern zudem, sich einen Markt-
überblick zu verschaffen. Es ist daher
sowohl im Interesse des Marktes als
auch des Nutzerschutzes, dass eine ge-
wisse Transparenz über Anbieter oder
Angebote herrscht. Diese Aufgabe kann
nur von einer unabhängigen oder einer
von staatlichen Akteuren angeregten
Institution wahrgenommen werden.
Mindestanforderungen
Betrachtet man die von den Anbietern
gewählte Form der Orientierung der
Nutzer, so ergibt sich die Notwendigkeit
für eine übergreifende gesetzliche Rah-
menregelung – allein aus Gründen des
Nutzer- und Jugendschutzes. Durch eine
gesetzliche Rahmenregelung sind vor
allem die Persönlichkeitsrechte von
Nutzern gegenüber den Anbietern zur
Geltung zu bringen. Es bedarf aufseiten
der Anbieter zudem nachvollziehbarer
und transparenter Mindestanforderun-
gen bezüglich der kommerziellen Ver-
wendung von Nutzungs- wie Nutzer-
daten. Und die Nutzer sind auf Risiken
von Nutzungsweisen hinzuweisen.
Marktmacht aufseiten der Anbieter
und Kompetenzdefizite aufseiten der
Nutzer erfordern politisches Handeln
und eine rechtliche Rahmenregelung.
Zudem sind die entsprechenden Kennt-
nisse und Kompetenzen gesamtgesell-
schaftlich zu verbessern. Die Förderung
der Medienkompetenz wird zu einer
wichtigen Angelegenheit. Der Schutz
und Selbstschutz der Nutzer sind eine
öffentliche Aufgabe.
Durch unabhängige Beratungs- wie
Reflexionsinstanzen (Stiftung Media
Watch) sollte der gesellschaftliche Dis-
kurs generell über Medien gepflegt wer-
den. Das Potenzial von Social Media
bietet durchaus Chancen, doch werden
diese nur entstehen, wenn eine Kultur
der Selbstverantwortung etabliert wird,
an der Nutzer, Anbieter und staatliche
Stellen gleichermassen mitwirken. Erst
durch Formen der Selbstregulierung
wird der soziale Gebrauch auf Dauer
gestellt zuverlässig und gesellschaftlich
innovativ sein können.
.. . . .. . . .. . . .. . . .. . . .. . . .. . . .. . . .. . . .. . . .. . . .. . . .. . . .. . . .. . . .. . . .. . . .. . . .. . . .. . . .
Otfried Jarren ist Professor, Christian Wassmer ist
Assistent am IPMZ – Institut für Publizistikwissen-
schaft und Medienforschung, Universität Zürich. Die
Studie wird am 9. 9. 2011 in Wien präsentiert:
www.rem.ac.at/veranstaltung!2011.php.
