Abstract-Large-scale multi-user multiple-input multipleoutput (MIMO) techniques have the potential to bring tremendous improvements for future communication systems. Counterintuitively, the practical issues of having uncertain channel knowledge, high propagation losses, and implementing optimal non-linear precoding are solved more-or-less automatically by enlarging system dimensions. The computational precoding complexity will, however, still grow with the system dimensions. For example, the close-to-optimal regularized zero-forcing (RZF) precoding scheme cannot be applied in large-scale MIMO systems, because its computation involves the inversion of a large matrix. Motivated by the high performance of RZF, we propose to replace the matrix inversion by a truncated polynomial expansion (TPE), thereby obtaining a TPE precoding scheme with greatly reduced computational complexity. The degree of the matrix polynomial can be adapted to the available hardware resources and enables smooth transition between simple maximum ratio transmission (MRT) and more advanced RZF.
I. INTRODUCTION
The current wireless networks must be greatly densified to meet the exponential growth in data traffic and number of user terminals (UTs) [1] . The conventional densification approach is to decrease the inter-site distance by adding new base stations (BSs) [2] . However, the cells are subject to more interference from neighboring cells as distances shrink, which requires substantial coordination between neighboring BSs or fractional frequency reuse patterns. Furthermore, serving highmobility UTs by small cells is very cumbersome due to the large overhead caused by rapidly recurring handover.
Large-scale multiple-input multiple-output (MIMO) techniques, also known as massive MIMO shown to be viable alternatives or complements to small cells [3] - [7] . By deploying large-scale arrays with very many antennas at current macro BSs, an exceptional array gain and spatial precoding resolution can be obtained. This is exploited to achieve higher UT rates and serve more UTs simultaneously. In this paper, we consider the single-cell downlink case where one BS with M antennas serves K single-antenna UTs. As a rule-of-thumb, hundreds of BS antennas may be deployed in the near future to serve tenths of UTs in parallel. If the UTs are selected spatially to have a very small number of common scatterers, the user channels naturally decorrelate as M grows large [8] , [9] and space-division multiple access (SDMA) techniques become robust to channel uncertainty [3] .
One might imagine that by taking M and K large, it becomes terribly difficult to optimize the system throughput. The beauty of large-scale multi-user MIMO is that this is not the case: simple linear precoding is asymptotically optimal when M K [3] and random matrix theory can provide simple deterministic approximations of the stochastic achievable rates [5] , [10] - [14] . These so-called deterministic equivalents are tight as M grows large due to channel hardening, but are usually also very accurate at small values of M and K.
Although linear precoding is computationally more efficient than its non-linear alternatives, the complexity of most linear precoding schemes is still intractable in the large-(M, K) regime. This is due to the number of computational operations being cubic in min(M, K). For example, both the optimal precoding parametrization in [15] and the near-optimal regularized zero-forcing (RZF) precoding [16] require an inversion of the Gram matrix of the joint channel of all users-this matrix operation has cubic complexity. A notable exception is the matched filter, also known as maximum ratio transmission (MRT) [17] , which has only square complexity. Unfortunately, this precoding scheme might require an order of magnitude more BS antennas to perform as well as RZF [5] . Treating the precoding complexity problem is the main focus of this paper.
Similar complexity issues appear in multi-user detection, where the minimum mean squared error (MMSE) detector involves matrix inversions [18] . This uplink problem has received considerable attention in last two decades; see [18] - [21] and references therein. In particular, different reducedrank filtering approaches have been proposed, often based on the concept of truncated polynomial expansion (TPE). Simply speaking, the idea is to approximate the matrix inverse by a matrix polynomial with J terms, where J needs not to scale with the system dimensions to maintain a certain approximation accuracy [19] . TPE-based detectors admit simple and efficient multistage/pipelined hardware implementation [18] , which stands in contrast to the complicated implementation of matrix inversion. A key requirement to achieve good detection performance at small J is to find good coefficients for the polynomial. This has been a major research challenge because the optimal coefficients are expensive to compute [18] . Alternatives based on appropriate scaling [20] and asymptotic analysis [21] have been proposed. A similar TPE-based approach was used in [22] for the purpose of low-complexity channel estimation in large-scale MIMO systems.
In this paper, we propose a new family of low-complexity linear precoding schemes for the single-cell multi-user downlink. We exploit TPE to enable a balancing of precoding complexity and system throughput. We derive deterministic equivalents for the achievable user rates for any order J of the TPE. These expressions are tight when M and K grow large with a fixed ratio, but also provide close approximations at small parameter values. The deterministic equivalents allow for the optimization of the polynomial coefficients; we derive the coefficients that maximize the throughput. We note that this approach for precoding design is very new. The only other work is [23] by Zarei et al., of which we just became aware at the time of submission. Unlike our work, the precoding in [23] is conceived to minimize the sum-MSE of all users. Although our approach originates from the same idea as in [23] , the design method proposed herein is more efficient since it considers the optimization of the throughput. This metric is usually more pertinent than the sum-MSE. Additionally, our work is more comprehensive in that we consider a channel model which takes into account the transmit correlation at the base station.
Our novel TPE precoding scheme enables a smooth transition in performance between MRT (J = 1) and RZF (J = min(M, K)), where the majority of the gap is bridged for small values of J. We show that J is independent of the system dimensions M and K, but must increase with the signal-to-noise ratio (SNR) and channel state information (CSI) quality to maintain a fixed per-user rate gap to RZF. We stress that the polynomial structure provides a green radio approach to precoding, since it enables energy-efficient multistage hardware implementation as compared to the complicated/inefficient signal processing required to compute conventional RZF. Furthermore, the hardware complexity can be easily tailored to the deployment scenario or even changed dynamically by increasing and reducing J in high and low SNR situations, respectively.
A. Notation
Boldface (lower case) is used for column vectors, x, and (upper case) for matrices, X. Let X T , X H , and X * denote the transpose, conjugate transpose, and conjugate of X, respectively, while tr(X) denotes the matrix trace function. The Frobenius norm is denoted · . A circularly symmetric complex Gaussian random vector x is denoted x ∼ CN (x, Q), wherex is the mean and Q is the covariance matrix.
II. SYSTEM MODEL
This section defines the single-cell system with flat-fading channels, linear precoding, and channel estimation errors.
A. Transmission Model
We consider a single-cell downlink system in which a BS, equipped with M antennas, serves K single-antenna UTs. Since we typically have M ≥ K in practice, we consider a time-division duplex (TDD) protocol where the BS acquires channel knowledge in the uplink and use it for downlink transmission by exploiting channel reciprocity.
The received complex baseband signal y k ∈ C M at the kth UT is given by
where x ∈ C M is the transmit signal and h k ∈ C M represents the random channel vector between the BS and the kth UT. The additive circularly-symmetric complex Gaussian noise at the kth UT is denoted by n k ∼ CN (0, σ 2 ) for k = 1, . . . , K, where σ 2 is the receiver noise variance. The small-scale channel fading is modeled as follows.
Assumption A-1. The channel vector h k is modeled as
where the channel covariance matrix Φ ∈ C M ×M has bounded spectral norm, as M → ∞, and z k ∼ CN (0,
The channel vector has a fixed realization for a coherence period and then takes a new independent realization. This model is usually referred to as Rayleigh block-fading.
Note that the channel fading distribution is scaled by 1 K for technical reasons. This scaling will be neutralized by a corresponding scaling of the transmit power by K. Furthermore, all UTs have the same covariance matrix which facilitates simpler analysis (cf. [11] , [13] , [16] ) and thereby putting the focus on our precoding contribution. The covariance matrix describes array-specific properties (e.g., radiation pattern) and general propagation properties of the area where all the UTs reside. Extensions to fully user-specific covariance matrices can be obtained by following the approach in [12] or the approach in our companion multi-cell paper [24] .
Assumption A-2. The BS employs Gaussian codebooks and linear precoding, where g k ∈ C M denotes the precoding vector and s k ∼ CN (0, 1) is the data symbol of the kth UT.
Based on this assumption, the transmit signal in (1) can be expressed as
The matrix notation is obtained by letting Consequently, the received signal (1) can be expressed as
Let G k be the matrix G with column g k removed. Then the SINR at the kth UT becomes
By assuming that each UT has perfect instantaneous CSI, the achievable data rates at the UTs are
B. Model of Imperfect Channel Information at Transmitter
The transmitter is assumed to have imperfect knowledge of the instantaneous channel realization h k of each UT, where k = 1, . . . , K. We adopt the Gauss-Markov formulation from [12] , [25] , [26] :
where h k is the true channel, v k ∼ CN (0,
The scalar parameter τ ∈ [0, 1] indicates the quality of the instantaneous CSI, where τ = 0 corresponds to perfect instantaneous CSI and τ = 1 corresponds to having only statistical channel knowledge. The parameter value depends on factors such as time/power spent on pilot-based channel estimation and user mobility. Note that we assume for simplicity that the BS has the same quality of channel knowledge for all UTs.
Based on the model in (6), the matrix
denotes the joint imperfect knowledge of all user channels.
III. LINEAR PRECODING
Many heuristic linear precoding schemes have been proposed in the literature, mainly because finding the optimal precoding (in terms of weighted sum rate or other criteria) is very computational demanding and thus unsuitable for fading systems [27] . Among the heuristic schemes we distinguish RZF precoding [16] , which is also known as the transmit Wiener filter [28] , signal-to-leakage-and-noise ratio maximizing beamforming [29] , generalized eigenvalue-based beamformer [30] , and virtual SINR maximizing beamforming [31] . The reason that RZF precoding has been proposed by different authors (under different names and heuristic motivations) is, most likely, that it can provide close-to-optimal performance in many scenarios. It also outperforms classical MRT and zeroforcing beamforming (ZFBF) by combining the respective benefits of these schemes [27] . Therefore, RZF is deemed the natural starting point for this paper.
Next, we provide a brief review of RZF and prior performance results in large-scale MIMO systems. These results serve as building blocks for Section III-C, where we propose an alternative precoding scheme with a computational complexity more suited for large systems.
A. Review on RZF Precoding in Large-Scale MIMO Systems
Suppose we have a total transmit power constraint
where we note that the scaling factor 1 K neutralizes the corresponding channel variance scaling in (2) . We stress that the total power P is fixed, while we let the number of antennas M and UTs K grow large.
Similar to [12] , we define the RZF precoding matrix as
where H is given in (7) and the power normalization parameter β is set such that G RZF satisfies the power constraint in (8) . The scalar regularization coefficient ξ can be selected in different ways, depending on the noise variance, channel uncertainty at the transmitter, and system dimensions [12] , [16] . Using (9) the average transmit power is the same for all UTs, but the transmitted and received signal power are different in each coherence period based on the instantaneous channel realizations.
In [12] , the performance of each UT under RZF precoding is studied in the large-(M, K) regime. This means that M and K tend to infinity at the same speed, which can be formalized as follows.
Assumption A-3. In the large-(M, K) regime, M and K tend to infinity such that
The achievable user performance is characterized by SINR k in (5) . Although the SINR is a random quantity that depends on the instantaneous values of the random users channels in H and the instantaneous estimate H, it can be approximated using deterministic quantities in the large-(M, K) regime [10] - [13] . These are quantities that only depend on the statistics of the channels and are often referred to as deterministic equivalents, since they are almost surely (a.s.) tight in the asymptotic limit. This channel hardening property is essentially due to the law of large numbers. Deterministic equivalents were first proposed by Hachem et al. in [10] , who have also shown their potential to capture important system performance indicators. When the deterministic equivalents are applied at finite M and K, they are often referred to as largescale approximations.
In the sequel, by deterministic equivalent of a sequence of random variables X n , we mean a deterministic sequence X n which approximates X n such that
As an example, we recall the following result from [10] , which provides some widely known results on deterministic equivalents.
Theorem 1 ( [10]). Consider the resolvent matrix Q(t) = (tHH
where the columns of H are distributed according to Assumption A-1. Then, the equation
admits a unique solution δ(t) > 0 for every t > 0.
and let U be any matrix with bounded spectral norm. Under Assumption A-3 and for t > 0, we have
a.s.
The statement in (11) shows that 1 K tr UT(t) is a deterministic equivalent to the random quantity 
K tr UQ(t).
In this paper, the deterministic equivalents are essential to determine the limit to which the SINRs tend in the large-(M, K) regime. For RZF precoding, as in (9), this limit is given by the following theorem.
Theorem 2 (Corollary 1 in [12] ). Let ρ = P σ 2 and consider the notation T = T(
Then, the SINRs with RZF precoding and equal power allocation satisfies
Note that all UTs obtain the same asymptotic value of the SINR, since the UTs have homogeneous channel statistics. Theorem 2 holds for any regularization coefficient ξ, but the parameter can also be selected to maximize the limiting value θ of the SINRs. This is achieved by the following theorem.
Theorem 3 (Proposition 2 in [12] ). The large-scale approximated SINR in (12) under RZF precoding is maximized by the regularization parameter ξ , given as a positive solution to the fixed-point equation
where ν(ξ) is given by
.
B. Complexity Issues of RZF Precoding
The RZF precoding matrix in (9) is a function of the instantaneous CSI at the transmitter. Although the SINRs converges to the deterministic equivalents given in Theorem 2 in the large-(M, K) regime, the precoding matrix remains a random quantity that is typically recalculated on a millisecond basis (i.e., at the same pace as the channel knowledge is updated).
The computation of the precoding matrix includes the inversion of a matrix with dimension D = min(M, K), if we use the expression in (9) with the smallest matrix dimensions in the inverse. This inversion can either be computed directly or by solving a linear system of equations, but in any case the computational complexity scales as O(D 3 ). 2 Using the hardware implementation in [34] , this operation takes approximately 150 µs when D = 15 [35] and the number of active UTs can be much larger than this in large-scale systems. In multi-carrier systems, such as 3GPP LTE, many precoding matrices need to be computed in parallel; 100 precoding matrices are needed if the bandwidth is 20 MHz and different precoding is typically needed for every 12 subcarriers. Clearly, the delays caused by precoding computation in large-scale multi-user systems are unreasonably large as compared to the channel coherence period, which is on the order of 2 − 200 ms depending on the speed of the fastest user [36, Table 2 .3].
Motivated by this simple example, we develop a new linear precoding class in the next section. This class allows for simple balancing between computational/hardware complexity and UT performance.
C. Truncated Polynomial Expansion Precoding
In this section, we derive a new class of low-complexity linear precoding schemes based on the concept of TPE. The following lemma provides a major motivation behind the use of polynomial expansions.
Lemma 4. For any positive definite Hermitian matrix X,
where the second equality holds if the parameter α is selected such that 0 < α < 2 maxn λn(X) . Proof: The inverse of an Hermitian matrix can be computed by inverting each eigenvalue, while keeping the eigenvectors fixed. This lemma follows by applying the standard Taylor series expansion (1−x) −1 = ∞ =0 x , for any |x| < 1, on each eigenvalue of the Hermitian matrix (I − αX). The condition on x corresponds to requiring that the spectral norm of (I − αX) is bounded by unity, which holds for α < 2 maxn λn(X) . See [20] for further details. This lemma shows that the inverse of any Hermitian matrix can be expressed as a matrix polynomial. More importantly, the low-order terms are the most influential ones, since the eigenvalues of (I − αX) converge geometrically to zero as grows large. 3 Thus, it makes sense to consider a TPE of the matrix inverse using only the first J terms. This corresponds to approximating the inversion of each eigenvalue by a Taylor polynomial with J terms, hence the approximation accuracy per matrix element is independent of M, K and will not change with the system dimensions.
TPE has been successfully applied for low-complexity multi-user detection in [18] - [21] and channel estimation in [22] . Next, we apply this technique to approximate RZF precoding by a matrix polynomial. Starting from G RZF in (9), we note that
= βα
where (15) follows directly from Lemma 4 (for an appropriate selection of α), (16) is achieved by truncating the polynomial (only keeping the first J terms), and (17) follows from applying the binomial theorem and gathering the terms for each exponent. Inspecting (17), we have a precoding matrix with the structure
where w 0 , . . . , w J−1 are scalar weights. Although the bracketed term in (17) provides a potential expression for w , we stress that these are generally not the optimal weights when J < ∞. Also, these weights are not satisfying the power constraint in (8) since the weights are not adapted to the truncation. Instead, we treat w 0 , . . . , w J−1 as design parameters that should be selected to maximize the performance; for example, by maximizing the limiting value of the SINRs, as was done in Theorem 3 for RZF precoding. Besides the reduced complexity, the proposed precoding matrix G TPE possesses a higher number of degrees of freedom (represented by the J scalars w ) than the RZF precoding (which has only the regularization coefficient ξ). The precoding in (18) is coined TPE precoding and actually defines a whole class of precoding matrices for different J. For J = 1 we obtain G = w 0 H, which equals MRT. Furthermore, RZF precoding can be obtained by choosing J = min(M, K) and coefficients based on the characteristic polynomial of ( H H H + ξI M ) −1 . 4 We refer to J as the TPE order and note that the corresponding polynomial degree is J − 1. Clearly, Since TPE precoding can be implemented in a parallelized fashion with multiple cores that perform simultaneous processing, the computational time does not scale with J although the mathematical complexity is proportional to J. The only cost of increasing J is the additional cores/chips that are required.
proper selection of J enables a smooth transition between the low-complexity MRT and the high-complexity RZF precoding. Based on the discussion that followed Lemma 4, we assume that the parameter J is finite and does not grow with M and K.
D. Complexity Analysis
Let the transmit signal with TPE precoding at channel use t be denoted x (t) and observe that it can be expressed as
where s (t) is the vector of data symbols at channel use t and
This reveals that there is an iterative way of computing the J terms in TPE precoding, which enables multistage hardware implementation where the computations are parallelized over multiple processing cores (e.g., application-specific integrated circuits (ASICs)) and pipelined [20] . This structure is illustrated in Fig. 1 . Each termx (t) is obtained by a matrix-vector multiplication with complexity O(M K), thus making the total computational complexity O(JM K) per channel use. This should be compared with RZF precoding where the inversion operation requires that G RZF is computed beforehand with a complexity of O(K 3 ) (when M ≥ K), thus creating the large delays described in Section III-B and in [35] . After the precomputation of G RZF , the complexity of computing the transmit signal x = G RZF s is O(M K) per channel use. In essence, TPE precoding removes part of the delay caused by precomputation of the precoding matrix (i.e., there are more channel uses available for data transmission in each coherence period) and replaces it with an J times higher complexity per channel use.
In practice, it is not the asymptotic mathematical complexity that limits the performance, but the time delay caused by computations in the hardware. We stress that the multistage nature of TPE precoding makes it particularly convenient for hardware implementation; only additions and multiplications are used (i.e., no divisions) and the computation of succeeding transmit signals can be parallelized and pipelined. This is seen from Fig. 1 where the transmitted signal x (t) is prepared in parallel with both preceding and succeeding transmit signals. This means that the factor J in the complexity per channel use of TPE precoding is not causing any extra delays since it can be handled by adding J times more hardware that does the computations in parallel. Thus, we can select the TPE order J as large as needed to obtain a certain precoding accuracy and still enable real-time computation of the transmit signal x. The only cost is that of needing extra hardware components. In comparison, the precomputation of RZF precoding cannot be parallelized and thus the computational delays definitely scale with the system dimensions as O(K 3 ).
IV. ANALYSIS AND OPTIMIZATION OF TPE PRECODING
In this section, we consider the large-(M, K) regime defined in Assumption A-3. We show that the SINRs with TPE precoding converge to a limit, a deterministic equivalent, that depends only on the coefficients w and the channel statistics.
Recall the SINR expression in (5) and observe that g k = Ge k and h
where e k is the kth column of the identity matrix I K . By substituting the TPE precoding expression (18) into (5), it is easy to show that the SINR writes as
where w = [w 0 . . . w J−1 ] T and the matrices A k , B k ∈ C J×J have entries given by
for = 0, . . . , J − 1 and m = 0, . . . , J − 1.
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Since A k and B k are of finite dimensions, it suffices to determine a deterministic equivalent for each of their elements. To achieve this, we express them using the resolvent matrix of H. This can be done by introducing the following random functionals in t:
By taking derivatives of X k (t) and Z k (t), we obtain
5 The entries of matrices are numbered from 0, for notational convenience.
By substituting (25)- (26) into (21)- (22), we obtain the alternative expressions
It thus suffices to study the asymptotic convergence of the derivatives of X k (t) and Z k (t). We observe from (25)- (26) that taking the derivatives of X k (t) and Z k (t) give rise random variables of the type
where y is some random vector independent of H k . In the asymptotic regime, these variables behave as follows.
Lemma 5. For any Gaussian vector y independent of H k with covariance matrix Φ, we have
where
Proof: This is a direct result from Lemma 4 in [12] . The random variable y in (28) plays a key role in the derivation procedure of the derivatives of X k (t) and Z k (t). In particular, we have the following important result.
Theorem 6. Let the mth-order derivatives of X k (t) and Z k (t) be denoted by
Then, for any fixed integer p > 0,
where k,x converges to zero almost surely. A similar identity holds for z k,m which is given by
) where k,z converges almost surely to zero.
Proof: The proof is given Appendix B. Note that Theorem 6 provides an iterative way of computing the elements of A k and B k . Since the terms k,x , k,z vanish in the asymptotic regime, it only remains to characterize y . The behavior of y has recently been studied in [21] . Noticing that y is the th derivative of K tr ΦT and T is th-order derivative of T(t) at t = 0. Recall that T(t) was defined in Theorem 1.
The matrix T can be computed iteratively. For sake of completeness, we provide hereafter Algorithm 1, which is an adapted version of the iterative algorithm given in [21] .
Having introduced an algorithm to compute a deterministic equivalent of y l , we can now detail the iterative procedure that computes good approximations of X k (t) and Z k (t) and their derivatives.
Corollary 7.
Denote by x 0 and z 0 the deterministic quantities
Compute iteratively the deterministic sequences x k, and z k, until a fixed order p as
Using Corollary 7, we can immediately obtain the asymptotic equivalents of A k and B k .
To summarize, the SINR of the kth UT is given by (20) under TPE precoding with any fixed choice of the polynomial coefficients w = [w 0 . . . w J−1 ]
T . In the large-(M, K) regime, all the SINRs converge to the same number which is given by (20) using the asymptotic equivalents of A k and B k stated in Corollary 8.
A. Optimization of the Asymptotic SINRs
Next, we optimize the asymptotic SINRs with respect to the polynomial coefficients w = [w 0 . . . w J−1 ]
T . The optimized TPE precoding must satisfy the power constraints in (8):
Using the TPE precoding expression (18) , this implies that
It has been shown in [21, Theorem 3] that
The power constraint (31) can thus be substituted in the large-(M, K) regime by
Maximization of the asymptotic SINR then amounts to solving the optimization problem
The next theorem shows that the optimal solution w opt to (32) admits a closed-form expression.
Theorem 9. Let a be an eigenvector corresponding to the maximum eigenvalue λ max of Then λ max is the optimal value of the problem in (32) and is attained by
where the scaling factor α is given by
Proof: The proof is given Appendix C. This theorem shows that the J polynomial coefficients that maximize the asymptotic SINR can be computed beforehand, using only the channel statistics. At finite M and K, there are other polynomial coefficients that provide higher achievable rates, however, these depend on the current channel estimate H and thus must be recomputed in each coherence period. The main feature of Theorem 9 is that the TPE precoding coefficients can be computed beforehand, or at least they are updated along with the relatively slow rate of change of the channel statistics. The performance of TPE precoding in finite-dimensional large-scale MIMO systems is evaluated numerically in the next section.
V. SIMULATION RESULTS
In this section, we compare the RZF precoding from [16] , which was restated in (9) , with the proposed TPE precoding stated in (18) . The performance measure is the average achievable rate r = E[log 2 (1 + SINR k )] of the UTs, where the expectation is taken over different channel realizations and users. In the simulations, we model the channel covariance matrix as
where a is chosen to be 0.1. This approach is known as the exponential correlation model [37] . The power constraint
is applied for both precoding schemes. Without loss of generality, we have set 1 M tr(Φ) = 1 and σ 2 = 1, thus the parameter P can be interpreted as the average received SNR at any UT. Unless otherwise mentioned, we simulate a large-scale MIMO system of dimensions M = 128 and K = 32. Fig. 2 considers the TPE order J = 5 and three different quality levels of channel knowledge at the BS: τ ∈ {0.1, 0.4, 0.7}. From Fig. 2 we see that RZF and TPE achieve almost the same average per UT performance, when a bad channel estimate is available (τ = 0.7). Furthermore, TPE and RZF perform almost identically at low SNR values, for any τ . In general, the unsurprising observation is that the rate difference becomes larger at high SNRs and when τ is large (i.e., with less accurate channel knowledge). Fig. 3 shows the relationship between the achievable UT rates and TPE order J more directly. We consider the case τ = 0.1 when the difference between RZF and TPE was relatively large. From the figure, we see that choosing a larger value for J gives a TPE performance closer to that of RZF. However, doing so will also lead to higher computational complexity. The proposed TPE precoding never surpasses the RZF performance, which is noteworthy as TPE has J degrees of freedom that can be optimized (see Section IV-A) while RZF only has one design parameter. 6 It is desirable to select the TPE order J in such a way as to achieve a certain rate difference to RZF precoding. Fig. 4 illustrates the rate difference/loss per UT between the TPE and RZF, while the number of UTs K and transmit antennas M increase with a fixed ratio (M/K = 4). The figure considers the case of τ = 0.1. We observe, that the TPE order J and the system dimensions are independent in their respective effects on the rate-gap between TPE and RZF precoding. This observation is in line with previous results on polynomial expansions, for example [19] where reduced-rank received filtering was considered. The independence between J and the dimensions M and K is indeed a main motivation behind TPE precoding, because it implies that the order J can be kept small when TPE precoding is applied to large-scale MIMO systems. The intuition behind this result is that the polynomial expansion approximates the inversion of each eigenvalue with the same accuracy, irrespective of the number of eigenvalues; see Section III-C for details. Although the relative performance loss is unaffected by the system dimensions, we also see that J needs to be increased along with the SNR, if a constant performance gap is desired.
In the simulation depicted in Fig. 5 , we introduce a hypothetical case of TPE precoding (TPEopt) that optimizes the J weights using the estimated channel coefficients in each coherence period, instead of relying solely on the channel statistics. More precisely, the optimal coefficients in Theorem 9 are not computed using the deterministic equivalents of A, B, and C, but using the original matrices. This plot illustrates the additional performance loss caused by precalculating the TPE coefficients based on channel statistics, instead of carrying out the optimization step for each channel estimation instance. The difference is small at low SNRs, but noticeable at high SNRs.
VI. CONCLUSION
The computational complexity of RZF precoding is prohibitively high in large-scale MIMO systems, due to the required channel inversion in the RZF expression. In this paper, we have proposed a new class of low-complexity TPE precoding schemes where this inversion is approximated by truncated polynomial expansions. In the single-cell downlink with M transmit antennas and K single-antenna users, this new class can approximate RZF precoding to an arbitrary accuracy by choosing the TPE order in the interval 1 ≤ J ≤ min(M, K). In terms of complexity, TPE precoding has several advantages: 1) There is no need to compute the precoding matrix beforehand (which leaves more channel uses for data transmission); 2) the multistage structure enables pipelining; 3) only addition and multiplication operations are required; and 4) the parameter J can be tailored directly to the available hardware.
Although the polynomial coefficients depend on the instantaneous channel realizations, we have shown that the peruser SINRs converge to a deterministic value in the large-(M, K) regime. This enabled us to compute the asymptotically optimal coefficients by using only the statistics of the channels. The simulations revealed that the difference in performance between RZF and TPE is small at low SNRs and for large CSI errors. The TPE order J can be taken very small in these situations and, in general, it does not need to scale with the system dimensions. To maintain a fixed per-user rate loss compared to RZF J should, however, increase with the SNR or as the CSI quality improves.
Finally, we note that TPE precoding can be also applied in practical multi-cell scenarios. Our companion paper [24] provides the necessary multi-cell details, including ways to handle user-specific channel statistics, pilot contamination (due to pilot reuse in neighboring cells), different TPE orders in different cells, cell-specific power constraints, and new ways to optimize the corresponding polynomial weights.
APPENDIX A A USEFUL LEMMA Lemma 10. Given any matrix H ∈ C M ×K , let h k denote its kth column and H k denote the matrix obtained after removing the kth column from H. The resolvent matrices of H and H k are denoted by Q(t) = (tHH
respectively. It then holds that
Proof: This follows from the Woodbury identity [38] .
This transforms (P 1 ) into We notice that the objective function of (P 2 ) is independent of the norm of a. We can therefore select a to maximize the objective function and then adapt the norm to fit the constraint. If we discard the constraint, what remains is a classic Rayleigh quotient [39] which is maximized by the eigenvector a corresponding to the maximum eigenvalue of B − A + σ .
By transforming a back to the original variable w we obtain (34) , where the scaling in (35) corresponds to scaling a to satisfy the constraint.
