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With the enormous growing of e-learning platforms, as complementary or even 
primary tool to support learning in organizations, monitoring students’ success factors 
becomes a crucial issue.  Such platforms, in order to be successful must deal with 
context information, regarding e-learning students, thus being context-aware. Stress 
is a normal part of studying, but if not managed it the proper way, stress can grow, 
become a problem and greatly influence learning success. This is particularly true 
when in an e-learning environment, where students typically may work alone, thus 
more susceptible to stress. This Phd thesis proposes a way to accommodate 
individualized support to e-learning students. It presents a dynamic student 
assessment module and latter a dynamic stress recognition module to detect stress in 
e-learning students, in a non-intrusive way. This detection is made using keyboard 
and mouse as sensors, thus hiding from the students that they are being monitored. 
Initially, some other devices wore considered to act as sensors, but due to some legal 
issues they wore not used.  
By using common devices, that any user uses daily when working with 
computers, the monitoring process is hidden, and in this way, better and realistic 
results are obtained. 
The research hypothesis justification is made through a case study in a public 
secondary school, and the results are then analysed and validated. From the obtained 
results, we wore able to establish that the way students behave when engaging e-
learning platforms is influenced by stress, and that influence, in this case, allowed to 













Hoy en día, el aprendizaje continuo es un hecho consumado para el conjunto de 
profesionales y ámbitos de conocimiento. Incluso a nivel personal, la necesidad de 
obtener conocimiento es cada vez más elevada. Si a esta situación se añade el hecho 
de una escolarización más inclusiva (a diferentes niveles) para un mayor número de 
personas, los desafíos en educación crecen. Considerando además, el hecho de que la 
educación es un bien esencial que debe ser proporcionado de forma común, la 
necesidad de garantizar el acceso a un mayor conjunto de regiones resulta imperativa. 
Estas circunstancias dan una idea de la dimensión del desafío que la educación del 
siglo XXI presenta para instituciones y organizaciones. Sin embargo, este gran reto se 
debe afrontar teniendo en cuenta diversos inconvenientes y restricciones como los 
condicionantes económicos, pero más importante todavía resulta la necesidad de 
contar con educadores cualificados, que no siempre están disponibles en número y 
localización adecuados. A mayores, si se tienen en cuenta diversos estudios científicos 
que consideran la docencia personalizada como la forma más eficaz de enseñar, 
resulta evidente que cuanto menor sea el ratio profesor/alumno mayor será la calidad 
de la enseñanza. En el contexto socio-económico actual, las distintas restricciones 
existentes conllevan que el ratio anterior tienda a ser cada vez mayor, resultado 
necesario encontrar nuevas formas de mejorar la efectividad del proceso de 
enseñanza-aprendizaje. En este escenario, la aplicación de la tecnología a la enseñanza, 
en concreto de las TIC (Tecnologías de la Información y las Comunicaciones), surge 
de forma natural como una alternativa capaz de paliar algunas de las limitaciones 
existentes y mejorar el proceso de enseñanza. Sin embargo, la propia introducción de 
este tipo de tecnologías conlleva nuevos problemas más allá del hecho de resultar muy 
complicado que una máquina sea capaz de exhibir los mismos comportamientos que 
un profesor en el aula. 
Los procesos tradicionales de enseñanza se caracterizan por una proximidad 
efectiva entre el profesor y el alumno, siendo el docente capaz de detectar emociones 
y estados de ánimo que afectan al alumno durante todo el proceso. En este ambiente, 
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el propio alumno se siente permanentemente acompañado por el profesor, puesto que 
comparten el mismo espacio en el aula. A través de esta proximidad, y de la 
experiencia y sensibilidad del profesor, las estrategias de enseñanza a aplicar por el 
docente se pueden personalizar o adaptar de forma adecuada a un alumno (o grupo de 
alumnos) en concreto. En este contexto, es posible emplear varias formas para exponer 
y transmitir el conocimiento, pudiendo el docente alterar las distintas estrategias 
existentes en función de la percepción de los alumnos en diferentes instantes de 
tiempo. De esta forma, el profesor puede tratar de evitar situaciones potencialmente 
negativas para el alumno y el aprendizaje. Mantener la disciplina en el aula o controlar 
los niveles de ruido son sólo algunas de las situaciones habituales manejadas por los 
docentes, que potencialmente pueden inducir estrés en los alumnos. 
Cuando el proceso de enseñanza-aprendizaje no transcurre de forma presencial, 
la adaptación de las distintas estrategias a aplicar se vuelve más complicada debido a 
la ausencia de interacciones no verbales entre profesor y alumno, siendo más compleja 
para el docente la monitorización de sentimientos, estados de ánimo y aptitudes de sus 
estudiantes. La correcta aplicación de la tecnología en el área educativa representa un 
reto importante, pudiendo entrañar un alto riesgo debido a la elevada cantidad de 
información contextual que se puede perder en la transición. El desafío consiste en 
tratar de obtener el mismo tipo de información que puede ser inferida por el profesor 
en el aula, pero haciendo uso de plataformas de teledocencia donde el proceso de 
enseñanza-aprendizaje tiene lugar de forma on-line. En concreto, el objetivo del 
presente trabajo está relacionado con la obtención y el análisis de información 
contextual en entornos de e-learning, para poder cuantificar de forma automatizada su 
influencia en el rendimiento de los alumnos. Es por esto, que resulta necesario llevar 
a cabo una correcta contextualización del concepto de e-learning, así como un estudio 
inicial acerca de su evolución. 
En los últimos años se han desarrollado un buen número de sistemas 
informáticos en el ámbito de la enseñanza y, aunque sus objetivos son muy semejantes, 
la forma que emplean para alcanzar las metas propuestas varía enormemente. Muchos 
de estos sistemas, identificados erróneamente como “sistemas de e-learning”, se 
centran únicamente en dar soporte a la gestión y compartición de documentos entre 
alumnos y profesores. Aunque este tipo de herramientas facilita enormemente la tarea 
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de encontrar y organizar la información, no monitorizan el proceso de aprendizaje de 
los alumnos. De este modo, discernir entre lo que es y no es un sistema de e-learning 
puede llegar a ser confuso, debido fundamentalmente al gran número de términos 
ampliamente utilizados. 
Desde una perspectiva histórica, la WWW (World Wide Web) y el e-learning 
han evolucionado de forma paralela. Tradicionalmente, el ámbito de la educación ha 
procurado incorporar rápidamente nuevas tecnologías en cuanto están disponibles, lo 
que ha permito el uso de nuevos métodos de aprendizaje y/o la mejora en la utilización 
de los ya existentes. En este sentido, la tecnología se entiende muchas veces en el 
dominio educativo como la solución para resolver diversos problemas existentes. Así, 
con el advenimiento de Internet, extender la enseñanza a cualquier parte en la que 
exista una conexión se vuelve una realidad posible y deseable, donde las nuevas 
tecnologías basadas en la web hacen que sea factible aplicar teorías de aprendizaje en 
el ámbito del e-learning. La evolución en este campo se ha llevado a cabo 
fundamentalmente en 3 etapas: (i) e-learning 1.0, caracterizado por la publicación de 
contenidos on-line para consulta por parte del alumno de forma ubicua, surgiendo el 
concepto de “en cualquier instante de tiempo, en cualquier lugar, para cualquier 
persona”, que hace uso de un currículo rígido con caminos, ritmos y recursos 
perfectamente definidos; (ii) e-learning 2.0, que define una tendencia en la que el 
centro pasa a ser ocupado por el alumno, permitiendo su aprendizaje activo, basado 
en la creación, comunicación y participación, para lo que dispone de una mayor 
autonomía y control a la hora de consumir información de varias fuentes de forma 
aleatoria y simultanea; (iii) e-learning 3.0, que tiene como base cuatro conceptos 
clave: computación distribuida, equipos móviles con funcionalidades inteligentes, 
colaboración y filtrado inteligente e interacción 3D. Mientras que en e-learning 2.0 la 
diferencia entre profesor y alumno se atenúa teniendo como base el cognitivismo, que 
defiende que el conocimiento se encuentra interrelacionado y distribuido a través de 
una red interconectada y que el aprendizaje debe reflejar la capacidad de construir e 
interaccionar con esas redes, el e-learning 3.0 incrementa el autoaprendizaje 
organizado, guiado por el acceso fácil a herramientas y servicios que permiten 
personalizar la enseñanza. El concepto de aprendizaje evoluciona de “qué aprender” 
a “cómo aprender”, desempeñando la tecnología un papel fundamental. La creación 
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de ambientes personales de aprendizaje, perfectamente adaptables al alumno y a las 
fases por las cuales este evoluciona, se convierte en una realidad. 
Sin embargo, para llegar al estado actual, no ausente de inconvenientes, fue 
necesaria una gran evolución. En este sentido, el área de la inteligencia artificial ha 
sido ampliamente utilizada para mejorar y potenciar el proceso de enseñanza, 
registrando una fuerte evolución desde los sistemas iniciales que perseguían 
únicamente la transmisión de conocimiento. Los primeros sistemas de soporte a la 
formación que utilizaron ordenadores se centraban en la enseñanza, olvidando 
conceptos y aspectos relacionados con el aprendizaje. La evolución en la aplicación 
de técnicas de inteligencia artificial en la enseñanza se puede resumir en 3 etapas. Los 
primeros sistemas, denominados de enseñanza asistida por ordenador, tenían como 
objetivo presentar los contenidos al usuario de forma predeterminada y secuencial, sin 
prestar atención a las especificidades de los alumnos ni a otras particularidades. Este 
tipo de sistemas surgieron en los años 50, y consistían en unidades didácticas 
presentadas a los alumnos en formato textual o utilizando cuestiones de 
verdadero/falso, encontrándose la información a estudiar codificada junto con el 
propio código del programa. La presentación de contenidos podía ser alterada en 
función de las respuestas del estudiante, aunque dos alumnos totalmente diferentes 
que hubieran respondido de forma similar seguían la misma línea de aprendizaje. Su 
mayor limitación consistía precisamente en la incapacidad de razonar en base a las 
respuestas del alumno, teniendo que adaptase éste al sistema, y no al revés. A partir 
de los años 60 se atribuyó cierta importancia a las respuestas de los alumnos, 
permitiendo ajustar mínimamente el feedback de la herramienta y controlar con ello 
los contenidos presentados. Sin embargo, todas las posibles respuestas debían ser 
previstas en el momento de la codificación del programa. Fueron los primeros 
programas capaces de modificar de cierta forma el contenido presentado a los 
estudiantes, pero no de modelar los diferentes estados de conocimiento por los cuales 
los alumnos evolucionan. Este tipo de programas fue mejorado mediante el empleo 
de técnicas de reconocimiento de patrones para analizar las respuestas de los alumnos, 
generando nuevos materiales para la enseñanza y convirtiéndose en los precursores 
de los primeros sistemas adaptativos que surgieron en la década de los años 70. Este 
nuevo tipo de sistemas llevaban a cabo una adaptación bastante rudimentaria en 
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comparación con las técnicas existentes hoy en día, aunque eran capaces de presentar 
a los estudiantes distintos problemas con un grado de dificultad apropiado a cada uno 
de ellos con el fin de facilitar su proceso de aprendizaje. No obstante, todos estos 
sistemas adolecían de distintos problemas: (i) dificultad para analizar y entender las 
interacciones y dificultades de los alumnos, (ii) incapacidad para razonar acerca del 
domino en cuestión, (iii) el modelo pedagógico empleado para enseñar en distintas 
situaciones no se encontraba correctamente representado, resultando imposible llevar 
a cabo algún tipo de razonamiento y (iv) el conocimiento del domino se mezclaba con 
el conocimiento pedagógico, resultando difícil la gestión de ambos. Esta situación 
conllevaba que cualquier sistema existente fuera dependiente de los contenidos objeto 
de estudio y de la manera de ser presentados, es decir, la secuencia del currículo y las 
técnicas pedagógicas estaban embebidas en las actividades y en los métodos de 
enseñanza, lo que dificultaba la adaptabilidad y la adopción de técnicas de estudio 
diferentes para el mismo contenido. 
Con posterioridad aparecieron los sistemas inteligentes de enseñanza asistida 
por ordenador, cuyo objetivo era conseguir una adaptación eficaz para hacer más 
efectiva la transmisión de conocimientos, utilizando para ello técnicas de inteligencia 
artificial. Este tipo de sistemas vendría a dar lugar a los sistemas tutores inteligentes, 
cuyo objetivo principal es el de comunicar conocimiento de forma eficaz y eficiente. 
En este tipo de modelos, la inteligencia viene representada por la capacidad de ejecutar 
acciones que no fueron previstas inicialmente por el programador. Este tipo de 
comportamientos representan la capacidad del sistema de aproximarse al concepto de 
saber lo que enseñar, cuándo enseñar y cómo llevarlo a cabo. El desarrollo de este tipo 
de sistemas resulta una tarea compleja, pues su objetivo es el de participar activamente 
en el proceso de enseñanza, que involucra a muchos y muy variados alumnos con 
necesidades diferentes que deben ser contempladas por el sistema tutor inteligente 
mediante su adaptación dinámica a cada estudiante. En el presente trabajo de 
investigación se lleva a cabo un estudio sobre la evolución de los sistemas tutores 
inteligentes, identificando distintos problemas existentes en su implementación tales 
como costes elevados de desarrollo, falta de interoperabilidad, requisitos muy 
restrictivos de las plataformas, dificultades para la compartición de materiales entre 
sistemas, etc. Con el fin de mitigar estos y otros problemas identificados, el presente 
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trabajo propone un framework para el desarrollo de sistemas tutores inteligentes. Con 
base en el framework propuesto, se detalla una matriz de problemas/contribuciones 
con el fin de identificar y validar las aportaciones principales de framework. 
Paralelamente, la noción de inteligencia ambiental como escenario que soporta 
en segundo plano de forma inteligente el día a día de las personas, se adapta con 
facilidad a contextos de enseñanza-aprendizaje no presencial, donde su aplicación 
correcta puede introducir mejoras significativas en el área. En este sentido, la 
inteligencia ambiental se fundamenta en tres tecnologías clave complementarias: 
computación ubicua, comunicación ubicua e interfaces inteligentes, posibilitando por 
primera vez la utilización real de la tecnología para facilitar el trabajo de los usuarios, 
en lugar de ser estos los que trabajen directamente con la tecnología. Uno de los 
principales objetivos que persigue la computación ubicua es el de proporcionar 
información relevante, de forma correcta, en el momento adecuado y en el lugar 
preciso, siempre que resulta necesario. Si los objetos y los dispositivos pudieran 
reconocer a un determinado usuario, conociendo su localización y el ambiente que lo 
rodea, entonces el potencial para facilitar información apropiada en el momento 
preciso (just-in-time) aumenta de forma considerable. Como se comentó 
anteriormente, los sistemas de e-learning deberían adaptar su comportamiento a las 
características específicas del alumno, por lo que la aplicación de técnicas de 
computación ubicua resulta especialmente adecuada. De la misma manera, empleando 
computación emocional, se pueden inferir los estados emocionales de los alumnos y 
de la atención que prestan a las tareas que realizan, permitiendo que las aplicaciones 
modelen sus comportamientos de forma más adecuada teniendo en cuenta lo 
receptivos que están los alumnos en un momento dado, y no simplemente utilizando 
su perfil de preferencias fijo o su estilo de aprendizaje. 
El conocimiento del estado afectivo del alumno desempeña un papel 
importante en la mejora de la eficacia y la eficiencia en el ámbito del e-learning, 
siendo reconocido como una de las principales limitaciones en las herramientas 
tradicionales existentes hoy en día. Como se ha comentado anteriormente, mientras 
los profesores con más experiencia pueden modificar las vías de aprendizaje y sus 
estilos de enseñanza de acuerdo con el feedback que reciben en el aula (incluyendo 
información de tipo cognitivo, emocional y motivacional) las plataformas de e-
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learning no consideran estos aspectos, resultando demasiado rígidas. Ante esta 
situación, el potencial de los ambientes inteligentes y la computación efectiva resulta 
enorme. Un sistema que incorpore todos los aspectos comentados anteriormente 
puede ser considerado un ambiente de enseñanza inteligente, como el que se propone 
en el presente trabajo de investigación. La propuesta realizada en este documento tiene 
en cuenta el contexto de interacción de los alumnos con el sistema, y entre sí, en 
relación con aptitudes, emociones y comportamientos, lo que permite generar 
conocimiento útil que puede ser adaptado mediante el uso de nuevas estrategias para 
que el sistema consiga dar un soporte efectivo a la docencia personalizada. 
Para abordar algunas de las lagunas existentes en la actualidad, en este trabajo 
se propone un framework que define un módulo afectivo para su incorporación en una 
plataforma de e-learning (p.ej. Moodle) con la finalidad de capturar diversa 
información y poder calcular la predisposición de un alumno para aprender, lo que 
servirá como entrada para futuros módulos de personalización y recomendación en 
cualquier plataforma de e-learning. El módulo propuesto está compuesto por dos sub-
módulos, que llevan a cabo la detección explícita e implícita de los estados 
emocionales del alumno en cada momento (estado de ánimo, emociones y disposición 
para aprender nuevos contenidos). La detección explícita, más sencilla de 
implementar aunque menos precisa, utiliza cuestionarios como forma de recoger 
información. Sin embargo, este método es poco fiable, puesto que no siempre las 
respuestas de los alumnos coinciden con su verdadero estado emocional. Por otro lado, 
el submódulo encargado de la detección implícita, que representa el centro de atención 
del presente trabajo, monitoriza las interacciones entre los alumnos y el sistema para 
inferir esa misma información de forma no intrusiva. El alumno no se percata que está 
siendo monitorizado, por lo que la información recogida resulta más fidedigna. Esta 
monitorización se lleva a cabo de forma transparente utilizando periféricos de 
interacción común como son la cámara web (para detección de emociones mediante 
reconocimiento de expresiones faciales), el teclado y el ratón (para detección del 
estado afectivo del alumno mediante patrones de actividad), acelerómetro (en el caso 
de dispositivos móviles) y también a través del análisis de ficheros de log (que 
permiten conocer, por ejemplo, si el tiempo empleado por un alumno para llevar a 
cabo una determinada tarea está por encima o por debajo de la media). 
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A lo largo de la presente investigación, el framework inicialmente propuesto 
ha ido experimentando distintas mejoras y avances, siendo el centro del trabajo 
realizado la detección de los estados afectivos, estilos de aprendizaje y estrés de los 
alumnos. Sin embargo, y dado que el alcance de estas tres componentes es demasiado 
amplio, el trabajo final se ha centrado específicamente en la detección de estrés en 
alumnos que hacen uso de plataformas de e-learning. A este respecto, conviene 
destacar que el estrés influye de forma diferente a cada individuo, pudiendo darse el 
caso de situaciones que puedan producir estrés a una persona determinada, pero 
resultar indiferentes para otra. Sin embargo, para cada persona existe siempre una 
zona de comodidad en relación con el nivel de estrés soportado, que cuando se 
sobrepasa, induce consecuencias negativas en el individuo. En este sentido, diversos 
estudios científicos evidencian los efectos negativos que el estrés produce a los 
alumnos, especialmente aquellos que participan en cursos de formación no presencial 
mediante plataformas de e-learning. 
Del framework propuesto en la presente investigación se deriva un módulo 
dinámico de detección de estrés que, a través del uso del teclado y del ratón como 
sensores, permite obtener información relevante sobre el fenómeno estudiado. El uso 
de la cámara web fue considerado en un principio, pero debido a que el caso de estudio 
llevado a cabo se realizó en una escuela de enseñanza secundaria y la captura de 
imágenes de los alumnos no resultaba viable dadas las restricciones impuestas, se optó 
finalmente por no incorporar este sensor. Del mismo modo, aunque la utilización del 
acelerómetro se encuentra actualmente en estudio, no se han recogido explícitamente 
resultados en este trabajo puesto que los experimentos llevados a cabo hicieron uso 
de ordenadores personales convencionales. 
Con el fin de analizar el efecto del estrés, se llevó a cabo un estudio acerca del 
comportamiento de 74 alumnos durante la realización de dos actividades encuadradas 
en dos escenarios distintos (escenarios A y B). La tarea correspondiente al escenario 
A se presentó a los alumnos como una actividad de consolidación de conocimientos, 
sin introducir ningún tipo de limitación e informando de que esta tarea no sería 
considerada a efectos de evaluación. En contraposición, en la tarea B se introdujeron 
varios condicionantes (actividad de evaluación, existencia de un límite de tiempo para 
su realización, etc.) con el objetivo de generar ansiedad y estrés en los alumnos. 
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Durante la realización del experimento se utilizó una herramienta de monitorización 
de teclado y ratón desarrollada en el ámbito de la presente investigación, que más 
parte permitió el análisis de parámetros como tiempo de presión de las teclas, tiempo 
entre utilización de teclas, velocidad del ratón, aceleración, tiempo entre dos clicks, 
duración del click doble, exceso de distancia media del ratón, medida de distancia del 
ratón, suma de ángulos y distancia entre clicks. A través del análisis de estas variables 
se busca el establecimiento de comportamientos similares entre los participantes, 
calculando el valor medio para cada parámetro y estudiante. A partir del análisis de 
los resultados obtenidos, se identificaron dos tipos de comportamiento bastante 
frecuente en un gran número de alumnos, que precisamente por su frecuencia pueden 
ser considerados casos típicos. Además, también fue posible la evaluación y estudio 
de algunas características importantes evidenciadas por los alumnos durante el caso 
de estudio, que tienen potencial suficiente para monitorizar el nivel de estrés de los 
estudiantes mientras trabajan con una plataforma de e-learning. 
La finalidad última de la investigación y las conclusiones obtenidas en el 
presente trabajo de investigación permitirán al tutor, y/o al sistema, la toma de 
medidas preventivas para que la zonas de comodidad de los alumnos en relación con 
el nivel de estrés soportado no sean sobrepasadas, evitando con ello los efectos 
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1.1. E-learning importance 
Since we have become teaching, providing knowledge to all that seek for it, with 
individualized support whenever it is needed  (anytime, anywhere), when solicited, 
ideally even when that support isn’t asked but the need for it is there, has been the 
ultimate goal search for everyone. The massification of the internet provides a stable 
and well known vehicle to deliver knowledge to all of the four corners of the world. 
E-learning arises then as the natural tool to overcome distance barriers as well as time, 
space, and social restrictions when in the field of learning. E-learning then assumes 
such a great importance, as a way to reduce costs, as a facilitator of learning, as a way 
to enhance learning through life, as a way for standardization for knowledge 
deployment, among others. 
1.2. Some e-learning problems 
Traditional teaching processes are characterized by a proximity between teacher and 
student. A student has an almost daily and personal access to the teacher, either inside 
or outside the classroom. This has several known advantages: students feel that they 
are being accompanied closely, that the teacher ”cares”, that they can get help if and 
when they need it [1]. This results in an increased motivation from the students. 
Teachers, on the other hand, benefit from this proximity by having a constant update 
on the state of the students, on their worries, on their feedback concerning each topic. 
All this contextual information, much of it analyzed in an unconscious way, allows 
the teacher to intuitively assess his students and steer his methodologies and strategies 
in order to optimize success. Thus in traditional learning, teachers can easily get an 
insight into how their students work and learn, and how they interact in the classroom. 
In a traditional classroom, the teacher can detect and even foresee that some negative 
situation is about to occur and take measures accordingly to mitigate it. Classroom 
discipline, for example, is one of the main activities of the teacher. When teachers 
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select an approach to classroom discipline they may have to deal with tensions arising 
from the application of their educational models. These tensions may result in stress 
from both the students and the teacher [2]. Another aspect influencing student’s stress 
level and performance is noise, which teachers always try to keep under control. They 
can do it accurately because they share the same environment of the students [3]. 
Constantly motivating students is another important task of teachers [1]. Motivation 
has also reciprocal eﬀects: motivated students impel the teacher to be involved deeper 
in his dedication [4]. To detect the need for motivation, teachers look at signs of 
tiredness or frustration. Teachers are able to address situations such as these by 
observing the behaviors of the students, the emotional and stress response as well as 
the dynamics of the groups [5]. Experienced teachers can even have a preventive 
approach, foreseeing and addressing problems before they get serious. In [4] the 
importance of the student/teacher relationship is addressed in detail, especially 
interpersonal involvement, in optimizing student motivation. 
However, when a student attends an electronic course or makes use of an e- 
learning platform, the interaction between student and teacher, without all these non-
verbal interactions, seems impersonal no matter how many smiley icons are used or 
how much care is taken with how things are phrased [1]. Thus, the assessment of the 
feelings, the state and the attitudes of the student by the teacher becomes more 
diﬃcult. In that sense, the use of technological tools for teaching, with the consequent 
teacher-student and student-student separation, may represent a risk as a significant 
amount of context information is lost. Since student´s eﬀectiveness and success in 
learning is highly related and can be partially explained by their mood while doing it, 
such issues should be taken into account when in an e-learning environment. Stress 
and emotions, in particular, can play an important (usually negative) role in education 
[6]. 
The lack of this contextual framework in virtual environments makes it 
diﬃcult for the teacher to perceive such aspects of the interaction. In that sense, its 
analysis in an e-learning environment assumes greater importance. Generally, stress 
assessment is done through questionnaires. These however are an easily misleading 
approach (people can respond untruthfully or not have the most accurate notion of the 
symptoms experienced). Alternatively, physiological sensors can also be used. These 
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are very accurate but invasive to the point of making them impractical in environments 
such as e-learning. 
Such an approach is used by [7], in which the authors studied emotion in users of 
e-learning platforms. They do it using four physiological sensors: hearth rate, skin 
conductance, blood volume pressure and EEG brainwaves. Despite its accuracy, this 
approach will never result in a real-life application due to its invasiveness. Other less 
invasive approaches also exist. [8] contains an overview of diﬀerent applications of 
the so-called aﬀective computing field in e-learning [8]. They point out the use of 
facial expression and speech recognition as potential ways to detect emotional states. 
However, facial recognition requires a dedicated camera of some quality to be placed 
in front of the user, otherwise it will be inaccurate. Speech recognition, on the other 
hand, is less invasive but is also much more prone to error, being diﬃcult to develop 
an accurate speech model given that each individual has his own speech rhythm, tone, 
pitch or intonation, aspects that are much cultural-dependent. In search of a less 
invasive approach, [9] look at keystroke dynamics to infer user emotions. Emotional 
states are analyzed from typing patterns on a standard keyboard. Typing patterns are 
compared against user’s self-reports describing their emotional state in search for a 
relation. The classifiers developed achieved fairly satisfactory accuracy rates. A 
similar approach was followed in this work. However, in search for increased 
accuracy, the mouse movement patterns are also included in the model. Indeed, mouse 
interaction patterns revealed to be even more expressive than keyboard ones. Our 
objective is thus to assess the level of stress of students by analyzing their behavior 
when using the e-learning platform, i.e., their interaction patterns while using the 
mouse and the keyboard. 
1.3. Research hypothesis 
Taking into account all the challenges, both social and technological, and the issues 
referred previously, a solution should be available. Minding all the features and 
limitations, in this project our aim is to build an archetype and subsequent 
architecture of a dynamic student assessment system. This dynamic student 
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assessment system may be used to develop useful solutions in e-learning systems, 
which will be object of study on this thesis.  
The context information in e-learning systems is the starting point as it sustain 
the aim and the reason of why this project is worthy. Context information is very 
important, as learning is a social activity, therefore influenced by numerous factors, 
with some of them being difficult to detect when the shift from presencial to on-line 
learning is made. Therefore, the gathering and analysis of such information 
(contextual), in order to influence teaching strategies and improve learning results is 
the main focus of the work, achieving a context –aware e-learning system, that knows 
each student, treating each of them as an individual, different one from another, 
sometimes, different itself if we consider different time stamps. So, to conclude our 
research hypothesis stands as:  
Can observed behavior namely stress and others, influence the performance of e-
learning students? 
And if so, can that influence be quantified? 
1.4. Investigation goals 
In terms of goals, it is necessary to define, in a general sense, what the work must 
address, which may be summarized as follows: defining and implementing dynamic 
student assessment module to deal with e-learning students and manage some 
contextual aspects that are lost when making the transition from presencial to on-line 
students. That is, such module should be able to intelligently analyze contextual 
information, regarding each student, and to provide some characterization and 
quantification of important parameters that influence learning, in order to improve 
it.  
To achieve these goals, is needed to: 
• Study and understand e-learning characteristics and e-learning 
platforms in order to personalize learning; 
• Study artificial intelligence  applied to e-learning; 
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• Study intelligent environments and its usage in e-learning 
• Drawing a framework for addressing the identified issues; 
• Development of a dynamic assessment module; 
• Case study  - validating the DSAM; 
• Results analysis. 
1.5. Adopted methodology 
This work follows the action-research methodology. This methodology favors the 
continuous development of a solid research. Its structure relies on a hypothesis 
defined through research. To develop this hypothesis, a state of the art research is 
done by involving both project literature and technology. This step allows an analysis 
of all information to produce a report of available resources and the possible failures. 
Therefore, a design proposal that describes the possibilities to solve the problem is 
done. Finally, the conclusions are presented, referring the results and their possible 
impact, namely in the use of e-learning platforms. This research model follows six 
established steps: 
1. Define the problem and gather its issues: this step positions the problem and 
investigates what originates it, gathering all its features and formulating a 
hypothesis. Next a plan to solve the problem in question is submitted; 
2. Constant update of the state of the art: the state of the art features projects 
related to the current research. This can generate a theoretical stage that 
enriches the available knowledge of known problems; 
3. Design and construction of a model: the information gathered in the previous 
steps enables the designing process, consequently allowing to building a 
model along the available information. In that way, the hypothesis is 
confirmed and an innovative way that complies with the desired aims is 
presented; 
4. Implementation and experimentation through prototypes: formalization of a 
prototype that contains all the features, components and behaviors. Hence, 
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the implementation along specific settings allows the matching to the 
objectives of the proposal. Therefore, checking the experiments results as 
knowledge to be evaluated against the proposed settlement; 
5. Analysis, result validation and conclusion formulation: the analysis results 
and validation serve to verify that the proposed implementation achieves the 
expected goals, and allows to using this knowledge to develop conclusions; 
6. Dissemination of results in the scientific community: this step serves to 
disseminate the results to journals, conferences, workshops, among others, 
acknowledging the advances and research results. 
1.6. Document structure 
This document is organized in 8 chapters. In chapter one - introduction, the context of 
the development of this work is explained, and the importance and some problems of 
e-learning are identified. The research hypothesis and investigation goals followed by 
the adopted methodology are briefly explained. In chapter two – e-learning, a brief 
introduction to the theme is made, its evolution and standardization efforts, together 
with a compact analysis of two e-learning platforms. In chapter three – artificial 
intelligence and education, an historical overview of the use of artificial intelligence 
in education is made, being highlighted intelligent tutoring systems, and a proposal of 
a framework to develop such systems is made. Chapter four is dedicated to intelligent 
environments, relating them to education and ends identifying some useful features to 
incorporate in e-learning systems.  Situated the problem, and being identified some 
issues regarding e-learning platforms, chapter five - dynamic student assessment and 
monitoring proposes a framework to mitigate some of the problems previously 
identified, and then focuses on stress  to develop a module to dynamically detect it. 
Also the importance of stress and its effects are referred, and it is presented a way to 
detect stress through keyboard and mouse usage. Latter in chapter 6 – gathering 
contextual information from the interaction patterns, a case study is described, 
together with a log tool developed in the context of this work. The collected data are 
analyzed and some conclusions derived from it. Chapter seven – conclusions and 
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future work refers the contributions of this work, the relevant publications that were 








Nowadays, education organizations cannot exclude themselves from information 
society, being always confronted with new technological challenges. The student 
population comes from very different social backgrounds, with different needs and 
expectations. Moreover, society is demanding for more qualified technicians. Schools 
are, therefore, faced with a new technological paradigm, a new kind of public and new 
demands from society. 
Education organizations have tried to attend to these challenges by investing 
in organization, management, market research, and in human and technological 
resources. New pedagogical tools, such as e-learning platforms and intelligent 
tutoring systems have been also subject of attention.  
 E-learning systems are software programs that help and provide support to 
learning. They include personal training systems, usually designed for a certain 
knowledge domain, known as tutoring systems [10], as well as general learning 
management tools suitable to manage distinct types of learning content, covering 
several knowledge domains. In this context, an e-learning system should have some 
basic characteristics such as [11]: 
• The learning process takes place in a virtual classroom; 
• The educational material is available on the internet and includes text, 
images, audio and video presentations and links to other online resources; 
• The virtual classroom is coordinated by an instructor who plans the 
activity of the students, discusses aspects of the course using a discussion 
forum or chat and provides auxiliary resources; 
• The learning becomes a social process in which a learning community is 
created through the interaction and collaboration between the instructor 
and students; 
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• Most e-learning systems allow the activity motorization of the 
participants and in some cases also simulations, the work on subgroups, 
audio and video interaction, etc.  
 Moreover, there are complementary security concerns regarding some 
important elements that should be taken into account: authentication, access control, 
data integrity, content protection, etc. 
 Investments in e-learning platforms and all the surrounding technology are 
very expensive; schools cannot afford to have unsuccessful students. As a 
consequence, the students’ careers must be closely followed. Educational institutions 
should have devices to evaluate their students’ learning state, i.e., they should possess 
means to keep their students’ descriptions up to date, that way being able to 
periodically follow and diagnose the learning paths in order to avoid failures as much 
as possible. Furthermore, the need to supply the market with effectively qualified 
personnel favors these evaluations [12]. 
 This evaluation and following should be performed by teachers and 
psychologists, who access and diagnose the learning paths of the students to detect 
symptoms of deviations and act accordingly. However, this kind of expertise is not 
always available, and when it is, it becomes insufficient to address all the needs. 
 In this context, the lack of some e-learning system providing these features is 
then obvious. Pedagogical concerns when building such systems are not always 
present, but some attempts have been made. In [13] a framework is proposed to 
mitigate some of these known problems. 
2.1. Advantages 
E-learning can overcome some of the barriers in computer assisted education systems 
Some of them are: 
• Eliminates the distances and promotes students mobility; 
• Increase the number of students that can attend to  a course 
simultaneously; 
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• Allows flexible hours; 
• Allows for  various teaching methods; 
• Promotes interaction between students. It is widely accepted  that no 
physical presence minimizes shyness and encourages the establishment 
of communication between students, especially in adolescence; 
• Anonimatum: some persons do not attend to courses, because they do not 
recognize they need instruction, especially in the case of well-known 
persons, where it can be seen as a weakness, as lack of instruction; 
• Monitoring and mentoring of student progress through the established 
communication channels; 
• Minimizes companies training cost. 
In addition to the advantages listed above, some other factors encourage the 
implementation of e-learning systems: 
• Economic factors: they are more cost-effective in the production and 
development, facilitating  the reuse of components and materials; 
• It is an interesting factor in increasing the levels of training in  countries, 
with a high rate of economic growth and in great need of skilled workers; 
• High availability of digital resources. Large multinational companies 
need to distribute learning materials to geographically dispersed sites, to 
be available at anytime from anywhere. The existence of a large amount 
of free digital resources and free online (images, audio clips and video, 
animations, etc.) promotes reuse and exploitation by the large companies; 
• Social impact: society high demand for new technologies in general and 




There are not only advantages, some problems in e-learning systems use are: 
• Student preparation: many efforts are needed to ensure that students have 
the skills and expertise as well as access to hardware and software 
necessary to successfully complete the course based on ICTs. So time 
management and metacognitive skills are related to attitudes and student 
motivation; 
• Staff involved: as students, teachers must have skills, knowledge and 
access to the hardware and software necessary in this case to facilitate 
the design and development of ICT-based course. They should have 
excellent time management and motivation to provide assistance and 
track students’ progress. However some authors differentiate teacher's 
role, responsible for content selection, monitoring and assistance to the 
student, and  the role of the responsible for design and creation of the e-
learning course from the content, objectives and methodologies, thus 
establishing the need for different profiles; 
•  Information management: despite all the  technical and  time 
management skills, both teachers and students require interfaces that 
reduce logistical and technical issues; 
• Equity: not all users have the same access to the internet. Technology 
increases the differences between those with and those without such 
possibilities; 
• Bandwidth: one of the major problems a decade ago. Now is rapidly 
disappearing with the advent of broadband lines; 
• Lack of essential online qualities: successful presential instruction does 
not always translate to successful online instruction. If teachers are not 
properly trained in online delivery methodologies, the success of the 
online program will be compromised. They must be able to communicate 
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well in writing and in the language in which the course is offered. An 
online program will be weakened if its facilitators are not adequately 
prepared to function in the virtual classroom. An online teacher must be 
able to compensate for lack of physical presence by creating a supportive 
environment in the virtual classroom where all students feel comfortable 
participating and especially where students know that their instructor is 
accessible. Failure to do this can alienate the class both from each other 
and from the instructor. However, even if a virtual professor is competent 
enough to create a comfortable virtual environment in which the class 
can operate, still the lack of physical presence at an institution can be a 
limitation for an online program; 
• Unawareness of emotional states, skilled teachers modify the learning 
path and their teaching style according to students feedback signals 
(which include cognitive, emotional and motivational aspects), thus 
when a teacher perceives some perturbation on students emotional state, 
it acts accordingly, by changing their strategy, presenting another 
content, giving another (different) work or subject or simply suggest a 
break in the process. This allows the teacher to act different to all students 
and act different to the same student, in different moments; 
• Poor expressivity in e-learning systems, in the sense that an accurate 
monitoring of students is not available. As the teacher’s role gradually 
loses its substance in an e-learning environment, some issues must be 
carefully examined, so that the educational processes guided by software 
will incorporate the best facets of the human experts. When a student 
attends an electronic course, the interaction between student and teacher, 
with all its non-verbal interactions is lost, thus the aware of feelings and 
attitudes by the teacher becomes more difficult. In that sense, the use of 
technological tools for teaching, with the consequent teacher-student and 
student-student separation may represent a risk, as a significant amount 
of context information is lost. Students’ effectiveness and success in 
learning is highly related to their mood to do it, that is, students’ emotions 
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like self-esteem, motivation, commitment, and others are believed to be 
determinant in students’ performance. Affective states and learning 
styles also greatly influence students’ learning. These issues should be 
taken into account, when in an e-learning environment. In a traditional 
classroom, the teacher can detect and even forecast that some negative 
situation, for instance stress, is about to occur, and take measures 
accordingly, to mitigate such situation. When working alone, such 
actions are impossible, and it is even more difficult to overcome that 
stress. This work focus mainly on this disadvantage, and tries to propose 
solutions to mitigate this issues. 
2.3. Why use e-learning? 
The reasons for using e-learning in place of traditional classroom education are varied, 
as are the advantages and several different types of e-learning mentioned. 
 First, based on the first advantage stated, the use of distance education using 
new technology minimizes the impact of distance. Not only physical distance, but also 
the difficulty to overcome smaller distances namely because of geographical issues. 
To provide training in geographic regions of difficult access, e-learning has been used, 
such as the humid regions of Guyana or mountainous areas of Nepal, or in scattered 
communities as Indonesian islands and small island states in the Caribbean and Pacific 
[14]. It has also been successfully used in densely populated areas such as China or 
Pakistan to train teachears in a large scale formation program. In other countries 
distance education programs have been used to provide training to communities 
whose distance (not physical in this case) to schools is difficult to overcame, well by 
cultural or political factors, etc. These programs play an important role in 
marginalized communities such as refugees in Sudan, Mongolia's nomadic 
communities and ethnic minorities of northern Pakistan. 
In short courses, designed for  training workers, companies will have reduced 
direct costs by using new technologies to deliver training with an e-learning platform, 
and the return on investment will occur in the short to medium term (shorter the more 
courses and more dispersed in time and space). 
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Another interesting point is that "there is a need to adapt programs studies to 
the needs of companies, but without reducing the excellence, on the contrary, giving 
a higher level of excellence" [15]. 
2.4. Standardization 
One of the main problems of systems has always been reuse of e-learning contents, so 
that these can be used in different systems, because different systems define their own 
storage formats and educational content processing, as well as how to access and 
manage. This lack of agreement is due largely to the lack of coordination in the 
development of standards for e-learning in the past. Today there are many systems for 
teaching, whether mere content managers, learning process managers or complete 
systems capable of support administrative processes, provide authoring tools and 
editing courses, etc. In spite of the existing variety, heterogeneity makes even difficult 
for compatibility between them. Not all are open source, some use proprietary formats 
and it is generally not possible the reuse of learning contents and structures between 
them. 
These incompatibilities, whether total or partial, create a negative impact on 
the cost associated with implementation  of an e-learning system, as in the best of 
cases, once past the learning time of the various applications of the system then it is 
required to rehabilitate the existing material to other systems, or create material from 
scratch in the worst case. A virtual learning specification ensures that the new material 
continues to operate exactly the same regardless of the platform used, provided that 
such platforms meet the same specification. Standards are documented agreements or 
rules established by global consensus and can only be defined once the specifications 
have been identified, discussed and validated, reaching an agreement for 
standardization by widely recognized institutions like Institute of Electrical and 
Electronics Engineers (IEEE), Comité Européen de Normalisation / Information 
Society Standardization System (CEN / ISSS), British Standards Institutions (BSI), 
and so on. That if international regulation can finally forward the proposed 
international standard to the International Organization for Standardization (ISO). 
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Figure 2-1: Entities involved in standardization 
In the last fifteen years there have been many developments that have 
influenced the development of specifications and standards for e-learning 
organizations that have contributed to the creation of specifications and standards 
table 2-1 shows the main organizations involved in e-learning standards. 
Formed in 1997, the ADL initiative (advanced distributed learning) was 
created as a defense department program in the United States and the office of science 
and technology of the  white house to develop principles and guidelines for the 
required work to developing and implement  efficient, large-scale, educational 
training on new web technologies. 
 
Table 2-1: Main organizations involved is e-learning standards 
Organization Description and Activities 
AICC Aviation Industries CBT Committee 
IEEE LTSC IEEE Learning Technology Initiative 
ADL Advanced Distributed Learning Initiative 
IMS IMS Global Learning Consortium 
ISSO/IEC JTC1 SC36 International Standards Organization 
CEN/ISSS WS-LT Comuté Européen de Normalization 
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The agency relied on previous efforts to form its own standard: SCORM, 
shareable content object reference model (reference model objects swap content). It 
combines many specifications (IMS, AICC and IEEE mainly) and implements them 
for a specific case such as web learning. The specifications, due to its generality does 
not concretize some specific aspects which are necessary for facilitate the final 
implementation, and SCORM specifies them for better compatibility. 
Specifically SCORM is based on the following specifications: 
• IEEE data model for content object communication; 
• IEEE learning object metadata (LOM); 
• IEEE extensible markup language (XML) schema binding for learning 
object metadata data model 
• IEEE ECMAScript application programming interface for content to 
runtime communication services; 
• AICC CMI001 guidelines for interoperability; 
• AICC launch;  
• IMS content packaging; 
• IMS simple sequencing. 
It is currently the most widely used model in the industry and the one that has 
more tools that support it. This specification allows: 
• Using  a web-based LMS to launch different contents that have been 
developed by several authors using various authoring tools vendors; 
• The ability to use a variety of different LMS vendors to launch a same 
content; 
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• The availability of multiple products or environments for web-based 
LMS to access a common repository. 
With SCORM, ADL proposes a metadata model and a courses structure (CAM), 
a runtime environment (RTE) and a sequencing and navigation model of content (SN), 
each arranged in separate libraries to which is added a library with a more general 
focus which sums up the specification (overview) figure 2.2. 
 
Figure 2-2: Scorm overview, adapted from ADL 
The SCORM Overview. It contains an overview of the ADL initiative, a 
SCORM analysis, and a summary of the technical specifications contained in the 
following sections. 
SCORM Content Aggregation Model (CAM). Includes a guide to identify 
and add resources within a structured learning content.  This book describes the 
content packaging or SCORM content packaging, which identifies the courses and 
distinguish sharable learning objects (sharable courseware object, SCO), course or 
component of a course that meets the requirements of interoperability, durability and 
has enough information to be reusable and accessible. A SCO is the minimum 
exchange unit between SCORM compliant systems, and consists of a learning object 
that includes a software module (SCORM API) that allows you to communicate with 
the execution environment provided by the LMS. Besides basic resources are 
identified (assets) that are basic elements such as text files, audio, video, etc. These 
basic resources are grouped in SCOs. SCORM CP is based on the IMS content 
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packaging detailed in following pages. Technically a SCO is a compressed file (. zip 
or. jar) containing a descriptor according to the IMS content packaging specification. 
SCORM Run-Time Environment (RTE). This book includes a guide to 
launch content and track it within a web environment. It takes as its starting point the 
CMI001 recommendation AICC Guidelines for interoperability. RTE provides an 
environment to present the standard learning object (in this case a SCO) that is capable 
of exchange data with the LMS through the SCORM API (for whose implementation 
is used ECMAScript standard language, more commonly known by javascript). The 
LMS send the content to the student and the content exchanged information about the 
student and monitor their ongoing interaction with the LMS. 
SCORM Sequencing and Navigation (SN). It is the information that allows 
how to control how the contents will be submitted to the user (in terms of content and 
management user interaction). This presentation does not have to be always the same, 
as it can depend on the answers or student behavior. To this specification ADL used 
as   starting point the IMS simple sequencing. 
2.5. Evolution 
In recent years many computer systems have been developed for teaching and 
although their objectives seam very similar, the means by which they try to achieve 
such goals varies greatly. Many of these systems, misidentified as "e-learning 
systems", only focus on document management and its provision to students and 
teachers, and though certainly facilitate the task of finding and organizing 
information, they do not monitor student learning process. 
So, understand what is and is not an e-learning system can be confusing due to 
the large number of terms that are widely used. 
There are an enormous amount of acronyms: many people prefer the word 
learning instead of formation and use the term technology-based learning (TBL) 
instead of technology-based training (TBT).  
Other terms commonly used are computer-based training (CBT), computer-
based learning (CBL) computer-based instruction (CBI), computer-based education 
(CBE), web-based training (WBT), internet-based training (IBT), hypermedia-based 
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learning (HBL) or multimedia-based learning (MBL) and others. Some of these can 
be seen as subgenera of the e-learning term such as WBT. Another confusion is due 
to the technical definitions that differ from their use. CBT, CBI and CBL are generally 
used to refer to all types of e-learning but are generally used to describe disk-based 
training. A term that begins with the word computer usually, but not always, refers to 
interactive tutorial that is t distributed on disks. The term multimedia training is used 
to describe the formation distributed via CD-ROM. Meanwhile, browser-based 
training (BBT) is a term used to describe a course that requires a web browser to 
access the content, but can be run from a CD-ROM. These types of courses are called 
hybrids or hybrid CD-ROMs. Distance learning or distance education are other terms 
used frequently, but normally are used to describe distance courses or e-mail courses. 
To further complicate the issue, some investigators divide e-learning into three 
different branches: computer aid instruction (CAI), computer-managed instruction 
(CMI) and computer supporter learning resources (CSLR). The first term 
encompasses the product portion of e-learning providing teaching and tutorials, 
simulations and exercises. The second term refers to products that have e-learning 
assessment, monitoring and study guidance capabilities. Finally, the third term covers 
the aspects of e-learning that support performance, communication and storage. 
Although this classification may be useful in the field of academic research and 
discussion forums, to many it is enough to know that they all refer to only a part of 
the total set represented by e-learning.  
World wide web and e-learning have made (still are) their evolution together. 
The education domain rapidly uses new technologies as they become available, which 
enables the use of new learning methods and to enhance the use of the ones already 
existing. New web technologies makes it possible to apply learning theories to e-
learning.  As stated, e-learning evolution has been greatly influence by WWW 
evolution and by technological improvements. As so, we can establish mainly the 
evolution of e-learning in 3 phases. 
E-learning 1.0 
The web 1.0 is characterized by providing content online. This was a significant 
development because it allowed, in principle, easy access to the information provided. 
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However this access is limited to read-only access and visualization, reason why the 
web 1.0 is referred to as just "web read-only" [16]. E-learning 1.0 quickly followed 
this new technology, with the motto "anytime, anywhere and to anyone," as its main 
feature, providing easy and convenient access to learning content [17]. E-learning 1.0, 
focuses on the creation and administration to the essence of content for online 
visualization. The concept of "learning object" was created to ensure the quality and 
usefulness of the "read-only “contents. These objects were thought as lego blocks, 
which allow sequencing and organization of content blocks in courses that are 
available for delivery as books or manuals [18]. In turn, the concept of learning 
management systems (LMS) was introduced to support the provision, use and 
management of learning objects. The management system takes learning objects and 
organizes them as standard information, such as courses divided into modules and 
lessons with quizzes, tests and discussion forums, integrated into a broader system of 
formation of an organization [18]. These frameworks allow not only to provide access 
to educational materials, but also to keep track of their usage and analyze them, which 
allows the application of learning theories and methods as instructivism, behaviorism 
and cognitivism. 
Instructivism is characterized by the transfer of content (ideally knowledge) 
from teacher to student. Using the web for content distribution, a new alternative 
channel is provided for provision of textbooks and lectures for example. 
This theory requires the student to passively accept information and 
knowledge, the way it is presented by the teacher, which fits particularly well to an 
LMS or web (e-learning) 1.0 acting passively. 
 Behaviorism considers learning process as a "black box" i.e., only the inputs 
and the corresponding outputs are observable quantitatively, and the internal 
mechanisms of the learning process are admittedly unknown. It is based on the 
principle of stimulus-response and is seen to be learning acquisition of a new behavior 
by classical conditioning, where in the behavior becomes a reflex response to a 
stimulus, as in the case of pavlovian dogs or operant conditioning, in which there is a 
reinforcement of behavior through a reward or punishment. [19]. 
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Behaviorism emphasizes performance, rather than the reasons for the student 
to perform a task in a certain way [20]. The interactive capabilities of the systems 
LMS 1.0 were essentially based on behaviorism. 
The logs of LMS were used to observe: the "inputs" from the access logs to 
learning materials, "outputs" through measures of performance and progression, as 
well as the system attempts to condition students. Analyzed this data, the necessary 
adjustments can be performed to condition more efficiently the learning process. 
Cognitivists were not satisfied with the treatment of learning as a black box 
process. Analyzing logs, they attempted to gain a better understanding of the internal 
workings of the mind during the learning process [19]. The knowledge gained was 
then incorporated into the LMS trying to take into account what was known about the 
learning processes, such as memory, thought, knowledge, and problem solving. 
E-learning 2.0 
In an article titled e-learning 2.0, published in October 2005 in eLearn Magazine, 
Stephen Downes paints a picture of something disenchanted reality of e-learning at 
the time, considering that "In general, where we are now in the online world is where 
we were before the beginning of e-learning.”According to the author, e-learning had 
become bureaucratized and approximate, increasingly, traditional models of 
education, whether in person, either at a distance. Even something as innovative and 
with high potential as the concept of learning objects  had become the base of a 
building that provided  closed learning, inflexible and reduced, built in  learning 
management systems such as Blackboard or WebCT that put all the control on the 
side of the institutions: 
Content is organized according to this traditional model and delivered either 
completely online or in conjunction with more traditional seminars, to cohorts of 
students, led by an instructor, following a specified curriculum to be completed at the 
predetermined pace [21]. 
However, the ongoing changes in the internet and the ways it was used by 
people who originated the term Web 2.0, could not fail to have a strong impact on 
education and learning, forecasting a transition from this grey scenario to another form 
that, following the movement and the dominant characteristics of Web 2.0, would give 
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much greater autonomy and control to the learner. It is this intersection between Web 
2.0 and e-learning that Downes called e-learning 2.0 [21]. 
One of the most important aspects in this change, relates to the ways in which 
new users, who were born and raised in a digital world, called digital natives [22] or 
n-gen (net generation) [23], interact with information and face communication and 
the media. They absorb information quickly, in images and video as well as text, from 
multiple sources simultaneously. They operate at "twitch speed", expecting instant 
responses and feedback. They prefer random "on-demand" access to media, expect to 
be in constant communication with their friends (who may be next door or around the 
world), and they are the likely to create their own media (or download someone else's) 
then to purchase the book or the CD [21]. 
In concrete terms of learning, this trend shows by a shift of control to students, 
pedagogical approaches focused on them and their expectations, needs and 
characteristics. This perspective allows them a much greater autonomy on one hand 
and on the other, gives great prominence to active learning, based on the creation, 
communication and participation. 
These aspects, fit perfectly in the changes recorded in the student population 
and a culture that, in a way, and in general, focuses on the consumer / customer. 
Because after all, as regards Downes: “For all this technology, what is important is to 
recognize that the emergence of the Web 2.0 is not a technological revolution, it is a 
social revolution.”  
These new realities, blurring, even the distinctions between teacher and 
student, between those who teach and those who learn, also brings the need for new 
ways to understand, describe and explain learning and the ways in which it develops. 
It is in this context that arises connectivism, a learning theory for the digital age 
proposed by George Siemens, for which Downes has made such significant 
contributions that can be considered today, in our opinion, one of the biggest boosters. 
In simple terms, connectionism posits that knowledge is distributed in a 
network of connections and thus learning is the ability to build these networks and 
move on them [24]. Crucial to the construction of this "learning network" is that 
carriers and content is available, and in this sense, the culture of sharing and 
collaboration of Web 2.0, based on free software movements like open source, open 
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content, open educational resources, or creative commons licenses, is one of the great 
foundations of connectivism. 
In a world where computers are beginning to have a massive presence in new 
gadgets that come successively extending to deliver personal computing and mobility, 
in which the various networks that inhabit intersect, we are blurring the boundaries 
between what we learn in formal and informal contexts, between our personal and 
professional life, between being students and being individuals who learn, always 
lifelong. Learning becomes ubiquitous, present in every moment of our existence, 
from the most trivial, everyday acts to arts and culture. Live and learn will tend 
inevitably to merge, or, in the formulation of [25], which seems quite happy, live in a 
state of "Learning the (endless) Becoming". 
E-learning 3.0 
The predictions of the future of e-learning vary due to different opinions about what 
is Web 3.0 and the technologies that best meet the needs in the field of learning. [26] 
believes that Web 3.0 will be the "Read / Write / Collaborate" web. 
  The e-learning 3.0 will have at least four key factors: distributed computing, 
extended mobile technology intelligence, intelligent collaborative filtering, 
visualization and 3D interaction. The distributed computing technology combined 
with mobile intelligence will allow students to approach the school "anytime 
anywhere" and will provide smart solutions for web searches, document management 
and content organization. 
It will also lead to an increase in self-organized learning, driven by easy access 
to tools and services that allow to customize learning recursively. Intelligent 
collaborative filtering performed by intelligent agents will allow users to work smarter 
and more collaboratively. 3D visualization and interaction will promote rich learning, 
making a series of tasks easier including the exploration of virtual spaces and virtual 
objects manipulation. [27] considers that e-learning 3.0 is both "collaboration" as 
"intelligence". Intelligent agents will "facilitate human thought." Collaboration will 
be enhanced through tools like Twitter, due to a series of conceptual communicative 
features, a place to share and consume information, a new search engine in real time, 
a service for web users, a platform for discussion, a tool for listening and analyzing, 
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a perfect traffic generator, a great way to meet new people, make new connections, 
and talk about what you are doing right now. [28] Suggests that in e-learning 3.0, the 
meaning is socially constructed and contextually reinvented, and teaching will be 
done in a co-constructivist. The focus of learning will shift from “what to learn “to 
"how to learn". Technology will play a central role, however, it will be in the 
background and in an invisible way. Technology will connect knowledge, knowledge 
brokering, and allow the translation of knowledge into beneficial and useful 
applications. [29] Considers that the concept of e-learning "anytime, anywhere and 
anyone" will be complemented with "anyway", i.e. it should be accessible to all types 
of devices. 3D virtual worlds, become a common feature of the 3D web, facilitated by 
the availability of 3D display devices. As a result, the e-learning 3.0 will be able to 
reach a wide range and variety of people available in different types of platforms / 
systems, through different tools, where users will be able to customize their learning 
and have an easier access to comprehensive information. This may make the e-
learning methodology in a cross-social learning, since you can apply it in all contexts, 
making it easier to collaborate. To enable this vision of e-learning 3.0 [29] believes 
that LMS systems need to be able to represent information through metadata, granting 
semantics validation to all content, giving them meaning. [30] considers that 
educational contents understandable by machines will be the basis for systems that 
automatically interpret and use information for the benefit of authors and teachers, 
making platforms for e-learning 3.0 more adaptable and responsive to each student. 
A number of researchers expressed concerns about the problems that will arise 
with the advent of e-learning 3.0. [3] warns that the evolution of e-learning 
management systems significantly enhances ethical dilemmas, and advocates the 
adoption of an extension of the pedagogical model "Three Ps" to become the model 
"P3E": personalization, participation, productivity, professor of ethics, the ethics of 
the student, and ethics of the organization. [32], [33] are concerned with the fact that 
e-learning is influenced by some of the challenges of the semantic web, including 
vastness, vagueness, uncertainty, inconsistency and deceit. [34] expressed some 
concerns about privacy and loss of control as organizations integrate their services in 




Figure 2-3: e-learning evolution 
2.6. Personal learning environments 
The notion of personal learning environment (PLE) represents in a way the 
convergence of many of the issues that have been prior discussed with regard to social 
and cultural changes brought out by technological development, in particular Web 
2.0, and that, inevitably will have a major impact on education and learning design. 
PLEs represent, a search in these areas to operationalize the principles of e-learning 
2.0, the power and autonomy of the user / learner, openness, collaboration and sharing, 
continuous learning and lifelong learning, the importance and value of informal 
learning, the potential of social software, the network as a space of socialization of 
knowledge and learning. 
We can identify three major reasons for VLEs [ 35]: 
• The need, in terms of lifelong learning, for a system that offers people a 
standard interface with the various systems of e-learning from different 
institutions, allowing to build and maintain a portfolio between 
institutions; 
• A response to pedagogical approaches that postulate  that e-learning 
systems should be under the control of the learners; 
 55 
• Learners needs, who prefer sometimes offline work. From this point of 
view, the PLE would be the e-learning system for an individual user by 
providing access to a wide variety of learning resources, on the one hand, 
and allowing access to learners and teachers who use other VLEs or PLEs 
on the other. 
In terms of desirable features in PLE, some authors refer the following:  
• focus on coordinating connections between users and services offered by 
other organizations and individuals, enabling a wide variety of contexts 
that support the goals of the learner - centered on the skills and 
experience of integrating various fields (education, work, leisure);  
• symmetrical relations - any user should be able to use and post resources 
through a service, users must organize their resources, manage contexts 
and adopt tools that suit your needs;  
• individualized context – it will no longer be possible to provide an 
experience of a homogeneous context outside of closed systems, since 
users can rearrange information in context;  
• good interoperability – from PLE's perspective, the ability to establish 
connections is crucial, so that different standards support is a 
fundamental aspect:  
• a culture of open contents and remixing - unlike VLE, the PLE is oriented 
to  sharing resources in pursuit of a shared construction of knowledge, 
not for their protection or restrictions on their access; the use of creative 
commons licenses will allow editing, modification, and republication of 
resources; 
• Personal and global scope - while the VLE operates in institutional 
framework, the PLE operates at a personal level, to coordinate services 
and information directly related to the user, however, because the PLE 
allows you to connect to social networks, databases, professional 
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contexts and learning contexts, this can also be considered global in 
scope. 
PLEs do exactly what they advertise - they are created by each individual, who 
owns, and uses them for their lifelong learning, being personal to each individual. 
As posted by [36], we need to understand the true nature of the PLE: What 
does it look like? What are its essential components? How does it differ from 
institutionally provided systems? Is there any common ground, and if so, how can this 
be harnessed? All these questions and more are yet to be answered. PLE is wider than 
the web tools students use to create, find, organize and share content. It is also wider 
than the personal learning network (PLN) of people and content that each of us 
generates when we learn informally or in formal contexts. This is represented figure 
2.4. 
Students require assistance when they first initiate into digital learning 
environments. In spite of the Prensky theory1, no-one is a digital native. Institutional 
managed learning evironment, normally is by nature boring, uninspiring and hard to 
navigate through. Web 2.0 tools (cloud learning environment) are more attractive, 
easier to use and free, but are unprotected and vulnerable.  
Figure 2.5 represents the three main functionalities learners' do for their PLEs. 
For [36] these are the most important functions learners need for lifelong learning in 
a digital age.   
Given that the context of the PLE is much wider than the web tools a student 
uses, it is possible to apply creation, organization and sharing of content to a wider 
range of practices including analogue content, such as newspapers and magazines, 
visits, real experiences, encounters, conversations, and other non-digital materials, 
whether these remain analogue, or are in some way captured in digital format remains 
the choice of each individual lifelong learner.  
There are other functionalities of course, but the essence of the physiology of 
most PLEs is represented in figure 2.5 [36]. A fourth component, communication - 
which includes sharing, discussion and dialogue in both synchronous and 
                                                          
1 Prensky’s theories support the notion that video and computer games can help provide a context for 
learning 
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asynchronous modes, can be represented as an overarching circle within the Venn 
diagram. 
Such key functions of the PLE (personal web tools component) can be 
managed through a number of tools, and learners each have their individual 
preferences, all of which ensures that each PLE will be unique to that individual 
learner.  
Current work at CETIS (http://jisc.cetis.ac.uk/) is in part aimed at establishing 
a reference model for PLEs. This reference model will have the following 
components:  
• Use cases – how may be used, and what the infrastructure implications are; 
• Patterns that depict how PLEs may mediate in common use situations, 
including how resources may be used;  
• Services that PLEs may use;  




Figure 2-4: Personal learning environment 
 
Figure 2-5: Adapted from Steven Wheeler [36] 
2.7. E-learning platforms 
In 2007 a study entitled "Study of the E-learning Platforms in Portugal," was held in 
Portugal, by Delta Consultants, Profile - Work and Psychology and the Institute of 
Applied Psychology (ISPA) [37]. This study was conducted with 472 organizations 
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that had e-learning platforms installed. It was clear from the study that the platform 
Moodle is one that has the greatest market share with 57.6% as seen in Figure 2.6. 
 
Figure 2-6: Installed e-learning platforms, 2007 
2.7.1. Blackboard learning management system 
At Minho University, the choice was the Blackboard platform. This is a proprietary 
platform that has a large market share in the United States of America. Some examples 
of implementation and use are documented in [38]. 
Blackboard "is a virtual environment for teaching at a distance, where most of 
the communication tools are asynchronous, where the teacher can display text 
documents, video, audio, etc...”. 
Being a proprietary platform offers advantages in terms of technical assistance 
and all aspects of the necessary related support. Being a platform that requires 
considerable investment is important to ensure that support will be properly 
safeguarded, that is, available when needed. With the investment contracting by the 
scarcity of financial resources,  a high cost is a determining factor in the decision to 
implement platforms of this kind. Besides the licensing costs, limitations imposed in 
changing the structure of the platform is something that weighs negatively. 
The Blackboard environment has, as other platforms, tools for teaching online, 
to creating educational communities, and provides also services that can be integrated 
in systems management and security organizations. 
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So, in summary, there are various resources on the Blackboard platform: 
• Creation of content; 
• Structuring of resources; 
• Notifications for students and teachers; 
• Calendar of events for subjects / courses; 
• Creating groups; 
• Systems of electronic messages; 
• Creation and management of discussion forums; 
• Creating chat sessions; 
• Creating tasks / activities; 
• Shipping and document management for users; 
• Creation of glossaries; 
• Creation of test / evaluation periods; 
• Management of ratings. 
2.7.2. Moodle learning management system 
Alternatively, with investment costs substantially lower than proprietary systems like 
Blackboard, Moodle rises as the most used plataform. It is an excellent example of an 
LMS / CMS that is used comprehensively in the education system in Portugal. Their 
growth is enormous has its use has been encouraged by the official institutions of 
education. 
Clearly a worldwide popular platform, Moodle presents significant figures as 
can be seen by the following information. 
In medium term, in which costs are crucial and imperative, when selecting a 
platform, choosing Moodle will continue to be the probable choice, especially in 
public institutions. 
Moodle (modular object-oriented dynamic learning environment) has a series 
of interactive learning components such as forums, chats, quizzes and tasks. There are 
still logging modules that perform the registration of activities and resources those 
users’ accesses. With these components, administrators and teachers can build reports 
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using appropriate tools to analyze this information. Figure 2.8 highlights a high level 
overview of the modules that constitute the Moodle platform. 
 
Figure 2-7:  Moodle around the world (http://moodle.org/stats/) 
With this modular design it makes easy to add new modules and thereby enrich 
the platform, meeting the specific needs which may arise in different environments of 
several users. 
Evaluation 
Activities are one of the strengths of Moodle as a learning tool. It has a wide 
range of communication and discussion tools (forums, chats, dialogues), as well as 
evaluation and collective construction (tests, papers, workshops, wikis, glossaries), 
not forgetting the direct instruction (lessons, books, SCORM activities) or research 
and opinion (research assessment, choices, questionnaires). 
Evaluation moments are important activities. Evaluation tests are traditionally 
the more usual option to make the assessment of learning. Thus, tests may have 
different response formats (V or F, multiple choice, values, short answer, etc...) It is 
possible, among other things, to randomly choose questions, correct answers 
automatically and export data to excel. The creator has only to build the questions/ 
answers database. It is also possible to import txt files issues following some rules.  
This multiplicity of resources and parameterization brings huge potential and 
versatility to Moodle platform. 
Platform weaknesses 
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In any case an LMS should have some knowledge about students and their 
learning process. This type of knowledge that the system has on students is usually 
termed student module (SM). Without such a module, the LMS behaves in the same 
way for all users. In addition, the student module must be dynamically updated to 
reflect affective states, motivation and other conditions that influence learning. 
 
 
Figure 2-8 : Moodle modules 
 
LMS like Moodle and blackboard platforms are, as already mentioned, widely 
implemented in education but do not yet allow to parameterize aspects such as the 
student module [39]. 
Specifically, Moodle does not implement even the aspects mentioned above 
and the need for a module that responds to these deficiencies, it is crucial to achieve 
successful learning by students. 
It is important to understand that the Moodle is a "collaborative learning 
environment" whose concept evokes the place where learning occurs. Involves a 
broader context than purely the use of technology, which makes it possible to share 
actions in which all act simultaneously as teacher-student [40]. 
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The process of knowledge construction in a collaborative learning environment 
centers its approach in the active role of the participants in a process of action 
reflection, taken interactivity and collaboration among stakeholders in order to 
develop meaningful learning.  
2.8. Conclusions 
Throughout out this chapter, the e-learning concept was introduced, referring the 
principal advantages and disadvantages of using such a solution. E-learning is a 
current trend in practically all organizations nowadays, and there are several good 
reasons to use it. In the past years, some great effort has been made regarding 
standardization, which enables reusing e-learning objects in different platforms, thus 
boosting its usage.  The evolution of e-learning was briefly presented, referring the 
main 3 “eras” and its characteristics. Personal learning environments are introduced 
as the future trend of e-learning platforms, as they provide adaptation to the individual 
learner characteristics. Two e-learning solutions wore very briefly referred, with the 
focus on Moodle because of the wide implementation it has been experiencing. 
Regarding Moodle, some issues were identified, mainly the lack of expressivity and 
the poor knowledge of students motivation, mood to learn and levels of stress, that are 
known to influence learning.  Stress will be precisely the main focus of this work. 
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3. Artificial intelligence and 
education 
Historically, individual tutoring has been considered by educational psychology the 
best method of learning for humans. It is a fact that a personalized learning 
environment with a teacher and a student is much more effective than the traditional 
environment of the classroom, a teacher with several students, mainly due to the ratio 
teacher / student which limits the teacher time available for each of their students. 
Intelligent tutoring systems (ITS) are a potential solution to this problem, although the 
current investigations are still far from achieving this goal and walk towards enriching 
the equation of teaching / learning process with a new member, not to replace the 
teacher / human tutor [41], [42]. 
 ITS where targets where artificial intelligence (AI) researchers applied several 
theories aiming to try them and establish their validity. In the late fifties and early 
sixties, the AI was considered a very promising area, with virtually unlimited 
potential. It was believed that in a few years it will be possible to get computers really 
intelligent, able to think and act like humans. Many argued enthusiastically that to 
overcome this obstacle it was just needed to build faster computers with greater 
capacity. It seemed reasonable to assume that, once constructed these machines with 
reasoning capabilities, these could take on any task associated with human thinking, 
particularly education / instruction. These objectives have not been met, and were 
somewhat redefined. However the application of AI techniques in different types of 
systems gave an interesting development. 
The main objective is to provide the benefits of tutoring one to one, 
automatically reducing the associated costs, in view of the multidisciplinary nature of 
ITS (Fig. 3.1). 
The process of learning is an active process of acquiring knowledge, the 
student creates a personal interpretation of the available information. The assimilation 
of knowledge is accomplished through the integration of new knowledge with existing 
knowledge through new inferences. These inferences allow you to build relationships 
between concepts or develop the knowledge acquired previously [43]. Students do not 
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receive learning passively, they should build it. As "knowledge is the essence of the 
structure", human knowledge can be organized into schemas, and the new knowledge 
is based on the interpretation of these schemes  
 
Figure 3-1: Multidisciplinary nature of intelligent tutoring systems 
 
In contexts where students have a limited knowledge of the domain under 
study, these inferences are not generated automatically. The role of the agent 
responsible for the orientation of teaching (a tutor), is to use teaching methods that 
seems most appropriate, which allow students to build these inferences. These 
methods / tactics can also be organized with the aim of improving the aspects that 
contribute to the effectiveness of instruction, including student motivation, their 
attention and commitment, among others [44]. 
For a human tutor to achieve a good performance it is needed that he has 
expertise both in the field of education, and in areas such as pedagogy and 
communication. Additionally, as mentioned above, the tutoring one to one is a method 
that facilitates the active learning2. Although there are studies that confirm this, it is 
not always the best method compared with the group learning because it depends 
strongly on the experience and capabilities of the tutor. The shortage of human tutors 
that meet all these requirements provides very exciting prospects for the use of school 
computer systems whose performance comes close to those made by human tutors, or 
rather, whose performance approaches the ideal tutor, i.e., one that can transmit the 
                                                          
2 Active learning is a form of instruction that seeks to involve the student in the learning process, is often 
associated with the concept of "learning by doing". Bruner suggests that students who engage actively 
with the work they do are more likely to recall information and apply it later in different contexts. 
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contents studied, the most appropriate way and that soon lead students to acquire the 
skills that are deemed necessary.  [41], [42]. 
In the absence of sufficient human tutors with high experience, the need for 
more and better ITS, performance and efficient in their function, opens great 
perspectives for this research field. 
Tutors require two types of human experience: 
• In the field of education - it should impart knowledge about a particular 
area and should ideally possess a thorough knowledge of the contents to 
be addressed; 
• In the field of mentoring - it should convey that knowledge in the most 
effective possible way. 
• Encompassing three fundamental aspects: 
• Diagnose the problems of the student; 
• Plan the feedback with new knowledge; 
• Communicate with students. 
Which raises some questions: 
• How the human tutor uses mental models of the domain to resolve 
misconceptions and help students build mental models with correct 
scientific basis? 
• What epistemological concepts excel in their educational practices? 
• How to relate epistemological questions about the nature of knowledge 
to teach and how to convey that knowledge? 
The interactive systems like ITS should provide an adaptive learning mode 
according to the prior knowledge, evolution and the ability of each student (learning 
rhythm). Moreover, each student should be able to choose the characteristics of the 
method applied by the tutor according to their preferences from among different 
methods it uses, counselor, or other Socratic. And, if desired, should be able to change 
according to their own requirements, because this way the learning will be seen by the 
student as a process more to their liking, thus with greater chances of success [45]. 
 68 
3.1. Computer assisted instruction 
Early computer systems support teaching centered on education, not taking into 
account the issues related to learning. Systems were called computer assisted 
instruction (CAI) and had intended to present the content to be taught to the student, 
in a predetermined sequence, without taking into account the different types of 
students who use the system, as well as other constraints. 
The CAI emerged in the fifties, consisting of teaching units that presented 
content to the student in the form of windows. These windows contain information in 
the form of texts or questions (answer true / false or multiple choice). The knowledge 
about the domain under study was coded as part of the text, not allowing the system 
to reason about the knowledge domain. Some of the windows contained evaluation 
tests that the system presented to the student to check whether the knowledge had 
been assimilated. The evaluation of student responses allowed the system to select the 
next window display. This review was limited to determining whether the answers 
were correct or wrong and choose the next window according to the answer provided, 
and there is no other criterion to define the next action. The journey of learning that 
students could follow, was determined from the outset, embedded in the system itself. 
By that time, Skinner influenced the programmed instruction 3(PI) based in his 
theory on the idea that the process of teaching / learning is a function of behavior 
change. Changes in behavior are the result of individual reactions (responses) to 
events (stimuli) that occur (particularly in a given environment). A response produces 
an action. When a specific pattern of stimulus - response is checked, the individual is 
conditioned to respond in the same way the next time the same incentive occur [46]. 
This definition is very similar to Pavlov's classical definition of behaviorism. The 
contribution of Skinner's theory is based on the idea that an individual can send a reply 
without an external stimulus. The PI was the pioneering method that conditioned the 
emergence of CAI. Its architecture based on windows conditioned the first attempts 
to provide some kind of adaptability in instruction. Despite having been used in 
                                                          
3 Programmed Instruction - presenting new concepts in a gradual and controlled sequence of steps to 
the student, who works for themselves, at their own pace and after each step test their comprehension 
by answering questions. the correct answer is provided to you as well as additional information. 
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various fields with some success, particularly in situations of training, their low 
capacity to adapt, still limited by the ramifications of the various windows contributed 
to the emergence of some difficulties, widely identified in the literature [47]. 
• A communication and imperative monodireccional style computer - 
student, where the student assumes a passive and submissive role; 
• A fixed linear path and then, regardless of the actions of the students; 
• The total non-compliance with any social aspects, not considering 
differences among students as people. 
The first CAI systems (fifties) were as linear programs, characterized precisely 
by providing knowledge in a linear or sequential. The order in which the contents 
were displayed was never changed, should all users (students) follow the same route 
within the course, i.e., two users, providing the same answers perform exactly the 
same way, regardless of how they interact with the system, its degree of domain 
knowledge in the study, their individual beliefs. 
These linear systems they adopted the theory of behaviorist 4BF Skinner, as 
already mentioned. The teacher is the central figure in the teaching-learning process 
and the student is a passive figure, which must understand the content transmitted by 
the teacher for a second time answering questions related to the content covered. In 
this theory the main objective was to obtain desired behaviors from stimuli. These 
stimuli or reinforcements could be positive or negative, in order to enhance or avoid 
certain behavior. The CAI systems adopted only positive stimuli, as when a student 
makes mistakes it should not be increased the action that led to the error via a negative 
reinforcement [46]. 
They were designed to provide the student with a problem, receive and store 
his answer, and "sort" the student's overall performance in achieving the task. Not 
concerned with how students learned, assuming that the system make available certain 
                                                          
4 Behaviorism - Pavlov, Russian doctor when feeding their lab dogs introduced the sound of a bell. By 
measurements proved that the sound of the bell caused salivation in dogs, even if the sound does not 
come with food. After years of evaluating the experimental results, these give rise to the theory known 
as classical conditioning of Pavlov, who would later be the basis of behaviorism, psychological school 
that aims to explain and predict behavior, which brings some light on many of the learning even in 
humans . 
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information, the student would absorb properly, allowing the latter to integrate their 
knowledge. 
A major limitation of these systems is due, firstly, to the fact that it did not 
carried out a detailed analysis of student answers. In other words, it was not possible 
to reason about the student's answers. There was also reason about the form of 
pedagogical knowledge, limiting the forms of teaching to a default choice [47]. 
Since the text was encoded in their own windows, it was not possible to have 
multiple ways to express the same concept without creating new windows for each set 
of choices. The curriculum was represented implicitly, i.e., materials and organization 
were defined at the outset. It is not therefore an open curriculum, capable of allowing 
a student-oriented teaching, mainly constituting a single organization or sequence of 
windows to present in a certain order, conditioned by student responses. 
The software based on this behaviorist model have some weaknesses: 
• The student is controlled by software, not an active figure in the teaching 
- learning process; 
• The student is directed to take action against stimuli; 
• There is a concern with the reasoning process and student learning; 
• Devices are used as reinforcement and praise notes. 
The CAI present only the contents, did not motivate the student nor foster their 
learning. In this context the student is the one who needs to adapt to the system and 
not the system the student and their way of learning. 
From the sixties, importance to students' responses is given importance in order 
to provide a more appropriate feedback. These CAI programs that used student 
responses to control the study material were called branching programs. Systems have 
been developed that altered the presentation of new content, based on the responses 
obtained previously. The one who designed the system had yet to anticipate all 
possible answers. Programmers had to know in advance what types of responses were 
possible and decide what information the system should provide, thus providing all 
the possible ramifications, hence the designation of branching programs. 
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These systems were the first to "shape" the student, to a limited extent, since 
only modeled their behavior and not even tried to model the different states of 
knowledge, through which the student develops. 
These programs (as well as linear programs) had a fixed number of threads, 
only distinguished by the ability to take certain decision depending on the response to 
a given exercise. 
This type of system has evolved through the use of pattern recognition 
techniques to analyze student responses and, later, to the so-called adaptive systems 
(generators) capable of generating teaching materials, particularly for arithmetic 
problems and vocabulary. 
In the seventies then came CAI adaptive systems. Systems were primary in the 
adaptation aspect, having no relation with the methods and adaptation techniques 
known today. Problems were presented to the student with a degree of difficulty 
appropriate to the specific needs of each student, trying to facilitate their learning 
process. In these systems, the student model was based on parameters representing 
the behavior detected, instead of using an explicit representation of their knowledge. 
This development, however, is a step in the direction of individualized instruction, but 
still inadequate, since the techniques used had several important problems, such as: 
• Difficulty in analyzing and understanding the intentions and the 
difficulties of the students (being difficult to retrieve information about 
the student through their interactions); 
• Inability to reason about the domain of education, which was still a very 
restricted area; 
• The pedagogical knowledge - what to teach and in what situation - is not 
represented in a way that allows reasoning about it; 
• The domain knowledge is combined with pedagogical knowledge, 
making it difficult to maintain both. 
Whatever type of CAI, they all suffered from the same problems, such as the 
mix between the topic under study and its manner of display. That is, the sequence of 
the curriculum and the pedagogical techniques were embedded in the activities / 
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teaching methods adopted, which dificults adaptability and the changing of teaching 
techniques to use for the same content. 
During the sixties and seventies the AI developed rapidly through trust in the 
advances made in computer capacity. Around the same time, cognitive psychology 
began to be influenced by new theories of learning. The behaviorism begins to give 
way increasingly to Piaget's constructivism that instead of adopting scheduled 
reinforcements, allowed that knowledge was constructed by the learner through free 
discovery [48]. 
We can therefore fit the CAI type in three situations: 
• Software and practical exercise, the student acquires expertise and 
allows a study relatively adapted to their own pace; 
• Software tutorials, which provide alternative pathways, have levels of 
complexity, develop memorization and are useful in the review of a 
topic; 
• Software-based simulation, which offer greater interactivity, help the 
teacher and students in a way closer to the construction of knowledge 
itself. 
These three situations are summarized in table 3-1. 
3.2. Intelligent computer assisted 
instruction 
In AI research focus was on getting the best forms of knowledge representation. 
Systems called intelligent computer assisted instruction (ICAI) emerged, that had a 
structure made up of different components to work with educational domains, using 
AI techniques that seemed to best suit the teaching-learning process. 
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1950 1960 1967 
Merely present 
content in a 
sequential and 
predetermined way 
Predict branches, the 
program follows a 
direction depending on 
the student's answer, 
however these paths must 
be designed and built at 
the time of development 
Already use some 
kind of adaptation 
(very elementary) 
 
 In 1970, Carbonell defined a new type of CAI, called named in anglo saxon 
literature by intelligent computer aided instruction. The objective of this new type of 
system was to provide a more effective and customized instruction than what was 
achieved with the traditional CAI systems through the use of AI techniques [49]. 
Carbonell, with his Schollar project, a geometry tutor that uses AI techniques, 
tried to incorporate mean full program dialogues in CAI. In 1973, Sleeman, introduces 
the basic conception of what would be called the intelligent tutoring system - ITS, in 
which the main objective of this system is to communicate knowledge effectively and 
efficiently. In 1974, Self assumed a tripartite architecture for an ITS - 'what' (domain 
knowledge), "who" - (the student model) and the "how" - (the strategy of teaching / 
tutoring). The basic structure of an ITS was therefore already established for thirty 
years [50], [51]. 
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By this time the notion of Information Processing 5(IP) was introduced, which 
combined perfectly with the interest of the AI community in natural language 
processing and linguistics. IP has emerged as a dominant paradigm during the 70s and 
early 80s. This paradigm conceived human knowledge as a set of processes of "black 
boxes" instead of just a set of responses to external stimuli. The accuracy of the 
models of IP, provided the promise of them being implemented by computer 
programs. 
In ICAI systems, now called ITS, intelligence is the capacity that these systems 
have to perform actions that were not explicitly predicted by the programmer. These 
actions represent the ability of ITS to approach the concept of knowing what to teach, 
when to teach and how to teach. These systems should have a representation of 
vocational education (domain knowledge), the person is taught (the student model) 
and how education should conduct (teaching strategies) [51]. 
In 1982, Brown & Sleedman wrote about a historical review of CAI systems 
and coined the term "ITS - intelligent tutoring systems" for naming the ICAI and 
differentiates them from traditional CAI systems. The central idea of the first ITS was 
that each student should learn by doing, and representation of knowledge obtained by 
the student would be of vital importance to the emerging notion of student model, 
which is one of interdependent modules that separate the different features of an ITS. 
They classified the existing ITS as "computer-based problem solving, monitors, 
coaches, instructors and consultants laboratory" [52]. In this article, the first use of the 
term "student model” appears to describe an abstract representation of the student in 
the system. Sleedman  & Brown classified the student models as: 
• Overlay - a model of the student's knowledge as a subset of the 
knowledge of an expert; 
• Differential - same as above, but focusing on the differences between the 
student's knowledge and expert; 
• Disturbance - representing the student's misconceptions as variants of 
proper procedural structure of the expert, often called "mal-rules" wrong 
                                                          
5 Information Processing - cognitive psychology is an approach to realize the goal of human thought. 
Sees cognition as being essentially computational, with the mind being the software and the brain the 
hardware. 
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rules that describe the student's errors in relation to the knowledge of the 
expert. 
The first attempts to model the student's knowledge were based on a "Buggy" 
model, initially proposed by Brown and Burton. In this model, "bugs" are errors in 
student's discrete tasks, such as an incorrect subtraction in the operation of subtraction 
[53]. In his system “Debuggy”, Burton identified 130 common errors in subtraction.  
The challenge was now on the analysis of the problem space represented by 
student responses and determine the error or set of errors that would better fit in this 
space [54]. 
Since the underlying aspects of the limitations of traditional CAI systems are 
similar to aspects that motivated the development of other types of knowledge-based 
systems, the advantages coming from the use of AI techniques, in order to simplify 
and make more efficient the development of instructional programs, become evident. 
The first efforts to apply AI techniques in ITS focused on the representation of 
the subject matter of education, which was implicitly encoded in the first CAI systems. 
Various techniques have been applied to knowledge representation, such as semantic 
networks, production rules, scripts (scripts), among others. However, the most 
important progress made was the separate and explicit representation of the 
knowledge base of the domain. This development has facilitated the modification of 
the knowledge base without having to redesign the entire system. 
From the mid-seventies, research in the area of ITS began efforts to analyze 
the state of student learning. Generally, a good knowledge about the field of education 
is not enough to ensure a good education. Without the knowledge of what the student 
knows and does not know, their motivations, the school system cannot provide an 
adaptive instruction. Thus, the AI techniques began to be used to assess the state of 
knowledge of the student [55], [56]. 
This knowledge about the student may be used by a module tutor to try to 
decide on the next teaching strategy to use. Finally, the AI techniques can be used to 
represent pedagogical knowledge. In CAI systems traditional teaching strategies are 
embedded in the program code. The procedures that implement teaching strategies are 
organized through branching structures, the next branch or procedure to use depends 
on the student's response. If the system needs to contain all possible answers of the 
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student, their development will become too complex or even impossible. Moreover, 
the maintenance task becomes difficult because the knowledge of the expert is 
included in the program code in the implementation phase. 
In Sleedman and Brown, some teaching subjects related to development 
problems are the focus of ITS. They recognize that much communication by human 
tutors is implied and express the hope that ITS will provide a space for educational 
theorists to develop "theories of teaching / learning even more precise." This precision 
is possible and necessary for the implementation of these theories through software. 
They also discuss the need to create environments that encourage cooperative 
learning, recognizing however that researchers (at the time) knew very little about 
how this cooperation takes place in natural environments for learning [57]. 
During the eighties, AI researchers have continued to focus their research on 
the problems of natural language, student models and deduction. However, this area 
also attracted researchers who did not belong to the area of computer science, most 
notably John Anderson. Anderson dedicated his research to cognitive science, 
developing the ACT * - adaptive control of thought, a theory of cognition, which 
would greatly influence the development of ITS [58], [59]. 
Although Anderson and fellow researchers have created the ACT * as a 
cognitive theory, thy believed that it was accurate enough so that its principles could 
be tested through software. Two of the best known examples are the Geometry Tutor 
[60] and LISPITS - LISP Intelligent Tutoring System [61]. LISPITS tries to model 
the steps necessary to write a program in LISP. It compares the current steps of the 
student with its own model. Corbett and Anderson call to monitoring and remediation 
process “knowledge tracing". Its aim is a "master" model where each student 
dominates 95% of the rules for a given set of exercises before moving on to the next 
level. These researchers found that students who used LISPITS completed the 
exercises in the "master" model in a considerably faster way than the students who 
worked alone, but not as fast as the students who worked with human tutors. 
Anderson's name has become closely associated with the work of ITS and 
some researchers refer the  term "Anderson - tutors style," perhaps because their 
systems were the few that were used in classroom situations and not just as research 
project . 
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By the eighties, much of the enthusiasm of AI computers to create "thinking" 
vanished with the maturation of this area of research. Researchers now directed their 
efforts to more mundane tasks such as building expert systems that worked well in 
areas such as problem diagnosis and resolution. At the same time, ITS started coming 
out of the AI labs for classrooms and other instructional purposes, and began to attract 
critical reactions. Some of the weaknesses of ITS began to show up, so the researchers 
realized that the problems associated with their development were much more difficult 
than originally anticipated. Several architectures have been proposed for ITS. Before 
analyzing what are the modules that make up an ITS, its definition should be clear: 
According to Gamboa, "intelligent tutoring systems are software programs that 
support learning activities." This definition, although recent and exposing the ultimate 
goal of an ITS, does not correctly emphasizes the difference between the traditional 
CAI systems and ITS. An ITS does not only provide support to learning, but also uses  
techniques which give a greater or lesser degree of intelligence to the system, which 
does not happen with CAI [62]. 
In Villareal, the "intelligent tutoring system simulates a tutor that has an 
authoritarian teaching strategy of domain concepts like one to one. It is an expert in a 
particular field of knowledge and acts as a guide, tutor or coach. The tutor must be 
able to adapt to the needs that arise along the interaction in a tutoring session with a 
student " [63]. 
The definition of Wenger discusses another aspect, "intelligent tutoring 
systems are computer-based instructional systems with models of instructional 
content that specify 'what' to teach, and teaching strategies that specify 'how to' teach 
'. Begins to be clear here the use of separate modules containing a domain model to 
be studied and an instructional model for teaching. [64] 
In [65], an "intelligent tutor system is a system of computer-assisted teaching 
that uses artificial intelligence techniques, primarily to represent the knowledge and 
define a teaching strategy, is able to behave as an expert in both domain knowledge 
that teaches (showing the student how to apply that knowledge), as in the pedagogical 
domain, where it is able to diagnose the situation where the student is and according 
to this, act on offer a solution that allows him to progress in learning". 
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However, a more detailed definition, which includes a link to the AI area, is 
given by Fowler [66]: 
"The intelligent tutoring systems are computer programs for educational 
purposes that incorporate artificial intelligence techniques. They offer advantages 
over CAI systems, they can simulate the human thought process to assist in solving 
problems or making decisions." 
Reva Freeman generalizes the concept to define an ITS as "any computer 
program that contains some intelligence and that can be used in learning" [67]. 
We therefore consider an ITS as a program endowed with intelligence, using 
AI techniques, which can initiate / develop / assess and intervene in teaching-learning 
process, defining "what to teach", “when to teach “and "how to teach". 
The evolution of ITS is the product of research that spans the border territory 
between the education field and the artificial intelligence and its progress marks the 
relation between the educational research and the research on educational 
technologies. In the development of ITS the didactic knowledge is a core issue. Thus, 
to introduce ITS it is necessary to analyze the interaction between education and 
technologies.  
3.3. Artificial intelligence in learning 
The fifties started with Skinner and his design of the teaching machine. By that time 
the first experimentations began in which prevailed a behaviorism approach. Sixties 
made the behaviorist approach evolving towards the cognitive approach. The 
hypothesis that the human brain and the computer had a common functional 
description began to be subject of research. A strong synergy between cognitivist in 
education and technological research arised. The cognitivist model facilitated the 
engineering process. Such a factor has surely fostered the permanence of the 
cognitivist models in the sector of the technological research, producing a division 
between most studied trajectories in the international technological research compared 
with the ones that addressed wide sectors of the education field from the middle of 
Eighties. 
In different sectors of the educational field, in fact, that decades marks a strong 
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interest for the situated approach [68] [69] and the constructivist approach [70]. It is 
worth noting that two authors that at the end of the eighties had worked in the sector 
of AI became afterwards the paladins of a new learning model: Wenger [71] and 
Brown who has coined the word ITS [72]. But this shows also the importance of the 
experimentation in the sector of the engineering of the education for the 
comprehension of didactic models and strategies. 
The firm contrast between cognitivists and constructivists in the sector of 
technologies continues, a contrast that characterized the educational field in the 
Nineties. Also in relation to ITS the goals of the technologies in the constructivist 
educational action were different from the ones with which the cognitivist and the 
most of technologists worked. In the cognitivist approach the ITS is valuable because 
it allows a tailored education (fostered by the direct interaction between the student 
and the computer typical of CAI). 
Many papers underline how the use of ITS provides better results and that 
improvement depends on the individualization [73] [74]. From a constructivist 
perspective knowledge is a social process and the interest for technologies is primarily 
based on the chance to offer an environment in which the student can act [70] and to 
foster the typical classroom (and thus the group class who learn) and the social 
construction of knowledge. Cognitivists believe that the domain ontology and the 
meta-cognition models let the teacher foresee and guide the educational process and 
the structure of the ITS direct towards the solution expected by the teacher. 
Constructivists see the technological environment as a space-time concept in 
which actors, supported by communication and the research potentialities provided by 
technologies, produce knowledge finding unexpected solutions to problematic open-
ended situations. 
From the beginning of the millennium the atmosphere changes. This situation 
is not much due to the possibility to find common elements in the diversity landscape 
but is due to a paradigmatic leap. 
Both approaches highlight some limitations that come from an exaggerated 
focus on psychology of education and on learning. From 2000 the interest moves 
towards the interaction of the teaching-learning processes. 
Constructivism is criticized for the necessity to take back the disciplinary 
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knowledge (not everything can be built) and for the impossibility to avoid unwanted 
results in knowledge construction [75], [76]. 
Already in the eighties Shulman [77] had highlighted the importance of the 
teacher’s thinking. From the beginning of the new millennium the attention has moved 
to the teacher’s practices and on the non-deterministic connection between teaching 
and learning. 
Moreover, thanks to the contribution of the neurosciences and specifically the 
mirror neurons discovery, the enactivist approach gains strength [76]. Such an 
approach inverts the Cartesian approach that showed a division between res cogitans 
and res extensa to gain a complex vision that is based on the continuity mind-body-
artefact-world and reappraises the role of technologies in the didactics. At the same 
time such approach discusses the paradigm by Simon, that is the linear process that 
from the information passes to an elaboration that bring to decision and, finally, to 
action. A new emerging vision was born in which decision and knowledge are two 
recursive processes interacting in the action [78]. The overcoming of a computational 
vision requires a new thinking of ITS themselves because artificial intelligence is not 
seen as a model of the human intelligence.Conati synthesizes in this way the new 
perspectives recently opened in the sector of ITS: 
Other new forms of intelligent computer-based tutoring that have been actively 
investigated include, among others: support for collaborative learning [79]; 
emotionally intelligent tutors that take into account both student learning and affect 
when deciding how to act [80]; teachable agents that can help students learn by acting 
as peers that students can tutor [81]; intelligent support for learning from educational 
games [82]; and intelligent tutoring for ill-defined domains [83]”. 
Topics commonly addressed by cognitivists and constructivists are examined 
such as the collaborative learning, games, interaction and aspects covered by 
enactivism such as the role of feelings in the decision process and the educational 
games. Finally, the interest for the ill-defined problems arises and moves the attention 
firmly to new horizons. 
Having substantially overcome the old schematic, the new paradigm opens 
research territories whose researchers within the two areas, educational and 
technological, can create interaction spaces and possible synergies, and open a 
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dialogue that, hopefully, can bring to solutions mostly co-disciplinary. 
Learning theories are already an old implementation and its application must 
always be carefully adapted to different times and existing technologies. 
Currently, we live in a time of great development in technologically advanced 
devices that arise almost daily, and as such the learning should have the appropriate 
tools to support this technology. Using a linear transformation of a certain theory is 
not enough, it has to be used in a judicious way and supported by existing tools for 
the learning to arise successfully. 
We engage towards what is called e-learning 3.0, in which the role of artificial 
intelligence is a fundamental basis for the e-learning tools (whether a platform or any 
other tool), to be successful. 
 For some time, intelligent environments focused on issues such of 
infrastructure, including hardware and network systems, but this has been gradually 
changing as the need to provide intelligence systems is all too evident. Systems need 
to be useful and must be endowed with some intelligence. This is especially true in e-
learning platforms. 
Artificial intelligence is then identified as the area that provides "intelligence" 
intelligent systems. 
There are different ways to succeed in providing intelligence systems to enable 
them to support users. Machine learning (ML) is something that is already established 
in hundreds of studies and publications [84], [85], however their relationship with the 
intelligent environments [86]; [87] is an area with growing publications.  
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3.4. Intelligent tutoring systems –
historical overview and examples 
Artefacts in the field of ITS and ITS authoring tools dates back to the early 1970s.   
The key word “architecture” can be identified to introduce ITS and its development 
along the decades from the Seventies to nowadays covering three major steps (1970-
1990; 1990-2008; 2008-today) [96] that can be associated with a different perspective 
on the components of the ITS architecture and, thus, generating each its own 
philosophy or paradigm. 
SCHOLAR can be considered the first attempt to create an ITS, a pioneering 
project by Carbonnel with a representation of what Self had addressed as “what is 
being taught, who is being taught and how to teach him/her”. 
This takes to the three-model architecture consisting in the expert knowledge 
module, the student model module, the tutoring module. 
From the three-model architecture ITS passes to the four architectures based 
on different paradigms such as the learning perspective by Self [97] which implies a 
revised three-model architecture (situation, interaction and affordance). 
The traditional architecture presents three main components: student, tutor and 
domain [98]. The four-model consists in the addition of the “user interface” as a fourth 
component [99] and represents the standard for ITS construction also in authoring 
tools which have been produced to help instructional designers and teachers with no 
programming skills to develop ITS in the educational field. 
It is necessary to underline that a great number of researches has high-lighted 
as the use of ITS can improve the results of learning.  Many projects wore developed 
and stand as marks: ANDES (Physics),Cognitive tutor (Algebra),Wayang 
(Mathematics),Project Listen (Reading), ASSISTments (Mathematics), Crystal Island 
(Microbiology), BILAT, Interview, A Military Simulation, Helicopter PilotUS Army 
and ARI, StottlerHenke, Tactical Action Officer, Blitz Game Studio’s Triage Trainer 
[100],[101],[102],[103], [152]. 
Next table summarizes some important work in the area of ITS. 
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Overlay Training Slater, 1985 
MENO Programing Rules Disturbing Guidance Soloway, 1983 
3.5. ITS characteristics 
As can be seen in the above definitions, the main feature of an ITS is undoubtedly the 
intelligence built into the system itself. Such intelligence is present in the form of:  
• Learning strategies (teaching model), which determine how to transmit 
the knowledge to the student;  
• Information about the level / state of knowledge of the student (student 
model) that makes possible to customize instruction;  
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• Expert Knowledge of subject matter (domain model), which determines 
the scope of what should be transmitted to the student;  
ITS should have the capability of learning, a necessary feature to be able to 
considered intelligent. According to Jonassen, one ITS needs to meet three tests to be 
considered intelligent [104], [105]:  
• The course content or domain knowledge must be encoded so that the 
system can access information, make inferences and solve problems;  
• The system must be able to assess whether the student has acquired the 
desired knowledge;  
• Teaching strategies (learning objects), tutoring strategies must be 
designed to reduce the distance between the expert's knowledge and the 
knowledge of the student.  
• ITS should also comply with a set of characteristics [106]:  
• They must be "intelligent" compared to traditional systems of computer 
instruction (CAI), the most valuable methods of AI that should embody;  
• Must have the ability both to solve the proposed problem to a student, as 
well as the ability to explain how you solved;  
• In respect of traditional CAI, allow for greater individualization of 
instruction, reaching further by understanding the goals and "beliefs" of 
the student;  
• They use AI techniques for planning, optimization and research, allowing 
the system to decide the order of presentation of the contents to the 
student;  
• The interaction can be varied in a ITS: from passive systems (they expect 
the student to perform an action), to systems that constantly present new 
information (tutor opportunistic), with intermediate cases through which 
conveys a concept at a given time and possibly only when the student 
requests it;  
• Do not just indicate an error to the student, the system should put 
assumptions based on historical student errors and detect the source of 
such problems.  
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Another recent feature is the use of more sophisticated interfaces, making use 
of technologies such as multimedia and Web, allowing cater to a larger audience due 
to the high degree of availability and access, and ease of use built into the interface 
itself.  
But now, an ITS is actually considered intelligent if it is able to identify the 
needs, motivations, desires and characteristics of the user, in order to carry out a 
process of teaching - learning personalized and effective. 
3.6. ITS typical structure 
In CAI systems all components necessary to the instruction process were combined 
into a single structure, which caused problems when it was necessary to change the 
system at different levels. It became necessary to separate the system into components 
that represent different ways of tutor and student acting together in a teaching 
situation:  
• The knowledge to be taught;  
• The module of instruction;  
• A mechanism to model the student;  
• The method of communication.  
Clancey and Soloway suggest the following model for an architecture of an 
ITS [107]:  
• An explicit model of the domain and a program capable of solving 
problems of the field; 
• A model that characterizes the student with an appropriate level of detail, 
what the student knows;  
• A teaching model able to provide instruction to remedy errors and / or 
introduce new teaching material.  
The process of teaching - learning requires an interaction between the different 
actors involved: the tutor, the student, the expert domain and the learning environment 
or interface. Several authors such as Sleeman and Brown and Burns and Capps argue 
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that an ITS must contain four interconnected modules, as shown in figure 3.2 [108], 
[109]. 
This architecture is called classical and functional tripartite also known as ITS 
or traditional architecture. The term refers to the tripartite functions associated with 
the module tutor, student and domain. This proposal has brought great advances to the 
modeling of educational environments because of its domain separated form of 
manipulation (in order of use). Allowing them to teaching strategies were associated 
on the basis of information derived from modeling the student. In other words, the 
proposed architecture has initiated a new way of modeling the STI, where the domain 
is studied separately strategies, allowing the exchange of the same according to 
cognitive theory prevalent in ITS, or more advanced systems as cognitive theory more 
adapted to the student. 
3.7. Framework for ITS development 
The development of intelligent tutoring systems (ITS) is a complex task, because their 
objective is to participate in the teaching process, which involves having many 
different students to attend to. Their individual needs differ, and often the students do 
not even realize they need help. Consequently, such a system must be able to adapt 
dynamically and monitor each student. The mere presentation of information cannot 
be qualified as instruction or teaching. The development of education systems 
involves several disciplines such as psychology, technology of man-machine 
interface, knowledge representation, data bases, analysis and development of 
systems,[154], [156]. 
It is expected that an effective ITS efficiently perform the following tasks: 
• Provide a set of skills or content to be learned in a way that suits students 
personal/psychological characteristics and learning styles,  providing the 
most appropriate content, the more correct way, at the appropriate time; 
• Advise the student in order to acquire the desired skills and help him in 
preparing a proper study plan; 
• Cooperate with the student in monitoring the study plan; 
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• Monitor the curricula of different students integrated into collaborative 
learning processes, primarily because students must be aware of other 
activities and collaboration with other members (students, monitors) that 
should be regulated; 
• Analyze what students are doing, providing diagnosis and real-time help; 
• Make a plan for intelligent content, advising students on how to improve 
their learning. 
 
Figure 3-2: Typical structure of an ITS 
The need to include pedagogical aspects in the development of ITS is focused 
mainly on the need to acquire knowledge of multiple teaching strategies, separately 
from the acquisition of experience in the field. A modern ITS should incorporate 
various teaching strategies. Each strategy has its advantages / disadvantages relative 
to other strategies, being desirable to use the strategy that is deemed most favorable 
and strengthens the process of teaching and learning for a given student. The selected 
strategy considered the most appropriate depends on several factors: the knowledge 
of the present state of knowledge of the student, the domain under study, student 
motivation and affective characteristics. 
Several issues in ITS development have been identified, namely: high 
development costs, lack of interoperability, very restrictive platform requirements, 
difficulty to share materials among different systems, high development costs. 
In order to mitigate such problems, the author proposed a framework for 
Intelligent Tutoring Systems Development (ITS-DF) that transmits his vision on the 
development of ITS (Figure 3.3). 
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The ITS -DF aims to answer some questions that are relevant problems in the 
development of ITS: 
P1- ITS development is a complex task; 
P2- ITS development involves various fields and disciplines; 
P3-Typically, each application is developed independently from scratch; 
P4-"Tutor Expertise” is embedded in the code of the system; 
P5-Little involvement of education sciences and psychology; 
P6 Few components reuse such as the tutor module and the interface module; 
P7-Lack of standard language for knowledge representation;  
P8-Difficulties of communication between components; 
P9-Lack of modular architectures; 
P10-High development costs;  
P11-Development time; 
P12-Lack of interoperability; 
P13- Platforms requirements quite restrictive; 
P14-Difficulties in sharing materials / contents; 
P15-High maintenance costs; 
P16-Difficulties in adapting to different students.  
As a contribution to the possible resolution of these issues, the presented ITS -
DF aims to propose techniques that are deemed important for the development of ITS, 
contributing with some improvements. Table 3-4 illustrates the Matrix problems / 
contributions, which seeks to synthesize and cite the importance of each of the 
techniques and methodologies, as well as their contributions to an attempt to  
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Figure 3-3: Framework for ITS development 
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Case Based reasoning X X X X     X X   X  X 
 
3.8. Conclusions 
In this chapter, an historical review of the usage of computer science in education, in 
order to improve and agilize learning was made. Artificial intelligence and all its 
advantages and disadvantages when used in the context of learning were also 
mentioned. Special attention was given to intelligent tutoring systems as a way to 
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improve learning. An historical overview of ITS evolution was made, and the 
desirable characteristics and typical structure were presented. Finally, the chapter ends 
with the proposal of a framework for ITS development that tries to mitigate some of 
the identified problems. 
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4. Ambient intelligence 
Several different terms have been used in reference to environments that intelligently 
support people in their day-to-day living. Numerous authors have used this terms 
without considering some subtle details that make a significant difference. 
Disappearing computer, the term introduced by Weiser [110], was the first 
notion to refer the possibility of embedding devices into the environment, with 
sensing and computing capabilities. 
Ubiquitous computing is directly linked to the notion of disappearing computer 
[111], or pervasive computing [112] as IBM later called it. These two terms mainly 
refer to environments where technology, i.e., embedded computers, is widely spread 
throughout the environment. However, Ubiquitous6/Pervasive7 systems emphasize the 
physical presence and availability of resources, but they miss an important key 
element: the explicit requirement of intelligence [113]. 
Intelligence is needed to achieve a real environment that sensibly supports 
people in their daily lives. New terms that aim to extend the idea of ubiquitous 
computing one step further have been suggested.   In that sense,  ambient intelligence  
(AmI) is one of the most recognized  terms to suggest a multidisciplinary approach 
that covers many areas of research in order to achieve the so called intelligent 
environments [114],[115]. Ambient intelligence is mostly a term used in Europe; in 
the U.S.A and Canada are used the terms Smart Environments or Intelligent 
Environments. 
Potentially any environment can be enriched with intelligent environments 
systems. Sometimes, descriptions of these enriched environments are confused with 
terms like intelligent environments or ambient intelligence, but they should properly 
be described as some possible implementations. The most extensively explored class 
of examples of this type of environments is the smart homes [116],[88]. Other 
environments that could be enriched by intelligent environments systems include 
smart cars and smart classrooms, the latter being of special interest in the scope of 
                                                          
6Ubiquitous:  adj.  present, appearing, or found everywhere (The Oxford Pocket Dictionary of Current English;2006) 
7 Pervasive:  adj.   (esp.   of an unwelcome influence or physical effect) spreading widely throughout anarea or a group of people 
(The Oxford Pocket Dictionary of Current English; 2006) 
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this work. 
4.1. What is ambient intelligence? 
Ambient intelligence [117], as defined by the IST Advisory Group (ISTAG) is a 
relatively new paradigm, born thanks to three new key technologies:  
• Ubiquitous computing [111]; 
• Ubiquitous communication [118]; 
• Intelligent user interfaces [119]. 
Ambient intelligence is starting to change the way computers are seen, (figure 
4.1). In fact, it may be the first time computers will start to actually work for users, 
instead of users working with them. Computers, in intelligent environments, are no 
longer mere tools but are learning what users like, what they do, their habits and their 
preferences in order to simplify their day-to-day living. They are shrinking and hiding 
in common devices so that they do not be noticed. 
 
Figure 4-1: The three main layers of ambient intelligence 
Physically, an intelligent environment is composed by the ambient itself (a 
house, a car, a school for instance…), the devices on it and some way of 
communication between them. These devices are common devices like mobile 
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phones, air conditioning systems, a laptop or desktop, media servers, micro-waves or 
PDA’s, all of them pretty common nowadays. New is that they are connected through 
a control network so that they can be monitored or monitor, or be controlled or control 
other devices from any point of that network. By itself, this would only be what is 
called domotics8. In domotics, devices are connected so that they can be controlled 
from distance but that isn’t actually AmI.  AmI goes a lot further. AmI is more than 
just a group of components connected together. First of all, the components are as 
hidden as possible. The idyllic intelligent environment should appear a perfectly 
normal environment, embedding its components in common devices, and it will be 
perceptible only by its actions.  
  AmI depends on UbiComp that tries to integrate computational power into 
small devices, in order to pass unnoticed but, nevertheless, do the job. Agent 
technology becomes the ideal way to implement intelligent environments due to its 
distributed architecture. Their job is to ensure people’s well-being and safety. In order 
to do that, needs and preferences of users must be known. Preferences and needs can 
be set manually, when configuring the system. Moreover, the routine and the 
preferences can be learned as the user does its day-to-day living. [89],[120]. It is a 
characteristic of AmI, learning just by interacting with the user, without being noticed. 
The system studies users’ behavior, learning what he does and when he uses to do it. 
If the system acquires the habits of the user it interacts with, it means that every 
environment will be unique, as two different users will have two different 
environments. So, another important characteristic of AmI is that it is personalized 
[130]. Moreover, it is adaptive since, even after learning the users’ habits, if they 
change, the system will adapt and learn the new habits, it will adapt to the new 
lifestyle. 
It is of no use knowing users habits if advantage cannot be taken out of it. The 
best way of using such information about user habits or routines is,  after learning how 
the user behaves, predict what the user will do and take actions that assist the user in 
that action. 
If every day the user makes a toast when he wakes up, the system learns and 
                                                          
8Domotics or Home Automation is the automation of private homes with the objective of providing security and comfort to its 
inhabitants. 
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turns on the toaster when the alarm clock sounds. So, Ambient Intelligence can also 
be described as proactive. 
In order to correctly choose how and when to provide some service, the system 
must be aware of the context of the user. The context, in AmI, is described by the 
action some user is performing and where it is being performed, what is the state of 
the environment at that time, what is  the  emotional  and physical  state  of  the  user 
and eventually other  factors  like  the weather or the traffic depending on his location.  
AmI must have methods for describing the current situation of the user and the 
surrounding environment. Therefore, AmI is also described as context-aware [131]. 
In a few words, AmI can be defined as “A digital environment that proactively, but 
sensibly, supports people in their daily lives“[90], [132]. Sensibility comes from the 
intelligence, much like in real life: a trained nurse that can identify symptoms can 
proactively provide better care. If the nurse knows the user and its preferences or 
needs, she can be sensible towards the user. In order for AmI to show  
these characteristics, it makes use of several fields in computer science, being the most 
notorious: artificial intelligence, human computer interaction, sensors, networks and 
Figure 4-2: The main areas of computer Scienc behind AmI 
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ubiquitous computing (Figure 4.2). 
4.2. Ubiquitous computing 
Intelligent environments also tend to be ever more pervasive, which is possible since 
computational power and communication technologies are present in almost every 
device used today. The trend is therefore to have more powerful and smaller devices. 
The ultimate goal of intelligent environments is to achieve more safety, comfort and 
well-being in our day-to-day living. 
The concept of ubiquitous computing (UbiComp) is highly related to AmI as 
previously referred. In fact, UbiComp is a key element to AmI, the term being first 
used by Mark Weiser in 1998 [111]. 
  UbiComp is defined as “the use of computers everywhere “and is determined 
by interactions that are not channeled through a single workstation.  An AmI 
environment is characterized by merging of physical and digital space, thus meaning 
that tangible objects and physical environments are acquiring a digital representation” 
[92], [136].  The AmI environment is considered to host several UbiComp 
applications. 
Ubiquitous computing is a vision of computing power ‘invisibly’ embedded in 
the surrounding world and accessed through intelligent interfaces: ‘Its highest ideal is 
to make a computer so embedded, so fitting, so natural, that it is used without even 
thinking about it.’ This is a shift to human- centered computing, where technology is 
no longer a barrier, working and adapting to user needs and preferences and remaining 
in the background until required. It implies a change in the relationship with 
technology to a much more natural way of interacting and using the power of 
networked computing systems which will be connected not just to the internet or other 
computers, but to places, people, everyday objects and things.  
Today, various elements of ubiquitous computing are beginning to appear and 
be useful in their own right, as increasing numbers of devices and objects become 
addressable (have a unique ID) and connected (usually wirelessly). 
Just as with the rapid development of the internet and web technologies, many 
applications of ubiquitous computing cannot be predicted today and rely on these 
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technologies reaching a critical mass. Weiser saw three waves of computing: the 
mainframe age when many people shared a computer; the personal computer wave 
when one person has one computer (the focus of many initiatives); moving to the 
ubiquitous computing wave when each person shares many computers. The current 




Figure 4-3: The 3 waves of computing 
 
4.2.1. Key elements of ubiquitous computing 
The key elements needed in a ubiquitous computing environment for devices 
/objects/nodes are: identification, location, sensing and connectivity: 
Identification 
For objects and devices to usefully become part of an extensive intelligent, 
information sharing network, it is vital to have a unique identity assigned to each 
object. This not only enables more things to be interconnected, it also means that 
objects surrounding the environment can become resources and act as interfaces to 
other resources. Two important technologies used to provide identity are radio 
frequency identification (RFID) tags and visual barcodes. 
Radio frequency identification (RFID) is a type of auto identification system 
and refers to technologies that use radio waves to identify objects, locations or people. 
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RFID is a generic term and does not refer to a particular technology. However, more 
recently, the term has been associated with a form of the technology called RFID tags, 
figure 4.4. RFID tags are tiny microchips attached to antennae (transponders). The 
data on these chips can be read by a wireless reader (transceiver) and the data passed 
back to the system. There are two main types of RFID tags: passive (energy collected 
from the reader) and active (with their own power supply). The more sophisticated 
tags offer read/write capabilities. RFID chips can be as small as 0.05 mm2 and can be 
embedded in paper. Printable tags have been developed recently. RFID systems do 
not require line of sight and work over various distances from a few centimeters to 
100 meters depending on the frequency used and type of system. Standards for tags 
and electronic product codes (EPC) are being overseen by EPC    Global    
[http://www.epcglobalinc.org]. 
The capability to identify, locate and track RFID tags is seen as a 
transformational technology, potentially allowing any object to be interrogated by 
computer systems. However, high costs, technical issues and concerns about privacy 
will need to be overcome before RFID tags become widespread.  
In education the main use of RFID tags so far has been in library management 
systems, for asset tagging and ID/tracking purposes. A number of more innovative 
education projects have shown the value of learners being able to interact with tagged 
objects in the real world. For instance, an object’s ID could trigger information or 
sounds to be sent to a specific learner’s device. Such systems are increasingly being 
used in museums.  RFID tags can also play an important role in creating intelligent 
classrooms. 
RFID readers can now also be included in mobile phones, potentially making 
the readers as ubiquitous as the tags are expected to become. However, RFID tags can 
operate without user intervention, automating many applications and providing huge 
amounts of data, which creates a need for more sophisticated systems to support them. 
A simpler way of giving an object an identity and allowing a user to interact with it is 
through a visual or 2D ‘bar code’. These are printed ‘pictures’ containing data, which 
when photographed will provide information about the object or, more often, act as a 
‘smart URL’ taking the user to a particular web page. Examples include Semacode, 
Bango spots and Shot codes. Software for creating these 2D barcodes can be 
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downloaded from the relevant websites. Newer versions such as those from Fujitsu 
(Fine Picture code) allow the ‘barcode’ to be invisibly embedded into photographs or 
pictures. NTT DoCoMo has also developed a system that allows URLs to be 
embedded in sounds or music, which can be interpreted by some mobile phones. 
 
 
Figure 4-4: An example of a RFID tag 
 
In Japan, a type of 2D barcode, called QR (quick response) codes, is widely 
used to save information when having to enter information such as addresses into 
mobile phones or even to purchase goods. They are found in advertising, in the print 
media, on business cards, products, websites and vending machines. Some teachers in 
Japan are using QR codes to distribute resources to learners or in more innovative 
projects to allow interaction with real world objects (as with RFID) figure 4.5. 
The drawback of visual bar codes is that they are not wirelessly linked. Still it 
is necessary to rely on explicit user interaction rather than the automatic, implicit use 
that is the real vision of ubiquitous computing. 
Location 
Objects and devices having location information adds another important level 
of intelligence, allowing tracking people, objects and resources and enabling location 




Figure 4-5: An example of a QR code. 
 
a variety of ways with varying levels of accuracy. Basically an RFID tag can be 
recognized as it passes a fixed wireless reader. Devices with accelerometers and 
magnetic sensors can detect motion and know their orientation. Wi-Fi enabled devices 
can be tracked to a reasonable degree of accuracy. Mobile phones can also be located, 
but the precision can vary considerably. With the arrival of inexpensive satellite 
positioning technologies location can be determined to within a few meters and 
absolute geographic locations can be accurately established. global positioning system 
(GPS) chips now provide better coverage and can be found in many consumer devices 
such as PDAs, mobile phones and even school bags.      
Proximity devices like RFID chips rely on a user or device coming near them 
before an event is triggered. This ‘event’ could be relevant learning materials 
downloaded to a user’s device, or automatic connection to a large display, for 
example. Mobile location based services are gradually combining presence 
(information about the status of a user) with location information. Some countries are 
using these technologies to track students for safety and control reasons, but these 
raise concerns over privacy. For example the Japanese government is piloting a 
system using RFID, GPS and mobile phones to track students and keep parents 
informed of their whereabouts. 
More recently, location systems allow the user to point camera phones at an 
object or location and receive back relevant information from a database. Nokia 
researchers have developed a Mobile Augmented Reality Application (MARA) that 
is able to overlay digital information onto camera phone feeds of the real world. It 
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uses GPS, an accelerometer, digital compass and database of locations 
[http://research.nokia.com/research/ projects/mara/index.html]. 
Japanese mobile phone networks offer a similar system developed by 
GeoVector Corporation. It enables users to point their devices at buildings or other 
locations in order to retrieve information and services related to that place. A variety 
of innovative uses from mapping, tourist information, local search, mobile commerce, 
entertainment/shopping guides and advertising are envisaged         
[http://www.geovector.com]. 
Location based and visual recognition systems have also been used in 
educational projects to allow learners to access context  related content (text, sounds, 
photos, video and websites) about objects and places in museums or in especially 
created learning environments (EQUATOR projects such as Ambient Wood 
[http://www.mrl.nott.ac.uk/]).  
These ‘mediascapes’ or learning trails are relatively straightforward for 
teachers to create, for example CAERUS 
[http://portal.cetadl.bham.ac.uk/caerus/default.aspx]. Students then navigate and 
interact with these learning environments using mobile devices. Often a record of the 
learner’s route and interactions can be recorded. Learners can also tag their own 
content to particular locations so that others can access it when they are at that 
location, or it can be explored in more detail in the classroom. This ‘digital graffiti’ 
(such as photos, text, video or audio files) is ‘geotagged’ data that can be uploaded to 
the web and shared. Mappr [http://www.mappr.com] is one website that combines 
tagged photos from Flickr with Google earth maps. This is part of Web 2.0, using the 
power of communities to add value to data. Indeed, combining location-based 
information with digital maps can be a powerful learning tool. For example pollution 
levels could be tracked and overlaid on maps. By adding sensors to the environment, 
this could be done in real-time. 
Sensing 
Adding a sensing capability can give systems ‘eyes and ears’ in addition to  
identity and location information, which enables a variety of applications and uses, 
creating intelligent networks that can collect a range of data and even respond to 
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events. 
Attaching sensors to RFID tags or other wireless nodes enables much more 
information to be gathered and analyzed as well as adding more ‘awareness’ to 
ubiquitous networks. It means that the network can detect and respond to the 
environment, frequently without any human intervention. Typically sensors can 
measure things like pressure, temperature, speed, air/water quality, stress, humidity, 
or acceleration. Wireless sensors consist of sensor(s) connected to micro-controllers, 
memory, batteries and radios. 
Each wireless sensor node usually forms part of peer to peer, mesh network 
(routing data through other nodes) that is self-configuring and has inbuilt redundancy. 
These autonomous networks are very scalable and flexible, allowing self-discovery of 
new nodes and can cover large areas without the need for extensive fixed 
infrastructure. Sensor networks can now be deployed very quickly and can use web 
services to integrate with other IT systems. Many sensor networks require little power 
and could potentially be deployed for a number of years. 
MEMS 
Micro electro-mechanical systems (MEMS) are moving parts on chips that are 
used to sense the environment and potentially to initiate an action, allowing systems 
to respond to the real world around them. For example these are already used in cars 
to detect collisions and deploy airbags. Inertia sensors have been embedded in some 
mobile phones and games controllers (such as the Nintendo Wii) to allow users to 
interact with the device through movement. 
Motes/smart dust 
A development of sensor networks variously known as motes, smart dust, and 
speckles, involves extremely small sensor nodes, potentially the size of a grain of rice. 
These ‘smart dust’ networks are very robust and can be scattered or sprayed into an 
environment or on an object. These systems are still very much in development, but 
are being researched by various organizations around the world. 
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4.3. Ambient intelligence as service 
providing 
AmI can be perceived as the continuous providing of services to users. For example, 
a teacher, when entering a classroom, might have as services:  lights control, air 
conditioning control, a digital assistant or an interactive whiteboard. A student, when 
entering the same room, might not have access to the same services. With this in mind 
some important propositions for an intelligent environment to work can be identified 
[91]. 
First of all, the system must have as much information about the user in the 
environment as possible. It must identify the user and know its role in the 
environment. It should also know the limitations or preferences of that specific user. 
For instance, an impaired user which cannot reach a certain object. There is no use on 
the system telling the user where the object he needs is if he cannot reach it. Regarding 
preferences, it is very important to try to meet the ones of the user when one of the 
objectives of Ambient Intelligence is to provide well-being. Both this cases indicate 
that an Intelligent Environment should adapt its services to the users. The services 
cannot be static; instead they should be personalized according to who is requesting 
them [93],[94], [95]. 
Having all this information about users, the system will decide which services 
to provide, when to provide and how to provide them. The system must also know the 
availability of the devices eventually needed for providing one particular service.  A 
service should not be announced if it is not possible to provide it. Geographic location, 
the costs, the probable effects, among others are other important characteristics about 
services, that should be kept in mind when to suggest a service to the user, i.e., suggest 
the best service (the one the system believes it is the best, taking into account all 
known factors). The system must be context-aware relatively to the users and their 
environment and have a strong description of the services so that the user well-being 
is maximized. In the field of E-learning, adapting the services to specifically meet the 
needs of users (teachers’ students and administrative staff) is a very important field of 
research, with many possibilities that reveal themselves extremely important to 
enhance and maximize learning effectiveness and success. This is, by itself, a very 
 105 
interesting field of investigation and lots of work can be done here. 
AmI: Sensing 
Some of the main features of AmI have been described. It learns user behavior, 
it adapts to it, it hides in common devices, it is aware of user context and it is able to 
predict user actions. This behavior can be achieved through the use of some devices 
as mentioned previously: sensors. A large sensorial network is indispensable for 
correctly reading as much data as possible from the environment and from the user, 
as this data is the basis of any decision the system will take.  
Smoke detectors, flood detectors, gas detectors or intrusion alarms are good 
examples to take care of environment safety. Adding sensors for luminosity, 
temperature or humidity, makes it possible to read the environmental parameters so 
that the environment can be monitored in order to maintain users preferences 
(comfort) and security.  The user location inside the “environment” is a more complex 
subject that can be addressed through the use of several types of sensor since one, by 
itself, is not enough for such a task. For determining in which division the user is, 
AmI can use motion detectors or technologies such as RFID (as referred before). For 
determining where exactly the user is inside the division, it is possible to use weight 
sensors on furniture like chairs or even detect the activity in some devices: if the user 
just turned the coffee machine on, this means that it is close to the machine, if he logs 
into a computer (physical location known, not using wireless) it means he is near that 
computer. More complex location systems can also be built using triangulation and 
RF technology. 
Another very important use for sensors in ambient intelligence is for 
monitoring the user vital signs. There are nowadays many accessible ways of doing 
it. There are jackets, wristwatches and other implementations of what is called 
wearable computing [30]: using clothes with embedded computational power. In this 
specific case, the user can wear clothes that have sensing capabilities. These clothes 
then share the information read from the sensors with the system. 
There are much more types of sensors that can be used and enrich the 
information that a system can acquire from the environment.  
AmI: Acting 
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Actions are the result of the work done by an intelligent environment. These 
actions are mainly observed on the environment itself but they also may be directed 
to the environment users or even to other external entities. Generally, the intelligent 
environment can take an action due to two main causes: a) a reaction to an event or b) 
an action to prevent or cause an event.  Respectively reactive and proactive behaviors. 
In the first case, the system detects an event and reacts to it in a predetermined way. 
Lights being turned on when the user enters the house or the heat being turned to 
minimum when the user is sleeping are a good example. In the second case, the 
system, takes an action by its own initiative. In this case, the system turning on the 
coffee machine at the usual hour the user wakes up or turning on the heat at home a 
little sooner than the usual hour the user arrives from work are good examples. The 
actions can yet be classified according to its purpose. The system can take an action 
concerning the safety of the user, concerning its well-being or simply for assisting the 
user. In these three cases, we can think of the fire-fighters being called automatically 
after a fire alarm, in controlling the heat and in turning on the coffee machine for the 
user as examples. 
The most important actions are obviously related to user safety. In this area, an 
intelligent environment can constantly monitor the environment and rapidly react in 
case of danger, even if the user is not at home or aware of that danger. If there is a 
fire, a flood, or gas is detected, an intelligent environment has enough autonomy to 
automatically call for help and restraint the ongoing situation to get worst, without 
interacting with anyone. When talking about the users vital signs it is even possible to 
detect a heart attack before it happens gaining some precious seconds. 
The actions that concern user comfort are probably the more used in an 
intelligent environment. They are mainly designated to interact with all the 
components that can change the environmental parameters. In this group of 
components, air conditioning systems, heaters, dehumidifiers, windows and doors are 
good examples. The objective is to be able to change environmental parameters thru 
the use of these devices so that user preferences can be achieved. When acting this 
way, the objective can also be to optimize energy consumption. In an intelligent 
environment, it is even possible to increase or maintain the comfort of the environment 
inhabitants while at the same time diminishing the energy bill [133]. 
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Finally, actions whose purpose is to assist users. These actions can be helpful 
in many different types of environments. In an intelligent environment, the ongoing 
work is constantly examined and possible ways to assist and improve are identified, 
so that it can proactively help. The way it helps depends on the nature of the work but 
it may be by taking care of daily schedule for a worker, by showing a schematic of 
the electric device currently being putted together or by automatically fetching 
components needed for finishing assembling a car on the assembly line. In an e-
learning environment it can assist students indicating for instance, other students that 
are studying the same contents and have good results to act as tutors. 
AmI: Communicating 
All the devices mentioned previously have to be connected since they need to 
share information. Networking assumes a huge role in the architecture of any 
intelligent environment. Wired network is very important in connecting devices with 
low mobility and is very common nowadays, making available a backbone for other 
networks. The widely used ethernet protocol, which uses a dedicated line for data 
transmission, or the less common power line, which uses the electric signal of the 
power line as a carrier of data, while, at the same time, providing power to the devices 
are two examples.  Wireless networks supported by these wired networks are very 
common, so that portable devices can also integrate the network. Access to the outside 
network should also exist. Regarding the sensorial network, several protocols for 
connecting sensors which are oriented for low power consumption and low 
bandwidth, exist, since sensors do not need to transmit a lot of data. The result of all 
these different protocols working together is a heterogeneous network which allows 
very different types of devices to be connected. 
Because of the existence of so much different devices communicating, there 
must be a common language between all of them. Different devices use different 
infrastructures and different protocols for communicating and there must be a way for 
making the bridge between different protocols. One of the most promising solutions 
for fulfilling this goal relies on the service oriented architecture [134] paradigm. In 
this paradigm, what is visible is not the device itself but rather what the device can do 
and what it has to offer. It does not matter how the device works or what it is, it only 
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matters what it does. Services are announced in a common language that every device 
knows and these same services can be used by every device in the architecture. This 
may be a solution for integrating the heterogeneity that is visible nowadays with the 
emerging of networking devices, as the English become the standard communication 
language for different people. 
AmI: Using 
Another important component of an intelligent environment is the interface 
with the user. Interfaces have never been very user friendly. For years, the interaction 
with computers was, first thru a keyboard, later also with a mouse pointer but that has 
not changed much over the years. Many agree that it is not the most intuitive way, 
particularly for people that are not used to it or have poor contact with computers. 
Interfaces in AmI tend to be much more user friendly so that everyone can use them, 
despite their experience with computers.  
Interfaces can be built upon very different devices, taking into account the type 
of environment and the target population. In a classroom for example, the interface 
could be an interactive board, while in a house could be a touch screen or a handheld 
device. The tendency is that interfaces get as natural for us humans as possible. 
Therefore, it is expected that in the future interaction will be with voice, in natural 
language and with gestures. This way, the user can be doing other things and, still 
interact with the computer, anywhere. 
The interface is the visible part of the system, this is an important characteristic 
about interfaces that sometimes is ignored. It can be an amazing intelligent 
environment but if its interface does not explains what it does, if it is not friendly and 
easy to use, the approval of the system is bad. The interface should also adapt to the 
type of user it is dealing with. Maybe to an older person it would be better to keep the 
interface simple, giving less information and in a more explicit way while to a younger 
user which has a better understanding about computer systems the system could 
provide more information, rapidly. Interfaces are therefore a very important part of 
any intelligent environment. 
Enjoying AmI   
As mentioned before, an intelligent environment is an extension of a 
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conventional environment, trying to appear as traditional as possible, but assisting the 
user in every way, making their life easier. Related to this, AmI can be classified in 
three types, according to the way it behaves towards users: a) decision-support, b) 
control-support and c) assistive, each one of them with its own characteristics. 
A decision-support environment would help users decide within some possible 
choices, or would itself generate some possible decisions or scenarios given the user 
actual context and providing the pros and cons. A simple example with home 
application would be generating one or more recipes, based on the goods available on 
the refrigerator. A more complex example can be found in [135] where a decision-
support environment helps an elder decide what to do  on weekend, based on factors 
like the weather, his health status and if there are relatives visiting him or not. In an 
e-learning environment it could suggest what courses to attend next, based on the 
actual level of knowledge and background of the student. 
A control-support AmI is more oriented to help the user with the control of the 
environment itself. Already common yet simple examples of control-support AmI 
found in homes or offices are systems that control the presence of people in the rooms 
for energy saving and personal preferences satisfaction (by turning off the lights in 
unoccupied rooms, by maintaining the temperature the person likes, etc.). One of the 
major uses for control-support AmI already widely used is the control of HVAC in 
big buildings like skyscrapers, shopping malls or big factories. HVAC is the acronym 
that stands for Heating Ventilation and Air Conditioning and it refers to the modern 
systems that control every environmental parameter inside buildings. In standard 
buildings the objective is to ensure the comfort of the persons living or working there. 
More specific buildings require more specific parameters. A building like a library or 
that hosts a server farm would be interested in maintaining the humidity as low as 
possible while in hospitals, these systems spare are also interested in maintaining a 
constant temperature and constantly renewing the air. No need to say that this control 
is made in a completely autonomous way.  
The assistive AmI aims to assist the user in whatever he is doing. A good 
example would be an impaired or sick person, who has difficulties in going outside. 
An assistive system would check the refrigerator and order on-line the goods needed. 
Another example would be to provide the best route for a person in wheelchair, 
 110 
avoiding stairs or other obstacles. 
This paradigm has the main advantage of considering the user as the center of 
AmI. The computer system is built thinking on the user for the first time, with the 
objective of ensuring his well- being. There are obvious advantages. Computers 
always were powerful tools but when they become more than tools and start to “live” 
for us, the possibilities are boundless. In AmI the user doesn’t need do go to the 
computer when he needs some service from it, that is the innovation. The computer is 
all around the user although camouflaged, and, in the ideal AmI, the user won’t even 
have to ask what he needs. What he gets from AmI is a better and simplified life. At 
home, in the office, in the hospital, in the mall, at the theatre, at school, AmI can 
ensure the comfort and the safety of the people. At work, AmI provides tools, on-time 
information, support, the moment the worker needs it. The user gets an environment 
which shapes itself to users needs, constantly adapting, constantly searching for new 
ways to help. The environment can be extended to the outside world, providing 
services on the move using handheld devices.  
4.4. AmI artifacts 
Ambience intelligence is achieved through AmI artifacts (smartobject, smartdevice) 
which is  an element of an AmI environment that has got the following properties and 
capabilities [136]: 
•  Information processing; 
• Interaction with environment; 
•  Autonomy; 
•  Collaboration; 
•  Compose ability; 
•  Changeability. 
Building of an AmI artifact from any common object consists of two parts: 
embedding hardware modules into the object and installing software. Hardware 
components are mainly sensors, processors, batteries, wireless modules and screens. 
Software components consists of operating system, hardware drivers, networking 
 111 
subsystems, and middleware for integration of artifact in distributed systems. The AmI 
hardware builds on four components: 
•  Distributed processing; 
•  Hierarchical storage; 
•  Tangible interfaces; 
• Ubiquitous communication. 
The energy constraint is the determinative factor of any AmI application, [137] 
presents a three-level hierarchy of devices with different functionalities, designed to 
solve this constraint. Technical features of UbiComp systems and the main tasks to be 
solved by AmI technological background are summarized e.g. by [138]. The crucial 
research domains related to the AmI vision are suggested in [117]. The main areas to 
be evolved are those of: 
Development of necessary hardware, namely: 
• Smart materials that enable mass storage, emit light, process data, active 
and passive tagging or access to networks; 
• Specific devices for particular applications, of low cost with limited 
processor and hard disk requirements; 
• Sensor technology bridging the physical world and the cyber world; 
• Interfaces with a good display quality and responsiveness to user input; 
supporting natural interaction that combines speech, vision, gesture and 
facial expression. 
Defining of new software architectures and appropriate software, mainly: 
• 'Invisible' file systems, that without knowing specific file names, 
locations, formats allow user to access data under the principle of 
"produce one, present anywhere"; 
• Automatic installation mechanisms and migration of programs from one 
computer to another with ability of self-managing and self-adjusting, but 
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without requiring fundamental changes in configurations. 
Working on contextual awareness and personalization of information that is 
tailored to user's requirements and location observed by networks of sensors and 
cameras, status tracking, interactions, user modelling etc.; 
Working on privacy issues, both theoretically, for the concept of personal 
privacy in cyberspace, and practically in sense of encryption techniques to ensure 
security. 
The societal acceptance of AmI vision depends on such features of AmI 
applications as ability to facilitate human contact, orientation towards community and 
cultural enhancement, ability to inspire trust and confidence, supporting citizenship 
and consumer choice, consistence with long-term sustainability both at personal, 
societal and environmental levels, as well as controllability by ordinary people [117]. 
The psychological theories of different types of intelligence can help to understand 
human reasoning, and human interaction with machines. Each individual possesses 
diverse intelligences (see e.g. logical, linguistic, musical, spatial, interpersonal and 
other intelligences provided by [139], or analytic, creative and practical intelligences 
offered by [140] in different percentages. As [141] notices, this mixture of 
intelligences determines the learning style and motivations of each individual; 
therefore an AmI application must adapt itself dynamically to individualities of its 
users. Other psychological factor that has to be taken into account when designing 
AmI environments is that people tend to continue their habits, therefore the 
applications should respect the natural behavior patterns of humans [150], [151],[153]. 
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4.5. Potential for learning 
The ability to receive and manipulate real- time data and interact with objects and 
devices in the real world has a range of benefits in education. Science, for example, 
involves measuring the world, analyzing data and testing hypotheses. By accessing 
sensors embedded in the environment, learners have the opportunity to conduct their 
own investigations, develop analytical/critical thinking skills and model concepts. As 
an example The Coastal Ocean Observation Laboratory based at Rutgers University 
(USA) can be accessed online by schools enabling learners to use and manipulate real 
time data collected from sensors. In this experiential learning, students have the 
opportunity to use exactly the same data as professional researchers. This is part of 
what Bruner calls ‘learning to be’ rather than ‘learning about’.  
4.5.1. Context awareness 
 
One of the main goals of ubiquitous computing is to provide relevant information, in 
the right form, at the right time and at the right place whenever it is needed. If objects 
and devices can recognize a particular user and know their location and environment 
then the potential for delivering the appropriate, ‘just in time’ information increases. 
Learning systems would be able to adapt their output based on a range of unique 
characteristics. This is the key to customized and personalized information systems 
that remain invisible until needed. 
Context- aware systems should help filter information and make IT work for 
the user without the user having to actively interrogate systems. This allows learners 
to concentrate on the more important task that is learning, rather than the technology. 
4.5.2. Emotional/social awareness 
Initial applications are likely to make interfaces behave more socially by knowing 
where the user is or what he is doing. This could mean, for example, that the phone 
won’t ring during an exam or while the user is  in the cinema, and devices will switch 
on when the user picks them up and off when he put them down. 
Research is also looking at ‘affective computing’, through detecting the 
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emotional state and attention of the learner. Voice analysis (already used in call 
centers), gaze tracking, skin conductivity, facial expression analysis (machine vision), 
location and the way a user interacts with a system can all give clues as to the state 
and receptiveness of the learner. New developments are likely to allow educational 
applications to tailor outputs more appropriately to how receptive to learning the user 
is at any given time and not just to a more fixed profile of preferences and learning 
styles.  
The acknowledgment of the user’s affective state might play an important role 
in improving the effectiveness of e-learning. The emotional unawareness has been 
considered one of the main limits of the traditional e-learning tools (especially the 
ones where learning takes place mostly individually). In fact, while skilled teachers 
can modify the learning path and their teaching style according to the feedback signals 
provided by the learners (which include cognitive, emotional and motivational 
aspects), e-learning platforms cannot generally take account of these feedbacks 
resulting often too rigid and weakened. 
The Potential of affective computing in e-learning is enormous, for instance 
the MYSELF project experience (Centre for Research in Communication Science, 
University of Milan). In this work we take a   closer look into one of those aspects: 
stress and its implication in success. 
4.5.3. Human computer interaction (HCI) 
In spite of major advances in computer technology, human computer interaction is 
still largely based on mice, keyboards and the monitor. Interacting with computers 
and the skills needed to do this effectively can present a barrier to using the potential 
of connected information systems and the real world web of connected objects and 
locations. There have been developments in voice recognition, gesture recognition, 
haptics, eye-tracking, handwriting recognition, display devices and a range of other 
technologies. However, these have largely remained niche technologies, prevented 
from becoming more widely used due to usability issues or the fact that they do not 
necessarily improve productivity, sometimes they even reduce it. 
In ubiquitous computing the traditional computer and display no longer 
delivers the only window on the virtual world; the computer is embedded all around 
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the environment in a variety of devices, objects and locations.  
4.5.4. Smart classrooms 
Commercial products can already automatically capture audio, video and 
digital resources from lessons and publish them to the web; several research projects 
have looked at how classrooms could benefit from the use of embedded technologies. 
These intelligent classrooms are able to track and respond to the needs of learners and 
teachers and allow the use of technology to become much more seamless. This not 
only reduces the burden of managing and operating technology in the classroom, but 
ultimately allows the classroom to add to the learning process. Intelligent 
environments make use of sensors, cameras, microphones/speakers and actuators and 
are controlled by intelligent agents. At a simple level these technologies allow 
automatic environmental control (such as appropriate lighting for a particular task and 
automatic switching on of devices), but as the room can recognize the learner or 
teacher more sophisticated interaction is possible, enabling user/context sensitive 
actions and a seamless link between school and home. 
4.5.5. Issues 
 
There are many technical issues to overcome such as the reliability and dependability 
of systems. Other areas needing development include hardware, interfaces, and 
system architectures, standards for interoperability and battery life. There are also 
genuine concerns about invasion of privacy, trust and the security of systems. Already, 
some RFID schemes have been halted in schools and the commercial sector because 
of public concerns. RFID enabled passports have been shown to be insecure for 
instance. 
Ubiquitous computing is more invasive and persistent than for example, the 
internet. It would often work without any explicit user action and generate a great deal 
of information about a user’s location and actions. Even now, people can be tracked 
through their mobile phones, credit/loyalty cards, and CCTV, but the convenience and 
benefits of these technologies are often seen as outweighing the concerns. When 
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dealing with information about learners this may not always be the case.  
The problem, while often couched in terms of privacy, is really one of control. 
If the computational system is invisible as well as extensive, it becomes hard to know 
what is controlling what, what is connected to what, where information is flowing, 
how it is being used, what is broken (vs. what is working correctly, but not helpfully), 
and what are the consequences of any given action (including simply walking into a 
room). 
Finally, there are questions over the social impact and desirability of such 
pervasive technologies. Separate the desirable from the possible is then necessary. 
4.5.6. Ambient intelligence in LMS 
General scenarios of AmI applications in context of everyday life were offered in 
[117].Scenarios for a specific domain, the university that represents variable 
environment where many people interact with numerous systems and devices, were 
proposed in [142].  
Students, teachers, managers, librarians, administrative staff and others need to 
access information and knowledge from different sources, according their individual 
needs and in different situations. These information and knowledge-intensive activities 
are limited by numerous constraints in terms of location, time and availability. 
University is a good place for demonstration of general AmI scenarios reusing 
UbiComp principles, push and pull technologies and new types of devices. A bit 
narrower, but interesting area, where the AmI vision can be examined and where 
significant results can be achieved, is the field of LMS.  Following features of LMS 
are those that make LMS to be a good arena for fruitful exploring of the AmI vision: 
• LMS enable experiments with different hardware solutions, because E-
learning is realized on varied kinds of devices from PCs over laptops and 
handhelds to mobile phones. The AmI applications build on idea of new 
devices with innovated architectures and communication protocols and 
with software developed according new programming paradigms; 
• LMS are part of environment that consist of different digital and non-
digital information systems, their full integration and communication 
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with other systems is then naturally demanded and could be improved 
through suitable AmI solutions; 
• LMS provide wide range of services, such as tools for educational e-
content development, sharing and delivery, synchronous and 
asynchronous communication channels, utilities for evaluation of 
students’ performance and knowledge, tools for user records 
management and e-commerce modules. Here, the AmI applications can 
be involved in form of decision support systems and knowledge-based 
systems focused on appropriate utilization of educational strategies, 
scheduling systems or intelligent management of resources; 
• LMS are used by good-sized and heterogeneous user groups (students, 
teachers, e-course designers) who differ in preferences, aims, needs, 
interests, personalities and experiences. Therefore it is a challenge to 
personalize all tools and services of LMS, reuse context information for 
intelligent customization of e-content or apply systems for monitoring of 
user activities with the aim to obtain and maintain user profiles. The high 
number of users promises to get relevant and heterogeneous feedback and 
meet  unpredictable situations that would accelerate the development and  
improvements of particular applications; 
• In general, LMS provide services anywhere and anytime in the given 
environment, resembling thus somehow the idea of UbiComp, which 
seems therefore to be one of proper approaches for further development 
of LMS. 
All the previous arguments, and certainly a couple of others, give a good reason 
to consider LMS an ambient intelligence playground. 
The human contact with LMS that consist of numerous variable activities can 
be understood from the perspective of optional application of different AmI sub-
solutions. These solutions can be: 
User identification and logging 
The process of logging to the LMS is a simplification of the task of welcoming 
user by the environment around him or her. The identification mechanism, that 
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recognizes the presence of individual, can be based e.g. on biometrics or voice 
recognition and can be enabled by electronic cards, RFID, mobile phones. This 
process has to involve fast loading of user profile, or the relevant sub profile to the 
device and the task. The process of logout has to be accompanied with storage of 
updated profile (if necessary). 
Context-based services, customization, personalization and omnipresent monitoring 
After logging, the presentation of content should be automatically personalized 
both to the particular user and to the device used for accessing LMS. This 
personalization includes data processing from user profile, recommendations 
derivation etc. The context-based services have to build at least on following abilities: 
• to recognize and interpret information and knowledge needs of 
individuals; 
• to update users’ profiles with respect to information and knowledge 
needs, that a r e  n e w e r , or that become unnecessary; 
• to customize information and knowledge delivered to the user according 
to language and format preferences given, including optional machine 
translation; 
• to exchange data with remote systems and external resources, related to 
security and privacy restrictions on both sides of communicating systems. 
Application of new programming principles and AmI algorithms 
One of AmI challenges is the invisible, omnipresent, continuous monitoring of 
activities of users. As the number of functionalities and tools inside LMS is limited, a 
limited list of activities performed by users can be expected, too. Nevertheless, the 
number of combinations of actions, their sequences and outputs mean that the task of 
their interpretation is relevant. The need of new, efficient algorithms for processing 
terabytes of data collected about users, for updating profiles, for storing maximum 
data about the user’s context is therefore needed. Ambient programming principles 
(and languages) should simplify the development of flexible code, enabling parallel 
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and /or distributed processing, independent on specific drivers and compilers, modular 
enough for optimal modifications and enhancements [143]. 
The number of users in LMS, spanned trough different e-courses allows 
experiments with AmI solutions in groups of users of different sizes: e.g. experiments 
with intelligent scheduling of learning activities can start in one e-course with 20 
students and then can be repeated inside tens of e-courses with hundreds of students.  
Innovated hardware and new types of devices 
Different electronic equipment is used in framework of LMS. Apart from PCs 
there are also other personal digital devices, servers, data projectors, printers or copy 
machines. AmI applications and UbiComp systems can monitor and manage their 
functioning, control their communication, manage optimal usage of resources, and 
organize repairs. There mote access to applications installed in centralized client-
server model and central storage of data would mean that e.g. students could run 
programs on any type of device connected to the university network and anywhere in 
the university campus, not only in the given computer lab. Printing jobs could be 
automatically sent to the most suitable printers (e.g. the closest,  less loaded or 
cheaper). Although the realization of this part of the AmI vision would request 
investments in a new infrastructure, involving a new communication layer 
interconnecting different devices, the AmI idea of cheap, narrowly specialized 
hardware makes the expenses less capital-intensive. 
Intelligent interfaces, processing implicit inputs and interactions 
The interface is one of the most significant aspects of LMS. Intelligent, user-
friendly, intuitively usable interfaces are one of the most challenging parts of the AmI 
research. From a world where one user is sitting in front of a single computer there is 
a shift to another world, with users living, working, and solving problems in an 
environment full of interfaces with various degrees of embedded intelligence, from 
very simple ones up to three-dimensional (3D) virtual worlds. The LMS evolution 
could clearly benefit from this. Active Worlds stands as an example of very complex 
and advanced intelligent user interface. Active Worlds, is considered to be the most 
powerful web's virtual reality applications, with possibilities to visit and chat in 3D 
 120 
worlds that are built by other users. The Active Worlds Universe is a community of 
thousands of users that chat and build 3D virtual reality environments in millions of 
square kilometers of virtual territory. This can be certainly considered to be an 
interesting example of an intelligent 3D interface for a LMS evolution. Indeed, there 
is already a sub-world of the Active Worlds application, called the Educational 
Universe. It is an entire Active Worlds Universe dedicated to exploring the educational 
applications of the Active Worlds Technology [144]. 
Support  of communication inside the community 
Users of LMS are a kind of web community: students of e-course do not need 
to meet personally anytime, but they share interest in the same studied domain, they 
exchange ideas in discussions, forums and chats. The AmI vision is frequently 
presented as an approach that will improve the life of an individual, but it should be 
also seen as something that will facilitate communication and improve interpersonal 
contacts. 
Involving new types of smart learning objects 
Learning in an intelligent environment occurs in a number of different contexts, 
so it is necessary to evolve LMS at least in the direction of context aware content 
providing. The learner might be interacting with a piece of knowledge, communicating 
or collaborating with other learners, using a particular learning path or elaborating the 
experience gained in the near past. In LMS, learning objects are cohesive pieces of 
learning material, usually stored in a database or in a digital library of learning objects 
[145]. In this context new types of learning objects with increased embedded 
intelligence could be useful, for instance museum artifacts or exhibits in the role of 
smart objects cooperating with LMS. In this context, the idea of collaborating learning 
objects, that is, learning objects capable of mutual communication as well as other 
important features, as adaptability or self-organization into suitable groups or time-
paths, seems to be interesting as well. 
Invisible file systems 
Educational e-content stored in LMS is organized in files, traditionally using 
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folder system. The folders and files are shared by e-course designers and teachers. 
Achieving a well-arranged system and providing its maintenance is very difficult. The 
concept of invisible file systems would minimize the necessity to remember artificial 
paths to e-content, the need to construct and share acronyms and file names. Users, 
who access LMS from different devices, should always meet the same organization 
of digital-content. 
Affective  computing 
Affective computing is supposed to work with emotions of humans. [138] 
explicitly talk about tutoring systems as typical applications for utilization of student’s 
emotional states by measurement of psychological signals. Therefore LMS are natural 
environment where the research in affective computing can be realized. 
Privacy issues 
Security and privacy i s  of very importance anywhere where data about 
individuals are collected and processed. In LMS, personal data together with study 
results are stored to be at the disposal of teachers and administrative staff. New 
methods for protecting data in AmI environments are necessary, and their research 
should be one of highest priorities for the AmI research. Significant results in this 
direction certainly can contribute to building trust in new technologies among their 
potential users. 
Interaction of AmI subsystems 
Previously mentioned AmI sub-solutions can interact and can form the full- 
featured AmI environment. Exploring these environments, whose set of characteristics 
and total functioning cannot be easily predefined and anticipated, can bring new 
insights, usable in other more complex, less virtual (and therefore more expensive) 
AmI environments than LMS [117], [146]. 
In figure 4.6, a LMS is upgraded with important features (the most relevant) 





With such improvements, a truly intelligent learning environment, context-
aware, could be achieved, that will adapt itself to e-learning students, providing 
personalized instruction by building and adapting specific strategies, derived from the 
actual context (figure 4.7). 




Figure 4-7 : Intelligent learning environment 
4.6. Conclusions 
In this chapter, the notion of intelligent environment was introduced, and the way 
it can be achieved, namely through the use of ubiquous computing. Ambient 
intelligence emerges as the natural evolution of an intelligent environment, 
enhancing the behavior of such a system, trying to fur fill and predict user’s needs.  
The notion of intelligent environments when in the context of e-learning is very 
important. It makes possible to solve many constraints that e-learning platforms 
have, namely the ones related to customization, personalization and monitoring. 
Ambience intelligence emerges as the right tool to solve this issues, and a vision of 
such e-learning intelligent environment is proposed. 
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5. Dynamic student assessment and 
monitoring  
It is important to consider both the advantages (strengths, pros) and disadvantages 
(weakness, cons)  of online learning in order to be better prepared to face the 
challenge of working in this news environments as well as to embrace the new 
opportunities that they have to offer. In chapter 2, advantages and disadvantages 
whore mentioned, and are summarized in table 5-1. 
 
Table 5-1: E-learning advantages/disadvantages 
Advantages Disadvantages 
Eliminates the distances  Student Preparation 
Increase the number of students that can 
attend to  a course simultaneously 
Staff involved 
Allows flexible hours Information management 
Allows for  various teaching methods Equity 
Promotes interaction between students Bandwidth 
Anonimatum Lack of Essential Online Qualities 
Promotes students mobility Unawareness of emotional states 
 
Poor expressivity in E-learning systems 
 
  
Also, as stated before, affective states and learning styles greatly influence e-
learning students’ performance, with stress having an enormous importance in those 
two factors, thus in e-learning performance too. To mitigate such problems, several 
research studies have been carried out. As a part of this work in [157] a framework 
was proposed where the goal was to obtain an external module to be linked to Moodle 
platform, enabling the detection of student’s affective states together with learning 
styles in order to really know each student and presenting contents accordingly. 
A wide range of emotions occurs naturally in a real learning processes, from 
positive ones (joy, satisfaction, etc.), to negative ones (frustration, sadness, 
 126 
confusion), to emotions more related to interest, curiosity and surprise in front of a 
new topic. Emotion is characterized by "any agitation or disturbance of mind, feeling, 
passion; any vehement or excited mental state. There are a hundred emotions along 
with their combinations, variations and mutations. In fact, there are more subtleties of 
emotions than the words we have to define them." Already affection means briefly 
"the whole realm of emotions properly said, the feelings of emotions, sensory 
experiences, and especially the ability to be able to get in touch with the sensations" 
[158]. 
Emotions have a close relationship to education, because the affective state of 
the student directly affects the motivation and aptitude to learn something. Thus, 
knowing the user’s affective state might play an important role improving the 
effectiveness and efficacy of e-learning. The unawareness of emotional states has 
been considered one of the core limitations of the traditional e-learning tools. Skilled 
teachers modify the learning path and their teaching style according to students 
feedback signals (which include cognitive, emotional and motivational aspects), e-
learning platforms generally don´t take into account these feedbacks signals resulting 
too rigid and weakened, as they perform the same manner for all students. 
5.1. Framework 
 To overcame this issues an affective module will be responsible for gathering all this 
information, and derive students mood (referred to as students particular state of mind 
or emotion, that is, a particular inclination or disposition to learn something) in order 
to present relevant clues for a personalization and recommendation module, figure 
5.1. 
In the proposed Framework, the goal is to obtain an external module, to be 
linked to Moodle platform, enabling the detection of student’s affective states together 
with learning styles, in order to really know each student and presenting contents 
accordingly. The affective module will be responsible for gathering all this 
information, and derive students mood (students particular state of mind or emotion, 
that is, a particular inclination or disposition to learn something), in order to present 
relevant clues for a personalization and recommendation module. 
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The affective module has two sub-modules, explicit assumption and implicit 
assumption, whose function is to detect student’s mood, maintaining that information 
(actual and past) in the mood database, that will be used by another sub module, 
affective adaptative agent to provide relevant information to the platform and to the 
referred personalization module. This enables that actual students mood information 
can be displayed in Moodle platform, and may be used to personalize instruction 
according to the specific student, thus enabling Moodle to act differently to different 
students, and also to act different to the same student, according to his/her past and 
present mood. 
The sub-modules are explained next. Not all the modules are being developed 
integrally from scratch, various research has been done in areas as facial recognition, 
keyboard and mouse stress detection, for instance, and that can be used here. Many 
research in log analyses for student characterization is also widely available. 
Explicit mood assumption 
One (the easiest way but not the most accurate) form of knowing a student’s 
mood to achieve a certain class is by posing explicit questions to the student. 
Surprisingly, this may not be the most accurate way, not always the answers obtained 
reveal the accurate state of the student. However we can still use questionnaires, as a 
way of gathering some useful information. An explicit mood assumption agent could 
periodically pose some questions, preferably in a visual way, for the student to 
upgrade his/her mood to the system.  Several researches have been done to detect 
student mood explicitly [159]. 
Implicit mood assumption 
The aim of this sub-module is to monitor the interactions between the student 
and the system, in order to infer the students’ mood, doing so without being intrusive, 
that is, without the student being aware of the analysis being performed. Agent 
technology is used to monitor four key aspects:  facial analyses, mouse analyses, 
keyboard analyses and log analyses.  As web cams tend to be widely standard 
equipment in computers, the goal is to use it to try to infer emotions from the user. 
Mouse movements can also predict the state of mind of the user, as well as keyboard 
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entries. Finally, analyzing the past interactions of the student, through the logs files of 
Moodle, turns possible to infer some of the information we are looking for.  
Facial recognition 
As widely recognized from psychological theory, human emotions can be 
classified into six archetypal emotions: surprise, fear, disgust, anger, happiness, and 
sadness. Facial motion plays a major role in expressing these emotions. Several 
automatic emotion recognition systems have explored the use of facial expressions to 
detect human affective states, and to detect fatigue for instance, work currently in 
progress in IS Lab at Minho University. 
The main idea is to extract affectively relevant features from an image, in order 
to establish the student current emotions, features like mouth angle and face 
movements are used. Doing this implicitly makes more difficult to deceive the system, 
as the student isn’t aware of the ongoing analyses. 
Keyboard and Mouse 
The way a user types, may indicate his/her state of mind. Pressing hard and 
rapidly the keyboard could mean an altered state, anger for instance, while taking too 
much time may mean sadness for instance. The same occurs with mouse movements. 
As mouse and keyboard are used by any computer user, this kind of analyses is very 
feasible and, more important, it can occur without interfering with the user, or without 
him/her being aware of it. 
Log agent 
Moodle has an activity logger to register users’ accesses (i.e., user ID, IP and 
time of access) and the activities and resources that have been accessed. From the log, 
Moodle is able to generate, for each student, activity reports. In [160], learning styles 
and affective states information are gathered from students’ interactions in a web-
based learning management system. The students’ behavior on features that are 
commonly used in Moodle is analyzed. Those commonly used features include 
content objects, outlines, exercises, self-assessment tests, examples, discussion 
forums for assignment related queries, discussion/peer rating forums related to the 
content objects, and assignments. Considering information from all these features, the 
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students’ learning styles as well as affective states can be identified using a rule- based 
approach. 
In this work, non-invasive techniques are used because of the thought that is 
the best way to do it. More intrusive techniques, like body sensors, heart monitors, 
etc. are not well accepted by users. Another interesting point to refer is that using this 
kind of technologies (web cam, mouse and keyboard analysis) makes the solution 
cheaper, versatile and virtually undetected by users, making the inference from 




Figure 5-1:  Framework to incorporate affective states in e-learning 
The framework detailed in figure 5.1, evolved to a dynamic student assessment 
module, figure 5.2 that further details some aspects to be explored. 
The dynamic student assessment module maintain two sub-modules: explicit 
assumption and dynamic recognition (implicit assumption), as mentioned earlier, 
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which enables that actual students mood information can be displayed in Moodle 
platform, and may be used to personalize instruction according to the specific student, 
thus enabling Moodle to act differently to different students, and also to act different 
to the same student, according to his/her past and present mood. Here, we refer to 
mood as the actual “willing” of the student to learn, which incorporates his/her 
affective state, learning style and level of stress.   
Each student interacts with Moodle from his/her own real environment, when 
attending a course. This environment is equipped with sensors and devices that 
acquire different kind of information from the student in a non-intrusive way. 
While the student conscientiously interacts with the system and takes his/her 
decisions and actions, a parallel and transparent process takes place in which this 
information is used by the dynamic student assessment module. This module, upon 
converting the sensory information into useful data, allows for a contextualized 
analysis of the operational data of the students. 
This contextualized analysis is performed by the dynamic student assessment module. 
Then, the student profile is updated with new data, and the teacher responsible for that 
course receives feedback from this module. Moreover, the student gets useful 
information about his/her levels of stress, for instance, he/she can get the information 
to have a coffee break due to high level of detected stress, or in advance, when the 
predictive level of stress is too high the student could get the information to do 
something else for a while.  
Particularly, in this work special attention to stress detection is paid, through 
the use of keyboard and mouse, as these are commonly used by any e-learning student, 
thus enabling to monitor the student, without him/her being aware of that. In the 
referred DSAM (dynamic student assessment module), accelerometer was introduced, 
as it starts to be a common thing among smart phones and tablets, and of great 
potential for this kind of log analyses. Webcam and accelerometer stands as good 





Figure 5-2: Dynamic student assessment module 
5.2. Dynamic stress recognition  
Detailing the DSAM, and as mentioned previously, paying special attention to stress 
detection, a dynamic stress recognition module was specified, figure 5.3, resulting 
from detailing dynamic recognition (implicit assumption), from figure 5.2.  
Figure 5.3 gives a general overview of the proposed approach. Each student 
interacts with Moodle from his/her own real environment, when attending a course. 
This environment is equipped with common devices that act as sensors that acquire 
different kind of information from the student in a non-intrusive way.  
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While the student conscientiously interacts with the system and takes his/her 
decisions and actions, a parallel and transparent process takes place in which this 
information is used by the dynamic stress recognition module. This module, upon 
converting the sensory information into useful data, allows for a contextualized 
analysis of the operational data of the students. This contextualized analysis is 
performed by the dynamic stress recognition module. Then, the student profile is 
updated with new data, and the teacher responsible for that course receives feedback 
from this Module. Also the student gets useful information about his/her levels of 
stress, for instance, he/she can get the information to have a coffee break, due to high 
level of detected stress, or, in advance, when the predictive level of stress is too high, 
the student could get the information to do something else for a while, in order not to 
achieve that predicted level of stress.  
The described system, tries to get as much as possible information from the 
student, with non-intrusive devices that are widely available when students enroll in 
an e-learning platform. In fact, web cam, keyboard, mouse and accelerometer are 
devices from which we can obtain useful information. However, when selecting 
devices the main requirement is that they have to provide as much information about 
the user environment as possible. Moreover, the user has to feel comfortable with 
them.  
The level of stress of the students is to be estimated in this work; therefore the 
focus is on devices capable of acquiring data related to stress. The following sources 
of information (from now on designated sensors), acquired from the respective 
devices, are: 
• Touch pattern - the touch pattern represents the way in which a student 
touches the device and represents a variation of intensity over a period of 
time. This information is acquired from touch screens with support for 
touch intensity; 
• Touch accuracy - a comparison between touches in active controls versus 
touches in passive areas (e.g. without controls, empty areas) in which 
there is no sense in touching. This information is acquired from touch 
screens; 
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• Touch intensity - the intensity of the touch represents the amount of force 
that the student is putting into the touch. It is analyzed in terms of the 
maximum, minimum and mean intensity of each touch. This information 
is acquired from touch screens; 
• Touch duration - this represents the time span between the beginning and 
the end of the touch event. This data is acquired from devices with touch 
screens; 
 
Figure 5-3:  General overview of the dynamic stress recognition module 
• student is moving and how he is doing it (e.g. is the student having 
sudden movements?). Moreover, information from the accelerometer is 
used to support the estimation of the intensity of touch. 
• Mouse movement – the amount of mouse movement represents the 
pattern in which the student moves the mouse, low amplitude quick 
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movements of the mouse may indicate a high level of stress. These data 
are acquired from the mouse; 
• Mouse clicks – the amount of mouse clicks and its frequency is useful for 
building an estimation of how much the student is moving around the 
screen and where he/she clicks. It is similar to the first four topics 
enumerated (pattern, accuracy, intensity and duration). These data are 
acquired from the mouse; 
• Keyboard strokes – frequency and intensity of the use of the keyboard. 
Frequently backspaces may indicate frequent errors, high keyboard 
stroke may suggest experienced user (student) as opposed to low 
keyboard strokes. Stroke intensity (if keyboards allow it) may also be 
considered. These data are acquired from the keyboard. 
In the proposed system it is expectable to realize that sensor values are 
influenced by stress in a significant way. Thus, changes in the level of stress result in 
changes in the   readings from the sensors. When a student is stressed, he/she touches 
the interface in a different way, performing different movements, with less touch 
accuracy, and so forth. An e-learning environment built with these devices and the 
described functionalities could provide information about the context and state of the 
student.  
The goal is to measure accurately the influence of stress in a non-invasive and 
non-intrusive way of e-learning students by analyzing key features in their interaction 
with technological devices.  
A prototype of this system was (is being) developed, aiming to produce a 
module to incorporate in Moodle that dynamically recognizes stress in e-learning 
students. A test group of secondary school students will be used to obtain and validate 
the data obtained by the sensors. First they will be confronted with some questions, 
with absolutely no constraints (no time limit, internet available, etc.), that is, perfectly 
stress free. Secondly the same group will be submitted to some recognized stress 
factors, such as time limit, noise, etc. The data obtained will be subject to analysis and 
hopefully, validate the assumptions of the present work. The gathering of the data 
needed for analysis will be made through a log tool explained in the next chapters. 
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5.3. E-learning student monitoring  
As referred before, e-learning environments lacks some important features that are 
available in traditional classrooms. Expressivity is one of them, being what can be 
called cold environments that do not influence students learning paths the same (or 
approximate) way a teacher in a physical environment does.   
Using an e-learning platform requires peripherals for interaction so the most 
common objects that users have to interact are the keyboard and the mouse. 
Commonly these interaction instruments are present in the classrooms that are 
used to work with e-learning platforms and also in our homes and offices. So, as stated 
before, an important concern is to analyze the usage of these instruments in terms of 
user interaction and stress recognition as users work in an e-learning environment. 
To analyze keyboard interaction, presently there is mature technology that help 
us analyzing with extreme confidence the user actions in a computer environment. 
Actually there are many consolidated studies that support the accuracy of keystroke 
analysis. Keyboard dynamics is in fact an area of research that delivers some very 
interesting results, perfectly integrated with this study. Another interface that is used 
very often is the mouse. Its use is already taken for granted in interaction with learning 
platforms. Hence, the data analysis resulting from the use of this device is of utmost 
importance.  
With the increase and spreading of other devices, particularly those based on 
mobility, such as tablets and smart phones, the challenges in this area will be others. 
The touch and pressure are data to be taken into consideration, together with 
accelerometers and position sensors for instance. Mouse tracking, should be (and are 
in this work), along with the use of the keyboard, one of the main points of data analysis 
for the determination of stress. It becomes clear that the possibilities for data analysis 
are feasible and reliable. So, the main focus of this work is stress detection of e-learning 
students through the use of keyboard and mouse. To do so, a log tool was developed 
to track mouse and keyboard. Similar tools exists, but very few of them are generally 
available. The decision for developing from scratch a log tool was then taken due to 
several factors. First of all, and the major one, the total control over the developed tool 
that such approach delivers.  
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One main focus at this point is the development of a software solution that 
allows transparently, as stated in previous sections, register all interaction activities in 
Moodle. At this point one of the major difficulties and failures that Moodle presents is 
its logs tool that complicates the analysis of actions and knowing the time that an action 
took place. It is not possible to get, with the certainty required, the analysis of users' 
activity with the main focus on the type of interface used and the type of movement 
performed with this tool. In addition to this factor is the absence of registration data 
date / time format, so that activity frequency could be analyzed.  
Thus, the development of a solution to overcome this obstacle arises.  
It was then decided to use the C # language for its user-level programming facilities 
and its short development cycle. Besides, Visual Studio, is a powerful IDE with proven 
level of reliability and robustness. 
5.4. Stress 
One of the first definitions of stress was proposed by [167]. According to Selye, stress 
can be seen as a non-specific response of the body to external demands. These demands 
(the load or stimulus that triggered a response) are denominated stressors while the 
internal body changes that they produce constitute the actual stress response. Selye was 
also the first to document the chemical and hormonal changes that occur in the body 
due to stress. 
Nevertheless, the definition of stress is still not consensual in the scientific 
community, remaining as an open topic of discussion. In fact, stress involves a 
multiplicity of factors, many of them subjective, leading to multiple interpretations that 
make it diﬃcult to be objectively defined. Thus being, some researchers argue that 
such a concept is elusive because it is poorly defined [168] while others prefer not to 
provide an actual definition of the concept until a more accurate and consensual view 
of the phenomenon is achieved. 
In an attempt to address this issue, researchers started dealing with stress from 
an empirical point of view. In this sense, a strong focus was put on its cognitive and 
behavioral eﬀects and it started to be viewed as a mind-body, psychosomatic or 
psycho-physiologic phenomenon. A more up-to-date view of stress can thus be 
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provided that looks at it as a physico-physiologic arousal response occurring in the 
body as result of stimuli. It should also be added that these stimuli only become 
stressors by virtue of the cognitive interpretation of the individual, i.e., the eﬀects of 
stressors depend on the individual. This is the interpretation of stress considered in this 
work and is the starting point for the definition of a stress model. 
Given the multiplicity of factors that influence stress and the diﬀerent 
modalities of the behavior and cognition that are aﬀected, a single modality approach 
for measuring the eﬀects of stress would not be suited, as some experimental results 
demonstrate [169]. In fact, for a suﬃciently precise and accurate measurement of 
stress, a multi-modal approach should be considered. The diagram depicted in (figure 
5.4) represents a multimodal approach to the stress recognition problem. This diagram 
has two main parts. The part to the left of the “stress” node depicts the elements that 
can influence human stress. These elements are included in the “context” node and 
represent the generalization of two main categories (sources of contextual 
information): the “user-centric” context and “environmental” context. On the other 
hand, the rightmost part of the diagram depicts the observable features that reveal 
stress. These features include quantifiable measurements on the user’s physical 
appearance, physiology, behaviors and performance. 
The “context” node is divided in two types according to the source of contextual 
information: the “user-centric” and the “environmental” context. User- centric 
information is composed of two categories: the background and the dynamic behavior. 
The background is composed by several attributes that can be extracted from the user’s 
profile. These attributes include age, gender, working area, social status, personality 
traits, among others. The dynamic behavior reflects the contextual attributes related to 
the activity being performed by the user. 
The “environmental” information fuses the characteristics of the physical 
environment, social environment and computational environment. Physical 
environment includes attributes such as the time, temperature, location, noise level, 
and luminance. High levels of noise, extreme temperatures and low levels of luminance 
are well known stressors. The social environment concerns issues such as population 
density around the user or role/aﬃnity/hierarchical position of the surrounding people. 
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The computational environment can be characterized by the measurement of the 
electromagnetic field or the number of surrounding electronic devices. 
Concerning the “behavioral” node, there are many features that can reveal 
stress. This may include the way an individual reacts before a conflict [170] (a conflict 
style can be a coping strategy in response to stressful conflict, the interactions patterns 
with the computer, the pressure of touches or clicks on touch screens or mouse’s, 
his/her agitation level, the input frequency and speed, among others. The “performance 
node” is in this work depicted in terms of accuracy and cognitive response. The 
accuracy feature is related to the precision of the touches/clicks on the controls of the 
interface. The cognitive response feature corresponds to the analysis (qualitative and 
temporal) of the user’s responses to the conflict resolution demands. The physiological 
variables provide observable features about the user’s stress state [166]. These features 
include the galvanic skin response of skin (GSR) (that assesses the electrical proprieties 
of the skin in response to diﬀerent kinds of stimuli), the general somatic activity (GSA) 
(that assesses the movement of human body) and many others such as respiration or 
pupil graphic activity. The physical appearance includes the visual features that 
characterize the user’s eyelid movement such as pupil movement (e.g. eye gaze, 
papillary response), facial expression or head movement. 
From a high level point of view, diﬀerent types of stress can also be identified, 
namely acute and chronic stress. Acute stress comes from recent demands and 
pressures and from anticipated demands in the near future. On the other hand, chronic 
stress is a long-term one, due to social conditions, health conditions, dysfunctional 
families, among many other issues. This type of stress will have nefarious eﬀects on 
the body and mind of the individual, slowly wearing him away day after day. On the 
other hand, acute stress, because it is short term, won’t do the extensive damage 
associated with chronic stress. Nevertheless, it will instantaneously influence the 
performance of the actions being performed. 
We are more interested in the analysis of acute stress and its eﬀects given that 
they may be more determinant for the present outcome when using an e-learning 
platform. In that sense, in this work we focus on analyzing the real-time eﬀects of acute 
stress in order to evaluate it, rather on the analysis of the background information of 
each individual. Consequently, rather than evaluating the absolute level of stress of an 
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individual (a utopian objective given the current state of research on stress), we will be 
evaluating changes in the level of stress throughout the use of an e-learning platform 
by analyzing, in a non-invasive way, the eﬀects of acute stress on the individual. This 
will allow to determine how an individual is being aﬀected, in real-time. 
5.5. Stress in e-learning students 
Stress can play an important (usually negative) role in education, even more in e-
learning. So, specially, we are currently working on the estimation of the levels of 
stress. Stress has spawned a vast body of research in both the health and occupational 
literature [161]. In fact, some research areas on the topic of stress can be identified, 
namely [162]: (1) stressors (the environment causes of stress), (2) intervening 
variables and (3) strains (the outcomes of stress).  
Stress can be defined as ‘when the perceived pressure exceeds your perceived 
ability to cope’ [163]. Stress is an abnormal condition that disrupts the normal 
functions of the body or mind, in other words, human stress is a state of tension that 
is created when a person responds to the demands and pressures. 
Stress is thus always perceived; a situation is stressful for an individual – not for all 
individuals. Given a particular situation, one student may feel it like a stressful one, 
whilst another student may feel it like an enjoyable situation. No two people are 
affected in exactly the same way, or to the same degree, but it’s likely that in some 
part of life we experienced some stress situation. Indeed Stress is now the second 
greatest cause of absence from work in the EU (back pain is the greatest). Stress can 
affect the body, thoughts, feelings, and behavior of a person, thus the importance of 




Figure 5-4: A generic diagram for representing the multi-modality space in the 
recognition stress model 
 
Stress is an abnormal condition that disrupts the normal functions of the body 
or mind, In other words, human stress is a state of tension that is created when a person 
responds to the demands and pressures. In students, and even more in e-learning 
students, if we don’t carefully manage study load and other commitments, stress can 
grow, become a problem and prevent study success. 
Stress adds challenge and opportunity to life. Without stress, life would be dull. 
Too much stress, however, can seriously affect physical and mental health. There is a 
comfort zone for stress that if passed, leads towards “bad stress”, that is, starts to 
induce negative influences on the individual, figure 5-5. Off course this comfort zone 
varies from person to person, and the main goal is to establish the comfort zone 
boundaries for each individual. 
Recurring stress can: 
• Reduce self-esteem and confidence; 
• Reduce memory and ability to understand; 
• Decrease ability to study; 
• Create self-blame and self-doubt 
In terms of health it is important finding the optimal level of stress that can be 
managed effectively, also in e-learning systems, it’s also very important to manage 
stress, and keep it within controllable levels (comfort zone). Stress and the way in 
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which people respond to it is unique to each of us, and thus for each e-learning student. 
What one person may find relaxing, another will find stressful. For 
 
Figure 5-5: Stress curve 
example – public speaking is routine for some people, whilst others view it as a 
difficult task and are extremely uncomfortable with it. The key to stress reduction is 
identifying the strategies that fit to a person as an individual. This becomes a critical 
factor when in an e-learning environment. Treating each student as an individual, in 
such environments would be a major step to improve academic success. 
The best way to deal with unhealthy stress is to recognize it and when stress is 
growing above some perceived acceptable level, take some appropriate actions. 
Events themselves are not necessarily stressful; it is the way in which each individual 
interprets and reacts to an event that induces stress. 
Signs of stress 
The signs of stress can be divided into four categories. For each category a 
person can experience some symptoms. Table 5-2 shows that symptom for each 
category [164]. 
Not all of these symptoms are prone to be detected in an e-learning 
environment, especially if we assume that no intrusive sensors will be used to detect 
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such symptoms. A few ones though can be detected, and the way to do it will be 
further discussed. 
The Importance of Stress 
Stress can affect the body, thoughts, feelings, and behavior of a person. In that 
sense, its analysis in an e-learning environment is of utmost importance.  
The environmental causes of human stress and its manifesting features have 
been object of research in various disciplines of knowledge. Psychologists define 
emotions, and in particular stress, as positive or negative reactions to situations 
consisting of events, actors, and objects, they demonstrate that high stress level is 
accompanied with the symptoms of faster heartbeat, rapid breathing, increased 
sweating, cool skin, feelings of nausea, tense muscles, among other manifestations, 
identified  in table 5-2, [165]. Computer scientists find that facial expressions have a 
systematic, coherent, and meaningful structure that can be mapped to affective 
states[166]. 
There are several studies on these topics to develop stress detection systems. 
Physiological measures, respiration, and skin conductivity are exploited to detect 
stress in a car driver, being possible to incorporate person-specific information [166].  
Despite all the existing work, it is still a challenging task to develop a practical human 
stress monitoring system, especially in e-learning systems. Several difficulties can be 
enumerated:  
• The expression and the measurements of human stress are person-
dependent and even time or context dependent for the same person;  
• The sensory observations are often ambiguous, uncertain, and 
incomplete; 
• The user stress is dynamic and evolves over time;  
• The lack of a clear criterion for feasible stress states greatly increases the 
difficulty of validating stress recognition systems.  
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In an e-learning environment, the ability to recognize common stress 
symptoms and, ideally, the real causes, is crucial to understand the underlying factors 
that conduct the student’s success. This work focuses on modeling a system that is 
able to recognize human stress from its external symptoms.  
 
Table 5-2: Stress 
























Snapping at friends 
Teeth grinding or jaw 
clenching; 
Increased smoking, 
alcohol or other drug use; 
Being prone to more 
accidents; 
Increased or decreased 
appetite. 
Tight muscles or muscle 
spasms, 
Cold or sweaty hands; 
Headaches; 
Back or neck problems; 
Sleep disturbance; 
Stomach pain and diarrhea; 
Frequent colds and infections; 
Tiredness; 






5.6. Stress detection using mouse and 
keyboard 
In order to analyze the effect of stress on the use of such platforms, we studied the 
behavior of students while performing evaluation activities. The experimental study 
that was conducted with this aim, involved 74 students. During the process of data 
collection, two scenarios were set up, detailed in next chapter. In Scenario A, an 
activity was performed whose main objective was simply to assess the student’s 
knowledge on the selected topics, with no influence on their marks. The activity was 
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performed without any constraints; the students were simply requested to answer the 
questions that were provided on Moodle. 
In a posterior phase, the students were requested to participate on Scenario B. 
Under this scenario they had to perform another activity, now with some constraints. 
The students were told by the teacher that this activity would be effectively used for 
their evaluation, with an impact on the final score. When analyzing the behaviors of 
the students during the execution of the activities under the two scenarios, the teacher 
noted that the students were visibly more stressed on the second scenario.  
5.7. Conclusions 
In this chapter, after identifying some of the limitations of e-learning platforms, 
namely the ones related to emotional states and the lack of expressivity, a framework 
to address this issues is proposed. The proposed work is then detailed, through a 
dynamic student assessment module that vastly tries to detect and predict student’s 
affective state, learning style and stress level using standard equipment as keyboard 
mouse, webcam for instance. Giving the large amount of work in such a broadband 
approach, the focus is centered on stress detection using common interfaces as 
keyboard and mouse. Web cam usage is in this stage dropped due to legal and privacy 
issues regarding its usage in public schools classrooms, as well as the accelerometer. 
A dynamic stress recognition module is then presented, with the aim to be validated 
by a study conducted in public secondary schools. In this context a log tool is 
developed in order to collect the needed data to evaluate stress.  
Latter some of the specific features due to e-learning students were mentioned, 
and focused specially on stress. A brief review of stress and its influence was 
presented, being clear that if its level passes some defined value, (different for each 
individual), some negative consequences occur. Thus, being capable of monitoring 
such level, preventing it from reaching critical points it’s of utmost importance. 
Tracking stress level through keyboard and mouse, using a developed log tool will 
then be used to validate this assumptions. Two scenarios were defined, that will be 
subject of the next chapter, and further detailed.   
 145 
6. Gathering contextual information 
from the interaction patterns  
One of the key moments of the entire evaluation process are tests or activities 
performed by e-learning students, which will bring a classification that will influence 
their grades. 
Conducting activities in Moodle is a very intuitive action without any 
constraint for users involved in the study.  Without any doubt they demonstrate skills 
and ease of navigation through displayed pages and thus it is possible to discard any 
constraints that could be included in a normal use of  Moodle and induce a state of 
permanent stress on e-learning students. 
During the data collection for the study, two types of scenarios were presented. 
In scenario A an activity was presented to students, as a knowledge consolidation 
activity, something that can be seen as reviews of the concepts covered over a period 
of time. 
The activity was carried out by students without any constraints of any king 
from the teacher. It was simply requested that, in the e-learning environment in which 
they were already familiar to, they accomplished the proposed activity, similar to the 
one in figure 6.1. 
During activities of this kind it was observed that the entire process went 
smoothly and without interruption, in fact it was performed fairly, rapidly and 
efficiently, with students revealing concentration and a significant commitment. 
Each student could at the end of the activity and after submitting it for 
classification, analyze their answers and realize their mistakes comparing them with 
the resources provided by the teacher, available for consultation in Moodle platform. 
In scenario B, it was required to carry out an activity (activity B). Here the 
teacher, and after some dialogue with the students about the type of evaluation that 
they would be submitted and based on the previous responses in activity A, presented 





Figure 6-1: Example of Moodle activity 
At this point, the uproar had its beginning, as the use of the term “assessment 
activity” brought some impatience and nervousness well reflected in students attitude. 
In addiction it was communicated that this activity will would be significant in the 
course evaluation. Also, they wore informed  that there would be a time limit for the 
completion of the task, that they need to pay attention in order to accomplish it in the 
best conditions. 
After these information presentation, the students started activity B, using the 
access password provided by the teacher. During the task period, some students 
revealed a large impatience. The noise in the classroom became more audible, when 
compared with the activity A. 
During the activity, the teacher was constantly alerting students to the 
importance of the results of the activity and to take into account the available time. 
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At the end of the available time, it was found that some students were surprised 
by the terminus of the activity and the disappointment for not having answered all the 
questions in a thoughtful and concentrated way, was high. 
Stress showed by some students was evident. Some of the given reasons show 
that. Among some reasons / factors that conditioned the completion of the task, the 
students said: 
• Time limit; 
• The noise that was generated; 
• The constant warnings of the teacher; 
• The existence of an access password to the activity; 
• The weight in the final evaluation of the results of the activity. 
 
 
Figure 6-2:  Example of Moodle activity 
The performed activity (figure 6.2), was quite similar to that initially proposed 
and was noticed that, with the conditioning factors, some answers that were originally 
presented correctly, in the second phase were performed incorrectly or incompletely. 
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To better understand the process developed, the following are the summaries 
of the two schemes in situations that were used to collect data for analysis scenarios 
A/B (figure 6.3 and figure 6.4) 
In each scenario, it was created a log file for each user of the Moodle platform. 












Figure 6-4:  Scenario B 
 
Activity results presentation















6.1. Data collection tool 
To collect data to enable a detailed analysis of stress in evaluation moments, a tool 
developed in. Net. Was used, figure 6-5. 
The purpose of such developed tool was to allow the collection of data that 
would be recorded in a log file, which could easily be used in different analysis tools 
such as Mathematica. 
The student would use a real e-learning environment in a natural way without 
realizing that he/she would be monitored by the developed tool. This way, everything 
would be transparent, the tool would monitor the use of the e-learning platform with 
the user not aware of this fact. 
 
Figure 6-5:  ISLab  log tool 
 
The main features provided are: 
• log file location; 
• student referred too; 
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• mouse and keyboard movements and strokes. 
All transactions are recorded monitoring mouse movements and keyboard use. 
The keyboard registration is performed using the following method, figure 6-6 : 
 
 
Figure 6-6: Keyboards event code 
All mouse movements are recorded in the log file, with the following method, 
figure 6.7. 
With these methods, it is constructed the log file in which each line has the 
following structure: 
Using the keyboard: 
• [KD / KU], [time in milliseconds], [Pos X], [Y Pos] 
• KD – Pressing a key 
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• KU – Unlocking a key 
Mouse movements: 
• [MV / MW / MD / MU] [time in milliseconds], [Pos X], [Y Pos]; 
• [MD / MU] [time in milliseconds] [LEFT | RIGHT], [Pos X], [Y Pos]; 
• MV – movement mouse; 
• MW – Moving the mouse scroll; 
• MD – Press mouse; 
• MU – Release the mouse button. 
 
Figure 6-7: Mouse event code 
Thus we have, as an example the log file appearance, figure 7.8. At each 
iteration of the user with the e-learning platform, the data collection tool performs the 
registration of such movement with the mouse and / or action with the keyboard. In 
such  record is stored the information on the type of movement and the coordinates in 
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which the action was performed together with  the time instant at which it was 
performed that  same action.  
Given the large number of MV type movements  (one for each pixel when the 
mouse moves), these movements are recorded at intervals of three and still a high 
precision in relation to the mouse movement is accomplished and thereby 
substantially reduced  the amount of data recorded. Numerous redundant entries are 
eliminated to the study. 
 
Figure 6.8: Log file of mouse movement 
6.1.1. Studied parameters 
In the whole process analysis, it is essential to define important parameters for the 
preparation of solid conclusions. The data collected allow information compiling on 
the following characteristics: 
 
Key pressed time – the time interval between two consecutive events, KEY DOWN 
and KEY  UP performed on the keyboard. 
UNITS – milliseconds 
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Time between key usage – the time interval between two consecutive key events, KEY 
UP and KEY DOWN, i.e. how long it took the user to press another button. 
UNITS – milliseconds 
Speed – The distance the mouse made (pixels) over time (milliseconds). The speed is 
calculated for each interval defined by two consecutive mouse events, MOUSE UP 
and MOUSE DOWN. 
Assuming two consecutive mouse  events, MOUSE UP and MOUSE DOWN, 
mup and  mdo, with the coordinates (x1, y1) and (x2, y2), respectively, which occurred 
at times t1 and t2. Assuming also two vectors xpos and ypos, of size n, which keep the 
coordinates of two consecutive mouse events MOUSE MOV among mup and mdo. 
The velocity between two clicks is given by r_dist / (t2-t1) in which r_dist represents 
the distance traveled by mouse and it is obtained by application of Equation 6.1. 
UNITS – pixels / millisecond 
_ = 





Acceleration – The mouse speed (pixels / msec) over time (milliseconds). The 
acceleration value is calculated for each interval defined by two consecutive mouse 
events, MOUSE DOWN and MOUSE UP, using for this purpose the intervals and the 
data calculated for the functionality VELOCITY. 
UNITS – px/ms2 
Time between clicks – the time interval between two consecutive mouse events, 
MOUSE UP and MOUSE DOWN. How long the student took to run a new click with 
the mouse. 
UNITS – milliseconds 
Double click duration – the time interval between two consecutive mouse events, 
MOUSE UP, where this time is less than 200 milliseconds. The upper ranges are not 
considered as double-click. 
UNITS – milliseconds 
(Equation 6-1) 
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Medium excess distance – a measure of excess average distance traveled by the 
mouse between two consecutive mouse events, MOUSE UP and MOUSE DOWN. 
Assuming two consecutive mouse events, MOUSE UP and MOUSE DOWN, mup 
and mdo, respectively with the coordinates (x1, y1) and (x2, y2). To calculate this 
feature it is first measured the straight-line distance between the coordinates of mup 
and mdo, s_dist= (2 − 1) + (2 − 1) . It measures the distance traveled by 
the mouse, adding the distance between two consecutive mouse events, MOUSE MV. 
Having two vectors xpos and ypos, of size n, which store the coordinates of mouse 
events, MOUSE MV among mup and mdo. The distance traveled by the mouse is given 
by Equation 6.1. Excess average distance between two consecutive clicks is obtained 
by calculating r_dist / s_dist. 
UNITS – pixels 
Average distance from the mouse to the straight line – measures the average distance 
of the mouse relative to the straight line defined by two consecutive clicks. 
Assuming two consecutive mouse events, MOUSE UP and MOUSE DOWN, 
mup and mdo respectively the coordinates (x1, y1) and (x2, y2). Assuming also two 
vectors xpos and ypos, of size n, which keep the coordinates of two consecutive mouse 
events, MOUSE MOV among mup and mdo. The sum of the distances between each 
position and a straight line defined by the points (x1, y1) and (x2, y2) is obtained by 
the equation where ptLineDist returns the distance between the specified point and the 
closest point of the straight line defined by (x1 , y1) and (x2, y2). The mean distance 
of the mouse relative to the straight line defined by two consecutive clicks is obtained 
from s_dists / n,  equation 6.2. 
UNITS – pixels 
_ = 





Distance from mouse to the straight line – functionality similar to that described in 
the previous section to the extent that the s_dists value will be calculated between two 
consecutive mouse events MOUSE UP and MOUSE DOWN, mup and mdo, according 
(Equation 6-2) 
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to Equation 7.2. However, the returned value is the sum rather than the average, as 
above. 
UNITS – pixels 
Sum of angles – with this feature, the goal is to determine whether the movement 
executed reveals a trend more to the “left” or to the “right.” 
Assuming 3 consecutive mouse events, MOUSE MOVE, mov1, mov2 and mov3 
respectively the coordinates (x1, y1), (x2, y2) and (x3, y3). The angle α between the 
first line (as defined by (x1, y1) and (x2, y2)) and the second line defined by (x2, y2) 
and (x3, y3)) is given by degree (x1, y1, x2, y2, x3, y3) = tan (y3 – y2 x2-x3) – tan (y2 
– y1, x2 – x1). Assuming further two consecutive mouse events, MOUSE UP and 
MOUSE DOWN, mup and mdo. Also having two xpos and ypos vectors of length n, 
in which are stored the coordinates of the mouse events held between MOV mup and 
mdo. The sum of the angles between these clicks is given by Equation 6.3 
UNITS – degrees 
_$ %&! = 





The sum of angles, absolute value – very similar to that previously described. 
However, the ultimate goal is to find the amount of times the mouse changed its 
direction, regardless of the followed direction. Thus, the only difference is to use the 
absolute value obtained by applying the function degree (x1, y1, x2, y2, x3, y3), as 
can be seen from Equation 6.4 
UNITS – degrees 
 
_$ %&! = 




Distance between clicks – represents the total distance traveled by the mouse between 
two consecutive clicks, i.e. between 2 mouse events, MOUSE UP and DOWN. 
Assuming two consecutive events MOUSE UP and MOUSE DOWN, mup and 




and ypos two vectors of length n, which store the coordinates of the motion between 
consecutive MOUSE MOV mup and mdo. The total distance traveled by mouse is 
then given by Equation 7.1. 
6.2. Results 
In this section a detailed analysis of each of the features described in section 6.1.1 – 
studied parameters is performed, based on the collected data. 
The goal is to identify common behaviors to all participants. To facilitate this 
analysis, the average was calculated for each value of each feature described for each 
of the students. These results were combined into a single set and analyzed 
simultaneously. 
Key pressed Time 
When analyzing the average time a key is pressed, the main conclusion is that 
a stressed student tends to press the keys for a small time period. In the data collected 
in scenario A, the average length is 102.85 ms in scenario B the average time is 97.8 
ms. This trend is observed in 70.5% of the students. Observing the median, the average 
drops from 98.5 ms to 96.2 ms, showing a decreasing trend in 68.9% of the cases. 
However, these figures do not indicate that the student writes faster in scenario B 
(under stress), but indicates that he/she spend less time on the task of pressing keys. 
When analyzing the significance of the differences between the distributions 
of scenario A (baseline) and scenario B (stress), for each of the students, only 31% of 
the cases have statistically significant data. But in any case, the downward trend of 
the time in the task of pressing a key exists. 
Time between key usage 
In this parameter the time spent between the uses of two keys is considered, 




Figure 6-9: Key pressed time (medium time) 
In scenario A, the student spends an average of 3 seconds between the uses of 
two keys (2904.86 ms). In situations of stress time increases to 5202.19 ms. this trend 
is observed in 60% of students in the average value and 83.6% shows the increase in 
the median value from 449.156 ms to 1979.51 ms on average. 
It can be said then that the student uses the keyboard at a slower pace in a stressful 
situation since significant differences were observed in 54% of the students.  
Acceleration 
The initial expectation was that when under stress students had faster mouse 
movements and sudden or involuntary. However, the results indicate precisely the 
reverse: the acceleration is less activity in the mouse with students in a stress situation. 
The average acceleration between two consecutive clicks is in scenario A, 
0,532 px/ms2, dropping to 0,449 px/, in scenario B, which represents a difference of 
-0083 px/ms2. This decreasing trend in the average value of the acceleration was 
observed in 77.42% of the students. Considering the average value of acceleration, 
the same is 0.2 px/ms2 in scenario A and 0169 px/ms2 in scenario B.  87.1% of 
students show a decrease in the average values of acceleration which indicates a trend 
that can be generalized to a large number of students. 
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Figure 6-10 : Time between two keystrokes 
The differences observed in 77% of the students are statistically significant 
between the two scenarios which point towards students being affected by stress. 
 
Figure 6-11 :  Acceleration time 
 
Speed 
As in the case of acceleration, it was expected an increase in velocity, whereas 
the reverse was observed: mouse movements were slower in students under stress. It 
was observed a decrease of the average speed between each two clicks, in 77.4% of 
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the samples, from 0.58 px / ms to the value of 0.4 px / ms. The difference was even 
more apparent at the median, since the decrease was evident in 90.3% of students from 
0.22 px /ms to 0189 px / ms. As in the acceleration analysis, a large number of students 
showed the same tendency in the case of speed. Statistically significant differences 
were detected in 81% of the students. 
 
 
Figure 6-12 : Movement speed 
Time between clicks 
The click rate that students denote is affected by stress factors and it can clearly 
identify a trend: in the stressful situation less time is spent between each consecutive 
mouse click event. In scenario A, each student spends approximately 7 seconds 
without making a click (7033 ms) in stress situation (scenario B), this value decreases 
almost 2 seconds to 5104 ms. This trend is observed in 80.6% of the students. 
Regarding the median the value is 3149.18 ms for scenario A, decreasing to 
2349.61 in scenario B. Thus, the median decreases in 74.2% of cases. 
However, if we consider the most significant differences for each student, only 
32% of the samples shows significant differences between the two scenarios. Thus 




Figure 6-13: Time between clicks 
 
Double click duration 
Given the nature of the proposed activities for the data collection, in which 
double clicks were not strictly necessary, this feature was released from the analysis. 
Medium Excess distance 
In this situation the tendency of excess distance traveled by the mouse is 
decreasing with increasing stress. It was found that in most cases the mouse movement 
becomes more accurate and efficient in scenario B. 
The number of pixels travelled by the mouse over the number of pixels actually 
needed between each two clicks is measured. Without stress, the mouse runs an excess 
of 7,59 pixels, for each pixel actually needed. Under stress, the value decreases to 6:53 
pixels. However, only 61.29% of students observed this panorama. 
There are also a large number of students that became less efficient and 
increase mouve movement. This point towards the need of personalized models. 
Regarding the median, values decrease from 1.96 to 1.68 pixels respectively 
for scenarios A and B. It is clear in 69.35% of the cases. 
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Figure 6-14 : Excess distance 
Average distance from the mouse to the straight line  
The average distance from the mouse to the straight line defined by two 
consecutive clicks shows a decreasing trend with stress, indicating that students are 
more efficient in the way  they move the mouse clearly moving in the straightest line 
in order to achieve the desired goal. The average for all students was 59.85 pixels, in 
scenario A, decreasing to 44.51 pixels in scenario B, a decrease of 25.63%. 85.48% 
of students show a similar panorama. Likewise, the median decreases in 82.26% of 
students from a value of 30.14 to 16.63 pixels. 
Distance from the mouse to the straight line  
This characteristic is related to the previously described.  It measures the total 
value and not the average value. Thus, the values obtained are in line with those 
previously observed. The sum of the distances from the mouse to the closest point on 
the straight line between two clicks is 782.03 pixels in scenario A, decreasing to 
549,752 pixels in scenario B. 87.1% of students have a similar panorama. The median 
value of pixels also decreases from 241.1 to 104.07 pixels, where 80.65% of students 




Figure 6-15:  Average distance from the mouse to the straight line 
 
Figure 6-16 : Distance from the mouse to the straight line 
 
The sum of angles 
Observing if the mouse moves more to the left or right in a stress scenario 
presents no conclusive data. Stress does not seem to have an influence on this 
characteristic, however students tend to use the mouse more toward the left in two 
scenarios, i.e. regardless of the existence of stressful factors. The amounts collected 
show an average of -12.42 in scenario A and -10.43 in scenario B. 
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It is difficult to point out one reason for this is panorama, but it can be assumed 
that the same is due to the nature of the interface of the proposed activities. In the 
same way also decreases the median of -2.6 to -6.55, respectively from scenario A to 
Scenario B 
Sum of angles, absolute value 
The results here are intriguing. Instead of knowing in which way the mouse 
moves, we tried to find out how many times the mouse has moved in one direction. 
With no stress between two clicks, the change of movement occurred on an average 
8554.4, whereas in stress it decreases to the value of 5119.75, representing a decrease 
of 64.64 between each two clicks. 69.35% of students show a decrease in these values. 
The median value, too, decreases from 6598.54 to 3134.04, respectively from scenario 
A to scenario B. 
 
Figure 6-17:  Sum of angles 
Distance between clicks 
The total distance traveled by the mouse between two consecutive clicks also 
shows a decrease due to stress. On average, the mouse of a student without stress 
“traveled” 342.61 pixels between each two consecutive clicks. The value decreases 
by 92 pixels to 250.64 in stress, i.e. a decrease of 27% in average. 85.5% of students 
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exhibit this panorama. The median value also decreased to 87.1% of students from 
186.5 to 103.5 pixels. 
 
Figure 6-18 : Sum of angles, absolute value 
 
Figure 6-19 :  Distance between clicks 
6.3. Results analysis 
During this study, two types of behavior which by its frequency in a varied number of 
students may be regarded as typical cases, wore identified. It is pointed out in the 
sense that although the generic model of work, the personalization of the models 
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should be considered whenever it leads to an improvement of the success of the 
results, as the differences between these two cases show. 
“Efficient and focused” 
This case is an excellent example of a behavior commonly observed: under 
stress students tend to become more efficient and focused on the task they are doing. 
The mouse is moved and used in areas where controls for achieving the answers are 
located. Figure 6.20 shows the movement of the mouse in scenario A (no stress). As 
can be seen, the mouse is moved in a broad area and is also experiencing a variety of 
paths that are unnecessary in accomplishing the task, showing some wasteful activity. 
Figure 6.21 shows a map using the mouse in a situation of use in a stress 
scenario. As can be seen, the movements tend to be more concentrated in the central 
zone in which the activity controls are located. This finding is consistent with the 
visual analysis of data collected for the situation in question. 
 
Figure 6-20 : Mouse movement in scenario A 
When analyzing the number of times the mouse made change direction 
movements, we can indicate that the mouse “turned” more to the left (8:03 on average, 
between each two consecutive clicks), this operation was even more evident in the 
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stress scenario (30.5 in average). These results are statistically significative with a  p-
value = 0.0148716). 
Acceleration and mouse speed show statistically significant differences. The 
acceleration decreases from an average value of 0.55 px / 2 ms to 0:43 px / 2 ms, with 
a p-value of 0.00079. Speed also decreases from an average of 0.61 px / ms  to 0,48 
px / ms with a p-value of 0.00015. 
 
 
Figure 6-21 : Mouse movement in scenario B 
 
As expected, the distances are also smaller when they are in a situation of stress 
decreasing from an average of 276.36 to 232.42 pixels. 
In conclusion, this student is the one when under stress becomes more efficient 
and focused on the tasks it has to accomplish, has more stable and precise movements 
optimizing his/her work. 
“Less effective” 
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Another group of students tend to have a slightly different panorama: even 
though the mouse moves more slowly and with lower values of acceleration, they 
have more movement under stress. 
The number of samples belonging to this group is much smaller than the 
previously described. Like most students, the acceleration values decrease from 0.42 
px / ms2 to 0.4 px/ms2, being the differences between the distributions with a p-value 
= 0.0006. The same situation occurs in the mouse movement speed which decreases 
from 0.46 px / s to 0,43 px / s, with a p-value of 0.00012. 
However, unlike the previous analyzed group, the average distance from the 
mouse to the nearest point on a straight line defined by two consecutive clicks, 
increases from 35.41 pixels to 46.8 pixels. This increase is also visible in the 
characteristic of the absolute sum of the angles from 4365.17 to 4799.07, thus 
indicating that the mouse makes direction changes in greater numbers in the stressful 
situation (makes movements with larger curvatures). 
The distance between 1 consecutive clicks increases from 234.5 pixels on 
average in the situation without stress, to 257.9 in the stress scenario. 
Figure 6.22 shows the displacement pattern, of the mouse, on a sample scenario 
in which stress is not induced. Here it can be observed that the mapped movements 
occur in a small area. In Figure 7.23 (stress scenario), the movements are dispersed 
over a wider area, and indicating some “pointless” or unnecessary curves. 
This type of student is not as prominent as the one described above, anyway it 
is a detected pattern that should be considered to the development of stress analysis 
models of.  Again it is important the need to meet individual aspects. 
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Figure 6-22:  Displacement pattern scenario A 
 
Figure 6-23:  Displacement pattern scenario B 
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7. Conclusions and future work 
Throughout the development of this work, some reflexion about what was achieved, 
what wore the main contributions and what still is needed to do, is in order. 
7.1. Contributions 
In this work, we tried to make some relevant contributions to the field in study. In 
chapter 3, dedicated to artificial intelligence and education, a framework for 
developing intelligent tutoring systems, mitigating some issues that were identified 
through the research was proposed. In chapter 4, were ambience intelligence is 
introduced and related to e-learning, the arquetype of an intelligent learning 
environment is presented, and that will act as the foundation for the remaining work. 
In chapter 5, the main contribution of this work is presented: a dynamic student 
assessment module, latter refined in a dynamic stress recognition module,  that will 
act as a monitor to e-learning students, being capable of detecting stress in order to 
differentiate e-learning students.  A log tool was developed, as stress detection is made 
through the use of keyboard and mouse. The next chapters are devoted to gathering 
information with that log tool and analyzing it. 
7.2. Conclusions 
This PhD thesis presents a way to detect some context information regarding e-
learning students, namely stress, that will allow to try to adapt and personalize the 
way content is presented to that student. The main goal is to detect individualized 
characteristics of students that are needed for better understand the way he/she learns, 
thus having precious information for improving learning. Some state of the art 
investigation is done, and e-learning evolution and importance is remarked. Some 
issues regarding e-learning platforms are identified, namely and more important the 
lack of expressivity of such systems.  
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 As a way to achieve some “expressivity” in such systems, artificial intelligence 
is considered, and its evolution in e-learning usage is reviewed. Intelligent tutoring 
systems try to mitigate such issues, but also lack some important characteristics. A 
framework to develop ITS is proposed. Latter in the next chapter, a way to detect 
stress in e-learning students is presented, through the use of a dynamic stress 
recognition module. It uses keyboard and mouse as sensors to monitor e-learning 
students. The results achieved through the use of the log tool developed under the 
scope of this work, in a case study with 74 students, are encouraging. With this case 
study, two main types of students are identified, regarding stress influence in their 
behavior. This possibly will allow  that, identified the student behavior under stress, 
some adequate measures will then be taken, to avoid that the students go beyond their 
stress level comfort zone, thus personalizing learning and being aware of the specific 
student characteristics , in a given moment. 
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7.4. Future work 
The results obtained encourage to further develop this line of research. Context-aware 
information, regarding e-learning students is of utmost importance, as referred, and 
allows to boost success of e-learning students. Upgrading the dynamic stress 
recognition module, with new sensors, namely webcam, as some legal constraints will 
be surpassed, and also incorporating new sensors (gravity, compass, gps, voice, etc), 
as the use of new mobile devices, with increased capabilities are becoming very 
common is needed. This new sensors will gather a wide range of information that will 
possibly enable new characterizations 
 Being able to better define the population of the case study, namely with their 
past grades, their social-economic environment, their learning path to the moment, is 
also necessary to better analyze the results, and to obtain more precise information. 
Conduct this kind of study with a broader population, and in different schools will 
possibly allow to define more precisely, or even define new “types” of e-learning 
students. This context-aware information, will then be passed to the tutor, which will 
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