(1/n) log Zn -HinL Las n 0o (where the log has base 2). This result, which is fundamental in information theory, implies that for large n it is highly probable that the sequence of states of length n which actually occurs is one whose probability is about 2nH* 
(Y)) < h(Y) and h(X I Y) < h(X j4(Y)) .
We also note that all of the above quantities are non-negative. Also, Gn > n follows from (iii). Let us modify the preceding example by feeding each input into the channel twice. ThenA= { (1, 1), (2, 2)}, B = { (1, 1), (1, 2), (2, 1), (2, 2) 
Rate of convergence of On and gAn

