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Abstract—This paper introduces a new methodology for PID
control tuning. The proposed method is based on particle swarm
optimization. In oder to deal with the limitation of the real
process and to generate feasible solutions for industrial applica-
tions, constrained control effort is introduced into the objective
formulation function. For validation, the proposed algorithm
has been tested on a manipulator robot. The tuning of the
PID controller is formulated as an optimization problem with
the aim of optimizing two or more objective functions while
satisfying several inequality constraints. By using this approach,
the developed algorithm will facilitate the convergence to an
optimal controller and thus to an increased performance. The
experimental results indicate that the new approach is suitable
for control of complex system.
I. INTRODUCTION
Manipulator robots can be described as automated elec-
tromechanical systems with flexible functionalities (i.e. pro-
gramming according to the environmental conditions in which
they operate). The main role of the manipulator robot is to help
the human operators in fulfilling repetitive tasks with increased
risk in industrial environment. From the perspective of robot
control focus is put on the structure and functionality of the
robot command unit. Based on the dynamic and geometrical
model and the tasks which need to be performed, appropriate
commands are established. In order to provide these com-
mands to the actuators, the hardware and the software, it is
required to use the feedback signals obtained from the sensory
system unit [1]. Due to the complexity of the manipulator
robot, the control architecture has a hierarchical structure.
The upper level takes the decision with respect to the actions
that need to be taken (e.g. simple test based on ”if - then”
actions), while the lower level carries out the control of the
joints. The typical structure of the control system consists of
a computer on the upper level and a system with one or more
microcontrollers to drive the actuators of the joints on the
lower level.
Mechatronic systems, and in special robots, are very popular
for control applications due to their interdisciplinary nature
[2, 3, 4]. For linear mechatronic systems, the proportional-
integral-derivative (PID) controller has been widely used given
its simple structure and robustness [5]. Usually, the design
of conventional integer-order PID controllers is based on the
model of the system.
Hitherto, PID control is widely used in control engineering
and industry. The most challenging step in employing PID
controllers is the process of parameter tuning. Nowadays, the
self-tuning PID digital controller provides much convenience
in engineering. Optimal control of a plant (in this particular
application the robot manipulator) is highly dependent on the
plant behavior. In this paper we propose a particle swarm
optimization (PSO) algorithm for the design of a PID control
strategy. This method tunes the PID controller in loop with
the given plant using an optimization algorithm to minimize
some cost functions.
It is well known that PID controllers have three tuning
parameters, Kp,Ki,Kd which represent the proportional gain,
the integral gain and the derivative gain. In the last years,
multiple heuristic approaches have been employed to obtain
the optimal PID parameters. In [6], the pitch control of an
Unnamed Aerial Vehicle (UAV) was tuned based on Genetic
Algorithm (GA) methodologies, which was also applied to
motion control of autonomous underwater robots [7]. Ant
Colony Optimization (ACO) is another heuristic approach
which is used for path planning optimization as well for
control design. In [8], the ACO was presented as a solution for
tuning fuzzy PID controllers. The Artificial Bee Colony was
successfully applied in designing the PID parameters, and one
application which shows its advantages is presented in [9].
Nevertheless, most of the research performed in this direc-
tion considers the tuning of PID controller as a single objective
optimization problem. Therefore, designing a PID controller
using a multi-objective optimization formulation is a novel
and challenging problem. The multi-objective cost function is
used to determine the optimal PID parameters and employ
the use of PSO methodology [10]. The cost function used to
deploy the PID controller make use of well known criteria,
for experts and non-experts in control engineering, such as:
overshoot, steady-state error, rise time, settling time. In order
to ensure the robustness of the system and to provide a feasible
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input (control effort) to the plant, criteria such as robustness to
variation in the gain of the plant, output disturbance rejection
and constrained control effort are considered in the multi-
objectives formulation as well.
The paper is structured as follows: in Section II, the
description of the manipulator robot is given. Section III
describes the algorithm for tuning PID based PSO controller
employing multi-objectives optimization. The obtained results
are presented in Section IV, while the conclusion are pointed
out in Section V.
II. SYSTEM DESCRIPTION
A robot manipulator, depicted in Figure 1, can be defined
as a kinematic chain consisting of multiple rigid bodies which
are interconnected by joints. Every joint of the kinematic chain
consists of one degree of freedom which can be translational
or rotational. In the work of Spong et.al [1] it is mentioned
that a simple representation of a robot manipulator joint can be
modeled as a spring with linear constant stiffness. Based on the
Lagrangian formulation, the dynamics of a global manipulator
robot with n revolute joints is given by [11]:
Q = M(q)q¨ + C(q, q˙)q˙ + F (q˙) +G(q) + J(q)T g (1)
where q, q˙, q¨ ∈ <n represent the joint variables (the gener-
alized joint coordinates, the velocity and the acceleration),
M(q) ∈ <n×n is the inertia matrix, C(q, q˙) is the n×1 vector
of the Coriolis and centrifugal forces, G(q) is the gravity force.
The n × m matrix J(q)T is the transpose of the Jacobian
matrix of the robot while g is the joint force vector applied at
the robot end-effector.
The matrices M,C,F and G are composed of complex
functions which describe the kinematic links dynamics through
a set of parameters (θj , dj , aj , αj), also known as Denavit-
Hartenberg parameters.
The considered UR10 robot studied in this paper has the
following D-H parameters, see Table I:
TABLE I
D-H PARAMETERS
Joint θ d a α
1 θ1 0.12 0 pi/2
2 θ2 0 -0.61 0
3 θ3 0 -0.57 0
4 θ4 0.16 0 pi/2
5 θ5 0.11 0 −pi/2
6 θ6 0.09 0 0
The highest variation in the robot dynamics is introduced
by the Gravity matrix and the interaction matrix. The gravity
term is present even when the robot is stationary or moving
slowly. The torque exerted on a joint due to gravity acting on
the robot is strongly dependent on the position and orientation
of the robot.
Due to the construction of the robot (3 large joints and 3
small joints), we expect to have a larger variation introduced
by the shoulder joint and elbow joint. For example, the gravity
torque acting on the elbow joint is higher when the robot
Fig. 1. Schematic overview of the UR10 cobot - CAD model
is in a position such that the elbow joint has to support the
shoulder-lift joint and the wrist joint. To illustrate this aspect,
we have investigated the variation of the gravity load for joint
2 (shoulder-lift joint) and joint 3 (elbow joint) with respect to
the robot configuration. The obtained results are illustrated in
Figure 2. As can be observed, joint 2 has a larger variation
(±100 Nm) compared to joint 3 (±40 Nm). This analysis is
important for robot design as well for control design in order
to ensure a feasible control input for the motors.
(a)
(b)
Fig. 2. Gravity load variation of a UR10 robot for q2 and q3
The gravity matrix is not the only term which varies with
respect to the position of the robot. The other matrix which
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is highly dependent of the robot pose is the inertia matrix.
By inspecting the elements of this matrix, we observe that
is symmetric with diagonal terms Mjj describing the inertia
related to joint j. The other elements Mji of the inertia matrix
represent the coupling between joint j and joint i. In Figure 3
we can see the variation of the joint 1 inertia with respect to
the pose of the robot (here the joint 2 and joint 3 are varying
between -180 and +180).
Fig. 3. Inertia matrix variation (M11) of a UR10 robot
In most of the robotics applications, we need to control the
pose of the end-effector which can be done through the direct
kinematics formulation. In this research study, a 6 degree
of freedom manipulator robot is considered, thus the direct
kinematic equation is given as:
0T6(q) =
0 A1(q1)
1A2(q2)...
5A6(q6), (2)
where i−1Ai(qi), i = 1,6 represent the homogeneous trans-
formation matrices. The direct kinematics can be calculated
via the the Denavit-Hartenberg (D-H) formulation [12].
Starting from the assumption that the pose, the velocity and
the acceleration are known and based on equation (1), it is
possible to calculate the required joint forces.
Given the pose configuration of the end-effector, the joint
variables attached to this configuration can be calculated using
the inverse kinematics formulation. The inverse kinematic is
a very challenging problem since there is almost impossible
to obtain a unique solution. In literature are two approaches
used to calculate the inverse kinematics: the analytical method
and the numerical method [12]. Here, a numerical method was
considered [11]. The existence of solutions is guaranteed only
if the given end-effector position and orientation belong to the
manipulator’s dexterous workspace.
Nowadays, a large number of the industrial robots are driven
by brushless servo motors. A schematic overview of a classical
robot joint is illustrated in Figure 4. Several studies in the area
of control of manipulator robots considers as control variables
the Cartesian coordinates. However, in order to obtain the
desired Cartesian trajectory for the end-effector attached to
the robot, each joint axis must follow a specific trajectory.
The common approach to control the robot joints is based on
the decentralized techniques which consider an independent
controller for each joint. As already mentioned, the industrial
Fig. 4. Schematic overview of a classical robot joint drivetrain
robot considered for our experiments is electrically actuated.
If the robot joint drivetrain is driven by the current:
i = Kau (3)
then, the torque generated by the motor is proportional to the
current:
τ = Kmi (4)
where Ka is the transconductance of the amplifier, Km is the
motor torque constant and u is the applied control voltage.
Based on this assumption, the dynamics of a motor attach to
a joint j can be defined as:
Jmω˙ +Bω + τc(ω) = KmKau (5)
with τc the Coulomb’s law of friction, B the viscous friction
and Jm the total inertia seen by the motor for joint j computed
as:
Jm = Jmj +
1
G2j
Mjj . (6)
Since in real life disturbance torques such as gravity and
friction can act on the joints, the common approach where
independent control systems are considered to control the
robot joints is no-longer efficient. The control performance
is decreasing leading to high overshoot and large steady-state
error. A classical approach to overcome these shortcomings is
to use a nested control structure composed of two loops: one
outer loop and one inner loop, as depicted in Figure 5. The
outer loop is used to control the position and to provide the
velocity of the joints in order to minimize the position error,
while the inner loop is used to minimize the error between the
actual velocity of the joint and the velocity demanded by the
outer loop.
Fig. 5. The structure of the nested control architecture
For simplification reason, if the Columbus friction from
equation (5) is ignored, the equivalent Laplace transform of
(5) is given by:
sJΩ(s) +BΩ(s) = KmKaU(s) (7)
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where Ω(s) and U(s) are the Laplace transform of their
corresponding signal from time domain ω and u. Thus, the
transfer function of a motor drivetrain attached to a robot joint
can be written as:
Ω(s)
U(s)
=
KmKa
Js+B
. (8)
Typically, a proportional controller is used to drive the robot
joint from the actual velocity to its demanded velocity:
u∗ = Kp(q˙∗ − q˙). (9)
III. PID CONTROL TUNING BASED ON PSO
A. PSO algorithm
Considering the search space D that has dimension N (D ⊂
RN ), the position and velocity of the ith particle in the swarm
are Xi = (Xi1, Xi2, ..., XiN ) ∈ D and Vi = (Vi1, Vi2, ..., ViN )
∈ D. In order to determine the global optimum, the particles
location are updated in the swarm using two criteria: i) the
personal best position (Pb) and ii) the global best position
(Gb). The personal best position represents the local leader
of the particle i over iterations 1 ... t, while the global best
position represents the leader of the whole particles. In the
optimization process, the particles in the swarm at moment
t+ 1 are updated using the following equations:
Vi(t+ 1) = wVi(t) + c1r1(Pbi(t)−Xi(t))
+ c2r2(Gb(t)−Xi(t))
(10)
Xi(t+ 1) = Xi(t) + Vi(t+ 1) (11)
where w is the inertia weight, c1 and c2 are two tuning
parameters known as cognitive and social factors. In order
to introduce the stochastic state into the algorithm, the two
parameters r1 and r2 are employed [10]. The algorithm for
minimizing the cost function is given by the pseudo-code from
Algorithm 1.
Initialization (population size, parameters)
While Criterion is fulfilled
For i=1 to Population Size
Calculate particle velocity according to (10)
Update particle position according to (11)
If J(Xi) <J(Pbi)
Pbi = Xi
If J(Pbi)<J(Gb)
Gb = Pbi
End
End
End
End
Algorithm 1: The pseudo-code of the PSO algorithm
The original PSO algorithm is designed to solve a single-
objective optimization for a continuous solution space. There-
fore, we must propose the particle representation, particle
velocity and particle movement so that they work properly
with multi-objective optimization for the robot path planning
problem.
Multi-objective optimization problem with m parameters
(decision variables) and n objectives is formulated as
following:
Minimum J(X) = [J1(X), J2(X), ...., Jn(X)]
subject to:
gi(X) ≤ 0, i = 1, 2, .., k
hi(X) = 0, i = 1, 2, .., p
where X= [X1, X2, ... , Xm] is the vector of decision
variables, Ji: Rn → R, i=1, 2, , ... , n are the objective
functions and gi, hj are the inequal and equal constraint
functions of the problem.
B. PSO-based PID controller approach
Nowadays, most of the industrial applications are still
driven by PID controllers. The challenge is to identify the
optimal parameters of the controller in order to fulfill the
user specifications taking into account the not all operators
have expertise in control engineering. In this subsection, a
self-tuning method (PSO based PID) which make use of a
multi-objective optimization methodology is proposed. Given
the PID controller transfer function:
GPID(s) = Kp +
Ki
s
+Kds (12)
the controller gains Kp,Ki,Kd are selected in order to fulfill
the performance criteria with respect to the settling times (Ts),
the rise time (Tr), the overshoot (OS) and the steady-state
error (SSE). Since the PID is a classical control technique,
the definition of Tr, Ts, OS and SSE are not given here.
Moreover, in order to obtain a robust controller able to cope
with plant uncertainties, noise and disturbance rejection, the
following criteria (robustness to variation in the gain of the
plant and good output disturbance rejection) will be considered
in our multi-objective formulation:
RV G =
d (arg (C(jωcg)G(jωcg)))
dω
∣∣∣∣
ω=ωcg
= 0
ODJ =
1
1 + C(jω)G(jω)
∣∣∣∣
dB
≤ BdB; for ω ≥ ωcg rad/s
(13)
Other very important aspect that needs to be tack-
led when dealing with industrial applications is the con-
strained/limitation of the control effort. Therefore, an extra
condition will be introduced such that:
CEC =
C(jω)
1 + C(jω)G(jω)
∣∣∣∣
dB
≤ RdB; for ω ≥ ωcg rad/s
(14)
where R is the desired limitation for the control effort of the
closed loop system.
The approach based on PSO techniques is applied to find
the optimal values for controller parameters that minimizes the
desired objective functions such as:
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J1(X) = |SSE|
J2(X) = OS
J3(X) = Ts − Tr
J4(X) = RV G
J5(X) = ODJ
J6(X) = CEC
(15)
where X = (Kp,Ki,Kd) represents the PID control parame-
ters which needs to be optimized.
The optimization algorithm of the PSO-based PID controller
is illustrated in Figure 6.
Controller
PSO
algorithm
Multi-
objectives
optimization
Initialization
Robot Joint
u
feedback
Kp,Ki,Kd
r e y
−
ym
Fig. 6. PSO-based PID controller approach.
In this approach, particle dimension is equal to the number
of PID parameters (i.e. 3). For the initialization process, the
PSO algorithm attribute random values of Kp,Ki,Kd. Next,
the defined objective functions are calculated and the controller
parameters are continuously until the objective functions are
optimized.
A composite objective optimization for PSO-based PID con-
troller is obtained by summing values of objectives functions
through the following weighted-sum method:
J(X) = β1J1(X) + β2J2(X) + β3J3(X) + β4J4(X)+
β5J5(X) + β6J6(X)
(16)
where β1...β6, are positive constants; J1(X)...J6(X) are the
objective functions. In this application, those values are set
as β1 = 0.35, β2 = 0.5, β3 = 0.45, β4 = 0.35, β5 = 0.35
and β6 = 0.3. These values are chosen based on expected
response.
The parameters of the designed controllers are given in
Table II.
IV. EXPERIMENTAL RESULTS
In this section, the experimental results that were conducted
in order to validate the tuning method of a PID controller using
PSO approach are presented. The performance of the obtained
controllers has been evaluated in the real time application
TABLE II
OPTIMAL CONTROL PARAMETERS SELECTED BY PSO ALGORITHM.
parameters joint 1 joint 2
Kp 8.42 6.89
Ki 1.13 0.97
Kd 0.16 0.18
using the setup depicted in Figure 7. In order to communi-
cate with the UR10 robot, the Robotics System Toolbox of
Matlab R© and the ROS platform were used. The running nodes
and topics within ROS platform related to this case study are
illustrated in Figure 8.
Fig. 7. The UR10 cobot available in our laboratory.
Fig. 8. Visualization of the ROS computation graph.
The speed control was developed and applied to joint 2
and joint 3 of the manipulator robot (these two joints has a
larger variation compared with other joints). The controller
was tested for multiple scenario and different configurations
of the manipulated robot. In this paper, only two cases were
presented. The obtained results are presented in Figures 9
and 10. Figure 9 illustrates the evolution of the position
for joint 2 and joint 3 when the robot had the follow-
ing configuration [−60,−45,−50,−30, 130,−30]. The out-
put of the manipulator robot for the second configuration
([35,−102,−75, 25,−30, 110]) considered in this paper is
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presented in Figure 10. It can be seen that the PID based
PSO controller converge to the imposed reference for both
considered cases and presents no overshoot in comparison with
the available controller.
Fig. 9. Step response of the UR10 robot for joint 2 and joint 3
Fig. 10. Step response of the UR10 robot for joint 2 and joint 3 in different
configuration.
V. CONCLUSION
In this paper, a PID based PSO was designed and im-
plemented for a cobot system. The control parameters are
considered as particles in the optimization procedure. In order
to obtain the optimal controller parameters the well known
criteria such as: settling time (Ts), rise time (Tr), overshoot
(OS) and steady-state error (SSE) are considered. Apart from
these criteria, the designed multi-objectives algorithm made
use of specifications such as robustness, disturbance rejection
and limitation of control effort in order to ensure a robust
and stable controller. The outcome of this paper shows that
the proposed PSO technique is a suitable method for tuning
PID controllers. Even more, this method could bring a benefit
for both real-life and industrial applications given that is time
saving and is easy to use by non-experts in control engineering.
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