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ON THE CLIQUE NUMBER OF PALEY GRAPHS OF PRIME
POWER ORDER
CHI HOI YIP
Abstract. Finding a reasonably good upper bound for the clique number of Paley
graph is an old and open problem in additive combinatorics. A recent breakthrough
by Hanson and Petridis using Stepanov’s method gives an improved upper bound on
Fp, where p ≡ 1 (mod 4). We extend their idea to the finite field Fq, where q = p2s+1
for a prime p ≡ 1 (mod 4) and a non-negative integer s. We show the clique number
of the Paley graph over Fp2s+1 is at most min
(
p
s
⌈√
p
2
⌉
,
√
q
2
+ p
s
+1
4
+
√
2p
32
p
s−1
)
.
1. Introduction
Let p be a prime and r a positive integer such that q = pr ≡ 1 (mod 4). Let Fq be
the finite field with q elements. The Paley graph on Fq, denoted Pq, is the undirected
graph whose vertices are elements in Fq, and two vertices are adjacent if and only if the
difference of the two vertices is a quadratic residue modulo q. Note that q ≡ 1 (mod 4)
is needed to ensure that the graph is undirected.
For a undirected graph G, the clique number of G, denoted ω(G), is the size of a
maximum clique of G. We are interested in finding an upper bound for the size of a
maximal clique C of the Paley graph Pq. Note that for any x ∈ Fq, C − x also gives
a maximal clique. Throughout the paper, let C = {a1, a2, . . . , aN} be a clique in Pq,
where N = ω(Pq). Without loss of generality, we can assume a1 = 0, and so a2, . . . , aN
are quadratic residues modulo q. Since the number of quadratic residues of modulo q
is exactly q−1
2
, we have a trivial upper bound that
Theorem 1.1. If q = pr ≡ 1 (mod 4), then ω(Pq) ≤ q+12 .
In the literature [1, 2, 5, 6, 10], the trivial upper bound for ω(Pq) is given by
√
q,
which is a consequence of the fact that Pq is self-complementary. We outline the proof
in the following:
Theorem 1.2. If q = pr ≡ 1 (mod 4), then ω(Pq) ≤ √q.
Proof. Let r be a quadratic non-residue, and consider the set A = {ai + raj : 1 ≤ i, j ≤ N}.
Note that if ai + raj = a
′
i + ra
′
j, then ai − a′i = r(a′j − aj). If i 6= i′ or j 6= j′, then
we will have a quadratic residue equals a quadratic non-residue, which is impossible.
So each element of A is different from the others. This means that |A| = N2 ≤ q, i.e.
N ≤ √q. 
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When q = p2s, the upper bound
√
q can actually be achieved by considering the
subfield Fps as a Paley clique [1]. So there is no way to improve the upper bound for
the case q is an even power of p. Therefore, our focus will be on the case when q is
an odd power of p. When q is an odd power of a prime p ≡ 1 (mod 4), computer
experiments [3, 7] suggest that the correct order of ω(Pq) should be about log q. In
[5], Cohen showed that ω(Pq) = Ω(log q). And in [8], Graham and Ringrosethe showed
that the least positive integer n(p) that is a quadratic non-residue mod p is of the size
Ω(log p log log log p). Moreover, Montgomery [9] showed that this can be improved to
Ω(log p log log p) under the generalized Riemann hypothesis. Note that for each prime
p ≡ 1 (mod 4), the set {0, 1, · · · , n(p)−1} forms a Paley clique due to the definition of
n(p), so this important result on upper bound of least quadratic non-residues implies
that ω(Pp) = Ω(log p log log log p). And if GRH is true, then ω(Pp) = Ω(log p log log p).
These results on the lower bound of the clique number are consistent with the computer
experiments.
However, finding a reasonably good upper bound remains to be an old and open
problem in additive combinatorics [6]. The current best upper bound for ω(Pq) is of
the order
√
q, which is the same as the above trivial bound given in Theorem 1.2.
Therefore, there is still a huge gap between the optimal upper bound we currently have
and the lower bound for the clique number. For the case q = p, the current best result
is that the clique number is at most
√
p
2
+1, which was proved by Hanson and Petridis
[10] using Stepanov’s method:
Theorem 1.3 (Corollary 1.5 in [10]). If p ≡ 1 (mod 4), then ω(Pp) ≤
√
2p−1+1
2
.
Recently, in [4], Benedetto, Solymosi, and White used the Re´dei polynomial with
Szo˝nyi’s extension to show that
Theorem 1.4 (Theorem 1 of [4]). Let A,B ⊂ Fp be sets each of size at least two such
that |A||B| < p. Then the set of points A × B ⊂ F2p determines at least |A||B| −
min{|A|, |B|}+ 2 directions.
As a corollary, if we take A = B to be a clique in a Paley graph over Fp, then each
direction determined by A×B is either a quadratic residue, 0, or ∞. So the number of
directions determined by A×B is at most p+3
2
, and we can recover the same bound that
Hanson and Petridis obtained. Nevertheless, it is worthwhile to point out that both
the polynomial method used in the proof of Theorem 1.3 and the key lemma (Lemma
4 of [4]) needed to prove Theorem 1.4 only work on the prime field Fp.
As for the case that q is an odd power of p, the best known result is by Bachoc,
Ruzsa, Matolcsi:
Theorem 1.5 (Theorem 2.1 in [2]). Assume p ≡ 1 (mod 4) and q = pr = p2s+1. Let
ω = ω(Pq) be the clique number of Pq. Then
• If [√q] is even then ω2 + ω − 1 ≤ q.
• If [√q] is odd then ω2 + 2ω − 2 ≤ q.
So roughly speaking, ω(Pq) is at most
√
q − 1 for about half prime powers q of the
form p2s+1. In this paper, we extend the idea of Hanson and Petridis in [10] and give
an improvement on the upper bound of ω(Pq). Our main results are
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Theorem 1.6. If q = p2s+1, p ≡ 1 (mod 4), and 2 ≤ n ≤ N = ω(Pq) satisfies(n−1+ q−1
2
q−1
2
) 6≡ 0 (mod p), then (N − 1)n ≤ q−1
2
.
Theorem 1.7. Assume p ≡ 1 (mod 4) and q = p2s+1 for some nonneagtive integer s,
then
ω(Pq) ≤ min
(
ps
⌈√
p
2
⌉
,
√
q
2
+
ps + 1
4
+
√
2p
32
ps−1
)
.
In view of the statement of Theorem 1.6, it is crucial to determine whether a binomial
coefficient is divisible by a prime p. And one tool that is useful for this purpose is Lucas’s
Theorem, which states that if p is a prime and if m,n are non-negative integers with
base-p representation
m = mkp
k +mk−1pk−1 + · · ·+m1p+m0 = (mk, mk−1, · · · , m0)p,
n = nkp
k + nk−1pk−1 + · · ·+ n1p+ n0 = (nk, nk−1, · · · , n0)p,
where 0 ≤ mj , nj ≤ p− 1 for each 0 ≤ j ≤ k, then(
m
n
)
≡
k∏
j=0
(
mj
nj
)
(mod p).
In particular,
(
m
n
) 6≡ 0 (mod p) if and only if nj ≤ mj for each 0 ≤ j ≤ k.
We will extend the notion of derivatives to the finite field in section 2. The proof of
the main result will be given in section 3. In section 4, we will describe a variant of
Theorem 1.6, which possibly leads to the following improved bound on ω(Pq):
Conjecture 1.8. There is some constant c > 0, such that if p ≡ 1 (mod 4), and
q = p2s+1 for some positive integer s, then ω(Pq) ≤
√
q
2
+ cps−1.
2. Hyper-derivative
The following is a well-known relation between the multiplicity of roots and the
derivatives:
Lemma 2.1. Let 0 6= f ∈ F [x], where F is a field with characteristic zero. Suppose c
is a root of f (n)(x) for n = 0, 1, . . . , m− 1, then c is a root of multiplicity at least m.
However, the same result fails to hold for fields with nonzero characteristic. This is
because if charK = p > 0, then for any polynomial f ∈ K[x], we have f (p)(x) ≡ 0.
This means we need to modify the definition of derivative in order to overcome the
nonzero characteristic, and a good idea is to introduce the binomial coefficients into the
derivatives [11]:
Definition 2.2. Let K be a field and let a0, a1, . . . ad ∈ K. If n is a non-negative
integer, then the n-th order hyper-derivative of f(x) =
∑d
j=0 ajx
j is
E(n)(f) =
d∑
j=0
(
j
n
)
ajx
j−n.
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Note that E(1) matches with the usual first order derivative. And if charK = 0,
or charK > n! then E(n)(f) = 1
n!
f (n). For the sake of completeness, we present some
simple properties of hyper-derivatives with proof, and one can refer to Chapter 6 of [11]
for more applications of hyper-derivatives.
The following is analogous to Leibniz rule for standard derivatives.
Lemma 2.3 (Leibniz rule for hyper-derivatives). If f1, . . . , ft ∈ K[x], then
E(n)(f1 . . . ft) =
∑
n1,...nt≥0,
n1+...+nt=n
E(n1)(f1) . . . E
(nt)(ft)
Proof. Note that hyper-derivatives are linear. So it suffices to consider the case for
monomials. Assume fj(x) = x
kj for 1 ≤ j ≤ t and k =∑tj=1 kj . Then
E(n)(f1 . . . ft) = E
(n)(xk) =
(
k
n
)
xk−n,
∑
n1,...nt≥0,
n1+...+nt=n
E(n1)(f1) . . . E
(nt)(ft) =
∑
n1,...nt≥0,
n1+...+nt=n
(
t∏
j=1
(
kj
nj
))
xk−n.
Consider the coefficient of xn of the two sides of the identity (1 + x)k =
∏t
j=1(1 + x)
kj ,
we get (
k
n
)
=
∑
n1,...nt≥0,
n1+...+nt=n
t∏
j=1
(
kj
nj
)
,
which proves the proposition. 
Corollary 2.4. E(n)
(
(x− c)t) = ( t
n
)
(x− c)t−n.
Proof. For 1 ≤ i ≤ t, let fi(x) = x − c, then E(1)(fi) = 1, and E(k)(fi) = 0 for k ≥ 2.
So by Leibniz rule, we have
E(n)
(
(x− c)t) = ∑
n1,...nt∈{0,1},
n1+...+nt=n
(x− c)t−n =
(
t
n
)
(x− c)t−n.

Now we are able to establish a relation between the multiplicity of roots and the
hyper-derivatives parallel to Lemma 2.1:
Lemma 2.5. Let 0 6= f ∈ K[x]. Suppose c is a root of E(n)(f) for n = 0, 1, . . . , m− 1,
then c is a root of multiplicity at least m.
Proof. Let f(x) = b0 + b1(x− c) + · · ·+ bd(x− c)d, where bd 6= 0, then
E(n)(f)(x) = bn +
(
n + 1
n
)
bn+1(x− c) + . . .+
(
d
n
)
bd(x− c)d−n.
Since c is a root of E(n)(f) for n = 0, 1, . . . , m− 1, then bn = 0 for n = 0, 1, . . . , m− 1.
So c is a root of multiplicity at least m. 
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3. Proof of the Main Result
Recall that C = {a1, a2, · · · , aN} is a clique in Pq with N = ω(Pq).
Lemma 3.1. For each 1 ≤ i, j ≤ N , i 6= j, we have (ai − aj) q−12 = 1.
Proof. Let x = ai − aj , then x ∈ F∗q and x is a quadratic residue modulo q, so x = y2
for some y ∈ F ∗q . Since yq−1 = 1, we have x
q−1
2 = 1. 
Corollary 3.2. For any k ∈ N, and any 1 ≤ i, j ≤ N , we have (ai − aj) q−12 +k = (ai − aj)k.
Proof. By Lemma 3.1, if 1 ≤ i, j ≤ N , and i 6= j, then (ai − aj) q−12 = 1, so for any
k > 0, (ai − aj) q−12 +k = (ai − aj)k. Note the previous equation also holds when i = j
since both sides are zero. 
Now we are ready to prove Theorem 1.6, which can be regarded as a generalization
of Theorem 1.3. Note that the original proof of Theorem 1.3 by Hanson and Petridis
implicitly uses the fact that when q is a prime, the binomial coefficient(
ω(Pq)− 1 + q−12
q−1
2
)
6≡ 0 (mod p).
This condition is crucial to ensure the polynomial we constructed is nonzero. However,
this condition no longer holds if we are working on a finite field Fq, and we shall see the
main difficulty in extending their method to Fq is to optimize an upper bound while
ensuring the polynomial we are interested in is not identically zero.
Proof of Theorem 1.6. Consider the following polynomial
f(x) =
n∑
i=1
ci(x− ai)n−1+
q−1
2 − 1 ∈ Fq[x],
where c1, c2, ..., cn is the unique solution of the following system of equations:
∑n
i=1 ci(−ai)n−1 = 1
∑n
i=1 ci(−ai)j = 0, 0 ≤ j ≤ n− 2
(F)
Note the above system of equation has a unique solution since the coefficient matrix
of the system is a Vandermonde matrix with parameters a1, a2, . . . an all distinct. For
each 0 ≤ k ≤ n− 1 + q−1
2
, the coefficient of xn−1+
q−1
2
−k is
n∑
i=1
(
n− 1 + q−1
2
k
)
ci(−ai)k =
(
n− 1 + q−1
2
k
) n∑
i=1
ci(−ai)k.
Now by our construction, the coefficient of xn−1+
q−1
2
−k is 0 for k = 0, 1, . . . , n− 2, and
the coefficient of x
q−1
2 is
(
n−1+ q−1
2
n−1
)
=
(n−1+ q−1
2
q−1
2
) 6≡ 0 (mod p), so the degree of f is q−1
2
.
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Note that for each 1 ≤ j ≤ N , by Corollary 3.2, we have
E(0)f(aj) = f(aj)
=
n∑
i=1
ci(aj − ai)n−1+
q−1
2 − 1
=
n∑
i=1
ci(aj − ai)n−1 − 1
=
n−1∑
l=0
(
n− 1
l
)( n∑
i=1
ci(−ai)l
)
an−1−lj − 1
=
n∑
i=1
ci(−ai)n−1 − 1
= 0.
For each 1 ≤ j ≤ N and 1 ≤ k ≤ n− 2, again by Corollary 3.2, we have
E(k)f(aj) =
(
n− 1 + q−1
2
k
) n∑
i=1
ci(aj − ai)n−1+
q−1
2
−k
=
(
n− 1 + q−1
2
k
) n∑
i=1
ci(aj − ai)n−1−k
=
(
n− 1 + q−1
2
k
) n−1−k∑
l=0
(
n− 1− k
l
)( n∑
i=1
ci(−ai)l
)
an−1−k−lj
= 0.
For each n+ 1 ≤ j ≤ N , by Lemma 3.1, we additionally have
E(n−1)f(aj) =
(
n− 1 + q−1
2
n− 1
) n∑
i=1
ci(aj − ai)
q−1
2 =
(
n− 1 + q−1
2
n− 1
) n∑
i=1
ci = 0.
Now by Lemma 2.5, each of a1, a2, . . . an is a root of f of multiplicity of at least n− 1,
and each of an+1, an+2, . . . aN is a root of f of multiplicity of at least n. Therefore
n(n− 1) + (N − n)n = (N − 1)n ≤ deg f = q − 1
2
.

Theorem 1.3 is a special case of the above theorem:
Proof of Theorem 1.3. By Theorem 1.1, N = ω(Pp) ≤ p+12 , so N − 1 + p−12 < p and(N−1+ p−1
2
p−1
2
) 6≡ 0 (mod p). Hence by Theorem 1.6, we have N(N − 1) ≤ p−1
2
, and
N ≤ 1
2
(
√
2p− 1 + 1). 
Corollary 3.3. If p ≡ 1 (mod 4), then ω(Pp) ≤ ⌈
√
p
2
⌉.
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Proof. Assume p = 2r2+t, where 1 ≤ t ≤ 4r+1, then 2r2 < p < 2(r+1)2, ⌈√p
2
⌉ = r+1.
Note
2p− 1 = 4r2 + (2t− 1) ≤ 4r2 + 8r + 1 < (2r + 2)2,
so
√
2p− 1 < 2r+2. Then by Theorem 1.3, ω(Pp) ≤ 12(
√
2p− 1+1) ≤ r+1+ 1
2
. Since
ω(Pp) is an integer, we have ω(Pp) ≤ r + 1 = ⌈
√
p
2
⌉. 
Theorem 3.4. If p ≡ 1 (mod 4), then for q = p3, N = ω(Pq) satisfies (N − 1)(N −
p−1
2
) ≤ q−1
2
.
Proof. Without loss of generality, we may assume 1
2
(
√
2q − 1 + 1) < N < √q. Suppose
the base-p representation of N − 1 is N − 1 = (A,B)p, then ⌊
√
p−1
2
⌋ ≤ A ≤ ⌊√p⌋. Let
n− 1 = (A, b)p, where b = min(p−12 , B), then n ≤ N ≤ n+ p−12 . Then
n− 1 + q − 1
2
= (
p− 1
2
, A+
p− 1
2
, b+
p− 1
2
)p,
and by Lucas’s Theorem,(
n− 1 + q−1
2
q−1
2
)
=
(p−1
2
p−1
2
)(
A + p−1
2
p−1
2
)(
b+ p−1
2
p−1
2
)
6≡ 0 (mod p).
So by Theorem 1.6, (N − 1)(N − p−1
2
) ≤ (N − 1)n ≤ q−1
2
. 
Theorem 3.5. If q = p2s+1, p ≡ 1 (mod 4), and s ≥ 2, then N = ω(Pq) satisfies
(N − 1)(N − ps−1
2
) ≤ q−1
2
.
Proof. Without loss of generality, we may assume 1
2
(
√
2q − 1 + 1) < N < √q. Suppose
the base-p representation of N − 1 is
N − 1 = (zs, zs−1, ..., z0)p,
then since p ≥ 5, we have 1 ≤ ⌊
√
p−1
2
⌋ ≤ zs ≤ ⌊√p⌋ ≤ p−12 .
• If zs−1 ≤ p−12 , let
n− 1 = (zs, zs−1, z′s−2, · · · , z′0)p,
to be the largest number no greater than N such that z′j ≤ p−12 for each
0 ≤ j ≤ s− 2. Then n ≤ N ≤ n+ 1
2
(ps−1 − 1) and by Lucas’s Theorem,(
n− 1 + q−1
2
q−1
2
)
=
(
zs +
p−1
2
p−1
2
)(
zs−1 +
p−1
2
p−1
2
) s−2∏
j=0
( p−1
2
+ z′j
p−1
2
)
6≡ 0 (mod p).
• If zs−1 > p−12 , let
n− 1 = (zs, p− 1
2
, . . . ,
p− 1
2
)p,
Then
n ≤ N ≤ n + ps − 1− p
s − 1
2
= n +
ps − 1
2
,
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and by Lucas’s Theorem,(
n− 1 + q−1
2
q−1
2
)
=
(
zs +
p−1
2
p−1
2
)(
p− 1
p−1
2
)s
6≡ 0 (mod p).
In both cases, we have n ≤ N ≤ n+ ps−1
2
, and
(n−1+ q−1
2
q−1
2
) 6≡ 0 (mod p). So by Theorem
1.6, we have (N − 1)(N − ps−1
2
) ≤ (N − 1)n ≤ q−1
2
. 
Theorem 3.6. If q = p2s+1, p ≡ 1 (mod 4), and s is a nonnegative integer, then
ω(Pq) <
√
q
2
+
ps + 1
4
+
√
2p
32
ps−1.
Proof. When s = 0, by Theorem 1.3, we have
ω(Pp) ≤
√
2p− 1 + 1
2
<
√
2p+ 1
2
=
√
p
2
+
1
2
<
√
p
2
+
p0 + 1
4
+
√
2p
32
p−1.
When s ≥ 1, by Theorem 3.4 and Theorem 3.5, we have
ω(Pq)
2 − p
s + 1
2
ω(Pq) ≤ q − p
s
2
,
and therefore
ω(Pq) ≤ p
s + 1
4
+
√
q − ps
2
+ (
ps + 1
4
)2
=
ps + 1
4
+
√
q
2
+
p2s − 6ps + 1
16
<
ps + 1
4
+
√
q
2
+
p2s
16
<
ps + 1
4
+
√
q
2
+
√
2p
32
ps−1.

Corollary 3.7. If q = p2s+1, p ≡ 1 (mod 4), and s ≥ 1, then ω(Pq) ≤ ⌈
√
p
2
⌉ps.
Proof. Suppose ω(Pq) > ⌈
√
p
2
⌉ps. Then by Theorem 3.6,⌈√
p
2
⌉
ps + 1 ≤ ω(Pq) <
√
q
2
+
ps + 1
4
+
√
2p
32
ps−1.
Then if q = p3, we must have p > 5, i.e. p ≥ 13, since for p = 5, we have
ω(P125) = 7 < 2 · 5. And when p ≥ 13, we have
1 ≤ ω(Pq)−
⌈√
p
2
⌉
p ≤ 1 + p+ 1
4
+
√
2p
32
<
p− 1
2
.
Then as in the proof of Theorem 3.4, we have ω(Pq)(ω(Pq)− 1) ≤ q−12 , and hence
ω(Pq) ≤
√
2q − 1 + 1
2
<
√
q
2
+
1
2
<
⌈√
p
2
⌉
ps + 1,
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a contradiction.
If q = p2s+1 for some s ≥ 2, then
1 ≤ ω(Pq)−
⌈√
p
2
⌉
ps ≤ 1 + p
s + 1
4
+
√
2p
32
ps−1 <
ps − 1
2
.
Then as in the proof of Theorem 3.5, we have ω(Pq)(ω(Pq) − 1) ≤ q−12 , and hence
ω(Pq) < ⌈
√
p
2
⌉ps + 1, a contradiction. 
Now we are ready to prove the main result:
Proof of Theorem 1.7. By Theorem 1.3, 3.6, we have
ω(Pq) ≤ ps
⌈√
p
2
⌉
.
And by Corollary 3.3, 3.7, we have
ω(Pq) ≤
√
q
2
+
ps + 1
4
+
√
2p
32
ps−1.

4. A variant of Theorem 1.6
Observe that in the proof of Theorem 1.6, not every equation of the system (F ) is
really needed. In fact, some of them will be unnecessary due to the vanishing binomial
coefficients (recall we are working on a field with characteristic p). For n ∈ N, let L(n)
denote the set of the integers l such that 0 ≤ l ≤ n − 1 and there exists a k such that
0 ≤ k ≤ n− 1, and (
n− 1 + q−1
2
k
)(
n− 1− k
l
)
6≡ 0 (mod p).
It turns out that only the rows with indices in the set L(n) are needed, and we are able
to generalize Theorem 1.6 by introducing a new parameter m in the following:
Theorem 4.1. Suppose q = p2s+1, p ≡ 1 (mod 4), n ≤ N = ω(Pq), q−12 ≥ m > n
and
(
n−1+ q−1
2
m
) 6≡ 0 (mod p). If D = {d1, d2, . . . , dn} is a n-subset of C such that the
following system of equations
∑n
i=1 ci(−di)m = 1
∑n
i=1 ci(−di)l = 0, ∀l ∈ L(n)
(En,m,D)
has a solution c1, c2, ..., cn, then n(N − 2) ≤ q−32 .
Proof. Consider the polynomial
f(x) =
n∑
i=1
ci(x− di)n−1+
q−1
2 .
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Note that f is a nonzero polynomial since the coefficient of xn−1+
q−1
2
−m is(
n− 1 + q−1
2
m
) n∑
i=1
ci(−di)m =
(
n− 1 + q−1
2
m
)
6≡ 0 (mod p),
and we have deg f ≤ n− 1 + q−1
2
.
For each 0 ≤ k ≤ n− 2 and 1 ≤ j ≤ N , by Corollary 3.2, we have
E(k)f(aj) =
(
n− 1 + q−1
2
k
) n∑
i=1
ci(aj − di)n−1+
q−1
2
−k
=
(
n− 1 + q−1
2
k
) n∑
i=1
ci(aj − di)n−1−k
=
(
n− 1 + q−1
2
k
) n−1−k∑
l=0
(
n− 1− k
l
)( n∑
i=1
ci(−di)l
)
an−1−k−lj .
If
(
n−1+ q−1
2
k
) 6≡ 0 (mod p), then for each 0 ≤ l ≤ n − 1 − k ≤ n − 1 such that(
n−1−k
l
) 6≡ 0 (mod p), we have l ∈ L(n) and∑ni=1 ci(−di)l = 0. So we have E(k)f(aj) = 0.
Note that 0 ∈ L(n), so for each aj /∈ D, we additionally have
E(n−1)f(aj) =
(
n− 1 + q−1
2
n− 1
) n∑
i=1
ci(aj − di)
q−1
2 =
(
n− 1 + q−1
2
n− 1
) n∑
i=1
di = 0.
Now by Lemma 2.5, each aj ∈ D is a root of f of multiplicity of at least n − 1, and
each aj /∈ D is a root of f of multiplicity of at least n. Therefore
(n− 1)n+ n(N − n) = nN − n ≤ n− 1 + q − 1
2
,
i.e. n(N − 2) ≤ q−3
2
. 
Remark 4.2. We do need the assumption that m ≤ q−1
2
, otherwise it is possible that
0 < m′ = m− q−1
2
∈ L(n), then ∑ni=1 ci(−di)m′ = 0 will imply that ∑ni=1 ci(−di)m = 0
as each di is a quadratic residue.
Consider the (|L(n)|+ 1)×N matrix
Am,n :=
(
(−ai)l
)
1≤i≤N,l∈L(n)∪{m}.
Note that the coefficient matrix of the system (En,m,D) is a submatrix of Am,n.
Lemma 4.3. If n ≤ N and n− 1 ≡ p+1
2
(mod p), then |L(n)| < n.
Proof. Since n − 1 ≡ p+1
2
(mod p), we have p | n − 1 + q−1
2
. If l ∈ L(n), then there
exists k such that 0 ≤ k ≤ n− 1 and (n−1+ q−12
k
)(
n−1−k
l
) 6≡ 0 (mod p). Now by Lucas’s
Theorem, we must have p | k and n−1−k ≡ p+1
2
(mod p). Since
(
n−1−k
l
) 6≡ 0 (mod p),
by Lucas’s Theorem, l ≡ 0, 1, . . . p+1
2
(mod p). Then in particular, p+3
2
/∈ L(n), and
|L(n)| < n. 
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Lemma 4.4. Suppose n ≤ N = ω(Pq) be such that n − 1 ≡ p+12 (mod p), and
q−1
2
≥ m ≥ n be such that (n−1+ q−12
m
) 6≡ 0 (mod p). Suppose further that for any n-
subset D of C, the above system of equations (En,m,D) has no solution. Then the last
row of Am,n is a linear combination of the first |L(n)| rows.
Proof. Note that by Lemma 4.3, |L(n)|+ 1 ≤ n ≤ N . If A = Am,n has full rank, which
equals to |L(n)| + 1, then A has an invertible (|L(n)| + 1) × (|L(n)| + 1) sub-matrix,
which columns correspond to a (|L(n)| + 1)-subset F of C. Then for any n-subset D
of C containing F , the coefficient matrix of (En,m,D) in Theorem 4.1 has full rank,
and thus the system has a solution. So by our assumption, A does not have full rank,
which means the rows of A are linearly dependent. Note that the first |L(n)| rows
of A (i.e. those rows with l ∈ L(n)) form a sub-matrix of the Vandermonde matrix(
(−ai)j
)
1≤i≤N,0≤j≤N−1, so the first |L(n)| rows are linearly independent. Therefore, the
last row of A is a linear combination of the first |L(n)| rows. 
We focus on the case s ≥ 2. In view of the proof of Theorem 3.5, we see if zs−1 < p−12 ,
we can get N ≤ 1
2
(
√
2q − 1 + 1) + ps−1, which is a good upper bound. In the case
zs−1 =
p−1
2
, we could instead let
n− 1 = (zs, zs−1 − 1, p− 1
2
, . . . ,
p− 1
2
)p,
to get the improved upper bound N ≤ 1
2
(
√
2q − 1 + 1) + 2ps−1. Therefore, we see that
the case zs−1 ≤ p−12 is consistent with Conjecture 1.8. In the following discussion, we
will focus on the case zs−1 >
p+1
2
. We assume
n− 1 = (zs, zs−1, p− 1
2
, . . . ,
p− 1
2
,
p+ 1
2
)p,
is the largest number of this form no greater than N − 1, then
n− 1 + q − 1
2
= (
p− 1
2
, . . . ,
p− 1
2
, z′s, z
′
s−1, 0, . . . , 0)p,
where z′s = zs +
p+1
2
, z′s−1 = zs−1 − p−12 , and we have n ≤ N < n + ps−1.
Let M denote the set of all possible integers m such that(
n− 1 + q−1
2
m
)
6≡ 0 (mod p), and n ≤ m ≤ q − 1
2
.
Using Lucas’s Theorem, it is easy to verify that
M = {m = (c2s, . . . , cs, cs−1, . . . , 0)p ≥ n : cj ≤ p− 1
2
for s ≤ j ≤ 2s, and cs−1 ≤ z′s−1}.
We can also determine the structure of the set L(n):
Lemma 4.5. If l = (ls, ls−1, . . . , l0)p ∈ L(n), then 0 ≤ l0 ≤ p+12 and 0 ≤ lj ≤ p−12 for
each 1 ≤ j ≤ s− 2.
12 CHI HOI YIP
Proof. If l = (ls, ls−1, . . . , l0)p ∈ L(n), then there exists 0 ≤ k ≤ n − 1 such that(
n−1+ q−1
2
k
) 6≡ 0 (mod p) and (n−1−k
l
) 6≡ 0 (mod p). Note that ps−1 | n − 1 + q−1
2
, then
by Lucas’s Theorem, we must have ps−1 | k. So
n− 1− k ≡ n− 1 ≡
(
p− 1
2
, . . . ,
p− 1
2
,
p+ 1
2
)
p
(mod ps−1).
Since
(
n−1−k
l
) 6≡ 0 (mod p), then we need
(
(p−1
2
, . . . , p−1
2
, p+1
2
)p
(ls−2, . . . , l0)p
)
=
(
p+1
2
l0
) s−2∏
j=1
(
p−1
2
lj
)
6≡ 0 (mod p).
Therefore, 0 ≤ l0 ≤ p+12 and 0 ≤ lj ≤ p−12 for each 1 ≤ j ≤ s− 2. 
Conjecture 1.8 could be proved if we showed the existence of an m ∈ M with the
following properties:
Conjecture 4.6. There is an integer m ∈ M such that and the last row is linearly
independent with the first |L(n)| rows in the matrix Am,n.
Theorem 4.7. Conjecture 4.6 implies Conjecture 1.8.
Proof. Let m ∈ M be such that the last row is linearly independent with the first |L(n)|
rows in the matrix Am,n. Then in view of the proof of Lemma 4.4, there exists a n-subset
D of C such that the system (En,m,D) has a solution. Since n ≤ m ≤ q−12 ,
(
n−1+ q−1
2
m
) 6≡ 0
(mod p), by Theorem 4.1, we have n(N − 2) ≤ q−3
2
. By the construction of n, we have
n ≤ N < n + ps−1. Then we get (N − ps−1)(N − 2) ≤ q−3
2
, and therefore
N ≤ p
s−1 + 2
2
+
√
q − 3
2
− 2ps−1 +
(
ps−1 + 2
2
)2
≤ p
s−1 + 2
2
+
√
q − 1
2
+
p2s−2
4
≤ p
s−1 + 2
2
+
√
q
2
+
p2s−2
8
√
q
2
<
√
q
2
+
12 +
√
2
8
ps−1.

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