Abstract. This chapter discusses decision making under uncertainty. More specifically, it offers an overview of efficient Bayesian and distribution-free algorithms for making near-optimal sequential decisions under uncertainty about the environment. Due to the uncertainty, such algorithms must not only learn from their interaction with the environment but also perform as well as possible while learning is taking place.
Introduction
It could be argued that automated decision making is the main application domain of artificial intelligence systems. This includes tasks from selecting moves in a game of chess, choosing the best navigation route in a road network responding to questions posed by humans, playing a game of poker and exploring other planets of the solar system. While chess playing and navigation both involve accurate descriptions of the problem domain, the latter problems involve uncertainty about both the nature of the environment and its current state. For example, in the poker game, the nature of the other players (i.e. the strategies the use) is not known. Similarly, the state of the game is not known perfectly-i.e. their cards are not known, but it might be possible to make an educated guess.
This chapter shall examine acting under uncertainty in environments with state, wherein a sequence of decisions must be made. Each decision made has an effect on the environment, thus changing the environment's state. One type of uncertainty arises when it is not known how the environment works, i.e. the agent can observe the state of the environment but is not certain what is the effect of each possible action in each state. The decision-making agent must therefore explore the environment, but not in a way that is detrimental to its performance. This balancing act is Christos Dimitrakakis Informatics Institute, University of Amsterdam, Science Park 107, 1098 XG Amsterdam, The Netherlands e-mail: christos.dimitrakakis@gmail commonly referred to as the exploration-exploitation trade-off. This chapter gives an overview of current methods for achieving near-optimal online performance in such cases.
Another type of uncertainty arises when the environment's state cannot be observed directly, and can only be inferred. In that case, the state is said to be hidden or partially observable. When both types of uncertainty occur simultaneously, then the problem's space complexity increases polynomially with time, because we must maintain all the observation history to perform inference. The problem becomes even harder when there are multiple agents acting within the environment. However, we shall not consider this case in this chapter.
The remainder of this chapter is organized as follows. First, we give an introduction to inference and decision making under uncertainty in both the Bayesian and distribution-free framework. Section 3 introduces some sequential decision-making problems under uncertainty. These problems are then formalized within the framework of Markov decision processes in Sect. 4, which can be used to make optimal decisions when the uncertainty is only due to stochasticity, i.e. when the effects of any decisions are random, but arise from a known probability distribution that is conditioned on the agent's actions and the current state. Section 5 discusses the extension of this framework when these probability distributions are not known. It is shown that the result is another Markov decision process with an infinite number of states, and various methods for approximately solving it are discussed. When the states of the environment are not directly observed, the problem becomes much more complex; this case is examined in Sect. 6. Finally, Sect. 7 identifies open problems and possible directions of future research.
Notation
We shall write I {X} for the indicator function that equals 1 when X is true, and 0 otherwise. We consider actions a ∈ A and contexts (states, environments or outcomes) µ ∈ M . We shall denote a sequence of observations from some set X as x t x 1 ,... ,x t , with x k ∈ X .
In general, P(X) will denote the probability of any event X selected from nature, and E denotes expectations. When observations, outcomes or events are generated via some specific process µ, we shall explicitly denote this by writing P(·|µ) for the probability of events. Frequently, we shall use the shorthand µ(·) to denote probabilities (or densities, when there is no ambiguity) under the process µ. With this scheme, we make no distinction between the name of the process and the distribution it induces. Thus, the notation µ(·) may imply a marginalization. For instance, if a process µ defines a probability density µ(x,y) over observations x ∈ X , and y ∈ Y , we shall write µ(x) for the marginal Y µ(x, y) dy. Finally, expectations under the process will be written as E µ (·) or equivalently E(·|µ). In some cases, it will be convenient to employ equality relations of the type µ(x t = x) to denote the density at x at time t under process µ.
