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Abstract
Motivated by a characterization of the complemented subspaces in Banach spaces X isomorphic to their squares X2, we in-
troduce the concept of P-complemented subspaces in Banach spaces. In this way, the well-known Pełczyn´ski’s decomposition
method can be seen as a Schroeder–Bernstein type theorem. Then, we give a complete description of the Schroeder–Bernstein
type theorems for this new notion of complementability. By contrast, some very elementary questions on P-complementability are
refinements of the Square-Cube Problem closely connected with some Banach spaces introduced by W.T. Gowers and B. Maurey
in 1997.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The famous Schroeder–Bernstein theorem states that if a set X can be embedded into a set Y and vice versa, then
there is a one-to-one function on X onto Y . If we turn our attention to functional analysis it is natural to pose the
following question: If X and Y are two Banach spaces and each one is isomorphic to a subspace of the other, then are
they necessarily isomorphic (in short, X ∼ Y )? The answer to this question has long been known to be no. A stronger
condition on X and Y would be that each of them is isomorphic to a complemented subspace of the other. We recall
that Y is isomorphic to a complemented subspace of X (in short, Y c↪→ X) if there exists a Banach space A such that
X ∼ Y ⊕A. In this case, we say that A is a supplement of Y in X. In 1996, W.T. Gowers [12], see also [3–8] and [13],
has shown that even under this condition, X and Y need not to be isomorphic. Another question then arises: Does
there exist a natural and yet stronger condition on X and Y which guarantee that they are isomorphic? The main goal
of the present paper is answer this question in the affirmative.
Our starting point is the classical Pełczyn´ski’s decomposition method [1, p. 63] which has played an important
role in the isomorphic theory of Banach spaces. Inspired by this method we will provide a family of Schroeder–
Bernstein type theorems for Banach spaces. Fixed n ∈ N = {1,2,3, . . .}, the sum of n copies of a Banach space X,
X ⊕ X ⊕ · · · ⊕ X will be denoted by Xn. It will be also useful to indicate X0 = {0}.
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1182 E.M. Galego / J. Math. Anal. Appl. 341 (2008) 1181–1189Pełczyn´ski’s decomposition method states that X ∼ Y whenever the following condition on X and Y holds{
Y
c
↪→ X and X ∼ X2,
X
c
↪→ Y and Y ∼ Y 2.
(1.1)
Observe that the first condition of (1.1) is equivalent to the following property:
(P) there exists a supplement A of Y in X such that A ∼ X ⊕ A.
Indeed, suppose that F is a supplement of Y in X with X ∼ X2. Hence
X ∼ Y ⊕ F. (1.2)
Putting A = X ⊕ F and adding X to both sides of (1.2) we deduce
X ∼ X2 ∼ Y ⊕ X ⊕ F ∼ Y ⊕ A.
Moreover,
A = X ⊕ F ∼ X ⊕ X ⊕ F ∼ X ⊕ A.
Conversely, assume that (P) holds. Thus adding Y to both sides of A ∼ X ⊕ A we have
X ∼ Y ⊕ A ∼ X ⊕ A ⊕ Y ∼ X2.
Thus if we are interested to strengthen the concept of complemented subspaces in Banach spaces to obtain some
Schroeder–Bernstein type theorems, the property (P) led us to define:
Definition 1.1. A Banach space Y is P-complemented in the Banach space X if there are a Banach space A and
positive integers p, q and r such that
X ∼ Y ⊕ A and Ap ∼ Xq ⊕ Ar. (1.3)
In this case we say that Y is (p, q, r) P-complemented in X.
In particular, Pełczyn´ski’s decomposition method can be rewritten as a Schroeder–Bernstein type theorem. Namely,
if Y is (1,1,1) P-complemented in X and X is (1,1,1) P-complemented in Y , then X ∼ Y . This suggests us to
introduce the following definition:
Definition 1.2. Two triples {(p, q, r), (s, t, u)} is a couple of P-Schroeder–Bernstein triples for Banach spaces (in
short, PSB) if for every pair of Banach spaces X and Y such that X is (p, q, r) P-complemented in Y and Y is (s, t, u)
P-complemented in X, we have X ∼ Y .
Or equivalently, {(p, q, r), (s, t, u)} is a PSB when X ∼ Y whenever the Banach spaces X and Y satisfy (1.4) for
some Banach spaces A and B{
X ∼ Y ⊕ A,
Y ∼ X ⊕ B;
{
Ap ∼ Xq ⊕ Ar,
Bs ∼ Y t ⊕ Bu. (1.4)
We also say that Υ = q(t + u − s) + t (r − p) is the P-number of the couple of triples {(p, q, r), (s, t, u)}.
The main aim of this paper is to prove the following characterization of the couple of triples which are PSB:
Theorem 1.3. A couple of triples {(p, q, r), (s, t, u)} with P-number Υ is PSB if and only if Υ is different from zero
and Υ divides q and t .
Notice that if we replace A by X in the first side of the second condition of (1.3) we get the definition of (p, q, r)-
complemented subspaces in Banach spaces very recently introduced in [10]. However, it is an open problem to
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and 1.7]. In other words, if we replace A by X in the first side of the third condition of (1.4) and we also replace
B by Y in the first side of the fourth condition of (1.4), then the situation becomes more complicated and we do
not know what are the couple of triples {(p, q, r), (s, t, u)} that imply that X is isomorphic to Y in this new context.
The difficulty relies on the fact that we do not know enough non-isomorphic Banach spaces X and Y which are iso-
morphic to complemented subspaces of each other. So, in some sense, the preceding theorem is the best result on
Schroeder–Bernstein type theorems for Banach spaces we can obtain nowadays.
We end the paper by noticing that we also do not know enough Banach spaces X non-isomorphic to their squares
X2 to answer some elementary questions about P-complementability in Banach spaces, see Section 4, Problems 4.3
and 4.4.
2. Sufficient condition for a couple of triples to be a PSB
This is the easy part of the proof of Theorem 1.3 and it is a consequence of the following result:
Remark 2.1. In [9] a sextuple (p, q, r, s, u, v) in N ∪ {0}, with p + q  1, r + s  1 and u,v ∈ N, was said to be a
Tight Schroeder–Bernstein sextuple for Banach spaces (in short, TSBs) if X ∼ Y whenever there exist Banach spaces
A and B satisfying{
X ∼ Y ⊕ A,
Y ∼ X ⊕ B;
{
Xu ∼ Ap ⊕ Bq,
Y v ∼ Ar ⊕ Bs. (2.1)
The number Θ = (p − q − u)(s − r − v) − (q − p)(r − s) is the tight discriminant of the sextuple (p, q, r, s, u, v).
We recall the following characterization of the TSBs [9, Theorem 4.2]. A sextuple (p, q, r, s, u, v) in N ∪ {0} with
p + q  1, r + s  1 and u,v ∈N is a TSBs if and only its tight discriminant Θ is different from zero and Θ divides
u and v.
Proposition 2.2. Let {(p, q, r), (s, t, u)} be a couple of triples with P-number Υ . If Υ is different from zero and Υ
divides q and t , then {(p, q, r), (s, t, u)} is a PSB.
Proof. Suppose that X, Y , A and B are Banach spaces satisfying (1.4). Adding Br to both sides of the third condition
of (1.4) and by using the two first conditions of (1.4) we deduce
Ap ⊕ Br ∼ Xq−1 ⊕ X ⊕ A ⊕ B ⊕ Ar−1 ⊕ Br−1 ∼ Xq ⊕ Ar−1 ⊕ Br−1.
Hence by induction, we see that Ap ⊕ Br ∼ Xq . In the same way, we conclude Y t ∼ Au ⊕ Bs . Therefore{
Xq ∼ Ap ⊕ Br,
Y t ∼ Au ⊕ Bs.
Since the tight discriminant Θ of the sextuple (p, r, u, s, q, t) is (p − r − q)(s − u − t) − (r − p)(u − s) = Υ , it
follows by hypothesis that Θ = 0 and Θ divides q and t . So by Remark 2.1 X ∼ Y and therefore {(p, q, r), (s, t, u)}
is a PSB. 
3. Necessary condition for a couple of triples to be a PSB
It is worth mentioning that this part of the proof of Theorem 1.3 would be also an immediate consequence of
Remark 2.1 whether the following problem has a positive solution.
Problem 3.1. Let X and Y be two non-isomorphic Banach spaces which are isomorphic to complemented subspaces
of each other. Suppose that A is a supplement of Y in X and B is a supplement of X and Y and p,q, r, s, t, u, v ∈N.
Is it true that{
Xq ∼ Ap ⊕ Br,
Y t ∼ Au ⊕ Bs implies
{
Ap ∼ Xq ⊕ Ar,
Bs ∼ Y t ⊕ Bu?
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tion 2.2. In order to do this, we need to recall some results on Banach spaces which are isomorphic to complemented
subspaces of each other.
Remark 3.2. In [13, p. 563] it was constructed Banach spaces Xv , for every v ∈ N, v  2, having the following
property: Xmv ∼ Xnv , with m,n ∈N, if and only if m is equal to n modulo v.
We recall that two Banach spaces X and Y are said to be totally incomparable if no infinite dimensional subspace
of X is isomorphic to a subspace of Y .
Remark 3.3. Fix two totally incomparable Banach spaces X and Y from the class of spaces constructed in [11]. Then
by [6] there exists a Banach space Z satisfying
(a) Z ∼ Z2 [6, p. 31];
(b) Z ∼ Z ⊕ Xm ⊕ Ym, ∀m ∈N [6, p. 31];
(c) Z ∼ Z ⊕ Xm, ∀m ∈N [6, Theorem 3.4].
From now on our task is to show that, as opposed the context considered in [10], the Banach spaces mentioned
in Remarks 3.2 and 3.3 are large enough to complete the characterization of PSB given by Theorem 1.3. This is an
immediate consequence of Propositions 3.7–3.9. Before we need to prove some auxiliary results.
Lemma 3.4. Let p,q, r, s, t, u ∈N. Suppose that there exist i, j, v ∈N with v  2 satisfying
(a) v divides i(q + r − p) + j (p − r);
(b) v divides i(s − u) + j (t + u − s);
(c) v does not divide j − i.
Then {(p, q, r), (s, t, u)} is not a PSB.
Proof. Let n ∈ N such that nv − j + i > 0 and nv − i + j > 0. Since j + (nv − j + i) − i = nv and i + (nv − i +
j) − j = nv, we have by the property of Xv mentioned in Remark 3.2 and the conditions (a) and (b) that{
Xiv ∼ Xjv ⊕ Xnv−j+iv ,
Xjv ∼ Xiv ⊕ Xnv−i+jv ,
{
X(nv−j+i)pv ∼ Xiqv ⊕ X(nv−j+i)rv ,
X(nv−i+j)sv ∼ Xjtv ⊕ X(nv−i+j)uv .
Furthermore according to condition (c) we conclude that Xiv is not isomorphic to Xjv . Consequently {(p, q, r), (s, t, u)}
is not a PSB. 
Lemma 3.5. Let {(p, q, r), (s, t, u)} be a couple of triples with P-number Υ  2. Suppose that there exist integers α
and β satisfying
(a) α(t + u − s) > β(p − r);
(b) β(q + r − p) > α(s − u);
(c) Υ does not divide βq − αt .
Then {(p, q, r), (s, t, u)} is not a PSB.
Proof. Let v = Υ and consider the linear system{
i(q + r − p) + j (p − r) = αv,
i(s − u) + j (t + u − s) = βv.
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(a)–(c) that i > 0, j > 0 and v does not divide j − i = βq − αt . Moreover, clearly v divides i(q + r − p) + j (p − r)
and i(s − u) + j (t + u − s). Therefore Lemma 3.4 implies that {(p, q, r), (s, t, u)} is not a PSB. 
Taking v = −Υ and proceeding as in the proof of Lemma 3.5 we obtain:
Lemma 3.6. Let {(p, q, r), (s, t, u)} be a couple of triples with P-number Υ −2. Suppose that there exist integers
α and β satisfying
(a) α(t + u − s) < β(p − r);
(b) β(q + r − p) < α(s − r);
(c) Υ does not divide βq − αt .
Then {(p, q, r), (s, t, u)} is not a PSB.
Proposition 3.7. If a couple of triples {(p, q, r), (s, t, u)} is a PSB, then its P-number Υ is different from zero.
Proof. Suppose that the P-number Υ of the couple of triples {(p, q, r), (s, t, u)} is equal to zero, we will show that it
is not a PSB. We distinguish three cases: p < r , p > r and p = r .
Case 1. p < r . Take i = r − p and j = q + r − p and v ∈N, v  2 such that v does not divide q . So i(q + r − p) +
j (p − r) = 0 and since Υ = 0, it follows that i(s − u) + j (t + u − s) = 0. Moreover j − i = q . Thus it is enough to
apply Lemma 3.4 to see that {(p, q, r), (s, t, u)} is not a PSB.
Case 2. p > r . Since q(t + u − s) = t (p − r), we infer that t + u − s > 0. There are two subcases: s < u and s  u.
Subcase 2.1. s < u. Notice that the P-number Υ of {(s, t, u), (p, q, r)} is also equal to zero. Thus by Case 1, this
couple of triples is not a PSB. Consequently the same happens with {(p, q, r), (s, t, u)}.
Subcase 2.2. s  u. Take m = t +u−s and n = s−u. Let X, Y and Z be the Banach spaces mentioned in Remark 3.3.
So by Remarks 3.3(a) and 3.3(b),{
Z ⊕ Xm ∼ Z ⊕ Yn ⊕ Z ⊕ Xm+n,
Z ⊕ Yn ∼ Z ⊕ Xm ⊕ Z ⊕ Ym+n.
Now observe that (m + n)s = nt + (m + n)u and since Υ = 0, (m + n)p = mq + (m + n)r . Thus by Remark 3.3(a)
we have{ (
Z ⊕ Xm+n)p ∼ (Z ⊕ Xm)q ⊕ (Z ⊕ Xm+n)r ,(
Z ⊕ Ym+n)s ∼ (Z ⊕ Yn)t ⊕ (Z ⊕ Ym+n)u.
Next assume that
Z ⊕ Xm ∼ Z ⊕ Yn. (3.1)
Thus adding Xn to both sides of (3.1) and using Remark 3.3(b) we deduce
Z ⊕ Xm+n ∼ Z ⊕ Xn ⊕ Yn ∼ Z,
which is absurd by Remark 3.3(c), because m + n = t = 0. Therefore {(p, q, r), (s, t, u)} is not a PSB.
Case 3. p = r . By our hypothesis on Υ , it follows that s = u + t . It suffices to take m = 0 and n = 1 and proceed as
in the Subcase 2.2 to prove that {(p, q, r), (s, t, u)} is not a PSB. 
Proposition 3.8. If a couple of triples {(p, q, r), (s, t, u)} with P-number Υ > 2 is a PSB, then Υ divides q and t .
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divide q . Since Υ = (q + r − p)(t + u − s) − (p − r)(s − u), we have
(q + r − p)(t + u − s) > (p − r)(s − u). (3.2)
We distinguish three cases: p = r , p > r and p < r .







and βq − αt = −Υ + q . It follows from Lemma 3.5 that {(p, q, r), (s, t, u)} is not a PSB.
Case 2. p > r . There are three subcases: q = p − r , q > p − r and q < p − r .




t + u − s
p − r ,
and βq − αt = Υ − q . It suffices to apply Lemma 3.5 to conclude that {(p, q, r), (s, t, u)} is not a PSB.
Subcase 2.2. q > p − r . By (3.2) (s − u)/(q + r − p) < (t + u − s)/(p − r). Fix m ∈N such that
s − u
q + r − p <
t + u − s
p − r −
1
m(p − r) ,
and take α = m(p − r) and β = m(t + u − s) − 1. Hence (s − u)/(q + r − p) < β/α < (t + u − s)/(p − r) and
βq − αt = mΥ − q . We infer by Lemma 3.5 that {(p, q, r), (s, t, u)} is not a PSB.
Subcase 2.3. q < p − r . According to (3.2) (t + u − s)/(p − r) < (s − u)/(q + r − p). Take α = p − r and β =
t + u − s − 1. Then β/α < (t + u − s)/(p − r) and βq − αt = Υ − q . It is enough to apply Lemma 3.5 to see that
{(p, q, r), (s, t, u)} is not a PSB.
Case 3. p < r . We distinguish three subcases: q = p − r , q > p − r and q < p − r .




t + u − s
p − r ,
and βq − αt = Υ − q . Again by Lemma 3.5 we deduce that {(p, q, r), (s, t, u)} is not a PSB.
Subcase 3.2. q > p − r . By (3.2) (t + u − s)/(p − r) < (s − u)/(q + p − r). Pick m ∈N such that
t + u − s
p − r +
1
m(p − r) <
s − u
q + r − p ,
and take α = m(r − p) and β = m(s − t − u) − 1. Hence (t + u − s)/(p − r) < β/α < (s − u)/(q + r − p) and
βq − αt = mΥ + q . Once again by Lemma 3.5 {(p, q, r), (s, t, u)} is not a PSB.
Subcase 3.3. q < p − r . According to (3.2) (s − u)/(q + r − p) < (t + u − s)/(p − r). Fix m ∈N such that
s − u
q + r − p <
t + u − s
p − r +
1
m(p − r) ,
and take α = m(p − r) and β = m(t + u − s) + 1. So (s − u)/(q + r − p) < β/α < (t + u − s)/(r − p) and
βq − αt = mΥ + q . By Lemma 3.5 {(p, q, r), (s, t, u)} is not a PSB. 
E.M. Galego / J. Math. Anal. Appl. 341 (2008) 1181–1189 1187Proposition 3.9. If a couple of triples {(p, q, r), (s, t, u)} with P-number Υ < −2 is a PSB, then Υ divides q and t .
Proof. As in the proof of Proposition 3.8, it is enough to show that Υ divides q . Assume that Υ does not divide q .
Since Υ < 0, we have
(q + r − p)(t + u − s) < (p − r)(s − u). (3.3)
There are three cases: p = r , p > r and p < r .







and βq − αt = −Υ − q . By Lemma 3.6 we conclude that {(p, q, r), (s, t, u)} is not a PSB.
Case 2. p > r . We distinguish three subcases: q = p − r , q > p − r and q < p − r .
Subcase 2.1. q = p − r . Therefore Υ = q(u − s) and u − s < 0. Take α = p − r and β = t + u − s + 1. Therefore
t + u − s




and βq − αt = Υ + q . According to Lemma 3.6, {(p, q, r), (s, t, u)} is not a PSB.
Subcase 2.2. q > p − r . By (3.3) (s − u)/(q + r − p) > (t + u − s)/(p − r). Fix m ∈N such that
t + u − s
p − r +
1
m(p − r) <
s − u
q + r − p ,
and take α = m(p − r) and β = m(t + u − s) + 1. Hence (t + u − s)/(p − r) < β/α < (s − u)/(q + r − p) and
βq − αt = mΥ + q . By Lemma 3.6 {(p, q, r), (s, t, u)} is not a PSB.
Subcase 2.3. q < p − r . According to (3.3) (s − u)/(q + r − p) < (t + u − s)/(p − r). Take α = p − r and β =
t+u−s+1. Then (t+u−s)/(p−r) < β/α and βq+αt = Υ −q . It follows from Lemma 3.6 that {(p, q, r), (s, t, u)}
is not a PSB.
Case 3. p < r . We distinguish three subcases: q = p − r , q > p − r and q < p − r .
Subcase 3.1. q = p − r . Consequently Υ = (p − r)(s − u) and s − u < 0. Take α = p − r and β = t + u − s + 1.
Therefore
t + u − s




and βq − αt = Υ + q . Thus Lemma 3.6 implies that {(p, q, r), (s, t, u)} is not a PSB.
Subcase 3.2. q > p − r . By (3.3) (s − u)/(q + p − r) < (t + u − s)/(p − r). Pick m ∈N such that
s − u
q + r − p <
t + u − s
p − r −
1
m(p − r) ,
and take α = m(r − p) and β = m(t + u − s) − 1. Hence (s − u)/(q + r − p) < β/α < (t + u − s)/(p − r) and
βq − αt = mΥ + q . It suffices to apply Lemma 3.6 to deduce that {(p, q, r), (s, t, u)} is not a PSB.
Subcase 3.3. q < p − r . According to (3.3) (t + u − s)/(p − r) < (s − u)/(q + r − p). Fix m ∈N such that
t + u − s
p − r −
1
m(p − r) <
s − u
q + r − p ,
and take α = m(p − r) and β = m(t + u − s) − 1. Hence (t + u − s)/(p − r) < β/α < (s − u)/(q + r − p) and
βq − αt = mΥ − q . Once again by Lemma 3.6, {(p, q, r), (s, t, u)} is not a PSB. 
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It is frequently important in the theory of Banach spaces to know that a Banach space X is isomorphic to its
square X2, see for example [2] and [14]. So it is natural to ask how the P-complementability can be used to conclude
that X is isomorphic to X2. This short section is concerning to this question.
By using only the Banach spaces mentioned in Remark 3.2, it is not difficulty to check:
Remark 4.1. Let p, q and r in N. For every Banach space X such that X2 is (p, q, r) P-complemented in X we have
X ∼ X2 if and only if p + q = r + 1 or p + q = r − 1.
Remark 4.2. Let p, q and r in N. For every Banach space X such that X is (p, q, r) P-complemented in X we have
X ∼ X2 if and only if q = 1.
However, we cannot even to solve:
Problem 4.3. Suppose that a Banach space X is (2,1,2) P-complemented in X2. Does it follow that X ∼ X2?
Problem 4.4. Assume that for a Banach space X we have that X2 is (2,1,2) P-complemented in X2. Is it true that
X ∼ X2?
Observe that a negative answer to Problem 4.3 or Problem 4.4 would imply a negative answer to the following
problem closely related to above-mentioned Banach spaces of W.T. Gowers and B. Maurey. This problem is called
Square-Cube Problem for Banach spaces, see [15, p. 368].
Problem 4.5. Suppose that a Banach space X satisfies X2 ∼ X3. Does it follow that X ∼ X2?
Indeed, assume first that X is (2,1,2) P-complemented in X2 without being isomorphic to X2. Thus there exists a
Banach space A such that{
X2 ∼ X ⊕ A,
A2 ∼ X ⊕ A2. (4.1)
Hence adding A to both sides of the first condition of (4.1) we deduce
A ⊕ X2 ∼ X ⊕ A2.
So by the second condition of (4.1) we see that
A2 ∼ A ⊕ X2. (4.2)
Moreover, adding X to both sides of the second condition of (4.1) we conclude
A2 ∼ X ⊕ A2 ∼ X2 ⊕ A2. (4.3)
Thus by using (4.2) in (4.3) we have
A2 ∼ A3.
If A is not isomorphic to A2, then A is a negative solution to Problem 4.5. Otherwise A ∼ A2 and therefore by (4.1)
A ∼ X2.
Consequently by the first condition of (4.1)
X2 ∼ X3.
Hence X is a negative solution to Problem 4.5.
E.M. Galego / J. Math. Anal. Appl. 341 (2008) 1181–1189 1189Finally, suppose that X2 is (2,1,2) P-complemented in X2 without being isomorphic to X. Therefore there is a
Banach space A such that{
X2 ∼ X2 ⊕ A,
A2 ∼ X ⊕ A2. (4.4)
Adding A to both sides of the first condition of (4.4) we infer
X2 ∼ X2 ⊕ A ∼ X2 ⊕ A2. (4.5)
On the other hand, proceeding as in (4.3) we have
A2 ∼ X2 ⊕ A2. (4.6)
Hence in view of (4.5) and (4.6),
X2 ∼ A2.
So according to the second condition of (4.4), X2 ∼ X3 and X is a negative solution to Problem 4.5.
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