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Abstract
In this paper, design-oriented ﬁeld eﬀect transistor (FET) models are produced. For this purpose,
FET modeling is put forward as a constrained, multiobjective optimization problem. Two novel methods
for multiobjective optimization are employed: particle swarm optimization (PSO) uses the single-objective
function, which gathers all of the objectives as aggregating functions; and the nondominated sorting genetic
algorithm-II (NSGA-II) sorts all of the trade-oﬀ solutions on the Pareto frontiers. The PSO solution is
compared with the Pareto optimum solutions in the biobjective plane and the success of the ﬁrst method is
veriﬁed. Furthermore, the resulting FET models are compared with similar FET models from the literature,
and thus a comparative study is put forward with respect to the success of the optimization algorithms and
the performances and utilizations of the models in the ampliﬁcation circuits.
Key Words: FET modeling, scattering parameters, stability, particle swarm optimization, pareto optimality

1.

Introduction

In the microwave frequency range, characterization of a linear N-Port is based on the reﬂections and transmissions of the electromagnetic waves incident on the ports with respect to the ﬁnite reference terminations, commonly called scattering parameters (S-parameters) and deﬁned on a rigorous mathematical basis by Kurokawa
[1]. Hereafter, characterization of microwave transistors are given by the S-parameters from the manufacturer’s
data sheets depending on the bias conditions and operation frequency. Thus, analysis of the potential performance of a microwave transistor is generally performed using either S-parameters or other parameters, such as
∗ Corresponding author:
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Z- or Y-, obtained by converting the S-parameters. Among the main performances, the stability, gain, noise,
input voltage standing wave ratio (VSWR), and output VSWR of a microwave transistor can be considered,
respectively presented in pioneering works [2-9]. In design of the linear microwave ampliﬁer circuits, meanwhile,
transistor models based on the S-parameters are employed. Paoloni and D’Agostino proposed a design-oriented
ﬁeld eﬀect transistor (FET) model in conjunction with an appropriate design procedure for the distributed
ampliﬁers, presented where the eﬀects of the various elements of the complete FET model are identiﬁed and
properly taken into account in the recalculated elements of the new simpliﬁed FET circuit proposed [10]. Günel
applied a continuous hybrid approach (CHA) based on a continuous parameter genetic algorithm (CPGA) and
the controlled random search-2 algorithm to determine the FET model elements [11]. Other typical nongradient algorithms such as the fuzzy hybrid approach (FHA), the CPGA, and the genetic algorithm (GA) have
been utilized to obtain FET model elements ensuring the maximum transducer power gain within an operation frequency band for the 50- Ω input/output reference terminations, and a comparison based on the gain
performances of FET models obtained by CHA and the nongradient algorithms was realized.
In this work, the FET model elements were determined so that all of the S-parameters could be optimized,
and particle swarm optimization (PSO) was implemented as a high-performance evolutionary algorithm capable
of solving general N-dimensional, linear, or nonlinear optimization problems. FET modeling for the transducer
power gain is very essential, but reﬂection and reverse transmission losses should also be taken into account in
the design stage. For the purpose of comparison, 2 kinds of FET modeling within the technological limits were
carried out. The ﬁrst FET model was constructed from the results of the optimization process with a singleobjective function that included only the maximization of transmission parameter S 21 , corresponding to the
maximum transducer power gain (G T ) with 50- Ω input/output terminations. The second FET model resulted
from the multiobjective optimization process, in which the multiple objectives were normalized and processed
into a single function as contributors commonly known as aggregating functions. The multiple objectives consist
of all of the expected performance requirements from an active device, including the maximum transducer power
gain (G T ⇔ S 21 ), minimum input reﬂection (S 11 ), minimum reverse transmission (S 12 ), and minimum output
reﬂection (S 22 ). The resulting FET models obtained by the PSO algorithm were compared with the models in
[11], and thus a comparative study was also provided with respect to the success of the optimization algorithms
and the performances and utilizations of the models in the ampliﬁcation circuits. Moreover, the Pareto
frontier was obtained using all of the trade-oﬀ solution sets for the biobjective case between the magnitudes
of (S 11 × S12 × S22 ) and S 21 , employing the nondominated sorting genetic algorithm-II (NSGA-II). Thus, the
location of the solution resulting from the PSO process was determined in the biobjective plane.
In the following section, determination of the FET model is described as a single- and multiobjective
optimization problem using the relationships between the FET model elements and the S-parameters, and the
PSO method is also explained brieﬂy. In the third section, application of PSO to the determination of the
FET model elements is given together with the Pareto optimal analysis. In the ﬁnal section, the resulting FET
models are compared with their counterparts from [11] with respect to their S-parameters and utilizations in
the linear ampliﬁcation circuits.
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2.

2.1.

Determination of the FET model as a single- and multiobjective
optimization problem
Problem formulation: the conventional complete FET model and its performance parameters

The conventional complete model of a FET model commonly available to designers is shown in Figure 1. The
complete FET model consists of intrinsic parameters such as C gd , C gs , R i , g m , C ds , and R ds and extrinsic
elements such as R g , L g , R d , L d , R s , and L s . The S-parameters of the complete FET model in Figure 1 can
be derived using their deﬁnitions, as follows [12]:

S11 (f) =

(1.1)

j2πfRo Cgd 10−3
,
1 − (2πfRo 10−3 )2 Cgd Cgsw
+j2πf(2Cgd + Cgsw )Ro 10−3

S12 (f) =

S21 (f) =

S22 (f) =

1 + j2πfCgse (Rie − Ro )10−3
,
1 + j2πfCgse (Rie + Ro )10−3

(1.2)

2Rdsogm
,
(1 + j2πfRio Cgse 10−3 )
×(1 + j2πfRdso Cdse 10−3 )

(1.3)

(1 + j4πfCgd Ro 10−3 )Rdsh
,
1 + j2πfCgdh (Rdsh + 2Ro)10−3
−(2πfCgdh 10−3 )2 Rdsh Ro

(1.4)

where R o = 50 Ω as the reference terminations, and the other parameters in terms of the model parameters
are given below.
Rdso = Ro Rdse/(Ro + Rdse), Rdso = Ro Rdse/(Ro + Rdse), Rdsh = Rd + Rs + Rds (1 + gm Rs )

Cgdh = Cgd

Cds
1 + R o gm +
Cgd




, Cgsw = Ro Cgd

(1.5)




Ro
1
gm +
+Cgs 1 +
+Cds , Cgse = Cgs + Cgd (1−ga )
Rds
Rds
(1.6)

Cdse = Cds + Cgd (ga − 1)/ga, Rie = Ri + Rs + Rg ,

Rdse =

ga = −gm

Ro + Rds
, ra = Rd + Rs (1 + gm Rds )
ra + R o

Ro Rdse
Ro + Rdse

(1.7)

(1.8)
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Figure 1. The complete FET model.

In the above equations, f denotes discrete frequencies in the desired operation band. As clearly seen
from Eqs. (1.1)-(1.8), the S-parameters are expressed in terms of FET model elements by neglecting parasitic
inductances L g , L d , and L s . For 50- Ω input/output terminations, the transducer power gain of the FET
device is equal to:
GT (f) = |S21 (f)|2 .

(2)

Hereafter, the stability parametersμ, k, andΔ can be given in terms of the S-parameters, together with the
unconditional stability conditions, as follows [3,5,7]:
Δ

μ=

2

2

2

2

2

2

2

1 − |s11 |
Δ 1 − |s11 | − |s22 | + |s11 | |s22 | + |s12 | |s21 |
>1 ⇔ k =
>1,
|s22 − s∗11 Δ| + |s21 s12 |
2 |s12 | |s21 |
Δ

Δ = |s11 s22 − s12 s21 | < 1.

(3)

The maximum available gain, Gmax , can be given respectively [7]:
Gmax =


|s21 |
(k − k 2 − 1 ),
|s12 |

(4)

which is obtained by the simultaneous conjugate matching of the input and output ports in the case of
unconditional stability, given below.
ΓL = Γ∗out
(5.1)
ΓS = Γ∗in ,
Here, ΓS and ΓL are the reﬂection coeﬃcients of the source and load, respectively, and Γin and Γout are
reﬂection coeﬃcients of the input and output ports, given respectively as [7]:
Γin = f(ΓL ) = s11 +

s12 s21 ΓL
,
1 − s22 ΓL

Γout = g(ΓS ) = s22 +

s12 s21 ΓS
.
1 − s11 ΓS

(5.2)

In our case, the transducer power gain, input/output reﬂection, and feedback transmission losses are speciﬁed
main performance parameters for the FET device for 50- Ω input/output terminations, since the source and
load reﬂection coeﬃcients are ΓS = ΓL = 0 , Γin = s11 , and Γout = s22 . In order to keep the reﬂection
losses at the input and the output of the device at lower values, S-parameters S 11 and S 22 should be taken
into account in device modeling for utilization in the ampliﬁcation circuits. Feedback transmission coeﬃcient
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S 12 is another parameter for minimizing reverse transmission losses. For the 50- Ω system (ΓS = ΓL = 0),
the eﬀects of the input and the output on the transducer power gain are disabled, and transducer power gain
is only and directly dependent upon S 21 . For the utilization of the FET device in the ampliﬁer circuits, the
device should be modeled with respect to these main performance parameters. The S-parameters given in Eqs.
(1.1)-(1.8) and the performance parameters in Eqs. (2)-(5.2) will be utilized in determining and evaluating the
FET model in the next sections.

2.2.

Determination of FET models as a single- and multiobjective optimization
problem

The FET model elements (g m , C gs , R i , C ds , R ds , C gd , R g , R d , R s ) are considered unknown parameters
whose search intervals are chosen as given in the Table. We deﬁned the single- and multiobjective functions
as “cost” functions in terms of the S-parameters given by Eqs. (1.1)-(1.8) to build the 2 diﬀerent FET models
below.
n

2
|S21 (fi )|
(6)
CF − I = −
i=1

CF − II =

n

|S11 (fi ) × S12 (fi ) × S22 (fi )|
2

i=1

|S21 (fi )|

(7)

Thus, while in Eq. (6) only gain maximization is pursued, in Eq. (7), in addition to this, simultaneous
minimization of input | S 11 | and output | S 22 | reﬂections and feedback scattering | S 12 | are taken into account
as objectives, respectively. Minimizing the cost function given by Eq. (6) is equal to the maximization of the
gain. Similarly, minimizing the other cost function deﬁned by Eq. (7) is equal to the simultaneous minimization
of losses and maximization of gain.

2.3.

Particle swarm optimization

The PSO algorithm is an evolutionary algorithm capable of solving diﬃcult multidimensional optimization
problems in various ﬁelds. Since its introduction in 1995 by Kennedy and Eberhart [13], PSO has gained increasing popularity as an eﬃcient alternative to the GA and simulated annealing in solving various optimization
design problems. As an evolutionary algorithm, the PSO algorithm is similar to the GA, since it works with
populations of individuals randomly initialized and calculates a ﬁtness computation after each step, updates
the population based on the ﬁtness value, and stops the iterative algorithm when certain criteria are met [13].
However, there are neither crossover nor mutation operations in PSO to update the population; only the best
particles are used.
For an N-dimensional problem, the position and velocity can be speciﬁed by M × N matrices, where
M is the number of particles in the swarm. Each row of the position matrix represents a possible solution
to the optimization problem, and the ith particle of the swarm is represented by N-dimensional vectorXi =
[xi1 , xi2 , ...., xiN ]T . Similarly, the velocity of the ith particle is represented by N-dimensional vectorVi =
[vi1 , vi2 , ...., viN ]T . Each particle has a memory of the best position of the search space that has ever been
obtained at each iteration, and the personal best performance of the ith particle is deﬁned asP besti =
[pbesti1 , pbesti2 , ...., pbestiN ]T . The global best position vector deﬁnes the position in the solution space at
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which the lowest cost value was achieved by all particles; it is deﬁned asGbest = [gbest1 , gbest2 , ..., gbestN ]T .
The velocity of each particle depends on the distance of its current position from that resulting in the lower
cost values. To update the velocity matrix at each iteration, every particle should know its Pbest and Gbest
position vectors. Thus, all of the information needed by the PSO algorithm is contained in X, V, Pbest, and
Gbest. The core of the PSO algorithm is the method by which these matrices are updated in every iteration of
the algorithm. In our work, the velocity matrix and the position matrix are updated according to the following
equations:




t
t
vit (n) = w t ∗ vit−1 (n) + c1 ∗ Ui1
∗ P bestti (n) − xt−1
(n) + c2 ∗ Ui2
∗ Gbestt (n) − xt−1
(n) ,
i
i
xti (n) = xt−1
(n) + vit (n)
i

i = 1, ....M ; n = 1, .....N,

(8)
(9)

where the superscripts t and t–1 refer to the time index of the current and the previous iterations, w is the inertia
t
t
and Ui2
are 2 uniformly distributed random
weight, c 1 and c 2 are the learning factors of the swarm, and Ui1

numbers in the interval [0,1]. These random numbers are diﬀerent for each of the n components of the particle’s
velocity vector. As given in Eq. (8), particles update their velocities by keeping their previous velocity with


t
w t ∗ vit−1 (n), by remembering their own past personal best performances with c1 ∗ Ui1
∗ P bestti (n) − xt−1
(n) ,
i


t
∗ Gbestt (n) − xt−1
(n) . Each particle then
and by utilizing the best performance of the swarm with c2 ∗ Ui2
i
updates its position by using the previous position and the new velocity information as given by Eq. (9).
In our case, N = 9, each of which corresponds to an unknown element of the FET model’s equivalent
circuit, and for both single- and multiobjective optimization problems, M = 25 particles were chosen, each of
which corresponded to a possible solution set for the FET equivalent circuit. Learning factors c 1 and c 2 from
Eq. (8), which were chosen by trial and error, were set to 2 and inertia weight w was set to 0.9 at the start in
order to perform a global search, and they decreased linearly during the execution of the algorithm to make a
local search around the global optimum in the late iterations of the algorithm:
w t+1 = w t − w t ∗

t
, t = 1, ......, tM ax.
tM ax

(10)

In Figure 2, the ﬂowchart of the PSO algorithm is presented. In the ﬁrst stage, the solution space, ﬁtness
function, and number of particles (M) for the algorithm are assigned. In our case, the solution space is deﬁned
within the technological limitations given in section 2.2, and the cost functions (CF-I and CF-II) are deﬁned in
Eqs.(6) and (7). Position, velocity, Pbest, and Gbest matrices are initialized randomly in the second stage. At
each iteration, the cost function value is computed for each particle that represents a candidate solution; these
values deﬁne each particle’s Pbest and Gbest values from the swarm. This convergence ends when the target
value is met or the algorithm reaches its maximum iteration number.

2.4.

Pareto optimal analysis

Real-world problems require a simultaneous optimization process with respect to multiple objectives that are
mostly in conﬂict with each other; this case is referred to as the multiobjective optimization problem. The
existence of conﬂicting objectives necessitates obtaining a set of optimal solutions in multiobjective optimization
problems, since any single optimum point cannot be guaranteed to be better than the others. However, a set
of optimal solutions, which are also called nondominated solutions, include the ones whose performances for
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Define Solution Space,
Fitness Functi,on and
Number of Particles

Initialize X, V, Pbest,
and Gbest

For Each Iteration

For Each Particle

Evaluate Fitness Function
Update Position of Particle
Fitness (X) < Pbest
↔
Pbest = X
Update Velocity of Particle
Fitness (X) < Gbest
↔
Gbest = X

NO

Check if the
Stopping Criteria
is met
YES
Solution is Final Gbest

Figure 2. Flowchart of PSO algorithm.

one objective cannot be developed without sacriﬁcing the performances for at least one other. In this work,
we consider the Pareto domination relation. Let x1 , x2 ∈ X be the 2 solution vectors in a multiobjective
optimization problem having m objectives. The Pareto domination relation between these solution vectors can
be deﬁned as follows:
• x1 ≺ 
x2 (
x1 weakly dominates 
x2 ) if and only if fi (x1 ) ≤ fi (x2 ) for all i ∈ {1, 2, ......m} ,
• x1 ≺ x2 (x1 dominates x2 ) if and only if x1 ≺ x2 and fj (x1 ) < fj (x2 ) for at least one
j ∈ {1, 2, ......m} ,
x2 ) if and only if x1 does not dominatex2 and x2 does not dominatex1 .
• (
x1 ∼ x2 (x1 is indiﬀerent to 
In the case where x1 and 
x2 dominate other solution vectors but not each other, they are deemed
mutually optimal solutions and are referred to as the Pareto optimal. The set of Pareto optimal solutions
reﬂects the trade-oﬀ surfaces between the diﬀerent objectives. This set of Pareto optimal solutions is referred
to as the Pareto front.
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In our work, the multiobjective PSO solution is compared with the Pareto optimal solution sets resulting
from the Pareto optimal analysis for the biobjective case between the magnitudes of (S 11 × S12 × S22 ) and
S 21 , employing the NSGA-II. Thus, the location of the solution resulting from PSO is determined in the
biobjective plane. The application for the worked example will be explained in the next section.

3.

Worked example

3.1.

The PSO FET models

In this work, 2 FET models are built by minimizing the cost functions given by Eqs. (6) and (7), subject to
technological limits within the same bandwidth as stated in [11], by utilizing the PSO algorithm. Thus, the 2
sets of FET model elements are determined by the resulting single- and multiobjective PSO FET models (CF-I
and CF-II, respectively), whose equivalent circuit element values are given in the Table.
The iteration number for convergence in our PSO processes changes between 50 and 35 depending on the
initialization, which takes 2.25 s and 1.55 s, respectively, with a Pentium 4 CPU, a 3 GHz processor, and 512
MB of RAM. Typical convergence curves for both cost functions are given in Figure 3.

-74

0.082

-76

0.08

-78

0.078

Cost function value

Cost function value

In the next stage, performances of the PSO FET models were examined by comparing their scattering
performances with the FET models obtained by the diﬀerent algorithms used in [11]. Figures 4a-4d give
magnitudes of the S-parameters of the CF-I and CF-II FET models as obtained by the GA, CPGA, FHA,
CHA, and PSO.

-80
-82

0.076
0.074

-84

0.072

-86

0.07

-88
0

5
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25
30
35
Iteration number
( a)

40

45

50

0.068
0

5

10

15

20
25
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35
Iteration number
(b)

40

45

50

Figure 3. Convergence curves for PSO application for a) CF-I and b) CF-II.

It can be seen from Figures 4a-d that the multiobjective PSO optimization (CF-II) gives the best
scattering performance when compared with the single-objective (CF-I) FET models. However, the singleobjective PSO optimization results in the FET model with maximum gain at the expense of worsening the
input | S 11 | and output | S 22 | reﬂections and feedback scattering | S 12 | in comparison with the other FET
models. Figure 5 gives the stability performances of the CF-I and CF-II PSO FET models over the working
operation bandwidth using Eq. (3); the multiobjective FET model can be seen to be unconditionally stable over
the operation band in spite of the conditionally stable performance of the single-objective PSO FET model.
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Table. FET model element values for CF-I and CF-II.

FET model elements

PSO results, CF-I

PSO results, CF-II

gm (S)
Cgs (pF)
Ri (Ω)
Cds (pF)
Rds (Ω)
Cgd (pF)
Rg (Ω)
Rd (Ω)
Rs (Ω)

0.08
0.1
3.1056
0.0237
594.4867
0.01
0.7858
0.2775
0.7206

0.08
0.279
5.997
0.076
200.424
0.01
0.932
0.142
0.102

Solution space
0.04
0.1
2
0.02
200
0.01
0.1
0.1
0.1

0.08
0.6
6
0.08
600
0.02
1
1
1

The transducer gain variations of the FET models for the reference terminations, 50 Ω in this case,
are shown in Figure 6, where the maximum available gain variation of the multiobjective FET model in Eq.
(4) is also given. The input and output terminations ensuring simultaneous conjugate matching for maximum
available gain are presented in a Smith chart in Figure 7.
From Figure 6, it can be observed that the FET models resulting from PSO algorithms oﬀer the 3
alternatives for maximum gain. The CF-I PSO achieves the maximum gain with 50- Ω terminations at the
expense of worsening the other scattering performances, while the CF-II PSO results in minimum mismatching
and greater gain than the other models with the same terminations. If the matching network can be used,
however, the latter model is capable of maximum available gain with the best scattering performance, since it
is unconditionally stable throughout the entire operation bandwidth, as shown in Figure 5.
+1.0
+0.5 Z
Smax

+2.0

f=15 GHz

f=20 GHz
+0.2

f=20 GHz

10

2.0

0.0

1.0

12

0.5

Z Lmax
GA (CF−I)
CPGA (CF−I)
FHA (CF−I)
CHA (CF−I)
PSO (CF−I)
PSO (CF−II)
PSO (CF−II) Simult. Conj. Match.

0.2

Transducer power gain (dB)

14

-0.2

8

+5.0

f=15 GHz
5.0

16

∞

-5.0

6
4
15

-0.5
15.5

16

16.5

17 17.5 18 18.5
Frequency (GHz)

19

19.5

-2.0

20

Figure 6. Transducer gain variations of the FET models
obtained by the GA, CPGA, FHA, CHA, and single- and
multiobjective PSO with reference terminations (50 Ω)
and simultaneous conjugate matching.
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Figure 7. Input and output terminations for simultaneous conjugate matching conditions.
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Figure 4. S-parameters of FET models obtained by the GA, CPGA, FHA, CHA, and PSO: a) | S 11 | , b) | S 12 | , c) | S 21 | ,
and d) | S 22 | .
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Figure 5. Stability analysis for the CF-I and CF-II PSO FET models.
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4.

Biobjective Pareto optimal analysis

 x) = (f1 (x), f2 (x))to be
In this work, multiple objectives are grouped under the 2 objective functions f(
simultaneously minimized with respect to n decision variables x = (x1 , x2 , x3 , ..., xn), subject to the given
constraints in decision space X. Thus, the multiobjective function f : X ⇒ Y evaluates the quality of the
speciﬁc solution by assigning objective vector y = (y1 , y2 )in the Y-objective space:
Minimize f1 (x) =

m


|S11 (x, ωi )| × |S12 (x , ωi )| × |S22 (x, ωi )|, (12.a)

i=1

Minimize f2 (x) = −

m


2

|S21 (x , ωi )| , (12.b)

i=1

where the x decision variable vector consists of n = 9 unknowns of the FET model elements and each
element has its lower and upper technological limitations:
xil ≤ xi ≤ xiu i = 1, 2, . . . , 9. (12.c)
The constraints given by Eq. (12.c) determine a feasible D region in the decision spacex ∈ Rn , and the
multiobjective function f maps this feasible D region onto an objective function space, y ∈ Rn .
The evolutionary multiobjective optimization procedure that we use is the denominated NSGA-II proposed by Deb et al. [14] and Deb [15], in which a fast, nondominated sorting genetic algorithm is presented to
alleviate all of the main diﬃculties of the previous nondominated sorting multiobjective evolutionary algorithms.
Speciﬁcally, O(MN 3 ) computational complexity, where M is the number of objectives and N is the population
size, is overcome by a fast, nondominated sorting approach. A selection operator is also presented, which creates
a mating pool by combining the parent and oﬀspring populations and selecting the best with respect to ﬁtness
and spread solutions. Simulation results from diﬃcult test problems show that the NSGA-II, in most problems,
is able to ﬁnd a much better spread of solutions and better convergence near the true Pareto optimal frontier
compared to Pareto-archived evolution strategies and strength Pareto evolutionary algorithms. Figure 8 gives
the Pareto front and the PSO solution point in the plane deﬁned by the objectives given in Eqs. (12.a) and
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PSO CF−II
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Figure 8. Pareto front deﬁned by f1 (x) =

x,
11 (

i=1

5

6
7
Objective 1

8

9

10

11

ωi )| × |S12 (x , ωi )| × |S22 (x, ωi )| andf2 (x) = −

 |S
m

x , ωi )|
21 (

2

,

i=1

and the PSO solution.
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(12.b). From Figure 8, one can observe that the solution resulting from the PSO process takes place within a
reasonably good region of the Pareto front in view of the objective values.
Thus, in the upper region of the Pareto front with respect to the PSO solution point (circle), the gain is
decreasing, while the other scattering performances, including losses, get increasingly better. In the lower region,
from the counter to upper region, nondominated solutions have increasing gain performances but worsening loss
performances.

5.

Conclusions

FET modeling, subject to optimum scattering performances, was put forward as a constrained multiobjective
optimization problem. In this problem, the elements of the complete FET model were examined to satisfy all
expected performance requirements of an active device, including the maximum transducer power gain (G T ⇔
S 21 ), minimum input reﬂection (S 11 ), minimum reverse transmission (S 12 ), and minimum output reﬂection
(S 22 ), within the limitations of the solid-state technology. For this purpose, 2 novel methods were employed. In
the ﬁrst method, the multiple objectives were normalized and processed into a single function as contributors
commonly known as aggregating functions. Among the FET models obtained from diﬀerent algorithms, the
multiobjective PSO FET model provided the best scattering performance by ensuring minimum losses and by
having relatively good gain performance. Stability analysis also demonstrated that the FET model worked
unconditionally stably over the entire operation band. The second method was the Pareto optimal analysis, in
which the Pareto frontier was obtained using all of the trade-oﬀ solution sets for the biobjective case between
the magnitudes of (S 11 × S12 × S22 ) and S 21 . In this method, nondominated sorting was done by the NSGAII. Thus, all optimum FET models satisfying the performance requirements subject to the limitations of the
solid-state device technology were obtained together, the location of the PSO solution was determined in the
biobjective plane, and the success of the ﬁrst method was veriﬁed. Furthermore, the resulting FET models
were compared with similar FET models from the literature, thus providing a comparative study in respects to
the success of the optimization algorithms and performances and utilizations of the models in the ampliﬁcation
circuits.
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