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ABSTRACT
Recent advancements in measurement and analysis techniques have allowed air–sea fluxes to be measured directly
from moving platforms at sea relatively easily. These advances should lead to improved surface flux parameteri-
zations, and thus to improved coupled atmosphere–ocean modeling. The Naval Postgraduate School has developed
a ‘‘flux buoy’’ (FB) that directly measures air–sea fluxes, mean meteorological parameters, and one-dimensional
and directional wave spectra. In this study, the FB instrumentation and data analysis techniques are described, and
the data collected during two U.S. east coast buoy deployments are used to examine the impact of atmospheric
and surface wave properties on air–sea momentum transfer in coastal ocean regions. Data obtained off Duck, North
Carolina, clearly show that, for a given wind speed, neutral drag coefficients in offshore winds are higher than
those in onshore winds. Offshore wind drag coefficients observed over the wind speed range from 5 to 21 m s21
were modeled equally well by a linear regression on wind speed, and a Charnock model with a constant of 0.016.
Measurements from an FB deployment off Wallops Island, Virginia, show that neutral drag coefficients in onshore
winds increase as the wind–wave direction differences increase, especially beyond 6608.
1. Introduction
Knowledge of air–sea fluxes is crucial for a wide
range of environmental studies, such as coupled ocean–
atmosphere modeling, surface wave and current predic-
tion, and near-surface electromagnetic propagation as-
sessment, to name only a few. Due to their importance
in many areas of study, much research effort has gone
into improving the measurement and parameterization
of air–sea fluxes in the past. Recent advances in platform
motion measurements and analysis techniques have en-
abled air–sea fluxes to be measured directly and rela-
tively easily from moving platforms at sea (e.g., Kat-
saros et al. 1993; Anctil et al. 1994; Edson et al. 1998).
These direct flux measurements supplement and im-
prove upon the inertial-dissipation and bulk flux esti-
mation techniques that have been used for many years.
The employment of improved measurement techniques
should lead to improved flux parameterizations and cou-
pled forecast models.
Over the last eight years the Naval Postgraduate
School (NPS) has developed and deployed a research
‘‘flux buoy’’ (FB) capable of directly measuring air–sea
fluxes, mean meteorological and oceanographic param-
eters, and surface wave characteristics. The FB is an
excellent flux measurement platform due to its versatile
measurement capabilities, low operating cost as com-
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pared to a manned research vessel, and small physical
profile that minimizes flow distortion. The FB has been
deployed in numerous experiments from 1993 to the
present, including off the coasts of Norway, Nether-
lands, North Carolina, Virginia, California, and Hawaii.
This dataset has been used to verify remotely measured
fluxes (Mahrt et al. 2001), develop and evaluate near-
surface optical and electromagnetic propagation models
(Frederickson et al. 2000), and to investigate the effects
of waves on air–sea fluxes.
It has long been known that air–sea momentum fluxes
depend upon near-surface atmospheric properties and
factors that affect the ‘‘roughness’’ of the sea surface.
These factors include the wind speed, atmospheric strat-
ification, and the one-dimensional and directional attri-
butes of the surface wave field, covering wavelengths
from swell through local wind-generated capillary
waves. In coastal shallow-water regions the situation
becomes even more complex, since the bottom topog-
raphy can cause wave shoaling, which impacts air–sea
momentum transfer. With offshore winds in coastal re-
gions the limited fetch influences wave growth; internal
boundary layers can development due to the sharp dis-
continuity in surface characteristics; and there will be
flux advection from the land area over the adjacent sea.
Researchers are just beginning to understand the rela-
tionships between the many complex and interrelated
factors that determine the momentum flux over the wide
range of possible atmospheric and wave conditions.
The purpose of this study is to describe the NPS buoy
flux determination system and demonstrate how this
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FIG. 1. The NPS flux buoy showing sensor locations.
platform can be used to improve our knowledge and
parameterizations of air–sea momentum transfer. The
buoy instrumentation and measurement techniques are
described in the next section and data analysis proce-
dures are illustrated in section 3. In section 4 we use
data collected during two U.S. east coast buoy deploy-
ments to investigate the influence of stability, wind
speed, fetch, and wave direction on coastal air–sea mo-
mentum fluxes. Conclusions are presented in section 5.
2. Buoy instrumentation and measurements
The NPS FB has two separate data acquisition sys-
tems: a ‘‘mean’’ system that obtains 1-min-averaged en-
vironmental data (i.e., wind speed/direction, air and sea
temperatures, humidity and atmospheric pressure), and
a ‘‘turbulence’’ system that obtains high-frequency (5–
20 Hz) atmospheric turbulence and platform motion
data, from which turbulent fluxes and wave spectra are
computed. The FB is shown with a typical instrument
configuration in Fig. 1.
The mean data acquisition system measures vector
wind data at a 4-m height above the surface using either
ultrasonic (Handar Inc.) or propeller/vane (R. M. Young
Co.) anemometers. Relative humidity and air tempera-
ture data were obtained using a Rotronic MP101 sensor
located 4 m above the surface. The air temperature/
humidity sensor is located within either a naturally as-
pirated radiation shield or a forced-air aspirator, de-
pending upon power constraints and duration of the
buoy deployment. The infrared sea surface ‘‘skin’’ tem-
perature is obtained from an Everest IR temperature
transducer and the ‘‘bulk’’ water temperature is obtained
from a thermistor mounted in a bobbing float alongside
the buoy hull and also from a thermistor attached to the
buoy hull 1.2 m below the surface. Atmospheric pres-
sure is measured with a Vaisala barometer. The buoy
heading, required to determine true wind and wave di-
rection, is obtained from a TCM-2 compass (Precision
Navigation) located within the buoy hull. All mean sys-
tem data are sampled at a 1-Hz rate and averaged over
1-min intervals.
The turbulence data acquisition system samples high-
frequency (5–20 Hz) data, including three-dimensional
wind components and sonic temperature from a Solent
ultrasonic anemometer (Gill Instruments, Model 1012/
R3) mounted 5.25 m above the surface in a well-exposed
location atop the buoy mast (see Fig. 1). The three-
dimensional buoy linear accelerations and angular ro-
tation rates are obtained with either a Systron-Donner
MotionPak or a Crossbow Technology dynamic mea-
surement unit (DMU-VGX). High-frequency buoy
heading measurements are obtained from a second Pre-
cision Navigation TCM-2 compass. The motion sensors
and compass are located within the buoy hull, 4.75 m
directly below the sonic anemometer. These motion sen-
sors are attached firmly to the platform and are thus
sometimes referred to as a ‘‘strapped-down’’ motion
system.
The buoy has a rigid ‘‘wing’’ or ‘‘vane’’ (see Fig. 1)
that keeps the buoy bow pointed into the wind, so that
the relative wind direction is generally within 6108 of
the bow. An asymmetric Gill Solent ultrasonic ane-
mometer is employed and mounted with its 2408 open
sector facing the buoy bow and into the nearly constant
relative wind to minimize flow distortion caused by the
sonic anemometer’s support struts. All atmospheric sen-
sors are mounted along the bow of the buoy and are
pointed forward facing into the wind. Therefore, all sen-
sors have excellent exposure and sample an airflow that
has minimal distortion and thermal contamination due
to the buoy’s physical structures. This is especially im-
portant for reducing flow distortion on the fast-response
turbulence measurements.
3. Data analysis procedures
Before direct covariance fluxes can be computed, the
wave-induced buoy motion contamination must be re-
moved from the three-dimensional sonic anemometer
wind measurements. This motion correction involves
three basic steps: 1) translating the observed wind vector
obtained in the tilted buoy reference frame to the fixed
earth reference frame; 2) removing the angular velocity
at the anemometer caused by buoy angular rotations
from the observed wind vector; and 3) removing the
linear velocities caused by buoy translational displace-
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ments from the observed wind vector. These corrections
are performed using the three-dimensional linear ac-
celeration and angular rate measurements from the on-
board motion sensor and the compass buoy heading
data. We use motion-correction methods very similar to
those presented by Edson et al. (1998).
Next, the motion-corrected horizontal north–south
and east–west wind components are rotated into the
mean wind direction, giving along-stream and across-
stream wind components. A ‘‘tilt’’ correction is then
applied by rotating the along-stream and vertical wind
components such that the mean vertical wind vanishes.
This correction removes any residual tilt remaining after
the motion corrections have been applied or any possible
flow-distortion-induced mean vertical wind. Typical ob-
served mean vertical velocities range from 0 to 0.2 m
s21, corresponding to tilt angles of 08–28. The tilt cor-
rection generally resulted in increasing the computed
friction velocity values by 0%–10%.
Direct measurements of the friction velocity (u
*
) and
kinematic sonic buoyancy flux (bs) can be determined
by computing the appropriate covariances, as follows:
2 2 1/4u* 5 [^u9w9& 1 ^y9w9& ] , (1a)
b 5 2^w9T9&, (1b)s s
where u, y, and w are the motion- and tilt-corrected
along-stream, across-stream, and vertical wind com-
ponents, respectively. Here Ts is the sonic temperature,
primes denote the instantaneous deviation from the
mean value, and the angle brackets denote a time av-
erage operator.
We have computed the flux values in Eq. (1) from
consecutive 9–11-min time series blocks of sonic an-
emometer data, and then averaged these ‘‘local’’ flux
averages into a final 48- or 72-min-averaged flux value.
These unusual averaging intervals were determined by
the physical constraints of the low-powered data ac-
quisition computers used in the buoy. Mahrt et al. (1996)
indicate that using a local averaging interval of about
10 min for flux determination is long enough to capture
all the important eddy scales that contribute to the flux
value and short enough to reduce nonstationary effects.
Although the data analyzed in this study were obtained
near the coast, there was very little evidence of diurnal
land–sea wind variations occurring. Indeed, the winds
were dominated by larger synoptic-scale patterns and
generally did not vary significantly over a 48–72-min
period. Those few cases that exhibited large variations,
such as due to frontal passages, were excluded from the
analysis.
The Obukhov length scale (L) was computed as fol-
lows:
3T u*yL 5 , (2)
kgbs
where Ty is the virtual temperature, k is the von Karman
constant (50.4), and g is the gravitational acceleration
(;9.8 m s21). Note that in Eq. (2) we have estimated
the buoyancy flux (based on virtual temperature fluc-
tuations) with the sonic buoyancy flux (based on sonic
temperature fluctuations), which is generally a very
good approximation.
The drag coefficient is defined as
2
u*
C (z) 5 , (3)D [ ]U(z)
where U(z) is the scalar-averaged wind speed with re-
spect to the sea surface measured at height z above the
surface. Since the drag coefficient is height dependent,
it is common to compute drag coefficients for a refer-
ence height of 10 m to enable the intercomparison of
datasets from different sources and experiments. It is
also common to attempt to remove stability effects from
the drag coefficient by estimating an equivalent ‘‘neu-
tral’’ drag coefficient that would be observed under the
same sea-state conditions if the stability were actually
neutral (z/L 5 0). First, the neutral 10-m wind speed
(UN10) can be determined as follows.
u* 10 z
U 5 U(z) 1 ln 1 C , (4)N10 U1 2 1 2[ ]k z L
where CU is the dimensionless wind speed profile func-
tion. We have used the ‘‘blended’’ free-convection and
Kansas-type CU functions presented by Grachev et al.
(2000) for unstable cases (z/L , 0) and the functions
given by Beljaars and Holtslag (1991) for stable con-
ditions (z/L . 0). Neutral 10-m drag coefficients (CDN10)
can then be computed as follows:
22
u* k
C 5 5 , (5)DN10 1 2 [ ]U ln(z/z )N10 0
where zo is the roughness length, which is often con-
sidered to be a general representation of the surface
roughness. Therefore, once height and stability effects
are removed, the resulting 10-m neutral drag coefficients
presumably depend only upon those parameters that af-
fect surface roughness. These factors are thought to in-
clude wind speed, fetch, water depth, surfactants, and
wave-related parameters such as wave age, slope and
height, wind–wave angle differences, and the distribu-
tion of wave energy with frequency and direction. Un-
fortunately, there are several different methods of com-
puting CDN10 and it is not certain that the stability cor-
rections and height adjustments are correct or complete
(e.g., Grachev et al. 1998).
The determination of wave spectra from the FB mea-
surements first involves obtaining three-dimensional
buoy linear displacement time series by rotating the
buoy-referenced linear accelerations into the earth ref-
erence frame and then double integrating. One-dimen-
sional wave spectra were computed from the vertical
displacement time series, from which the significant
wave height and peak wave period, phase speed, and
596 VOLUME 16J O U R N A L O F C L I M A T E
FIG. 2. Map showing the NPS FB location 10.5 km offshore of
Duck, NC.
FIG. 3. Map showing the NPS FB location 13 km offshore of
Wallops Island, VA.
FIG. 4. Scatterplot of observed drag coefficient (CD) values vs z/L;
3 symbols indicate offshore winds, V symbols indicate onshore winds
from the south, 1 symbols indicate onshore winds from the north.
wavelength were determined. Directional wave spectra
were computed from the three-axis linear displacement
time series using the maximum entropy method de-
scribed by Lygre and Krogstad (1986). These spectra
provide the distribution of wave energy as a function
of frequency and direction and allow the direction-con-
taining maximum wave energy to be determined. The
FB responds to waves with periods greater than about
1.5 s. Wave wires have been employed on the FB to
resolve higher-frequency waves on several occasions,
but these data were not obtained during the experiments
discussed in this paper.
4. Experiment results
The NPS buoy was deployed 10.5 km off Duck, North
Carolina (Fig. 2), in a mean water depth of 23 m from
27 February to 8 March 1999. A total of 190 48-min-
averaged data points were available for analysis from
this experiment. From 1 May to 8 June 2000 the NPS
buoy collected flux data while deployed 13 km off Wal-
lops Island, Virginia (Fig. 3), in 14-m-deep water. A
total of 697 72-min-averaged data points are available
from this deployment. The different averaging intervals
for the two experiments are due to file size constraints
in the data acquisition computers used.
Drag coefficient values from the Duck experiment are
plotted versus the stability, z/L in Fig. 4. The large CD
values near | z/L | 5 0 are high wind speed cases that
lead to both near-neutral conditions ( | z/L | → 0 as U
increases, since z/L ; ) and high CD values (since23u*CD ; ). For a given absolute value of z/L, the CD2u*
values are larger on average in unstable conditions
(z/L , 0) than stable conditions (z/L . 0). This is to
be expected, since vertical mixing and momentum trans-
fer for a given wind speed is enhanced by unstable
thermal stratification and suppressed by stable stratifi-
cation.
The CDN10 values from Duck are plotted versus z/L in
Fig. 5. A clear trend of CDN10 decreasing with z/L is still
evident in the data, although slightly reduced from the
trend seen in Fig. 4. Theoretically, if all the factors that
influence surface roughness were acting the same on
average during both the unstable and stable cases in this
study, the stability corrections introduced in Eqs. (4)–
15 FEBRUARY 2003 597F R E D E R I C K S O N A N D D A V I D S O N
FIG. 5. Scatterplot of 10-m neutral drag coefficient (CDN10) values
vs z/L; 3 symbols indicate offshore winds, V symbols indicate on-
shore winds from the south, 1 symbols indicate onshore winds from
the north.
FIG. 6. Plot of CDN10 averaged in wind speed bins vs UN10 for data
obtained off Duck, NC, in offshore winds (V) and onshore winds
(3).
FIG. 7. Plot of CDN10 vs UN10 for data obtained off Duck, NC, in
offshore winds and | z/L | , 0.05; 3 symbols indicate direct co-
variance NPS FB measurements, the solid line is a Charnock model
with a constant of 0.016, and the dashed line is a linear regression
model given by Eq. (6) in the text.
(5) should remove the stability dependence of CDN10.
The unstable cases in Fig. 5 consist primarily of onshore
winds from the north, while the stable cases consist
primarily of onshore winds from the south. Therefore,
it is possible that the remaining trend of CDN10 with
z/L is due to actual differences in sea-state conditions
between northerly and southerly wind cases. Another
possibility is that the remaining trend is due to the sta-
bility corrections being inadequate to completely re-
move stability effects from the measured drag coeffi-
cients.
The CDN10 values obtained off Duck, North Carolina,
are averaged in wind speed bins and plotted versus UN10
for both offshore and onshore winds in Fig. 6. The off-
shore wind drag coefficients are higher than the onshore
wind drag coefficients for intermediate wind speeds.
This observation is expected, since with short-fetch off-
shore winds the wave field cannot as quickly reach an
equilibrium state with the prevailing wind field. These
younger, growing waves have steeper slopes and present
a rougher surface to the overlying airflow, resulting in
higher drag coefficients (e.g., Donelan et al. 1993; Vick-
ers and Mahrt 1997). This difference in offshore and
onshore drag coefficients may also be due in part to
stability differences between these two regimes that
were not completely removed when computing CDN10
values, as discussed above. The drag coefficient is also
observed to increase rapidly with decreasing wind
speeds below about 5 m s21 for onshore winds and
below about 3 m s21 for offshore winds. Drag coefficient
measurements analyzed by Vickers and Mahrt (1997)
from shallower water (4 m deep) 2 km off the coast of
Denmark show similar behavior, except that the offshore
wind drag coefficients increased more rapidly with wind
speed above about 10 m s21, probably due to the shal-
lower water and shorter fetch at the Denmark site as
compared to the Duck location.
To reduce any uncertainty caused by inadequate sta-
bility corrections, we include only those data obtained
when | z/L | , 0.05 in the following flux parameteri-
zation analysis. Since these near-neutral conditions gen-
erally occurred primarily during offshore westerly
winds, we include only cases with winds from 2198 to
3028 in our analysis, which correspond to fetches rang-
ing from roughly 10.5 to 16.3 km. A plot of CDN10 versus
UN10 is presented for these offshore wind cases with
UN10 . 4 m s21 in Fig. 7. Here CDN10 clearly increases
with wind speed, as shown in many previous studies.
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FIG. 8. The 10-m neutral drag coefficient residuals (observed CDN10
values 2 linear regression predictions) plotted vs wind 2 swell di-
rection difference; bin averages are indicated by V symbols and std
dev by vertical lines.
A linear regression between CDN10 and UN10 resulted in
the following relationship:
3C 3 10 5 0.0558 3 U 1 0.862,DN10 N10 (6)
where UN10 is expressed in m s21. The linear regression
on wind speed explains a large amount of the variance
in CDN10 (71%), probably due mainly to the large range
of UN10 values (5–21 m s21) included in the regression
analysis.
The Charnock relationship has been commonly used
to describe the roughness length, as follows (Charnock
1955):
2u*
z 5 a , (7)o g
where a is known as the Charnock parameter. Bulk CDN10
estimates obtained with a Charnock parameter value of
0.016 produced the best agreement with the direct co-
variance measurements obtained off Duck. This Char-
nock value is consistent with results obtained in other
shallow-water sites, and is larger than the value gen-
erally accepted for deep-water, open-ocean locations
(;0.011, e.g., Fairall et al. 1996). Unlike the open-
ocean data included in the study by Hare et al. (1999)
over a similar wind speed range, the Charnock param-
eter in this dataset does not appear to increase at higher
wind speeds. The Charnock (a 5 0.016) and linear re-
gression [Eq. (6)] models fit the observed data equally
well, both having an rms difference of 0.14 between the
CDN10 observations and model predictions. A well-
known drawback of the Charnock relationship, when
used to attempt to relate zo to actual physical processes,
is that a large amount of the variation in CDN10 explained
by the model is usually due to self-correlation, since
both zo and CDN10 depend upon . Despite this problem,2u*
the Charnock formulation remains a useful means for
modelers to close the surface layer flux equations.
The first-order increase of the neutral drag coefficient
with the wind speed in moderate to high winds is well
established from this and many past experiments. Mod-
els for describing the wind stress have attempted to
improve upon a simple linear increase of the drag co-
efficient with wind speed by taking into account such
factors as varying fetch, water depth, wave age, wave
slope, and wind–wave direction differences. We have
computed neutral drag coefficient ‘‘residuals’’ for data
obtained off Virginia in onshore winds by subtracting
a wind speed–dependent linear regression fit from the
observed neutral drag coefficient values. The neutral
drag coefficient residuals were then compared with var-
ious wave-related parameters to attempt to explain the
additional variance observed in the neutral drag coef-
ficients after the first-order wind speed dependence had
been removed. The most striking relationship was ob-
served when the neutral drag coefficient residuals were
plotted versus the wind–swell direction difference, as
shown in Fig. 8. It can be seen from this plot that the
drag coefficient residuals are near zero when the ab-
solute wind–swell angle difference is less than about
608. When the wind direction is greater than 608 dif-
ferent from the swell angle in either direction, the neu-
tral drag coefficient residuals continually increase out
to the limit of data at 61208. This result indicates that
when the wind direction departs significantly from the
swell direction the wind–wave fields are not in equilib-
rium with each other and the wave field extracts in-
creased momentum from the wind field until equilibrium
is reached. Stated another way, when the wind is not
aligned with the swell direction, the wave field presents
a rougher surface to the overlying airflow, resulting in
increased momentum transfer and larger drag coefficient
values.
The NPS flux buoy has also proved useful for eval-
uating and verifying air–sea fluxes obtained from sat-
ellites, aircraft, and other platforms against the direct,
in situ buoy measurements. As an example, in Fig. 9 a
time series of friction velocity values obtained by the
FB off Duck, North Carolina, is presented, along with
friction velocity measurements obtained from the Na-
tional Aeronautics and Space Administration (NASA)
LongEZ aircraft flying over the buoy at an altitude of
approximately 15 m (Mahrt et al. 2001). The LongEZ
data have been adjusted to surface values. The agree-
ment between the buoy friction velocity measurements
and the aircraft values is generally very good.
5. Conclusions
This paper has described the instrumentation and data
analysis methods used by NPS to obtain air–sea flux
and wave measurements from its ‘‘flux buoy.’’ The ex-
perimental results presented above demonstrate the use-
fulness of the flux buoy for air–sea interaction studies
and remote flux measurement verification. Flux buoy
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FIG. 9. Time series of direct covariance u
*
values measured from
the NPS FB (line) and the LongEZ aircraft (▫ symbols) off Duck,
NC. From Mahrt et al. (2001).
measurements obtained in coastal waters off the U.S.
east coast have shown the following:
• For a given | z/L | , the drag coefficient is generally
higher for unstable conditions than stable conditions.
Neutral drag coefficients also exhibited this trend, but
it is not clear if this was due to differences in average
surface roughness between the stable and unstable cas-
es or to the stability corrections being inadequate or
incomplete to remove all stability effects.
• Neutral drag coefficients measured 10.5 km off the
coast of North Carolina were higher for offshore winds
than onshore winds for a given wind speed.
• The CDN10 measurements obtained off North Carolina
in a 23-m mean water depth and in offshore winds
ranging from 5 to 21 m s21 and with 10–16-km fetch
can be modeled very well using a constant value of
0.016 for the Charnock parameter. This Charnock val-
ue was not observed to depend upon wind speed.
• After the first-order wind speed dependence was re-
moved, residual CDN10 values obtained off Virginia
with onshore winds increased as the wind direction
departed from the swell direction by more than 6608.
Acknowledgments. This study was funded by the Of-
fice of Naval Research, Marine Meteorology Program.
The buoy deployment off Duck, North Carolina, was
conducted as part of the Electro-Optical Propagation
Assessment in Coastal Environments (EOPACE) cam-
paign, directed by the SPAWAR Systems Center, San
Diego (D. Jensen). The Wallops Island buoy deployment
was for the Naval Surface Warfare Center, Dahlgren
Division’s Microwave Propagation Measurement Ex-
periment (J. Stapleton). The authors thank Drs. Jim Ed-
son and Will Drennen for their generous assistance in
implementing platform motion corrections and Keith
Jones and Tamar Neta for their efforts in buoy data
collection, analysis, and archival.
REFERENCES
Anctil, F., M. A. Donelan, W. M. Drennan, and H. C. Graber, 1994:
Eddy-correlation measurements of air–sea fluxes from a discus
buoy. J. Atmos. Oceanic Technol., 11, 1144–1150.
Beljaars, A. C. M., and A. A. M. Holtslag, 1991: Flux parameteri-
zation over land surfaces for atmospheric models. J. Appl. Me-
teor., 30, 327–341.
Charnock, H., 1955: Wind stress over a water surface. Quart. J. Roy.
Meteor. Soc., 81, 639–640.
Donelan, M. A., F. W. Dobson, S. D. Smith, and R. J. Anderson,
1993: On the dependence of sea surface roughness on wave
development. J. Phys. Oceanogr., 23, 2143–2149.
Edson, J. B., A. A. Hinton, K. E. Prada, J. E. Hare, and C. W. Fairall,
1998: Direct covariance flux estimates from mobile platforms at
sea. J. Atmos. Oceanic Technol., 15, 547–562.
Fairall, C. W., E. F. Bradley, D. P. Rogers, J. B. Edson, and G. S.
Young, 1996: Bulk parameterization of air–sea fluxes for TOGA-
COARE. J. Geophys. Res., 101, 3747–3764.
Frederickson, P. A., K. L. Davidson, C. R. Zeisse, and C. S. Bendall,
2000: Estimating the refractive index structure parameter ( )2C n
over the ocean using bulk methods. J. Appl. Meteor., 39, 1770–
1783.
Grachev, A. A., C. W. Fairall, and S. E. Larsen, 1998: On the de-
termination of the neutral drag coefficient in the convective
boundary layer. Bound.-Layer Meteor., 86, 257–278.
——, ——, and E. F. Bradley, 2000: Convective profile constants
revisited. Bound.-Layer Meteor., 94, 495–515.
Hare, J. E., P. O. G. Persson, C. W. Fairall, and J. B. Edson, 1999:
Behaviour of Charnock’s relationship for high wind conditions.
Preprints, 13th Symp. on Boundary Layers and Turbulence, Dal-
las, TX, Amer. Meteor. Soc., 252–255.
Katsaros, K. B., M. A. Donelan, and W. M. Drennan, 1993: Flux
measurements from a SWATH ship in SWADE. J. Mar. Syst.,
4, 117–132.
Lygre, A., and H. E. Krogstad, 1986: Maximum entropy estimation
of the directional distribution in ocean wave spectra. J. Phys.
Oceanogr., 16, 2052–2060.
Mahrt, L., D. Vickers, J. Howell, J. Hojstrup, J. M. Wilczak, J. Edson,
and J. Hare, 1996: Sea surface drag coefficients in the Riso Air
Sea Experiment. J. Geophys. Res., 101, 14 327–14 335.
——, ——, J. Sun, T. Crawford, J. Crescenti, and P. Frederickson,
2001: Surface stress in offshore flow and quasi-frictional de-
coupling. J. Geophys. Res., 106, 20 629–20 639.
Vickers, D., and L. Mahrt, 1997: Fetch limited drag coefficients.
Bound.-Layer Meteor., 85, 53–79.
