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Abstract Abstract Beowulf clusters are very popular and deployed worldwide in
sup- port of scientific computing, because of the high computational power and
performance. However, they also pose several challenges, and yet they need to
provide high availability. The practical large-scale Beowulf clusters result in un-
predictable, fault-tolerant, often detrimental outcomes. Successful development of
high performance in storing and processing huge amounts of data in large-scale
clusters necessitates accurate quality of service (QoS) evaluation. This leads to
develop as well as design, analytical models to understand and predict of com-
plex system behaviour in order to ensure availability of large- scale systems. Exact
modelling of such clusters is not feasible due to the nature of the large scale nodes
and the diversity of user requests. An analytical model for QoS of large-scale server
farms and solution approaches are necessary. In this paper, analytical modelling
of large-scale Beowulf clusters is considered together with availability issues. A
generic and flexible approximate solution approach is developed to handle large
number of nodes for performability evaluation. The proposed analytical model and
the approximate solution approach provide flexibility to evaluate the QoS mea-
surements for such systems. In order to show the efficacy and the accuracy of the
proposed approach, the results obtained from the analytical model are validated
with the results obtained from the discrete event simulations.
Keywords Beowulf clusters · approximate solution technique · analytical
modelling · performability evaluation · large-scale clusters · high performance
computing
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1 Introduction
The rapid development of computers, parallel and distributed systems recently
provide flexible, efficient, and highly available services to their users. Thus, users
increasingly expect better quality of service (QoS) from such systems.
Due to high QoS expectation, the computer/communication system and cloud-
based networks have to be highly available and being easily managed [1]. In or-
der to provide the best QoS and the seamless service to the users various kinds of
computing paradigms being effectively used. Parallel computing is most commonly
used approach in such systems. It is a way of dividing a large tasks into smaller
tasks and using more than one node simultaneously to perform these divided tasks
[2]. Hence, parallel processing provides high performance with reducing the time by
sharing the necessary work among the cluster nodes to perform complex computa-
tions [3]. In addition, high- performance computing (HPC) uses of supercomputers
and parallel process- ing techniques for solving complex computational problems
[4?6]. HPC delivers sustained performance by offering storage resources. However,
computations for parallel processing are very expensive and because of this reason
many organizations cannot afford to have them. This leads to the introduction
different architectures such as symmetric multiprocessors, vector processors and
cluster computing.
The Beowulf clusters have been widely used for clustering. Beowulf clusters allow
large amount of computing nodes to be available for parallel or simultaneous pro-
cessing at much lower cost [7?9]. Beowulf clusters are scalable performance clusters
based on a multi-processor system that consist of commodity hardware on a pri-
vate system network with open source software infrastructure [10]. In a Beowulf
cluster, network of computers is tightly connected that are dedicated to simul-
taneously provide service to incoming task requests. The typical Beowulf cluster
generally has two types of nodes: A head node (master node) and the identical
computing nodes [11]. The head node main duty is serving and distributing the
user requests to computing nodes. Computing nodes are usually dedicated to ser-
vice. In addition, the computing nodes can- not serve the tasks if the head node is
not operative [12]. Due to the single head node formation, such systems are vul-
nerable. The head node failures affect the availability of the clusters significantly
and therefore, this limits access to the healthy identical nodes. Additionally, de-
pending on the structure of the cluster, head node may or may not be part of the
computation.
In this paper, performability models have been formed which takes both perfor-
mance and availability concerns into account for large scale Beowulf clusters an
analytical point of view. It is essential to evaluate the performability out- put pa-
rameters in order to obtain QoS of the system. Thus, the availability of multi-nodes
systems can be affected by nodes failure due to various reasons. The single head
node architecture makes the performability analysis even more interesting and es-
sential. Therefore, in order to obtain more realistic QoS measurements and analysis
of Beowulf clusters, performance models and availability should be employed to-
gether for such server farms. Although, analytical approaches are presented for
server farms (with one head and several identical computing nodes) as well as Be-
owulf clusters, large-scale systems could not be considered due to the state space
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explosion problem [13]. Existing modelling and exact solution approaches such as
the spectral expansion method is not able to handle such large networks [14]. In
[15] a situation of the state space explosion problem is encountered in a spec-
tral expansion method where Beowulf clusters are modelled and solved for various
performance measures. Thus, the number of parallel servers considered could not
exceed due to state space explosion. However, cloud computing, web server and
cluster computing provide a total of 256, 372 or even more (i.e., 512) nodes [16,17].
The well-known exact solution approaches to availability issues or open queuing
networks with failure suffer from similar problems. In addition, solving complex
systems through simulation resulted in prohibitively long computational times for
such systems. Therefore, it is of great importance to develop an analytical method
and solution approach to overcome these problems for such systems. The main
contribution of the paper can be summarized as follows:
– An approximate and flexible three dimensional (3D) solution approach is pre-
sented in large-scale Beowulf clusters for performability evaluation. Al- though
the Markov models given are not new, the approach is new and it can be used
for large-scale Beowulf systems where large numbers of computing nodes can
be considered typically up to several hundreds or thousands.
The performability results obtained from the analytical model are compared to
the discrete event simulation (DES) results in order to show the accuracy and
effectiveness of the proposed work. Findings show that the analytical modelling
and an approximate solution approach presented in large-scale Beowulf clusters
providing a high degree of accuracy, and it is significantly more efficient than the
simulation approach in terms of computational time.
The rest of the paper is organized as follows: Section 2 presents the related studies
and gives the motivation of the study. Section 3 describes the system model and
the analytical solution approach. Section 4 presents the numerical results and
discussions for the proposed model. Finally, Section 5 concludes this paper.
2 Related Works
The Beowulf clusters have been widely used all over the world. They can be em-
ployed for coarse grained applications such as Monte Carlo calculations, statistical
simulations, high throughput applications, and also can be used in grid computing.
Beowulf type cluster system is a good example of HPC systems. This is due to a
single head node which is possible to have a backup node for the head node. These
types of systems are called highly available Beowulf systems [18,19].
HPC is the future paradigm that has been dominating the visualization and pro-
cessing of huge amount of web data. HPC systems fundamentally provide access
to large pools of data and computational resources through a variety of interfaces
similar to the existing grid, HPC resource management and programming systems
[20]. The HPC service providers must strive to ensure good QoS by offering highly
available services with dynamically scalable resources as stated in [19]. In [19] au-
thors used HA-OSCAR, which is an open source High Availability (HA) solution
for HPC/cloud that offers component redundancy, failure detection, and automatic
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failover. It is assumed that any task sent to the cloud/cluster center is serviced
with a suitable node which is called a facility node [21]. When the task is serviced,
it leaves the center. This facility node may contain different computing resources
such as web servers, database servers, directory servers, and others. However, in
[21] emphasized that cloud centers differ from traditional queuing systems in a
number of important aspects. However, more importantly, a cloud center can have
a large number of orders of hundreds or thousands of facility nodes that, traditional
queuing analysis rarely considers systems of this size. In 2006, Amazon introduced
the elastic computing cloud (EC2) that customers could rent, by the hour, Xen-
based virtual machines hosted in Amazon?s data center [22]. In this, users have
full root-level access to virtual machines so that they can fully customize and op-
tionally publish machine images. However, in [23], authors subordinated computer
nodes. These nodes are configured from the head node. Additionally, the authors
used the Rocks toolkit. The Rocks toolkit is such a methodology and more than
2000 clusters have been built with open-source software stack.
Homogeneous multi-server systems have been considered with different repair
strategies for performability evaluation in the literature [5, 7, 10-12, 14, 15, 27,29,31].
However, the proposed models and solution approaches used are more applicable
to small and/or medium size systems rather than large-scale systems. When the
large-scale systems are considered, the state space explosion is a general prob-
lem for state space representation of queuing systems. The state space explosion
is a general problem for state space representation of queuing systems, but it
is encountered especially in multiprocessor systems. The spectral expansion and
the matrix geometry method solve this problem partially. They are capable to
consider systems with infinite queuing capacities. However, when the number of
servers increase rapidly they face with analytical difficulties. Large scale Beowulf
clusters face the space explosion problem as well. In [7] and [15] the Beowulf clus-
ters are modelled and solved for various measures, but the identical computing
nodes considered could not exceed some limitations due to the state space explo-
sion problem. Thus, in this paper, the proposed model aim is to solve this problem
for a large number of nodes in Beowulf clusters. The given approach is new and
flexible. Thus, it can be applicable to similar large scale and complex systems.
As stated in [24], the majority of current cloud computing infrastructure con- sists
of services that are offered up and delivered through a service center such as a
data center, that can be accessed from a web browser anywhere in the world. Our
proposal also relies on that. As the population size of a typical cloud center is rela-
tively high while the probability that a given user will request service is relatively
small, the arrival process can be modelled as a Markovian process [25]. In [26] an
open Jackson queueing network based model is used to characterize the service
components in content-delivery-as-a- service (CoDaaS). A Jackson network is con-
structed with a network of queues, where the arrivals at each queue are modelled
as a Poisson process, and the service times follow the exponential distribution. In
[27] queuing theory is used to identify and manage the users? response time for
services. In [28], the authors obtained the response time distribution of a cloud
system modelled on a classic M/M/m open network, assuming an exponential den-
sity function of the inter-arrival and service times. In [29], the authors obtained
the response time distribution for a cloud with an M/M/m/m+ r system model.
Both inter- arrival and service distribution times were assumed to be exponential
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and the system had a finite number of m + r size buffers. In [30], a queuing per-
formance model consisting of a cloud architecture and a service center such as a
data center is studied. The service center is taken as a database server. This means
that both the time between user arrivals to the system and the service time of the
system follow an exponential distribution with means λ and µ respectively, with
m servers with a first come first serve (FCFS) scheduling policy in [30].
In [31] the availability modelling and evaluation of HPC computing systems is pre-
sented. The necessity of availability is also emphasized and shown. The authors
in [31] have developed a novel solution approach using an object oriented Markov
model which provides availability modelling for typical high- performance cluster
computing systems. Numerical results presented in [31] demonstrated that avail-
ability modelling and evaluation need to be considered at the system design stage
for typical high-performance cluster computing systems.
3 The Proposed System and The Approximate Solution Approach
In this section, a homogeneous multi-nodes system is presented for performability
evaluation of large-scale Beowulf clusters with failures and repairs. As defined
before, a typical Beowulf cluster has two types of nodes: A head node and multiple
identical computing nodes as shown in Fig. 1. The head node may or may not serve
the task, however, the main responsibility is distributing tasks to computing nodes.
Identical computing nodes normally provide computation. In this paper, the head
node does participate to computations.
Fig. 1 Multi-nodes Beowulf cluster architecture
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If the head node is not working, the computing nodes cannot serve the tasks. This
is because of the head node is responsible for the organization and the distribution
of tasks. Due to the head node failure, identical computing nodes are vulnerable.
The failure of head node limits access to healthy identical computing nodes. The
Beowulf multi-nodes system is shown in Fig. 2. The system consists of a head
node (1) and S − 1 identical parallel computing nodes, numbered 2, 3, ..., S, with
a bounded common queue. L is the queue capacity of the proposed system where
L ≥ S. Tasks arrive at the system in a Poisson stream at a mean rate of λ, and join
the queue. Tasks are homogeneous and the service rates of the identical computing
nodes are equal. The service times of requests serviced by the computing node
k(k = 2, ..., S) and the head node are distributed exponentially with mean 1/µ and
1/µh, respectively. Even though, if the head node participates in computations,
it generally has the same service rate as that of the identical computing nodes
(µ = µh).
Fig. 2 The proposed system considered with failures and repairs
1/ξh and 1/ξ are operative periods of head node and computing nodes, respec-
tively, and the means are also distributed exponentially. Thus, ξh and ξ are failure
rates of the head node and the identical computing nodes, respectively. At the end
of the node k(k = 2, ..., S) failure time an exponentially distributed repair time is
needed with mean 1/η. On the other hand, if head node fails, the repair rate is
provided with mean repair time 1/?h. The repair priority is given to the head node
when the head node and more than one computing nodes fail at the same time.
This is because, the identical computing nodes cannot serve without of the head
node. If there are requests waiting to be served, the operative computing nodes
cannot be idle. In addition, the computing nodes serve with higher service rates, if
the number of operative computing nodes is more than the number of requests in
the system. Services that are interrupted by fails are eventually resumed from the
point of interruption or repeated with re-sampling. In case of head node failures
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tasks continue to arrive with the same rate, λ and, tasks in the queue remain in
the queue without being serviced.
3.0.1 Modelling Proposed Beowulf Clusters
In this section, the proposed analytical model and approximate solution methods
are introduced for large-scale Beowulf clusters. It is possible to represent the pro-
pose system with S computing nodes, including the head node, by using a Quasi
Birth and Death (QBD) process with finite state space. Since in Beowulf systems,
none of the computing nodes can operate without the head node, the relation of
the failure and the repair rate of the head node leads us to model the proposed
system in two phases. The Fig. 3 indicates relationships between two phases. The
first phase is used in states where the head node is always available which is in-
dicated as Plane1. The Plane0 is the second phase, which, is used to represent
the states where the head node is broken. Hence, the proposed system has two
phases as shown in Fig. 3. Thus, the proposed system can be presented in three
dimensions (3D).
Fig. 3 General transitions between two phases
Pi,j,n are all the steady state probabilities of the proposed system. It can be seen
in the Fig. 3, value of i and j indicate number of computing nodes and number of
tasks in the system, respectively. n indicates the mode of a head node. When n = 0
the head node does not operate and it represents the Plane0. On the other hand,
when n = 1 the head node is operative and these states are represented in Plane1.
Figs. 4 and 5 show the state diagram of the Plane0 and Plane1, respectively
of the proposed 3-D system. There are S − 1 computing node configurations,
i = 0, 1, ..., S − 1 in Fig. 4. These S − 1 configurations indicate the possible states
of the Plane0. L represents the number of tasks/requests in the system for both
figures. The Plane0 describes case of the head node is not operative and the whole
system does not provide services as shown in Fig. 4. Therefore, the downward
transitions with service rate µ are not available.
The repair priority is given to head node and the identical computing nodes cannot
be repaired before the head node became alive. In other words, there are no repair
transitions for the identical computing nodes in Plane0, since the only repair
transition which can take place is the transition to Plane1. On the other hand, in
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Fig. 4 State diagram for the Plane0 where head node is not working
Fig. 5 there are S computing node configurations, i = 1, ..., S and they are used
to represent possible operative sates similar to Fig. 4. However, the number of
computing nodes starts from one because the head node is operative. Downward
transitions are possible since the system is alive. It is possible to use the repair
facility in order to deal with identical computing node failures since the head node
is operative. Available identical computing nodes can provide service with a service
rate of µ and the broken nodes can be repaired with rate of η.
Fig. 5 State diagram for the Plane1 where head node is working
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3.1 The Approximate Solution Approach
This section explains and represents the proposed approximate solution approach
for large-scale Beowulf clusters with availability issues. The analytical evaluation is
considered and relevant equations are generated. An approximate decomposition
is applied to implement to Beowulf multi-nodes cluster in order to fast conver-
gence of the steady state probabilities. Then, all balance equations are produced
considering the proposed system for a large number of parallel homogeneous com-
puting nodes of the Beowulf cluster. The mathematical equations are produced
to get an approximate solution for the performability of large scale Beowulf clus-
ters. All required performance measurements can be obtained by generating the
balance equations for steady state probabilities of the system and solving them
by using an iterative method for both planes. Moreover, in order to have a faster
convergence of iterative solution, the state probabilities of Pi,j,1 can be computed
by analytical decomposition. These state probabilities of Pi,j,1 may not give very
close approximations to real steady state probabilities however the balance equa-
tions are still required in order to take all possible transitions into account for
fast convergence. Therefore, mathematical equations are required in order to have
an approximate solution for these probabilities. Thus, to find all Pi,j,n, the sum
of all probabilities in both planes of the computing nodes should be considered
individually. Two planes, Plane0 and Plane1, can then be analyzed separately.
Every single plane has its own states and sum of all these state probabilities are
not equal to one like single/multi server queue system. Thus, it is necessary to
compute the sum of all probabilities in each phase. The sum of the overall proba-
bilities (Plane0 +Plane1) should be one. In order to obtain a general solution for
the sum of overall probabilities in each plane, the equation 1 can be used.
Pi,j,0 + Pi,j,1 = 1 (1)
Therefore, the equations 2 and 3 are derived for Plane0 and Plane1, respectively.
Pi,j,0 =
ξh
ηh+ ξh
(2)
Pi,j,1 =
ηh
ηh+ ξh
(3)
Both equations clearly indicate that the head node failure and repair rates are
essential to find overall probabilities for such systems considered. Therefore, the
following actions are taken to analyze performability of the Beowulf multi-node
systems. The state probabilities of Plane1 has been analyzed where the head
node is operative. Hence, the sum of all possible probabilities of Plane1 is taken
as ηh/ηh+ ξh as it can be derived from equation 3 above. Hence, equation 4 can
be written as follows:
S∑
i=1
L∑
j=0
Pi,j,1 =
ηh
ηh+ ξh
(4)
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It is required to obtain the Pi,j,1 values in Plane1. However, it is clear that these
probabilities cannot be obtained directly by using a product form solution. There-
fore, first the sums of all probabilities are considered for each operative state of
the system in Plane1. Figure 6 shows the overall operative states of computing
nodes for Plane1.
Fig. 6 General lateral transitions of the system for a Plane1
Equation 5 can then be used to derive to calculate Pi,j,1 for all possible values of
i.
L∑
j=0
Pi,j,1 =
ηh
ηh+ξh∑S
j=0
1
i! (
η
ξ )
i−1
1
i!
(
η
ξ
)i−1 (5)
where i = 1, 2, 3, ...S. Since the sum of all Pi,j,1 in Plane1 is known, it is easy
to compute the overall probabilities for each operative computing node. Pi,j,1 can
then be calculated in terms of Pi,0,1. Hence, equation 6 is derived using product
form solution [32]. By these set of equations all Pi,j,1 can then be expressed in
terms of Pi,0,1.
Pi,j,1 =

ρi
j! · Pi,0,1,
ρi
j!i!i−1 · Pi,0,1, i+ 1 ≤ j ≤ L
(6)
where ρ = λ/µand 1 ≤ i ≤ S. Then, equation 6 can be generalized for each column
as follows:
L∑
j=0
Pi,j,1 =
[
i∑
j=0
ρi
j!
+
L∑
j=i+1
ρi
i!ij−i
]
Pi,0,1 (7)
where i = 0, 1, ..., S. Hence, Pi,0,1 can be computed as in equation 8 using the
equations 5-7 with some simplifications.
Pi,0,1 =
(ηξ )
i
i!
∑S
k=0
( η
ξ
)k
k!
[
i∑
j=0
ρi
j!
+
(iL−iρi+1)− ρL+1
i!iL−1(i− ρ)
]−1
(8)
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where i = 0, 1, ..., S. Since Pi,0,1s have been obtained, it is easy to find all Pi,j,1
by using the above equations. Thus, the general expression for the approximate
state probabilities can be written as follows:
Pi,j,1 =

( η
ξ
)i
i!
∑S
k=0
(
η
ξ
)k
k!
[∑i
j=0
ρi
j! +
(iL−iρi+1)−ρL+1
i!iL−1(i−ρ)
]−1
ρj
j!
where j = 0, 1, 2, , i
( η
ξ
)i
i!
∑S
k=0
(
η
ξ
)k
k!
[∑i
j=0
ρi
j! +
(iL−iρi+1)−ρL+1
i!iL−1(i−ρ)
]−1
ρj
j!ij−i
where j = i+ 1, i+ 2, , L
(9)
Hence, all Pi,j,1 can be calculated using equation 9 which are not exact. Please
note that, the state probabilities obtained for Plane1 are used to get faster com-
putations and more accurate results. However, it is not possible to follow a similar
approach for Plane0. This is mainly because in Plane0 the system does not serve.
3.2 Balance Equations and Iterative Solution
In this section, the main balance equations are derived for each plane individually
in order to obtain all Pi,j,n. In addition, the balance equations obtained are also
used to consider the transitions between these planes to take all possible transitions
into account.
3.2.1 Balance Equations for Plane1 and Plane0
In order to accumulate the effects of lateral and horizontal transitions together for
the Plane1, all possible balance equations can be derived from the Fig. 5. These
transitions lead to obtain the following balance equations:
i = 1;
j = 0
Pi,j,1 =
µPi,j+1,1 + (i+ 1)ξPi+1,j,1
η + λ
(10)
0 < j < L
Pi,j,1 =
µPi,j+1,1 + (i+ 1)ξPi+1,j,1 + λPi,j−1,1
η + λ+ µ
(11)
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j = L
Pi,j,1 =
(i+ 1)ξPi+1,j,1 + λPi,j−1,1
η + µ
(12)
2 ≤ i < S;
j = 0
Pi,j,1 =
µPi,j+1,1 + (i+ 1)ξPi+1,j,1 + ηPi,j−1,1
λ+ η + iξ
(13)
1 ≤ j < i
Pi,j,1 =
(j + 1)µPi,j+1,1 + (i+ 1)ξPi+1,j,1 + λPi,j−1,1ηPi,j−1,1
λ+ η + jµ+ iξ
(14)
1 ≤ j < L
Pi,j,1 =
iµPi,j+1,1 + (i+ 1)ξPi+1,j,1
λ+ η + iµ+ iξ + λPi,j−1,1 + ηPi−1,j,1
(15)
j = L
Pi,j,1 =
(i+ 1)ξPi+1,j,1 + λPi,j−1,1 + ηPi−1,j,1
η + iµ+ iξ
(16)
i = S;
j = 0
Pi,j,1 =
µPi,j+1,1 + ηPi−1,j,1
λ+ iξ
(17)
1 ≤ j < i
Pi,j,1 =
(j + 1)µPi,j+1,1 + λPi,j−1,1 + ηPi−1,j,1
λ+ jµ+ iξ
(18)
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i ≤ j < L
Pi,j,1 =
iµPi,j+1,1 + λPi,j−1,1 + ηPi−1,j,1
λ+ iµ+ iξ
(19)
j = L
Pi,j,1 =
λPi,j−1,1 + ηPi−1,j,1
iµ+ iξ
(20)
On the other hand, the balance equations of the Plane0 is also required to have an
approximate solution of the proposed system. Therefore, similarly to Plane1 the
general balanced equations are produced considering the Fig. 4 and all possible
balance equations are derived as follows:
i = 0;
j = 0
Pi,j,0 =
ξPi+1,j,0
λ
(21)
0 < j < L
Pi,j,0 =
ξPi+1,j,0 + λPi,j−1,0
λ
(22)
j = L
Pi,j,0 = ξPi+1,j,0 + λPi,j−1,0 (23)
1 ≤ i < S − 1;
j = 0
Pi,j,0 =
(i+ 1)ξPi+1,j,0
λ+ iξ
(24)
1 ≤ j < andi ≤ j < L
Pi,j,0 =
(i+ 1)ξPi+1,j,0 + λPi,j−1,0
λ+ iξ
(25)
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j = L
Pi,j,0 =
(i+ 1)ξPi+1,j,0 + λPi,j−1,0
iξ
(26)
i = S − 1;
1 ≤ j < iandi ≤ j < L
Pi,j,0 =
λPi,j−1,0
λ+ iξ
(27)
j = L
Pi,j,0 =
λPi,j−1,0
iξ
(28)
Therefore, the final values of Pi,j,0 can also be obtained. The general balance
equations are derived for both planes separately. However, the relation between
both plane and balance equations are also required for the proposed system in order
to obtain more accurate and correct results which is given in the next section.
3.2.2 Essential Balance Equations
In order to obtain correct steady state probabilities of the proposed system the
essential balance equations have to be considered. Thus, Fig. 7 indicates the three
dimensional model considered which shows relation between two planes.
Thus, equation 29 gives the relation between two planes that can easily be obtained
from the Fig. 7.
ηhPi,j,0 = ξhPi,j,1 (29)
Hence, the relation between two planes with essential balance equations for each
state can be obtained by using given relation in equation 29. The essential balance
equations obtained for Plane1 considering the effects of Plane0 are as follows:
i = 1;
j = 0
Pi,j,1 =
µPi,j+1,1 + (i+ 1)ξPi+1,j,1 + ηhPi−1,j,0
λ+ η + ξh
(30)
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Fig. 7 Three dimension (3D) feature of the proposed system
1 < j < L
Pi,j,1 =
µPi,j+1,1 + (i+ 1)ξPi+1,j,1 + λPi,j−1,1 + ηhPi−1,j,0
λ+ η + µ+ ξh
(31)
j = L
Pi,j,1 =
(i+ 1)ξPi+1,j,1 + λPi,j−1,1 + ηhPi−1,j,0
η + µ+ ξh
(32)
2 ≤ i < S;
j = 0
Pi,j,1 =
µPi,j+1,1 + (i+ 1)ξPi+1,j,1 + ηPi−1,j,1 + ηhPi−1,j,0
λ+ η + iξ + ξh
(33)
1 ≤ j < i
Pi,j,1 =
(j + 1)µPi,j+1,1 + (i+ 1)ξPi+1,j,1 + λPi,j−1,1
λ+ η + jµ+ iξ + ξh
+
λPi,j−1,1 + ηPi−1,j,1 + ηhPi−1,j,0
λ+ η + jµ+ iξ + ξh
(34)
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i ≤ j < L
Pi,j,1 =
iµPi,j+1,1 + (i+ 1)ξPi+1,j,1 + λPi,j−1,1
λ+ η + iµ+ iξ + ξh
+
ηPi−,j,1 + ηhPi−1,j,0
λ+ η + iµ+ iξ + ξh
(35)
j = L
Pi,j,1 =
(i+ 1)ξPi+1,j,1 + λPi,j−1,1 + ηPi−1,j,1 + ηhPi−1,j,0
η + iµ+ jξ + ξh
(36)
i = S;
j = 0
Pi,j,1 =
µPi,j+1,1 + ηPi−1,0,1 + ηhPi−1,j,0
λ+ iξ + ξh
(37)
1 ≤ j < i
Pi,j,1 =
(j + 1)µPi,j+1,1 + λPi,j−1,1ηPi−1,j,1 + ηhPi−1,j,0
λ+ jµ+ iξ + ξh
(38)
i ≤ j < L
Pi,j,1 =
(i)µPi,j+1,1 + λPi,j−1,1ηPi−1,j,1 + ηhPi−1,j,0
λ+ iµ+ iξ + ξh
(39)
j = L
Pi,j,1 =
λPi,j−1,1ηPi−1,j,1 + ηhPi−1,j,0
iµ+ iξ + ξh
(40)
In addition, the essential balance equations obtained for Plane0 considering the
effects of Plane1 are as follows:
i = 0;
j = 0
Pi,j,0 =
ξPi+1,j,0 + ξhPi+1,j,1
λ+ ξh
(41)
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0 < j < L
Pi,j,0 =
ξPi+1,j,0 + λPi,j−1,0 + ξhPi+1,j,1
λ+ ξh
(42)
j = L
Pi,j,0 =
ξPi+1,j,0 + λPi,j−1,0 + ξhPi+1,j,1
ξh
(43)
1 ≤ i < S − 1;
j = 0
Pi,j,0 =
(i+ 1)ξPi+1,j,0 + ξhPi+1,j,1
λ+ iξ + ξh
(44)
0 < j < L
Pi,j,0 =
(i+ 1)ξPi+1,j,0 + λPi,j−1,0 + ξhPi+1,j,1
λ+ iξ + ξh
(45)
j = L
Pi,j,0 =
(i+ 1)ξPi+1,j,0 + λPi,j−1,0 + ξhPi+1,j,1
iξ + ξh
(46)
i = S − 1;
j = 0
Pi,j,0 =
ξhPi+1,j,1
λ+ iξ + ηh
(47)
0 < j < L
Pi,j,0 =
λPi,j−1,0 + ξhPi+1,j,1
λ+ iξ + ηh
(48)
j = L
Pi,j,0 =
λPi,j−1,0 + ξhPi+1,j,1
(i− 1)ξ + ηh (49)
Then, the iterative procedure can be applied in order to accurately calculate the
Pi,j,n. The iterative procedure can be given as follows:
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1. Input: Define the input parameters; S,L, λ, µh, µ, ηh, η, ξh, ξ, the maximum
number of iterations i.e, 218 and the converge parameter 4
2. Equation 9 calculates the approximate steady state probabilities, Pi,j,1 of the
Plane1 to get faster computations and more accurate results. Equations 10-
20 and 21-28 are then used to calculate rough steady state probabilities of the
system considered for both planes. These equations and computations are used
to have a faster convergence when the iterative procedure of essential balance
equations is employed. For instance, MQLconverge is obtained using mathe-
matical relations in application as follows: Set the initial value of MQLconverge
= 0.0
for (i=0; i \leq S; i++) do
for (j=0; j \leq L; j++) do
$MQL_{converge} = MQL_{converge} +j*P_{i,j,n} $
end for
end for
3. The balance equations given in equations 29-49 are used to calculate the correct
steady state probabilities, Pi,j,n.
4. The sum of all Pi,j,n. can be determined by the help of the normalizing condi-
tion. Steps 3 and 4 are repeated until the normalization condition is satisfied.
In other words, the sum of probabilities sufficiently converges to one. Thus, a
performability measures, MQL, is chosen to check the accuracy by the conver-
gence parameter 4, where 4 = 0.001 is taken in this paper.
for (i=0; i \leq S; i++) do
for (j=0; j \leq L; j++) do
$MQL_{approx} = MQL_{approx} +j*P_{i,j,n} $
end for
end for
Thus, the iteration will be ended in case ‖MQLapprox −MQLconverge‖ ≤ 4.
Otherwise, the iterative procedure will assign the recent values of performabil-
ity measures to old values i.e, MQLconverge = MQLapprox and continue from
the step 3 separately for both planes.
5. Hence, the performability measures such as mean queue length (MQL),MQL =
MQL0+MQL1, throughput (THRP), THRP = THRP0+THRP1 and mean
response time (MRT), MRT = MRT0 + MRT1 can be computed using the
most recent steady state probabilities Pi,j,n as:
MQL =
∑S−1
i=1
∑L
j=0 Pi,j,0 +
∑S
i=1 i
∑L
j=0 Pi,j,1
THRP =
∑S−1
i=1
∑L
j=0 jµPi,j,0 +
∑S
i=1
∑L
j=0 jµPi,j,1
MRT = MQLTHRP
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4 Numerical Results and Discussions
In this section, the results are presented for the performability evaluation of the
large-scale Beowulf clusters considering a head node and a large number of com-
puting nodes. Numerical results are presented for MQL, THRP, and MRT in order
to show the capability of the proposed analytical model and the solution approach.
Numerical results obtained clearly show that, the proposed model and an approxi-
mate solution approach can easily handle large number of nodes in Beowulf clusters
without a state explosion problem. In addition, numerical results obtained from
the proposed model are validated by DES. The CPU times of the proposed so-
lution approach and DES are also compared in order to show the efficacy of the
proposed model and an approximate solution approach.
The mean arrival and service rates are mainly application dependent. The as-
sumptions and parameters used in [3,7,9,11-13,32] are also employed in this paper
for consistency. However, the approach presented in this paper is flexible and can
be adopted to similar applications. For instance, the average failure and repair
rates of the computing nodes considered are chosen from studies [3], and [7] con-
sidering the availability of Beowulf clusters as well as cloud computing systems
for consistency. Therefore, time between failures for head node and computing
nodes can be taken as 250(ξ = ξh = 0.004/h), 500(ξ = ξh = 0.002/h), and
1000(ξ = ξh = 0.001/h) hours. The parameters are taken for many computa-
tions as µ = 0.25requests/sec, η = ηh = 0.5/hr, ξ = ξh = 0.001/hr and the λ rate
per user varies from 10 requests per second unless stated otherwise. MQL, THRP,
and MRT results are presented as a function of λ for proposed analytical model
and DES in Figs. 8-10, respectively with different computing node failure rates. A
system with S = 500, and L = 1000 is considered.
Fig. 8 MQL vs λ for S=500 and L=1000 with different ξ.
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Fig. 9 THRP vs λ for S=500 and L=1000 with different ξ
The figures clearly show that the effects of computing nodes failure on the QoS of
the system is quite significant in large scale fault tolerant Beowulf clusters. The
system can be full quickly when a higher value of ξ is considered. However, the
considered Beowulf cluster can serve the arriving requests due to the large number
of computing nodes for lower values of ξ. In other words, increasing the time
between failures of computing nodes decreases the MQL as shown in Fig. 8. For
instance, in Fig. 8, the MQL value is 280.924 when ξ = 0.001 and λ = 70. However,
increasing the failure rate of computing nodes to 0.002 and 0.004 when λ = 70, the
MQL values increase to 976.147 and 999.188, respectively. In addition, the average
number of requests in the system becomes same as the maximum capacity of the
system L when the failure rate increases. It can be clearly observed in Fig. 9 that
THRP of the system increases as λ increases, however, the THRP saturates after
some point depending on as well as the failure rates. This is because of the system
cannot serve the requests efficiently and incoming requests start to queue up in
the system to be served especially for the loaded systems. Higher THRP values
are obtained for the systems with lower failure rates due to the average value of
operative computing nodes. On the other hand, similar behaviour is observed for
MRT in Fig. 10. The MRT increases when the failure rate of computing node
increases as expected.
On the other hand, the effects of the failure and the repair rates of head node
are given in Figs. 11 and 12, respectively. Figure 11 shows the THRP results as
a function of arrival rate for different head node failure rates. The THRP results,
decrease when ξh = 0.01. This is due to the frequent failing of the head node
since the computing nodes directly depend on the head node. Even though a good
repair facility is provided to the system (η = ηh = 0.5/h), the QoS degrades due
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to the failure rate of the head node. In addition, the MQL results as a function of
arrival rate for different repair rates of the head node is given in Fig. 12.
Fig. 10 MRT vs λ for S=500 and L=1000 with different ξ.
Fig. 11 THRP vs λ with different ξh.
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Fig. 12 MQL vs λ with different ηh.
The significance of the head node repair rates is clearly shown in the figure in
terms of the queue length. In other words, when the system has a light traffic
(λ = 70), the MQL is 281.849. However, for the same situation the MQL is almost
full (999.189) due to the frequent failing of the head node. In the case of the
frequent failure of the head node, the rest of the computing nodes are no longer
able to serve. Hence, the MQL of the system increases rapidly. In addition THRP
of the system decreases because the system does not serve. If a head node is
unable to serve (fails), the system stops serving the requests. The head node may
regain connectivity and rejoin the system after some time. This situation is clearly
shown in Fig. 12. Hence, as a summary, the repair and failure rates of the head
node has a significant affect on the such system performance. On the other hand,
Fig. 13 shows the MQL results as a function of arrival rate for different number
of computing nodes. The various numbers of computing nodes are taken from [16]
(S=32,64,128,256 and 372) in Fig. 13 where the researchers currently use them in
their laboratories for different purposes. As can be seen that the proposed model
and solution can easily handle the large amount of computing nodes up to several
hundreds with availability issues. Fig. 14 shows the MQL results as a function of
arrival rate for different queue capacities. As can be clearly seen from the figure
that queue capacity is the limiting factor of large scale Beowulf clusters.
A comparative study is further performed in order to show a certain degree of
accuracy of the proposed solution approach and DES. Tables 1 and 2 present MQL,
THRP and MRT results comparatively with the simulation results for S=500,
L=1000 and S=1000, L=2000, respectively. The discrepancies of the proposed
analytical model and DES are also presented in all the tables. The maximum
discrepancies for MQL, THRP and MRT are less than 1.149%, 3.82%, and 3.76%,
respectively, for both tables which is well within the 5% confidence interval of the
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Fig. 13 MQL vs λ with different number of nodes.
Fig. 14 MQL vs λ with different queue capacities.
simulation. The DES is mainly used for the validation purposes, however it can
also be used for the performance evaluation of such systems. Because it simulates
the actual scenario rather than the Markov models presented in this paper.
The DES model is implemented in C++ language and adopted for the scenario
considered [33]. In addition, the CPU times of the analytical approach and DES
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for the computations are also presented comparatively in Tables 3 and 4. All
of the numerical results presented are obtained using workstations with Intel(R)
Core(TM) i7-363QM CPU @ 2.40GHz, 16GB RAM, and 64-bit operating system.
The proposed 3D analytical model uses an iterative approach to obtain steady
state probabilities based on (S)x(L+ 1) number of equations for both Plane0 and
Plane1. For instance, the number of states is considered in Table 4 is (1000 x
2001) x (1000 x 2001). Thus, the processing times of analytical models are also
presented with the processing times of the simulation for comparison. Tables 3
and 4 show the CPU times of systems with S=500, L=1000, and S=1000, L=2000,
respectively. The computational efficiency of the proposed solution approach with
the DES is clearly given in both tables in terms of CPU times. For example, in
Table 4 the maximum CPU time for simulation is 80878.871 seconds (22.46 hours)
for S=1000, L=2000 whereas the maximum CPU time of the analytical approach is
less than 5hours for an extreme case. Thus, the proposed analytical model and an
approximate solution approach are efficient in performability evaluation of large-
scale Beowulf clusters.
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5 Conclusion
This paper proposed an analytical modelling approach and an approximate solu-
tion approach to obtain QoS measurements for large-scale Beowulf clusters without
a state explosion problem. In order to obtain more realistic QoS measurements,
availability issues are considered together with performance modelling. The pro-
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posed analytical modelling, solution, and the analysis is useful for achieving better
performance in such systems. The system is modelled as a three-dimensional Con-
tinuous Time Markov chain to determine the state probabilities. The proposed
model can be used to analyze QoS measures such as mean queue length (MQL),
throughput (THRP) and mean response time (MRT).
The method used is novel and flexible where can be extended to the case of many
other practical, fault-tolerant multi-server farms. In addition, the numerical results
presented show that the proposed solution approach can handle up to several
million states of the model presented. A number of states
can be increased using the proposed model without having a state explosion prob-
lem depending on the system. The comparative results presented in this paper
show that the discrepancy between the simulation and the analytical model pre-
sented is less than 5% for all cases. In terms of efficacy, the computation time
of the proposed model is significantly shorter than the simulation especially for
loaded and large-scale cases.
The main demerit of this method is the large number equations. In the proposed
model, the balance equations depend on each other and chained together for ob-
taining approximate steady state probabilities. An iterative technique has been
used to solve the steady state probabilities. Also, this technique increases the
computation times for approximate results. Furthermore, increasing the queue ca-
pacity, the number of computing nodes, or mean arrival rate forces a significant
increase in computation times. Therefore, it is essential that programming tech-
niques are effectively used to further reduce computation times. This work is still in
progress. Although the speed is an issue, the proposed method is superior to sim-
ulation under all circumstances. Results show that, proposed method works with
large queue capacities and large numbers of computing nodes effectively giving
accurate results.
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