This paper uses a global vector autoregressive (GVAR) model to analyze the relationship between FDI inflows and output dynamics in a multi-country context. The GVAR model enables us to make two important contributions: First, to model international linkages among a large number of countries, which is a key asset given the diversity of countries involved, and second, to model foreign direct investment and output dynamics jointly. The country-specific small-dimensional vector autoregressive submodels are estimated utilizing a Bayesian version of the model coupled with stochastic search variable selection priors to account for model uncertainty. Using a sample of 15 emerging and advanced economies over the period 1998:Q1 to 2012:Q4, we find that US outbound FDI exerts a positive long-term effect on output. Asian and Latin American economies tend to react faster and also stronger than Western European countries. Forecast error variance decompositions indicate that FDI plays a prominent role in explaining GDP fluctuations, especially in emerging market economies. Our findings provide evidence for policy makers to design macroeconomic policies to attract FDI inflows in the respective countries.
Introduction
Foreign direct investment 1 (FDI) has expanded rapidly throughout the world economy in recent decades, supported by removing national barriers to capital transfer and increased efforts of many countries to attract more foreign capital, especially in developing and transition economies 2 . FDI differs from other types of international capital flows by representing a channel through which physical and intellectual capital are exchanged between countries. FDI flows allow transfers of firm-specific knowledge across countries, knowledge that would be immobile otherwise (Ramondo and Rappoport, 2010) . The acquisition of firm-specific knowledge appears to be an important determinant behind the recent increase in FDI, indicating that FDI serves as a pivotal channel for knowledge and technology diffusion (Barrell and Pain, 1997) . Hence, the rationale for policies to attract more FDI is grounded in the fact that FDI not only provides direct capital financing, but also creates positive externalities through transfers of technology and managerial expertise, and thus enhances productivity and stimulates output growth in the host countries.
3
From a theoretical perspective, several reasons have been identified why FDI induces long-run positive effects on output growth, predominantly within the framework of the neoclassical growth model. For example, Thompson (2008) , and Mallick and Moore (2008) separate foreign from domestic capital and derive conditions under which economic growth is positively impacted by foreign capital. In contrast, within a microfounded general equilibrium framework, Helpman and Krugman (1985) view FDI as a production factor movement that establishes a direct relation to capital rather than investment. While the theoretical underpinnings of FDI spillovers have been extensively studied (see, for instance, Liu, 2008) , finding robust empirical evidence to support their existence within and across economies is more difficult.
4
The relationship between FDI and output growth has motivated a voluminous empirical literature, but with a variety of apparently conflicting results. For a review, see Moran et al. (2005) , and Kose et al. (2009) . There is still little support for robust empirical evidence of the growth effects of FDI. Firm-level and industry-level studies of particular countries do not provide conclusive evidence that FDI induces substantial spillover effects for the entire economy. The influential study of Aitken and Harrison 1 Following de Mello (1997) foreign direct investment may be defined as an international investment that is associated with a lasting managerial interest (typically exceeding ten percent of equity stake). In this study we use a flow rather than a stock definition of FDI, measuring foreign direct investment inflows in host countries over a quarter of a year.
2 In the FDI literature one may distinguish two major research directions. The focus of the first is on the determinants of FDI location choice, or in other words, on the economic factors/conditions in the host countries that pull in FDI flows. The second directs attention to the economic effects of FDI inflows on economic growth, employment and wages in the recipient countries. The purpose of the current paper is to contribute to this latter research direction.
3 It has also been argued that FDI is less prone to sudden stops or reversals, as, for example, portfolio equity flows (Kose et al., 2009) .
4 See Lipsey and Sjöholm (2005) for a survey of the evidence on FDI spillovers.
(1999), for instance, does not find any evidence of positive technology spillovers from foreign firms to domestically owned ones in Venezuela between 1979 and 1989. Other researchers have reported evidence of positive spillovers in some industries, but locationspecific, industry-specific and firm-specific factors -as emphasized by Dunning (2001) in his OLI paradigm of international production 5 -appear to be so important that the results do not support the overall conclusion that FDI induces substantial spillover effects for the entire economy (Carkovic and Levine, 2005) .
Macroeconomic studies -overwhelmingly in the form of growth regressions using cross-section or panel data -generally suggest a positive role for FDI in generating output growth. A positive impact of FDI on output growth is noted, for instance, by de Mello (1999) . In OECD countries, the positive impact is largely due to higher efficiency (total factor productivity), while in non-OECD countries it is the effect of FDI on capital accumulation rather than on efficiency that drives the positive output response. Other studies indicate that FDI flows generate output growth but only in recipient countries with appropriate local conditions, such as high levels of human capital (see Borensztein et al., 1998) , financial sector development (see Alfaro et al., 2004; Durham, 2004) , and policies fostering openness (see Balasubramanyam et al., 1996) .
These macroeconomic findings, however, must be viewed skeptically due to several reasons. First, existing studies do not fully control for simultaneity bias, country-specific effects, and the routine case of lagged dependent variables in the growth regressions. These weaknesses can bias the coefficient estimates and the coefficient standard errors. Second, if FDI has a positive effect on output in the recipient economy, FDI does not exert a robust, independent impact when other factors such as controls for trade and domestic financial credit are taken into account (see, for example, Carkovic and Levine, 2005; Barrell and Pain, 1997) . Third, the multi-country dimension of the relationship is overlooked, as the existing papers treat the countries as independent units and ignore their interdependencies. Finally, nearly all of the studies do not go beyond observations in the 1990s, even though the world economy today is operating under sharply different global financial conditions.
In this paper, we use a global vector autoregressive (GVAR) model to reassess the relationship between FDI inflows and host country output dynamics in a world of interdependent economies. By taking cross-country linkages seriously, the approach adopted is capable of answering the question whether FDI inflows can trigger short-term output movements. The research interest lies on quarterly FDI flows from the US (commonly termed US outbound FDI flows) to a set of host countries that includes eight advanced economies (Australia, Austria, Canada, Germany, France, Finland, Japan and the UK) and six emerging countries (Brazil, China, India, Mexico, South Korea and Turkey). 5 The OLI paradigm of international production is an eclectic approach that stresses organizationspecific, location-specific and internationalization-specific variables.
6 These flows represent about 20 percent of all the inflows 2012 in the considered host countries measured in terms of US dollars. Unfortunately, greenfield investments can not be distinguished from mergers and acquisitions.
Our GVAR model features fifteen country-specific VAR models representing the fourteen host countries and the US, the source country of the FDI flows. These national models are linked to each other by weighted cross-section averages of foreign variables. This makes the GVAR model particularly useful to account for the multilateral nature of FDI flows and to study the dynamics and spatial interrelations between US outbound flows and output in the host countries, alsongside other important long-term macroeconomic relations which may influence the FDI-output nexus.
Compared to existing studies on the issue, the present paper makes three important contributions. First, the study suggests a novel methodology as the recent FDI literature is largely based on cross-section or panel regressions, neglecting the dynamic and spatial behavior of FDI flows. Second, we use a global macroeconomic framework that enables to account for various transmission channels, including not only the FDI-output relationship, but also financial linkages (most notably through interest and exchange rates) that may influence the FDI-output nexus. Our GVAR model, specifically designed for analyzing international linkages and explaining the time series dimension of the data, is especially well suited to account for the multilateral nature of FDI flows in general and cross-country FDI spillovers in particular. The third main contribution is that we estimate the FDI and output equations jointly. This proves to be important given the substantial co-movement between US outbound flows and real output observed in the data.
In doing so, the paper builds on previous contributions to the GVAR literature, especially Pesaran et al. (2004) , Dees et al. (2007) , Dovern and Huber (2015) , and Dovern et al. (2016) . GVAR modeling was applied in the past to a variety of questions (see Chudik and Pesaran, 2014) , but to our knowledge this paper presents the first application of the GVAR methodology to assessing the relationship between FDI flows and output dynamics.
Following Crespo Cuaresma et al. (2016), and we use a Bayesian variant of the model approach coupled with a particular prior specification. Stochastic search variable selection priors suggested by George et al. (2008) enable us to account for model uncertainty. In the first step, the country-specific small-dimensional models are consistently estimated conditional on the rest of the world. These models contain seven domestic variables (inward foreign direct investment, real output, unit labor costs, real exchange rate, inflation, short-term and long-term interest rates) and weighted cross-sectional averages of foreign variables, which are commonly referred to as "star" variables and treated as weakly exogenous. In the second step, the individual country VARX* models are stacked and solved simultaneously as one global VAR model. The model is then used to generate impulse responses for all variables in the world economy simultaneously.
The rest of the paper is organized as follows. Section 2 outlines the GVAR model along with a Bayesian approach to estimation and inference as it applies to our work here. Section 3 describes the data set, outlines the model specification and provides some metric of model fit. Section 4 uses the GVAR model to simulate the effects that (positive) shocks to US outbound FDI may have on real output across space and time in the global economy. In addition we also present the results of generalized forecast error variance decompositions to shed some light on the relative importance FDI inflows in explaining variation in output dynamics across the countries. The final section summarizes and concludes.
The Bayesian global vector autoregressive model
The global VAR approach, originally proposed in Pesaran et al. (2004) , provides a simple and flexible means to analyzing the relationship between FDI and output dynamics across economies. The approach can be viewed as a two-step approach. In the first step, small scale country-specific models are estimated conditional on the rest of the world. These models feature domestic (=endogenous) variables and weighted crosssectional averages of foreign variables. In the second step, the country-specific vector autoregressive models are stacked and solved simultaneously as one large global VAR model.
The global VAR model
At the core of the GVAR approach are small-scale country-specific conditional models. These individual country models feature the domestic variables of the economy, collected in the k i × 1 vector x it , as well as the country-specific cross-sectional averages of foreign variables 7 , collected in the k * i × 1 vector
The weights w ij (i, j = 0, . . . , N ) represent the importance of country j for country i. These connectivity terms are elements of a conventional (N + 1) × (N + 1) rowstochastic 8 connectivity matrix, commonly used in spatial econometrics to encode the connectivity relationships between countries. By convention, w ii equals zero for all i. Note that the more country i is connected to country j (i.e. the larger w ij is) the more country i benefits from externalities from country j.
Then x it may be modeled as a VAR augmented by a vector of the star variables x * it and its lagged values.
where Φ i1 and Λ is (s = 0, 1) are
In the case where Λ i0 = Λ i1 = 0 Eq. (1) reduces to a standard first-order VAR process, VAR(1). But in the presence of foreign variables Eq. (1) is an augmented VAR model that is commonly denoted by VARX*(1, 1). The separate estimation of the N + 1 country-specific VARX* models constitutes the first step of the GVAR approach as proposed by Pesaran et al. (2004) , based on the assumption that foreign variables are weakly exogenous. Chudik and Pesaran (2014) emphasize that the assumption of weak-exogeneity is typically not rejected when the economy under consideration is small relative to the rest of the world and the weights used in the construction of the foreign variables are granular. The granularity conditions state that the weights w ij between countries i and j are of order 1/N for all i, j, ruling out cases where w ij becomes comparatively large for some countries (Forni and Lippi, 2001; Chudik and Pesaran, 2011) .
It is easy to show how to combine the N + 1 country-specific models to obtain the global VAR model (see Appendix A for further details). After some straightforward algebraic manipulations, we arrive at the global VAR model given by
where x t = (x 0t , x 1t , . . . , x N t ) denotes the global vector and the remaining elements of Eq. (2) are stacked vectors and matrices that consist of the country-specific coefficient estimates and the corresponding weights. 9 For global stability of the model, it is crucial that the eigenvalues of F lie within the unit circle.
Note that Eq. (2) resembles a standard VAR(1) with a deterministic trend. This implies that we can use this model to conduct (generalized) impulse response analysis for investigating the effects that shocks of US outbound FDI may have on output over time. Generalized forecast error variance decompositions enable us to shed some light on the relative importance of FDI inflows in explaining variation in output dynamics.
Bayesian estimation of the global VAR model
We use a Bayesian approach to estimating the country-specific models. To cope with the "curse of dimensionality" problem, we use a hierarchical prior structure on the coefficients and shrink the parameter space by using stochastic search variable selection (SSVS) priors introduced by George and McCulloch (1993) that enable to effectively account for the prevailing heterogeneity observed in the world economy and to select the appropriate model specification .
For the subsequent discussion it is convenient to work with the stacked
The SSVS priors impose a mixture normal prior on each coefficient i1 for all i. Thus, if δ ij = 1, the prior on coefficient j is effectively rendered non-influential. This captures the notion that no significant prior information for that parameter is available, centering the corresponding posterior distribution around the maximum likelihood estimate. If δ ij = 0 we impose a dogmatic prior, shrinking ψ ij towards zero. This case would lead to a posterior which is strongly centered around zero, implying that we can safely regard that coefficient being equal to zero.
Let us define a scalar parameter h ij given by
and collect the h ij s in a matrix
µ ψ i denotes the m i -dimensional prior mean vector, which is assumed to equal zero in this case. Moreover, R i represents a m i ×m i prior correlation matrix. For simplicity we assume R i to equal the identity matrix. This prior shows several advantages which make it well suited for GVAR models. First, it allows for different model specifications across countries. This is important for impulse response analysis since it introduces a flexible way to apply shrinkage to coefficients where appropriate. Second, prior specification boils down to choosing appropriate scaling factors for the normal mixture prior.
For the country-specific variance-covariance matrix, we assume an inverted Wishart prior on Σ εi
where C i and v i denote the k i × k i prior scale matrix and the prior degrees of freedom, respectively. Finally, the discussion of the prior setup is completed with the prior on δ ij . Following George et al. (2008) we use a Bernoulli prior, which implies
that can be interpreted as the prior probability to include the jth parameter in the model, implying that P (δ ij = 1) = q j and P (δ ij = 0) = 1 − q j . This prior specification allows us to unveil the structural differences between countries in a flexible fashion. Due to the fact that the number of parameters to be estimated exceeds the number of observations markedly, this prior setup serves as a regularization device that shrinks the parameter space. A typical caveat related to the reduced form of the model is that structural inferences should be made with some care. However, in the present application we utilize the SSVS prior solely to obtain more precise reduced form estimates of the parameters that are later mapped into quantities of interest like generalized impulse responses.
The improvements in terms of modeling flexibility and dimension reduction of the parameter space come at a cost. Namely, posterior solutions for the parameters of interest are not available in closed form. Hence, we have to adopt Markov Chain Monte Carlo (MCMC) methods to perform posterior inference. Fortunately, the conditional posteriors are of well known form, which allows to set up a simple Gibbs sampling scheme proposed by George et al. (2008) . For more details see Appendix B.
Empirical implementation
Section 3.1 serves to briefly describe the variables and data, and outline the model specification adopted. Moreover, Section 3.2 shows some metric of the model fit for the variables in order to provide some evidence that our model is capable of replicating key features of the data.
Variables, data and model specification
We use quarterly data starting in 1998:Q1 and ending in 2012:Q4. Our country sample comprises fifteen countries listed in Table 1 including nine advanced and six emerging countries. These countries account for around 83 percent of world output, measured in terms of GDP, in 2012. The country-specific VARX* models generally include seven domestic variables.
Since the relationship between US outbound FDI and output dynamics is the subject of our interest, we include FDI and output, measured in terms of GDP, as our key variables. Note that output is also typically used as a proxy for market size. In addition, we consider macroeconomic variables that may be important in explaining the FDI-output nexus. More specifically, we include the real exchange rate, short-term and long-term interest rates, inflation and labor costs. The real exchange rate relative to the US is expected to affect US outbound FDI flows, in so far as it affects a firm's cash flow, expected profitability and the attractiveness of domestic assets to US investors. Labor costs and inflation are used to approximate important supply side dynamics that may determine the size of potential US based FDI inflows. These variables are typically used to measure the competitiveness of a given economy. Finally, short-term and longterm interest rates are taken to capture the potential effects of financial markets and the costs of capital on the FDI-output nexus (Barrell and Pain, 1996) . The choice of these variables 10 is consistent with several macroeconomic models that are typically used to describe business cycle dynamics, the effects of monetary policy on the real economy or the transmission of aggregate demand shocks (Rabanal and Rubio-Ramírez, 2005; Chari et al., 2008) .
[ Table 1 about here.] We construct seven country-specific foreign series corresponding to cross-section averages of inward foreign direct investment, output, labor costs, exchange rates, inflation, short-term and long-term interest rates in foreign countries. Hence, the country-specific vector of domestic variables is
f di is inward foreign direct investment from the US (in logarithms), y the log of real output measured in terms of seasonally adjusted GDP (average of 2005=100), π the rate of consumer price inflation, er the nominal real exchange rate relative to the US dollar, stir the short-term interest rate, ltir the long-term interest rate, and ulc the unit labor cost index in logarithms. In the case of Brazil, China, India, Mexico and Turkey, owing to data constraints, labor costs are excluded from the set of endogenous variables. A list of the variables used as well as the general specification of the individual country models is given in Table 2 , while Appendix C shows the average posterior inclusion probabilities across countries providing evidence for the importance of the variables included in the GVAR model. For the US model (country i = 0) we replace foreign direct investment by domestic investment, di, as endogenous variable
The corresponding vector of country-specific foreign variables is symmetric across countries
To construct the foreign variables we use the row-standardized connectivity matrix between countries, based on (average) trade flows computed over the time period from 1998 to 2012 (see Appendix D). Note that the choice of the connectivity terms in constructing relative variables is an open question in the GVAR literature, but the preferred option in international macroeconomics is using trade weights.
13 Chudik and Pesaran (2014) did not show, but emphasize that weights are likely to be of secondary importance if the granularity conditions described above apply. For the present application, we rely on trade weights since the usage of FDI based weights would imply serious endogeneity issues.
[ Table 2 about here.]
Before we proceed to Section 3.2, a brief word on model specification issues. Typically, GVAR models are estimated by imposing long-run relations between the macroeconomic aggregates under scrutiny. In a Bayesian framework, however, we capture the low to medium frequency behavior of the included time series by assuming that most of them are integrated of order unity (Sims et al., 1990) . For all variables except FDI flows, this assumption appears to be reasonable as indicated by traditional unit root tests. If the time series included display a common stochastic trend, using first differences (or equivalently transforming everything to be approximately stationary) would seriously distort inference, effectively implying underestimating long-run impacts of FDI movements on output (Naka and Tufte, 1997). Nonetheless, previous literature on the Bayesian estimation of large dimensional time series models suggests that including the variables in (log) levels appears to be a robust choice in the presence of long-run cointegrating relations (for a discussion within an univariate framework see Sims and Uhlig, 1991) .
While the estimation of vector error correction models would allow for additional inferential possibilities, their Bayesian treatment introduces additional difficulties in terms of model specification like the appropriate choice of the number of cointegrating relationships and the specification of suitable priors on the cointegrating vectors (Strachan and Inder, 2004; Koop et al., 2009 ).
Some metric of model fit
Since output and FDI flows are at the core concern of the paper, it is important to analyze how well our model replicates features of the data. From a Bayesian perspective, a typical criterion to assess model fit is the marginal likelihood or (equivalently) the full sequence of one-step-ahead predictive likelihoods (Geweke and Amisano, 2010) . However, given that we are not interested in discriminating between a set of competing models, we focus solely on how well the Bayesian GVAR fits the data.
For this purpose, Table 3 reports the correlation between the median of the onestep-ahead predictive density (computed using the first 30 quarters of observations as a training sample) and the actual time series. Note that for all variables, average correlations (shown in the last row of Table 3 ) exceed values of 0.65, implying that our model successfully captures major movements of the corresponding data. The rather strong performance of our model can be attributed to the fact that we closely match the trend and the medium frequency behavior for most quantities under consideration.
Moving to variable-specific results reveals that for FDI flows, our model tracks most time series properties successfully for almost all countries under scrutiny. Some exceptions, however, are worth emphasizing. First, FDI flows to most major emerging market economies appear to be much more persistent, featuring a steady upward trend. This implies that our model displays a better fit as compared to FDI flows into countries that feature somewhat less persistent FDI flows (most notably Finland). This finding carries over to the behavior of CPI inflation. Here we see that countries that exhibit a pronounced trend in inflation (i.e. steadily increasing trend inflation) are well modeled by means of the GVAR approach whereas for other cases the fit is less spectacular.
[ Table 3 about here.] For the remaining variables (y, er, stir, ltir, and ulc) our model yields correlations that exceed 0.8 for most variables and countries in the analysis. This stems from the fact that the bulk of the remaining variables display a clear trend over time which our model successfully replicates. Moreover, the inclusion of lagged endogenous variables on the right-hand side (see Appendix C) also improves the model fit significantly.
Empirical application
In this section we use the GVAR model to simulate the effects that (positive) shocks to US outbound FDI may have on the GDP variable over time. To this purpose, we utilize the generalized impulse response function (GIRF) approach that consists in tracing the response of the system associated with a unit shift to the observed variable (in our case one standard error to the US outbound FDI), and integrating out the effects of other shocks. We then present the results of generalized forecast error variance decompositions to shed some light on the relative importance of FDI inflows in explaining variation in output dynamics.
Dynamic effects of positive US outbound FDI shocks on GDP
We use the GVAR model to simulate the effects that shocks of US outbound FDI may have on economic growth. To this aim, given the absence of strong a priori information for identifying the dynamics of our system (in general, for the GVAR model discussed above, exact identification would require k(k − 1)/2 restrictions) we use the generalized impulse response function (GIRF) approach. This approach, advanced in Koop et al. (1996) , and Pesaran and Shin (1998) , does not claim to structurally identify shocks according to economic theory or ad-hoc economic reasoning, but considers a counterfactual exercise where the historical correlation of the shocks is assumed to be given. In the context of the GVAR model in Eq. (2) the k × 1 vector of g-step ahead GIRFs with respect to a one standard error global shock to the jth variable is given by
The expectation operator E in Eq. (7) is taken assuming that the GVAR model (2) is the data generating process. The information set I T = (x T , x T −1 , ..., x 0 ) is the information set of all available information at time T . F g denotes the gth matrix power of F , andẽ jt the standard deviation of the jth equation in Eq. (11) 
. a ij is the k i × 1 vector with zero elements, except for its jth element that corresponds to the jth variable which is set equal to the purchasing power parity adjusted GDP weight of country i, the weight of the ith country in the world economy. By construction, the weights sum up to unity. Note that the GIRFs have also the nice property of being invariant to the ordering of both, countries and variables.
The shock that we consider is a positive global one standard error shock to US outbound FDI. Figure 1 presents the results of the GIRF approach, the country-specific GDP responses associated with one standard error shift to the observed US outbound variable. A one standard error shock corresponds in this case to an increase of US outbound FDI of around 4.5%.
In the discussion of the results, we focus on the first five years following the shock. This appears to be a reasonable time horizon. After five years, the GIRFs settle down reasonably quickly, suggesting that the model is stable. The figures display the posterior distribution of impulse responses, along with their 25th and 75th percentiles, based on 1,000 posterior draws.
For presentation purposes we group the countries used in this study into three regional aggregates (briefly termed regions): Western Europe (see Fig. 1 (a) ) including the three largest economies (Germany, France, United Kingdom) and two smaller countries (Austria, Finland); Asia (see Fig. 1 (b) ) including China, India, Japan and South Korea; Latin America (see Fig. 1 (c) ) including Brazil and Mexico; and a category termed Rest of the World (see Fig. 1 (d) ) including Australia, Canada and Turkey. Figure 1 not only shows the fourteen country-specific GDP responses, but also the effects of the same shock on these four aggregates of countries, which are constructed by grouping the corresponding countries together using GDP weights.
[ Fig. 1 about here.] There are some important results worth noting. First, a positive one standard error global shock to US outbound FDI has a significant positive long-term effect on GDP in all countries considered, with a maximum impact of more than 0.40% in Asia and the Rest of the World, five years after the shock. The impacts appear somewhat weaker in Western Europe and Latin America, but the differences are rather negligible. The findings for Europe might be caused by the fact that FDI from the US could be complementary to exports (i.e. the imports of the host countries) which, in turn, could have a dampening rather than boosting effect on GDP. For the case of Europe, the weaker responses of output dynamics hint to a more complementary rather than substituting relationship between FDI and exports.
14 Second, short-term effects show a different pattern across the four categories of countries. In Asia, the transmission of the shock takes place rather quickly and the short-term effects are statistically significant, with magnitudes ranging from 0.20% to 0.40%. Additionally, most impulse response functions in this group share the same, "hump-shaped" reaction with respect to FDI inflows. Quantitatively, this implies that output increases tend to rise within the first two quarters, reaching a peak after around three quarters, petering out afterwards. A similar pattern can be found for the countries in Latin America. In this country group the peak is reached after around five to ten quarters, implying that Latin American countries need some more time to fully profit from inward FDI. The reason why countries in Asia and Latin America tend to react faster and also stronger to US FDI shocks might be due to their relative capital scarcity. Indeed, all countries considered in Asia and Latin America are low to medium income economies (with the notable exception of Japan), profiting more from additional capital inflows than countries in Western Europe.
15
Third, in this world region the short-term effects of US outbound FDI are barely significant. In the cases of Germany and France the GDP effect is not significantly different from zero during the first four quarters after the shock. With displaying significant impact magnitudes of around 0.3%, the UK presents an interesting exception to this pattern. This case can partly be explained by noting the stronger trade linkages to the US (see Appendix D). The almost instantaneous transmission of the shock might also be attributed to the comparatively more developed financial sector within the UK, leading to faster absorption rates of capital inflows.
The reason why responses of other Western European economies are more muted are at least twofold. In particular, all Western European countries considered are high income countries, which are relatively capital abundant. This implies that additional capital inflows do not lead to pronounced output increases within the first few quarters. Moreover, the real exchange rate against the US dollar tends to appreciate in the shortrun. This result, known as the "Dutch disease" in the literature (Saborowski, 2009; Edwards, 1998) , implies that adverse effects on the exchange rate leads to a deterioration of export competitiveness which appears to increase macroeconomic instability. As a reaction to FDI inflows, exchange rates in Latin America, Asia and the Rest of the World tend to appreciate vis-á-vis the US dollar in the short-run, diminishing the respective countries' terms of trade. However, prices adjust in the medium run and the effect on the real exchange rate becomes insignificant. This finding holds for all regions under consideration with an important exception, namely the exchange rate responses in Western Europe. Here it is worth noting that the Euro exchange rate market proves to be one of the most liquid markets in the world, where individual FDI transactions only play a minor role relative to total transactions.
16
Finally, it is worth mentioning that Australia and Canada exhibit responses that are similar to the one obtained for the UK. This again corroborates our finding that trade linkages help to exploit FDI inflows faster.
[ Fig. 2 
about here.]
15 This can easily be seen by looking at the relationship between initial income per capita and the corresponding maximum output response.
16 Corresponding figures are available on request.
To shed some further light on the magnitude of cross-country spillovers from FDI, we also investigated the GDP effects of regionally concentrated US FDI activities. A regionally concentrated one standard error US outbound FDI shock is calculated by replacing the selection vector a j by a vector b j = [b 0j , b 1j , . . . , b N j ] in Eq.(7). b ij is set equal to a zero vector if the corresponding country is not located within a prespecified regional aggregate, whereas in all other cases b ij is constructed analogously to a ij . In the following discussion we simulate a regionally concentrated one standard error shock to US outbound FDI in Asia. Since Asia is the region that experienced the highest GDP growth rates in recent decades and has been one of the most prominent receiving regions of US FDI inflows, this proves to be a natural choice to gain a deeper understanding of the underlying transmission channels. 17 This suggests that, in addition to direct effects arising from FDI inflows, output responses in Asia seem to be strongly driven by international spillover effects of FDI. Note that output reactions in other regions closely follow the responses obtained from a global shock. This is mainly due to the fact that, given the strong co-movement of FDI flows in the data, regionally concentrated shocks lead to portfolio re-balancing of US companies that seek to diversify their regional exposure (Bohn and Tesar, 1996) . This finding is corroborated by the reactions of FDI inflows in regions except Asia. While the short-run reactions of FDI are either negative or insignificant, FDI inflows tend to increase within three to five quarters for all regions under consideration. On the other hand, FDI inflows, after increasing by around five to eight percent on average within the first three quarters, tend to return to their initial value. This provides evidence that even under the assumption that US FDI activities are strongly concentrated in Asia, such effects are only transitory, leading to portfolio adjustments in the medium run.
The relative importance of FDI inflows in explaining variation in output
Clearly, when we shock US outbound FDI we will not be able to distinguish between possible causes of the shift, but forecast error variance decomposition, closely related to the impulse response analysis, shows the relative contribution of the shocks to reducing the mean square error of forecasts of the GDP variable at a given time horizon g. In a structural VAR framework, the forecast error variance decomposition is performed on a set of orthogonalized shocks (structural innovations) and can be interpreted as the jth innovation to the variance of the g-step ahead forecast of the model. In this case the sum of the individual innovation contributions add up to one. In reduced form VARs, the lack of identification of reduced form errors implies that the correlation between shocks is generally different from zero and this invalidates the traditional interpretation of the forecast error variance decomposition. An alternative approach in the GVAR context is to compute the generalized forecast error variance decomposition (GFEVD) that identifies the proportion of the variance of the g-step ahead forecast errors of each variable that is explained by conditioning on contemporaneous and future values of non-orthogonalized (generalized) shocks of the system. The contribution of the jth innovation to the mean-square error to the g-step ahead forecast of x t (Dees et al., 2007) is (21) in Appendix B) and use these draws together with expression (8). As a point estimate we use the mean of the posterior of the GFEVDs.
[ Table 4 about here.] Table 4 shows the average generalized forecast error variance decompositions of shocks to real GDP in Western Europe, Asia, Latin America and the Rest of the World, in terms of their top ten determinants at the 20-quarter horizon. This provides information on the domestic versus international determinants in explaining the forecast variance of each aggregate of countries. Domestic determinants are defined here as the sum of shares of variation in output explained exclusively by country-specific domestic variables, in each aggregate of countries. Likewise, international determinants are measured as the sum of shares of variation in output explained by other countries' endogenous variables. The last row in each decomposition shows the sum of the top ten determinants. Note that the individual shock contributions to the generalized forecast variance decompositions do not need to sum to unity, given the general non-zero correlation between countries.
Three observations are worth mentioning. First, the figures reveal that a large share of short-run output variation (short-run in the sense of up to three quarters ahead) can be explained by domestic determinants, most notably lagged output. US based FDI inflows tend to account for around five to ten percent of output variation between the first few quarters across all regions considered. Moreover labor costs, contributing around five to seven percent, prove to be important to explain output fluctuations in the short-and medium-run.
Second, the share of proportion explained by international determinants increases over time. Results for Asia and Latin America reveal that foreign FDI inflows are important drivers of long-run GDP variation. This holds true for both domestic and foreign FDI inflows.
18 The latter roughly explains one fourth of the forecast variance due to international determinants of real output after five years (see Table 4 ). Asian and Latin American economies, which are relatively capital scarce, tend to profit more from inward FDI as compared to the capital abundant counterparts in Western Europe and the Rest of the World.
Third and finally, the results for Western Europe show that FDI contributes much less than in Asia and Latin America, while variation in other countries' output plays the biggest role, explaining more than half of the total variance. This result does not carry over to other regional aggregates. One possible interpretation of this result is that the highly developed countries in Western Europe can be viewed as physical and human capital abundant, implying diminishing returns with respect to additional capital inflows.
Dynamic effects of a positive shock to the stock of US FDI
This study relies on defining movements in FDI as being investment inflows in host countries over a quarter of a year. Nevertheless it seems worthwhile to briefly assess the sensitivity of our findings with respect to shocking the stock of FDI in the host country. For this purpose we use yearly data on US FDI stocks in each country (obtained from the US Bureau of Economic Analysis) and take the information on quarterly FDI flows to interpolate the corresponding time series.
[ Fig. 3 about here.] For the sake of brevity, Fig. 3 reports only the average regional responses.
19 A one standard error shock to the FDI stock yields additional FDI inflows of about 2.7% on average, across countries. Consistent with the findings presented in Section 4.1, output reacts positively to FDI movements. The shape and pattern of the responses show a striking similarity with the ones presented in Fig. 1 , with one notable exception. Average responses in the Rest of the World suggest different dynamics of the responses between FDI and output, yielding different time profiles of the corresponding impulse responses. This result is driven by markedly different reactions of the Turkish output (not shown), which shows no statistically significant reaction to FDI movements (as opposed to the finding presented in Section 4.1). For Asia, the initial increase in output is slightly more muted as compared to the case of FDI flows, peaking after around three quarters. This exercise lends further confidence in our results, suggesting that there seems to be a robust relationship between short-term output dynamics and FDI, irrespective of whether we choose to rely on a stock or flow definition of FDI.
18 More detailed results, including individual domestic determinants, are available from the authors. 19 Country-specific results are available upon request from the authors too.
Closing remarks
Dynamic stochastic general equilibrium models provide theoretical foundations on the importance of foreign direct investment on output dynamics in stylized two-country settings. While macroeconomic empirical studies increasingly focus attention on multicountry analysis, they generally fail to incorporate dynamics across space and time simultaneously in measuring the impact of FDI on output. This paper suggests a global macroeconometric framework to address both the spatial and dynamic aspects of the relationship. The co-movement between variations in inward foreign direct investment and local output fluctuations is modeled within a VAR approach that includes five additional variables (real exchange rate, unit labor costs, inflation, short-term and long-term interest rates).
The co-movement between inward FDI and output dynamics across countries is analyzed by combining local VARs featuring trade weighted averages of the corresponding foreign variables in a global vector autoregressive model. This global model includes a sample of fifteen countries and accounts for cross-country FDI spillovers among countryspecific VAR blocks. A Bayesian approach coupled with stochastic search variable selection priors is utilized to estimate the country-specific submodels that constitute the GVAR model. This approach appears reasonable given the high dimensionality of the parameter space and the prevailing heterogeneity in the world economy.
The approach can be used to gauge the effect of FDI on output in various scenarios, such as a positive one standard error global shock to US outbound FDI. The main results of the analysis may be summarized as follows. First, US outbound FDI has a positive long-term effect on GDP that is statistically significant in all countries considered. Second, the transmission of the shock takes place rather quickly in Asia and Latin America, and the short-term effects are statistically significant in these countries, in contrast to Western European economies. Third, FDI is an important driver of longrun GDP variation in Asian and Latin American economies, which are relatively capital scarce, profiting more from inward FDI than capital abundant countries in Western Europe. Finally, the simulation of a regionally based FDI shock suggests that indirect spillover effects tend to play an important role, with output reactions being about one fourth to one third of a global FDI shock.
The study provides a rich picture on how inward FDI affects output across space and time in a global macroeconomic framework, yielding useful insights to motivate the adoption of macroeconomic policies that aim to foster FDI inflows. But it should be noted that our analysis is confined to a linear setting, implying that the underlying transmission mechanism is assumed to be constant over time. This assumption simplifies the analysis considerably, but may be overly simplistic in turbulent economic times such as the 2007-2009 financial crisis. Hence, extension of the linear setting to allow for non-linearities might be a promising avenue for future research. Moreover, our approach adopts a rather aggregated view on how FDI impacts output dynamics. Discriminating between different sectors of outward FDI could provide further insights on whether different types of FDI lead to distinct reactions of output in the receiv-ing economies. For example, if FDI flows are strongly driven by non-tradable goods through outsourcing, the impact on macroeconomic activity in the receiving country might have a different effect. 
Appendix A Derivation of the GVAR model
To construct the global VAR from these country-specific models, we define a (k i +k * i )×1 vector z it = (x it , x * it ) and then rewrite Eq. (1) as
with
The dimensions of A i and B i are k i ×(k i +k * i ) for i = 0, . . . , N . I k i denotes the identity matrix of order k i . Let us collect all the country-specific variables in the k × 1 global vector
where k = N i=0 k i is the total number of endogenous variables in the model. Then the global vector x t stores all endogenous variables in the system. Thus, it is easily seen that the country-specific variables can be written in terms of x t ,
W i is a country-specific (k i + k * i ) × k matrix of fixed constants defined in terms of the weights w ij that can be viewed as a linking matrix that allows the country-specific models to be written in terms of the global variable vector x t . Inserting Eq. (10) 
The variance-covariance structure of ε t is given by Σ ε , which is a k × k block-diagonal matrix constructed by using the individual country variance-covariance matrices Σ εi (i = 0, . . . , N ) . More specifically, Σ ε is given by
If the k × k matrix G is invertible 21 , then we obtain the GVAR model by multiplying Eq. (11) by G −1 from the left
We assume that e t ∼ N (0, Σ e ) with variance-covariance matrix
Appendix B Local posterior distributions and prior implementation
Bayesian estimation of the country-specific models requires MCMC methods. To simplify notation, we rewrite the country models given by Eq. (1) as
The conditional posteriors for the parameters of the model associated with country i take the form
where D denotes all data available, and δ i · conditioning on all δ il for all l = j.
The posterior moments for the conditional posterior of δ ij , the probability that δ ij = 1, is given by
and the posterior moments of ψ i by
representing the full-data matrices. Finally, for the posterior of Σ i , posterior degrees of freedom and scale matrix are given by
All conditional posterior quantities described above have well known distributional forms, hence we can easily set up a simple Gibbs sampling scheme to simulate the joint posterior density.
Prior implementation requires specific settings of the hyperparameters of the prior distributions. In the empirical application we use the following hyperparameters:
• For the prior on δ ij we set the prior inclusion probability q j equal to 0.5 for all j, implying that a priori every variable is equally likely to enter the model.
• Given δ ij , the prior on the coefficients ψ i is constructed using the semi-automatic approach put forward by George et al. (2008) . This implies that the variances of the mixture normal distributions are scaled using the least squares standard deviations from the estimation of the unconstrained model. Furthermore, the hyperparameters τ i0 and τ i1 are set equal to 3.0 and 0.1, respectively.
• Finally, we set C i = 1 1000 I k i and the prior degrees of freedom v i equal to zero, rendering the prior on Σ εi effectively non-influential.
To sample from the joint posterior density a simple Gibbs sampling algorithm can be set up, where we sample iteratively from the conditional posteriors given by Eqs. (13) to (15) . Repeating this procedure n rep times yields valid draws from the joint posterior density. The Gibbs output can then be used to calculate any quantity of interest like impulse response functions, forecasts or forecast error variance decompositions. Specifically, following George et al. (2008) , we use the algorithm described below to sample from the corresponding posterior distributions:
Step 1 Initialize Σ εi and ψ i using the maximum likelihood estimates. Furthermore,
Step 2 Draw Σ εi from IW(v i , C i ).
Step 3 Draw ψ i from N (µ ψ i , V ψ i ).
Step 4 Draw δ ij from Bernoulli (p ij ) for j = 1, ..., m i .
Step 5 If i rep > n burn , store current draw of Σ εi , ψ i and δ ij , where i rep denotes the current iteration of the MCMC loop and n burn the number of discarded draws.
Due to the fact that the MCMC scheme described above yields posterior draws for the local models, which are of no direct interest, we have to transform the draws to obtain the so-called global posterior distribution. Thus the final step of our MCMC algorithm involves utilizing Monte Carlo integration to draw from
where Ξ is the set of coefficient matrices G, L, a 0 , a 1 in Eq. (11) and p(Ξ, Σ ε |D) reflects the unknown joint posterior distribution. This implies sampling from Eqs. (13)- (15) and transforming the draws using the algebra outlined above. Furthermore, running this MCMC scheme N + 1 times is computationally demanding. However, due to the blocked structure of the GVAR model we can use parallel computing and exploit all available CPU cores, decreasing the execution time considerably.
The output of our MCMC algorithm can be used to shed some light on the importance of the different variables across countries. This can be seen by noting that the posterior mean of δ ij can be interpreted as the posterior inclusion probability of variable j in country i.
Appendix C Country-specific posterior inclusion probabilities
The table shows the average posterior inclusion probabilities across countries providing evidence for the importance of the variables included in the GVAR model. 
Appendix D Specification of the row-standardized connectivity matrix between countries
The table shows the row-standardized connectivity matrix between the fifteen countries based on average trade volumes (imports and exports) over the time period from 1998 to 2012, used to construct the foreign variables. 
Notes:
The table depicts the correlation between the median of the one-step-ahead predictive density and the actual realization of the data used in the study. The final row displays the average correlation across countries. 
