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CODENSITY: ISBELL DUALITY, PRO-OBJECTS, COMPACTNESS
AND ACCESSIBILITY
IVAN DI LIBERTI†
Abstract. We study codensity monads T induced by (mostly small,
mostly dense) full subcategories A ⊂ K. These monads behave quite
similarly, we show some connections with the Isbell duality, pro-finite
objects and compact spaces. We prove that they are quite unlikely to be
accessible. Finally, we introduce the notion of generically idempotent
monad and comment its properties.
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1. Introduction
The general theory of codensity monads was quite well developed in
[Lei13], even if they appear in the literature in various instances and dif-
ferent flavors. Codensity monads can be defined in several ways, in this
article we shall have a strong preference for the following:
Definition 1.1 (Codensity monad). Let f : A → B be a functor for which
the right Kan extension ranff exists, then the universal property of the
Kan extension induces naturally a monad structure Tf = (ranff, η, µ), which
is called the codensity monad of f. A description of the unit and the
multiplication can be found in [Lei13][Sec. 5].
A B
B
f
f
ranff
† The author has been supported through the grant 19-00902S from the Grant Agency of
the Czech Republic.
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[Lei13] provides equivalent definitions and beautiful insights. We ad-
dress the reader to Leinster’s paper for an introduction rich of examples
and remarks. [Dev16] provides a much more complete and terse introduc-
tion to this subject, including a concrete description of the unit and the
counit [Dev16][Chap. 5]. Our treatment will be very far from being con-
crete and takes very seriously the presentation of [Lei13][Sec. 5], pushing
the formal perspective on codensity monads as far as possible.
Remark 1.2. There are several examples of codensity monads, indeed the
Semantics-Structure adjunction
Sem : Mon◦(B)⇆ Cat/B : Str
[Dub70][pg. 74] proves that everymonad T : K → K is the codensitymonad
of its forgetful functor UT : Alg(T)→ K. For this reason, being the codensity
monad of some functor is not a deep property for a monad. Things change
dramatically when one studies codensity monads of full subcategories
A ⊂ K. Those will be our object of interest.
Definition 1.3. We say that a monad is generically idempotent if it is
the codensity monad of a full subcategory up to natural isomorphism of
monads.
Example 1.4 (Idempotent monads are generically idempotent). Let us jus-
tify this definition with an example. Recall that a monad is idempotent
when its multiplication µ : T2 → T is an isomorphism. It is well known
that an idempotent monad T : B → B individuates a reflective subcategory
UT : Alg(T) ֒→ B. Using the Structure-Semantics adjunction, we have that
ranUTUT  T,
this shows that T is the codensity monad of its full subcategory of algebra,
that is: idempotent monads are generically idempotent.
1.1. Motivating examples. The reader should not think that generically
idempotentmonads are idempotent,or very close to be idempotent. Most of
the relevant examples of generically idempotentmonads are not idempotent
at all. We list a couple examples, these display most of the properties
that we would like to understand of codensity monads of full (relevant)
subcategories.
Name Monad Subcategory Algebras Reference
Ultrafilter U : Set→ Set FinSet ⊂ Set CompT2
1 [Lei13]
Double dual ( )∗∗ : Vect → Vect FinVect ⊂ Vect LinComp2 [Lei13]
Giry G : Meas → Meas Convex ⊂ Meas Prob3 [Ave16]
All of the previous examples are quite celebrated and understood4 in
mathematics and we choose not to introduce them. [Lei13] is a perfect in-
troduction for the non-expert reader. Wewill deal with fourmain questions
3Compact Hausdorff spaces.
3Linearly Compact Spaces.
3Probability spaces.
4The last one has recently proved to be less understood than expected. The interested
reader should give a look to [Stu17, Stu19a, Stu19b].
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and hopefully show that the theory of Kan extensions is the perfect tool to
handle this kind of questions.
1.2. Questions.
(1) What is the precise link between codensity monads and double
dualization?
(2) Why do some algebras for a codensity monad very often look like
pro-finite objects?
(3) Is there any relation between the algebras for a codensity monad
and compact Hausdorff spaces?
(4) Why are codensity monads often not accessible?
(5) Can we characterize codensity monads of full subcategories?
We claim that it is possible to describe a general theory of codensity
monads that have this kind of properties and those coincidewith generically
idempotent monads.
1.2.1. Codensity and Isbell duality. In section 2 we answer to the first two
questions putting codensity monads in the context of Isbell duality. This
perspective appear implicitly already in [Lei13][Sec 2.]. Isbell duality is
a deep example of dual adjunction. There are several evidences that it
is related with many dualities of the form Alg◦  Geom. We find that
unveiling the connection with the Isbell duality has itself a conceptual
content, moreover, even if the answer to the first question was essentially
already in [Lei13], the answer to the second question was far from being
there and is deeply based on the connection with Isbell duality.
1.2.2. Codensity and compactHausdorff spaces. It happens quite often that Pro-
finite objects admit an additional structure of compact Hausdorff space.
That’s the case of Pro-finite sets, Pro-finite groups, Pro-finite lattices. In
section 3.4 we show that the algebras for the codensity monad of finite stuff
in a category of stuff always have such a structure. This propagates to
Pro-finite object using the result of Sec. 2. We also discuss the possible
mismatch between the notions of finite and finitely presentable object.
1.2.3. Codensity and accessibility. This section deals with preservation of col-
imits. We show that very often codensity monads cannot be cocontinuous,
moreover when they are, they are willing to be the identity. They are more
likely to be accessible, but we show that there are strong obstructions also
to that.
1.2.4. Characterization of generically idempotent monads. In the last section jus-
tify the definition of generically idempotent monad showing that a monad
is generically idempotent if and only if it is idempotent on a limit-dense sub-
category (in a proper sense) and conjecture a characterization of generically
idempotent monads.
Remark 1.5. The paper contains an Appendix collecting useful facts about
Kan extensions. We make an extensive use of the results contained in the
Appendix and they represent the core of our technical toolbox.
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1.3. Notation. Given a functor f : A → Bwewill call Tf themonad structure
naturally induced on the endofunctor ranff. Given a monad T we will call
FT ⊣ UT the induced free-forgetful adjunction over its category of algebras.
In the specific case of a codensitymonad wewill refer to FTf ⊣ UTf as Ff ⊣ Uf.
This means for example that
ranff = Tf = Uf ◦ Ff.
2. Isbell duality
This section sets a link between codensity monads of full small subcat-
egories A ⊂ K and Isbell duality. In order to do so we have to recast Isbell
duality in a suitable language that will deliver the main theorem (2.7) as a
trivial corollary.
Theorem (2.7). The codensity monad of the Yoneda embedding is isomor-
phic to the monad induced by the Isbell adjunction.
Ty = Spec ◦ O.
The Isbell duality is a syntax-semantics kind of duality that was intro-
duced by Lawvere in [L+86], where the author credits Isbell [Isb66] for the
general idea. The core of the section is the following motto: the Isbell duality
is the theory of the codensity monad of the Yoneda embedding. We dedicate the
following subsection to recast Isbell duality.
Remark 2.1. After the first version of this paperwas submitted on the arXiv,
Georges Charalambous informed the author that he has independently
shown the enriched version of the restricted Isbell adjunction (2.13) in an
unpublished work [Cha16] of 2016 together with some other similar results
contained in this section.
2.1. A brief introduction to Isbell duality.
Remark 2.2 (The (co)presheaf construction). Let A be a small category. We
will denote by yA : A → Set
A◦ the usual presheaf construction, aka the
Yoneda embedding. Analogously, we call y♯
A
: A → (SetA)◦ the copresheaf
construction. Observe that y♯
A
coincides precisely with (yA◦)
◦. Also, recall
that these constructions are the free completion under (co)limits of A5. Both
these categories are complete and cocomplete. We feel free to use the abuse
of notation yA = y, when it does not generate any confusion.
Remark 2.3 (The (co)nerve construction). Given a spanwhere B is a cocom-
plete category and A is small, there is an andjunction
A B
SetA
◦
y
f
lanfy
lanyf
5Be careful, the presheaf construction is the completion under colimits, while the co-
presheaf construction is the completion under limits.
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lanyf ⊣ lanfy where the right adjoint coincides with the functor B(f , ).
lanfy is called the nerve of f , while lanyf is called geometric realization. This
construction was introduced by Kan in [Kan58][Sec 3] in the special case of
simiplicial sets, hence the name. A proof that the couple (lanyf, lanfy) are
adjoint functors can be found in many references and belongs to the realm
of formal category theory,wewill include a proof of it in the Appendix 5.13.
Analogously to the covariant case, when B is complete, the conerve
construction is the adjunction provided in the following diagram by the
right Kan extensions.
A B
(SetA)◦
y♯
f
ranfy
♯
ran
y♯
f
Observe that in this case the adjunction switches left with right: rany♯ f ⊢
ranfy
♯, and ranfy
♯ corresponds to B( , f ).
Remark 2.4 (Isbell duality). The Isbell duality [L+86][7] is a special case of
the nerve construction, when the relevant span is the following.
A
SetA
◦
(SetA)◦
y y♯
O
Spec
Applying the nerve construction, one gets the adjunction lanyy
♯
⊣ lany♯y,
while the (co)nerve construction gives ranyy
♯
⊣ rany♯y. Very surprisingly,
these two adjunctions are in fact the same. In order to see this, one can
observe that ranyy
♯ and lanyy
♯ are indeed the same functor (up to natural
isomorphism) because they are both cocontinuous and assume the same
value on representables,
ranyy
♯
◦ y
5.8
 y♯
lanyy
♯
◦ y
5.8
 y♯.
Thus we feel free to define O as lanyy
♯ and Spec = rany♯y. As a result of the
previous discussion we get the adjunction:
SetA
◦
( , y ) = lanyy
♯
= ranyy
♯
= O ⊣ Spec = rany♯y = lany♯y = Set
A(y♯, ).
Proposition 2.5 (Isbell swaps adjunctions). Let i : A ⊂ K be a small full
dense subcategory of a cocomplete category. Then, the induced adjunction
lanyi = L : Set
A◦
⇆ K : R = laniy turns into an adjunction
O◦ R ⊣ L ◦ Spec
when composed with the Isbell duality.
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Remark 2.6. Observe that this is a non-trivial result becausewe are compos-
ing right adjoint with left ones. Also, observe that the left adjoint becomes
a right one and vice versa.
Proof. Weuse the characterization in 5.12. Wewill just show that lanO◦R(idK)
coincides with L ◦ Spec and we omit the rest of the proof. The proof is a
straight line of isomorphisms.
lanO◦R(idK)
5.11
 lanO◦R(lanii)
5.9 lanO◦R◦ii
lanO◦yi
5.8 lany♯ i
5.14 lanyi ◦ lany♯y
L ◦ Spec

2.2. Isbell duality and double dualization. Finally, we come to the core of
this section, we show the connection between Isbell duality and codensity
monads.
Theorem2.7. The codensitymonad of theYonedaembedding is isomorphic
to the monad induced by the Isbell adjunction.
Ty = Spec ◦ O.
Proof. We did enough show that this is relatively trivial. It is enough to
apply 5.15 to 2.4.
Spec ◦ O
2.4
= rany♯y ◦ ranyy
♯ 5.15
 ranyy.

Remark 2.8 (The Isbell duality induces (almost) every codensity monad).
Finally we can tell precisely where our work meets that of [Lei13][Sec 2.].
Let i : A ⊂ K be a small full dense subcategory of a cocomplete6 category.
Under these assumptions the nerve construction lanyi = L : Set
A◦
⇆ K :
R = laniy presents K as a reflective subcategory of Set
A◦ . Indeed fact A is
dense if and only if the nerve is fully faithful [Isb60][1.8]. We can put this
information together with the Isbell duality relative to A, as shown by the
diagram below.
6This also implies that K is complete.
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A (SetA)◦
SetA
◦
K
i
y
y♯
Spec
L
O
K(i , )
As a consequence of Prop. 2.5, we have that
O◦ K(i , ) ⊣ L ◦ Spec.
We claim that the monad L ◦ Spec ◦ O ◦ K(i , ) induced over K by this
adjunction is precisely the codensity monad of A. In order to show it, we
use Prop. 5.14, namely:
ranii  rany♯ i ◦ raniy
♯,
and we show that the right adjoint rany♯ i coincides with the right adjoint
L ◦ Spec on representables, hence the thesis.
rany♯ i ◦ y
♯
 i.
L ◦ Spec ◦ y♯ = lanyi ◦ rany♯y ◦ y
♯ 5.8
 i.
This shows that the codensity monad of a full, small, dense subcate-
gory in a cocomplete category is always induced by the Isbell duality via
conjugation along the reflection
Ti  L ◦ Spec ◦ O◦ K(i , ).
This observation appears (very) implicitely in [Lei13][Sec 2.], where the
connection with Isbell duality is hidden by a more concrete presentation of
the adjunction.
Remark 2.9 (On the ubiquity of Isbell). The previous remark shows the
ubiquity of the Isbell duality in the context of codensity monads of relevant
subcategories. Also, since this duality can be considered to be the archetyp-
ical example of double dualization, we feel that having this connection
spelled out in details fills a gap in the exihisting literature and clarifies in
which sense codensity monads are related to double dualizations. In this
direction the recent paper [AS19] inspects the connection between this con-
ceptual double dualization and a concrete double dualization induced by a
monoidal closed structure on K.
2.3. Isbell duality and pro-objects. In this subsection, let K be a locally
finitely presentable category and Kω its full subcategory of finitely pre-
sentable objects7 i : Kω ⊂ K. The aim of this section is to explain why some
algebras of the codensitymonad of i looks like objects in the pro-completion
of Kω.
7Recall that this category is essentially small.
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Example 2.10. The easiest example of this pattern, and indeed all the others
look alike, is the category of sets. Indeed Set is locally finitely presentable
and its finitely presentable objects are finite sets. It is well known that the
algebras for the codensity monad i : Setω ֒→ Set are compact Hausdorff
spaces. In that case totally disconnected compact Hausdorff spaces are precisely
pro-finite sets. This shows that there is a very well characterized full subcat-
egory of compact Hausdorff spaces that is equivalent to ProSetω.
In the spirit of the previous example, we will provide an adjunction,
ProKω ⇆ Alg(Ti)
under the restriction that Kω has finite limits. Note that this hypothesis
is verified in the case of finite sets. In order to do so, we have to give a
restricted version of the Isbell duality.
Remark 2.11 (Prolegomena to the restricted Isbell duality). This remark is
highly based on the theory of locally presentable and accessible categories,
wemostly refer to [AR94], the reader that is not familiar with the definitions
is encouraged to read this reference and [CV02]. Let A be a small category
with finite limits and finite colimits. Recall that in this case IndA is a locally
finitely presentable category [CV02][Th. 3.1]. The pro-completion ProA of
A coincides with (IndA◦)◦ [KS05][6, pg 138] and thus is a full subcategory
of the free completion of A under limits. Being the opposite category of a
locally presentable category, it is complete and cocomplete. In the diagram
below we set the notation that we plan to use for the rest of the section.
IndA ProA
A
SetA
◦
(SetA)◦
j j♯
y y♯
ι ι♯
O
Spec
Remark 2.12. Recall that j = lanιy, while j
♯ coincideswith ranι♯y
♯. Moreover,
IndA is reflective in the free completion SetA
◦
, while the ProA is coreflective
in (SetA)◦. Also, recall that in the very special case in which A has finite
colimits, IndA can be described as Lex(A◦,Set) [CV02][2.10 (2)], similarly,
ProA = Lex(A,Set)◦.
Proposition 2.13 (Restricted Isbell duality). When A has finite limits and
finite colimits, the Isbell duality restricts to an adjunction between IndA and
ProA.
O : IndA⇆ ProA : S
Proof. Since both IndA and ProA can be identified as the subcategory of
some functors preserving a family of limits, it is enough to show that O(F)
preserves any family of limits for any F. As surprising as it may sound,
this is a straightforward verification, given the operative definition of O.
Obviously the dual result can be shown for Spec.
CODENSITY: ISBELL DUALITY, PRO-OBJECTS, COMPACTNESS AND ACCESSIBILITY 9
O(X)(lim c j) := Set
A◦(X, y(lim c j))
 SetA
◦
(X, lim y(c j))
 limSetA
◦
(X, y(c j))
=: limO(X)(c j).

Recall the notations of this subsection, let K be a locally finitely pre-
sentable category and Kω its full subcategory of finitely presentable objects
i : Kω ⊂ K. We are now ready to provide an adjunction ProKω ⇆ Alg(Ti), as
in the example of compact Hausdorff spaces.
Theorem 2.14 (Pro-Object and codensity monads). If A has finite limits and
colimits, there is a functor C : ProA → Alg(Ti).
Proof. We know that the restricted Isbell duality O ⊣ S induces a monad
over Ind(A), that is precisely the codensity monad of the inclusion i : A →
Ind(A), since free-forgetful adjunctionAlgTi is terminal among those adjunc-
tion that induce the restricted Isbell duality there exists a diagonal functor
as in the diagram below.
AlgTi
IndA ProA
UTiFTi
O
S
C

Corollary 2.15. Let K be a locally finitely presentable category such that
Kω is closed under finite limits, then there is an adjunction between the
algebras for the codensity monad over i : Kω ֒→ K and Pro-finite objects.
Alg(Ti)⇆ ProKω : C
2.4. Indλ and Proλ. There is no reason to think that the restricted Isbell
duality is specific to the case of finite limits, the adjunction extends to the
Indλ-completion precisely in the same way of the subsection above.
Proposition 2.16 (Restricted Isbell duality). When A is λ-complete and λ-
cocomplete, the Isbell duality restricts to an adjunction between IndλA and
ProλA.
Oλ : IndλA⇆ ProλA : Sλ
Remark 2.17 (No-go equivalence). Observe that this duality cannot be an
equivalence of categories, in fact ProλA is the opposite of a locally pre-
sentable category, and thus cannot be locally presentable itself. The same
argument works also for the presheaf-version of the Isbell duality.
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Corollary 2.18. Let A be a λ-complete and λ-cocomplete category. Then the
following cannot happen simultaneously:
(1) i : A → IndλA is codense.
(2) i♯ : A → ProλA is dense.
Proof. It would contraddict Rem. 2.17. In fact the monad and the coden-
sity monad represent precisely the two possible composition of the adjoint
functors involved in the Isbell duality. If both of them are the identity (up
to natural isomorphism), the adjunction is an equivalence. 
Remark 2.19 (As sharp as it can be). Originally we were hoping to give a
stronger statement, namely that in the hypotheses of Cor. 2.18 it is never
that case that i : A → IndλA is codense. This is not true, in fact given
an inaccessible cardinal λ such that every lambda-complete ultrafilter is
trivial, the full subcategory Setλ of those sets of cardinality smaller than λ
is codense in Set, this result is due to Isbell and a reference can be found in
[AR94][A.5]. This observation was pointed out by Jirˇı´ Rosicky´ in a private
communication.
3. Compactness
Let K be a category of algebraic structures, say groups for sake of sim-
plicity, in this section we prove that the algebras for the codensity monads
of finite structures Kfin admit a structure of compact Hausdorff space. This
intuition is very vague and should be contextualized. Given a category
K, there is no natural notion of finite object. Moreover, it would be wrong
to choose the finitely presentable as a candidate notion of finite, this will be
discussed at the end of the section. In the following remark we clarify what
we mean by finite object.
Remark 3.1. In this section we work in the following assumptions. Let
F ⊣ U
F : Set⇆ K : U
be an adjunction where U is the right adjoint. Denote by Kfin the full
subcategory of objects k such that U(k) is a finite set. We will use the
following names for the inclusions.
Kfin FinSet
K Set
u
j i
U
Remark 3.2. In the category of the category of groups, finite objects in the
sense of the previous remark correspond to finite groups, while finitely
presentable objects correspond to finitely presented groups in the sense of
Universal algebra. Yet, in many locally finitely presentable categories this
notion of finite matches to the notion of finitely presentable, that’s the case
of sets, join semilattices, graphs...
Remark 3.3. Let K be a locally finitely presentable category with an object k
such that K(k, ) : K → Set is strongly finitely accessible and reflects finitely
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presentable objects, then we can assume that the two notions of finite and
finitely presentable coincide. Such a kwould be a very special kind of finitely
presentable object, indeed being finitely presentable only means that K(k, )
is finitely accessible. This condition is met in all the examples of the remark
above, and clearly is not met in the case of the category of groups.
Theorem 3.4. The category of algebras of T j admits a functorΩ to compact
Hausdorff spaces. Moreover, if U is faithful or conservative, so does the
functorΩ. Also, in this case Ω preserve limits.
Alg(T j) CompT2
K Set
U j
Ω
Ui
U
F j
F
Fi
Proof. The proof goes in three steps. In the first two we construct Ω, in the
last one we show that Ω has all the desired properties.
Step 1 Call T the monad UU jF jF. In the first step we assume that some
intelligent creature provided us with a morphism of monads φ :
Ti ⇒ T, and we construct the dotted functor Ω. This is quite easy
to show in fact. If we have such a morphism of monads, we get
a comparison functor N : Alg(T) → Alg(Ti). Recall that Alg(Ti) is
precisely the category of compact Hausdorff spaces.
Alg(T) CompT2
Set
UT
N
Ui
Fi
FT
Now, we use the fact that the adjunction FT ⊣ UT is terminal
among those adjunction that induce the monad T, and thus we get
another comparison functorC : Alg(T j)→ Alg(T) as indicated by the
diagram below.
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Alg(T j) Alg(T) CompT2
K
Set
U j
Ω
C
UT
N
Ui
U
F j
F
Fi
FT
TheΩ we are looking for is the composite N ◦C.
Step 2 The second step of the proof is to provide the φ : Ti ⇒ T that we
used in the previous step. Recall that Ti coincides with UU jF jF and
thus corresponds to ranUU j(UU j), nowwe claim that ranUU j(UU j) co-
incides with ranU◦ j(U◦ j). In fact it is enough to follow the following
chain of isomorphisms.
ranUU j(UU j) U ◦ ranUU j(U j)
U ◦ ranU(ranU j(U j))
U ◦ ranU(ran j( j))
ranU◦ j(U ◦ j)
Thus, in order to finish the proof, we just need a morphism of
monads φ : ranii ⇒ ranU◦ j(U ◦ j). In the notation of the section,
recall that U ◦ j coincides with i ◦ u, thus we are looking for a map
φ : ranii ⇒ rani◦u(i ◦ u). Finally observe that since rani◦u(i ◦ u)
coincides with rani(ranu(i ◦ u)) it is enough to provide a natural
transformation i ⇒ ranu(i ◦ u), and then use the functoriality of the
right Kan extension. Now simply recall that such a map φ : i ⇒
ranu(i◦u) exist by the universal property of the right Kan extension.
Step 3 Now, assume that U is conservative or faithful, then Ω must be so,
because it fits in the following diagram
Alg(T j) CompT2
K
Set
U j
Ω
Ui
U
where both the legs are faithful or conservative. The same argument
shows that it has to preserve limits, even create when U does so.
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
Example 3.5. In the following examples finite structures are very relevant
and algebras for their codensity monads have not been studied in deep
detail.
(1) Finite groups in Grp.
(2) FinBA in CABA.
(3) If FinDL in Poset.
(4) If FinPoset in DL.
(5) If FinJSL⊥ (finite join semilattices with bottom) in JSL⊥.
(6) If FinAb (finite abelian groups) TorAb.
Yet, it iswell know that pro-finite groups have anatural structure of compact
Hausdorff spaces and this now seems completely natural, in fact any pro-
finite group is in a natural way an algebra for the codensity monad of finite
groups (this would follow from an elaboration of 2.14 and 2.15) and by the
previous theorem, they inherit a compact Haussdorf structure. The same is
true for finite abelian groups in Torsion Groups. The other examples where
even not known to be true to our knowledge.
Remark 3.6 (Johnstone’s perspective). The previous list of examples meets
the content of [Joh86][2.4]. It is quite tempting to believe in some connection
between the results in this section and [Joh86][2.4-9], but the author did not
manage to make them formal enough to disclose them. We choose to leave
it as an open question to the interested reader.
Remark 3.7 (A comparison between the two notions of finite). We warned
the reader not to confuse finite with finitely presentable. It is our duty to
provide at least one example in which the algebras for the codensitymonad
of finitely presentable objects are far from having a structure of compact
Hausdorff space. That’s the case of the double dualization monad in the
category of vector spaces over the real line. In that context the algebras for
the codensity monad are called linearly compact spaces. Despite the name,
these spaces are not compact in a topological sense (except for very trivial
examples), instead one could say that they are compact with respect to their
algebraic nature.
4. Accessibility
The main result of this section shows that if K is a λ-presentable category
whoseλ-presentable objects are closedunderλ-small limits, then the coden-
sity monad of λ-presentable objects is very unlikely to be be λ-accessible.
Because of Rem. 2.19 it is more or less impossible to improve this result.
Example 4.1. There are several examples of this behavior. The ultrafilter
monad is very far from being accessible, the same is true for the Vietoris
monad, or the Giry monad.
Definition 4.2. Let f : K → B be a functor and let i : A ⊂ K be a full
subcategory of K. We say that f has ariety A iff we can recover f from its
restriction to A, i.e.
f  lani(f ◦ i.)
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Remark 4.3. If K is a λ-accessible category, then being λ-accessible for a
functor means precisely to have ariety Presλ(K). If K is a presheaf cate-
gory, to be cocontinuous means precisely that the ariety of f is the Yoneda
embedding.
Theorem 4.4. If the codensity monad of a full dense subcategory A ⊂ K has
ariety A , then it is the identity.
Proof.
Ti = lani(Ti ◦ i) = lani((ranii) ◦ i)
5.8
 lanii
5.11
 id.

Corollary 4.5. Let A be λ-complete and λ-cocomplete. Then the following
cannot happen simultaneously:
(1) the codensity monad in the Indλ-completion is λ-accessible.
(2) the density comonad in the Proλ-completion preserves λ-codirected
limits.
Proof. Apply Cor. 2.18 to Thm. 4.4. 
Remark 4.6. The last result shows that it is quite hard for the category of
algebras of the codensitymonad to be locally presentable, in fact this would
force its monad to be accessible for some cardinal. We can’t turn this into a
theorem because the accessibility rank of the monad could be much higher
then the accessibility rank of its category of algebras, on the other hand in
practice this is a quite clear warning, one should never expect the category
of algebras for the codensity monad to be essentially algebraic (unless we
are in the reflective case itself, which trivializes the situation).
5. Generically idempotent monads
In the first section we introduced the notion of generically idempotent
monad, we showed that an idempotent monad is generically idempotent,
butwe alsowarned the readernot to believe that anygenerically idempotent
monad is idempotent. So, how does a generically idempotent monad look like?
Is this name well justified? This final section is devoted to answer these two
questions. We will see that in booth cases a central role is played by the full
subcategory of fixed points.
Remark 5.1. In this section we will build on a well known connection
between fixed points of a monad and idempotency. Recall that an object
k ∈ K is fixed by the monad (T, η, µ) if ηk is an isomorphism. We will say
that T is idempotent at k if µk is an isomorphism, a monad is idempotent if
it is idempotent at any object.
Remark 5.2. Let T : K → K be a monad. Its fixed points form a full
subcategory Fix(T) of K, but also a full subcategory of its algebras, because
every map is an algebra morphism. We consolidate this observation in the
following diagram, where we set the notation for this section.
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Alg(T)
Fix(T) K
UT
i
j FT
Remark 5.3 (Generically idempotent monads have fixed points). In order
tomake the final claim of this section as natural as possible, we observe that
the codensity monad of a full subcategory l : A ⊂ K has many fixed points,
in fact it fixed all the objects of A.
Ti ◦ i = ranii ◦ i
5.8
 i.
For this reason, when a monad has no fixed points, we can’t expected it to
be a generically idempotent. Also, observe that a generically idempotent
monad is idempotent over its fixed points. A similar remark appears also
in [Lei13][Sec 5.].
Proposition 5.4. The following are equivalent.
(1) Tis idempotent at k,
(2) k is a fixed point for T.
Proof. Very similar to [Bor94a][4.2.3]. 
The following proposition justifies the notion of generically idempotent
monads.
5.1. Generically idempotent monads are generically idempotent.
Proposition 5.5. If there exists a full subcategory l : A ֒→ K of on which
T is idempotent, which is codense in the category of algebras, then T is
generically idempotent;
Alg(T)
A Fix(T) K
UT
l
k i
j
Proof. It is enough to show that T  ranll. In the notation of the previous
diagram, we can assume that ran jk jk = 1.
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T ranUTUT
ranUT(UT ◦ 1)
ranUT(UT ◦ ran jk( jk))
ranUT(ran jk(UT jk))
ranll.

Remark 5.6 (The converse is somewhat true). When T is generically idem-
potent T  Tl, there exists a a full subcategory l : A ֒→ K of on which T
is idempotent. This is given by the same full subcategory that induces the
monad. For quite some time, the author has believed that this subcategory
was codense in the category of algebras, but never managed to prove it
and still does not have a counterexample. What’s true without any doubt
is that A is limit-dense among T-algebras in the following sense: if k is a
T-agelbra, it means that there exist a multiplication µ : T(k)→ k such that
k  Eq(µ ◦ ηk, 1T(k)).
Moreover, the previous equation holds both in K and Alg(T) because all
the morphisms involved are algebra morphisms.
T(k) T(k)
1
µ◦ηk
Now, recall that T(k) is isomorphic to the canonical limit of the diagram
k/A, because T is generically idempotent.
Using that limits commute with limits, we conclude that k is a limit of
diagrams in which only obejcts in A are involved.
5.2. Towards a classificationofgenerically idempotentmonads. Wefinish
this preprint with a conjecture about the shape of a generically idempotent
monad. We claim that those are precisely those monads that can be re-
covered from their categories of fixed points. The subsection is devoted to
make this conjecture formal.
LetT  Tl be agenerically idempotentmonad. We candraw the following
diagram
Alg(Tl)
A Fix(Tl) K
Ul
l
k i
j
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By the structure-semantics adjunction, we have T  ranUU, while by
definition of generically idempotent we have T  ranll. Our task now is to
provide two arrows as in the diagram below.
T
ranll ranUU
ranii
 
ψφ
φ) Since l = ik, a map ranii→ ranll is the same of a map ranii→ ranikik.
The latter is isomorphic to rani(rank(ik)). Thus it is enough to find a
map i → rank(ik), and φ will be provided by the functoriality of the
right Kan extension. Indeed such a map i → rank(ik) exists and is
given by the universal property of the right Kan extension.
ψ) We proceed in a very similar way using i = UT j.
Conjecture 5.7. A monad is generically idempotent if and only if it is nat-
urally isomorphic to the codensity monad of its fixed points. The isomor-
phism is given by the couple φ,ψ constructed in this subsection, which are
one inverse to the other.
Appendix: Useful results about Kan extensions
This appendix contain some facts about Kan Extension that are needed
in the paper. We are including the proofs of some of them, for some others
we use references.
Proposition 5.8. Let i : A ⊂ K be a full subcategory of K. Then, for all
functors f : A → B for which the Kan extension lanif exists, one has
(lanif) ◦ i  f.
Proof. [Bor94b][3.7.3] 
Proposition 5.9. lanf◦g( )  lanf(lang( )).
Proof. lanf◦g is the left adjoint to the precomposition ◦ f ◦ g. The latter right
adjoint can be written as the composition of ◦ fwith ◦g. Now it is enough
to observe that left adjoints compose. 
Proposition 5.10. Left adjoints preserve left Kan extensions, right adjoint
preserve right Kan extensions.
Proof. [Bor94b][3.7.4] 
Proposition 5.11. The following are equivalent:
(1) i : A → B is dense;
(2) lanii exists, is pointwise and coincides with idB up to natural isomor-
phism.
Proposition 5.12. Let R : A → B. The following are equivalent.
(1) R is a right adjoint.
(2) The right Kan extension ranR(1A) exists and R preserves it.
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Moreover, in that case ranR(1A) is the desired left adjoint. The dual
statement involving left Kan extensions is true for left adjoints.
Proof. [Bor94b][3.7.6]. 
Proposition 5.13. Given a span where B is a cocomplete category and A is
small, there is a andjunction
A B
SetA
◦
y
f
lanfy
lanyf
lanyf ⊣ lanfy where the right adjoint coincides with the functor B(f , ).
Proof. It is quite easy to show that B(f , ) is the right adjoint of lanyf. In fact,
this essentially follows by the Yoneda Lemma. We would like to show that
there exists a natural isomorphism:
SetA
◦
(lany f ( ), )  Set
A◦( ,B(f , )).
This exists if and only if there exists one whenwe composewith the Yoneda
embedding (this is essentially the content of the Yoneda lemma). Thus we
can evaluate the previous line on the representables.
B(lany f (y( )), )
5.8
 B( f ( ), )
Yo
 SetA
◦
(y( ),B(f , )).
Now, we have to show that lanfy is isomorphic to B(f , ). In order to do
so, we use 5.12 and prove that lanlanyf(1)  lanfy. This is a straightforward
computation.
lanlanyf(1)  lanlanyf(lanyy)  lanfy.

Proposition 5.14. In the diagram below, assume that A is small and C is
cocomplete. Then the can extension lang f is isomorphic to the composition
lanyA f ◦ langyA.
A C
B
SetA
◦
f
g
yA
langy
lang f
lany f
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Proof. By the universal property of the presheaf construction, lanyA f is the
left adjoint to the nerve of f . Being a left adjoint, it preserves all left Kan
extension, thus
lanyA f ◦ langyA  lang(lanyA f ◦ yA)  lang f.

Proposition 5.15. Dually, onehas that rangf is isomorphic to the composition
ran
y
♯
A
f ◦ rangy
♯
A
.
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