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Povzetek
Naslov: Konstruktivna indukcija s samokodirniki in grucˇenjem
Avtor: Yannick Kuhar
Cˇasovna kompleksnost algoritmov za grucˇenje je odvisna od dimenzionalno-
sti vhodnih podatkov, zato so pocˇasni na visokodimenzionalnih podatkih.
Problem bomo resˇili z globokim samokodirnikom. Uporabili smo ga za kom-
presijo podatkov v manj dimenzij s cˇimmanjˇso izgubo informacije. Reim-
plementirali in razsˇirili smo postopek DeepCluster, ki so ga predlagali Tian
et al [26]. Izvorno ogrodje podpira le algoritma za grucˇenje K-voditeljev in
GMM. Razsˇirili smo ga s hierarhicˇnim grucˇenjem, algoritmom DBSCAN in
ansambelskim grucˇenjem. Ocenili smo kvaliteto grucˇ in samokodirnik inter-
pretirali s konstruktivno indukcijo. Originalni in razsˇirjeni postopek se v
nasˇih poskusih nista izkazala za uspesˇna, smo pa s konstruktivno indukcijo
vizualizirali znanje modela in ga predstavili na razumljivejˇsi nacˇin.
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The time complexity of most clustering algorithms depends on the dimen-
sionality of the input data and thus most clustering algorithms are slow on
highdimensional data. To solve this problem, we trained a deep autoencoder
and used it to compress the input data into a lower dimensional space with in-
formation loss. We reimplemented and extended the DeepCluster framework
proposed by Tian et al [26]. The original framework supports only K-means
and GMM clusterings. We extended it with hierarchical clustering, DB-
SCAN, and ensemble clustering. We evaluated the clusters and interpreted
the autoencoder with constructive induction. Both frameworks proved to
be unsuccessful in our experiments. However, we were able to interpret the
model and visualize its knowledge.





Pri cˇedalje vecˇji kolicˇini podatkov in njihovi vecˇji dimenzionalnosti se po-
javi problem ucˇinkovitosti nekaterih algoritmov strojnega ucˇenja. V delu se
bomo ukvarjali z algoritmi nenadzorovanega ucˇenja za grucˇenje podatkov,
ki so odvisni od dimenzionalnosti podatkov. Namen diplomske naloge je
reimplementacija in razsˇiritev algoritma DeepCluster [26], ki ponuja resˇitev
problema dimenzionalnosti z globokimi samokodirniki (angl. deep autoenco-
ders) in interpretacijo modela s konstruktivno indukcijo. Naucˇeni DAE upo-
rabimo, a zakodiramo podatke v nizˇje-dimenzionalnem prostoru s cˇim manjˇso
izgubo informacije. Zakodirane podatke uporabimo kot vhodne podatke za
algoritme nenadzorovanega ucˇenja, katerih cˇasovna zahtevnost je odvisna od
dimenzionalnosti podatkov. Pristop ne resˇi problema visoke cˇasovne zah-
tevnosti algoritmov, ampak podatke predela tako, da ta ni problematicˇna.
Tezˇava kompleksnih modelov grucˇenja, strojnega ucˇenja je, da si tezˇko pred-
stavljamo njihovo znanje, kaj sˇele, ga bi ga razlozˇili nestrokovnjaku. Nasˇ
model bomo skusˇali razlozˇiti s konstruktivno indukcijo.
Delo je sestavljeno iz petih poglavji. V 2. poglavju smo pregledali rele-
vantne metode strojnega ucˇenja. Tretje poglavje podrobneje opisuje Deep-
Cluster [26] algoritem, njegovo reimplementacijo, razsˇiritev, konstruktivno
indukcijo in pridobljene konstrukte. V 4. poglavju smo primerjali DeepClu-
ster algoritem in njegovo reimplementacijo ter ocenili kakovost razsˇiritev in
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V tem poglavju bomo pogledali osnove strojnega ucˇenja [8] in za diplomsko
delo relevantna podpodrocˇja. Podrobneje bomo opisali globoko ucˇenje in
nekatere algoritme nenadzorovanega ucˇenja.
2.1 Strojno ucˇenje
V sistemih umetne inteligence pretekle izkusˇnje vplivajo na prihodnje akcije.
Osredotocˇili se bomo na strojno ucˇenje, ki se uporablja za avtomatsko analizo
in obdelavo podatkov, npr. mnozˇice knjig, video igre, itd. Rezultat ucˇenja
so lahko pravila, funkcije, verjetnostne porazdelitve ipd. Ucˇni algoritmi so
npr. nevronske mrezˇe, odlocˇitvena drevesa, regresijska drevesa itd. Naucˇeni
modeli se uporabljajo za napovedovanje, diagnosticiranje ali preverjanje na
novih podatkih. Strojno ucˇenje se deli na regresijo, klasifikacijo in grucˇenje,
ali na nadzorovano in nenadzorovano ucˇenje. Osredotocˇili se bomo na razlike
med nadzorovanim in nenadzorovanim ucˇenjem.
2.1.1 Nadzorovano ucˇenje
Pri nadzorovanem ucˇenju se model ucˇi na ucˇni mnozˇici, ki je sestavljena
iz parov vhodov in izhodov oblike {(x0, y0), (x1, y1), ..., (xN , yN)}, kjer je xi
poljuben vhod, yi pa izhod ali razred. Izhode yi je generirala neznana funkcija
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f(xi) = yi. Naloga nadzorovanega ucˇenja je, da se naucˇi funkcije h, ki
aproksimira funkcijo f . Funkcijo h imenujemo hipoteza. Cˇe ima poljuben
izhod yi koncˇno mnogo diskretnih vrednosti, npr. nivojski pouk v osnovni
sˇoli, kjer ucˇence delimo v tri ucˇne skupine (prvi, drugi in tretji nivo), ucˇenje
taksˇnega primera imenujemo klasifikacija. Cˇe ima yi sˇtevilske vrednosti,
ucˇenje imenujemo regresija.
Kvaliteto hipoteze preverimo s testno mnozˇico, ki je iste oblike kot ucˇna
mnozˇica, a vsebuje nove primere, ki jih model med ucˇenjem sˇe ni videl. Pri
klasifikaciji izracˇunamo klasifikacijsko tocˇnost (angl. classification accuracy
for supervised learning, SCA) tako, da izracˇunamo odstotek pravilno napo-
vedanih elementov testne mnozˇice, torej ali je yi enako h(xi).
SCA ni vedno primerna mera za kakovost modela. Poglejmo si primer
redkih bolezni: cˇe model za vse paciente napove, da so zdravi, z lahkoto
dosezˇemo visoko SCA. Nekatere primernejˇse mere si bomo pogledali v raz-
delku 2.2.
Pri regresiji merimo kakovost modelov z odstopanjem napovedane vre-
dnosti od yi. Pri regresijskih problemih napovedujemo zvezne vrednosti,
zato SCA ni smiselna. Najpogosteje se uporabljata srednja kvadratna na-













Manjˇsa kot je napaka, boljˇsi je model.
Metoda podpornih vektorjev
Metoda podpornih vektorjev (angl. support vector machines) sodi med naj-
bolj uspesˇne v strojnem ucˇenju [8]. SVM v transformiran prostor atributov
postavi optimalno hiperravnino, ki locˇi primere iz dveh razredov. Primeri,
ki so najblizˇji hiperravnini, se imenujejo podporni vektorji. Razdaljo med
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podpornimi vektorji in hiperravnino imenujemo rob (angl. margin). Hiper-
ravnina je optimalna, cˇe je rob maksimalen. V vecˇini primerov linearna hi-
perravnina ne zadosˇcˇa, zato morajo SVM originalen prostor nelinearno trans-
formirati v kompleksnejˇsega, kjer je linearna locˇitev mogocˇa. SVM transfor-
macijo izvedejo z jedrno funkcijo. Za izracˇun hiperravnine v transformiranem
prostoru zadosˇcˇa le preslikava podpornih vektorjev, kar je bolj ucˇinkovito kot
preslikava celotnega prostora. Zaradi te lastnosti SVM dobro modelira velike
mnozˇice podatkov z velikim sˇtevilom atributov in je dokaj odporen na pre-
tirano prileganje [22]. V splosˇnem ima lahko SVM visoko tocˇnost napovedi,
vendar je neinterpretabilen [8].
Globoko ucˇenje
Pojem globoko ucˇenje (angl. deep learning) se tipicˇno nanasˇa na umetne
nevronske mrezˇe. Osnovni gradnik nevronske mrezˇe je umetni nevron (glej
sliko 2.1).
Slika 2.1: Primer nevrona [2].
Oznake x1, x2 in x3 na sliki 2.1 predstavljajo vhode, (lahko jih je poljubno
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mnogo). Oznake w1, w2 in w3 imenujemo utezˇi in predstavljajo pomembnost
istolezˇnega vhoda. Pristranskost (angl. bias) nevrona, ki ima vlogo praga,
oznacˇimo z b. Funkcija f predstavlja aktivacijsko funkcijo nevrona, ki ima






Slika 2.2: Globoka nevronska mrezˇa [15].
Nevrone lahko zdruzˇimo v posamezne nivoje in nivoje v mrezˇo (glej sliko
2.2). Nevronske mrezˇe taksˇne oblike imenujemo usmerjene, ker informacije
potujejo naprej oz. so izhodi prejˇsnjega nivoja vezani na vhode trenutnega.
Obstajajo tudi rekurzivne nevronske mrezˇe, ki vsebujejo povezave nazaj.
Vsaka mrezˇa ima vhodni nivo (angl. input layer), izhodni nivo (angl. ou-
tput layer) in vecˇ skritih nivojev (angl. hidden layers). Nevronske mrezˇe se
vecˇinoma ucˇijo s stohasticˇnim gradientnim sestopom (SGD), katerega naloga
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je najti minimum cenilne funkcije. Cenilna funkcija ocenjuje kvaliteto mo-
dela, ki je v primeru mrezˇ najpogosteje srednja kvadratna napaka (MSE),
lahko tudi srednja absolutna napaka (MAE). S SGD se premikamo z majh-
nimi koraki do minimuma cenilne funkcije. S tem spreminjamo vrednosti
utezˇi in pristranskosti mrezˇe, dokler ne naletimo na minimum. Ta algori-
tem ucˇenja se imenuje vzvratno razsˇirjanje napake (angl. backpropagation).
Tezˇava je, da nimamo zagotovila optimalnosti. Minimum, ki ga najdemo, je




Samokodirniki (angl autoencoder) so vrsta nevronskih mrezˇ, kjer je vhodni
nivo enake velikosti kot izhodni. Njihova naloga je kopirati vhodne podatke
na izhod a preko zozˇenega nivoja nevronov, ki poskrbi za bolj kompaktno
predstavitev podatkov. Mrezˇa vsebuje enega ali vecˇ skritih nivojev, ki opi-
sujejo vhodne podatke. Ti nivoji, so tipicˇno manjˇse dimenzionalnosti kot
vhodi. Na avtoenkoderje lahko gledamo, kot da so sestavljeni iz dveh delov:
kodirne funkcije h = f(x) in dekoderja, ki poskrbi za rekonstrukcijo r = g(x).
Ucˇenje natancˇne rekonstrukcije g(f(x)) = x bi bilo nesmiselno, zato so avto-
enkoderji omejeni glede sˇtevila skritih nevronov. Zaradi te omejitve natancˇna
kopija vhodov ni mozˇna, mozˇna je le priblizˇna. Model je tako prisiljen dati
prednost bolj pomembnim delom vhoda in zanemariti manj pomembne.
Slika 2.3: Arhitektura samokodirnika [24].
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Globoki samokodirniki
Globoki samokodirniki (angl deep autoencoders) so AE z vecˇ skritimi nivoji.
Dodatni skriti nivoji DAE omogocˇajo, da se naucˇi bolj kompleksne vzorce
iz vhodnih podatkov. Stisnjeni podatki iz predhodnih nivojev potujejo do
ozkega grla (angl. bottleneck). Tako stisnjeni podatki se posredujejo deko-
derju, ki jih rekonstruira v originalne vrednosti.
Slika 2.4: Arhitektura globokega samokodirnika [17].
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2.1.2 Nenadzorovano ucˇenje
Pri nenadzorovanem ucˇenju (angl. unsupervised learning) imamo ucˇno mnozˇico,
ki vsebuje samo vhode brez razredov. Naloga modelov nenadzorovanega
ucˇenja je dolocˇiti skupine podobnih primerov. Sˇtevilo zˇeljenih grucˇ je tipicˇno
dano vnaprej, npr. osnovnosˇolce razdelimo v tri ucˇne skupine. Naloga ucˇnih
algoritmov je razdeliti mnozˇico vhodnih podatkov na manjˇse skupine glede
na njihovo podobnost (v skupino zˇelimo povezati cˇimbolj podobne primere).
Grucˇe tipicˇno tvorimo z enim izmed treh pristopov:
• Od spodaj navzgor: vsak primer je sprva svoj razred. Algoritem ite-
rativno povezuje najpodobnejˇse primere, dokler ne ostane samo en ra-
zred. Naloga uporabnika je, da izbere sˇtevilo zˇeljenih razredov. Posto-
pek uporablja npr. hierarhicˇno grucˇenje (angl. Hierarchical clustering)
[11].
• Od zgoraj navzdol: vsi primeri so sprva zdruzˇeni v en razred, ki ga
algoritem razbija na podrazrede glede na podobnost. Algoritem se
ustavi, ko dosezˇe sˇtevilo zˇeljenih razredov ali nadaljnjo razbijanje ni
mozˇno. Tudi ta postopek lahko uporablja hierarhicˇno gru cˇenje [13].
• Metoda n voditeljev: na zacˇetku se izbere ali doda n primerov, kjer
je n sˇtevilo grucˇ. Primeri se glede na podobnost, tipicˇno evklidsko
ali kosinusno razdaljo razvrstijo v eno od grucˇ. V naslednji iteraciji se
izbere n novih voditeljev (obicˇajno povprecˇen primer ali mediana grucˇe)
in postopek se ponovi, dokler ni vecˇ sprememb porazdelitve razredov.
Primer tega postopka je algoritem K-voditeljev [13].
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Hierarhicˇno grucˇenje
Hierarhicˇno grucˇenje iˇscˇe skupine tako, da je sprva vsaka tocˇka svoja skupina,
nato zdruzˇujemo po dve najblizˇji skupini. Grucˇenje se koncˇa, ko so vse sku-
pine zdruzˇene v eno. Rezultat grucˇenja je dendrogram, ki predstavlja vgnez-
dene skupine, kot to prikazuje slika 2.5. Na podlagi dendrograma se odlocˇimo,
koliko skupin bomo uporabili. Korak izbire najboljˇsega para za zdruzˇevanje
ima cˇasovno zahtevnost O(n2). Ko zdruzˇimo ta korak z zdruzˇevanjem in
ko uposˇtevamo vsoto skozi vse primere, dobimo koncˇno cˇasovno zahtevnost
O(n3), kjer je n sˇtevilo vhodnih podatkov. Zaradi visoke cˇasovne zahtevnosti
algoritem ni primeren za vecˇje mnozˇice podatkov.
Slika 2.5: Enostaven dendrogram, ki predstavlja rezultat hierarhicˇnega
grucˇenja [11].
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Pomembno vlogo pri oblikovanju skupin oz. dendrograma ima izbira mere
podobnosti:
• minimalna razdalja (angl. single linkage), razdalja med dvema skupi-
nama je enaka najmanjˇsi razdalji med vsemi tocˇkami iz prve in druge
skupine.
• maksimalna razdalja (angl. complete linkage), razdalja med dvema
skupinama je enaka najvecˇji razdalji med tocˇkami iz prve in druge
skupine.
• Povprecˇna razdalja (angl. average linkage), razdalja med dvema skupi-
nama je enaka povprecˇni razdalji med tocˇkami iz prve in druge skupine.
K-voditeljev
Algoritem K-voditeljev najprej dolocˇi k tocˇk, ki bodo srediˇscˇa v razlicˇnih
skupin. Za vsako preostalo tocˇko izracˇunamo razdalje do vseh srediˇscˇ. Tocˇko
dodelimo v skupino, ki pripada najblizˇjemu srediˇscˇu. Nato izracˇunamo k
novih srediˇscˇ skupin, ki so ponavadi povprecˇne tocˇke v skupini. Postopek
ponavljamo, dokler se porazdelitev skupin ne ustali. Ucˇinkovitost algoritma
je O(Tknd), kjer je T sˇtevilo iteracij, k sˇtevilo srediˇscˇ, n sˇtevilo vhodnih
podatkov in d sˇtevilo atributov posameznega primera, oz. dimenzionalnost
podatkov.
Pri uporabi algoritma se moramo vprasˇat, kako izbrati osnovna srediˇscˇa,
da zagotovimo k skupin, in kako izbrati sˇtevilo srediˇscˇ. Za izbiro prvotnih
srediˇscˇ obstajata dva pristopa. Prvi je, da izberemo tocˇke, ki so cˇimbolj od-
daljene druga od druge. Drugi je, da izvedemo grucˇenje (morda hierarhicˇno)
nad vzorcem podatkov, da dobimo k skupin in iz vsake skupine izberemo
eno srediˇscˇe. Optimalnega sˇtevila k ne moremo vedeti vnaprej. Najlazˇje ga
je izbrati tako, da pozˇenemo algoritem vecˇkrat z razlicˇnimi vrednostmi k in
ocenimo kvaliteto delitve, npr. s premeri skupin.
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Grucˇenje z gaussovskimi mesˇanicami
Grucˇenje z gaussovskimi mesˇanicami (angl. Gaussian mixture model, GMM)





kjer je x element vhodne mnozˇice podatkov, wi so utezˇi mesˇanice in g(x|µi,Σi)
so Gaussove gostote komponent. Vsaka komponenta je normalna porazde-
litev z d spremenljivkami, kjer je d sˇtevilo atributov primera oz. dimen-
zionalnost vhodnih podatkov. Vsaka komponenta ima mediano µi in kova-
riancˇno matriko Σi. GMM deluje podobno kot K-voditeljev. Imamo osnovno
inicializacijo utezˇi wi, kovariancˇnih matrik Σi in median µi. Iterativno se
atributi ponovno ocenijo s funkcijami, ki zagotovijo monotono rast verje-
tnosti modela, dokler porazdelitev skupin ne konvergira. Namesto srediˇscˇ
skupin iˇscˇemo primerne normalne porazdelitve. Cˇasovna zahtevnost GMM
je O(k2nd), kjer je n sˇtevilo vhodnih podatkov, k sˇtevilo komponent in d
dimenzionalnost podatkov.
DBSCAN
Algoritem DBSCAN se sprehodi po celotni mnozˇici in vsako tocˇko oznacˇi
kot:
• jedrno tocˇka (angl. core point), ki je zagotovo v skupini,
• mejno tocˇka (angl. border point), ki je na robu skupine,
• sˇum(angl. noise), ki ni znotraj nobene skupine.
Algoritem delitev naredi na podlagi dveh parametrov: radija hiperkrogle
ε in minimalnega sˇtevila tocˇk. Nek primer je oznacˇen kot jedrna tocˇka,
cˇe se okoli primera v radiju ε nahaja vsaj minimalno sˇtevilo tocˇk. Primer
je oznacˇen kot mejna tocˇka, cˇe je dosegljiv iz jedrne tocˇke, (se nahaja v
radiju jedrne tocˇke), vendar ne zadostuje pogojem jedrne tocˇke (v radiju te
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tocˇke se ne nahaja vsaj minimalno sˇtevilo tocˇk). V primeru da tocˇka ni niti
jedrna niti mejna, je oznacˇena kot sˇum. Po delitvi primerov na jedrne tocˇke,
mejne tocˇke in sˇum nastopi korak zdruzˇevanja v skupine. Tvorimo jih z
iskalnim algoritmom, zacˇensˇi v jedrnih tocˇkah, nato pa preiskujemo, dokler
ne najdemo vseh iz teh tocˇke dosegljivih mejnih tocˇk. Cˇasovna zahtevnost
algoritma je O(n2), kjer je n sˇtevilo vhodnih podatkov.
2.1.3 Ansambelsko ucˇenje
Ansambel je nacˇin, kako zdruzˇimo vecˇ modelov v enega. Ansambli lahko
nastopijo tako v nadzorovanem kot v nenadzorovanem ucˇenju, zato jih bomo
obravnavali posebej.
Obicˇajne metode strojnega ucˇenja naucˇijo en model za resˇevanje proble-
mov. Ansambelske metode naucˇijo vecˇ razlicˇnih modelov za resˇevanje istega
problema in zdruzˇijo njihove napovedi. Pri nacˇrtovanju ansambla imamo
dve mozˇnosti. Homogeni ansambel sestavljajo modeli istega tipa. Primer
je metoda nakljucˇnih gozdov, ki zdruzˇi vecˇ odlocˇitvenih dreves. Heterogeni
ansambel sestavljajo modeli razlicˇnih tipov. V ansambel lahko povezˇemo
npr. DBSCAN, GMM in hierarhicˇno grucˇenje. Ansambli so priljubljeni, ker
so sposobni zdruzˇiti vecˇ sˇibkih modelov, ki so le malo boljˇsi od ugibanja, v
natancˇne modele.
Slika 2.6: Tipicˇna arhitektura ansambla [32].
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Pri nacˇrtovanju ansamblov je pomembna izbira nacˇina zdruzˇevanja napo-
vedi cˇlanov v napoved ansambla. Pri regresiji imamo zazdruzˇevanje napovedi
dve mozˇnosti:
• enostavno povprecˇje napovedi cˇlanov in
• utezˇeno povprecˇje napovedi cˇlanov, kjer je utezˇ zanesljivost cˇlana.
Pri klasifikacij imamo vecˇ mozˇnosti, vendar se bomo osredotocˇili le na tri:
• glas vecˇine;
• utezˇeni glas, ko vsak cˇlan napove verjetnostno distribucijo, ki se sesˇtejejo
napoved ansambla pa je razred z najvecˇjo vsoto;
• metoda naivnega Bayesa, ko vsak cˇlan napove verjetnostno distribucijo;
s formulo naivnega Bayesa zdruzˇimo distribucije cˇlanov v distribucijo
ansambla in napovemo najverjetnejˇsega.
Najpogosteje se uporablja utezˇeno glasovanje, a z metodo naivnega Bayesa
dobimo vecˇkrat boljˇsi rezultat [8].
2.2 Mere kakovosti grucˇenja
Kot omenjeno v 2.1.1 ni smiselno uporabiti samo ene mere za oceno kakovosti
modelov strojnega ucˇenja, ker je mozˇno, da ni zanesljiva. Za oceno nasˇih
poskusov bomo uporabili spodaj definirane mere.
2.2.1 Klasifikacijska tocˇnost za nenadzorovano ucˇenje
O SCA smo zˇe govorili v razdelku 2.1.1 vendar te mere ne moremo nepo-
sredno uporabiti pri nenadzorovanem ucˇenju. Poglejmo si primer grucˇenja
slik rocˇno napisanih sˇtevk, kjer imamo deset skupin. Tezˇavo povzrocˇa avto-
matsko indeksiranje skupin. Skupino narisanih osemk je algoritem na primer
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i=1 I(ri = m(ci))
N
kjer je I() indikatorska funkcija, ki vrne 1, cˇe sta vhoda enaka in 0 sicer.
Oznaka ri predstavlja razred slike in ci napoved modela. Funkcija m() je
preslikava med oznakami. Algoritem je na primer napovedal, da podatek
spada v skupino z oznako pet, v resnici pa je to skupina osmic [26].
2.2.2 Cˇistost
Cˇistost (angl. purity) dobimo tako, da iz vsake skupine dobimo sˇtevilo ele-
mentov najpogostejˇsega razreda in ga delimo s sˇtevilom vseh elementov.








kjer je nik sˇtevilo elementov razreda i v skupini k, N pa sˇtevilo podatkov.
Cˇistost je preprosta in transparentna mera [14].
2.2.3 Normalizirana medsebojna informacija
Medsebojna informacija (MI) je mera, ki nam pove, koliko informacij se pre-








kjer imajo vrednosti spremenljivkX in Y verjetnosti p(x) in p(y) ter zdruzˇeno
verjetnost p(x, y). V nasˇem primeru bosta vlogi X in Y prevzeli r in cˆ,
kjer r predstavlja razrede podatkov, cˆ pa napovedi modela. Normalizirano







kjer je H entropija spremenljivke.
2.2.4 Popravljeni Randov indeks
Za izracˇun Randovega indeksa (RI) potrebujemo dve grucˇenji podatkov, npr.
resnicˇno grucˇenje in grucˇenje modela. Oznacˇimo ju z U = u1, u2, ..., ur in
V = v1, v2, ..., vc. Iz teh dveh mnozˇic sestavimo kontingencˇno tabelo:
Skupina v1 v2 . . . vc Vsota
u1 n11 n12 . . . n1c n1.



















ur nr1 nr2 . . . nrc nr.
Vsota n.1 n.2 . . . n.c n
Tabela 2.1: Kontingencˇna matrika dveh grucˇenj [23].
V tabeli 4.1 predstavlja nij sˇtevilo elementov, ki so bili v grucˇenju U dodeljeni
skupini i in v grucˇenju V skupini j oziroma:
nij = |ui ∩ vj|





, in jih razdelimo
v sˇtiri skupine:
• v a damo pare, ki so v isti skupini v U in v V ,
• v b damo pare, ki so v istih skupinah v U in razlicˇnih v V ,
• v c damo pare, ki so v razlicˇnih skupinah v U in istih v V ,
• v d damo pare, ki so v razlicˇnih skupinah v U in v V .
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Dobimo 2× 2 kontingencˇno tabelo:
Skupina
V
v isti skupini v razlicˇni skupini
U
v isti skupini a b
v razlicˇni skupini c d
Tabela 2.2: Kontingencˇna tabela izpeljana iz 4.1 [23].
RI definiramo z enacˇbo:
RI =
a+ b
a+ b+ c+ d
RI je analogija tocˇnosti [14], saj je njegova enacˇba enaka enacˇbi SCA iz
2.1.1. RI ni popolna mera. Tezˇava je, da RI pri dveh nakljucˇno izracˇunanih
grucˇenjih nima konstante vrednosti, npr. 0. Povedano drugacˇe, RI ni nor-






(a+ d)− [(a+ b)(a+ c) + (c+ d)(b+ d)](
n
2
)2 − [(a+ b)(a+ c) + (c+ d)(b+ d)]
ARI tezˇavo odpravi in je kvalitetna mera za ocenjevanje grucˇenj [23].
2.3 Optimizacija
Optimizacija je eden od nacˇinov, kako se modeli nadzorovanega ucˇenja ucˇijo.
Sprva je hipoteza nakljucˇna, nato jo optimiziramo na podlagi cenilne funk-
cije. Postopek se ustavi, ko dosezˇemo minimum ali maksimum cenilne funk-
cije. Pogledali bomo uspesˇno metodo, imenovano gradientni sestop, in njeno
nadgradnjo.
2.3.1 Gradientni sestop
Gradientni sestop (GD) je popularna metoda za optimizacijo. Njegova nad-
gradnja, stohasticˇni gradientni sestop (2.2.2), je najbolj pogosti nacˇin za
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optimizacijo globokih nevronskih mrezˇ [21]. GD izracˇuna gradient cenilne
funkcije glede na parametre θ za celotno ucˇno mnozˇico. Opiˇsemo ga z enacˇbo:
θ = θ − η ∗ ∇J(θ),
kjer η predstavlja stopnjo ucˇenja in J(θ) funkcijo, ki jo optimiziramo. GD ni
primeren za vecˇje ucˇne mnozˇice, saj moramo za eno posodobitev izracˇunati
vrednosti gradienta za celotno ucˇno mnozˇico.
2.3.2 Stohasticˇni gradientni sestop
Stohasticˇni gradientni sestop (SGD) pocˇasnost GD odpravi. Osnovni SGD
naredi posodobitev parametrov θ glede na nakljucˇno izbran primer v ucˇni
mnozˇici. Opiˇsemo ga z enacˇbo:
θ = θ − η ∗ ∇J(θ;x(i); y(i))
GD naredi mnogo odvecˇnih izracˇunov, saj ponovno izracˇuna gradiente za
podobne primere, SGD pa to odpravi in je zato hitrejˇsi. Ker SGD posodablja
parametre na podlagi enega primera, ima visoko varianco. To odpravimo
z preprosto nadgradnjo: namesto enega primera SGD izbere podmnozˇico.
Nadgradnjo formuliramo z enacˇbo:
θ = θ − η ∗ ∇J(θ;x(i:i+n); y(i:i+n))





V tem poglavju bomo podrobneje opisali algoritem DeepCluster [26] in nje-
govo reimplementacijo. Opisali bomo podatke, s katerimi bomo ocenili kva-
liteto algoritma. Podpoglavje bomo posvetili uporabljenim orodjem. Na
koncu bomo opisali razsˇiritev algoritma in njegovo interpretacijo s konstruk-
tivno indukcijo.
3.1 Algoritem DeepCluster
Tipicˇno v strojnem ucˇenju izvajamo optimizacijo ucˇenja hipoteze, ki napove-
duje pravilnost klasifikacije. Glavna ideja algoritma DeepCluster je dvojna
optimizacija: parametrov globokega samokodirnika za predstavitev podatkov
in parametrov za kakovost grucˇenja. Na postopek lahko gledamo, kot da se
ucˇimo vecˇ nalog hkrati (angl. multi-task learning).
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Slika 3.1: Arhitektura algoritma DeepCluster [26].
Shemo algoritma na sliki 3.1 bomo formalno definirali. Kodirnik se z
gradientnim sestopom naucˇi nizkodimenzionalne predstavitve vhodnih po-
datkov, ki jih kopiramo v zacˇasno spremenljivko Y. Vsak podatek iz vhodne
mnozˇice dobi sliko v Y, ki jo formalno definiramo kot Y = fθ1(X), kjer je
fθ1() funkcija kodirnika in X vhodni podatki. Grucˇenje izvedemo nad Y
namesto nad originalnimi podatki, zato na Y = fθ1(X) lahko gledamo kot
na omejitev, ki nadzira interakcijo med DAE in grucˇenjem. Med grucˇenjem
se Y popravlja tako, da minimizira napako. Hkrati pa omejitev zahteva od
kodirnika, da se naucˇi boljˇse predstavitve. Optimizacijo algoritma opiˇsemo
z enacˇbama:
Loss = min(||X − Xˆ||2 + λ ∗Gw(Y )), kjer je
Y = fθ1(X)
in kjer so X vhodni podatki, Xˆ pa rekonstrukcije, ki se jih je naucˇil DAE.
Z Gw(Y ) oznacˇimo poljubno cenilno funkcijo za grucˇenje. Y je zacˇasna
spremenljivka, v katero shranimo kopije nizkodimenzionalnih predstavitev.
Razmerje med kompresijo in grucˇenjem dolocˇimo z λ. Ko je λ = 0, je pro-
blem le optimizacija DAE. Enacˇbi resˇimo z optimizacijo parametrov DAE
in grucˇenja, medtem, ko pustimo parametra λ in ρ nespremenjena. Ucˇni
algoritem s psevdokodo predstavimo v algoritmu 1:
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Algoritem 1 Ucˇni algoritem DeepCluster [26]
vhod: podatki X, hiperparametra λ, ρ, stopnja ucˇenja η
izhod: naucˇen avtoenkoder, oznake grucˇenja
1: inicializiramo parametre DAE θ, inicializiramo parametre grucˇenja w
2: while ne konvergira do
3: posodobi θ: θ = θ − η · dθ
4: posodobi Y: Y = argminY λ ∗Gw(Y ) + ρ2 ||Y − fθ1(X) + U ||2F
5: posodobi U: U = U + Y − fθ1(X)
6: posodobi w: w = argminw Gw(Y )
return θ, w
Algoritem 1 prikazuje splosˇen optimizacijski proces. S spremenljivko Y
locˇimo optimiziranje parametrov DAE in parametrov grucˇenja. To nam
omogocˇa uporabo razlicˇnih modelov grucˇenja in uporabo iste enacˇbe za op-
timizacijo. Algoritem je fleksibilen, saj lahko izberemo problemu primeren
algoritem za grucˇenje. V matriko U shranimo razliko med posodobljenim
Y in stisnjenimi podatki fθ1(X). S parametrom ρ > 0 nadzorujemo, kako
blizu sta si Y in fθ1(X), η predstavlja stopnjo ucˇenja. DAE je sestavljen iz
kodirnika in dekodirnika, to zapiˇsemo kot θ = {θ1, θ2}, kjer so θ1 parametri
kodirnika, θ2 parametri dekodirnika in θ vsi parametri DAE.
3.2 Razsˇiritev algoritma
Poleg dodatnih algoritmov za grucˇenje smo v algoritem dodali konstruktivno
indukcijo, kot kazˇe slika 3.2. S tem bomo dodali kakovost konstruktov kot
dodatno mero v funkcijo izgube.
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Slika 3.2: Arhitektura algoritma DeepCluster [26] razsˇirjena s konstruktivno
indukcijo.
Enacˇbama iz prejˇsnjega razdelka smo dodali cˇlen γ, ki predstavlja vpliv kon-
struktivne indukcije. Vsota cˇlenov λ in γ je 1.0. Dobimo novi enacˇbi:
min(||X − Xˆ||2 + λ ∗Gw(Y ) + γ ∗ (C − h(X)), kjer je
Y = fθ1(X)
kjer C predstavlja dejanske razrede, h(x) pa napovedi poljubnega klasifika-
torja, ki so bile naucˇene na konstruktih. V nasˇih sposkusih smo uporabili
SVM.
3.3 Podatki
Zˇelimo ponoviti rezultate poskusa iz [26], zato bomo uporabili iste podat-
kovne mnozˇice: MNIST, USPS in Reuters10k. Poleg tega zˇelimo potrditi
splosˇnost algoritma, zato bomo izvedli poskuse na dodatnih treh mnozˇicah
IMDB reviews, Fashion-MNIST in CIFAR100. Osnovne znacˇilnosti podat-
kovnih mnozˇic vsebuje tablela 3.1.
V nadaljevanju podatkovne mnozˇice na kratko opiˇsemo.
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Tabela 3.1: Lastnosti uporabljenih podatkovnih mnozˇic.
Mnozˇica Sˇtevilo razredov Dimenzije podatkov Sˇtevilo primerov
USPS 10 256 11 000
MNIST 10 784 70 000
Reuters10k 4 2000 10 000
IMDB reviews 2 500 50 000
CIFAR100 100 1024 60 000
Fashion-MNIST 10 784 70 000
3.3.1 Mnozˇica MNIST
MNIST je mnozˇica rocˇno napisanih sˇtevk. Razdeljena je na ucˇno mnozˇico s
60, 000 primeri (nekaj na sliki 4.1) in testno mnozˇico s 10, 000 primeri. Vse
sˇtevke so bile centrirane na slike velikosti (28× 28) [10].
Slika 3.3: Dvajset primerov iz podatkovne mnozˇice MNIST [10]
3.3.2 Mnozˇica USPS
Tako kot MNIST je USPS mnozˇica rocˇno napisanih sˇtevk, ki so jih dobili
z segmentacijo ameriˇskih posˇtnih sˇtevilk [6]. Vseh slik je 11, 000 in so v
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velikosti (16× 16) pikslov (nekaj na sliki 4.3).
Slika 3.4: Dvajset primerov iz podatkovne mnozˇice USPS [6]
3.3.3 Mnozˇica Reuters10k
Mnozˇica Reuters [25] je namenjena klasifikaciji novic. Ker imajo dokumenti
lahko vecˇ razredov, so jo poenostavili, tako da Reuters10k vsebuje samo sˇtiri
razrede namesto devetdesetih. Dokumente so preslikali na vektorje z dva tisocˇ
dimenzijami z uporabo utezˇevanja s frekvenco besed - inverzno dokumentno
frekvenco (angl. term frequency – inverse document frequency)[26].
3.3.4 Mnozˇica IMDB reviews
Mnozˇica IMDB reviews [12] je nabor 50, 000 ocen filmov, po 30 kritik na film.
Ima dva razreda, pozitivnega in negativnega. Kritika se sˇteje za negativno,
cˇe je imela oceno 4 od 10 ali manj, kot pozitivno pa, cˇe ima oceno 7 ali vecˇ.
Nevtralnih kritik v mnozˇici ni. Kritike so preslikane v vektorje celih sˇtevil,
ki predstavljajo indekse frekvenc besed v celotni podatkovni mnozˇici. Z in-
deksom 3 je zakodirana tretja najbolj pogosta beseda v podatkovni mnozˇici
[4]. Z dopolnjevanjem podatkov (angl. padding) smo zagotovili konstantno
dimenzionalnost tako, da smo posamezno kritiko preslikali v vektor realnih
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sˇtevil dimenzionalnosti 500. Statisticˇna analiza mnozˇice pokazˇe, da je pov-
precˇna kritika dolga 234, 76 besed s standardno deviacijo 172, 91. Na sliki
3.4 vidimo, da po dolzˇini 500 sˇtevilo dokumentov mocˇno pade, zato je to
primerna meja. Kritike, ki so krajˇse od meje se dopolnijo z nicˇlami, daljˇse
pa so obrezane.




Mnozˇica CIFAR100 [9] je oznacˇena podmnozˇica mnozˇice 80 milijonov majh-
nih slicˇic. Ima 100 razredov, za vsak razred pa 600 slik dimenzionalnosti
(32 × 32). Kot lahko vidimo na sliki 3.5 je mnozˇica raznolika, saj vsebuje
razna prevozna sredstva in zˇivali.
Slika 3.6: Petindvajset primerov iz mnozˇice CIFAR100.
3.3.6 Mnozˇica Fashion-MNIST
Mnozˇica Fashion-MNIST [31] je mnozˇica slik oblacˇil s spletne trgovine Za-
lando. Mnozˇica vsebuje 70, 000 slik dimenzionalnosti (28 × 28). Ima iste
lastnosti in delitev na ucˇno in testno mnozˇico kot MNIST. Prikazana je na
sliki 3.6, razredi so nasˇteti v tabeli 3.2.
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Slika 3.7: Petindvajset primerov iz mnozˇice Fashion-MNIST.














V nasˇih poskusih smo uporabili programski jezik Python [20], ker je preprost
in ima na voljo mnogo knjizˇnic za delo s podatki, kot so:
• Numpy [16], ki nam omogocˇi delo v okolju za znanstveno racˇunanje,
• Keras [4], ki nam omogocˇi delo z visoko nivojskim programskim vme-
snikom za izdelavo nevronskih mrezˇ,
• Tensorflow [1], ki je osnova za Keras, in omogocˇa gradnjo modelov
strojnega ucˇenja,
• Scikit-learn [18], ki je orodje za podatkovno rudarjenje in analizo po-
datkov,
• Matplotlib [7], ki je orodje za risanje grafov s sˇiroko izbiro formatov.
3.5 Reimplementacija
Opisali bomo ucˇna algoritma DeepCluster [26] za Kmeans in GMM ter njuno
reimplementacijo. Podrobneje bomo opisali izbiro parametrov algoritma in
njihov pomen.
3.5.1 Izbira parametrov
Zˇelimo ponoviti originalne rezultate [26], zato bomo uporabili iste parametre.
Struktura enkoderja je d−500−500−2000−10, kjer je d dimenzija vhodnih
podatkov. Parametre DAE θ bomo optimizirali z algoritmom AdaDelta,
ki je nadgradnja SGD. Izjema bo eksperiment z mnozˇico Reuters10k, kjer
bomo parametre optimizirali s SGD. Aktivacijski funkciji bosta sigmoidna
pri mnozˇicah USPS in MNIST in ReLu pri Reuters10k. Y bomo inicializirali
kot Y = fθ1(X) in U = 0. Za vse eksperimente bo λ = 1. Parameter ρ je 1000
za DC-GMM modele in 1 za DC-Kmeans. Parametra algoritma DBSCAN
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bomo dolocˇili po metodi opisani v 3.5.2. Maksimalno sˇtevilo iteracij je 200.
Parameter ρ dinamicˇno dolocˇimo
3.5.2 K-voditeljev
Kot je omenjeno v razdelku 3.1, je glavna ideja algoritma DC-Kmeans [26]
dvojna optimizacija. Spodaj je s pseudokodo opisan algoritem:
Algoritem 2 Ucˇni algoritem DC-Kmeans [26]
vhod: podatki X, hiperparametra λ, ρ, stopnja ucˇenja η
izhod: naucˇen avtoenkoder, oznake grucˇenja
1: inicializiramo parametre DAE θ, inicializiramo parametre grucˇenja C
2: while Gw(C) ne konvergira do
3: posodobi θ: θ = θ − η · dθ
4: posodobi Y: yi =
λ·c∗i ρ·(fθ1 (xi)−ui)
λ+ρ
, i = 1, ..., N
5: posodobi U: ui = ui + yi − fθ1(xi), i = 1, ..., N




xi∈Cj yi, j = 1, ..., K
return θ, C
Optimiziramo podatke in DAE hkrati. Spremenljivko Y v prvi iteraciji defi-
niramo kot fθ1(X), kjer je X mnozˇica vhodnih podatkov in fθ1(·) enkoderska
funkcija. Nato se Y posodablja po enacˇbi v 4. vrstici algoritma, kjer λ
dolocˇa razmerje med grucˇenjem in optimizacijo DAE, c∗i je najblizˇji centroid
primera yi, ρ nazdoruje razmerje med Y in fθ1(X) in ui je primer iz matrike
U. Matriko U prva inicializiramo kot U = 0 in jo nato posodabljamo po
enacˇbi v 5. vrstici. Na matriko U lahko gledamo kot na preteklo znanje.
Vanjo shranimo, kako smo v preteklih iteracijah stisnili podatke in to vpliva,
kako jih bomo stisnili zdaj.
3.5.3 GMM
Na enak nacˇin obravnavamo algoritem za grucˇenje GMM:
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Algoritem 3 Ucˇni algoritem DC-GMM [26]
vhod: podatki X, hiperparametra λ, ρ, stopnja ucˇenja η
izhod: naucˇen avtoenkoder, oznake grucˇenja






) ne konvergira do
3: posodobi θ: θ = θ − η · dθ










k µk], i = 1, ..., N
5: posodobi U: ui = ui + yi − fθ1(xi), i = 1, ..., N













k=1 γ(zik)(yi − µk)(yi − µk)T )
8: posodobi pi: pik =
Nk
N




Postopek dvojne optimizacije z Y in U je enak kot v 3.4.2. Pri GMM je vsaka
grucˇa Gaussova porazdelitev z aritmeticˇno sredino µ in kovariancˇno matriko∑
. V vsaki iteraciji se Y optimizira s pomocˇjo matrike U. Na podlagi Y
se posodobita µ in
∑
vsake grucˇe. Postopek se ponavlja dokler grucˇe ne
konvergirajo.
3.6 Razsˇiritev algoritmov za grucˇenje
Podali bomo kratek opis glavne ideje razsˇiritve in podrobno opisali izbiro
parametrov algoritma DBSCAN.
3.6.1 Glavna ideja razsˇiritve
Pri razsˇiritvi z grucˇenjem DBSCAN nam je najvecˇji izziv predstavljala iz-
bira karakteristike posamezne grucˇe. Pri Kmeans in GMM je izbira ocˇitna:
izberemo srediˇscˇa vsake grucˇe pri Kmeans in µ vsake grucˇe pri GMM. Za
izbiro karakteristik grucˇ ostalih metod (DBSCAN, hierarhicˇno grucˇenje in
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ansambelsko grucˇenje) smo se zgledovali po Kmeans in dolocˇili srediˇscˇa grucˇ
s povprecˇenjem tocˇk. Pri vseh algoritmih razsˇiritve smo uporabili ucˇni algo-
ritem, opisan v 3.4.2. Zaradi slabih rezultatov na stisnjenih podatkih smo
DBSCAN iz ansambla izkljucˇili.
3.6.2 Dolocˇanje parametrov algoritma DBSCAN
DBSCAN je drugacˇen od ostalih algoritmov pri izbiri parametrov, kjer kot
parameter dolocˇimo sˇtevilo grucˇ in nacˇin, kako bo algoritem grucˇe tvoril,
npr. katero razdaljo bomo uporabili pri hierarhicˇnem grucˇenju. DBSCAN
potrebuje parametra ε in minPoints, s katerima tvori grucˇe. Za vsako po-
datkovno mnozˇico parametra dinamicˇno dolocˇilmo na podlagi lastnosti ucˇne
mnozˇice. Parameter minPoints nastavimo na velikost najmanjˇse grucˇe v
ucˇni mnozˇici, ε pa na povprecˇno razdaljo med vsemi tocˇkami.
3.7 Konstruktivna indukcija
Za boljˇso razumljivost modelov je smiselno konstruirati viˇsje nivojske atri-
bute, zato so raziskovalci predlagali algoritme za njihovo avtomatsko kon-
strukcijo. V nadaljevanju bomo opisali postopek, kako smo sestavili kon-
strukte na podlagi utezˇi samokodirnika za kompresijo podatkov. S postop-
kom smo dobili mnozˇico konstruiranih atributov, s katerimi bomo naucˇili nov
model. Pokazali bomo tudi, kako lahko s konstrukti interpretiramo znanje
samokodirnika.
3.7.1 Algoritem n – of – m
Algoritem iˇscˇe po prednikih nevrona in sestavi pravila oblike if (N od M
prednikov je true) then ... To desezˇemo z grucˇenjem vhodnih povezav, ki
predstavljajo podmnozˇice oblike n−od−m, kjer je n sˇtevilo cˇlanov skupine in
m sˇtevilo vhodnih povezav. Glavna ideja metode je, da individualne povezave
nimajo pomena; tega imajo skupine povezav z podobnimi utezˇmi. Taksˇen
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pristop omogocˇa metodi obdelavo skupin ne glede na posamezne povezave.
Ucˇenje globokih nevronskih mrezˇ z vzvratnim razsˇirjanjem napake ne grucˇi
povezav, zato v prvem koraku metode n−of−m uporabimo klasicˇne metode
za grucˇenje (opisane v 2.1.2). Metoda je navdahnjena z dejstvom, da se
globoke nevronske mrezˇe uspesˇno ucˇijo n− od−m konceptov [27].
Metodo n− of −m lahko formalno opiˇsemo takole:
1. Za vsak skriti in izhodni nevron povezˇi povezave z podobnimi utezˇmi
v skupine.
2. Nastavi utezˇi vseh cˇlanov skupine na njeno povprecˇje.
3. Zanemari skupine, ki ne vplivajo na aktivacijo nevrona.
4. S konstantnimi utezˇmi optimiziraj pristranskosti.
5. Tvori le eno pravilo za vsak skriti in izhodni nevron. Pravilo je sesta-
vljeno iz pragu, ki ga dolocˇi pristranskost in utezˇenih prednikov, ki jih
dobimo iz vhodnih povezav.
6. Poenostavi pravila z izlocˇitvijo nepotrebnih utezˇi ali pragov, kjer je to
mogocˇe.
Slika 3.8: Primer rezultata n− of −m algoritma [28].
Po koncˇanem grucˇenju zˇelimo zanemariti nerelevantne grucˇe. Zanema-
rimo jih na podlagi povprecˇne utezˇi in pristranskosti, npr. grucˇa ima pet
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elementov in povprecˇno utezˇ 1.1, nobena kombinacija elementov ne more
aktivirati nevrona s pristranskostjo 6, zato jo zanemarimo v 3. koraku. V
koraku optimizacije zamrznemo utezˇi mrezˇe (tako ohranimo grucˇe) in po-
novimo ucˇenje pristranskosti. V zadnjem koraku poenostavimo pravila. To
storimo tako, da dolocˇimo kombinacije grucˇ, ki presezˇejo prag. Pravilo if
(6.1 ∗ n − true(A,C, F )) > 10.9 then posledice na primer preslikamo v if
(2 of (A,C, F )) then posledice. V primeru da pravilo vsebuje vecˇ grucˇ, ima
lahko vecˇ poenostavitev, zato ga pustimo v obliki z utezˇmi in pragom.
Podrobneje poglejmo primer na sliki 3.8. V prvem koraku najdemo dve
skupini (B,C,E) s povprecˇno utezˇjo 6.1 in (A,D, F,G) s povprecˇno utezˇjo
3.2. Z obema skupinama je mogocˇe aktivirati nevron s pristranskostjo 10. V
prvi skupini morata biti resnicˇna vsaj dva elementa, v drugi pa vsi. Zaradi
jedrnatosti optimizacije pristranskosti ne bomo izvedli. Tvorimo pravilo if
(6.1 ∗ (B,C,E) + 3.2 ∗ (A,D, F,G)) > 10 then posledice. Pravilo lahko
poenostavimo na vecˇ nacˇinov, zato ga pustimo v obliki z utezˇmi in pragom.
3.8 Interpretacija algoritma
Opisali bomo implementacijo n − of − m algoritma in opisali metodo za
sestavo konstruktov na podlagi njegovih rezultatov. Nato bomo dobljene
konstrukte vizualizirali in predstavili vez med njimi in razredom.
3.8.1 Implementacija n – of – m
Drzˇali smo se postopka, opisanega v 3.7.1, z izjemo enega koraka. Zaradi
razvojnega okolja Keras [4], ki nam ne omogocˇa zamrznitve le posameznih
utezˇi, ampak podpira zamrznitev celotnih slojev, smo izpustili cˇetrti korak
optimizacije s ponovnim ucˇenjem.
Parametre mrezˇe smo pridobili z uporabo Kerasovega vmesnika. V prvem
koraku smo grucˇenje utezˇi implementirali s Kmeans algoritmom. Optimalno
sˇtevilo grucˇ smo dolocˇili z vecˇkratno izvedbo algoritma in s silhuetno oceno.
36 Yannick Kuhar
3.8.2 Sestava konstruktov
Algoritem n−of−m vrne seznam seznamov indeksov, ki predstavljajo vhode,
na katere je pozoren posamezen nevron po ucˇnem procesu. To pomeni, da
seznam z indeksom 17 in vrednostmi [0, 2, 8, 12, 32, 42...] predstavlja sedem-
najsti nevron od zgoraj navzdol, ki je pozoren na vhodne vrednosti z indeksi
[0, 2, 8, 12, 32, 42...]. Na podlagi tega bomo sestavili konstrukte najbolj pogo-
sto opazovanih nevronov. Algoritem za vsak indeks vhoda izracˇuna procent,
koliko nevronov je pozornih nanj, in cˇe je ta vecˇji od vnaprej dolocˇene meje,
ga dodamo v konstrukt. Algoritem je opisan s spodnjo psevdokodo:
Algoritem 4 Algoritem za sestavo konstruktov
vhod: nevroni N, meja m
izhod: seznam najbolj aktivnih nevronov oz. konstrukt n – of – m
1: inicializiramo prazen konstrukt: construct = []
2: for i := 0; i < length(N); i++ do
3: candidate = occurrences(i, N) / length(N)
4: if candidate > m then
5: candidate.append(i)
return results
Tu je N seznam seznamov indeksov, m pa meja, ki ima vrednost med 0 in
1. S funkcijo occurrences(i, N) presˇtejemo, kolikokrat se indeks i pojavi v
N . Mejo m smo nastavili na 0.5 in smo jo dolocˇili z linearnim preiskovanjem
med 0 in 1 na mnozˇici USPS. Kakovost konstruktov smo preverili tako, da
smo z njimi naucˇili SVM in izracˇunali tocˇnost.
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3.8.3 Rezultati
Pri poskusih smo uporabljali samo kodirnik modela, zato bomo interpretirali
samo tega. Z algoritmom n− of −m smo pridobili pravila skritih nevronov
kodirnika, ki ima arhitekturo d− 500− 500− 2000− 10, kjer je d dimenzio-
nalnost vhodnih podatkov.
if 1 of 0,2,3,4,5,8,9,12,14,15,16,18,20,23,26,27,30,
31,32,35,38,40,47,50,53,55,58,60,61,69,72,75,78,79,
80 ,84 ,85 ,86 ,87 ,91 ,94 ,99 ,103 ,105 ,106 ,107 ,108 ,114 ,115 ,
123 ,125 ,126 ,128 ,129 ,135 ,141 ,143 ,144 ,146 ,147 ,152 ,153 ,
154 ,156 ,157 ,160 ,162 ,163 ,166 ,167 ,168 ,172 ,173 ,174 ,175 ,
176 ,178 ,179 ,181 ,182 ,185 ,191 ,195 ,196 ,199 ,201 ,206 ,210 ,
214 ,215 ,216 ,217 ,223 ,225 , ... then activate neuron
Zgornje pravilo smo dobili iz prvega nevrona kodirnika algoritma DC-Kmeans
na mnozˇici Fashion-MNIST. V tej obliki nam pravilo pove, na katere vhode
je nevron pozoren in cˇe ima eden od njih visoko vrednost, se aktivira. Kljub
temu mnozˇica taksˇnih pravil ne povecˇa interpretabilnosti modela, zato bomo
iz mnozˇice pravil sestavili konstrukte in jih predstavili na razumljivejˇsi nacˇin.
Poskuse smo izvajali na slikovnih mnozˇicah, kot so USPS, MNIST, Fashion-
MNIST in CIFAR100, in na mnozˇicah besedil, kot sta Reuters10k in IMDB
reviews, zato bomo predstavili dva pristopa. Zaradi jedrnatosti bomo pri-




Mnozˇico konstruktov smo razdelili na n podmnozˇic, kjer je n sˇtevilo razredov.
Delitev smo opravili na podlagi napovedi SVM na konstruktih. Posamezne
primere smo nato sesˇteli in koncˇno vsoto normalizirali. S tem smo dobili
splosˇne oblike razredov, na podlagi katerih model klasificira.
Slika 3.9: Oblike rocˇno napisanih sˇtevk, ki se jih je naucˇil algoritem DC-
GMM, na podatkovni mnozˇici MNIST.
Konstrukte smo vizualizirali na originalni dimenzionalnosti slik mnozˇice MNIST
(28 × 28). Cˇrni piksli niso del konstrukta in predstavljajo manj pomembne
atribute, ki smo jih v sestavi konstrukta zanemarili. Na sliki 3.9 vidimo oblike
rocˇno narisanih sˇtevk. Na podlagi intenzitete normaliziranih pikslov vidimo,
kateri vhodi najvecˇ prispevajo k razredu, npr. k razredu 1 najbolj prispeva
vecˇje sˇtevilo pikslov v obliki navpicˇne cˇrte, od katerih so najpomembnejˇsi
tisti na sredini cˇrte.
Konstrukti jezikovnih mnozˇic
Za jezikovno podatkovno mnozˇico smo uporabili isti pristop za delitev kon-
struktov kot pri slikovnih mnozˇicah. Nato smo iz vsake podmnozˇice izracˇunali
najpogostejˇsih tisocˇ besed in odstranili presek vseh podmnozˇic. Ta korak je
bil nujen, saj obstaja mnogo besed, ki se pojavijo ne glede na razred, pri
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IMDB ocenah npr. series, theatre, cinema. Dobljene rezultate na mnozˇici
IMDB reviews smo vizualizirali z oblakom besed, kot vidimo na slikah 3.10
in 3.11.
Slika 3.10: Oblak besed, ki se najpogosteje pojavijo v negativno klasificiranih
ocenah mnozˇice IMDB reviews.
Za oblak besed smo se odlocˇili, ker je ucˇinkovit, za predstavitev vecˇjega
sˇtevila besed. Tako enostavno predstavimo besede, ki so prisotne v dolocˇenem
razredu, npr. 3.10 predstavlja besede v negativnih mnenjih in vsebuje mnogo
besed z negativnim pomenom, kot so: disappointment, poorly, ridiculous.
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Slika 3.11: Oblak besed, ki se najpogosteje pojavijo v pozitivno klasificiranih
ocenah mnozˇice IMDB reviews.
Na sliki 3.11 vidimo besede s pozitivnim pomenom, kot: wonderful, fantastic,
stunning. Dobili smo jih z vizualizacijo pozitivnega razreda.
Poglavje 4
Evalvacija
V tem poglavju zˇelimo oceniti kvaliteto nasˇe reimplementacije postopka Deep-
Cluster. Najprej skusˇamo ponoviti rezultate avtorjev Tian in sod. [26]. V
nadaljevanju ocenjujemo nasˇo razsˇiritev in interpretiramo rezultate.
4.1 Primerjava algoritmov
V tabeli 4.1 predstavljamo rezultate iz izvornega cˇlanka avtorjev Tian in sod.
[26] in jih primerjamo z nasˇimi rezultati.
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Tabela 4.1: Rezultati izvornega algoritma DeepCluster [26] in nasˇe reimple-
mentacije na mnozˇicama MNIST in USPS.
Metoda
MNIST USPS
UCA NMI Purity ARI UCA NMI Purity ARI
K-menas 0.5618 0.5163 0.5997 0.3837 0.4585 0.4503 0.4767 0.3063
GMM 0.3505 0.2836 0.3672 0.1811 0.2900 0.2107 0.2917 0.1077
DAE-Kmeans 0.6903 0.6469 0.7171 0.5325 0.5955 0.5203 0.5985 0.4053
DAE-GMM 0.7853 0.7525 0.7896 0.6718 0.6422 0.5967 0.6422 0.4750
DC-Kmeans 0.8015 0.7448 0.8015 0.6442 0.6442 0.5737 0.6546 0.4559
DC-GMM 0.8555 0.8318 0.8555 0.6476 0.6476 0.6939 0.6713 0.4913
Sklearn-Kmeans 0.4513 0.5078 0.6016 0.3764 0.4111 0.4711 0.5051 0.2939
Sklearn-GMM 0.4787 0.5217 0.6171 0.3760 0.4141 0.4560 0.4828 0.2980
Sklearn-Hierarchical 0.3890 0.5915 0.5989 0.4069 0.3101 0.5099 0.4899 0.4068
Sklearn-DBSCAN 0.0000 0.0000 0.1124 0.0000 0.0000 0.0000 0.1253 0.0000
Ensemble Clustering 0.4783 0.4996 0.5976 0.3799 0.4081 0.4743 0.5030 0.2946
Reimplementacija: DAE-Kmenas 0.2044 0.1997 0.3138 0.1131 0.2727 0.2315 0.3485 0.1234
Reimplementacija: DAE-GMM 0.1805 0.1494 0.2216 0.0557 0.1343 0.0563 0.1616 0.0116
Razsˇiritev: DAE-Hierarchical 0.2392 0.2397 0.3722 0.1649 0.2626 0.2069 0.3434 0.1139
Razsˇiritev: DAE-DBSCAN 0.0000 0.0000 0.1102 0.0000 0.0000 0.0000 0.1141 0.0000
Razsˇiritev: DAE-Ensemble 0.2684 0.2341 0.3675 0.1490 0.2717 0.2540 0.3687 0.1405
Reimplementacija (Testna mnozˇica): DC-Kmenas 0.2379 0.2211 0.3479 0.1446 0.3141 0.2520 0.3717 0.1470
Reimplementacija (Cela mnozˇica): DC-Kmenas 0.2330 0.2086 0.3480 0.1345 0.3157 0.2299 0.3497 0.1342
Reimplementacija (Testna mnozˇica): DC-GMM 0.1576 0.1076 0.1963 0.0382 0.1303 0.0242 0.1434 0.0093
Reimplementacija (Cela mnozˇica): DC-GMM 0.1532 0.1050 0.1958 0.1958 0.1520 0.0886 0.1739 0.0369
Razsˇiritev (Testna mnozˇica): DC-Hierarchical TO TO TO TO 0.2949 0.2691 0.3828 0.1266
Razsˇiritev (Cela mnozˇica): DC-Hierarchical TO TO TO TO 0.2934 0.2691 0.3828 0.1571
Razsˇiritev (Testna mnozˇica): DC-DBSCAN 0.1019 0.0377 0.1627 0.0205 0.0000 0.0000 0.1182 0.0000
Raziritev (Cela mnozˇica): DC-DBSCAN 0.0615 0.0681 0.1738 0.0191 0.0000 0.0000 0.1000 0.0000
Raziritev (Testna mnozˇica): DC-Ensemble TO TO TO TO 0.2909 0.2409 0.3717 0.1362
Raziritev (Cela mnozˇica): DC-Ensemble TO TO TO TO 0.2757 0.1750 0.3325 0.1042
Vecˇnski klasifikator (Vzorec) 0.1094 0.0000 1.0000 0.0000 0.1283 0.0000 1.0000 0.0000
Vecˇinski klasifikator (Cela mnozˇica) 0.1099 0.0000 1.0000 0.0000 0.1052 0.0000 1.0000 0.0000
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Tabela 4.2: Rezultati izvornega algoritma DeepCluster [26] in nasˇe reimple-
mentacije na mnozˇicama Reuters10k in IMDB reviews.
Metoda
Reuters10k IMDB reviews
UCA NMI Purity ARI UCA NMI Purity ARI
K-menas 0.6018 0.3863 0.6595 0.3271 / / / /
GMM 0.4940 0.1964 0.4954 0.1048 / / / /
DAE-Kmeans 0.6648 0.4456 0.7499 0.4283 / / / /
DAE-GMM 0.6349 0.3576 0.7096 0.1884 / / / /
DC-Kmeans 0.7301 0.4447 0.7663 0.4892 / / / /
DC-GMM 0.6906 0.4458 0.7765 0.4040 / / / /
Sklearn-Kmeans 0.4700 0.5081 0.8222 0.4814 0.3718 0.0009 0.5107 0.0002
Sklearn-GMM 0.4911 0.5743 0.8289 0.5442 0.5124 0.0005 0.5129 0.0000
Sklearn-Hierarchical 0.2233 0.3562 0.6333 0.2472 0.3011 0.0002 0.5084 0.0001
Sklearn-DBSCAN 0.0000 0.0000 0.3989 0.0000 0.0000 0.0000 0.5024 0.0000
Ensemble Clustering 0.4556 0.5345 0.8011 0.5180 0.5060 0.0000 0.5012 0.0002
Reimplementacija: DAE-Kmenas 0.3044 0.1683 0.5089 0.0668 0.2700 0.0000 0.5113 0.0000
Reimplementacija: DAE-GMM 0.2222 0.0873 0.4967 0.0424 0.2944 0.1055 0.4722 0.2040
Razsˇiritev: DAE-Hierarchical 0.2422 0.1439 0.4633 0.0456 0.2291 0.0002 0.5087 0.0000
Razsˇiritev: DAE-DBSCAN 0.0000 0.0000 0.4156 0.0000 0.0000 0.0000 0.5067 0.0000
Razsˇiritev: DAE-Ensemble 0.2278 0.1300 0.4878 0.0388 0.2578 0.1366 0.5256 0.0952
Reimplementacija (Testna mnozˇica): DC-Kmenas 0.3078 0.1798 0.5500 0.0893 0.2582 0.0000 0.5040 0.0000
Reimplementacija (Cela mnozˇica): DC-Kmenas 0.3124 0.1551 0.5316 0.0735 0.2634 0.0001 0.5062 0.0001
Reimplementacija (Testna mnozˇica): DC-GMM 0.3089 0.2303 0.5989 0.1644 0.4942 0.0000 0.5048 0.0000
Reimplementacija (Cela mnozˇica): DC-GMM 0.3577 0.2310 0.6027 0.1674 0.5000 0.0000 0.5000 0.0000
Razsˇiritev (Testna mnozˇica): DC-Hierarchical 0.2078 0.1225 0.5044 0.0436 0.2289 0.0001 0.5062 0.0000
Razsˇiritev (Cela mnozˇica): DC-Hierarchical 0.2546 0.1082 0.5074 0.0809 0.2477 0.0000 0.5028 0.0000
Razsˇiritev (Testna mnozˇica): DC-DBSCAN 0.2533 0.0000 0.4356 0.0000 0.4958 0.0000 0.5042 0.0000
Raziritev (Cela mnozˇica): DC-DBSCAN 0.2471 0.0000 0.4312 0.0000 0.5000 0.0000 0.5000 0.0000
Raziritev (Testna mnozˇica): DC-Ensemble 0.2544 0.1659 0.5244 0.1152 0.4222 0.0003 0.5151 0.0006
Raziritev (Cela mnozˇica): DC-Ensemble 0.2429 0.1252 0.5186 0.0989 0.4489 0.0001 0.5041 0.0001
Vecˇnski klasifikator (Vzorec) 0.4144 0.0000 1.0000 0.0000 0.5113 0.0000 1.0000 0.0000
Vecˇinski klasifikator (Cela mnozˇica) 0.4200 0.0000 1.0000 0.0000 0.4982 0.0000 1.0000 0.0000
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Tabela 4.3: Rezultati izvornega algoritma DeepCluster [26] in nasˇe razsˇiritve
na mnozˇicama Fashion-MNIST in CIFAR100.
Metoda
Fashion-MNIST CIFAR100
UCA NMI Purity ARI UCA NMI Purity ARI
Sklearn-Kmeans 0.4530 0.5150 0.5779 0.3711 0.0856 0.2580 0.9780 0.0144
Sklearn-GMM 0.5046 0.5349 0.6038 0.3933 0.0848 0.2596 0.0961 0.0148
Sklearn-Hierarchical 0.3710 0.5849 0.5852 0.4008 0.0846 0.2580 0.0963 0.0138
Sklearn-DBSCAN 0.0000 0.0000 0.1038 0.0000 0.0000 0.0000 0.0133 0.0000
Ensemble Clustering 0.4678 0.5232 0.5813 0.3776 0.0874 0.2561 0.0996 0.0152
Reimplementacija: DAE-Kmenas 0.3825 0.4270 0.4732 0.2855 0.1004 0.3391 0.1115 0.0109
Reimplementacija: DAE-GMM 0.3924 0.4379 0.4379 0.2990 0.0304 0.0659 0.0304 0.0030
Razsˇiritev: DAE-Hierarchical 0.3884 0.4001 0.4638 0.2814 0.0993 0.3375 0.1085 0.0113
Razsˇiritev: DAE-DBSCAN 0.0000 0.0000 0.1044 0.0000 0.0000 0.0000 0.0152 0.0000
Razsˇiritev: DAE-Ensemble 0.3443 0.3324 0.4078 0.1942 0.0922 0.3268 0.1015 0.0081
Reimplementacija (Testna mnozˇica): DC-Kmenas 0.3659 0.4058 0.4830 0.2659 0.0985 0.3381 0.1104 0.0104
Reimplementacija (Cela mnozˇica): DC-Kmenas 0.3869 0.4059 0.5207 0.2893 0.0447 0.0789 0.0520 0.0073
Reimplementacija (Testna mnozˇica): DC-GMM 0.2917 0.2832 0.3457 0.1706 0.0367 0.0939 0.0367 0.0038
Reimplementacija (Cela mnozˇica): DC-GMM 0.3047 0.2815 0.3421 0.1621 0.0259 0.0391 0.0262 0.0038
Razsˇiritev (Testna mnozˇica): DC-Hierarchical TO TO TO TO TO TO TO TO
Razsˇiritev (Cela mnozˇica): DC-Hierarchical TO TO TO TO TO TO TO TO
Razsˇiritev (Testna mnozˇica): DC-DBSCAN 0.1000 0.0000 0.1079 0.0000 0.0000 0.0178 0.0000 0.0000
Raziritev (Cela mnozˇica): DC-DBSCAN 0.1079 0.0000 0.1777 0.0000 0.0000 1.0000 0.0000 0.0000
Raziritev (Testna mnozˇica): DC-Ensemble TO TO TO TO TO TO TO TO
Raziritev (Cela mnozˇica): DC-Ensemble TO TO TO TO TO TO TO TO
Vecˇnski klasifikator (Vzorec) 0.1062 0.0000 1.0000 0.0000 0.0178 0.0000 1.0000 0.0000
Vecˇinski klasifikator (Cela mnozˇica) 0.0982 0.0000 1.0000 0.0000 0.0089 0.0000 1.0000 0.0000
Rezultati poskusov v tabeli 4.1 in 4.3 z oznako TO pomenijo, da algoritem
ni izracˇunal resˇitve v danih 8 urah ali pa mu je pri izracˇunu zmanjkalo po-
mnilnika. Rezultati poskusov v tabeli 4.2 z oznako / pomenijo, da meritev
ni bilo.
Reimplementacija algoritma DeeplCuster ni tako uspesˇna kot v izvornem
cˇlanku [26], kjer so dosegli izboljˇsave nekaterih mer kakovosti grucˇenja tudi
za 50%. Kakor vidimo v tabeli 4.1, ima algoritem GMM tocˇnost 35.05%,
algoritem DC-GMM pa 85.55%. Glavni razlog za taksˇne rezultate je, da av-
torji niso izvedli delitve na ucˇno in testno mnozˇico, ampak so ucˇili in testirali
model na celotni mnozˇici. Po opravljeni delitvi se je pristop v poskusih iz-
kazal kot manj uspesˇen. Na mnozˇici MNIST je pristop z DAE poslabsˇal vse
mere kakovosti v primerjavi z obicˇajnim grucˇenjem. DC-Kmeans je izboljˇsal
vse mere proti DAE-Kmeans, vendar so slabsˇe od obicˇajnega grucˇenja. DC-
GMM pa je poslabsˇal vse mere proti DAE-GMM. Do podobnih rezultatov
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je priˇslo pri mnozˇicah USPS in Reuters10k. Pri USPS in Reuters10k je bilo
najboljˇse obicˇajno grucˇenje.
Analiza razsˇiritve
Nasˇa razsˇiritev je uspesˇnejˇsa od reimplementacije, saj smo v poskusih opazili
nekatere pozitivne ucˇinke. Na mnozˇici MNIST je bila optimizacija globokih
slik uspesˇna le pri algoritmu DC-DBSCAN.
Do podobne situacije je priˇslo pri poskusih na mnozˇici Fashion-MNIST.
Grucˇenje slik DAE-Hierarchical je izboljˇsalo le UCA v primerjavi z grucˇenjem
podatkov, DAE-DBSCAN pa le cˇistost. DC-DBSCAN je poleg cˇistosti iz-
boljˇsal tudi UCA. Pri grucˇenju s K-voditelji, GMM in ansambelskim grucˇenjem
je bilo grucˇenje podatkov uspesˇnejˇse.
Grucˇenje slik algoritmov DAE-GMM, DAE-Hierarchical in DAE-DBSCAN
je bilo uspesˇnejˇse od grucˇenja obicˇajnih podatkov. Slike DC-DBSCAN in
DC-Ensemble so sˇe izboljˇsale UCA, vendar ta ni presegla UCA vecˇinskega
klasifikatorja.
Pri mnozˇici CIFAR100 je bilo grucˇenje slik uspesˇnejˇse kot grucˇenje po-
datkov. DC-GMM in DC-DBSCAN sta globoke slike sˇe izboljˇsala. Kljub
temu so mere kakovosti najnizˇje med poskusi.
Pri mnozˇici Reuters10k sta bili le grucˇenji slik algoritmov DAE-Hierarchical
in DAE-DBSCAN uspesˇnejˇsi od grucˇenj podatkov. Pristop DC je slike algo-
ritmov sˇe izboljˇsal. Kljub izboljˇsavam nismo presegli UCA vecˇinskega klasi-
fikatorja.
Globoke slike mnozˇice USPS niso bile natancˇne, saj je bilo obicˇajno
grucˇenje najbolje.
Analiza konstruktov
Tabele 4.3, 4.4, 4.5, 4.6, 4.7 in 4.8 prikazujejo SCA modela SVM na konstruk-
tih in dimenzionalnost originalnih podatkov ter konstruktov. Zaradi veliko-
sti nekaterih mnozˇic in posledicˇno dolgega cˇasa racˇunanja smo podatkovne
mnozˇice vzorcˇili in vzorce razdelili na ucˇno in testno mnozˇico v razmerju
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70:30. Tudi tu smo dodali oznako TO, ki pomeni isto kot v razdelku 4.1. Iz
tabel 4.3, 4.4, 4.5 in 4.7 je razvidno, da kljub vecˇji izgubi atributov, dosezˇemo
visoke SCA. Najmanj uspesˇni so bili konstrukti mnozˇice CIFAR100, kot lahko
vidimo iz tabel 4.2, kjer so mere kakovosti nizke in iz slike 4.3, kjer vidimo
neinterpretabilne oz. nesmiselne oblike. Na sliki 4.3 smo prikazali le prvih
pet oblik od stotih. Konstruktov mnozˇice Reuters10k nismo mogli prika-
zati, ker so se v predobdelavi mnozˇice izgubila imena atributov. Od ostalih
pristopov smo uspeli dobiti informativne konstrukte. Na sliki 4.1 na pri-
mer vidimo oblike oblacˇil in obutev mnozˇice Fashion-MNIST, na sliki 4.2 pa
vidimo oblike na roke napisanih sˇtevk mnozˇice USPS.
Tabela 4.4: Rezultati meritev podatkovne mnozˇice z dodanimi konstrukti
konstruktov s SVM na podatkovni mnozˇici MNIST.
MNIST SCA konstruktov Dimenzionalnost podatkov Dimenzionalnost konstreuktov
DC-Kmeans 0.9067 784 269
DC-GMM 0.9027 784 256
DC-Hierarchical TO 784 TO
DC-DBSCAN 0.9024 784 274
DC-Ensemble TO 784 TO
Tabela 4.5: Rezultati meritev konstruktov s SVM na podatkovni mnozˇici
USPS.
USPS SCA konstruktov Dimenzionalnost podatkov Dimenzionalnost konstreuktov
DC-Kmeans 0.9182 256 115
DC-GMM 0.9141 256 136
DC-Hierarchical 0.9283 256 156
DC-DBSCAN 0.9293 256 150
DC-Ensemble 0.9192 256 136
Tabela 4.6: Rezultati meritev konstruktov s SVM na podatkovni mnozˇici
Reuters10k.
Reuters10k SCA konstruktov Dimenzionalnost podatkov Dimenzionalnost konstreuktov
DC-Kmeans 0.8856 2000 527
DC-GMM 0.8378 2000 268
DC-Hierarchical 0.8533 2000 264
DC-DBSCAN 0.8378 2000 254
DC-Ensemble 0.8244 2000 253
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Tabela 4.7: Rezultati meritev konstruktov s SVM na podatkovni mnozˇici
IMDB reviews.
IMDB reviews SCA konstruktov Dimenzionalnost podatkov Dimenzionalnost konstreuktov
DC-Kmeans 0.5942 500 275
DC-GMM 0.5958 500 245
DC-Hierarchical 0.5944 500 245
DC-DBSCAN 0.5987 500 251
DC-Ensemble 0.6073 500 234
Tabela 4.8: Rezultati meritev konstruktov s SVM na podatkovni mnozˇici
Fashion-MNIST.
Fashion-MNIST SCA konstruktov Dimenzionalnost podatkov Dimenzionalnost konstreuktov
DC-Kmeans 0.7949 784 264
DC-GMM 0.7995 784 270
DC-Hierarchical TO 784 TO
DC-DBSCAN 0.7902 784 256
DC-Ensemble TO 784 TO
Tabela 4.9: Rezultati meritev konstruktov s SVM na podatkovni mnozˇici
CIFAR100.
CIFAR100 SCA konstruktov Dimenzionalnost podatkov Dimenzionalnost konstreuktov
DC-Kmeans 0.0400 1024 283
DC-GMM 0.0411 1024 270
DC-Hierarchical TO 1024 TO
DC-DBSCAN 0.0289 1024 268
DC-Ensemble TO 1024 TO
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Slika 4.1: Oblike oblacˇil in obutev iz tabele 3.2, ki se jih je naucˇil algoritem
DC-GMM na podatkovni mnozˇici Fashion-MNIST. Slike prikazujejo razrede
Slika 4.2: Oblike rocˇno napisanih sˇtevk od 0 do 9, ki se jih je naucˇil algoritem
DC-Hierarchical na podatkovni mnozˇici MNIST.




V diplomski nalogi smo reimplementirali in razsˇirili algoritem DeepCluster
[26]. Kodirnik algoritma smo skusˇali interpretirati s konstruktivno indukcijo.
Namen naloge je bil preveriti prednosti pristopa v primerjavi z obicˇajnim
algoritmom nenadzorovanega ucˇenja in analizirati drugacˇno predstavitev po-
datkov.
Raziskali smo nadgradnjo DAE, kot nacˇin za zmanjˇsanje dimenzionalno-
sti podatkov. Glavna ideja nadgradnje je, da poleg optimizacije parametrov
DAE izvajamo tudi optimizacijo ucˇenja na zgrajeni predstavitvi oz. izvajamo
dvojno ucˇenje. Pristop smo sˇe nadgradili z vplivom konstruktivne indukcije,
kot kazˇe slika 3.2. Za dodane algoritme grucˇenja smo izvedli iskanje parame-
trov.
Rezultatov izvornega cˇlanka nismo uspeli ponoviti, saj avtorji niso opra-
vili delitve na ucˇno in testno mnozˇico oz. so testirali na ucˇni mnozˇici. V
nasˇih poskusih so zaradi tega rezultati bistveno slabsˇi.
Z n−of−m algoritmom smo iz utezˇi kodirnika razpoznali, kateri vhodi so
bolj pomembni in kateri manj. Na podlagi rezultatov algoritma smo sestavili
konstrukte in jih vizualizirali kot kazˇejo slike 3.9, 3.10 in 3.11. Na podlagi
vizualizacij smo vzpostavili vez med konstruktom in razredom. Pokazali smo
na primer, kaksˇne besede so prisotne v pozitivnih mnenjih v mnozˇici IMDB
reviews in kaksˇne v negativnih. Na mnozˇici MNIST smo pokazali, na podlagi
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katerih oblik se model odlocˇi, katera sˇtevka je narisana. Pristopa povecˇata
interpretabilnost modelov, saj lahko rezultate predstavimo nestrokovnjaku.
Nasˇ pristop je splosˇen, saj ga lahko uporabimo na konstruktih poljubne sli-
kovne ali besedilne mnozˇice.
V nasˇih poskusih je bila reimplementacija omejena na uporabo enake to-
pologije DAE in enake regularizacijske funkcije kot v originalni metodi Deep-
Cluster [26]. V nalogi smo preverili splosˇnost metode z dodatnimi poskusi
nad podatkovnimi mnozˇicami, ki izvorno niso bile uporabljene. V prihodnje
bi bilo smiselno preizkusiti sˇe druge topologije DAE in razlicˇne regularizacij-
ske funkcije ob razlicˇnih stopnjah regularizacije. Pristop bi lahko preizkusili
na drugih tipih samokodirnikov, kot so samokodirniki za odstranjevanje sˇuma
in konvolucijski samokodirniki. V ogrodje bi lahko integrirali tudi vecˇ algo-
ritmov za grucˇenje in razlicˇne sestave ansambelskega grucˇenja.
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