We consider the problem of finding the best harmonic or analytic approximant to a given function. We discuss when the best approximant is unique, and what regularity properties the best approximant inherits from the original function. All our approximations are done in the mean with respect to Lebesgue measure in the plane or higher dimensions.
Introduction.
For n ≥ 2, let B n denote the unit ball in R n , and for p ≥ 1 let L p denote the Banach space of p-summable functions on B n . Let L p h (B n ) denote the subspace of harmonic functions on B n that are p-summable. When n = 2, we often write D instead of B 2 , and we let A p denote the Bergman space of analytic functions in L p .
Let ω be a function in L p . We are interested in finding the best approximation to ω in A p and L p h (B n ). Existence of a best approximant is straighforward; this paper considers the following two qualitative properties:
(i) Uniqueness of best approximants, when p = 1.
(ii) Hereditary regularity of the best approximant f ⋆ inherited from that of ω, e.g., whether continuity, Hölder continuity, real-analyticity of ω in the closed unit disk enforce those properties in ω's best approximant.
These and many other similar questions have been well-studied for the case when the normalized area measure dA := 1 π dxdy is replaced by dσ = dθ 2π on the unit circle T and the spaces A p are replaced, accordingly, by the familiar Hardy spaces H p (cf., e.g., [Ak] , [D] , [Ka] , , [RS] , [W] ,and references cited therein). In that situation, the approach based on Hahn-Banach duality and the F. and M. Riesz theorem identifying the * Partially supported by NSF Grant DMS 97-03915 † Partially supported by NSF Grant DMS 95-31967
annihilator Ann (H p ) in L q (T, dθ) as H q 0 = {f ∈ H q : f (0) = 0}, q = p p − 1 turns out to be quite successful and answers a number of questions. The difficulty with this approach when using area measure is the tremendous size of the annihilator Ann (A p ) of A p in L q .
The following result, which we shall call Khavin's lemma, characterizes Ann (A p ).
For p : 1 < p < ∞, q : For p = 1, one needs in (1.1) to take the weak- * closure in
Since the dual of L p , p ≥ 1, is L q , where 1 p + 1 q = 1, the general Hahn-Banach duality relation for (1.1) then can be written in the following form (cf. e.g., , [D, Ch.8]) λ := inf
( 1.3)
The maximum in the right side of (1.3) indicates that the extremal function g ⋆ ∈ Ann (A p ) always exists.
The rest of the paper is organized as follows. In Section 2 we prove the existence of best approximations and characterize them. These results are not new (cf. ), but we include them for the sake of completeness and to set the stage for further discussion.
Section 3 deals with the problem of uniqueness of best approximations by analytic and harmonic functions. The interesting case here is, of course, p = 1. We show that if ω is continuous, the best analytic approximant is unique. For harmonic approximation, we can only show that in dimension 2 two different best harmonic approximants to a continuous function on the open disk cannot differ by a bounded function.
In Section 4 we prove two results concerning hereditary smoothness of best approximation by A p functions, and discuss some open problems.
Section 5 deals with "badly approximable" functions. In the harmonic case, this leads to questions concerning harmonic peak sets, which we investigate.
In Section 6, we give a new proof of the theorem of Armitage, Gardiner, Haussmann and Rogge [AGHR] characterizing best approximation in L 1 to functions continuous on B n and subharmonic on B n by functions continuous on B n and harmonic on B n .
Finally in Section 7, we consider best approximation in L 1 to the Newton kernel. We
give an explicit example of a smooth function, real-analytic on ∂B n , whose best harmonic approximant is unbounded. (The first example of this type was given in [GHJ] , where the authors showed that the best harmonic approximant to the monomial x 4 y 4 in L 1 (D) is not continuous on D) . We also construct a continuous function on the closed disk whose best analytic approximant is unbounded.
Although we carry out the presentation for analytic functions in the unit disk D, a large portion of the results readily extend to arbitrary smoothly bounded domains in C with merely cosmetic changes to the proofs. Let us also point out that somewhat related topics are discussed in a paper by Vukotić [V] .
The authors thank Makoto Sakai for a valuable communication that showed that some of our more optimistic conjectures were false, and Stephen Gardiner for pointing out a gap in an earlier version of the paper.
, p > 1 g, p = 1 and f ⋆ = 0, the conditions (2.3) (or, (2.4)) are satisfied and the statement follows.
For n ≥ m, we first find c := c(n, m, p) so that g :
Note that (setting |z| =:
. Hence, switching to polar coordinates and integrating with respect to θ first, we observe that g annihilates all monomials z k ,
we have g ∈ Ann (A p ). Then, as before, setting
and applying (2.3)-(2.4) we complete the proof. ⊳
Remark: The same argument shows that the best harmonic approximant to z n z m is cz n−m if n ≥ m, and cz m−n if m ≥ n.
3.1. Uniqueness of the best analytic approximation.
The following result is originally due to S. Ya. Khavinson [Kh6] , where it is a part of a much more general framework. However, for the reader's convenience we give a straightforward independent proof.
Theorem 3.1. For p > 1, the best approximant f ⋆ in (1.2) is always unique. For p = 1
and ω continuous in D, the best approximant f ⋆ is unique. For discontinuous ω the best approximation need not be unique.
Proof. For p > 1, uniqueness is an immediate consequence of the strict convexity of L p (cf., e.g., [Ak] ). Let p = 1 and ω be continuous in D. Let f 1 , f 2 be two best approximants to ω, let g ⋆ ∈ L ∞ be the extremal in the dual problem so the relations (2.4):
hold almost everywhere in D. Let us separate the following assertions.
Proof of Assertion 1. If ω(z) − f 1 (z) = 0, the conclusion is obvious since then ω(z) − f 2 (z) = 0 also. So, suppose ω(z) − f 1 (z) = 0. Then (since ω is assumed to be continuous in D) there is a disk ∆ := ∆(z, ρ) centered at z such that |ω − f 1 | and, consequently, also |ω − f 2 | are positive in ∆, and by (3.2) |g ⋆ | = 0 almost everywhere in ∆. Thus, (3.2) yields
and, hence (since both sides are continuous), (3.3) holds pointwise in ∆. In particular, (3.3) holds at z and the assertion is proved.
Proof of Assertion 2 (obvious). If p ≡ 0 in D, there is nothing to prove. If U 1 := {z : p(z) > 0} = ∅, then U 2 := D\U 1 = ∅ by the hypothesis. Hence ∂U 1 ∩D is a continuum (since it separates points in U 1 from those in U 2 ) on which p = 0.
End of the proof of the theorem.
Since f 1 , f 2 are both best approximants to ω, the hypothesis of Assertion 2 is satisfied. Hence, there is a continuum K on which, according to Assertion 1, f 1 = f 2 and, accordingly,
The following example shows that for discontinuous ω best approximations need not be unique (for p = 1, of course).
. ., and
and for any c : 0 ≤ c ≤ 1 we have
Thus, (2.4) is fulfilled and f ⋆ = c is the best approximant to ω. The proof of the theorem is now complete. ⊳
Remarks.
(i) The proof given of Thm. 3.1 extends word-for-word to arbitrary domains, in particular, to multiply-connected domains. This is in contrast with the situation in the Hardy space setting where an H 1 -best approximation even to a real-analytic function on the boundary of a finitely-connected domain (in L 1 (|dξ|) norm) need not be unique (cf.
[Kh2, Section 3]).
(ii) The argument given for the proof of Thm. (D) , then the best approximant is unique. For indeed, the boundary of the set 
. Then, taking f ⋆ = 1 we see that for 3.2. Uniqueness of the best harmonic approximation.
As before, strict convexity of L p yields the uniqueness of the best harmonic approxi-
For p = 1, the complete answer is unknown. Example 3.2 shows that for discontinuous ω the best harmonic approximant need not be unique. Similarly, the example at the end of the previous subsection shows that uniqueness in the dual extremal problem fails if the function ω coincides on a set of positive measure with a harmonic function. Whether an analogue of Thm. 3.1 holds for harmonic functions (i.e. whether continuous functions have unique best harmonic approximants in L 1 ) is unknown to the best of our knowledge. Here, we give some rather special results, which extend somewhat some of those in [GHJ] , where ω was assumed to be subharmonic and real-analytic. Let us first separate the following.
f re iθ dθ, 0 < r < 1 be the mean value of f over the circle of radius r.
Proof of the Lemma. Indeed,
Proof of the Proposition. Observe that (3.4) becomes equality when h = h ♯ (r) is radial and u is a constant. Also, note that in view of Assertions 1 and 2 in the proof of Thm.3.1 that extend mutatis mutandis to the harmonic approximation setting (in fact, to any setting where the approximating functions are continuous), it follows that any two best approximants always coincide on a whole continuum of points. Thus, to finish the proof it remains to show that a strict inequality holds in (3.4) if u is not constant.
Lemma 3.5. Let u be a (complex-valued) harmonic function in the closed disk. Then, for any r ≤ 1, we have
and equality holds if and only if u = const v, where v is a non-negative harmonic function
Indeed, since |u| is subharmonic, for equality to hold in (3.5) u must have a constant argument on rT := ∂D r and, hence, by the Poisson formula, everywhere in D r .
Now assume ω admits a non-constant best approximant u. First of all, by Lemma 3.4
ω also admits a constant best approximant, namely u(0). Replacing ω by ω−u(0) we reduce the problem to the following: ω is a radial, continuous function whose best approximant is zero (i.e., ω is "badly approximable"), and u is another, non-constant best approximant to ω with u(0) = 0. By Lemmas 3.4 and 3.5, for each r between 0 and 1 the function
, where k(r) is a unimodular constant, and v is a non-negative harmonic function in D which depends on r. Thus, the range of u in D r lies on a half-ray passing through ω(r). Consider two cases:
(i) The range of ω contains three noncollinear points. (Recall that the range of ω is a continuous curve). Then let 0 < a < b < c < 1 be three values of r such that
is contained in half-rays through A, B, and C. Hence, the range of u in the smallest circle D a must lie in the intersection of these three rays, i.e., it is at most a point, so u is a constant.
(ii) The range of ω is contained in a line. Translating and rotating we can assume without loss of generality that ω is real-valued and, as before, that one of its possible best approximants is a zero function. If ω ≡ 0, there is nothing to prove. Otherwise, ω must change sign in D (cf. (2.4)), by which we mean that there exist r 0 : 0 < r 0 < 1 such that ω (r 0 ) = 0 while either to the right, or to the left from r 0 close to r 0 ω has either positive or negative sign. Without loss of generality, assume that for r : r 0 − ε < r < r 0 for some small ε > 0 ω is positive. For all such r the range of u in D r is contained in a half-ray on the real axis with vertex at ω(r). Moreover, since u(0) = 0 while ω(r) > 0, it must always be the left half-ray. Hence, letting r → r 0 − 0 we obtain that u ≤ 0 in D r 0 . But u(0) = 0, so u ≡ 0 by the maximum principle and the proof is now complete. ⊳ Remark: The statement and proof of Proposition 3.3 go through with no difficulty to radial functions on B n (with rdr replaced by r n−1 dr).
Theorem 3.6. Let ω be a real-valued continuous function in L 1 (D) . Then ω cannot have two best harmonic approximants in L 1 whose difference is bounded.
Proof. Suppose h 1 and h 2 are best approximants of ω. Let f := ω − 1 2 (h 1 + h 2 ), and
Then f is continuous on D and has 0, h and −h as best approximants.
We wish to prove that if h is bounded then it is identically zero.
As |f |dA = |f +h|dA = |f −h|dA, we get that |f | ≥ |h| almost everywhere, and so by continuity everywhere, on D.
Notice that D \ P ∪ N is contained in the zero-set of h, and is therefore of zero area.
Define s(z) to be the function that is +1 on P , −1 on N , and 0 everywhere else on C. Note that by the harmonic analogue of (2.4) (with ω = f , f ⋆ = 0, and
But as
we get that
where δ n0 is the Kronecker symbol.
Now, some component of either P or N must intersect the disk of radius 1/ √ 2.
Without loss of generality, we can assume that some component P 0 of P does. Then the boundary of P 0 cannot intersect ∂D in a set of positive measure. For indeed, the Cauchy transform of N , the function
is continuous and bounded on the entire complex plane and analytic off N ; by (3.6),
Therefore u is analytic on P 0 and equal to 1 2z on ∂P 0 ∩ ∂D; if this latter set were of positive Lebesgue measure, then u(z) would equal 1 2z on all of P 0 . As P 0 intersects the disk of radius 1/ √ 2, we get that the Cauchy transform of N is greater in modulus than 1/ √ 2 at some point. But as N has area π/2, this contradicts the Ahlfors-Beurling theorem that says that the maximum value the Cauchy transform of a set of given area can attain is attained when that set is a disk and the point in question is on the boundary (for a proof see e.g.
[GK]). A calculation shows that therefore the maximum value of the modulus of the Cauchy transform of a set of area π/2 is 1/ √ 2.
So ∂P 0 is contained in the zero-set of h union a null set on ∂D (which is perforce a null-set also with respect to harmonic measure for P 0 , by Nevanlinna's majorization principle for harmonic measures). As h is bounded, and vanishes almost everywhere on ∂P 0 , it must be identically zero on P 0 , and hence on the whole disk. ⊳ Remarks (i) We could weaken the hypotheses of the theorem to say that ω cannot have two best harmonic approximants whose difference raised to some power p > 1 has a harmonic majorant, because again the vanishing of h almost everywhere on ∂P 0 forces it to be identically zero.
(ii) The theorem is false on other domains. Let G be a null quadrature domain, i.e. a domain such that the integral of every
, the function |h| has all the functions {ch : −1 ≤ c ≤ 1} as best harmonic approximants; if h is also bounded, the theorem fails.
(iii) The previous example can be translated into a remark about weighted approximation on the unit disk, via conformal maps. By considering the conformal map from the disk to the right half plane, we get e.g. that, with respect to the measure 1 |z − 1| 4 dA(z) on the unit disk, the function |(x−1) 3 −3(x−1)y 2 | has many best harmonic approximants that are bounded.
(iv) The problem with generalizing the proof to higher dimensions, using the techniques (v) Finally, we mention that we have not touched here the questions related to the best uniform (Chebyshev) harmonic approximation in D (p = ∞). Some results concerning the best Chebyshev harmonic approximation of subharmonic functions can be found in [HKL] .
Hereditary regularity
of the best analytic approximation in the disk. Proof. Note that by Remark (iii) after Theorem (3.1), the best approximant is unique even for p = 1. First, assume ω to be real-analytic in D. Let P m = { polynomials in z of degree ≤ m} and let λ m := min 
Then, using Stokes' formula and (4.1) we obtain
Thus, applying Hölder's inequality we obtain
p . Thus, invoking standard inequalities for Sobolev spaces we obtain from (4.3)
n. In particular, one gets that the best analytic approximant to ω(z) = 1 z − λ is in
Another type of regularity can be derived using the ideas from [Sh2] . The key idea is Clarkson's inequality (cf. [HS, p.227] ). Let p : 1 < p ≤ 2, 1 q
For u ∈ L p (D) and α of modulus 1, denote by R α u the operator
R α is an isometry of L p and R α A p = A p . Now, let us measure the "smoothness" of the function (the "mean Hölder condition") by saying that u ∈ Λ p σ , σ > 0, if for 0 ≤ t ≤ π,
(For simplicity, we shall just write Λ σ when the choice of p is understood). Of course, e.g.,
Theorem 4.2. Let 1 < p ≤ 2, and let q = p/(p − 1). Let ω ∈ Λ σ for some σ > 0 and let
Proof. By scaling, we can take ω − f ⋆ p = 1. Define the operator T t by Applying (4.6) with F = f ⋆ − ω and G = g − ω we get
(4.10)
Since 1 = f ⋆ − ω , the first term on the left in (4.10) is ≥ 1. Using also (4.9) we obtain (C denotes constants that may change from line to line)
where q ≥ p and we take t to be smaller than 1. Thus,
and recalling that g = T t f ⋆ we obtain the result. ⊳ Discussion of Theorem 4.2. Letting α = e it , the above assertion becomes
Now, by the Hausdorff-Young inequality (p ≤ 2!), cf. [D, p.83] :
So, from (4.13) it follows α = e it :
Fix an integer N and replace the integral on the left in (4.14) by that over 1 − 1 N , 1 and
. For that range of r and n, r n ≥ r
Now, for ξ < σ + 1, multiply (4.15) by t −ξ and integrate from 0 to 1. We obtain
The integral in (4.16) is, changing variables by nt = s, 18) where η = δ − τ is positive for τ sufficiently small and positive. Hence, for all k ≥ 1 we
so by Hölder's inequality
The coefficient of k in the exponent on the right-hand side of (4.19) can, by suitable choice of τ , be made negative for p > (iii) Here is another set of problems. For the sake of definiteness let us take p = 1. Assume ω ∈ C D , ω ∞ = 1 and that for some small ε > 0 we can find f ∈ A 1 so that
Question. What is the distance from ω to the unit ball in H ∞ in the L 1 -norm? In other words, estimate (in terms of ε) 
However, all the major ingredients of the arguments in [KP-GS] fail miserably for
Bergman functions. We think that the relationship between quantities (4.20) and (4.21) may be a fruitful topic for future investigations.
A p

Badly Approximable Functions
We shall call a function ω ∈ L p (D) badly approximable with respect to A p if its best approximant in A p equals 0.
Example 5.1.
Then the function ω := a(r)e −inθ is badly approximable by A p . Indeed,
, and by Theorem 2.2 the assertion follows.
(ii) Let p > 2, N = {0, z 1 , . . . , z n }-a finite set and let G be a contractive zero divisor in A p−2 (cf.
[DKSS]) corresponding to the zero set N . Then, G extends analytically across T. Set ω = G. ω is badly approximable. Indeed, one of the characteristic properties of a contractive divisor is that the measure |G| p−2 dA is a representing measure for bounded analytic functions and since G itself is bounded, for all A 1 functions. Hence, G |G| p−2 annihilates A p (G(0) = 0!), and by Theorem 2.2 ω := G is badly approximable.
On the other hand, we have Propsition 5.2. Let f (z) be analytic and satisfy
Proof. Indeed, otherwise by Theorem 2.2 we would have
an obvious contradiction. ⊳ It is quite easy, using duality, to characterize all badly approximable functions on the circle (in the context of Hardy spaces). In particular, conjugates of all inner functions vanishing at the origin are badly approximable. In the Bergman space, the situation is more complicated. It can be shown, e.g., that the functions
are not badly approximable in L 1 . Contrast the following result with Proposition 5.2.
Proposition 5.3. The function ω := (z − a) 4 , 0 < a < 1, is badly approximable in L 1 .
Proof. In view of Theorem 2.2 and Khavin's Lemma, we want to find a continuous
Integrating (5.1) we see that it is equivalent to the existence of a holomorphic function h
On T v = 0, so (5.2) yields that h(z) = z(z − a) 2 1 − az , and so,
has all the desired properties. ⊳
L 1 h (G) Badly Approximable Functions and Harmonic Peak Sets
Many of the ideas in harmonic approximation extend to R n , so we shall work there.
Let G be a domain in R n , and let us introduce the following two ways of measuring the size of a subset F with respect to harmonic functions.
Definition: For F a subset of G, define
Theorem 5.4. If F ⊆ G has B(F ) > 1, and ω in L 1 (G) is strictly positive a.e. on F , then ω is not badly approximable.
Proof. By the harmonic analogue of Theorem 2.2, if ω were badly approximable, then
Letting λ → ∞ gives A similar argument to the proof of Theorem 5.4 yields the following theorem.
has the property that ωh is strictly positive a.e. on F , then ω is not badly approximable.
We shall call F a weak peak set if A(F ) = ∞, and a strong peak set if B(F ) = ∞.
These sets seem of interest in their own right. A duality argument shows their connection with badly approximable functions and dual interpolation problems.
Proposition 5.6. The set F is a weak peak set for L Proof. F fails to be a weak peak set for L 1 h (G) if and only if there is a constant M such that
But then gχ F − ω g χ G\F is an extension of g that annihilates L 1 h (G). As the reasoning is reversible, this proves the characterization of weak peak sets.
Similarly, F fails to be a strong peak set for L Theorem 5.7. Suppose G is a bounded domain in R n and the boundary of G contains an isolated (n − 1)-dimensional manifold J which is also in the boundary of R n \ G. Then every full neighborhood of a point in J is a weak peak set for L 1 h (G).
Proof. It is easily shown that there is a point y in G such that a closest point in ∂G to y lies in J. Let z be a point in ∂G that is closest to y. Note that the ball centered at y of radius |y − z| is contained in G.
Let N be the intersection of an open set in R n containing z with G. Let u be a harmonic function on R n \ {0} with a non-integrable singularity at 0, such that u is not integrable over any ball with 0 in the boundary (e.g. let u be an appropriate partial derivative of the Newton kernel). Let z j be a sequence in R n \ G that converges to z. Let
Then N |u j | tends to infinity, while G\N |u j | stays bounded. ⊳ Lemma 5.8. Let G be a bounded domain in R n , and suppose F is a weak peak set for
Then for all c > 0, F c := F ∩ {x ∈ G : dist(x, ∂G) < c} is also a weak peak set.
Proof. In view of the proof of Theorem 5.7, we can assume that G \ F has a subset E of positive measure and with cl(E) ⊆ G.
As F is weak peak, there is a sequence h j in L 1 h (G), each function having norm one, and F |h j | tending to 1 as j → ∞. Passing to a subsequence if necessary, we can assume that h j converges uniformly on compact subsets of G to a harmonic function h.
As E |h j | → 0, it follows that h = 0 on E and therefore on all of G. Therefore h j tends to zero uniformly on compact subsets of G, and in particular on F \ F c . So
It is possible for a set F to touch the boundary but not be a weak peak set, provided it is very thin near the boundary.
Theorem 5.9. Suppose G is a bounded domain in R n , and F ⊆ G satisfies
Then F is not a weak peak set for L 1 h (G).
Proof. Let c n be the volume of the unit ball in R n . For some c > 0, the set F c satisfies
By Lemma 5.8, it is sufficient to prove that F c is not a weak peak set. Now suppose h is in L 1 h (G). Then by the mean value property for harmonic functions,
|h|dA. ⊳
Characterizing strong harmonic peak sets is more subtle. To determine whether a subset of the ball is a strong harmonic peak set, the center is of crucial importance. Let B denote the unit ball in R n , and recall that c n is its volume.
Theorem 5.10. Let F ⊆ B. Proof. Suppose first that F omits B(0, r), the ball centered at zero of radius r > 0. Then for any integrable harmonic function h
so F cannot be a strong harmonic peak set.
Conversely, if F is a domain that contains an open subset J of the unit sphere in its boundary, and if F is not a strong harmonic peak set, let ψ be a function in
annihilates L 1 h (B) and equals 1 on F . Claim: There is a C 1 function u on R n satisfying ∆u = ψ, u = 0 = ∂u ∂n on J.
Proof of claim: Let E be the fundamental solution of the Laplacian in R n , and define u by
Then ∆u = ψ and u is C 1 by elliptic regularity [GT] . Moreover, because for ξ ∈ R n \ B the function z → E(ξ − z) is harmonic on B, it follows from the fact that ψ annihilates
As u is C 1 , it follows that u and its first order partials vanish on J.
Let v be the modified Schwarz potential of ∂B, i.e. the function satisfying
As u and v agree on F and vanish along with their gradients on J, we must have u ≡ v in
and for n ≥ 3 we have
.
As v has a non-removable singularity at 0 and u is bounded, 0 cannot be in F . ⊳ For n = 2, it suffices in (ii) for ∂F ∩ ∂D to have positive measure -cf. Remark (iv)
after Theorem 3.6.
For an ellipse, the crucial points are the foci. A domain has to join only one of these to an arc on the boundary in order to be a strong harmonic peak set.
Theorem 5.11. Let E be an ellipse with foci ±1, and let F ⊂ E. (ii) If F is not a strong peak set for L 1 h (E), as in Theorem 5.10 we can find a function u ∈ C 1 (R 2 ) that has ∆u = 1 on F and vanishes along with its gradient on I. Therefore it coincides with the modified Schwarz potential v of ∂E on F . But Interestingly, any neighborhood of a rough boundary point is automatically a strong harmonic peak set.
for all ε > 0, such that u and ∇u vanish on J, but u is not identically zero in a neighborhood of any point on J. Moreover, if n = 2, and J is a Jordan arc, then J must actually be an analytic arc.
Proof. As in the proof of Theorem 5.10, if F is not a strong peak set, there is a function ψ
h (G) and equals one on F . Then u = E * (ψ) satisfies equation (5.3).
In the case n = 2, it follows from [Sh1,p.39] that the existence of u satisfying (5.3) forces J to be an analytic arc. ⊳ Example 5.13: If G is a square, it follows from Theorem 5.12 that any neighborhood of a corner is a strong L 1 h (G) peak set. More is true: if F is a ribbon connecting two different sides (though maybe missing the corner), then it is still strong peak. This is because a u satisfying equation (5.3) would actually be uniquely determined by knowing it vanished along with its derivative on an arc of one side of the square -it would have to be the modified Schwarz potential of a half-plane. But it would also have to be the modified Schwarz potential of another half-plane, corresponding to the other side that F touches.
These two functions are different, and cannot agree on any open set.
However, if F is a large set that only touches one side, it will not be a strong peak set.
For there is a C ∞ function v on R n , identically 1 on a neighborhood of F , and identically zero on a neighborhood of the three sides that F doesn't touch. Let u be the modified Schwarz potential of the side F does touch. Then it follows from Green's theorem that
; moreover f is 1 on F and in L ∞ , so F can not be a strong peak set.
Clearly the ideas in Example 5.13 could be extended to other domains.
A Proof of the AGHR Theorem
Our methods allow us to give new proofs of the results of Armitage, Gardiner, Haussmann and Rogge [AGHR] .
Let ρ = ρ n = 2 −1/n , and let B 0 be the open ball centered at zero of radius ρ (so it has exactly half the volume of B). Let σ be the function that is −1 on B 0 , +1 on B \ B 0 , and 0 off B.
For n ≥ 2, let L be the differential operator on R n given by
First we prove the following Lemma.
Lemma 6.1. Suppose g is in L ∞ (B) and g ≤ 1. If n = 2, suppose also that D g = 0.
Then for all y in B with |y| = ρ, we have
with strict inequality unless g is, almost everywhere, a unimodular constant times σ.
Proof. First assume n ≥ 3. Then a calculation yields that
Therefore, as E(x − y) = c|x − y| 2−n for the appropriate constant c = c(n), we get that
For |y| = ρ, the right-hand side of (6.1) is maximized if
Moreover, there will be cancellation in the integral in (6.1) unless g is a unimodular constant times σ.
Now consider the case n = 2. A calculation gives
As before, this will be maximized when |y| = ρ by g(x) = σ(x). ⊳ Now we can prove Proposition 2 from [AGHR]. Proof. Let Ω = F ∩ (B \ B 0 ). Then both E * g and E * σ have Laplacian 1 on Ω, and vanish along with their gradients on ∂Ω ∩ ∂B (since they both vanish identically off B).
Therefore they agree on Ω, and in particular L(E * g) = L(E * σ) on Ω. If ∂Ω ∩ ∂B 0 is non-empty, then Lemma 6.1 forces g to equal σ. ⊳ Note that in dimension 2, one only needs F ∩ ∂D to have positive measure.
In the terminology of Section 5.2, Theorem 6.2 says that if F is a domain containing a full neighborhood of ∂B, then B(F ) ≤ 1 if and only if F ∩ B 0 is empty.
We need the following result for the case that G is the ball and K the center point.
As we think it may be useful in other cases, we give it in greater generality. Note that hypothesis (6.3) will be satisfied if, for example, the capacity of K is zero and µ is positive.
Proposition 6.3. Suppose G is a domain in R n , with piecewise smooth boundary, that satisfies a quadrature identity
, where µ is a signed measure supported on K, and K has (n − 1)-dimensional Hausdorff measure zero. Let U µ = E * µ be the Newtonian potential of µ, and assume lim sup
Let ω be continuous on G and subharmonic on G, and assume that it is badly approx-
Then if ω is non-negative on K, it is non-negative on G.
Proof. As ω is badly approximable, there is a function g in the ball of L ∞ (G) that agrees with sgn(ω) when ω = 0 and that annihilates L 1 h (G); let us extend this function to be 0 off G, and denote the new function also by g. Let
and both vanish identically off G.
Note first that if P 0 is any component of P := {ω > 0}, then by subharmonicity and continuity of ω we must have that ∂P 0 contains a relatively open subset of ∂G. As u and v agree outside G, it follows from Holmgren's theorem (which asserts that if a harmonic function and its gradient both vanish on an (n−1)-dimensional manifold, then the function must be identically zero) and the fact that K has (n − 1)-dimensional Hausdorff measure 0 that the function u − v, which is harmonic on P 0 \ K, must vanish identically on P 0 \ K.
As v and u − U µ are C 1 , it follows from (6.3) that K must be disjoint from P . Moreover, it is zero on ∂N (because it is zero on ∂P and ∂G). Therefore on N , the function u − v is constant. As ∆(u − v) = 2, this forces N to be empty. ⊳
The main result of [AGHR] now follows from Theorem (6.2) and Proposition (6.3).
Corollary 6.4. Suppose ω is continuous on B and subharmonic on B, and that h is continuous on B and harmonic on B. Then h is a best L 1 -approximant to ω if and only if (i) h = ω on ∂B 0 , and
Proof. (Sufficiency) If hypotheses (i) and (ii) hold, then sgn(ω − h) = σ whenever ω − h is non-zero. As σ annihilates L 1 h (B), it follows that h is a best harmonic approximant of ω.
(Necessity) Conversely, if h is a best harmonic approximant of ω, let f = ω − h. As f is badly approximable, there is a function g of norm 1 in L ∞ (B) that annihilates L 1 h (B) and agrees with sgn(f ) whenever f is non-zero.
As f is subharmonic and continuous on B, it cannot be strictly positive at any point of B 0 without being positive on a set F which satisfies the hypotheses of Theorem 6.2. So by that theorem, we must have that f ≤ 0 on B 0 .
By the sub-mean value property of subharmonic functions, we must also have ∂{f < 0} ∩ B ⊆ ∂{f > 0}.
Therefore we must either have that f < 0 on B 0 , or f ≡ 0 on B 0 . In the first case, g must equal σ a.e., and (i) and (ii) follow. In the second case, (i) is immediate, and (ii) follows from Proposition 6.3, as f (0) ≥ 0 forces f to be non-negative on all of B. ⊳
Another consequence of Lemma 6.1 is the following "equigravitational" result, which was suggested to us by Björn Gustafsson.
Corollary 6.5. Let K ⊆ B be a closed set with volume equal to the volume of B 0 , and such that its potential U K := E * χ K agrees outside B with U B 0 . If K = B 0 , then no boundary point y of B 0 can be joined to ∂B by an arc Γ that is disjoint from K \ {y}.
Proof. Define g to be −1 on K and +1 on B \ K. If there were such an arc Γ, it could be thickened to give an open set F which does not meet K except possibly at y. As in the proof of Theorem 6.2, we have E * g = E * σ in F , and Lemma 6.1 gives a contradiction. ⊳
Smooth functions with unbounded best approximants
First we characterize the best harmonic approximant to the Newton kernel with pole in the ball of radius ρ 2 n , where as before ρ n = 2 −1/n . For any point y in R n , let y ′ be the Kelvin reflection in the sphere ∂B 0 , i.e. y ′ is on the same ray through the origin as y and
We shall continue to use σ to denote the function that is −1 on B 0 and +1 on B \ B 0 .
Theorem 7.1. For n ≥ 3, the best harmonic approximant in L 1 (B n ) of the function
When y = 0, the best approximants are the constant functions 1 ρ n and log 1 √ 2 respectively.
Proof. Let |y| ≤ ρ 2 n . By direct computation,
, and therefore h is the best harmonic approximant. ⊳
Notice that if f is replaced by min(f, M ) for some large constant M , or even by a C ∞ smoothing, the function sgn(h − f ) will still be σ, so h will still be the best approximant (if n = 2, take the cut-off from below). Letting |y| = ρ 2 n , therefore, we get:
There exists a C ∞ -function that is real-analytic in a neighborhood of ∂B and whose best harmonic approximant is unbounded on B.
This is in marked contrast with the behaviour in L 2 :
Theorem 7.3. If G is a domain in R n with smooth boundary that is real-analytic near the boundary point x 0 , and f in L 2 (G) extends real-analytically across x 0 , then its best approximant in L 2 h (G) also extends real-analytically across x 0 . Proof. Let u be the orthogonal projection of f onto L 2 h (G), so
where g is in L 2 (G) and annihilates L 2 h (G). By the harmonic analogue of Khavin's Lemma, there is v in W 2,2 0 (G) with ∆v = g in G.
As f extends real-analytically across x 0 , and denoting the extension also by f , there is, in some small ball B centered at x 0 , a solution to the Cauchy problem ∆w = f, w = 0 = ∇w on ∂G ∩ B.
Let Ω = G ∩ B. Then on Ω, we have ∆w = u + ∆v, so ∆∆(w − v) = 0. Thus, w − v satisfies the biharmonic equation in Ω, and vanishes along with its gradient on ∂Ω ∩ ∂G (i.e. a trace of the function in W 2,2 (Ω) does).
As ∂Ω ∩ ∂G is is real-analytic near x 0 , by "regularity up to the boundary" theorems for elliptic operators [F, p.205] we get that w − v extends real-analytically across x 0 , and so therefore does v. Thus we get that u = f − ∆v extends real-analytically across x 0 . ⊳ Another corollary to Theorem 7.1 is the following: with strict inequality unless g equals a.e. a unimodular constant times σ. Moreover, ρ 2 n is the largest number for which this is true.
Proof. For simplicity, we give the proof in the case n ≥ 3; the case n = 2 is similar. Let h y be the best harmonic approximant to 1 |x − y| 2−n . For |y| ≤ ρ constant a.e. For this would force h y (x) − 1 |x − y| 2−n to vanish on ∂B 0 . If ρ 2 n < |y| ≤ ρ n , this would force h y to have a pole at y ′ which is inside B; and if ρ n < |y| < 1, this would force h y to have a pole at y.
So if s(x) = sgn(h y (x) − 1 |x − y| 2−n ), then |E * s(y)| will be strictly larger than |E * σ(y)|. Therefore there is no cancellation in the first integral, and so g must equal s a.e.
In other words, knowledge of g on the (small) set F , along with the fact that g
annihilates L 1 h (B) and is of norm 1, uniquely determines it.
In the analytic case, we can construct a continuous function with unbounded best approximant, but have not been able to make ω any smoother:
Proposition 7.6. There is a function ω that is continuous on the closed disk and whose best analytic approximant in L 1 (D) is unbounded near every point of ∂D.
Proof. Let f = u +iv be a holomorphic function on the unit disk, whose imaginary part is continuous on ∂D and whose real part is positive and unbounded on ∂D (e.g. the Riemann map onto the set {x + iy : x > 1, 0 < y < 1 x }). By taking a suitable convex combination of rotates of f , we can moreover assume that u is unbounded near every point of ∂D, and that f is in A 1 .
Let ω(z) = 2(1 − |z| 2 )u(z) + iv(z).
Then ω is continuous on D, because u(z) = o(log |1 − z|). Moreover, 
