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Abstract
We give a detailed review of two algorithms that solve the minimization
case of the assignment problem. The Bertsekas’ auction algorithm and the
Goldberg & Kennedy algorithm. We will show that these algorithms are
equivalent in the sense that both perform equivalent steps in the same
order. We also present experimental results comparing the performance
of three algorithms for the assignment problem. They show the auction
algorithm performs and scales better in practice than algorithms that are
harder to implement but have better theoretical time complexity.
1 Introduction
The assignment problem can be stated as follows. We have a bipartite graph
G = (U unionsq V,E), with |U | = |V |, and an integer weight function over the edges
of G given by w : E → Z. The objective is to find a perfect matching of
G of minimum weight. We call the pair {G,w} an instance of the assignment
problem, or equivalently an integer weighted bipartite graph. A perfect matching
of minimum weight is called an optimum matching . If the graph has no perfect
matchings, then the problem is infeasible.
The assignment problem is important from a theoretical point of view be-
cause it appears as a subproblem of a vast number of combinatorial optimization
problems, and its solution allows the development of algorithms to solve other
combinatorial optimization problems.
The roots of the assignment problem can be traced back to the 1920’s studies
on matching problems. And more remarkably by the 1935 marriage theorem
of Philip Hall. The assignment problem can be modeled as a linear program,
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with the property that its associated polyhedron has all the vertices integer
valued. Therefore, this problem can be solved using general linear programming
techniques. The problem with these techniques is that they do not perform well
in practice. This has pushed the development of specialized algorithms that
exploit the particular structure of the assignment problem. For instance, Kuhn
proposed in [15] the first polynomial time algorithm for solving the assignment
problem. Since then, the assignment problem has been deeply studied, see for
instance [16, 1, 6, 18, 15, 16, 14]. For a more detailed account of this fascinating
topic, we refer the reader to [9]. The -scaling auction algorithm [5] and the
Goldberg & Kennedy algorithm [13] also solve the assignment problem and for
long time they have been considered as different algorithms, for instance see
Section 4.1.3 of [9]. However, in this paper it will be shown that they are
equivalent in the sense that one can be transformed into the other by means of
memory optimization.
Through the paper, we will use the following notation: m = |E|, n = |U | =
|V |, and W = maxuv∈E |w(uv)|. The theoretical time complexity of these two
algorithms is not the best currently known. The best current time complexity for
the assignment problem is O(
√
nm log(nW )) proposed by Gabow & Tarjan [10],
while the time complexity for the -scaling auction algorithm is O(nm log(nW )),
as well as for the Goldberg & Kennedy algorithm. In our experience, the auc-
tion algorithm performs a much better in practice than other algorithms with
equal or better theoretical time complexity, including the Goldberg & Kennedy
algorithm.
The -scaling auction algorithm has been modified onto several variants to
directly solve related problems such as shortest path [4], min-cost flow (see [3]
p. 17, [5]), assignment, transportation [5] and many others. An important
advantage of the auction algorithm is that it can be implemented using parallel
computation [2]. It is important to remark that the auction algorithm only
works with balanced instances, that is, |U | = |V |.
The -scaling auction algorithm operates like a real auction, where a set of
persons U , compete for a set of objects V . In this scenario, to each object is
assigned a price which, in certain sense, represents how important is the object
for the persons. The optimization process is done in a competitive bidding,
where the prices of the objects are properly reduced in order to make the desired
object of a person less desirable to the other persons.
On the other side, the Goldberg & Kennedy algorithm is based on network
flow techniques. The algorithm transforms the problem into a minimum-cost
flow problem, and aims to build an optimum flow on a couple of auxiliary
digraphs. Once we get an optimum flow, the induced optimum matching is
easily obtained.
2 The -scaling Auction algorithm
In the -scaling auction algorithm every object v has a price p(v). This set of
prices can be seen as a price function over V defined by p : V → R. For every
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edge uv ∈ E we define the reduced cost w′(uv) of job v for the person u as
w(uv)− p(v).
The objective in the auction algorithm is to find prices p(v) for the jobs and
a perfect matching M such that every person is assigned to the job that has
almost the minimum reduced cost that the person can get. This condition is
expressed in the following definition.
Definition 1. Given  > 0. A set of prices p and a perfect matching M are
said to satisfy the -Complementary Slackness condition, or -CS condition for
short, if they satisfy:
w′(uv) ≤ min
z∈N(u)
w′(uz) + , ∀uv ∈M.
The following theorem shows the reason of why this condition is important.
Theorem 2. Let M∗ be a perfect matching of minimum weight and  > 0. If
a perfect matching M satisfies the -CS condition with a set of prices p, then
w(M∗) ≤ w(M) ≤ w(M∗) + n.
Proof. Part w(M∗) ≤ w(M) follows because M∗ is optimum. In the other hand,
from the definition of -CS condition follows that:
w(M) =
∑
uv∈M
w(uv) =
∑
uv∈M
w(uv)−
∑
v∈V
p(v)+
∑
v∈V
p(v) =
∑
uv∈M
(w(uv)−p(v))+
∑
v∈V
p(v)
≤
∑
uv∈M∗
(w(uv)− p(v) + ) +
∑
v∈V
p(v) =
∑
uv∈M∗
w(uv) +
∑
uv∈M∗
 = w(M∗) + n.
Since we are dealing with integer-weighted bipartite graphs, the following
corollary shows how to obtain an optimum matching via the -CS condition.
Corollary 3. If a perfect matching M and a set of prices p satisfy the -CS
condition for  < 1n , then M is of minimum weight.
Proof. Let w(M∗) be the optimum weight. Theorem 2 implies that w(M∗) ≤
w(M) < w(M∗) + 1. Since the weights are integral, then w(M) = w(M∗).
The pseudo-code given in Algorithm 1 shows how to obtain a perfect match-
ing and a set of prices that satisfy the -CS condition for a given  > 0. If
the given instance has perfect matchings, then the procedure always terminates
with the correct output as we will see later. It is important to remark that if the
instance has no perfect matchings then the procedure will fall into an infinite
loop. This algorithm is called the auction algorithm.
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Algorithm 1: The auction algorithm
1 i nput : an i n s t a n c e {G,w} ,  > 0 and p r i c e s p .
2 output : a p e r f e c t matching M and p r i c e s p s a t i s f y i n g
the −CS c o n d i t i o n .
3
4 procedure au c t i o n (G,w, , p)
5 M = φ
6 whi le |M | < n do
7 take an una s s i gned u ∈ U
8 b id ( u )
9 end
10 re tu rn (M,p)
11 end
12
13 procedure b id (u)
14 Let uv and uz be the edges w i th the sm a l l e s t and
the second sma l l e s t r educed co s t s , r e s p e c t i v e l y .
15 i f (v i s a s s i g n e d to some u′ ∈ U )
16 remove u′v from M
17 append uv to M
18 γ = w′(uz)− w′(uv)
19 p(v) = p(v)− γ − 
20 end
Note that we allow the procedure to receive initial prices p. Such initial prices
have no particular restrictions, they can be any real values. The algorithm will
automatically adjust them after each iteration and will end up with the correct
output as the following proposition shows, which is proven in [5]. However, as
we will see later, the initial prices have a big impact on the running time of the
procedure.
Proposition 4. If the auction procedure, described in Algorithm 1, is applied to
a feasible instance of the assignment problem, then the procedure will terminate
after a finite number of iterations and will return a matching and a set of prices
that satisfy the -CS condition, regardless of the initial prices.
It turns out that if the initial prices p are random and  is very close to
0, then the resulting matching will be optimum or close to optimum, but the
running time will be huge, and if  is large then the running time will be small
but the matching will be far from being optimum. However, if the initial prices
have a structure close to the -CS condition, then the running time is proven
to be O(nm) [5]. The -scaling auction algorithm exploits this behavior to
efficiently find a perfect matching M that satisfies the -CS condition for our
small  < 1n . The pseudo-code is given in Algorithm 2, and makes use of the
auction procedure. The scaling factor α > 1 is a custom parameter and remains
constant during the execution.
Algorithm 2: min epsilon scaling auction
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1 i nput : a we ighted b i p a r t i t e graph {G,w} .
2 output : a minimum we ight p e r f e c t matching .
3
4 procedure :  s c a l i n g a u c t i o n (G,w )
5  =W
6 p(v) = 0 , ∀v ∈ V
7 whi le  ≥ 1/n do
8  = /α
9 (M, p) =au c t i o n (G,w, , p)
10 end
11 re tu rn M
12 end
The idea of the -scaling auction algorithm is to iteratively find a sequence
of pairs {M,p} that satisfy the -CS condition, where the sequence of values for
 is {W/α,W/α2,
W/α3, . . . ,W/αk}, with W/αk < 1/n. Note that the resulting prices that satisfy
the -CS condition for  = W/αi almost satisfy the -CS condition for the next
iteration with  = W/α(i+1).
As we mentioned before, each call to the auction procedure takes O(nm)
time. And the number of scaling phases is O(log(nW )). This gives us a total of
O(nm log(nW )) running time for the -scaling auction algorithm. The following
corollary follows directly from Proposition 4 and Corollary 3.
Corollary 5. If the -scaling auction procedure is applied to a feasible instance
of the assignment problem, then the procedure will terminate after a finite num-
ber of steps and will return an optimum matching.
3 Goldberg & Kennedy algorithm
The Goldberg & Kennedy algorithm [13] applies network flow techniques to the
assignment problem, which is a special case the minimum-cost flow problem.
Their algorithm is base on the push-relabel technique [11]. The complexity of the
resulting algorithm is O(nm log(nW )) and an overview is presented following.
Given a weighted bipartite graph {G = (U unionsq V,E), w : E → Z}, it is trans-
formed into an instance of the min-cost flow problem {Gˆ = (U unionsq V, Eˆ), w, c, d}.
First, Gˆ is considered as a directed graph with the same vertex set U unionsq V and
the arc set Eˆ equal to the edges of E but oriented from U to V . We denote the
arc that goes from u to v by −→uv. The capacity function is given by c(−→uv) = 1,
∀−→uv ∈ Eˆ. And the supply function is given by d(u) = 1 ∀u ∈ U , and d(v) = −1
∀v ∈ V .
A pseudoflow is a function f : Eˆ → Z such that f(−→uv) ≤ c(−→uv) for every arc−→uv ∈ Eˆ. We define the excess flow of a vertex x ∈ U unionsq V by:
ef (x) = d(x) +
∑
−→yx∈Eˆ
f(−→yx)−
∑
−→xy∈E
f(−→xy). (1)
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A node v satisfying ef (v) > 0 is called active. A flow is a pseudoflow with no
active nodes. The weight of a pseudoflow is:
w(f) =
∑
−→uv∈Eˆ
w(−→uv) · f(−→uv). (2)
The objective is to find a flow of minimum weight.
Given a pseudoflow, the residual capacity of an arc −→uv ∈ Eˆ is cf (−→uv) =
c(−→uv) − f(−→uv). The residual graph induced by the flow is Gf = (U unionsq V,Ef ),
where the set of residual arcs Ef contains the arcs that satisfy cf (
−→uv) > 0 and
the reversed arcs −→vu such that cf (−→uv) = 0. The weight function wf defined over
the residual arcs is wf (
−→uv) = w(−→uv) for forward arcs, and wf (−→vu) = −w(−→uv) for
reversed arcs.
Let p : U unionsq V → R be a function that assigns prices to the vertices. The
reduced cost of an arc −→xy ∈ Ef is given by wp(−→xy) = wf (−→xy) + p(x)− p(y). The
partial reduced cost of an arc −→uv ∈ Eˆ is w′p(−→uv) = w(−→uv)− p(v).
Given  > 0, a pseudoflow f is said to be -optimal, with respect to the price
function p, if every arc of Ef satisfies the following:
For a reversed arc −→vu: wp(−→vu) ≥ −, (3a)
For a forward arc −→uv: wp(−→uv) ≥ 0. (3b)
Theorem 6. Let  < 1/n. If f is -optimal with a price function p, then it is
of minimum weight.
The proof of this theorem is given in [12] and [13]. Note that given a pseud-
oflow, a matching is induced by the arcs that carry one unit of flow. The full
pseudocode of the algorithm is shown in Algorithm 3. The real number α > 1
is a custom parameter and remains constant during the execution of the algo-
rithm. During the algorithm, we assume that we construct and keep track of
the directed graphs Gˆ and Gf . To keep track of the matching induced by the
resulting flow, we use the variable M , where M(v) = u if and only if f(−→uv) = 1.
Algorithm 3: Goldberg & Kennedy algorithm
1 I npu t : a we ighted b i p a r t i t e graph {G, w} .
2 Output : a matching o f minimum we ight .
3
4 procedure Goldberg Kennedy (G,w )
5  =W
6 p(v) = 0 , ∀v ∈ V
7 whi le  ≥ 1/n do
8  = /α
9 (f, p) = r e f i n e (G, w, , p)
10 end
11 re tu rn M ( Matching induced by f )
12 end
13
14 procedure r e f i n e (G, w, , p)
6
15 f(−→uv) = 0 , ∀−→uv ∈ Eˆ
16 p(u) = −min−→uz∈Eˆ w′p(−→uz) , ∀u ∈ U
17 whi le f i s not a f l ow do
18 take an a c t i v e u ∈ U
19 doub l e pu sh ( u )
20 end
21 re tu rn (f, p)
22 end
23
24 procedure doub l e pu sh (u)
25 l e t −→uv and −→uz be the a r c s w i th the sm a l l e s t and
26 second sma l l e s t p a r t i a l r educed co s t s ,
r e s p e c t i v e l y
27 p(u) = −w′p(−→uz)
28 send one u n i t o f f l ow from u to v
29 i f (ef (v) > 0)
30 send one u n i t o f f l ow from v to i t s match M(v)
31 M(v) = u
32 p(v) = p(u) + w(−→uv)− 
33 end
The following theorem, which proof can be found in [13] and [12], states the
correctness of the algorithm.
Theorem 7. If G is feasible and balanced, then the Goldberg Kennedy procedure
will finish and will return a matching of minimum weight.
4 Equivalence of the -scaling auction and the
Goldberg & Kennedy algorithms
It is worth mentioning that the pseudocode of the previous algorithms were
presented a bit different from the original versions, while maintaining the same
flow of operations. The objective in doing so is to make easier, to the reader,
to observe the similitude between the algorithms.
The central idea to see the equivalence is to make changes to the G&K
algorithm that turn it into the -scaling auction algorithm. The changes are fo-
cused in getting rid of the auxiliary directed graphs used in the G&K algorithm,
which turn out to be redundant, inducing more expensive computations and an
unnecessary increase of the memory space, as well as hard to follow.
We are going to go through the Goldberg & Kennedy algorithm as described
in Algorithm 3. First note that reduced cost from the auction algorithm and
partial reduced cost from Goldberg & Kennedy are the same thing. Given an
underlying edge uv, both are defined as w(uv)− p(v).
Let us go through the refine procedure line-by-line to show the equivalence
with the auction procedure described in Algorithm 1. At first, the flow vanishes,
which is the same as setting the induced matching empty. The second line only
initializes the prices of the set U which, as we will see later, are redundant
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and a waste of computation, we can safely remove this initialization. The while
condition is the same as testing whether the induced matching has less than
n edges. And finally, taking an active vertex is the same as taking a vertex
which is not assigned under the induced matching. Therefore, we can rewrite
the refine procedure as in Algorithm 4.
Algorithm 4: Modified refine procedure
1 procedure r e f i n e (G, w, , p)
2 M(v) = φ , ∀v ∈ V ;
3 whi le |M | < n do
4 take an una s s i gned u ∈ U ;
5 doub l e pu sh ( u ) ;
6 end
7 re tu rn (M,p) ;
8 end
Continuing with the double push procedure of Algorithm 3, the first instruc-
tion is clearly the same as the first instruction of the bid procedure of Algo-
rithm 1. For the second instruction, note that the previous value of the price of
u is completely ignored, because it is replaced by the minimum partial reduced
cost given by its neighbours. This observation proves that the initialization
discussed in the previous paragraph, inside the original refine procedure, is in-
deed redundant. Back to the double push procedure, note that the only place
where the price of u is used is in the last instruction, therefore we can directly
replace the computed price in this last instruction and forget about the second
instruction. There are no more places in the pseudocode where the prices of U
show up, this shows that the prices for the vertices of U are not needed. Once
we substitute the computed price of the second line into the last line, the last
instruction is equivalent to p(v) = p(v)− γ − , where γ = w′p(uz)−w′p(uv), as
the following chain shows:
p(v) = −w′p(uz)+w(uv)− = p(v)−w′p(uz)+w(uv)−p(v)− = p(v)−(w′p(uz)−w′p(uv))−
The instruction where we send one unit of flow from u to v and the instruc-
tion M(v) = u in the double push procedure are equivalent, but since we want
to get rid of the flow, we reject the first one and just conserve the second one.
Finally, the condition in the if instruction is equivalent to test if the vertex v
is already assigned under the induced matching, and sending one unit of flow
from v to M(v) is equivalent to remove the edge M(v)v from the matching.
Then the double push procedure can be rewritten in the equivalent form shown
in Algorithm 5.
Algorithm 5: Modified double push procedure
1 procedure doub l e pu sh (u)
2 l e t uv and uz be the a r c s w i th the sm a l l e s t and
3 second sma l l e s t p a r t i a l r educed co s t s ,
r e s p e c t i v e l y ;
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4 i f (v i s a s s i g n e d to some u′ ∈ U )
5 M(v) = φ ;
6 M(v) = u ;
7 γ = w′p(uz)− w′p(uv) ;
8 p(v) = p(v)− γ −  ;
9 end
As we can see, we have removed the need of keeping the matching in two
equivalent structures, the flow and the matching. Therefore we can also replace
the flow by the matching in the Goldberg Kennedy procedure. If we compare
side by side this equivalent version of the Goldberg & Kennedy algorithm with
the -scaling auction algorithm, we will notice they are the same.
One final thing to do is to make sure that the optimality condition of the
Goldberg & Kennedy algorithm is equivalent to the optimality condition of the
-scaling auction algorithm. Since the optimality condition makes use of the
prices of the vertices of U , which were removed in the new versions, we will
focus on the original pseudocode of the G&K algorithm.
If we keep track of the prices of the vertices of U in the original pseudocode,
it is not hard to find that at the end of every iteration in the loop, the price
of any vertex u ∈ U is equal to p(u) = −minuz∈Eˆw′p(uz). This is clear in the
initialization, but at the beginning of the double push procedure the price p(u) is
modified such that it is assigned the negative second minimum partial reduced
cost for u, but at the end of the procedure the price p(v) is also changed in
such a way that the second minimum is now the minimum partial reduced cost.
Therefore, the original optimality condition (3) is equivalent to the following:
1. For a reversed arc −→vu (i.e. for every uv in the matching):
wp(
−→vu) ≥ − ⇐⇒
wf (
−→vu) + p(v)− p(u) ≥ − ⇐⇒
−(w(−→uv)− p(v)) ≥ p(u)−  ⇐⇒
w(−→uv)− p(v) ≤ −p(u) +  ⇐⇒
w′p(uv) ≤ minuz∈Eˆw′p(uz) + ,
(4)
2. The second condition is redundant as we can see following, proceeding
similar to the previous case. For a forward arc −→uv (i.e. for every other
edge uv):
wp(
−→uv) ≥ 0 ⇐⇒ w′p(uv) ≥ minuz∈Eˆw′p(uz)
Which is the same as the optimality condition of the -scaling auction algo-
rithm.
5 Performance analysis
This section is dedicated to present experimental results about the performance
of three different algorithms: the -scaling auction algorithm with theoretical
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time complexity of O(nm log(nW )), the Hungarian algorithm [15] with time
complexity of O(mn + n2 log n) and the FlowAssign algorithm [20] with time
complexity of O(m
√
s log(sW )). Where {G = (UunionsqV,E), w} is a weighted bipar-
tite graph not necessarily balanced, with n = |U | ≥ |V | = s. The objective is to
show that a very easy-to-understand and easy-to-implement algorithm like the
auction algorithm performs and scales a lot better in practice than algorithms
that are harder to implement and, as in the case of the FlowAssign algorithm,
have better theoretical time complexity. The reason we do not include the
Goldberg & Kennedy algorithm in this analysis is that we have just shown that
this algorithm performs redundant computations and memory wastes, therefore
it is expected a worst performance respect to the auction algorithm. Further-
more, we have also proven that if we optimize the implementation of the G&K
algorithm we will end up implementing the auction algorithm.
To compare the performance of the algorithms we will construct different
types of random instances with different structures. This is motivated by the
fact that each algorithm may perform better on some graph structures than
others and we want to explore how the algorithms behave to different graph
configurations.
An instance of the assignment problem has two components, the bipartite
graph and the edge weights. We will define constructions for each component
separately since we can pick one of each to form an instance. Given a bipartite
graph G, we define its density as ρ(G) =
|E|
n · s ∈ [0, 1]. Note that in a complete
bipartite graph Kn,s we have ρ(Kn,s) = 1.
5.1 Models for generating random instances
The first model for generating random bipartite graphs is the Erdo¨s-Renyi
model. Here, every possible edge of the bipartite graph has probability d to
stay in the graph, under a Bernoulli distribution. The pseudocode to generate
this type of random bipartite graphs is given in the following procedure, which
takes as argument: the number of vertices in U , the number of vertices in V
and the target density d.
Algorithm 6: Erdo¨s-Renyi model for generating random bipartite graphs
1 procedure e r d o s r e n y i (n, s, d)
2 U = {u1, . . . , un} , V = {v1, . . . , vn} , E = φ ;
3 f o r each u ∈ U , v ∈ V :
4 i f ( g e t B e r n o u l l i ( d )==1) add edge uv to E ;
5 re tu rn G = (U unionsq V,E) ;
6 end
The function getBernoulli(d) returns 1 with probability d and 0 with probability
(1− d). It is not difficult to see that in the resulting graph ρ(G) ≈ d. Observe
that in this model, the degrees of the vertices satisfy that deg(u) ≈ d·s for u ∈ U
and deg(v) ≈ d · n for v ∈ V . In other words, we get almost null variability in
the distribution of the degrees in both sides.
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The second model is the dispersed-degree model. It is designed to make
the distribution of the degrees in the side U more variable while preserving the
target density d. Basically, we define the degree of each vertex u ∈ U as an
integral uniform random number in the interval [d · s − r, d · s + r], where r is
a custom dispersion radius. Note that r ≤ s ·min(d, 1− d), to keep the degrees
in the valid range [0, s]. Since different densities induce different upper bounds
for the dispersion radius, then we define the normalized dispersion radius as
the quotient of the dispersion radius by the upper bound. Thus the normalized
dispersion radius is always in the range [0, 1]. Therefore, since the interval is
centered at d · s, then ρ(G) ≈ d. Once we have defined the degree deg(u) of
a vertex u ∈ U , its neighbors are a random subset of V of size deg(u). The
following pseudocode shows how to generate this class of graphs. It takes as
input: the number of vertices in U , the number of vertices in V , the desired
density d, and the custom radius of dispersion 0 ≤ r ≤ s ·min(d, 1− d).
Algorithm 7: Dispersed-degree model for random bipartite graphs
1 procedure d i s p e r s e d d e g r e e (n, s, d, r )
2 U = {u1, . . . , un} , V = {v1, . . . , vn} , E = φ ;
3 f o r each u ∈ U d e f i n e deg(u) := rand(d · s− r, d · s+ r) ;
4 f o r each u ∈ U :
5 take deg(u) random e l ement s o f V as n e i g hbo r s
o f u ;
6 re tu rn G = (U unionsq V,E) ;
7 end
For the structure of the random weights, we assume that the weights will
be in the integer range {1, . . . , 100000}. We have three models for assigning
random weights to the edges. The first model is the uniform-weights model that
assigns to every edge an uniform random weight in the range {1, . . . , 100000}.
The second model is the uniform-low-high-weights model. This model randomly
partitions the set of edges in two parts, the low-weights part and the high-
weights part, according to a parameter p ∈ [0, 1]. Every edge has probability p
of being in the low-weights part, under a Bernoulli distribution, whose size is
≈ p · |E| and the weights of these edges are chosen random uniform in the range
{1, . . . , 1000}. The size of the high-weights part is ≈ (1−p) · |E| and the weights
of these edges are chosen random uniform in the range {1001, . . . , 100000}. The
third model is the low-or-high-weights model and is similar to the uniform-low-
high-weights model, the difference is that the weights of the low-weights part
are fixed at 1 and the weights of the high-weights part are fixed at 100000.
From the time complexities of the algorithms we can see that if |V | is asymp-
totically smaller than |U |, then the FlowAssign algorithm is expected to be on
advantage. Furthermore, the random graphs that we will generate can be un-
balanced, in this case the objective is to find a minimum-weight matching that
covers all the vertices in the smaller side V . The Hungarian and the FlowAssign
algorithms are designed to directly solve the assignment problem on unbalanced
graphs, while the auction algorithm is not. The auction algorithm must address
that problem by working on an induced balanced graph that has the double
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of vertices and edges, therefore the first two algorithms are expected to be on
advantage on unbalanced instances.
5.2 The experimental results
To generate the random instances to be solved by the algorithms, we defined a
list of values for each parameter and solved instances for all the possibilities of
parameter configurations. The list of values are:
1. Edges distribution = {erdos-renyi, dispersed-degree},
2. Costs distribution = {uniform, uniform-low-high, low-or-high},
3. n = {1000, 2000, 4000, 8000},
4. s = {log n,√n, n},
5. Density = {0.1, 0.5, 1.0},
6. Normalized dispersion radius = {0.1, 0.5, 1.0} (only for dispersed degree),
7. Low costs portion = {0.1, 0.5, 0.9} (only for uniform-low-high and low-or-
high).
Note that we include families of asymptotically smaller values of s respect to n
to explore the advantage of the FlowAssign algorithm’s time complexity. Each
instance is defined by picking one of each parameter. Since the instances are
generated randomly and the computer can have different workload when solving
an instance, we decided to take the solving time of a fixed set of parameters
as the average solving time of solving ten different random instances generated
under the same parameters. Also, in the following experimental results, given
a subset of parameters at fixed values, its solving time is the average time of
all the instances that share the same values in such parameters. The machine
used to solve the instances is Windows 8.1 (64-bit), Intel i5-4670 at 3.4 GHz (4
CPUs) and 16 GB RAM.
In Figure 1, we explore the sensitivity of the algorithms respect to the
normalized dispersion radius parameter for the dispersed-degree random graph
model. We can observe that the auction and FlowAssign algorithms perform
worst at high normalized dispersion radius, while the Hungarian algorithm seems
to benefit a little at high values of the parameter.
In Figure 2, we explore the sensitivity of the low-costs edges portion for the
low-or-high-weights costs model. Its interesting that this parameter seems com-
pletely irrelevant for the Hungarian algorithm, while the FlowAssign algorithm
seems to perform significantly better at high values of the parameter. For the
auction algorithm, the best value seems to lie somewhere in the middle. This
behavior may be influenced from the fact that the probability that the low-cost
edges contain a (one-side) perfect matching increasing quickly with the number
of edges, due to the way the edges are randomly generated.
In Figure 3, we explore the sensitivity of the low-costs edges portion for the
uniform-low-high-weights costs model. This time the Hungarian algorithm is
sensitive to the parameter and performs worst at high values of the parameter,
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as well as the auction algorithm. The FlowAssign algorithm behaves similar
than in the low-or-high-weights costs model.
In Figure 4, we explore the sensitivity of the algorithms to the random graphs
models. In this case the auction algorithm performs better in the dispersed-
degree random graphs model, while the FlowAssign and Hungarian algorithm
performs better in the Erdo¨s-Renyi model. This behavior can be related to the
normalized dispersion radius.
In Figure 5, we explore the sensitivity of the algorithms to the random costs
models. For this parameter the behavior is interesting. For the auction al-
gorithm, we can observe a significantly worst performance in the low-or-high
costs model but only for very unbalanced graphs, while for balanced graphs the
algorithm performs its worst with the uniform-low-high costs model. Interest-
ingly, the FlowAssign algorithm benefits a lot from the low-or-high costs model,
and performs equal for the other two models. And the Hungarian algorithm
performs a little better in the uniform costs model than in the other models.
Remember that the auction algorithm has to solve the problem in an auxiliary
graph with double number of vertices and edges when the graph is unbalanced.
Note the huge solving time difference between the algorithms in all the graphs
presented so far. The performance of the auction algorithm is outstanding in
every scenario, the performance of the FlowAssign algorithm is acceptable and
the performance of the Hungarian algorithm is extremely poor.
In Figure 6, we explore the sensitivity of the algorithms to the unbalanceness
gap, that is, to the asymptotic of s = |V | respect to n = |U |. In this case we can
observe that for s = log n, the Hungarian algorithm performs better in average,
followed by the Auction algorithm and then the Flow Assign algorithm, all of
them with a significant difference. For s =
√
n, the FlowAssign and Hungarian
algorithm perform similar between them and a lot better than the Auction
algorithm. Remember that the auction algorithm is in big disadvantage in the
unbalanced case in more than one way. For the balanced case s = n, the Auction
algorithm is in first place, followed by FlowAssign by a significant factor and
then Hungarian by a huge factor.
6 Conclusions
We have shown that two apparently different algorithms are rather the same
under a few optimizations in allocation space. In other words, if we change a
little bit the G&K algorithm in order to get off of redundant objects, we end
up exactly with the auction algorithm. Therefore any heuristic developed for
one of the algorithms can be implemented in the other without difficulty. Also
the auction algorithm automatically induces a parallel implementation [2, 19]
on the G&K algorithm.
From the performance analysis, we conclude that the Auction algorithm
performs impressively better against other algorithms, even under conditions
that put it in disadvantage. The only cases where it performed worst than its
competitors is where the time required to solve the instances is very low. But
13
in general the auction algorithm outperformed its competitors by a big factor,
even to the FlowAssign algorithm which has much better time complexity and
is designed to exploit the unbalanceness gap of the bipartite graphs.
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Figure 1: Sensitivity analysis of the normalized dispersion radius parameter.
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Figure 2: Sensitivity analysis of the portion of low cost edges for the low-or-
high-weights costs model.
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Figure 3: Sensitivity analysis of the portion of low cost edges for the uniform-
low-high-weights costs model.
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Figure 4: Sensitivity analysis of the random graphs models.
19
0
1
2
3
4
5
6
7
8
9
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
log(n) sqrt(n) n log(n) sqrt(n) n log(n) sqrt(n) n
2000 4000 8000
Se
co
n
d
s
Auction algorithm
0
10
20
30
40
50
60
70
80
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
log(n)sqrt(n) n log(n)sqrt(n) n log(n)sqrt(n) n
2000 4000 8000
Se
co
n
d
s
FlowAssign algorithm
0
100
200
300
400
500
600
700
800
900
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
u
n
if
o
rm
lo
w
-o
r-
h
ig
h
u
n
if
o
rm
-l
o
w
-h
ig
h
log(n)sqrt(n) n log(n)sqrt(n) n log(n)sqrt(n) n
2000 4000 8000
Se
co
n
d
s
Hungarian algorithm
Figure 5: Sensitivity analysis of the random costs models.
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