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ABSTRACT 
 
The intensification of hydrological cycle and its nature is an important question in hydrology. 
The human activities are a major cause of change in hydrological cycle. The fluctuations in 
hydrological cycle can influence the dynamics of ecosystem. The changes in global water cycle 
and the corresponding redistribution of precipitation is a threat to food availability, stability, 
access and utilization. The droughts as well as floods have increased in number and scale.  The 
effect of climate change can be seen by understanding the changes in trends of evaporation, 
precipitation, temperature and increase in level of water as well as salinity in seas as well as 
oceans. There has been extensive climate change in North America. The major impacts of 
climate change in North America are sea level rise, wildfire and insect outbreaks, increased risk 
of deaths due to heat waves and degraded water quality, diminishing snowfields and increase 
in precipitation. There is increase in intensity as well as frequency of precipitation in North 
America. Studies have been focused on extreme precipitation and extreme dry days as well as 
timing of precipitation. In this study the focus is on change in precipitation probability and 
persistence of wet days and dry spells over contiguous US and south Canada. There is a paucity 
of empirical evidence for this study. We are studying the pattern of rain and no-rain statistics 
analyzed over decadal time scale to identify any statistically significant temporal patterns of 
change using observed data. The year is divided into four seasons and all the comparisons are 
made seasonal as well as yearly.  The day with a precipitation greater than 0.1 mm is consid-
ered as a rainy day.  Here we show that precipitation probability and persistence of wet days 
has generally increased throughout the study area with the exception of a few stations. This 
study also presents the variation of magnitude of precipitation as well as its seasonal distribu-
tion in Minnesota River Basin. The motivation for the study is the sediment increment in 
Minnesota River. We anticipate that the northwestern and north eastern US have undergone a 
major change. The amount of precipitation received by these areas is already high; this means 
wet days are getting wetter.  
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CHAPTER 1 
INTRODUCTION 
 
Huntington et.al, have observed an intensification of hydrologic cycle (Huntington 2005). It is 
important to know the effect of climate change on hydrologic cycle. The main question is how 
the warming of climate will affect the intensification of hydrologic cycle. An example of the 
latter is the change in amount as well as spatial and temporal variation of precipitation. The 
intensity of precipitation has increased in many areas and there is a change in the ratio of snow 
and rain as well (Feng et al. 2007). The frequency of extreme weather events such as floods, 
droughts and cyclones is also increasing (Tompkins 2002).  
The main components of hydrologic cycle are evaporation, precipitation, groundwater and 
runoff. All these components have been affected by climate change. The evapotransipiration 
has increased leading to a decrease in the soil moisture in many areas (Jung et al. 2010). The 
melting of glacial ice and the amount of snow received is also increasing (Bajracharya et al. 
2008). The rate of evaporation also varies from place to place depending on relative humidity 
and temperature of the area and thus affecting the groundwater availability. The groundwater 
is also getting affected by the increased evapotranspiration and irrigation (Taylor et al. 2012). 
The increase in runoff increases the water in water bodies such as river or streams which 
further enhances the sea level. There is an increase in coastal inundation and wetland loss from 
this sea level rise (Nicholls 2004). 
The warming of atmosphere increases the ability of atmosphere to hold more water vapor and 
increases evaporation. This further increases the amount of precipitation received. Increasing 
trends in precipitation and surface temperature have also been observed. Moreover, the warm 
atmosphere also increases the rate of evaporation. The vegetation cover is changing all over 
the world because of aforementioned change in temperature and precipitation (Notaro et al. 
2007). 
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The intensification of hydrological cycle can pose many problems for humans. It is important to 
understand the hydrologic cycle to know about the risks and uncertainties. If the amount of 
precipitation received is high,  it can cause threats like flooding, soil erosion and landslides. The 
climate models have suggested that wet areas are getting wetter and dry areas are getting drier 
(Trenberth 2011). This will also increase the problem of water scarcity as the distribution of 
precipitation is already uneven in time and space. The intensification of hydrologic cycle will 
also make it more uneven. This will further increase the risk due to droughts and floods and 
thereby can affect the agriculture, land values and human settlements. 
The glacial melt has accelerated in summer and the replenishment of glaciers has decreased in 
winter due to the warming of surface. This is shrinking the size of glaciers which in turn leads to 
a decrease in runoff due to glacial melt. This is causing the problem of reduced water 
availability in the areas where glacial water is an important source of water in summer. 
The climate change affects the water quality also (Murdoch et al. 2000). The flooding can bring 
the pollutants and contaminants by runoff to drinking water reservoirs. Whereas droughts can 
decrease the groundwater and the remaining groundwater will mostly be of inferior quality. 
The decreased precipitation and runoff will increase the concentration of pollutant in 
groundwater and the saline water and contaminants will seep into the groundwater. 
The increase in temperature will also increase the temperature of water bodies such as rivers 
and lakes. This will decrease the oxygen content in water bodies and will affect the ecosystem 
in water bodies (Solheim et al. 2012). An increase in the water salinity in oceans and seas has 
also been observed.  This increase in sea level will increase the saline content in groundwater 
and water bodies in the coastal regions. The future predicted with these observed trends will 
lead to a day when earth becomes uninhabitable for humans. 
A wide array of studies has been done to understand the reality of climate change. The 
researchers are trying to predict the future climate change to better understand the problem. 
The precipitation is an important part of hydrologic cycle. Many studies are focused on 
understanding the trends of precipitation using the past historical data or various climate 
models. Studies have been done to find the effect of global warming and greenhouse gases on 
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intensity and amount of precipitation (Sun et al. 2007). These studies are mainly focused on 
understanding the change in extreme precipitation events.  
The analyses done related to precipitation can be divided into rain and no rain analyses. The 
two parameters that can be used to explain the latter are extreme dry days and frequency of 
continuous number of dry days (Polade et al. 2014, Tammets 2007). The research on historical 
data and modelled data has been done to understand the return period of extreme 
precipitation and changes in the intensity of precipitation (Groisman et al. 2004). There are 
studies related to the timing of seasonal precipitation as well as discussion about the change in 
length of the precipitation season. There is not much contribution in the area of non-extreme 
precipitation events. The other drawback is that, there is paucity of empirical evidence. The 
data used by the studies is either model data or observed data of shorter duration. 
We are studying the pattern of rain and no-rain statistics analyzed over decadal time scale to 
identify any statistically significant temporal patterns of change over a period of 100 years using 
observed data. A day with precipitation greater than 0.1 mm is considered as a rainy day. It has 
been observed that US and Canada have experienced major climate change. So the area chosen 
for the study is contiguous US and south Canada. 
The chapters of this thesis are arranged as follows: 
Chapter 2 begins with a review of literature on global climate change. It explains the problem of 
climate change and the studies done to understand the climate change. The effect of climate 
change on precipitation is also described. The precipitation change in study area (US and 
Canada) and Minnesota River Basin is also discussed. Additionally, the effect of noise on the 
ecosystem is explained. 
Chapter 3 begins with the introduction about study area (US and Canada) and data. It also talks 
about method used for the analysis of precipitation. The results obtained by the analysis are 
discussed. 
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Chapter 4 begins with the introduction about Minnesota River Basin and data used for the 
analysis. The trends observed in precipitation of Minnesota River Basin are also discussed in this 
section. 
In the end, Chapter 5 briefly summarizes and discusses conclusions of this study. 
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CHAPTER 2 
LITERATURE REVIEW 
 
2.1 Global Climate Change 
The intensification of hydrological cycle and its nature is an important question in hydrology 
(Huntington 2005). Human activities and climate change are a major cause for disturbing 
hydrological cycle. It is necessary to predict the change in climate to be able to prepare for the 
risks and uncertainties in hydrological cycle. The intensification of hydrological cycle can be 
estimated by going over the historical trends of the following variables: precipitation, 
evapotranspiration, runoff, and the change of soil and groundwater content. The drawback is 
that historical data is available for only solar radiation, precipitation, and runoff but not for the 
other variables (Qian et al. 2007). 
Global climate change has shown its impact on the intensity as well as frequency of 
precipitation. The main forms of precipitation are rain, snow, sleet and freezing rain. If  liquid 
precipitation is falling and the ground surface temperature is above freezing point then it is 
known as rain but if the temperature is below or equal to freezing point, then it’s called  
freezing rain.  There is a change in the amount of rain and snow as well as ratio of snow to rain. 
The observations have shown an increment in surface temperature, evaporation as well as 
precipitation. If the surface temperature is increased, then water holding capacity of 
atmosphere improves. This increases the relative humidity as well as evaporation which are 
also followed by a further increase in the amount of precipitation. If the region is dry, then it 
will favor high temperature as there will be less cooling due to evaporation. On the other hand, 
the wet regions observe relatively cool atmosphere because of evaporation. The high latitude 
areas in winter receive more precipitation in warm regions due to warm moist advection in 
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extratropical cyclones and cold regions receive less precipitation due to restricted water 
holding capacity of atmosphere (Trenberth et al. 2005).  After the precipitation, the ground gets 
wet and the cooling of atmosphere takes place due to evaporation; additionally the sun gets 
blocked by clouds further reducing the temperature.  
There exists a need to examine the relationship between temperature and precipitation to 
understand their dependence on each other. Some models have been developed and studied 
to understand the correlation between temperature and precipitation on land as well as on 
ocean (Wu et al. 2013, Buishand et al. 1999, Long et al. 2014). The Amazon River catchment has 
observed an increment in precipitation, annual amplitude of river discharge and severity of 
events as well as an increasing trend in Atlantic sea surface temperatures (Gloor et al. 
2013).The model results have shown that precipitation intensity will increase at a faster rate 
than precipitation amount at the expense of precipitation frequency in a warmer climate (Sun 
et al. 2007). 
There are many factors that can lead to the increment of precipitation such as global warming 
and increase in humidity. Water vapor is an important element in hydrological cycle and 
radiation exchange within the atmosphere.  There is an increase in the amount of carbon 
dioxide in the atmosphere mainly through anthropogenic activities which leads to global 
warming, as carbon dioxide is one of the major contributors to global warming.  Some of the 
models developed have shown an increase in specific humidity and predicted warming which 
will further increase the humidity (IPCC 1990).  
Many studies have focused on analyzing the increased frequency, intensity, duration and 
severity of extreme precipitation events. A few of these studies are elucidated in this 
paragraph. The observed data and climate model data show that the frequency of extreme 
tropical rainfall has increased in wet regions (Allan et al. 2010).  It has been observed that there 
is an increment in heavy rain events in warm periods and decrement during cold periods. Due 
to global warming, seasonal precipitation range has increased and the precipitation difference 
between northern and southern hemispheres has widened in the boreal winter and summer 
(Chou et al. 2007). The increase in the annual number of extreme wet and dry days together 
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indicates a rising trend of the extreme precipitation events in Estonia in 1957–2006 (Tammets 
2007). The temporal and spatial unevenness in precipitation has also been increasing. The 
interannual variability in tropical precipitation extremes is largely related to El Niño-Southern 
Oscillation (ENSO) (Chou et al. 2008). The tropical extreme precipitation has a strong 
relationship with interannual variability of climate change (O’GorŵaŶ 2012). 
 Global warming has also changed the snow cover, snowfall and melting of the glaciers. The 
snow and rainfall ratio has changed in many areas. The temperature increase has shifted the 
occurrence of precipitation as a snow into rainfall. It has been proved that many areas have 
observed a reduction in stream flow due to this shift (Berghuijs et al. 2014).  Northern 
Hemisphere snow cover observed by satellite over the 1966 to 2005 period has decreased in 
every month except November and December, with a stepwise drop of 5% in the annual mean 
in the late 1980s (Lemke et al. 2007). This change in snow cover has affected the sea level.  The 
glaciers and ice caps are also a source of freshwater. Many glaciers are also a source for river 
water; for example Ganges River which provides livelihood and water to millions of people in 
India and Bangladesh, receives water from snowmelt of peaks in Himalayas. The reduced 
snowfall and less snow cover can diminish the beneficial insulating effects of snow for 
vegetation, wildlife, water supplies, cultural practices and recreation for millions of people. 
Whereas the reduced snowfall and snow cover can be beneficial for transportation and can 
lead to an increased access to natural resources. 
The climate change can cause the sea level rise in two ways: one is the expansion of sea water 
due to warming atmosphere and the other is the melting of snow cover. The rising sea level 
poses a danger for coastal areas. The main threats due to sea level rise are coastal storms, 
saltwater intrusion into aquifers and surface water, tides, inland precipitation and runoff. It is 
calculated that the sea level has increased at an approximated rate of 3.4 millimeters/year per 
°C and it is predicted that sea-level will rise 0.5 to 1.4 meters above the 1990 level in the year 
2100 (Rahmstorf 2007). 
The excess precipitation can increase the level of water in rivers that can cause a major flood 
and low precipitation can cause droughts and affect agriculture. The droughts can be defined in 
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four different ways viz. meteorological, agricultural, hydrological and socioeconomical. The 
meteorological drought is when the precipitation pattern is different from normal. If the soil 
moisture is insufficient for particular crop, then it is known as agricultural drought. The 
hydrological drought is the condition when the subsurface and surface water is insufficient. The 
socioeconomical drought is when available water is insufficient to meet the needs of people. It 
is important to estimate the available water for better water management to avoid a water 
crisis.  
There is a need to understand the climate change to take steps to reduce the impact of it on 
future generation. The consequences of climate change suggests that such variations should be 
identified early, adaptive and mitigating strategies be developed, opportunities exploited, and 
policies and investments made to ensure a secure water supply (Garbrecht et al. 2002).  It is 
difficult to predict the exact climate after 50 years but the relative likelihood of different long-
term trends can be assessed by using the information and trends available (Allen et al. 2002). 
To increase the accuracy of prediction, it is important to get the spatial and temporal observed 
data for a longer period and over a larger area with at least daily resolution. The techniques and 
instruments used to measure the observed data have been getting better and the accuracy of 
observations has also improved. It is difficult to get an exhaustive observed data because it is 
not possible to take observation at every location. Climate factors such as heavy snow and 
thunderstorms also affect the instruments making it difficult to replace the instrument in 
adverse climatic conditions.  
The problem of missing data has been identified as one of the most important statistical and 
design problems in research (Azar 2002). The common techniques employed by the researchers 
to deal with these problems are deletion of the missing data, replacement of the missing data 
by mean or the use of interpolation techniques to fill the gaps (Baraldi 2010). 
The models used for the prediction of climate change can overestimate or underestimate the 
impacts of variables. Allan talks about such an underestimation of the projections of future 
changes in rainfall extremes as predicted by certain climate models in response to 
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anthropogenic global warming (Allan 2008). Rates of sea-level rise calculated with climate and 
ice sheet models have also been generally lower than the observed rates (Rahmstorf 2007).  
To overcome the problem of data, observed daily precipitation data has been used in this 
report. The stations or the decades with the missing data have been removed from the analysis. 
To get the final results, hypothesis test has been used to validate the results. 
 
2.2 Precipitation Trend in Study Area 
 This report studies the areas in contiguous US and south Canada. The climate of study area 
varies throughout the region. Generally four seasons are predominant in this region- winter, 
spring, summer and fall. The winter season begins in November and ends in January, spring 
season is from February to April, summer season is from March to June and fall season is from 
July to September. The north US receives precipitation in the form of rain as well as snow 
whereas south US receives its precipitation mainly in the form of rain.  
The effects of climate change are clearly visible in US. Many flooding events have taken place 
recently such as the 1993 flooding event along the Mississippi, the New England floods during 
the autumn of 1996, the winter floods of 1997 in the Pacific Northwest and California, and the 
1997 spring floods along the Ohio River and the Red River Valley. The floods have caused more 
loss of life and property in US than any other natural disaster. Annual losses have increased 
from one billion dollars in the 1940s to six billion dollars during the 1980s and 1990s (CFMSC 
2008).  The flood magnitude has decreased in southwest US whereas northeast and Midwest 
areas have experienced an increment in flooding events (Peterson et al. 2013). The climate 
models have predicted a decrease in floods due to melting of snow in spring because of 
decrease in the amount of snowfall. But predictions have shown increment in the amount of 
precipitation, this can increase the rain-induced floods in summer and fall (Arkamose et al. 
2011). 
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The worst droughts experienced by US were in 1930s and 1950s with 31.7% and 15.6% of the 
US experiencing the driest period (Peterson et al. 2013). The droughts in early 2000s in the 
western US are considered as a severe agricultural as well as hydrological drought. During 
1930s and 1950s, there were short wet spells which provided runoff but were not sufficient to 
enrich soil moisture. So the hydrological drought was not as severe as the agricultural drought 
during that period (Andreadis et al. 2005).  
The climate of US has become more extreme in the past. There has been observed, a decrease 
in area affected by much below normal maximum temperatures, an increase in area with much 
above normal cold season precipitation, and an increased area of the country with more 
frequent frequency of days with precipitation (Karl et al. 1996).The precipitation has increased 
by 10% across the contiguous United States since 1910 (Karl et al. 1998). The number of 
extreme events has increased so precipitation received by extreme events has more impact in 
the increment of precipitation. 
The eastern region and northwest part of contiguous US receives the maximum amount of 
precipitation. The copious amount of precipitation received by northwest region is due to 
oceans winds moving from west to east (Steinman et al. 2012). The southern coast of America 
near south California receives less amount of precipitation (Hastings et al. 1965). This area 
experiences a dry summer due to the presence of tropical high that settles here. The tropical 
high does not let the air rise off and also dries it off through adiabatic warming. Additionally, 
the oceanic air mass is cooled by the cold California current and gets settled down before 
reaching the land. This region experiences rainfall as subtropical high pressure slides south and 
the polar front and cyclonic activity migrates into this region.  
The desert part of southwest region also receives less precipitation (Arriaga‐Raŵírez et al. 
2010). The main factors responsible for this are its location on the leeward side of the 
mountains and the limited amount of water available for evaporation. Another reason is the 
development of high pressure over the western United States at high level during summer. In 
summer, heating creates low pressure at the surface. Though moist air can move upwards 
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because of convection, but high pressure at high level helps to suppress cloud development and 
precipitation. 
The western states also experience alternating pattern of lower and higher amount of 
precipitation. This is because of the mountains in that region, where the leeward side is dry 
while the windward side of the mountains experiences heavy rainfall due to orographic uplift. 
Another reason is that, if the region is far from the source of moist air, then the probability of 
precipitation decreases in the intermountain west (Neiman et al. 2007). 
The south east parts of the United States receive high annual precipitation. It is mainly due to 
the maritime tropical air from Gulf of Mexico and the Caribbean. When the moist air comes 
over land, there is precipitation due to convection. If the region is farther from ocean, then the 
likelihood of precipitation decreases. As one moves toward northwest from southeast, a 
decrease in precipitation can be observed. As one move towards the North Pole, precipitation 
becomes seasonal. 
The central US receives moderate precipitation. The east and northeast coast of the United 
States and Canada receive high amount of precipitation mainly due to polar front and cyclonic 
activity (Ritter 2006). 
The main question related to precipitation is, how the increase or decrease in precipitation is 
related to frequency or intensity of the precipitation. Another issue is the change in the number 
of wet days or dry days and the amount of precipitation received on each day. There can be a 
situation where there is no change in annual precipitation while the number of wet days has 
remained the same with increased intensity. 
Many studies have shown that the amount of precipitation as well as number of wet days have 
increased throughout US besides a few exceptions. The northwest region has shown high 
variability in precipitation since 1976; several wet years have been observed after that and 
1996 is included as the wettest on record (Kunkel et al. 2013). Groisman et al. (2004) reported 
increases in precipitation over the conterminous USA during the 20th century, with most of the 
increase confined to the spring, summer, and fall. Brown (2000) found systematic increases in 
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winter (December through February) snow–water equivalent over North America averaging 
3.9% per decade over the period 1915 through 1992. Qian et al. (2007) found the precipitation 
increase in Minnesota River Basin at an average of 85.5 mm per century. Dai (1999) reported 
that the winter daytime and night time precipitation frequencies and the diurnal amplitude of 
precipitation frequency has iŶĐreased ďy ϯ0−ϰϳ% oǀer the Southǁest, ǁhile the ǁiŶter 
precipitation frequencies and the diurnal amplitude of precipitation intensity have decreased 
by similar amounts over the Northwest. Karl et al (1998) showed that the portion of total 
precipitation derived from extreme and heavy events has increased at the expense of more 
moderate events.  Polade et al (2014) reported that the projected increase in dry days is more 
robust and consistent across models than the annual precipitation trend in U.S. Southwest. 
Mullens et al (2013) examined the climate division trends between 1948-2009 and indicated an 
overall increase in the number of rainy days for northern and eastern sections of the SCIPP 
regions, while reporting a decrease in overall precipitation days in most of Texas and at the 
same time reporting an increase in heavy and very heavy events. Garbrecht et al (2007) showed 
that many regions in the Central and Southern Great Plains experienced the longest and 
strongest increase in average annual precipitation of the century during 1980-1999 periods. 
 
2.3 Effect of Noise on Ecosystem 
A noise-induced phenomenon is defined by ability of noise to affect the order in environmental 
dynamics (Ridolfi et al. 2011).  Ecosystems are open systems with nonlinear interactions within 
the components and noisy interaction with the environment (Spagnolo et al. 2000). The state of 
environmental system can get affected by noise. The cause of the noise can be climate change 
or human activities.  
Catastrophic shift systems are defined as those systems that go sudden drastic change from 
one state to another (Scheffer 2001). The systems with two stable states are known as bistable 
deterministic system. These two stable states are known as attractors (Biancalani 2014). In 
general there is no shifting of the system from one state to another unless the system is 
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affected by noise.  Resilience has been defined as the ability to withstand disturbances in 
system drivers (Srinivasan et al. 2014).  Figure 2.1 shows the potential well for the bistable 
system. Regions 1 and 3 indicated inside fig. 2.1 represent the stable state of system and the 
region 2 represents the unstable state.  Potential well is the region surrounding a local 
minimum of potential energy.  As in the case of gravitational energy, energy captured in 
potential well cannot be captured to another type of energy. Energy may be released from a 
potential well if sufficient energy is added to the system. If there is no noise then the system 
cannot go from state 1 to state 3. The noise can disturb the resilience of system and system can 
switch from one stable state to another. 
The example of bistable population dynamics (Srinivasan et al. 2014): ݀�݀� = � + �� + ܿ (�0 − ��0 )� + ��ሺ�ሻ 
Where P is population, I is immigration and emigration rate, r is the intrinsic growth rate, �0 is 
the population carrying capacity, c is the strength of the competitive effects, k is the non-
liŶearity of the Đoŵpetitiǀe effeĐts η;tͿ is Gaussian white noise and N is strength. In this 
dynamics, the two stable states are refuge population (low relative population level) and 
outbreak population (high relative population level). The unstable state is the threshold 
population. If the system crosses the threshold population due to noise then it will shift from 
one state to another. 
Lake Eutrophication is another example of a bistable system where the two regimes are high 
nutrient (phosphorus) regime and a low nutrient regime. The former is identified with the 
eutrophic state and that the latter corresponds to the oligotrophic state (Carpenter et al. 1999). 
The other model is a mean-field vegetation model for semiarid grazing systems where the two 
regimes are sustainable, vegetated state and a barren state (Guttal et al. 2007, D'Odorico et al. 
2005). 
Disturbance is defined as any relatively discrete event in time that disrupts the ecosystem, 
community, or population structure and changes resource pools, substrate availability, or the 
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physical environment (White and Pickett 1985). There can be two types of disturbance events: 
singular disturbance event and continuous disturbance event. Singular disturbance event is like 
a dirac delta function where disturbance is applied at an instantaneous time point. In 1997, a 
severe windstorm blew down more than 10,000ha of forest in the Routt National Forest of 
northern Colorado, the largest recorded blowdown in southern Rocky Mountain history (Baker 
et al. 2002). It can be considered as singular disturbance event. These events can cause rapid 
transitions of the system from one state to another (Jentsch 2007).  
The continuous disturbance systems are the noise. The noise is categorized into two groups; 
one is coloured noise and other is white noise. The autocorrelation for white noise is zero 
whereas colored noise has an autocorrelation greater than zero (Ridolfi et al. 2011). The noise 
can shift the system from one stable state to another. The feedback among two variables is 
positive if increment in one variable is causing the increase in another variable. For example 
plant-soil feedback is categorized as positive when a particular plant species propagates an 
associated biota that improves the performance of that species relative to other plants, and 
negative when the associated biota reduces the plant performance (Casper 2003). The 
precipitation and vegetation have a positive feedback in conceptual climate-ecosystem model 
but the vegetation becomes insensitive to precipitation variability near either of the end states 
(green or desert) (Liu 2009). Savanna systems have codominance of both grass and shrubs. 
Grass and shrubs have a competition for nutrients and land space. So their coexistence shows 
another stable state.  (Higgins et al. 2000) 
Dichotomous Markov Noise is a colored noise. The dichotomous Markov process is a stochastic 
process described by a state variable that can take two values ∆1 and ∆2 (Ridolfi et al. 2011). 
Figure 2.2 shows and example of time series of Dichotomous Markov Series. The transition rate 
from ∆1 to ∆2 is k1 and ∆2 to ∆1 is k2. The path of the noise is a step function with 
instantaneous jumps between ∆1 and ∆2 and random permanence times in the two states are 
t1 and t2. The random permanence time t1 and t2 are 1/k1 and 1/k2 respectively. The 
probability that the process is in state ∆1 and ∆2 is P1 and P2 respectively; where P2 = 1-P1. If 
Dichotomous Markov Noise is symmetric then ∆1 = |∆2| otherwise it is asymmetric.  
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The dichotomous markov noise is used in many environmental problems to explain the effect of 
noise on environmental system. The effect of precipitation on plant pathogen is explained by 
considering water stress as a dichotomous markov noise (Thompson et al. 2013).The random 
interannual precipitation fluctuations can cause the emergence of vegetation patterns. The 
precipitation is considered as dichotomous markov noise to explain the shifting from vegetated 
to ďare soil or ǀiĐe ǀersa ;D’OdoriĐo et al. Ϯ00ϲͿ. The positive feedback between vegetation and 
soil causes two stable states but the emergence of rainfall as dichotomous markov noise 
changes the deterministic system to stochastic system with only one statistical stable state 
(Borgogno et al. 2007).  
All the examples mentioned above are related to one dimensional system. There are two 
dimensional systems also such as predator prey system and lotka volterra model of 
competition. The classic Lotka Volterra model is when two or more species live in proximity and 
share the same basic requirements. They usually compete for resources, food, habitat, or 
territory (Zhu et al. 2009).The predator-prey system is where predator feeds on prey and 
restricts the growth of prey and if the number of prey decreases then the predator will not be 
able to get sufficient resources for their growth (xiao-xiao et al. 2013). 
  
Figure 2.1: An example of bistable system.1 and 3 represent stable state of a system x and 2 
represents an unstable system 
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Figure 2.2: An example of time series of Dichotomous Markov Noise 
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CHAPTER 3 
SPATIAL AND TEMPORAL VARIATION IN 
PRECIPITATION OVER STUDY AREA 
 
Global climate change has shown its impact on the intensity as well as frequency of 
precipitation. In this study, the focus is on change in precipitation probability and persistence of 
wet days and dry spells over contiguous US and south Canada. We show that precipitation 
probability and persistence of wet days has generally increased throughout the study area 
except in a few stations. We are studying the pattern of rain and no-rain statistics analyzed over 
decadal time scale to identify any statistically significant temporal patterns of change over a 
period of 100 years using observation data. A day with precipitation greater than 0.1 mm is 
considered as a rainy day. MATLAB is used for the numerical analysis. Arc Map is used to locate 
the position of stations, make contour plots and preliminary analysis of stations. In the end of 
chapter, precipitation in other parts of world (India and Africa) is also studied to know the 
impact of climate change.  
3.1 Data 
Global daily precipitation data is obtained from EarthInfo Inc. The Total number of stations 
which have data for more than 60 years and 70 percent of coverage is 9270. The data available 
for these stations is daily observed precipitation data. The unit of precipitation is mm.  
These stations had missing data which was interfering with the calculations. The following 
procedure is used to remove the missing data and get reasonable results: 
 The month is removed from the data if it has more than 10 missing days. 
 The year is removed from the data if it has more than 2 missing months. 
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 The decade is removed from the data if it has more than 2 missing years.  
 Those stations are used which have more than 5 decades.  
 The stations remaining are 8523. 
The few stations are checked manually to verify that if the results are not changed because of 
missing data. Figure 3 shows the location of the 8523 stations used for the analysis. It can be 
seen that the spatial coverage of stations is maximum in US, India and South Africa. It has been 
observed that the major changes in the precipitation patterns occur in the stations located in 
contiguous United States and South Canada.   The number of stations in this region is 4815. The 
location of these stations is shown in figure 4. 
 
Figure 3.1: The spatial location of the stations throughout the world  
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Figure 3.2: The spatial location of the stations throughout the US and Canada 
 
3.2 Methodology 
Consider there are N stations and the value of daily precipitation for each station be {R(i)}k, 
ǁhere i = ϭ,Ϯ….Ŷk aŶd k = ϭ,Ϯ…N. Figure 5(a) shows the time series of daily precipitation for a 
station. If {R(i)}k is greater than zero, then it is considered as rainy day else a non-rainy day. 
Figure 5(b) shows the time series by converting the daily precipitation to rainy and non-rainy 
days. The days with precipitation greater than 0.1 mm are considered as rainy days.  The 
number of days for which data is available for station number k for a decade p is nk and np is the 
total number of decades.  
ܲሺ݌, ݇ሻ = ∑ ݏ݃݊ሺ{ܴሺ݅ሻ}ሻ௡�௜=1 ݊௞  ܳሺ݌, ݇ሻ = ͳ −  ܲሺ݌, ݇ሻ 
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ܶሺ݌, ݇ሻ = ∑ ሺ{݈ሺ݆ሻ}ሻ௠�௝=1݉ ௞  
The number of rainy periods in a decade for a station number k is mk and l is the length of the 
rainy period. Rainy period is a measure of the consecutive number of wet days. 
�ሺ݌, ݇ሻ = ͳܶሺ݌, ݇ሻ 
ܶ′ሺ݌, ݇ሻ = ∑ ሺ{݈′ሺ݆ሻ}ሻ��௝=1 ݏ௞  
 
 The number of non-rainy periods in a decade for a station number k is sk aŶd l’ is the leŶgth of 
non-rainy period. Non-rainy period is a measure of the consecutive number of dry days. 
�′ሺ݌, ݇ሻ = ͳܶ′ሺ݌, ݇ሻ 
Modified Mann Kendall Test is used to find a trend in the values of variable P1, P2, K1 and K2 
for each station. Let’s assuŵe that the ǀariaďle is X i.e. X∈{P;p,kͿ, Q;p,kͿ, K;p,kͿ, K’;p,kͿ} and n is 
the number of decades for a station.  � = Ͳ.5 
ܵ =  ∑ ∑ ݏ݅݃݊ሺ�௝ − �௜௡௝=௜+1 ሻ ௡−1௜=1  
S statistic is approximately normally distributed 
�ܽݎ[ܵ] =  ͳͳ8 [�ሺ� − ͳሻሺʹ� + 5ሻ] ��ܵ∗ �ሺܵሻ = Ͳ ��ܵ∗ = ͳ + ʹ�ሺ� − ͳሻሺ� − ʹሻ∑ሺ� − ݅ሻሺ� − ݅ − ͳሻሺ� − ݅ − ʹሻ��ሺ݅ሻ�௜=1  
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 The autocorrelation between ranks of observation is ps(i). 
ܼ� = {  
  ܵ − ͳ�  ݂݋ݎ ܵ > ͲͲ ݂݋ݎ ܵ = Ͳܵ + ͳ�  ݂݋ݎ ܵ < Ͳ 
If Zs > Z(α/2); Null hypothesis is invalid and this means that there is no trend in data. The 
stations which show the trend are used for further analysis. ∆ܲሺ݇ሻ =  max��[1,௡�]ሺܲሺ݌, ݇ሻሻ − min��[1,௡�]ሺܲሺ݌, ݇ሻሻ ∆ܳሺ݇ሻ = max��[1,௡�]ሺܳሺ݌, ݇ሻሻ − min��[1,௡�]ሺܳሺ݌, ݇ሻሻ ∆ܶሺ݇ሻ = max��[1,௡�]ሺܶሺ݌, ݇ሻሻ − min��[1,௡�]ሺܶሺ݌, ݇ሻሻ ∆ܶ′ሺ݇ሻ = max��[1,௡�]ሺܶ′ሺ݌, ݇ሻሻ − min��[1,௡�]ሺܶ′ሺ݌, ݇ሻሻ ∆�ሺ݇ሻ = max��[1,௡�]ሺ�ሺ݌, ݇ሻሻ − min��[1,௡�]ሺ�ሺ݌, ݇ሻሻ ∆�′ሺ݇ሻ = max��[1,௡�]ሺ�′ሺ݌, ݇ሻሻ − min��[1,௡�]ሺ�′ሺ݌, ݇ሻሻ 
The linear regression line is plotted to find the slope in P(p,k), T;p,kͿ aŶd T’;p,kͿ ǀalues for eaĐh 
station. A positive slope of regression line represents an increasing trend in variable and a 
negative slope represents a decreasing trend. Figure 5(c) shows the slope of regression line for 
variable X; the negative slope seen in the figure shows that the variable X has a decreasing 
trend. 
Let the 50
th
, 75
th
 and 90
th
 percentile of ∆P(k), ∆Q(k), ∆T(k) and ∆T’;k) be ∆P0.50, ∆P0.75 and ∆P0.90; 
∆Q0.50, ∆Q0.75 and ∆Q0.90; ∆T0.50, ∆T0.75 and ∆T0.90; ∆T’0.50, ∆T’0.75 and ∆T’0.90 respectively. Figure 
5(d) shows the probability distribution curve for variable X and this curve can be used to get the 
50
th
, 75
th
 and 90
th
 percentile values for the variable. 
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a b  
c d  
 
Figure 3.3: (a) The graph depicting the daily precipitation for a station. (b) Time series of daily 
precipitation as rainy and non-rainy days (c) Hypothesis testing for a variable X (d) the 
probability distribution function for a variable X to find the percentile values  
 
3.3 Result 
The results obtained from the methodology mentioned in section 3.2 are presented in this 
section. It can be seen from the figure 3.4 that average annual precipitation is extreme in north 
west US for the last 30 years from 1970 to 2000. The average annual precipitation is high for 
east part of US also. The southwest region (mainly California) receives very less amount of 
precipitation. A moderate amount of precipitation is received by the central US. These results 
are in coherence with the literature discussed in section 2.2. 
Max(T) Min(T) 
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a  b  
c  
Figure 3.4: The stations showing the slope iŶ ;aͿ T;p,kͿ, ;ďͿ T’;p,kͿ aŶd ;ĐͿ P;p,kͿ aŶŶual ǀalues 
for stations with values greater than  ∆T0.50, ∆T’0.50 and ∆P0.50 respectively. The contour plot for 
annual mean precipitation for 30 years from 1970 to 2000 is presented in background 
∆P0.50 = 0.0925; ∆P0.75 = 0.1236; ∆P0.90 = 0.1596 
There is 9.25% change in the median of P(k) 
 
∆T0.50 = 0.4083; ∆T0.75 = 0.5917; ∆T0.90 = 0.8318 
There is 0.4 days change in the median of T(k) 
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∆T’0.50 = 1.6418; ∆T’0.75 = 2.5433; ∆T’0.90 = 3.8078 
There is ϭ.ϲ daǇs ĐhaŶge iŶ the ŵediaŶ of T’;kͿ 
 
Figure 3.4 shows the slope for the annual values. The color shows the different percentile 
values for ∆P(k), ∆T(k)  and ∆T’;kͿ. If the slope is positiǀe, this ŵeaŶs the ĐhaŶge iŶ ǀariaďle is 
positive and it has an increasing trend. If the slope is negative, this means the change in 
variable is negative and it has a decreasing trend. In general P and T is increasing over the study 
area. There is higher increase in the North-East and North-West. T’ is iŶ a general decreasing 
trend except for a few locations. The ŵaǆiŵuŵ deĐrease iŶ T’ is observed in southwest US. 
There is increase in probability of wet day and consecutive number of rainy days. Northwest 
and northeast areas receives higher amount of precipitation as compared to other areas. The 
extreme changes in probability of wet day and consecutive number of rainy days are observed 
in these two areas. Northwest part has experienced more increase in probability as compared 
to northeast part. 
The southwest part receives less amount of precipitation which can be concluded from the 
contour plots of four decades in figure 3.13. This region has experienced the maximum change 
in persistence of dry days and the continuous number of dry days is decreasing in this area. 
The contour plot (figure 3.11) for variable T (consecutive wet days) for the 4 decades conclude 
that persistence of wet days have increased. It is also observed that consecutive number of wet 
days is high in north west US and low in south west US which is a dry area. The observed 
average consecutive wet days in the North West US are more than 4 days for all the decades. 
Many parts of study area had received precipitation for less than 1.3 consecutive wet days in 
decade 1920-1930, but if we observe the contour plot of decade 1990 – 2000,  there are very 
few regions with so less consecutive wet days. 
The contour plot (figure 3.12) for ǀariaďle T’ ;ĐoŶseĐutiǀe Ŷuŵďer of drǇ daǇsͿ shows that 
consecutive number of dry days has decreased drastically in all the areas of study region. It is 
observed from the figure that southwest region had high number of mean consecutive dry days 
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in decade 1920-1930. The dry days have decreased by a huge amount from decade 1920-1930 
to 1990-2000 as is visible from the figure.  The south west region is a dry area and it has 
observed nearly 20 consecutive dry days. 
The contour plot (figure 3.14) for the variable P (probability of wet day) shows that probability 
of precipitation is high in northwest and north east US. The probability is very low in southwest 
US. The probability has increased the most in north east US and it has become as high as 0.7 in 
some regions. The probability of precipitation is lesser than 0.05 in southwest US. 
a b  
c  
Figure 3.5: The stations showing the slope iŶ ;aͿ T;p,kͿ, ;ďͿ T’;p,kͿ aŶd ;ĐͿ P;p,kͿ ǁiŶter ǀalues for 
statioŶs ǁith ǀalues greater thaŶ  ∆T0.50, ∆T’0.50 aŶd ∆P0.50 respectively 
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∆P0.50 = Ϭ.ϭϭϴϳ; ∆P0.75 = Ϭ.ϭϲϰϳ; ∆P0.90 = 0.2233 
There is 11.87% change in the median of P(k) 
∆T0.50 = Ϭ.ϱϰϴϳ; ∆T0.75 = Ϭ.ϳϳϲϯ; ∆T0.90 = 1.0907 
There is 0.5 days change in the median of T(k) 
∆T’0.50 = Ϯ.ϮϯϱϬ; ∆T’0.75 = ϯ.ϵϯϭϭ; ∆T’0.90 = 5.9147 
There is Ϯ.Ϯ daǇs ĐhaŶge iŶ the ŵediaŶ of T’;kͿ 
a b  
c  
Figure 3.6: The stations showing the slope iŶ ;aͿ T;p,kͿ, ;ďͿ T’;p,kͿ aŶd ;ĐͿ P;p,kͿ spriŶg ǀalues for 
statioŶs ǁith ǀalues greater thaŶ  ∆T0.50, ∆T’0.50 aŶd ∆P0.50 respectively 
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∆P0.50 = Ϭ.ϭϭϭϴ; ∆P0.75 = Ϭ.ϭϰϰϳ; ∆P0.90 = 0.1787 
There is 11.18% change in the median of P(k) 
∆T0.50 = Ϭ.ϱϭϮϮ; ∆T0.75 = Ϭ.ϲϳϮϯ; ∆T0.90 = 0.9177 
There is 0.5 days change in the median of T(k) 
∆T’0.50 = ϭ.ϳϴϲϴ; ∆T’0.75 = Ϯ.ϳϮϯϱ; ∆T’0.90 = 3.8818 
There is 1.8 days ĐhaŶge iŶ the ŵediaŶ of T’;kͿ 
a b  
c  
Figure 3.7: The stations showing the slope iŶ ;aͿ T;p,kͿ, ;ďͿ T’;p,kͿ aŶd ;ĐͿ P;p,kͿ suŵŵer ǀalues 
for stations with values greater than  ∆T0.50, ∆T’0.50 and ∆P0.50 respectively 
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∆P0.50 = 0.1088; ∆P0.75 = 0.1406; ∆P0.90 = 0.1844 
There is 10.88% change in the median of P(k) 
 
∆T0.50 = 0.4703; ∆T0.75 = 0.6479; ∆T0.90 = 0.9037 
There is 0.5 days change in the median of T(k) 
 
∆T’0.50 = 1.4505; ∆T’0.75 = 2.3418; ∆T’0.90 = 3.8698 
There is ϭ.ϰ daǇs ĐhaŶge iŶ the ŵediaŶ of T’;k) 
a b  
c  
Figure 3.8: The stations showing the slope iŶ ;aͿ T;p,kͿ, ;ďͿ T’;p,kͿ aŶd ;ĐͿ P;p,kͿ autuŵŶ ǀalues 
for statioŶs ǁith ǀalues greater thaŶ  ∆T0.50, ∆T’0.50 aŶd ∆P0.50 respectively 
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∆P0.50 = Ϭ.ϭϬϲϱ; ∆P0.75 = Ϭ.ϭϯϴϮ; ∆P0.90 = 0.1760 
There is 10.65% change in the median of P(k) 
 
∆T0.50 = Ϭ.ϱϮϴϱ; ∆T0.75 = Ϭ.ϲϵϱϰ; ∆T0.90 = 0.9612 
There is 0.5 days change in the median of T(k) 
 
∆T’0.50 = Ϯ.ϯϵϮϴ; ∆T’0.75 = ϯ.ϱϴϯϰ; ∆T’0.90 = 5.2112 
There is Ϯ.ϰ daǇs ĐhaŶge iŶ the ŵediaŶ of T’;kͿ 
 
Figure 3.5, 3.6, 3.7 and 3.8 show the slope values for winter, spring, summer and autumn 
respectively. For seasonal values also, P aŶd T has a geŶeral iŶĐreasiŶg treŶd aŶd T’ has a 
decreasing trend. The change in median of P(k) and T(k) is almost same for all the seasons. The 
change in ŵediaŶ of T’;kͿ is least for suŵŵer seasoŶ aŶd ŵaǆiŵuŵ for autuŵŶ seasoŶ. The 
persistence of dry days has experienced the maximum change in autumn and a minimum 
change in summer. 
As we can see from the results, the study area can be divided into three parts based on the 
siŵilar patterŶs deŵoŶstrated for the ǀalues of P, T aŶd T’. The aǀerage ĐhaŶge iŶ the ŵediaŶ 
of P, T aŶd T’ for these regioŶs is deŵoŶstrated iŶ the taďle 3.1. The three parts of the study 
area are shown in figure 3.9. The median of change in probability of wet day is more in north 
east region and the persistence of wet days has increased more in North West region.  
 
 North east Central and southwest North west 
∆P0.50 0.11304 
 
0.080893 
 
0.104284 
 
∆T0.50 0.476188 
 
0.351771 
 
0.562286 
 
∆T’0.50 1.113285 
 
2.043256 
 
1.897444 
 
 
Table 3.1: 50
th perĐeŶtile ǀalues for three parts of the studǇ area for the ǀariaďle P, T aŶd T’ 
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Figure 3.9: Map showing the three parts of study area according to similar patterns in 
probability of wet day and persistence of wet days and dry spells  
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a b  
c d  
Figure 3.10 the contour plot for variable T (consecutive number of wet days) for decade (a) 
1920-1930, (b) 1950-1960, (c) 1970-1980 and (d) 1990-2000 
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a b  
c d  
Figure 3.11 the ĐoŶtour plot for variaďle T’ ;ĐoŶseĐutive Ŷuŵďer of dry daysͿ for deĐade ;aͿ 
1920-1930, (b) 1950-1960, (c) 1970-1980 and (d) 1990-2000 
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a b  
c d  
Figure 3.12 the contour plot for mean annual precipitation for decade (a) 1920-1930, (b) 1950-
1960, (c) 1970-1980 and (d) 1990-2000 
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a b  
c d  
Figure 3.13 the contour plot for variable P (probability of wet day) for decade (a) 1920-1930, (b) 
1950-1960, (c) 1970-1980 and (d) 1990-2000 
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a b  
c  
Figure 3.14: The stations shoǁing the slope in ;aͿ T;p,kͿ, ;ďͿ T’;p,kͿ and ;ĐͿ P;p,kͿ annual values 
for stations in India 
Here are few results from other parts of the world. There are many stations in India and South 
Africa which have passed the hypothesis test. Rainfall is the main type of precipitation for both 
the countries. The northern India also receives snowfall in winter. Many parts of India receive 
precipitation in summer season. The economy of India is highly influenced by precipitation as 
agriculture in India mainly depends on the amount of precipitation received in that year. 
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The results in Figure 3.14 show the stations in India. T and P have in general decreased in this 
region except the area near New Delhi. This means that probability of wet day and persistence 
of ǁet days has deĐreased in India. T’ has in general increased throughout India except few 
stations near New Delhi. This means overall precipitation is decreasing in India and number of 
dry days is increasing. 
 
a b  
c   
Figure 3.15: The stations shoǁing the slope in ;aͿ T;p,kͿ, ;ďͿ T’;p,kͿ and ;ĐͿ P;p,kͿ annual ǀalues 
for stations in South Africa 
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The precipitation varies in South Africa from northeast to southwest region. The eastern parts 
of the country receives heavy rainfall. Moderate or less amount of precipitation is received by 
western parts except the few coastal areas. Figure 3.15 shows that T and P has in general 
decreased in eastern parts whereas the same variables have increased in western regions. The 
trends shown by stations are mixed throughout the country for all the three variables. But it 
can be concluded that probability of precipitation and persistence of wet days is increasing in 
western part of country and eastern part of country is getting dry. In this country, wet regions 
are getting dry and dry regions are getting wet. 
In this chapter three areas are studied: contiguous US and south Canada, India and South 
Africa. The changes in precipitation are major in contiguous US and south Canada. The 
precipitation pattern has shown a change in India and South Africa also but the values of ∆T, 
∆T’ and ∆P are not high in these countries. The different results are obtained from these three 
countries. This means the intensification of hydrological cycle is not same all over the world. 
The probability of precipitation has drastically increased in many parts of contiguous US and 
south Canada over the last 100 years. In India, the decrement in the probability of precipitation 
has been observed. Whereas probability of precipitation is increasing in half part of South Africa 
and decreasing in the other half part. 
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CHAPTER 4 
PRECIPITATION VARIABILITY IN THE MINNESOTA 
RIVER BASIN 
 
Human, external and climatic changes are affecting the dynamics of Minnesota River Basin, a 
44,000 km
2
 agriculturally-dominated watershed in the upper Midwest. Annual precipitation 
varies from 55 cm in the northwestern to 81 cm in the southeastern portion of the basin. It has 
been determined that Minnesota River is the major source of sediment for Lake Pepin (Kelley 
and Nater, 2000), a naturally dammed lake on the Mississippi River. Minnesota River 
contributes 38% of the water discharge to lake whereas this river accounts for 85-90% of 
sediments in the Lake. The motivation for the study is the sediment increment in Minnesota 
River.  
The fluctuations in anthropogenic or climatic factors can influence the dynamics of watershed. 
This study presents the variation of magnitude of precipitation as well as its seasonal 
distribution throughout the Minnesota River Basin. In this study we are trying to understand 
the shifting precipitation patterns and increase in heavy rainfall events. Soil erosion is affected 
by the increase in frequency and intensity of precipitation events. The variation in precipitation 
pattern could be a driving force in the sediment increment which could disturb the resilience of 
the watershed. 
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Figure 4.1: the map of Minnesota River Basin 
 
4.1 Data 
The data used for the analysis of daily precipitation in Minnesota River Basin are obtained from 
two sources. Both the sources provide observed data from the gage stations. The results 
obtained by data from both the sources are compared to check the validity of results and make 
sure that the missing data does not comprise the results. 
The precipitation daily data is obtained from 22 gages distributed across the Minnesota River 
Basin. This data was downloaded from the Minnesota Climatology Working Group 
(http://climate.umn.edu/). There are 12 stations with precipitation data for more than 100 
years and those are highlighted with blue color in figure 4.2.  The precipitation data is analyzed 
over 110 years from 1900-2010. 
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Figure 4.2: A map showing the DEM of Minnesota River Basin and 22 gage points  
The other source for the data is EarthInfo Inc. The procedure mentioned in section 3.1 is 
followed to make sure that the missing data does not compromise the results. The remaining 
stations are then analyzed using the methodology mentioned in section 3.2. This analysis is 
done to discover the increasing or decreasing trend in the variables P (probability of wet day), T 
(ĐoŶseĐutiǀe Ŷuŵďer of ǁet daysͿ aŶd T’ (consecutive number of dry days).  
4.2 Result 
The results obtained using the data from the Minnesota Climatology Working Group are 
presented here. Figure 4.3 shows the precipitation boxplot for 11 decades from 1900-1909 to 
2000-2009. The red line in the boxplot shows the median of daily precipitation and red plus 
signs indicate the outliers for each decade. This graph doesŶ’t shoǁ ŵuĐh ĐhaŶge iŶ the 
precipitation pattern for 11 decades.  
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Figure 4.3: Boxplot and outliers of precipitation data for 11 decades 
Figure 4.2 shows the boxplot for annual value of all the variables for 11 decades. If we observe 
the ŵediaŶ of P, Q, T, T’,K aŶd K’ values for 11 decades excluding the severe drought period 
(1921- 1942), then we find an increasing trend in P and T values as well as a decreasing trend in 
Q aŶd T’ values. Records show that Minnesota experienced a severe statewide drought in the 
decade 1921-1942. The Great Flood of 1993 occurred in American Midwest along 
the Mississippi and Missouri rivers and their tributaries during the months of from April to 
October in 1993. There was a heavy snow in the winter of 1992, the melting of snow and 
rainfall in summer were the main causes for this flood.  
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a b  
c  
Figure 4.4: Boxplot for (a) annual K aŶd K’, ;ďͿ aŶŶual T aŶd T’, ;ĐͿ aŶŶual P aŶd Q values of 12 
stations for 11 decades 
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a b  
c d  
Figure 4.5: Boxplot for K aŶd K’ for (a) winter, (b) spring, (c) summer and (d) fall values of 12 
stations for 11 decades 
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a b  
c d  
Figure 4.6: Boxplot for T aŶd T’ for (a) winter, (b) spring, (c) summer and (d) fall values of 12 
stations for 11 decades 
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a b  
c d  
Figure 4.7: Boxplot for P and Q for (a) winter, (b) spring, (c) summer and (d) fall values of 12 
stations for 11 decades 
Figure 4.5, Figure 4.6 and Figure 4.7 show the seasonal values for variables P, Q, T, T’, K aŶd K’. 
It ĐaŶ ďe oďserǀed froŵ Figure 4.6 that T’ ;ĐoŶseĐutiǀe Ŷuŵďer of drǇ daǇsͿ has shown much 
variation among the stations in decade 1910-1919 and 1920-1929 in winter. These two decades 
were the drought period. T (ĐoŶseĐutiǀe Ŷuŵďer of ǁet daǇsͿ aŶd T’ suŵŵer ǀalues haǀeŶ’t 
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shoǁŶ ŵuĐh ǀariatioŶ aŶd T’ ǀalues are loǁest iŶ that seasoŶ aŵong all seasons. This means 
Minnesota gets its precipitation mostly in summer season.  
It can be observed from the Figure 4.7 that value of P (probability of precipitation) is low for 
both 1910-1919 and 1920-1929 decades. Among all the seasons, the value of P is highest in 
summer season. 
 
 
Figure 4.8: This figure shows the bar plot for median of 12 stations for all four seasons 
The bar plot of yearly precipitation (figure 4.8) shows that the months June-July-August receive 
more precipitation events and the precipitation amount is least in the months December-
January-FeďruarǇ. The ďar plot doesŶ’t shoǁ a sigŶifiĐaŶt ĐhaŶge iŶ the ϭϭ deĐades eǆĐept for a 
severe drought from 1921-1942 and the Great flood in 1993.  
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Figure 4.9: Daily precipitation data showing the 25th percentile (yellow), 50th percentile 
(green), 75th percentile (blue) and 90th percentile (red) values of non zero precipitation (11 
decades) for 12 stations 
Minnesota River basin does not receive uniform precipitation. The northwest region receives 
less rainfall as compared to southeast region. This is clear from the percentile plot. The stations 
are numbered in figure 4.2. The purple circle shows the stations located in the southeast region 
and black circle shows the stations located in northwest region. The stations 10, 11 and 12 are 
in the southeast region and it can be seen from figure 4.9 that the value for 90
th
 percentile and 
75
th
 percentile is highest for these stations. The locations of stations 1, 2and 3 is in the 
northwest region and they have the lowest value for the 75
th
 and 90
th
 percentile values of non-
zero precipitation for 11 decades for 12 stations. 
 
 
 
 
 
 48 
 
a b  
c d  
Figure 4.10: Plotted regression liŶe of ϭϮ statioŶs for ;aͿ aŶŶual K ǀalues, ;ďͿ aŶŶual K’ ǀalues, 
(c) annual P values and (d) annual Q values 
The figure above is mainly used to find the trend in median. It can be seen from figure 4.10 that 
if a regression line is plotted using the median of 12 stations for annual K values, the slope of 
regression line is negative. Overall, this means that, K has a decreasing trend. K is the transition 
rate from rain to no rain; so this concludes that persistence of wet days is increasing. Similarly 
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K’ ;transition rate from no rain to rain) has an increasing trend; so persistence of dry spells is 
decreasing. Probability of wet day is increasing in Minnesota River Basin as can be seen from 
Figure 4.10 (c). The regression line helps us in understanding the trend in the variables by 
neglecting the outliers such as droughts and floods. 
The analysis done using the data from the earthinfo inc is also presented in this section. To 
obtain the results from this data, hypothesis test mentioned in section 3.2 is used to validate 
the increasing or decreasing trends.  
a  b  
c  
Figure 4.11:  Graphs showing the (a) Mean decadal consecutive wet days, (b) Mean decadal 
consecutive dry days and (c) Probability of wet day values for stations in Minnesota River Basin 
respectively 
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The treŶd oďserǀed for P, T aŶd T’ is siŵilar to as oďserǀed for the ǁhole studǇ area in section 
3.3. P aŶd T has shoǁŶ iŶĐreasiŶg treŶd aŶd there is deĐreasiŶg treŶd iŶ T’. The loĐatioŶ of the 
stations mentioned in figure 4.11 is shown in figure 4.12 for each variable. 
 
a b  
c  
Figure 4.12: Map of Minnesota River basin showing the location of stations for (a) mean 
deĐadal ĐoŶseĐutiǀe ǁet daǇs ;TͿ, ;ďͿ ŵeaŶ deĐadal ĐoŶseĐutiǀe drǇ daǇs ;T’Ϳ aŶd ;ĐͿ ProďaďilitǇ 
of wet day values (P). The red dot represents the decreasing trend in variable and blue dot 
represents the increasing trend in variable 
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CHAPTER 5 
CONCLUSIONS 
 
As humans have affected the ecosystem, it has shown a major effect on hydrological cycle. The 
intensification of climate change can be seen from the climate change all over the world.  
The beginning chapters explained the effect of climate change on atmospheric factors such as 
preĐipitatioŶ, teŵperature aŶd relatiǀe huŵiditǇ. The ĐhaŶges are ŵeŶtioŶed iŶ earth’s 
ecosystem that perfectly explains the climate change. A discussion of precipitation patterns and 
the reasons of heavy or less rainfall in contiguous US and south Canada have been done in this 
study. The probability of a wet day and the persistence of wet days and dry spells have been 
analyzed over the study area. An increase in sediment load in Minnesota River basin has been 
observed; the changes in precipitation pattern in this region have been investigated to figure 
out if precipitation is responsible for the increase in sediment load. 
It can be concluded from this thesis that the amount of precipitation has increased over the 
study area (contiguous US and south Canada). A temporal as well as spatial variation has been 
observed in the precipitation pattern over the study area. The coastal areas of northwest, north 
east and south east (mainly Florida) US receive copious amount of precipitation where 
southwest US is a dry region. The central US receives a moderate amount of precipitation.  
The probability of precipitation on a particular day has increased the most in north east US 
whereas the persistence of wet days have shown the most increment in north west US. The dry 
days have decreased drastically in southwest US. It can be summarized that wet regions are 
getting wetter at a faster pace than the dry regions. 
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