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1. Introduction 
Shape registration is a key stage in the process of reconstruction or acquisition of three-dimensional 
surfaces so that it is considered a cornerstone in the fields of computer vision and graphics. It is also a task 
of major importance in many other fields like biometric applications [1], 3D model reconstruction from 
multiple range images [2], medical diagnostic support tools and computer aided interventions [3], quality 
control of manufactured pieces [4] and robotic applications ranging from full environment reconstruction 
for navigation to particular objects 3D model creation and tracking [5]. 
A remarkable study of the different registration techniques both rigid and non-rigid is the work by Tam 
et al. [6] which includes an in depth review of the registration problem; other important surveys are the 
ones by Van Kaik et al. [7] (focused on shape correspondence techniques) and Audette et al. [3] (centered 
on shape registration applied to medical images). In addition, registration can be classified according to its 
granularity, distinguishing coarse and fine grained methods. The objective of coarse grained registration is 
to obtain a quick estimate of the transformation to roughly align both shapes while fine grained techniques 
use that initial estimate to refine it iteratively in order to find the best alignment in terms of precision under 
a set of restrictions. Reviews of multiple techniques and methods that can be applied to solve both coarse 
and fine problems have been carried out by Salvi et al. [8] paying special attention to precision, robustness 
and efficiency assessment. 
In this work we will deal with the ICP algorithm which is a fine grained registration method which is 
currently the most popular algorithm for 3D rigid registration for the Robotics community; the cause of that 
popularity is mainly its simplicity and effectiveness as well as the many variants that have been developed, 
adapting the ICP to different scenarios to improve its efficiency and precision [9]. 
It is a fact that any general improvement of the algorithm which is able to accelerate its execution, 
without affecting the quality nor reducing its possible application scenarios, is a step forward for all those 
applications with needs of precision and quality in their rigid registrations. In that sense, this work proposes 
a general improvement for the algorithm, carried out by an interdisciplinary research based on the fusion 
of mathematical and geometric concepts, such as distance metrics, with its computational component by 
taking into account their associated operative cost and their impact on the algorithm’s execution time. Our 
research group has experience and successful examples of this kind of research about accelerating 
mathematical methods at a low level [10, 11]. The hypothesis of the improvement is the following one: 
distance metrics whose computational cost is reduced respect to the Euclidean’s one, like Manhattan or 
Chebyshev distances, may replace it and effectively reduce the computational cost while preserving the 
algorithm’s convergence properties as well as the registration quality in terms of convergence domain and 
final registration error. 
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2. Mathematical modelling 
Rigid registration can be formulated as an optimization problem with certain restriction whose objective is 
the alignment of surfaces or three-dimensional data, for the sake of simplicity we will assume that the data 
will be given in the form of point sets or clouds, although it can be applied to several geometric 
representation forms. In this problem, two point sets of n dimensions: 
M≐{m
i
}NM,i=1∈R
n
 and D≐{d
i
}ND,i=1∈R
n
 
(1) 
also known in the literature of the algorithm as model y data (being N
M
∈R y N
D
∈R the cardinalities of the 
sets M y D). The objective is to align the source point cloud with the model one, in other words, obtain the 
rigid transformation Φ which minimizes the mean square error between the model and the source points 
once the transformation (a rotation R and a translation T) is applied to the source point set D. In order to 
simplify even more the explanation, we assume that N
M
=N
D
 and each point d
i
 to have is corresponding 
point m
i
 so the objective function that has to be minimized is: 
𝑓(𝑅, 𝑇) =  
1
𝑁𝐷
∑ ||𝑚𝑖 − 𝑅(𝑑𝑖) − 𝑇||
𝑁𝐷
𝑖=1
 (2) 
Taking this formulation into account, if the right correspondences between the model points and the ones 
of the source point cloud are known, we can find the optimal relative transform to align both point sets in 
one step. However, the difficult part of this problem when applied to a real life scenario is that the 
correspondences are unknown and it is also possible that some points of the source set have no 
corresponding point in the model and vice versa. For that, a need for a method for establishing the 
correspondences arises. 
The ICP algorithm, originally described by Besl and McKay [12], is one of the most popular and widely 
used methods for rigid registration. Its functioning is based on the closest point criteria used for establishing 
the correspondences, so that the corresponding point for a source point is its closest one in the model. The 
distances between the points are calculated by using the Euclidean distance metric to define the closest 
point operator. 
Given two three-dimensional points p
1
 and p
2
, the Euclidean distance between both of them is the 
length of the segment which connects them p
1
−p
2
. Given a point p and a point set A, we define the 
Euclidean distance of the point to the set d(p,A) as the minimum of the distances of p to each one of the 
points of the set A. The function c which obtains the closest point to p in the point set A is the following 
one: 
 
c(p, A) = argmin a∈A d(p, a) (3) 
 
The algorithm sets a correspondence between each point d
i
 of the source point set D and the closest 
point in the model which will be named y
i
∈Y, forming the set of closest points to D. From this statement 
we deduce that Y⊆M, y∈M and N
Y
=N
D
. 
The closest point operator C which produces the point set Y=C(D,M). This operator obtains the set 
Y≐{y
i
}ND,i=1 in which the point yi
 is the closest point in the model to the point d
i
 to the source point set. 
 
C(D, M) = {yi = c(di, M)} i=1..ND (4) 
 
Assuming this closest point criteria, the algorithm ensures the convergence if the initial position of the 
source point set is close enough to the model set position. 
Given that, in general, the correspondences obtained using the closest point operator are not the right 
nor the best ones from the beginning, the ICP algorithm performs an iterative refinement process. Each one 
of the iterations comprises three main phases that can be extended, as we observed in Section 2, to improve 
different aspects of the algorithm. The main phases are: 
1. Correspondences or matching: In this phase, the closest point operator is applied to obtain the closest 
points set Y.  
2. Transformation calculation or minimization: In this phase, the algorithm tries to find the rotation R 
and the translation T which minimize the objective function of rigid registration taking into account 
the correspondences.   
3.  Update transformation or apply it: In this last phase, the transformation is accumulated or the source 
point cloud is transformed by applying it so that the new position for each point d
i
 is calculated as 
follows d
i
=R(d
i
)+T.  
These phases are repeated until a certain stop criteria such as a limit for the number of iterations or a 
threshold for the difference of final registration error of the current iteration and the previous one so that 
the algorithm stops if the transformation has enough refinement. By using this process, the algorithm’s 
convergence is stated in the following theorem: the ICP algorithm always converges monotonically to a 
local minimum with respect to the objective mean squared distance error function in equation (2). 
Our proposal has the goal of reducing the execution time of the algorithm in general by means of a 
reduction of the computational cost of the matching phase. In this way, other existing variants of the 
algorithm may be able to include this improvement to increase execution speed. In order to do that, our 
proposal replace the Euclidean distance metric, widely used in the existing implementations of the 
algorithm to find the closest points during the matching phase with the closest points operator, with other 
metrics with a lower operative cost and thus reducing the execution time of that phase. In addition, these 
new metrics must provide similar quality as the Euclidean one, since it would not be useful to reduce the 
execution time if the algorithm is not able to provide an acceptable result because we are in a context of 
high precision and lots of data. 
3. Results 
The results of the benchmark, in terms of percentage of change of the execution time needed to perform the 
ten million of distance operations, are shown on Table 1 together with the speedups obtained over the 
Euclidean metric. 
 
Table 1: Percentage of change of execution times and speedups of the different metrics after ten million 
distance calculations over three-dimensional points. 
  Euclidean Chebyshev Manhattan 
Percentage of change in executiom 
time 
0% -20% -43% 
Speedup (respect to Euclidean) 1.000 1.247 1.766 
 
As we can see, the Chebyshev distance shows a small improvement in terms of execution time of 
approximately a 20% over the Euclidean distance metric while the Manhattan one achieves a significant 
improvement which can be quantified in a 43% over the Euclidean one approximately. These facts confirm 
our operative cost analysis that we performed in previous subsections; it is a remarkable fact that the 
Mahanttan distance is clearly better than the Chebyshev one while its operative complexity is quite similar; 
this happens because of the cost of the call to the maximum function which is higher than performing a 
simple sum or subtraction which requires no additional logic. 
It is important to remark that the obtained speedup may vary depending on the used architecture and 
the processor family which implements the instruction set, but we do not expect a significant deviation in 
the results given that most current processors implement similar features and the algorithms for computing 
the needed arithmetic operations are highly optimized for the target platform. 
In order to assess the performance and quality of our proposal, we carried out several experiments on a 
heterogeneous set of synthetic situations trying to generate a representative sample of the different surfaces 
and scenarios where three-dimensional rigid registration techniques are often used. 
For all the experiments, we have used our own Matlab implementation of the original ICP algorithm 
from Besl and McKay [12] without any optimization and with the needed modifications to include the 
different metrics. Execution time data has been obtained with the own Matlab tools for time measurement. 
Each test has been performed one hundred times so we took the average time of all executions, discarding 
values with a deviation of 20% from the median in order to avoid noise due to system overloads while 
executing background processes. 
For each test scenario we have considered three different situations: one without any noise, other with 
noise in both the model and the data, and the last one only applying noise to the data to be registered and 
not to the model. The goal of these situations is to verify the robustness of the proposal against noise. The 
applied noise consists on the application of random displacements to all coordinates of all the points of the 
set. This deviations are bounded in order not to deform excessively the point cloud. 
 
4. Conclusions 
First, it should be noted that the two distance metrics tested showed different results in terms of 
performance, and quite similar ones regarding the quality of the registration in terms of final error. In those 
different results, the Chebyshev metric has shown a contradictory behaviour since a performance gain was 
expected instead of a loss. The Manhattan metric showed the expected behaviour regarding to its 
performance. 
The proposal adapted to the Chebyshev metric has shown a constant execution time worsening along 
all the scenarios. The proposal implemented with the Manhattan metric has shown, in all cases, a better or 
similar performance than the original implementation with the Euclidean one. Execution time speedups 
obtained by this metric, calculated with the experimental data. 
The proposed contribution can be extended or improved in several ways: the same concept of cost 
reduction could be applied in parallel architectures, both in CPU and GPU to explore both possibilities to 
increase performance. It is also possible to modify variants where the matching phase has not been altered, 
in order to apply this performance increase to other contributions that improve other parts of the algorithm. 
Furthermore, a custom low cost distance metric might be created to test its effect over the algorithm. 
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