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RESURGENCE NUMBERS OF FIBER PRODUCTS OF PROJECTIVE
SCHEMES
SANKHANEEL BISUI, HUY TA`I HA`, A.V. JAYANTHAN, AND ABU CHACKALAMANNIL THOMAS
Abstract. We investigate the resurgence and asymptotic resurgence numbers of fiber prod-
ucts of projective schemes. Particularly, we show that while the asymptotic resurgence
number of the k-fold fiber product of a projective scheme remains unchanged, its resurgence
number could strictly increase.
1. Introduction
Inspired by the well-celebrated result of Ein-Lazarsfeld-Smith [11] and Hochster-Huneke
[19], and driven by a series of conjectures and questions due to Harbourne-Huneke [16],
containments between symbolic and ordinary powers of ideals have evolved to be a highly
active research topic in recent years (cf. [1, 2, 3, 4, 5, 6, 9, 10, 21, 22, 23, 24]). The resurgence
number (defined by Bocci-Harbourne [3]) and the asymptotic resurgence number (defined
by Guardo-Harbourne-Van Tuyl [14]) are measures of the non-containments between these
powers of ideals. Specifically, for an ideal I in a polynomial ring, the resurgence number and
the asymptotic resurgence number of I are given by
ρ(I) = sup
{m
r
∣∣∣ I(m) 6⊆ Ir} and ρa(I) = sup{m
r
∣∣∣ I(mt) 6⊆ Irt, t≫ 0}.
It is easy to see that ρa(I) ≤ ρ(I) for any ideal I. However, a priori, it is not quite clear
how different these invariants could be. In fact, if one replaces the ordinary power of I by
its integral closure and defines
ρ(I) = sup
{m
r
∣∣∣ I(m) 6⊆ Ir} and ρa(I) = sup{mr
∣∣∣ I(mt) 6⊆ Irt, t≫ 0},
then the main result of a recent work of Dipasquale-Francisco-Mermin-Schweig [7] shows
that
ρ(I) = ρa(I) = ρa(I).
Moreover, since these invariants are hard to compute, there are very few examples where ρ(I)
and ρa(I) are known explicitly (cf. [8]). Our goal in this paper is to study the resurgence
and asymptotic resurgence numbers of fiber products of projective schemes. Particularly, we
exhibit a pathological example of the difference between these two invariants, and provide
a large family of ideals for which the asymptotic resurgence number could be computed
explicitly.
Our results show that while the asymptotic resurgence of a fiber product of projective
schemes can be computed via that of given schemes, it is not necessarily the case for the
resurgence number. To be more specific, let A = k[PN
k
], B = k[PM
k
], X = ProjA/I, and
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Y = ProjB/J , for homogeneous ideals I ⊆ A and J ⊆ B. Then, the fiber product X ×
k
Y ,
embedded in PN
k
×
k
PM
k
, is defined by ideal I+J ⊆ A⊗
k
B. We prove the following theorems.
Theorems 2.5 and 2.6. Let I ⊆ A and J ⊆ B be nonzero proper homogeneous ideals. Let
I + J denote the sum of extensions of I and J in A⊗
k
B. Then
(1) ρa(I + J) = max{ρa(I), ρa(J)}.
(2) max{ρ(I), ρ(J)} ≤ ρ(I + J) ≤ ρ(I) + ρ(J).
The bounds in Theorem 2.6 may be strict. Particularly, we show that by taking k-fold
fiber products of a projective scheme, as the asymptotic resurgence number remains the
same, the resurgence number could strictly increase.
Theorem 3.7. There exists a set of points X ⊆ P2
k
such that if I
[k]
X represents the defining
ideal of the k-fold fiber product of X, embedded in the multiprojective space P2
k
×
k
· · ·×
k
P2
k
(k times), then
ρa(I
[k]
X ) = ρa(IX) and ρ(I
[k]
X ) > ρ(IX).
We shall now briefly describe our methods in proving these results. To prove Theorem
2.5, we establish the following statements (see Section 2 for the definition of ρlim supa (•) and
ρlim supa (•)):
(1) ρa(I + J) ≤ max{ρ
lim sup
a (I), ρ
lim sup
a (J)} ≤ ρ
lim sup
a (I + J);
(2) ρlim supa (I) = ρ
lim sup
a (I) = ρa(I).
Statement (1) is achieved by a careful analysis of containments between powers of I, J
and (I + J), and invoking the binomial expansion given in [15], which states that (I +
J)(h) =
∑h
k=0 I
(k)J (h−k). Statement (2) is proved by employing techniques in [7], in order
to show that ρlim supa (I) = ρ
lim sup
a (I), and making use of the main result of [7], which gives
ρlim supa (I) = ρa(I).
Theorem 2.6 is established using a similar line of arguments as that of statement (1). Fi-
nally, Theorem 3.7 arises as a consequence of Theorem 3.5, which derives a non-containment
for powers of I
[k]
X based on a given non-containment for powers of IX. This result is achieved
by an interesting Gro¨bner basis argument.
We assume that the reader is familiar with basic constructions in commutative algebra
and algebraic geometry. For unexplained terminology, we refer the reader to standard texts
in the research area [12, 18].
Acknowledgement. The authors thank Louiza Fouli and Paolo Mantero for pointing out a
mistake in the first draft of the paper. The authors also thank Elena Guardo and Alexandra
Seceleanu for many stimulating discussions on related topics. Part of this work was done
while the third author visited the other authors at Tulane University — the authors thank
Tulane University for its hospitality. The second author is partially supported by Louisiana
Board of Regents (grant #LEQSF(2017-19)-ENH-TR-25). Some of the computation in this
paper was done using Macaulay 2 [13].
2. Resurgence and asymptotic resurgence numbers
In this section, we investigate the resurgence and asymptotic resurgence numbers of fiber
products of projective schemes. We shall start by recalling relevant definitions and a result
of [7] that we will use.
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Recall that for an ideal I in a commutative ring R and m ∈ N, the m-th symbolic power
of I is defined to be
I(m) =
⋂
p∈Ass(I)
(ImRp ∩R) .
Recall also that for an ideal I, the resurgence number and asymptotic resurgence number of
I are defined to be
ρ(I) = sup
{m
r
∣∣∣ I(m) 6⊆ Ir} and ρa(I) = sup{m
r
∣∣∣ I(mt) 6⊆ Irt, t≫ 0}.
Related to these resurgence numbers, we further have the following invariants
ρ(I, t) = sup
{m
r
∣∣∣ I(m) 6⊆ Ir, m ≥ t, r ≥ t},
ρlim supa (I) = lim sup
t→∞
ρ(I, t).
It is easy to see from the definition that ρa(I) ≤ ρ
lim sup
a (I) ≤ ρ(I) for any ideal I.
In a recent work [7], DiPasquale, Francisco, Mermin and Schweig introduced similar in-
variants replacing the ordinary powers with their integral closures. Particularly, they define
ρ(I) = sup
{m
r
∣∣∣ I(m) 6⊆ Ir},
ρa(I) = sup
{m
r
∣∣∣ I(mt) 6⊆ Irt, t≫ 0},
ρ(I, t) = sup
{m
r
∣∣∣ I(m) 6⊆ Ir, m ≥ t, r ≥ t},
ρlim supa (I) = lim sup
t→∞
ρ(I, t).
By definition, we have ρa(I) ≤ ρ
lim sup
a (I) ≤ ρ(I). It also follows from the definition that
ρa(I) ≤ ρa(I), ρ
lim sup
a (I) ≤ ρ
lim sup
a (I) and ρ(I) ≤ ρ(I).
We shall make use of the following interesting connection between these invariants.
Theorem 2.1 ([7, Proposition 4.2]). Let I be any ideal in a polynomial ring. Then
ρa(I) = ρa(I) = ρ
lim sup
a (I) = ρ(I).
Our first lemma establishes the equality between ρlim supa (I) and its integral closure version.
This equality is in the same spirit as that of for ρa(I) given in [7, Proposition 4.2] (see
Theorem 2.1).
Lemma 2.2. Let I be any ideal in a polynomial ring. Then, we have
ρlim supa (I) = ρ
lim sup
a (I).
Proof. It is clear that if I(h) 6⊆ Ir, then I(h) 6⊆ Ir. Thus, for each t ∈ N, we have ρ(I, t) ≤
ρ(I, t). This implies that ρlim supa (I) ≤ ρ
lim sup
a (I). It remains to prove that
ρlim supa (I) ≤ ρ
lim sup
a (I).
Consider any θ ∈ Q such that θ > ρlim supa (I). It suffices to show that ρ
lim sup
a (I) ≤ θ.
It is known that the integral closure of the Rees algebra of I is finitely generated over the
Rees algebra of I (see, for example, [20, Proposition 5.3.4]). Thus, there exists an integer k
such that Ir = Ir−kIk ⊆ Ir−k for all r ≥ k.
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Since θ > lim supt→∞ ρ(I, t), there exists t0 ∈ N such that θ > ρ(I, t) for all t ≥ t0. Set
ǫ = θ − ρ(I, t0) > 0. Choose r0 ∈ N such that
kθ
r0
< ǫ. Then, for any h, r ∈ N such that
h, r ≥ max{t0, r0 + k} and
h
r
= θ, we have
h
r + k
>
h
r
− ǫ > ρ(I, t0). This implies that
I(h) ⊆ Ir+k ⊆ Ir. Therefore, ρ(I, t) ≤ θ for all t ≥ max{t0, r0 + k}. We conclude that
ρlim supa (I) ≤ θ, and the assertion is proved. 
Before proceeding, let us fix a number of notations for the rest of the paper. Let k
denote a field, let PN
k
be the N -dimensional projective space over k, and let k[PN
k
] represent
its corresponding polynomial ring. For fixed positive integers N and M , let A = k[PN
k
]
and B = k[PM
k
]. Let I ⊆ A and J ⊆ B be nonzero proper homogeneous ideals, and let
X = ProjA/I and Y = ProjB/J . It is a basic fact that
X ×
k
Y = Bi-Proj R/(I + J) ⊆ PN
k
×
k
PM
k
,
where R = A⊗
k
B, and I + J represents the sum of extensions of I and J in R.
The next few lemmas are essential in the computation of ρa(I + J). For simplicity of
notation, we shall use x and y to represent the coordinates of PN
k
and PM
k
, respectively.
Lemma 2.3. ρlim supa (I + J) ≥ max{ρ
lim sup
a (I), ρ
lim sup
a (J)}.
Proof. Consider any θ ∈ Q such that θ > ρlim supa (I + J). By definition, there eixsts t0 ∈ N
such that for all t ≥ t0, θ > ρ(I + J, t). Thus, for any h, r ∈ N such that h, r ≥ t ≥ t0 and
h
r
≥ θ, we must have (I + J)r ⊇ (I + J)(h) ⊇ I(h).
Let f(x) be a minimal generator of I(h) ⊆ A. Then, f(x) ∈ (I + J)r =
∑r
i=0 I
iJr−i.
Thus, we can write f(x) =
∑r
i=0 fi(x,y), where fi(x,y) ∈ I
iJr−i. Observe that for each
i < r, every term of every element in Jr−i must contain nontrivial powers of the variables
y. Therefore, the same is true also for every element in I iJr−i. This, since f(x) contains
no terms involving the variables y, implies that the fi(x,y), for i < r, must cancel leaving
f(x) = fr(x,y) ∈ I
r. That is, I(h) ⊆ Ir.
We have shown that θ > ρ(I, t) for all t ≥ t0. Hence, θ > ρ
lim sup
a (I). Similarly, we also
have θ > ρ(J, t) for all t ≥ t0 and, thus, θ > ρ
lim sup
a (J). The conclusion now follows since
this is true for any rational number θ > ρlim supa (I + J). 
Lemma 2.4. ρa(I + J) ≤ max{ρ
lim sup
a (I), ρ
lim sup
a (J)}.
Proof. It suffices to show that for any θ ∈ Q such that θ > max{ρlim supa (I), ρ
lim sup
a (J)}, we
have ρa(I + J) ≤ θ. Set ǫ = θ −max{ρ
lim sup
a (I), ρ
lim sup
a (J)} > 0.
By definition, there exists q0 ∈ N such that for any p, q ∈ N, q ≥ q0 and
p
q
≥ θ, we must
have I(p) ⊆ Iq and J (p) ⊆ Jq. Choose t0 ∈ N such that
q0θ
t0
< ǫ. We shall prove that for
any h, r ∈ N such that
h
r
> θ and t ≫ 0, we must have (I + J)(ht) ⊆ (I + J)rt, which then
implies that ρa(I + J) ≤ θ.
By [15, Theorem 3.4], we have
(I + J)(ht) =
ht∑
i=0
I(i)J (ht−i).
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Thus, it is enough to show that for any 0 ≤ i ≤ ht, the containment I(i)J (ht−i) ⊆ (I + J)rt
holds.
Indeed, by choosing t ≥ max
{
t0,
θ
h− rθ
}
, we have θ−
q0θ
t
> max{ρlim supa (I), ρ
lim sup
a (J)}
and
ht
θ
− rt > 1. If i < q0θ, then
ht− i
rt
=
h
r
−
i
rt
>
h
r
−
q0θ
t
> max{ρlim supa (I), ρ
lim sup
a (J)}.
Thus, J (ht−i) ⊆ Jrt for all t≫ 0. This implies that I(i)J (ht−i) ⊆ J (ht−i) ⊆ Jrt ⊆ (I + J)rt.
If i > rtθ−q0θ, then
i
rt
> θ−
q0θ
rt
≥ θ−
q0θ
t
> max{ρlim supa (I), ρ
lim sup
a (J)}. Thus, I
(i) ⊆ Irt
for t≫ 0. This also implies that I(i)J (ht−i) ⊆ Irt ⊆ (I + J)rt.
Suppose now that q0θ ≤ i ≤ rtθ − q0θ. Let i
′ =
⌊ i
θ
⌋
≥ q0. Then, I
(i) ⊆ I i
′
, since
i
i′
≥ θ
and i, i′ ≥ q0. Also, since
ht
θ
− rt > 1, we have rt −
ht− i
θ
< i′ ≤
i
θ
. This implies that
ht− i
rt− i′
≥ θ. Moreover, since i ≤ (rt − q0)θ, we have q0 ≤ rt −
i
θ
≤ rt − i′. Therefore,
J (ht−i) ⊆ Jrt−i
′
. Hence,
I(i)J (ht−i) ⊆ I i
′
Jrt−i
′
⊆ (I + J)rt.

We are now ready to state our main results of the section, which compute ρa(I + J) and
give bounds for ρ(I + J).
Theorem 2.5. Let I ⊆ A and J ⊆ B be nonzero proper homogeneous ideals. Let I + J be
the sum of extensions of I and J in R = A⊗
k
B. Then, we have
ρa(I + J) = ρa(I + J) = ρ(I + J) = max{ρa(I), ρa(J)}.
Proof. It follows from Theorem 2.1 that ρa(I + J) = ρa(I + J) = ρ(I + J). It remains to
establish the last equality. By definition, ρa(I + J) ≤ ρ
lim sup
a (I + J) ≤ ρ(I + J). Thus,
together with Lemmas 2.2, 2.3 and 2.4, we get
ρa(I + J) = ρa(I + J) = ρ(I + J) = ρ
lim sup
a (I + J) = ρ
lim sup
a (I + J)(2.1)
≥ max{ρlim supa (I), ρ
lim sup
a (J)}
≥ ρa(I + J).
Hence, we must have equalities in (2.1) and the assertion follows. 
Theorem 2.6. Assume the same hypotheses as in Theorem 2.5. Then,
max{ρ(J), ρ(J)} ≤ ρ(I + J) ≤ ρ(I) + ρ(J).
Proof. Consider any θ ∈ Q such that θ > ρ(I + J). Then, by definition, for any h, r ∈ N
such that
h
r
≥ θ, we have (I+J)r ⊇ (I+J)(h) ⊇ I(h). By the same line of arguments as that
of Lemma 2.3, it then can be shown that Ir ⊇ I(h). This implies that ρ(I) ≤ θ. Similarly,
we have ρ(J) ≤ θ. Thus, θ ≥ max{ρ(I), ρ(J)}. Since this is true for any θ > ρ(I + J), we
deduce that ρ(I + J) ≥ max{ρ(I), ρ(J)}.
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We shall now prove the second inequality. Consider any h, r ∈ N such that
h
r
> ρ(I)+ρ(J).
It suffices to show that (I + J)(h) ⊆ (I + J)r. Indeed, by [15, Theorem 3.4], we have
(I + J)(h) =
h∑
i=0
I(i)J (h−i).
Thus, it suffices to prove that for any 0 ≤ i ≤ h, I(i)J (h−i) ⊆ (I + J)r.
To this end, observe that if i ≤ rρ(I), then h− i > rρ(J), and so J (h−i) ⊆ Jr ⊆ (I + J)r,
which implies that I(i)J (h−i) ⊆ J (h−i) ⊆ (I + J)r. On the other hand, if i > rρ(I), then
I(i) ⊆ Ir ⊆ (I + J)r, which also implies that I(i)J (h−i) ⊆ I(i) ⊆ (I + J)r. 
Example 2.7. Let p be an odd prime. Let k be a field of characteristic p consisting of
q = pt elements, for some t ∈ N, and let k′ be the prime subfield of k. Let I ⊆ k[PN
k
] and
J ⊆ k[PM
k
] be the defining ideals of all but one k′-points in PN
k
and PM
k
, respectively, and let
I + J denote the sum of their extensions in k[PN
k
×
k
PM
k
]. Then, it follows from [8, Theorem
3.2], and Theorems 2.5 and 2.6 that
ρa(I + J) =
max{N,M}(q − 1) + 1
q
,
max{N,M}(q − 1) + 1
q
≤ ρ(I + J) ≤
(N +M)(q − 1) + 2
q
.
3. k-fold fiber products of a projective scheme
In this section, we shall focus on k-fold fiber products of a projective scheme, and give
an example where the asymptotic resurgence number stays the same while the resurgence
number strictly increases. The next few lemmas derive a non-containment for I + J from
that of I and J .
Recall that we use x and y to denote the variables in A and B. For term orders ≺1 on
A and ≺2 on B, we define ≺1,2 to be the term order on k[x,y] = R = A⊗k B obtained by
combining ≺1 and ≺2 such that xi > yj for all i, j.
Lemma 3.1. Let Q ⊆ A and H ⊆ B be ideals. Suppose that G and G′ are Gro¨bner bases
for Q and H with respect to some term orders ≺1 and ≺2, respectively. Then G ∪ G
′ is a
Gro¨bner basis for Q+H ⊆ R with respect to the term order ≺1,2.
Proof. It suffices to show that for any a(x) ∈ G and b(y) ∈ G′, the S-polynomial S(a(x), b(y))
reduces to 0 modulo G∪G′ with respect to ≺1,2. Indeed, we may assume that a(x) and b(y)
are monic polynomials, and write a(x) = xα+ a′(x) and b(y) = yβ + b′(y), where xα and yβ
are leading terms of a(x) and b(y) with respect to ≺1 and ≺2. Then,
S(a(x), b(y)) = yβa′(x)− xαb′(y) = a(x)b′(y)− b(y)a′(x)
which clearly reduces to 0 module G ∪G′. The assertion is proved. 
Let G be a Gro¨bner basis for an ideal I, we shall write f
G
for the remainder of f modulo
G.
Lemma 3.2. Let I ⊆ A and J ⊆ B be ideals. Suppose that f(x) ∈ A and g(y) ∈ B are
polynomials such that f(x) 6∈ Ir and g(y) 6∈ Js. Then, f(x)g(y) 6∈ (I + J)r+s−1.
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Proof. Let Ir =
⋂u
i=1Qi and J
s =
⋂v
j=1Hj be primary decompositions of I
r and Js, re-
spectively. It is easy to see that (I + J)r+s−1 ⊆ Ir + Js ⊆
⋂
i,j(Qi + Hj). Thus, if
f(x)g(y) ∈ (I + J)r+s−1, then we must have f(x)g(y) ∈ Qi + Hj for all 1 ≤ i ≤ u and
1 ≤ j ≤ v. We shall show that this forces either f(x) ∈ Qi for all i or g(y) ∈ Hj for all j,
which then results in either f(x) ∈ Ir or g(y) ∈ Js, a contradiction.
Indeed, fix an i and j. Let G and G′ be Gro¨bner bases for Qi and Hj , respectively, with
respect to some term orders ≺1 in A and ≺2 in B. By Lemma 3.1, G∪G
′ is a Gro¨bner basis
for Qi + Hj with respect to ≺1,2. Since f(x)g(y) ∈ Qi + Hj, we have f(x)g(y)
G∪G′
= 0.
Observe, from the definition of ≺1,2, that
f(x)g(y)
G∪G′
= f(x)
G
g(y)
G′
= f(x)
G
g(y)
G′
.
Thus, we have either f(x)
G
= 0 or g(y)
G′
= 0. That is, either f(x) ∈ Qi or g(y) ∈ Hj .
Since this is true for any i and j, either f(x) ∈ Qi for all i or, if there exists an i such that
f(x) 6∈ Qi, then that forces g(y) ∈ Hj for all j. The assertion is proved. 
Lemma 3.3. Let I ⊆ A and J ⊆ B be nonzero proper homogeneous ideals. Suppose that
I(h) 6⊆ Ir and J (k) 6⊆ Js. Then,
(I + J)(h+k) 6⊆ (I + J)r+s−1.
Proof. Let f(x) ∈ I(h) \ Ir and g(y) ∈ J (k) \ Js. By Lemma 3.2, we have f(x)g(y) 6∈
(I + J)r+s−1. On the other hand, by [15, Theorem 3.4], we have
f(x)g(y) ∈ I(h)J (k) ⊆ (I + J)(h+k).
Hence, (I + J)(h+k) 6⊆ (I + J)r+s−1. 
Remark 3.4. In the remaining of the paper, for a homogeneous ideal I ⊆ A and X =
ProjA/I, we shall
(1) use X [k] to denote the k-fold fiber product X ×
k
· · · ×
k
X︸ ︷︷ ︸
k times
, and
(2) use I [k] to denote the defining ideal of X [k] embedded in PN
k
×
k
· · · ×
k
PN
k︸ ︷︷ ︸
k times
.
Our next result provides a lower bound for the resurgence number of k-fold fiber products.
Theorem 3.5. Let I ⊆ A be a nonzero proper homogeneous ideal. Suppose that I(h) 6⊆ Ir
for some h, r ∈ N. Then, for any k ∈ N, we have
ρ(I [k]) ≥
kh
k(r − 1) + 1
.
Proof. It suffices to show that
(
I [k]
)(kh)
6⊆
(
I [k]
)k(r−1)+1
. Indeed, this non-containment follows
inductively by applying Lemma 3.3 with J = I [k−1]. 
Example 3.6. Let p be an odd prime. Let k be a field of characteristic p and let k′ be its
prime subfield. Let N =
p+ 1
2
and let I be the defining ideal of all but one k′-points in PN
k
.
It follows from [17, Theorem 3.9] that
I(N+1) 6⊆ I2.
7
By applying Theorem 3.5 we get, for any k ≥ 2,
ρ(I [k]) ≥
k(N + 1)
k + 1
.
Observe that limk→∞
k(N + 1)
k + 1
= N + 1. Thus, by taking p→∞, we get a family of ideals
I (depending on p) such that ρ(I [k]) gets arbitrarily large as k →∞.
As a consequence of Theorem 3.5, we give an example where ρa(I
[k]) remains unchanged
while ρ(I [k]) strictly increases.
Theorem 3.7. There exists a set of points X ⊆ P2
k
such that if I
[k]
X represents the defining
ideal of the k-fold fiber product of X, embedded in the multiprojective space P2
k
×
k
· · · ×
k
P2
k
(k times), then
ρa(I
[k]
X ) = ρa(IX) and ρ(I
[k]
X ) > ρ(IX).
Proof. Let n ∈ N and let k be a field of characteristic not equal to 2 containing n distinct
roots of unity. Let A = k[x, y, z] and let
I = (x(yn − zn), y(zn − xn), z(xn − yn)).
Then I = IX is the defining ideal of a set X of n
2 + 3 points in P2
k
(see [17]). It is known
from [8, Theorem 2.1] that ρa(I) = (n + 1)/n. It is also known from [8, Theorem 2.1] and
[17, Proposition 2.1] that ρ(I) = 3/2 and that I(3) 6⊆ I2.
It follows by a repeated application of Theorem 2.5 that ρa(I
[k]) = ρa(I). Furthermore, it
follows from Theorem 3.5 that, for all k ≥ 2,
ρ(I [k]) ≥
3k
k + 1
>
3
2
= ρ(I).
The theorem is proved. 
We end the paper with the following conjectures, that are inspired by what Theorems 3.5
and 3.7 appear to indicate.
Conjecture 3.8. There exists a homogeneous polynomial ideal I such that
lim sup
k→∞
ρ(I [k]) =∞.
Conjecture 3.9. There exists a family of homogeneous polynomial ideals {Ik}k∈N (possibly
in different polynomial rings) such that
lim sup
k→∞
(ρ(Ik)− ρa(Ik)) =∞.
Note that an affirmative answer to Conjecture 3.8 also gives an affirmative answer to
Conjecture 3.9.
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