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Abstract
Causal set non-local wave operators allow both for the definition of
an action for Causal set theory and the study of deviations from local
physics that may have interesting phenomenological consequences. It
was previously shown that, in all dimensions, the (unique) minimal
discrete operators give averaged continuum non-local operators that
reduce to −R/2 in the local limit. Recently, dropping the constraint
of minimality, it was shown that there exist an infinite number of dis-
crete operators satisfying basic physical requirements and with the
right local limit in flat spacetime. In this work, we consider this entire
class of Generalized Causal set d’Alembertins in curved spacetimes
and extend to them the result about the universality of the −R/2 fac-
tor. Finally, we comment on the relation of this result to the Einstein
Equivalence principle.
Keywords: Causal set, d’Alembertians, non-locality, Equivalence Principle
1 Introduction
Causal set (CS) theory is a proposal for a Quantum Gravity (QG) theory
that assumes a discrete structure for spacetime (see [1] and [2] for reviews on
1
ar
X
iv
:1
51
0.
04
66
5v
3 
 [g
r-q
c] 
 23
 M
ay
 20
16
CS theory, with emphasis on modern developments). The critical assump-
tions of the theory are discreteness and Lorentz Invariance. Maintaining
(local) Lorentz Invariance while making spacetime fundamentally discrete
comes with a price, causal sets are inherently non-local. This can be intu-
itively understood in a causal set approximating Minkowski spacetime where
Lorentz Invariance and discreteness imply that, given a point, the nearest
neighbours are all the points of the CS one Planck time away from the cho-
sen one, assuming the discreteness scale to be the Planck one. It is clear that
those points are infinite in number and distributed near the null cone up
to infinity, making the CS an extremely non-local object. This non-locality
plays a central role in determining the dynamics of matter over a fixed CS.
There are different ways for describing the propagation of (scalar) fields on
causal sets [3]. One way is through the introduction of discrete d’Alembertian
operators [4] defined on generic causal sets that do not require any embedding
spacetime. These operators, once averaged over all sprinklings on flat space-
time, give rise to the standard wave operators in the local limit [5, 6, 7, 8]. It
is in this sense that they are discrete versions of the standard d’Alembertian.
Similarly, when averaged over all sprinklings on a given curved spacetime
the operators reduce in the local limit to the covariant d’Alembertian plus a
term proportional to the scalar curvature. In particular, they reduce to
φ(x)− 1
2
R(x)φ(x)
in the local limit for all dimensions, i.e. the factor −R/2 is universal [7, 6].
In this work we re-derive the result on the universality of the −R/2 factor
and extend it to the whole family of Generalized Causal set d’Alembertians
(GCD)introduced in [8] (which contain the operators studied in [7, 6] as
special cases). In doing so, we bridge the gap between the spectral analysis —
difficult to generalized to curved spacetime — used in [8] and the way in which
causal set d’Alembertians are studied in curved spacetime [9]. Finally, we
discuss the implications of this result in relation to the Einstein Equivalence
Principle.
The paper is organized as follows. In section 2 we introduce both the GCD
family of operators and the general geometric set-up with which we will work.
Section 3 constitutes the proof of the universality of the −R/2 factor and in
section 4 we conclude with a discussion of the result and future directions.
2
2 General set-up
In this section we introduce the family of GCD [8] and outline the general
set-up used in the rest of the work.
2.1 Generalized Causal set d’Alembertians
Given a causal set C and a scalar field φ : C → R on it, let us consider the
operators defined by1
(B(D)ρ φ)(x) = ρ
2/D
a φ(x) + Lmax∑
n=0
bn
∑
y∈In(x)
φ(y)
 , (1)
where a, bn are dimension dependent coefficients, ρ = l
−D, l is the discreteness
scale and In(x) represents the set of past n-th neighbours
2 of x. In the
literature the first sum in eq. (1) is referred to as sum over layers, where
each In is a layer. The operators in eq. (1) are derived under the following
physical assumptions [8]
1. Linearity: the result of the action of the operator on a scalar field
at an element of the causal set should be a linear combination of the
values of the fields at other elements
2. Retardedness: the result of the action of the operator on a scalar
field at an element of the causal set should depend on the values of the
field in the past of that element
3. Label invariance: the operator should be invariant under the rela-
bellings of the causal set elements
4. Neighbourly democracy: all n-th neighbours of x should contribute
to (BDρ φ)(x) with the same coupling
The operators in eq. (1) are well defined for a general causal set C but are
particularly relevant for causal sets that well approximate continuum space-
1Here we follow the notation of [8].
2A point y is an n-th past neighbour of x if the cardinality of the set Int(x, y) =
{z ∈ C : x ≺ z ≺ y} is equal to n.
3
times [9]. Indeed, given a generic spacetime3 (M, g), the average of the
discrete operators over all Poisson sprinklings of M lead to a continuum
operator given by4
E(B(D)ρ φ)(x) = ρ2/Da φ(x) (2)
+ ρ(2+D)/D
Lmax∑
n=0
bn
n!
∫
J−(x)
√−ge−ρV (x,y)[ρV (x, y)]nφ(y)dDy,
where E stands for average over sprinklings, J−(x) is the causal past of x
and V (x, y) is the spacetime volume of the causal interval between x and y.
It was shown in [4, 7] that, for particular choices of coefficients {a, bn}, the
operators in eq. (2) reduce to the standard wave operator in flat spacetime
in the local limit, i.e. for ρ→∞. Once {a, bn} are identified, these operators
can also be studied for a generic curved spacetime [7, 6, 9].
GCD were studied in flat spacetime in [8], where relations defining the
coefficients {a, bn} were found via a spectral analysis. In the following sub-
sections we give an overview of these relations that are fundamental to this
work.
2.1.1 Even dimensions
The coefficients {a, bn} in even dimensions, defining D = 2N + 2 with N =
0, 1, . . . , are determined by the following equations
Lmax∑
n=0
bn
n!
Γ(n+
k + 1
N + 1
) = 0, k = 0, 1, . . . , N + 1 (3a)
a+
2(−1)N+1piN
N !D2CD
Lmax∑
n=0
bnψ(n+ 1) = 0 (3b)
Lmax∑
n=0
bn
n!
Γ(n+
N + 2
N + 1
)ψ(n+
N + 2
N + 1
) =
2(−1)N(N + 1)!
piN
D2C
N+2
N+1
D , (3c)
where CD =
(pi/4)
D−1
2
DΓ(D+12 )
(actually this definition is also valid in odd dimensions),
Γ is the Gamma function and ψ stems for the Digamma function.
3Actually we have to consider spacetimes that satisfy some causality conditions. The
minimal requirement for the causal set itself to be meaningful is future and past distin-
guishability.
4For further details see [1] and references therein.
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2.1.2 Odd dimensions
In odd dimensions, defining D = 2N + 1 with N = 0, 1, . . . , the equations
are
Lmax∑
n=0
bn
n!
Γ(n+
2k + 2
2N + 1
) = 0, k = 0, 1, . . . , N (4a)
a+
(−1)NpiN+ 12
DCDΓ(N +
1
2
)
Lmax∑
n=0
bn = 0 (4b)
Lmax∑
n=0
bn
n!
Γ(n+
2N + 3
2N + 1
) =
4(−1)N−1Γ(N + 3
2
)
piN+
1
2
DC
2N+3
2N+1
D . (4c)
Note that in even dimensions we have N + 4 equations and in odd di-
mensions N + 3. This means that in the minimal cases given by Lmax =
D+2
2
and Lmax =
D+1
2
in even and odd dimensions respectively, we have a unique
solution corresponding to the minimal operators. In the non-minimal cases
instead, the number of equations is less than the unknowns making the sys-
tem under-determined therefore admitting an infinite number of solutions.
2.2 Geometrical set-up
The continuum operators given by eq. (2) can be rewritten in the following
form
B¯(D)ρ φ(x) ≡ E(B(D)ρ φ)(x) = ρ2/Da φ(x) (5)
+ ρ(2+D)/DOˆ
∫
J−(x)
√−ge−ρV (x,y)φ(y)dDy︸ ︷︷ ︸
I(D)
,
where the operator Oˆ is defined as
Oˆ =
Lmax∑
n=0
bn
n!
(−1)nHn, (6)
and Hn ≡ ρn∂n/∂ρn. Note that Oˆρn ∝ ρn.
In the following we use the geometrical set-up of [9] (see also [7]) and we
assume that the scalar field has compact support of size smaller than the
5
curvature radius and such that it varies slowly on scales of the order of the
non-locality scale5 lk. In [9] it was shown that the finite contributions to
the local limit come from the so called near region (W1), i.e. the region of
the past light cone of a chosen point x, that is a neighbourhood of the point
itself, see Fig.1. Motivated by this result (see also discussion below) we focus
on the integral I(D), in eq. (5), restricted to W1 defined by
W1 :=
{
y ∈ supp(φ) ∩ J−(x) : 0 ≤ u ≤ v ≤ a˜} ,
where a˜ > 0 is chosen small enough for the expansions (introduced below) to
be valid but such that the near region is much larger than the non-locality
scale, i.e. ρ a˜D  1 (for more details on the geometrical constructions we refer
the reader to [9]). In this region we use (past pointing) null Riemann normal
coordinates (u, v, ϕ1, ..., ϕD−2) defined by u = (−y0−r)/
√
2, v = (−y0+r)√2,
where r =
√∑D−1
i=1 y
i2 and {yµ} are the RNC.
The integral I(D) restricted to the near region in these coordinates takes
the form
IDW1 =
∫ a˜
0
∫ v
0
du
∫
dΩD−2
(v − u)D−2
2(D−2)/2
√
−g(y)φ(y)e−ρV (y). (7)
As already discussed in [7] (see Sec.3 therein) assuming the size of the com-
pact support of the field to be smaller than the curvature radius implies that
all the curvature corrections to the flat space integral will be small. We can
assume then that eq. (5) will converge to a local result as ρ → ∞ as in the
flat case. Thus, by dimensional arguments, the limit ρ → ∞ of eq. (5) will
be a linear combination of the d’Alembertian and the Ricci scalar curvature.
What we will show in this work is that, when the aforementioned local
limit exists, the limit will be g − R/2 for all GCD. The existence of a
local limit is already assumed in earlier work [6, 7], where higher order terms
were neglected due to this assumption and the dimensional arguments. In
this work, even if we stick to the same assumption, we argue that the local
limit always exists based on the results in [5, 9] ( see appendix A and the
following discussion). It should be noted that our proof strictly holds true
5Note that, even if the averaged operators converge to the local one in the local limit the
fluctuations actually tend to increase. To tame this problem, a new scale lk was introduced
in [4]. In particular, new discrete operators have been found that give the same average
as in eq. (2) with ρ = 1/lk. See [8] for further details.
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Figure 1: Graphical representation of the geometrical construction with D−
2 dimensions suppressed. The dotted line represents the boundary of the
intersection of the support of the field and the past light cone of the origin.
Regions W2 and W3 are called down the light cone region and far region
respectively and are not considered in this work. W1 is the near region that
we consider.
when the assumption that the compact support of the field is much smaller
than the curvature scale is fulfilled. This implies that we do not have to
consider regions W2,3 at all, in the limit. However, this assumption could be
relaxed by including regions W2,3. Although such a proof goes beyond the
scope of the present work, note that in [9] the complete proof of the existence
of a local limit in 4D curved spacetimes for the minimal operator is given
considering all the terms and all the regions W1,2,3. Since only the properties
of the operator Oˆ are used to complete the proof we see no reason why the
same construction can not be extended in all dimensions and to non-minimal
operators. This lends strong support to the conjecture that the universality
result we are going to prove extends to configurations like the one in Fig. 1,
where the support of the field is not restricted to be in the near region.
In order to proceed, we expand the volume element and the volume of
causal intervals around the origin up to order R2 terms (see [10, 7]) and the
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field up to second derivative terms
√−g = 1− 1
6
Rµν(0)y
µyν +O(R2) ≡ 1 + δ√−g +O(R2), (8)
V (y) = V D0
(
1− D
24(D + 1)(D + 2)
R(0)τ 2 +
D
24(D + 1)
Rµν(0)y
µyν +O(R2)
)
(9)
≡ V0 + δV +O(R2),
φ(y) = φ(0) + yµφ,µ(0) +
1
2
yνyµφ,νµ(0) + y
µyνyσΦµνσ(y), (10)
where τ 2 = 2uv, V D0 = CDτ
D = 2D/2CD(uv)
D/2 ≡ cD(uv)D/2 is the volume of
a causal interval in D-dimensional Minkowski spacetime between the origin
and the point with Cartesian coordinates {yµ} and Φµνσ(y) is a smooth
function of y. Using these expansions we can then write eq. (7) as
I(D) =
∫ a˜
0
dv
∫ v
0
du
(v − u)D−2
2(D−2)/2
∫
dΩD−2 (11)[
(1 + δ
√−g) · (φ(0) + yµφ,µ(0) + 1
2
yνyµφ,νµ(0)) · (1− ρδV )
+(1 + δ
√−g) · (φ(0) + yµφ,µ(0) + 1
2
yνyµφ,νµ(0)) ·
∞∑
k=2
(−ρδV )k
k!
]
e−ρV0 .
where we neglected terms O(R2) and with more than two derivatives of the
field coming from eqs. (8), (9) and (10). Since we are interested only in the
local limit in the following we also neglect all terms O(R2) and R ∂φ, R ∂2φ
in eq. (11). Note that these terms are relevant when the nonlocality scale is
not strictly vanishing (see [9] for details in 4D with the minimal operator).
We consider these these terms schematically in appendix A, and argue that
they do not contribute in the local limit.
Performing the integration over the spherical coordinates and using that∫
dΩD−2(yj)2 =
1
D − 1
∫
dΩD−2 = ωD−1,
8
where ωD−1 is the volume of the Euclidean ball of radius one in D − 1 di-
mensions, we arrive at
I(D) =
∫ a˜
0
dv
∫ v
0
du
(v − u)D−2
2(D−2)/2
(12)[
(D − 1)ωD−1φ(0) + (D − 1)ωD−1y0φ,0(0)
+
(u+ v)2
2
ωD−1(D − 1)
(
1
2
φ,00(0)− 1
6
R00(0)φ(0)− ρ φ(0)cD(uv)D/2 D
24(D + 1)
R00(0)
)
+
(v − u)2
2
ωD−1
(
1
2
φ,ii(0)− 1
6
Rii(0)φ(0)− ρ φ(0)cD(uv)D/2 D
24(D + 1)
Rii(0)
)
+ωD−1(D − 1)ρ φ(0)cD(uv)1+D/2 2D
24(D + 2)(D + 1)
R(0)
]
e−ρV0 ,
where repeated indices are summed over and we have used
V0 = CDτ
D = cD(uv)
D/2.
For later convenience note that
ωD−1 =
pi(D−1)/2
Γ
(
D−1
2
+ 1
) . (13)
3 Universality of −R/2 factor:
In order to prove the universality of the −R/2 factor we will construct oper-
ators Oˆ such that (see eq. (5))
lim
ρ→+∞
B¯(D)ρ φ = gφ+ aRφ (14)
and then prove that a = −1/2 for the entire family of GCD (in every dimen-
sions).
We firstly construct operators Oˆ that annihilate terms in eq. (12) that
would give rise to divergences in the local limit. In this way, we are going
to recover eqs. (3a) and (4a). Then we will choose Oˆ such that we recover
the d’Alembertian in the local limit and prove that this implies a = −1/2 in
eq. (14) for the entire family of GCD.
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Let us start by noting that, all the integrals appearing in eq. (12) (for
D > 2) are of the general form
Im,n =
∫ a˜
0
dv
∫ v
0
du umvne−ρ cD(u v)
D/2
, (15)
with non-negative m,n and m + n = D − 2, D − 1, D, 2D. This can be
recognized to be true by a binomial expansion of the term (u − v)D−2 in
eq. (12).
In even dimensions we show that, eq. (15) with m 6= n gives divergent
contributions in the local limit. Constructing the operators Oˆ such that they
annihilate these divergences ensures that they also annihilate divergent terms
coming from eq. (15) with m = n. However when m = n logarithmic terms,
which are not annihilated by Oˆ, are also present and they lead to the finite
contributions in the local limit.
In odd dimensions we have m 6= n always. We therefore construct Oˆ such
that it annihilates the divergent terms with the exception of those needed
for eliminating the first term appearing on the RHS of eq. (5), i.e. the terms
with m+ n = D − 2, see eq. (12).
We discuss first the case of even dimensions with D > 2 in detail and
then briefly analyze the 2D as well as odd dimensional cases.
3.1 Even dimensions: case m 6= n
Consider Im,n for m 6= n,
Im 6=n =
a˜−m
(m− n)D/2
1
(cDρ)
2+2m+n
D
[
a˜n(cDρ)
n
D
(
−Γ(1 +m
D/2
) + Γ(
1 +m
D/2
, a˜DcDρ)
)
(16)
+a˜m(cDρ)
m
D
(
Γ(
2 +m+ n
D
)− Γ(2 +m+ n
D
, a˜DcDρ)
)]
,
where Γ(·, ·) are incomplete Gamma functions which are exponentially van-
ishing in the local limit. The terms potentially divergent in the local limit
are of the form
ρ−
2+2m
D , ρ−
2+m+n
D ,
for m+ n 6= 2D and
ρ−
2+2m
D
+1, ρ−
2+m+n
D
+1,
10
for m + n = 2D. Note that, terms with m + n = 2D are multiplied by ρ in
eq. (12) and m is always at least D/2 thanks to the presence of the (uv)D/2
factor.
Given the factor ρ
2+D
D in eq. (5), a sensible requirement for the operator
Oˆ is to annihilate terms proportional to ρ−α with
2 +D
D
− α ≥ 0.
Indeed those are the terms that diverge for ρ → ∞, i.e. in the local limit.
The need for annihilate ρ(D+2)/D will be fully clarified in the next section.
We consider the two relevant subcases, m+ n 6= D − 1 and m+ n = D − 1,
separately since the second one shows why we require Oˆ to annihilate also
ρ(D+2)/D, which in principle should give a finite contribution in the local limit.
3.1.1 Case m+ n 6= D − 1
The relevant terms in Im,n can be written as ρ
−p/D with p a positive and even
integer. We require that Oˆ annihilates terms for which
2 +D
D
− p
D
≥ 0⇒ p ≤ 2 +D, (17)
i.e.
Oˆρ−
2(k+1)
D = 0, k = 0, 1, 2, . . . ,
D
2
. (18)
These are (D + 2)/2 requirements, i.e. N + 2 requirements (defining D =
2N + 2 as in sec.2.1.1 and 2.1.2), exactly as many as in eq. (3a). Using
Hn
(
1
ρ
2(k+1)
D
)
=
1
ρ
2(k+1)
D
(−1)n
n−1∏
s=0
(
2(k + 1)
D
+s) = (−1)n 1
ρ
2(k+1)
D
2(k + 1)
D
Γ[2(k+1)
D
+ n]
Γ[1 + 2(k+1)
D
]
.
(19)
one can show that (see eq. (6))
Oˆρ−
2(k+1)
D =
Lmax∑
n=0
bn
n!
2(k + 1)
D
Γ[2(k+1)
D
+ n]
Γ[1 + 2(k+1)
D
]
(20)
=
2(k + 1)
D
1
Γ[1 + 2(k+1)
D
]
Lmax∑
n=0
bn
n!
Γ[
2(k + 1)
D
+ n],
which proves the equivalence of eqs. (18) and (3a).
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3.1.2 m+ n = D − 1
Consider the term
φ,0(0)√
2
(
−
∫ a˜
0
dv
∫ v
0
du
(v − u)D−2
2(D−2)/2
(u+ v)e−ρ
′(u v)D/2
)
, (21)
where ρ′ ≡ cDρ and we now define D = 2M . Using the change of variables
x ≡ uM , (22)
y ≡ vM ,
and the binomial expansion, the general integrals appearing in eq. (21) are
(M > 1 since D > 2)∫ a˜M
0
dy
∫ y
0
dx y
M−1−k
M x
2+k−M
M = (23)
Mρ′−1−
1
2M Γ
(
1 + 1
2M
)
3 + 2k − 2M −
a˜2M−3−2kMρ′−
2+k
M Γ
(
2+k
M
)
3 + 2k − 2M
− Mρ
′−1− 1
2M Γ
(
1 + 1
2M
, a˜2Mρ′
)
3 + 2k − 2M +
a˜2M−3−2kMρ′−
2+k
M Γ
(
2+k
M
, a˜2Mρ′
)
3 + 2k − 2M ,
∫ a˜M
0
dy
∫ y
0
dx y
M−k
M x
1+k−M
M = (24)
Mρ′−1−
1
2M Γ
(
1 + 1
2M
)
1 + 2k − 2M −
a˜2M−1−2kMρ′−
1+k
M Γ
(
1+k
M
)
1 + 2k − 2M
− Mρ
′−1− 1
2M Γ
(
1 + 1
2M
, a˜2Mρ′
)
1 + 2k − 2M +
a˜2M−1−2kMρ′−
1+k
M Γ
(
1+k
M
, a˜2Mρ′
)
3 + 2k − 2M .
Note that since k and M are integers the denominators never vanish. The
incomplete Gamma functions do not contribute in the local limit, thus the
relevant terms are
ρ−
D+1
D , ρ−
2+k
M ,
from eq. (23) and
ρ−
D+1
D , ρ−
1+k
M ,
from eq. (24). To summarize:
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• Terms we want to get rid of that are proportional to ρ− 2+kM = ρ− 4+2kD
give a divergent or a constant term in the local limit. These terms are
such that
D + 2
D
− 4 + 2k
D
≥ 0⇒ k ≤M − 1,
i.e. they are of the form ρ−p/D with p even and less than or equal to
D + 2 (see eq. (17)), as such they are already annihilated by Oˆ, see
eqs. (17) and (18).
• Terms proportional to ρ−D+1D sum to zero
−ρ−D+1D D
2
Γ(1+
1
D
)
D−2∑
k=0
(
D − 2
k
)
(−1)k 4 + 4k − 2D
(3 + 2k −D)(1 + 2k −D) = 0.
(25)
We see that Oˆρ−(D+2)/D = 0 comes from requiring the correct IR behavior of
the operator, in the sense of obtaining  rather than some other combination
of derivatives.
3.2 Even dimensions: case m = n
Let us consider the terms with m = n. Note that m can assume the values
D−2
2
, D
2
, D, where the ID,D are also multiplied by a factor of ρ. The terms of
interest in eq. (12) are given by
1
2
D−2
2
{
(D − 1)ωD−1φ(0)A0ID−2
2
,D−2
2
(26)
+A1
[
1
2
ωD−1
(
D − 1
2
φ,00(0)− 1
6
φ(0)(D − 1)R00
)]
ID/2,D/2
+A2
[
1
2
ωD−1
(
1
2
φ,ii − 1
6
φ(0)Rii
)]
ID/2,D/2
+A1
[
ωD−1
2
(
− D
24(D + 1)
cDφ(0)(D − 1)R00
)]
ρID,D
+A2
[
ωD−1
2
(
− D
24(D + 1)
cDφ(0)Rii
)]
ρID,D
+A5
[
2D
24(D + 1)(D + 2)
ωD−1(D − 1)cDφ(0)R
]
ρID,D
}
,
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where
A0 ≡
(
D − 2
D−2
2
)
(−1)D−22 , (27)
A1 ≡
[(
D − 2
D−4
2
)
(−1)D−42 +
(
D − 2
D−2
2
)
2(−1)D−22 +
(
D − 2
D
2
)
(−1)D2
]
, (28)
A2 ≡
[(
D − 2
D−4
2
)
(−1)D−42 −
(
D − 2
D−2
2
)
2(−1)D−22 +
(
D − 2
D
2
)
(−1)D2
]
, (29)
A5 ≡
(
D − 2
D−2
2
)
(−1)D−22 . (30)
The general Im,m can be computed with the change of variables in eq. (22),
ID/2,D/2 =
2
D2
ρ′−
D+2
D
[
G3,02,3
(
a˜Dρ′| 1, 1
0, 0, 1 + 2
D
)
(31)
+Γ
(
1 +
2
D
)(
log(a˜Dρ′)− ψ
(
1 +
2
D
))]
,
ID−2
2
,D−2
2
=
4
D2
Γ
(
0, a˜Dρ′
)
+ log(a˜Dρ′) + γ
2ρ′
, (32)
ID,D =
2
D2
ρ′−
2
D
−2
[
G3,02,3
(
a˜Dρ′| 1, 1
0, 0, 2 + 2
D
)
(33)
+Γ
(
2 +
2
D
)(
log(a˜Dρ′)− ψ
(
2 +
2
D
))]
,
where again ρ′ = cDρ. The only terms that give finite contributions in
the local limit are the logarithmic ones. 6. Indeed, terms proportional to
powers of ρ are annihilated7 by Oˆ (see eq. (18)), whereas terms containing
the G3,02,3 Meijer’s G-function do not contribute since these functions decay
exponentially fast in the local limit (see [11]).
6Actually, the logarithmic term in eq. (32) serves the purpose of eliminating the con-
stant term appearing on the RHS of eq. (5), see next section.
7Note that the terms in eq. (33) are multiplied by ρ.
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3.3 First condition: eliminating the constant
In order to not have divergences in the local limit, we need to cancel the first
term appearing on the RHS of eq. (5). From eq. (26), we have to impose
ρ
2+D
D
1
2
D−2
2
(D − 1)ωD−1A0Oˆ Log[a˜
DcDρ]
2(D
2
)2cDρ︸ ︷︷ ︸
⊂ID−2
2 ,
D−2
2
= −ρ2/Da. (34)
Using expression eq. (13), D = 2N + 2, cD = 2
N+1C2N+2 and noting that
A0 = (−1)N (2N)!
(N !)2
we can rewrite (34) as
1
2N
(−1)N (2N)!
(N !)2
(2N+1)
2(4pi)NN !
(2N + 1)!
1
2(N + 1)22N+1C2N+2
Oˆ
Log[a˜DcDρ]
ρ
= −a
ρ
.
(35)
It can be proven that this last equation is equivalent to eq. (3b), see ap-
pendix B.1 for details.
3.4 Second condition: finding the d’Alembertian
We now proceed by choosing Oˆ such that we recover the d’Alembertian in
the local limit and prove that this implies a = −1/2 in eq. (14) for the entire
family of GCD. In order to obtain the d’Alembertian from terms involving
two derivatives of the field in eq. (12) we require that (see eq. (26))
lim
ρ→∞
{
ρ
D+2
D
1
2
D
2
ωD−1
[
D − 1
2
φ,00A1 +
1
2
φ,iiA2
]
OˆID/2,D/2
}
= φ. (36)
This is equivalent to considering the action of Oˆ on the logarithmic term in
eq. (31) (see discussion thereafter). From −(D − 1)/2 A1 = A2/2 we have
1
2
D
2
ωD−1
[
D − 1
2
φ,00A1 +
1
2
φ,iiA2
]
=
1
2
D−2
2
1
2
ωD−1
A2
2
φ(0), (37)
and using eq. (37) in eq. (36) we obtain
ρ
D+2
D Oˆ
Γ[D+2
D
]
2(D
2
)2(cD)
D+2
D ρ
D+2
D
log(a˜DcDρ) =
2
D+2
2
ωD−1A2
. (38)
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It can be shown that this last equation is equivalent to eq. (3c), see ap-
pendix B.2 for details. This result should not come as a surprise since we
had required to obtain the d’Alembertian in the first place. Up to now, we
have bridged the gap between the formalism of [8] and the one of [5, 7, 9].
We now show that the conditions we have found imply a = −1/2 in eq. (14),
i.e. that the factor −R/2 is universal for all GCD (in even dimensions).
3.5 Third condition: universal factor
Finally we must consider terms in eq. (26) that contain curvatures and are
given by
1
2
D−2
2
{
−ωD−1
12
A2Rφ(0)ID/2,D/2 (39)
−ωD−1
2
A2
D
24(D + 1)
cDRφ(0)ρID,D
+ωD−1(D − 1)A5 2D
24(D + 1)(D + 2)
cDRφ(0)ρID,D
}
,
where we used A1 = −A2/(D − 1). Note that the action of Oˆ on the first
term in eq. (39) is completely determined by eq. (38) and gives
− R
3
φ. (40)
For the other terms we need to compute OˆρID,D. Since we are interested in
the local limit we focus on the logarithmic term of ID,D (see eq. (33) and
discussion thereafter)
Oˆ
(
2
D2c
2D+2
D
D
Γ(
2D + 2
D
)
log(a˜Dρ)
ρ
D+2
D
)
. (41)
It is easy to see that eq. (41) is determined by eq. (38) since
ρ
D+2
D Oˆ
(
2
D2
Γ(
2D + 2
D
)
log(a˜Dρ)
ρ
D+2
D
)
(42)
= ρ
D+2
D
Γ(2D+2
D
)
Γ(D+2
D
)cD
Oˆ
(
Γ[D+2
D
]
2(D
2
)2(cD)
D+2
D ρ
D+2
D
log(a˜DcDρ)
)
=
Γ(2D+2
D
)
Γ(D+2
D
)cD
2
D+2
2
ωD−1A2
.
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Using eq. (42) we find that the last two terms in eq. (39) give in the local
limit
− 1
6
D + 2
2D + 2
Rφ(0) (43)
D − 1
D + 1
1
3
A5
A2
Rφ(0), (44)
where it can be shown that A5/A2 = D/(4 − 4D). Summing eq. (40) and
eq. (43) we finally obtain the universal factor(
−1
3
− 1
6
D + 2
2D + 2
− D
12(D + 1)
)
R(0)φ(0) = −1
2
R(0)φ(0). (45)
Hence, we have proven that all GCD in even dimensions reduce to (−R/2)φ
in the local limit.
3.6 2D case:
The only difference with the previous sections is that r is no more a non-
negative radial coordinate and eq. (12) is replaced by
I(2) =
∫ a˜
0
dv
∫ a˜
0
du
[
φ(0) + rφ,r +
−u− v√
2
φ,0 (46)
+
1
2
(u+ v)2
2
φ,00 +
1
2
(v − u)2
2
φ,rr + r
(v − u)√
2
φ,0r
−1
6
Rrrφ
(v − u)2
2
− 1
6
R00φ
(v + u)2
2
− 1
6
R0rφ2r
−u− v√
2
−ρφuv
(
−R
72
uv +
R00
36
(v + u)2
2
)]
e−ρuv.
With this clarification, it is possible to proceed in the analysis as in the
previous sections. In particular, requiring Oˆ to annihilate the diverging terms
(in the local limit) we arrive at eq. (18) for k = 0, 1. As in sec.3.1.2, the
requirement of annihilating ρ−2 comes from eliminating the term with φ,0.
When m = n the only relevant terms in the local limit are again the
logarithmic ones, analogously to sec.3.2. From I0,0 the logarithmic term is
given by ρ−1 log(a˜2ρ). The condition for eliminating the first term in eq. (5)
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can be obtained following sec.3.3, and proved to be equivalent to eq. (3b).
Considering the integrals I1,1 and ρI2,2, the only relevant term is ρ
−2 log(a˜2ρ)
in both cases and the same calculations of sec. 3.4 can be applied, which
completes the proof.
3.7 Odd dimensions
In this case m + n = D − 2, D, 2D (the case with n + m = D − 1 will be
considered separately) in eq. (15) and m 6= n always (see appendix A.2 for a
simple proof of this statement), thus we refer to eq. (16). The terms in (12)
that are supposed to give the d’Alembertian (and the term proportional to
the field which is needed to cancel the first term in eq. (5)) have m 6= n,
with m,n both integers and with m+ n = D− 2, D. As in even dimensions,
we require Oˆ to annihilate terms that give divergences in the local limit.
Considering terms proportional to ρ−(2+2m)/D we require that
Oˆρ− 2(k+1)D = 0 k = 0, 1, . . . , D − 1
2
. (47)
These are (D + 1)/2 relations, as many as the equations in eq. (4a). In-
deed, eqs. (4a) and (47) are equivalent, as can be proved using eq. (20) with
D = 2N + 1. Terms proportional to ρ−(2+m+n)/D (for m+ n = D− 2, D) are
potentially problematic. It is tempting to require Oˆ to also annihilate these,
however in this case this requirement is too restrictive since it would annihi-
late all terms that can give the d’Alembertian (and the term proportional to
the field) in the local limit. This is in contrast to the even dimensional case
where there are terms with m = n.
For m + n = 2D we see from eq. (12) that m (and n) are of the form
integer+D/2 and the terms are multiplied by ρ. Thus, problematic terms
that are proportional to ρ−(2+2m−D)/D are annihilated by Oˆ due to eq. (47).
Regarding terms proportional to ρ−(2+D)/D, we have already argued that
requiring Oˆ to annihilate them would preclude the possibility to recover the
d’Alembertian in the local limit.
3.7.1 Case m+ n = D − 1
The term of interest is the one with the single time-derivative of the field
which does not give any finite contribution in the local limit. Indeed, using
the result of sec. 3.1.2 it is possible to show that all the potentially problem-
atic terms are annihilated by Oˆ due to eq. (47).
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3.7.2 First condition: eliminating the constant
The first term in eq. (5) has to be canceled by the one proportional to the
field in eq. (12), i.e.
ρ
2+D
D
1
2
D−2
2
(D − 1)ωD−1Oˆ
(∫ a˜
0
dv
∫ v
0
du(v − u)D−2e−ρcD(uv)D/2
)
= −ρ2/Da,
(48)
where equality is intended in the local limit. The generic term in the integral
appearing in eq. (48) can be computed with the change of variables given in
eq. (22), leaving
−D
2
4
D2
1
cDρ
D−2∑
k=0
(−1)k 1
(D − 2− 2k) , (49)
as the only relevant terms in the local limit. Note that the denominators
never vanish since D is odd. Calling D = 2N + 1 and using
D−2∑
k=0
(−1)k 1
(D − 2− 2k) =
(−1)N+12−2+2N√pi(N − 1)!(
N − 1
2
)
!
,
it is easy to see that eq. (48) is equivalent to eq. (4b).
3.7.3 Finding the local limit
Let us proceed as in the even dimensional case and require that the operator
gives the d’Alembertian when acting on the terms containing two derivatives
of the field, in the local limit, i.e.
ρ
2+D
D Oˆ
(∫ a˜
0
dv
∫ v
0
du
(v − u)D−2
2(D−2)/2
[
(u+ v)2
2
ωD−1(D − 1)1
2
φ,00(0) (50)
+
(v − u)2
2
ωD−1
1
2
φ,ii(0)
]
e−ρcD(uv)
D/2
)
= φ.
The terms non-vanishing in the local limit, coming from eq. (50) are
− 8Γ (2/D)
D2
[
D−2∑
k=0
(−1)k
(
D − 2
k
)
2(2− 4D +D2 + 8k − 4Dk + 4k2)
(D − 4− 2k)(D − 2k)(D − 2− 2k)
]
ρ−
D+2
D ,
(51)
− 8Γ (2/D)
D2
[
D∑
k=0
(−1)k
(
D
k
)
1
2(D − 2k)
]
ρ−
D+2
D ,
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from the first and the second term in eq. (50) respectively. Given that
Oˆρ−D+2D =
Lmax∑
n=0
bn
n!
Γ
(
n+ 2N+3
2N+1
)
Γ
(
2N+3
2N+1
) ρ−D+2D , (52)
where we used Γ(1 + x) = xΓ(x), and using
(D − 1)
D−2∑
k=0
(−1)k
(
D − 2
k
)
2(2− 4D +D2 + 8k − 4Dk + 4k2)
(D − 4− 2k)(D − 2k)(D − 2− 2k) (53)
=
D∑
k=0
(−1)k
(
D
k
)
1
2(D − 2k) ,
it can be seen that eq. (50) is equivalent to eq. (4c). As in even dimensions,
this result should come as no surprise.
3.7.4 Universality of −R/2 factor
Finally, we consider the action of Oˆ on terms involving curvatures in eq. (12)
and show that a = −1/2 in eq. (14). Consider first the terms in eq. (12)
given by∫ a˜
0
dv
∫ v
0
du
(v − u)D−2
2(D−2)/2
[
(u+ v)2
2
ωD−1(D − 1)
(
−1
6
R00(0)φ(0)
)
(54)
+
(v − u)2
2
ωD−1
(
−1
6
Rii(0)φ(0)
)]
.
Using eq. (50) (or equivalently eq. (4c)) it can be shown that these terms
contribute −R/3 φ in the local limit. The remaining terms which have not
been considered so far are the ones with m+ n = 2D, i.e.∫ a˜
0
dv
∫ v
0
du
(v − u)D−2
2(D−2)/2
[
(u+ v)2
2
ωD−1(D − 1)(−ρ)φ(0)cD(uv)D/2 D
24(D + 1)
R00(0)
(55)
(v − u)2
2
ωD−1(−ρ)φ(0)cD(uv)D/2 D
24(D + 1)
Rii(0)
+ωD−1(D − 1)ρ φ(0)cD(uv)1+D/2 2D
24(D + 2)(D + 1)
R(0)
]
e−ρcD(uv)
D/2
.
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Using eq. (22) the terms giving non-vanishing contributions in the local limit,
are found to be proportional to ρ−
D+2
D so that we can use eq. (52) in eq. (55).
The final result is that the contribution of the terms in eq. (55) is dimension
independent and equal to −R/6 φ. Considering both curvature contributions
we find that −R/2 is a universal factor for all GCD in odd dimensions.
This completes the proof for GCD in all dimensions.
4 Results and discussions
We have studied the class of Generalized Causal Set d’Alembertians in curved
spacetime. In particular, we have shown that, when a local limit exists, all
GCD give
gφ(x)− 1
2
R(x)φ(x),
in this limit.
In doing so we have bridged the gap between the formalism of [5, 7, 9] and
the one of [8], showing how the equations found in [8] via a spectral analysis
of the non-local operators in flat spacetime translate into properties of Oˆ in
the set-up of [5, 7, 9]. We have also shown that the requirements that lead
to the right local limit in the flat case are sufficient to ensure the appearance
of the universal −R/2 factor in curved spacetime for all GCD. The present
result is an independent proof of the universality of the −R/2 factor for the
entire family of non-local operators inspired by Causal set theory. Moreover,
this result shows that the universal factor is not related to the minimality
condition but to the physical requirements that characterize the operators.
It should be noted that the assumptions made in this work — in particular
compact support of the field — are ubiquitous in the literature [5, 7, 6, 9]. In
order to weaken them, further studies are required. Extending the analysis
of [9] to all GCD would allow one to fully take into account the case in which
the support of the field is not restricted to the near region. Even better,
a spectral analysis similar to that in [8] would remove the assumption of
compact support altogether and, as such, deserves further investigation.
As a future direction, it would be interesting to study the connection of
the result of this work with Einstein’s equivalence principle (EEP). Indeed,
the EEP for a scalar field coupled to gravity requires there to be a non-
minimal coupling in order to hold true. This point was discussed in [12],
where the authors proved, without relying on conformal invariance, that in
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4D the required coupling has to coincide with the conformal one. Thus, the
value of the universal factor for GCD has to be carefully considered in light
of the EEP,8 also in view of possible phenomenological consequences.
In particular, for non-conformal couplings in 4D (as in our case) wave tails
propagating inside the light cone are present for massless fields [12]. This
amount to violations of Hyugens’ principle which can have interesting effects
(see e.g. [13] for information theoretic consequences and [14] for implications
for early Universe cosmology). More problematic would be the case of mas-
sive fields without conformal coupling in which case massive particles could
be allowed to propagate on the light cone (see [12]) in clear contradiction with
the local special relativistic description of physics dictated by EEP. It would
be interesting to find a Causal set version of the Klein-Gordon operator9 and
see the curved spacetime version of this operator in the local limit. We spec-
ulate that, a massive operator arising from causal set will have a local limit
in curved spacetime with a curvature term different from the one of the mass-
less case studied in this work. Whether the new term would (or could) be
compatible with EEP, therefore avoiding the problematic propagation along
the null cone, is entirely an open question.
Finally, since the family of GCD is derived from a set of precise physical
assumptions (see sec.2.1) it is tempting to understand which of these need
to be relaxed/modified in order to obtain a different local limit and maybe
recover the conformal coupling in 4D. We hope to come back to these points
in future publications.
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Appendix A
In this appendix we show for completeness that the terms in eq. (11) which
were neglected in the main text due to dimensional arguments, are indeed
irrelevant in the local limit. Terms containing unknown functions (like the
ones that appear in the expansion of field, metric and volume) and also the
infinite series are not fully taken into account in this way, but this goes beyond
the scope of the present work. However, we see no reasons why the results
in [9] should not extend to all dimensions and for non-minimal operators,
given that they rely only on properties of Oˆ.
Let us start by considering the terms in eq. (11) given by∫ a˜
0
dv
∫ v
0
du
(v − u)D−2
2(D−2)/2
∫
dΩD−2 (56)[
−1
6
Rµν(0)y
µyν · (yµφ,µ(0) + 1
2
yνyµφ,νµ(0)) (57)
+
(
yµφ,µ(0) +
1
2
yνyµφ,νµ(0)
)
(−ρδV )
]
e−ρV0 ,
Using spherical symmetry and with a schematic way of writing we can classify
these terms based on powers of u and v (up to the common exponential factor)
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as
(v − u)D−2 ·

tr2, t3
ρτD+2r2
ρτD+2r2t, ρτD+2t3
ρτD+2r4, ρτD+2r2t2, ρτD+2t4
ρτDr6, ρτDr4t2, ρτDt6
(58)
The general term is of the usual form Im,n withm+n = (D + 1, 2D + 2, 2D + 3, 2D + 4).
The remaining terms in eq. (11) are given by∫ a˜
0
dv
∫ v
0
du
(v − u)D−2
2(D−2)/2
∫
dΩD−2 (59)[(
φ(0) + yµφ,µ(0) +
1
2
yνyµφ,νµ(0)
)
δ
√−g · (−ρδV ) (60)
+(1 + δ
√−g) · (φ(y)) ·
∞∑
k=2
(−ρδV )k
k!
]
e−ρV0 .
In schematic form
(v − u)D−2 ·

ρτD+2r2, ρτD+2t2
ρτD+2r2t, ρτD+2t3
ρτD+2r4, ρτD+2r2t2, ρτD+2t4
ρτDr4, ρτDr2t2, ρτDt4
ρτDr4t, ρτDr2t3, ρτDt5
ρτDr6, ρτDr2t4, ρτDr4t2, ρτDt6,
(61)
for terms in the first line of eq. (59) and
(v − u)D−2 ·

ρkτDk+2k, ρkτDky2k
ρkτDk+2ky, ρkτDky2k+1
ρkτDk+2ky2, ρkτDky2k+2
ρkτDk+2ky3, ρkτDky2k+3
ρkτDk+2ky4, ρkτDky2k+4,
(62)
for terms in the second line, where k ≥ 2 and y can be both r and t (with
r always appearing in even powers due to spherical symmetry). Terms in
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eqs. (61) and (62) contain Im,n with
m+n =
{
2D + 2, 2D + 3, 2D + 4, (k + 1)D + 2(k − 1)
(k + 1)D + 2k − 1, (k + 1)D + 2k, (k + 1)D + 2k + 1, (k + 1)D + 2(k + 1)).
Now that we have collected all the terms of interest we can study their
contributions in the local limit. We separate the discussion into even and
odd dimensions.
A.1 Even dimensions
The general terms that appear in the previous section are of the form Im,n
(multiplied by some power of ρ). We need to differentiate two cases.
A.1.1 Case n 6= m
The relevant terms in the local limit are proportional to (see eq. (3.1.1))
ρ−
2+2m
D , ρ−
2+m+n
D
if m+ n = D + 1,
ρ−
2+2m−D
D , ρ−
2+m+n−D
D
for other values of m+ n not involving k ≥ 2 and
ρ−
2+2m−Dk
D , ρ−
2+m+n−Dk
D
for the terms in eq. (62). Given the definition of Oˆ (see eq. (6)) only terms
proportional to ρ−α with α ≤ D+2
D
can give divergent or finite contributions
in the local limit.
• For m+n = D+1 the only terms that could give problems are the ones
proportional to ρ−
2+2m
D , but these are annihilated by Oˆ, see eq. (18).
• For all the other terms not involving k, there is always a factor of
τD = (uv)D/2, i.e. m (or n) is always of the form D/2 + x with x
an integer. Possible divergent (or finite) terms are proportional to
ρ−
2+2m−D
D = ρ−
2+2x
D and are annihilated by Oˆ.
• Finally, for the terms in eq. (62): the ones proportional to ρ− 2+m+n−DkD
do not give any contribution in the local limit; the ones proportional
to ρ−
2+2m−Dk
D are annihilated by Oˆ since there is always a factor τDk,
i.e. m = kD/2 + x with x integer.
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A.1.2 Case m = n
In this case all the terms are multiplied by ρ or ρk and it is easy to see (by
directly computing the integrals using eq. (22)) that the relevant terms are
ρ
D−2−2m
D , ρ
Dk−2−2m
D
and
ρ
D−2−2m
D log(a˜Dρ), ρ
Dk−2−2m
D log(a˜Dρ).
It can be shown that
Oˆρ−α log(cρ) ∝ ρ−α log(cρ),
thus these terms do not give any finite contribution in the local limit.
A.2 Odd dimensions
In odd dimensions the general term is of the form Im,n with m 6= n. To see
this, consider the general form of the integrands of the terms of interest
(v − u)D−2τCD+2Cr2AtB ≈ (v − u)D−2(uv)CD2 +C(v − u)2A(u+ v)B (63)
= (uv)
CD
2
+C(v − u)X(u+ v)B,
where A,B,C are non-negative integers and X = D − 2 + 2A is an odd
and positive integer since we consider always D ≥ 3. Is there a monomial,
in the above expression, of the form umvm? The answer is no, as one can
see by expanding the last two terms and using the structure of the binomial
coefficients.
The relevant terms in Im,n, in the local limit, are given by
ρ−
2+m+n
D , ρ−
2+2m
D ; ρ−
2+m+n−D
D , ρ−
2+2m−D
D ; ρ−
2+m+n−Dk
D , ρ−
2+2m−Dk
D , (64)
coming form the first term in eq. (58), the terms in eq. (58) and eq. (61)
multiplied by ρ and the terms in eq. (62) respectively. Due to the values that
m+n can assume the terms that could give finite (or divergent) contributions
in the local limit are the ones in which m + n does not appear. The first
term in eq. (64) is annihilated by Oˆ, see eq. (47). The other terms in eq. (64)
comes from expressions in which are always present τD or τDk respectively,
i.e. m = j D
2
+ M where M is an integers and j ≥ 1 (in order to take into
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account both cases, with and without k). Thus, the terms of interest are
proportional to
ρ−
2+2M
D
and so are annihilated by Oˆ.
This concludes the treatment of the extra terms of eq. (11) that were
neglected in the main text due to dimensional arguments.
Appendix B
In this appendix we collect some details of the proof that were omitted in
sec. 3.
B.1 Equivalence of eqs. (35) and (3b)
To prove the equivalence we need first of all to compute Oˆ
(
Log[a˜DcDρ]/ρ
)
.
From eq. (6) we see that it is sufficient to compute the general
Hn
Log[cρ]
ρ
, (65)
where c is a constant:
Hn
Log[cρ]
ρ
=
1
ρ
(
A1n + A
2
n log[cρ]
)
, (66)
A1n = (−1)n+1n!(ψ(n+ 1) + γ), (67)
A2n = (−1)nn!.
We prove eq. (66) by induction. Assuming that the n-th term is of the form
in eq. (66), we want to prove that the n + 1-th term is of the same form.
From the definition of Hn
Hn+1(·) ≡ ρn+1 ∂
∂ρn+1
(·) = −nHn(·) +H(Hn(·)), (68)
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so that
Hn+1
Log[cρ]
ρ
= −n
ρ
(
A1n + A
2
n log[cρ]
)
(69)
+ An1
(
−1
ρ
)
+ An2
1− log[c ρ]
ρ
=
1
ρ
[(−nAn1 − An1 + An2 ) + (−nAn2 − An2 ) log[cρ]] .
Consider the two new coefficients in the above expression, the first one is
(−nAn1 − An1 + An2 ) = (70)
= (−1)n+1+1(n+ 1)!(ψ(n+ 1) + γ + n!
(n+ 1)!
)
= (−1)n+1+1(n+ 1)!(ψ(n+ 1 + 1) + γ) ≡ An+11 ,
where in the last line we used ψ(x+ 1) = ψ(x) + 1
x
. The second coefficient is
(−nAn2 − An2 ) = (71)
= −(−1)n(n+ 1)n! = (−1)n+1(n+ 1)! ≡ An2 .
This conclude the inductive proof of eq. (66).
Inserting eq. (66) in eq. (35) we have
1
2N
(−1)N (2N)!
(N !)2
(2N + 1)
2(4pi)NN !
(2N + 1)!
1
2(N + 1)22N+1C2N+2
· (72)
Lmax∑
n=0
bn
n!
(−1)n [(−1)n+1n!(ψ(n+ 1) + γ) + (−1)nn! log[cDa˜Dρ]] = −a.
The sum
∑Lmax
n=0 bn appearing in the above expression vanishes, see eq. (3a)
with k = D−2
2
= N , therefor eq. (72) reduces to
a+
2(−1)N+1piN
CDN !D2
Lmax∑
n=0
bnψ(n+ 1) = 0, (73)
i.e. eq. (3b).
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B.2 Equivalence of eqs. (38) and (3c)
To prove the equivalence we need first of all to compute Oˆ
[
log(a˜DcDρ)/ρ
(D+2)/D
]
.
We prove by induction that
Hn
Log[cρ]
ρ
D+2
D
=
1
ρ
D+2
D
(
B1n +B
2
n log[cρ]
)
, (74)
B1n = (−1)n+1
1
Γ(D+2
D
)
[
Γ(n+
D + 2
D
)ψ(n+
D + 2
D
)− ψ(D + 2
D
)Γ(n+
D + 2
D
)
]
,
(75)
B2n = (−1)n
Γ(n+ D+2
D
)
Γ(D+2
D
)
.
Assume that the n-th term is of the above form, then the n + 1-th term is
given by
Hn+1
Log[cρ]
ρ
D+2
D
=
1
ρ
D+2
D
[(
−nB1n +B1n
−2−D
D
+Bn2
)
(76)
+
(
−nB2n −
D + 2
D
B2n
)
log(cρ)
]
.
The coefficients in the above expression are such that(
−nB1n +B1n
−2−D
D
+B2n
)
(77)
= (−1)n+1+1 1
Γ(D+2
D
)
[
Γ(n+ 1 +
D + 2
D
)ψ(n+ 1 +
D + 2
D
)− ψ(D + 2
D
)Γ(n+ 1 +
D + 2
D
)
]
≡ B1n+1,
(
−nB2n −
D + 2
D
B2n
)
= (78)
= (−1)n+1 Γ(n+ 1 +
D+2
D
)
Γ(D+2
D
)
≡ B2n+1,
where we used ψ(x+ 1) = ψ(x) + 1/x and Γ(1 + x) = xΓ(x). This concludes
the proof by induction of eq. (74).
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We now have
Oˆ
[
log(a˜DcDρ)/ρ
(D+2)/D
]
=
Lmax∑
n=0
bn
n!
(−1)n(Bn1 +Bn2 log(a˜DcDρ)), (79)
where
∑Lmax
n=0
bn
n!
(−1)nBn2 = 0 (see eq. (3a) with k = D/2). Using this eq. (38)
became
Lmax∑
n=0
bn
n!
(−1)nBn1 =
2N+2
2N !(4pi)N
(2N+1)!
2(N + 1)22N+2C
N+2
N+1
D
Γ(D+2
D
)
1
A2
, (80)
where we used the expressions for ωD−1 and cD. The RHS of the above
expression can be further simplified observing that
A2 = (−1)N+12 cot(2N)!
2N+1
N+1
(N !)2
.
In this way we obtain for eq. (38)
Lmax∑
n=0
bn
n!
(−1)nBn1 =
2
piN
C
N+2
N+1
D D
2(N + 1)!
(−1)N+1
Γ(D+2
D
)
. (81)
Finally, using that
∑Lmax
n=0
bn
n!
(−1)nΓ(n+D+2
D
) = 0 (see eq. (3a) with k = D/2)
and the expression of Bn1 from eq. (74) we conclude that eq. (38) is equivalent
to eq. (3c).
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