Introduction
Let fa 1 ; : : :; a n g R m be arbitrary real vectors. Denote J = f1; : : :; ng the index set of vectors fa 1 ; : : :; a n g. A vector b 2 R m is said to be a linear combination of the vectors fa j : j 2 Jg if there are numbers f 1 ; : : :; n g R so that b = n X j=1 a j j : DEFINITION 2.1.: A set of vectors fa i : i 2 J G Jg is called generating system if for all j 2 J G = J ? J G , the vector a j is a linear combination of the vectors fa i : i 2 J G g. ( Generating system is often refereed as`spanning set'.) 2 For simplicity generating systems will be refereed by their index set J G . Let J G J be a generating system and choose the coe cients ij so that a j = X i2J G ij a i for all j 2 J G ; that is ij is the coe cient of the generating vector a i for i 2 J G in the J G representation of the vector a j for j 2 J G . We can collect these coe cients in a tableau. 
0 sr = 1= rs : (4) Remind, that ij is the coee cient of the generating vector a i in the actual representation of vector a j . The new system of vectors J G 0 = (J G ? frg) fsg is again a generating system (J G 0 = (J G ? fsg) frg). The element rs is called pivot element, the transformation (1), (2) , (3) , (4) given by formulae (1), (2) , (3) and (4) give a generating tableau.
PROOF.: Elementary, it is left to the reader. 2 REMARK.: The tableau can be completed by unit vectors, associated to the generating system (i.e. the generating system trivially generates itself). This tableau is called complete tableau while the original one is called a dictionary 3].
Linear independence of vectors plays a fundamental role in linear algebra. DEFINITION 2.2.: A set of vectors fa j : j 2 J F g; J F J is called independent if it does not contain the zero vector and there is no vector a r ; r 2 J F , that can be generated as a linear combination of the vectors fa j : j 2 J F and j 6 = rg. Independent sets will be refereed by their index set J F :2 Pivoting can be used easily to prove the relation of generating and independent systems. This is Steinitz's famous theorem. CORROLARY 2.1.: (Steinitz theorem 6], 10]) If J F J is an independent and J G J is a generating system, then k J F k k J G k : PROOF.: Let us denote J = J F J G and suppose to the contrary, that k J F k>k J G k. Choose a dictionary as follows.
. . . Make a pivot operation on position (i; j) if i 2 J G \J F ; j 2 J F \J G and ij 6 = 0. Repeat this as many times as it is possible, nally the following tableau and generating system J G 0 is obtained.
Here ij = 0 for i 2 J G 0 \ J F ; j 2 J F \ J G 0 by the construction. Furthermore J F \ J G 0 6 = ; since we have assumed that k J F k>k J G k. If J F \ J G 0 = ; then all vectors of J F are identically zero vectors, which is a contradiction. Otherwise the vectors a j for j 2 J F \J G 0 are linear combinations of the vectors fa j : j 2 J F \J G 0 g which also contradicts to the linearly independent property of J F . 2
In our further considerations the independent generating systems play an important role. Well known elementary properties of linear subspaces and pivoting (how to perform it) will be used without proving them. So for convenience the following notation will be used: rank (a 1 ; : : :; a n ) = rank L(a 1 ; : : :; a n ).
It can be seen easily that the linear subspace of the row vectors of the complete tableau remains unchanged during pivot operations, since they can also be performed backwards. The matrix rank theorem can be proved by using the above mentioned properties of pivot tableaux. THEOREM 2.2: (Matrix rank) If A = (a 1 ; : : :; a n ) = (a (1) ; : : :; a (m) ) is an arbitrary matrix, then rank (a 1 ; : : :; a n ) = rank (a (1) ; : : :; a So we have rank (a (1) ; : : :; a (m) ) = rank L(a (1) ; : : :; a (m) ) = rank Lft u(j) : j 2 J B g =k J B k. On the other hand the set of vectors fa j : j 2 J B g is a base of the set fa 1 ; : : :; a n g (see Figure  5 .), which by de nition says that rank (a 1 ; : : :; a n ) =k J B k. Our proof is complete. 2.
Finally in this section we show some orthogonality properties of the pivot tableau. The following de nitions are necessary. The following well known, simple consequence of the orthogonality theorem will be often used. Now we can turn to the examination of the system of linear equations.
SYSTEMS OF LINEAR EQUATIONS
Let fa 1 ; : : :; a n ; bg R m be arbitrary vectors and let fe 1 ; : : :; e m g R m be the standard base of R m . Denote J = f1; : : :; ng the index set of the vectors fa 1 ; : : :; a n g and I = f1; : : :; mg the index set of the vectors fe 1 ; : : :; e m g. THEOREM 3.1: For the above (arbitrarily) given vectors fb; a 1 ; : : :; a n ; e 1 ; : : :; e m g exactly . Three famous theorems of orthogonal complements are discussed as a consequence of Theorem 3.1. We know that simple proofs exist 6], 10] for these theorems, we prove them here to motivate the corresponding proofs for linear inequalities. Most of the key ideas are presented already here. Linear inequality systems are examined in the last section of this paper.
LINEAR INEQUALITY SYSTEMS
Let fa 1 ; : : :; a n ; bg R m be vectors and let fe 1 ; : : :; e m ; bg R m be the standard base of R m . Denote J = f1; : : :; ng the index set of vectors fa 1 ; : : :; a n g, and I = f1; : : :; mg the index set of the vectors fe 1 ; : : :; e m g. If there are some positive coe cients in this row, then denote s =minfj : j 2 J B and a j has a positive coe cient in the row of bg. Make a pivot step, a r enters, b leaves the base.
The above algorithm stops at either of the required two cases, so to prove this theorem we have just to show that this algorithm is nite. Since there is a nite number of distinct bases, so one have to prove only, that cycling cannot occur. Leave out the variables which are not in J o and denoting a p := ?a p we get the same tableaux as on gure 13. We have seen that those two cases cannot hold simultaneously. Our proof is complete, the theorem is proved as well. 2
A very important consequence of this thoerem is the famousFarkas theorem. An algorithm also follows (to generate the alternatives) from our constructive proof. PROOF: Let us apply the theorem for the column vectors fa 1 ; : : :; a n g of matrix A. If the rst case holds (Figure 12 . rst tableau) then vector b is presented as a nonnegative linear combination of the vectors fa 1 ; : : :; a n g, that is system Ax = b; x 0 is solved.
If the second situation holds, then the tableau is the following. Finally we show that the vectors fy 1 ; : : :; y k g (given by (5) not only generates the cone C(y 1 ; : : :; y k ) = C + (a 1 ; : : :; a n ) but this vector set is an extremal generating system of the cone C(y 1 ; : : :; y k ). DEFINITION 4.2: The set of vectors fy 1 ; : : :; y k g is an extremal generating system of the cone C if C(y 1 ; : : :; y k ) = C and for all j = 1; : : :; k the system y j = P k i=1; i6 =j i y i ; i 0; i = 1; : : :; k; i 6 = j is inconsistant. 2 In general fy 1 ; : : :; y t g is an extremal generating system of the cone C if its reduced system fy 1 ; : : :; y k g is an extremal one, where reducing means that we leave out the vectors which are parallel to some other vector. (If y i = y j then we leave out y j since if y i is extremal then y j is extremal as well.) THEOREM 4.2: The vector set fy 1 ; : : :; y k g is an extremal generating system of the cone C(y 1 ; : : :; y k ) = C + (a 1 ; : : :; a n ).
PROOF: According to the de nition it is a generating system. By construction, the vectors L = Cf y (i) : i 2 I B g are extremals since fy (i) : i 2 I B g is a base of the subspace L and L \ C = ;. So we have to prove only that the set f?y (r) : where the r-th row of the tableau is nonnegativeg = fy 0 ; y 1 ; : : :; y t g is extremal of C. We may assume that y i 6 = y j ; i; j = 0; 1; : : :; t; i 6 = j; > 0. Assume to the contrary, that the set fy 0 ; y 1 ; : : :; y t g is not extremal. For convenience we may assume, that y 0 is a nonextremal element, that is there are 1 ; : : :; t 0 numbers such that t X i=1 i y i = y 0 i = 1; : : :; t: (5) The alternative pair of system (6) is (see Corollary 4.1) zy i 0 i = 1; : : :; t; (6) zy 0 > 0 Now we show that (7) . This is a contradiction, so (6) is inconsistent, that is fy 0 ; y 1 ; : : :; y k g is an extremal generating system. Our proof is complete. 2 Finally we note that the extremal elements of the original cone C(a 1 ; : : :; a n ) can be obtained from pivot tableaux as well. A vector a r is extremal element of cone C if there is a pivot tableau T(B) where a r is a basic vector and its row contains nonpositive coe cients in the nonbasic columns. 
