In this note, we compute the cobordism map on periodic Floer homology induced by elementary Lefschetz fibration.
Theorem 1. Fix a degree Q = g(F ) − 1, then for a choice of admissible 2-form ω X such that F ω X > Q and a generic Ω X -tame almost complex structure J which is sufficiently close to J h (X, ω X ), then the cobordism map P F H(X, ω X ) : P F H * (Y, ω, Q) → Z is well defined. Moreover,
• If Q > g(F ) − 1, then in chain level P F C(X, ω X )((Π a e and P F C(X, ω X ) maps others else ECH generators to zero. Here {a} are refer to critical points of a Morse function f with ∇ 2 f (a) > 0, e a is the periodic orbit corresponding to {a}, and {e i } i=0,1 are the only two degree 1 periodic orbits of Dehn twist. For the precise definition, please refer to section 4.2.
• If g(F ) − 1 > 2Q, then P F H(X, ω X )(e Q ) = 1
and maps others generators of P F H(Y, ω, Q) to zero. In this case, e 0 and e 1 are homologous and e is their homology class.
Since the cobordism map is invariant under blow-up (Cf. Lemma 5.2 of [3] ), we have the following corollary. . For any Γ X ∈ H 2 (X, ∂X, Z), regarded as a homology class in X ′ , then P F H(X ′ , ω X ′ , Γ X ) satisfies the same conclusion in Theorem 1.
We have organized the rest of this article in the following way: In section 2, we review PFH and the definition which will be using. In section 3, we review the construction of π X : X → D and compute its singular homology. In section 4, we describe the periodic orbits on Y . In section 5, a combinatorial formula for ECH index will be deduced. Finally, in section 6, we show that the cobordism map is well defined and compute it.
Review of ECH index and PFH
In this section, we have a quick review of the ECH index and periodic Floer homology.
Basic definition
Definition 2.1. Let π W : W → B be a surface fibration over a circle or a Lefschetz fibration. A 2-form ω W ∈ Ω 2 (W ) is called admissible if dω W = 0 and ω W is fiberwise nondegenerate.
Let (Y, π, ω) be a surface fibration over a circle together with an admissible 2-form, the Reeb vector field R is a section of T Y hor such that π * (R) = ∂ t . A periodic orbit is a smooth map γ : R τ /qZ → Y satisfying the ODE ∂ τ γ = R • γ for some q > 0. The number q is called period or degree of γ. An orbit set α = i m i α i is a finite formal sum of periodic orbits, where α ′ i s are distinct, nondegenerate, irreducible embedded periodic orbits and m i are positive integer.
An orbit set α is called ECH generator if m i = 1 whenever α i is hyperbolic orbit. Usually we write an orbit set using multiplicative notation α = Π i α mi i instead of summation notation. The following definition is useful when we define the cobordism map on PFH.
Definition 2.2. (Cf. [9] ) Let Q > 0 and γ be an embedded elliptic orbit with degree q ≤ Q.
• γ is called Q-positive elliptic if the rotation number θ ∈ (0, q Q ) mod 1.
• γ is called Q-negative elliptic if the rotation number θ ∈ (− Given orbit sets α = Π i α mi i
and β = Π j β nj j on Y and Y ′ respectively, we can define the space of relative homology classes H 2 (W, α, β). The typical element is a 2-chain Z in W such that ∂Z = i m i α i − j n j β j , modulo the boundary of 3-chain. H 2 (W, α, β) is an affine space over H 2 (W, Z). Given Z ∈ H 2 (W, α, β) and fix a trivialization of τ of ker π * and ker π ′ * over α and β respectively, the ECH index is defined by
where c τ (Z) and Q τ (Z) are respectively the relative Chern number and the relative selfintersection number(Cf. [5] and [7] ), and CZ τ is Conley-Zehender index. ECH index I only depend on orbit sets α, β and relative homology class of Z. Definition 2.3. An almost complex structure J on W is called Ω W -tame if J satisfies the following properties:
1. On the cylindrical ends, J is R-invariant, J(∂ s ) = R and J sends ker π * to itself along periodic orbit with degree less than Q, where R is the Reeb vector field.
2. J is Ω W -tame.
3. Identify a neighborhood of critical point of π W with the local model, then J agrees with the standard complex structure J 0 of C 2 . 
}. Fix a complex structure j B over base surface B, we define a subspace as follows.
is the subspace of Ω W -tame almost complex structures on W with the following properties:
2. Aways from critical points of π W , J| ker dπW is compatible with ω W .
3. (π W ) * is complex linear with respect to J and j B .
Let (W , π W , ω W ) be the symplectic completion of (W, π W , ω W ). Fix a Ω W -tame almost complex structure J, the holomorphic current C = d a C a from α to β is a finite formal sum of simple holomorphic curves, in addition, C is asymptotic to α and β respectively in current sense, where {C a } are distinct, irreducible, somewhere injective J holomorphic curves with finite energy Ca ω W < ∞ and {d a } are positive integers. A holomorphic current C is called embedded if d a = 1 for any a and {C a } are pairwise disjoint embedded holomorphic curves.
be the space of holomorphic currents from α to β with ECH index I = i and relative homology class Z.
Definition 2.5 (Cf. [13] , [14] 
is a positive volume form ω B ∈ Ω 2 (B) and ρ is a nonnegative function.
It is worth noting that if (π W : W → B, ω W ) is nonnegative and J ∈ J h (W, ω W ), then any J-holomorphic current C has nonnegative ω W -energy.
Definition of PFH
Now let us return to the definition of PFH. Fix a homology class Γ ∈ H 1 (Y, Z) with degree Γ · [F ] = Q, the chain complex P F C(Y, ω, Γ) of PFH is a free moduli generated by the ECH generators with homology class Γ. Consider the special case that W = R × Y and J is a generic R-invariant Ω W -tame almost complex structure, the differential of PFH is defined by
In general the sum above is not finite, one need the monotone assumption or introduce the local coefficient.(Cf. [6] ) The homology of (P F C(Y, ω, Γ), ∂) is called PFH, denoted by P F H * (Y, ω, Γ). [10] and [11] show that ∂ 2 = 0, thus PFH is well defined.
Remark 1. In our case, (Y, π, ω) is a mapping torus of Dehn twisted. By Lemma 5.1 of [6] , it satisfies the monotone condition. We use Z coefficient throughout.
Cobordism maps on PFH
, it is expected to define the cobordism map in chain level by
However, above formula doesn't make sense in general due to appearance of holomorphic current with negative ECH index. The reasons are explained in [8] . But in our special case, we show that it works. See Theorem 6.5 latter.
Elementary Lefschetz fibration

Review of construction of Elementary Lefschetz fibration
In this subsection, we review the construction of elementary Lefschetz fibration (X, π X , ω X ).
To this end, we need to review the construction of the exact Lefschetz firbation (E, θ E ) in [13] . Let π : C 2 x=(x1,x2) → C be the local model of Lefschetz fibration and Σ be the union of all vanishing cycle (include (0, 0)), where
Let
where σ t is the geodesic flow on
provided that π(x) = re 2πit . Φ satisfies the following properties:
1. Φ is a diffeomorphism fibered over C.
(Φ
√ r 2 + 4t 2 and θ T = xdy. Now let us fix a λ > 0 and δ > 0, take a cut off function g such that g(t) = 0 near t = 0 and g(t) = 1 where t ≥ λ − δ 0 . Define a 1-form r = Φ * (g(|x|)R r (|x|)dt). Define
E is a manifold with corners, the boundary of E can be divided into vertical boundary ∂ v E = π −1 (∂D δ ) and horizontal
The symplectic monodromy of (E, ω E ) is a generalized Dehn twisted φ :
. As a consequence, the vertical boundary ∂ v E is a mapping torus of Dehn twisted.
1 be a neighborhood of the horizontal boundary. Let (S, ω S ) be a connected symplectic surface with boundary ∂S = S 1 ∪ (−S 1 ). A collar neighborhood of ∂S is identified with
and ω X is obtained by gluing ω E and ω S . The fiber of X is F = S ∪ T λ and
According to the construction, (π X : X → D, ω X ) is nonnegative. In the rest of our note, we always assume that δ = 1 and denote R(t) = R 1 (t). Also, we choose a large λ and a suitable cut off function g such that 0 ≤ R ′ (|t|) ≤ 1 2 and R ′′ (t) ≤ 0.
Proof. Let ω X be the admissible 2-form constructed before. We modify ω X such that F ω X > L, the modification is as follows. 
Let take c 1 − c 2 > L, then it suffices for our purpose.
Singular homology of Y and X
In this subsection, let us compute the classical invariant of X and Y , where Y = ∂X is mapping torus of the Dehn twisted φ, that is
Proof. According to the elementary algebraic topology, we have
. Using this relation, it is easy to check that
Proof. It is worth noting that E is a start-shape domain in C 2 , in other words, for any
E is deformation retract to origin. Hence, H * (E, Z) = 0 for any * = 0.
Recall that ∂ h E = D × ∂T λ and our X = E ∪ (D × S) is obtained by gluing E and D × S along ∂S and ∂T λ . By Mayer-Vietoris theorem, we have
The first term of above sequence is zero, thus H 2 (X, Z) = Im∂ * = Ker(i * , j * ). i * = 0 because of the vanishing of H 1 (E, Z). j * is equal to the pull forward of the inclusion ∂S → S, so ker j * = Z[∂S]. Therefore H 2 (X, Z) = Ker(i * , j * ) = Z. Obviously the homology class of fiber F is non-trivial and H 2 (X, Z) is generated by [F ] .
By exactness,
We know that Coker∂ * = Z. Hence Im∂ * = Z. By previous computation,
To compute H 2 (X, ∂X, Z), we use exact sequence
Note that the map i * :
This kernel is Z, because, all the generators in H 1 (Y, Z) survive under i * except the vanishing cycle.
Periodic orbit
In this section, we describe the periodic orbits on Y .
Periodic orbits on ∂ v E
Under the diffeomorphism 3, the admissible 2-form over
when x > 0, and
when x < 0. Therefore, the Reeb vector field is
, the Morse-Bott torus S t ×{x 0 }×S y is foliated by embedded periodic orbits. Each periodic orbit is of the form γ p
, where τ ∈ R/(qZ). The integers p, q here are relative prime. Given a periodic orbit γ p q , we want to find the inverse image
The result is summarized in the following lemma.
is the periodic orbit at x 0 . Let
we have the following two cases. If x 0 ≥ 0, then
for some constant h = h(x 0 ) ≥ 0. If x 0 ≤ 0, then
for some constant h = h(x 0 ) ≥ 0. In both cases, h = 0 if and only if x 0 = 0.
Proof. First note that under the identification 2, the geodesic flow σ t is σ t (x, y) = (x, y + t) if
can be written as v =p |p| = e i2πθ and u = −q|p| = ±|p||q|ie i2πθ .
If γ p q (τ ) = (τ, x 0 , y 0 + p q τ ) and x 0 > 0, then under the identification 2,
t and x 0 = |p||q|. Since |p| 2 − |q| 2 = 1 and <p,q >= 0 and
We can write |p| = . Follows from the definition,
Using the relationp |p| = e i2πθ and −q|p| = i|q||p|e i2πθ , we have
Replace θ by y 0 + p q τ − 1 2 t and t = τ , then we get the result. For the case that γ p q (τ ) = (τ, x 0 , y 0 + ( p q − 1)τ ) and x 0 < 0, the argument is similar. Under the identification 2,
t and x 0 = −|p||q|. Since |p| 2 − |q| 2 = 1 and <p,q >= 0 and 
Replace θ by y 0 + p q τ − 1 2 t and t = τ , then we get the result. We regard the periodic orbit at x 0 = 0 as limit of the periodic orbits at x = 0 and x → 0, then from 4 and 5 , the periodic orbit at x 0 = 0 is
Perturbation
Near a Morse-Bott torus S t × {x 0 } × S y , we can use small Morse function to perturb the admissible 2-form so that there are only two periodic orbits at x 0 survives, one is elliptic and the other one is positive hyperbolic, denoted by e p q and h p q respectively. (Cf. [2] ) Fix an integer Q, we can arrange that all the periodic orbits with degree less than Q are either e p q or h p q . To see the periodic orbits in the trivial part of Y . Let f : S → R be a small Morse function such that ∇f is transversal to ∂S and there are critical points {p i } i=0,1 and {q i } i=0,1 on N (∂S) satisfying ∇ 2 f (p i ) > 0 and tr(∇ 2 f (q i )) = 0, in addition, there is no other critical point on N (∂S). We use f to perturb ω S by ω f S = ω S − df ∧ dt, so that the periodic orbits with degree less than Q over (S × D, ω S ) only consists of constant orbits at critical points of f . We always use a ∈ Crit(f ) to denote the critical point on S − N (∂S). If tr(∇ 2 f (a)) = 0, then the corresponding periodic orbit is elliptic, denoted by e a . Moreover, e a is either Q-positive or Q-negative. If tr(∇ 2 f (a)) = 0, then the corresponding periodic orbit is positive hyperbolic, denoted by h a . {e i } i=0,1 and {h i } i=0,1 are respectively elliptic orbits and hyperbolic orbits corresponding to {p i } i=0,1 and {q i } i=0,1 .
In conclusion, we can arrange that all the periodic orbits with degree less than Q are either e p q or h p q or e a or h a . Keep in mind that the periodic orbits here are either Q-positive elliptic or Q-negative elliptic or positive hyperbolic.
ECH index
In this section, we deduce a combinatorial formula for the ECH index as in [9] . The result is as follows. 
where e(α) is the total multilpity of elliptic orbits in α, P = i p i and Q = i q i .
Proof. Since H 2 (E, Z) = 0, there is an unique element in H 2 (E, α). The relative Chern number and relative self-intersection number are denoted by c τ (α) and Q τ (α) respectively. We compute the quantities c τ , Q τ and CZ τ in Lemmas 5.4, 5.7 and (12) respectively. Their proof will appear in the upcoming subsection.
We can rewrite the formula for ECH index in the following way. Let w j = j i=0 (p i , q i ), then P(α) to be the convex path in the plane consisting of straight line segments between the points w j−1 and w j , oriented so that the origin is the initial endpoint. (Cf. [6] ) Let Λ α be the region in the plane which is enclosed by P(α) and line segment from (0, 0) to (P, 0) and the line segment from (P, 0) to (P, Q). The area of Λ α is
Therefore, the ECH index can be written as • If ∇ 2 f (a) > 0, then the corresponding periodic orbit e a is elliptic with Conley Zehender index CZ τ (e a ) = −1. In addition, I(m a C a ) = 0.
• If ∇ 2 f (a) < 0, then the corresponding periodic orbit e a is elliptic with Conley Zehender index CZ τ (e a ) = 1. In addition, I(m a C a ) = 2m a .
• Finally, tr(∇ 2 f (a)) = 0, then the corresponding periodic orbit h a is positive hyperbolic with Conley Zehender index CZ τ (h a ) = 0. In addition, I(m a C a ) = m a .
Proof. Obverse that if tr(∇ 2 f (a)) = 0, then the sign of rotation number of e a is equal to −sign(∇ 2 f (a)). In conclusion, e a is Q-negative if ∇ 2 f (a) > 0, and e a is Q-positive if ∇ 2 f (a) < 0. Also, it is easy to check that c τ (C a ) = 1 and Q τ (C a ) = 0, where τ is the canonical trivialization on S 1 × S. These two ingredients lead to the statements of the Lemma.
Given an orbit set α = Π i α mi i , we define a reference element
, where S i are surfaces defined as follows. If α i = γ p q , then we define a surface S i to be the image of u in (13) or (14) ).
Since H 2 (X, α) is an affine space over H 2 (X, Z), by lemma 3.3, any Z ∈ H 2 (X, α) is of the form
. Therefore, in general we have
Trivialization
Restrict Φ to the boundary ∂ v E, we have trivialization Φ :
y has a canonical trivialization. Using Φ to pull back this canonical trivialization, we get a trivialization τ along the periodic orbits at x = 0.
Let us write ∂ v E − Σ = ∂ v E + ∪ ∂ v E − and Φ ± = Φ| ∂v E ± . Φ + and Φ − do not match at Σ and thus Φ cannot be extended to whole ∂ v E. But Φ + and Φ − can extend to ∂ v E ± and give trivializations Φ + :
y respectively. Using Φ ± to pull back the canonical trivialization, hence there are two trivializations τ ± along the periodic orbits at x 0 = 0. But there is no difference between using τ + and τ − when we compute c τ , Q τ , CZ τ . So we just same notation τ to denote one of them.
Conley Zehender index
Since R ′′ (x) < 0, the elliptic orbit e p q has small negative rotation number with respect to the trivialization τ , i.e. it is Q-negative elliptic. As a result,
for any k ≤ Q.
Relative intersection number
The main result of this section is the following lemma.
where P = i p i and Q = i q i .
It is worth noting that Q τ is quadratic in the following sense,
Turn out it suffices to compute Q τ (γ p i • When r ≤ δ, ǫ i (r) is independent of r and ǫ i ≪ δ.
Note that these two definitions agree when Lemma 5.5. u satisfies the following properties:
1. For sufficiently small ǫ i and δ, then u is embedded except at z = 0. 
Let
Proof.
1. It is straight forward to check that u is immersion except at z = 0. Moreover, u is 1-1 onto its image for sufficiently small ǫ i . To see this, note the the unperturbed version of u( ǫ i = 0 ) is 1-1 onto its image, because, p and q are relative prime. By using limit argument and u is immersion, we can deduce the same conclusion for sufficiently small ǫ i .
Let us consider the case that 0 ≤
. W.L.O.G, assume that y 0 = 0. Let (z, w) be the intersection points of u and v. They satisfies the equation
These are equivalent to
Assume that 0 < ǫ i ≪ δ ≪ 1, then the solutions to (15) lie inside either {|z|, |w| ≤ δ} or {|z|, |w| ≥ c 
Therefore, |w| 
Take absolute value both side and one can solve that the norm of |z| and |w| only dependent on p, q, k, h. In fact,
it is easy to check that k > h. Then the norm |z|, |w| > 1, which is not in our domain. Finally, (0, 0), (z, 0) and (0, w) cannot be intersection points for suitable choice of ǫ i . This can be check directly.
For the case that
The same argument can show that the solutions to 16 lie inside either {|z|, |w| ≤ δ} or {|z|, |w| ≥ c 0 > 2δ, then ǫ i = 0. Take absolute value both side of( 16) and one can solve that
By the definition of h and k, it is easy to check that h > k. Then the norm |z|, |w| > 1, which is not in our domain.
Finally, (0, 0), (z, 0) and (0, w) cannot be intersection points for suitable choice of ǫ i . This can be check directly.
The same argument can show that the solutions to (17) lie inside either {|z|, |w| ≤ δ} or {|z|, |w| ≥ c 0 > 2δ, then ǫ i = 0. Take absolute value both side and one can solve that
Again they are not in our domain.
3. In the region {0 < |z| ≤ δ} × {0 < |w| ≤ δ}, ǫ i are constant. The statement follows from that the coordinate functions x 1 and x 2 are holomorphic with respect to z and w.
Finally, we consider the case that 
Lemma 5.6. u and v satisfies the following properties:
1. For sufficiently small ǫ i and δ, then u and v are embedded except at z = 0.
2. Assume that ǫ 1 ≫ δ ǫ 2 and y 0 is generic, then all the intersection points of u and v lies in the region {0 < |z| ≤ δ} × {0 < |w| ≤ 2δ}.
3. The intersection is transversal and the sign of the intersection points are positive.
Proof. We only prove the second conclusion. Let (z, w) be the intersection point, then
If |z| ≥ 2δ, then we have ǫ i = 0, z p = e iy0 w p and z q = w q . Using polar coordinate, it is easy to check that
for some k, l ∈ Z. For generic y 0 , this is impossible. Thus there is no intersection points in the region |z| ≥ 2δ. If δ ≤ |z| < 2δ, then by (18), we have
Hence,
Therefore,
This is impossible provided that we choose ǫ 1 = 100c 0 δ p−q ǫ 2 . In conclusion, the only possibility is that 0 ≤ |z| ≤ δ. From (18), it is easy to deduce that 0 ≤ |w| ≤ 2δ. Finally, it is straightforward to check that (0, 0), (z, 0) and (0, w) cannot be intersection points.
Proof of Lemma 5.4. For
) is equal the intersection number of u and v. The number is equal to the number of solutions to equations (15) or( 16) or( 17) which lie inside the region {0 < |z|, |w| < δ}. Keep in mind that our ǫ i are constant in this region rather than functions. According to the theorem of Bernshtein [1] , equations (15) 
However, there are |pq ′ − qp ′ | solutions outside the region {0 < |z|, |w| < δ}, in fact, the estimates in the proof of Lemma 5.5 implies that these solutions lie in the region {1 ≤ |z|, |w|}. To see this, note that the unperturbed equations (15) or (16) or (17) (ǫ i = 0) has exactly |pq ′ − qp ′ | solutions in the region {1 < |z|, |w|}. By limit argument, the same conclusion holds provided that ǫ i small enough. In conclusion,
) with respect to our trivialization, so the relative self intersection number is equal to the number of solutions to (18) in the region {0 < |z|, |w| < δ}. Again, by Bernshtein' theorem [1] and the same argument as before, Q τ (e p q , h p q ) = p(q − p).
Relative Chern number
The main result of this section is the following lemma:
be an orbit set with P = i p i and Q = i q i , then c τ (α) = Q.
Proof. First of all, note that the relative Chern number satisfies the additive property
Thus it suffices to compute c τ (γ p q ). By definition,
Differentiate both side of above identity, we have
Note that 4x
Along the periodic orbits at x = 0, we can check that x = Im(x 1x2 ). Therefore,
along the periodic orbit. In addition, it can be defined along the periodic orbit at x = 0. Let J ∈ J h (E, ω E ) be an almost complex structure such that J(∂ x ) = ∂ y near 1 − δ ≤ r ≤ 1 and J = J 0 near the critical point. Therefore, dx + idy = dx + iJdx±iR ′ r (±x)dt near x = 0 and 1 − δ ≤ r ≤ 1. T
1,0
J E is generated by
Therefore, we can extend ψ to a section of T
2,0
J E over the whole E. Obviously, ψ is a nowhere vanishing except at z = 0. Let u : D → E be the unperturbed version of (13) or (14), ψ| u vanishing at the critical point and the vanishing order is −q. Therefore, c τ (γ p q ) = −#ψ −1 (0) = q.
Energy
In this section, we write down a formula for the ω X -energy and deduce a constraint on the relative homology class. Let Z α ∈ H 2 (E, α), the energy is denoted by E(α). By Stoke's theorem,
By our formula of R, it is easy to show that E(α) ≤ Q. Note that for critical point a of f and S = {a} × D, we have E(S) = 0. Thus for Z α ∈ H 2 (X, α), we still have E(α) ≤ Q.
As the case for ECH index, for
Combine this formula and (11), they satisfy the relation I(
) for some constant c = 0. Thus the cobordism map can be defined over Z-coefficient.
Lemma 5.8. Given positive integer Q, we can choose a suitable symplectic form ω S with the following property: For any orbit set α with degree less than Q, J ∈ J h (X, ω X ) and m < 0, then there is no holomorphic current C with relative homology class Z α + m[F ].
Proof. According to above discussion, E(α + m[F ]) ≤ Q + m F ω X . By Lemma 3.1, we can choose a symplectic form ω S such that F ω X ≫ Q, then E(α + m[F ]) < 0. However, our (X, π X , ω X ) is nonnegative, this implies E(C) ≥ 0 for any J holomorphic current. Therefore, the class Z α + m[F ] has no holomorphic representative.
Lemma 5.9. Given an orbits set with degree Q, for a suitable choice symplectic form ω S and for any Ω X -tame almost complex structure J which is sufficiently close to J h (X, ω X ), then the conclusion in Lemma 5.8 still holds.
Proof. Given ǫ 0 > 0, then for any almost complex structure J which is sufficiently close to J h (X, ω X ), we have E(C) ≥ −ǫ 0 for any J-holomorphic current. Otherwise, we can find a sequence of Ω X -tame almost complex structures {J n } ∞ n=1 and J n -holomorphic currents C n such that J n → J ∞ ∈ J h (X, ω X ) and E(C n ) < −ǫ 0 . According to Taubes' Gromov compactness (Cf. Lemma 9.9 of [5] and [8] ), C n converges to a J ∞ holomorphic current (possibly broken) C ∞ , in addition, E(C ∞ ) ≤ −ǫ 0 < 0, contradict with J ∞ ∈ J h (X, ω X ).
The rest of the argument is the same as Lemma 5.8.
Cobordism map
In this section, we show that the definition of 1 make sense and prove the main theorem.
where e + (C) is the number of ends at Q-positive elliptic orbits and h(C) is the number of ends at hyperbolic orbits.
Proof. By Lemma 5.7 and adjunction formula, c τ (Z α ) = q and
Given a holomorphic curve C ∈ M J (α), define e Q (C) to be the total multiplicity of all Q-negative elliptic orbits in α.
Suppose that g(F ) − 1 > Q and J is generic almost complex structure which is sufficiently closed to J h (X, ω X ), then
In addition, if indC = 0, then C · C = 0 if and only if C is a special holomorphic plane which satisfies q = e Q = 1 and h(C) = e + (C) = 0.
Proof. Argue by contradiction, assume that C · C < 0, then we must have g(C) = e Q (C) = δ(C) = 0. If h(C) = 0, then indC is even and hence indC = 0. According to Lemma 6.1, we have
On the other hand, e + (C) + q + 2m(1 − g(F )) < 2q − 2mQ. Keep in mind that m ≥ 0 because of Lemma 5.9. As a result, m = 0. indC = 2q − 2 + 2e + (C) = 0 implies that e + (C) = 0 and q = 1. Therefore, C is closed with degree 1, this is impossible. If h(C) = 1, then indC = 0, otherwise C · C ≥ 0. However, by Lemma 6.1, we know that indC is odd, contradiction. In conclusion, C · C ≥ 0. Now let us assume that indC = 0 and C · C = 0, then we have δ(C) = 0 and
If g(C) = 0, there are two possibilities:
h(C) = 0 and e Q (C) = 1, or h(C) = 2 and e Q (C) = 0.
On the other hand, indC = 0 and Lemma 6.1 implies that
It is worth noting that 2q + 2e + (C) + 4m(1 − g(F )) < 4q − 4mQ due to our assumption. In either cases, we have m = 0, otherwise, the left hand side is strictly less then 2.
In the first case that h(C) = 0 and e Q (C) = 1, then 2q + 2e + (C) = 2 implies that q = 1 and e + (C) = 0. Consequently, C is a special holomorphic plane with one positive end at a simple Q-negative periodic orbit and has no other ends. In the second case, q + e + (C) = 0 implies that q = 0, this is impossible.
If , where a is critical point of f with ∇ 2 f (a) > 0.
Proof. If Q < g(F ) − 1, then the conclusion follows from corollary 6.2, Proposition 4.8 of [9] and Theorem 4.15 of [7] , we have I(C) ≥ 0. If Q > g(F )−1, combine (11), ( 10), Lemma 5.3 and corollary 5.2, then we get the result.
Definition 6.4. Let u : D → X be a section which is asymptotic to a periodic orbit with degree 1. u is called horizontal section if Im(du) ⊂ T X hor .
Note that for any J ∈ J h (X, ω X ), the horizontal section is J-holomorphic. The horizontal section is rigidity in the following sense. Assume that (X, π X , ω X ) is nonnegative, given an orbit set α with degree 1 and C ∈ M J (α), if E(C) = 0, then C is a horizontal section.(Cf. [14] ) Theorem 6.5. Assume that Q = g(F ) − 1, then for generic Ω X -tame almost complex structure J which is sufficiently close to ∈ J h (X, ω X ), the cobordism map
and U is the U-map (Cf. [8] ).
Proof. To define the cobordism map, let us consider the moduli space
). Due to lemmas 5.8 and 5.9, we always assume that m ≥ 0. Let us firstly consider the case that Q > g(F )−1. Choose a generic almost complex structure J ∈ J h (X, ω X ). Since Q > g(F ) − 1, the element C ∈ M and m = 0. Since E(α) = 0, the only element in M J 0 (α) is of the form C = a m a C ea + m 0 C e0 + m 1 C e1 , where C e * is horizontal section of π X : X → D. To see this, first note that E(C k ) = 0 implies that T C k ⊂ T X hor .
Thus the ends of C k agrees with the trivial cylinders. C k is embedded, thus the ends of C k can only asymptotic to a simple orbits, either e 0 or e 1 or e a . C k agrees with horizontal sections on the ends. However, the intersection of two different embedded holomorphic curves is isolated. Therefore, C k must be horizontal section. Therefore, M J 0 (α) consists of only one element and it automatic compact. Then we define P F C(X, ω X )α = #M J 0 (α) and P F C(X, ω X ) = 0 otherwise. To show that it is a chain map, i.e. P F C(X, ω X ) • ∂ = 0, it suffices to show that P F C(X, ω X ) • ∂β = 0 for ECH generator β satisfying < ∂β, α > = 0. Consider [10] and [11] , P F C(X, ω X ) • ∂β = 0. (When we glue the copy of horizontal sections and the I = 1 curve, we don't need to insert any connector in between, otherwise, the result cannot have Fredholm index 1. ) If Q < g(F ) − 1, choose a generic Ω X -tame almost complex structure which is sufficiently closed to J h (X, ω X ). By Lemma 3.3, we know that closed holomorphic curve has homology class m[F ] for m ≥ 0. However, I(m[F ]) < 0, this is impossible for generic J. Hence, there is no closed component in C. According to Prop 4.8 of [9] and Corollary 6.2, I(C) = 0 implies that 1. I(C k ) = indC k = 0 and C k is embedded for each k.
2. C k · C l = 0 for each k = l.
(a) If
(b) If C k · C k = 0 and d k > 1, then C k is the special holomorphic plane which is asymptotic to a simple Q-negative periodic orbit with degree 1.
Therefore, C = C 0 + a d a C ea + d 1 C e1 + d 0 C e0 , where C 0 is embedded holomorphic current with I = 0, C e * is holomorphic plane which is asymptotic to e * and e * is Q-negative elliptic orbit. One can follow the same argument in Prop 3.14 of [4] to show that M J 0 (α) is a finite set. As a consequence, the definition 1 make sense in this case. Again, make use of the gluing analysis in [10] and [11] , we have P F C(X, ω X ) • ∂ = 0.
Finally, in ether cases, it is not difficulty to extend the cobordism map over ring A(X).
Proof of Theorem 1.
• If Q > g(F ) − 1, according to the proof of Theorem 6.5, we know that P F C(X, ω X )α = 0 unless that α = (Π a e ma a )e m0 0 e m1 1 , where a is critical point of f with ∇ 2 f (a) > 0. Let us assume that this is the case, then there is only one element in M J 0 (α). According to [4] , the sign is positive and hence #M J 0 (α) = 1.
• Now let us consider the second case that 2Q + 1 < g(F ). Without loss of generality, we may assume that there is no critical point {a} such that ∇ 2 f (a) > 0. By Theorem 5.3 of . By the automatic transversality theorem [15] , for any J ∈ J h (X, ω X ), the unbranched cover of holomorphic planes in M J 0 (α) are regular. Therefore, for J ∈ J tame (X, ω X ) which is sufficiently close to J h (X, ω X ), M J 0 (α, Z α ) also consist of one element with positive sign.
