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A NEW APPROACH TO STEINER SYMMETRIZATION
OF COERCIVE CONVEX FUNCTIONS
YOUJIANG LIN, GANGSONG LENG, AND LUJUN GUO
Abstract. In this paper, a new approach of defining Steiner sym-
metrization of coercive convex functions is proposed and some fun-
damental properties of the new Steiner symmetrization are proved.
Further, using the new Steiner symmetrization, we give a differ-
ent approach to prove a functional version of the Blaschke-Santalo´
inequality due to Ball [2].
1. Introduction
The purpose of this paper is to introduce a new way of defining
Steiner symmetrization for coercive convex functions, and to explore
its applications. Our new definition is motivated by and can be re-
garded as an improvement of a functional Steiner symmetrization of
[1]. In particular, our new definition has a key property: the invari-
ance of integral, which is not true for the definition of [1]. Moreover, our
definition provides a new approach to the familiar functional Steiner
symmetrization (see [7, 8]), but we do not use geometric Steiner sym-
metrization and our approach is more suitable for certain functional
problems.
Steiner symmetrization was invented by Steiner [32] to prove the
isoperimetric inequality. For over 160 years Steiner symmetrization has
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been a fundamental tool for attacking problems regarding isoperimetry
and related geometric inequalities [17, 18, 32, 33]. Steiner symmetriza-
tion appears in the titles of dozens of papers (see e.g. [4, 5, 6, 8, 10,
13, 16, 20, 21, 24, 26, 27, 31]) and plays a key role in recent work such
as [19, 25, 34, 35].
Steiner symmetrization is a type of rearrangement. In the 1970s,
interest in rearrangements was renewed, as mathematicians began to
look for geometric proofs of functional inequalities. Rearrangements
were generalized from smooth or convex bodies to measurable sets and
to functions in Sobolev spaces. Functional Steiner symmetrization, as
a kind of important rearrangement of functions, has been studied in
[1, 7, 8, 9, 11, 12, 14]. In [7], Brascamp, Lieb, and Luttinger estab-
lished that the spherical symmetrization of a nonnegative function can
be approximated in Lp(Rn+1) by a sequence of Steiner symmetrizations
and rotations. In [8], Burchard proved that Steiner symmetrization is
continuous in W 1,p(Rn+1), 1 ≤ p < ∞, for every dimension n ≥ 1, in
the sense that fk → f in W 1,p implies Sfk → Sf in W 1,p. In [14],
Fortier gave a thorough review and exposition of results regarding ap-
proximating the symmetric decreasing rearrangement by polarizations
and Steiner symmetrizations.
For a nonnegative measurable function f , the familiar definition of
its Steiner symmetrization (see [7, 8, 9, 14]) is defined as following:
Definition 1. For a measurable function f : Rn → R+, let m denote
the Lebesgue measure, if m([f > t]) < +∞ for all t > 0, then its
Steiner symmetrization is defined as
S¯uf(x) =
∫ ∞
0
XSuE(t)(x)dt, (1.1)
where SuE(t) is the Steiner symmetrization of the level set E(t) :=
{x ∈ Rn : f(x) > t} about u⊥ and XA denotes the characteristic
function of set A.
3During the study of the analogy between convex bodies and log-
concave functions, Artstein-Klartag-Milman in [1] defined another func-
tional Steiner transformation as follows:
Definition 2. For a coercive convex function f : Rn → R∪{+∞} and
a hyperplane H = u⊥ (u ∈ Sn−1) in Rn, for any x = x′ + tu, where
x′ ∈ H and t ∈ R, we define the Steiner symmetrization S˜uf of f about
H by
(S˜uf)(x) = inf
t1+t2=t
[
1
2
f(x′ + 2t1u) +
1
2
f(x′ − 2t2u)]. (1.2)
In this paper, we introduce a new way of defining the functional
Steiner symmetrization for coercive convex functions. A function f :
R
n → R ∪ {+∞}, not identically +∞, is called convex if
f(αx+ (1− α)y) ≤ αf(x) + (1− α)f(y)
for all x, y ∈ Rn and for 0 ≤ λ ≤ 1. A convex function f : Rn →
R ∪ {+∞} is called coercive if lim|x|→+∞ f(x) = +∞.
Definition 3. For a coercive convex function f : Rn → R∪{+∞} and
a hyperplane H = u⊥ (u ∈ Sn−1) in Rn, for any x = x′ + tu, where
x′ ∈ H and t ∈ R, we define the Steiner symmetrization Suf of f about
H by
(Suf)(x) = sup
λ∈[0,1]
inf
t1+t2=t
[λf(x′ + 2t1u) + (1− λ)f(x′ − 2t2u)]. (1.3)
Our definition Suf is motivated by and can be regarded as an im-
provement of S˜uf in Definition 2. When compared with S¯uf in Defini-
tion 1, our definition symmetrizes a parabola-like (one-dimension) cure
once at a time instead of symmetrizing the level set as in S¯uf .
The rest of the paper is organized as follows. In Section 2, we explore
the analogy between convex bodies and coercive convex functions using
our new definition (see Table 1). In Section 3, we will elaborate on the
relations between Definition 3 and Definitions 1, 2. In Section 4, we
give a completely different approach to prove a functional version of
the Blaschke-Santalo´ inequality due to Ball [2].
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Table 1. A contrast between convex bodies and coercive convex functions
on Steiner symmetrization
Convex bodies Coercive convex functions
1 For a convex body K, SuK is
still a convex body and symmetric
about u⊥.
For a coercive convex function f ,
Suf is still a coercive convex func-
tion and symmetric about u⊥.
2 V oln(SuK) = V oln(K).
∫
Rn
exp(−Suf) =
∫
Rn
exp(−f).
3 K can be transformed into an un-
conditional body using n Steiner
symmetrizations.
f can be transformed into an un-
conditional function using n Steiner
symmetrizations.
4 For any convex bodies K1 ⊂ K2,
then SuK1 ⊂ SuK2.
For any coercive convex functions
f1 ≤ f2, then Suf1 ≤ Suf2.
5 If K is a symmetric about z, then
SuK is symmetric about z|u⊥.
If f is even about z, then Suf is even
about z|u⊥.
6 If the sequence {Ki} converges in
the Hausdorff metric to K, then
the sequence {SuKi} will con-
verge to SuK.
If the sequence {exp(−fi)} con-
verges in the Lp distance to
exp(−f), then the sequence
{exp(−Sufi)} will converge to
exp(−Suf).
7 There is a sequence of directions
{ui} so that the sequence of con-
vex bodiesKi = Sui . . . Su1K con-
verges to the ball with the same
volume as K.
There is a sequence of directions
{ui} so that the sequence of log-
concave functions exp(−fi), where
fi = Sui . . . Su1f , converges to a ra-
dial function with the same integral
as exp(−f).
2. The functional Steiner symmetrization
We first study the one-dimensional case. In Definition 3, when n = 1,
S0 = {−1, 1} and H = {0}, it is clear that (S1f)(x) = (S−1f)(x) for
any x ∈ R. Let Sf denote Steiner symmetrization of one-dimensional
function, then
Sf(x) = sup
λ∈[0,1]
inf
x1+x2=x
[λf(2x1) + (1− λ)f(−2x2)]. (2.1)
5Theorem 1. If f : R→ R∪{+∞} is a coercive convex function, then
Sf(x) is a coercive even convex function and for any s ∈ R,
V ol1([f ≤ s]) = V ol1([Sf ≤ s]), (2.2)
where [f ≤ s] = {x ∈ R : f(x) ≤ s} denotes the sublevel set of f .
The following lemma is straightforward, and we omit its proof.
Lemma 1. Let f : R→ R be a coercive convex function, then we have
(i) If a = inf f(t), then a ∈ (−∞,+∞) and f−1(a) = {x ∈ R :
f(x) = a} is a nonempty finite closed interval [µ, ν], where µ may
equal to ν.
(ii) f(t) is strictly decreasing on the interval (−∞, µ] and strictly
increasing on the interval [ν,+∞).
(iii) If f(c) = f(d) and c < d, then µ < d and c < ν.
(iv) For c and d given in (iii), we have the right derivative f ′r(d) ≥
0 for f is increasing on [µ,+∞), we also have f ′r(c) ≤ 0 for f is
decreasing on (−∞, ν].
(v) For two intervals [a, a + t0] and [b, b + t0] with the same length
t0 > 0, if f(a) = f(a + t0), then either f(b) ≥ f(a) or f(b + t0) ≥
f(a+ t0).
Proof of Theroem 1. First, we show that Sf is even. For any x ∈ R,
by (2.1), we have
Sf(−x) = sup
λ∈[0,1]
inf
x2∈R
[λf(−2x2 − 2x) + (1− λ)f(−2x2)]
= sup
λ∈[0,1]
inf
x2∈R
[λf(2x2 − 2x) + (1− λ)f(2x2)]
= sup
λ′∈[0,1]
inf
x2∈R
[λ′f(2x2) + (1− λ′)f(2x2 − 2x)]
= Sf(x), (2.3)
which implies that Sf is even.
Let domf := {x ∈ Rn : f(x) < +∞} denote the effective domain of
f . To prove the remaining part of the theorem, we shall consider two
cases: domf = R and domf 6= R.
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Case (1) domf = R. There are two steps.
First Step. We shall prove that Sf(0) = inf f and for any x > 0,
there exists some x′ ∈ R such that
Sf(x) = f(x′) = f(x′ − 2x). (2.4)
Let x = 0, by (2.1), we have
Sf(0) = sup
λ∈[0,1]
inf
x1+x2=0
[λf(2x1) + (1− λ)f(−2x2)]
= inf
x1∈R
f(2x1) = inf
x∈R
f(x). (2.5)
For x > 0, since f is coercive and convex, there exists some x′ ∈ R
satisfying
f(x′) = f(x′ − 2x). (2.6)
Indeed, let fx(x1) := f(x1)− f(x1− 2x), a = inf f and f−1(a) = [µ, ν],
by Lemma 1(ii), fx(x1) < 0 if x1 < µ and fx(x1) > 0 if x1 > ν.
Since f(x1) and f(x1−2x) are convex functions about x1 ∈ R and any
convex function is continuous on the interior of its effective domain,
thus fx(x1) is continuous in R. Therefore, there exists some x
′ such
that fx(x
′) = 0.
Now we prove Sf(x) = f(x′), where x > 0 and x′ satisfies equality
(2.6). Let Gx(λ) be a function about λ ∈ [0, 1] defined as
Gx(λ) := inf
x1∈R
[λf(2x1) + (1− λ)f(2x1 − 2x)]. (2.7)
For any λ ∈ [0, 1], choose x1 = x′2 , we have
Gx(λ) ≤ λf(x′) + (1− λ)f(x′ − 2x) = f(x′). (2.8)
Thus, Sf(x) = supλ∈[0,1]Gx(λ) ≤ f(x′).
On the other hand, we prove that there exists some λ0 ∈ [0, 1] such
that Gx(λ0) = f(x
′). Since f is a convex function defined in R and
by Theorem 1.5.2 in [30], both the right derivative f ′r and the left
derivative f ′l exist and f
′
l ≤ f ′r.
7Claim 1. There exists some λ0 ∈ [0, 1] satisfying
λ0f
′
r(x
′) + (1− λ0)f ′r(x′ − 2x) = 0. (2.9)
Proof of Claim 1. Since f(x′) = f(x′−2x) and x > 0, by Lemma 1(iv),
we have f ′r(x
′) ≥ 0 and f ′r(x′ − 2x) ≤ 0, thus f ′r(x′)− f ′r(x′ − 2x) ≥ 0.
(i) If f ′r(x
′)−f ′r(x′−2x) > 0, then (2.9) can be obtained by choosing
λ0 =
−f ′r(x′ − 2x)
f ′r(x
′)− f ′r(x′ − 2x)
. (2.10)
(ii) If f ′r(x
′) − f ′r(x′ − 2x) = 0, then f ′r(x′) = f ′r(x′ − 2x) = 0, thus,
for any λ0 ∈ [0, 1], we can get (2.9). 
Choose a λ0 satisfying (2.9), we define
Φλ0(x1) = λ0f(2x1) + (1− λ0)f(2x1 − 2x). (2.11)
Since f is a convex function, then Φλ0 is a convex function about x1.
By (2.9), we have that the right derivative and the left derivative of
Φλ0 at x1 =
x′
2
satisfy
Φ′λ0r(x1)|x1=x′2 = 2λ0f
′
r(x
′) + 2(1− λ0)f ′r(x′ − 2x) = 0, (2.12)
and Φ′λ0l(x1)|x1=x′2 ≤ Φ
′
λ0r
(x1)|x1=x′2 = 0.
By (2.6), (2.11) and the fact that if a convex function f : R → R
satisfies f ′r(x0) ≥ 0 and f ′l (x0) ≤ 0 then f(x0) = min{f(x) : x ∈ R},
we have
inf
x1∈R
Φλ0(x1) = Φλ0(
x′
2
) = f(x′). (2.13)
By (2.11) and (2.13), we have
Sf(x) = sup
λ∈[0,1]
Gx(λ) ≥ Gx(λ0) = inf
x1∈R
Φλ0(x1) = f(x
′). (2.14)
Thus, we have Sf(x) = f(x′) = f(x′ − 2x).
Second Step. We shall prove that Sf is coercive and convex, and
for any s ∈ R, V ol1([Sf ≤ s]) = V ol1([f ≤ s]).
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First, we prove that Sf is coercive. Suppose that there existsM0 > 0
and a sequence {xn} satisfying |xn| > n and Sf(xn) < M0 for any
positive integer n, then by (2.4), there exists x′n such that
Sf(xn) = f(x
′
n) = f(x
′
n − 2xn) < M0. (2.15)
Since 2max{|x′n|, |x′n− 2xn|} ≥ |x′n|+ |x′n− 2xn| ≥ 2|xn| > 2n, there is
a sequence {yn}, where yn = x′n if |x′n| ≥ |x′n− 2xn| and yn = x′n − 2xn
if |x′n| ≤ |x′n − 2xn|, satisfying limn→+∞ |yn| = +∞ and f(yn) < M0,
which is contradictory with f is coercive.
Next, we prove that Sf is a convex function on R. First, we prove
that Sf(x) is increasing on [0,+∞). In fact, by (2.4), for any 0 <
x1 < x2, there exist x
′
1 and x
′
2 such that Sf(xi) = f(x
′
i) = f(x
′
i − 2xi)
(i = 1, 2). By Lemma 1(iii), for µ and ν given in Lemma 1, we have
x′i > µ (i = 1, 2) and x
′
i − 2xi < ν (i = 1, 2). If f(x′1) > f(x′2), since f
is increasing on the interval [µ,+∞), then x′1 > x′2. By 0 < x1 < x2,
we have x′1 − 2x1 > x′2 − 2x2. Since f is decreasing on the interval
(−∞, ν], we have f(x′1 − 2x1) ≤ f(x′2 − 2x2), which is a contradiction.
The contradiction means that f(x′1) ≤ f(x′2), thus Sf is increasing on
[0,+∞). Since Sf is even, to prove Sf is convex on R, it suffices to
prove that Sf is convex on [0,+∞).
For any 0 ≤ x1 < x2 and 0 < α < 1, by (2.4), let x′1, x′2 and
x0 , (αx1 + (1− α)x2)′ be three real numbers satisfying
Sf(x1) = f(x
′
1) = f(x
′
1 − 2x1), (2.16)
Sf(x2) = f(x
′
2) = f(x
′
2 − 2x2), (2.17)
Sf(αx1 + (1− α)x2) = f(x0) = f(x0 − 2(αx1 + (1− α)x2)). (2.18)
Since f is a convex function, we have
αf(x′1) + (1− α)f(x′2) ≥ f(αx′1 + (1− α)x′2), (2.19)
αf(x′1 − 2x1) + (1− α)f(x′2 − 2x2)
≥ f(αx′1 + (1− α)x′2 − 2(αx1 + (1− α)x2)). (2.20)
9Since f(x0) = f(x0−2(αx1+(1−α)x2)) and both [x0−2(αx1+(1−
α)x2), x0] and [αx
′
1 + (1− α)x′2 − 2(αx1 + (1− α)x2), αx′1 + (1− α)x′2]
have the same length 2(αx1 + (1− α)x2) > 0, by Lemma 1(v), either
f(αx′1 + (1− α)x′2) ≥ f(x0) (2.21)
or
f(αx′1 + (1− α)x′2 − 2(αx1 + (1− α)x2))
≥ f(x0 − 2(αx1 + (1− α)x2)). (2.22)
If (2.21) holds, then we use (2.19) and if (2.22) holds, then we use
(2.20), by (2.16)-(2.18), Sf is a convex function.
Finally, we prove that V ol1([f ≤ s]) = V ol1([Sf ≤ s]) for any
s ∈ R. Since Sf(x) is an even convex function, Sf(0) = inf Sf . Since
Sf(0) = inf f by (2.5), thus inf Sf = inf f . Let a = inf Sf = inf f ,
(Sf)−1(a) = [−δ, δ], and f−1(a) = [µ, ν].
If s = a, then V ol1([f ≤ s]) = ν − µ and V ol1([Sf ≤ s]) = 2δ.
Next, we prove ν − µ = 2δ. By Lemma 1, Sf is strictly decreasing
on (−∞,−δ) and strictly increasing on (δ,+∞), and f is strictly de-
creasing on (−∞, µ) and strictly increasing on (ν,+∞). For δ ≥ 0, if
ν − µ > 2δ, then x0 := δ + ν−µ−2δ2 > δ, thus Sf(x0) > Sf(δ), which is
contradictory with
Sf(x0) = sup
λ∈[0,1]
inf
x1∈R
[λf(2x1) + (1− λ)f(2x1 − 2x0)]
≤ sup
λ∈[0,1]
[λf(ν) + (1− λ)f(ν − 2x0)] = a, (2.23)
where inequality is by choosing x1 =
ν
2
and last equality is by ν−2x0 =
µ. Thus, ν − µ ≤ 2δ. Thus if δ = 0, then µ = ν. For δ > 0, by (2.4),
there exists δ′ such that Sf(δ) = f(δ′) = f(δ′− 2δ) = a, which implies
that ν − µ ≥ 2δ. Thus, ν − µ = 2δ.
If s > a, by Lemma 1, equality (2.4), and Sf is even, there is a
unique x > 0 and a unique x′ ∈ R such that Sf(−x) = Sf(x) = s =
f(x′) = f(x′− 2x), thus we have V ol1([f ≤ s]) = V ol1([Sf ≤ s]) = 2x.
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If s < a, then [Sf ≤ s] = [f ≤ s] = ∅, thus V ol1([f ≤ s]) =
V ol1([Sf ≤ s]) = 0.
Case (2) domf 6= R. There exist eight cases for domf : 1) [α, β];
2) (α, β); 3) (α, β]; 4) [α, β); 5) (−∞, β]; 6) (−∞, β); 7) [α,+∞);
8) (α,+∞). We need only prove our conclusion for domf = (α, β).
By the same method we can prove our conclusion for other cases. For
domf = (α, β), there exist three cases: (i) f is decreasing on (α, β); (ii)
f is increasing on (α, β); (iii) f is decreasing on (α, γ] and increasing on
[γ, β) for some γ ∈ (α, β). Cases (i) and (ii) are corresponding to the
cases of limγ→β,γ<β γ and limγ→α,γ>α γ in case (iii), respectively, thus
we need only prove our conclusion for case (iii).
If limx→α,x>α f(x) = limx→β,x<β f(x), following the proof of Case
(1) (i.e., domf = R), we have that Sf is convex on (−β−α
2
, β−α
2
) and
V ol1([Sf ≤ s]) = V ol1([f ≤ s]) for any s < limx→α,x>α f(x).
If limx→α,x>α f(x) 6= limx→β,x<β f(x), we may assume that
lim
x→α,x>α
f(x) = b > lim
x→β,x<β
f(x) = c. (2.24)
If c = a = inf f , then f is decreasing on (α, β). Thus we may suppose
that c > a. Let γ ∈ (α, β) satisfy f(γ) = c. If |x| < β−γ
2
, by the proof of
Case (1), there exists x′ ∈ (γ, β) such that Sf(x) = f(x′) = f(x′−2x).
Step 1. We shall prove that for |x| ≥ β−γ
2
and |x| < β−α
2
,
Sf(x) = f(β − 2|x|). (2.25)
Since Sf is even, we may assume β−γ
2
≤ x < β−α
2
. For any λ ∈ [0, 1],
inf
x1∈R
[λf(2x1) + (1− λ)f(2x1 − 2x)]
≤ λ lim
t→β,t<β
f(t) + (1− λ)f(β − 2x)
= λc+ (1− λ)f(β − 2x). (2.26)
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Since β−γ
2
≤ x < β−α
2
, then α < β − 2x ≤ γ. Since f is decreasing on
(α, γ], thus f(β − 2x) ≥ f(γ) = c. Thus, by (2.26), we have
Sf(x) = sup
λ∈[0,1]
inf
x1∈Rn
[λf(2x1) + (1− λ)f(2x1 − 2x)]
≤ sup
λ∈[0,1]
[λc+ (1− λ)f(β − 2x)] = f(β − 2x). (2.27)
On the other hand, we prove that Sf(x) ≥ f(β − 2x). Since domf =
(α, β) and infx1∈R[λf(x1) + (1 − λ)f(x1 − 2x)] = inf f for λ = 0 or
λ = 1, we have
Sf(x) = sup
λ∈(0,1)
inf
x1∈(α+2x,β)
[λf(x1) + (1− λ)f(x1 − 2x)]. (2.28)
By b > c > a, if f−1(a) = [µ, ν], then α < µ ≤ ν < β, thus f is
strictly decreasing on (α, µ] and strictly increasing on [ν, β).
Claim 2. For a fixed β ′ ∈ (ν, β) ∩ (α + 2x, β), there exists δ > 0 such
that function
Gx(x1) := λf(x1) + (1− λ)f(x1 − 2x) (2.29)
is decreasing on (α + 2x, β ′] for any 0 < λ < δ.
Proof of Claim 2. For x1 ∈ (α + 2x, β ′], the right derivative of Gx(x1)
G′xr(x1) = λf
′
r(x1) + (1− λ)f ′r(x1 − 2x)
≤ λf ′r(β ′) + (1− λ)f ′r(β ′ − 2x), (2.30)
where the inequality is by the right derivative of a convex function is
increasing on the interior of its effective domain. Since β ′ ∈ (ν, β) ∩
(α + 2x, β) and x ∈ [β−γ
2
, β−α
2
), then β ′ − 2x ∈ (α, γ + β ′ − β), thus
f ′r(β
′) > 0 and f ′r(β
′− 2x) < 0 for f is strictly increasing on (ν, β) and
strictly decreasing on (α, γ]. Thus, by (2.30), we choose
δ =
−f ′r(β ′ − 2x)
f ′r(β
′)− f ′r(β ′ − 2x)
, (2.31)
then G′xr(x1) < 0 on (α + 2x, β
′] for any λ ∈ (0, δ). Therefore, Gx(x1)
is decreasing on (α + 2x, β ′] for any λ ∈ (0, δ). 
12 YOUJIANG LIN, GANGSONG LENG, AND LUJUN GUO
By (2.28) and Claim 2, we have that
Sf(x) = sup
λ∈(0,1)
inf
x1∈(α+2x,β)
[λf(x1) + (1− λ)f(x1 − 2x)]
≥ sup
λ∈(0,δ)
inf
x1∈(α+2x,β)
[λf(x1) + (1− λ)f(x1 − 2x)]
= sup
λ∈(0,δ)
inf
x1∈[β′,β)
[λf(x1) + (1− λ)f(x1 − 2x)]
≥ sup
λ∈(0,δ)
[λf(β ′) + (1− λ)f(β − 2x)]
= f(β − 2x), (2.32)
where the second inequality is by x1 ∈ [β ′, β) ⊂ (ν, β) and β ′ − 2x ≤
x1− 2x < β − 2x ≤ γ and f is strictly increasing on (ν, β) and strictly
decreasing on (α, γ], and the last equality is by f(β − 2x) ≥ f(β ′).
Step 2. We shall prove that Sf is convex in R. Since Sf is increasing
on [0, β−α
2
) and Sf is even on (−β−α
2
, β−α
2
). Thus, it suffices to prove
Sf is convex in [0, β−α
2
). For any x1, x2 ∈ [β−γ2 , β−α2 ) and λ ∈ (0, 1), by
(2.25) and f is convex function, then
λSf(x1) + (1− λ)Sf(x2) = λf(β − 2x1) + (1− λ)f(β − 2x2)
≥ f(β − 2(λx1 + (1− λ)x2))
= Sf(λx1 + (1− λ)x2), (2.33)
where the last equality is by λx1 + (1 − λ)x2 ∈ [β−γ2 , β−α2 ). By (2.33),
Sf is convex on [β−γ
2
, β−α
2
). Because that Sf is convex in [0, β−γ
2
] by
the proof in Case (1), it suffices to prove that the left derivative of Sf
at x = β−γ
2
is less than its right derivative at x = β−γ
2
.
By (2.25), we have
Sf ′r(
β − γ
2
) = lim
t→0,t>0
Sf(β−γ
2
+ t)− Sf(β−γ
2
)
t
= lim
t→0,t>0
f(γ − 2t)− f(γ)
t
= −2f ′l (γ). (2.34)
For any t ∈ (−β−γ
2
, 0), we have β−γ
2
+ t ∈ (0, β−γ
2
). Thus there exist
x′, x′′ ∈ (γ, β) such that x′′ − x′ = 2(β−γ
2
+ t) and Sf(β−γ
2
+ t) =
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f(x′) = f(x′′). Since
(x′ − γ) + 2(β − γ
2
+ t) = (x′ − γ) + (x′′ − x′) = x′′ − γ < β − γ,
x′ < γ − 2t. Let |t| be sufficiently small such that γ + 2|t| < µ, where
µ satisfies f−1(a) = [µ, ν], then f(x′) > f(γ − 2t) for f is strictly
decreasing on (γ, µ). Then
Sf ′l (
β − γ
2
) = lim
t→0,t<0
Sf(β−γ
2
+ t)− Sf(β−γ
2
)
t
= lim
t→0,t<0
f(x′)− f(γ)
t
≤ lim
t→0,t<0
f(γ − 2t)− f(γ)
t
= −2f ′r(γ). (2.35)
Since f is a convex function, then f ′l (γ) ≤ f ′r(γ), by (2.34) and (2.35),
we have Sf ′l (
β−γ
2
) ≤ Sf ′r(β−γ2 ).
Step 3. Proof of V ol1([Sf ≤ a]) = V ol([f ≤ s]) for any s ∈ R.
If s < c, the proof is the same as in Case (1).
If c ≤ s < b, since f is strictly decreasing on (α, γ), there is a unique
x′ ∈ (α, γ) such that f(x′) = s, thus [f < s] = [x′, β). By (2.25), we
have Sf(β−x
′
2
) = f(x′) = s, thus [Sf < s] = [−β−x′
2
, β−x
′
2
]. Therefore,
V ol1([Sf < s]) = V ol1([f < s]) = β − x′.
If s ≥ b, then b < +∞ for s ∈ R, we have V ol1([Sf < s]) =
V ol1([f < s]) = β − α. 
Remark. 1) By Theorem 1, for any x ∈ R, if x = 0, then Sf(0) =
inf f ; if x 6= 0, then there exist three cases:
i) Sf(x) = f(x′) = f(x′ − 2|x|) for some x′ ∈ R;
ii) Sf(x) = f(x0 − 2|x|) for some x0 ∈ R;
iii) Suf(x) = f(x0 + 2|x|) for some x0 ∈ R.
2) In Theorem 1, there exist three cases for domSf : i) domSf =
(−δ, δ); ii) domSf = [−δ, δ]; iii) domSf = R. domSf = (−δ, δ) is
corresponding to domf = (α, β), domf = (α, β] or domf = [α, β),
where δ = β−α
2
. domSf = [−δ, δ] is corresponding to domf = [α, β].
domSf = R is corresponding to domf = (−∞, β), domf = (−∞, β],
domf = (α,+∞), domf = [α,+∞) or domf = R. For a non-empty
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convex set K ⊂ Rn and a hyperplane H = u⊥, where u ∈ Sn−1, the
Steiner symmetrization SHK of K about H is defined as
SHK = {x′ + 1
2
(t1 − t2)u : x′ ∈ PH(K), ti ∈ IK(x′) for i = 1, 2},
where PH(K) = {x′ ∈ H : x′ + tu ∈ K for some t ∈ R} is the
projection of K onto H and IK(x
′) = {t ∈ R : x′ + tu ∈ K}. By
the above definition and Definition 3, for coercive convex function f :
R
n → R ∪ {+∞} and its Steiner symmetrization Suf , we have
dom(Su⊥f) = Su⊥(domf). (2.36)
We know that domf is convex if f is convex and the Steiner sym-
metrization of a non-empty convex set is still a convex set, thus by
(2.36), dom(Su⊥f) is a convex set.
3) For a convex function f : Rn → R ∪ {+∞}, the epigraph of f
is defined as epif := {(x, y) ∈ Rn+1 : x ∈ domf, y ≥ f(x)}. By
the definition of epigraph and Theorem 1, for one-dimensional coercive
convex function f : R→ R∪{+∞}, we have cl(epiSf) = Se⊥(cl(epif)),
where e is a unit vector along the x-axis and clA denotes the closure
of a subset A ⊂ Rn. Let f : Rn → R ∪ {+∞} be a coercive and
convex function and u ∈ Sn−1. For any x′ ∈ u⊥ and t ∈ R, if f˜(t) =
f(x′ + tu) is considered as a one-dimensional function about t, then
Sf˜(t) = Suf(x
′ + tu). By Theorem 1, cl(epi(Sf˜)) = Se⊥(cl(epif˜)).
Since x′ ∈ u⊥ is arbitrary, thus we have
cl(epi(Suf)) = Su˜⊥(cl(epif)), (2.37)
where u˜⊥ ⊂ Rn+1 denotes the hyperplane through the origin and or-
thogonal to the unit vector u˜ = (u, 0) ∈ Rn+1.
Next, by Definition 3 and Theorem 1, we shall prove five propositions
which are corresponding to properties 1-5 in Table 1.
The following lemma is an obvious fact, and we omit its proof.
Lemma 2. For f : Rn → R ∪ {+∞}, let u ∈ Sn−1 and H = u⊥, if
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i) f is symmetric with respect to hyperplane H, i.e., for any x′ ∈
H and t ∈ R, f(x′ + tu) = f(x′ − tu);
ii) for any x′ ∈ H and t1, t2 ∈ R, if |t1| ≤ |t2|, then f(x′ + t1u) ≤
f(x′ + t2u);
iii) f is convex on half-space H+ := {x′ + tu : x′ ∈ u⊥, t ≥ 0}.
Then f is a convex function on Rn.
Proposition 2.1. If f : Rn → R∪{+∞} is a coercive convex function
and u ∈ Sn−1, then Suf is a coercive convex function and symmetric
about u⊥.
Proof. It is clear that Suf is symmetric about u
⊥. Indeed, for any
x′ ∈ u⊥ and t ∈ R, if we consider Suf(x′ + tu) as a one-dimensional
function about t, then by Theorem 1 and Definition 3, we have Suf(x
′+
tu) = Suf(x
′ − tu).
Step 1. We shall prove that Suf is coercive.
Suppose that there exist M0 > 0 and a sequence {xn}∞n=1 ⊂ Rn sat-
isfying that |xn| > n and Suf(xn) < M0. Next, we shall construct a
sequence {yn} satisfying |yn| > n and f(yn) < M0, which is contradic-
tory with f is coercive.
For any positive integer n ≥ 1, let xn = x′n+ tnu and x′n ∈ u⊥. There
exist two cases of tn 6= 0 and tn = 0.
(1) If tn 6= 0, then by Theorem 1, there exist three cases:
i) Suf(xn) = f(x
′
n + t
′
nu) = f(x
′
n + (t
′
n − 2tn)u) for some t′n ∈ R;
ii) Suf(xn) = f(x
′
n + (t0 − 2tn)u) for some t0 ∈ R;
iii) Suf(xn) = f(x
′
n + (t0 + 2tn)u) for some t0 ∈ R.
For case i), since |t′n| + |t′n − 2tn| ≥ 2|tn|, then either |t′n| ≥ |tn| or
|t′n − 2tn| ≥ |tn|. If |t′n| ≥ |tn|, let yn = x′n + t′nu, then Suf(xn) = f(yn)
and |yn| = |x′n| + |t′n| ≥ |x′n| + |tn| = |xn|. If |t′n − 2tn| ≥ |tn|, let
yn = x
′
n + (t
′
n − 2tn)u, then Suf(xn) = f(yn) and |yn| = |x′n| + |t′n −
2tn| ≥ |x′n| + |tn| = |xn|. Since |xn| > n, we have |yn| > n and
f(yn) = Suf(xn) < M0.
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For case ii), since |t0| + |t0 − 2tn| ≥ 2|tn|, we have either |t0| ≥ |tn|
or |t0 − 2tn| ≥ |tn|. If |t0 − 2tn| ≥ |tn|, let yn = x′n + (t0 − 2tn)u,
then Suf(xn) = f(yn) and |yn| ≥ |xn|. If |t0| ≥ |tn|, let yn = x′n + t0u
if x′n + t0u ∈ domf , otherwise let yn = x′n + t′0u, where t′0 satisfies
x′n+ t
′
0u ∈ domf , |x′n+ t′0u| > n and f(x′n+ t′0u) < f(x′n+(t0− 2tn)u),
which can be satisfied for limt→t0, t<t0 f(x
′
n + tu) ≤ f(x′n + (t0 − 2tn)u)
by Theorem 1. Thus, we have |yn| > n and f(yn) < M0.
For case iii), we can construct {yn} with the same method as in case
(ii).
(2) If tn = 0, by Definition 3, we have Sf(xn) = inft∈R f(x
′
n + tu).
Since Suf(xn) < M0, there exists yn = x
′
n + t
′u such that f(yn) < M0.
Since |yn| = |x′n|+ |t′| ≥ |x′n| = |xn|, we have |yn| > n and f(yn) < M0.
Step 2. We shall prove that Suf is convex.
Claim 3. Suf is proper, i.e., [Suf = +∞] 6= Rn and [Suf = −∞] = ∅.
Proof of Claim 3. For any x ∈ Rn, let x = x′ + tu, where x′ ∈ u⊥.
Since f is a coercive convex function defined on Rn, one dimensional
function f(x′ + tu) about t ∈ R either is a coercive convex function
or is identically +∞. If f(x′ + tu) is a coercive convex function, then
there exists s ∈ R such that s = inf{f(x′+ tu) : t ∈ R}. Thus, we have
Sf(x) = sup
λ∈[0,1]
inf
t1+t2=t
[λf(x′ + 2t1u) + (1− λ)f(x′ − 2t2u)] ≥ s,
which implies that Sf(x) > −∞. If f(x′ + tu) is identically +∞, then
Suf(x) = +∞ > −∞. By the definition of convex functions, f is
not identically +∞, there exists x ∈ Rn such that f(x) < +∞. Let
x = x0 + tu, where x0 ∈ u⊥, then
Suf(x0) = inf
t1∈R
f(x0 + t1u) ≤ f(x) < +∞,
which implies that Suf is not identically +∞. 
By Definition 3 and Theorem 1, for any x′ ∈ u⊥, one-dimensional
function Suf(x
′ + tu) is either an even and coercive convex function
about t ∈ R or identically +∞. Thus, Suf satisfies conditions i) and ii)
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in Lemma 2. Therefore, to prove that Suf is convex, it suffices to prove
that Suf satisfies condition iii) of Lemma 2. For any x, y ∈ {x′ + tu :
x′ ∈ u⊥, t ≥ 0} and λ ∈ (0, 1), if x /∈ dom(Suf) or y /∈ dom(Suf), then
Suf(x) = +∞ or Suf(y) = +∞, thus
Suf(λx+ (1− λ)y) ≤ λSuf(x) + (1− λ)Suf(y). (2.38)
By Remark 2), dom(Suf) is convex. Therefore, if x ∈ dom(Suf) and
y ∈ dom(Suf), then λx + (1 − λ)y ∈ dom(Suf). Let x = x′ + tu
and y = y′ + su, where x′, y′ ∈ u⊥ and t ≥ 0 and s ≥ 0, then
λx+ (1− λ)y = [λx′ + (1− λ)y′] + [λt+ (1− λ)s]u.
Case 3.1. The case of t = 0 and s = 0. For the case we have x,
y ∈ u⊥, thus λx+ (1− λ)y ∈ u⊥. By Definition 3 and f is convex, we
have
λSuf(x) + (1− λ)Suf(y)
= λ inf
t∈R
f(x+ tu) + (1− λ) inf
s∈R
f(y + su)
= inf
(t,s)∈R2
[λf(x+ tu) + (1− λ)f(y + su)]
≥ inf
(t,s)∈R2
f(λx+ (1− λ)y + (λt+ (1− λ)s)u)
= Suf(λx+ (1− λ)y). (2.39)
Case 3.2. The case of t > 0 and s > 0.
For x = x′ + tu ∈ dom(Suf), by Theorem 1, there exist three cases:
a1) There exists some t
′ ∈ R such that
Suf(x) = f(x
′ + t′u) = f(x′ + (t′ − 2t)u); (2.40)
a2) There exists some t0 ∈ R such that
Suf(x) = f(x
′ + (t0 − 2t)u) ≥ lim
t′0→t0,t
′
0<t0
f(x′ + t′0u); (2.41)
a3) There exists some t0 ∈ R such that
Suf(x) = f(x
′ + (t0 + 2t)u) ≥ lim
t′0→t0,t
′
0>t0
f(x′ + t′0u). (2.42)
For y = y′ + su ∈ dom(Suf), by Theorem 1, there exist three cases:
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b1) There exists some s
′ ∈ R such that
Suf(y) = f(y
′ + s′u) = f(y′ + (s′ − 2s)u); (2.43)
b2) There exists some s0 ∈ R such that
Suf(y) = f(y
′ + (s0 − 2s)u) ≥ lim
s′0→s0,s
′
0<s0
f(y′ + s′0u); (2.44)
b3) There exists some s0 ∈ R such that
Suf(y) = f(y
′ + (s0 + 2s)u) ≥ lim
s′0→s0,s
′
0>s0
f(y′ + s′0u). (2.45)
We may assume that
f(x′ + t0u) = lim
t′0→t0,t
′
0<t0
f(x′ + t′0u) for case a2),
f(x′ + t0u) = lim
t′0→t0,t
′
0>t0
f(x′ + t′0u) for case a3),
f(y′ + s0u) = lim
s′0→s0,s
′
0<s0
f(y′ + s′0u) for case b2),
f(y′ + s0u) = lim
s′0→s0,s
′
0>s0
f(y′ + s′0u) for case b3). (2.46)
Let (t˜1, t˜2) be a pair of real numbers satisfying
(t˜1, t˜2) =

(t′ − 2t, t′) for case a1)
(t0 − 2t, t0) for case a2)
(t0, t0 + 2t) for case a3).
(2.47)
Let (s˜1, s˜2) be a pair of real numbers satisfying
(s˜1, s˜2) =

(s′ − 2s, s′) for case b1)
(s0 − 2s, s0) for case b2)
(s0, s0 + 2s) for case b3).
(2.48)
Since f is convex and by (2.40-2.45), for i = 1, 2, we have
λSuf(x) + (1− λ)Suf(y)
≥ λf(x′ + t˜iu) + (1− λ)f(y′ + s˜iu)
≥ f(λx′ + (1− λ)y′ + (λt˜i + (1− λ)s˜i)u). (2.49)
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By (2.47) and (2.48), we have
[λt˜2 + (1− λ)s˜2]− [λt˜1 + (1− λ)s˜1]
= λ(t˜2 − t˜1) + (1− λ)(s˜2 − s˜1) = 2[λt+ (1− λ)s]. (2.50)
By λx+ (1− λ)y = λx′+ (1− λ)y′+ (λt+ (1− λ)s)u and Definition
3, we have
Suf(λx+ (1− λ)y)
= sup
δ∈[0,1]
inf
ω∈R
[δf(λx′ + (1− λ)y′ + ωu)
+(1− δ)f(λx′ + (1− λ)y′ + (ω − 2(λt+ (1− λ)s)u)]
≤ sup
δ∈[0,1]
[
δf(λx′ + (1− λ)y′ + (λt˜2 + (1− λ)s˜2)u)
+(1− δ)f(λx′ + (1− λ)y′ + (λt˜1 + (1− λ)s˜1)u)
]
≤ max
i=1,2
f(λx′ + (1− λ)y′ + (λt˜i + (1− λ)s˜i)u)
≤ λSuf(x) + (1− λ)Suf(y), (2.51)
where the first inequality is by choosing ω = λt˜2+(1−λ)s˜2 and (2.50),
and the last inequality is by (2.49).
Case 3.3. The case of t = 0 and s > 0 (or t > 0 and s = 0). In this
case, there exists t0 such that
Suf(x) = lim
t→t0, x+tu∈domf
f(x+ tu). (2.52)
We may assume that
f(x+ t0u) = lim
t→t0, x+tu∈domf
f(x+ tu). (2.53)
In the proof of Case 3.2, let t˜1 = t˜2 = t0, we can get the required
inequality. 
Proposition 2.2. Let f : Rn → R ∪ {+∞} be a coercive convex func-
tion and u ∈ Sn−1, then∫
Rn
e−(Suf)(x)dx =
∫
Rn
e−f(x)dx. (2.54)
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Proof. By (2.37), for any t ∈ R, we have cl[Suf < t] = Su(cl[f <
t]). Since Steiner symmetrization of convex sets preserves volume,
V ol([Suf < t]) = V ol([f < t]). By Fubini’s theorem, we have∫
Rn
e−(Suf)(x)dx =
∫
R
V ol([Suf < t])e
−tdt
=
∫
R
V ol([f < t])e−tdt =
∫
Rn
e−f(x)dx. (2.55)

Lemma 3. Let u1, u2 ∈ Sn−1 and 〈u1, u2〉 = 0. If f : Rn → R∪{+∞}
is a coercive convex function and f is symmetric about u⊥1 , then Su2f
is symmetric about both u⊥1 and u
⊥
2 .
Proof. By Proposition 2.1, Su2f is symmetric about u
⊥
2 . Next, we prove
that Su2f is symmetric about u
⊥
1 . Since 〈u1, u2〉 = 0, then u1 ∈ u⊥2 and
u2 ∈ u⊥1 . For any x′ ∈ u⊥1 , let x′ = x′′ + tx′u2, where x′′ = x′|u⊥2 . Then
x′′ = x′ − tx′u2 ∈ u⊥1 , thus x′′ + tu2 ∈ u⊥1 . Because that x′′ ∈ u⊥2 and
u1 ∈ u⊥2 , thus x′′+ tu1 ∈ u⊥2 . Thus, for any x′ ∈ u⊥1 and t ∈ R, we have
(Su2f)(x
′ + tu1) = (Su2f)(x
′′ + tu1 + tx′u2)
= sup
λ∈[0,1]
inf
t1+t2=tx′
[λf(x′′ + tu1 + 2t1u2) + (1− λ)f(x′′ + tu1 − 2t2u2)]
= sup
λ∈[0,1]
inf
t1+t2=tx′
[λf(x′′ − tu1 + 2t1u2) + (1− λ)f(x′′ − tu1 − 2t2u2)]
= (Su2f)(x
′′ − tu1 + tx′u2)
= (Su2f)(x
′ − tu1), (2.56)
where the second equality is by f is symmetric about u⊥1 and x
′′+tu2 ∈
u⊥1 . This completes the proof. 
We say that a function f : Rn 7→ R ∪ {+∞} is unconditional if
f(x1, . . . , xn) = f(|x1|, . . . , |xn|) for every (x1, . . . , xn) ∈ Rn.
Proposition 2.3. Any coercive convex function f : Rn → R ∪ {+∞}
can be transformed into an unconditional function f¯ using n Steiner
symmetrizations.
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Proof. Let {u1, . . . , un} be an orthonormal basis of Rn. By Proposition
2.1 and Lemma 3, Sun · · ·Su1f is symmetric about u⊥i , i = 1, · · · , n,
which implies that f can be transformed into an unconditional function
f¯ = Sun · · ·Su1f using n Steiner symmetrizations. 
Proposition 2.4. Let f1 : R
n → R∪ {+∞} and f2 : Rn → R∪ {+∞}
be coercive convex functions and u ∈ Sn−1. If f1 ≤ f2 (which implies
that f1(x) ≤ f2(x) for any x ∈ Rn), then Suf1 ≤ Suf2.
Proof. By Definition 3 and f1 ≤ f2, for x = x′ + tu, where x′ ∈ u⊥, we
have
Suf1(x) = sup
λ∈[0,1]
inf
t1+t2=t
[λf1(x
′ + 2t1u) + (1− λ)f1(x′ − 2t2u)]
≤ sup
λ∈[0,1]
inf
t1+t2=t
[λf2(x
′ + 2t1u) + (1− λ)f2(x′ − 2t2u)]
= Suf2(x). (2.57)

We say a function f is even about point z ∈ Rn if f(z+x) = f(z−x)
for any x ∈ Rn. Let z|H denote the projection of z onto hyperplane
H .
Proposition 2.5. Let f : Rn → R ∪ {+∞} be a coercive convex func-
tion and u ∈ Sn−1, if f is even about z, then Suf is even about z|u⊥.
Proof. For any x ∈ Rn, let x = x′ + tu, where x′ = x|u⊥. Let z =
z′ − t0u, where z′ = z|u⊥. By Definition 3, we have
(Suf)(z
′ + x) = (Suf)(z
′ + x′ + tu) = (Suf)(z
′ + x′ − tu)
= sup
λ∈[0,1]
inf
t1+t2=−t
[λf(z′ + x′ + 2t1u) + (1− λ)f(z′ + x′ − 2t2u)]
= sup
λ∈[0,1]
inf
t2∈R
[λf(z + t0u+ x
′ − 2t2u− 2tu) + (1− λ)f(z + t0u+ x′ − 2t2u)]
= sup
λ∈[0,1]
inf
t2∈R
[λf(z + x′ − 2t2u− 2tu) + (1− λ)f(z + x′ − 2t2u)]
= sup
λ′∈[0,1]
inf
t2∈R
[λ′f(z + x′ − 2t2u) + (1− λ′)f(z + x′ − 2t2u− 2tu)], (2.58)
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where the second equality is by Suf is symmetric about u
⊥ and the
fifth equality is by replacing t0 − 2t2 by −2t2.
On the other hand, since f is even about z, we have
(Suf)(z
′ − x) = (Suf)(z′ − x′ − tu)
= sup
λ∈[0,1]
inf
t1+t2=−t
[λf(z′ − x′ + 2t1u) + (1− λ)f(z′ − x′ − 2t2u)]
= sup
λ∈[0,1]
inf
t1∈R
[λf(z + t0u− x′ + 2t1u) + (1− λ)f(z + t0u− x′ + 2t1u+ 2tu)]
= sup
λ∈[0,1]
inf
t1∈R
[λf(z − x′ + 2t1u) + (1− λ)f(z − x′ + 2t1u+ 2tu)]
= sup
λ∈[0,1]
inf
t1∈R
[λf(z + x′ − 2t1u) + (1− λ)f(z + x′ − 2t1u− 2tu)], (2.59)
where the last equality is by f is even about z. By (2.58) and (2.59),
we have (Suf)(z
′ + x) = (Suf)(z
′ − x) for any x ∈ Rn. 
3. The relation between new definition and former
definitions
3.1. The relation between Definition 3 and Definition 2.
The relation can be generalized as follows:
(i) Suf is in general larger than S˜uf (look at Example 1).
(ii) For one-dimensional coercive convex function f : R→ R∪{+∞},
if f is symmetric about an axes x = x0, i.e., f(x0 − x) = f(x0 + x) for
any x ∈ R, then Sf = S˜f .
(iii) For n-dimensional coercive convex function f : Rn → R∪{+∞}
and u ∈ Sn−1, if for any x′ ∈ u⊥, one-dimensional function f(x′ + tu)
about t ∈ R is symmetric about an axes t = t0, then Suf = S˜uf .
Example 1. For one-dimensional coercive convex function
f(x) =
{
x3 if x ≥ 0,
x2 if x ≤ 0.
(3.1)
We compare Sf with S˜f , where
Sf(x) = sup
λ∈[0,1]
inf
x1+x2=x
[λf(2x1) + (1− λ)f(−2x2)]
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and
S˜f(x) = inf
x1+x2=x
[
1
2
f(2x1) +
1
2
f(−2x2)].
By calculation, we can get that
S˜f(x) =

(−12x− 1)√1 + 12x+ 18x+ 1
27
+ 2x2 if x ≥ 0,
(12x− 1)√1− 12x− 18x+ 1
27
+ 2x2 if x ≤ 0.
(3.2)
and
Sf(x) = g−1(|x|), (3.3)
where g−1 is the inverse function of
g(x) =
1
2
( 3
√
x+
√
x), x ∈ [0,∞). (3.4)
By Matlab, we can draw their figures (see Figure 1). In the figure,
we can find that the level sets of Sf and f have the same size and
Sf > S˜f .
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3.2. The relation between Definition 3 and Definition 1.
In this section, we show that the two definitions are same for log-
concave functions (Theorem 3.2).
Lemma 3.1. Let F = e−f be a log-concave function, where f : Rn → R
is a coercive convex function, then [S¯uF > t] = Su([F > t]).
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Proof. By Definition 1, if S¯uF (x) > t, then x ∈ Su([F > t]). On the
other hand, if x ∈ Su([F > t]), since Su([F > t]) is an open set and F
is continuous, then there exists t′ > t such that x ∈ Su([F > t′]), by
(1.1), we have S¯uF (x) > t. 
Theorem 3.2. Let f : Rn → R be a coercive convex function and
u ∈ Sn−1, then e(−Suf) = S¯u(e−f), where Suf and S¯u(e−f) are given in
(1.3) and (1.1), respectively.
Proof. For t > 0, we have
[e(−Suf) > t] = [Suf < − ln t] = Su([f < − ln t]) = Su([e−f > t]), (3.5)
where the second equality holds by (2.37).
By Lemma 3.1, we have [S¯u(e
−f ) > t] = Su([e
−f > t]), thus [e(−Suf) >
t] = [S¯u(e
−f ) > t]. Using the “layer-cake representation”, we have
e(−Suf) =
∫ ∞
0
X[e(−Suf)>t](x)dt =
∫ ∞
0
X[S¯u(e−f )>t](x)dt = S¯u(e−f ).(3.6)

The continuity and convergence of Steiner symmetrization in Lp
space have been proved in many papers [7, 8, 9, 14], especially Propo-
sition 3 and Theorem 2 in [14] are corresponding to the properties 6-7
in Table 1.
4. Application to functional Blaschke-Santalo´
inequality
We can use the new definition to prove some important inequali-
ties, such as functional Blaschke-Santalo´ inequality, Pre´kopa-Leindler
inequality for log-concave functions, Hardy-Littlewood inequality for
log-concave functions, etc. As an illustration, here we only use it to
prove the functional Blaschke-Santalo´ inequality for even convex func-
tions.
For a convex body K ⊂ Rn, its polar about z is defined by Kz =
{x ∈ Rn : supy∈K〈x − z, y − z〉 ≤ 1}. For a log-concave function
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f : Rn → [0,∞), its polar about z is defined by
f z(x) = inf
y∈Rn
e−〈x−z,y−z〉
f(y)
. (4.1)
To better understand this definition recall the classical Legendre
transform: For a function φ : Rn → R, its Legendre transform about
z is defined by Lzφ(x) = supy∈Rn[〈x − z, y − z〉 − φ(y)]. From above
definition of polarity, if f(x) = e−φ(x), where φ(x) is a convex function,
then f z(x) = e−L
zφ(x). Since Lz(Lzφ) = φ for a convex function φ,
(f z)z = f . For z = 0, we denote L0φ = Lφ.
For a convex body K, its Santalo´ point s(K) satisfies V ol(Ks(K)) =
minz V ol(K
z). The Blaschke-Santalo´ inequality [3, 29] states that
V ol(K)V ol(Ks(K)) ≤ V ol(Bn2 )2, where Bn2 = {x ∈ Rn : |x| ≤ 1} is
the Euclidean ball (| · | denote the Euclidean norm). The functional
Blaschke-Santalo´ inequality of log-concave functions is the analogue of
Blaschke-Santalo´ inequality of convex bodies. If f is a nonnegative
integrable function on Rn such that f 0 has its barycenter at 0, then∫
Rn
f(x)dx
∫
Rn
f 0(y)dy ≤
(∫
Rn
e−
1
2
|x|2dx
)2
= (2pi)n.
In the special case where the function f is even, this result follows
from an earlier inequality of Ball [2]; and in [15], Fradelizi and Meyer
prove something more general (see also [22]). Recently, Lehec [23] gave
a direct proof of the functional Blaschke-Santalo´ inequality.
In this paper, inspired by the proof of K. Ball [2] for Santalo´ in-
equality for centrally symmetric convex bodies, we prove functional
Blaschke-Santalo´ inequality for even convex functions. For the non-
even case, we can prove the inequality by the similar method, but we
don’t prove it here.
Theorem 4.1. (K. Ball, [2]) Let f : Rn → [0,∞) be an even convex
function. Assume that 0 <
∫
e−f <∞. Then∫
e−f
∫
e−Lf ≤ (2pi)n. (4.2)
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First, we give the following lemmas.
Lemma 4.2. Let f : Rn → [0,∞) be an even convex function and
u ∈ Sn−1. Assume that 0 < ∫ e−f <∞. Then∫
e−Lf ≤
∫
e−L(Suf). (4.3)
Proof. After a linear transformation, it may be supposed that H =
u⊥ = {(xi)i=ni=1 : xn = 0}. For f and t ∈ R, we define a new function
f(t)(x
′) := f(x′ + tu), where x′ ∈ H .
By the definition of Steiner symmetrization, for x′ = x′1 + x
′
2, where
x′, x′1 and x
′
2 ∈ H , let (x′, t) denote x′ + tu, we have
(L(Suf))(t)(x′) = (L(Suf))(x′ + tu)
= sup
(y′,s)∈H×R
[〈(x′, t), (y′, s)〉 − (Suf)(y′ + su)]
= sup
(y′,s)∈H×R
[〈(x′, t), (y′, s)〉 − sup
λ∈[0,1]
inf
s1+s2=s
(λf(y′ + 2s1u) + (1− λ)f(y′ − 2s2u))]
= sup
(y′,s)∈H×R
inf
λ∈[0,1]
sup
s1+s2=s
[〈(x′, t), (y′, s)〉 − (λf(y′ + 2s1u) + (1− λ)f(y′ − 2s2u))]
≤ sup
(y′,s)∈H×R
sup
s1+s2=s
[〈(x′, t), (y′, s)〉 − (1
2
f(y′ + 2s1u) +
1
2
f(y′ − 2s2u))]
= sup
(y′,s)∈H×R
sup
s1∈R
[〈(x′, t), (y′, s)〉 − (1
2
f(y′ + 2s1u) +
1
2
f(y′ + 2(s1 − s)u))]
≤ 1
2
sup
(y′,s)∈H×R
sup
s1∈R
[〈(2x′1, t), (y′, 2s1)〉 − f(y′ + 2s1u)]
+
1
2
sup
(y′,s)∈H×R
sup
s1∈R
[〈(2x′2,−t), (y′, 2s1 − 2s)〉 − f(y′ + 2(s1 − s)u)]
=
1
2
[(Lf)(2x′1 + tu) + (Lf)(2x′2 − tu)], (4.4)
where the first inequality is by choosing λ = 1
2
and the second inequality
is by sup sup(A+B) ≤ sup supA+ sup supB.
Since x′1 and x
′
2 are arbitrary, by (4.4), we can get(
e−(L(Suf))(t)
)
(x′) ≥ sup
x′1+x
′
2=x
′
(
e−
1
2
(Lf)(t)(2x
′
1) × e− 12 (Lf)(−t)(2x′2)
)
. (4.5)
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By (4.5) and Pre´kopa-Leindler inequality, we have∫
H
e−(L(Suf))(t)(x′)dx′ ≥
(∫
H
e−(Lf)(t)(x
′)dx′
) 1
2
(∫
H
e−(Lf)(−t)(x
′)dx′
) 1
2
=
∫
H
e−(Lf)(t)(x
′)dx′, (4.6)
where the last equality is by Lf is even (since f is even). Thus, by
Fubini’s theorem, we can get the desired inequality. 
Lemma 4.3. Let h(t) be an increasing convex function defined on
[0,+∞) and ∫ +∞
0
e−h(t)dt < ∞. Let L(h(| · |)) denote the Legendre
transform of function h(|x|) defined on Rn. Then∫
Rn
e−h(|x|)dx
∫
Rn
e−(L(h(|·|)))(x)dx ≤ (2pi)n. (4.7)
Proof. By spherical coordinate transformation, we have∫
Rn
e−h(|x|)dx =
∫
Sn−1
[∫ +∞
0
e−h(r)rn−1dr
]
dω. (4.8)
For any x ∈ Rn, let x = txθx, where θx = x|x| ∈ Sn−1 for |x| 6= 0 and θx
is any unit vector for |x| = 0, and tx = |x|. Then, we have
L(h(| · |))(x) = sup
y∈Rn
(〈x, y〉 − h(|y|))
= sup
θy∈Sn−1,ty≥0
(〈txθx, tyθy〉 − h(ty)) = sup
ty≥0
(txty − h(ty)).
Thus, we have∫
Rn
e−(L(h(|·|)))(x)dx =
∫
Sn−1
[∫ +∞
0
(
e− supt≥0(rt−h(t))
)
rn−1dr
]
dω. (4.9)
For r ∈ [0,+∞), let f1(r) =
(
e−h(r)
)
rn−1, f2(r) =
(
e− supt≥0(rt−h(t))
)
rn−1
and f3(r) =
(
e−
r2
2
)
rn−1. Next, we shall prove that∫ +∞
0
f1(r)dr
∫ +∞
0
f2(r)dr ≤
(∫ +∞
0
f3(r)dr
)2
. (4.10)
Let gi(t) = fi(e
t)et for i = 1, 2, 3, then
∫ +∞
0
fi(r)dr =
∫
R
gi(t)dt and for
every s, t ∈ R, g1(s)g2(t) ≤
(
g3(
s+t
2
)
)2
. Hence inequality (4.10) follows
from Pre´kopa-Leindler inequality.
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By (4.8), (4.9) and (4.10), we have∫
Rn
e−h(|x|)dx
∫
Rn
e−(L(h(|·|)))(x)dx
= ω2n
∫ +∞
0
f1(r)dr
∫ +∞
0
f2(r)dr ≤ ω2n
(∫ +∞
0
e−
r2
2 rn−1dr
)2
= (2pi)n,
where ωn = npi
n/2/Γ(1 + n
2
) is the surface area of Euclidean unit ball.

Proof of Theorem 4.1. By the integral invariance under Steiner sym-
metrization (Proposition 2.2), for any u ∈ Sn−1, we have∫
Rn
e−(Suf)(x)dx =
∫
Rn
e−f(x)dx. (4.11)
By (4.11) and Lemma 4.2, we have∫
e−f
∫
e−Lf ≤
∫
e−Suf
∫
e−L(Suf). (4.12)
By property 7 in Table 1, for log-concave function e−f ∈ L1(Rn), there
exists a sequence of directions {ui}∞i=1 ⊂ Sn−1 such that e−Su1,...,uif
converges to a radial function e−h(|·|), where h(t) is a one-dimensional
increasing convex function defined on [0,+∞). By (4.12) and Lemma
4.3 and the continuity of integral in L1(Rn), we have∫
e−f
∫
e−Lf ≤ lim
i→+∞
∫
e−Su1,...,uif
∫
e−L(Su1,...,uif)
=
∫
e−h(|·|)
∫
e−L(h(|·|)) ≤ (2pi)n. (4.13)
This completes the proof. 
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