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Let F be a real quadratic extension of Q in which exactly one prime ramifies. Let 
K be a quadratic extension of F, and let R, denote the 4-class rank of K. In this 
paper we specify how likely it is that R,=O, 1, 2, . . . . The formulas we obtain are 
analogous to formulas conjectured by Cohen and Martinet in the prime-to-2-part 
of the ideal class group of K. 6 1989 Academic Press, Inc. 
1. INTRODUCTION AND STATEMENT OF MAIN RESULTS 
Let K be a quadratic extension of the field of rational numbers Q. Let 
C, be the 2-class group of K in the narrow sense. It is a classical result that 
rank C,= t- 1, where t is the number of finite primes that ramify in K/Q. 
Let R, denote the 4-class rank of K in the narrow sense; i.e., 
R, = rank Ci = dim,,( Ci/Ci), 
where [F, is the finite field with two elements, and Ci/C: is an elementary 
abelian 2-group which we are viewing as a vector space over IF,. In [S] we 
have presented results which specify how likely it is that R, = 0, 1,2, . . . . 
both for imaginary quadratic extensions of Q and for real quadratic exten- 
sions of Q. We also note that the limit densities are the same for the 4-class 
ranks in the narrow sense and for the 4-class ranks in the usual sense (see 
c5, p. 4911). 
We now replace the base field Q by a real quadratic field F such that 
exactly one prime of Q ramifies in F. Then F= a(&), where the prime 
p = 1 (mod 4) or p = 2. For these fields F, the class number is odd, and the 
fundamental unit E of F satisfies NF,,(s)= -1, where N,, is the norm 
map. We now suppose K is a quadratic extension of F, and we let C, 
denote the 2-class group of K in the usual sense. Then rank C, = t - 1 - 6, 
where t is the number of finite primes that ramify in K/F, and 6 = 0, 1, or 
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2. (See Section 3 for more details.) We let R, denote the 4-class rank of K 
in the usual sense. We shall consider the following question: how likely is 
R, = 0, 1, 2, . ..? We shall consider three cases, depending on the ramitica- 
tion of the archimedean primes in K/F. 
We first introduce some notation. We let &. denote the ring of integers 
of F. For a nonzero ideal I of fiP, we let N(Z) denote the absolute norm of 
I. Equivalently N(Z) = [flF: I]. For a quadratic extension K of F, we let 
D K,F denote the relative discriminant. We let A denote a set of quadratic 
extensions K of F that satisfy certain conditions that we shall specify later. 
For each positive integer t, each nonnegative integer j, and each positive 
real number X, we define 
B, = {K E A: exactly t finite primes of F ramify in K) (1.1) 
B,:.= (KEB,: N(D,~~)~.~) (1.2) 
B,,.,:,= {KE B,:,: R,= j}. (1.3) 
We define the density d,, by 
I& 7x1 d,,j= lim ) 
t-x IB,:yI ' 
(1.4) 
where ISI denotes the cardinality of a set S, and we define the limit density 
ds,..i by 
d,,,j = lim d,,i. (1.5) 
1-K 
Our main results are given by the following theorem. 
THEOREM 1.1. Let F be a real quadratic field in which exactly one prime 
of Q is ramtj?ed in F. Let K be a quadratic extension of F. Let R, be the 
4-class rank of K, and let N(D,,) be the absolute norm of the relative 
discriminant of K/F. Let A be the set of quadratic extensions K of F that 
satisj) the conditions in Case (i), (ii), or (iii) below. Let j be a nonnegative 
integer, and let d,,, denote the density given by Eq. 1.5. (Also see Eqs. 1 .l 
through 1.4. ) 
(i) Zf A = {quadratic extensions K of F in which both real archimedean 
primes qf F ramif]), then 
d ,=z-qJ;=, (l-2-9 
X’ , J I-r:=, (l-2-9* 
for j=O, 1,2 ,.... 
In particular, dz,O= .288788, d,,, = .577576, d,., = .1283X), d,,, = 
.005239. 
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(ii) rfA={q d ua ratic extensions K of F in which exactly one real 
archimedean prime of F ramifies}, then 
&,j = 
2-i(i+l)~p=, (1-2-k) 
cl-& (1 -2-k)][n::: (1 -2-k)] 
for j= 0, 1,2, . . . 
In particular, d,,, = .577516, d,,, = .385051, dm,2 = .036672, dca,3 = 
.000699. 
(iii) If A = {q ua ratic d extensions K of F in which neither real 
archimedean prime of F ramifi,s}, then 
2-/(‘+2’n& (1-2-k) 
d”.j=[~~=,(1-2-k)][n:~:(1-2-k)] 
for j=O, I, 2, . . . . 
In particular, dao,0 = .770102, d,,, = .220029, daoT2 = .009779, doa, = 
.000090. 
Remark. If F is an imaginary quadratic field in which exactly one finite 
prime of Q is ramified in F, then Theorem 1.1 in [6] is the appropriate 
analog of Theorem 1.1 in this paper. 
Remark. A recent paper of Cohen and Martinet [4] presents numerical 
heuristics for class groups of number fields, extending earlier conjectures of 
Cohen and Lenstra [3]. For the fields K in our Theorem 1.1, the Galois 
closure of K/Q is usually an extension of Q of degree 8 with dihedral 
Galois group. Thus our extension K/F corresponds to the extension K/k on 
p. 133 in [4]. Although Cohen and Martinet exclude the 2-class group (C, 
in our notation) from their heuristics for dihedral quartic fields K, it is 
interesting to note that our formulas in Cases (i), (ii), and (iii) are the for- 
mulas one would expect if the Cohen-Martinet heuristics were extended to 
the calculation of rank Ci (cf. Cases (6.3), (6.2), and (6.4), respectively, on 
p. 133 in [4]). So although the Cohen-Martinet heuristics would not apply 
to C, because the rank of CK must be large if many primes ramify in K/F, 
it is possible that the Cohen-Martinet heuristics could be extended to Ci 
when the real quadratic field F satisfies the hypothesis of Theorem 1.1. 
2. PRELIMINARY RESULTS 
Let notations be the same as in Section 1. We recall that F= CD(&) with 
the prime p = 1 (mod 4) or p = 2, and the fundamental unit E of F satisfies 
NF,,(e) = -1. Let c1 be a nonunit in Q. By replacing c1 by + E’GL with i = 0 
or 1, we may assume CL is positive at both real archimedean primes of F. 
In our applications crc0, will be an odd power of a prime ideal that does not 
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lie above the rational prime 2. We now investigate x (mod 4&) when 
a 4 247 
Case 1. F= Q(&) with p = 5 ( mod 8). Then 2fi$ is a prime ideal, and 
0J2C!JF is the finite field with four elements. We let [E CoF such that the 
images of 0, 1, c, and c2 in 0J20F are the four distinct elements of C1(;/2CPF. 
Then for c1$2cO,, ~~ E 1 + 2c (mod 4fifi-), where c = 0, 1, <, or i2. We shall 
say that CI is of 
type 1 if a3 = 1 + 21 (mod 4oF), 
type 2 if a3 = 1 + 2[’ (mod 4Q), 
type 3 if a3 = 1 + 2 (mod 4c”,), 
type 4 if r3 = 1 (mod 41cF). 
Case 2. F= Q(A) with p- 1 (mod 8). Then 20F= YI%“, where Y, 
and YZ are distinct prime ideals of C$. We note that for o[ +! 2cP, cx E + 1 
(mod YT) and IX E +l (mod Yi). We shall say that a is of 
type 1 if OL- 1 (mod 9;) and IX= -1 (mod Yz), 
type 2 if a = -1 (mod 9:) and c1 s 1 (mod S!:), 
type 3 if a E -1 (mod 9:) and a E -1 (mod .Pf), 
type 4 if a= 1 (mod 9’:) and a E 1 (mod 9;). 
Case 3. F= Q(d). Then 2fiF= ($&)*, and for x42&, we have LY =
i-( 1 + $)I (mod 4oF!F) with i = 0, 1, 2, or 3. We let E = 1 + fi, which is 
the fundamental unit of F. We shall say that a is of 
type 1 if c1= E’ (mod 4C!IF) with i = 1 or 3, 
type 2 if (x = -si (mod 46JF) with i= 1 or 3, 
type 3 if a = --a’ (mod 4c0,) with i = 0 or 2, 
type 4 if a E E’ (mod 4&) with i = 0 or 2. 
We shall now describe some properties of Hilbert symbols and 
power residue symbols (cf. [ 1, Chapter 121, and [2, pp. 348-3541). Let 
F= Q(A) with the prime p = 1 (mod 4) or p = 2. For nonzero elements 
a and b of Pb and a prime ideal ‘p of PFF, we define the Hilbert symbol 
(d+jil} by 
where K = F( J%) and (a, K/F) ‘p is the norm residue symbol. We now sup- 
pose ~0~ = ‘pl;l and bOF= (p;2, where ‘p 1 and (p> are distinct prime ideals of 
0F that do not lie above 2, and i, and i, are positive odd integers. As 
indicated earlier, we may choose a and b to be positive at both real 
22 FRANK GERTH III 
archimedean primes of F. Our goal is to indicate the relationship between 
(a, b) 
Q( 4 
, and (a, b),,. For convenience we work with Case 1, where F= 
p) with p = 5 (mod 8). (Similar arguments can be used in Cases 2 and 
3.) We let 9 = 2&.. First we evaluate (E, E)~, where E is the fundamental 
unit of F. The product formula n,a (E, s)~ = 1 reduces to 
where cc 1 and cc 2 are the real archimedean primes. Since N&E) = -1, 
(E, E),, (E, E),~ = -1. So (E, E)~ = -1. From similar arguments, we obtain 
the following results. 
LEMMA 2.1. (E, -a),=(-1, -l),=l and (-l,~)~=(-1, -E)~= 
(&,E)y =(-E, -E)9= -1. 
Remark. We note that N,,(s3)= -1 implies .s3 = 1 + 21’ (mod 4oF) 
with i= 1 or 2. We may assume [ has been chosen so that s3 z 1 + 21 
(mod 4c0,). 
We now work with the product formula I-IV (a, b), = 1. Since we have 
assumed aUF= ‘$3? and bl!lF= Cp:, the product formula reduces to 
(a, b)p, (a, b),p,(a, b), = 1. (2.1) 
LEMMA 2.2. (a, b)%, = -(a, b)az if ( ) i a and b are both of type 1, or (ii) 
a and b are both of type 2, or (iii) one of a and b is of type 3 and the other 
is of type 1 or 2. Otherwise (a, b)rp, = (a, b),,. 
Proof: To illustrate our method, we prove one case where (a, b)W, = 
-(a, b)vD2 and one case where (a, b)FP, = (a, b),,. Suppose a and b are both 
of type 2. Then a3 = b3 E ( - E)~ (mod 4&). So 
(a, b), = (a3, b3), = (( -E)~, ( -E)~), = (-E, -c)~ = -1 
using Lemma 2.1. Then Eq. 2.1 gives (a, b)vl = -(a, b)v2. Next suppose a 
is of type 1 and b is of type 2. Then a3 = c3 (mod 4L0,) and b3 z ( -E)~ 
(mod 46JF). Using Lemma 2.1 and Eq. 2.1, we get 
(a, b), = (a3, b3), = (Ed, ( -E)3), = (E, -&)lp = 1, 
and then (a, b),, = (a, b),,. The other cases in Lemma 2.2 can be handled 
similarly. 
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Remark. We note that (a, b)*, = (b/p,), where (b/‘@,) is the quadratic 
residue symbol which satisfies 
(ml)= -; 1 
if ‘p 1 splits in F( J%)/F 
if ‘p, is inert in F(Jz; )/F. 
Also (a, f& = (a/&). So L emma 2.2 is the quadratic reciprocity law for 
the fields F we are considering. 
Later we shall need one other lemma, whose proof uses ideas similar to 
those used in the proof of Lemma 2.2. 
LEMMA 2.3. (i) Ifa is oft-vpe 1, then (-1, a),, = -1 and (E, a),, = -1. 
(ii) Z’u is of type 2, then (-1, a),, = -1 and (cl a),, = 1. 
(iii) If a is of type 3, then (-1, a)%, = 1 and (E, a),, = -1. 
(iv) Zf a is of type 4, then (-1, a),*, = 1 and (E, a),, = 1. 
Remark. Although the calculations in Lemmas 2.1, 2.2, and 2.3 used 
fields F from Case 1 (i.e., F= a(&) with p = 5 (mod 8)), one can show 
that these three lemmas are also valid for fields F from Cases 2 and 3 (i.e., 
F=Q!(&) with pz 1 (mod 8) and F=Q($)), provided that we make 
the following change in Lemma 2.1 for fields F from Case 2: replace (c, d), 
by (c, d)yl (c, d),2, where c= -1, F, or -E, and d= -1, c. or --E. 
3. PROOF OF THEOREM I. 1 
Let notation be the same as in Sections 1 and 2. Our proof of 
Theorem 1.1 uses many of the ideas used in [S], and hence we shall 
indicate the appropriate modifications of the arguments in [S] and refer 
the reader to [S] for more details. First we observe that the absolute norm 
of the relative discriminant of a quadratic extension K of F has the form 
where the integer e 20, and ‘p,, . . . . ‘$3, are distinct prime ideals of F that 
do not lie above 2. If exactly t finite primes of F ramify in K, then g = t if 
e = 0, and g = t - 1 if e > 0. Since 
I~2’N(~,...13,-,)6x}l=o(I{N(?3,...~,P,)b.u’,/) as .x--+z, 
it suffices to consider the fields K with 
D,;,=\u, . ..y. (3.1 1 
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when calculating dt,j in Eq. 1.4. If h denotes the class number of F, then ‘$JT 
is a principal ideal in I& for 1 Q j < t. We let uj be a generator of p; which 
is positive at both real archimedean primes of F. Then for Cases (i), (ii), 
and (iii) in the statement of Theorem 1.1, we see that K= F(h) with 
in Case (i) 
in Case (ii). 
in Case (iii) 
(3.2) 
We first focus on Case (i). Since both real archimedean primes of F ramify 
in K/F, and since we are assuming exactly t finite primes of F ramify in K, 
then exactly t + 2 primes of F ramify in K/F. We let co I and 00~ denote the 
real archimedean primes of F, and we may assume the fundamental unit E 
of F is positive at co i and negative at 00~. We then let A4; be the 
(t + 1) x (t + 2) matrix with entries in the finite field [F, specified as follows: 
M;:= [m>], rn;e [F,, l<i<t+l, l<jgt+2, (3.3) 
where 
forl<i<2andj=l 
forl<i<2andj=2 
forl<i<2and3<j<t+2 
for3<i<t+landj=l (3.4) 
for3di<t+landj=2 
for3di<t+land3<j<t+2. 
We let ML be the (t + 1) x 2 matrix consisting of the first two columns of 
ML. If g is a generator of Gal(K/F), we note that CkPu = Ci. Then using 
the results in Section 1 of [7], we see that the 2-class rank of K is given 
by 
r,=t+l-rankA4; (3.5) 
and the 4-class rank of K is given by 
R,=t+l-rankM;. (3.6) 
Now from our previous discussion we note that ( - 1, p),, = -1 for i = 1 
and 2, (E, P),, = 1, (E, P),,= -1, and (Uj-2, PO,,= 1 for 1~ i62 and 
3 <j< t + 2. It follows that rank ML = 2 and rank Mk= 2 + rank M,, 
where M, is the matrix obtained from Mk be deleting the first two rows 
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and first two columns. By renumbering the rows and columns of M,, we 
may write 
where 
( -1 P = (a,, P)*u, for l<idt-I and l<j<r. (3.8) 
Then Eqs. 3.5 and 3.6 become 
and 
r,=t-1 (3.9) 
R,=t-l-rankM,. (3.10) 
Next we note that from standard properties of Hilbert symbols, 
( -p, p)‘@, = 1 for each i. Since -p = a, . a, in Case (i) in Eq. 3.2, we see 
that the sum of the entries in each row of M, is zero. So we may discard 
any column of M, without changing the rank. Thus we may consider M, 
to be the (t - 1) x (t - 1) matrix over IF, whose entries are given by Eq. 3.8 
with 1 ,< j < I - 1. To describe the form of the matrix M, in more detail, we 
use the terminology we introduced in Section 2. We order a,, . . . . a, ~, so 
that a,, . . . . uk, are of type 1; akl + 1, . . . . uk, + k2 are of type 2; ak, + kz + 1, . . . . 
ukl+k2+k3 are of type 3; and uk,+k2+kj+ly . ..? uk,+k2tk3+k4 are of type 4. We 
let n =k, + k, + k, + k,= t - 1. We shall call a square matrix M with 
entries in iF, an antisymmetric matrix if its ij entry is different from its ,ji 
entry for all i # j. For any matrix M, we shall denote the transpose of M 
by MT. Then from Lemma 2.2 and properties of Hilbert symbols, we get 
M,= 
‘M, I M2 1 I 
-- -+---’ M, 1 M. 
M2’ ) M, j 
I 
------- i---i-- 
M:+J / 
------_ Mb 
MT I 
(3.11 ) 
where M,, . . . . M, are matrices with entries in iF, with the following proper- 
ties: 
M, is a k, x k, antisymmetric matrix; 
MI is an arbitrary k, x k, matrix; 
M, is a k, x k, antisymmetric matrix; 
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M4 is an arbitrary (k, + k,) x k, matrix; 
M, is an arbitrary (k, + k,) x k, matrix; 
M, is a (k3 + k4) x (k, + k4) symmetric matrix. 
Also Jis the k, x (k, + k,) matrix with each entry equal to 1. The matrix M, 
in Eq. 3.11 is the replacement for the matrix M in Eq. 3.4 in [5]. In order 
to analyze certain properties of the matrix M, in Eq. 3.11, we review some 
of the main ideas in [S]. 
The n x n matrix M in Eq. 3.4 in [S] has the form 
M= 
N, N, [ 1 N2’ N, ’ (3.12) 
where N, is a kx k antisymmetric matrix, N2 is an arbitrary k x (n-k) 
matrix, and N, is an (n -k) x (n - k) symmetric matrix. We first focus our 
attention on N,. Suppose Ni’ is a (k + 1) x (k + 1) antisymmetric matrix of 
the form 
(3.13) 
where VE [F:, v E F,, and HE F’; is the vector with each component equal 
to 1. The content of Propositions 3.4 and 3.5 in [S] is essentially the 
following: Suppose rank N, = r. Then of all possible Ni’ in Eq. 3.13, it is 
usually true that 
(a) 22r-k have rank N,‘= r; 
(b) 2r+2- 3-22’pk have rank N;=r+ 1; 
(c) 2k+‘+22r-k+‘-2’+2 have rank Ni=r+2. 
Here “usually” means that the probability approaches 1 that the above 
formulas are valid as k becomes arbitrary large. (Actually, the formulas are 
always true when k is even.) The above result is a consequence of the fact 
that usually dim[c(N,) + c(NT)] = k, where c(N,) denotes the column 
space of N, and c(Nr) denotes the column space of NT. Now if we let N 
be the (k, + k2) x (k, + k2) submatrix of M, in Eq. 3.11 given by 
(3.14) 
then by elementary linear algebra calculations similar to those in [S], one 
can show that usually dim[c(N) + c(NT)] = k, + k2. If rank N= r and if 
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Ml M2 Vl 
M, v2 1 
I 
(3.15) 
(V,$H,JT 1 
where V, E [F:‘, V, E IF?, u E F,, and H, E F/;z is the vector with each compo- 
nent equal to 1, then of all possible N’ in Eq. 3.15, it is usually true that 
(a) 2”- (ki+k2’ have rank N’ = r; 
(b) 2r+2- 3 .22’-‘kl+k” have rank N’=r+ 1; 
(c) 2 kl+kz+l +2 Zr-(k,+kz)+l_2r+2 have rank N’ = r + 2. 
So the (k, +k,) x (k, +k2) matrix N in Eq. 3.14 usually possesses certain 
key properties similar to those of the matrix N, in Eq. 3.12. 
We now let P be the n x (n-k) submatrix of M in Eq. 3.12 given by 
P= N2 [ 1 N, ’ (3.16) 
Next we let Q be the (n + 1) x (n + 1) matrix given by 
N, N2 V, 
Q= N2’ N, V2 [ 1 (3.17) v; Vf u 
with V, E IF:, V, E lF;-“, UE F,. Suppose /? is a fixed constant satisfying 
0 < /II < 1. Then for k 2 /%I and n sufficiently large, it is usually true that the 
column vectors in the n x (n -k) matrix P are linearly independent. So the 
rank of P is usually equal to n -k. Then Proposition 3.10 and the remarks 
following Proposition 3.10 in [S] give the following results: Suppose 
rank M = r, where M is given by Eq. 3.12. Then of all possible Q in 
Eq. 3.17, it is usually true that 
(a) 22rpn have rank Q = r; 
(b) 2’+’ -3.2*‘-” have rank Q=r+ 1; 
(c) 2”+1+22’-“+1-2’+2 have rank Q=r+2. 
We now consider the n x (n - (k, + k2)) submatrix P’ of M, in Eq. 3.1 I 
given by M‘l ’ M, 
p’= ---‘--- [ 1 M6 (3.18) 
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and the (n + 1) x (n + 1) matrix Q’ given by 
Q’ = -’ M6 ’ v2 3 
MT I 
--r---- -_;--_ 
_ v: 1 v2' ' J 1 u 
(3.19) 
where N is given by Eq. 3.14, V, E 5t1+k2, Vz~E[Fn2-(k1+k2), VE F,. The 
matrix P’ is the same type of matrix as P, and hence it is usually true that 
rank P’ = n - (k, + k2). Then by elementary linear algebra calculations, one 
can show that of all possible Q’ in Eq. 3.19, it is usually true that 
(a) 22r--n have rank Q’ = r; 
(b) 2r+2- 3.22’P” have rank Q’=r+ 1; 
(c) 2”+1+22’-n+1-2r+2 have rank Q’=r+2. 
Remark. These formulas are also usually true if we replace VT by 
(Vl +H1lT, where H, E [Fikl + k2) is the vector with each component equal 
to 1. 
In summary the matrix M, in Eq. 3.11 usually possesses the same key 
properties as the matrix M in Eq. 3.4 in [5]. So when one introduces 
Markov processes analogous to the Markov processes in Section 4 of [5], 
the same limit probability vector as that given in Theorem 4.3 of [S] is 
obtained. The components of that limit probability vector are precisely the 
values of d,, j stated in Case (i) of Theorem 1.1 in this paper. 
Remark. In the above sketch of the proof of Case (i) of Theorem 1.1, 
we have omitted most of the details because most of the key ideas already 
appear in [S], and a complete exposition of the proof of Case (i) of 
Theorem 1.1 would be even longer than Sections 3 and 4 in [S]. Also we 
again remind the reader that our use of the word “usually” indicates that 
the associated statement is valid with probability approaching 1 as the size 
of the matrices become arbitrarily large. 
We now consider Case (ii) of Theorem 1.1. The matrix MK in Eq. 3.3 
would be a t x (t + 2) matrix since either the first or second row entries 
specified by Eq. 3.4 would not appear if only one of the real archimedean 
primes ramifies. For convenience we suppose 00~ ramifies. If we assume E 
is positive at 00 r, then p = ---~a~ ... a, in Eq. 3.2. Next we note that Eqs. 3.5 
and 3.6 are replaced by 
r,=t-rankMfZ (3.20) 
4-CLASS RANKS 29 
and 
R, = t - rank ML, (3.21) 
and we note that rank AI; = 1 or 2. 
Remark. Actually if rank ML = 1, then ??f, . . . . 9: may not generate all 
of zc,, where PI, . . . . 3 are the prime ideals in the ring of integers of K 
above ‘PI, . . . . ‘P,, and where 2CK is the subgroup of CK generated by the 
elements of order 2 in C,. Hence we might need an additional column in 
our matrix M; corresponding to an additional generator for ZC,. 
However, the probability that the t x 2 matrix Mi has rank equal to 1 goes 
to zeros as t + co. So when we compute d,,, in Eq. 1.5, the possible error 
will go to zero. Hence when we compute RK in Eq. 3.21, it suffices to use 
MK specified by Eqs. 3.3 and 3.4 with row 2 deleted. 
The replacement for M, in Eq. 3.7 is the new MK with its first row and 
first column deleted. So 
M, = Cql, miiE F,, 1<i<t-1, l<j<t+l, (3.22) 
where 
i 
(8, &3, 
(-lP= (a,-,, p)$& 
forl<i<t-landj=l 
forl<i<t--land2<j<t+l. 
(3.23) 
From -,u = EU, ... a,, we see that the sum of the entries in each row of M, 
is zero. So we may delete the last column of M, without changing its rank. 
Thus we may consider M, to be the (t - 1) x t matrix whose entries are 
given by Eq. 3.23 with 1 <j< t. Next we note that (E, p)%, = (E, a;)%,, and 
from Lemma 2.3, we get 
(6, a,LJ& = 
i 
-1 if aj is of type 1 or 3 
1 if a, is of type 2 or 4. 
So the replacement for Eq. 3.11 is 
M,= 
H, I M, I Mz I I 
(3.24) 
(3.25) 
where M, , . . . . Me, and J are the same as in Eq. 3.11; H, E Ftl and H, E F:’ 
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are vectors with each component equal to 1; and O2 E lF2 and 0, E F’;” are 
zero vectors. One can now show that the matrix M, in Eq. 3.25 usually 
possesses the same key properties as the matrix li;i in Eq. 5.12 in [S]. For 
example, the Case (ii) replacements for conditions (a), (b), (c) following 
Eq. 3.19 in this paper are 
(a) 22r-n-1 have rank Q’=r; 
(b) 3.2’-3.22’-np1 have rank Q’=r+l; 
(c) 2”+’ + 22rpn -3.2’have rank Q’=r+2. 
This set of conditions corresponds to Proposition 5.10 in [S] with 
s = it - k. Hence the components of the limit probability vector in 
Theorem 5.11 provide the values for d,,j in Case (ii) in Theorem 1.1. 
Last we consider Case (iii) of Theorem 1.1. The matrix Mk in Eq. 3.3 
would be a (t - 1) x (t + 2) matrix; i.e., just delete the first two rows whose 
entries are specified by Eq. 3.4. The replacements for Eqs. 3.5 and 3.6 are 
and 
r,=t-l-rankMi (3.26) 
R,=t-l-rankM&. (3.27) 
A remark similar to the remark following Eq. 3.21 is needed if rank M$ = 0 
or 1. In Case (iii) the matrix M, would be the same as Mk, but as in 
previous cases we can delete the last column without changing the rank. 
Then using Lemma 2.3, we get 
, (3.28) 
where M, , . . . . M,, and J are the same as in Eq. 3.11; H, E [F’;l, H, E IF?, and 
H, E IF? are vectors with each component equal to 1; and 0, E [FF, 0, E IF:‘, 
and O4 E IF? are zero vectors. The replacements for conditions (a), (b), (c) 
following Eq. 3.19 are 
(a) 22r+n-2 have rank Q’ = r; 
(b) 5.2’-1-3.22’+n-2 have rank Q’=r+l; 
(c) y+1+22r--n-l -5.2’-’ have rank Q’=r+2. 
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If one then forms the appropriate Markov process, one finds that the 
components of the limit probability vector are precisely those given in the 
statement of Case (iii) in Theorem 1.1. 
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