The paradigm of a factor model is very appealing and has been used extensively in economic analyses. Underlying the factor model is the idea that a large number of economic variables can be adequately modelled by a small number of indicator variables. Throughout this extensive research activity on large dimensional factor models a major preoccupation has been the development of tools for determining the number of factors needed for modelling. This paper provides builds on the work of Kapetanios (2004) to provide an alternative method to information criteria as a tool for estimating the number of factors in large dimensional factor models. The new method is robust to considerable cross-sectional and temporal dependence. The theoretical properties of the method are explored and an extensive Monte Carlo study is undertaken. Results are favourable for the new method and suggest that it is a reasonable alternative to existing methods.
Introduction
The paradigm of a factor model is very appealing and has been used extensively in economic analyses. Underlying the factor model is the idea that a large number of economic variables can be adequately modelled by a small number of indicator variables. Factor analysis has been used fruitfully to model, among other cases, asset returns, macroeconomic aggregates and Engel curves (see, e.g., Stock and Watson (1989) , Lewbel (1991) and others).
Most analyses have traditionally been focused on small datasets meaning that the number of variables, N , to be modelled via a factor model is finite. Recently, Stock and Watson 1 (2002) have put forward the case for analysing large datasets via factor analysis, where N is allowed to tend to infinity. Stock and Watson (2002) suggest the use of principal components for estimating factors in this context. Further work has been carried out by, e.g., Forni, Hallin, Lippi, and Reichlin (2000) and Forni, Hallin, Lippi, and Reichlin (2004) in which use of dynamic principal components has been made.
Throughout this extensive research activity on large dimensional factor models a major preoccupation has been the development of tools for determining the number of factors needed for modelling. The only tool, used in econometrics, for estimating the number of factors for large dimensional datasets is the use of information criteria developed by Bai and Ng (2002) . The criteria developed are modifications of standard information criteria such Akaike's information criterion where the penalty terms needed for consistent estimation of the number of factors depend both on the number of observations T as well as N , unlike the traditional criteria where the penalty terms depend only on T . This paper aims to provide an alternative to information criteria as tools for estimating the number of factors in large dimensional factor models. The main reason for proposing this alternative method is that Monte Carlo evidence suggests that it can a much more robust method than information criteria in determining the number of factors. Further, the approach is based on random matrix theory which, although widely used in the statistical and physics literature, is not well known in econometrics.
Previous work by the author (Kapetanios (2004) ) has made use of random matrix theory (RMT) to devise methods for determining the number of factors in large datasets. However, a number of problems existed with the approach suggested in that paper. The main problem related to the stringency of the assumptions made to derive formal results for the method.
In the current paper we relax most such assumptions. Further, the current method is in fact based on a sequence of tests on the largest eigenvalues of the sample covariance matrix.
Given the available results from RMT which will be briefly presented in the following section it may appear suprising that we can propose an operational method based on asymptotic distributions of eigenvalues. However, we are able to do this because we use subsampling which is a resampling technique similar to the bootstrap but much more widely applicable.
The need for a resampling method is clear. Asymptotic distributional results exist only for very special cases such as the case of i.i.d. data. It is further likely that deviations from such restrictive assumptions will not only lead to different distributions but different convergence rates too. In such an environment subsampling is likely to be the only technique available 2 for distributional analysis for some time.
The paper is organised as follows: Section 2 surveys the available results on the behaviour of the eigenvalues of large sample covariance matrices and introduces the new method. Section 3 discusses the new method and provides some theoretical results. Results from a Monte Carlo study are presented in Section 4. Finally, Section 5 concludes.
Preliminaries
The factor model we consider for a given dataset for cross sectional unit i at time t, is given by
where f t is an r-dimensional vector of factors at time t, λ i is an r-dimensional vector of factor loadings for cross sectional unit i and i,t is the idiosyncratic part of y i,t . Usually factors are assumed to be weakly dependent time series processes and the factor loadings are assumed to be random variables. We will also assume that in general the idiosyncratic terms are weakly dependent processes as well with mild cross-sectional dependence. The nature of this dependence will be made clear later.
Rewriting the above model in matrix notation gives
where
. Following Chamberlain and Rothschild (1983) and assuming uncorrelatedness between the factors and the idiosyncratic components i,t , it is easy to see that the variance covariance matrix of the dataset is given by
where Σ f is a matrix with finite rank r and Σ is the covariance matrix of the idiosyncratic component which is assumed to have bounded eigenvalues for all N . Under certain conditions on the factor loadings, detailed in the next section, the largest r eigenvalues of Σ f will tend to infinity at rate N whereas the rest will be equal to zero. . The result is remarkable in its simplicity. For example, for N = T the largest eigenvalue converges almost surely to 4. This result has been proven repeatedly under successively weaker conditions culminating in the work of Yin, Bai, and Krishnaiah (1988) who proved the result showing that a necessary and sufficient condition is that E( 4 i,t ) < ∞. In this context it has also been shown that the minimum eigenvalue ofΣ converges almost
as long as N < T and, obviously, zero otherwise. We note that the condition E( 4 i,t ) < ∞ is crucial. If this condition does not hold the maximum eigenvalue tends to infinity.
The result has been extended to more complicated setups. To appreciate the following result we note that in the case of large dimensional matrices, where the dimension of the matrix tends to infinity, focus has been placed on the limit of the empirical distribution of the eigenvalues of the matrix (referred to as empirical spectral distribution (ESD) in the literature). Thus, it has been shown, among other things, by Bai and Silverstein (1998) , for a N × N nonnegative definite symmetric matrix Q N , that the limit as N, T → ∞ of the ESD
N has a support which is almost surely contained in the support of the limit of the empirical distribution of the eigenvalues of Q N . The latter support, of course, depends on c.
The above results relate to temporally i.i.d. data. Recently, work by Hachem, Loubaton, and Najim (2005a) and Hachem, Loubaton, and Najim (2005b) derived the limit of the ESD of the sample covariance matrix of temporally independent but heterogeneously distributed data and temporally dependent data with absolutely summable autocovariances.
In the latter case it is shown that this limit crucially depends on the MA coefficients of the data. This suggests that temporal dependence does not only affect the parameters of the asymptotic limits but their functional form too. This necessarily implies that standard asymptotic approaches to the construction of testing procedures are likely to be of little value.
The above results deal with the form of the limits of extreme eigenvalues and the ESD. An important question concerns the rates at which these limits are approached. Unfortunately, results here are rarer. The first major work to address this was Tracy and Widom (1996) who showed that the distribution function associated with the limit law of the largest eigenvalue of a Gaussian symmetric matrix is given by
where q solves the nonlinear Painleve II differential equation given by
Of more relevance to our purposes is the result obtained by Johnstone (2001) who showed
whereμ 1 is the maximum eigenvalue of the sample covariance matrix of an T × N matrix of
variates. There does not seem to be any work publicly available on convergence rates for temporally or cross-sectionally dependent data.
We now outline the suggested estimation method for the number of factors. It clear that if the number of factors in the dataset is r then the first r eigenvalues of Σ Y will increase at rate N whereas the rest will remain bounded. It is reasonable to expect a similar behaviour from the eigenvalues of the sample covariance matrix. This statement will be made formal . In general however, this bound is not known. However, under certain conditions on the limit of the ESD which will be spelt out in the next section, O(1) of the largest eigenvalues will tend to the upper bound of the ESD and soμ rmax+1 is a valid estimator for that bound.
If there is no factor structure thenμ i −μ rmax+1 , i = 1, . . . , rmax, suitably normalised by some sequence of constants depending on N and T , denoted τ N,T , should converge to some limit law. In the presence of factors it should tend to infinity at rate N τ N,T . If the limit law and τ N,T were known then the null hypothesis that the true number of factors, r 0 in the dataset is equal to r (H 0,r : r 0 = r) against the alternative hypothesis H 1,r : r 0 > r could be tested by considering the test statisticμ r+1 −μ rmax+1 . Unfortunately this limit law is not known and given the available results discussed above it is highly likely to depend in complicated ways on the characteristics of the data such as temporal and cross-sectional dependence. As will be argued in the next section, the form of τ N,T it self is likely to depend on the ESD of the dataset. Hence, asymptotic analysis is likely to be problematic. A standard solution in such cases is to consider the bootstrap. Unfortunately, asymptotic validity of the standard bootstrap is difficult to establish as well, since necessary uniform smoothness conditions with respect to the limit law are likely to be very hard to establish. We suggest an alternative resampling technique, referred to as subsampling, which is asymptotically valid under minimal conditions. Using this technique the exact distribution ofμ r+1 −μ rmax+1
can be approximated and a test can be carried out. Then a sequence of such tests can be used to determine the number of factors in the dataset. Such an approach has a long history in econometrics and statistics for solving similar inference problems such as, e.g., the determination of the rank of matrices from their estimated counterparts. In particular, the problem may be thought as one of determining the rank of Σ f when only an estimate of Σ Y is available. Then, it follows a considerable body of work on rank determination using a sequence of tests such as Camba-Mendez, Kapetanios, Smith, and Weale (2003) and Camba-Mendez and Kapetanios (2005) .
Theory
In this section we discuss the theoretical properties of the new method. For that we provide the following set of assumptions.
There is an ordering of the cross-sectional units such that the sequences
are cross-sectionally strong mixing processes in the sense of Connor and Korajczyk (1993) with mixing size equal 
Assumption 5 N, T → ∞ in such a way that N/T → c, where 0 ≤ c < ∞
These assumptions are less restrictive than those used in Bai and Ng (2002) . Assumptions 1 and 3 impose minimal conditions on the factors and idiosyncratic errors. Assumption 4 is not standard but simply posits the existence of a limit law for the normalised 6 difference of the eigenvalues. No assumptions are placed on that limit law such as continuity. Further nothing is assumed about the rate of convergence to that limit law or even whether τ N,T actually tends to infinity. Notice that no conditions are explicitly placed on the temporal or cross-sectional dependence of i,t either. Of course, some conditions are implied by the need for bounded eigenvalues for Σ . The assumption of finite fourth moments for i,t is minimal. It is required even when i,t are cross-sectionally and temporally independent to obtain bounded eigenvalues forΣ . Assumption 2 is related to the more usual conditions on the maximum eigenvalue of Σ by Lemma 1 below which provides a lower bound for the mixing size of i .
Lemma 1 The maximum eigenvalue of Σ is bounded if
The lemma is proven in the appendix. Note that the above Lemma relaxes Theorem 1 of Connor and Korajczyk (1993) which requires that δ > 2/(ζ − 2). In this context, it is worth noting that the maximum eigenvalue of the sample covariance matrix of the estimator of the idiosyncratic component i,t obtained via the method of principal components is bounded.
The following Lemma formalises this assertion and is proven in the appendix.
Lemma 2 Letˆ denote the estimator of using principal components. Then, under assumptions 1-5 and assumptions A-D of Bai (2003) the maximum eigenvalue of 1/Tˆ is
We next discuss the subsampling methodology for estimating J i . Subsampling was introduced informally by Mahalanobis (1946) . Its properties were first discussed formally in Politis and Romano (1994) . The method entails resampling without replacement from the original data and constructing samples of smaller size than the original sample. By virtue of the fact that the resampled samples are smaller a more robust approximation to the properties of statistics based n the original sample is feasible. In our case we need to address the fact that data are both cross-sectionally and temporally dependent. In these cases block resampling is suggested by Politis and Romano (1994) . However, in our case there an asymmetry between temporal and cross-sectional resampling. The temporal ordering is clearly of importance and needs to be retained when resampling. On the other hand the cross-sectional ordering is unknown in the case of the i and irrelevant in the case of the factor structure since this structure is retained intact when units are reordered. We therefore resample whole individual units (y i ) without replacement to carry out subsampling. More specifically letting T (N ) be a function of N , we resample b N units without replacement and for each unit we retain only observations indexed t, . . . , t+T (b) for some random observation t ≤ T (N )−T (b).
As we have stated above we allow for an unknown sequence of normalising constants, τ N,T . In fact, it is heuristically easy to see that, in the absence of a factor structure, the form of τ N,T will depend on the upper tail of the limit of the ESD . To see this we adapt a 
where the superscript j denotes the j-th subsample and b denotes the subsample size, then 
Thus an estimate of β can be obtained. To formalise this estimator we make the following 
Algorithm 1 Estimation of number of factors
Step 1 Demean the data y i,t . Normalise y i,t by dividing every observation of each series with the estimated standard deviation of that series.
Step 2 Calculate the rmax + 1 largest eigenvalues of the estimated covariance matrix of y i,t ,
Step 3 Set i = 0.
Step 4 Step 5 Step 6 Setr = i ifτ We also have the following theorem on the estimated normalising constants.
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Theorem 3 Under assumptions 1-6 and settinĝ
The proofs for these theorems are given in the Appendix.
Monte Carlo Study

Monte Carlo Setup
In this section we provide a detailed Monte Carlo study of the new number of factors estimator compared with the information criteria suggested by Bai and Ng (2002) . We also consider the method of Kapetanios (2004) referred to as the ME (maximum eigenvalue) algorithm.
The general model we consider has many similarities with Bai and Ng (2002) and is given by is carried out at the 1% significance level. These choices are made for simplicity and to illustrate that the approach can still work when used in a simplified setting. We compare the new method with the information criteria suggested by Bai and Ng (2002) . These criteria, which are minimised over r, are given below
Note that we choose to start the search at r = 0 both for the MED algorithm and for the information criteria. The Monte Carlo study of Bai and Ng (2002) did not consider the value r = 0 in the information criteria search. However, such a search does not address the very interesting problem of whether a given dataset supports a factor structure at all. Assuming the presence of at least one factor does not really seem as innocuous as usually presumed in the literature. Hence, we choose to modify the setting to address this very interesting question.
Monte Carlo Results
Tables 1-4 report the average selected number of factors over 1000 replications for Experiments A-D. Results make interesting reading. We start with results in Table 1. The setup here is one where the true number of static factors is equal to 4. For θ = 1 all methods do well. In particular, the MED algorithm does particularly well for all experiments with the estimated number of factors, practically always, being chosen to be slightly above 4. This is expected given that the test significance level is kept fixed. The information criteria do quite well too with some problems being encountered at N = 50 for all values of T . The method suggested in Kapetanios (2004) also performs very well.
As soon as θ increases we note a marked deterioration in the performance of the information criteria. They underestimate the number of factors significantly in many cases. ME seems to suffer as well but to a much lesser extent. MED seems to suffer least and we conclude that it is relatively unaffected by the R 2 of the factor model unlike the other methods. Tables 2-4 To conclude, MED seems to outperform the information criteria across a variety of Monte Carlo experiments. It seems insensitive to moderate cross sectional and considerable temporal dependence. Importantly it seems less sensitive to low R 2 for the factor equations compared to the information criteria. Given that factors are likely to explain a relatively small average proportion of the variance of empirical datasets due to the extreme parsimony of the factor model such a property is highly prized. The performance of MED makes the method a reasonable alternative to information criteria. Nevertheless, we still feel that the ease of implementation of ME together with the favourable Monte Carlo results reported in Kapetanios (2004) allow it to be a reasonable competitor to MED and information criteria.
Moving on to experiments B-D in
Conclusions
Factor models for large datasets have gained much prominence in empirical and theoretical econometric work recently. Following on from the path breaking work of Stock and Watson (2002) a series of papers by Bai and Bai and Ng (Bai and Ng (2002) , Bai (2003) , Bai (2004)) have provided the theoretical foundations of static factor models for large datasets. Work in Forni, Hallin, Lippi, and Reichlin (2000) and other papers by these authors have provided an alternative explicitly dynamic approach to factor analysis. An important issue in this work is choosing the number of factors to be included in the factor model. The only rigorous method for doing this has been developed in an influential paper by Bai and Ng (2002) and uses information criteria.
This paper suggests a new method for this problem. The method is based on the behaviour of the eigenvalues of a large sample covariance matrix when no factor structure exists. In particular there exists a large literature on the fact that the largest eigenvalue of such a covariance matrix tend to a constant asymptotically. Since the behaviour of the eigenvalues of the covariance matrix tend to infinity when a factor structure exists a method for distinguishing these two cases suggests itself. The paper develops rigorously this idea for a variety of settings following on the work of Kapetanios (2004) .
Monte Carlo analysis indicates that the method works very well. In a majority of instances of empirical interest it outperforms information criteria methods. Thus, it provides a useful alternative to existing methods.
Proof of Lemma 1
We need to derive a trade-off between the order of moments that need to exist and the α-mixing size for the sequence
for all t such that the covariance matrix of t = ( 1,t , . . . , N,t ) has bounded eigenvalues. By Schwarz, Rutishauser, and Stiefel (1973) , the eigenvalues of Σ will be bounded if the column sum norm of Σ is bounded. This will be the case if the covariances E( i,t i+m,t ) of t are absolutely summable. This will be the case
) as m → ∞ where s > 1. By Corollary 14.3 of Davidson (1994) 
. So we need
. Clearly, this is a weaker condition than δ > 2/(ζ − 2) which is required by Connor and Korajczyk (1993) . Since minimally, δ > 1 by assumption 3 it follows that ζ is at most needed to be equal to 2.
Proof of Lemma 2
We must prove that the largest and therefore all eigenvalues of 1/Tˆ ˆ are bounded. To see this we first write 
since we assume that lim N,T →∞ N/T = c. Thus, the diagonal elements of (Ĉ − C) (Ĉ − C)
whereĈ ij is the i, j-th element ofĈ − C. We need to examineĈ ij . By the proof of theorem 3 of Bai (2003) we see that
Given thatĈ c ij is defined as a sum across t, it is useful to note that √ NĈ ij can be written
As a result viewed as a time series √ NĈ ij inherits the dependence properties of f t . Then, a central limit theorem applied to √ NĈ ij gives thatĈ
. By a similar treatment to that used to derive the order in probability for µ 
Proof of Theorem 1
The subsampling approximation to
The subsampling approach we use samples without replacement b units of length T (b) starting at some random t < T (N ) − T (b) out of the N available units where the time series ordering is not tampered with. Let
Then,
. We next examine V 2 . For this we need to note that V 2 ≤Ṽ 2 wherẽ V 2 is made up of covariances obtained by sampling a contiguous block of N b series of time series dimension equal to T (b) from the unknown ordering of the elements of
given byỹ
such thatỹ is a cross sectionally mixing process. The mixing nature ofỹ arises from the fact that there are two unknown orderings (not necessarily the same but assumed the same with loss of generality) such that 
Proof of Theorem 2
In order to prove the theorem we need to show firstly that if H 0,r : r 
(13) simply follows by (14) and α N → 0. We now have to show that (15) holds. We establish the following three facts. Firstly, by Weyl's Theorem (see, e.g. Lutkepohl (1996, 5.3 .2(9))), 
Proof of Theorem 3
It is sufficient to show the following: Firstly
ifβ − β = o p (ln N ) and secondly thatβ
But, by (7) 1 In the case where (14) has a continuum of solutions we choose the minimum value of x such that (14) holds. 
