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Abstract
In the present article, we propose the generalization of Sza´sz-Mirakyan operators, which is a class of linear positive
operators of discrete type depending on a real parameters. We give theorem of degree of approximation, the
Voronovskaya Asymptotic formula and statistical convergence.
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1. Introduction
Since 1912, Bernstein Polynomial and its various generalization have been studied by Bernstein [1], Sza´sz [2],
Meyer-Konig and Zeller [3], Cheney and Sharma [4], Stancu [5]. Bernstein polynomials are based on binomial
and negative binomial distributions. In 1941, Sza´sz and Mirakyan [6] have introduced operator using the Poisson
distribution. After that various generalization and approximation properties was discussed by many researcher
of the Sza´sz-Mirakyan operators. We mention that rate of convergence develop by Rempulska and Walczak [7],
asymptotic expansion introduced by Abel et al. [8]. In 1976, May [9] showed that the Baskakov operators can reduce
to the Sza´sz-Mirakyan operators. In 1972, Jain introduced another generalization of Sza´sz-Mirakyan operators in
[10] and discussed the relation between the local smoothness of function and local approximation, the degree of
approximation and the statistical convergence of the Jain operators was studied by Agratini [11]. Umar and Razi
[12] studied Kantorovich-type extension of Jain operators. Durrmeyer type generalization of Jain operators and its
approximation properties was elaborated by Tarabie [13], Mishra and Patel [14], Patel and Mishra [15] and Agratini
[16]. See some related work in this area [17–19]. Motivated by this we give further modification of Jain operators
in this paper with the help of a generalized Poisson type distribution, consider its convergence properties and give
its degree of approximation, asymptotic formula, the statistical convergence. The results for the Sza´sz-Mirakyan
operator and Jain operators can easily be obtained from our operator as a particular case.
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In the year 1902, Jensen [20] use the following Lagrange’s formula
φ(z) = φ(0) +
∞∑
k=1
1
k!
[
dk−1
dzk−1
((f(z)k)φ′(z)
]
z=0
(
z
f(z)
)k
. (1.1)
Using equation (1.1) Jain [10] discussed convergence of Jain operators. Here we use above Lagrange’s formula of
discuss convergence of generalized Jain operators. Proceed by setting
φ(z) = aαz and f(z) = aβz, 1 < a ≤ e; 0 < α <∞; − 1 < β < 1;
we shall get
aαz = 1 + α
∞∑
k=1
1
k!
(log a)k(α+ βk)k−1
( z
aβz
)k
=
∞∑
k=0
α(log a)k(α+ βk)k−1
uk
k!
, u = za−βz, (1.2)
where z and u are sufficiently small such that |βu| < a−1 and |βz| < 1. By taking z = 1, we have
1 =
∞∑
k=0
α
k!
(log a)k(α+ βk)k−1a−(α+βk). (1.3)
From above discussion proof the following Lemma is achieve.
Lemma 1. For 1 < a ≤ e; 0 < α <∞ and |β| < 1, let
ωβ,a(k, α) = α(log a)
k(α+ kβ)k−1
a−(α+kβ)
k!
(1.4)
then
∞∑
k=0
ωβ,a(k, α) = 1. (1.5)
Lemma 2. Let
S(r, α, β, a) =
∞∑
k=0
1
k!
(log a)k(α+ βk)k+r−1a−(α+βk) (1.6)
and αS(0, α, β, a) = 1. (1.7)
Then
S(r, α, β, a) =
∞∑
k=0
(β log a)k(α+ kβ)S(r − 1, α+ kβ, β). (1.8)
Proof: It can easily be seen that,
S(r, α, β, a) =
∞∑
k=0
1
k!
(log a)k(α+ βk)(α+ βk)k+r−2a−(α+βk)
= αS(r − 1, α, β) + β
∞∑
k=1
α
(k − 1)! (log a)
k(α+ βk)k+r−2a−(α+βk)
= αS(r − 1, α, β) + β log aS(r, α+ β, β). (1.9)
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Repeated use of equation (1.9), we get
S(r, α, β, a) = αS(r − 1, α, β, a) + β log a [(α+ β)S(r − 1, α+ β, β, a) + β log aS(r, α+ 2β, β, a)]
= αS(r − 1, α, β, a) + β log a(α+ β)S(r − 1, α+ β, β, a) + (β log a)2S(r, α+ 2β, β, a)
=
∞∑
k=0
(β log a)k(α+ kβ)S(r − 1, α+ kβ, β, a),
which is required result.
Now, when |β log a| < 1 , we have
S(1, α, β, a) =
∞∑
k=0
(β log a)k =
1
1− β log a ; (1.10)
S(2, α, β, a) =
∞∑
k=0
(β log a)k(α+ kβ)
1− β log a =
α
(1 − β log a)2 +
β2 log a
(1− β log a)3 ; (1.11)
S(3, α, β, a) =
∞∑
k=0
(β log a)k(α+ kβ)S(2, α+ kβ, β, a)
=
1
(1− β log a)2
∞∑
k=0
(β log a)k(α+ kβ)2 +
β2 log a
(1− β log a)3
∞∑
k=0
(β log a)k(α+ kβ)
=
1
(1− β log a)2
[
α2
(1 − β log a) +
2αβ2 log a
(1 − β log a)2 +
β3 log a(1 + β log a)
(1− β log a)3
]
+
β2 log a
(1− β log a)3
[
α
1− β log a +
β2 log a
(1 − β log a)2
]
=
α2
(1− β log a)3 +
3αβ2 log a
(1− β log a)4 +
(β3 + 2β4) log a
(1− β log a)5 (1.12)
and
S(4, α, β, a) =
∞∑
k=0
(β log a)k(α+ kβ)S(3, α+ kβ, β, a)
=
∞∑
k=0
(β log a)k(α+ kβ)
[
(α + kβ)2
(1− β log a)3 +
3(α+ kβ)β2 log a
(1− β log a)4 +
(β3 + 2β4) log a
(1− β log a)5
]
=
1
(1 − β log a)3
∞∑
k=0
(β log a)k(α + kβ)3 +
3β2 log a
(1− β log a)4
∞∑
k=0
(β log a)k(α+ kβ)2
+
(β3 + 2β4) log a
(1− β log a)5
∞∑
k=0
(β log a)k(α+ kβ)
=
α3
(1 − β log a)4 +
6α2β2 log a
(1− β log a)5 +
2αβ3(2 + β) log a+ 9αβ4(log a)2
(1− β log a)6
+
β4 log a+ 2β5(4 + β)(log a)2 + 4β6(log a)3
(1− β log a)7 . (1.13)
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Definition 1. We may now define the operator as
P [β, a]n (f, x) =
∞∑
k=0
ωβ,a(k, nx)f
(
k
n
)
(1.14)
where f ∈ C(R+); 0 ≤ β < 1; 1 < a ≤ e and ωβ,a(k, nx) as defined in equation (1.4).
In the particular case, a = e the operators defined in equation (1.14) convert to Jain operator [10]; β = 0, a = e,
the operator P
[β, a]
n , n ∈ N, turns into well-known Sza`sz-Mirakjan operators [2]. This operators has different
approximation properties then the operators discussed in [2, 10].
2. Estimation of Moments
We required following results to prove main results.
Lemma 3. The operators P
[β, a]
n n ≥ 1, defined by (1.14) satisfy the following relations
1. P
[β,a]
n (1, x) = 1;
2. P [β, a]n (t, x) =
x log a
1− β log a ;
3. P [β, a]n (t
2, x) =
x2(log a)2
(1 − β log a)2 +
x log a
n(1− β log a)3 ;
4. P [β, a]n (t
3, x) =
x3(log a)3
(1 − β log a)3 +
3x2(log a)2
n(1− β log a)4 +
x log a(1 + 2β log a+ 2β4(log a)3 − 2β4(log a)4)
n2(1− β log a)5 ;
5. P [β, a]n (t
4, x) =
x4(log a)4
(1 − β log a)4 +
6x3(log a)3
n(1− β log a)5 +
x2(log a)2
(
7 + 8β log a+ 2β4(log a)3 − 2β4(log a)4)
n2(1 − β log a)6
+
x
(
(log a) + 8β(log a)2 + 6β2(log a)3 + (12β4(log a)4 − 16β5(log a)5 + 6β6(log a)6)(1− log a))
n3(1− β log a)7 .
Proof: By the relation (1.3), it clear that P
[β,a]
n (1, x) = 1.
By the simple computation, we get
P [β, a]n (t, x) = nx
∞∑
k=0
(log a)k(nx+ kβ)k−1
a−(nx+kβ)
k!
k
n
= x log aS(1, nx+ β, β, a) =
x log a
1− β log a .
P [β, a]n (t
2, x) = nx
∞∑
k=0
(log a)k(nx+ kβ)k−1
a−(nx+kβ)
k!
k2
n2
=
x
n
{
(log a)2S(2, nx+ 2β, β, a) + log aS(1, nx+ β, β, a)
}
=
x2(log a)2
(1− β log a)2 +
x log a
n(1− β log a)3 .
P [β, a]n (t
3, x) = nx
∞∑
k=0
(log a)k(nx+ kβ)k−1
a−(nx+kβ)
k!
k3
n3
=
x log a
n2
{
(log a)2S(3, nx+ 3β, β, a) + 3 log aS(2, nx+ 2β, β, a) + S(1, nx+ β, β, a)
}
=
x log a
n2
{
(log a)2
(
(nx+ 3β)2
(1− β log a)3 +
3(nx+ 3β)β2 log a
(1 − β log a)4 +
(β3 + 2β4) log a
(1− β log a)5
)
+3 log a
(
nx+ 2β
(1− β log a)2 +
β2 log a
(1− β log a)3
)
+
1
1− β log a
}
=
x3(log a)3
(1− β log a)3 +
3x2(log a)2
n(1− β log a)4 +
x log a(1 + 2β log a+ 2β4(log a)3 − 2β4(log a)4)
n2(1− β log a)5 .
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P [β, a]n (t
4, x) = nx
∞∑
k=0
(log a)k(nx+ kβ)k−1
a−(nx+kβ)
k!
k4
n4
=
x
n3
{
(log a)4S(4, nx+ 4β, β, a) + 6(log a)3S(3, nx+ 3β, β, a)
+7(log a)2S(2, nx+ 2β, β, a) + log a S(1, nx+ β, β, a) }
=
x
n3
{ (log a)4
(
(nx+ 4β)3
(1− β log a)4 +
6(nx+ 4β)2β2 log a
(1− β log a)5 +
2(nx+ 4β)β3(2 + β) log a+ 9(nx+ 4β)β4(log a)2
(1 − β log a)6
+
β4 log a+ 2β5(4 + β)(log a)2 + 4β6(log a)3
(1 − β log a)7
)
+6(log a)3
(
(nx+ 3β)2
(1− β log a)3 +
3(nx+ 3β)β2 log a
(1− β log a)4 +
(β3 + 2β4) log a
(1− β log a)5
)
+7(log a)2
(
(nx+ 2β)
(1− β log a)2 +
β2 log a
(1− β log a)3
)
+ log a
(
1
1− β log a
)
}
=
x4(log a)4
(1− β log a)4 +
6x3(log a)3
n(1− β log a)5 +
x2(log a)2
(
7 + 8β log a+ 2β4(log a)3 − 2β4(log a)4)
n2(1 − β(log a))6
+
x
(
(log a) + 8β(log a)2 + 6β2(log a)3 + (12β4(log a)4 − 16β5(log a)5 + 6β6(log a)6)(1 − log a))
n3(1− β(log a))7 .
This ends the proof.
We also introduce the s-th order central moment of the operator P
[β, a]
n , that is P
[β, a]
n (ϕsx, x), where ϕx(t) = t−x,
(x, t) ∈ R+×R+. On the basis of above lemma and by linearity of operators (1.14), by a straightforward calculation,
we obtain
Lemma 4. Let the operator P
[β, a]
n be defined by relation as (1.14) and let ϕx = t− x be given by
1. P [β, a]n (ϕx, x) =
x(log a+ β log a− 1)
1− β log a ;
2. P [β, a]n (ϕ
2
x, x) =
x log a
n(1− β log a)3 +
x2
(
1− 2(1 + β) log a+ (1 + β)2(log a)2)
(1− β log a)2 ;
3. P [β, a]n (ϕ
3
x, x) =
x
(
log a+ 2β(log a)2 + 2β4(log a)4 − 2β4(log a)5)
n2(1 − β log a)5 +
3x2 log a ((1 + β) log a− 1)
n(1− β log a)4
+
x3
(
3(log a)− (3 + 6β)(log a)2 + (1 + 3β + 3β2)(log a)3 − (1− β log a)3)
(1− β log a)3 ;
4. P [β, a]n (ϕ
4
x, x) =
x log a
(
1 + 8β log a+ 6β2(log a)2 + (12β4(log a)3 − 16β5(log a)4 + 6β6(log a)5)(1− log a))
n3(1− β log a)7
+
x2 log a
(
(7 − 4β) log a− 4 + 8β(1 + β)(log a)2 − 8β4(log a)3 + 2β4(5 + 4β)(log a)4 − 2β4(1 + 4β)(log a)5)
n2(1− β log a)6
+
6x3 log a
(
(1− β log a)2 − 2 log a+ (1 + 2β)(log a)2)
n(1− β log a)5
+
x4
(
1− 4(1 + β) log a+ 6(1 + β)2(log a)2 − 4(1 + β)3(log a)3 + (1 + β)4(log a)4)
(1− β log a)4 .
3. Approximation Properties
The convergence property of the operator (1.14) is proved in the following theorem:
Theorem 1. If f ∈ C[0,∞) and βn → 0, an → e as n → ∞, then the sequence P [βn, a]n converges uniformly to
f(x) in [a, b], where 0 ≤ a < b <∞.
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Proof: Since P
[βn, an]
n is a positive linear operator for 0 ≤ βn < 1 and 1 < an ≤ e, it is sufficient, by Korovkin’s
result [21], to verify the uniform convergence for test functions f(t) = 1, t and t2.
It is clear that
P [βn, an]n (1, x) = 1.
Going to f(t) = t,
lim
n→∞
P [βn, an]n (t, x) = limn→∞
x log an
1− βn log an = x, as βn → 0 and an → e.
Proceeding to the function f(t) = t2, it can easily be shown that
lim
n→∞
P [βn, an]n (t
2, x) = lim
n→∞
(
x2(log an)
2
(1− βn log an)2 +
x log an
n(1− βn log an)3
)
= x2, as βn → 0 and an → e,
and hence by Korovkin’s theorem the proof of theorem is complete.
Following result gives order of approximation in term of modulus of continuity.
Theorem 2. If f ∈ C[0, λ] and 1 > β
′
n
≥ β ≥ 0 then
|f(x)− P [β, a]n (f, x)| ≤
{
1 +
(
λ
1 + λββ′
(1− β log a)3
) 1
2
}
ω
(
1√
n
)
,
where ω(δ) = sup{|f(x′′)− f(x′)| : x′, x′′ ∈ [0, λ]}, δ being a positive number such that |x′′ − x′| < δ.
Proof: By using the properties of modulus of continuity
|f(x′′)− f(x′)| ≤ ω(|x′ − x′′|); and ω(γδ) ≤ (γ + 1)ω(δ), γ > 0, (3.1)
and noting the fact that
∞∑
k=0
ωβ,a(k, nx) = 1 and ωβ,a(k, nx) ≥ 0 ∀ n, k; 0 ≤ β < 1; 1 < a ≤ e.
It can easily be seen, by the application of Cauchy’s inequality, that
|f(x)− P [β, a]n (f, x)| ≤
{
1 +
1
δ
∞∑
k=0
nx(log a)k(nx+ kβ)k−1
a−(nx+kβ)
k!
∣∣x− k
n
∣∣}ω(δ)
≤

1 + 1δ
[
∞∑
k=0
nx(log a)k(nx+ kβ)k−1
a−(nx+kβ)
k!
(
x− k
n
)2]2
ω(δ). (3.2)
Now by using second central moment (Lemma 4), 0 < β ≤ 1 and 1 < a ≤ e, we have
∞∑
k=0
nx(log a)k(nx+ kβ)k−1
a−(nx+kβ)
k!
(
x− k
n
)2
= P [β, a]n ((t− x)2, x) ≤
x
n(1− β log a)3 +
x2β2
(1− β log a)2
≤ λ
n
[
1
(1 − β log a)3 +
λββ′
(1− β log a)2
]
≤ λ
n
[
1 + λββ′
(1 − β log a)3
]
. (3.3)
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Hence using (3.3) in (3.2) and choosing δ =
1√
n
we prove
|f(x)− P [β, a]n (f, x)| ≤
{
1 +
(
λ
1 + λββ′
(1− β log a)3
) 1
2
}
ω
(
1√
n
)
.
For β = 0 and a = e, the above expression reduces to an inequality for the Szasz-Mirakyan operator obtained earlier
by Mu¨ller.
Theorem 3. If f ∈ C′[0, λ], 1 > β
′
n
≥ β ≥ 0, then the following inequality holds
|f(x)− P [β, a]n (f, x)| ≤
(
λ(1 + λββ′)
n(1− β log a)3
) 1
2
[
1 +
(
λ(1 + λββ′)
nδ(1− β log a)3
) 1
2
]
ω1
(
1√
n
)
.
where ω1(δ) is the modulus of continuity of f
′.
Proof: With out loss of generality we assume that f ′(x) ≥ 0. It may applies to f ′(x) < 0. By the mean value
theorem of differential calculus, it is known that
f(x)− f
(
k
n
)
=
(
x− k
n
)
f ′(ξ),
where ξ = ξn,k(x) is an interior point of the interval determined by x and
k
n
. Now
f(x)− f
(
k
n
)
≤
(
x− k
n
)
[f ′(ξ)− f ′(x)] +
[
x log a
1− β log a −
k
n
]
f ′(x).
Multiplying both sides of the inequality by nx(log a)k(nx+kβ)k−1
a−(nx+kβ)
k!
, summing over k and using P
[β, a]
n (t, x),
we have
|f(x)− P [β, a]n (f, x)| ≤
∞∑
k=0
∣∣∣∣x− kn
∣∣∣∣nx(log a)k(nx+ kβ)k−1 a−(nx+kβ)k! |f ′(ξ)− f ′(x)|. (3.4)
But by (3.1), we get
|f ′(ξ) − f ′(x)| ≤ ω1(|ξ − x|) ≤
(
1 +
1
δ
|ξ − x|
)
ω1(δ) ≤
(
1 +
1
δ
∣∣∣∣kn − x
∣∣∣∣
)
ω1(δ),
where δ is a positive number not depending on k.
A use of this in (3.4) gives
|f(x)− P [β, a]n (f, x)| ≤
{
∞∑
k=0
∣∣∣∣x− kn
∣∣∣∣nx(log a)k(nx+ kβ)k−1 a−(nx+kβ)k!
+
1
δ
∞∑
k=0
(
x− k
n
)2
nx(log a)k(nx+ kβ)k−1
a−(nx+kβ)
k!
}
ω1(δ).
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Hence by applications of Cauchy’s inequality and (3.3), we have
|f(x) − P [β, a]n (f, x)| ≤
(
λ(1 + λββ′)
n(1− β log a)3
) 1
2
[
1 +
(
λ(1 + λββ′)
nδ(1 − β log a)3
) 1
2
]
ω1(δ).
Choosing δ =
l√
n
, Theorem 3 is proved.
We know that a continuous function f defined on I satisfies the condition
|f(x) − f(y)| ≤Mf |x− y|η, (x, y) ∈ I × E,
it called Locally Lip η on E(0 < η ≤ 1, E ⊂ I), where Mf is a constant depending only on f .
Theorem 4. Let E be any subset of [0,∞). If f is locally Lip η on E, then we have
|P [βn, an]n (f, x)− f(x)| ≤MfC(η, β, a)max{xη/2, xη}+ 2Mfdη(x,E),
where
C(η, β, a) =
(
1
n(1− β log a)3 +
β2
(1 − β log a)2
)η
and d(x,E) is the distance between x and E defines as
d(x,E) = inf{|x− y| : y ∈ E}.
Proof: Since f is continuous,
|f(x)− f(y)| ≤Mf |x− y|η
holds for any x ≥ 0 and y ∈ E, E is closure of E ⊂ R. Let (x, x0) ∈ R+ × E be such that |x− x0| = d(x,E).
Using Linear properties of P
[βn, an]
n , inequality (A + B)η ≤ Aη + Bη (A ≥ 0, B ≥ 0, 0 < α ≤ 1) and Holder’s
inequality , we get
P [βn, an]n (f, x)− f(x)| ≤ P [βn, an]n (|f − f(x0)|, x) + |f(x0)− f(x)|
≤ MfP [βn, an]n (|(t− x) + (x − x0)|η, x) +Mf |x0 − x|η
≤ Mf
(
P [βn, an]n (|t− x|η, x) + |x− x0|η
)
+Mf |x0 − x|η
≤ Mf
((
P [βn, an]n ((t− x)2, x)
)η/2
+ 2|x− x0|η
)
≤ Mf
((
x
n(1− β log a)3 +
x2β2
(1− β log a)2
)η/2
+ 2|x− x0|η
)
≤ Mf
(
C(η, β, a)max{xη/2, xη}+ 2|x0 − x|η
)
which is required results.
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4. Asymptotic Formula
In order to present our asymptotic formula, we need the following lemma.
Lemma 5. Let P
[βn, an]
n (f, x) be the generalized Jain operator. In addition, βn → 0 and an → e as n→∞, then
P [βn, an]n ((t− x)4, x) ≤
41(x+ x2 + x3 + x4)
n3(1− βn log an)7 .
Proof: Since max{x, x2, x3, x4} ≤ x + x2 + x3 + x4, (1 − βn log an)2 ≤ 1, log a < 1 and (1 − βn log an)−i ≤
(1 − βn log an)−(i+1), for i = 2, 3, 4, 5, 6
P [βn, an]n ((t− x)4, x) ≤
15x
n3(1− βn log an)7 +
19x2
n2(1− βn log an)6 +
6x3
n(1− βn log an)5 +
x4
(1− βn log an)4
≤ 41(x+ x
2 + x3 + x4)
n3(1− βn log an)7 .
Theorem 5. Let f, f ′, f ′′ ∈ C(R+) and let the operator P [βn, an]n be defined as in (1.9). If βn → 0 and an → e as
n→∞ holds, then
lim
n→∞
n
(
P [βn, an]n (f, x) − f(x)
)
=
x
2
f ′′(x), ∀ x > 0.
Proof: Let f, f ′, f ′′ ∈ C(R+) and x ∈ [0,∞) be fixed. By the Taylor formula, we have
f(t) = f(x) + f ′(x)(t − x) + 1
2
f ′′(x)(t − x)2 + r(t;x)(t − x)2, (4.1)
where r(t;x) is the Peano form of the remainder, r(;x) ∈ C2([0,∞)) and lim
t→x
r(t, x) = 0.
We apply P
[βn, an]
n to equation (4.1), we get
P [βn, an]n (f, x) − f(x) = f ′(x)P [βn, an]n ((t− x), x) +
1
2
f ′′(x)P [βn, an]n ((t− x)2, x) + P [βn, an]n (r(t;x)(t − x)2, x)
= f ′(x)
[
x log a
1− β log a − x
]
+ P [βn, an]n (r(t;x)(t − x)2, x)
+
f ′′(x)
2
[
x log a
n(1− β log a)3 +
x2
(
1− 2(1 + β) log a+ (1 + β)2(log a)2)
(1− β log a)2
]
.
In the second term P
[βn, an]
n (r(t;x)(t − x)2, x) applying the Cauchy-Schwartz inequality, we have
0 ≤ |P [βn, an]n (r(t;x)(t − x)2, x)| ≤
√
P
[βn, an]
n ((t− x)4, x)
√
P
[βn, an]
n (r(t;x), x). (4.2)
We have marked that lim
t→x
r(t, x) = 0. In harmony with βn → 0 and an → e as n→∞, we have
lim
n→∞
P [βn, an]n (r(t, x), x) = 0. (4.3)
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On the basis of (4.2), (4.3) and Lemma 5 , we get that
lim
n→∞
n
(
P [βn, an]n (f, x) − f(x)
)
=
x
2
f ′′(x), ∀ x > 0.
5. Statistical Convergence
Our next concern is the study of statistical convergence of the sequence of the generalized Sza´sz-Mirakyan
operators . we recall the concept of statistical convergence. This concept was introduced by Fast [22], The density
of S ⊂ N denoted by δ(S) is defined as follows
δ(S) = lim
n→∞
1
n
n∑
k=1
χS(k),
provided the limit exists, where χS is the characteristic function of S.
A real sequence x = (xn)n≥1 is statistically convergent to real number L if, for every ǫ > 0,
δ({n ∈ N : |xn − L| ≥ ǫ}) = 0.
We write st − lim
n
xn = L. We note that every convergent sequence is a statistical convergent, but converse need
not be true. The application of this notion to the study of positive linear operators was first attempted in 2002 by
Gadjiev and Orhan [23].
Theorem 6. [23] If
stA − lim
n
‖Tnxk − xk‖ = 0, k = 0, 1, 2,
Then
stA − lim
n
‖Tnf − f‖ = 0,
where (Tn)n≥1 is a sequence of linear positive operators defined on C(J) ; and the norm is taken on a compact
interval included in J .
Theorem 7. Let P
[βn, an]
n , n ≥ 1 be defined as in (1.14), where (βn)n>1, 0 ≤ βn < 1 and 1 < an ≤ e, satisfies
st− lim
n
βn = 0 and st− lim
n
an = e. Then
stA − lim
n
‖P [βn, an]n f − f‖[c,d] = 0, f ∈ C(R+),
where ‖f‖[c,d] = supx∈[c,d] |f(x)|.
Proof: Notice that
‖P [βn, an]n (1, x)− 1‖[c,d] = 0,
‖P [βn, an]n (t, x)− x‖[c,d] ≤
d(log an + βn log an − 1)
1− βn log an ,
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‖P βn, ann (t2, x)− x2‖[c,d] ≤
d log an
n(1 − βn log an)3 +
d2
(
1− 2(1 + βn) log an + (1 + βn)2(log an)2
)
(1− βn log an)2 .
Using stA − lim
n
βn = 0, stA − lim
n
an = e and above inequality imply that,
stA − lim
n
‖P [βn, an]n (tk, x)− xk‖[c,d] = 0, k = 0, 1, 2.
By theorem 6, we get required result.
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