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Abstract
We construct confluent KZ equations with Poincare´ rank 2 at infinity for the
case of slN and the integral representation for the solutions. Hamiltonians of these
confluent KZ equations are derived from suitable quantization of d log τ constructed
in the theory of monodromy preserving deformation in [11]. Our confluent KZ
equations can be viewed as a quantization of monodromy preserving deformation
with Poincare´ rank 2 at infinity.
MSC 2000:32G34, 17B80, 34M55, 37J35, 81R12, 33C15.
1 Introduction
The KZ equation is a system of linear partial differential equations with regular singular-
ities, and it has integral formulas of hypergeometric type for solutions [16]. Further, the
KZ equation is a quantization of the Schlesinger equation, which describes monodromy
preserving deformation (MPD) of linear differential equations with regular singularities
[8], [15], and [18].
Irregular singular versions of the KZ equation have been considered in some cases.
Generalized KZ equations with Poincare´ rank 1 at infinity for sl2 were presented in [2]
and later for any simple Lie algebra in [6]. In [9], confluent KZ equations with an arbitrary
Poincare´ rank were obtained for sl2.
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A quantization of the Painleve´ equations with affine Weyl group actions was proposed
in [9], [13], and [14]. In [9], the quantum Painleve´ equations QPJ (J = I, II, III, IV,V)
were derived formally. In all the above mentioned cases, the solutions to the equations
are expressed by integral formulas of confluent hypergeometric type.
In this paper, we construct confluent KZ equations with Poincare´ rank 2 at infinity
for slN and integral formulas of confluent hypergeometric type for solutions. Further, we
discuss a connection between our confluent KZ equations and a quantization of MPD with
Poincare´ rank 2 at infinity.
Hamiltonians for our confluent KZ equations are obtained assuming suitable quanti-
zation of the function d log τ . The function τ was given in the study of MPD [11]. The
function d log τ for regular singularities gives the Hamiltonians of the Schlesinger equa-
tion. Moreover, it was shown in [19] that Hamiltonians of MPD with Poincare´ rank 2
at infinity for sl2 are derived from d log τ . Therefore, we expect the exact formulas of
Hamiltonians of MPD are obtained from d log τ . Indeed, compatibility condition of the
confluent KZ equation implies that Hamiltonians of MPD (classical case) with Poincare´
rank 2 at infinity are derived from d log τ .
Hamiltonians for the KZ equations are called the Gaudin Hamiltonians. The problem
of diagonalization of the Gaudin Hamiltonians is called the Gaudin model [7]. It was
known that the eigenvalues and eigenvectors of the Gaudin model are derived from the
integral formulas for solutions to the KZ equation [1]. Irregular singular versions of the
Gaudin model were also studied as well as the standard Gaudin model. In [5], higher
Gaudin Hamiltonians were constructed using non-highest weight representations of affine
algebras, and eigenvectors of these Hamiltonians were constructed using Wakimoto mod-
ules of critical level. It was explained in [5] that there is a connection between the irregular
singular version of the Gaudin model and the geometric Langlands correspondence.
The remainder of this paper is organized as follows. In section 2, we present notations
of the truncated Lie algebras and define confluent Verma modules. In section 3, recalling
the definition of Jimbo-Miwa-Ueno’s tau function τ , we define Hamiltonians as suitable
quantization of d log τ , and we give confluent KZ equations. In section 4, we present an
integral formula ∫
Γ
Φ
1
κω (1.1)
as a solution to the confluent KZ equation. Here Φ is a scalar multi-valued master
function, Γ is an appropriate cycle, and ω is a differential form taking values in a tensor
product of confluent Verma modules. The master function Φ and the differential form ω
are straightforward generalizations of the respective parts of the integral formulas for the
general KZ equations in [6] and confluent KZ equations for sl2 in [9]. The differential form
ω is represented in terms of a Poincare´-Birkhoff-Witt basis, as shown in [12]. In section
5, we discuss a connection between our confluent KZ equations and a quantization of
monodromy preserving deformation with Poincare´ rank 2 at infinity.
2
2 Preliminary
2.1 Notation
Let g be the complex simple Lie algebra slN and let h be the Cartan subalgebra. We
denote by Π, ∆, ∆+, Q and Q+ the set of simple roots of g, the root system, the set
of positive roots, the set of the root lattice, and the set of the positive part of the root
lattice, respectively. Explicitly, we have
Π = {α1, . . . , αN−1},
∆ = {±(αi + · · ·+ αj)|1 ≤ i ≤ j ≤ N − 1},
∆+ = {αi + · · ·+ αj |1 ≤ i ≤ j ≤ N − 1},
Q =
N−1∑
p=1
Zαp, Q+ =
N−1∑
p=1
Z≥0αp.
We shall use the following sets of roots:
Jp = {α|α ∈ ∆+ ∩ (αp +Q+)},
Rp = {αp, αp + αp+1, . . . , αp + αp+1 + · · ·+ αN−1},
Cp = {α1 + α2 + · · ·+ αp, α2 + · · ·+ αp, . . . , αp},
for 1 ≤ p ≤ N − 1. We define the following linear order of all positive roots.
Definition 2.1. Let α = αp + αp+1 + · · ·+ αq (p ≤ q), and α
′ = αp′ + αp′+1 + · · ·+ αq′
(p′ ≤ q′). We define α > α′ if p < p′ or p = p′ and q < q′.
The Lie algebra g has a basis {eα, e−α (α ∈ ∆+), hp (p = 1, . . . , N − 1)}, and dual
basis {e−α, eα (α ∈ ∆+), wp (p = 1, . . . , N − 1)}. They satisfy the following commutation
relations:
[h, h′] = 0 if h, h′ ∈ h,
[h, eα] = α(h)eα if h ∈ h, α ∈ ∆,
[eα, e−α] = hα if α ∈ ∆+,
[eα, eβ] = 0 if α, β ∈ ∆, α+ β /∈ ∆ ∪ {0},
[eα, eβ] = ǫ(α, β)eα+β if α, β, α+ β ∈ ∆.
Here hα = hap + hαp+1 + · · · + hαq for α = αp + αp+1 + · · ·+ αq with hαp = hp, and the
function ǫ is defined by
ǫ(α, β) =
{
1, α > β,
−1, α < β.
The Casimir operator is defined by
Ω =
∑
α∈∆+
(eα ⊗ e−α + e−α ⊗ eα) +
N−1∑
p=1
hp ⊗ wp.
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The homomorphism defined below gives a natural representation of g on CN : for
α = αp + αp+1 + · · ·+ αq, eα = Ep,q+1, e−α = Eq+1,p; hp = Ep,p − Ep+1,p+1 and
wp =
p∑
a=1
(1−
p
N
)Ea,a −
p
N
N∑
a=p+1
Ea,a,
where Ep,q is the matrix with the (p, q)-entry 1 and others 0.
2.2 Module
In this subsection, we define a confluent Verma module which is a natural generalization
of a Verma module and will be used in subsequent sections. For sl2, a confluent Verma
module was defined in [9].
Let Vi be Verma modules of g with respect to highest weights Λ
(i) and highest weight
vectors vi, for i = 1, . . . , n.
Let g(2) be the truncated Lie algebra t g[t]/(t
3 g[t]), where g[t] = g⊗C[t]. We denote
x ⊗ tp by x[p]. Let V (∞) be defined as a cyclic g(2)-module with highest weights Λ
(∞)
p
(p = 1, 2) generated by a vector v∞ such that
eα[1]v∞ = 0, hα[p]v∞ = (Λ
(∞)
p , α)v∞, (Λ
(∞)
2 , α) 6= 0 (∀α ∈ ∆+, p = 1, 2),
and e±α[2] (α ∈ ∆+, p = 1, 2) act as 0 on V
(∞).
The action of g(2) on V
(∞) is simple. The elements hα[p] (α ∈ ∆+, p = 1, 2) act as
scalars on V (∞). The action of eα[1] (α ∈ ∆+, p = 1, 2) is only non-commutative with the
action of e−α[1]. We denote (Λ
(∞)
1 , α) by γα and (Λ
(∞)
2 , α) by µα.
Let the module V (∞) be equipped with differential operators with respect to γk(:= γαk)
and µk(:= µαk) (k = 1, . . . , N − 1) as follows: Let the differential operators ∂/∂γk and
∂/∂µk be defined as
∂
∂γk
(e±α[1]) = 0,
∂
∂γk
(hα[1]) = 1,
∂
∂γk
(hα[2]) = 0,
∂
∂µk
(e±α[1]) =
1
2µα
(e±α[1]) (α ∈ Jk),
∂
∂µk
(e±α[1]) = 0 (α 6∈ Jk),
∂
∂µk
(hα[1]) = 0,
∂
∂µk
(hα[2]) = 1 (α ∈ Jk),
∂
∂µk
(hα[2]) = 0 (α 6∈ Jk),
∂
∂γk
(v∞) =
∂
∂µk
(v∞) = 0,
for α ∈ ∆+. Here x[p] (x = e±α, hα, p = 1, 2) is the action on V
(∞). We can verify
that the differential operators ∂/∂γk and ∂/∂µk preserve the commutation relations of
the action of g(2) on V
(∞). Hence, the differential operators ∂/∂γk and ∂/∂µk on V
(∞)
are well-defined. We call V (∞) a confluent Verma module.
Example 2.2. Let g = sl3. Then a confluent Verma module V
(∞) is realized as a poly-
nomial ring C[x1, x2, x3]. The actions of x[p] (x = e±α, hα, p = 1, 2) are expressed as
eαi [1] = µ
1
2
i ∂i, e−αi [1] = µ
1
2
i xi, e±αi [2] = 0 (i = 1, 2),
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eα1+α2 [1] = (µ1 + µ2)
1
2∂3, e−α1−α2 [1] = (µ1 + µ2)
1
2x3, e±(α1+α2)[2] = 0,
hαi [1] = γi, hαi [2] = µi, (i = 1, 2),
where ∂i = ∂/∂xi.
We consider (⊕ni=1 g⊕ g(2))-module
V = V1 ⊗ · · ·Vn ⊗ V
(∞) (2.1)
with v = v1 ⊗ · · · ⊗ vn ⊗ v∞. For each i = 1, . . . , n, denote by x
(i) : V → V (x ∈ g) the
linear operator acting as x on ith tensor factor Vi and as identities on the others. For
x[p] ∈ g(2), denote by x
(∞)[p] : V → V the linear operator acting as x[p] on V (∞) and as
identities on the others.
Let Λ =
n∑
i=1
Λ(i), m = (m1, . . . , mN−1) ∈ (Z≥0)
N−1, and a map α : (Z≥0)
N−1 −→ Q+
be defined as α(m) =
∑N−1
p=1 mpαp. We denote by Vm the weight space of V with weight
Λ− α(m) corresponding to
n∑
i=1
h(i) + h(∞)[0], (h ∈ h), that is,
V
m
=
{
x ∈ V
∣∣∣ ( n∑
i=1
h(i) + h(∞)[0]
)
(x) = (Λ− α(m)) (h)x, h ∈ h
}
.
Here, for h ∈ h, h(∞)[0] is defined as
h(∞)[0] = −
∑
α∈∆+
α(h)
µα
e
(∞)
−α [1]e
(∞)
α [1].
3 Confluent KZ equation
3.1 Hamiltonian
Let
∂Y
∂x
= A(x)Y
be a system of linear ordinary differential equations, where A(x) is a rational matrix. In
[11] and [10], Jimbo, Miwa and Ueno developed a general theory of monodromy preserving
deformation. They derived non-linear deformation equations and proved their complete
integrability. They also gave explicit formula for a 1-form ω expressed in terms of the coef-
ficients of A(x), with the property dω = 0 for each solution of the deformation equations.
In [3], Boalch showed that the deformation equations are Hamiltonian systems. However,
the explicit formula for the Hamiltonian has not been given. Here we show that after an
appropriate ordering the 1-form ω indeed provides the Hamiltonians in the quantum case
at least up to Poincare´ rank 2. In the follwoing we give the concrete construction of the
Hamiltonians. For that purpose, we recall the procedure of [11].
Let us consider the following system of linear ordinary differential equations for an
N ×N matrix Y (z) on P1,
dY
dz
= A(z)Y (3.1)
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where
A(z) =
n∑
i=1
ri∑
p=0
A
(i)
p
(z − zi)p+1
−
r∑
p=1
zp−1Bp
with A
(i)
p (i = 1, . . . , n) and Bp (p = 1, . . . , r) are N × N matrices, and ri, r are non-
negative integers.
We assume
Br =
t1 . . .
tN

with ti 6= tj for i 6= j. For simplicity, we consider the case where all ri = 0 (i = 1, . . . , n)
and r is a positive integer.
Now we consider the local solution of (3.1) at z =∞.
Proposition 3.1 ([11]). There exists a unique formal series Y (z) at z = ∞ of the
following form:
Y (z) = Yˆ (z)eT (z) (3.2)
which solves (3.1) i.e.
d
dz
Yˆ (z) = A(z)Yˆ (z)− Yˆ (z)
d
dz
T (z). (3.3)
Here T (z) is a diagonal matrix of the form
T (z) = −
r∑
p=1
Tpz
p/p− T0 log z, (3.4)
with Tr = Br and Yˆ (z) is a formal power series at z =∞:
Yˆ (z) =
∞∑
p=0
Ypz
−p, (3.5)
with Y0 = 1.
The formal power series Yˆ (z) = 1 +
∞∑
p=1
Ypz
−p is uniquely factorized into
Yˆ (z) = F (z)D(z), (3.6)
where
F (z) = 1 +
∞∑
p=1
Fpz
−p, D(z) = 1 +
∞∑
p=1
Dpz
−p.
We have F (z) − 1 is diagonal free, and D(z) is diagonal. Substituting (3.6) to (3.3) we
obtain
d
dz
F (z) + F (z)
d
dz
(logD(z) + T (z)) = A(z)F (z). (3.7)
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Taking the diagonal part, we obtain
d
dz
(logD(z) + T (z)) = (A(z)F (z))D (3.8)
Then (3.7) reads as
d
dz
F (z) + F (z)(A(z)F (z))D = A(z)F (z). (3.9)
Here and below, we denote by XD = (δi,jXjj)i,j=1,...,N (resp. XOD = X−XD) the diagonal
part (resp. off-diagonal part) of a matrix X = (Xi,j)i,j=1,...,N .
The authors of [11] derived a complete integrable non-linear deformation equations
whose deformation parameters are t
(k)
ν , where
Tk =
t
(k)
1
. . .
t
(k)
N
 (k = 1, . . . , r).
They also gave an explicit 1-form ω with the property dω = 0 for each solution of the
deformation equations. The formula for ω reads as
ω = −resz=∞ tr Yˆ
−1(z)
∂Yˆ (z)
∂z
d′T (z), (3.10)
here d′ is the exterior differentiation with respect to the parameters t.
For k = 1, . . . , r, we set
ω(k) =
N∑
p=1
H(k)p dt
(k)
p
and
ω =
r∑
k=1
N∑
p=1
H(k)p dt
(k)
p =
r∑
k=1
ω(k).
Set Tp = 0 for p < 0, and B−p =
n∑
i=1
A
(i)
0 z
p
i for p ≥ 0. Rewriting (3.7) in terms of Fp,
Dp, Bp and Tp, we get the form of ω which are presented by the matrix elements of Bps.
We give the explicit form for the case r = 2. We have
ω(1) =
N∑
p=1
( ∑
k 6=p,s 6=p
(B1)pk(B1)ks(B1)sp
(t
(2)
p − t
(2)
k )(t
(2)
p − t
(2)
s )
− (B−1)pp (3.11)
−
∑
k 6=p
(B1)pk(B0)kp + (B0)pk(B1)kp
t
(2)
p − t
(2)
k
+
∑
k 6=p
(B1)pk(B1)kp
(t
(2)
p − t
(2)
k )
2
)
dt(1)p ,
and
ω(2) =
1
2
N∑
p=1
{
−
∑
k 6=p,s 6=p
(B1)pk(B0)ks(B1)sp
(t
(2)
p − t
(2)
s )(t
(2)
p − t
(2)
k )
−
∑
k,s 6=p
(B0)pk(B1)ks(B1)sp
(t
(2)
p − t
(2)
k )(t
(2)
p − t
(2)
s )
(3.12)
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−
∑
k 6=p,s 6=p
(B1)pk(B1)kp(B1)ps(B1)sp
(t
(2)
p − t
(2)
s )(t
(2)
p − t
(2)
k )
2
+
∑
k 6=p
(B1)pk(B1)kp
(t
(2)
p − t
(2)
k )
2
(B0)pp
+
∑
k,s,r 6=p
(B1)pk(B1)ks(B1)sr(B1)rp
(t
(2)
p − t
(2)
k )(t
(2)
p − t
(2)
s )(t
(2)
p − t
(2)
r )
−
∑
k,s 6=p
(B1)pk(B1)ks(B0)sp
(t
(2)
p − t
(2)
k )(t
(2)
p − t
(2)
s )
−
∑
k,s 6=p
(B1)pk(B1)ks(B1)sp
(t
(2)
p − t
(2)
k )(t
(2)
p − t
(2)
s )2
t(1)p −
∑
k,s 6=p
(B1)pk(B1)ks(B1)sp
(t
(2)
p − t
(2)
k )
2(t
(2)
p − t
(2)
s )
t(1)p
+
∑
k 6=p
(B1)pk(B0)kp + (B0)pk(B1)kp
(t
(2)
p − t
(2)
k )
2
t(1)p +
∑
k 6=p
(B1)pk(B1)kp
(t
(2)
p − t
(2)
k )
3
(t(1)p )
2
+
∑
k 6=p
(B0)pk(B0)kp
t
(2)
p − t
(2)
k
−
∑
k 6=p
((B1)pk(B−1)kp + (B−1)pk(B1)kp)
t
(2)
p − t
(2)
k
− (B−2)pp
}
dt(2)p .
Here, (Bi)pq are the (p, q)-entries of the matrix Bi.
In the following, we consider the quantum case with restricting to slN for r = 2.
For p = 1, . . . , N , we define H¯
(1)
p (resp.H¯
(2)
p ) in terms of H
(1)
p (resp. H
(2)
p ) as follows.
First, we put (Bi)pq with p ≤ q to the right and the others to the left. Second,for
α = αp + · · · + αq, we substitute e
(i)
α , e
(i)
−α, h
(i)
p , e
(∞)
α [1], e
(∞)
−α [1] and h
(∞)
p [1], h
(∞)
p [2] for
the matrix realizations (A
(i)
0 )pq+1, (A
(i)
0 )q+1p, (A
(i)
0 )pp−(A
(i)
0 )p+1p+1, (B1)pq+1, (B1)q+1p and
(B1)pp − (B1)p+1p+1, (B2)pp − (B2)p+1p+1, respectively. The definitions induce that H¯
(1)
p ,
H¯
(2)
p are actions of elements in the algebra ⊕ni=1 g⊕ g(2) on the modules V1⊗· · ·Vn⊗V
(∞)
For the actions of h
(∞)
p [1] = γp, h
(∞)
p [2] = µp on the g(2)-module V
(∞), we define the
following Hamiltonians
Definition 3.2. For 1 ≤ p ≤ N − 1, we define
H(1)p =
p∑
j=1
(1−
p
N
)H¯
(1)
j −
p
N
N∑
j=p+1
H¯
(1)
j ,
H(2)p =
p∑
j=1
(1−
p
N
)H¯
(2)
j −
p
N
N∑
j=p+1
H¯
(2)
j +
∑
α,β∈Jp,
α−β∈∆+
µα−β
µ2αµβ
e
(∞)
−α [1]e
(∞)
α [1],
where the last term in the second line is called the complement term. More precisely, we
have
H(1)p =−
n∑
i=1
ziw
(i)
p −
∑
α∈Jp
1
µα
(
e
(∞)
−α [1]Eα + e
(∞)
α [1]E−α
)
−
∑
α∈Jp
γα
µ2α
e
(∞)
−α [1]e
(∞)
α [1]
+
∑
α,α+β∈Jp,
β∈∆+
ǫ(α, β)
µαµα+β
(
e(∞)α [1]e
(∞)
β [1]e
(∞)
−α−β[1] + e
(∞)
−α [1]e
(∞)
−β [1]e
(∞)
α+β [1]
)
,
2H(2)p =−
n∑
i=1
z2iw
(i)
p −
∑
α∈Jp
1
µα
(
e
(∞)
−α [1]E−α(−1) + e
(∞)
α [1]E−α(−1)
)
+
∑
α∈Jp
1
µα
E−αEα
+
∑
α∈Jp
1
µ2α
e
(∞)
−α [1]e
(∞)
α [1]Hα +
∑
α∈Jp
γα
µ2α
(e
(∞)
−α [1]Eα + e
(∞)
α [1]E−α)
8
−
∑
α,β∈Jp,
α−β∈∆
ǫ(α, |α− β|)
µαµβ
(
Eαe
(∞)
β−α[1]e
(∞)
−β [1] + e
(∞)
α [1]Eβ−αe
(∞)
−β [1] + e
(∞)
α [1]e
(∞)
β−α[1]E−β
)
+
∑
α∈Jp
γ2α
µ3α
e
(∞)
−α [1]e
(∞)
α [1]−
∑
α,β∈Jp,
α−β∈∆
ǫ(α, |α− β|)
µαµβ
(
γα
µα
+
γβ
µβ
)
e(∞)α [1]e
(∞)
β−α[1]e
(∞)
−β [1]
+
∑
α,β,γ∈Jp,
α−β,β−γ∈∆
g(α, γ)
µαµβµγ
e
(∞)
−α [1]e
(∞)
α−β[1]e
(∞)
β−γ [1]e
(∞)
γ [1]
−
∑
α,β,γ∈Jp,β−α−γ∈∆,
α−β,β−γ∈∆∪{0},α≥γ
1
µαµβµγ
e
(∞)
−β [1]e
(∞)
β−α−γ[1]e
(∞)
α [1]e
(∞)
γ [1],
where Xα =
∑n
i=1 x
(i)
α , Xα(−1) =
∑n
i=1 x
(i)
α zi (α ∈ ∆+), and
|α− β| =
{
α− β if α− β ∈ Q+
β − α if β − α ∈ Q+,
g(α, γ) =
{
1 if α− γ ∈ ∆ ∪ {0},
−1 others.
Example 3.3. Let g = sl3 and n = 0. Then, Hamiltonians H
(1)
1 and H
(2)
1 are
H
(1)
1 =−
γ1
µ21
e
(∞)
−α1 [1]e
(∞)
α1
[1]−
γ1 + γ2
(µ1 + µ2)2
e
(∞)
−α1−α2 [1]e
(∞)
α1+α2 [1]
+
1
µ1(µ1 + µ2)
(
e
(∞)
−α1 [1]e
(∞)
−α2 [1]e
(∞)
α1+α2 [1] + e
(∞)
−α1−α2 [1]e
(∞)
α1
[1]e(∞)α2 [1]
)
,
and
2H
(2)
1 = −
1
µ31
(e
(∞)
−α1 [1])
2(e(∞)α1 [1])
2 −
1
(µ1 + µ2)3
(e
(∞)
−α1−α2 [1])
2(e
(∞)
α1+α2 [1])
2
+
γ21
µ31
e
(∞)
−α1 [1]e
(∞)
α1
[1] +
(γ1 + γ2)
2
(µ1 + µ2)3
e
(∞)
−α1−α2 [1]e
(∞)
α1+α2 [1]
−
1
µ1(µ1 + µ2)
(
γ1
µ1
+
γ1 + γ2
µ1 + µ2
)(
e
(∞)
−α1 [1]e
(∞)
−α2 [1]e
(∞)
α1+α2 [1] + e
(∞)
−α1−α2 [1]e
(∞)
α1
[1]e(∞)α2 [1]
)
+
1
µ21(µ1 + µ2)
(
e
(∞)
−α1 [1]e
(∞)
α1 [1]e
(∞)
−α2 [1]e
(∞)
α2 [1]− e
(∞)
−α1 [1]e
(∞)
α1 [1]e
(∞)
−α1−α2 [1]e
(∞)
α1+α2 [1]
)
+
1
µ1(µ1 + µ2)2
(
e(∞)α2 [1]e
(∞)
−α2 [1]e
(∞)
−α1−α2 [1]e
(∞)
α1+α2 [1]− e
(∞)
−α1−α2 [1]e
(∞)
α1+α2 [1]e
(∞)
−α1 [1]e
(∞)
α1 [1]
)
.
3.2 Confluent KZ equation
Now we give the following differential equations, which we call a confluent KZ equation:
κ
∂u
∂zi
= G
(i)
−1u (i = 1, . . . , n), (3.13)
κ
∂u
∂γp
= H(1)p u (p = 1, . . . , N − 1), (3.14)
9
κ
∂u
∂µp
= H(2)p u (p = 1, . . . , N − 1), (3.15)
where κ ∈ C and the unknown function u(z1, . . . , zn, γ1, . . . , γN−1, µ1, . . . , µN−1) takes
value in V and the Gaudin Hamiltonians G
(i)
−1 are given by
G
(i)
−1 =
∑
1≤j≤n,
j 6=i
Ω(i,j)
zi − zj
−
N−1∑
p=1
γpw
(i)
p −
∑
α∈∆
e(∞)α [1]e
(i)
−α − zi
N−1∑
p=1
µpw
(i)
p (i = 1, . . . , n).
Conjecture 3.4. The confluent KZ equation (3.13)-(3.15) satisfies the compatibility con-
dition, that is, we have[
κ
∂
∂zi
−G
(i)
−1, κ
∂
∂zj
−G
(j)
−1
]
= 0 (i, j = 1, . . . , n), (3.16)[
κ
∂
∂zi
−G
(i)
−1, κ
∂
∂γp
−H(1)p
]
= 0 (i = 1, . . . , n, p = 1, . . . , N − 1), (3.17)[
κ
∂
∂zi
−G
(i)
−1, κ
∂
∂µp
−H(2)p
]
= 0 (i = 1, . . . , n, p = 1, . . . , N − 1), (3.18)[
κ
∂
∂γp
−H(1)p , κ
∂
∂γq
−H(1)q
]
= 0 (p, q = 1, . . . , N − 1), (3.19)[
κ
∂
∂γp
−H(1)p , κ
∂
∂µq
−H(2)q
]
= 0 (p, q = 1, . . . , N − 1), (3.20)[
κ
∂
∂µp
−H(2)p , κ
∂
∂µq
−H(2)q
]
= 0 (p, q = 1, . . . , N − 1). (3.21)
Remark 3.5. Using a software SINGULAR [17] (see Appendix), we can confirm that the
above conjecture is true when N is less than 7.
4 Integral Formula
We present integrable formulas taking values in V
m
. Let Sp be an index set {1, . . . , mp}
for each p (1 ≤ p ≤ N − 1). We prepare the following integration variables{
t(p)a |1 ≤ p ≤ N − 1, a ∈ Sp
}
. (4.1)
We define the master function of an integrable formula as follows.
Φ(z, t) =
∏
1≤i<j≤n
(zi − zj)
(Λ(i),Λ(j))
∏
1≤j≤n
1≤p≤N−1
mp∏
a=1
(t(p)a − zj)
−(αp,Λ(j))
×
∏
1≤p<q≤N−1
∏
1≤a≤mp,
1≤b≤mq
(t(p)a − t
(q)
b )
(αp,αq)
N−1∏
p=1
∏
1≤a<b≤mp
(t(p)a − t
(p)
b )
(αp,αp)
× exp
(
−
n∑
i=1
(
(Λ
(∞)
1 ,Λ
(i))zi + (Λ
(∞)
2 ,Λ
(i))
z2i
2
))
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× exp
N−1∑
p=1
mp∑
a=1
(Λ(∞)1 , αp)t(p)a + (Λ(∞)2 , αp)
(
t
(p)
a
)2
2

 .
Next, we establish the ω part consisting of vectors e
(i)
−α, e
(∞)
−α [1] (i = 1, . . . , n, α ∈ ∆+).
For each α = αi + · · ·+ αj ∈ ∆+ and a = (ai, . . . , aj) (ak ∈ Sk, i ≤ k ≤ j), we set
e−α(t
α
a ) =
1
(t
(j)
aj − t
(j−1)
aj−1 ) · · · (t
(i+1)
ai+1 − t
(i)
ai )
(
n∑
s=1
e
(s)
−α
t
(i)
ai − zs
− e
(∞)
−α [1]
)
. (4.2)
Let K = (kα1 , kα1+α2, . . . , kαN−1) ∈ (Z≥0)
1
2
N(N−1) and
S(m) =
K|∑
α∈Jp
kα = mp (p = 1, . . . , N − 1)
 . (4.3)
For K ∈ S(m), let
A(K) = (a(α1, 1), . . . , a(α1, kα1), a(α1 + α2, 1), . . . , a(αN−1, kαN−1)),
where a(α, l) = (ai(α, l), . . . , aj(α, l)) (α = αi + · · · + αj , ak(α, l) ∈ Sk, i ≤ k ≤ j) such
that ap(α, l) 6= ap(β, l
′) for any (α, l) 6= (β, l′) (α, β ∈ Jp, 1 ≤ l ≤ kα and 1 ≤ l
′ ≤ kβ) and
{ap(α, l)|α ∈ Jp, 1 ≤ l ≤ kα} = Sp.
We assign a(α, l) to e−α(t
α
a(α,l)) and we set
fK =
∑
A(K)
∏
e−α(t
α
a(α,l)), (4.4)
where the summation is over all A(K) and the order for the factor in each product is the
same as the linear order α1 > α1 + α2 > · · · > αN−1.
We define ω
m
as
ω
m
=
∑
K∈S(m)
fKv. (4.5)
Remark 4.1. If N = 2, then Φ(z, t) and ω
m
are exactly those defined in [9]. If e
(∞)
α [1]
(α ∈ ∆) and Λ
(∞)
2 are zero, then ωm and Φ(z, t) are equivalent to those defined in [6].
Example 4.2. We give an example for the case of sl3. Let m = (1, 1) and n = 0, then,
Φ =
(
t(1) − t(2)
)−1
exp
(
γ1t
(1) + µ1
(
t(1)
)2
2
)
exp
(
γ2t
(2) + µ2
(
t(2)
)2
2
)
, (4.6)
and
ω
m
=
(
e
(∞)
−α1 [1]e
(∞)
−α2 [1]−
e
(∞)
−α1−α2 [1]
t(2) − t(1)
)
v. (4.7)
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Theorem 4.3. With an appropriate choice of cycles Γ, the function
u =
∫
Γ
∏
1≤p≤N−1,
1≤a≤mp
dt(p)a Φ
1/κ(z, t)ω
m
(4.8)
taking values in V
m
is a solution to the confluent KZ equation (3.13)-(3.15).
Let Smp be the group of all permutations on the variables {t
(p)
a |a ∈ Sp}, for p =
1, . . . , N − 1. We assume that for any rational function ϕ whose poles are in the diagonal
set D defined as
D =
⋃
a,p
b,q
{t(p)a = t
(q)
b } ∪
⋃
a,p,i
{t(p)a = zi} ∪
⋃
i,j
{zi = zj}, (4.9)
an integral formula ∫
Γ
∏
1≤p≤N−1,
1≤a≤mp
dt(p)a Φ
1/κ(z, t)ϕ (4.10)
is invariant under the action of σ = (σ1, . . . , σN−1) (σp ∈ Smp, 1 ≤ p ≤ N − 1).
We also assume that for any variable t
(q)
b ,∫
Γ
∏
1≤p≤N−1,
1≤a≤mp
dt(p)a
∂
∂t
(q)
b
(
Φ1/κ(z, t)ϕ
)
= 0. (4.11)
The outline of the proof of Theorem 4.3. The proof follows from direct compu-
tations. Let us explain briefly outline of the computation of the proof. First, we compute
the left hand side of the confluent KZ equation (3.13), (3.14) and (3.15). We rewrite
the result after taking the derivations on the integral formula by the rational functions
appeared in the expression of fK for K ∈ S(m), using an identity
1
(x− y)(y − z)
+
1
(y − z)(z − x)
+
1
(z − x)(x− y)
= 0 (4.12)
repeatedly and the invariance under the action of Sm1×· · ·×SmN−1 . Second, we compute
the right hand side of the confluent KZ equation (3.13), (3.14) and (3.15). Note that the
elements e
(i)
−α (α ∈ ∆+) appeared in the expression of fK for K ∈ S(m) are ordered by
the linear order defined in Definition 2.1. We rewrite the action of the Hamiltonians on
each fKv according to the linear order. Third, we identify the parts of the left hand side
with the parts of the right hand side.
We compute the case of n = 0 and N = 3 only in this paper. In a similar way, we can
compute the other cases.
Before proceeding the computation, we prepare some notations. Let
∇(p)a =
∂
∂t
(p)
a
+
1
κ
∂
∂t
(p)
a
(log(Φ)) (p = 1, 2, a = 1, . . . , mp).
Because, for q = 1, 2 and b = 1, . . . , mq,∫
Γ
∏
1≤p≤2,
1≤a≤mp
dt(p)a
∂
∂t
(q)
b
(
Φ
1
κϕ
)
=
∫
Γ
∏
1≤p≤2,
1≤a≤mp
dt(p)a Φ
1
κ∇
(q)
b (ϕ).
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Let rational functions ϕk (k = 1, . . . ,min{m1, m2}) be defined as
ϕk =
k∏
a=1
1
t
(1)
a − t
(2)
a
,
and ϕ0 = 1. For a rational function ϕ(t), denote by 〈ϕ(t)〉 the integral formula∫
Γ
∏
1≤p≤2,
1≤a≤mp
dt(p)a Φ
1
κϕ(t).
Then, the function u ∈ Vm (m = (m1, m2)) (4.8) is represented as
u =
∫
Γ
∏
1≤p≤2,
1≤a≤mp
dt(p)a Φ
1
κωm
= (−1)m1+m2
min{m1,m2}∑
k=0
m1!m2!
(m1 − k)!(m2 − k)!k!
〈ϕk〉(e
(∞)
−α1[1])
m1−k(e
(∞)
−α1−α2 [1])
k(e
(∞)
−α2 [1])
m2−kv.
The proof of Theorem 4.3 (3.14) in the case of n = 0 and N = 3. The left hand
side of (3.14) for p = 1 is computed as
κ
∂u
∂γ1
=
m1∑
b=1
〈t
(1)
b ωm〉. (4.13)
We rewrite the result (4.13) in terms of 〈ϕk〉. By using Lemma 4.4, (4.13) is computed as
m1∑
b=1
〈t
(1)
b ωm〉 = (−1)
m1+m2
min{m1,m2}∑
k=0
m1!m2!
(m1 − k)!(m2 − k)!k!
{
k
µ1 + µ2
[−(γ1 + γ2)〈ϕk〉+ µ2〈ϕk−1〉]
+
m1 − k
µ1
[(m2 − k)〈ϕk+1〉 − γ1〈ϕk〉]
}
(e
(∞)
−α1 [1])
m1−k(e
(∞)
−α1−α2 [1])
k(e
(∞)
−α2 [1])
m2−kv.
(4.14)
On the other hand, the right hand side of (3.14) for p = 1, H
(1)
1 u, is easily calculated and
coincides with (4.14). For the case of p = 2, it can be verified in the similar manner.
Lemma 4.4. For 0 ≤ k ≤ min{m1, m2} and 1 ≤ b ≤ k, we have
(µ1 + µ2)〈t
(1)
b ϕk〉 = −(γ1 + γ2)〈ϕk〉+ µ2〈ϕk−1〉, (4.15)
and
(µ1 + µ2)〈t
(2)
b ϕk〉 = −(γ1 + γ2)〈ϕk〉 − µ1〈ϕk−1〉. (4.16)
For 0 ≤ k ≤ min{m1, m2} and k + 1 ≤ b ≤ m1, we have
µ1〈t
(1)
b ϕk〉 = (m2 − k)〈ϕk+1〉 − γ1〈ϕk〉. (4.17)
For 0 ≤ k ≤ min{m1, m2} and k + 1 ≤ b ≤ m2, we have
µ2〈t
(2)
b ϕk〉 = −(m1 − k)〈ϕk+1〉 − γ2〈ϕk〉. (4.18)
Proof. In order to prove (4.15), we compute 〈κ
(
∇
(1)
b +∇
(2)
b
)
ϕk〉 as follows. From the
definition, we have〈
κ
(
∇
(1)
b +∇
(2)
b
)
ϕk
〉
=
〈(
m1∑
c=1,c 6=b
2
t
(1)
b − t
(1)
c
+
m2∑
c=1
−1
t
(1)
b − t
(2)
c
+ γ1 + µ1t
(1)
b
+
m2∑
c=1,c 6=b
2
t
(2)
b − t
(2)
c
+
m1∑
c=1
−1
t
(2)
b − t
(1)
c
+ γ2 + µ2t
(2)
b
)
ϕk
〉
= 0.
Let Xi (i = 1, 2, 3, 4) be defined as
X1 =
〈
m1∑
c=1,c 6=b
2
t
(1)
b − t
(1)
c
ϕk
〉
, X2 =
〈
m2∑
c=1,c 6=b
−1
t
(1)
b − t
(2)
c
ϕk
〉
,
X3 =
〈
m2∑
c=1,c 6=b
2
t
(2)
b − t
(2)
c
ϕk
〉
, X4 =
〈
m1∑
c=1,c 6=b
−1
t
(2)
b − t
(1)
c
ϕk
〉
.
By the invariance under the action of Sm1 ×Sm2 , we have
X1
2
=
〈
k∑
c=1,
c 6=b
−1
t
(1)
b − t
(1)
c
ϕk
〉
+
〈
m1∑
c=k+1
−1
t
(1)
b − t
(1)
c
1
t
(1)
c − t
(2)
b
k∏
a=1,a6=b
1
t
(1)
a − t
(2)
a
〉
.
Hence, we obtain
X1 +X4 =
〈
k∑
c=1,c 6=b
−1
t
(2)
b − t
(1)
c
ϕk
〉
.
In the similar way, we obtain
X2 +X3 =
〈
k∑
c=1,c 6=b
1
t
(1)
b − t
(2)
c
ϕk
〉
.
Consequently, by the invariance under the action of Sm1 ×Sm2, we have
X1 +X2 +X3 +X4 = 0.
Therefore, we obtain
〈κ
(
∇
(1)
b +∇
(2)
b
)
ϕk〉 = (γ1 + γ2)〈ϕk〉+ (µ1 + µ2)〈t
(1)
b ϕk〉 − µ2〈ϕk−1〉 = 0,
which finishes the proof for the relation (4.15).
The other relations (4.16), (4.17), and (4.18) can be verified in the similar manner, by
computing 〈κ
(
∇
(1)
b +∇
(2)
b
)
ϕk〉, 〈κ∇
(1)
b ϕk〉, and 〈κ∇
(2)
b ϕk〉, respectively.
The proof of Theorem 4.3 (3.15) in the case of n = 0 and N = 3. Because, for
k = 0, 1, . . . ,min{m1, m2},
∂
∂µ1
(
(e
(∞)
−α1 [1])
m1−k(e
(∞)
−α1−α2 [1])
k(e
(∞)
−α2 [1])
m2−kv
)
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=
1
2
(
m1 − k
µ1
+
k
µ1 + µ2
)(
(e
(∞)
−α1 [1])
m1−k(e
(∞)
−α1−α2 [1])
k(e
(∞)
−α2 [1])
m2−kv
)
,
the left hand side of (3.15) for p = 1 is computed as
κ
∂u
∂µ1
=
m1∑
b=1
〈(
t
(1)
b
)2
2
ωm
〉
+ (−1)m1+m2
min{m1,m2}∑
k=0
m1!m2!
2(m1 − k)!(m2 − k)!k!
×
(
m1 − k
µ1
+
k
µ1 + µ2
)
〈ϕk〉(e
(∞)
−α1 [1])
m1−k(e
(∞)
−α1−α2 [1])
k(e
(∞)
−α2 [1])
m2−kv. (4.19)
We rewrite the result (4.19) in terms of 〈ϕk〉. By using Lemma 4.5, (4.19) is computed as
κ
∂u
∂µ1
=
(−1)m1+m2
2
min{m1,m2}∑
k=0
m1!m2!
(m1 − k)!(m2 − k)!k!
×
(
k
µ1 + µ2
((
−(m1 − 1) +
µ2
µ1
(m2 − k + 1) +
(γ1 + γ2)
2
µ1 + µ2
)
〈ϕk〉
−µ2
(
γ1
µ1
+
γ1 + γ2
µ1 + µ2
)
〈ϕk−1〉
)
+
m1 − k
µ1
(
−(m2 − k)
(
γ1
µ1
+
γ1 + γ2
µ1 + µ2
)
〈ϕk+1〉
+
(
(m2 − k)
µ2
µ1 + µ2
+
γ21
µ1
− (m1 − 1)
)
〈ϕk〉
)
× (e
(∞)
−α1 [1])
m1−k(e
(∞)
−α1−α2 [1])
k(e
(∞)
−α2 [1])
m2−kv. (4.20)
On the other hand, the computation of the right hand side of (3.15) is straightforward
and we see that as a result, the right hand side of (3.15) is equal to (4.20). The case of
p = 2 can be proved in a similar way.
Lemma 4.5. For 0 ≤ k ≤ min{m1, m2} and 1 ≤ b ≤ k, we have
(µ1 + µ2)
〈(
t
(1)
b
)2
ϕk
〉
=
(
−m1 + 1− κ+
µ2
µ1
(m2 − k + 1) +
(γ1 + γ2)
2
µ1 + µ2
)
〈ϕk〉
− µ2
(
γ1
µ1
+
γ1 + γ2
µ1 + µ2
)
〈ϕk−1〉, (4.21)
and
(µ1 + µ2)
〈(
t
(2)
b
)2
ϕk
〉
=
(
−m2 + 1− κ+
µ1
µ2
(m1 − k + 1) +
(γ1 + γ2)
2
µ1 + µ2
)
〈ϕk〉
+ µ1
(
γ2
µ2
+
γ1 + γ2
µ1 + µ2
)
〈ϕk−1〉. (4.22)
For 0 ≤ k ≤ min{m1, m2} and k + 1 ≤ b ≤ m1, we have
µ1
〈(
t
(1)
b
)2
ϕk
〉
=− (m2 − k)
(
γ1
µ1
+
γ1 + γ2
µ1 + µ2
)
〈ϕk+1〉
15
+(
(m2 − k)
µ2
µ1 + µ2
+
γ21
µ1
−m1 + 1− κ
)
〈ϕk〉. (4.23)
For 0 ≤ k ≤ min{m1, m2} and k + 1 ≤ b ≤ m2, we have
µ2
〈(
t
(2)
b
)2
ϕk
〉
=(m1 − k)
(
γ2
µ2
+
γ1 + γ2
µ1 + µ2
)
〈ϕk+1〉
+
(
(m1 − k)
µ1
µ1 + µ2
+
γ22
µ2
−m2 + 1− κ
)
〈ϕk〉. (4.24)
Proof. In order to prove (4.21), we compute 〈κ(∇
(1)
b t
(1)
b +∇
(2)
b t
(2)
b )ϕk〉 as follows. Let Xi
be defined as
X1 =
〈
m1∑
c=1,c 6=b
2t
(1)
b
t
(1)
b − t
(1)
c
ϕk
〉
, X2 =
〈
m2∑
c=1,c 6=b
−t
(1)
b
t
(1)
b − t
(2)
c
ϕk
〉
,
X3 =
〈
m2∑
c=1,c 6=b
2t
(2)
b
t
(2)
b − t
(2)
c
ϕk
〉
, X4 =
〈
m1∑
c=1,c 6=b
−t
(2)
b
t
(2)
b − t
(1)
c
ϕk
〉
.
Then, we have〈
κ
(
∇
(1)
b t
(1)
b +∇
(2)
b t
(2)
b
)
ϕk
〉
=X1 +X2 +X3 +X4 + 〈γ1t
(1)
b ϕk〉+ 〈γ2t
(2)
b ϕk〉
+ (µ1 + µ2)
〈
(t
(1)
b )
2ϕk
〉
+
〈
(t
(1)
k + t
(2)
k )ϕk−1
〉
+ κ〈ϕk〉.
(4.25)
We need to compute
∑4
i=1Xi only, due to Lemma 4.4. By the invariance under the action
of Sm1 ×Sm2, we have
X1
2
=
〈
k∑
c=1,
c 6=b
−t
(1)
c
t
(1)
b − t
(1)
c
ϕk
〉
+
〈
m1∑
c=k+1
−t
(1)
c
t
(1)
b − t
(1)
c
1
t
(1)
c − t
(2)
b
k∏
a=1,a6=b
1
t
(1)
a − t
(2)
a
〉
.
Hence, we obtain
X1 +X4 = (k − 1)〈ϕk〉+
〈
k∑
c=1
−t
(2)
b
t
(2)
b − t
(1)
c
ϕk
〉
.
In the similar way, we obtain
X2 +X3 = (k − 1)〈ϕk〉+
〈
k∑
c=1
−t
(1)
b
t
(1)
b − t
(2)
c
ϕk
〉
.
Consequently, by the invariance under the action of Sm1 ×Sm2, we have
4∑
i=1
Xi = (k − 2)〈ϕk〉. (4.26)
Substituting the result (4.26) into (4.25), we obtain the relation (4.21).
The other relations (4.22), (4.23), and (4.24) can be verified in the similar manner, by
computing 〈κ
(
∇
(1)
b t
(1)
b +∇
(2)
b t
(2)
b
)
ϕk〉, 〈κ∇
(1)
b t
(1)
b ϕk〉, and 〈κ∇
(2)
b t
(2)
b ϕk〉, respectively.
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5 Monodromy preserving deformation
As mentioned in the introduction, our confluent KZ equations may be viewed as a quan-
tization of Monodromy preserving deformation. In this section we give the explicit corre-
spondence following the process in [9]. Below we use the parameter ~ = 1/κ in place of
κ.
Recall that the confluent KZ equations (3.13)-(3.15) are defined from the follwing date:
collection of Verma modules V (i) attached to each zi (i = 1, . . . , n), and confluent verma
module V (∞) at ∞. Let U be an invertible matrix solution to this system. We enlarge
these date by adjoining the natural representation CN of slN at the point z = z0 with
Poincare´ rank 0. Let U˜ be the matrix solution to the corresponding system (3.13)-(3.15).
Let us consider the quantity Y (z) = U−1U˜ . The following equations immediately follow
from the confluent KZ equations:
∂
∂z
Y = A(z)Y, (5.1)
∂
∂zi
Y = B
(i)
−1Y, (5.2)
∂
∂γp
Y = B
(∞)
0,p Y, (5.3)
∂
∂µp
Y = B
(∞)
1,p Y. (5.4)
Here we have set
A(z) = ~U−1G˜
(0)
−1U
= ~U−1
(
n∑
j=1
Ω(j)
z − zj
−
N−1∑
p=1
γpwp −
∑
α∈∆
e(∞)α [1]e−α − z
N−1∑
p=1
µpwp
)
U,
B
(i)
−1 = ~U
−1(G˜
(i)
−1 −G
(i)
−1)U
= −~U−1
Ω(i)
z − zi
U,
B
(∞)
1,p = ~U
−1(−H(1)p + H˜
(1)
p )U
= ~U−1
−zwp −∑
α∈Jp
1
µα
(
e
(∞)
−α [1]eα + e
(∞)
α [1]e−α
)U,
B
(∞)
2,p = ~U
−1(−H(2)p + H˜
(2)
p )U
=
~
2
U−1
−z2wp −∑
α∈Jp
z
µα
(
e
(∞)
−α [1]eα + e
(∞)
α [1]e−α
)
+
∑
α∈Jp
1
µ2α
e
(∞)
−α [1]e
(∞)
α [1]hα
+
∑
α∈Jp
γα
µ2α
(
e
(∞)
−α [1]eα + e
(∞)
α [1]e−α
)
+
∑
α∈Jp
1
µα
(e−αeα + e−αEα + E−αeα)
U.
The integrability condition for (5.1)-(5.4) gives rise to a system of non-linear differential
equations with respect to the ‘time’ variables z and γ, µ. These are the quantization of
the irregular Schlesinger equations.
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Lemma 5.1. The quantized Schlesinger system given above are Hamiltonian equations
with the time-independent Hamiltonians
H
(i)
−1 = ~U
−1G
(i)
−1U
for i = 1, . . . , n, and
H
(∞)
1,p = ~U
−1H(1)p U,
H
(∞)
2,p = ~U
−1H(2)p U
for p = 1, . . . , N − 1.
Proof: The proofs follow from the integrability conditions of (5.1)-(5.4) and the integra-
bility condition of the confluent equations (3.13)-(3.15).
We consider the case λ = i (i = 1, . . . , n). The integrability condition of the confluent
equations (3.13)-(3.15) gives [G˜
(0)
−1, G˜
(i)
−1] = 0, thus we get [G˜
(0)
−1, G˜
(i)
−1 −G
(i)
−1] = [G˜
(0)
−1, G
(i)
−1].
Conjugating with U−1 we obtain
[H
(i)
−1, A(z)] = −[B
(i)
−1, A(z)].
The integrability condition of (5.1), (5.2) implies
0 = [
∂
∂z
− A(z),
∂
∂zi
−B
(i)
−1] =
∂A(z)
∂zi
−
∂B
(i)
−1
∂z
+ [A(z), B
(i)
−1]].
We note that
∂B
(i)
−1
∂z
=
~U−1Ω(i)U
(z − zi)2
=
∂
∂zi
A(z),
where ∂
∂zi
means ∂
∂zi
acting only on the time variables, regarding the dynamical variables
as constant. In summary, we get
∂
∂zi
A(z) =
∂
∂zi
A(z) + [A(z), H
(i)
−1],
showing that H
(i)
−1 is the Hamiltonian for the time variable zi.
The proof for γp, µp are similar, and we note that for µp,
∂
∂µp
A(z) means ~U−1
∂G
(0)
−1
∂µp
U .
6 Appendix: Singular
We used a software Singular::Plural 3-1-0 to compute the commutativity of the Hamilto-
nians. In this appendix, we attach the program we used.
int n,m,k,l,s,t,p,q;
LIB "nctools.lib";
n=3;
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// n corresponds to sl(n)
int i,j;
ring R=(0,r(1..(n-1)),m(1..(n-1)),z),(e(0..(n^2-1)),E(0..(n^2-1))),Dp;
// r(i) corresponds to the parameter \gamma_i.
// m(i) corresponds to the parameter \mu_i.
// e(i) corresponds to the root vector e^{(\infty)}_{\alpha}[1], for example,
// e(1)=e^{(\infty)}_{\alpha_1}[1],
// e(2)=e^{(\infty)}_{\alpha_1+\alpha_2}[1].
// E(i) corresponds to E_{\alpha}, for example, E(1)=E_{\alpha_1},
// E(2)=E_{\alpha_1+\alpha_2}
matrix d[2*n^2][2*n^2];
//the matrix that defines the fundamental commutator relations
//sum mu_i+...mu_j
poly S(1);
for(i=0;i<=(n^2-1);i++){
S(1)=0;
p=i / n;
q=i%n;
if(i%n>0){
if(p < q){
for(k=p+1;k<=q;k++){
S(1)=S(1)+m(k);
}
d[i+1,n*q+p+1]=-S(1);
}
}
for(j=i+1;j<=(n^2-1);j++){
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s=j / n;
t=j%n;
if(q==s){
d[i+1+n^2,j+1+n^2]=-E(p*n+t);
}
if(t==p){
d[i+1+n^2,j+1+n^2]=E(s*n+q);
}
if(q==s and t==p){
d[i+1+n^2,j+1+n^2]=-E(p*n+t)+E(s*n+q);
}
}
}
print(d);
ncalgebra(1,d);
R;
//H(p) corresponds to Hamiltonians \mathcal{H}_p^{(2)}
for(i=1;i<=(n-1);i++){
poly H(i);poly W(i);
for(j=1;j<=i;j++){
20
W(i)=W(i)+(n-i)*E(n*(j-1)+j-1);
}
for(j=i+1;j<=n;j++){
W(i)=W(i)-(i)*E(n*(j-1)+j-1);
}
}
poly Q(1),Q(2);
poly S(2),S(3);
for(p=1;p<=(n-1);p++){
for(k=1;k<=n^2-1;k++){
S(1)=0;Q(1)=0;
i=k / n;
j=k%n;
if(i<p and p<=j){
for(l=i+1;l<=j;l++){
S(1)=S(1)+m(l);Q(1)=Q(1)+r(l);
}
H(p)=H(p)-(z/S(1))*(e(n*j+i)*E(k)+e(k)*E(n*j+i));
H(p)=H(p)+(1/S(1))*E(n*j+i)*E(k);
H(p)=H(p)+(1/(S(1)^2))*e(n*j+i)*e(k)*(E(n*i+i)-E(n*j+j));
H(p)=H(p)+(Q(1)/(S(1))^2)*(e(n*j+i)*E(k)+e(k)*E(n*j+i));
H(p)=H(p)+(Q(1)^2/(S(1)^3))*e(n*j+i)*e(k);
H(p)=H(p)-(1/S(1)^3)*e(n*j+i)^2*e(k)^2;
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for(m=j+1;m<=(n-1);m++){
S(2)=0;Q(2)=0;
for(l=i+1;l<=m;l++){
S(2)=S(2)+m(l);
Q(2)=Q(2)+r(l);
}
H(p)=H(p)-(1/(S(1)*S(2)))*(Q(1)/S(1)+Q(2)/S(2))
*(e(k)*e(n*j+m)*e(n*m+i)+e(n*j+i)*e(m*n+j)*e(n*i+m));
H(p)=H(p)-(1/(S(1)*S(2)))*
(E(k)*e(n*j+m)*e(n*m+i)+E(n*j+i)*e(m*n+j)*e(n*i+m)
+e(k)*E(n*j+m)*e(n*m+i)+e(n*j+i)*E(m*n+j)*e(n*i+m)
+e(k)*e(n*j+m)*E(n*m+i)+e(n*j+i)*e(m*n+j)*E(n*i+m));
}
for(m=0;m<=i-1;m++){
S(2)=0;Q(2)=0;
for(l=m+1;l<=j;l++){
S(2)=S(2)+m(l);
Q(2)=Q(2)+r(l);
}
H(p)=H(p)+(1/(S(1)*S(2)))*(Q(1)/S(1)+Q(2)/S(2))
*(e(k)*e(n*m+i)*e(n*j+m)+e(n*j+i)*e(n*i+m)*e(n*m+j));
H(p)=H(p)+(1/(S(1)*S(2)))
*(E(k)*e(n*m+i)*e(n*j+m)+E(n*j+i)*e(n*i+m)*e(n*m+j)
+e(k)*E(n*m+i)*e(n*j+m)+e(n*j+i)*E(n*i+m)*e(n*m+j)
+e(k)*e(n*m+i)*E(n*j+m)+e(n*j+i)*e(n*i+m)*E(n*m+j));
}
for(m=p;m<=n-1;m++){
S(2)=0;
for(l=i+1;l<=m;l++){
S(2)=S(2)+m(l);
}
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if(m<j){
H(p)=H(p)+(1/(S(1)^2*S(2)))
*(e(m*n+j)*e(n*j+m)*e(n*j+i)*e(k)
-e(n*m+i)*e(n*i+m)*e(n*j+i)*e(k));
}
if(m>j){
H(p)=H(p)+(1/(S(1)^2*S(2)))
*(e(m*n+j)*e(n*j+m)*e(n*j+i)*e(k)
-e(n*m+i)*e(n*i+m)*e(n*j+i)*e(k));
}
}
for(m=0;m<=p-1;m++){
S(2)=0;
for(l=m+1;l<=j;l++){
S(2)=S(2)+m(l);
}
if(m<i){
H(p)=H(p)+(1/(S(1)^2*S(2)))
*(e(n*i+m)*e(n*m+i)*e(n*j+i)*e(k)
-e(n*j+m)*e(n*m+j)*e(n*j+i)*e(k));
}
if(m>i){
H(p)=H(p)+(1/(S(1)^2*S(2)))
*(e(n*i+m)*e(n*m+i)*e(n*j+i)*e(k)
-e(n*j+m)*e(n*m+j)*e(n*j+i)*e(k));
}
}
//the part of three distinct roots
for(m=j+1;m<=n-2;m++){
for(s=m+1;s<=n-1;s++){
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S(2)=0;S(3)=0;
for(l=i+1;l<=m;l++){
S(2)=S(2)+m(l);
}
for(l=i+1;l<=s;l++){
S(3)=S(3)+m(l);
}
H(p)=H(p)+(1/(S(1)*S(2)*S(3)))
*(
e(k)*e(n*j+m)*e(n*m+s)*e(n*s+i)
+e(n*j+i)*e(n*m+j)*e(n*s+m)*e(n*i+s)
+e(k)*e(n*j+s)*e(n*s+m)*e(n*m+i)
+e(n*j+i)*e(n*s+j)*e(n*m+s)*e(n*i+m)
+e(n*i+m)*e(n*m+j)*e(n*j+s)*e(n*s+i)
+e(n*m+i)*e(n*j+m)*e(n*s+j)*e(n*i+s)
);
}
}
for(m=1;m<=i-1;m++){
for(s=0;s<=m-1;s++){
S(2)=0;S(3)=0;
for(l=m+1;l<=j;l++){
S(2)=S(2)+m(l);
}
for(l=s+1;l<=j;l++){
S(3)=S(3)+m(l);
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}H(p)=H(p)+(1/(S(1)*S(2)*S(3)))
*(
e(k)*e(n*j+m)*e(n*m+s)*e(n*s+i)
+e(n*j+i)*e(n*m+j)*e(n*s+m)*e(n*i+s)
+e(k)*e(n*j+s)*e(n*s+m)*e(n*m+i)
+e(n*j+i)*e(n*s+j)*e(n*m+s)*e(n*i+m)
+e(n*i+m)*e(n*m+j)*e(n*j+s)*e(n*s+i)
+e(n*m+i)*e(n*j+m)*e(n*s+j)*e(n*i+s)
);
}
}
for(m=i+1;m<=p-1;m++){
for(s=(j+1);s<=(n-1);s++){
S(2)=0;S(3)=0;
for(l=(m+1);l<=j;l++){
S(2)=S(2)+m(l);
}
for(l=(m+1);l<=s;l++){
S(3)=S(3)+m(l);
}
H(p)=H(p)-((S(1)+S(3))/(S(1)*S(2)*S(3)*(S(1)+S(3)-S(2))))
*(
e(k)*e(n*j+m)*e(n*m+s)*e(n*s+i)
+e(n*j+i)*e(n*m+j)*e(n*s+m)*e(n*i+s)
+e(k)*e(n*j+s)*e(n*s+m)*e(n*m+i)
+e(n*j+i)*e(n*s+j)*e(n*m+s)*e(n*i+m)
+e(n*i+m)*e(n*m+j)*e(n*j+s)*e(n*s+i)
+e(n*m+i)*e(n*j+m)*e(n*s+j)*e(n*i+s));
}
}
}
}
}
for(p=1;p<=n-1;p++){
H(p)=n*H(p);
H(p)=H(p)-z^2*W(p);
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}for(p=1;p<=n-1;p++){
for(q=p+1;q<=n-1;q++){
bracket(H(p),H(q));
}
}
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