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The internal Josephson oscillations between an atomic Bose-Einstein condensate (BEC) and a
molecular one are studied for atoms in a square optical lattice subjected to a staggered gauge field.
The system is described by a Bose-Hubbard model with complex and anisotropic hopping parame-
ters that are different for each species, i.e., atoms and molecules. When the flux per plaquette for
each species is small, the system oscillates between two conventional zero-momentum condensates.
However, there is a regime of parameters in which Josephson oscillations between a vortex-carrying
atomic condensate (finite momentum BEC) and a conventional zero-momentum molecular conden-
sate may be realized. The experimental observation of the oscillations between these qualitatively
distinct BEC’s is possible with state-of-the-art Ramsey interference techniques.
PACS numbers: 67.85.Hj, 05.50.+q, 64.70.Tg, 67.60.Bc
I. INTRODUCTION
Quantum coherence is a subject of fundamental im-
portance and practical interest, especially concerning the
construction of quantum logic devices. The Josephson
effect, historically proposed to occur in superconduc-
tors, has become an important tool for quantum coher-
ence measurements. In cold atoms, a quantum super-
position between two chemically different species (atoms
and molecules), which is yet another ramification of the
same effect, has been observed by means of Ramsey-like
interference experiments for Bose-Einstein condensates
(BECs) in a trap [1–3]. Later, experiments and theoret-
ical studies included an optical lattice [4–6]. However,
the studies were restricted to relatively simple quantum
systems.
The use of Berry’s phase to realize artificial gauge fields
for cold atoms has proven to be very fruitful to emulate
more complex quantum systems [7]. The possibility of
creating vortex lattices with this technique [8] provides
an exciting prospect of reaching the fractional quantum
Hall regime. Besides, the generation of a staggered mag-
netic flux in a driven two-dimensional (2D) optical lattice
holds promises of unprecedented simplicity [9–15]. By
loading a staggered-flux optical lattice with cold bosonic
atoms, distinct superfluids can form, depending on the
value of the flux φ per plaquette. For φ < π, the bosons
condense at zero momentum, whereas for φ > π a fi-
nite momentum BEC is realized, which carries a vortex-
antivortex lattice [10, 16]. In addition, when manipulat-
ing the interactions in the system by means of a Feshbach
resonance, a bound state of two bosonic atoms (a Fesh-
bach molecule) can occur, thus raising even further the
parameter space for the realization of different BECs: in-
deed, each type of particles, atoms (σ = 1) and molecules
(σ = 2) can, in principle, condense either at zero or at
finite momentum.
Here, we first study the two-body problem of the 2D
staggered-flux lattice for cold bosonic atoms. The stag-
gered flux splits the lattice into A and B sublattices, thus
introducing a pseudospin degree of freedom into the prob-
lem. Due to the breaking of time-reversal symmetry and
the presence of the pseudospin, bound states always ap-
pear, irrespective of the repulsive interaction strength.
This surprising finding provides a unique opportunity for
realizing cold atoms experiments in which pseudospin de-
grees of freedom play an important role in scattering pro-
cesses. They may also shed light on the corresponding
fermionic many-body problem in the context of high-Tc
cuprates. Indeed, a staggered-π-flux phase was first pro-
posed by Marston and Affleck [17] to describe the pseu-
dogap regime of high-Tc cuprates, and it has been ad-
vocated by many to be the hidden-order behind high-Tc
superconductivity [18].
Second, by taking into account a molecular formation,
we use the Bogoliubov theory to study the collective be-
havior of the generalized Bose-Hubbard model at zero
temperature. The interplay between species and pseu-
dospin degrees of freedom results in an effective four-band
description that supports various out-of-phase collective
modes, also known as Leggett modes [19]. In particular,
we find a regime of parameters in which coherent oscil-
lations between two qualitatively distinct BECs can be
realized: When the flux per plaquette for each species
φσ=1,2 < π and the hopping amplitudes Jσ=1,2 > 0,
the system oscillates between two conventional zero-
momentum condensates. However, for π < φσ=1 < 3π,
3π < φσ=2 < 4π, and Jσ=2 < 0, a coherent oscillation
between a conventional zero-momentum molecular BEC
and a vortex-antivortex carrying atomic BEC can occur.
The latter describes an internal Josephson oscillation be-
tween two macroscopic groundstates carrying different
quantum numbers [20].
The outline of this paper is the following: in Sec. II we
introduce the model and calculate the two-atom scatter-
ing, the many-body problem, and the collective modes
in Subsecs. IIA, IIB, and IIC, respectively. In Sec. III
we provide estimates for the realization of the collective
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FIG. 1. (Color online) Optical square lattice in the presence
of an artificial staggered flux. (a) Schematic representation of
a staggered flux pattern with strength φ in each plaquette. (b)
Two interpenetrating square sublattices A and B connected
by the vectors el, l ∈ {1, 2, 3, 4}. The unit cell is a square
lattice (red circles) with a lattice constant a.
modes. In Sec. IV we discuss the possibilities of ob-
serving our results experimentally, and we present our
conclusions.
II. THE MODEL
We consider a 2D Bose-Hubbard model for single-
species cold bosonic atoms in the presence of a staggered
flux,
H = −
∑
r∈A,l
(
Jeiφ(−1)
l/4a†
r
br+el + h.c.
)
+
U
2
∑
r∈A⊕B
nr(nr − 1). (1)
Here, J is the hopping amplitude between nearest-
neighbor sites, φ is the flux per plaquette, which al-
ternates in sign between neighboring plaquettes, l ∈
{1, 2, 3, 4}, and U is the on-site repulsive Hubbard inter-
action. The operators a†
r
(ar) and b
†
r
(br) are the bosonic
creation (annihilation) operators at site r in the square
sublattices A and B, respectively, and nr is the num-
ber operator. The sublattice constant is given by a =
λ/
√
2, where λ is the laser wavelength and the connect-
ing vectors el are defined by e1 = −e3 = (λ/2) eˆx and
e2 = −e4 = (λ/2) eˆy; see Fig. 1. With the techniques
described in Ref. [9], a strongly driven time-dependent
optical lattice can give rise to an effective hopping am-
plitude J for the Hamiltonian (1), which takes positive
as well as negative values [21]. A physical estimation of
the parameters based on Ref. [9] will be discussed in Sec.
III.
A. Two-atom scattering
Let us start by considering the scattering of two
bosonic atoms at lattice sites r1 and r2 of the square op-
tical lattice. The two-body Schro¨dinger equation related
to the Hamiltonian (1) is given by
[
Hr1 ⊗ I2×2 + I2×2 ⊗Hr2 + U δr1,r2
]
~Ψ = E~Ψ (2)
where
Hri ≡
(
0 ∆ri
∆∗ri 0
)
(3)
is the single-particle kinetic term for particle i = 1, 2,
with the discrete displacement operator ∆r in the pres-
ence of staggered flux φ defined as
∆rΨ(r) = −J
{
eiφ/4[Ψ(r+ e1) + Ψ(r+ e3)]
+e−iφ/4[Ψ(r+ e2) + Ψ(r+ e4)]
}
,
∆∗
r
Ψ(r) = −J
{
e−iφ/4[Ψ(r+ e1) + Ψ(r+ e3)]
+eiφ/4[Ψ(r+ e2) + Ψ(r+ e4)]
}
, (4)
and I2×2 is the 2 × 2 identity matrix. The two-particle
wavefunction ~Ψ is constructed by taking the tensor prod-
uct of two spinorial wavefunctions (ΨA(r1),ΨB(r1)) ⊗
(ΨA(r2),ΨB(r2)), or, in terms of its component,
~ΨT ≡ [ΨAA(r1, r2),ΨAB(r1, r2),ΨBA(r1, r2),ΨBB(r1, r2)].
Similarly Eq. (2) can be written explicitly as


Uδr1,r2 ∆r2 ∆r1 0
∆∗r2 Uδr1,r2 0 ∆r1
∆∗
r1
0 Uδr1,r2 ∆r2
0 ∆∗r1 ∆
∗
r2
Uδr1,r2

 ~Ψ = E~Ψ. (5)
By using a unitary matrix [22],
Sˆ ≡


1 0 0 0
0 1√
2
1√
2
0
0 1√
2
− 1√
2
0
0 0 0 1

 , (6)
Eq. (5) can be expressed in terms of the center-of-mass
R = (r1 + r2)/2 and relative r = r1 − r2 coordinates,
3SˆHSˆ† =


Uδr1r2
1√
2
(∆r1 +∆r2)
1√
2
(∆r2 −∆r1) 0
1√
2
(∆∗
r1
+∆∗
r2
) Uδr1r2 0
1√
2
(∆r1 +∆r2)
1√
2
(∆∗r2 −∆∗r1) 0 Uδr1r2 1√2 (∆r1 −∆r2)
0 1√
2
(∆∗
r1
+∆∗
r2
) 1√
2
(∆∗
r1
−∆∗
r2
) Uδr1r2

 . (7)
Using plane-wave states Sˆ~Ψ(r1, r2) = e
iK·Reik·r~ΨK,k
with center-of-mass and relative quasimomentaK and k,
respectively, we rewrite the non-interacting Schro¨dinger
equation, which may then be diagonalized by using an-
other unitary matrix Sˆ′, to yield(
E − λ(i)
K,k
)
Φ
(i)
0,K,k = 0, for i = 1, 2, 3, 4, (8)
where λ
(i)
K,k is the i-th eigenenergy corresponding to the i-
th component of the “pseudospin” eigenvector ~Φ0,K,k =
Sˆ′~ΨK,k. The subscript zero in the eigenvector ~Φ0,K,k
denotes the non-interacting limit of the problem. Since
the interaction matrix 〈k|Uˆ |k′〉 = U I4×4 is diagonal and
momentum-independent, the Lippman-Schwinger equa-
tion for the scattering problem,
|~ΦK,k〉 = |~Φ0,K,k〉+ Gˆ(EK,k)Uˆ |~ΦK,k〉
can be resummed to all orders in Uˆ in the new basis
~Φ0,K,k(r) for each pseudospin component to yield
Φ
(i)
K,k(r) = Φ
(i)
0,K,k(r) +
UG(i)(EK,k, r)
1− UG(i)(EK,k, 0) . (9)
Here, G(i)(E, r) is the Fourier transform of the non-
interacting Green’s function G˜(i)(E,k′) = 1/(E−λi
K,k′+
i0). In contrast to the usual atomic scattering problem,
the pseudospin-carrying particles give rise to four inde-
pendent scattering continua, see Fig. 2. Each scattering
continuum, in addition, may support a bound state ly-
ing above it, which occurs when the scattering amplitude
diverges, i.e., at the position of the pole with energy E
(i)
B ,∫
1BZ
d2k′
(2π)2
1
E
(i)
B − λ(i)K,k′
=
1
U
, (10)
see solid curves in Fig. 2.
We observe two striking features in the present model,
which hold for all flux values except for the cases φ =
2πn, n ∈ Z, when the two sublattices become degenerate.
Firstly, the existence of at least one flat band λ
(i)
K=0,k = 0,
which is independent of the relative quasimomentum k
at zero center-of-mass quasimomentum K = 0, guaran-
tees the existence of a bound state solution with energy
EB = U , even for arbitrarily weak repulsive interaction
strength. This is in stark contrast to the usual Hubbard
model in a simple 3D cubic lattice, where a critical re-
pulsive interaction strength is required for the existence
of a bound state solution [23]. Secondly, at certain ener-
gies both scattering and on-resonance processes can take
place simultaneously in separate pseudospin channels.
FIG. 2. (Color online) Energy spectrum E (in units of
the hopping parameter J) of the two-body Hamiltonian (1)
as a function of the center-of-mass quasimomentum K for
U/J = 1.818 and φ = π. The four shaded bands I-IV depict
the scattering continua for the four pseudospin components,
and the solid curves are the energy dispersion of the repul-
sively bound pairs that lie above their respective scattering
continuum.
Collisions between free atoms and repulsive bound pairs
can thus lead to interesting dynamics since the pseu-
dospin is generally not a good quantum number. More-
over, due to the lack of dissipation in an optical lattice,
the repulsive bound pairs are expected to be long-lived
[23], and it is conceivable that they can form a BEC.
B. Many-body problem
To study the dynamics when both atoms and compos-
ite particles are present, we generalize the Hamiltonian
(1) to an effective two-species model:
H =−
∑
r∈A,l,σ
(
Jσe
iφσ(−1)l/4a†r,σbr+el,σ + h.c.
)
+
∑
r∈A⊕B,σ
[
(ǫσ − µσ)nr,σ + Uσ
2
nr,σ(nr,σ − 1)
]
+ g
[∑
r∈A
a†
r,2ar,1ar,1 +
∑
r∈B
b†
r,2br,1br,1 + h.c.
]
,(11)
with species index σ = 1(2) denoting atoms (composite
particles), and an inter-species conversion term charac-
terized by the strength g. Here, ǫσ=1(2) and µσ=1(2) are
respectively the on-site energy and the chemical poten-
tial for atoms (composite particles), and µ2 = 2µ1. The
4hopping amplitude Jσ, the flux strength φσ, and the on-
site interaction Uσ are species dependent because of the
difference in massesm2=2m1. Multi-band effects are ne-
glected because only small inter-atomic interactions are
considered. In addition to repulsive bound pairs, compos-
ite particles (which we henceforth call molecules) can also
be formed by the use of Feshbach resonances [24]. In the
absence of a staggered flux, this two-species model can
in fact be derived from a microscopic Feshbach resonance
model in which the relative on-site energy ǫσ=1/ǫσ=2 and
the inter-species coupling strength g can be tuned via
an external Feshbach magnetic field [5, 25, 26]. The
molecule-molecule interaction U2 and the atom-molecule
interaction terms are neglected in the present work be-
cause they are of higher order in the molecule operators,
and we are considering the limit of a low molecule filling
factor. Throughout our work, we consider n2 ≪ 0.3 and
these terms have a negligible contribution.
The corresponding phase diagram exhibits a rich be-
havior, which includes an array of superfluid-Mott-
insulator transitions [6] and a quantum Ising transition
due to an enlarged symmetry group U(1) × Z2 [27, 28].
The Ising transition, which can also be viewed as a topo-
logical confinement-deconfinement transition, separates
a phase with a molecular condensate (MC) and nor-
mal atoms with a residual Z2 symmetry, from a phase
in which both molecules and atoms (MC+AC) are con-
densed. The mean-field phase boundary can be deter-
mined by generalizing the work of Ref. [5] and identify-
ing the development of an instability in the atomic spec-
trum in the phase with only a molecular condensate; see
Fig. 3. We will henceforth measure the energy param-
eters in units of ~ω = 10kHz, which is the typical har-
monic frequency of each well on a lattice site. At higher
values of the interaction strength, the staggered flux is
expected to simply renormalize the critical value (U/4J)c
of the superfluid-Mott-insulator transition at a fixed den-
sity, as it was found for single-species [10].
C. Collective modes
Deep in the superfluid regime, however, BEC states
with distinct momenta can concurrently form because
the atomic and molecular fields are subjected to different
flux values φσ. In this subsection, we focus on the collec-
tive modes in the superfluid regime where the U(1)×Z2
symmetry is broken. By performing a canonical trans-
formation to the band representation,
α+
k,σ =
1√
2
(
ǫ˜k,σ
|ǫ˜k,σ|ak,σ + bk,σ
)
, (12)
α−
k,σ =
1√
2
(
− ǫ˜k,σ|ǫ˜k,σ|ak,σ + bk,σ
)
,
0. 0.2 0.4 0.6 0.8 1.
0.
0.1
0.2
0.3
g/hω
MC
MC+AC
n
2
-
FIG. 3. (Color online) The phase boundary of the quantum
Ising transition plotted as a function of the molecular con-
densate fraction n2 and the coupling strength g/~ω. Each
lattice site represents a sufficiently deep harmonic trap with
frequency ~ω = 10kHz, in terms of which all energy units are
based. The figure is plotted for the following chosen param-
eters: J1/~ω = −0.11, J2/~ω = −0.08, U1/~ω = 0.2, ǫ1/~ω =
1.5, ǫ2/~ω = 2, φ1 = 4π/3, and φ2 = 16π/5.
FIG. 4. (Color online) Collective modes of the atom-molecule
system subjected to a staggered flux: (a) Scenario (I) with
J1/~ω = 0.11, J2/~ω = 0.08, and φ1,2 = 4π/5. (b) Scenario
(II) with J1/~ω = −0.11, J2/~ω = −0.08, φ1 = 4π/3, and
φ2 = 16π/5. The other parameters are chosen as follows:
g/~ω = 0.8, U1/~ω = 0.2, ǫ1/~ω = 1.5, ǫ2/~Ω = 2, n1 = 0.5,
and ~ω = 10kHz.
where
ǫ˜k,σ = 4Jσ
[
cos
(
φσ
4
)
cos
(
kx′a
2
)
cos
(
ky′a
2
)
−i sin
(
φσ
4
)
sin
(
kx′a
2
)
sin
(
ky′a
2
)]
(13)
is the kinetic form factor in the momentum space (the
prime denotes sublattice coordinates), we find that the
non-interacting part of the Hamiltonian (11) is described
by four distinct bands with energy dispersions
E±
k,σ = ±2Jσ
{
cos2[k+a] + cos2[k−a]
+2 cos[φσ/2] cos[k
+a] cos[k−a]
}1/2
, (14)
5where k± = (kx′ ± ky′)/2 (see Fig. 2 for the definition
of the x′ − y′ coordinate system). The on-site interac-
tion and atom-molecule coupling terms take the general
inter-/intra-band coupling form. We then consider the
formation of BECs, where the lowest energy operators for
the atoms (σ = 1) and for the molecules (σ = 2), both
acquire a non-zero expectation value at the respective
condensation points k0(σ = 1, 2), with condensate num-
ber N0,σ. The Bogoliubov approximation amounts to
substituting α−k=k0(σ),σ→
√
N0,σ + α
−
k=k0(σ),σ
and keep-
ing the fluctuations up to the quadratic order. The 8× 8
grand-canonical mean-field Hamiltonian then reads
H =
1
2
∑
iωn,k
ψˆ†
k
Gˆkψˆk, Gˆk =
[
Mˆk,1 Qˆk
Qˆ†
k
Mˆk,2
]
, (15)
where the matrices
Qˆk = g


√
n1(s
−
k )
∗ 0
√
n1(s
+
k )
∗ 0
0
√
n1s
−
−k 0
√
n1s
+
−k√
n1(s
+
k )
∗ 0
√
n1(s
−
k )
∗ 0
0
√
n1s
+
−k 0
√
n1s
−
−k,

 ,
Mˆk,1 =


ε+k,1
1
2U1n1u
+
k + g
√
n2(v
−
k )
∗ 0 12U1n1u
−
k + g
√
n2(v
+
k )
∗
1
2U1n1(u
+
k )
∗ + g
√
n2v
−
k (ε
+
k,1)
∗ 1
2U1n1(u
−
−k)
∗ + g
√
n2v
+
−k 0
0 12U1n1u
−
−k + g
√
n2(v
+
−k)
∗ ε−k,1
1
2U1n1u
+
k + g
√
n2(v
−
k )
∗
1
2U1n1(u
−
k )
∗ + g
√
n2v
+
k 0
1
2U1n1(u
+
k )
∗ + g
√
n2v
−
k (ε
−
k,1)
∗,

 ,
Mˆk,2 =


ε+k,2 0 0 0
0 (ε+k,2)
∗ 0 0
0 0 ε−k,2 0
0 0 0 (ε−k,2)
∗,

 ,
with the Nambu spinor defined as
ψˆ†k =
(
α+ †k,1 , α
+
−k,1, α
− †
k,1 , α
−
−k,1, α
+ †
k+k0(σ=1),2
, α+−k+k0(σ=1),2, α
− †
k+k0(σ=1),2
, α−−k+k0(σ=1),2
)
.
Here, n1(n2) denotes the atomic (molecular) condensate fraction, ε
±
k,σ = i~ωn+E
±
k,σ + ǫσ − µσ +2Uσnσ, where ωn is
the Matsubara frequency. The transformation coefficients are given as: u±k = 1± η∗k,1 η∗−k,1 ηk0(σ=1),1 ηk0(σ=1),1, v±k =
1±η∗0,2 ηk,1 η−k,1, s±k = 1±η∗k+k0(σ=1),2 ηk0(σ=1),1 ηk,1, where ηk,σ = Arg
{
eiφσ/4 cos[(kx′ +ky′)a/2]+e
−iφσ/4 cos[(kx′ −
ky′)a/2]
}
and k0(σ) denotes the quasimomentum at which species σ condenses.
We require that the terms that are linear in the fluc-
tuations vanish, yielding the relations,
sign
(
J2
)
exp
(
η∗k0(σ=2),2 + 2ηk0(σ=1),1
)
= 1,
sign
(
J2
)
exp
(
η∗k0(σ=2),2 + ηk0(σ=1),1
+ ηk0(σ=2)−k0(σ=1),1
)
= 1, (16)
as well as[
1 + sign
(
J2
)
exp
(
η∗k0(σ=2),2 + 2ηk0(σ=1),1
)]
×gn1√n2 δk0(σ=2),2k0(σ=1)
+nσ(1 + δσ,2) (E
−
k,σ − µσ + ǫσ + Uσnσ) = 0, (17)
where δa,b is a Kronecker delta. We find that the two-
species system is only allowed to have two condensa-
tion scenarios: (I) for J2 > 0, 0 6 φ1,2 < π and (II) for
J2 < 0, π < φ1 < 3π, 3π <φ2 < 4π. In scenario (I), both
atoms and molecules condense at the same momentum
k0 = 0, whereas in scenario (II) the molecules condense
at k0 = 0, while the atoms condense at a different mo-
mentum k0 = (π/a, π/a). Outside these regimes, the
system does not admit a self-consistent stable mean-field
condensate state. Since µ2 = 2µ1, we can equate the two
expressions resulting from solving Eq. (17) for µσ and
obtain a relation between n1 and n2, demonstrating that
the two condensate fractions are not independent.
The excitation spectrum for both scenarios, obtained
by solving the mean-field Hamiltonian (15), consists of
four collective modes because of the A−B sublattices
and the atom-molecule species degrees of freedom; see
Fig. (4). The lowest branch is the Goldstone mode asso-
ciated with both, A−B sublattices and atom-molecule in-
phase density fluctuations. The next lowest branch cor-
responds to the A−B out-of-phase but atom-molecule in-
phase oscillation mode. The third and fourth branches,
separated by a gap from the two lowest branches, de-
scribe collective modes where atoms and molecules oscil-
late out-of-phase. In fact, the long-wavelength physics of
the third branch is equivalent to a coherent oscillation of
density number of the two species in real time. It thus
describes an internal Josephson effect of an atomic and
a molecular condensates that can have distinct quantum
numbers, with a frequency that is given by the energy
gap. The dependence of the gap on the coupling strength
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FIG. 5. (color online) Josephson frequency of two BECs with
distinct momenta as a function of coupling strength for dif-
ferent on-site interaction strength, with ~ω = 10kHz. The
system exhibits dynamical instabilities for g . 0.7~ω.
g for scenario (II) is shown in Fig. (5) for weak and in-
termediate on-site interactions. This result provides a
promising experimental opportunity to study the coher-
ent dynamics of two distinct macroscopic ground states
in a cold atomic system.
III. EXPERIMENTAL OBSERVATION
The many-body phenomena discussed in Sec. II.C may
be observed experimentally by using the set-up proposed
in Refs. [9, 21], where ultracold bosons are trapped in
a time-dependent square optical lattice with staggered
currents. Here, we provide an estimate of the parameters
specific for this configuration. Using the Floquet theory,
one can show that the time-dependent problem can be
described by an effective Hamiltonian of the form [21]
Heff = −J¯J0
(
2ξN
~Ω
)
Tˆ+ − i1
2
ξMJ1
(
2ξN
~Ω
)
[Mˆ, Nˆ ]
+Hint
≡ −J Tˆ+ − i1
2
K [Mˆ, Nˆ ] +Hint (18)
where Tˆ+ ≡
∑
r∈A,l
{
a†
r
br+el + h.c.
}
and
[Mˆ, Nˆ ] ≡ 2∑
r∈A,l
{
(−1)la†
r
br+el − h.c.
}
are the
single-particle hopping operators, with l = 1, 2, 3,
and 4. J0(z) and J1(z) are Bessel functions of the
first kind and Hint is the onsite interaction term.
The parameters J¯ =
∫
dxdy w(x, y)w(x + 1/2, y),
ξN = 2κV¯0
∫
dxdy |w(x, y)|2 cos(kx) cos(ky), and
ξM = κ V¯0
∫
dxdy w∗(x + λ/4, y)[sin2(kx) −
cos2(ky)]w(x − λ/4, y) are given in terms of the
Wannier function w(x, y) of the optical lattice with
amplitude κ and lattice depth V¯0. The time-periodic
driving has a frequency Ω, and the strongly driven
regime is fulfilled by the conditions J¯ , ξM , U ≪ ~Ω.
For simplicity, we may take the Wannier function to be
the ground state wavefunction of a harmonic oscillator
w(x, y) = (1/lHO
√
π) exp[−(x2 + y2)/2l2HO] for a lattice
site with harmonic length lHO = (Er/V¯0)
1/4(λ/2π),
where Er = h
2k2/2m is the recoil energy, m is the
mass of the atom, and k = 2π/λ. For an optical lattice
potential with amplitude fixed at κ = 1 and V¯0/Er ≈ 2,
we get ξN ≃ 1.404 V¯0. For the other parameters, we
use the result from a full band calculation made in Ref.
[21] that gives J¯ ≃ 2.5 ξM . Because the Bessel functions
range from negative to positive values, we see that the
tunneling amplitudes J and K can attain negative values
as a function of the driving frequency, see Fig. 6(a).
In the superfluid regime of the Hamiltonian (18), there
exist four distinct order parameters in four ranges of driv-
ing frequency, which we denote here as superfluid A, B,
C and D; see Fig. 6(b): superfluids A and C are the zero-
momentum condensate while superfluids B and D are the
finite-momentum condensates. As explained in Ref. [21],
even though two of the four superfluids carry the same
momentum, they have different symmetries associated
with them. On the other hand, there is a square region
enclosing the origin of the phase diagram that character-
izes a Mott insulator phase, not shown in Fig. 6(b). For
the lattice amplitude we consider here, the width of the
Mott region at unit filling is ≃ 0.04U , thus not sizable,
and the system does not cross into the Mott insulator
state as the driving frequency is varied.
To relate to the Hamiltonian studied in Eq. (1), we
may rewrite the kinetic term of Eq. (18) in the polar
form
Heff = −
∑
r∈A,l
(
Jeffe
iφeff(−1)l/4a†rbr+el + h.c.
)
(19)
with the effective parameters given as
Jeff =
√
J¯2J 20
(
2ξN
~Ω
)
+ ξ2MJ 21
(
2ξN
~Ω
)
,
φeff = 4 tan
−1
[
ξMJ1
(
2ξN
~Ω
)
J¯J0
(
2ξN
~Ω
) ]. (20)
In this representation, the negativity of the tunneling
amplitude arises from the phase value eipi.
An additional ingredient of the model we study in this
work is that it consists of two species, namely atoms
and molecules, trapped in the same time-dependent op-
tical lattice. We take the simplest consideration where
their masses are related by m2 = 2m1. Accordingly, the
parameters of the model, through their dependence on
the Wannier functions, scale as lHO,σ=1 = 1.189 lHO,σ=2,
J¯σ=1 = 3.838 J¯σ=2, ξN,σ=1 = 0.901 ξN,σ=2, and J¯σ=2 ≃
2.5 ξM,σ=2. The additional subscript σ, as previously
used, denotes the species index. Thus, for the molecules
subjected to the same time-dependent optical lattice, the
positions of the zeros of the tunneling amplitudes Jσ=2
and Kσ=2 (the real and imaginary components, respec-
tively) are both scaled by a factor 0.901 as compared to
the atomic case in Fig. 6(a). Consequently, the driv-
ing frequency range for the various molecular superfluid
phases is shifted accordingly.
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FIG. 6. (color online) (a) The value of J/J¯ (the real com-
ponent) and K/J¯ (the imaginary component) plotted as a
function of 2ξN/~Ω, for amplitude κ = 1 and V¯0/ER = 2.
The four zones A, B, C and D characterize four superflu-
ids with different symmetries in the weak interaction regime.
(b) Phase diagram of the Hamiltonian (18). The solid curve
shows the superfluid phases that the system realizes as the
parameter 2ξN/~Ω is tuned from 0 to 8.5. We take U/J¯ ≈ 1
for our case.
In Sec. II.C we propose two possible scenarios to study
coherent oscillations of atomic and molecular conden-
sates. In the phase diagram of Fig. 6(b), the two scenar-
ios are: (I) both atoms and molecules condense at zero
momentum and form the superfluid A; (II) the atoms
condense at finite momentum (superfluid B), whereas
the molecules condense at zero momentum (superfluid
C). Therefore, for the setup under consideration in this
section, we estimate that for a driving frequency range
0 < 2ξN,σ=1/~Ω < 1, scenario (I) can be realized,
whereas for the driving frequency region 2ξN,σ=1/~Ω ≈ 3,
scenario (II) can be realized.
IV. DISCUSSIONS AND CONCLUSIONS
Bound states with pseudospin components can be ob-
served experimentally, since the binding energy EiB can
be inferred by spectroscopic measurements [23, 29, 30].
The lifetime of the bound state can also be probed
through the techniques used in Ref. [23]. More impor-
tantly, a coherent oscillation between distinct macro-
scopic ground states can be experimentally observed by
performing double-pulse Ramsey experiments [1, 4] for
bosonic atoms in the optical lattice setup described in
Ref. [9]. The regime of negative hopping parameters
J < 0 for the staggered flux optical lattice may be real-
ized experimentally, as shown in Ref. [31]. Recent ex-
periments in optical lattices without flux have probed
the negative hopping regime by shaking the lattice with
a periodic perturbation [32], similar to the one occurring
in Ref. [9].
In conclusion, we investigated the dynamics of a gen-
eralized two-species Hubbard model subjected to a stag-
gered flux. At the two-atom level, we studied the scatter-
ing problem with an onsite interaction. The local nature
of the interaction allowed us to solve the two-body prob-
lem exactly, and we obtained the scattering spectra, as
well as bound states induced by the repulsive interaction.
The fact that the atoms carry a pseudospin gives rise to
new scattering properties that are not present in conven-
tional cold atomic systems. In particular, we find that
a repulsive bound state always exists at zero center-of-
mass quasimomentum due to the existence of a flat band.
We then use the existence of bound states in the two-
body problem as a motivation to study the many-body
problem in a generalized Hubbard model subjected to a
staggered flux. The resulting system can execute various
collective density oscillations, especially an out-of-phase
mode, which is also known as Josephson oscillation. Fur-
thermore, we propose a way to realize a quantum super-
position of different species with different momenta, zero
for the molecular condensate and finite for the atomic
one. The results can be probed by combining state-of-
the-art techniques. This work opens up new perspectives
in the realization of more complex BEC’s and in the pre-
cise control of their dynamics.
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