The possibility of a solution of the Vlasov-Maxwell equations as a time-dependent problem in a tokamak geometry at ϳ ci is studied. The major approximations in the analysis are the following: small Larmor radius relative to the wavelength, particle orbits deviate little from a magnetic surface during the time of the dominant contribution to the orbit integral. This direct integration becomes possible due to a rapid growth of the computing power and the development of multiprocessing. A proper description of the plasma dielectric properties in this time-dependent approach is made. Due to a limited computing power and not completely optimized procedure applied in the analysis, the time evolution of Maxwell equations is limited to cases of relatively small perpendicular wave numbers. The results demonstrate that it is computationally feasible to perform a direct integration of the time-dependent Vlasov-Maxwell equations in a tokamak geometry on a substantially long time interval. The directions of the further optimization of this method are discussed and the suggestions for the further analysis are made.
I. INTRODUCTION
We investigate the possibility of the development of a feasible method for a numerical solution of the linearized Vlasov-Maxwell equations in a tokamak geometry in the ion cyclotron range of frequencies without restrictive approximations currently used for addressing such problems. At the present time this problem is considered as a steady-state problem ͑with a fixed frequency of the wave͒ and the major approximations, made in practical calculations, include ͑a͒ small Larmor radii relative to the wavelength, ͑b͒ particle orbits deviate little from a magnetic surface during the time of the dominant contribution to the orbit integral, and ͑c͒ significant simplifications in the orbit integrals are made.
The restriction ͑a͒ is validated for the low cyclotron harmonics when special care is taken about the mode converted Bernstein waves. The restriction ͑b͒ holds with reasonable accuracy because of the relatively small number of particles which drift far away from the magnetic surface during the mentioned time. The restriction ͑c͒, however, is accurate only in a limited domain of wave numbers. The simplifications in the orbit integral ͑typically an expansion of the phase in the integral around the stationary point͒ may lead to inaccuracies, especially if they are applied in the region of the cyclotron resonance or its harmonics.
The approximations ͑b͒ and ͑c͒ are connected with the difficulty of an exact treatment of the poloidal component of the static magnetic field. When the magnetic field structure is treated exactly, then the wave propagation is described by complicated integro-differential equations. A lot of work has been done to include the poloidal component of the magnetic field in the full wave model. A full wave numerical simulation was developed by Brambilla and Krücken 1 which was later developed into the toroidal full wave code, TORIC. 2 A work of Gambier and Samain, 3 based on a variational Hamiltonian theory, led to a development of the toroidal full wave code, ALCYON. 4 In both these codes along with assumptions ͑a͒, ͑b͒, significant simplifications in the orbit integrals are made in order to make the calculation computationally feasible. An extensive analytical analysis for general equilibria in a more accurate model is made by Lamalle. 5 From this work, however, it is not clear what kind of additional approximations are necessary in order to use these results in a feasible computation. A comprehensive description and comparison of the previous theories and codes is made in Refs. 6 and 7. A different approach based on a perturbation method in a boundary layer analysis is developed by Jun et al. 8 A comprehensive analysis of these problems in a planestratified geometry is made by Swanson. 9 We address this problem in a different but, perhaps, the most ''natural'' way. We solve the Vlasov-Maxwell equations as an initial value problem ͑time-dependent approach͒ with rf fields driven by an antenna. We perform the time integration along the exact unperturbed particle orbits with only approximations ͑a͒ and ͑b͒ used. This direct integration becomes possible due to a rapid growth of computing power and the development of multiprocessing. An approach of this kind was suggested by Batchelor 10 in his address to the 13th Topical Conference on Radio Frequency Power in Plasmas as one of the future directions for this field.
In this approach the waves are generated at tϭ0 by a periodic source. It is expected that during the time of evolution the em fields will have approached a steady state, allowing one to examine both the time dependence and the steadystate limit. This steady-state limit is the desired solution of the conventional steady-state problem. When there are two waves present simultaneously, which is common in mode conversion regions, the Bernstein wave has a much slower group velocity and may not have reached both the steady state and the region where its wavelength is very short and unresolvable by a feasible grid by the time the faster electromagnetic wave has. In cases of this type, the fully evolved faster wave can be used as a source for the slower wave and ray tracing can be applied to follow more accurately the evolution of the slow wave as it leaves the coupling region.
For this initial study of this approach we use a relatively simple model of a cylindrical plasma in a tokamak-like magnetic field. A proper description of the plasma dielectric properties in this time-dependent approach is made. This description is connected with the particular numerical method used for the solution of the Vlasov equation. The time evolution of the Maxwell equations is concentrated on a case of a second harmonic resonance in the plasma.
II. DESCRIPTION OF THE MODEL AND FIELD EQUATIONS
We consider a cylindrical plasma with radius a. The plasma is surrounded by conducting walls and is placed in a tokamak-like magnetic field with components,
where B 0 is the magnetic field in the plasma center and A is the aspect ratio. The plasma density and temperature profiles,
We assume that the unperturbed velocity distribution function for each plasma species is a Maxwellian distribution function of the form
where q ␣ and m ␣ are the charge and the mass of a given plasma species and the temperature T ␣ is in energy units. Wave propagation is described by the linearized Vlasov-Maxwell equations,
At tϭ0, an antenna starts to generate rf fields with ϳ ci and z dependence ϰexp͓ikz͔. We want to calculate the time evolution of the electromagnetic fields on a time interval 0рtрT.
III. ION CURRENT

A. Ion dielectric function
We Fourier transform each function in z. Let ci (0) be the ion cyclotron frequency at the center of the plasma. We use 1/ ci (0), a, a ci (0) as the units for time, length, and velocity, respectively. Then for a fixed k at a moment t the ion current at a point (x,y) can be expressed as an integral along the unperturbed particle orbits ͑see, e.g., Ref. 11͒,
where
In this equation, iϭx,y,z, the electric field components are taken at point "tϪ,x(),y(),k…. 
In the above equations the magnetic field components are in the units of B 0 . In Eq. ͑1͒ we neglected the variation of the plasma density and temperature over the distance of Li . This assumption holds with good accuracy, but, it can be dropped when necessary without significant complications. We assume that during the time of evolution of the system, particles do not deviate much from the magnetic surface on which they started their motion. As will be seen from further analysis, less restrictive time of the dominant contribution to the orbit integral has to be used instead of the time of evolution. The assumption about particle deviation from the magnetic surface is well satisfied within our model and it seems to be a very good approximation for a broad range of model magnetic fields. This assumption is included in Eq. ͑1͒ ͓fixed ñ (r), ion (r)]. This means that a particle which started to move at a point (x,y) will stay close to the line corresponding to the magnetic surface at the xy plane.
We distribute mesh points in the vicinity of this line in such a way that the region covered by these points practically covers every possible particle's trajectory with initial velocities from the bulk of the distribution f 0 (v); see Fig. 1 . Then we approximate the electric field in the region covered by the mesh points by a quadratic Lagrange interpolation of the form
where r 1 , 1 are connected with the sector of interpolation containing 9 mesh points to which the point (x,y) belongs. The functions are of the form
for each pair jm the product j (r 1 ) m ( 1 ) is nonzero in the vicinity of the mesh point jm. Note that the index m in Fig.  1 covers a number of sectors of the interpolation and its meaning for the function is different. For this interpolation to be accurate, the distance between mesh points h and the wavelength should satisfy hр/4. The application of the quadratic interpolation ͑3 mesh points in the direction Ќ to the field line͒ means that the 2nd order effects of the ion Larmor radius are included. One can put more mesh points in the perpendicular direction and make a higher order interpolation ͑to include higher order effects of the ion Larmor radius͒, but it would require more computational time and more memory. The wider interpolation range in the perpendicular direction would also allow for a more accurate modeling of the contribution from the particles which drift away from the magnetic surface. After substituting Eq. ͑2͒ into Eq. ͑1͒ we find
lϭx,y,z, with
͑4͒
The function ⌿ depends on the mesh distribution, density, temperature, and on the magnetic field topology, but it does not depend on the structure and the time dependence of the rf electric field. Therefore this function is the analog of the dielectric function. If the function ⌿ is found at a number of grid points (x,y), then one can make an interpolation of this function and find it at any point (x,y). This procedure will define a continuous function ⌿ on the whole domain xy. When ⌿ is found for each plasma species on the interval 0ррT, one can find the current with the help of Eq. ͑3͒ and perform the time evolution of the Vlasov-Maxwell equations for 0рtрT.
The method for the calculation of the ion current described above is appropriate when the magnetic surface lies at some distance from the center and particle trajectories do not cover the center. In order to calculate the ion current in the central region, we apply a similar technique. We cover the central region with a rectangular mesh, apply a quadratic Lagrange interpolation for the electric field and construct an analogous function ⌿ for the central region.
The particular way by which the electric field is approximated in Eq. ͑2͒ provides an efficient algorithm for the integration over the three-dimensional ͑3-D͒ velocity space in Eq. ͑4͒. In this approach we follow the exact particle trajectories and accumulate the velocity integral at a given moment of time only for the indices of the function ⌿ corresponding to the interpolating segment at which the particle is located. If one would use, for instance, a Fourier sum for the approximation of the electric field in the direction, then it would be necessary to accumulate the integral for every Fourier harmonic simultaneously. This would have made this calculation unfeasible. The calculation of the function ⌿ on a large enough domain is a real challenge which becomes feasible only with a powerful multiprocessing system.
Because of the oscillatory behavior of ⌿ as a function of , the efficient way for storing this function is to store its Fourier transform of the variable . For this we continue the function ⌿ from the time interval ͓0,T͔ on the interval ͓0,T tot ͔, T tot ϾT in such a way that ⌿ and its derivative are periodic on the extended time interval. Thus, we have
B. Calculation of ⌿ and J for the ion part
In this section we present the results of calculations of the ion dielectric function ⌿ in our model and the results of the calculation of the ion current when a given electric field is applied. Ion trajectories in the model magnetic field are calculated exactly by a five-point explicit scheme. The relative number of particles which moved beyond the range rϮh at any moment of time is calculated. The parameter ion is kept small enough to ensure that this number is less than 1%. It should be noted, however, that if a particle moves beyond the mentioned range, then the interpolation in Eq. ͑2͒ becomes an extrapolation and the accuracy of the model does not deteriorate rapidly.
In order to efficiently calculate the velocity integral in Eq. ͑4͒ we orient the coordinate system of the initial velocities v 0 such that the axis v z0 coincides with the direction of the magnetic field at the point (x,y). This is necessary because special care should be taken about the oscillating multiplier exp͓ikz()͔ with z primarily depending on the initial velocity component parallel to the magnetic field. For the calculation of the integral we use a simple linear interpolation along axes v x0 , v y0 and a more complicated method, properly handling the oscillating multiplier, along the axis
The calculation is performed for the parameters which are in the range of tokamak plasmas:
, rр0.5a
The function ⌿ is calculated on 40 magnetic surfaces with r c рrрa at a number of grid points in the direction distributed in such a way that the grid points cover approximately uniformly the xy cross-section. A separate ⌿ is calculated for the central region with rрr c . We calculate ⌿ for t up to Tϭ10•T ci (0). We use m f ϭ50 (m f ϭ60 in the central region͒ Fourier harmonics to store ⌿ on this time interval. The number of mesh points m ͑see Fig. 1͒ is such that these points cover the particles range in the direction at tϭT after the particles started to move at tϭ0 with the velocities from the bulk of the distribution function. In these runs the number of these points is less than 20, but this corresponds to a noticeable displacement of the particles in the direction, so that the effects of the poloidal component of the magnetic field are included. Because of the way the function ⌿ is constructed, the integration time does not depend directly on the number of the mesh points m.
The calculation is performed on a Beowulf cluster comprised of 10 Sun Ultra-5 (333 MHz͒ workstations. The grid of 30ϫ30ϫ60 is used for the integration in velocity space (v x0 ,v y0 ,v z0 ). A very good convergence of the velocity integral is observed for k up to kaϭ100. The number of time steps used for the evolution of the particle trajectories is ϳ400. The calculation time on a single processor for one point (x,y) is ϳ2 min and on 10 processors for the xy domain it is ϳ20 hours.
We present the function ⌿ for a few indices with index mϭ0, corresponding to mesh points at the same angular position as the point (x,y). ⌿ is also transformed into cylindrical coordinates. If r is the radial distance of the point (x,y) from the origin, then ⌿ il1 corresponds to a mesh point with r 1 ϭrϪh, and ⌿ il2 corresponds to a mesh point with r 2 ϭr. In these notations i,lϭ1,2,3 correspond to r,,z, respectively, and the last index m is skipped. Figures 2 and 3 show the time dependence of the function ⌿ with different indices. On these figures ⌿ is calculated at a point x/aϭ0.4, y/aϭ0 with kaϭ20. The function ⌿ oscillates with a dominant frequency equal to the local ion cyclotron frequency at the point (x,y). The presence of the second harmonic is clearly seen in Figs. 2͑a͒ and 2͑b͒. The components of ⌿ at r 1 ϭrϪh ͑Fig. 2͒ are significantly smaller than those at r 2 ϭr ͑Fig. 3͒. This indicates that the ion Larmor radius is substantially smaller than the distance h. The functions ⌿ are decaying with increasing . This is due to phase mixing. At a fixed , the locations of particles with different initial velocities are spread along the z direction. Due to the factor exp͓ikz()͔, the input in the velocity integral from each particle has a different phase. This difference increases with increasing ͑at fixed k͒ and leads to the decay of the functions ⌿.
For a better understanding of the behavior of ⌿, we
present an analytical result of the calculation of ⌿ in a simple situation of a uniform magnetic field ͑in the z direction͒ when the ion Larmor radius is neglected. In this situation ⌿ is defined at the same point as the ion current and they are connected by
Then the nonzero components are
with k and normalized as in the previous section. This result shows that all components of ⌿ are decaying exponentially and that the perpendicular components are also oscillating with the ion cyclotron frequency. Figures 2 and 3 are in agreement with this result. Because of the finite poloidal component of the magnetic field, function ⌿ 332 in Fig.  3͑c͒ is not a pure parallel component and it contains an oscillating part. Another effect of the poloidal component of the magnetic field is that a wave number parallel to the magnetic field is different from k. In order to take this into account, one should use
instead of k in Eqs. ͑7͒ for a more accurate comparison with our model. In the above equation m is a poloidal wave number of the electric field and 0 is the angle between the magnetic field and the z direction.
Components of ⌿ presented in Figs. 2 and 3 are related only to those particles which at a moment are located within a particular interpolating segment and the complete description of the plasma dielectric properties is represented by a collection of all of the components of ⌿ related to every interpolating segment.
The phase mixing discussed above leads to the fact that the dielectric function ⌿ is practically defined on a finite time interval which depends on the wave number k and a poloidal variation of the electric field. This means that for practical purposes it is necessary to calculate ⌿ on a finite time interval ͑the time of the dominant contribution to the orbit integral͒ and assume it to be zero beyond this interval. With this assumption one can optimize the calculation of ⌿, and perform a time evolution of the Vlasov-Maxwell equations with the plasma dielectric properties defined on a relatively short time interval. Now we apply a given test electric field, which starts at tϭ0, of the form
with / ci (0)ϳ1 or 2. We find the ion current using Eq. ͑3͒. We define the current amplitude as ͉J(t)͉ ϭͱ͉J x (t)͉ 2 ϩ͉J y (t)͉ 2 ϩ͉J z (t)͉ 2 . In order to investigate the effects of the resonant waveparticle interaction, we apply the electric field with a frequency / ci (0)ϭ0.95 ͑a small deviation of the resonance from the center comes from the continuation of ⌿ on the larger interval͒. Figure 4͑a͒ shows the dependence of ͉J͉ at a point x/aϭ0.4, y/aϭ0 vs time. In this figure k x aϭ25, ka ϭ20 and 10. The current is calculated in arbitrary units, however, the units are the same for different cases. The current amplitude is higher for the smaller value of ka. This follows from the analysis of the hot plasma dielectric tensor. The stabilization of the current amplitude after some time is a direct consequence of the phase mixing. This follows from Eq. ͑6͒ if one assumes that ⌿ is nonzero in a limited time interval. The moment of time when the stabilization begins can be estimated from Eqs. ͑7͒. For this one should take for which exp͓Ϫ
2 ͔ is small enough. One can see that in Fig. 4͑a͒ the stabilization of the current amplitude occurs faster for kaϭ20 than for kaϭ10. This amplitude stabilization is a hot plasma effect, as it disappears in the cold plasma limit. This effect means that if the electric field has a fixed wavelength in the direction of particle motion, then, after some time the system ''forgets'' about initial conditions. This implies that in a hot plasma in our model the solution of the driven initial value problem has to reach a steady state that will occur after a sufficiently long time provided that there is an absorption of the wave energy. Figure 4͑b͒ shows the variation of ͉J͉ along the x axis at the moment of time ci (0)tϭ60, when the current amplitude stabilization occurred in the bulk of the plasma. In this figure kaϭ20, k x aϭ25 and 10. The maximum of ͉J͉ is approximately at the position where ϭ ci (x). This maximum is clearly due to the resonance and not due to the shape of the plasma density profile. The small difference between the current amplitudes for k x aϭ20 and k x aϭ10 is due to the finite Larmor radius corrections and also because of some changes of the component of the wave number parallel to the magnetic field. Figures 5͑a͒ and 5͑b͒ show the profiles of x and y components of the current along the x axis at the same moment of time. In these figures kaϭ20 and k x aϭ25.
For the investigation of the effects of the second harmonic, we apply the electric field with a frequency / ci (0)ϭ1.9. Figure 6͑a͒ shows the dependence of ͉J͉ at a point x/aϭ0.4, y/aϭ0 vs time. In this figure k x aϭ25, ka ϭ20 and 10. From Fig. 6͑a͒ one can see that there is a stabilization of the current amplitude after some time. As in the case of Ϸ ci this stabilization occurs faster for the larger value of ka. Because there is no strong resonant interaction between the electric field and the ions, the current amplitude at this frequency is much smaller than in the previous case. Figure 6͑b͒ shows a variation of ͉J͉ along the x axis at the moment of time ci (0)tϭ60. In this figure kaϭ20, k x aϭ25 and 10. The position of the second harmonic resonance is located at some distance to the right from the point xϭ0. There is a maximum of the current amplitude approximately at this position for k x aϭ25. Since the effects of the second harmonics are proportional to k x 2 , they are suppressed for the smaller value of k x a in Fig. 6͑b͒ . The current amplitude increases in the direction of the high field side also. In this direction the local ion cyclotron frequency moves closer to the wave's frequency. This approach to the fundamental resonance is suppressed by the drop of the plasma density. In spite of the fact that the stabilization of the current amplitude occurred at this moment of time, there is a small spatial oscillation of the amplitude near the center in Fig. 6͑b͒ for k x aϭ25 . This oscillation means that in this case the current is not a plane wave with a slowly varying amplitude. This effect is expected in a nonuniform magnetic field. Figures 7͑a͒ and 7͑b͒ show the profiles of x and y components of the current along the x axis at the same moment of time calculated with kaϭ20 and k x aϭ25.
IV. ELECTRON CURRENT
For the calculation of the electron current in the ion cyclotron range of frequencies, the particle trajectories are found in the drift approximation and the electron Larmor radius is neglected. We use the same units for time, length, and velocity as in the case of the ion current. In these units the zero order drift equations ͑see, e.g., Ref. 12͒ with substitution tϭϪ are 
FIG. 5. Current profile at
In these equations v ʈ , v Ќ , are the velocity coordinates in the cylindrical system connected with the local direction of the magnetic field. The magnitude of the local magnetic field B is in the units of B 0 . On the ion time scale, an electron moves very rapidly between the mesh points described in Sec. III A; this makes the previous approach inefficient for the electron current case. We perform a Fourier transform of the electric field in the direction, such that in cylindrical coordinates:
Then the electron current is 
Then the electron dielectric function is
and
͑10͒
From Eqs. ͑8͒ it follows that the phase of the gyration is
In the magnetic field under consideration, and one can perform the integration over 0 analytically in Eq. ͑9͒. After this the electron function ⌿ is separated into slowly varying and rapidly oscillating parts. Since we are interested in the current response on the time scale tӷT ce , we average the electron current of Eq. ͑10͒ over a time interval T , such that T ce ӶT ӶT ci . After some derivations, keeping only the smallest order of the ratio m e /m i , we find
with the nonzero components of ⌳ and ⌿ :
⌳ 12 ϭϪ⌳ 21 ϭϪ͑2 ͒ 3/2 cos 0 ,
In Eq. ͑11͒ i,lϭr,,z. The first term in Eq. ͑11͒ is due to the averaging of the current and it contains the electric field at the same moment of time and at the same point as the current on the left hand side. One can show that this term represents a current due to a motion of an electron with a drift velocity v dr ϭc͓EB͔/B 2 in the electric field of the wave. As will be seen in the next section, we do not calculate the function ⌿ in the present model. However, the result of Eq. ͑11͒ is important for an accurate description of the electron dynamics. Our test runs show that the time of computation of ⌿ is similar to the time of computation of ⌿ in the ion part. On one hand ⌿ contains a 2-D velocity integral, while on the other hand it is more numerically intensive because of the Fourier expansion of the electric field in the direction.
V. TIME EVOLUTION OF THE MAXWELL EQUATIONS
With the help of the algorithm for the calculation of the ion and electron currents in a given electric field one can find a self-consistent evolution of the electromagnetic fields and currents. Again, we choose the units for time and length to be 1/ ci (0) and a. We introduce a new value for the current J such that JϭJ ci (0). In the Gaussian system current J has the same dimension as the electric field. In these units the Maxwell equations are
with ϭ ci (0)a/c ͑different from ion , e defined earlier͒. We then assume the z dependence to be ϰexp͓ikz͔. For simplicity we consider a square cross-section in the xy plane with the location of conducting walls at xϭ Ϫr w ,r w ,yϭϪr w ,r w . There is a tokamak-like magnetic field structure inside this cross-section and the given density and temperature profiles. At tϭ0 the electromagnetic fields are zero. At tϾ0 the antenna fields are approximated by given tangential components of the electric field at the boundary xϭr w :
We calculate the time evolution of the Maxwell equations, Eqs. ͑12͒, with the source of Eqs. ͑13͒ on the time interval 0рtр10•2. The adjustable switching on time t 0 is taken to be t 0 ϭ2. It should be taken into consideration that if the electromagnetic fields are zero everywhere at tϭ0, then, according to the Maxwell equations, all their time derivatives are zero as well. Since this is not true for the boundary fields, then, in order to avoid inaccuracies connected with this particular method of the description of the boundary conditions, one has to make sure that the switching on is smooth enough. Our observations show that if one takes the 2nd power of the ratio t/t 0 instead of the 3rd in Eqs. ͑13͒, then there are nonphysical low amplitude fast oscillations in the numerical solutions.
For the numerical solution of this initial value problem we apply an explicit time-advancement algorithm. We use a simple rectangular grid in the xy plane and a uniform grid on the time axis. We approximate the time and spatial derivatives of the fields' components in the Maxwell equations ͑12͒ by a simple difference of the form
We estimate the necessary condition for the stability of this difference method by applying a spectral analysis to these equations in the cold plasma limit. This condition for a hydrogen plasma is
n -due to parallel electron current.
In this condition h e is the dimensionless distance between the grid points in the xy plane, magnetic field B is in Tesla and the plasma density n is in the units of 10 13 cm Ϫ3 . In typical tokamak plasmas the 1st and 2nd restrictions on the time step ⌬t in Eqs. ͑14͒ correspond to a reasonable time of computation. The 3rd restriction, which is due to a very fast electron response in this frequency range, results in a very large number of time steps and a calculation with this restriction is not feasible to perform. The natural way to remove this restriction is to neglect the electron inertia, i.e., to assume that the electrons completely shield the parallel component of the electric field. This assumption is reasonably accurate in the bulk of the plasma and it is often used in modern modeling in tokamak plasmas. After neglecting the electron inertia in their parallel motion, the restriction on the time step due to the perpendicular motion of the electrons is similar to the 2nd condition in Eqs. ͑14͒.
In order to accurately include the electron dynamics in the numerical method one should apply an implicit timeevolution scheme. This would allow to significantly increase the time step which is restricted by the fast electron response when the explicit scheme is used. The implicit methods do not include ''parasitic'' fast responses which need not be accurately resolved. Such methods are used for the solution of gyrokinetic equations ͑see, e.g., Ref. 13͒ and similar techniques might be effective for the time-evolution of the Vlasov-Maxwell equations. In the present initial study we apply the explicit method and totally neglect the electron inertia in the description of their motion in the direction parallel to the magnetic field. With this approximation we do not include the electron transit-time and Landau damping in the calculations.
In order to neglect the electron inertia in the difference scheme, we assume that the parallel component of the total current at an advanced moment of time is unknown. Then this component is found from the condition that E ʈ ϭ0. Since the second term on the right hand side in the equation ͑11͒ for the electron current gives only the parallel component of the current, then there is no need to calculate this term. So, when the electron inertia is neglected, then the calculation of the electron current is reduced to a simple local relationship between the current and the electric field. Also, in order to satisfy the boundary conditions for the electric field on the walls, the magnetic field structure should be slightly modified near the boundaries in such a way that only the z component of the magnetic field is present near the boundaries.
Because we calculate the Fourier transform ͑of coordinate ) of the ion dielectric function ⌿, we can simplify the calculation of the ion current of Eq. ͑3͒. Substituting in Eq. ͑3͒ the Fourier sum of Eq. ͑5͒ and changing the variables of the integration, we find
Therefore, instead of storing the electric field on the time interval covering the preceding moments of time as in Eq. ͑3͒, one needs to store the integrals similar to those in Eq. ͑15͒, calculated for every n at the points of the rectangular grid in the xy plane. These integrals evolve with the electric field and one needs to interpolate them from the rectangular grid points to the points used in the calculation of the ion current by Eq. ͑15͒. The calculation of the ion current at grid points in the xy cross-section is a numerically intensive procedure. The grid at which this current can be calculated is limited by computing resources. In order to avoid the calculation of the ion current at every time step, we calculate it at larger time steps ⌬ t containing a number of intervals ⌬t. We perform this in two stages. First, we evolve the fields on the interval ⌬ t making a linear extrapolation of the ion current from the previous interval ⌬ t and calculate the current at the end of ⌬ t. Then we start from the initial point of ⌬ t again and evolve the fields using a linear interpolation of the current between the ends of ⌬ t and calculate more accurate value of the current at the end of ⌬ t using the more accurately calculated fields.
In our calculations we use the model plasma parameters:
, r w ϭ1.1a.
For better numerical convergence we use a smooth magnetic field structure ͑with continuous derivatives͒ in Eqs. ͑16͒ and ensure that only B z 0 near the boundaries. In the region rϾa we neglect the second order effects of the Li and use the simplified function ⌿ of Eqs. ͑7͒ for the calculation of the ion current.
In our calculation we store the ion dielectric function ⌿ on a number of grid points distributed in the xy plane in the same way as in Sec. III B ͑we use the same grid size͒, and we calculate the ion current only at these points. Because this grid size is limited, our calculation is restricted to the cases of only a few wavelengths in the xy plane. This restriction potentially can be removed by the developing of a proper algorithm for the interpolation of the function ⌿ on the xy plane, or by using more computing power. Due to the oscillating behavior of the function ⌿, it is reasonable to calculate it in the local time scale ͑connected with the local cyclotron frequency͒ and then perform a proper interpolation of its Fourier harmonics. We observed that this approach leads to an accurate interpolation of ⌿ on the xy plane, however, it also leads to a significant increase of the time of calculation of the ion current. Due to a limited time available for this project we were unable to perform an optimization of this interpolation procedure. We report the results of calculation obtained with the described restrictions.
While the grid on which the ion current is calculated is fixed, we use a variable grid size for the em fields. In our calculations this grid is typically of the size 200ϫ200 and we check the convergence by varying the size of this grid.
In our calculations n 0 ϭ10 13 cm Ϫ3 , B 0 ϭ5 T, aϭ0.5 m. The corresponding temperature of the hydrogen plasma is T ion ϭ6.9 keV. The source electric field is applied with a frequency / ci (0)ϭ2, the wave number kaϭ6. This wave number is chosen to be relatively large in order to keep the corresponding k Ќ ͑found from the cold plasma dispersion relation͒ relatively small. In this case there are only a few wavelengths of the em fields in the xy plane.
Figures 8͑a͒ and 8͑b͒ show the time dependence of E x and E y components at the point xϭ0, yϭ0. The fields oscillate with the driving frequency, such that there are approximately 20 oscillations on the whole time interval. The wavefront reaches this point at a moment ci (0)tϳ9. The front propagates approximately with the Alfvén speed. The modulation of the amplitude of oscillations is due to the interference of the incoming and reflected waves.
We present the field structure on the xy plane in Figs. 9͑a͒-9͑c͒. These figures show the contour plots of the Re(E y ) field component at three different moments of time ci (0)tϭ2, 10, 20. In Fig. 9͑a͒ the wavefront reached approximately to the middle of the xy plane. Figures 10͑a͒  and 10͑b͒ show the distribution of E x , E y field components along the x axis at ci (0)tϭ20.
The parameters in our calculations are such that there are only 1-2 wavelengths of the field present in the xy plane ͑see Figs. 9, 10͒. As can be seen from Sec. III B, with these parameters the current does not reach a steady state during the time of evolution when a fixed electric field is applied. Because of the relatively long wavelength in the xy plane, the effective value of k Ќ Li is too small, such that the second harmonic effects are not seen directly, and the absorption of the wave energy is insignificant. Because of these reasons the fields in Figs. 8 and 9 do not reach the steady-state ͑oscilla-tion with a constant amplitude͒.
Test runs with the smaller value of ka indicated that the fast spatial oscillations appear in the solution, but the numerical accuracy was poor due to a limited grid size of the ion current. At these smaller values of ka the mode converted slow wave present in the solution. In order to demonstrate the scales of the fast and slow waves when there is an efficient mode conversion, we present the E x component distribution for a steady-state case in the plane-stratified geometry in Fig. 11 . In this figure kaϭ2 and the plasma parameters are similar to those in Figs. 8-10. Figure 11 was calculated using the exact order reduction method described in Chap. 6 of Ref. In spite of the fact that our results are restricted, it is clear that more complete results are within the capabilities of the modern supercomputers. Further progress is achievable by increasing the computing power ͑we used only a 10 processor cluster͒ and by optimizing the interpolation of the function ⌿ on the xy domain.
In the present results, we demonstrate that it is computationally feasible to perform a direct integration of the timedependent Vlasov-Maxwell equations in a tokamak geometry on a substantially long time interval.
In order to estimate when the em fields will reach steady-state oscillations and when the mode converted Bern- 
stein waves become unresolvable by a given spatial grid, one should address this time-dependent problem in a simple geometry of a plane-stratified plasma. This relatively simple calculation is probably the next step which one should make for the further analysis of the applicability of this initial value approach for the rf modeling of tokamak plasmas.
Because of the high thermal conductivity of the plasma along the magnetic field lines, the absorbed power can be found as a quantity averaged over a magnetic surface ͑see Sec. 38 of Ref. 14͒, P abs ϭ͗J"E͘. ͑17͒
This equation should be applied when the em fields have reached steady-state. Both currents and electric fields in Eq. ͑17͒ are calculated directly during the time evolution in the present method. Because of the restrictions in the simulations discussed above, we did not perform the power balance analysis in this initial study. This analysis, however, is a straightforward procedure in the present approach.
For the appropriate analysis of spatially unresolvable mode converted Bernstein waves, these small-scale fields should be extracted from the global pattern in the vicinity of the mode conversion region and ray tracing should be applied to find the corresponding power deposition profiles ͑see Ref. 15͒.
VI. DISCUSSION AND CONCLUSIONS
An initial development of a computationally feasible method for the solution of the time-dependent VlasovMaxwell equations at ϳ ci in a tokamak magnetic field with a few reasonable approximations is made. This method is based on a direct integration of the linearized Vlasov equation along exact unperturbed particle orbits and a selfconsistent time advancement of the em fields and currents. We were able to optimize the method of the solution of this problem, which, when combined with the currently available computing power, allows one to solve the Vlasov-Maxwell equations by this method. In spite of the fact that we performed the time evolution of the Maxwell equations for a second harmonic, it is clear that the general approach itself can be applied for different problems. The directions of the further optimization of this method are discussed and some suggestions for the further analysis are made. In our analysis the unperturbed velocity distribution function was a Maxwellian. It is clear, however, that one can use an arbitrary distribution function ͑without energetic tails͒ without significant complications.
In Sec. III A we used a particular mesh distribution for the interpolation of the electric field, which resulted in an optimized integration over velocity space. It is possible, however, that some other interpolation method may result in a more effective algorithm. Because of its importance, this question should be further investigated. The possibility of obtaining a steady-state dielectric function in a similar way should be studied also. For this, one can assume a time dependence ϳexp͓Ϫit͔ and perform a time integration along with the velocity integral. In this approach the whole turn in the poloidal direction and an extended region in the radial direction will be covered by mesh points, but on the other hand, one does not need to store the dielectric function on a time interval. This may result in a feasible accurate solution of a steady-state boundary value problem.
This time-dependent method can be applied for the investigation of propagation of em pulses through a hot magnetized nonuniform plasma where there is a resonant interaction between plasma particles and the wave. This approach should be especially effective when the time of interaction between em fields and particles is several ion cyclotron periods. This method might be also successfully implemented in more simple models covering ionospheric, laboratory, or astrophysical plasmas.
