This paper investigates the problem of robust normalization and guaranteed cost control for a class of uncertain singular Markovian jump systems. The uncertainties exhibit in both system matrices and transition rate matrix of the Markovian chain. A new impulsive and proportional-derivative control strategy is presented, where the derivative gain is to make the closed-loop system of the singular plant to be a normal one, and the impulsive control part is to make the value of the Lyapunov function does not increase at each time instant of the Markovian switching. A linearization approach via congruence transformations is proposed to solve the controller design problem. The cost function is minimized via solving an optimization problem under the designed control scheme. Finally, three examples (two numerical examples and an RC pulse divider circuit example) are provided to illustrate the effectiveness and applicability of the proposed methods. Copyright
INTRODUCTION
Singular systems (also known as generalized, descriptor or differential algebraic systems) have convenient and natural representation in the description of practical systems in various fields due to their capacity involving the dynamic and algebraic relationships among state variables simultaneously, such as robotics, chemical processes, electrical circuit systems, multi-sector economic systems, and other areas [1, 2] . In the past few decades, such a class of systems has attracted many researchers from control and mathematics communities, and a large number of results have been reported in the literature including stability analysis, control and filtering, see, for example, [3] [4] [5] [6] [7] [8] [9] and the references therein.
Recently, more attention has been paid to the study of Markovian jump linear systems [10] , in which the mode process is a continuous Markov process taking values in a finite set. When singular systems suffer abrupt changes caused by component failures or repairs, it is natural to describe them as singular Markovian jump systems (SMJSs) [6, [11] [12] [13] [14] [15] [16] . Compared with normal systems, singular systems are more complicated, in which the stability, regularity, and impulse elimination (for continuous case) or causality (for discrete case) should be considered simultaneously. In particular, aforementioned, whereas the impulsive part is to guarantee that the value of the Lyapunov function does not increase at each switching time instant. The main difficulties in this design problem are twofold: (i) how to deal with the nonlinear terms in the obtained matrix conditions of the controller design, and the uncertainties in system matrices and TRM; and (ii) how to deal with the nonlinear numerical inequalities caused by the impulsive controller with unknown gain matrices (as seen in formula (11) in the succeeding texts). By adopting appropriate congruence transformations and free-connection weighting matrices, both two problems are solved, and feasible conditions can be obtained in terms of matrix inequalities. The gain matrices of the impulsive control part are parameter variables, which can be solved together with the design approach. This is different from the results of [24, [30] [31] [32] [34] [35] [36] [37] , where the gain of the impulsive control is given as a constant matrix in advance. Our design idea can thus provide more design freedom than those in the existing literature. An optimal design procedure is also provided such that the corresponding closed-loop system is robustly stochastically stable with a prescribed upper bound of the cost function. Finally, three examples (two numerical examples and an RC pulse divider circuit example) demonstrate the effectiveness and applicability of the presented methods.
Notations: Throughout this paper, R n denotes the n-dimensional Euclidean space, and R mn is the set of all m n real matrices. The symbol 0 0 represents an ellipsis for the terms induced by symmetry in symmetric block matrices, and diag¹:::º for a block-diagonal matrix. I denotes the identity matrix with appropriate dimension. EOE. stands for the mathematical expectation operator with respect to the given probabilities. k.k refers to the Euclidian norm for vectors.
PROBLEM FORMULATION
Consider a class of uncertain SMJSs described as
where x.t/ 2 R n is the state vector, u.t / 2 R m is the control input. Matrix E.r.t// 2 R nn may be singular, and it is assumed that rankE.r.t// D n r.t/ 6 n. A.r.t // and B.r.t// are known matrices of compatible dimensions. E.r.t //, A.r.t //,a n dB.r.t // are unknown matrices denoting the uncertainties of the system. The mode ¹r.t/, t > 0º (we also denote as ¹r t , t > 0º) is a right-continuous-time Markov process taking values in a finite state space S D¹ 1, 2, :::, N º with transition probabilities
where >0 , lim !0 o./= D 0 and Q ij > 0, i, j 2 S, i ¤ j , is the transition rate from the mode i at time t to the mode j at time t C and Q ii D P N j D1,j ¤i Q ij . x 0 and r 0 are the initial state and the initial mode of the system, respectively. For simplicity, for each possible value r.t/ D i 2 S, a matrix A.r.t // is denoted as A i .
In this paper, for any value r.t/ D i 2 S, without loss of generality, the aforementioned uncertainties are assumed as
where M i , N ei , N ai ,a n dN bi are known real constant matrices of appropriate dimensions, and the uncertain matrix F.t/ satisfies F T .t /F .t / 6 I . The real TRM Q … D . Q ij / in (2) cannot be obtained exactly. Instead, similar to [19, 38] , we only know that it satisfies the following admissible uncertainty
In (4), TRM … , . ij / with ij > 0, j ¤ i and ii D P N j D1,j ¤i ij is the known constant estimation of Q …, … , . ij /, ij DQ ij ij denotes the estimated error between Q ij and ij .Itis concluded that ii can also be expressed by ii D P N j D1,j ¤i ij . ij , j ¤ i, is assumed to take any value in " ij , " ij ,and˛i j , ij " ij . Then, it is obtained that j… ii j 6 " ii ,where
::º be a sequence satisfying t 1 <t 2 < <t k <t kC1 < ,w h e r et k >0 is the kth switching moment, that is, the moment of the transition of the mode from r t k D j to r t
The objective of this paper is to develop a procedure to design an IPDSFC for system (1) in the form of
where u 1 .t / is a mode-dependent PD state feedback controller and u 2 .t / is an impulsive controller, K a .r.t //, K e .r.t //,a n dG r t C k are to be designed gain matrices of appropriate dimensions, ı../ is the Dirac impulse function, with discontinuous impulsive instants
Suppose that when t 2 .t k , t kC1 , r.t/ D i, that is, the ith subsystem is activated. Substituting (5) into the system (1) leads to
With controller (5), system (1) becomes an uncertain singular and impulsive Markovian system in the following form 
Associated with cost function (9), the robust normalization and the guaranteed cost hybrid impulsive controller (RNGCIC) for system (1) is defined as follows.
Definition 2
Consider the uncertain SMJS (1) . If there exists a controller (5) and a positive scalar J 0 such that for all admissible uncertainties, the derivative matrix E ci , 8i 2 S, in the system (6) is invertible, the system (6) is robustly stochastically stable, and the corresponding value of the cost function (9) satisfies J 6 J 0 ,t h e nJ 0 is said to be a guaranteed cost, and (5) is said to be an RNGCIC for system (1) .
Remark 2
In definition 2, the definitions of the guaranteed cost control law reported in [18, 24] are extended to the case of uncertain impulsive SMJSs.
Lemma 1 ([39])
Given a symmetric matrix Z and matrices X and Y of appropriate dimensions, then
for all F.t/ satisfying F T .t /F .t / 6 I , if and only if there exists a scalar >0such that
Lemma 2 ([40])
Given a positive definite matrix P 2 R nn and a symmetric matrix Q 2 R nn ,then
In the sequel, the main results of this paper are formulated as follows.
(i) Sufficient conditions are proposed to verify the existence of RNGCIC for system (1); (ii) An optimal control design procedure is given to obtain the gain matrices of the PD part and the impulsive part of IPDSFC simultaneously, by which the resulting closed-loop SMJSs over all admissible uncertainties are normal and robustly stochastically stable with a minimal upper bound of the cost function.
MAIN RESULTS
In this section, a set of sufficient conditions for robust normalization and guaranteed cost control for the uncertain SMJS (1) under an IPDSFC is to be developed.
Existence conditions of RNGCIC
In this part, the existence conditions of RNGCIC for SMJSs are presented by the following theorem.
Theorem 1
Consider system (1) associated with cost function (9) . If there exist matrices P i >0 , T 1i and T 2i such that the following set of inequalities hold for each i 2 S and k D 1, 2, :::
then (5) is an RNGCIC for system (1), and
, and the control law (5) such that (10) holds. Note that (10) implies that the derivative matrix E ci is invertible for all admissible uncertainties. Choose a stochastic Lyapunov function candidate for system (6) as V.x.t/, r.t// D x T .t /P .r.t //x.t /.For t 2 .t k , t kC1 ,letr.t/ D i, i 2 S, then the following equation holds for any matrices T 1i and T 2i of appropriate dimensions
Let L be the weak infinitesimal operator of the random process ¹.x.t /, r.t//, t > 0º,then
where
It follows from (14) that
for t 2 .t k , t kC1 and all admissible uncertainties. Then there must exist scalars i >0such that
Now, consider the impulsive system at the impulsive and switching time point t k . It follows from (6) and Lemma 2 that
Based on the Dynkin's formula, for
From (11), (15), and (17), it follows that
Because 0<ˇk 6 1 for all k D 1, 2, :::, it is clear that lim k!1 P k j D1 .1 ˇj /V t j > 0,which combined with (18) gives
and thus system (6) is robustly stochastically stable. On the other hand, from (13) and similar to the aforementioned process,
which implies that the cost function is bounded. This completes the proof.
Remark 3
From the proof procedure of Theorem 1 aforementioned, it is clear to see that the mode-dependent Lyapunov function is monotonically decreasing during the active period of each subsystem and non-increasing at each switching point under the effect of the IPDSFC (5). Then, the robust stochastic stability of the corresponding closed-loop system and the boundedness of cost function (9) are ensured. Moreover, in contrast to [17, 19] , there are no terms containing the product of P i , E ci ,andA ci , which can reduce the complexity caused by decomposition of the nonlinear terms to a certain extent.
Remark 4
If the uncertain SMJS degenerates into a deterministic singular system (i.e.,
, there is no need to design impulsive controller for system (1), the proposed IPDSFC (5) degenerates into a PD state feedback controller, and Theorem 1 in this paper degenerates into Theorem1in [18] directly .
Remark 5
The IPDSFC proposed in this paper can not only be used for the uncertain SMJSs but also be applied to a class of more general switched singular systems, which consist of a number of subsystems and a time-dependent switching law orchestrating the active subsystem at each time instant.
Controller design
In the following, we seek a design method of the RNGCIC for system (1) . Unfortunately, it is difficult to give feasible matrix conditions for obtaining an RNGCIC basing on Theorem 1 directly. Hence, appropriate congruence transformations and free-connection weighting matrices will be employed to obtain an equivalent result as Theorem 1.
Theorem 2
Consider system (1) associated with cost function (9) . There exists an RNGCIC for system (1) if there exist matrices
, ı 2i >0 such that the following conditions hold for all i, j 2 S, i ¤ j 2 6 6 6 6 6 6 6 6 6 6 6 6 6 4
Q
1 2i 0 R 1 i 3 7 7 7 7 7 7 7 7 7 7 7 7 7 5
<0
(19) 
In this case, the gains of RNGCIC (5) are given by
and
Proof From Theorem 1, it is seen that there exist an RNGCIC for system (1) if (10) and (11) hold for each i 2 S and k D 1, 2, :::. Pre-multiplying and post-multiplying (10) by matrix
and its transpose, respectively, and setting
then (10) becomes
Under condition (4) and similar to [41] , it is straightforward to see that for any appropriate matrix
Note that for any T i >0,
By (22), it is easy to show that
Taking into account (28) 
. Via Lemma 1 and the Schur Complement, conditions (19) and (20) imply that (10) holds by substituting (3) into (25) , because ij C " ij > 0 always holds, 8j ¤ i 2 S. On the other hand, condition (11) in Theorem 1 is equivalent to
where i, j 2 S, i ¤ j . Pre-multiply and post-multiply (30) by matrix V T 3i 0 0E ci and its transpose, respectively,
, via Lemma 1 and the Schur complement, it is concluded that condition (21) implies (11) holds based on the fact that
This completes the proof.
Remark 6
In Theorem 2, conditions (10) and (11) in Theorem 1 are converted into feasible matrix conditions (19)- (21) . It is seen that the PD part and the impulsive part of IPDSFC can be designed at the same time, while the impulsive gain matrices are given directly in [24, [30] [31] [32] [34] [35] [36] [37] . This can provide more design freedom and reduce the conservatism to a certain level.
Remark 7
If the controller (5) does not include the impulsive part, that is, G i D 0, 8i 2 S, it follows that P i D P j for i, j 2 S, i ¤ j from (30) . It means that there exists a common Lyapunov function for the SMJS (1) andˇk 1. But this condition is hard to be satisfied. Therefore, it is necessary to design the impulsive part in the RNGCIC to ensure the non-increasing condition of the Lyapunov function at each switching point.
Remark 8
Theorem 2 shows that an upper bound for the associated cost function has been obtained, which is lower than the one calculated by the method proposed in [25] . This will be available in Example 2 in the succeeding texts.
Theorem 2 presents a method of designing an RNGCIC for system (1) . But the guaranteed cost in Theorem 2 depends on the choice of guaranteed cost controllers. The following theorem presents a method of selecting a controller to minimize the upper bound of guaranteed cost (23) .
Theorem 3
Consider system (1) associated with cost function (9) . If the following optimization problem has a solution set (5) is an optimal RNGCIC, which ensures the minimization of guaranteed cost (23) for system (1) .
Proof
By applying the Schur Complement to condition (b) in (32) , it is easy to show that V 1 1 .r 0 /<Y. Thus, the minimization of Trace.Y/implies the minimization of guaranteed cost in (23) . The convexity of the optimization problem ensures that a global optimum is reachable when it exists. This completes the proof.
In (22), if it is assumed that
Thus, the following result can be obtained directly:
Corollary 1
, ı 2i >0such that the following conditions hold for all i, j 2 S, i ¤ j 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4
In (22), if S 2i D 0,thenK ei D 0,orviceversa.Thus,inthecaseofrank.E.r.t //CE.r.t /// D n, the following result can be obtained directly:
Corollary 2
Consider system (1) associated with cost function (9) and the constraint of rank.E.r.t // C E.r.t /// D n (the system dimension). There exists an RNGCIC for system (1) if there exist matrices
>0such that the following conditions hold for all i, j 2 S, i ¤ j 2 6 6 6 6 6 6 6 6 6 6 6 4
Remark 9
In the case of E.r.t// D I and E.r.t // D 0 (i.e., N e .r.t // D 0), constraint rank.E.r.t // C E.r.t /// D n is satisfied, and Corollary 2 is the direct conclusion for a standard state space system.
When the TRM of system (1) are totally known, that is, ij D 0, 8i, j 2 S, the following result is available.
Corollary 3
Consider system (1) associated with cost function (9) . There exists an RNGCIC for system (1) if there exist matrices V 1i >0 , V 2i , V 3i , S 1i , S 2i , Z i and scalars ı 1i >0 , ı 2i >0such that the following conditions hold for all i, j 2 S, i ¤ j 2 6 6 6 6 6 6 6 6 6 4
R
1 i 3 7 7 7 7 7 7 7 7 7 5
<0
(39)
and the other terms are the same as the ones in Theorem 2. In this case, the gains of RNGCIC (5) are given by
ILLUSTRATIVE EXAMPLES
In this section, two numerical examples and a stochastically switching RC pulse divider circuit example are provided to demonstrate the effectiveness and applicability of the proposed approaches.
Example 1
Consider an SMJS described in (1) with parameters as follows. The norm-bounded uncertainties satisfying (3) are described as
and the uncertain matrix is given as F.t/ D sin t . It is easy to see that rank.E i C E i / 6 3 (the system dimension), i D 1, 2, which implies that the original system is not normal. For the cost function (9), let and the optimal cost value J 0 D 0.7348 (when r 0 D 1) and 0.7722 (when r 0 D 2), respectively. For any t 2 OE0, 1/ and with the designed controller aforementioned, the rank of derivative matrix of the corresponding closed-loop system is rank.E ci / D 3, i D 1, 2, which implies that the closed-loop system is normalized. and the uncertain matrix is given as F.t/ D sin t . For the cost function (9), let
The SMJS is supposed to start from initial point x 0 D 101 T . In order to make a comparison, the TRM Q … is assumed to be obtained exactly, which is given as
The objective is to design a state feedback controller such that the corresponding closed-loop system is robustly stochastically stable and the cost function is bounded for all admissible uncertainties. We compute the optimal guaranteed cost by using Theorem 3.2 in [25] and Corollary 3 in this paper, respectively. Table I provides the minimal cost value J 0 calculated by the two approaches. It is seen that the cost value obtained by Corollary 3 is lower than that in [25] .
The gains matrices of optimal RNGCIC can be computed as 
Example 3
Consider a stochastically switching RC pulse divider circuit that gives an SMJSs and is illustrated in Figure 4 .
It is seen that the switch occupies two positions, which switches from one position to the other in a random way. For this system, it is assumed that the position of switch follows a continuous-time Markov process ¹r t , t > 0º as in (2) . Then for this electric circuit, ¹r t , t > 0º will take two modes in S D¹1, 2º. For each i 2 S, R 1i , R 2i stand for resistor and C 1i , C 2i stand for capacity, respectively. The electric current in the circuit is denoted as i.t/, and the voltage of R 1i , R 2i is denoted as u 1 .t /, u 2 .t /, respectively, u.t / is the voltage source, which is taken as the control input. According to the basic circuit theory, the circuit system is described by the following SMJSs Because of the energy storage properties of capacities, the voltages of resistors are not mutated at switching points.
Remark 11
RC (resistor-capacitor) circuits are widely used in analog circuits, pulse and digital circuits, and so on. When the pulse signal needs to be transmitted through a resistor divider to the next one, we can connect an accelerated capacity with the resistor, which makes up an RC pulse divider. The RC pulse divider can avoid the distortion of output waveform when the pulse signal is input to the circuit.
CONCLUSION
This paper has investigated the problem of robust normalization and guaranteed cost control for SMJSs with parameter uncertainties in both system matrices and TRM. A new hybrid impulsive controller has been proposed to ensure the normalization, robust stochastic stability of the closedloop system and to minimize the upper bound of the closed-loop cost function simultaneously. Based on certain conditions, an explicit desired impulsive and PD state feedback controller has also been given. A convex optimization problem has been formulated to design the optimal robust normalization and guaranteed cost controller. Illustrative examples have been provided to illustrate the effectiveness of our methods.
