Learning spatiotemporal patterns for monitoring smart cities and infrastructure by Shao, W
Learning spatiotemporal patterns for
monitoring smart cities and infrastructure
A thesis submitted in fulfilment of the requirements for the degree of Doctor of
Philosophy
Wei Shao
Msc.CS, The Univeristy of Hong Kong
B.Eng., Xidian University
School of Science
College of Science, Engineering and Health
RMIT University
Supervisors:
Dr. Flora D. Salim, Dr. Jeffrey Chan
June 28, 2018

Declaration
I certify that except where due acknowledgement has been made, the work is that of the
author alone; the work has not been submitted previously, in whole or in part, to qualify
for any other academic award; the content of the thesis is the result of work which has
been carried out since the official commencement date of the approved research program;
any editorial work, paid or unpaid, carried out by a third party is acknowledged; and,
ethics procedures and guidelines have been followed.
Wei Shao
School of Science RMIT University
June 28, 2018
i
Acknowledgements
Usually, people give all the praises and thanks to God as they think god offer people
opportunities and endurance to reach this endeavour. For me, nature and science are
Gods in my heart who attracted me since I was very young. They assigned me with
curiosity about this world. They inspired me with phenomena. I learned too much from
them. Additionally, I would like to express my sincere gratitude and appreciation to a
group of people for their kind support, guidance, advice and inspiration. This work would
not have been possible without their cooperative.
First and foremost, I would like to thank my senior supervisor. Dr Flora D. Salim,
who support me as much as she can. Her patience, kindness and smile always inspire
and motivate me. Without her supervision, creative criticism and endless encouragement,
I cannot finish my PhD. I learn not only the knowledge about how to do the research
but also the attitude to the difficulties. Her enthusiasm, responsibility and hard working
establish a model for my future academic life. I would also thank my associate supervisor
Dr Jeffrey Chan. He is a serious and responsible supervisor and researcher. His attitude
to details and equations encourages me to be cautious to any potential mistakes I am
likely to make during the research and paper writing. His advice and support are always
valuable to me.
I would also like to thank my family. To my father, H.Shao and my mother, Y.Wei,
who is my most important person in the world. They provide me with encouragement
and power from thousands of miles away. I am grateful for their sacrifice for me. They
never complain about my leaving. Their love comes across the oceans and lands. I can
feel their expectation, and that is my biggest motivation.
I am thankful to my colleagues. Jonathan, Irvan, Amin, Saiedur, Hui, Jin, Jiaman
and all other people who supported me or encouraged me when I faced difficulties in both
life and research. I appreciate the help from ITS in RMIT, SGR and HDR members. They
provide an excellent environment for my PhD research. I also would like to express my
gratitude to all my friends in and outside of RMIT that directly and indirectly supported
me throughout this time.
Last but not least, I would like to thank my scholarship provider, SUPP project and
Northrop Grumman for giving me the opportunities to do PhD study and develop my
career. I hope this piece of work would benefit the research community in my area.
ii
Credits
Portions of the material in this thesis have previously appeared in the following publica-
tions:
• W. Shao, F. D. Salim, A. Song, and A. Bouguettaya. Clustering big spatiotemporal-
interval data. IEEE Transactions on Big Data, 2(3):190–203, 2016
• W. Shao, F. D. Salim, T. Gu, N.-T. Dinh, and J. Chan. Traveling officer problem:
Managing car parking violations efficiently using sensor data. IEEE Internet of
Things Journal, 5(2):802–810, 2018b
• W. Shao, F. D. Salim, T. Nguyen, and M. Youssef. Who opened the room? device-free
person identification using bluetooth signals in door access. IEEE Cyber, Physical
and Social Computing (CPSCom) and IEEE Smart Data (SmartData), 2017 IEEE
International Conference on, pages 68–75, 2017
• W. Shao, Y. Zhang, B. Guo, K. Qin, J. Chan, and F. D. Salim. Parking availability
prediction with long short term memory model. International Conference on Green,
Pervasive, and Cloud Computing, 2018c. (in press)
• W. Shao, T. Nguyen, K. Qin, M. Youssef, and F. D. Salim. Bledoorguard: A device-
free person identification framework using bluetooth signals for door access. IEEE
Internet of Things Journal, 2018a
The thesis was written in the TexStudio, and typeset using the LATEX 2ε document prepa-
ration system.
All trademarks are the property of their respective owners.
iii
Contents
Abstract 2
1 Introduction 3
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.1 Spatiotemporal Data . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.2 Spatiotemporal Learning Problems . . . . . . . . . . . . . . . . . . . 7
1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2.1 Person Identification . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2.2 Smart Parking System . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.3 Airport Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3 Research Challenges and Gaps . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3.1 Spatiotemporal Data Profiling . . . . . . . . . . . . . . . . . . . . . 10
1.3.2 Spatiotemporal Clustering Evaluation . . . . . . . . . . . . . . . . . 11
1.3.3 Spatiotemporal Orienteering Problem . . . . . . . . . . . . . . . . . 13
1.3.4 Trajectory Map Matching . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4 Research Questions and Objectives of the Thesis . . . . . . . . . . . . . . . 15
1.5 Research Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.6 Thesis Organisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2 A Device-free Data Driven Person Identification Framework for In-
door Monitoring 21
2.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.1 Preliminary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.2 Problem Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.3 Usage Scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.4 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.5 System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.6 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3 Feasibility Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.1 Occlusion with Human Body Orientation . . . . . . . . . . . . . . . 28
iv
2.3.2 Actions during Door Access . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.3 Differences in Temporal Domain of Actions Between Two People . . 30
2.3.4 Consistency of Temporal Features of Actions over Time . . . . . . . 31
2.3.5 Summary of Preliminary Study . . . . . . . . . . . . . . . . . . . . . 32
2.4 Bluetooth Signals Preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4.1 Noise Removal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4.2 Sinc Interpolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.5 A Two Step Person Identification algorithm . . . . . . . . . . . . . . . . . . 33
2.5.1 Action Recognition Using Bluetooth Signals . . . . . . . . . . . . . . 33
2.5.2 Person Identification Using Two Step Approach . . . . . . . . . . . . 34
2.6 Experiment Setting and Results . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.6.1 The BLEDoorGuard System and Settings . . . . . . . . . . . . . . . 35
2.6.2 Case Study 1: Access Using Keys . . . . . . . . . . . . . . . . . . . . 37
2.6.3 Case Study 2: Accessing Using Smart Cards . . . . . . . . . . . . . 40
2.6.4 Person Identification with Different Group Sizes . . . . . . . . . . . 41
2.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3 An Energy-based Spatiotemporal Clustering Evaluation Framework 43
3.1 Background of Traditional Clustering methods . . . . . . . . . . . . . . . . 45
3.1.1 Centroid-based family . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.1.2 Density-based family . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.1.3 Hierarchical conceptual clustering . . . . . . . . . . . . . . . . . . . 46
3.2 The Spatiotemporal-interval Data Clustering Problem . . . . . . . . . . . . 46
3.2.1 Spatiotemporal-interval based data . . . . . . . . . . . . . . . . . . . 46
3.2.2 Cluster evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.3 A General Model for Evaluating Spatiotemporal-interval Clusters . . . . . . 52
3.3.1 Distance in spatial dimension . . . . . . . . . . . . . . . . . . . . . . 54
3.3.2 Distance in temporal dimension . . . . . . . . . . . . . . . . . . . . . 54
3.3.3 Similarity and balance . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.4 Case Study: Parking Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.5.1 Experimental setting . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.5.2 Spatial clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.5.3 Spatiotemporal clustering . . . . . . . . . . . . . . . . . . . . . . . . 62
3.5.4 Spatiotemporal Clustering evaluation . . . . . . . . . . . . . . . . . 67
3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4 A graph based orienteering problem using spatiotemporal data from
ubiquitous sensors 71
v
4.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.2 Overview of On-street Parking in City . . . . . . . . . . . . . . . . . . . . . 75
4.2.1 Background and Motivation . . . . . . . . . . . . . . . . . . . . . . . 75
4.2.2 Parking Sensor Data . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2.3 Distribution of Violation Period . . . . . . . . . . . . . . . . . . . . 76
4.3 Travelling Officer Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.3.1 Prime Model Formulation . . . . . . . . . . . . . . . . . . . . . . . . 77
4.3.2 Dynamic Temporal Probability Model . . . . . . . . . . . . . . . . . 78
4.3.3 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.4 Path Finding Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.4.1 Existing Patrolling Regime . . . . . . . . . . . . . . . . . . . . . . . 80
4.4.2 Greedy Algorithm with Probability Estimation . . . . . . . . . . . . 81
4.4.3 Ant Colony Optimization with Probability Estimation . . . . . . . . 81
4.5 EVALUATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.5.1 System Implementation . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.5.2 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.5.3 Evaluation Methodology . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.5.4 Performance Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.5.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5 Approximating optimisation solutions with Deep Learning Approach
in Urban Planning 91
5.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.2 Preliminary Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.2.1 The Feedforward Neural Networks . . . . . . . . . . . . . . . . . . . 94
5.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.3.1 Problem Transformation . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.3.2 Data Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.3.3 Classifier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.4 Experiments and Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.4.1 System Implementation . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.4.2 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.4.3 Evaluation Metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.4.4 Experimental settings . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.4.5 Classification Model Comparison . . . . . . . . . . . . . . . . . . . . 98
5.4.6 Evaluation of Model Components . . . . . . . . . . . . . . . . . . . . 98
5.4.7 Efficiency and Computational Complexity Analysis . . . . . . . . . . 100
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
vi
6 Parking Occupation Prediction with Deep Learning and Clustering. 103
6.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.2 Parking Availability Prediction Model . . . . . . . . . . . . . . . . . . . . . 105
6.2.1 Overview of Parking Prediction Architecture . . . . . . . . . . . . . 105
6.2.2 Clustering Methodology . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.2.3 Recurrent Neural Networks and Long Short Term Memory . . . . . 107
6.2.4 Regression Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.3.1 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.3.2 Parking Occupancy Prediction . . . . . . . . . . . . . . . . . . . . . 111
6.3.3 Duration Time Factors . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
7 Airport Aircraft Trajectory Clustering Framework and Road Network
Reconstruction using GPS Data 115
7.1 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
7.2 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
7.2.1 Trajectory Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
7.2.2 Problem Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
7.2.3 System Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
7.3 Trajectory Data Pre-processing . . . . . . . . . . . . . . . . . . . . . . . . . 121
7.3.1 Trajectory Data Cleaning . . . . . . . . . . . . . . . . . . . . . . . . 121
7.3.2 Trajectory Classification . . . . . . . . . . . . . . . . . . . . . . . . . 122
7.4 Airport Map Generation approach . . . . . . . . . . . . . . . . . . . . . . . 124
7.4.1 Incremental Updating Airport Framework . . . . . . . . . . . . . . . 124
7.4.2 New Trajectory GPS Points Classification . . . . . . . . . . . . . . . 126
7.4.3 Merge approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
7.4.4 Inferring Edge Link . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
7.5 Results and Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
7.5.1 Los Angeles International Airport Datasets . . . . . . . . . . . . . . 128
7.5.2 Data Pre-processing Result . . . . . . . . . . . . . . . . . . . . . . . 128
7.5.3 Evaluation of the Output Airport Map . . . . . . . . . . . . . . . . . 130
7.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
8 Conclusion 137
8.1 Limitations and Future Directions of Research . . . . . . . . . . . . . . . . 139
Bibliography 143
vii
List of Figures
1.1 Overview of the Smart Cities and Infrastructures Monitoring. . . . . . . . . . . 5
1.2 There are different types of data sources for spatiotemporal data. Some sample
sources are illustrated here. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Clustering evaluation and assessment diagram showing internal and external
evaluation methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1 Flowchart of BLEDoorGuard System. . . . . . . . . . . . . . . . . . . . . . . . 26
2.2 Overall RSSI patterns for different rotation angles. . . . . . . . . . . . . . . . . 29
2.3 Signal strength for activities during door access. . . . . . . . . . . . . . . . . . 30
2.4 The time cost for different action of the same person. . . . . . . . . . . . . . . 31
2.5 An illustration of dynamic programming alignment of action labels to the seg-
ments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.6 A general layout of BLEDoorGuard. . . . . . . . . . . . . . . . . . . . . . . . . 36
2.7 Layout of beacon and phone setting in case study 1. . . . . . . . . . . . . . . . 37
2.8 Layout of beacon and phone setting in case study 2. . . . . . . . . . . . . . . . 38
2.9 The accuracy in person identification with different group sizes. We compared
methods with smoothing step and without smoothing step. The left figure
shows the experimental result in case 1 and the right one shows the case 2. . . 41
3.1 Example of time-interval data in temporal dimension, each line represents a
point in the spatial domain, and each segment represents an event. . . . . . . . 49
3.2 Example of spatiotemporal data. Each segment is a time-interval based event. 49
3.3 Function f(t): Y-axis indicates the probability of cars that left after park-
ing violation. X-axis denotes how long the car was parked after the parking
violation (minute). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4 The parking slots positions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.5 The parking violation heat map per month. . . . . . . . . . . . . . . . . . . . . 57
3.6 The parking violation changes over daytime in three areas. . . . . . . . . . . . 58
3.7 The clustering result of X-means on Spatial Dimension. . . . . . . . . . . . . . 60
3.8 The result of spatial clustering with DBSCAN. . . . . . . . . . . . . . . . . . . 61
3.9 Result of clustering by X-means in the spatiotemporal domain. . . . . . . . . . 62
3.10 Temporal data distribution result of X-means in the spatiotemporal dimensions. 63
viii
3.11 The result of spatiotemporal clustering with DBSCAN. . . . . . . . . . . . . . 64
3.12 Temporal data distribution result of DBSCAN in spatiotemporal domain. . . . 64
3.13 Result of clustering by COBWEB in spatiotemporal domain. . . . . . . . . . . 66
3.14 Temporal data distribution result of COBWEB in spatiotemporal domain. . . . 66
4.1 Officer patrolling routes through three different algorithms. The officer patrols
from the initial position to each parking slot by three lines. Blue line: existing
patrolling regime; green line: greedy algorithm; red line: ACO algorithm. . . . 73
4.2 Monthly parking violation map. . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3 Parking regions in the CBD area. . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.4 Numbers of violation with total violation time. . . . . . . . . . . . . . . . . . . 77
4.5 Left figure is the weekly fine collections in the CBD through three algorithms.
Right figure shows the weekly break/rest time in the CBD through three algo-
rithms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.6 The weekly benefits and break time in Southbank. . . . . . . . . . . . . . . . . 87
4.7 The weekly benefits and break time in Hardware. . . . . . . . . . . . . . . . . . 88
4.8 The weekly benefits and break time in Hyatt area. . . . . . . . . . . . . . . . . 88
4.9 Left figure shows the benefits in relation to the speed of parking officers, Right
figure shows the relationship between break time and speed of parking officers. 89
5.1 Data is sampled at different time frequencies from the dataset to generate the
training, validation, and test sets. From there, the training and validation sets
are fed into the optimizer to generate labels for the classification techniques.
These labels are then used for training, and the classifiers are used to roll out
trajectories on the test set. The rewards obtained on the test set are compared
with the greedy solution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.2 Total reward obtained on each day. . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.3 The effect of the number of nodes n on the total reward obtained, and the
categorical accuracy as seen on the test set. . . . . . . . . . . . . . . . . . . . . 100
5.4 The effect of the time step dt on the total reward obtained, and the approxi-
mation accuracy as seen on the test dataset. . . . . . . . . . . . . . . . . . . . . 100
5.5 Test time on 1000 times decision with different number of nodes. . . . . . . . . 101
6.1 Functional architecture of the proposed parking prediction scheme. . . . . . . . 106
6.2 Hourly evolution of parking occupancy for 30 regions (%). The line graph
indicates the mean value of occupancy for all regions. . . . . . . . . . . . . . . 107
6.3 Probability density function of duration time for each region. . . . . . . . . . . 108
6.4 Recurrent neural network structure. . . . . . . . . . . . . . . . . . . . . . . . . 109
6.5 Long short term memory structure. . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.6 Parking sensors located in different areas of Melbourne. . . . . . . . . . . . . . 111
ix
6.7 Hourly evolution of parking occupancy for 3 random selected regions (%). The
line graph indicates the mean value of parking occupancy rate for each region. 112
6.8 Probability density function of duration time based on factors (day in a week,
occupancy rate and time in a day). . . . . . . . . . . . . . . . . . . . . . . . . . 113
7.1 An example of aircraft trajectory on the road and off the road. . . . . . . . . . 117
7.2 Overview of the airport map matching framework. . . . . . . . . . . . . . . . . 121
7.3 The four classes of aircraft trajectories samples at airport. . . . . . . . . . . . . 123
7.4 The raw data and the output trajectory data from step 1.1 in data preprocess-
ing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
7.5 The four classes of aircraft trajectories at airport from step 1.2 in data prepro-
cessing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.6 Compression ratio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
7.7 Comparison of ground truth map and incrementally generated route network. . 132
7.8 An example of trajectories in raw GPS data and in a new generated route
network. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
7.9 Process of incremental route network generation. . . . . . . . . . . . . . . . . . 134
7.10 Evaluation metric with incremental updating approach from LAX dataset for
the different number of trajectories used. . . . . . . . . . . . . . . . . . . . . . 135
x
List of Tables
2.1 The results of two sample unpaired t test for temporal features of each action
of two people. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.2 Accuracy of user classification using temporal features of actions on key data. . 38
2.3 Accuracy of action classification using Bluetooth signals on key data. . . . . . . 39
2.4 Accuracy of person classification using two-step approach on key data. . . . . . 39
2.5 Accuracy of user classification using temporal features of activities on smart
card data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.6 Accuracy of action classification using Bluetooth signals on smart card data . . 40
2.7 Accuracy of user classification using two-step approach on smart card data . . 41
3.1 Energy for each cluster by X-means on spatial domain. . . . . . . . . . . . . . . 60
3.2 Energy of each cluster by DBSCAN in spatial domain. . . . . . . . . . . . . . . 61
3.3 Energy for each cluster by X-means on spatiotemporal domain. . . . . . . . . . 65
3.4 Energy for each cluster generated by DBSCAN in spatiotemporal domain. . . . 67
3.5 Comparison of the results of clustering in spatial and spatiotemporal domain. . 68
3.6 Comparison of two popular internal clustering evaluation approaches and the
proposed method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.1 Attribute list for parking events. . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.2 Other attributes used in experiments. . . . . . . . . . . . . . . . . . . . . . . . 85
5.1 Deep neural network settings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.2 Classifiers performance as a ratio of optimiser rewards . . . . . . . . . . . . . . 99
6.1 Features of Melbourne parking dataset. . . . . . . . . . . . . . . . . . . . . . . 110
6.2 Results for prediction horizons for parking regions (Mean Value) with clustering
and without clustering. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.3 Results for prediction horizons for parking regions (Mean Value) by proposed
method and static MLP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
7.1 Attribute list of GPS point xi. . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
7.2 Overview of Los Angeles International Airport. . . . . . . . . . . . . . . . . . . 128
7.3 Running time of Los Angeles International Airport dataset . . . . . . . . . . . 135
xi

Abstract
Recent advances in Internet of Things (IoT) have changed the way we interact with the
world. The ability to monitor and manage objects in the physical world electronically
makes it possible to bring data-driven decision making to new realms of city infrastruc-
ture and management. Large volumes of spatiotemporal data have been collected from
pervasive sensors in both indoor and outdoor environments, and this data reveals dynamic
patterns in cities, infrastructure, and public property. In light of the need for new ap-
proaches to analyse such data, in this thesis, we propose present relevant data mining
techniques and machine learning approaches to extract knowledge from spatiotemporal
data to solve real-world problems.
Many challenges and problems are under-addressed in smart cities and infrastructure
monitoring systems such as indoor person identification, evaluation of city regions seg-
mentation with parking events, fine collection from cars in violations, parking occupancy
prediction and airport aircraft path map reconstruction. All above problems are associated
with both spatial and temporal information and the accurate pattern recognition of these
spatiotemporal data are essential for determining problem solutions. Therefore, how to
incorporate spatiotemporal data mining techniques, artificial intelligence approaches and
expert knowledge in each specific domain is a common challenge.
In the indoor person identification area, identifying the person accessing a secured
room without vision-based or device-based systems is very challenging. In particular,
to distinguish time-series patterns on high-dimensional wireless signal channels caused
by different activities and people, requires novel time-series data mining approaches. To
solve this important problem, we established a device-free system and proposed a two-step
solution to identify a person who has accessed a secure area such as an office.
Establishing smart parking systems in cities is a key component of smart cities and
infrastructure construction. Many sub-problems such as parking space arrangements, fine
collection and parking occupancy prediction are urgent and important for city managers.
Arranging parking spaces based on historical data can improve the utilisation rate of
parking spaces. To arrange parking spaces based on collected spatiotemporal data requires
reasonable region segmentation approaches. Moreover, evaluating parking space grouping
results needs to consider the correlation between the spatial and temporal domains since
these are heterogeneous. Therefore, we have designed a spatiotemporal data clustering
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evaluation approach, which exploits the correlation between the spatial domain and the
temporal domain. It can evaluate the segmentation results of parking spaces in cities using
historical data and similar clustering results that group data consisting of both spatial and
temporal domains. For fine collection problem, using the sensor instrumentation installed
in parking spaces to detect cars in violation and issue infringement notices in a short time-
window to catch these cars in time is significantly difficult. This is because most cars in
violation leave within a short period and multiple cars are in violation at the same time.
Parking officers need to choose the best route to collect fines from these drivers in the
shortest time. Therefore, we proposed a new optimisation problem called the Travelling
Officer Problem and a general probability-based model. We succeeded in integrating
temporal information and the traditional optimisation algorithm. This model can suggest
to parking officers an optimised path that maximise the probability to catch the cars in
violation in time. To solve this problem in real-time, we incorporated the model with deep
learning methods. We proposed a theoretical approach to solve the traditional orienteering
problem with deep learning networks. This approach could improve the efficiency of similar
urban computing problems as well. For parking occupancy prediction, a key problem in
parking space management is with providing a car parking availability prediction service
that can inform car drivers of vacant parking lots before they start their journeys using
prediction approaches. We proposed a deep learning-based model to solve this parking
occupancy prediction problem using spatiotemporal data analysis techniques. This model
can be generalised to other spatiotemporal data prediction problems also.
In the airport aircraft management area, grouping similar spatiotemporal data is
widely used in the real-world. Determining key features and combining similar data are
two key problems in this area. We presented a new framework to group similar spatiotem-
poral data and construct a road graph with GPS data. We evaluated our framework
experimentally using a state-of-the-art test-bed technique and found that it could effec-
tively and efficiently construct and update airport aircraft route map.
In conclusion, the studies in this thesis aimed to discover intrinsic and dynamic pat-
terns from spatiotemporal data and proposed corresponding solutions for real-world smart
cities and infrastructures monitoring problems via spatiotemporal pattern analysis and
machine learning approaches. We hope this research will inspire the research community
to develop more robust and effective approaches to solve existing problems in this area in
the future.
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Introduction
Smart cities and infrastructures monitoring is one of the trending topics worldwide. To-
day, more than half the world’s population lives in urban areas, and the urbanisation rate
of the world is expected to achieve 66% by 2050 [Nations 2014]. In developed countries,
the rate of urbanisation is even higher. More than 75% of European Union citizens are
living in cities [Caragliu et al. 2011], and 89.7% of the total population (2017) of Australia
choose cities as their places to live [Central Intelligence Agency 2017]. Rapid urbanisation
promotes economic development because high density population leads to high efficiency
in services and goods production. More than 80% of economic products are generated from
urban places and giant cities, which generate disproportionately higher rate of economic
growth than in rural areas [Zhang 2016]. High population density significantly increases
the difficulty of offering a good public service system and building sustainable infrastruc-
ture. Without a good design of public transportation systems and roads networks, traffic
congestions becomes a severe problem in most big cities as high volume traffic flow con-
tributes to local air pollution levels and causes many illness such as asthma in children
[Weiner et al. 2016]. Managing infrastructures such as parking spaces, aircraft at airport
and buildings, also causes many new problems in this area.
To solve the above problems, many cities have established intelligent and data-driven
systems for monitoring indoor and outdoor usages of urban places, which called smart
cities and infrastructures monitoring system. Smart cities are where government invest
in social capital, transportation, and information and communications technology (ICT)
infrastructure [Caragliu et al. 2011]. Smart infrastructures is smart because it combines
sensing technologies that can interact with traditional infrastructures. These infrastruc-
tures can collect information in the environment and send it to a central system or dis-
tributed system for analysis. Many giant companies have developed smart cities programs
to help cities organiser and agents improve operational efficiency. For example, IBM
provided a solution that gives smart cities organisers consolidated information. It also
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processes all data feeds and event information to improve operation efficiency [Zhuhadar
et al. 2017].
Smart cities and infrastructures monitoring consists of two aspects: indoor monitoring
and outdoor monitoring (or urban monitoring) [Brugger et al. 2016]. Indoor monitoring
aims to detect, localise, recognise and identify objects inside a building using sensors or
radio frequency signals [Mainetti et al. 2014]. An indoor monitoring system delivers great
deterrent to criminals and can effectively prevent property crime in offices or private real
estate [Song and Song 2006]. Urban monitoring is an interdisciplinary field which consists
of study and applications in urban areas. It combines the techniques of urban computing
and monitoring purpose. Urban computing is a process of acquisition, integration, analysis
of multiple urban data resources such as sensors, devices, vehicles and buildings [Zheng
et al. 2014]. The purpose of urban monitoring is to help city planners manage facilities
and infrastructure such as airport and parking spaces [Rathore et al. 2016].
This thesis aimed to explore both spatiotemporal data mining techniques and intelli-
gence technology and apply them to corresponding solutions to existing smart cities and
infrastructure problems. In this chapter, we briefly introduce the background knowledge
of this work in Section 1.1. In Section 1.2, we briefly talk about motivations of this the-
sis. Research challenges are listed in Section 1.3. Corresponding research questions are
described in Section 1.4. Section 1.5 summarises the research contributions and Section
1.6 presents the structure of this thesis.
1.1 Background
Smart cities and infrastructures monitoring mainly consists of three parts: spatiotemporal
data collections, spatiotemporal data mining (STDM) techniques and artificial intelligent
(AI) algorithms. Ab overview of each component is illustrated in Figure 1.1. In this
section, we afford the reader a basic familiarity with underlying concepts, terminologies,
applications and scenarios of our research.
1.1.1 Spatiotemporal Data
Spatiotemporal data is the most common data type in the Internet of Things (IoT)-based
smart cities and infrastructure. This kind of data can be collected from multiple sources
such as smart phones carried by people [Glasgow et al. 2016], Global Positioning System
(GPS) [Rossi et al. 2015], sensors placed in cities [Jin et al. 2014], and radio frequency (RF)
based products such as Bluetooth beacons, WiFi routers and RF identification (RFID)
tags [Gubbi et al. 2013]. Relevant data analysis and context-aware learning approaches
are keys to taking advantage of this type of data, as it should comprehend the context
of the collected data and extract potential knowledge from different data sources. More-
over, analysing spatiotemporal data generated from these sources can solve many research
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Figure 1.1: Overview of the Smart Cities and Infrastructures Monitoring.
problems and frame many rich applications in smart cities and infrastructure monitoring
[Cornelius and Kotz 2012, Bao et al. 2017].
In this section, we introduce some typical spatiotemporal data we studied. We will
list some generic spatiotemporal data sources and corresponding collecting methods. Then
we will describe each type of spatiotemporal data and explore their properties.
Figure 1.2 depicts examples of data sources that are usually used to collect spa-
tiotemporal data. In this thesis, we mainly study three types of spatiotemporal data: car
parking data which is detected by on-ground sensors placed in parking spaces, Bluetooth
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Figure 1.2: There are different types of data sources for spatiotemporal data. Some sample
sources are illustrated here.
signals data transmitter from multiple beacons in a secure area, and aircraft trajectories
at airport detected by airport radars and sensors embedded on the aircraft.
These varieties of spatiotemporal devices are usually applied to different smart cities
and infrastructure applications. For each particular application, the corresponding prob-
lems easier using more suitable data sources and data analytical skills. In the following,
we describe three common spatiotemporal data types: (i) spatiotemporal interval data,
(ii) trajectory data, and (iii) point based time-series data.
Spatiotemporal interval data can be characterised by an interval with location and
time, which denotes where and when the event occurred [Shao et al. 2016]. The interval
is associated with some distributions. For example, a parking event usually contains
information regarding location, duration and leaving probability which relies on time
t. The location represents the spatial domain of the data and the duration reveals the
temporal information. The leaving probability of a car in such location and duration
varies with time, which can be represented as a probability distribution function P (t).
Trajectory data denotes the paths traced by moving subjects or objects in multi-
dimensional spaces over time. Trajectory data is commonly collected by mounting sensors
onto moving objects that periodically transmits information about the locations over time.
Point-based time-series data denotes a set of points with fixed locations and mea-
surement of a continuous temporal field. For example, environmental sensors are usually
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placed in multiple fixed locations and each of them can measure some environmental
variables such as humidity, temperature and wind speed over time. Another example is
wireless sensors data that are collected from fixed Bluetooth beacons. For each beacon,
the location is not changeable during the data collection process and signals often vary
with time.
In summary, different applications generate different types of spatiotemporal data
with different attributes and properties. It is necessary to choose reliable data sources
and the correct types of data to solve the corresponding spatiotemporal learning problems
1.1.2 Spatiotemporal Learning Problems
Spatiotemporal learning is a broad and general concept. As long as the data is related
to spatial and temporal information, we can call the corresponding learning problem
the spatiotemporal learning problem [Cressie and Wikle 2015, Shekhar et al. 2015]. In
this thesis, we focus on some essential parts of spatiotemporal learning problems such as
the spatiotemporal profiling problem, spatiotemporal data clustering evaluation problem,
orienteering problem, and trajectory clustering.
Spatiotemporal patterns are widely applied in smart cities and infrastructure appli-
cations. It basically can be regarded as a process to explore a large multivariate and
multi-temporal data that are generated through monitoring of the real-world. It aims
to explore these data by studying trends, correlations and patterns. As spatiotemporal
data consists of a spatial domain and a temporal domain, spatiotemporal data profiling
or recognition also needs to take both sides into consideration. Determining similarity
between data instances is a key to the spatiotemporal data profiling problem. How to
extract similar patterns from spatiotemporal datasets and profile each data instance with
a unique identifier is an essential problem in this area.
Clustering techniques aim to group multiple instances in a dataset [Jain et al. 1999].
A clustering points approach aim to group spatiotemporal points with similar attributes or
seek the hot areas based on density. Different from traditional points clustering, spatiotem-
poral points clustering must find the similarity in both spatial and temporal domains which
are two heterogeneous attributes. Evaluating the clustering result of spatiotemporal data
without labels widely exists. Spatiotemporal clustering evaluation methods are capable
of granting spatiotemporal clustering results with scalable, comparable and quantitative
scores. A higher score indicates better coherence within cluster and higher distinguishable
features between clusters.
The goal of the orienteering problem is to determine a path that visits a set of vertices
and maximises the score function within limited resources such as time or money. The
orienteering problem is a combination of vertex selection and determining the shortest
Hamiltonian path between the selected vertices. Furthermore, not all vertices have to be
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visited in the orienteering problem. Determining the shortest path between the selected
vertices is helpful for visiting as many vertices as possible in the available time.
Trajectory clustering is an important topic in the STDM area. We are interested
in grouping similar trajectories in the spatial domain over the entire duration. With the
development of tracking and sensor techniques, tremendous numbers of object trajecto-
ries data were collected. In smart cities and infrastructure area, trajectory clustering are
widely used in many applications such as vehicles tracking, pedestrian counting and air-
craft monitoring. This techniques aims to group similar trajectories from moving objects.
1.2 Motivation
Spatiotemporal learning problems are widely spread in smart cities and infrastructure
monitoring area. With an increasing number of sensors and smart devices placed in cities
and buildings, enormous amounts of data are being collected from a variety of scenarios.
Unfortunately, not many applications take full advantage of this data. Exploring and
solving spatiotemporal learning problems can help us understand existing problems in
smart cities and infrastructure applications such as person identification, detection of hot
areas in cities, smart parking monitoring and aircraft trajectory monitoring at airport.
1.2.1 Person Identification
Person identification is a key problem in indoor monitoring applications. Many smart
building applications require indoor person identification for personalised monitoring. For
example, in a hospital, nurses and doctors need to continuously monitor patients. With in-
door person identification techniques, they can understand the conditions of patients over
time. In shopping malls and museums, identifying different people during opening times
can significantly improve the efficiency of advertisement arrangements. In office buildings,
a door access control would prevent an intruder from unauthorised access [Tankard 2015].
To address this problem, many studies have been undertaken with different sensors and
IoT technologies. It usually uses ambient intelligence and other different forms of tech-
nologies to help users access doors containing an identification process. For example, a
fuzzy inference system can use a person’s voice to infer their identity for building security
[Wahyudi and Syazilawati 2007]. RFID and smart phones are also used in access control
system to recognise authorised people in secure areas [Mei Yin et al. 2016, Huatao et al.
2017]. Recently, using wireless signals to identify people in secure areas has attracted
extensive attention. This technology called device-free person identification technique
[Lee et al. 2018] does not require users to carry any device and it even can authorise
users without awareness of its existence. Compared with traditional person identification
methods, device-free technologies provide a more flexible, economically way to identify
authorised users. Since device-free techniques recognise a person’s identity using wireless
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signals and locations of person which is a kind of spatiotemporal data, it is necessary to
develop reliable and robust algorithms to address such spatiotemporal learning problem.
1.2.2 Smart Parking System
Parking occupies a large percentage of urban transportation land use and it is also one of
the most important assets to cities. For example, parking coverage accounts for 31% of
total land use in San Francisco and 76% in Melbourne [Manville and Shoup 2005]. The
density of car parking lots in city areas is significantly high, which leads to many urgent
problems such as traffic congestion, seeking of vacant parking spaces and difficulties asso-
ciated with the collection of violation fines. If city managers can have real-time parking
availability information, they can arrange the location of parking lots and rules of each
spaces. They also can monitor violation cases all the time. Many cities have established
smart parking systems. Smart parking is a way to help drivers find vacant parking spaces
through information and communications technology and also help city managers to mon-
itor parking spaces and parking violations. Smart cities need to adopt smart parking to
avoid drivers cruising for free parking [Lin et al. 2017]. Since smart cites have installed
many on-ground sensors in parking spaces, spatiotemporal data from different parking
spaces and different periods can be taken advantaged of to monitor parking situations in
urban areas. Many existing parking problems such as violation checking, detection of hot
parking areas and prediction of available parking space can be addressed by solving spa-
tiotemporal learning problems such as trip optimisation, spatiotemporal data clustering
and spatiotemporal pattern prediction.
1.2.3 Airport Monitoring
The airport is one of the most important assets for big cities. Much effort has been
spent on aviation safety monitoring over the past 60 years [Patankar and Taylor 2017].
However, airport monitoring remains a key element in transportation. Traditional airport
monitoring tasks rely on traffic controllers and managers, which leads to heavy workload
and psychological problems [Arico et al. 2017]. At airports, traffic controllers have to
arrange the path and runway for each aircraft. Meanwhile, pilots also need to control
their aircraft to park in the predefined area. With an increasing number of call signs,
it is becoming more difficult to monitor routes of aircraft at airports and manage traffic
flow under dynamic environments such as weather and runway condition. To discover
regular and irregular patterns of aircraft trajectories, trajectory mining techniques needs
to be studied. Through discovering patterns from aircraft routes, traffic controllers can
easily detect abnormal operations as the corresponding trajectories areas are different
from regular areas.
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1.3 Research Challenges and Gaps
A wide range of solutions exist in smart cities and infrastructure monitoring areas. How-
ever, only a few consider to use spatiotemporal data analytics skills to solve problems in
this area. In this section, we list existing solutions for different applications in smart cities
and infrastructures areas, and show the challenges in each aspect.
1.3.1 Spatiotemporal Data Profiling
Spatiotemporal data profiling such as person identification is an important application
in smart cities and infrastructure area. When an individual is identified in a context-
aware and personalised system, the application content can be customised. Additionally,
the task of identifying the person forms the groundwork for security monitoring solu-
tions, to provide authenticated access to a secure facility or resource [Cornelius and Kotz
2012]. Traditional approaches use IoT devices (e.g, on-body sensors, mobiles) to track
and identify the user who wears them. Recent research on human detection and locali-
sation using wireless signals provides a more flexible solution to the person identification
problem [Wang et al. 2014]. This device-free technique outperforms traditional person
identification methods in various ways. It employs wireless signals generated from envi-
ronmental devices such as WiFi, RFID generators or Bluetooth beacons, to detect, localise
and recognise the person in a particular region. These sensors or beacons transmit and
receive wireless signals periodically. The existence of people are likely to interfere with
the magnitude and frequency of received signals. Therefore, according to the variation of
signals, it is possible to infer the identity of a person who accesses the monitoring area.
Successful identification relies not only on solid hardware and software foundations but
also on collected spatiotemporal data processing techniques and person behaviours learn-
ing approaches. With an increasing amount of spatiotemporal data recorded by wireless
beacons, how to efficiently process this large volume of data and extract useful information
becomes a prominent problem in the indoor monitoring area.
One state-of-the-art approach called WiWho using WiFi was proposed by [Zeng et al.
2016]. This framework used channel state information (CSI) for person identification,
showing that RF-based techniques can identify persons in specific areas from a small group
of people (from 2 to 10 people). WiFi techniques can be applied in places such as smart
homes and offices where there is an active WiFi connection. However, in places with door
access and other temporary constructions, it is not reasonable to assume that WiFi system
and electrically charged systems exist because WiFi systems need at least one router
to establish a connected network, and this may not be available in the above scenarios.
[Sugino et al. 2015] proposed a human motion detector with low energy Bluetooth beacons
that was based on the assumption that human activities can be detected using Bluetooth
beacons. other popular device-free techniques such as WiFi and RFID, Bluetooth beacons
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are more portable and energy efficient. For example, Bluetooth beacons called iBeacon,
use Bluetooth 4.0 techniques, which can run for more than one year without changing the
batteries. The size of the Bluetooth beacons can be smaller than a coin and therefore,
they can be deployed anywhere. Despite these advantages, Bluetooth signals have some
limitations such as low sampling rates and unstable signal strength. The other drawback is
that the coverage range of Bluetooth signals is smaller than the range of WiFi. According
to our preliminary study and technical document, the valid range of Bluetooth beacons in
a room is less than 10 metres. Although the range of standard beacons has been expanded
to 70 metres, such signals are too weak to distinguish changes caused by obstacles. To
the best of our knowledge, there is no work on exploring the potential use of Bluetooth
beacons for the person identification problem.
1.3.2 Spatiotemporal Clustering Evaluation
In the STDM area, new challenges arise due to the spatial features and temporal features
being heterogeneous. Any features or dimensions in the spatial domain are in the same
Euclidean space, which suggests that the distance measurement obeys three rules: First,
the inner product of any distance is always non-negative. Second, the length between two
locations in the same Euclidean space can be measured by a norm. Third, triangle in-
equality works for any three points in the same Euclidean space. The above properties are
the fundamental components of traditional clustering techniques. However, in most of the
cases, temporal features and spatial features are in different Euclidean space, which leads
to a necessity to develop new clustering methods to bridge two different heterogeneous
spaces.
Evaluating spatiotemporal data clustering results plays an important role in the spa-
tiotemporal learning area. For traditional clustering evaluation, there are two main ap-
proaches: internal evaluation and external evaluation (see Figure 1.3). Internal evaluation
is used under the condition where the labels of data do not exist and the clustering result
needs to be evaluated based on data that was clustered itself. The external evaluation
approaches validate the clustering results based on external benchmarks. These bench-
marks comprise labels for grouped data which is usually made by human. The quality of
a cluster using external criterion is much easier to measure than internal evaluation as the
ground truth have been given. Many existing methods such as purity, rand measure [Rand
1971] and F-measure [Larson 2010] result in an accurate number which can compare the
different clustering analysis approaches on the same scale. Internal evaluation techniques
such as Davies-Bouldin index [Davies and Bouldin 1979], Dunn index [Pakhira et al. 2004]
and the Silhouette coefficient [Sander et al. 1998] do not evaluate the clustering methods
in the same scale. The value of the clustering result can only indicate which method is
better but cannot reveal the quantitative difference. Internal spatiotemporal-clustering
evaluation is a difficult problem as the internal evaluation methods need to define the dis-
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tance measurement first. However, the distance measurement in heterogeneous space such
as spatial space and temporal space cannot be given by a simple Euclidean distance or
other norms. Existing traditional clustering techniques fail in establishing the connections
between spatial space and temporal space.
Many traditional clustering methods have been modified to fit for spatiotemporal
data such as ST-DBSCAN [Birant and Kut 2007]. These methods have usually applied
the traditional clustering approach directly to the spatial domain and temporal domain.
As a result, the spatial space and temporal space are regarded as two different attributes
or features for clustering methods. For example, in ST-DBSCAN [Birant and Kut 2007],
there are two sets of parameters for spatial features and temporal features. However, these
types of approaches do not establish a correlation between spatial and temporal features
and also do not realise their heterogeneous properties.
Clustering Evaluation 
and Assessment
External Evaluation 
Methods
Internal Evaluation 
methods
Davies-Bouldin 
Index
Silhouette 
Coefficient
Dunn Index
Purity Rand 
Measure
F-measure
Figure 1.3: Clustering evaluation and assessment diagram showing internal and external
evaluation methods.
Traditional techniques have only a single objective that minimising the similarity
within the group and maximising the difference among groups. In some special appli-
cations, such as in the domain of facility or city management, this is likely to be non-
applicable. For instance, if we plan to assign a limited number of police to criminal areas,
we would need to constrain the size of each cluster. Traditional clustering methods do not
provide such an ability. Moreover, traditional methods do not consider measuring simi-
larity in spatiotemporal data. Since clustering is an unsupervised learning technique, the
clusters are not known a-priori, and different algorithms partition the dataset differently.
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The next issue to address is evaluating the clustering results to determine the partitioning
that best fit the underlying data. Traditional clustering usually applies distance measures
to calculate the similarity between data points. Each data point has the same number of
feature or values. However, time-interval based data is likely to have different length of
time windows and different features on it. Therefore, it is impractical to evaluate complex
spatiotemporal data with traditional cluster validation techniques.
1.3.3 Spatiotemporal Orienteering Problem
An essential outdoor monitoring service is to manage the parking spaces in the CBD area.
This is a typical ST area problem. On-ground sensors located in parking spaces collect an
enormous amount of ST data containing locations and time-series information. However,
most of the previous work in this area do not provide a formal definition. City managers
usually use statistical methods and rule-based approaches to look for cars in violation and
publish parking availability information. It is difficult to use these traditional approaches
to capture the trend of parking events, as well as learning patterns from numerous ST data
because the parking event is dynamic and the occurrence of it relies on many contextual
factors. Therefore, it is a critical issue to capture the potential patterns of these events
using a proper learning scheme.
With an increasing number of vehicles in city road networks, many problems have
emerged mainly because the current transportation infrastructure and car park facility
developed have not adapted to the requirements of drivers and smart cities management
today [Idris et al. 2009]. looking for available parking and catching cars in violation are two
key problems for smart parking systems to resolve. With the implementation of the smart
parking system, drivers can easily locate and secure a free parking space deemed convenient
to them. The parking officers can also find more easily the cars in violation and catch them
in time. Vacant car parking lots searching time has been reduced by 43% in San Francisco
with a trial of the smart parking system [JAFFE 2014]. In Nice, France, a smart parking
system with 8,500 on-street spaces and 19 multi-storey parking structures was installed
in 2013, and operational parking costs dropped by 30%. Meanwhile, 10% of congestion
and air pollution were reduced in 24 months [ACT Government 2015]. Nowadays, most
smart parking systems leverage IoT technologies such as RFID, wireless sensor network,
Bluetooth, Wi-Fi, and fixed cameras [Sadhukhan 2017]. These systems usually consist of
a parking information collection component, sensor connectivity component, and parking
meter and deployment parts [Lin et al. 2017].
Prediction of the future trend is another crucial feature in the spatiotemporal orien-
teering problem. The availability of STDM and AI methods which are capable of auto-
matically learning patterns from historical spatiotemporal data is remarkable attractive
for many applications. The long-term spatiotemporal data collected from ambient sen-
sors reveals the future trend of data in the temporal space. Existing solutions mainly
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use the regression model which cannot extract the abstract pattern of the spatiotemporal
data. Considering spatiotemporal data often contain many hidden layers in the knowl-
edge rather than the observed values, using deep learning model is likely to exploit the
underlying information of spatiotemporal data. Therefore, exploring the hidden pattern of
spatiotemporal data in some particular applications using AI technologies are challenging.
1.3.4 Trajectory Map Matching
Trajectory map matching plays a key role in urban monitoring at airports. The traf-
fic controller needs to use similarity measurements to schedule and group aircraft paths.
However, the airport aircraft trajectories are not route-based. Traditional trajectory clus-
tering problems can exploit map matching methods [Newson and Krumm 2009] to group
GPS data into road segments. For airport aircraft trajectory GPS data, there is no appar-
ent path. Merging similar trajectories with point-based clustering methods and similarity
learning methods can be a key problem in such applications.
Constructing and updating the route networks of aircraft at airport can also help
air traffic controllers manage and monitor aircraft landings and take-off. It can also
help airport traffic managers to recognise patterns of aircraft movement to reduce traffic
congestion [Bertsimas and Patterson 1998, Kong et al. 2016], and detect anomaly in the
routes of aircraft [Pusadan et al. 2017]. Currently, companies such as Google, Apple
and OpenStreetMap provide digital maps of the road networks in cities and urban areas.
these companies spend tremendous amounts of money and human resources on manually
mapping road networks into digital maps [Aly et al. 2014]. Nevertheless, some parts
of road networks, such as airport runways remains absent from these maps. Federal
Aviation Administrations (FAA) recorded GPS trajectory information for each aircraft
at United States airports, which offers an opportunity to generate aircraft route network
maps using collected GPS data [Chen et al. 2017]. Many algorithms and frameworks
have been proposed to construct the road network of cities or urban areas. None of them
are applicable to the aircraft trajectory data. These works can be roughly grouped into
two classes as follows: 1) network of routes taken by vehicles and pedestrians, where the
route networks exist on the real-world map, and are represented as roads, highways and
trails [Fu et al. 2016, Kuntzsch et al. 2016] and 2) discovering the main trajectories from
massive amounts of GPS data where no fixed roads are built in the map [Jonsen et al.
2003, Dodge et al. 2013]. Those work include discovering trails that animals frequently
travel and popular routes for travellers in the open area.
Traditional road network map construction, inferring an airport map using aircraft
GPS trajectories is more challenging. First, the noise and large size of aircraft leads to
higher uncertainty of GPS points location. Second, airport runways are different from
other sources of GPS data such as taxi or cars. The trajectories of aircraft and vehicles at
airport are more flexible and uncertain because the common roads are much narrower than
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airport runways. Third, the speeds and headings of aircraft are more uncertain than those
of road vehicles, because all aircraft at airports follow the orders of the traffic controllers.
In addition, it is harder to predict the behaviour and trajectories of aircraft than that of
any other vehicles in a city as aircraft encounter more uncontrolled cases than vehicles do.
Fourth, the common road network, aircraft route networks at airport change more rapidly.
It always changes based on the environmental factors such as wind or climate. Therefore,
batch processed-based methods are not suitable for aircraft route network construction.
An incremental learning approach is necessary to be used to update the route network
with new aircraft trails. In summary, there is a large disparity in the requirements for
inferring maps of common road networks and airports from GPS data. It is necessary
to propose a new framework to construct an aircraft route network considering both two
unique characteristic of aircraft data.
1.4 Research Questions and Objectives of the Thesis
The main research goal of this thesis was to develop and propose corresponding approaches
to extract knowledge from spatiotemporal data and establish a data-driven model for
precinct monitoring problems. It also explored potential AI techniques to solve the mod-
elling, scheduling, prediction and recognition problems in smart cities and infrastructure
monitoring areas.
To overcome the aforementioned research challenges, the following research questions
are defined with the purpose of proposing systemically, reliable and efficient approaches
to solving the precinct monitoring problems with spatiotemporal data.
RQ-1. How to identify persons who access secure areas based on device-
free radio-based infrastructure (e.g., Wi-Fi, Bluetooth beacon and RFID)?
Considering the privacy and real application requirements, this question mainly ad-
dressed using Bluetooth signals to identify users in the door access process. It also focussed
on the wireless signals processing problem and pattern recognition in the time-series data
problem.
RQ-2. How to establish a model to evaluate the segmentation result of
cities based on parking sensor data?
In this research question, we aimed to propose a model to evaluate the clustering result
of spatiotemporal interval data, which is a type of spatiotemporal data associated with a
start and an end-point. This model can be used to effectively evaluate the segmentation
results of smart cities using parking sensor data collected from different regions.
RQ-3. How to maximise fines collected from cars in violation by a parking
officer in the shortest time?
In this question, we aimed to develop a formulation of the Travelling Officer Problem
and a general probability-based model to solve it. We use a large real-world dataset
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with on-street parking sensor data from the local city council. With the recent in-ground
sensors deployed throughout the city, there is a significant problem with how to use sensor
data to manage parking violations and issue infringement notices efficiently in a short
window of time. Moreover, we also proposed a greedy algorithm and an ant colony-based
algorithm for parking officers to maximise the number of cars caught while in violation
and minimise travel costs. We also explored the deep learning techniques that can be used
to learn the optimisation solution and satisfy the requirement that the application can be
run in real-time.
RQ-4. How to reconstruct road networks from multiple trajectories data?
In this research question, we aimed to propose a spatiotemporal clustering approach
to group multiple trajectories of aircraft at airports. The tasks involve analysing the
trajectory patterns and grouping trajectories by similar features. To solve the problem,
we proposed a new framework and trajectory merging algorithms to reconstruct road
networks of aircraft at airport.
RQ-5. How to predict resource availability from periodic spatio-temporal
patterns?
In this research question, we aimed to predict the states of spatio-temporal regions by
exploiting deep learning and spatiotemporal data clustering techniques. For this problem,
we took advantage of extracted spatiotemporal patterns from the historical data and
explore the correlation between different spatio-temporal regions.
1.5 Research Contributions
To address the research questions defined above, extensive studies were conducted with
a large amount of spatiotemporal data collected from a real-world system and different
STDM methods were verified for our proposed solutions. The contributions of this research
are summarised as follows.
1. Wireless signals data analysis and person identification approach in a
device-free environment
We conducted the preliminary studies to reveal the potential use of Bluetooth beacon
in a person identification study. Based on a preliminary study, we designed a two-step
algorithm to identify people. We employed the temporal features and activity recognition
results to identify who opened and closed the door in the framework. We conducted an
evaluation of BLEDoorGuard used in real-world scenarios and achieve acceptable perfor-
mance. We recruited two groups of people, with the groups differing in the number of
participants and designed a practical experiment. We built a complete dataset of videos
and RF signal files. We applied the proposed framework to this dataset and identified the
person from the groups with 6 and 10 people respectively, in two different scenarios.
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2. A general energy based spatiotemporal data clustering evaluation
framework
We proposed a general model for clustering spatiotemporal-interval based data from
sensors and IoT. This model aimed to solve specific spatio-temporal clustering tasks and
can be adapted to other event-based processing. Our aim is to build a general model to
evaluate clustering methods in both the spatial and temporal domains. The model can
be applied for evaluating the results of multiple clustering algorithms on spatiotemporal
interval data. We conducted a case study on the proposed model using real-world parking
sensor data. We used our proposed algorithm to develop a spatiotemporal-interval based
model and compared the results with different traditional clustering techniques.
3. A new spatiotemporal data driven orienteering problem establishment
and corresponding solutions
We defined a new problem called the Travelling Officer Problem (TOP): a touring
problem faced by officers who need to monitor parking spaces within a given time con-
straint. We proposed two algorithms by taking advantage of spatio-temporal information
and probability estimation, to issue infringement notices more efficiently by maximising
the number of violators caught within a limited travelling cost. We built a system to eval-
uate our model and both algorithms. We conducted extensive experiments using a large
public dataset that has been published online by Melbourne City Council. The results
showed both algorithms outperform the baseline.
We proposed a generic framework for transforming an orienteering problem to a clas-
sification problem that can be solved using deep learning. We explored the correlation
between the configuration of feed-forward neural networks and the performance at infer-
ence time with extensive experiments, relying on a large real-world dataset. We validated
our claim that the TOP can be solved using neural network classifiers through extensive
experiments, including a comparison with traditional machine learning methods.
4. A learning framework for parking occupation prediction
We analysed the duration problem with hazard-based free parking duration modelling
and fit the distribution with a regression model. We transformed the parking events data
to time-series data and applied a novel two-step approach to predict parking occupancy
and duration time. We first used the long short-term memory (LSTM) model to predict
the parking availability to our best knowledge. We evaluated the performance of our
proposed model and compared it with the state-of-art approach with a large real-world
parking dataset.
5. A GPS data based road reconstruction of aircraft at airport framework
via trajectory clustering
We presented an incremental updating framework to address the aforementioned re-
search questions. This framework can create an aircraft map at airport with a route
network. Each take-off and landing trajectory can have a corresponding graph as the
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underlying representation of the route networks in the map. The framework can create a
map from scratch and is able to update the map step-by-step with new trajectories. Addi-
tionally, our framework does not need any training process or much heuristic knowledge.
To solve the above problems, we introduced a pre-classification and de-noising method
to represent the aircraft trajectory data, which is able to mine the useful information from
a massive amount of trajectory data. We also proposed a simple but effective approach to
merge similar aircraft trajectories. This intermediate merge method can find the central
lines of trajectories incrementally. We also visualised the road construction process and
evaluated this with some state-of-the-art test-bed.
1.6 Thesis Organisation
The remaining chapters in this thesis are organised as follows.
• Chapter 2: A Device-free Data-driven Person Identification Framework
for Indoor Monitoring. (RQ1) This chapter describes the solution to Research
Question 1. We present BLEDoorGuard, a wireless, invisible and robust door access
system that leverages received signal strength indicator (RSSI) from Bluetooth Low
Energy (BLE) beacons to recognise a person who accesses a door.
• Chapter 3: An Energy-based Spatiotemporal Clustering Evaluation Frame-
work. (RQ2) In relation to the solution of Research Question 2, a general spa-
tiotemporal clustering evaluation framework is presented. This framework can be
used to effectively evaluate cluster results of spatiotemporal-interval data, which
signifies an event at a particular location that stretches over a period of time.
• Chapter 4: A Graph-based Orienteering Problem using Spatiotemporal
Data from Ubiquitous Sensors. (RQ3) In this chapter, we establish a formula-
tion of the Travelling Officer Problem with a general probability-based model. We
propose two solutions using a spatio-temporal probability model for parking officers
to maximise the number of infringing cars caught with limited time costs, which
answers Research Question 3.
• Chapter 5: Optimisation Solution Approximation with Deep Learning
Approach in Urban Planning. (RQ3) With regard to the solution in chapter
4, we employ the deep learning framework to overcome the efficiency problem in the
optimisation solution. We outline a method for converting an orienteering problem
into a classification problem using traditional optimisation techniques, and then
apply deep learning to generate a fully connected graph representation of trajectories
and enable a classifier to recommend the best trajectory. We outline the challenges
and performance bottlenecks involved, and test the performance of the network on
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a real-world parking violation dataset. We conduct a generic study that empirically
shows the critical architectural components that affect the network performance for
this problem. This framework also answers Research Question 3.
• Chapter 6: Parking Occupation Prediction with Deep Learning and Clus-
tering. (RQ4) In relation to Research Question 4, we propose a novel framework
based on recurrent network and use the LSTM model to predict parking multi-steps
ahead. The core idea of this framework is that both the occupancy rate of on-street
parking in a specific region and car leaving probability are exploited as prediction
performance metrics. A large real parking dataset is used to evaluate the proposed
approach with extensive comparative experiments. Experimental results show that
the proposed model outperforms the state-of-the-art model.
• Chapter 7: Aircraft Trajectory at Airport Clustering Framework and
Road Network Reconstruction using GPS Data. (RQ5) A framework that
can create and incrementally update aircraft route maps at airport based on aircraft
trajectory GPS data is presented in this chapter. We also answer Research Ques-
tion 5 with this framework. This mainly consists of two steps: 1) Classify aircraft
data according to spatial and temporal information. 2) Merge the similar routes of
aircraft and construct new routes incrementally. We evaluate our framework exper-
imentally using a state-of-the-art test-bed technique, and find that it can effectively
and efficiently construct and update aircraft route map at airport.
• Chapter 8: Conclusion. This chapter concludes the thesis by summarising the
main contributions. Discussions about the limitations of this work and future direc-
tions are also presented.
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CHAPTER 2
A Device-free Data Driven Person
Identification Framework for Indoor
Monitoring
As discussed in Chapter 1, recently, door access control with Internet of Things (IoT)
has become increasingly popular in the field of indoor monitoring. However, conventional
approaches such as video-based or biological information based cannot satisfy the require-
ments of personal privacy protection in modern society. Hence, a wireless signal based
technique, called device-free, has been introduced to detect and identify persons in re-
cent years. This technique is able to recognise a person who access a small security area
without carrying any devices.
In addressing the first research question as presented in Section 1.4, this chapter
introduce a wireless, invisible and robust door access system which leverages received
signal strength indicator (RSSI) from Bluetooth Low Energy (BLE) beacons to recognise
a person who accesses a door which we named BLEDoorGuard [Shao et al. 2017].
It is challenging to identify a person who enters a room using RF signals generated
by Bluetooth beacons [Shao et al. 2017]. For example, in a key based door access system,
people enter the room following a sequence of activities: walking to the door, getting the
key from their pocket and standing in front of the door, inserting the key and opening the
door, and finally, closing the door. Coarse-grained device-free techniques cannot distin-
guish every activity of every different person. However, through a series of experiments
outlined in Section 2.3, we observed that the behavioural patterns of each different person
in the door access process are slightly different. Further, the same individual is likely to
adopt a similar pattern each time when accessing the door. For instance, some people
tend to open the door with their hands, someone prefer to use their shoulder, and some
even like to kick the door open. Though some people may open the door in the same
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way, the speed of opening and, the body angle varies among people, which presents an
opportunity to identify people by their behaviours during the door access.
Inspired by our observations, we proposed a two-step identification process to identify
a person during door access. The first step aims to recognise actions of each participant
especially the length of each action. The second step is to identify the person using the
temporal information of the actions. In the first step, we use Bluetooth signals to extract
features for action recognition. As the recognised labels can be in any order and may
not be an appropriate sequence of action, we align them using a dynamic programming
technique to assure the order of the actions. In the second step, we use the recognised
labels in the first step to compute temporal features of the actions. Since different person
usually spend different amount of time on each action during door access, it is possible
to identify each person with extracted temporal features. Another challenge associated
with Bluetooth signals are the low sampling rate and noise. WiFi and RFID signals, the
sampling rates of Bluetooth Beacons are much lower, which can undermine the ability to
recognise people’s actions during door access. To manage this problem, we applied a sinc
interpolation method and a Kalman filter to remove the noise and compensate for the
sampling rate.
We evaluated the BLEDoorGuard framework using two real-world cases: a door with
a key lock and a door with a smart card lock. For each case study, we recruited two
groups of volunteers (6 and 10 volunteers, respectively) to access doors. They were asked
to conduct each action during door access as they usually did. Each participant repeated
the door access procedure 10 to 20 times. A camera was used to capture the data collection
process and to extract the action time and person identity for each door access process.
In short, our main contributions in this chapter are:
• We conducted the preliminary studies to reveal the potential use of Bluetooth beacon
in the person identification study.
• Based on a preliminary study, we designed a two-step algorithm to identify people.
We employed the temporal features and activity recognition results to identify who
opened and closed the door in the framework.
• We conducted an evaluation of BLEDoorGuard in real world scenarios and achieved
acceptable performance. We recruited two groups of people, with the groups differing
in the number of participants and designed a practical experiment. We built a
complete dataset of videos and RF signal files. We applied the proposed framework
to this dataset and identified the person from the groups with 6 and 10 people
respectively, in two different scenarios.
The remainder of the chapter is organised as follows. Section 2.1 introduces the
related work. Section 2.2 provides an overall picture of the system design and goals. We
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conducted a preliminary study of Bluetooth characteristics for person identification in
Section 2.3. The data preprocessing and detection are shown in Section 2.4. We designed
and proposed a two-step algorithm in Section 2.5 and conducted related experiments in
Section 2.6. We conclude in Section 2.7.
2.1 Related Work
Person Identification: Person identification is attracting widespread interest in ubiq-
uitous computing research community. Cornelius proposed an approach which employed
coherence between accelerometers on body to identify persons with on-body sensors [Cor-
nelius and Kotz 2012, Cornelius et al. 2014]. In their study, users were required to wear
sensors for long periods in order to collect the data. It was highly invasive and annoying
for the users to wear the devices for a long time, especially for elderly participants[Sugino
et al. 2015, Torres et al. 2013]. There are some non-invasive approaches for user mod-
elling leverage specifically designed infrastructure sensors which area embedded into the
environment. For example, Orr and Abowd [Orr and Abowd 2000] used a force sensor
installed under the floor to sense the ground reaction force of footsteps. Features were
then extracted from signals of the force sensor and used to recognise people. Another line
of work used a capacitive sensing system installed under the floor to track user’s mobility
trajectories, and identified users by recognising the patterns of their trajectories[Valtonen
et al. 2011; 2012]. These approaches, however, require installation of specifically designed
infrastructure, which usually extremely expensive.
Device-Free Techniques: Device-free is a pervasive technique that can detect,
localise, and recognise activities using radio signals. Device-free systems leverage radio-
based wireless devices to capture the transmitting signals in the environment. As an object
or a person may interfere with the signal, the mobility of this subject or person can be
captured by the changes in signals. In device-free systems, the user does not need to carry
any devices or sensors [Scholz et al. 2011]. Device-free techniques have been used in many
ubiquitous applications, such as indoor localisation [Patwari and Wilson 2010, Seifeldin
et al. 2013, Wilson and Patwari 2012], gesture recognition [Pu et al. 2013, Rautaray and
Agrawal 2012, Yao et al. 2015] and activity recognition [Sigg et al. 2014, Wang and Zhou
2015, Wang et al. 2014]. Youssef outlines several challenges in the device-free area[Youssef
et al. 2007]. The main challenges include human detection, tracking and identification.
For example, the necessary number of wireless network nodes are unknown. How to place
those nodes remains unclear. Moreover, the update rate is relatively slow due to the
transmission delay.
Device-Free Activity Recognition Human activity recognition is one of the most
important applications of device-free technology. WiBreath [Ravichandran et al. 2015]
used the RF-based techniques to measure the respiration rate of users. WiSee [Garber
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2013][Pu et al. 2015] claims that wireless signals enable gesture recognition in the whole
room, which can be applied to non-line-of-sight and through-the-wall scenarios. They
extracted gesture information by employing the Doppler shift effect. One of the latest
work proposed by Aljumaily [Aljumaily and Al-Suhail 2017] also used wireless networks
to recognise human gestures. The magnitude of radio signals has been used for human
activity recognition for many years. Since the magnitude of signals is easy to be influenced
by environmental noise, WiFi CSI is introduced to activity recognition area and is widely
used in many activity recognition applications [Wang et al. 2017, Tan et al. 2017]. Kim et
al. summarised some important works on device-free activity recognition with CSI data
[Kim 2017]. Bo et al. [Wei et al. 2015] recognised static and non-static activities with
high accuracy using WiFi CSI. They extracted the weighted average value of the signals
as the main feature for classification [Wright et al. 2009]. Another important sub-area in
activity recognition is the motion detection. The RASID system [Kosba et al. 2012] used
a number of RF generators and a laptop as the receiver to detect the motion of users.
existing work, their system is non-parametric and robust.
Device-free Person Profiling There are few studies on person identification using
device-free techniques [Lv et al. 2017]. WiDisc [Scholz et al. 2015] is able to distinguish
three different subjects by leveraging radio signals. It uses traditional fingerprint method-
ology and only needs few training data. However, this system, to some extent, cannot
identify users as it only uses three classes of people– tall, medium and small. Nevertheless,
this study provides useful preliminary work for attempting to identify a user profile using
wireless signals. The state-of-the-art device-free technique involved person identification
using WiFi CSI based gait recognition. Both WiWho and WiFi-ID attempt to recognise
person in smart places such offices and rooms using WiFi CSI together with gait recogni-
tion approach[Zeng et al. 2016, Zhang et al. 2016]. In these two works, their systems were
evaluated using groups of 6 and 10 people. Interestingly, WiWho [Zeng et al. 2016] and
WiFi-ID [Zhang et al. 2016] achieved a close accuracy with similar experimental settings
and algorithm. WiWho removes the distant multipath noise and high frequency noise
with FFT techniques while WiFi-ID remove the noise with a Butterworth filter which is
a type of signal processing filter designed to have a frequency response as flat as possible
in the passband and a median filter. WiWho detected the walking cycle of each person
and extracted features of each step. It establishes a gait pattern profile by analysing step
features. WiFi-ID separates signals with specific frequency and chooses the most distin-
guishable band as the unique sign of each person. Inspired by this work, we go further
beyond user profiling to person identification, and investigate the feasibility of recognising
user actions and explore the identity of users who access the door.
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2.2 Overview
In this section, we formalise the problem of person identification during door access.
We also describe the design goals and scenarios. Challenges and assumptions are also
discussed, provides a clear overall view of BLEDoorGuard.
2.2.1 Preliminary
Definition 1. (Person during door access) A volunteer is a tuple u =< ft(
−→a ), ts, te >,
where ft(
−→a ) is the time person spend on each activity during door access and ts and te
are the start time and end time.
Definition 2. (Task) An access door task T is a sequence of activities associated with
different time intervals. The order of each activity for each person is fixed but the time
interval for each activity for each person can be different. Therefore, T = a1, a2, ..., am,
where m denotes the number of activities during door access.
Definition 3. (Sensed data) The sensed information is represented as multiple channel
time-series data D = C1, C2, ..., Cd, where d is the number of channels and C is the signal
strength generated from Bluetooth beacons.
2.2.2 Problem Definition
Given volunteers U = {u1, u2..., un} with a start location Ls and end location Le, the per-
son identification during door access problem is to recognise ui from U with D generated
from the door access task T performed by person ui. Each volunteer ui perform the same
task and the associated data D is labelled with the ID of each person ui.
2.2.3 Usage Scenarios
The Bluetooth beacons need to be located around the door noting that people walking
up block the line-of-sight between the receiver and the beacons. The door can be key-
based or card-based. Each person takes similar actions and follows the same order to open
and close the door. The design goals of the system are low cost, device-free and privacy
protected. The system should not be used in places where an error in person identification
can lead to severe consequence since the accuracy cannot achieve 100 percentage. Though
applicable scenarios therefore are limited, our system could also be useful in many privacy-
orientated locations that do not require ultra high accuracy and where there is no complete
infrastructure system such as a WiFi access point. More conveniently, such a system can
be installed and unset effortlessly. Bluetooth beacons and receivers can be placed almost
everywhere and no specific knowledge is required.
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Figure 2.1: Flowchart of BLEDoorGuard System.
2.2.4 Challenges
Using Bluetooth beacons for person identification is challenging. First, although some
studies [Sugino et al. 2015] show that Bluetooth signals can detect and localise a person,
it is not clear whether this can be applied to person identification problems. Secondly,
the sampling rate of multiple beacons are lower than WiFi or RFID, which increases the
difficulty in addressing the problem. Thirdly, impulse noise and multipath fading problem
need to be addressed. Finally, human labelling errors have negative effects on the accuracy
of classification, hence labels need to be aligned. We propose corresponding solutions to
the above challenges in the following sections.
2.2.5 System
Fig 2.1 presents the overview of our person identification system which is comprised of
three main components: data collecting and preprocessing, training and a two-step algo-
rithm.
In the first component, as illustrated in the top left of Fig 2.1, the Bluetooth receiver
can obtain signals from Bluetooth beacons in the environment. In the first step, we placed
multiple Bluetooth beacons inside and outside of the door. Each beacon periodically
transmits Bluetooth signals corresponding to a preset frequency. Multiple channel time-
series data was collected and stored in a database. In the second step, a Kalman filter
[Kalman 1960] was applied to this data to solve the multipath fading and impulsive noise
problem. other RF signals from WiFi and RFID, the sampling rate of Bluetooth signals
is much lower (2 - 10 Hz). In addition, multiple Bluetooth beacons compete with each
other, which leads to a further decrease in the sampling rate. The low sampling rate
undermines the ability of predictive models to estimate the activities of person, and are
likely to cause missing data problem in a short time window. Moreover, the signals from
different channels are not synchronised due to propagation path length and competition.
Therefore, an adequate method needs to be considered as a compensatory approach to
increase the sampling rates and synchronise the channels. Sine interpolation is a sound
interpolation method applicable to Bluetooth signals [DAI and ZHANG 2007].
In the training session, a camera was used to capture videos during door access. For
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each task, we manually labelled corresponding time-series data with person ID ui and
timestamps for each action. The features are calculated for each time window where
the window covers the entire actions during door access. The last step aims to analyse
the temporal features of each person and build a training model with machine learning
methods.
The proposed two-step algorithm consists of the action recognition aspect and the
person identification aspect. In the action recognition aspect, the first step was to divide
time-series data into fixed length non-overlapping time windows. In the second step,
features were extracted from each time window. Finally, a classifier was used to recognise
action of each time window. In the person identification aspect, the labels of action first
are needed to be aligned, because the classifier does not take the order of activities into
account. Therefore, we applied a dynamic programming alignment method to revise the
labels of each time window. Finally, the time windows with the same label were combined
and temporal features were calculated from each action. With the training data and
temporal features extracted from testing sets, person ID can be recognised using machine
learning classifiers.
2.2.6 Assumptions
BLEDoorGuard assumes everyone accesses the door with the same set of actions and
that all actions are conducted in the same order. This is consistent with our observation
that most people access the door with the same actions but with different time cost and
all actions follow the same order. For example, standing in front of the door should
always be undertaken after walking to the door. BLEDoorGuard system cannot track
multiple persons at the same time. The current BLEDoorGuard system can only identify
a single person during door access. Multiple person identification has a significant effect
on Bluetooth signals and requires more study. Bluetooth signals vary with any moving
obstacle in the coverage area. Hence any other moving objects make the prediction more
difficult. In summary, BLEDoorGuard is designed to identify a single person who accesses
door with a set of fixed order activities detected by environmental Bluetooth signals at
any given time.
2.3 Feasibility Study
Although researchers have used WiFi or RFID to identify people in a device-free envi-
ronment and have explored the characteristics of these two techniques, the properties of
Bluetooth Beacons in such scenario are still unknown. RFID tags and WiFi generators,
Bluetooth has its own unique features such as shorter range, lower tolerance of spatial
density, orientation sensitivity, lower reading rate and occlusion effect. Therefore, we per-
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form a series of experiments on Bluetooth Beacons which are similar to the experiments
conducted in [Zeng et al. 2016], in order to address the following questions:
• Occlusion: Is there any noticeable pattern in the Bluetooth signals when a person
enters the Bluetooth coverage area? Does the orientation of the human body have
a significant effect on signals strength?
• Differences in Temporal Features Extracted from Activities Among Peo-
ple: Can we only use temporal features of each action to distinguish them during a
door access environment?
• Consistency of Temporal Features of Each Action for the Same Person:
Do the temporal features extracted from actions during door access by the same
person remain the same over time?
2.3.1 Occlusion with Human Body Orientation
We aim to identify people through signal variation. Hence, it is necessary to explore the
correlation between the occlusion situation and signal strength. We asked 10 volunteers
to stand in a different orientation relative to the mobile beacons and we measured RSSI
when the subject rotated their body. The mobile device was positioned at 1 metre high
and 2 metres away from the beacons. The location of people was on the line-of-sight
between the receiver and beacons. Zero degree means the subject is facing the Beacon
while 180 degree means the subject is facing to the mobile device. Additionally, the body
of the subject rotates counter-clockwise during the process. In the experiment, we observe
that the RSSI varies for each person in the case of 10 subjects. A box-plot graph of these
results is shown as Figure 2.2.
Figure 2.2 illustrates the RSSI variation for different rotation angles of the 10 volun-
teers. The median RSSI value of the group with no occlusion in Figure 2.2 is much higher
than any other group, which suggests that RSSI values drop significantly if any subject
blocks the line-of-sight between the Bluetooth beacons and the receiver. Additionally,
the medians (which generally will be close to the average) of those groups with different
occlusion values are all at similar levels, although the box plots in these groups show dif-
ferent distributions. The groups with 0 and 180 degree rotation angles tend to have higher
signal strength. In contrast, groups with the other three rotation angles (45, 90 and 135
degrees) had lower RSSI results. The conclusion drawn from Figure 2.2 related to the first
question above, suggests that it is possible to detect a person during the door access area
with signal strength alone, and that different occlusion angles lead to variations in RSSI.
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Figure 2.2: Overall RSSI patterns for different rotation angles.
2.3.2 Actions during Door Access
One assumption of our system is that each person accesses the door via a series of actions
of fixed order. Therefore, it is important to verify that it is possible to recognise activities
from signal strength, and that temporal features extracted from those actions are different
for each person. The door access actions consist of walking to the door, standing in front
of the door, pushing the door and closing the door. Each activity has its own unique
identity in the shape of the signals. Therefore, we deployed a single mobile device and
four Bluetooth beacons within a reasonable range of the mobile device and collect signals
from them. In the preliminary study, we choose the beacon which was located behind the
door as an example and draw the variation of signal during door access and each action
time window of this beacon in Figure 2.3.
We divided whole signal session into four parts. In the first part, the person is walking
towards the door without any limitations or particular requirements. That is, the person
walked the same way as they did in everyday life. In the second step, the person is
standing in front of the door and inserting the key. Then the person tries to open and
close the door. All labels of actions reflected the typical pattern people follow to access
the door. We set a start point and end point for the scenario. The start point was around
2 meters outside the door. The end point was positioned inside the door. The volunteers
were required to walk from the starting point to the ending point without any on-body
device.
From Figure 2.3, it can be observed that the signal strength fell when people ap-
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Figure 2.3: Signal strength for activities during door access.
proached the door because the person blocked the line-of-sight from the Bluetooth beacons
and the receiver. In the standing phase, signal strength does not vary much because the
person does not move. A static subject has a small effect on signal strength, which has
been tested in the occlusion part of the experiment. When the subject opens the door, this
lead to a rise in signal strength because the door cannot block the line-of-sight any more.
Finally, the door is closed and the signal strength returns to the original level. Figure
2.3 shows that the action of people during door access can be observed from variation in
signal strength.
2.3.3 Differences in Temporal Domain of Actions Between Two People
Although we are able to detect a person and recognise their actions from Bluetooth sig-
nals. More experiments are required to confirm whether temporal features extracted from
actions during door access are sufficient to distinguish different people. In order to in-
vestigate these differences, a multiple person comparison experiment was conducted. We
randomly chose two volunteers from the group and asked them to access the door 20 times.
For each round, the temporal features were extracted from each action. As a result, two
4 × 20 matrices compose of time cost for each action were generated. We conducted a
two sample unpaired t test to examine whether these temporal features were statistically
significant different. Table 2.1 shows that the p value of all actions were less than 0.05.
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Table 2.1: The results of two sample unpaired t test for temporal features of each action
of two people.
Action p-value µ(Person1) µ(Person2)
Walking 1.742e−7 4.66 3.87
Standing 6.942e−12 4.86 1.20
Opening 1.833e−9 2.50 1.72
Closing 0.019 82 3.40 3.18
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Figure 2.4: The time cost for different action of the same person.
It can be concluded that there is a statistically significant difference between the means
of the two groups. That is, the temporal features such as the mean time taken for each
action are different for different people. Consequently, it is possible to identify a small
group of people with only temporal features of each action during door access.
2.3.4 Consistency of Temporal Features of Actions over Time
In this study, it was important to confirm that the temporal features of each action of the
same person should remain the same over time in the same scenario. In order to verify
the consistency problem, subjects were asked to repeat the door access procedure 20 times
over two days. The subjects undertook four actions each time, and these were completed
10 times on each day. Prior to each round, they were asked to wait for three minutes. The
box-plot graph of the results is illustrated in Figure 2.4. It shows that the time elapsed
for each action each time by the same person are similar even across the span of a day.
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2.3.5 Summary of Preliminary Study
From the above preliminary study, we can conclude that Bluetooth signals can detect door
access activity and recognise activities based on the temporal features of each action. In
addition, Bluetooth signals for each action for the same person remain similar over time.
This motivated us to design a person identification system based on Bluetooth signals and
the temporal features of each action.
2.4 Bluetooth Signals Preprocessing
The signals were generated from Bluetooth low energy (BLE) beacons which employ Blue-
tooth 4.0 standard. There are numerous advantages of BLE beacons such as low energy
consumption, small size and portability. However, other device-free techniques, BLE bea-
cons signal processing is more difficult due to its specific characteristics. We conducted a
series of experiments to test the BLE Beacons we had at hand and also investigate other
studies on Bluetooth signals. Finally, we summarize some key points we need to pay at-
tention to in the system and approach design. Firstly, the sampling rate of BLE Beacons
is lower than other device-free techniques such as WiFi CSI and RFID. The maximum
sampling rate of BLE Beacons we have is 10 Hz. The real sampling rate we finally obtained
is even lower than this setting frequency because the power of the receiver also plays an
important role in sampling rates. Also, multiple beacons competition has a negative effect
on sampling rates and quality of signals. As a consequence, the signal data we obtained are
sparse in temporal domain and the timestamps were likely to be shifted. Hence, We need
a signal interpolation methodology to compensate. Secondly, multipath fading problem
affects the RF signals [Soltanian and Van Dyck 2001]. Multipath fading problem is caused
by reflection from a distant object or person. The Bluetooth Beacons propagate signals in
environment and signals are reflected by the obstacles in different position, which results
in multipath inference and causing multipath fading problem. Lastly, the normal noise
such as impulse noise is common appeared in the Bluetooth signals, which has a negative
effect on the accuracy of action recognition. Due to these factors, we need to consider two
important issues in data preprocessing – (1) noise filtering and (2) signal interpolation.
2.4.1 Noise Removal
There are two primary types of noise data in Bluetooth signals, multipath fading and
impulse noise. To address this, we applied Kalman filter and median filter to the signals
processing. The Kalman filter is a conventional method used to handle multipath fading
problems [Liu et al. 2004] and the median filter is good at removing impulse data. Based
on our observation, we set the time window with 1 second length. We used the a robust
adaptive online repeated median filter package [Schettlinger et al. 2010] which is good at
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processing low frequency time-series signals to remove impulse noise. The Kalman filter
[Durbin and Koopman 2012] with default settings was applied to fix the multipath fading
problem.
2.4.2 Sinc Interpolation
To address the issue of low sampling rates in the Bluetooth signals, we need to compute
signals values at an arbitrary continuous time from existing discrete-time samples of the
signal amplitude. Sinc aims to resample the signals using sine cardinal function. Before
sinc interpolation, the sampling rates varies from 2 Hz to 10 Hz, and it is difficult to extract
features with fixed length time windows. This is because sometimes a window contains
no data points. Interpolation method is capable of fill the window which contains no any
data points. The other advantage to use the interpolation is the synchronisation between
different Bluetooth beacons. In our experiment, multiple Bluetooth beacons with different
time systems are used for transmitting signals. Although each Bluetooth beacon transmits
signals at the same sampling rate, the receiver tends to obtain data selectively. That is, the
sampling rates of each beacon in the receiver terminal are different. Consequently, if we
apply a fixed length window to time-series signals from different beacons, some may only
have data from a subset of beacons. The sinc interpolation method solves this problem as
signal data from all channels is continuous after the resampling.
2.5 A Two Step Person Identification algorithm
With the hypothesis that people take the same actions with different time during the
door access, we implemented the recognition algorithm in two steps. In the first step, we
recognised the actions during door access by classifying the Bluetooth signals. Then in the
second step, we used the actions recognised in the first step to derive temporal features
of each action. The person who accesses the door can be identified by these temporal
features with classifiers. The details of these steps are described below.
2.5.1 Action Recognition Using Bluetooth Signals
In this step, we recognised the actions performed by the users during door access. These
actions include walking, standing, opening the door and closing the door. We divided the
sequences into one second segments and dealt with each segment as a sample for action
classification. We used Bluetooth signals to derive the features. We considered each pair
of a BLE beacon and a phone as a data channel. The total number of channels may vary in
different settings. For example, in our case study 1, we used 4 BLE beacons and one mobile
device, which established 4 channels. For each channel in a time window, we extracted
three features: the number of readings, mean and standard deviation of signal strengths.
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We then normalised these features to a unit range and use them as input features for
action classification. We tested our approach using some traditional classifiers: decision
tree, simple artificial neural network and random forests. We also used a classical deep
learning method multilayer perceptron(MLP) to solve this problem. The input layer for
each classifier consisted of features extracted from each time window. The output layer
listed the actions during the door access process.
In the classification process, there is no constraint on the predicted labels in a sequence
of segments, they can be in any order, e.g. open the door then insert the key. Therefore,
we need to form them into an appropriate order. For this we perform a smoothing step
using a dynamic programming technique. Input of this smoothing step is a matrix P with
one dimension representing the segments in a sequence and the other one representing the
action labels. Each cell (i, j) in the matrix is the probability of assigning segment j to
action i. The aim of this smoothing process is to obtain a matrix D in which the elements
are computed as:
Di,j = Pi,j ×min [Di−1,j−1, Di−1,j , Di,j−1] (2.1)
where Pi,j is the probability of assigning segment j to action i. This filling process
is illustrated in Figure 2.5. After filling the whole matrix D, we can find the appropriate
action assignment by tracing backward from the bottom right corner.
After applying this smoothing, the predicted action labels are in a designated order.
More importantly, the segments that are classified into a particular action are consecutive
in time order. Therefore, we can use them to compute temporal features of action for user
identification in the second step.
2.5.2 Person Identification Using Two Step Approach
Using the recognised labels of actions, we derived the temporal features, i.e, the time du-
ration for each action. We computed the time interval for each action and normalized this
to a unit sum. We use these normalised numbers as features for classification. Similar to
the previous step, we employed three traditional classifiers: decision tree, neural networks
and random forests. We also applied the MLP to this supervised classification problem.
The input layer of each classifier consists of the temporal interval for each action of each
time window. The output layer lists the ID of each person.
2.6 Experiment Setting and Results
We evaluated our approach in two case studies corresponding to two popular types of
doors: access using keys and access using smart cards.
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Figure 2.5: An illustration of dynamic programming alignment of action labels to the
segments.
2.6.1 The BLEDoorGuard System and Settings
We propose a framework to recognise each action in door access and use the temporal
features of actions to identify person. The BLEDoorGuard leverages 2.4 GHz wireless
devices deployed in the environment to collect the data, and volunteers do not need to
carry any devices. Multiple Bluetooth Low Energy (BLE) beacons are used as the signal
transmitters, and a cheap Android phone with Bluetooth component is used as the signal
receiver. These devices were deployed around the door area so that the person or the door
can interfere the line of sight between the transmitter and receiver. This deployment can
capture the interference of the user or the door via changes in RSSI. Figure 2.6 shows
a general scenario. The user is under the converge of Bluetooth signals. In different
scenarios, the deployment of beacons are also different. For example, the deployment
of beacons in case study 1 - the door with key lock is illustrated in Figure 2.7. In this
figure, two BLE beacons are attached to the door in order to capture the changes of door
position and the presence of users when they stand in front of the door. Other beacons
are deployed opposite to the door, behind the door and at the top of the door. The
receiver (the mobile device) is placed opposite the door to capture the RSSI signals from
each beacon. The phone and three beacons are placed at the same height at 1 meter. An
beacon is set at 1.8 meters height at the door as we want to also use the height of the
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Figure 2.6: A general layout of BLEDoorGuard.
people to distinguish them. This is because taller people are more likely to occlude the
signals from that beacon. Figure 2.8 shows another case which uses a smart card instead
of the key. It takes less time than the first case, therefore the difficulty of the second case
become much higher. The results also show that the accuracy is less than that in the first
case.
An important aspect of this system is the sampling rate of the devices. To iden-
tify this, we ran several tests on different types of phones and noted the difference at
maximum sampling rates. For example, a HUAWEI P7 was able to capture around 10
Bluetooth samples per second, while an LG 40 could record only about 5 samples per sec-
ond. The missing rate of Bluetooth samples could increase gradually when more beacons
were deployed around the phone. Therefore, the number of beacons needs to be controlled
properly in order to get an optimal recorded rate of recorded samples for data analysis.
We finally decided to use a sampling rate of 8 Hz for our experiments.
To capture Bluetooth scans in the phones, we implemented an Android application
that can regularly scan for surrounding Bluetooth signals and record the detected MAC
address, RSSI and time stamp. We also need to record the ground-truth of time interval
required for each action during door access. For this, we used a camera to record the whole
process of the experiment and extracted the start and end time of each action which were
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Figure 2.7: Layout of beacon and phone setting in case study 1.
observed from the video.
2.6.2 Case Study 1: Access Using Keys
Data Collection
In this first experiment, we applied our approach to a door which is accessed by a key. To
capture the Bluetooth data, we deployed four beacons and one mobile device at different
position facing the door. We set the sampling rate at 10 Hz. There were ten participants
in the data collection procedure. Each participant was requested to perform the process
of 4 actions described above, repeating the process several times. In total, we obtained
200 samples from ten users. The start and end time stamp of each action along with the
identification of the users were recorded.
Person Identification Using Temporal Features
To first test our hypothesis on the unique manner of accessing the door, we evaluated user
classification using temporal features derived from the ground-truth labels. For every door
access (considered as a sample), we computed the time interval required for each action.
We normalised these features to a unit sum, i.e. the sum of all features in a sample is equal
to 1. We tested with three traditional classifiers (decision tree, simple neural networks
and random forests) and a multilayer perceptron (MLP).
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Figure 2.8: Layout of beacon and phone setting in case study 2.
Table 2.2: Accuracy of user classification using temporal features of actions on key data.
Classifier Accuracy
Decision tree 0.79
Neural Network 0.82
MLP 0.85
Random Forests 0.91
We randomly split the data into training and validating sets with equal numbers
of samples. We fed the training data to the classifiers to obtain the trained model and
used the trained model to classify the samples in the validation set. We computed the
accuracy of the classifier by computing the rate of correct samples over the total number
of samples in the validation set. We repeated the process 100 times and random forests
were performed the best achieving a mean accuracy of 91 percent (See Table 2.2). This
high performance of user identification verify the feasibility of our hypothesis.
Motivated by the high performance obtained on the temporal features derived from
ground-truth, we demonstrate the use of Bluetooth signals for user identification in a
two-step process as below.
Action Recognition Using Bluetooth Signals
The aim of this step was to recognise the actions from Bluetooth signals. For this, we
firstly segmented the data into 1.0 second time windows with 0.9 second overlaps. We
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Table 2.3: Accuracy of action classification using Bluetooth signals on key data.
Classifier Non-smoothing Smoothing
Decision tree 0.35 0.61
Neural network 0.42 0.62
MLP 0.49 0.64
Random forests 0.50 0.70
Table 2.4: Accuracy of person classification using two-step approach on key data.
Classifier Accuracy
Random guess 0.10
Decision tree 0.41
Neural Network 0.45
MLP 0.49
Random Forests 0.62
then computed the number of readings, and the mean and standard deviation of each
data channel during each time window. As there were four beacons and one mobile device
in this experiment, we had four data channels. In total, we derived 12 features. We use
1/3 of the data as the training set and evaluate using the remaining set. The reason for
this split rate is that we will further split the validation set into a training and a test set
to evaluate the user identification in the next subsection. The segments of a particular
sequence (a door access) belong to either the training set or the test set. We fed the
training data to the classifiers and used the trained model to classify the samples in the
validation set. We repeated the whole process 10 times and report the mean accuracy
obtained by three classifiers in the second column of Table 2.3.
We then applied the smoothing step (cf. Figure 2.5) on the classification results of
the aforementioned classifiers and report the mean accuracy in the third column of Table
2.3. As can be seen in the table, this smoothing step improves the accuracy of 26% for
decision tree and 20% for random forests.
Person Identification Using Two-Step Approach
In this step, we use the action labels given by random forests (the best classifier) to extract
temporal features of the actions similar to that of Section 2.6.2. We randomly split the
validation set in the previous step into two sets that have equal number of samples to
make the training set and test set. We feed the train data to the classifiers and use the
trained model to classify the samples in test set. We repeat the whole process 10 times
for each validation set of step 2 to make 100 pairs of training and test sets. We report
the average accuracy in Table 2.4. The highest accuracy, about 62 percent, is obtained by
random forests.
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2.6.3 Case Study 2: Accessing Using Smart Cards
Data Collection
In this second experiment, we examined our system on a door locked using a smart card
lock. The series of actions performed during each door access was similar to the previous
experiment, except that the unlocking action was performed using a smart card instead
of a key. We tested our system using a different setting of four BLE beacons and one
phone. We recruited six participants, each performed the door access 10 times. In total,
we recorded 60 samples for the six users.
Person Identification Using Temporal Features
Similar to case study 1, we firstly used temporal features derived from the ground-truth
labels to identify the users. We randomly split the data into training and test sets with
equal numbers of samples. We repeated this evaluation 100 times and report the average
accuracy in Table 2.5. The highest accuracy, about 93%, was again obtained by random
forests, identifying six different users on average. The result shows that it is also feasible
to distinguish person access the door using temporal features.
Table 2.5: Accuracy of user classification using temporal features of activities on smart
card data
Classifier Accuracy
Decision tree 0.72
Neural network 0.87
MLP 0.90
Random forests 0.93
Person Identification Using a Two Step Approach
We repeated the same process in the first case study. The mean accuracy for action
classification is reported in Table 2.6. This table shows that the smoothing step improved
the accuracy about 16% to 19%, and the highest accuracy was also obtained by random
forests.
Table 2.6: Accuracy of action classification using Bluetooth signals on smart card data
Classifier Non-smoothing Smoothing
Decision tree 0.42 0.61
Neural network 0.44 0.62
MLP 0.49 0.65
Random forests 0.59 0.75
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Table 2.7: Accuracy of user classification using two-step approach on smart card data
Classifier Accuracy
Random guess 0.17
Decision tree 0.35
Neural network 0.23
MLP 0.65
Random forests 0.69
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Figure 2.9: The accuracy in person identification with different group sizes. We compared
methods with smoothing step and without smoothing step. The left figure shows the
experimental result in case 1 and the right one shows the case 2.
The average accuracy for user classification using recognised actions is reported in
Table 2.7. We also report the accuracy of random guesses as a baseline method. As shown
in Table 2.7, the accuracy obtained by our approach is much higher than that of random
guesses.
2.6.4 Person Identification with Different Group Sizes
For each of the group sizes, we evaluated the BLEDoorGuard with random forests. Figure
2.9 shows the average accuracy of person identification with different group sizes for non-
smoothing identification and smoothing identification in both scenarios. With increasing
group size, person identification drops for both non-smoothing and with- smoothing meth-
ods. It is because a larger group increases the chances that people have similar temporal
features in door access. We found that the smoothing method significantly boosted the
accuracy of person identification across all group sizes. In summary, group sizes play
an important role in person identification accuracy in our system. Since our system was
applied to small groups of people who were accessing the same room, we believe it still
practical and useful in these cases.
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2.7 Conclusions
In this chapter, we have presented the BLEDoorGuard using Bluetooth beacons and
receivers to recognise person during door access. We also explored the characteristics
of the use of Bluetooth in person identification problems. We conducted an extensive
experiments on two different case studies: a door with a key lock and a door with a
smart card lock. Using the recognised action labels to compute temporal features for
user identification, we achieve 95 to 62 percent accuracy from 2 to 10 person respectively.
Our experiments show that the BLEDoorGuard is feasible for person identification during
door access with limited number of people. This work also has many limitations. For
example, we only applied proposed system to a small group. The performance of this
system decrease with more people. This system cannot identify unknown people because
the BLEDoorGuard system needs the training samples of all candidates. Therefore, it
is possible to identify an unknown person as a known person. The contribution of this
chapter answers the first question. In the next chapter, we will address the second research
question for smart parking system.
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In the last chapter, we discussed the development of an indoor monitoring system. In
the next few chapters, we will shift our focus to urban monitoring, particularly for smart
parking monitoring systems. In this chapter, we propose a model for the evaluation of the
segmentation of parking violation regions by using parking sensor data, in relation to the
second research question given in Section 1.4.
Clustering spatiotemporal data is significantly important in smart cities and infras-
tructure. First, spatiotemporal data are widely spread in relevant applications. For exam-
ple, parking violation event is a typical spatiotemporal data. A normal parking violation
event consists of both spatial and temporal information. In the spatial domain, a spatial
domain includes geographic information such as longitude and latitude. In the tempo-
ral domain, parking events record violation time, arrival time and departure time of the
parking cars. Moreover, parking records are not just associated with time stamps but can
also a vector of values that represents sensor readings for a particular time period.
Efficient evaluation of the quality of spatiotemporal clusters remains a challenge. This
is due to not only the lack of ground truth but also the multiple Euclidean spaces that
need to be computed. For example, clustering nodes based on their temporal domain
information has to consider the locations in the same cluster are spatially contiguous.
Moreover, the similarity between two homogeneous features and two heterogeneous domain
are significantly different. It is because that we usually apply the distance between two
points in the same Euclidean space as the similarity in the clustering algorithm regardless
of which type of the distance. However, the distance here is only applicable to the same
Euclidean space. That is, the distance cannot be used to measure the similarity between
two points in the different Euclidean spaces.
Traditional techniques only have a single objective such as minimising the similarity
within the group and maximising the difference among groups. In some special applica-
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tions, such as in the field of facility or city management, these techniques are likely to be
non-applicable. For instance, if we plan to assign a limited number of police to areas with
high crime rates, we will need to constrain the size of each cluster. Traditional clustering
methods do not provide such ability. Moreover, traditional methods do not consider the
measurement of the similarity in the spatiotemporal data. As clustering is an unsupervised
learning method, the clusters are not known a priori, and different algorithms partition the
dataset differently. The next issue to address is the evaluation of the clustering results to
find partitioning that best fits the underlying data. Traditional clustering usually applies
distance measures to calculate the similarity between data points. Each data point has
the same number of features or values. However, time-interval-based data are likely to
have different lengths of time windows and different features. Therefore, it is impractical
to evaluate complex spatiotemporal data with traditional cluster validation techniques.
For spatiotemporal data, spatial and temporal domain are completely heterogeneous.
Therefore, it is necessary to find a solution to bridge the gap between two domains.
We propose an energy based evaluation metric is proposed in this chapter. This metric
consists of two components: spatial and temporal. We can customise this metric based
on the relationship between spatial domain and temporal domain. This model aims to
solve specific spatiotemporal clustering tasks and can be adapted to other event-based
processing. This model can be applied for evaluating the results of multiple clustering
algorithms on spatiotemporal interval data. We also conducted extensive experiments on
a real-world dataset and compared our proposed metric with other clustering evaluation
approaches.
We makes the following contributions in this chapter.
• We define the characteristics of spatiotemporal-interval data, their associated prop-
erties, and the clustering problem for this type of data.
• We propose a general model for clustering spatiotemporal-interval-based data.
• We define the energy functions for computing clusters of spatiotemporal-interval
data.
• We use the proposed model and energy function to evaluate and compare the results
of two traditional clustering methods used on a public parking sensor dataset.
The rest of this chapter is organised as follows. We first review the existing clustering
algorithms in Section 3.1. In Section 3.2, we define the problems of time-interval-based
data. Section 3.3 shows a proposed general model for solving time-interval based data
clustering problem. Section 3.4 presents a case study on parking violation data. The
experiment results are illustrated in Section 3.5. The section 3.6 presents a discussion on
our evaluation and future work. The chapter is concluded in Section 3.7.
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3.1 Background of Traditional Clustering methods
Traditional clustering methods are unsupervised learning methods for classifying patterns
[Jain et al. 1999]. The patterns are usually a high dimensional feature vectors such as−→
X = (x1, x2, ..., xd). On the basis of the distance measured among the feature vectors,
different clustering approaches assign a class label li ∈ L to each pattern −→Xi.
Here we present three main traditional clustering techniques centroid-based family,
density-based family and GMM family.
3.1.1 Centroid-based family
The K-means clustering is one of the simplest and most popular techniques in data mining.
It is a type of centroid-based clustering method. It begins with k centroid points and
assigns each point with a label li ∈ L = {l1, l2, ..., lk} based on the distance between
points and the cluster centroid until the termination condition is satisfied.
K-means is widely used because of its simplicity and high efficiency. However, it
has several drawbacks. For example, an initial number of clusters are required before
clustering. For many real-world applications, it is not possible to know the number of
clusters a priori, therefore it is necessary to use another clustering technique to decide the
number of clusters on the basis of the data pattern.
Farthest-first is another approach to maximising the distance among the centres of
clusters by selecting the appropriate centres[Dorit S. Hochbaum 1985]. This approach
also has two phases, namely centroid selection and cluster assignment. The difference is
that it first chooses a centre randomly and then chooses the next centre as the data point
furthest from the first centre. Its advantage is that it runs a single pass K-means, which
needs several turns.
X-means [Pelleg and Moore 2000] can search the feature space to obtain the initial
number of clusters K by optimising the Bayesian information criterion (BIC) which is a
criterion for model selection among a finite set of models. The BIC is formally defined as:
BIC = ln(n)k − 2ln(L). (3.1)
where L is the maximised value of the likelihood function of the model, n is the number
of data points in observed data and k is the number of parameters in the model. X-means
can achieve the same performance using less time to set k than the repeatedly set k for
K-means.
3.1.2 Density-based family
Density-based clustering techniques focus on scenarios where in the anticipated groups
of patterns are expected to differ in shape or density [Kisilevich et al. 2010][Ruiz et al.
2007][Viswanath and Suresh Babu 2009].
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Traditional DBSCAN [Ester et al. 1996] counts the number of patterns in a cluster as
its density. Points with a certain density above a predefined threshold are regarded as a
cluster. This method can discover clusters with arbitrary shapes of data. It does not need
to know the number of clusters at the beginning. More importantly, DBSCAN has been
proven to be particularly suitable for large datasets. However, it is not directly applicable
to spatiotemporal data. It requires two parameters, namely the minimum number of data
points (minPts) in one cluster and the epsilon (eps) of each cluster, to be predefined. Here
eps is the maximum range of each cluster.
ST-DBSCAN [Birant and Kut 2007] is a spatiotemporal based clustering algorithm
that solves three problems in DBSCAN. It proposes two different eps values for the spa-
tial and the non-spatial data respectively. Moreover, it proposes a new concept called
density factor, by assigning assign different density factors to different density-based
clusters, it can find the noise that is ignored by DBSCAN.
3.1.3 Hierarchical conceptual clustering
COBWEB is an incremental system for hierarchical conceptual clustering. Fisher proposes
COBWEB in 1987 [Fisher 1987]. COBWEB can predict missing features or new objects in
a class through building an incremental tree. The process can be summarised as: 1) merge
two nodes. 2) split a node, 3) insert a new node and 4) pass an object down the hierarchy.
The details of the algorithm is shown in in algorithm 1. other clustering algorithms, the
clustering result of COBWEB has many layers.
3.2 The Spatiotemporal-interval Data Clustering Problem
In this section, we formulate a spatiotemporal-interval data clustering problem and present
several concepts that were used later in this study.
3.2.1 Spatiotemporal-interval based data
As mentioned in the first section, spatiotemporal-interval based data have their own char-
acteristics, and are not same as time-series data. Further, this type of data widely exists
in real-world applications. Here are the formal definitions and some properties of such
data:
Definition 4. A spatiotemporal-interval data element is a tuple ST = (x, y, ts, te,
−→
d ),
where x and y denote spatial information, such as longitude and latitude. Further, ts is
the start time of the event, te is the end time and
−→
d is the data vector.
Definition 5. One point in the spatial domain can have more than one spatiotemporal
interval data. However, in the same spatial domain, it cannot have overlapped spatiotem-
poral interval data. Formally, there are m points {p1, p2, ..., pm} on the map S, each
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Algorithm 1 COBWEB Algorithm
Require: COBWEB node root, an instance to insert record
1: if root has no children then
2: children := copy(root)
3: newcategory(record)
4: insert(record, root)
5: else
6: insert(record, root)
7: for child in root’s children do
8: calculate Category Utility for insert(record, child)
9: set best1, best2 children w. best CU.
10: end for
11: if newcategory(record) yields best CU then
12: newcategory(record)
13: else if merge(best1, best2) yields best CU then
14: merge(best1, best2)
15: COBWEB(root, record)
16: else if split(best1) yields best CU then
17: split(best1)
18: COBWEB(root, record)
19: else
20: COBWEB(best1, record)
21: end if
22: end if
point pi can be associated with n time window based events
−→
λm = {λm1 , λm2 , ...λmn } and,
each event has a time window T = [ts, te], where
⋂n
i=1 λ
m
i .T = ∅andλmi .T is the temporal
interval for ith event.
Spatiotemporal-interval data consist of three parts: spatial dimension, temporal di-
mension and data dimension. We will analyse their properties below.
Spatial domain
In the spatial domain, the points only have spatial information such as longitude and
latitude.
Property 1. Each pair of points {p, q} is separated by a distance Distp,q. All points are
in the same euclidean space. The distance among the points can be called a ”metric” if it
satisfies the following:
Distp,q = 0 ⇔ p = q (3.2)
Distp,q = Distq, p ≥ 0 (3.3)
Distp,q ≤ Distp,v +Distv,q (3.4)
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where p, q, v are temporary points in property 1. It means the points are in Euclidean
space. Therefore, the direct path between two points is the shortest path in this space.
Definition 6. Each point pm has a unique location marker. For an arbitrary pair of points
in spatial dimension, the positions are different, the similarity V is associated with distance
among them. The larger distance between two points also indicated that the similarity is
low. That all points in spatial dimension, if Distpa,pb ≤ Distpa,pc , then Vpa,pb ≤ Vpa,pc .
Temporal domain
The temporal dimension is the combination of many uneven time segments. The mea-
surement of the distance between these segments plays a crucial role in data cluster-
ing. Here, we present the definition and the properties of the temporal dimension of the
spatiotemporal-interval data.
Definition 7. Each spatiotemporal-interval based data ST has a time window [ts, te]
which indicates the time period that event lasts. For each point p in spatial spaces, it has
n time windows {[λp1.ts, λp1.te], [λp2.tsξp2 .tpe], ..., [λpn.ts, λpn.te]},
where ts is the start time of the event and te is the end time of the event. This
definition shows that each point in the spatial domain can have more than one time
interval. It also shows that the spatial domain and the temporal domain are two different
domains. They are not two dimensions in the same space. In this area, distance is an
index to measure the similarity among points in the spatial domain. The ratio of distance
and similarity depends on the particular case considered. In the spatial domain, as we
regarded it as an Euclidean space, we could use any distance calculation approach to
measure the similarity of two points, such as L1, L2 or any other distance measurement
approach in Euclidean space.
Definition 8. For each time-window [ts, te], there is a data vector
−→
d or a dependent
variable f(t), t ∈ [ts, te],
where
−→
d can have many elements. Each element can be a feature associated with
the time interval.
Fig. 3.1 illustrates the temporal dimension, each segment represents an event. For
each same colour line, There are one or more events, and one event has only one time
window. However, one position can have multiple events and time intervals.
For example, Fig. 3.2 shows a general space for a combination of the spatial and the
temporal domains. This figure illustrates the spatiotemporal data. However, it does not
show the relationship between them because they are heterogeneous.
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Figure 3.1: Example of time-interval data in temporal dimension, each line represents a
point in the spatial domain, and each segment represents an event.
Figure 3.2: Example of spatiotemporal data. Each segment is a time-interval based event.
Data dimensions
The data dimensions of each spatiotemporal-interval data are not independent and there
can be multiple data points in each interval. This must be associated with a time window
or time point. However, for each spatiotemporal-interval based data, it is possible to
indicate some important information such as the rate of parking violation Data dimension
is a continuous function dependent on time, that is, the data will change with variations in
time. For example, the probability for cars having parking violation to leave such as shown
in Fig. 3.3 or the likelihood of the bidding price on eBay within a certain time interval.
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Figure 3.3: Function f(t): Y-axis indicates the probability of cars that left after parking
violation. X-axis denotes how long the car was parked after the parking violation (minute).
Therefore, with the uncertainty of the interval in the data dimension, it is more complex
to measure and calculate the similarity between two spatiotemporal-interval events. Here
is the definition of the data dimension for spatiotemporal-interval data.
Definition 9. For each spatiotemporal-interval event, there is a data vector
−→
d or a
dependent variable f(t).
Here the data vector can be regarded as a feature vector associated with the time-
interval. For example, if we measure the number of parking cars in a specific area within
a time interval, the number of cars is a function f(t).
3.2.2 Cluster evaluation
Clustering indices
We developed a general model for measuring spatiotemporal-interval based data. Al-
though there are many cluster validation methods, most of the evaluation and assessment
approaches depend on the ground truth, or an external evaluation, such as the Rand
measure or F-measure. The Rand-measure is used to compute the similarity within the
clusters. F-measure is an accuracy metric that balances the contribution of false negatives.
Besides, Jaccard index, Fowlkes-Mallows index [Fowlkes and Mallows 1983] and confusion
matrix, all of these works depend on getting the true-positive, true-negative, false-positive
and false-negative measures. If there is no ground truth from the dataset, all of these
approaches are not applicable.
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When clusters are not known apriori, and there is no ground truth, another approach
to perform a quantitative evaluation is by utilising cluster validity methods. Cluster
validity represents the procedure of evaluating the results of a clustering algorithm [Halkidi
et al. 2001]. [Berry and Linoff 1997] proposed two criteria for clustering evaluation and
selecting an optimal clustering scheme: Compactness - members of each cluster should be
as close to each other as possible; Separation - the clusters themselves should be widely
separated.
The traditional methods of clustering validation without ground truth mainly rely
on internal criteria or indices, such as the C index [Hubert and Schultz 1976], Calinski-
Harabasz [Calin´ski and Harabasz 1974], Davies-Bouldin [Davies and Bouldin 1979], Dunn
[Dunn† 1974], Silhouette [Rousseeuw 1987], and Xie-Beni [Xie and Beni 1991]. These
methods are not directly applicable to spatiotemporal-interval based data because they
rely on a single criterion, as a rule, to determine the best partition of the clusters. Never-
theless, here we still introduce two widely used cluster evaluation methods, Davies-Bouldin
and Silhouette as they are both internal cluster evaluation methods. Internal cluster eval-
uation methods can be applied to data without ground truth or labels. In the experiment,
we compare our results with the results obtained using these methods.
The Davies-Bouldin index can be calculated by
DB =
1
n
n∑
i=1
max
j 6=i
(
σi + σj
d(ci, cj)
)
, (3.5)
where n is the number of clusters, cx is the centroid of cluster x, and σx is the average
distance of points in cluster x with cx. This shows that a lower intra-cluster distance and
a high inter-cluster distance produce a low DB index.
Silhouette is another popular cluster evaluation method. Its main idea is to measure
the similarity of an object to its own cluster. The process of silhouette is like follows:
First, assume that the data have been clustered into k clusters. For each data point i,
let a(i) be the average dissimilarity within the same cluster. Then let b(i) be the lowest
average dissimilarity of data point i to any other cluster. Here the cluster containing data
point i is not taken into account. Then silhouette can be defined as follows:
S(i) =
b(i)− a(i)
max{a(i), b(i)} (3.6)
S(i) ranges from -1 to 1, and a(i) is the measure of dissimilarity within the same
cluster. A smaller value implies that clustering method is good. Moreover, a larger b(i)
also denotes the same. Therefore, an s(i) value close to 1 shows that the clustering method
is well matched.
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Energy minimisation
In the computer vision area, many problems need the pixels to be labelled such as for seg-
mentation or background extraction. Similar with spatiotemporal-interval data clustering
problem, each point p ∈ P must be assigned with a cluster label l ∈ L. The purpose
is to find a label f(p) such that similarity within the cluster can be maximised and the
difference among different clusters can be expanded.
[Boykov et al. 2001] gives a framework for this kind of problems. For this kind of
problems, we aim to minimise the energy:
E(f) = Espatial(f) + Etemporal(f), (3.7)
where Espatial(f) measures the smoothness of f in the spatial domain, while Etemporal
measures the dissimilarity between f and the observed data in the temporal domain.
We found that the energy minimisation framework can be modified for clustering
spatiotemporal interval data. Moreover, it can also be generalised to scenarios with more
complex problems, for example, how to strike a balance between the number of clusters
and the similarity within a cluster.
The traditional clustering validation method does not consider the data of several
domains. The spatiotemporal-interval data have two different domains: one is the time
interval, and the other is the location information. Besides, evaluating the clustering
results is a difficult problem because there is no universal standard and ground truth for
doing so. In particular, managers often have a special purpose for each sub-area, such
as to assign the same number of officers to each sub-area so that they can be rotated
periodically. Therefore, it is important to ensure that each cluster has a similar workload
and size in terms of density. In this problem, we should consider both the number of data
points in one sub-area and the similarity of the workload for each group. There is no
doubt that traditional clustering methods do not work for this problem. However, with
the proposed energy function, the above problem can be solved easily. This is presented
in the next section.
3.3 A General Model for Evaluating Spatiotemporal-interval
Clusters
In the spatiotemporal-interval data clustering problem, we are given a set of data points
P and a finite set of labels L. Each data point P has at least two terms. One is the
temporal information, and the other is the spatial information. The purpose is to assign
each data point a label fp ∈ L such that we can meet an objective function E(f) with an
appropriate definition of similarity among the data points.
The objective of spatiotemporal-interval data clustering can be formulated as the
minimisation of an energy function. The combined energy function for spatiotemporal
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data can be written as follows:
E(f) = Espatial(f) + Etemporal(f) + Evar(f), (3.8)
where Evar(f) indicates the variance of sizes for all the clusters. The energy here balances
three important terms.
The function itself has as least two terms: the first term is the spatial smoothness
term, and the second term is the similarity of the data points. The second term is associ-
ated with a period or a timestamps. If the second term is associated with a time interval,
we can use it to cope with the problem of spatiotemporal-interval-based clustering.
According to the different contexts, the definition of terms in the energy function
would differ. However, generally speaking, the first term should measure the distance be-
tween the points in the spatial domain, and the second term should measure the similarity
within each cluster in the temporal data domain.
For the spatiotemporal-interval data clustering problem, we expanded the generic
energy function to consider the characteristics of spatiotemporal-interval data such that
the energy function can be expressed as follows:
E(f) = α ∗
∑
fp=fq∈L
DistS(p, q) +
∑
fp=fq∈L
DistT (p, q), (3.9)
where fp is the label of point p. DistT is used measure the distance among the temporal
domain data, and α is a weight parameter.
Here α is a constant, which implies that the relationship between the first term and
the second term is linear. However, in real applications, it is possible that it is non-linear.
Here we assume it is linear to make the equation simply.
To obtain the first term, we used the Euclidean distance to measure the spatial do-
main. For the temporal domain, particularly for the spatiotemporal-interval type of data,
we used another distance measurement that is utilised in uncertain database management
research [Sun et al. 2010, Cheng et al. 2003].
In comparison to the traditional clustering methods, the energy function can provide
some external functions that traditional clustering methods cannot cope with, for example,
the control of the size and the density of clusters. In particular, in the field of infrastructure
management, civil managers should not only consider the patterns from data collected
from the sensors deployed in the city but also consider the workload and the assignments
of the officers. For example, in the case of the parking monitoring system, the government
needs to allocate parking officers to several parking areas for patrolling purposes. The
problem of segmenting the areas of patrol is complex because it is domain specific. The
parking patterns vary with time and space. If the parking office managers want to cut
costs and improve efficiency, they need to know how to measure many potential clustering
results. Although there are many traditional clustering validation methods in the field of
research, the managers need a more flexible and practical evaluation method to cope with
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spatiotemporal data. In such a case, they can use the proposed model as follows: The
officers can decide the parameter alpha in the proposed model according to the case at
hand. For example, parking data have two terms: one is space, and the other is time. If
the office managers want to assign officers to each cluster, they need to consider several
factors such as the speed of the officers and the traffic conditions. To keep the model
as simple as possible, the alpha can be the speed of the officers because this parameter
can act as a connection between the spatial domain and the temporal domain. Once the
parameter has been confirmed, the officers can obtain the energy result by considering
different clustering cases. Energy can be regarded as the total cost of each clustering case.
The government can choose the minimum cost that represents the best set of clusters
across all of the experimental cases.
3.3.1 Distance in spatial dimension
For most applications, the Euclidean distance is usually sufficiently good for measuring
the spatial smoothness. Therefore, DistS can be defined as follows:
DistS(p, q) =
√
(px − qx)2 + (py − qy)2, (3.10)
where x and y is the longitude and the latitude of point p and q
In fact, most traditional clustering methods only use one distance parameter to mea-
sure similarity in both the spatial and the temporal dimensions. Therefore, they cannot
cope with spatiotemporal data.
3.3.2 Distance in temporal dimension
If we consider the spatiotemporal-interval data as a probability density function, one time
interval can be a part of the whole function, the temporal dimension can be the X-axis,
and each x can have a mapping probability y. Here x is the timestamps t, and y is
the dependent data d. Thus the above mentioned problem is converted into a common
problem: how to measure the difference between two probability density functions.
Energy distance is a standard statistical method to measure two probability distribu-
tion. Assume that X and Y are two independent random variables in dimension T with
the probability density functions F and G, then we can define the distance between the
two probability density functions as follows:∫ ∞
−∞
(F (t)−G(t))2dt (3.11)
on the basis of the spatiotemporal-interval data, the temporal information can be the
independent variable. The data associated with time can be the dependent variable. Here
is an example, there are two time intervals, one is F (x) = 1 and x ∈ [0, 2], and the other
is G(x) = 1 and x ∈ [1, 3]. The energy in this term should be 12 + 02 + (−1)2 = 2.
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3.3.3 Similarity and balance
Both distance measure indexes in the spatial and temporal dimensions are aimed at mea-
suring the similarity within the cluster. In real-world applications, it is also important to
measure the balance between the clusters. The balance between clusters means that the
pairwise difference between the clusters is minimal. As mentioned previously, one possible
and useful term is variance. The idea is quite simple as we just use the typical variance
measurement:
Ebalance = V ar(X) =
k∑
i=1
(xi − µ)2, (3.12)
where µ is the mean size of all clusters, xi represents the density or workload of ith cluster.
k is the number of clusters.
The density of the spatiotemporal data is the core part of measuring the balance
between clusters. In traditional clustering methods, density usually refers to the ratio
of the number of points in one cluster and the size of such cluster. For example, in
ST-DBSCAN [Birant and Kut 2007], the authors defined the density factor as follows:
density factor(fl) = 1/[
∑
p∈fc density distance(p)
|fl| ], (3.13)
where the density distance(p) is defined as follows:
density distance max(p)
density distance min(p)
, (3.14)
where density distance max(p) denote the maximum distance between the object p and
its neighbour objects within . The density distance min(p) has a similar definition. |fl|
is the number of points in cluster fl.
The definition of density by Birant [Birant and Kut 2007] only fits for DBSCAN
algorithm in the Euclidean space. However, for the spatiotemporal problem, most of the
feature spaces are graph-based. Moreover, a unique feature of the spatiotemporal problem
is that one point in the spatial domain can contain more than one temporal event and
each event is a time period. That is, points in the spatial domain have different weights.
Therefore, it is reasonable to calculate the size of each cluster by considering the time
period of each event and the distance between it and the other possible events. Here,
we propose a general density definition in a graph-based spatiotemporal feature space as
follows:
Density =
∑
xi∈Ci
Pxi
∑
xj∈Ci,i 6=j
Pxj ×Dists(xi, xj), (3.15)
where xi is a point in the spatial space. Pxi denotes the proportion of temporal-interval
events at this point of all the events in the temporal dimension. A higher Pxi means that
this point is a hot point in the area. For many applications, it implies that this point
will attract more data flow. For example, if the crime rate and time for some points are
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Figure 3.4: The parking slots positions
considerably higher than those for the other points, the former points can increase the
workload of the law enforcements or patrolling officers in this area. Therefore, Pxi has an
important impact on the density or workload for clusters in a spatiotemporal dimension.
Therefore, it is reasonable to associate it with the distance from this point to the other
points in this cluster.
3.4 Case Study: Parking Sensors
The local transportation authority of Melbourne (Australia) has made the parking sensor
data in the CBD area public. This dataset contains typical spatiotemporal interval data
and consists of more than 1-GB parking violation data for an entire year. Each record
contains information such as area name, street name, street segment, street marker, arrival
time and departure time. We also collected the longitude and latitude data of each parking
slot.
Fig. 3.4 presents the map of parking slots in the CBD area. The positions of parking
bays are drawn in red colour. There are more than 4000 parking slots in the city in our
datasets and around 2000 have completed sensor information in 2012. In one year, there
are more than ten million parking events in these parking slots. Therefore, this dataset is
big and representative.
Fig. 3.5 reveals the distribution of parking violations in the CBD area. The dark
colour indicates a high number of violations. Through the heat map of parking violations,
we found that a majority of parking violation events are in certain particular areas. Some
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Figure 3.5: The parking violation heat map per month.
remote areas only have very few parking violation events. Such situations require bet-
ter clustering methods to divide all the CBD areas into several parts and analyse them
separately.
The above figures illustrate the parking violation events in the spatial domain. Tem-
poral information plays a key role in parking violation events as we can extract real
patterns such as violation density or violation reason from it.
Fig. 3.6 shows a trend of violation events at different times during one day. The
distribution of parking violation events is different in the temporal domain. Most of
the violation events take place from 6:00 to 20:00. It implies that the distribution of
violation events is not irregular; i.e., it is possible to cluster different parking slots by
unique patterns.
The purpose of clustering methods is to cluster these parking slots into several groups
that have a similar timeline or as we mentioned above: spatiotemporal-interval similarity.
3.5 Experiments
In this experimental section, we use our energy functions to compare the performance of
different traditional clustering methods on the parking sensor dataset. Then, we also val-
idate these cluster methods via some popular internal clustering evaluation approaches.
We particularly focus on parking violation events as the case to evaluate the proposed
model. The experimental setup as follows: In the first section, we introduce the clustering
methods and the clustering evaluation approach that we use together with the parameter
settings. In the second section, we study only the spatial clustering. The spatial informa-
tion is the only feature that we use in clustering. Clustering methods will be compared in
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Figure 3.6: The parking violation changes over daytime in three areas.
the spatial domain. We pick one day’s data as an example. In the third section, we use the
spatiotemporal information as the attributes in clustering. We evaluate the performance
of each clustering method via the proposed energy function.
The parking slot dataset is a typical spatiotemporal dataset. It can be generalised to
many real applications. For example, the visiting durations to Places of Interests (such as
a shopping mall) have a property similar to that of the parking dataset. Each visitor can
be regarded as a data point. A visiting event also has a starting time and an ending time.
The operational manager can use the best clustering method, with respect to similarity
and balance, to find the hot spot regions or highly congested areas.
3.5.1 Experimental setting
In the first experiment, we only used the spatial information to cluster the data points;
i.e., each data point in space only had two values: one was the longitude, and the other
was the latitude. In the second experiment, we used all the spatiotemporal information
as the data features. The spatiotemporal information consisted of locations and interval-
based event information. We applied the X-means and DBSCAN algorithms to an entire
year’s parking violation data. We used X-means instead of K-means, as the number of
clusters is chosen in X-means with the Bayesian information criterion as an internal index
[Pelleg and Moore 2000]. This implies that the number of clusters chosen by X-means is
somewhat optimal. We only discuss one day’s data as an example in this paper because
of the space limitations.
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In the last experiment, we used three clustering methods (X-means, DBSCAN, and
COBWEB) and three clustering evaluation methods (proposed energy function, Silhou-
ette, and Davies–Bouldin). We randomly selected one day per month as a representative
example. Therefore, the third experiment shows the results of clustering and clustering
evaluation validation for 12 days. For each day, we determined the best performance
clustering method by using the three different internal clustering evaluation methods.
For the implementation, we used the clustering package provided by R. X-means
automatically chose the best K. For DBSCAN, we set eps = 0.3, which is the reachable
range of each cluster centre and the minimum number of points in each cluster. We
calculated by minPts = log(n) which is an universal setting [Birant and Kut 2007].
We used R with Weka to implement COBWEB[Gennari et al. 1989][Dasgupta 2002]. The
COBWEB has two parameters, namely acuity and cut-off. Acuity is set to be the minimal
standard deviation of a cluster attribute and cut-off is set to be minimal category utility.
We set the acuity as 1.0 and Cut-off as 0.006935.
Moreover, all of the features were normalised using
xnorm = (x−min)/(max−min), (3.16)
where x is the original value and, the xnorm is the normalise value of x.
3.5.2 Spatial clustering
In this experiment, we only used traditional clustering methods in the spatial dimensions.
We only used longitude and latitude as the features.
Evaluation of energy to measure similarity on spatial dimensions
The experiment conducted using the X-means clustering algorithm generated 8 clusters
for the spatial dimension. Fig. 3.7 shows the result.
Table 3.1 displays the energy for both the spatial and the temporal dimensions for
each cluster when only features from the spatial dimensions were used in the model. It
was not balanced. Cluster 7 generated most of the energy in both the domains. Some
clusters were considerably small.
The Fig. 3.8 illustrates the result of spatial clustering with DBSCAN on the map.
DBSCAN is a density-based clustering method as discussed in Section 3.1.
Table 3.2 shows the energy for both the spatial and the temporal dimensions by
DBSCAN. Similar to the previous two clustering methods, few clusters generated most of
the energy. However, there was one interesting phenomenon: although Cluster 0 generated
more energy than Cluster 1 in the spatial domain, it had less energy in the temporal
domain than Cluster 1 did.
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Figure 3.7: The clustering result of X-means on Spatial Dimension.
Table 3.1: Energy for each cluster by X-means on spatial domain.
Espatial Etemporal Density
Cluster 0 1366.57 1.43 48.51
Cluster 1 9390.92 94.95 12.92
Cluster 2 3189.67 75.69 16.19
Cluster 3 19575.7 98.87 30.24
Cluster 4 2220.42 159.15 80.09
Cluster 5 12.41 8.25 1019.87
Cluster 6 76.49 42.20 291.52
Cluster 7 430130 21651.6 1.54
For the balance function, overall, X-means performed better than DBSCAN. It seemed
that centroid-based clustering methods yielded a better result for the balance term in all
of the experiments.
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Figure 3.8: The result of spatial clustering with DBSCAN.
Table 3.2: Energy of each cluster by DBSCAN in spatial domain.
Espatial Etemporal Density
Cluster 0 4187.39 68.5365 44.16
Cluster 1 741.579 134.837 4932.71
Cluster 2 2.07166 1.08409 1.05
Cluster 3 1235190 43383.7 1542.07
Cluster 4 2.21065 0.233495 2488.07
Cluster 5 2.66005 1.8082 7974.57
Cluster 6 3.00783 7.66227 46.18
Cluster 7 1335.62 1.20778 229.53
Cluster 8 26.5764 5.88742 14449.77
Cluster 9 0.988646 1.83183 14.87
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Figure 3.9: Result of clustering by X-means in the spatiotemporal domain.
3.5.3 Spatiotemporal clustering
In the second experiment, we applied both the traditional clustering methods to the
spatiotemporal domain. The features of the data points used were longitude, latitude,
start time, and end time. In this experiment, we investigated whether the use of temporal
information could reduce the energy in the spatial or temporal domain in the case of the
traditional clustering methods.
We applied X-means to the spatiotemporal dimensions. X-means chose k = 10 as
the initial number of clusters automatically. Fig. 3.9 shows the clustering result. We
can see that when the clustering result for the spatial dimensions alone, the points from
different clusters now seem to be closer to each other. This could be attributed to the fact
that in this experiment, we used not only the spatial information but also the temporal
information.
Fig. 3.10 shows the temporal distribution for each cluster grouped by X-means. The
horizontal axis represents the timeline. Most clusters have different peaks. We observed
that each cluster had a different event distribution. Some clusters showed high-frequency
trends in the early morning, and the others clusters exhibited high peaks in the evening.
Table 3.3 summarises the energy generated by each cluster. Thus, we concluded
that each group generated similar energy in the spatial domain. In the temporal domain,
although the difference among clusters was bigger than that in the spatial domain, the
clusters were still considerably closer to each other than in the case of using only the spatial
information. Moreover, the energy from both the spatial and the temporal domains was
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Figure 3.10: Temporal data distribution result of X-means in the spatiotemporal dimen-
sions.
considerably less than that shown in Table 3.1
We applied DBSCAN to the spatiotemporal data and compared the result with X-
means. Fig. 3.11 shows the clustering result. As DBSCAN is density-based, we found that
most of the nearby points on the map were in one cluster because most of the parking slots
were close to each other. It was difficult to find points except the green points because
the points of Cluster 2 occupied more than 95% in the spatial domain.
Fig. 3.12 illustrates the temporal distribution for each cluster grouped by DBSCAN.
It is very different from that of the previous two methods; all the clusters have similar
peaks in the temporal domain. Cluster 2 covers almost the entire temporal domain. In
fact, from Table 3.4, we can see that the highest energy was generated by Cluster 2.
Although DBSCAN clustering generated considerably more energy than X-means, it
was still less than that generated in the case when only the spatial data were clustered.
Therefore, we concluded that the use of temporal information significantly reduced the
energy generated in both the spatial and the temporal domains.
In terms of balance, DBSCAN performed similarly to X-means; however, X-means
performed slightly better.
We also applied COBWEB to the data of the same day. The clustering results are
shown in Fig. 3.13. We observed that these results were more balanced than those of
DBSCAN but were obviously worse than those of X-means. Most of the points were in
the same cluster. However, it was not difficult to find other clusters in the map the map
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Figure 3.11: The result of spatiotemporal clustering with DBSCAN.
Figure 3.12: Temporal data distribution result of DBSCAN in spatiotemporal domain.
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Table 3.3: Energy for each cluster by X-means on spatiotemporal domain.
Espatial Etemporal Density
Cluster 0 9092.56 2924.27 0.47
Cluster 1 19882.3 2330.75 0.6
Cluster 2 15779 1226.33 0.59
Cluster 3 1380.46 315.50 0.19
Cluster 4 993.84 137.17 0.18
Cluster 5 216.74 80.69 0.08
Cluster 6 78.23 5.99 0.05
Cluster 7 0.52 2.71 0.01
Cluster 8 11.28 8.07 0.03
Cluster 9 182946 26281.5 1.5
of DBSCAN.
Further, Fig. 3.13 shows that Cluster 1 covers most of the time. However, the result of
DBSCAN, some clusters grouped by COBWEB also generated comparable energy. This
suggested that COBWEB performed better than DBSCAN in terms of cluster balance
but worse than X-means in the temporal domain.
We compared the performance of the traditional algorithms in both the spatial and
the temporal domains with that of the proposed energy function; the results are presented
in Table 3.5.
In the case of spatial clustering, the energy generated by X-means was more than that
generated by DBSCAN in both the spatial and the temporal domains. Therefore, we con-
cluded that density-based clustering methods generated more energy than centroid-based
clustering, which implied that their performance was worse. For the balance function,
overall, X-means performed better than DBSCAN.
Table 3.5 shows a comparison of three different traditional clustering methods ap-
plied to the spatiotemporal domain. The temporal-domain distribution figures show that
if different clusters have different peaks and coverage, they will generate relatively low
energy. In contrast, DBSCAN cannot divide the temporal domain into different temporal
segments and thus generates the maximum energy. Therefore, the clustering methods
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Figure 3.13: Result of clustering by COBWEB in spatiotemporal domain.
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Figure 3.14: Temporal data distribution result of COBWEB in spatiotemporal domain.
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Table 3.4: Energy for each cluster generated by DBSCAN in spatiotemporal domain.
Espatial Etemporal Density
Cluster 0 12680 255.42 0.30
Cluster 1 0.9904 3.8068 0.01
Cluster 2 1107360 59118.6 3.26
Cluster 3 0.0907 0.2460 0.0030
Cluster 4 1.1999 2.6824 0.0093
Cluster 5 0.8416 3.5872 0.026
Cluster 6 7.7500 1.3030 0.032
Cluster 7 10.1119 8.9375 0.014
Cluster 8 1.0154 1.7303 0.039
Cluster 9 21.3803 28.3933 0.038
Cluster 10 1.1557 1.2439 0.0093
that can divide the temporal domain into various groups are likely to generate relatively
low energy. In this experiment, we also applied COBWEB to the spatiotemporal data.
COBWEB performed better in terms of energy in the spatial domain. However, its energy
in the temporal domain and balance are considerably worse than those of the other two
clustering methods. As our aim was to balance each cluster, the temporal-interval-based
information was considered, and thus, COBWEB was not the other two methods.
3.5.4 Spatiotemporal Clustering evaluation
In this section, we use two popular internal clustering evaluation methods to validate three
different clustering approaches by using an entire year’s data. Then, we also compare
the result with that obtained using the proposed method. The comparison results are
presented in Table 3.6.
We randomly selected one day per month from the entire year because the dataset
was so huge that we could not display all of it. The value of Silhouette varied from −1 to
1. The Davies index is from 0 to 1. They only have a unique index to compare different
clustering approaches. Our method has three terms: spatial energy, temporal energy and
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Table 3.5: Comparison of the results of clustering in spatial and spatiotemporal domain.
Methods Espatial Etemporal Ebalance
Spatial clustering
X-means 465965.18 22132.23 121979.9
DBSCAN 1241492 43606.79 22717033
Spatiotemporal clustering
X-means 230380.94 33312.99 0.21
DBSCAN 1107414.5 59425.45 0.95
COBWEB 46194.95 51247869.73 8.18
density. In this table, we present the results obtained using the voting method. The
clustering method that performed the best for most of the parameters is shown in Table
3.6. That is, any clustering method that performed the best in terms of two or three
parameters was the best clustering method.
Table 3.6 shows that X-means performed the best according to the proposed evalu-
ation method. Silhouette preferred X-means as well. DBSCAN was superior in the case
of the DB index. This implied that the proposed method and Silhouette had similar
preferences. The Silhouette validation approach was likely to give a good score to the
centroid-based clustering method [de Amorim and Hennig 2015]. COBWEB only per-
formed the best for a few days. This implied that COBWEB was not an appropriate
clustering method in this case.
In the first and the second experiments, X-means performed better according to the
proposed evaluation method, particularly in terms of balance. Therefore, Silhouette and
the proposed validation performed better than the DB index in this case. Moreover, we
compared the distribution of each day for different clustering methods. X-means also
performed better than the other two approaches even in the cases of Days 3, 8, and 11,
which showed that the proposed method was slightly better than Silhouette in terms
of balance. The clusters which had similar density had a higher score on the proposed
criteria.
3.6 Discussion
We conducted the three main experiments on a real application. Parking violation events
are typical spatiotemporal-interval-based events. Through the experimental results, we
drew the following simple conclusions:
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Table 3.6: Comparison of two popular internal clustering evaluation approaches and the
proposed method.
Davies-Bouldin Silhouette Proposed method (Energy function)
Day 1 (Jan) DBSCAN Xmeans Xmeans
Day 2 (Feb) DBSCAN Xmeans Xmeans
Day 3 (Mar) DBSCAN COBWEB Xmeans
Day 4 (Apr) DBSCAN Xmeans Xmeans
Day 5 (May) DBSCAN Xmeans Xmeans
Day 6 (June) DBSCAN Xmeans Xmeans
Day 7 (July) DBSCAN Xmeans Xmeans
Day 8 (Aug) DBSCAN DBSCAN Xmeans
Day 9 (Sept) DBSCAN Xmeans Xmeans
Day 10 (Oct) DBSCAN Xmeans COBWEB
Day 11 (Nov) COBWEB COBWEB Xmeans
Day 12 (Dec) DBSCAN Xmeans Xmeans
Firstly, the proposed energy function could compare different clustering methods
when there was no ground truth for each point. There are a number of real applications
for an evaluation without ground truth. A traditional clustering analysis usually aims to
cope with applications or datasets with the existing labels because it is easier to compare
different clustering methods with the presence of the ground truth. Therefore, the pro-
posed energy model for measuring the clustering results without ground truth can bridge
a gap between a traditional clustering study and real-world applications.
Secondly, although this chapter focuses on spatiotemporal-interval-based data, it has
the potential to be expanded to other types of data, such as time-series data. The proposed
energy function is generic and we have shown two specific terms that can be adapted from
this function, i.e. cluster similarity and balance. In this chapter, we only used parking
violation events as the case study. We aim to explore more potential applications from
our generic model in the future.
Thirdly, the experimental result revealed that taking advantage of temporal informa-
tion could improve the clustering result on the energy term in both the spatial and the
temporal dimensions. The energy generated from the spatiotemporal clusters was con-
siderably less than that generated using spatial clusters. This suggested that temporal
information is important in spatiotemporal-interval-based event clustering.
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Fourthly, we used centroid-based and density-based clustering approaches. The initial
evaluation performed in this chapter showed that the centroid-based clustering method
worked better than the density-based clustering methods in both the spatial and the tem-
poral domains. Our future work will explore different statistical measures and parameter
settings for both methods to validate this finding.
Lastly, we proposed an approach to measure the distance of the spatiotemporal-
interval data and balance among the clusters. Although the idea is simple, it can still be
used to distinguish among spatiotemporal-interval data on the basis of distance.
3.7 Conclusion
Methods for analysing sensor data with spatiotemporal intervals are highly desirable in
many real-world applications. A general model for clustering spatiotemporal-interval data
was proposed here and applied to leading traditional clustering methods. This approach
measures distance in the spatial, temporal and data dimensions. The proposed energy
function can be used to measure the similarity and balance of clustering results across
different algorithms. Our experiments showed that the produced method significantly
reduced the energy generated in both the spatial and the temporal domains by taking
advantage of the temporal-interval information. Moreover, we discovered that centroid-
based clustering methods performed better than density-based clustering methods in both
the spatial and the temporal domains. We also demonstrated the measurement of the
balance among clusters for real-world applications.
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A graph based orienteering problem
using spatiotemporal data from
ubiquitous sensors
The on-street parking system is an indispensable part of civic projects, as it provides
travellers and shoppers with parking spaces. With the recent in-ground sensors deployed
throughout the Melbourne CBD, there is a significant problem on how to use the sensor
data to manage parking violations and issue infringement notices efficiently in a short
time-window. In this chapter, we use a large real-world dataset with on-street parking
sensor data from the local city council, and establish a formulation of the Travelling Officer
Problem with a general probability-based model. We propose two solutions using a spatio-
temporal probability model for parking officers to maximize the number of infringing cars
caught with limited time cost. Using real-world parking sensor data and Google Maps
road network information, the experimental results show that our proposed algorithms
outperform the existing patrolling routes.
Over the last few years, the Melbourne City Council has installed thousands of in-
ground sensors in car parking bays located in the Melbourne central business district
(CBD) [Tacconi et al. 2010]. These sensors can detect car parking events by recording the
arrival time and departure time of a car. The parking system can check whether a car
has overstayed the maximum permitted period within parking rules. These sensors will
send a signal to the central station within five minutes of a car being in violation. Parking
officers will be dispatched to specific locations to issue parking infringement notices on
cars in violation.
Due to a lack of parking officers, drivers are often able to escape infringement notices.
Therefore, catching violators in time is a critical issue for Melbourne City Council, not
only for the potential financial benefits, but also for ensuring public compliance with local
laws, and reducing repeat offences.
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The current patrolling methodology works on a ’first-come first-served’ (FCFS) basis.
The parking officers will go to the next parking space with the earliest violation time. The
existing system works well in a small area with fewer violations, though it is inefficient
in busy areas. This is because the existing system does not consider the temporal and
spatial information of violations, or the probability of a car leaving after a violation, and
before officers have arrived.
In this chapter, we formulate car parking fine collection as a Travelling Officer Prob-
lem (TOP), which aims to find an optimized path to maximize the probability of catching
cars in violation, with limited time cost. We take into account the walking speed and
behaviour of an officer, and also use spatio-temporal and historical information (proba-
bility of violation period). Based on this model, we propose two solutions using observed
spatio-temporal information. The first solution is a greedy algorithm that employs proba-
bility estimation, and the second solution is a path-finding algorithm based on Ant Colony
Optimization (ACO) [Dorigo et al. 2006]. We use an concept called pheromones in ACO
and incorporate it with our leaving probability estimation model. The results show that
the ACO-based algorithm performs more stably than both the existing approach, and the
greedy algorithm. Both algorithms utilize Google Maps road network information, and
an observed distribution of parking violations. We also build a system to simulate the
real case, and conduct extensive experiments using real-world parking data provided by
the Melbourne City Council [Melbourne City Council 2011]. The results show that both
algorithms perform much better than the current approach.
Figure 4.1 illustrates a simple example of our problem and results from different
algorithms. There are four car parking slots (P1 to P4) in violation around the CBD.
The patrolling officer needs to go through these four parking slots to give infringement
notices to each car in violation. The information centre sends the events sequentially as
’P1, P2, P3, P4. The first diagram of Figure 4.1 shows the officer’s path under the current
methodology, denoted by the blue line. The length of the complete trajectory is 1km,
as measured by Google Maps. Using the greedy algorithm with a car-leaving probability
estimation, the patrolling officer tends to look for car parking plots with the highest
probability of the car not leaving. The green line (around 928 m) denotes the walking
path determined by the greedy algorithm, shown in the second diagram of Figure 4.1. The
ACO-based algorithm (red line) leads to the shortest path, with a length of 750 m. It takes
advantage of leaving probability estimation and integrates with the concept of pheromone
in the ACO algorithm. The example shows that the proposed methods perform better
than the existing regime.
In summary, this chapter makes the following contributions:
• We define a new problem called the Travelling Officer Problem: a touring problem
faced by officers who need to monitor parking spaces within a given time constraint.
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Figure 4.1: Officer patrolling routes through three different algorithms. The officer patrols
from the initial position to each parking slot by three lines. Blue line: existing patrolling
regime; green line: greedy algorithm; red line: ACO algorithm.
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• We propose two algorithms by taking advantage of spatio-temporal information and
probability estimation, to issue infringement notices more efficiently by maximizing
the number of violators caught within a limited travelling cost.
• We build a system to evaluate our model and both algorithms. We conduct ex-
tensive experiments using a large public dataset that has been published online by
Melbourne City Council, which has been published online. The results show both
algorithms outperform the baseline.
The chapter is organized as follows: Section 4.1 discusses related work; Section 4.2
presents an overview of on-street car parking in the city; Section 4.3 formally defines the
travelling officer problem; Section 4.4 gives the details of the two algorithms we propose;
Section 4.5 presents the experiments and comparison studies; Section 4.6 concludes this
chapter.
4.1 Related Work
Orienteering problems such as the travelling salesman problem (TSP) [Babin et al. 2007,
Adleman 1994] and its variants [Johnson and McGeoch 1997, Schneider 2002] are popular
in the optimization area. The travelling thief problem (TTP) is an optimization problem
which combines two classic problems: one is the TSP, the other is the multiple knapsack
problem [Chekuri and Khanna 2005]. It gives more constraints to TSP, which makes it
more applicable in real world. TOP is a problem are based on both TSP and Travelling
thief problem(TTP) [Bonyadi et al. 2013]. This general model is also useful for introducing
different types of interdependencies in a more strategic way rather than simply putting
different problems together to generate new benchmarks. Recently, time-dependent TSP
has attracted more attention as most real-world applications are time dependent. Hernan
et al. proposed TDTSP which is a general TSP but with costs for each location [Schneider
2002]. This problem can be used to describe many routing applications [Abeledo et al.
2013].
Spatio-temporal based problems have also become popular recently. Using temporal
features as the constraint of an optimization problem is a new trend in the transportation
area [Hu et al. 2012, Shao et al. 2016]. Spatio-temporal data is one type of data with spatial
and temporal features which usually generated from sensors and ubiquitous devices. It
is different from tradition methodology which is used to solve spatial information based
orienteering problems. It can be more complex when the time constraint is dynamic.
Dynamic time features need more elaborate methods [Anderson and Pandy 2001].
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4.2 Overview of On-street Parking in City
4.2.1 Background and Motivation
The Melbourne Transportation Council set up in-ground sensor systems around CBD
areas. For each car parking area, the sensor can detect parking space availability, and check
its violation state with parking rules. The sensors report parking events to information
centre periodically, and the system would send the message to the patrolling parking officer
who supervises this area when the nearby parking cars are in violation state. Then the
patrolling parking officer will go to check the cars in violation, and dispatched to issue an
infringement notice.
4.2.2 Parking Sensor Data
The parking events data recently has been published online, which attracts researchers to
study and analyse[Melbourne City Council 2011]. The parking events data were recorded
from October 1, 2011, to September 30, 2012 (12 months). A total number of 12,208,178
records were logged. Each record comprises the information of a parking event including
area name, street name, street segment and some other parking information. It also
provides the spatial information such as the latitude and longitude of the parking spaces.
The entire CBD is divided into 23 areas by the city council, and each area is monitored
by one officer.
Figure 4.2: Monthly parking violation map.
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Figure 4.2 reveals the distribution of parking violations within one month. More
violations happened in the darker colour areas for that month. The sensors on those
streets recorded over 500 parking violations within a month while other street segments
(e.g. the street segment on Flinders Street from Williams Street to King Street) recorded
much less parking violations. Figure 4.3 shows the distribution of cars in violation is
unbalanced. Most violation events are located in some specific positions.
The local transportation council arranges parking officers to take responsibility for
each region separately. As shown in Figure 4.3. We denote parking spaces in each region
with different colours.
Figure 4.3: Parking regions in the CBD area.
In real-life scenarios, officers can only move along the roads and cannot cross blocks;
therefore, road network information must be taken into account when modelling officer
movements.
4.2.3 Distribution of Violation Period
Figure 4.4 shows the distribution of violations with the length of time in violation. The
horizontal axis denotes the length of time from the beginning of the violation to the car
leaving, and the vertical axis shows the total violation numbers within a month. Figure 4.4
shows that there are only a small part of cars in violation beyond 100 minutes, and most
violations between five and 60 minutes. This is the key observation that we take into
account in our spatio-temporal-based optimization approach. Using such observations we
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build a probabilistic model that can estimate the likelihood of a car in violation leaving
which allows us to optimise the strategy that officers use to catch cars in violation.
Figure 4.4: Numbers of violation with total violation time.
4.3 Travelling Officer Problem
We describe the Travelling Officer Problem as follows. We have a set of parking spaces
in a region, and there are M parking officers. We present each parking space as a node.
Parking nodes with cars can be divided into two classes: in violation or in the legal state.
Each parking officer takes responsibility for one area. Each officer starts at a random fixed
point in the area and collects fines from parking nodes in a violation state. In this chapter,
we assume they collect fines with a reasonable walking speed during working hours. They
can also take bicycles or other vehicles. The violation state of cars in the graph can be
changed with the time. Our objective is to find a path that maximizes infringing cars
caught on this route with limited travelling cost. The cost metric is defined in terms of
working hours or distance.
4.3.1 Prime Model Formulation
We define the map of car parking bays as a weighted completed directed graph G = (V,E),
where V is the set of n nodes (vertices) and E is the set of edges. Let C = (cij) be the
cost matrix associated with E. The cost in the travelling problem can be the travelling
time. Another matrix associated with V is B(vi) = B(fvi(ti)), which defines the number
of cars in violation collected from node i at time t.
The state of car park bays can be defined as a binary variable in Eq. 4.1:
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vi =
{
1 the node i is in violation state
0 otherwise
(4.1)
The state of vi varies with time, which is defined as fvi(t). The solution of the problem
is defined as a set of edges S = {xij}, where xij is a binary variable as follows.
xij =
{
1 the path goes from node i to node j
0 otherwise
(4.2)
There also exists a subset of V , denoted as V s. V s is a set of nodes located on path
S. We assume there are m nodes in V s.
We formulate our model using an assignment based linear programming model. We
aim to seek the best solution S with constraints. The general model is given as follows:
Max
m∑
i=1
B(vi) = B(fvi(ti))
s.t. (4.3)∑
xij∈S
C(xij) ≤ T (4.4)
xij ∈ S (4.5)
ti =
i+1∑
j=1
C(ej,j+1) (4.6)
where T is the maximum travel cost for the solution. In this case, it is the maximum
working hours of parking officers in a day, ti represents the time that an officer arrives at
node i, and B(vi) represents how many infringement notices officers issued on node i.
4.3.2 Dynamic Temporal Probability Model
As mentioned in Section 4.2, there is a distribution of violation period associated with
each area. We denote it as Parea(t). Here, we have
t = tdep − tvio (4.7)
where tdep denotes the time when a car leaves the parking bay, and tvio denotes the
beginning time of the cars in violation.
The car leaving event is a spatio-temporal based event, and it is dynamic and uncer-
tain. Therefore, the model should be a time-based probabilistic model. We generalize the
Eq. 4.7 as follows:
Parea(t) = P (tdep − tvio)
≈ P (F (tvio, λ)) (4.8)
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where (tdep−tvio) ∼ F (tvio, λ). The F (tvio, λ) is an exponential distribution as we observed
in Figure 4.4. In Eq. 4.3, fvi(ti) varies with the Parea(t). When t = ti, Parea is the
probability that a car in violation is still in the parking slot at time ti.
The probability of violation period in each area is essential to our model. We can
estimate the violation period of each parking bay with such model. For example, once a
signal sent from a parking bay, our model estimates the probability of car leaving before
the officer gets there. If the probability is high (i.e., close to 100%), the officer may choose
to go other nodes marked in violation because the car may have left when the officer
arrives.
The dynamic temporal probability model is likely to be applied to other cities because
the probability density distribution model matches our assumption: the probability that
drivers in violation leave a parking slot is decreased exponentially with time. Most drivers
know they are likely to be captured if they stay in violation for a longer time: therefore,
they would prefer to leave within a short time, and only a minority of drivers will stay in
violation for a long time.
4.3.3 Challenges
Model of the Computational Complexity
Given a graph G, an upper bound m, and a possible solution in the form of a cascade
path, it is possible to verify or reject that solution with n additions and a single numerical
comparison. This can be accomplished in polynomial time. Because a potential solution
can be verified or rejected in polynomial time, the Travelling Officer Problem is an NP-
problem [Lenstra and Kan 1981].
As we have proved that the travelling officer problem is an NP-problem, it is extremely
difficult to use a polynomial computational complexity algorithm to solve it. Therefore,
intelligent search strategies are needed to solve this problem [Selman et al. 1992].
Unexpected States
The state of each node varies with time. In the real world, these changes may be unknown
to officers, and difficult to predict. Additionally, the patten is slightly different for each
area.
4.4 Path Finding Algorithm
In this section, we present the existing patrolling regime which is currently in operation
by officers. We propose two solutions: a greedy-based algorithm with dynamic temporal
probability model, and an ant colony optimization framework.
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4.4.1 Existing Patrolling Regime
Our work is supported by Melbourne City Council and we have had discussions on the
existing patrolling approach. The existing approach employs a sequential notification of
violations, as described by the domain expert; therefore, we use it as the baseline method.
The existing patrolling regime is simple and straightforward. When a parking violation is
detected, sensor signals are sent to the central system, and an in-charge officer is dispatched
[Melbourne Transportation 2014].
Algorithm 2 captures the regime of existing patrolling method. It works as follows:
once a violation occurs, the system will push the event to the in-charge officer’s mission
queue. The officer always processes the tail event in the queue. Once an event has been
processed, it will be removed from the queue. The officer can have a break or rest when
the queue is empty.
For the existing approach, we have the following definitions. Q is a queue to store
the violation events by time.
Q has some functions associated with it:
• updateQ(vi): Insert or remove one or more vi at the tail of the queue.
• dequeue(vi): Remove the node from the head of the queue and return the node.
• QisEmpty(): Check whether Q is empty or not.
This framework is formally described in Algorithm 2.
Algorithm 2 The Existing Patrolling Regime
Require: a given graph G = (V,E)
a solution S ← NULL
a queue Q
a set Ω of constraints among the variables
Ensure: a solution S
1: while Cost(S) < T do
2: if Q is Empty then
3: add a NULL to S
4: else
5: add dequeue(vi) to S
6: end if
7: updateQ()
8: end while
To explain further, adding a NULL to S means that if there are no cars in violation
for time t, the officers will wait until the next event.
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4.4.2 Greedy Algorithm with Probability Estimation
The existing patrolling regime is inefficient. In this section, we apply a greedy based
algorithm with a proposed probability model. The greedy algorithm follows the heuristic
of making the locally optimal choice at each stage [Cormen et al. 2001], with the hope
that it will end up with a globally optimal answer. The greedy algorithm is one of the
best solutions to solving NP-hard problems [Vince 2002]. The general idea is simple. The
patrolling officer chooses the parking space with the highest probability of collecting fine
as their next destination.
To make the question more precise, we extract some operations below.
calProbability (V ) Calculate the probability for each potential node vi ∈ V . The
probability of Vi guides parking officers to the next node because it suggests whether the
car in violation can be caught or not. Here we use the Eq. 4.8 to estimate the probability.
updateV(C(S)) Update the potential nodes which connects to the current one. V
consists of potential points. S is the existing solution that needs to be updated. For
each iteration, the state of each node in the graph should be updated with the latest
information from the control centre. All information is collected by in-ground sensors.
The complete algorithm is described in Algorithm 3.
Algorithm 3 Greedy Algorithm with Probability Estimation.
Require: a given graph G = (V,E)
a solution S = ∅
a set of potential next nodes V
a set Ω of constraints among the variables
Ensure: a solution S
1: while Cost(S) < T do
2: if V is Empty then
3: add a NULL to S
4: else
5: calProbability (V )
6: add vi with highest probability to S
7: end if
8: updateV()
9: end while
4.4.3 Ant Colony Optimization with Probability Estimation
Background and Motivation
Ant colony optimization (ACO) is a highly compatible, probabilistic swarm intelligence
method which is usually used to address meta-heuristic optimizations [Kennedy 2010,
Amari 1998]. ACO can employ heuristic knowledge to find an optimal solution in the
search space.
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We chose ACO to solve the travelling officer problem for the following reasons:
• ACO is a swarm intelligence searching algorithm which is mainly used to address
NP-hard graph optimization problems such as TSP [Dorigo and Gambardella 1997].
• The probability model of the problem matches the meta-heuristic in the ACO frame-
work.
• ACO performs well in the global optimization which is suitable for our purpose—to
collect as many fines as possible.
• ACO is a widely accepted optimization algorithm to solve the TSP. TOP is a variant
of TSP [Neyoy et al. 2013].
ACO-based Algorithm
There are two key factors of an ACO algorithm: pheromone and heuristic knowledge, and
we define them as τ and η, respectively.
The complete algorithm works as follows. At each iteration, na ants construct a
solution in the current search space based on previous knowledge (probability model)
and a given pheromone model. Then, before the next iteration starts, the pheromone is
updated. Finally, we find the best solution and give the next node on this path. Once
the search space is changed (i.e. a new violation occurs or is eliminated, we restart the
algorithm to find the new path. The algorithm is explained in more details below.
IniPheromoneModel() At the beginning of each step, the pheromone values are
all initialized to a constant value c > 0.
MoveToNextNode() The ant walks to the next node depending on heuristic knowl-
edge and pheromone distribution. The probability for the choice should be proportional
to [τ(xij)]
α • [η(xij)]β, where η is a probability that a car leaves its parking bay. The
values of parameters α and β determine the relative importance of pheromone, and the
car leaving probability model. Therefore, in this case, the probabilities for choosing the
next node (i.e., transition probabilities) [Dorigo and Gambardella 1997] are defined as
follows:
P (xij |sp) = [τ(xij)]
α · [η(xij)β]∑
xkl∈E [τ(xkl)]
α · [η(xkl)β]
(4.9)
=
[τ(xij)]
α · [P (vj)β]∑
xkl∈E,vp∈V [τ(xkl)]
α · [P (vp)β]
=
[τ(xij)]
α · [Pvj (tdep − tvio)β]∑
xkl∈E,vp∈V [τ(xkl)]
α · [Pvp(tdep − tvio)β]
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where Pvp(tdep − tvio) is the probability model mentioned above and sp is the constructed
path in the map.
PheromoneUpdate() The aim of the pheromone value updating rule is to increase
the pheromone values on solution components that have been found in high quality solu-
tions [Dorigo and Blum 2005]. In this case, we define it as follows.
τ(xij) = (1− ρ) · τ(xij) +
∑
vi∈Sp
B(vi)∑
vi∈V
B(vi)
. (4.10)
where ρ ∈ (0, 1] is called evaporation rate [Dorigo and Blum 2005]. It has the func-
tion of uniformly decreasing all the pheromone values. From a practical point of view,
pheromone evaporation is needed to avoid a rapid convergence of the algorithm towards
a local optimized region.
The completed algorithm is given in Algorithm 4
Algorithm 4 ACO based Fine Collection Algorithm with Probability Estimation.
Require: a given graph G = (V,E)
a best solution Sbs = ∅
IniPheromoneModel()
Probability model η
Ensure: The best solution so far Sbs
1: while Cost(S) < T do
2: while Iteration < nIteration do
3: if V is Empty then
4: add a NULL to S
5: else
6: for i = 1; i < n; i+ + do
7: calProbability (Vi)
8: Constructed Solution Sp
9: if B(Sp) < B(Sbs) then
10: Sbs ← Sp
11: end if
12: end for
13: end if
14: PheromoneUpdate()
15: end while
16: MoveToNextNode()
17: end while
4.5 EVALUATION
We evaluate the greedy and ACO-based approaches in this section. Using the parking
sensor dataset provided by Melbourne City Council [Melbourne City Council 2011]. At
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the beginning, we present some rules and assumptions made in association with this
dataset, which are summarized as follows:
• The violation sensor data is only sent to one officer. Other parking officers are not
able to receive them.
• The officer does not know whether a car has left until they arrive at the spot.
• All officers work from 7am to 7pm in a day.
• We assume a normal walking speed of 70 meters per minute (m/min).
• The system updates the parking space states in real-time: however, the algorithm
calculates the solution only when the officer is available due to the limited compu-
tational resources.
• We select the nearest public transport stops or stations near to each area as the
starting point of officers every day.
We conduct an experiment involving car parking violations in 23 areas for a complete
week in the first week of September 2011. Each parking officer takes responsibility for
issuing parking tickets to cars in violation. We use the default setting of the ACO, where
α = 1.0, β = 2.0 and ρ = 0.3. Although the performance can be boosted with parameters
tuning, we did not conduct many experiments to test our model because we aim to propose
a general solution which can be applied to most cities.
4.5.1 System Implementation
We implemented and tested the system (including the TOP model) in C++. The route
information was acquired through web service calls to Google Maps APIs. The code ran on
a Quad-core laptop running the Windows operating system. We did not use any external
code or libraries.
4.5.2 Dataset
Parking Dataset from the CBD
As mentioned in Section 4.2, the dataset consists of all parking events in the CBD’s
on-street car parking bays over a year.
To apply our model to the dataset, we used six attributes extracted from the dataset
(as shown in Table 4.1), and a list of attributes we defined from that dataset (see Table 4.2).
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Table 4.1: Attribute list for parking events.
Attribute Name Description
Street Marker The signs placed on the side of parking bays
Area Name City area, - used for administrative purposes
Arrive Time Time that the sensor detected a vehicle over it
Departure Time Time that the sensor detected a vehicle is leaving
In Violation Indicates that the parking event exceeded the legally permissible time
Sign Parking sign in effect at the time of the parking event.
Table 4.2: Other attributes used in experiments.
Attribute Name Description
Location The longitude and latitude of the parking slot
Violation Time The violation time based on signs
Violation Period The length of time that car overstays
Google Maps
Distance is the most important attribute that we use to calculate the cost and find the
solution in our model. Since we conducted experiments in real scenarios, it was important
to measure the distance between two points on the map. Therefore, we extracted records
that reflected accurate positions and driving distance (the distance calculated on the street
path using Google Maps) between car parking bays.
4.5.3 Evaluation Methodology
We propose two criteria to measure the solutions we propose. One is the fines that can
be collected, and the other is the length of time that officers can have a rest between
events. The main purpose of our solutions is to collect as many fines as possible. Hence,
the benefits index is the most important criteria, and it is defined in Eq. 4.11.
Benefit =
Te∑
t=Ts
B(S) (4.11)
where Ts is the start time of work in the day, and Te is the end of working hours.
The other important criterion is the rest or break time, which is defined in Eq.4.12.
Rest =
Te∑
t=Ts
t(S = ∅) (4.12)
S = ∅ means that there is no violation during such time period. If an area has low
violation density on that day, the higher performance algorithm is able to help officers to
spend less time on patrolling but have more break or rest time. This is because algorithms
with higher efficiency take less time on unproductive path, and find the shortest path to
reach car parking bays in violation.
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Figure 4.5: Left figure is the weekly fine collections in the CBD through three algorithms.
Right figure shows the weekly break/rest time in the CBD through three algorithms.
4.5.4 Performance Results
We conducted two main experiments to evaluate our models and algorithms. In the first
experiment, we evaluated the performance of weekly fine collection. The other exper-
iment explores the relationship between the walking speed of parking officers and the
performance of the algorithm. The algorithm performed differently in different areas due
to large difference in the distribution of car parking bays and violations. Therefore, we
also conducted experiments in each area, and show results for some typical areas.
Comparison Studies
In this section, we compare three solutions with two proposed criteria for one week.
The left diagram of Figure 4.5 shows the overall weekly fine collection results. Com-
pared to the benefits from fine collection using the existing patrolling regime, both ACO
and greedy with probability estimation significantly improved the gains in benefit. The
greedy algorithm and ACO performed similarly in general. Compared with the greedy
algorithm, ACO performed more stably in gaining benefits on the weekdays. The ACO-
based algorithm performed better one weekends. We analysed the difference between the
parking data during the weekdays and weekends, and found that the distribution of vi-
olations on weekends was significantly different from the distribution on weekdays. The
violations on weekdays usually occur at specific times, such as after lunch or after work.
We plan to explore more temporal information in the future.
The right diagram of Figure 4.5 shows the average weekly break time for all areas.
Both ACO and greedy outperformed the existing patrolling regime; however, the greedy
algorithm performed best in terms of break or rest time. This is because the greedy
algorithm focuses on local optimization, choosing the closer parking nodes, which leads to
less time consumption on the way. For the ACO algorithm, the path computation takes
account of both the probability of a car leaving the bay, and maximizing the fines that can
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Figure 4.6: The weekly benefits and break time in Southbank.
be collected. ACO covered more car parking bays than the greedy algorithm; however, it
also spent more time on travelling.
Weekly Fine Collection in Main Areas
There are many areas in the CBD. We applied three algorithms to all areas, and computed
the gains in benefits and break time. We observed that these three algorithms performed
differently in different areas. We classified areas into three categories: greedy algorithm
domain, ACO-domain, and areas where they have similar performance (refereed to as
balanced area). In each category, we present some representative areas to show the re-
sults of benefit and break time by applying three different algorithms. Greedy domain
areas Figure 4.6 illustrates the weekly benefits and break time in the region Southbank,
which has a small number of violations. The graph shows that the greedy algorithm with
probability estimation performed better than both ACO and the existing regime. The
performance of ACO is slightly lower than the greedy algorithm, and much better than
the existing regime. Most of the greedy domain areas show a similar trend. In term of
break time, the greedy algorithm looks more promising. It has an enormous advantage in
spending less time on navigating to car parking bays in violation. Greedy areas occupy
around 30% of total areas.
ACO domain areas Figure 4.7 illustrates the weekly benefits and break time in the
Hardware region. The graph shows that the ACO algorithm outperformed others in these
areas. ACO domain areas occupy around 20% of total areas.
Balanced areas Figure 4.8 illustrates the weekly benefits and break time in the
Hyatt region. ACO and the greedy algorithm had similar performance in more than half
of the areas. In terms of achieving longer break time, the greedy algorithm performed
much better than the other two algorithms.
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Figure 4.7: The weekly benefits and break time in Hardware.
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Figure 4.8: The weekly benefits and break time in Hyatt area.
Comparison of Different Walking Speed
The walking speed of parking officers also influences the benefit and break time of our
fine collection model. With an increasing speed of parking officers, they are able to cover
more nodes during a shorter period. Lower speed suggests that more tasks are being
undertaken, and raises more challenges to the algorithm because officers need to spend
more time on the travelling route.
The left diagram of Figure 4.9 shows the result of benefits gained with an increasing
walking speed. Both ACO and the greedy algorithm performed much better than the
existing regime at any speed. Within 100 m/min, ACO performs better than the greedy
algorithm. Considering the average speed of walking is around 70 m/min, the ACO is a
better solution.
The right diagram of Figure 4.9 shows the result of longer break time with an in-
creasing walking speed. The rest or break time is likely to be longer if parking officers
move faster because officers spend less time on the route. The greedy based algorithm
performed the best in this experiment. Both ACO and the existing algorithm showed a
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Figure 4.9: Left figure shows the benefits in relation to the speed of parking officers, Right
figure shows the relationship between break time and speed of parking officers.
similar trend with increasing walking speed. Interestingly, the break time of ACO and the
existing regime decreased between 150 m/min and 250 m/min. This will be explored in
future work.
In summary, both the greedy algorithm and ACO performed much better than the
existing regime in increasing benefits and reducing time wasted navigating to destinations.
They both performed better than the original algorithm, which suggests that our model
and proposed solutions work well for the TOP.
4.5.5 Discussion
According to the experimental results, we draw two conclusions. Firstly, both the ACO-
based algorithm and greedy-based algorithm can be used in real application for improving
fines collection. The ACO-based algorithm can be applied on weekends and Greedy-based
algorithm can be used in the weekdays. Secondly, if we take break time into account, the
greedy-based algorithm performs better; that is, it provides parking officers with lower
workloads. Thirdly, we only consider the side of administrator in this problem. It is also
possible for drivers to find a car lot which is hard to be investigated by parking officers if
drivers know the violation map and the parking officers strategy.
4.6 Conclusion
In this chapter, we propose an accurate and efficient model for the Travelling Officer
Problem (TOP) and two innovative solutions, a greedy algorithm and an ant colony opti-
mization algorithm, to allocate resources for managing parking areas and collecting fines.
They both take advantage of heuristic knowledge to improve the efficiency of parking offi-
cers in performing patrolling tasks. To verify our model and solutions, we build a system
that implements our model and solutions using a real-world parking sensor dataset from
on-street parking bays provided by Melbourne City Council. We also propose two mean-
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ingful criteria to measure and evaluate the performance of the proposed TOP solutions.
In the future, we plan to apply clustering methods based on violations and geographic
areas, and design more efficient algorithms to solve the Multiple Travelling Officer Prob-
lem. Spatio-temporal clustering methods based on the knowledge can solve the regional
division problem.
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Approximating optimisation solutions
with Deep Learning Approach in Urban
Planning
In Chapter 4, we propose and formalize a new optimisation problem TOP which is used
to help travelling officer collect fines from cars in violation. Two heuristic solutions were
demonstrated for generating trajectories using spatio-temporal data collected from on-
ground sensors in real-world parking spaces. However, research question 3 needs higher
performance as the states of the parking dramatically changes with time. In this chapter,
we mainly focus on how to solve the TOP efficiently. Hence, we explore the deep learning
techniques and transform the TOP which is an optimization problem into classification so
that it can be solved with supervision learning solution.
Classification models can achieve real-time performance since their training and infer-
ence are broken up into two distinct sessions. Training can be done oﬄine, and inference
runs in constant time, making neural networks ideal for problems like the TOP where
fast evaluation is desired. However, there are no labels for the best path as the TOP is
an NP-hard problem, and a significant portion of current classification approaches tends
to solve supervised learning problems for which the solution is known and provided as a
training dataset. In addition, the TOP is a typical optimisation problem, and classifica-
tion methods are not typically used to solve an optimisation problem directly. In order
to leverage modern classification techniques, the TOP problem needs to be transformed
into a classification problem. Furthermore, traditional classifiers such as Random For-
est [Breiman 2001] and SVM [Suykens and Vandewalle 1999] perform well with a small
number of training samples, but don’t scale well to large datasets. Traditional machine
learning approaches are not robust and suitable for this problem, which motivates our
desire to scalable methods such as deep neural networks.
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To overcome the above challenges, we use solutions generated by optimisation meth-
ods as labels for training. We propose a novel spatio-temporal data segmentation approach
to transform the optimisation problem into a classification problem, and employ a deep
feed-forward neural network to estimate optimisation solutions. Training deep neural
networks to replace optimisation has many advantages in this case: the computationally
expensive optimisation problem can be solved as part of the training session, and once this
is done, the test session can roll out trajectories that approximate those of the original op-
timiser with simple feed-forward computation. Moreover, neural networks scale very well,
allowing such a technique to take advantage of a huge amount of additional contextual
and temporal information and explore the unclear structure of this data.
There are challenges in both the transformation and learning tasks. Traditional
orienteering problems only focus on the spatial domain, usually in the form of a static 2D
graph. The TOP also considers the temporal domain, which consists of many temporal
views of this same spatial graph. We want to find a method that works with both spatial
and temporal information. Secondly, classification methods need the input features and
the corresponding labels; the TOP does not provide any existing solutions or features. It is
non-trivial to integrate the optimisation solution with classification to solve this problem.
Thirdly, it is unclear how to effectively use deep neural networks to approximate the
optimisation solution in orienteering problems. The formulation of an appropriate deep
learning architecture for this type of problem is needed. Finally, the critical factors and
performance of this model should be explored using real-world data.
This chapter explores the use of deep learning techniques for the solution of TOP,
and makes the following key contributions:
• We propose a generic framework to solve a typical orienteering problem incorporating
optimisation approaches and deep neural networks.
• We propose a novel spatio-temporal segmentation method to transform a spatio-
temporal graph into a sequence of input features.
• We validate our claim that the TOP can be solved using a combination of both
optimisation solutions and neural network classifiers through extensive experiments
with a large real-world dataset, including a comparison with traditional machine
learning methods.
The chapter is organized as follows: Section 5.1 discusses the related work; Section
5.3 presents the problems and corresponding methodologies in both data representation
and deep learning architecture; Section 5.4 shows the experiments and comparison studies;
and Section 5.5 concludes the paper.
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5.1 Related Work
Related work in this area falls into several categories: 1) Neural network solutions for the
TSP; 2) conceptually similar work in guided policy search, and 3) the general work in
intersection of deep learning learning and optimisation area.
There is an extensive body of research in applying neural networks to TSP variants
going back to [Hopfield and Tank 1985], though the networks used in these studies typi-
cally fall into the category of Hopfield networks, and self-organising feature map networks
(see [La Maire and Mladenov 2012, Abdel-Moetty 2010, Potvin 1992, Ghaziri and Osman
2003]). Hopfield networks are fully recurrent, and memorise training examples by minimis-
ing an energy cost function. However, many recent advances in deep learning have been
made with feed-forward neural networks, on the back of better optimisation algorithms
and the ability to train on large datasets. Though Hopfield networks have been used for
classification tasks, their performance is not as good as modern deep learning techniques.
On combinatorial tasks, the number of neurons required by a Hopfield network scales
with n2, where n is the number of nodes in the graph, which can be problematic for larger
graphs.
Our study is different from these previous works in two ways: firstly, we are approxi-
mating a solution to a more difficult, time-dependent version of the TSP (the TOP). Our
problem is focused on maximising a temporally-dependent reward, rather than navigating
a geographically-fixed set of nodes. Using different temporal views of the data to generate
training samples can dramatically increase the size of the training set (this is inspired by
[Liu et al. 2016]). Secondly, rather than using Hopfield networks, we propose re-framing
the problem as a supervised learning task for classification. Under this framework, we
use an optimisation algorithm to generate the training set for a classifier, which is then
trained to generate a trajectory through a given graph.
Conceptually, our proposal is inspired by techniques used in reinforcement learning,
in which a function mapping is learned from states (in our case, a vector that includes the
position of the officer, and parking violations at different locations) to actions (the next
node that the officer will travel to). Key works in this area include [Mnih et al. 2013;
2015; 2016]. In particular, the concept of using a secondary function to help train the
network is a key feature of guided policy search [Levine and Koltun 2013]. Unlike these
techniques, our methodology is not strictly an example of reinforcement learning, even
though a reward mechanism may be used in the initial optimisation algorithm. We also
deal with a much larger space of discrete outputs, unlike such techniques, which often
focus on a small number of continuous outputs.
More recently, [Vinyals et al. 2015a] created the pointer network to deal with com-
binatorial problems such as the TSP. This architecture uses an encoder-decoder and an
attention mechanism to handle variable-length input and output sequences. This network
was trained to emulate an oracle-like algorithm, and showed good solutions to the planar
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TSP for small networks (n ≤ 50). By comparison, our solution is much simpler. In addi-
tion, we use a different input representation to handle temporally dynamic reward values
at each node. As [Vinyals et al. 2015a] did not compare the pointer network with a simpler
architecture, it remains unclear as to how large an advantage the additional components
provide.
Finally, there numerous recent works in effectively combining optimisation with deep
learning. Fischetti and Jo modelled deep neural networks as a 0-1 mixed integer linear
program [Fischetti and Jo 2017]. Galassi et al. used a deep neural net to learn the
structure of a combinatorial problem, and mentioned that such research is still at an early
stage [Galassi et al. 2018]. Our work makes a small contribution to this area.
5.2 Preliminary Studies
5.2.1 The Feedforward Neural Networks
A feedforward neural networks is an artificial neural networks wherein connections be-
tween neurons do not form cycle. Multi-layer perceptron is a classic feedforward neural
networks which is usually used for multi-variable functions approximation. MLP consists
of multiple layers of neurons. There are usually three kids of layers: input layer, hidden
layer and output layer. The universal approximation theorem claims that every continu-
ous function that maps intervals of real numbers to some output interval of real numbers
can be approximated arbitrarily closely by a multi-layer perceptron with a single hidden
layer [Tilahun and Di Marzo Serugendo 2017]. For learning process, back-propagation
is usually used to minimise the errors between real output values and predicted output
values.
Since the MLP can approximate any continuous functions on real numbers, it also be
used to approximate optimisation solutions which is a combination of a couple of simple
functions.
5.3 Methodology
In this section, we introduce a framework which can transform the TOP – a spatio-
temporal orienteering problem into a classification problem can be solved by deep neural
networks. Figure 5.1 illustrate the overview of the framework. It mainly consists of three
parts: Problems transformation, data representation and classifier training, which we will
show the details in this section.
94 (October 15, 2018)
SECTION 5.3: METHODOLOGY
Data 
Representation
Optimazation 
Approches
Transform
Extraction
Training 
Samples
Spatio-temporal  
Data
Classifiers
-Sampling
Training
Generate solutions
Testing 
Samples
Sampling
Testing Solutions
Rewards 
Calculator
Figure 5.1: Data is sampled at different time frequencies from the dataset to generate the
training, validation, and test sets. From there, the training and validation sets are fed
into the optimizer to generate labels for the classification techniques. These labels are
then used for training, and the classifiers are used to roll out trajectories on the test set.
The rewards obtained on the test set are compared with the greedy solution.
5.3.1 Problem Transformation
The TOP is an NP-hard problem that can be solved by traditional optimization methods
under an objective function and constraints. Like the TSP, the solution of the TOP is a
directed path over a finite time period. The optimization solution consists of a series of
nodes v = [vi] with timestamp t = [ti]. At each time step, it is possible to calculate the
best path at time ti with the static the graph G at that frozen instant in time. However,
the TOP is a non-stationary problem where the state of each node varies with time. The
uncertainty of a guaranteed reward leads to difficulty estimating a perfect path. The best
solution is to roll out trajectories whenever the state of the graph changes. In order to
transform this problem into a classification task, the optimization approach should provide
a solution for the next node in the sequence whenever the officer arrives at a given node.
Hence the optimization solution OS = [< vi, ti >)] is a series of decisions that decide
the next node vi+1 at time ti+1]. The classification problem aims to learn a categorical
likelihood over a set of classes from a training set. In this case, if we regard each node vi
as a class ci and use the temporal information T and spatial information E as the features
for the training, the classifier should learn to choose the next node to travel to. We use
the optimization solution as the label for each sample; as a consequence, the optimization
solution < vi, ti > and static graph G can be transformed to a classification problem that
estimates the class ci given the training sample S = {G = {V,E, T}}, and the label vi is
given by the optimization routine.
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5.3.2 Data Representation
A significant difference between traditional subpath planning problems and the TOP is
temporal dependence. Traditional subpath problems generally consist of spatial data
such as the location of the vertices, or the edges of the graph. For such static graphs,
information is limited; however, time is continuous, meaning that ever-finer slices can be
taken to generate further data points when the temporal dimension is included. Each
time frame becomes a static 2-D graph at timestamp t, corresponding to a data sample
st. See Figure ?? as an example. Taking advantage of this property, we sampled training,
validation, and test sets from the same data set, at different time frequencies. In this way,
we could generate distinct samples from the same distribution.
Our framework converts the original TOP data G = {V,E, T}, where V denotes the
nodes in the graph, E denotes the edges, and T denotes the temporal information for each
node and edge, to multiple samples S = {x1, x2, ..., xn, d1, d2, ..., dn}. The value of each
node was given as xi = ti − ta, where ta is the start time of the valid interval. If the
officer arrives at node vi within the time interval (ta, te), (where te is the end of the valid
interval), the reward is obtained; otherwise, the reward is zero. Other given features di
in the sample S are the distance between each node vi, and the current position of the
officer vc. Data was shuﬄed prior to training to break temporal dependence.
5.3.3 Classifier
The policy was parametrized using a standard multi-layer perceptron (MLP), using the
data representation outlined above. The output of the network was the next node that
the officer would travel to. We used rectified linear units as the activation function for the
hidden layers of the network, and a softmax activation over the outputs. We minimized a
standard negative log-likelihood cost function of the form:
Li = −
∑
j
y∗ij log(yij) (5.1)
for training, with y∗ij denoting the prediction target of the i
th data point for the jth
class, and yij denoting the predicted output for the same. We used Adam [Kingma and Ba
2014] for optimization, and early stopping for regularization. A diagram of the training
methodology has been given in Figure 5.1.
5.4 Experiments and Results
In this section, we evaluate the performance of our proposal, and compare it with tra-
ditional classification methods on a real-world dataset. The rules and assumptions are
outlined in [Shao et al. 2018b].
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5.4.1 System Implementation
We implemented and tested our proposal using TensorFlow and scikit-learn on a PC with
a 3.3GHz Intel Core processor, and 32GB RAM.
5.4.2 Dataset
We tested the proposed method on a Melbourne parking event dataset, published by the
Melbourne City Council, and used previously in [Shao et al. 2016], [Shao et al. 2018b].
We treated this dataset as a deterministic simulation of parking events throughout the
Melbourne CBD for the duration of the study. The detail description of this dataset is
included in [Shao et al. 2018b].
We took time slices throughout the week for training, and tested the performance of
the approximation methods using different time slices to ensure that the test and train
sets were drawn from the same distribution. For reward evaluation, we randomly chose
a week’s worth of data from a year-long data set. For other experiments, we randomly
selected a single day. For the rewards study, we chose 50 nodes from all vertices in the
graph, and extracted sampling data at 10 second intervals.
5.4.3 Evaluation Metric
We use two criteria to evaluate the performance of our proposed method: rewards, and
classification accuracy. Rewards are as consistent with those given in [Shao et al. 2018b],
and can be formally defined as:
rewards =
Te∑
t=Ts
R(S), (5.2)
where Ts is the start time of work in the day, Te is the end of working hours, S is the
solution provided by the classifier, and R(S) is the reward as a function of the state.
Since we use the optimization solution as the ground truth, we also use the classi-
fication accuracy to measure the degree to which the classifier learns the optimization
algorithm. For each decision, we compare the nodes chosen by the optimization method,
and the given classification. This is defined in Eq.5.3:
accuracy =
n∑
i=1
I(x)
n
, (5.3)
where I(x) denotes the categorical accuracy.
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Table 5.1: Deep neural network settings.
Description Value
Hidden layers 4
Neurons per layer 3000
Batch size 1000
Optimiser Adam
Loss function categorical cross-entropy
Evaluation method 5-fold cross validation
5.4.4 Experimental settings
We use the optimization method proposed in [Shao et al. 2018b] as the ground truth.
For this study, we focused on the greedy algorithm, as it has faster performance than the
ACO-based technique, and achieves similar results.
We compare our proposed deep learning method to an SVM with an RBF kernel
[Smola and Scho¨lkopf 2004] and Random Forest Classification [Breiman 2001]. Our neural
network was a Multilayer Perceptron (MLP) [Ruck et al. 1990] with settings as listed in
Table 5.1.
5.4.5 Classification Model Comparison
Experimental results are given in Figure 5.2 and Table 5.2. From Figure 5.2, we can see
that the neural network significantly outperformed the other two methods over the course
of the week, and exhibited more stable results than the other two approaches. Overall,
the SVM performed worst out of the three. We found that compared with traditional
machine learning methods, deep neural networks are more robust towards different feature
representations.
Table 5.2 shows the rewards achieved by different classification methods compared
with the optimization solution. Deep neural networks outperformed the other techniques.
Interestingly, we found that classification was more accurate on weekends compared to
weekdays. This is because weekends average a lower number of violations than weekdays,
largely due to less stringent parking rules. This suggests that a classification solution
could feasibly replace the optimization solution for less complicated scenarios.
5.4.6 Evaluation of Model Components
We also studied the effect of varying the parameter settings of the problem, as measured
by classification accuracy and rewards achieved:
• Number of nodes: the number of nodes indicates the depth of the search space in
orienteering problems. In this case, the number of nodes is also associated with the
number of rewards, and the size of the training set.
98 (October 15, 2018)
SECTION 5.4: EXPERIMENTS AND RESULTS
0
200
400
600
800
Sun Mon Tue Wed Thu Fri SatTest day
Re
wa
rds
Methods  DNN  Random Forest  SVM
Figure 5.2: Total reward obtained on each day.
Table 5.2: Classifiers performance as a ratio of optimiser rewards
Date SVM Random Forest DNN
Sun 4.14% 67.32% 98.19%
Mon 1.53% 45.49% 62.18%
Tue 2.76% 42.46% 56.87%
Wed 2.00% 47.25% 60.75%
Thu 3.15% 44.30% 58.93%
Fri 1.87% 49.02% 57.19%
Sat 3.40% 47.83% 82.28%
• Minimum time step: we extract training samples from the dataset with a time step.
For each time step ti, we extract a temporal image from the dataset and add it to
our training set.
We evaluated our classifiers on graphs with sizes varying from 10 to 50 nodes. Figure
5.3 shows that the classification accuracy drops significantly as the size of the graph is
increased, which suggests that classification methods imitate optimization solutions well
in smaller search spaces. It is possible that in larger search spaces, the limited number
of training examples is the limiting factor preventing the classifiers from being able to
learn better a approximation of the optimization routine. Though the rewards increase
with the number of nodes in the problem, this is likely the result of greater potential
rewards due to the presence of more nodes in the graph. Notably, the gap in performance
between the optimization solution and the classification solutions become larger for these
larger problems. The deep neural network outperformed both the SVM and RF solutions
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Figure 5.3: The effect of the number of nodes n on the total reward obtained, and the
categorical accuracy as seen on the test set.
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Figure 5.4: The effect of the time step dt on the total reward obtained, and the approxi-
mation accuracy as seen on the test dataset.
by increasing its total reward along with the graph size. In contrast, the SVM and RF
performance dropped under the same conditions.
We also evaluated the model on data from a single day with varying time step sizes
from 10 to 60 seconds. Figure 5.4 shows that smaller time steps resulted in better overall
accuracy on the validation set, but this did not necessarily translate to better rewards.
This is potentially because smaller time steps provided more data from a more stationary
distribution, but time steps that were on the order of the average parking violation resi-
dence time provided better practical solutions. This would also explain why training on a
larger dataset spanning a longer time period did not provide the same performance boost
as using finer time slices.
5.4.7 Efficiency and Computational Complexity Analysis
Finally, we evaluated the computational efficiency of both the optimization method and
the neural network, by varying the number of nodes from 10 to 50 and then measuring the
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Figure 5.5: Test time on 1000 times decision with different number of nodes.
execution time of the program. Figure 5.5 shows that the testing time of the optimization
method increases at a rate of O(n), whereas – as expected – the execution time for the
neural network is constant O(1). For more complex algorithms such as ACO – which has
an algorithmic complexity of O(n log n) – the time consumed would be even more costly.
Because of this, if deep learning can be scaled to approximating optimization solutions on
large problems, significant efficiency gains can be made.
5.5 Conclusion
A technique was shown for reformulating an orienteering problem as a classification prob-
lem, and using conventional optimization to generate labels for training. We took ad-
vantage of the temporal nature of the problem, by taking finer time slices of the dataset
to increase the amount of training data, and this was shown to improve accuracy. We
tested on the same dataset by sampling at a different time interval to generate a distinct
test set that was sampled from the same distribution. It was shown that classifiers could
be used to approximate the optimization solution under this framework, and that of the
classification techniques used, neural networks performed the best.
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CHAPTER 6
Parking Occupation Prediction with
Deep Learning and Clustering.
As discussed in the Introduction, prediction is also an important aspect in STDM. AI
techniques particularly deep learning approaches can significantly improve the prediction
accuracy of traditional STDM methods. In this chapter, we propose a novel framework
based on recurrent network and use the long short-term memory (LSTM) model to predict
parking multi-steps ahead, to answer research question 4.
It is challenging to establish a smart parking prediction system using historical time-
series sensor data. Firstly, parking events are influenced by many factors such as time, day
of the week, weather, special events, holidays, etc. There is little real-time information for
free parking spots including factors. Secondly, although in areas with internet-connected
parking meters providing information on availability, those data are not well organized for
query or searching. Finally, new construction and planning proposed by city councils is
at risk of being outdated as soon as it has been built due to the location and demand for
parking changing rapidly.
Conventional machine learning methods and time-series models are generally used to
predict parking occupancy and duration with collected sensor data. With an increasing
amount of time-series sensor data, the performance of traditional regression models cannot
keep up with deep neural networks which can approximate linear or non-linear complex
functions when enough samples are available. Comparatively speaking, the traditional
regression model needs to choose the correct kernel or features [Goodfellow et al. 2016].
Therefore, deep learning techniques can be used to predict the occupancy particularly
for feed-forward networks [Vlahogianni et al. 2016][Pengzi et al. 2017]. However, simple
feed-forwards neural networks are not able to incorporate temporal domain information,
which may reduce the accuracy of parking prediction particularly for duration data.
Recurrent neural networks (RNN) [Rumelhart et al. 1986] is a class of neural networks
that exploit the sequential nature of their input and are widely applied to many time de-
103
CHAPTER 6: PARKING OCCUPATION PREDICTION WITH DEEP LEARNING AND
CLUSTERING.
pendent problems, such as electricity consumption, text prediction and POS tagging. The
input is time dependent. Therefore, the value of occurrence of an element in the sequence
is dependent on the elements which appear before. Parking duration and occupancy data
are both time series data [Vlahogianni et al. 2016][Pengzi et al. 2017]. The occurrence of
parking events is significantly influenced by the end time of the last event and the time
of the day [Shao et al. 2018b]. Therefore, the parking occupancy or duration time can
be estimated using RNN and its variants if different training models can be applied to
different time spans and regions.
In this chapter, we propose a two-steps approach to estimate the parking occupancy
with recurrent neutral networks. Firstly, we divide the complete temporal dimension into
a couple of time slots with temporal features. Using temporal clustering methods, these
features have significant impact on the parking event model. Secondly, we train a LSTM
[Hochreiter and Schmidhuber 1997] model which is a variant of simple recurrent neural
networks fit to each cluster. Finally, we predict the parking occupancy with temporal
information and the corresponding trained deep learning model.
Overall, the contributions include:
• We transform the parking events data to time-series data and apply a novel two-step
approaches to predict parking occupancy.
• We use the LSTM model to predict the parking availability at the first time to our
best knowledge.
• We analyze the duration problem with hazard-based free parking duration modelling
and evaluate the influence of the context factors.
• We evaluate the performance of our proposed model and compare it with state-of-art
approach with a large real-world parking dataset.
The rest of this chapter is organized as follows. The related work is discussed in
Section 6.1. We present the novel framework of the model and details of the two-step
algorithm in Section 6.2. This is followed by an evaluation of the approach in Section 6.3.
Section 6.4 provides a discussion and possible future works.
6.1 Related Work
There is an extensive body of research which helps drivers in the CBD areas to find an
available car slot. The main idea is to establish a probabilistic model or apply machine
learning algorithms to video-based [Shi et al. 2017] or sensor-based time series data [Vla-
hogianni et al. 2016] and train a predictive model for parking occupancy or duration.
Traditional regression model is a popular option in time-series prediction [Rahaman
et al. 2017]. Zheng et al. proposed numerous strategies, including polynomial fitting,
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Fourier series and k-means clustering, and which were tested using parking occupancy data
published by Birmingham City Council [Zheng et al. 2015]. The results were acceptable
if we consider this model only needs five parameters. machine learning techniques, these
methods are good when limited amounts of data or time series data are available.
The Markov model is a popular probabilistic model in parking prediction. Ford
Motor Company [Ma et al. 2017] built an on-street parking system to predict parking oc-
cupancy based on queuing theory model, which takes advantage of a transient probability
model and K-means clustering algorithm. Tilahun et al. proposed a cooperative multi-
agent system to predict the parking availability with dynamic Markov chains [Tilahun
and Di Marzo Serugendo 2017]. They constructed a data transition matrices based on
previous data and learning the transition matrix with each iterations.
Neural networks are also widely used in time series event prediction models [Chen
2014][Vlahogianni et al. 2016][Vlahogianni et al. 2014][Song et al. 2016][Abdullah and
Rahaman 2012]. [Vlahogianni et al. 2016] predicted the occupancy rate using a static
MLP model which previously had been used in traffic flow estimation [Vlahogianni et al.
2005] by adding a memory structure to classical MLP. Therefore, such static MLP can also
predict short-term time-series events. Recurrent neural networks, or RNNs [Rumelhart
et al. 1986], are a family of deep learning neural networks which are mainly used to process
sequential data. Unlike the feed-forward neural networks such as the multilayer perceptron
(MLP) which is most popular neural networks used in parking prediction, RNNs share the
same set of parameters across different parts of the model. RNNs have been applied to
many sequential data based research areas such as text generation [Vinyals et al. 2015b],
power forecasting [Barbounis et al. 2006] and dynamic mortality risk predictions [Aczon
et al. 2017]. It has recently been shown to be a powerful sequential event prediction
neural networks. However, it has not been used in parking availability prediction. LSTM
[Hochreiter and Schmidhuber 1997] architecture is one of the most popular variants of
RNNs. It is capable of learning long term dependencies and is widely used in a large
variety of problems, as it addresses problems such as vanishing and exploding gradients
in the training stage of simple RNNs [Rumelhart et al. 1985]. Therefore, we applied this
model to predict both occupancy and duration for parking spaces.
6.2 Parking Availability Prediction Model
6.2.1 Overview of Parking Prediction Architecture
Parking occupancy and duration time are two main indicators which define parking effi-
ciency [Vlahogianni et al. 2016]. Occupancy Ot indicates the percentage of parking spaces
in a selected region during a predefined time period. Duration Dt is used to measure the
average time a parking bay is free, over a certain time period.
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Figure 6.1: Functional architecture of the proposed parking prediction scheme.
Fig. 6.1 illustrates the framework of the proposed parking prediction system. It
comprises two modules: 1) an occupancy prediction module and 2) a duration estimation
module. We firstly investigated the parking data and found that the occupancy rate of
each region were significantly different at the same time. However, the duration time for
different areas were similar. Therefore, we applied the clustering algorithm to the spatio-
temporal parking data and grouped approximately 3000 on-street parking spaces into
regions with similar patterns. For each region, occupancy was calculated and transformed
into the input data of neural networks. A unique model was trained for corresponding
areas and a standard evaluation metric was used to measure the performance of the
model. Once the model was trained, we can apply current time t and previous occupancy
records Ot, Ot−1, ..., Ot−n in the specific region i to corresponding LSTM model was used
to estimate the predicted occupancy Ot+k at time t+ k.
In the second part, we did not use the clustering method for different regions of data,
as the duration models were similar for different regions. We estimated the duration time
for all regions.
Using both predicted duration time and occupancy rate, drivers could be informed
of a most likely empty parking space ahead.
6.2.2 Clustering Methodology
As the distribution of occupancy rate with time was different for each region in the CBD
area, it was necessary to group similar parking spaces before the learning process. K-
means clustering is a popular clustering method used in data mining, which aims to
partition samples into k clusters in which each sample belongs to the cluster with the
highest similarity [Kanungo et al. 2002]. In the occupancy rate estimation problem, each
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Figure 6.2: Hourly evolution of parking occupancy for 30 regions (%). The line graph
indicates the mean value of occupancy for all regions.
group of parking lots are similar. Meanwhile, we can observe that occupancy rates for
different regions were not found in the predicted occupied areas (Fig. 6.2).
Fig. 6.2 shows that occupancy rate varies with time. The occupancy rate was closed
to zero from midnight to the morning. The peak values of Ot occurred at noon and the
second peak time is around 6 pm. Although occupancy rates in different regions have a
similar trend, the value of each region is significantly different. Therefore, selecting similar
parking lots and training the occupancy prediction model for each group of parking spaces
is likely to boost the accuracy. We used the time series data of each parking lot as the
input features and applied k-means with k = 30 to group 3000 parking lots into 30 groups.
However, for the duration period, there is no significant difference among regions (Fig.
6.3). Each line denotes the probability density function of duration time of one region,
which indicates that there was no significant difference in duration time for different
regions. Hence, the clustering method is not needed to estimated parking spots duration.
6.2.3 Recurrent Neural Networks and Long Short Term Memory
Many time-series models have been used in parking prediction problems. Both the Markov
model and neural network are popular in predicting time-dependent events, as they relax
many constraints, such as linearity and stationariness. Neural networks perform well in
prediction problems, particularly when a large number sample are available. One recent
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Figure 6.3: Probability density function of duration time for each region.
work proposed by Vlahoginni [Goodfellow et al. 2016] used the static Multilayer Percep-
tron (MLP) to predict parking occupancy. They modified the conventional MLP with
a recurrent neural network structure. However, such modification is not automatically
compatible with feed-forward networks.
The recurrent neural network is a family of the neural networks which is used to
solve time-dependent event prediction problems. Parking occupancy can be regarded as
a dynamical system, as follows:
s(t) = f(st−1; θ), (6.1)
where st denotes the state of the system. Eq. 6.1 suggests that the current state st
depends on the last state st−1 and a hidden state θ. Fig. 6.4 illustrates the basic structure
of recurrent neural networks. At each time t, each cell has an input vt and an output yt.
Part of yt is fed back into the cell for the next step t+ 1, and ht denotes the hidden state.
The input vt, output yt and hidden state ht are associated with a weight matrix. The
training process is to adjust the weight matrix with sequential samples.
The LSTM is a variant of RNN that is capable of learning long-term dependencies.
LSTM also implements the recurrent structure, as does simple RNN. However, LSTM
adds four gates to inoperative all cell states. There are three main gates called input gate,
forget gate and output gate for the input state, hidden state and output state, respectively.
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Figure 6.4: Recurrent neural network structure.
The other gate is a sigmoid function which is used to modulate the output of these gates.
The basic structure of LSTM is illustrated in Fig. 6.5.
In this chapter, a similar configuration to static MLP was used [Vlahogianni et al.
2016]. The input of neural networks is a sequential value of the occupancy rate O(t) =
{O(t− τ), ..., O(t− (m− 1)τ)}. Where τ is the delay and m denotes the time step. The
output is a sequence of occupancy value. Therefore, the parking occupancy prediction
problem is a many to many LSTM based problem.
6.2.4 Regression Model
Duration time can be estimated using a non-linear regression model. As shown above,
this model does not rely on the location of parking slots. Therefore, we apply a unified
model to all parking lots. However, some works[Vlahogianni et al. 2014][Vlahogianni et al.
2016] showed that the distribution of duration time changes with temporal information
such as weekdays and weekends, morning or evening. In order to keep the model as simple
as possible, we only consider three factors: the day in a week, occupancy rate and time
of the day. In the experiment, we estimated the probability density function of duration
time and evaluated the influence of the three factors.
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Figure 6.5: Long short term memory structure.
Table 6.1: Features of Melbourne parking dataset.
Features Description
Area name The region parking slot was located on
Arrive time The start time of the car parking event
Departure time The end time of the car parking event
Duration time The period between the arrival and departure events
Longitude Geographical information
Latitude Geographical information
6.3 Experiments
6.3.1 Dataset
Parking events data were collected from more than 3000 on-ground sensors which were
placed at each on-street parking spot in the Melbourne CBD area. The sensors are able to
detect the parking sites availability and report parking events to a central system. A total
number of 12, 208.178 parking events have been recorded in a year (2011-2012). Melbourne
city council has published the parking dataset, and many works have been done with this
parking dataset[Yin et al. 2011][Zheng et al. 2015]. The relevant features in this dataset
are listed in Table 6.1.
Fig. 6.6 shows all geographical locations of placed sensors. The locations of all
parking spots have been divided into many areas and labelled with colour. Limited by
the space, only some CBD area parking lots are shown in the figure.
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Figure 6.6: Parking sensors located in different areas of Melbourne.
6.3.2 Parking Occupancy Prediction
In this section, we conducted two experiments on occupancy prediction. In the first
experiment, we compared the statistical results from the prediction models with clustering
and without clustering. In the second experiment, we applied our approaches to parking
dataset and compared it with a state-of-art approach, static MLP which is also used to
predict the occupancy of parking [Vlahogianni et al. 2016].
A unique LSTM for each parking region was trained to predict the overall occupancy
of parking lots, using historical records represented as a couple of time-series data. The
input space of each LSTM is a sequential temporal data. In both experiments, a 10
minutes time window data was used as the input features. The output spaces were from
1 minute to 30 minutes. That is, all models were able to predict parking occupancy from
1 to 30 minutes ahead. In the train-and-test session, we use 80-20 train and test split.
In order to compare with other works, we used the same evaluation metric which was
used for occupancy prediction in work [Vlahogianni et al. 2016] as below:
• Mean absolute error (MAE): 1N
∑N
i=1 |ŷi+τ − yi+τ |
• Root mean squared error (RMSE):
√
1
N
∑N
i=1 (ŷi+τ − yi+τ )2
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Figure 6.7: Hourly evolution of parking occupancy for 3 random selected regions (%). The
line graph indicates the mean value of parking occupancy rate for each region.
Table 6.2: Results for prediction horizons for parking regions (Mean Value) with clustering
and without clustering.
Prediction horizon
1 min 5 min 15min 30 min
raw data k-means raw data k-means raw data k-means raw data k-means
MAE 0.025 0.019 0.041 0.033 0.042 0.048 0.068 0.065
RMSE 0.030 0.023 0.051 0.040 0.051 0.058 0.078 0.075
MAPE 0.047 0.036 0.080 0.062 0.081 0.092 0.130 0.124
RRSE 2.148 1.640 3.618 2.874 3.562 4.010 5.295 5.135
• Mean absolute percentage error (MAPE): 1N
∑N
i=1
(ŷi+τ−yi+τ )
yi+τ
• Root relative squared error (RRSE):
√
1
N
∑N
i=1
(ŷi+τ−yi+τ )2
yi+τ
/
√
1
N
∑N
i=1
(ŷi+τ−yi−τ )2
yi+τ
,
where yi+τ denotes the actual value and ŷi+τ denotes the predicted value with sample i
from 1 to N. τ is the timestep and N is the number of samples. yi−τ denotes the last
known occupancy rate.
Clustering Comparison
In the clustering stage, we applied the k-mean (k=30) to all parking slots and used the
parking availability state 1 or 0 at every minute t as features.
Fig. 6.7 shows the hourly occupancy rate for three different clusters. It shows that
the mean value of parking occupancy of each region is significantly different from each
other, which also support our assumption before that the shape of the occupancy rate
vary with the location of the parking space. Therefore, we train each cluster or region
with a unique LSTM model.
Table 6.2 compares the parking occupancy prediction results from the non-clustering
approach and clustering based approaches. Obviously, the prediction results with the
specific model for each region which were divided by the cluster method was better at
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Table 6.3: Results for prediction horizons for parking regions (Mean Value) by proposed
method and static MLP.
Prediction horizon
1 min 5 min 15min 30 min
LSTM Static-MLP LSTM Static-MLP LSTM Static-MLP LSTM Static-MLP
MAE 0.018 0.025 0.034 0.042 0.047 0.042 0.062 0.064
RMSE 0.022 0.030 0.041 0.053 0.057 0.051 0.072 0.076
MAPE 0.035 0.047 0.065 0.082 0.090 0.081 0.117 0.122
RRSE 1.524 2.062 2.884 3.657 3.893 3.518 5.027 5.260
prediction than the original region division. In this table, raw data means the using data
are not divided by clustering methods but original region division which is given by the
City Council. We use the mean value of parking occupancy rate of different regions and
four prediction results (1, 5, 15, 30 minutes).
Prediction Result Comparison with Static MLP
In the second experiment, the LSTM model and static MLP with clustering results were
tested. Table 6.3 shows the LSTM model outperforms the static MLP in predicting
the occupancy in 1 minutes, 5 minutes and 30 minutes in all metrics. The static MLP
performed slightly better in 15 minutes prediction. This suggests that the LSTM is better
at parking occupancy prediction overall since LSTM is developed with leveraging temporal
dependency and static MLP cannot fully use all dependency.
6.3.3 Duration Time Factors
In this experiment, we evaluate the influence of three factors on duration time probability
distribution: the day of the week, occupancy rate and time in the day on duration time.
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Figure 6.8: Probability density function of duration time based on factors (day in a week,
occupancy rate and time in a day).
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Fig. 6.8 shows the probability density function of duration time grouped by three
different factors. The horizontal axis denotes the duration time in minutes and vertical
axis denotes the probability density. None of the three factors significantly influenced the
probability density of duration time. Therefore, it is reasonable to estimate the probability
of a car leaving within a certain duration time, regardless of the region. regardless of
regions.
6.4 Conclusion
In this chapter, a large, real-world dataset was used to propose a framework which predicts
the parking availability using LSTM and clustering techniques. The framework consisted
of two modules: parking occupancy prediction and duration time estimation. In the
parking occupancy module, a popular recurrent neural network, LSTM, was introduced to
develop a pattern for the occupancy rate of each region clustered by k-means. For duration
time estimation module, the probability of a car leaving within time t was estimated and
the potential influential factors explored. The proposed framework was compared to the
state-of-art work and was found to perform better overall, using a large, real-world parking
dataset.
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Airport Aircraft Trajectory Clustering
Framework and Road Network
Reconstruction using GPS Data
In related to research question 5, we present a framework to create and incrementally
update airport aircraft route maps based on aircraft trajectory GPS data. The frame-
work consists of two steps: 1) Classifying airport aircraft data according to spatial and
temporal information. 2) Merging the similar routes of aircraft and constructing new
routes incrementally. We evaluate our framework experimentally using a state-of-the-art
test-bed technique, and find that it can effectively and efficiently construct and update
airport aircraft route map.
The patterns of trajectory data and corresponding evaluation metric are significantly
different for different route network construction approach. For existing road network
reconstruction, route networks often match the existing road networks on the map. Eval-
uation metrics can applied on the existing road network as the ground truth data exists.
For the second type of route network construction framework, there is no existing road
network. Researchers often group those trails into a couple of main trajectories to estab-
lish a network of popular routes. The criteria for evaluating such route networks are more
subjective than using existing road network as ground truth.
Aircraft routes at airports are somewhat of a hybrid system. There is not an rigid
existing road network, nor is there an absence of any roads. They have a mixed route
network composed of existing runways, roads and flexible, uncertain trails. For instance,
Figure 7.11 shows an aircraft trajectory located in the parking zone. It is difficult to infer
the route of the aircraft with such chaotic GPS traces. The first reason is that aircraft are
much longer and bigger than regular vehicles such taxis or buses, the GPS locations of an
aircraft can vary greatly even when it only turns by a small angle. Secondly, in the parking
area, there is no any fixed or regular road for aircraft. Aircraft can taxi anywhere before
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landing and take-off not just on the road or runway. From another perspective, Figure
7.13 depicts two landing aircraft trajectories with the similar path. Landing trajectories
usually start from the runway and end at the landing port. In this scenario, the routes
of these aircraft are all on the runway or road. Therefore, the aircraft route network
has the characteristics of both an existing road network and a non-existing road network.
Another unique characteristic of aircraft trajectory data at airports is their variation in
speed. Figure 7.12 illustrates a regular aircraft take-off trajectory. The GPS locations are
recorded at the same time intervals, but the spatial distances between each GPS point are
significantly different, because the speed of aircraft changes rapidly in the last stage of
take-off. This leads to difficulty to estimating routes when speed changes rapidly across a
few GPS locations.
Compared with traditional road network map construction, inferring an airport map
using aircraft GPS trajectories is more challenging. Firstly, the noise and large size of
aircraft leads to higher uncertainty of GPS points location. Secondly, airport runways
are different from other sources of GPS data such as taxi or cars. The trajectories of
aircraft and vehicles at airport are more flexible and uncertain because the common roads
are much narrower than airport runways. Thirdly, the speeds and headings of aircraft
are more uncertain than those of road vehicles, because all aircraft at airports follow
the orders of the traffic controllers. In addition, it is harder to predict the behaviour
and trajectories of aircraft than that of any other vehicles in a city as aircraft encounter
more uncontrolled cases than vehicles in the city. Fourth, compared with common road
network, airport aircraft route networks change more rapidly. It always changes based
on the environmental factors such as wind or climate. Therefore, batch processed-based
methods are not suitable for aircraft route network construction. An incremental learning
approach is necessary to be used to update the route network with new aircraft trails.
In summary, there is a large disparity in the requirements for inferring maps of common
road networks and airports from GPS data. It is necessary to propose a new framework
to construct aircraft route network considering both two unique characteristic of airport
aircraft data.
In this chapter, we present an incremental updating framework to address the afore-
mentioned problems. This framework can create an airport aircraft map with a route
network. Each take-off and landing trajectory can have a corresponding graph as the
underlying representation of the route networks in the map. The framework can create
a map from scratch, and is able to update the map step-by-step with new trajectories.
Additionally, our framework does not need any training process or much heuristic knowl-
edge.
In order to solve above problems, we introduce a pre-classification and de-noising
method to represent the airport aircraft trajectory data, which is able to mining the use-
ful information from a massive amount of trajectories data. We also propose a simple but
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(1) Parking space trajectory (2) Single runway trajectory
(3) Two aircraft trajectories on the same runway
Figure 7.1: An example of aircraft trajectory on the road and off the road.
effective approach to merge the similar airport aircraft trajectories. This intermediate
merge method can find the central lines of trajectories incrementally. We also employ
visualisation method and some state-of-art test-bed to evaluate our framework. Our con-
tributions in this chapter come in three parts:
• We analyse the characteristics of aircraft trajectory data and propose a classifica-
tion approach to extract useful route information from massive amounts of GPS
trajectory data.
• We define the aircraft route network construction problem and propose an incremen-
tal airport route network construction framework for updating the route networks
of aircraft at airports with new trajectories.
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• We conduct an extensive experiment on a large real-world dataset to demonstrate
the effectiveness and efficiency of our approach in three aspects.
The remainder of this chapter is organised as follows: In Section 7.1, we review the
related state-of-art approaches and summarize their strengths advantages and weaknesses;
Section 7.2 presents an overview of airport runway map generation framework and formally
define the problem; Section 7.3 shows how we process the airport raw GPS data from
airports. Section 7.4 outlines the framework of incremental map generation and discusses
the details of its sub-approaches. Extensive experiments are conducted and a case study
is described in Section 7.5. Section 7.6 concludes this chapter.
7.1 Related work
Map generation has become a popular research topic in recent years. In this section, we
briefly review related work on GPS point clustering and trajectory clustering.
GPS Points Clustering: In the early years, map generation researches focus on
GPS points clustering. Edelkamp er.al. [Edelkamp and Schro¨dl 2003], in 2003, used GPS
points to refine a map by a sequence of steps, including map segmentation, road segment
clustering, noisy data removal, road centreline generation and lane finding. This provided
heuristic information to subsequent studies. In 2004, Schroedl et. al. [Schroedl et al. 2004]
proposed a new spatial clustering algorithm to infer a high-precision map with connective
structures based on from GPS data points derived from vehicle data in 2004. Another
earliest work was proposed by Davies [Davies et al. 2006], who used a 2D histogram to
represent the GPS points and deduce the road edges. It then computes the centreline of
the road and determines the direction of the travel. Guo et al. [Guo et al. 2007] presented
an incremental learning method to generate the road networks by using massive amounts
of GPS trace data. The authors used a statistical method to link the positioning data
and GPS traces, and an interpolation method to complete the trace. Cao and Krumm
[Cao and Krumm 2009] tried to cluster the GPS traces by simulating physical attraction
between them. Then it uses a simple method to infer the structure of the road network.
In 2010, Agamennoni et al. [Agamennoni et al. 2010] and Fathi et al. [Fathi and Krumm
2010] proposed approaches which can infer the road maps from GPS data. It samples
the nodes along the centreline and then incrementally linked them together to yielding
the final graph. It also uses a dominant set framework to cluster the points. Chen et al.
[Chen et al. 2010] processed a collection of polygonal paths in the plane so that sub-paths
among the paths can be used to discover and collect efficient similar paths. Qiu and Wang
[Qiu and Wang 2016] propose a road map inference framework based on segmentation and
grouping in 2016. The authors use DBSCAN with orientation constrain divide the GPS
data into clusters. The main contribution of this work is that they develop a new cluster
grouping algorithm to generate the point clusters and propose a Hidden Markov Model-
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based map matching algorithm to build the topological relationship of the centrelines.
In the same year, Chen et al. [Chen et al. 2016] also proposed an interesting method
to construct the city-scale maps using the GPS data. Differently from the other work,
they proposed a traj-meanshift sampling method to establish the centrelines of the GPS
points, and then connected the points and smoothed the generated segments based within
a graph-based road segmentation clustering method.
Trajectories Clustering: As opposed to GPS point clustering, which focuses on
neighbouring points, trajectory and sub-trajectory clustering methods are based on route
similarities. Some studies, such as [Chen et al. 2011] [Ahmed and Wenk 2012], focus on
using GPS trajectories to construct street networks and discover popular routes. There
are some other studies, such as [Giannotti et al. 2007], [Monreale et al. 2009] and [Yin et al.
2011] mine the patterns of trajectories to understand different movement patterns. Wei
et al. [Wei et al. 2012] proposed a framework called RICK to construct the popular routes
from uncertain trajectories. RICK is able to construct the top-k routes which pass through
the a specific location within a certain time period. It first constructs the regions on a
graph and uses probability estimation to infer the edges, then they infer the most popular
routes by a score function. Uduwaragoda et al. [Uduwaragoda et al. 2013] extract the
lanes and its boundary from GPS data using a kernel density estimation based method.
But their method needs an existing road map with the road centreline. Karagirgou et
al. [Karagiorgou et al. 2017] propose a new layered map construction algorithm in 2017.
The aim of the approach is to generate one road network layer and fuse it into one
single network. The steps of this approach including segmenting the trajectory data
based on the corresponding types of movement and constructing the topology of the road
network hierarchically. The above researches are focus on the trajectories with certain
route network. The trajectories with uncertainty patterns are more complex. Kuijpers et
al. [Kuijpers et al. 2009] are analysing trajectories using uncertainty information. Pfoser
et al. [Pfoser and Jensen 1999], Nanni et al. [Nanni and Pedreschi 2006] and Giannotti et
al. [Giannotti et al. 2011] are studying the trajectories of moving objects with uncertain
patterns. Another interesting work [Li et al. 2015] takes advantage of the social media to
infer the road map. Authors use a data mining techniques and natural language processing
tools to extract the spatial information and a map of the road network.
Our framework has three main benefits compared with previous works: (i) we effi-
ciently classify trajectories first, which reduces the calculation time required to construct
the trajectories and remove noisy data which is useless in constructing route network;
(ii) our method does not need an existing road map to extract lanes; (iii) compared with
datasets used in existing work, such as those derived from taxis or other road vehicles,
aircraft GPS trajectories are more complex. Maps constructed via 2D GPS cannot meet
the demands of trajectories without stable route traces.
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7.2 Overview
In this section, we model and define the airport road network map construction and
updating problem, and outline the solution framework.
7.2.1 Trajectory Definition
A trajectory ti ∈ T is a vector of GPS point xi, where xi is the (GPS) point position of
aircraft or vehicle at time τi. The measurement of xi has seven features shown in Table 7.1.
Latitude and longitude information reveals the location of the GPS point. The timestamp
is the time that the GPS point is recorded. ID is a global identity of GPS data point.
Trajectory ID denotes the aircraft or vehicle trajectory that the GPS point xi belongs to.
The speed and heading of xi can be estimated by the position of GPS point xi−1 and xi.
See Table 7.1 for summary of the symbols used.
Table 7.1: Attribute list of GPS point xi.
Feature Symbol Description
Latitude lati Latitude
Longitude loni Longitude
Timestamp τi UTC time when recording the
GPS point xi
ID idxi The unique identity of GPS
point xi
Trajectory ID t(xi) identity of trajectory where
xi ∈ tid
Speed speedi The velocity of vehicle or
aircraft
Heading hi The clock-wise angle between
the moving direction and the
earth true north
7.2.2 Problem Definition
We define the airport aircraft route network construction problem as below: Given n
trajectories T = {t1, t2, ...tn}, we aim to construct a route network G = (V,E), where G
is a directed graph and V denotes the geographical location in the road network. The Edge
eij ∈ E represents the possible direct paths between vi and vj, where vi,vj ∈ V, i 6= j.
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Figure 7.2: Overview of the airport map matching framework.
7.2.3 System Framework
Figure 7.2 depicts an overview of our framework, which consists of two main compo-
nents: Airport aircraft trajectory data preprocessing and airport aircraft route network
generation.
Preprocessing
This component takes the aircraft trajectories and performs two main tasks: 1) Trajectory
data cleaning, which aims to remove noise and, false data, and interpolate the trajectories;
2) Trajectory data classification, which classifies the aircraft data into four categories:
parking, patrolling, landing and take-off (details in Section 7.3).
Airport Map Generation
This component mainly generates a map of the airport based on pre-processed GPS trajec-
tory points. It incrementally updates the road network by adding new trajectories to the
trajectory pool one-by-one. For each new trajectory, the part which shares the same road
network with the existing trajectory pool will be merged into the existing road network.
The other part is then directly added to the current trajectory pool (details in Section
7.4).
7.3 Trajectory Data Pre-processing
In this section, we describe two components: data cleaning and trajectory classification.
7.3.1 Trajectory Data Cleaning
Raw aircraft trajectory data is noisy and lacks important features such as headings and
speed. Examples of noise include aircraft GPS data that are either outside the boundaries
of the airport or reflect the trajectories data of aircraft in the air. These are irrelevant
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and are filtered. We use a shape file which is a popular geographical spatial vector data
format for geographical information software to extract airport aircraft GPS data from
raw data and calculate the speed and headings of GPS points with the positions of xi and
xi−1 [ESRI 1998]. Additionally, the aircraft GPS points data do not contain the trajectory
ID information. We group according the aircraft call signs and the time span to identify
each GPS point xi with a trajectory ID t(xi). For filtering, we clean up all records with
missing values and any discontinuous trajectories.
7.3.2 Trajectory Classification
Not all of airport aircraft trajectories data are useful to construct route networks. Some
trajectory data are even have negative effect on extract real route network from data.
For instance, parking aircraft often stay in the parking zone and taxi around one central
location (as illustrated in Figure 7.31). This kind of trajectory does not reveal any route
information. It not only wastes processing time but also mislead the airport traffic con-
troller if we use such trajectory to generate the road network. In our study, we only use
landing and take-off trajectories to generate the map. This is because they usually follow
a regular path (as shown in Figures 7.33 and 7.34). The aircraft traces can be classified
into four categories: parking, patrolling, landing and take-off. We define each class of
airport aircraft trajectory using spatio-temporal information as below:
Parking trajectory Parking trajectory tparking is a trajectory t which only moves in a
small area with the range R. Formally speaking, ∀xi, xj ∈ tparking, the distance between
the xi and xj is less than the value R. The other condition is that the altitude of any
xi ∈ tparking is the zero, which suggests that the trajectory is always on the ground.
Patrolling trajectory Patrolling trajectory tpatrollingis a trajectory with movable range
of motion is larger than R and the altitude of any xi ∈ tpatrolling equal to zero.
Landing trajectory Landing trajectory tlanding starts from the landing point of the
aircraft and ends up at the parking space.
Take-off trajectory Take-off trajectory ttakeoff is recorded from the parking position to
the take-off position.
We distinguish the landing and take-off trajectories by following simple criteria: ∃xi ∈
t and the altitude of xi is greater than zero. Meanwhile,
∑
i<n
2
speedi >
∑
i>n
2
speedi.
Then the t is the landing trajectory tlanding. If the
∑
i<n
2
speedi <
∑
i>n
2
speedi, the t is
the take-off trajectory. This method is simple but useful for telling the difference between
the landing and take-off trajectories in reality because the speed of a landing aircraft
decreases with the time, while and that of an take-off aircraft taking off speed increases
with the time.
Figure 7.3 depicts four classes of trajectories samples with GPS points. We denote
each trajectory with a different colour. The active area of any parking trajectory shown
in Figure 7.31 is much smaller than the range of the other three classes of trajectories.
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(1) Parking trajectory (2) Patrolling trajectory
(3) Landing trajectory (4) Take-off trajectory
Figure 7.3: The four classes of aircraft trajectories samples at airport.
Parking trajectories cannot be used to construct aircraft route as they do not contain
any route information. The second class of trajectory (Figure 7.32) appears similar to
the landing and take-off trajectories. However, patrolling aircraft never leave the airport
during the recording period and most of them do not have specific routes. By contrast,
the trajectories of landing and taking-off aircraft are more purpose orientated. Therefore,
Patrolling trajectories are more arbitrary than landing and take-off trajectories. Figure
7.33 and Figure 7.34 show examples of the landing and take-off trajectories. The pattern
of landing and taking-off trajectories are clear. Moreover, Headings and speeds of GPS
points on the same route are similar, which offers an opportunity to combine similar
trajectories and construct a shared route network.
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7.4 Airport Map Generation approach
In this section, we propose an approach to constructing the airport aircraft route network
from multiple aircraft trajectories which is generated from the pre-processing step. We
first outline the framework of the proposed incrementally-updated approach and then
describe each step in details.
7.4.1 Incremental Updating Airport Framework
Approach
The intuition of the incremental framework is to expand the road network with new
trajectories through merging and sampling. This is inspired by some known patterns of
airports, as described below.
Road segment homogeneity Different aircraft trajectories on the same road segment
are usually similar spatially and temporally. For example, the speeds and headings of
GPS points of aircraft trajectories on the same road segment are similar within the same
trajectory type, such as landing or take-off. Hence, GPS points with similar features and
closer positions are more likely to be on the same road segment.
Road junction heterogeneity The GPS points located in junction areas are likely to be
heterogeneous in both the spatial and temporal domains. A junction area can be viewed
as a connecting joint of several road segments. Each segment can contain many different
trajectories with different attributes. The GPS points of the trajectories of different road
segments also differ in speed, heading and other spatial and temporal features.
Centreline with high density Many studies claim that road centreline have higher
point densities than road edges [Chen et al. 2016, Uduwaragoda et al. 2013], which suggests
that most GPS points in the same road segment are likely to locate around the centreline.
Inspired by this idea, we also found that the average trajectory on a given road segment
is also around its centreline.
Taking these observations into consideration, our incremental airport route network
expansion algorithm has three phases:
Stage 1: Classifying The algorithm starts by classifying the GPS points of new trajec-
tories into two categories: existing GPS points belonging to the trajectory pool and new
GPS points that are to be added to the trajectory pool.
Stage 2: Merging and Adding In this stage, the algorithm separately handles the
two classes of GPS points generated from Stage 1. The approach merges the similar GPS
points and adds the new points, which can explore the new route in the map to the pool.
Stage 3: Segment Linking In the last stage, the GPS points need to be linked as
segments. We use segment lists to represent the trajectories.
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Algorithm Design
Algorithm 5 gives the pseudo-code of our incremental airport map expansion algorithm.
In the initialisation stage, one of the trajectories is set as the initial airport map or put
into the trajectory pool. Then, for each iteration of the airport map expansion (Lines
1 to 14), the algorithm will update the airport map with new coming trajectories. The
GPS data of the new trajectories are classified into two categories in Line 3. If the GPS
point xi is similar to points in the trajectory pool, xi is merged with its similar points
in the neighbourhood (Line 5). Otherwise, we add the new points to the trajectory pool
(Line 9). The new edges also are generated to connect new points in the pool (Lines 7,
13). Finally, when all new trajectories have been used, the algorithm terminates, and the
graph G is returned as the map road network.
We define some terms in Algorithm 5 in more details as follows:
Classify() The aim of the classifying function is to classify the GPS points xi into
ClassA and ClassB. The GPS point xi ∈ ClassA lies on the existing road network G,
and the other points that belong to ClassB belong to new road segments.
Merge() The Merge operation aims to merge the GPS point xi in new trajectory
with its similar neighbours Φ(xi). x
?
j denotes the new merged GPS point and E
? denote
the new generated edges between points in ClassB and map G. Er is the new edge that
connects newly merged points and other points in map G. The similarity between two
trajectories is defined in the next section.
Algorithm 5 Framework of Incremental Airport Map Expansion
Input: Trajectory Dataset T
Output: Road network G = (V,E)
Initialisation : Select first trajectory t1 ∈ T and initialize the trajectory pool as
G← t1
1: for i = 2 to n do
2: for ∀xj ∈ ti do
3: Stage 1: Classify(xj)
4: if (xj ∈ ClassA) then
5: x?j = Merge(xj , xk ∈ Φ(xj))
6: V← V − xj ∪ xk ∈ Φ(xj)
7: E← E− Er, Er = (xp, xq) and xp or xq ∈ xj ∪ Φ(xj)
8: else if (xj ∈ ClassB) then
9: V← xj
10: end if
11: end for
12: generate E? from xj ∈ classB with τi
13: E ← E + E?
14: end for
15: return G
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7.4.2 New Trajectory GPS Points Classification
Since the trajectories of aircraft are noisy and redundant, it is important to distinguish
redundant data from new trajectory data. Therefore, we propose a new GPS point clas-
sification method that employs both spatial and temporal information. The motivation
and details are discussed in this section.
Approach
Any road segment has multiple aircraft trajectories on it. Aircraft routes on a given
road segment should be similar, as the boundary and direction of each trail is fixed.
Aircraft trails are different from those of other common vehicles, as mentioned before. In
Section 7.3, all aircraft trajectories were classified into four classes. For each class, aircraft
actions and trajectories are similar. For example, landing aircraft always follow the same
actions: landing on a specific runway, taxing along the runway and going to the parking
area according to the air traffic controllers’ instructions. For most cases, the patterns of
aircraft landing areas are similar. That is, aircraft speeds and trails are similar when they
are located in the same road segment, which suggests that the features of GPS points
located in the same road segment will be similar.
Methodology
The classification approach is to check whether GPS point xi is located on existing map
G. Aircraft trajectory data is typical spatio-temporal data. It is necessary to analyse the
similarity of GPS points both spatially and temporally. In the spatial perspective, similar
GPS points should be located in close proximity and their directions should be similar.
In the temporal preservative, speed similarities should be taken into consideration.
We need to find the K nearest neighbour to merge in the spatial dimension. The
amount of aircraft trajectory GPS data is huge. Therefore, a kd-tree was used in our
algorithm to search the k nearest neighbours in the spatial domain [Bentley 1975, Arya
et al. 1998]. The kd-tree runs in O(M logM) time, which can rapidly find k nearest
neighbours within a short period. Additionally, quan tree and other tree structures can
be applied to the neighbour search problem [Samet 1984]. For each neighbour xj ∈ Φ(xi),
we use speed and heading information to check whether they are similar in both the
spatial and temporal domains. We use a score function (Eq.7.1) to measure the similarity
between new GPS points xi and their neighbours.
score(xi, xj) =
∑
||xi−xj ||<R e
−∆2(hi,hj) · e−||xi−xj ||2∑
||xi−xj ||<R e
−||xi−xj ||2 (7.1)
where || · ||2 measures the Euclidean distance between two GPS points, ∆ gives the angle
between two headings, and R denotes the radius of the neighbour areas.
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In the temporal domain, we assume that speed of each GPS point xi is associated
with a Gaussian distribution N ∼ (µ, σ), where µ denotes the average speed of xj ∈ Φ(xi)
and σ is the standard deviation of the GPS point speeds in the neighbour area. The
probability of xi belonging to the same segment as other neighbouring GPS points can be
calculated as follows:
Pspeed = |
∫ µ
speedi
N(µ, σ)d(speed)| (7.2)
Considering both spatial and temporal criteria, the final probability of GPS point xi
belong to the ClassA equals:
wj = score(xi, xj)× Pspeed (7.3)
7.4.3 Merge approach
In the GPS point merging step, we use a simple midpoint method to estimate the new
GPS point location. The new GPS point is calculated by finding the centre point for the
similar neighbour GPS points. The new GPS point x?j = (lat, lon) is calculated by the
following equation:
lat?j =
1
m
∑
xj∈ClassA
latj
lon?j =
1
m
∑
xj∈ClassA
lonj
(7.4)
where the m is the number of similar points in the Φ(xi)
7.4.4 Inferring Edge Link
The previous work sampled a large amount of GPS data to generate new GPS points
representing trajectories. The vertices of map G were extracted from the aircraft GPS
point cloud. In this part, we aim to determine the edges E from trajectory information.
Since the temporal information τ of each GPS point is recorded, the order information
of GPS points is confirmed. The segmentation information is only lost after the merge-
adding steps for those merged points. As a result, it is necessary to add edges after the
merging and addtion of new points step. After the merging step, the simplest solution is
to connect new merged point with points connected with xj ∈ Φ. After the adding step,
the new merge point replace the origin points in the new trajectory. Therefore, the edge
information remains. Nevertheless, the temporal information should is lost after merging
and adding. However, the order information of each GPS points is preserved.
127 (October 15, 2018)
CHAPTER 7: AIRPORT AIRCRAFT TRAJECTORY CLUSTERING FRAMEWORK AND ROAD
NETWORK RECONSTRUCTION USING GPS DATA
Table 7.2: Overview of Los Angeles International Airport.
Description Value
Volume of dataset 138MB
Number of records 1080059
Number of features 10
Time span 2016-07-31 14:00:01 to 2016-08-01 13:59:59
Number of aircraft type 124
Number of callsigns 2091
Number of trajectories 2165
7.5 Results and Evaluation
In this section, we conduct extensive experiments to evaluate the effectiveness and effi-
ciency of our proposed framework. The aircraft trajectory datasets are described firstly.
7.5.1 Los Angeles International Airport Datasets
The Los Angeles International Airport (LAX) is one of the busiest airports in the United
States. It has more than 10,000 aircraft trajectories per day. Each trajectory consists of
dozens to thousands of GPS points. The volume of trajectory data is also extremely large,
and can reach 20GB monthly in CSV format. Fortunately, it is not possible or necessary
to employ all existing trajectories to infer the route networks of the airport. In this case
study, a small subset of trajectories was extracted from Federal Aviation Administration
(FAA) database. We selected data on 1/08/2016 and removed all noisy and incomplete
trajectories in the dataset. A summary of this subset of data is given in Table 7.2. All
data was recorded by radars and sensors at the airport and in the aircraft.
The number of records in Table 7.2 denotes the number of GPS points in the dataset.
The features for each record include both aircraft GPS points and trajectory information
such as longitude, latitude, trajectory ID, time stamp and etc. It also contains the some
specific information for aircraft such as the type of the aircraft (example: Boeing 747),
the call sign of aircraft (example, AAL2043). A big difference between common GPS data
and aircraft GPS data is that the aircraft GPS data also include the altitude information.
In our route network constriction work, it is not useful as we only consider the trajectories
on the ground. However, the altitude information can help us filter and classify the
trajectories which will be described below.
7.5.2 Data Pre-processing Result
The raw dataset obtained from FAA was chaotic and noisy. Figure 7.41 shows a GPS
points map of raw GPS points located in LAX area. It shows that not only the trajectories
were on the ground recorded, there were also some from air. Additionally, the altitude
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(1) The raw aircraft GPS points map
(2) The cleaned GPS points map (3) The cleaned trajectory map
Figure 7.4: The raw data and the output trajectory data from step 1.1 in data prepro-
cessing.
information of each GPS point is not reliable, since altitude measurement is difficult when
aircraft are landing or taking-off. Therefore, we used the method given in Section 7.3 to
clean the raw data.
Figure 7.4 shows the cleaned map. It contains all GPS points on the ground. Fig-
ure 7.42 shows all GPS points at the airport and Figure 7.43 denotes trajectories with
colours. Compared with Figure 7.41, the cleaned map removes all airborne GPS data and
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(1) Parking trajectory (2) Patrolling trajectory
(3) Landing trajectory (4) Take-off trajectory
Figure 7.5: The four classes of aircraft trajectories at airport from step 1.2 in data pre-
processing.
trajectories, which are irrelevant to the airport route network.
Figure 7.43 shows that the patterns of different trajectories are significantly different.
As mentioned in Section 7.3, not all trajectories are useful in constructing an airport
route network. We have discussed it in the framework Section. Figure 7.5 illustrates the
all classification result from datasets.
7.5.3 Evaluation of the Output Airport Map
In this section, we evaluate the quality of the airport road networks map generated by our
approach. We use both the state-of-art evaluation matrix proposed by Hashemi and Mahdi
[Hashemi 2017] and some criteria particular to the characteristics of aircraft trajectory
data.
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Figure 7.6: Compression ratio.
Compression Ratio
Our approach aims to extract the route networks map from a massive number of GPS
points. Most existing GPS points are useless for constructing the route network. We only
retain key points and meaningful GPS points in the graph. The goal is to use a small
number of vertices and trajectories to construct the airport route network of aircraft.
Therefore, a ratio of the number of GPS points in the raw dataset to constructed graph
vertices are necessary to evaluate. Since our algorithm are incremental, we would like to
evaluate the ratio with increasing number of trajectories and GPS points. We evaluated
the compression ratio in two aspects: 1) the ratio and number of trajectories we use and
2) the vertices and number of raw data points.
Figure 7.6 shows the compression ratio of vertices in the constructed route network
to the raw GPS points in our approach. Figure 7.61 indicates that the compression ratio
decreases with increasing number of trajectories. This is because most new trajectories are
merged with previous ones as the route network graph expands. It also shows that with
increasing numbers of trajectories used for updating the route network, our method needs
fewer vertices to represent a new trajectory. Figure 7.62 shows the relationship between
the number of GPS records used in our approach and the vertices in the constructed route
network. The gradient of the line is the compression ratio. It shows that the gradient
slight decrease with more GPS point used.
Visual Comparison of Results
One direct and simple approach to assessing the route network construction result and
estimating the performance of the algorithm is to visually compare the constructed map
and a ground truth map. For this purpose, we present the construction result and a
ground truth airport route network map in Figure 7.7. Figure 7.71 is the existing route
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(1) Ground truth map (2) Generated route network
Figure 7.7: Comparison of ground truth map and incrementally generated route network.
network which was drawn by our hand. Figure 7.72 shows our generated route network
from trajectories shown in right figure. It is difficult to to distinguish two figures from
vision view, which indicates our result can represent the raw route network well.
We can use some trajectories the examples for comparison with the raw data and
the new generate graph. Figure 7.8 illustrates an example of comparing trajectories with
raw data to new graph with map matching. There are three trajectories in Figures 7.81
and 7.82 with IDs 9, 28 and 73. We use the different colour to denote the different
trajectories. Figure 7.83, 7.84, and 7.85 shows the difference between original trajectories
and map matching result in the newly generated graph. Figure 7.87 and Figure 7.86 show
the local details of original trajectories and the map matching result.
As our approach is based on incremental learning, we present the route network
construction process step-by-step in Figure 7.9. It shows the route network construction
process with the addition of 30 to 270 trajectories. We can see that new routes are
discovered as more trajectories are added in. As more trajectories are used in updating
process, fewer routes are constructed with the same number of new trajectories, which
also matches our compression ratio result: the compression ratio improves with more
trajectories. This is because fewer vertices are needed to represent the same number of
trajectories in a larger route network graph.
Evaluation metric
Hashemi et.al. proposed two quantitative metrics including completeness and precision
to evaluate the quality of constructed route network [Hashemi 2017]. We apply these two
metrics to evaluate our results in this section.
The completeness metric shows how well the new route network covers the ground
truth. The metric uses distances to match the segments in new constructed route network
and segments in ground truth. The distance calculation method is shown in their paper
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(1) Raw GPS data (2) Generated route network
(3) Trajectory 9 in the raw
GPS data and new generate
route network
(4) Trajectory 28 in the raw
GPS data and new generate
route network
(5) Trajectory 73 in the raw
GPS data and new generate
route network
(6) Local difference between different trajec-
tories in the raw GPS data
(7) Local difference between different trajec-
tories in generated route network
Figure 7.8: An example of trajectories in raw GPS data and in a new generated route
network.
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(1) 30 trajectories (2) 60 trajectories (3) 90 trajectories
(4) 120 trajectories (5) 150 trajectories (6) 180 trajectories
(7) 210 trajectories (8) 240 trajectories (9) 270 trajectories
Figure 7.9: Process of incremental route network generation.
[Hashemi 2017]. For each segment in constructed route network, they are matched with
the closed segment in ground truth. The length of matched segments in ground truth
is denoted as l and the total length of segments in ground truth is L. The complete-
ness is calculated as completeness = l/L. The precision metric indicates how close the
constructed segments are to the ground truth counterparts. We use the average distance
between matched segments to measure the precision.
Figure 7.101 shows the completeness with increasing number of trajectories and Fig-
ure 7.102 shows the precision metric. Here we calculate the completeness metric based on
the same ground truth route network. The completeness increases with more trajectories
used because the more routes has been constructed by more trajectories. We can also
find that the increase rate is slightly decreases because the route information new trajec-
tories can provide is less than the trajectories which used for route network construction
first. Many trajectories offer the redundant route information if the trajectory can be map
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Figure 7.10: Evaluation metric with incremental updating approach from LAX dataset
for the different number of trajectories used.
Table 7.3: Running time of Los Angeles International Airport dataset
Description Value
#GPS points 1,080,059
#Trajectories 2,165
Data cleaning 45.38s
Trajectory classification 0.28s
Incremental updating 44.72s
Total running time approx. 90s
matching in the graph. The ground truth map is constructed by hand with observation of
around 400 trajectories. The completeness achieved around 93% which used 300 trajecto-
ries to construct the route network. The precision metric calculates the average distance
between the constructed route network and matching ground truth graph. The range of
distance is between 7 to 9 meters. That is, for each segment in constructed graph, we
calculate the distance between each node in this segment and corresponding segment in
the ground truth map. The average distance between those segments is the precision. We
find that the precision become better with more trajectories, which suggests that more
trajectories can boost the precision of location of segments in the constructed route graph.
Running Time
We tested our framework on a PC with a 3.3GHz Intel Core i7 processor and 32GB RAM.
We implemented the program in R [R Core Team 2013]. Table 7.3 shows the running time
of each part of our framework for the Los Angeles International Airport. Except for data
preparation time, the total updating time was only around 45 seconds. If we use high
performance languages such as C++ or Java, calculation could be made in real-time.
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7.6 Conclusions
In this chapter, we propose an incremental approach to construct the route network used
by aircraft at Los Angeles International Airport from massive amount of GPS data. Our
framework can address the specific problems of aircraft route network construction and
considers speeds, headings and actions of aircraft. We formulate the aircraft route network
creation and updating problem, provide the approach to clean, and process huge volumes of
aircraft GPS data. We classify aircraft trajectory into four categories: parking, patrolling,
landing and take-off. We also propose a new algorithm to merge existing routes and add
new routes with new coming trajectories, which is able to update the route map in time.
We performed extensive experiments on a large amount of aircraft trajectory data
from Los Angeles Intentional Airport to demonstrate the effectiveness in three aspects:
compression ratio, visualisation comparison and evaluation metric. The results show the
effectiveness and usability of our system.
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Conclusion
In this chapter, we summarise the implications for practice, draw overall conclusions and
offer recommendations for future research. The aim of the research was to develop and de-
sign a spatiotemporal data-driven and context-aware system for precinct monitoring. At
the beginning, we identified that when spatiotemporal data are continuously collected and
accumulated from many indoor and outdoor monitoring sensors, the approach that can
fully take advantage of collected data can be used for solving certain issues. These include
first, identifying people who access the security area using wireless Bluetooth beacon sig-
nals in the device-free environment. Second, evaluating the parking segmentation results
in the city using an energy-based function. Third, planning the best path for collecting
fines from cars in violation via data recorded from on-ground sensors placed in parking
spaces. Fourth, predicting the parking occupancy with regional information and historical
records. Finally, constructing the aircraft path map with airport aircraft trajectory GPS
data.
The research presented in this thesis has therefore focused on development of a spa-
tiotemporal data and AI approach driven solution for solving various precinct monitoring
problems. It explored different STDM methods, machine learning approaches and deep
learning techniques that can be used for solving knowledge extraction, prediction and pat-
tern recognition problems. Most of experiments were conducted with real-world datasets.
The developed techniques reduce the rate of false predictions, time for producing the
solution and errors in data processing in precinct monitoring applications.
By addressing five research questions, this thesis proposed a set of solutions to achieve
reliable and spatiotemporal data-driven support for precinct monitoring applications. In
this thesis, we also presented techniques to inoperative expert knowledge for urban plan-
ning and provided methods to consider different contexts in smart cities and infrastructure
monitoring. We highlighted different case-specific solutions and real-world scenarios to
demonstrate the effectiveness and efficiency of our proposed solutions.
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The first research question (RQ-1: How to identify people who access secure areas
based on device-free radio-based infrastructure?) was answered in chapter 2 where we
presented a device-free person identification framework. We presented a Bluetooth signals
inferring system that can identify people who access secure areas. We developed a specific
mobile application to collect a real-world person door access dataset and conducted a
series of extensive experiments to validate the ability of identifying people who access
secure areas using Bluetooth signals. Using our framework, we identified a small group of
people who entered different offices without carrying any devices using Bluetooth signals
generated from Bluetooth beacons. To identify people accessing secure areas, we took
advantage of observations that different people access offices with similar sets of actions but
for different durations. We employed powerful machine learning algorithms to recognise
actions from time-series wireless signals and then to identify people by calculating the
duration of each action. Random forest exhibited better results compared to other machine
learning approaches in both action recognition and person identification.
To address the second research question (RQ-2: How to establish a model to eval-
uate the segmentation result of cities based on parking sensor data?), we proposed a
framework to evaluate clustering result of spatiotemporal data in chapter 3. Specifically,
we formalised a particular kind of spatiotemporal data called spatiotemporal interval-
based data. We indicated that traditional clustering evaluation cannot effectively group
spatiotemporal data because the spatial domain and temporal domain of spatiotempo-
ral data are heterogeneous. Traditional clustering evaluation methods measure coherence
and dissimilarity within each cluster that relies on different kinds of distance that can
only measure similarity between points in the same Euclidean space. However, we claim
that the spatial domain and temporal domain are in different Euclidean spaces. Hence,
we proposed an energy-based framework to evaluate clustering results of spatiotemporal
data. other traditional clustering evaluation methods, energy-based framework measures
the spatiotemporal data clustering results with energy values.
In chapter 4 and chapter 5, we focused on solving a parking fines collection problem
with optimisation and deep learning approaches, which was used to address the third
research question (RQ-3:How to maximise fines collected from cars in violation by a trav-
elling officer in the shortest time?). We formalised a benchmark problem called the Trav-
elling Officer Problem that was used to model the parking violation collection process.
We analysed in depth a real-world parking dataset and explored the correlation between
parking time and violation probability. We also proposed a couple of optimisation solu-
tions to address this problem. The empirical results showed that our proposed solutions
significantly outperformed the existing solutions used by city council. Additionally, to
accelerate the solution generation process, we transformed the problem to a semi-Markov
decision process and solved the problem by classification methods. The proposed deep
learning network can learn the decision-making process by the solutions generated from
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optimisation
Chapter 6 addressed the prediction problem (RQ-4: How to reconstruct road networks
from multiple trajectories data?) in parking occupancy with deep learning and clustering
techniques. In this chapter, we predicted parking occupancy for specific areas using his-
torical parking information. We proposed a two-step approach to process a large volume
of real-world parking dataset. We used K-means to divide parking areas into sub-areas
and applied a recurrent neural network called long short-term memory to each sub-area.
The empirical results show that our approach performed better than the state-of-the-art
technique.
The last chapter mainly solves an airport aircraft path map construction problem to
address the fifth research problem (RQ-5: How to predict resource availability from pe-
riodic spatio-temporal patterns?). To address the uncertain route problem, we proposed
an incremental road construction solution to inoperative road merging and adding solu-
tions. We investigated a large amount of aircraft trajectory data and obtained empirical
knowledge through data visualisation and clustering techniques. Finally, we constructed
a road map of airport aircraft historical GPS data.
8.1 Limitations and Future Directions of Research
The framework and algorithms presented in this thesis can be used for problem-specific
smart cities and infrastructure monitoring. This research is built on the shoulder of the
existing machine learning, optimisation and data mining techniques to solve problems re-
garding spatiotemporal data generated from a variety of sensors. The studied applications
and scenarios covered parking, airports and offices. The proposed methods outperform
related baselines in terms of performance, however, there remains scope for improvement
in these works. In this section, we briefly discuss the limitation of our studies and provide
an outlook for future directions.
In chapter 2, we developed a device-free framework to identify people accessing offices.
However, there are some limitations of this work. First, the low accuracy of individual
identification in a large group undermines the effectiveness of this system. Higher accuracy
is required if we are to apply the framework to more scenarios, especially for security
monitoring. There are two potential solutions to improve the accuracy of the current
system. First, the size of the training set used in our experiment was limited. Larger
training sets with more people and more samples would boost the accuracy of person
recognition. We can also conduct more experiments with different settings and different
groups of people, which would also boost the accuracy. The second solution would be use
more advanced Bluetooth beacons. IoT techniques are booming in recent years, which
provides more advanced hardware including new Bluetooth beacons. High frequency and
more robust beacons could significantly improve the accuracy. Second, the case studies in
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this chapter are too specific. Applying our framework in varies scenarios such as human
behaviour recognition, shopping habit profiling and working style identification is our
next goal. All applications should be relevant to person identification and activities,
and temporal features should have a significant effect on distinguishing people. Third,
the system was not used in real life, but was only tested in controlled experiments. In
the future, we would apply this system to a more sophisticated environment with a larger
group of people. Finally, our framework is not specific to Bluetooth. It can also be applied
to other RF-based systems such as WiFi or RFID. A more robust classification algorithm
can also be used. For instance, beacon settings are now fixed before the experiment and
they are not taken into account during the algorithm aspect. It is possible to automatically
adjust the settings and scenarios with more advanced algorithms.
In chapter 3, we proposed a spatiotemporal-based clustering evaluation framework.
In the future, we would like to compare and evaluate other clustering methods such as
GMM. It is likely that expectation maximisation clustering methods would fit our model.
In general, EM-based clustering methods also have a similar purpose to that of our model
and have the potential to be applied for different applications such as image segmentation.
Besides, how to obtain the parameters in the energy function is quite hard, since it is
difficult to measure data in two different dimensions. We think that the parameter should
depend on the objective of the application. For example, in a parking monitoring system,
if the purpose is to check all cars in violation over a particular time period, the algorithm
should consider both the walking speed of patrolling officers and the duration of parking
violations. Tuning this parameter can lead to another interesting problem. Future work
will also include a study on optimising the number of clusters with the cluster similarity
and balance. This is because the number of clusters is an important factor on how many
officers the government needs to recruit and distribute. The transportation authority can
utilise the information from the parking data clusters to organise the allocations of parking
officers to different region
In chapter 4, we proposed a benchmark problem for fine collection. However, there
are many studies that can be undertaken in the future. First, the existing parking man-
agement system deployed by Melbourne City Council still depends on parking officers
physically issuing infringement notices even though thousands of in-ground sensors have
been installed. It is recommended that an automatic system be designed to issue elec-
tronic infringements using these sensor data. Additionally, the algorithm design in this
chapter is based on pre-defined areas that are set by Melbourne City Council. We believe
that there is a better way to segment the CBD into new areas for more efficient parking
management. We plan to apply clustering methods based on violations and geographic
areas. We also plan to design more efficient algorithms to solve the Travelling Officer
Problem. Second, the current design is based on the assumption that only one officer
knows that a violation occurs nearby. This assumption is a result of one of the limitations
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of the existing parking system deployed by Melbourne City Council, which is a lack of
communication between parking officers. In this case, although the proposed algorithm
works best for one officer, it might not achieve the best overall result. In the future, we
plan to study multiple officers collaborating to solve this problem, aiming to hire fewer
officers to save taxpayers money. Finally, people might be concerned about the fairness
issue in the parking management system (i.e. whether drivers with a parking violation for
a longer period should receive a greater penalty). The current design of our algorithm does
not distinguish between drivers with longer-period violation or shorter-period violation.
Instead, the system offers drivers five minutes grace period (i.e., if they leave within five
minutes, the system does not consider they are in violation). In the future, we may look
into this fairness issue.
In chapter 5, we attempted to use deep learning to learn the optimisation solutions
for TOP. With regards to the techniques used, the neural network classifier was generally
robust to data representation, but the number of layers had a significant influence on the
quality of the results. We found that for this problem, wider networks tended to have
better performance. We aimed for a network with a large enough capacity to overfit the
data, and then used regularisation to prevent this from occurring. Shallower networks
readily achieved this, whereas deeper networks tended to get stuck in worse solutions. It
was also found that the classification of the neural network was highly sensitive to the
number of nodes that were used, and this technique did not scale well to thousands of
nodes. We achieved an accuracy of approximately 3% on a network consisting of 3500
parking spaces, which – while being significantly better than chance – is not a useful
result. It’s likely that to improve on this, future techniques for dealing with the extreme
imbalance of labels in the dataset will need to be incorporated. Classification on this
problem is hampered by the fact that at any given time, fewer than 1% of the nodes have
a parking violation. One avenue for future work would be to apply reinforcement learning
to the problem to see weather it can learn good solutions. The problem as formulated is
a semi-Markov Decision Process, and so would need a temporally-abstracted framework
such as the options framework [Sutton et al. 1999] in order for this to be viable. A
potential challenge is the large number of actions that can be taken, and may warrant
re-formulating the problem to limit the number of choices.
There are some weaknesses of chapter 6 that must be solved in the future. First,
estimating the duration time should be integrated with occupancy prediction. In this
paper, both occupancy prediction and duration time are shown separately to drivers. In
the future, we hope we can develop an intelligent system that can employ context infor-
mation and guide the drivers with an optimised solution for parking and route planning.
From a methodology view, proposed approaches could be improved. K-means are good
at solving the clustering problem with a certain number of clusters. However, in parking
problems, the best number of regions is uncertain, which must be decided by the size
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of the specific parking area and nearby context information. A more suitable clustering
method is needed for cluster spatio-temporal interval-based data such as parking data
[Shao et al. 2016]. From the learning perspective, we only use the basic LSTM to learn
the pattern of time-series events. With recent rapid evolution of deep learning techniques,
more powerful and suitable recurrent neural networks are proposed to solve such problems
with faster speeds and greater accuracy. Therefore, using different techniques to improve
the effectiveness and the efficiency of the system should be any future plan.
In the last chapter, our work helped airport traffic managers to monitor the route
map of all aircraft. However, this work takes quite a long time and it does not show clear
intersection information. In the future, we plan to extract intersections and other abnor-
mal trajectory from historical records with vision solutions. The existing methods cannot
be satisfied with large volumes of data recorded every day. However, if we can regard the
trajectory map in an image way, most trajectories information can be compressed and
many vision-based solutions such as deep learning techniques can be applied to recognise
regular routes and anomalies.
Overall, the significance of this research work is to provide a spatiotemporal data and
AI techniques driven framework to help solve smart cities and infrastructure monitoring
problems. The developed approaches and system can improve the accuracy of the predic-
tion, pattern recognition, clustering in many smart cities and infrastructure monitoring
applications such as parking management, airport aircraft management and indoor people
identification.
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