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Twisted Markov Chain [6]








$S$ $\{j=0,1, \ldots, \tau\}$ $X_{0},$ $\ldots,X_{\tau}$
$X_{j},j=0,1,$ $\ldots,\tau$ $x_{j},j=0_{-}.1,$ $\ldots,$ $\tau$ $+$ 1
( ) $p(xx)$ $x=\{x_{0},x_{1,\ldots\prime}.x_{\tau}\}$
$p(x)=\pi(x_{0})p(x_{0},x_{1})p(x_{1},x_{1})\cdots p(x_{\tau-1},x_{\tau})$ (1)
$\pi(x_{0})$ ( )
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$\xi(x_{j})$ $x=\{x_{0}, x_{1}, \ldots, x_{\tau}\}$
( $x$ ) $= \sum_{j=1}^{\tau}\xi(x_{j})$ (2)
$E[\Xi(x)]=\sum_{x}$ ( $x$ ) $p$ ( $x$ ) (3)










$p(x)$ $x$ ( (x) $\neq$ 0
$)$ , $g(x, x’)$ $x’$ $g(x, x’)$ $x$
$x’$ $x$
$\alpha=\min\{\frac{---(x’)p(x’)g(x’,x)}{---(x)p(x)g(x,x)},$ $1\}$ . (6)




MCMC E[ (x)] (3) $E[\Xi(x)|$
(5) $Z= \sum_{X}$ (x)p(x)
$Z$
MCMC ( )





$\theta(\theta_{0}\leq\theta\leq\theta_{*})$ (xl $\theta$)p(xl $\theta$ ) $\Xi(x|\theta)p(x|\theta)$


















$= \frac{1}{p(x|\theta)}\frac{d}{d\theta}p(x|\theta)+\frac{1}{-,--(x|\theta)}\frac{d}{d\theta}\Xi(x|\theta)$ , (11)
$Q(x| \theta)=\frac{\text{ }(|\theta)p(x|\theta)}{\sum \text{ }(x|\theta)p(x|\theta)}$ (12)
$\phi(\theta)=\sum_{x}w_{\theta}(x)Q(x|\theta)$ . (13)
(13) $\phi(\theta)$ $Q(x|\theta)$ $N$ $x^{1},$ $\ldots,$ $x^{N}$
$E[\phi(\theta)]=\frac{1}{N}\sum_{n=1}^{N}\uparrow v_{\theta}(x^{n})$ . (14)
(14) $x$ $Q(x|\theta)$ $Q(x|\theta)$







(x) $=0$ ) $(x|\theta)p(x|\theta)=0$ $x$
(xl $\theta$ )p(xl $\theta$ )
(x $|\theta$0)p$\Leftarrow|\theta$0)
$k=1,2,$ $\ldots$ $K$ $k=K$
$(x|\theta_{k})p(x|\theta_{k})=\Xi(x)p(x)$
$\overline{P}$ DTMC $P’$ $0$
$—-$ DTMC $\Xi’$
$P’$ $\Xi’$ $P’$ $0$
y $\Xi’$
$P(\theta_{k})=\theta_{k}\tilde{P}+(1-\theta_{k})P’,$ $0\leq\theta_{k}\leq 1$ (15)
$\theta_{0}=0,$ $\theta_{K}=1$ $P(\theta_{0})=P’,P(\theta_{K})=\overline{P}$
$P(\theta_{k})$ $j$ $j+1$ $Xj$ $Xj+1$
$p(x, x|\theta_{k})$ $x$
$p(x|\theta)=\pi(x_{0}|\theta_{k})p(x_{0}, x_{1}|\theta_{k})\cdots p(x_{\tau-1}, x_{\tau}|\theta_{k})$ . (16)







( $xl\theta k$ ) $=\xi(x_{1}|\theta_{k})+\xi(x_{2}|\theta_{k})+\cdots+\xi(x_{\tau}|\theta_{k})$ (18)
(xl $\theta$k)P(xl $\theta$k) MCMC
$E[\Xi(x)]$ (14) $x$












$S=\{0,1,2, \ldots, 9\}$ ,








$\pi(0)=1.0$ , $i\in[0,15]$ $E[R]$
(10)
Matsumoto and Nishimura [4] (Mersenne
twister) 1 $N$ $x^{1},$ $x^{2},$ $\ldots,$ $x^{N}$
$M$ $M$
$M=10$ $D=30$ 300
M-H $I=100$ ,1000, 10000, $N=100,500$ ,1000
$P’$ $0$
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1:MC
2: $D=30,$ $I=100$
3: $D=30,$ $I=1000$
4: $D=30,$ $I=10000$
5: $D=300,$ $I=100$
6: $D=300,$ $I=1000$
7: $D=300,$ $I=10000$
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