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Abstract
Analytical redundancy relations (ARRs) are used frequently in the arena of diagnosis as well as optimizing, analyzing,
and validating of sensors of the system, but less attention has been paid to the development of systematic and
efficient approaches for the generation of complete ARRs set. An efficient method for generating the ARRs is
presented in this paper and the hypothetical signature matrix (HSM) is obtained consequently. Then the optimal
sensor placement problem is mapped onto a special case of the 0-1 integer programming (IP) problem,which is
solved by the algorithm of binary particle swarm optimization (BPSO) in the end. The effectiveness of the method is
verified by the application of a synthetic example.
© 2010 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Society for
Automobile, Power and Energy Engineering
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1. Introduction
The quality and efficiency of a diagnosis system depends closely on the availability and relevance of
the information it can retrieve from the diagnosed plant [1]. The sensors distributed on the system are the
source of the fault information. Previous diagnosis work has been done on the hypothesis of the sensors
placed reasonably in advance. In reality, the number or cost of sensors available will be limited and this
will, of course, places restrictions on the resolution of data. As a result, it would be necessary in practice
to optimize the number and location of sensors for a given problem. The issue of determining the
optimum number of sensors for a particular application, together with their best possible locations, has
received considerable attention recently [2].
Sensor optimization is required to achieve the desired degree of fault diagnosis and to maintain a
reasonable computational cost. Lin and Elcherif [3] proposed heuristic inclusion procedure of sensors
* Corresponding author. Tel.: +86-311-87994217; fax: +86-311-87994215.
E-mail address: cherrydmj@sohu.com .
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
43 DU Minjie et al. /  Procedia Engineering  16 ( 2011 )  42 – 47 
optimization based on ambiguity set conception. This technique is time consuming and low efficient
especially for large system. T. Golonek and J. Rutkowski [4] used ambiguity set concept and evolutionary
computations to determine the set of sensors. Prasad and Babu [5] presented faster procedures of
optimization using integer code sorting and heuristic approach. Rutkowski [6] and Starzyk et al. [7]
applied the theory information and entropy index to including sensors optimization procedure. Zhang
Chao-jie et al. [8] proposed a method based on fuzzy theory and ant colony algorithm. These similar
techniques are low time consuming, but they still give nonoptimum solution (redundant sets in many
cases).
Based on the concepts of ARRs and the corresponding HSM, this paper formulates the sensor
placement as IP problem, which is then solved by the algorithm of BPSO. Before the above work, an
efficient method for generating the ARRs is presented primarily.
2. A method for the derivation of ARRs
2.1. The concepts of ARRs and corresponding  HSM
Let’s consider the definition of ARRs given in [9] as “an ARR is a constraint deduced from the system
model which contains only observed variables, and which can therefore be evaluated from any set of
observations (OBS)”. Figure 1 shows an example of a polybox system, consisting of four multipliers (M’s)
and three adders (A’s).
Fig. 1. An adder-multiplier circuit Fig. 2.  A round of generating ARRs
The behavioral model (BM) for this system, representing a component-based description and the
topology, is given by a set of relations and their associated components as
PR1: x - ab = 0 and M1, (1)
PR2: y - bc = 0 and M2, (2)
PR3: z - cd = 0 and M3, (3)
PR4: t – de = 0 and M4, (4)
PR5: f – x - y = 0 and A1, (5)
PR6: g- y - z = 0 and A2, (6)
PR7: h - z - t = 0 and A3. (7)
We call these relations the primary relations (PRs) of the system [10].
The set of variables (V) of the system can be decomposed into the set of unknown (unobserved)
variables (X) and the set of observed variable (O), i.e., V=XO. For the polybox system of Figure 1,if the
sensors are placed at f, g, and h and with known inputs, then O={a,b,c,d,e,f,g,h} and X={x,y,z,t} [11].An
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ARR is a constraint deduced from the system model (SM) involving only known variables. ARRs can be
derived from SM by eliminating unknown (unobserved) variables from the PRs.
 An associated concept is the support of an ARR, that is, the subset of components that are involved in
the derivation of the ARR. The fault signature matrix (FSM), resulting from the derivation of ARRs, is
defined as a binary (0-1) matrix whose rows are ARRs and columns are faults (components) [12]. Each
column of FSM is defined as fault signature vector (FSV).
One obvious way to achieve maximum discriminability is to measure all the variables of the system.
However, it may be possible to achieve the same level of discriminability by measuring a subset of all
variables. Therefore, the problem of finding the optimal sensors is equivalent to finding minimal number
of additional sensors which provide the same level of discriminability as the case where every variable is
measured. This is done by assuming that all unknown variables of the system have a hypothetical sensor
and the corresponding (hypothetical) ARRs are considered. The new signature matrix which is obtained is
called the hypothetical signature matrix (HSM) [13].
2.2. Derivation of complete set of ARRs
It is quite obvious that completeness is a fundamental issue in both diagnosis and sensor placement
since maximum available information provided by ARRs should be exploited. For model-base diagnosis,
the criticality of the completeness of the set of ARRs follows from the fact that it can significantly affect
the detection and isolation capability of the system [11]. So in the following words, the derivation of
complete set of ARRs is discussed in term of its importance.
Our method starts with the set of PRs which is also considered as a special case of ARRs. Provide that
each ARR Rj is presented by a quadruple of the following form Rj = (Nj, Cj, Sj, Tj), where Nj is the number
assigned to Rj, Cj is the set of support components, Sj is the set of variables involved in Rj, and Tj is the set
of PRs used to derive Rj.It is quite possible that we drive the same ARR with different derivations. To
avoid keeping several copies of the same ARR, we consider two ARRs Rj = (Nj, Cj, Sj, Tj) and Rk = (Nk,
Ck, Sk, Tk) as identical if (Sj, Tj) = (Sk, Tk). In the process of generating the ARRs, if the new ARR is
identical to one the previously generated ones, we delete this new ARR from the list. If the following two
conditions both satisfy: SjSk ≠ and TjTk =, then for each variable x∈ Sj Sk , we generate the
following ARR R=(N, CjCk, (SjSk)-{x}, TjTk), where N is a new number. The ARR R would be
added to the solution set only if it is a new ARR; i.e., it is not identical with any other ARR already in the
previous solution set.
The whole generating process consists of several rounds and Fig. 2 shows the process.
In each round, we start with a set D of ARRs (initially, D is the set of PRs). Then the process generates
the following sets: D1 , D2 , D3 ,   Dn[12]  , where D1 is initialized by D and D2 is the set of new ARRs
obtained from two ARRs in D and D1, in general, Dk+1 is the set of new ARRs obtained from one ARR in
D and one ARR in Dk. We call the process of computing each set Dk a cycle of generating ARRs. The
process stops when the new set Dk is empty. We add the non-empty sets Dk obtained in this way to the list
of candidate seed sets of the future rounds. The process stops when there is no set Dk available for a new
round. As an example, Table І shows the results of the above method for the ARRs derivation of the
system in Fig. 1.
One paradox arises when D4 is obtained and it seems that there are still more ARRs could be deduced.
In fact, though the condition S5S23={f} satisfies, the other condition T5T23= {S5}{S1S21}={S5}
{S1S3S14}={S5}{S1S3S5S6}={S5}= is violated. So new ARRs can not be acquired.
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Table 1. Derivation of ARRs for system of Fig. 1
No Relations M1 M2  M3 M4 A1 A2 A3 Sensors PRs
S1 x-ab=0 1 0 0 0 0 0 0 x S1
S2 y-bc=0 0 1 0 0 0 0 0 y S2
S3 z-cd=0 0 0 1 0 0 0 0 z S3
S4 t-de=0 0 0 0 1 0 0 0 t S4
S5 f-x-y=0 0 0 0 0 1 0 0 x y f S5
S6 g-y–z=0 0 0 0 0 0 1 0 y z g S6
S7 h-z-t=0 0 0 0 0 0 0 1 z t h S7
D1 = {S1,S2,S3,S4,S5,S6,S7}
S8 f-ab-y=0 1 0 0 0 1 0 0 y f S1 S5
S9 f-x-bc=0 0 1 0 0 1 0 0 x f S2 S5
S10 g-bc-z=0 0 1 0 0 0 1 0 z g S2 S6
S11 g-y-cd=0 0 0 1 0 0 1 0 y g S3 S6
S12 h-cd-t=0 0 0 1 0 0 0 1 t h S3 S7
S13 h-z-de=0 0 0 0 1 0 0 1 z h S4 S7
S14 f-g-x+z=0 0 0 0 0 1 1 0 x z f g S5 S6
S15 g-h-y+t=0 0 0 0 0 0 1 1 y t g h S6 S7
D2 = {S8,S9,S10,S11,S12,S13,S14, S15}
S16 f-ab-bc=0 1 1 0 0 1 0 0 f S1 S9
S17 f-g-ab+z=0 1 0 0 0 1 1 0 z f g S1 S14
S18 g-bc-cd=0 0 1 1 0 0 1 0 g S2 S11
S19 g-h-bc+t=0 0 1 0 0 0 1 1 t g h S2 S15
S20 h-cd-de=0 0 0 1 1 0 0 1 h S3 S13
S21 f-g-x+cd=0 0 0 1 0 1 1 0 x f g S3 S14
S22 g-h-y+de=0 0 0 0 1 0 1 1 y g h S4 S15
D3 = {S16,S17,S18,S19,S20, S21, S22}
S23 f-g-ab+cd=0 1 0 1 0 1 1 0 f g S1 S21
S24 g-h-bc+de=0 0 1 0 1 0 1 1 g h S2 S22
D4 = { S23, S24}
3. Sensor placement optimization problem
Once the hypothetical signature matrix is introduced, it is easy to formulate essential problems
regarding sensor placement. Here we address two basic problems: covering (detecting) all faults in a
given set of faults F, and discriminating between faults in F. The first problem demands that for any fault
f F the fault signature vector of F should contain at least one non-zero component; i.e., the
measurement of at least one sensor should detect this fault. Discrimination between faults f1, f2F, is
possible if and only if the fault signature vectors of f1and f2 are different. The following theorem provides
an algebraic-combinatorial formulation for these problems in term of signature matrix.
Theorem1. Let F be a set of faults of a system and S be a set of sensors of the system. Suppose that M
is the fault signature matrix associated with F and S. Then we have the following equivalent formulations
for the covering and discriminability problems.
(i) The sensors S can cover (detect) all faults in S if and only if there is no all-zero column in M;
(ii) The sensors S can discriminate among faults in S if and only if all columns of M are distinct [14].
The (hypothetical) situation that we have all possible sensors is encapsulated in the hypothetical
signature matrix. Therefore, we can formulate the sensor placement optimization problem as follows.
First we present the sensor placement optimization problem as an integer programming problem.
Consider a signature matrix H of a system. Let M=HT, i.e., the n × m matrix M is the transposed of H. For
every row R of H, or equivalently every column C of M, a corresponding set of sensors S(R) or S(C) is
defined. Then an equivalent formulation of the problem is as follows: choose a subset of the columns of
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M such that the submatrix defined by these columns has no zero rows, all its rows are distinct, and the
total number of corresponding sensors is minimal.
Consider a binary (column) vector x=(x1, x2, , xm), whose dimension is the same as the number of
columns of the matrix M. Then we can interpret x as a selection of a subset of columns of M: xj =1 if and
only if the jth column of M is chosen. Then the condition MxE (where E=(1,1, ,1)T is an all-one
vector of appropriate dimension) implies that the solution defined by x has this property that the
corresponding submatrix has no all-zero row. To satisfy the other condition, let define the matrix M2 with
n(n-2)/2 rows and m columns as follow: each row Ri,j of M2 is associated with a (distinct) pair Ri and Rj of
rows of M, and Ri,j=| Ri - Rj |; i.e., kth entry of Ri,j  is equal to 1 if Ri,j entries of Rj and Rj are distinct,
otherwise it is equal to 0 (in another word, if we consider these vectors as Boolean vectors, then Ri,j = Ri
Rj ,where  denotes the Boolean exclusive-OR operation). Then the condition M2xE implies that
the solution defined by x has this property that all rows of the corresponding submatrix are distinct. So if
we consider the matrix
2
M
M
M
=
⎛ ⎞⎜ ⎟⎝ ⎠ ,
then the sensor placement optimization problem can be formulated as the following optimization problem
minimize ( )
1
. . , 0 1.
m
S xi
i
s t M x E x orj
=
≥ =

(8)
Here S(xi) is the set of sensors associated with the ith column of M if xi=1, and it is empty set if xi=0.
4. A BPSO algorithm for the solution of sensor placement optimization problem
In [10, 13, 14], a branch-and-bound algorithm is proposed to solve the problem formulated in (8),
which is settled by a BPSO algorithm in this paper. The parameters of the algorithm is assigned as
follows: iteration steps Tmax=50, w(0)=1.5 with decreasing from 1.5 to 0.4 linearly, particle population=25,
c1=c2=2. An optimal combination of x is x={1,0,0,1,0,0,0,0,0,0,0,0,0,0,0,1,0,1,0,1,0,0,1,1} after the result
of the algorithm becomes steady. That is, the selected rows of ARRs in Table 1.are {S1, S4, S16, S18, S20,
S23, S24}and the corresponding submatrix Hs is showed as (9).
1  0  0  0  0  0  0
0  0  0  1  0  0  0
1  1  0  0  1  0  0
0  1  1  0  0  1  0
0  0  1  1  0  0  1
1  0  1  0  1  1  0
0  1  0  1  0  1  1
H s
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟
= ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
 (9)
If S(x) represents the sensor associated with variable x and S(xi) represents the sensors associated with
the selected xith row of  ARRs, then we can conclude the equations as follows: S(x1)= S(x), S(x4)= {S(t)},
S(x16)= {S(f)}, S(x18)= {S(g)}, S(x20)= {S(h)}, S(x23)= {S(f), S(g)}, S(x24)= {S(g), S(h)}. Thus, the optimal
sensors subset is {S(x), S(t), S(f), S(g), S(h)}.
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5. Conclusions
A method for solving the optimal sensor placement problem has been presented in this paper.
Concerning the case of finding minimal size set of sensor among all possible (hypothetical) sensors, we
present an efficient method for generating the ARRs and the consequent HSM. Then the optimal sensor
placement problem is mapped onto a 0-1 IP problem, which is solved by the algorithm of BPSO in the
end. The effectiveness of the method is verified by the application of a synthetic example.
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