Minimizing forecast error requires accurately specifying the initial state from which the forecast is made by optimally using available observing resources to obtain the most accurate possible analysis. The Kalman filter accomplishes this for a wide class of linear systems, and experience shows that the extended Kalman filter also performs well in nonlinear systems. Unfortunately, the Kalman filter and the extended Kalman filter require computation of the time-dependent error covariance matrix, which presents a daunting computational burden. However, the dynamically relevant dimension of the forecast error system is generally far smaller than the full state dimension of the forecast model, which suggests the use of reduced-order error models to obtain nearoptimal state estimators. A method is described and illustrated for implementing a Kalman filter on a reducedorder approximation of the forecast error system. This reduced-order system is obtained by balanced truncation of the Hankel operator representation of the full error system and is used to construct a reduced-order Kalman filter for the purpose of state identification in a time-dependent quasigeostrophic storm track model. The accuracy of the state identification by the reduced-order Kalman filter is assessed by comparison to the true state, to the state estimate obtained by the full Kalman filter, and to the state estimate obtained by direct insertion.
Introduction
An important component of forecast error is error in the analysis of the initial state from which the forecast is made. Analysis error can be reduced by taking more observations, by taking more accurate observations, by taking observations at locations chosen to better constrain the forecast, and by extracting more information from the observations that are available. The last of these, obtaining the maximum amount of information from observations, is attractive because it makes existing observations more valuable and because, at least for linear systems, there is a solution to the problem of extracting the maximum information from a given set of observations: under appropriate assumptions the problem of extracting the maximum amount of information from a set of observations of a linear system in order to minimize the uncertainty in the state estimate is solved by the Kalman filter (KF; Kalman 1960; Ghil and Malanotte-Rizzoli 1991; Wunch 1996; Ide et al. 1997; Lermusiaux and Robinson 1999) . Moreover, application of the Kalman filter to the local tangent error equations of a nonlinear system provides a first-order approximation to the optimal data assimilation method, which is valid in the limit of sufficiently small errors. This nonlinear extension of the KF is referred to as the extended Kalman filter (EKF; Ghil et al. 1981; Miller et al. 1994; Ide and Ghil 1997; .
Unfortunately, the Kalman filter and the extended Kalman filter require statistical description of the forecast error in the form of the error covariance and obtaining the required error covariance involves integrating a system with dimension equal to the square of the dimension of the forecast system. Direct integration of a system of such high dimension is not feasible. Attempts to circumvent this difficulty (see review have involved various approximations to the error covariance (Bishop et al. 2001; Tippett et al. 2000) and approximate integration methods (Evensen 1994; Dee 1995; Fukumori and Malanotte-Rizzoli 1995; Cohn and Todling 1996; Verlaan and Heemink 1997; Houtekamer and Mitchell 1998) .
While the formal dimension of the forecast error system obtained by linearizing the forecast model about a base trajectory is the same as that of the forecast system itself, there are reasons to believe that the effective dimension is far lower. The trajectory of the system state in a high-dimensional dynamical system typically lies on a small dimensional subspace of the entire phase space. In chaotic systems all initial conditions approach this attractor, which can be embedded in a space of dimension at most 2d ϩ 1, where d is the attractor dimension. An estimate of the attractor dimension can be made from the the number of positive Lyapunov exponents [the Kaplan-Yorke dimension; Kaplan and Yorke (1979) ] but in any case the attractor dimension is bounded above by the number of Lyapunov exponents associated with positive volume growth along the system trajectory in phase space (Illyashenko 1983) . While this is useful conceptually for bounding the dimension of the embedding space, identifying the subspace itself is more difficult in the case of nonlinear and time-dependent systems. However, in the case of stochastically forced linear normal systems the analogous subspace to which the solution is primarily confined can be easily found by eigenanalysis of the covariance matrix of the system forced white in space and time. The resulting empirical orthogonal function (EOF) spectrum typically falls off rapidly in physical models. The eigenvectors may be identified with the modes of the normal operator and the corresponding eigenvalues are the variance accounted for by the modes (North 1984; Farrell and Ioannou 1996, henceforth FI96) . The fact that a restricted number of EOFs account for nearly all of the variance in normal systems shows that the effective dynamical dimension of these systems is small compared with the dimension of their phase space. This notion of quantifying the effective dimension of normal linear systems can be extended to bound the effective dimension of nonnormal systems (Farrell and Ioannou 2001, henceforth FI01) .
In the case of the tangent linear forecast error system the spectrum of optimal perturbations of the error propagator over the forecast interval typically comprises a few hundred growing structures (Buizza and Palmer 1995) and Lyapunov spectra for error growth have shown similar numbers of positive exponents (Palmer et al. 1998) , which suggests from the above considerations that the effective dimension of the error system is O(10 3 ). The problem of reducing the order of a linear dynamical system can be cast mathematically as that of finding a finite-dimensional representation of the dynamical system so that the Eckart-Schmidt-Mirsky (ESM) theorem (Stewart and Sun 1990 ) can be applied to obtain an approximate truncated system with quantifiable error. The ESM theorem states that the optimal k-order truncation of an n-dimensional matrix in the Euclidean or Frobenius norm is the matrix formed by truncating the singular value decomposition of the matrix to its first k singular vectors and singular values. A method for exploiting the ESM theorem to obtain a reduced-order approximation to a dynamical system was developed in the context of controlling lumped parameter engineering systems and is called balanced truncation (Moore 1981; Glover 1984; Zhou and Doyle 1998) . Balanced truncation was applied to the set of ordinary differential equations approximating the partial differential equations governing perturbation growth in time-independent atmospheric flows by FI01.
In this work a reduced-order Kalman filter based on balanced truncation is applied to a time-dependent Lyapunov unstable quasigeostrophic model of a forecast tangent linear error system. We first briefly review the method of balanced truncation of time-independent dynamics and then construct a reduced-order Kalman filter for a linear time-dependent storm track error model and study its accuracy in a series of experiments.
Reducing model order by balanced truncation
The error dynamics are assumed to be governed by the linear system:
dt where is the error state vector and A is the matrix dynamical operator, which may be time dependent, but will for the time being be assumed to be time independent. Because of the high dimension of the error system (1) in forecast applications we are interested in exploring the accuracy of reduced-order approximations to the system.
Before proceeding with the description of the method of balanced order reduction we must first choose the norm that will be used to measure the accuracy of the approximation. The accuracy is measured by the norm of the Euclidean length of the errors incurred in a chosen variable. This norm is the square root of the Euclidean inner product in this variable. If another norm is selected to measure the accuracy of the approximation, then the VOLUME 58
The streamfunction of the 1st and the 30th EOFs along y ϭ 0. The 1st EOF accounts for 23% of the variance, the 30th EOF accounts for 0.35% of the variance. (bottom) The structure of the streamfunction of the 1st and 30th stochastic optimals. The 1st SO is responsible for producing 19.7% of the variance; the 30th SO is responsible for producing 0.48% of the variance. The solid curve indicates the structure of the Rayleigh damping coefficient r(x). The spatially localized damping region simulates the enhanced dissipation and disruption that occurs when perturbations encounter the continental landmasses. The damping region suppresses the convective or modal instabilities that would otherwise occur if the flow were of infinite extent or had periodic conditions, respectively. most direct method of accounting for this choice is to transform the variable used to represent the state of the system so that the Euclidean inner product in the transformed variable corresponds to the new norm. The reduced-order approximate system resulting from balanced truncation will in general depend on the norm. As discussed in FI01, optimal order reduction for stable normal systems is immediate: it is the Galerkin method based on projection of the dynamics onto the least damped modes. Difficulties in the reduction process arise in cases for which the system is nonnormal in the variable corresponding to the chosen norm. Then the Galerkin method based on projection on the least damped modes is suboptimal and the reduction must proceed by including in the retained subspace the distinct subspaces of the preferred excitations and preferred responses of the system. Throughout this paper we have chosen streamfunction as the error variable, the rms of which is to be minimized in the construction of the model order reduction. However, we find that the results do not change qualitatively if the energy norm is chosen instead.
The preferred structures of response of the nonnormal storm track system are revealed by stochastically forcing the system with spatially and temporally uncorrelated unitary forcing and calculating the eigenfunctions of the resulting mean covariance matrix P ϭ ͗ † ͘ (the brackets denote an ensemble average, and † the Hermitian transpose of a vector or a matrix). The covariance matrix under such forcing is given by
Hankel singular values (stars) compared to the eigenvalues of the covariance matrix P (circles), and the eigenvalues of the stochastic optimal matrix Q (crosses). The Hankel singular values are the square roots of the eigenvalues of the product PQ. Note that the variance accounted for by the EOFs (the eigenvalues of P), and the variance generated by the SOs (the eigenvalues of Q) fall much more rapidly with mode number than do the Hankel singular values. 
which P satisfies, as can be easily verified. The Hermitian and positive definite matrix P characterizes the response of the system and its orthogonal eigenvectors, ordered in decreasing magnitude of their eigenvalue, are the EOFs of the system under spatially and temporally uncorrelated forcing. The preferred structures of excitation of the system are determined from the stochastic optimal matrix,
͵ 0 the orthogonal eigenvectors of which, in decreasing magnitude of their eigenvalue, order the forcing structures according to their effectiveness in producing the statistically maintained variance (for a deterministic interpretation of Q see FI01). The eigenvectors of Q are called the stochastic optimals (SOs) and because of the nonnormality of the system are distinct from the EOFs. The stochastic optimal matrix Q satisfies the back Lyapunov equation: † A Q ϩ QA ϭ ϪI.
Lyapunov equations (3) and (5) have unique positive definite solutions P and Q if A is stable. The covariance matrix P and stochastic optimal matrix Q need to be determined in order to proceed with order reduction by balanced truncation. A successful order reduction must accurately approximate the dynamics of the system, which can be expressed as the mapping of all past (square integrable) forcings to all future responses of the system. This linear mapping of inputs to outputs is called the Hankel operator. Application of the ESM theorem to the Hankel operator provides the optimal low-order truncation of the dynamics. Remarkably, because of the separation between past forcings and future responses in the Hankel operator representation of the dynamics this operator has finite rank equal to the order of the system; its singular values, denoted by h, are the square root of the eigenvalues of the product of the covariance and stochastic optimal matrix, PQ. The balanced truncation transforms the internal coordinates of the system so that the transformed covariance matrix P and stochastic optimal matrix Q become identical and diagonal (while preserving the inner product of the physical variables). The dynamical system is then truncated in these transformed balanced coordinates. The balanced truncation retains a leading subset of EOFs and SOs of the dynamical system and preserves the norm. Balanced truncation preserves the stability of the full system and provides an approximation with known error bounds that is found in practice to be nearly optimal (Moore 1981; Glover 1984; FI01) . The procedure used to implement the balanced truncation is now briefly reviewed.
Consider a general k-order truncation of the N-dimensional system (1):
where A k is the reduced k ϫ k dynamical matrix, with k Ͻ N, and k the associated reduced-order k-dimensional state vector, which is related to the full state vector by the transformation ϭ X k . Similarly, the reduced state vector k is related to the full state vector by k ϭ Y † (the dagger denotes the Hermitian transpose of a matrix), which implies that Y † X ϭ I k , where I k is the k-order identity matrix. Matrices Y and X determine the transformation from the full system to the reduced system. The matrix A k , governing the dynamics
Further details on the construction of the biorthogonal matrices X and Y are given in the appendix.
A measure of the accuracy of the truncation is the maximum difference that can occur between the full system response, (t), and the reduced-order system response, (t). This measure is the H ϱ norm of the error system:
in which the resolvent of the full system, R(), is defined as R() ϭ (iI Ϫ A) Ϫ1 and the resolvent of the VOLUME 58
Ϫ1 . It is to be recalled that the L 2 norm of a matrix, denoted as · 2 , is equal to its largest singular value.
Assuming the Hankel singular values have been ordered as decreasing in magnitude, it can be shown that the error in the H ϱ norm (8) of the approximation of the full system by any k-order system A k satisfies the inequality
where h kϩ1 is the first neglected Hankel singular value (Zhou and Doyle 1998) . Although h kϩ1 is only a lower bound on the error, we have found in examples that this lower bound is nearly attained.
Constructing a reduced-order Kalman filter

a. The full-order Kalman filter
Consider the perturbation field to be observed only at specific locations and times. The perturbation dynamics are linear and fully described by the sure time-dependent operator A(t), which in the case of a forecast model is the tangent linear operator.
The perturbation field, , in the true forecast model is thus assumed to be governed by the deterministic equation:
dt while the error forecast model is assumed to advance the perturbation field from time t i to time t iϩ1 according to the equation
where is a white noise process, describing the model error, with zero mean and covariance
obtained by m advances of the system by the infinitesimal propagators , where m and satisfy the re-
A i e lation t iϩ1 Ϫ t i ϭ m, and the matrix A(t) is assumed to govern the evolution. We select the times t i to be the times at which observations of the perturbation streamfunction are made.
A vector of observations (of length N ob ) is made o y i at time t i and at prescribed locations. These observations are assumed to be linear combinations of the true perturbation field and a measurement uncertainty 1 Note that the Q that denotes the model error covariance hereafter is distinct from the Q that we used in section 2, which denotes the stochastic optimal matrix. 
where H is the observation matrix (of size N ob ϫ N) and e i is the error in the observations at time t i , which will be assumed to be white in time with known spatial covariance, R. These observations are entrained serially with the forecast to produce the analysis
in which K is referred to as the gain matrix (of size N ϫ N ob , a (t iϩ1 ) is the analyzed state at time t iϩ1 , and f (t iϩ1 ) the forecast state at time t iϩ1 . The forecast is obtained by advancing the previous analyzed state a (t i ) using the system propagator (12); that is,
The gain K interpolates between the observations, , and the forecast, f (t i ). A plausible choice, if the o y i observations are good, is to trust the observations over the forecast and simply correct the analysis to the observations. This is called direct substitution (Daley 1991) . While direct substitution creates imbalance in primitive equation models, it provides a useful example in the balanced quasigeostrophic model used here. Alternatively, a variational problem can be formulated to find the gain that minimizes the expected error between the analysis, a , and the true state, , which determines an optimal K called the Kalman gain (Kalman 1960; Ghil and Malanotte-Rizzoli 1991; Wunch 1996) . The optimality of K is predicated on knowledge of the statistical structure of the forecast error and of the observation error. The forecast and analysis error structure are characterized, respectively, by the error covariance matrices
If the observation error covariance, R, predicts a large error in a structure compared to the forecast error in that structure, HP f (t iϩ1 )H T , the analysis tends to adopt the forecast for that structure, ignoring the observations; and if the observation error is expected to be small compared to the forecast error in a structure, the analysis tends to adopt the observations while ignoring the forecast.
The extent to which the forecast is adopted depends on the analysis error covariance matrix, which is first advanced in time according to the dynamics given by Eq. (11) to produce the forecast error covariance,
and then corrected by the observation statistics to produce the analysis error covariance:
b. The reduced-order Kalman filter
One problem with implementing the Kalman filter for state identification for use in forecast is that the matrix manipulations involved are prohibitively expensive computationally. This is principally because the error covariance matrix corresponding to an atmospheric state with N ϭ O(10 7 ) degrees of freedom has dimension N 2 ϭ O(10 14 ). In the previous section we showed how to reduce the order of an autonomous linear system by obtaining an accurate balanced truncation of the time-independent operator A. Consider now a time-dependent operator of the form A(t) ϭ A 0 ϩ A 1 (t), and assume that the mean operator A 0 is dominant. In previous work we showed that perturbation growth in time-dependent nonnormal systems occurs primarily in the nonnormal subspace of the time mean operator (Farrell and Ioannou 1999) , a result verified by Reynolds and Errico (1999) and Gelaro et al. (2000, manuscript submitted to J. Atmos. Sci., hereafter GRE) . In the following we take advantage of this result to obtain an approximate reduced-order model of a time-dependent system by reducing the order of the time-dependent operator using the balancing transformation derived for the mean operator. This procedure is found to produce an accurate model order reduction for example nonautonomous stationary systems at far less computational cost than incurred by balancing at each time as in van Dooren (2000) . In the following the error covariance matrix and the Kalman gain are obtained using this reduced model and transformed back to the full space for use in updating the state estimate.
Let the dimension of the full system perturbation vector, , be N, and of the reduced system, k , be k with k Ͻ N. The variables in the reduced system, k , are related to the variables in the full system, , by the transformation k ϭ Y † . The evolution equation in the k coordinates is (7). In this approximation the biorthogonal bases Y and X remain the balancing transformation of the mean operator A 0 instead of being recalculated at each step.
In the reduced-order system variables the observation matrix is H k ϭ H X, so that the error covariance matrix in the reduced-order system, P k (t i ) ϭ YP (t i )Y † , is evolved according to the reduced-order dynamics (10):
where Q k is the model error covariance projected on the reduced-order space, that is, Q k ϭ YQY † , and M k is the reduced-order propagator. The reduced-order covariance matrix is corrected by the observation statistics:
in which the reduced-order Kalman gain is
where R k ϭ YRY † . The Kalman gain that will be used in the full system in order to entrain the observations as in (14) is obtained from the reduced-order system gain:
with the superscript indicating that the Kalman gain is obtained from the reduced-order system.
Constructing a reduced-order Kalman filter for a model storm track error system a. Formulating the storm track error model
Consider an idealized model of the midlatitude storm track consisting of a Boussinesq atmosphere with constant stratification and constant shear in thermal wind balance on a ␤-plane channel with periodic boundary conditions in the zonal, x, direction; solid walls located at two latitudes in the meridional, y, direction; and a solid lid at height z ϭ H, simulating the tropopause. The observed zonal localization of a midlatitude storm track is simulated in the model by terminating the channel with a linear damping modeling the storm track exit region. The stability properties of such a storm track model are discussed in FI96.
Zonal and meridional lengths are nondimensionalized by L ϭ 1200 km, vertical scales by H ϭ fL/N ϭ 10 km, velocity by U 0 ϭ 50 m s Ϫ1 , and time by T ϭ L/ U 0 , so that a time unit is approximately 6.7 h. The Brunt-Väisälä frequency is N ϭ 10 Ϫ2 s Ϫ1 , and the Coriolis parameter is f ϭ 10 Ϫ4 s Ϫ1 . The corresponding nondimensional value of the planetary vorticity gradient is ␤ ϭ 0.46.
The nondimensional linearized equation that governs evolution of streamfunction perturbations is 2 2
in which the perturbation is assumed to be in the form (x, z, t) e ily , where l is the meridional wavenumber; ٌ 2 is the perturbation potential vorticity, with ٌ 2 ϵ ‫ץ‬ 2 /‫ץ‬x 2 ϩ ‫ץ‬ 2 /‫ץ‬z 2 Ϫ l 2 ; and D ϵ ‫.‪x‬ץ/ץ‬ The perturbation potential vorticity damping rate r(x) is taken to vary smoothly in the zonal direction with form
[ ] 2 ␦ ␦ in which parameters controlling the maximum damping rate and the width of the damping region have been chosen to be ϭ 5 and ␦ ϭ 1.5, respectively. The mean VOLUME 58
The zonal extent of the reentrant channel is 0 Ͻ x Ͻ 4; latitudinal walls are located at y ϭ 0 and y ϭ 1; and the ground and tropopause boundaries are located at z ϭ 0 and z ϭ 1, respectively. In the following we consider perturbations with l ϭ 1.
Conservation of potential temperature at the ground and tropopause provides the boundary conditions:
where UЈ(0) and UЈ(1) denote the velocity shear at z ϭ 0 and z ϭ 1, respectively. The coefficient of Ekman damping ⌫ g ϵ (N/U 0 )(/2 f ) 1/2 is given the value ⌫ g ϭ 0.0632 corresponding to a vertical eddy momentum diffusion coefficient ϭ 20 m 2 s Ϫ1 in the boundary layer. The waves evolve with nearly zero damping in the middle third of the channel (a length of 2L ഠ 7500 km), which models the core of the storm track. Because in this model absolute instabilities do not exist with everywhere westerly flow, the storm track is asymptotically stable for all meridional wavenumbers because all perturbations are eventually absorbed on entering the highly dissipative sponge (FI96).
Two scenarios are investigated. In the first a transiently growing disturbance excited near the western boundary of the storm track is modeled using the reduced-order system, the purpose being to illustrate the accuracy of the reduced-order model approximation of the autonomous dynamics. In the second, time dependence is added to produce a Lyapunov unstable model of a tangent linear forecast error system, the time mean operator remaining stable, with the purpose of evaluating the accuracy of the Kalman filter obtained by the reduced-order model in an unstable time-dependent system. Such an unstable time-dependent system provides an even more stringent test of the state estimator than does the time-independent stable and unstable model error systems studied by Todling and Ghil (1994) , Ghil and Todling (1996) , and Cohn and Todling (1996) .
The perturbation dynamics of the time mean storm track are governed by
in which the Helmholtz operator, ٌ 2 , has been made invertible by incorporating the boundary conditions. 2 2 For waves with a constant meridional wavenumber l, the operator ٌ 2 is invertible even for homogeneous boundary conditions.
In the time-dependent storm track the perturbation dynamics described by the time-dependent operator A(t), which is the sum of the operator, A 0 , arising from linearizing about the time mean zonal flow, is given by (29), and the time-dependent deviation operator,
obtained from the linearization of the simple storm track model about zonal velocity fluctuations, u(z, t). We consider a fluctuating zonal wind of form
where f i (t) is a red noise process with mean zero, standard deviation 0.5, and decorrelation time 1.5 days. This red noise process is generated by
with W a Wiener process. The standard deviation of f i is given by (2a) Ϫ1/2 and the decorrelation time is 1/a. The desired values are achieved for a ϭ 1/5, and ϭ (1/10) 1/2 . The profiles were chosen to give variance increasing with height, and also to lead to almost surely westerly winds. Typical realizations of the resulting mean flow are shown in Fig. 1 . It should be emphasized that the time-dependent operator A(t) is not to be regarded as an uncertain operator. The operator is certain and the time dependence of the operator is assumed to be deterministic. We use the stochastic system (32) only for convenience to generate a sample realization from a class of statistically similar realizations.
The dynamical operator is approximated spectrally in the zonal direction and with finite differences in the vertical. With 40 zonal harmonics and 10 levels in the vertical the resulting dynamical system has N ϭ 400 degrees of freedom.
b. Applying balanced truncation to the mean storm track error model
In order to obtain a balanced truncation of the storm track model governed by mean operator A 0 given in (29) we first obtain the covariance matrix, P, and the stochastic optimal matrix, Q, by solving Lyapunov equations (3) and (5), respectively. The eigenfunction of P associated with the largest eigenvalue is the first EOF of the perturbation field, and the eigenfunction of Q associated with the largest eigenvalue is the first SO of the perturbation field. The structure of the first EOF, which accounts for 23% of the streamfunction perturbation variance, is concentrated in the exit region of the storm track as can be seen in Fig. 2 (top-left panel) . By contrast, the first SO, which is responsible for generating 19.7% of the streamfunction perturbation variance, is concentrated at the entrance region of the storm track and is nearly orthogonal to the first EOF as can be also seen in Fig. 2 (bottom-left panel) . This near orthogonality between the EOF structures and SO structures remains even at order 30. Balanced truncation accomplishes an accurate representation of the dynamics by retaining both the structure of the dominant EOFs and of the SOs. It is clear from Fig. 2 that truncations based on projections on the leading EOFs will be very suboptimal as the leading EOFs span well only the exit region of the storm track, leaving the dynamically important entry region of the storm track, where perturbations start growing, virtually without support in the span of the retained basis.
Although the error in the frequency response of a balanced truncation [cf. Eq. (9)] is bounded above by twice the sum of the neglected Hankel singular values and below by the first neglected Hankel singular value, experience shows balanced truncation of fluid systems results in errors close to the lower bound. The Hankel singular values and the eigenvalues of P and the Q for the storm track model are shown in Fig. 3 . Note that the decrease with mode number of the eigenvalues of P and of the eigenvalues of Q is more rapid than that of the Hankel singular values. But this more rapid decrease with mode number of the eigenvalues of P and Q does not indicate the order required for an accurate approximation; this is instead determined by the first neglected Hankel singular value, which falls more slowly with mode number.
It is often assumed that a system can be well approximated by the Galerkin method based on projection onto a subspace of its leading EOFs; with the effectiveness of the truncation being judged from the VOLUME The maximum of this curve is the H ϱ error of the order-60 balanced truncation, which is seen here to be 28.5. The theoretical minimum error of an order-60 truncation, which equals the first neglected Hankel singular value h 61 ϭ 13.8, and the theoretical upper bound on the error, which equals the sum of the neglected singular values h i ϭ 1800, are also shown. The balanced truncation is seen 400 ⌺ iϭ61 to be nearly optimal. Similarly, H ϱ errors are shown for order-60 modal and the Galerkin method based on a 60 leading EOF projection. magnitude of the eigenvalues of the neglected EOFs. While this is valid for normal systems, we see here that for nonnormal systems the decrease with mode number of the eigenvalues of the covariance matrix is misleading and generally optimistic as an estimate of the order required for an accurate approximation.
J O U R N A L O F T H E A T M O S P H E R I C S C I E
A subset of the columns of X is retained in the balanced truncation. This nonorthogonal basis and its biorthogonal, the columns of Y, are constructed so as to capture the structures supporting the dynamics most efficiently, simultaneously accounting for the preferred responses (EOFs) and the preferred excitations (SOs) of the dynamics. The 1st and the 10th structures retained in the dynamics (the 1st and the 10th columns of X) and their biorthogonal structures (the 1st and 10th columns of Y) are shown in Fig. 4 . The storm track model and its reduced-order approximate have very different eigenvalue spectra (Fig. 5) . The eigenvalue spectrum of the reduced-order approximate is such that the frequency response of the approximate system is as close as possible to that of the original system, which is shown in Fig. 6 . This results both from a decrease in the stability of the reduced system compared to that of the full system and from the nonnormality of the reduced system.
The accuracy of the approximation is measured by the H ϱ norm of the error dynamical system A 0 Ϫ A 0 60 ϱ , which, as discussed in the previous section, lies between the lower bound given by the first neglected Hankel singular value, h 61 ϭ 13.8, and the upper bound: 2 h i 400 ⌺ iϭ61 ϭ 1.8 ϫ 10 3 . The largest singular value of the error system resolvent as a function of frequency is shown in Fig. 7 , where it can be seen that A 0 Ϫ A 0 60 ϱ ϭ 28.5, which shows that the balanced truncation error in this example is only approximately twice its lower bound. The error is nearly white for the span of frequencies that correspond to the frequencies of the system eigenmodes (5). For comparison, the error incurred in the order-60 Galerkin method based on projection of the dynamics onto the first 60 EOFs and the error incurred in an order-60 Galerkin projection onto the first 60 least damped modes, are also shown in Fig. 7 . It can be seen that the EOF projection performs appreciably worse than the bal- track model. Shown is the optimal growth for the full system with 400 degrees of freedom, the optimal growth produced by an order-60 approximate system obtained by balanced truncation of the full system, the optimal growth attained by the order 60-approximate system obtained by the Galerkin method based on projection on the first 60 EOF's, the first 60 SOs, and the first 60 least damped modes.
anced truncation, while the modal truncation at this order is useless.
The streamfunction variance maintained by spatially and temporally white forcing of unit spectral magnitude is given by
͵ 2 Ϫϱ where the streamfunction spectral density
is the square of the Frobenius norm 3 of the resolvent, R() (FI96). A plot of the Frobenius norm of the spectral density F() is shown in Fig. 8 for both the full system and the order-60 balance truncation. Note that while the response streamfunction variance is well approximated by the reduced system over the frequency range for which the variance is large (0.5
, the error variance exceeds the response variance itself at very small frequencies and at very high frequencies.
The optimal growth 4 as a function of optimizing time attained by the full system and by the following are all shown in Fig. 9 : the order-60 balanced truncation, the order-60 system obtained by the Galerkin method based on projection on the first 60 EOFs, the order-60 system 3 The Frobenius norm of a matrix is also equal to the rms of the singular values of the matrix. 4 The optimal growth at time, t, is defined as the maximum perturbation growth that can occur over time t. For an autonomous system, governed by A 0 , the optimal growth at t is given by the largest singular value of e or by e 2 . obtained by the Galerkin method based on projection on the first 60 SOs, and the order-60 system obtained by Galerkin projection on the first 60 least damped modes. Note that the balanced truncation performs very well, reproducing the optimal growth nearly perfectly up to t ϭ 5, corresponding to about 2 days. By comparison the EOF and SO truncations perform appreciably worse and the modal truncation gives even poorer results. The structure of the initial perturbation that leads to greatest square streamfunction growth at t ϭ 10 in the full system, together with the resulting structure, is shown in Fig. 10 ; for comparison these structures as obtained by the truncated system are also shown. The structures are well captured by the order-60 reduced system.
c. Constructing a reduced-order Kalman filter for a time-dependent storm track error model
We have shown how to obtain an accurate balanced truncation of a time-independent operator A. In previous work we showed that perturbation growth in time-dependent nonnormal systems occurs primarily in the nonnormal subspace of the time mean operator (Farrell and Ioannou 1999) . In the following we take advantage of this result to obtain an approximate reduced-order model of a time-dependent system by reducing the order of the time-dependent operator using the balancing transformation derived for the mean operator. This reduced system is used to advance the error covariance matrix that determines the Kalman gain.
Although the time mean system, A 0 , is asymptotically stable, inclusion of physically realistic time dependence of the zonal wind results in a nonautonomous system VOLUME 58 FIG. 10. (left) The streamfunction of the optimal perturbation leading to the greatest square streamfunction growth at t ϭ 10, and (right) the evolved optimal streamfunction, at the optimizing time t ϭ 10. (top) Streamfunction for the full system; (bottom) the corresponding streamfunction for the order-60 balanced truncation.
governed by the Lyapunov unstable composite operator, A 0 ϩ A 1 (t), which models the tangent linear forecast system (Farrell and Ioannou 1999; GRE) . We attempt to recover the state of this Lyapunov unstable system in order to test the accuracy of the reduced-order Kalman filter. Because the system A 0 ϩ A 1 (t) is sure the system (11) has Gaussian probability density function under the Gaussian stochastic forcing, , and the Kalman filter is provably optimal.
We assume for the example that the model error in the true system has error covariance Q ϭ q 2 I N , where I N is the N ϫ N identity, and q ϭ 0.075. Four observations of the true system are taken at longitudes x ϭ 4.7 and x ϭ 6.9 and at heights z ϭ 0.1 and z ϭ 0.78 at time intervals ϭ 0.1. The observations are noisy with variance r ϭ 2 ϫ 10 Ϫ3 , corresponding to a dimensional rms velocity error of 5 m s Ϫ1 . The observational errors are uncorrelated and the observation error covariance is therefore R ϭ rI 4 , where I 4 is the 4 ϫ 4 identity.
A Kalman gain is computed using (16)- (18) in order to estimate the true state using (14) and (15). The initial estimate of the true state is the zero state. The initial estimate of the covariance matrix, P (0), in (17) is not important if the model error is full rank. We assume that initially we do not possess any knowledge of the structure of the error covariance and take 
where C is a random matrix with normalized columns so that the variance of C is N, where N is the dimension of the full system. We consider the case ␣ ϭ 0.1. The reduced-order Kalman filter is obtained using an order-40 balanced truncation 6 of the time-dependent 6 In the previous section we used as an example of the method of balanced truncation a model storm track (with a time-independent mean zonal flow) retaining 60 degrees of freedom. However, we found that the Kalman filter can successfully identify the state of the system with balanced truncation at order 40.
equations with the balancing transformation derived for the time-independent mean operator, A 0 . The initial estimate of the true state is the zero state and the initial error covariance in the reduced space, P k (0), is the initial error covariance assumed for the full-order Kalman filter (35) projected onto the reduced space, that is,
First we compare the growth rate of a random initial perturbation in the true system with the growth rate obtained in the analyzed system using a full Kalman filter, and using an order-40 reduced-order Kalman filter. In Fig. 11 we plot the three growth rates, (t), obtained by three systems, all initialized with the same random initial perturbation 0 . The growth rate at time t is defined as
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t 0 where (t) is the streamfunction at time t. The growth rate curves plotted in Fig. 11 are indistinguishable and all three systems converge to the same Lyapunov exponent, . Convergence to the Lyapunov exponent of the true system by the analyzed system using a fullorder Kalman filter and by the analyzed system using an order-40 reduced-order Kalman filter demonstrates that the reduced-order Kalman filter can reproduce the growth of perturbations in the full-order time-dependent system. We investigate now the convergence in structure. The true system starts at t ϭ 0 with an optimal perturbation, opt , that gives optimal growth in streamfunction at t opt ϭ 10 when the system is advanced to t opt by the time mean operator A 0 ; that is, the initial state of the error system is the first right singular vector of e . For t A0 opt comparison we also include an estimation of the error state based on direct substitution of the true state at the observational sites. In the four panels of Fig. 12 are shown the true state (top panel), and the three initial state estimates. By t ϭ 5 both the Kalman filter based on integrating the full error covariance matrix and the order-40 reduced-order Kalman filter give a good estimate of the true state, while direct substitution is unable to give a good estimate. By t ϭ 15 the state has been almost perfectly estimated by both the Kalman filter and the reduced Kalman filter, as can be seen in Fig. 13 . The good estimation is preserved asymptotically as can be seen in Fig. 14 . The estimate by direct substitution on the other hand remains poor.
The estimation error, defined as the rms difference between the estimated state and the true state, normalized by the magnitude of the true state is shown as a function of time in Fig. 15 . Both the Kalman filters are seen to produce analyses that are very accurate, while direct substitution performs poorly.
Discussion and conclusions
Optimal utilization of observing resources requires that the structure of the time-dependent error be taken into account in identifying the state. The error covariance matrix contains the required information but the high dimension of the forecast system precludes directly obtaining it. In this work we described a method for obtaining an approximate error covariance and an approximate state identification using a Kalman filter based on balanced truncation of the tangent linear forecast error system.
As a first example balanced truncation was used to reduce an autonomous forecast error model of order 400 to order 60. The truncated model provides an accurate approximation to the dynamics as measured by the maximum error in the system frequency response. Both the optimal perturbation evolution and the dominant EOFs and SOs were also found to be well approximated. A Kalman filter for the full system obtained using a Kalman gain obtained from the reduced system with 40 degrees of freedom was found to be as effective in observing the state.
However, the error dynamics of an atmospheric forecast is controlled by the tangent linear system where the linearization has been performed about the time-dependent forecast trajectory. Because the forecast error system is time dependent it is important to extend the system approximation method to time-dependent systems. This was done by performing a second experiment on a time-dependent system in which the balanced truncation derived from the mean operator was applied to reduce the order of the full time-dependent operator to order 40 over the forecast period.
Comparison of the performance of a full Kalman filter and approximate filters obtained by balanced truncation on the order-400 storm track model reveals that truncation at order 40 is sufficient to provide accurate flowdependent covariances for the purpose of approximating the Kalman gain. 
Calculation of the Balancing Transformation
In balanced truncation the transformation of coordinates implied by the biorthogonal bases X and Y is such as to simultaneously diagonalize matrices P and Q, which have as their eigenfunction the EOFs and the SOs, respectively. We follow the method of constructing the biorthogonal basis X and Y given by van Dooren (2000) . Alternative methods of balancing and further details can be found in the seminal papers of Moore (1981) and Glover (1984) , in the textbook by Zhou and Doyle (1998) , or in FI01.
In the transformed coordinates the covariance matrix becomes P k ϭ Y † PY and the stochastic optimal matrix becomes Q k ϭ X † QX. The balancing transformations Y and X are found by decomposing the positive definite covariance matrix, P, and stochastic optimal matrix, Q, as follows:
