bound is given in the form of a solution to a partial differen- Let 0 be a random vector which is to be estimated from observations x. Denote the prior pdf of 0 by 7(0) and the con-
INTRODUCTION
ditional pdf of x given 0 by px I(x t0). Let 9 C Rk' be the set of values of 0 for which 7(0) > 0.
Consider the Bayesian problem of estimating a random vec- Our goal is to develop a bound on the MSE of an estimator tor 0 from observations x. It is well-known that the posterior 0. To this end, consider 0 as an estimator of a deterministic mean E{t0 x} is the technique minimizing the mean-squared parameter 0 from measurements distributed as pxI (x z0). As error (MSE). However, the complexity of computing the pos-such, the bias of 0 is defined by b (0) = E{ 0}-0, and the terior mean is often prohibitive, and various approaches have Fisher information matrix is been developed as alternatives. optimal MSE is itself infeasible in many cases. This has led We assume that J(0) is finite and positive definite for all 0 C to a large body of work seeking to find simple lower bounds 9. We further assume that the regularity condition for the minimum MSE in a given estimation problem [1] [2] [3] [4] [5] [6] [7] [8] .
a a Some of these are asymptotically tight, but in non-asymptotic t(x),pXo(x 0)dx F t(O)pxj0(x0)dx (2) cases there is usually a considerable gap between the bounds t 6
and the actual MSE obtained by the optimal estimator. holds for any function t(x) such that E{ t(x) 0} < oc.
The situation is different for estimation of a deterministic Roughly speaking, these regularity conditions require that the parameter 0. The simplest deterministic bound, the Cramer-measurements contain data about the unknown parameter, and
Rao bound (CRB), requires a priori specification of a bias that the support of PxIo does not depend on 0 [9] . function b(0) [9] . However, in many cases, any chosen bias Under these assumptions, the CRB states that b(0) yields a tight bound, in the sense that the CRB equals A the MSE of the optimal estimator having bias b(0).
The tightness of the deterministic CRB motivates its ap-F b 1
b~T i plication to problems in which 0 is random. Such an appli- We summarize this result in the following theorem. vector whose pdf conditioned on 0, is given by Px (x 0). Assume that the deterministic Fisher information matrix J(0) Theorem 2 can be solved numerically, e.g. using the Matis finite and positive definite for all 0, and that the regularity lab pde toolbox, thus obtaining a bound for any problem satcondition (2) {0}: 1011 < r} is a sphere centered on the origin, the deterministic CRB; hence, there are no requirements on 7 =( 0 ) is spherically symmetric, and J(0) = J( 1 0 )I, the prior distribution 7(0). In particular, 7(0) can be discon-where J(.) is a scalarfunction2. Then, (5) between the different bounds and the exact optimal MSE. To obtain this figure, the exact value of the optimal MSE was > 0.9 L \/ ,1 computed by numerical integration ofE{(O -E{0 X})2}. Apart from the reduction in computational complexity, the I. / simplicity of ( 1) Although often considered distinct settings, there are insightful connections between the Bayesian and determinisDespite the widespread use of finite-support prior distrisimationnproblems tO e screlan is teruseiof butions [2, 7] , the regularity conditions of many bounds are the deterministic CRB in a Bayesian problem. The combiviolated by such prior pdf functions. Indeed, the Bayesian nationtofmthisgenerallyntigtadeterministieboundewithbth CRB of Van Trees [1] , the Bobrovski-Zakai bound [6] , and well-defined Bayesian optimality criterion results in a tight the Bayesian Abel bound [8] Techniques from the Ziv-Zakai family are applicable to tighter than alternative approaches. constrained problems. These include the Ziv-Zakai bound itself [2] , the Bellini-Tartara bound [4] , and the ChazanZakai-Ziv bound [5] . Of these, the Bellini-Tartara bound is 6. APPENDIX: PROOFS OF THEOREMS 2 AND 3 known to be tightest. In the current setting, it is given by ProofofTheorem 2. Consider the more general problem of simple formula (11l) of the optimal bias bound is substantially is an outward-pointing normal at the boundary point 0} C F.
tighter. This is demonstrated in Fig. 1 , which plots the ratio We now seek conditions for which SZ[h] =0 for all h(0).
Consider first functions h(0) which equal zero on the bound-origin are also optimal. By convexity, the average ba of all ary F. In this case, the second integral vanishes, and we obtain such rotations, which is rotation invariant, is optimal as well. whose normal is the aforementioned perpendicular component. By Lemma 1, The reflection br of ba through this hySubstituting this result back into (16), and again using the fact perplane is also an optimal solution of (5) (4) is rotation and reflection invariant, i.e., its value does not change if b is rotated about the origin or reflected
