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Introduction
In this paper, we study the nonlinear equation We set R 0, ∞ and R −∞, ∞ and assume throughout that 0 < λ ≤ p ≤ q, a ∈ C 1 R , b ∈ C 0 R , a 1/p r ∈ C 1 R , a t > 0, and r t > 0. We will only consider solutions defined on their maximal interval of existence to the right.
Remark 1.1. The functions a, b, and r are smooth enough so that all nontrivial solutions of 1.1 defined on R are nontrivial in any neighborhood of ∞ see Theorem 13 i in 1 .
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Moreover, if either q p or b t ≥ 0 on R , then all nontrivial solutions of 1.1 are defined on R .
We can write 1.1 as the equivalent system We are interested in what is known as the nonlinear limit-point and nonlinear limitcircle properties of solutions as given in the following definition see the monograph 2 as well as the papers 3-14 .
Definition 1.2.
A solution y of 1.1 defined on R is said to be of the nonlinear limit-circle type if .1 will be said to be of the nonlinear limit-circle type if every solution y of 1.1 defined on R satisfies NLC and to be of the nonlinear limit-point type if there is at least one solution y for which NLP holds.
The properties defined above are nonlinear generalizations of the well-known linear limit-point/limit-circle properties introduced by Weyl 15 more than 100 years ago. For the history and a survey of what is known about the linear and nonlinear problems as well as their relationships to other properties of solutions such as boundedness, oscillation, and convergence to zero, we refer the reader to the monograph by Bartušek et al. 2 as well as the recent papers of Bartušek and Graef 4, 6, 9-11 .
Here, we are also interested in what we call the strong nonlinear limit-point and strong nonlinear limit-circle properties of solutions of 1.1 as given in the following definitions. These notions were first introduced in 7 and 8 , respectively, and further studied, for example, in 4, 6 . We define the function R : R → R by .1 is said to be of the strong nonlinear limit-point type if every nontrivial solution defined on R is of the strong nonlinear limit-point type and there is at least one nontrivial solution defined on R .
Definition 1.4.
A solution y of 1.1 defined on R is said to be of the strong nonlinear limitcircle type if
.1 is said to be of the strong nonlinear limit-circle type if every solution defined on R is of the strong nonlinear limit-circle type.
From the above definitions we see that for an equation to be of the nonlinear limitcircle type, every solution must satisfy NLC ; whereas for an equation to be of the nonlinear limit-point type, there needs to be only one solution satisfying NLP . For an equation to be of the strong nonlinear limit-point type, every solution defined on R must satisfy SNLP and there must be at least one such nontrivial solution.
If b t ≡ 0, 
1.10
Notice that α 1 − β, ω 2 − 1 1/β 2 , ω 2 ≥ ω 1 , and ω ≥ 1. We define the function g : R → R by
and in the reminder of this paper we will make use of the assumption that
If H holds, we define the constants
For any solution y : R → R of 1. 
Lemmas
In this section we present a number of lemmas that will facilitate proving our main results.
Lemma 2.1. For every nontrivial solution
Proof. Suppose, to the contrary, that 1.1 has a nontrivial solution y such that F t 0 0 for a number t 0 ∈ R . Then 1.13 implies y t 0 y t 0 0 and so 1.1 has the solution y defined by y t y t for t ∈ 0, t 0 , y t 0 for t ≥ t 0 .
2.1
But this contradicts Remark 1.1 and proves the lemma.
Lemma 2.2.
Let y be a solution of 1.1 . Then: 
2.4
Proof. Let y be a solution of 1. The following two lemmas give us sufficient conditions for the boundedness of F from above and from bellow by positive constants.
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Lemma 2.3. Let H hold and assume that
Then for any nontrivial solution y of 1.1 defined on R , the function F is bounded from bellow on R by a positive constant depending on y.
Proof. Suppose, to the contrary, that there is a nontrivial solution of 1.1 such that lim inf
By Lemma 2.1, F t > 0 on R . Let t ∈ R be such that
the existence of such a t follows from H and 2.6 . Then, for any t 0 ≥ t such that F t 0 ≤ 1, there exist τ and σ such that t 0 ≤ σ < τ and
on R . From this, 2.3 with τ σ and t τ , 2.4 , 2.9 , and the fact that F σ ≤ 1, we have
2.11
Hence, using 2.8 and the facts that ω 2 ≥ ω 1 ≥ 1, ω ≥ 1, and F σ ≤ 1, we obtain
This contradiction to F σ > 0 proves the lemma. Proof. Let y be a nontrivial solution of 1.1 . Then according to Remark 1.1 and Lemma 2.1, y is defined on R and F t > 0 on R . In view of H and 2.13 , we can choose t ∈ R such that
Suppose that F is not bounded, that is,
Then, for any t 0 ≥ t with F t 0 ≥ 1, there exist σ and τ such that t 0 ≤ σ < τ, 1/2 F τ F σ F t 0 , and
Since g is of bounded variation and lim t → ∞ g t 0, we see that
Setting τ σ and t τ in 2.2 -2.4 , we have 2.10 and
2.19
From this, 2.8 , 2.15 , and 2.18 , we obtain
2.20
where K 3α 1 2 ω 1 δ 2 ω 2 γ 1 . If λ p q, then ω 2 1 and 2.20 gives us a contradiction.
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Now let q > λ and 2.14 hold. Then ω 2 > 1 and 2.20 implies
2.21
Hence, 
2.24
From this and 2.22 ,
which contradicts 2.14 . Hence, F is bounded from above on R . Since F > 0 on R , the conclusion follows.
Lemma 2.5. Let H and 2.6 hold. Then there exists a solution y of 1.1 defined on R , a constant c 0 > 0, and t 0 ∈ R such that
2.26
Moreover, c 0 can be chosen arbitrary small.
Proof. Condition H implies that g is bounded, so we can choose M > 0, t 0 ∈ R , and c 0 such that
2.27
Consider a solution y of 1.1 such that F t 0 c 0 . First, we will show that 
2.30
Hence, c ω−1 0 ≥ 2 which contradicts the choice of c 0 , and so 2.28 holds. Now, Lemma 2.2 with t t, τ t 0 similarly implies
2.31
and the statement of the lemma is proved.
Lemma 2.6. Suppose that H and 2.6 hold and
∞ 0 R −β t dt ∞.
2.32
In addition, assume that either In view of 2.39 and 2.51 , y t y 2 t ≥ −M 1 , so lim t → ∞ r t 0. This contradicts the assumptions of the lemma and completes the proof.
LP/LC Problem for 1.1
In this section we present our main results for 1.1 and give some examples to illustrate them.
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Theorem 3.1. Let b ≥ 0 for large t and assume that H and 2.13 hold. In addition, if q > λ, assume that 2.14 also holds. Then 1.1 is of the strong nonlinear limit-circle type if and only if
Proof. Let y be a nontrivial solution of 1.1 . By Remark 1.1, y is defined on R . The hypotheses of Lemmas 2.3 and 2.4 are satisfied, so there are constants c and c 1 such that
on R . Hence, from this and 1.13 ,
3.3
The conclusion of the theorem then follows from 3.1 .
In case b t ≡ 0, the results in this paper reduce to previously known results by the present authors except that the necessary part of Theorem 3.1 is new. Proof. The hypotheses of Lemmas 2.5 and 2.6 are satisfied, so if y is a solution given by Lemma 2.5, then 2.36 holds, and the conclusion follows. Proof. Note that the hypotheses of Lemmas 2.3, 2.4, and 2.6 are satisfied. Let y be a nontrivial solution of 1.1 . Then Remark 1.1 implies y is defined on R , and by Lemmas 2.3 and 2.4, there are positive constants C 1 and C 2 such that
Thus, by Lemma 2.6, 2.36 holds, and if r does not tend to zero as t → ∞, then 2.37 holds. This proves the theorem. 
LP/LC Problem for 1.2
One of the main assumptions in Section 3 is 2.6 , which takes the form 
Proof. The conclusion follows from Theorem 2.11 in 5 applied to 4.2 and Lemma 4.1.
Our next result follows from Theorem 3.2 being applied to 4.2 and Lemma 4.1. Our final theorem is a strong nonlinear limit-point result for 1.2 . where > 0. If σ 1 > a > max{b 1, 1−σ 1}, then 4.21 is of the strong nonlinear limitcircle type by Theorem 3.1. On the other hand, if σ > 0 and b 1 < a < min{σ 1, 1−σ 1}, then 4.21 is of the strong nonlinear limit-point type by Theorem 3.3.
Our final example will illustrate several of our theorems as well allow us to compare our results to those in 17, 18 . Hence, the results in 17, 18 follow from ours, and our results are substantially better; note that we obtain necessary and sufficient condition for 4.23 to be of the nonlinear limitcircle type.
