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Abstract
This paper considers how many conjugacy classes of reflections a map
can have, under various transitivity conditions. It is shown that for vertex-
and for face-transitive maps there is no restriction on their number or size,
whereas edge-transitive maps can have at most four classes of reflections.
Examples are constructed, using topology, covering spaces and group the-
ory, to show that various distributions of reflections can be achieved. Con-
nections with real forms of algebraic curves are also discussed.
MSC classification: 05C10 (primary); 14H37, 14H57, 20B25, 30F10, 30F50
(secondary).
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1 Introduction
It is easily seen that if M is an orientably regular map then the number cr(M)
of conjugacy classes of reflections in its automorphism group AutM is bounded
above by 3, and that all values within this bound are attained (see Section 5.3).
The aim of this note is to consider what can be said about conjugacy classes of
reflections of maps if one relaxes the requirement of orientable regularity.
In the case of vertex-transitive orientable maps, the following result shows
that there are no group-theoretic restrictions on the conjugacy classes of reflec-
tions, apart from the obvious fact that they must form a union of conjugacy
classes of involutions in the non-trivial coset of a subgroup of index 2 in the full
automorphism group:
Theorem 1.1 Let G be a finite group with a subgroup G+ of index 2, and
let K1, . . . ,Kk be distinct conjugacy classes of involutions in G \G+ for some
k ≥ 1. Then there is a vertex-transitive mapM, on a compact orientable surface
without boundary, such that AutM ∼= G and the reflections of M correspond
to the elements of the conjugacy classes Ki.
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It then follows that there are no arithmetic restrictions on the number of
conjugacy classes of reflections, or on their sizes:
Corollary 1.2 If c1, . . . , ck are positive integers for some k ≥ 1, there is a
vertex-transitive map M, on a compact orientable surface without boundary,
such that the reflections of M form k conjugacy classes of sizes c1, . . . , ck.
Using map duality, one can replace the condition of vertex-transitivity in
Theorem 1.1 and Corollary 1.2 with face-transitivity. The situation is com-
pletely different for edge-transitive maps, as shown by the following result:
Theorem 1.3 If M is an edge-transitive map then AutM contains at most
four conjugacy classes of reflections; if it has four thenM is just-edge-transitive.
(An edge-transitive map is just-edge-transitive if it is neither vertex- nor
face-transitive, or equivalently, if it has automorphism type 3 in the Graver-
Watkins taxonomy of edge-transitive maps [10, Table 2].) This result applies to
all (connected) maps, including those which are non-compact, non-orientable,
or with boundary. We will give examples (which can be chosen to be compact
and without boundary) to show that any number k ≤ 4 of conjugacy classes
of reflections can be realised by some edge-transitive map. In particular, in
Theorem 5.1 we give an explicit construction of four infinite families of just-
edge-transitive maps with k = 1, 2, 3 or 4 (the only possible values for such
maps).
Algebraic geometry provides further motivation to study this topic. A com-
pact Riemann surface S is equivalent to a complex algebraic curve C, with the
conjugacy classes of antiholomorphic involutions of S corresponding to the real
forms of C, and the conjugacy classes of reflections (those with fixed points)
corresponding to the real forms with real points (see [3], for example). Bely˘ı’s
Theorem [1] shows that C is defined over an algebraic number field if and only
if the complex structure of S is obtained in a standard way from a map M (or
dessin d’enfant, in Grothendieck’s terminology [12]). In this case the automor-
phisms of M are automorphisms (holomorphic or antiholomorphic) of S, and
for many maps the converse is also true, so that the non-empty real forms of C
correspond to the conjugacy classes of reflections of M.
This paper is organised as follows. Section 2 contains a mainly topological
proof of Theorem 1.1, using Cayley graphs to construct the required vertex-
transitive maps as regular coverings of single-vertex maps. Section 3 summarises
a general approach to maps through permutation groups, used in Section 4
to study reflections. These ideas are applied in Section 5 to edge-transitive
maps, with a proof of Theorem 1.3 and the construction of several families
of explicit examples. Section 6 discusses possible extensions to hypermaps. In
Section 7 the results obtained here are compared with those obtained in the more
general context of compact Riemann surfaces of a given genus by Bujalance,
Gromadzki, Izquierdo, Natanzon and Singerman [4, 5, 11, 25], with the work of
Bujalance and Singerman [6] on symmetry types of Riemann surfaces, and that
of Melekog˘lu and Singerman [22, 23, 24] on patterns of reflections of regular
maps. Possible lines of future research are also discussed.
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2 Reflections of vertex-transitive maps
In this paper we will consider maps on surfaces which may be orientable or
non-orientable, with or without boundary, and compact or non-compact. They
will always be assumed to be connected, and the main emphasis will be on
compact orientable maps without boundary. By a reflection of a map we mean
an automorphism (necessarily of order 2) which fixes a point and acts as a
reflection on a disc-shaped neighbourhood of that point. In the case of an
orientable map, this implies that orientation is reversed, but the definition is also
valid for non-orientable maps: for instance, the reflections of the icosahedron
induce reflections of its antipodal quotient on the real projective plane.
We will say that a map M is vertex-, edge- or face-transitive if AutM acts
transitively on its vertices, edges or faces; these conditions are all satisfied if M
is regular, that is, if AutM acts transitively on its flags.
In order to prove Theorem 1.1 and Corollary 1.2, we first need the following:
Lemma 2.1 Let c1, . . . , ck be positive integers for some k ≥ 1. Then there is a
finite group G with a subgroup G+ of index 2 such that G\G+ contains a set of
k distinct conjugacy classes Ki (i = 1, . . . , k), each consisting of ci involutions.
Proof. Let G to be the direct product of k dihedral groups Gi of orders 2ci or
4ci as ci is odd or even; each Gi contains the required class Ki as a conjugacy
class of reflections, and one can take G+ to consist of the elements of G with
an even number of reflections among their coordinates. 
Note that in Lemma 2.1 we do not claim that the classes Ki contain all
the involutions in G \ G+. For instance, if k = 1 and c1 = 2 then K1 always
generates a dihedral subgroup of G contributing further involutions to G \G+.
Proof of Theorem 1.1. Let g1, . . . , gk be representatives of the classes Ki. If
they cannot be chosen to generate G, one can choose additional non-identity
elements gk+1, . . . , gl ∈ G+ so that 〈g1, . . . , gl〉 = G.
g ggi
gi
i ≤ k
g ggi
gi
gi
i > k
Figure 1: Edges of C corresponding to involutions gi
Now let C be the Cayley graph for G with respect to the generating set
X = {g1, . . . , gl}: this is a connected graph with vertex set G, and a directed
edge labelled gi from g to ggi for each g ∈ G and each gi ∈ X . The usual
convention for Cayley graphs is that if a generator gi is an involution one replaces
the directed edges from g to ggi and from ggi to g with a single undirected edge
between these vertices; we will follow this rule if i ≤ k, but not if i > k (see
Figure 1), so that as an undirected graph C has valencym := k+2(l−k) = 2l−k.
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For each h ∈ G the permutation g 7→ h−1g of the vertices extends to an
automorphism of C, preserving the directions and labelling of the edges. These
automorphisms form a group A ∼= G, acting regularly on the vertices of C. A
simple calculation shows that the only elements of G with fixed points on C
are those in the classes Ki: an element h = ggig
−1 ∈ Ki, with i ≤ k, reverses
the |CG(gi)|/2 = |G|/2ci edges between pairs of vertices g and ggi, and fixes
their midpoints. (If gi is an involution with i > k then h transposes the two
directed edges between g and ggi, so it has no fixed points.) The quotient graph
C′ = A\C therefore has a single vertex, incident with k free edges labelled
g1, . . . , gk and l − k loops labelled gk+1, . . . , gl.
We now form a map M on a compact orientable surface S which can be
regarded as a tubular neighbourhood of C, with an action of G on M imitating
its action on C; however, we need to ensure that the involutions gi (i ≤ k) act on
S as reflections rather than half-turns. Let T be an oriented surface formed from
the 2-sphere S2 by removing m open discs, leaving mutually disjoint boundary
components Bi (i = 1, . . . ,m), each homeomorphic to S
1. Intuitively, if i∗ is
defined to be i or i+ l− k as i ≤ k or i > k, one can think of T as surrounding
a typical vertex of C, with undirected edges labelled gi leaving though Bi for
i = 1, . . . , k, and pairs of directed edges labelled gi leaving through Bi and
entering through Bi∗ for i = k + 1, . . . , l. We construct a map T on T by
choosing a vertex v in the interior of T , drawing disjoint free edges ei joining
v to a point pi (not a vertex) in each Bi, and then drawing mutually disjoint
loops li in T from v to v, enclosing ei and Bi but not ej or Bj for any j 6= i (see
Figure 2). This map has m+ 1 faces: there are m 4-gons fi, each bounded by
ei (twice), li and Bi for some i = 1, . . . ,m, and there is one m-gon f , bounded
by l1, . . . , lm. (The closure of each face fi is homeomorphic to a rectangle with
opposite sides identified, that is, a cylinder.)
ei+1
li+1
ei−1
li−1
v ei
li
Bipi
fi
f
Figure 2: The map T on T
We construct M by joining |G| copies of the map T across their boundary
components. More precisely, we form a quotient S of T ×G by identifying each
(p, g) ∈ Bi × {g} with (p, ggi) ∈ Bi × {ggi} for i = 1, . . . , k, and identifying
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Bi × {g} with Bi∗ × {ggi} for i = k + 1, . . . , l by means of a homeomorphism
Bi → Bi∗ which sends pi to pi∗ and reverses the orientations of these two
boundary components induced from that of T . Thus the orientation of T is
reversed or preserved when passing between T ×{g} and T ×{ggi} for i ≤ k or
for i > k respectively; since the generators gi lie in G \ G+ or G+ as i ≤ k or
i > k, this means that the resulting surface S is orientable.
The map T induces isomorphic maps on each T ×{g} and hence, via these
identifications, it induces a map M on S. This has |G| vertices (v, g) where
g ∈ G. Each vertex (v, g) is incident with m loops (li, g) for i = 1, . . . ,m, with
m edges of the form (ei, g) ∪ (ei∗ , ggi) for i = 1, . . . ,m, and with l − k edges
(ei, gg
−1
i )∪ (ei∗ , g) for i = k+1, . . . , l. There are |G| m-gonal faces (f, g), where
g ∈ G, and |G|m/2 4-gonal faces (fi, g)∪(fi∗ , ggi) where g ∈ G and i = 1, . . . ,m;
the latter are bounded by (li, g), (li∗ , ggi) and (ei, g) ∪ (ei∗ , ggi) (twice).
Now let G act on T × G, with each h ∈ G sending (p, g) to (p, h−1g) for
each point p ∈ T and g ∈ G, so that G permutes the |G| copies T × {g} of
T regularly. This action is compatible with the identifications, and therefore
induces a faithful action of G as a vertex-transitive group of automorphisms of
M. By the construction, the only points in S fixed by a non-identity element of
G are those in the identified boundary components Bi×{g} = Bi∗×{ggi} = Bi×
{ggi} for g ∈ G and i = 1, . . . , k: these are fixed by the involution ggig−1 ∈ Ki,
acting as a reflection ofM. We have G ≤ AutM, and we can ensure that these
groups are equal by modifying T (and henceM) with the addition of additional
loops attached to v within the face f . This guarantees thatM has no reflections
other than those in the classes Ki. 
Proof of Corollary 1.2. This follows from Lemma 2.1 and Theorem 1.1. 
In the construction used in the proof of Theorem 1.1, M has |G| vertices,
3|G|m/2 edges, and |G|(1 +m/2) faces, so it has Euler characteristic
|G|
(
1− 3m
2
+ 1 +
m
2
)
= |G|(2−m).
Example 2.1 Let G = Sn and k = 1, with K1 the class of transpositions (one
of ⌊(n + 2)/4⌋ conjugacy classes of odd involutions). We can take g1 = (1, 2)
as a representative of K1, adjoining g2 = (1, 2, . . . , n) or (1, 2)(1, 2, . . . , n) =
(1, 3, 4, . . . , n) as n is odd or even to form a generating set for G. Thus l = 2
and m = 3, so the resulting map M has characteristic −n! and genus 1 + 12n!.
If n = 4, for instance, then C is the 1-skeleton of a truncated cube. Each
of the six transpositions h ∈ K1 acts on C as a half-turn of the cube, fixing the
midpoints of two antipodal edges. This illustrates why, in the construction ofM,
we needed to be careful about the identifications of the boundary components. If
we had simply formed S hy using a tubular neighbourhood of C in R3, then each
h would act as a half-turn on S, fixing four points. Instead, by our identifications
of the boundary components Bi × {g} for i ≤ k, equivalent to cutting the
corresponding tubes and rejoining them with reverse orientation, we ensured
than h acts as a reflection of S, fixing the whole of Bi × {g} rather than just
two of its points.
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3 Algebraic map theory
In order to make further progress in the area, and in particular to consider
possible generalisations of Theorem 1.1 and Corollary 1.2, we need an alternative
approach to maps, based on group theory. In this section we will briefly outline
the algebraic theory of maps developed in more detail elsewhere [6, 16].
Maps on surfaces S (possibly non-orientable and possibly with boundary)
correspond to permutation representations of the group
Γ = 〈R0, R1, R2 | R2i = (R0R2)2 = 1〉,
the free product of a Klein four-group E = 〈R0, R2〉 and a cyclic group 〈R1〉 of
order 2. Given a mapM, let Φ denote the set consisting of its flags φ = (v, e, f),
where v, e and f denote a mutually incident vertex, edge and face of M. For
each such φ and each i = 0, 1, 2, there is at most one flag φ′ 6= φ sharing the
same j-dimensional components as φ for each j 6= i (there may be none if φ is a
boundary flag). Define ri to be the permutation of Φ which transposes each φ
with φ′ if the latter exists, and fixes φ if it does not (see Figure 3 for the former
case). Then
r2i = (r0r2)
2 = 1,
so there is a permutation representation
θ : Γ→ G := 〈r0, r1, r2〉 ≤ SymΦ
of Γ on Φ, given by Ri 7→ ri.
v
e
f
φ φr0
φr1
φr2 φr0r2
Figure 3: Generators ri acting on a flag φ = (v, e, f)
Conversely, given a permutation representation of Γ on any set Φ, one can
construct a map M by identifying the vertices, edges and faces of M with the
orbits of the dihedral subgroups 〈R1, R2〉 ∼= D∞, 〈R0, R2〉 ∼= D2 ∼= V4 and
〈R0, R1〉 ∼= D∞ on Φ, with incidence given by non-empty intersection.
The map M is connected if and only if Γ acts transitively on Φ (as we
will always assume), in which case the stabilisers in Γ of flags φ ∈ Φ form a
conjugacy class of subgroups M ≤ Γ, known as map subgroups. One can regard
Γ as the automorphism group of the universal map M∞ (see Figure 4), so that
M is isomorphic to the quotient M∞/M of M∞ by a map subgroup M ≤ Γ.
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−1
1
0
1
1
1
−2
3
−1
3
1
3
2
3
−4
5
−1
5
1
5
2
5
3
5
4
5
Q
H
R0R1
R2
Figure 4: The universal map M∞ with reflections Ri
The underlying surface of M∞ is the upper half plane H = {z ∈ C |
Im z > 0}, with vertices at the reduced rationals a/b with b odd, and an edge (a
hyperbolic geodesic in H) between vertices a/b and c/d if and only if ad− bc =
±1. Part of this map, with |Re z| ≤ 1 and 0 < b ≤ 5, is shown in Figure 4;
the pattern repeats with period 1. Then Γ is faithfully represented as AutM∞,
the principal congruence subgroup of level 2 in PGL2(Z), with its generators
Ri acting as the reflections
R0 : z 7→ 1− z, R1 : z 7→ −z, R2 : z 7→ z
2z − 1 .
The map M is compact if and only if Φ is finite, and it has non-empty
boundary if and only if some ri has fixed points in Φ. More generally, M
is orientable and without boundary if and only if M is contained in the even
subgroup Γ+ of Γ, consisting of the words of even length in the generators Ri.
The group G is known as the monodromy group MonM of M. The auto-
morphism group A = AutM of M is the centraliser of G in SymΦ, isomorphic
to N/M where N is the normaliser NΓ(M) of M in Γ. The map M is regular
if A acts transitively on Φ; this is equivalent to G being a regular permutation
group, that is, to M being normal in Γ, in which case
A ∼= G ∼= Γ/M.
The reflections R of M∞ are the conjugates of the generating reflections
Ri. The reflections r of M are its automorphisms induced by reflections R of
M∞ contained in N (see [3, Lemma 1.5.9] for the analogous result for Riemann
surfaces). If two reflections R,R′ ∈ N are conjugate in N then their images r, r′
are conjugate in AutM. It follows that the number cr(N) of conjugacy classes
of reflections in N is an upper bound for the number cr(M) of conjugacy classes
of reflections of M, and that cr(M) ≥ 1 if cr(N) ≥ 1.
The barycentric subdivision B(M) of a mapM is a triangulation of S, with
its faces corresponding to the flags of M. The dual map B(M)∗, which has its
vertices corresponding to the flags ofM, can be regarded as an embedding of a
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permutation graph for Γ on Φ, or equivalently a Schreier coset graph Σ forM in
Γ, with respect to the generators Ri of Γ: there is an undirected edge, labelled
i, between pairs of vertices (or cosets of M) if and only if they form a 2-cycle
of Ri (we can and will omit loops at vertices corresponding to fixed points).
Any spanning tree T for this graph Σ yields a Schreier transversal for M
in Γ: an arbitrary vertex is chosen as a base point, representing M , and then
the labels of successive edges in the unique shortest path in T to any other
vertex give a word in the generators Ri which serves as a representative for the
corresponding coset. The Reidemeister-Schreier algorithm [19, §II.4], [20, §2.3],
applied to this transversal, then gives a presentation forM . As a particular case
of the Kurosh Subgroup Theorem [19, §IV.1], [20, §4.3], we find that M is a
free product of subgroups conjugate in Γ to 〈R1〉 or to a non-identity subgroup
F of E = 〈R0, R2〉, and a free group. The finite factors in this decomposition
are representatives of the conjugacy classes of maximal finite subgroups of M ,
corresponding to flags on the boundary of M, fixed by R1 or by F ; the free
factor, isomorphic to the quotient of M by the normal subgroup generated by
its torsion elements, can be identified with the fundamental group of the surface
S0 formed by puncturing S at the vertices and face-centres ofM. Indeed, maps
can be regarded as orbifolds, so that M itself is the orbifold fundamental group
of M, regarded as a covering of the trivial map or orbifold M∞/Γ.
Example 3.1 Let M be the map on the closed unit disc D = {z ∈ C | |z| ≤ 1}
with two vertices at ±1 joined by an edge along R (see Figure 5). This is a
regular map with four flags, fixed by R1 and permuted regularly by E, so M is
the normal closure of R1 in Γ. By taking a Schreier transversal 1, R2, R0R2,
R0 for M in Γ we find that M has generators Si = R1, R
R2
1 , R
R0R2
1 and R
R0
1
for i = 1, . . . , 4, with defining relations S2i = 1, so M is the free product of
four copies of C2. The punctured surface D0, a closed disc minus four boundary
points, is simply connected, so the free part of the decomposition ofM is trivial.
−1 1
Figure 5: A map on the closed disc
In studying reflections r of a map M, it is useful to consider those flags
φ = (v, e, f) of M which have a component incident with the subset Fix(r) of
M fixed by r, that is, which have at least one component (in fact, always two)
invariant under r. This means that r sends φ to one of its images φri under the
standard generators Ri (i = 0, 1, 2) of Γ, so we will say that r acts with type
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i on φ; this corresponds to some conjugate of Ri in N := NΓ(M) inducing the
automorphism r ∈ AutM∼= N/M (see Figure 6).
type 0 type 1 type 2
Figure 6: Actions of types 0, 1, 2 on flags
Of course, r may have actions of different types on different flags: for
instance, if r has an action of type 2 on φ, fixing v and e, and v has odd valency
n, then r has an action of type 1 on the flag φ(r1r2)
(n−1)/2 incident with v.
There is a similar pairing of actions of types 0 and 1 arising from faces of odd
valencies. Even if all valencies are even, so that the type is constant along each
connected component of Fix(r), it is possible for different components to yield
actions of different types: for instance, if b is odd then the torus map {4, 4}b,0
has reflections r (in axes parallel to edges) with two components of fixed points,
each yielding actions entirely of type 0 or of type 2 as it passes through face-
centres or along edges. (The map {4, 4}b,c, for integers b, c ≥ 0, is the quotient
of the unit square tessellation of C by the translation group corresponding to the
ideal (b+ci) in the ring Z[i] of Gaussian integers; see [8, §8.3] for its properties.)
For brevity we will simply write that a reflection r has type i if it has an action
of type i on some flag, noting that a reflection may have more than one type.
4 Conjugacy classes of reflections of maps
If H is a group of automorphisms of a map M, we will denote the number of
conjugacy classes of reflections of M in H by cr(H), and the number of classes
of reflections of type i = 0, 1 or 2 by cri(H). If H ≤ Γ it will be assumed (unless
stated otherwise) that M = M∞. We will also use the notations cr(M) and
cri(M) in cases where H = AutM for some map M.
If M is the map corresponding a a subgroup M ≤ Γ, than any reflection r
of M is induced by a reflection R ∈ N := NΓ(M). This must be a conjugate
RCi , where C ∈ Γ, of one of the standard generators Ri (i = 0, 1, 2) of Γ. We
now consider how such reflections are divided into conjugacy classes in N .
Proposition 4.1 Let N be any subgroup of Γ. Then:
1. cr0(N) is the number of cycles of R2 on those cosets of N in Γ fixed by
R0; each conjugacy class of type 0 reflections in N consists of the elements
CR0C
−1 where C lies in a particular coset of N fixed by R0 and R2, or
in a particular pair of cosets fixed by R0 and transposed by R2.
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2. cr1(N) is the number of cosets of N in Γ fixed by R1; each conjugacy class
of type 1 reflections in N consists of the elements CR1C
−1 where C lies
in a particular coset fixed by R1.
3. cr2(N) is the number of cycles of R0 on those cosets of N in Γ fixed by
R2; each conjugacy class of type 2 reflections in N consists of the elements
CR2C
−1 where C lies in a particular coset of N fixed by R0 and R2, or
in a particular pair of cosets fixed by R2 and transposed by R0.
(Note that the cosets of N in Γ are in bijective correspondence with the
flags of the map N = M/AutM with map subgroup N , permuted by the
generators Ri of Γ in the standard way, so the numbers cri(N) can be found by
considering how vertices, edges and flags of N meet the boundary of N .)
Proof. One can write Γ as a disjoint union of cosets NCj of N , where j ranges
over some index set J (= {1, . . . , n} if |Γ : N | = n is finite), with N represented
by C1 = 1. The action of Γ on the cosets of N can then be identified with its
action on J , so that N is the subgroup of Γ fixing 1.
Any reflection R ∈ Γ must be have the form RCi for some i = 0, 1 or 2
and C ∈ Γ. Then R ∈ N if and only if R fixes 1 ∈ J , or equivalently Ri fixes
the image j ∈ J of 1 under C−1. The set of all elements sending 1 to j is the
coset NCj , so C
−1 ∈ NCj and thus R is conjugate in N to CjRiC−1j . Thus
the conjugacy classes in N of reflections of type i are represented by elements
CjRiC
−1
j , where Ri fixes j ∈ J .
Since Ri is not conjugate in Γ to Ri′ for i 6= i′, it follows that CjRiC−1j
cannot be conjugate in N to CkRi′C
−1
k unless i = i
′ and Ri fixes both j and
k. Such a conjugacy is equivalent to some element of C−1k NCj centralising Ri,
that is, to some element of the centraliser CΓ(Ri) of Ri in Γ sending k to j.
Suppose first that i = 1. The normal form theorem for free productsm
(see [19, §IV.1] or [20, §4.1]) implies that CΓ(R1) = 〈R1〉, and since we are
assuming that R1 fixes j and k we have j = k. Thus the conjugacy classes of
reflections of type 1 in N are in bijective correspondence with the fixed points
of R1 on J , and hence on the cosets of N .
Now suppose that i = 0. In this case CΓ(R0) = 〈R0, R2〉, with R0 fixing
j and k, so either j = k or R2 (and R0R2) transpose j and k. Thus the
conjugacy classes of reflections of type 0 in N are in bijective correspondence
with the cycles of R2 on the fixed points of R0. By applying the automorphism
of Γ transposing R0 and R2, or equivalently by map duality, we obtain the
corresponding result for reflections of type 2. 
Corollary 4.2 Let M be a map with map subgroup M ≤ Γ, and let N =
NΓ(M). Then
1. cr0(M) is less than or equal to the number of cycles of R2 on the fixed
points of R0 on the cosets of N in Γ;
2. cr1(M) is less than or equal to the number of fixed points of R1 on the
cosets of N in Γ;
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3. cr2(M) is less than or equal to the number of cycles of R0 on the fixed
points of R2 on the cosets of N in Γ.
Proof. The reflections of type i in AutM ∼= N/M are the images of those in
N , and conjugate reflections in N have conjugate images, so
cri(M) ≤ cri(N). (1)
This inequality, together with Proposition 4.1, gives the required upper bound
on cri(M). 
The inequality in (1) may be strict in some cases, since nonconjugate reflec-
tions in N could have conjugate images in AutM. Nevertheless, each reflection
of type i in N induces a reflection of the same type in AutM, so we have
Lemma 4.3 Let M and N be as above. If cri(N) ≥ 1 then cri(M) ≥ 1.
Similarly, although
cr(N) =
2∑
i=0
cri(N), (2)
the inequality
cr(M) ≤
2∑
i=0
cri(M) (3)
could be strict, since a reflection of M could have more than one type whereas
each reflection in N has a unique type.
Example 4.1 If M is regular then N = Γ, so cri(M) = cri(Γ) = 1 for each i
and hence cr(M) ≤ 3. On the other hand, if M is orientably regular but not
regular then N = Γ+, so cri(M) = cri(Γ+) = 0 for each i and hence cr(M) = 0.
Note that if cr1(N) is odd then |Γ : N | is odd, so R0 and R2 both have fixed
points, and hence cri(N) ≥ 1 for i = 0, 2. In fact, this is the only restriction on
the values of the integers cri(N):
Theorem 4.4 Given any integers c0, c1, c2 ≥ 0, with c0, c2 ≥ 1 if c1 is odd,
there is a subgroup N of finite index in Γ with cri(N) = ci for i = 0, 1 and 2.
Proof. We will take N to be the stabiliser of a point in a suitable permutation
representation θ : Γ → Sn of Γ. We will construct θ by first specifying the
action of E = 〈R0, R2〉, and then that of R1.
Any orbit of E has length l = 1, 2 or 4, and will accordingly be denoted by
Ωl. If l = 1 or 4 then there is, up to isomorphism, a unique action of E on Ωl;
we will denote an orbit of length l = 2 by Ω2,0, Ω2,2 or Ω2,− as the kernel of the
action of E is generated by R0, R2 or R0R2 respectively. Any orbit Ω1 provides
a single fixed point for each of R0 and R2, giving two reflections conjugate to
R0 and R2, while any orbit Ω2,i (i = 0, 2) provides a 2-cycle for R2−i on the
fixed points of Ri, and hence a reflection conjugate to Ri; other orbits of E
11
Σ1
2
Σ2,0
0
Σ2,2
0,2
Σ2,−
0
0
2 2
Σ4
Figure 7: Permutation graphs for orbits of E = 〈R0, R1〉
provide no fixed points for these two generators, and hence no reflections. Let
Σ1, Σ2,i, Σ2,− and Σ4 denote the permutation graphs for these orbits of E with
respect to the generators R0, R2, with their 2-cycles represented as undirected
edges labelled 0, 2 or both, but omitting loops for fixed points (see Figure 7).
We will construct a permutation graph Σ for Γ as a union of such subgraphs,
connected by edges labelled 1 representing 2-cycles of R1.
First suppose that c1 is even. Take c0 copies of Σ2,0, together with c1/2
copies of Σ4, and c2 copies of Σ2,2. Now arrange these subgraphs in any cyclic
order, and join each neighbouring pair with a single undirected edge labelled 1;
in the case of subgraphs Σ4 we may attach these edges to any pair of vertices,
leaving the other two as fixed points of R1. The resulting ‘necklace’ graph
Σ is connected, so it is the permutation graph for a transitive representation
θ : Γ→ Sn of Γ where n = 2(c0+c1+c2), or equivalently the Schreier coset graph
for a point stabiliser N , a subgroup of index n in Γ. For i = 0, 2 the ci subgraphs
Σ2,i provide ci cycles of R2−i on the fixed points of Ri, and the c1/2 subgraphs
Σ4 provide c1 fixed points of R1, two from each subgraph. The generators Ri
have no other fixed points, so Proposition 4.1 implies that cri(N) = ci for each
i = 0, 1, 2.
If c1 is odd, then c0, c2 ≥ 1 by our hypothesis. In this case take c0 − 1,
(c1 + 1)/2 and c2 − 1 subgraphs Σ2,0, Σ4 and Σ2,2, then use edges labelled 1 to
join these in any cyclic order as above, and finally to join a single copy of Σ1
to a vertex in one of the subgraphs Σ4 not yet incident with such an edge. As
before the resulting graph Σ defines a transitive permutation representation of
Γ, this time of degree n = 2(c0 + c1 + c2) − 1, such that a point stabiliser N
satisfies cri(N) = ci for each i. 
Remark Note, for future use, that in either part of this proof we could also
have included in the necklace any number of subgraphs Σ2,−, and any number
of subgraphs Σ4 each containing a single edge labelled 1, since these contribute
no further fixed points of any Ri.
In order to prove an analogous result for maps, we need the following con-
cept. A group H is conjugacy separable if, whenever two elements are not con-
jugate in H , there is some finite quotient of H in which their images are also not
conjugate. This property extends to all finite sets of mutually non-conjugate
elements. Finite groups and finitely generated abelian groups are conjugacy
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separable, as are free products of conjugacy separable groups [26, 29]. This
immediately implies that Γ and its subgroups N are conjugacy separable, so N
has finite quotients N/M such that distinct conjugacy classes of reflections in
N have distinct images in N/M . Here NΓ(M) ≥ N , but in order to apply this
to maps we need to ensure that NΓ(M) = N ; for this we need more explicit
constructions of N and M .
Corollary 4.5 Given any integers c0, c1, c2 ≥ 0, with c0, c2 ≥ 1 if c1 is odd,
there is a finite map M with cri(M) = ci for i = 0, 1 and 2, and cr(M) =
c0 + c1 + c2.
Proof. Let N be the subgroup of finite index n in Γ constructed in the proof
of Theorem 4.4, with cri(N) = ci for each i, so that cr(N) = c0 + c1 + c2. As
noted earlier, since Γ = E ∗ 〈R1〉 the Kurosh Subgroup Theorem implies that N
is a free product of a free group and subgroups which are conjugate to 〈R1〉 or
to subgroups F ≤ E, corresponding to the flags of N with these finite groups
as stabilisers. Such flags are as described in the proof of Theorem 4.4.
Let M = N ′N2, the group generated by the commutators and squares of
the elements of N . This is normal subgroup of finite index in N , and N/M is an
elementary abelian 2-group. Non-conjugate reflections in N will have distinct
(and thus non-conjugate) involutions as their images in N/M . By construction,
N ≤ NΓ(M), and if we can prove equality here then the map M corresponding
to M will have the required properties.
First suppose that c1 is odd, so that c0, c2 ≥ 1 and the index n = |Γ : N |
is odd. We can modify the construction of the permutation representation
θ : Γ→ Sn in the proof of Theorem 4.4 by including sufficiently many copies of
the subgraph Σ2,− in the necklace, so that the degree n is a prime p. This does
not change the values of cri(N) or cr(N), and it ensures that θ is a primitive
representation. The point stabiliser N is therefore a maximal subgroup of Γ, so
NΓ(M) is either N or Γ. In the latter case, as a normal subgroup of Γ contained
in N , M must be contained in the core K = ker θ of N in Γ. It follows that
N/K is also an elementary abelian 2-group. Now N/K is isomorphic to the
stabiliser G0 of a point in the permutation group G = MonN ∼= Γ/K of degree
n = p induced by Γ. Since G has order divisible by only two primes (2 and
p), Burnside’s paqb theorem (see [7] or [13, Hauptsatz V.7.3]) implies that it is
solvable. As a solvable group of prime degree p, G is isomorphic to a subgroup
of AGL1(p) by a theorem of Galois (see [13, Satz II.3.6]), so G0 is cyclic. This
is impossible, since the Klein four-group E acts faithfully and fixes a point (the
single vertex in the subgraph Σ1 of Σ). Thus NΓ(M) = N , so the map M
corresponding to M has its conjugacy classes of reflections corresponding to
those in N , as required.
Now suppose that c1 is even, so the index n = |Γ : N | is also even. Let
Σ∗4 denote a copy of Σ4 with an extra edge labelled 1 joining two non-adjacent
vertices. As before, we can modify the construction of θ by adding copies of
Σ2,−, and now also of Σ
∗
4, to the necklace, this time ensuring that n = 2p for
some odd prime p. Again, let M = N ′N2. If NΓ(M) = N we are done, so we
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may assume that NΓ(M) > N . If θ is primitive then as before we find that
Γ induces a solvable subgroup of Sn, whereas primitive solvable groups have
prime power degree. We may therefore assume that θ is imprimitive, so there
are either p blocks of size 2, or 2 of size p, corresponding to a subgroup L of
Γ containing N with index |L : N | = 2 or p. In the first case, N is normal
in L, so L induces an automorphisms of order 2 on the map N corresponding
to N , and hence on the labelled graph Σ; however, we can arrange the cyclic
order of subgraphs around the necklace so that no such automorphism exists.
In the second case, L has index 2 in Γ, and contains all elements of Γ with fixed
points under θ. Including subgraphs Σ2,− and Σ
∗
4 in the necklace ensures that
R0R2 ∈ L and R1R0R2 ∈ L, so R1 ∈ L. Since R0, R1 and R2 generate Γ, this
implies that R0, R2 6∈ L, so c0 = c2 = 0. Thus the subgraphs in the necklace
all have the form Σ2,−, Σ
∗
4 or Σ4. There are c1/2 of the latter, so if there are
a and b of the former, then n = 2a + 4b + 2c1, giving a + 2b + c1 = p, so a is
odd. However, there is a closed walk around the necklace corresponding to a
word w(R0, R1, R2) ∈ N in which a+ b+ c1/2 instances of R1 alternate with a
total of a instances of R0 and b+ c1/2 of R0R2. Since R1, R0R2 ∈ L this gives
Ra0 ∈ L and hence R0 ∈ L, a contradiction. 
Note that, unlike the situation with cri(N), if cr1(M) is odd for some map
M it does not follow that cri(M) ≥ 1 for i = 0, 2: the point is that cr1(N) could
be greater than cr1(M), and in particular could be even, allowing cri(N) = 0
and hence cr(M) = 0 for i = 0 or 2. We will construct examples in Section 5.6.
5 Reflections of edge-transitive maps
In contrast with the earlier results for vertex- and face-transitive maps, where
there can be any number of conjugacy classes of reflections, the situation for
edge-transitive maps is quite different. The main aim of this section is to prove
Theorem 1.3, giving the upper bound cr(M) ≤ 4 for such maps and describing
those maps attaining it.
5.1 Types of reflections of edge-transitive maps
At first glance it might appears that an edge-transitive map M could have as
many as six conjugacy classes of reflections, acting on the flags at a particular
edge e as follows:
a) one each of type 0 or 2, reversing or fixing e, and
b) four of type 1, transposing e with one of the four edges sharing a common
vertex and face with e.
However, as noted earlier, a reflection may have actions of different types on
different flags: for instance, if M has a vertex or face of odd valency then
by edge-transitivity one of these is incident with e, so any reflection of type
2 or 0 respectively at e will have an action of type 1 at some other edge; by
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edge-transitivity, this implies that r is conjugate to a reflection of type 1 at e,
thus reducing the number of conjugacy classes. Even if this problem is avoided,
for instance by considering maps with only even valencies, there is a further
problem, this time unavoidable: if e admits a reflection of type 0 or 2 then
this will conjugate any reflection of type 1 at e to another of type 1, again
reducing the number of classes of reflections. In fact, by using this argument it
is easy to see that cr(M) ≤ 4, and that this bound is attained if and only if, for
some (and hence every) edge e, all four reflections of type 1 are automorphisms
of M, and no two of them are conjugate to each other. This last condition
implies that M has no reflections of type 0 or 2 as automorphisms, so that M
has automorphism type 3 in the taxonomy of edge-transitive maps described
by Graver and Watkins [10, Table 2]. It also implies that all vertex- and face-
valencies are divisible by 4.
5.2 Taxonomy of edge-transitive maps
A map M with map subgroup M ≤ Γ is edge-transitive if and only if Γ = NE,
where N := NΓ(M) and E := 〈R0, R2〉 ∼= V4 is the stabiliser in Γ of an edge.
This is equivalent to E acting transitively on the cosets of N , so the index
n := |Γ : N | of N in Γ divides |E| = 4, giving n = 1, 2 or 4.
It is a simple matter to find all such subgroups N of Γ: they are the
stabilisers of points in those permutation representations Γ→ Sn of Γ such that
E acts transitively. These representations can be determined by considering the
possible images of the generators Ri of Γ in Sn. Case-by-case analysis shows
that there are the following 1 + 6 + 7 = 14 conjugacy classes of such subgroups
N , listed below with the automorphism types of the corresponding maps M
as assigned by Graver and Watkins in [10, Table 2]; the presence or absence of
the symbols V, F, P indicates whether or not AutM is transitive on vertices,
faces or Petrie polygons (closed zig-zag paths, turning right and left at alternate
vertices [8, §5.2, §8.6]). In each case one can use Proposition 4.1 to determine
cri(N) for each i = 0, 1, 2, and hence to obtain information about the possible
values of cri(M) for maps M with NΓ(M) = N .
• Type 1 (V, F, P ). If n = 1 thenN = Γ, corresponding toM being regular,
with cri(N) = 1 for i = 0, 1, 2. It follows that cri(M) = 1 for each i, so
1 ≤ cr(M) ≤ 3; the reflections of M are induced by the conjugates of
R0, R1 and R2 in Γ.
If n = 2 there are six possible subgroups N , each of them normal in Γ,
namely the seven subgroups of index 2 except Γ′E. The different cases are
distinguished by which generators Ri are in N , as follows:
• Type 2Pex (V, F, P ). No Ri ∈ N , that is, N = Γ+ = 〈R0R1, R1R2〉 or
equivalentlyM is orientably regular and chiral; then cri(M) = cri(N) = 0
for each i, and there are no reflections.
• Type 2∗ex (V, F, P ). Only R0 ∈ N ; cri(M) = cri(N) = 0 for i = 1, 2 and
cr0(M) = cr0(N) = 1, so cr(M) = cr(N) = 1; the reflections are induced
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by the conjugates of R0 in N . (Note that R2R1 ∈ N , so RR10 = RR2R10 is
conjugate in N to R0.)
• Type 2P (V, F ). Only R1 ∈ N ; cri(M) = cri(N) = 0 for i = 0, 2 and
1 ≤ cr1(M) ≤ cr1(N) = 2, so 1 ≤ cr(M) ≤ cr(N) = 2; the reflections are
induced by the conjugates of R1 and R
R0
1 in N . (Note that R0R2 ∈ N , so
RR21 and R
R0R2
1 are conjugate to R
R0
1 and R1 respectively.)
• Type 2ex (V, F, P ). Only R2 ∈ N ; cri(M) = cri(N) = 0 for i = 0, 1 and
cr2(M) = cr2(N) = 1, so cr(M) = cr(N) = 1; the reflections are induced
by the conjugates of R2 in N .
• Type 2∗ (V, P ). Only R0, R1 ∈ N ; cr0(M) = cr0(N) = 1, 1 ≤ cr1(M) ≤
cr1(N) = 2 and cr2(M) = cr2(N) = 0, so 1 ≤ cr(M) ≤ cr(N) = 3; the
reflections are induced by the conjugates of R0, R1 and R
R2
1 in N .
• Type 2 (F, P ). Only R1, R2 ∈ N ; cr0(M) = cr0(N) = 0, 1 ≤ cr1(M) ≤
cr1(N) = 2 and cr2(M) = cr2(N) = 1, so 1 ≤ cr(M) ≤ cr(N) = 3; the
reflections are induced by the conjugates of R1, R
R0
1 and R2 in N .
If n = 4 there are seven conjugacy classes of subgroups N , corresponding
to permutation representations Γ → S4 with E acting regularly. Without loss
of generality we may suppose that R0 7→ (12)(34) and R2 7→ (14)(23), so (up
to conjugation fixing R0 and R2, that is, by elements of E) the possibilities for
the image of R1 in S4 are as follows:
• Type 3 (−). R1 7→ the identity, so Γ acts as V4 on the cosets of N ,
which is normal in Γ; then cri(M) = cri(N) = 0 for i = 0, 2 while
1 ≤ cr1(M) ≤ cr1(N) = 4, so 1 ≤ cr(M) ≤ cr(N) = 4; the conjugacy
classes of reflections are represented by R1, R
R0
1 , R
R2
1 and R
R0R2
1 .
• Types 4 (F, P ), 4P (V, F ) and 4∗ (V, P ). R1 7→ (23), (24) or (34), so
Γ acts as D4 on the cosets of N , which has two conjugates in Γ; then
cri(M) = cri(N) = 0 for i = 0, 2 while 1 ≤ cr1(M) ≤ cr1(N) = 2,
so 1 ≤ cr(M) ≤ cr(N) = 2; the conjugacy classes of reflections are
represented by R1 and either R
R0
1 , R
R0R2
1 or R
R2
1 respectively.
• Types 5∗ (V, P ), 5P (V, F ) and 5 (F, P ). R1 7→ (12)(34), (13)(24) or
(14)(23), so Γ acts as V4 on the cosets of N , which is normal in Γ; then
cri(M) = cri(N) = 0 for each i, and there are no reflections.
5.3 Upper bounds
Inspection of these 14 cases proves the upper bound cr(M) ≤ 4 for edge-
transitive maps, stated in Theorem 1.3, and shows that, as claimed there, it
is attained only by certain maps of type 3. In each of the 14 cases one can eas-
ily draw the map N corresponding to N ; the edge-transitive maps M of that
type are all regular coverings of this map, with covering group AutM∼= N/M .
16
For instance, the maps of type 3, considered in the next section, are all regular
coverings of the map on the disc shown in Figure 5.
Note also that the orientably regular maps, those with N ≥ Γ+, are those
of type 1 (the regular maps) or 2P ex (the chiral maps), so this also confirms the
upper bound cr(M) ≤ 3 for such maps stated in the first sentence of this paper.
For instance, the tetrahedron and the cube, regarded as orientably regular maps
on the sphere, have cr(M) = 1 and 2, while the torus maps {4, 4}2,0 and {4, 4}2,1
have cr(M) = 3 and 0. These are shown in Figure 8, where in each case opposite
sides of the outer square are identified to form a torus; in the first case, the axes
of three non-conjugate reflections are indicated by broken lines.
{4, 4}2,0 {4, 4}2,1
Figure 8: The torus maps {4, 4}2,0 and {4, 4}2,1
5.4 Examples attaining the upper bound
The following family of examples shows that the upper bound cr(M) ≤ 4 in
Theorem 1.3 is attained.
Example 5.1 Let T be the torus map {4, 4}b,0 for some integer b ≥ 1 (see
Figure 8 for the case b = 2). This is a regular map with b2 vertices and faces,
2b2 edges, and 8b2 automorphisms [8, §8.3]. If b is even then T is bipartite and
2-face-colourable, meaning that its vertices and faces can be 2-coloured so that
any pair of vertices or pair of faces sharing an edge have different colours.
Now letM be a double covering of T , branched over alternate vertices and
alternate faces, in each case those of a particular colour. This map has 3b2/2
vertices and faces, and 4b2 edges, so it has Euler characteristic −b2 and hence
its genus is 1 + b2/2. Let H be the subgroup of index 4 in Aut T preserving
the colours of the vertices and faces of T . This group, generated by the four
reflections of type 1 associated with a given edge of T , acts regularly on the
edges of T , and it lifts to a group G ≤ AutM acting regularly on the edges of
M, so M is edge-transitive. The two vertices and the two faces of M incident
with a given edge e of M have different valencies (namely 8 and 4), so e has
trivial stabiliser in AutM and hence AutM = G. None of the four type 1
reflections of M at e can be conjugate to each other in G: if they were, their
images in H would be conjugate in H , whereas these lie in distinct conjugacy
classes in H , distinguished by the colours of the vertices and faces they leave
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invariant (since their fixed-point sets in T are connected). Thus cr(M) = 4.
5.5 Just-edge-transitive maps
In Section 5.2, the only case allowing the possibility that cr(M) = 4 is that in
which the maps M have automorphism type 3, so that N is the normal closure
N3 := 〈〈R1〉〉Γ ofR1 in Γ. These are the just-edge-transitive maps, those that are
edge- but neither vertex- nor face-transitive, studied in [14]. Equivalently, the
map N corresponding to N is the map N3 on the closed disc, with two vertices,
one edge and two faces, shown in Figure 5 and described in Example 3.1. As
shown there, this subgroup N3 has generators
S1 = R1, S2 = R
R2
1 , S3 = R
R0R2
1 = R
R2R0
1 and S4 = R
R0
1 ,
with defining relations S2i = 1 for i = 1, . . . , 4, so N3 is the free product of
four copies of C2. The corresponding quotients G = N3/M ∼= AutM are those
groups which can be generated by four elements si (the images of Si) satisfying
s2i = 1. Now
S1S2 = R1R
R2
1 = (R1R2)
2,
and
S3S4 = R
R2R0
1 R
R0
1 = ((R1R2)
R0)2,
so if each sisj has order pij (= pji) then the two vertices incident with each
edge have valencies 2p12 and 2p34; similarly the incident faces are a 2p14-gon
and a 2p23-gon, while the incident Petrie polygons have lengths 2p13 and 2p24.
This is equivalent to factoring the epimorphism N3 → G through the rank 4
Coxeter group C = C(pij) obtained by adding the relations (SiSj)
pij = 1 to the
presentation of N3, and requiring the epimorphism C → G to map the dihedral
subgroups 〈Si, Sj〉 of C faithfully into G. The existence of such an epimorphism
onto a finite group G follows from the residual finiteness of Coxeter groups, as
finitely generated linear groups (by Mal’cev’s Theorem [21]). Reflections si and
sj ofM are then conjugate in G if and only if Si and Sj are conjugate in C, that
is, if and only if i and j are equivalent in the transitive closure of the relation
{(i, j) | pij is odd}, so we have cr(M) = cr(C).
For any normal subgroup M of N3 we have NΓ(M) ≥ N3, and for M to
be just-edge-transitive we need NΓ(M) = N3. Since each of the representatives
R0, R2 and R0R2 of the nontrivial cosets of N3 in Γ acts by conjugation as a
double transposition on the generators Si ofN3, this is equivalent to the property
that no automorphism of G induces a double transposition of its generators si.
A simple way of achieving this is to ensure that at least two of the conditions
p12 6= p34, p13 6= p24 and p14 6= p23 are satisfied, as in Example 5.1.
Example 5.2 In [14] a just-edge-transitive map M of genus 8, based on the
unit cube C, is constructed with p12 = 2, p23 = p24 = p34 = 3 and p13 = p14 = 4.
The vertices of M are the eight vertices and twelve edge-midpoints of C, joined
by an edge whenever they are at distance
√
5/2, so that they have valency 6 or
4 respectively. The eight vertices of M on each of the six faces of C span an
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octagonal face of M, and for each of the eight vertices of C, the six vertices of
M sharing an edge of C with it span a hexagonal face of M (see Figure 9). We
have AutM = Aut C, and cr(M) = cr(C) = 2 corresponding to the fact that
the reflections S2, S3 and S4 are conjugate to each other in C(pij), but are not
conjugate to S1.
Figure 9: An octagonal face and a hexagonal face of M
More generally, by appropriate choices of the parameters pij one can use
similar arguments to show that cr(M) can take any of the values k = 1, . . . , 4
allowed by Theorem 1.3 for some just-edge-transitive finite map M.
5.6 Explicit families of just-edge-transitive maps
Existence proofs for just-edge-transitive maps based on the residual finiteness
of Coxeter groups are non-constructive. Instead, in this section we will give
an explicit construction of four infinite families of just-edge-transitive mapsM,
with cr(M) = 1, . . . , 4 respectively.
Theorem 5.1 For each k = 1, 2, 3 or 4 there exist infinitely many compact just-
edge-transitive maps Mk without boundary, such that AutMk contains exactly
k conjugacy classes of reflections. These maps can be chosen to be orientable
or non-orientable.
Proof. For each k = 1, . . . , 4 we will take the mapsMk to be those corresponding
to the kernelsMk of epimorphisms fromN3 to finite groupsGk, where the images
si of the generators Si of N3 lie in k distinct conjugacy classes in Gk.
Let n a prime of the form 4m + 1 for some integer m ≥ 3 (there are
infinitely many such primes, by Dirichlet’s Theorem). For each k = 1, . . . , 4 we
will define four involutions si in the symmetric group Sn, with k different cycle-
structures. Each si is a product of mi disjoint transpositions tj := (j, j + 1) for
j = 1, . . . , n− 1 = 4m, which will be assigned to the permutations si as follows.
For k = 1, . . . , 4 let Πk be the ordered partition 4m = m1 +m2 +m3 +m4
of 4m defined by:
Π1 : 4m = m+m+m+m,
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Π2 : 4m = (m+ 1) + (m+ 1) + (m− 1) + (m− 1),
Π3 : 4m = (m+ 2) +m+m+ (m− 2),
Π4 : 4m = (m+ 3) + (m+ 1) + (m− 1) + (m− 3).
Note that in each partition Πk the four summands mi take k different values,
and they all have the same parity.
Given any k = 1, . . . , 4, we now define the involutions si by assigning the
transpositions tj = (j, j + 1) to them as follows:
• assign t1 to s3;
• assign t2 to s1 or s2 as m1 = m2 +2 or m1 = m2, that is, as k ∈ {1, 2} or
k ∈ {3, 4};
• alternately assign t3, . . . , tl+1 to s3, s4, s3, . . . , s4, s3, where l = m3+m4−1;
• alternately assign tl+2, . . . , t4m−1 = tn−2 to s1, s2, s1, . . . , s2, s1;.
• assign t4m = tn−1 to s3 or s4 as m3 = m4 + 2 or m3 = m4, that is, as
k ∈ {3, 4} or k ∈ {1, 2}.
This is illustrated, for k ∈ {1, 2} and k ∈ {3, 4}, in Figures 10 and 11, which
show a path Pk of n vertices labelled j = 1, 2, . . . , n, with edges {j, j + 1} (j =
1, 2, . . . , n− 1) labelled i = 1, 2, 3 or 4 as tj is assigned to si.
1 2 3 4 5 l + 2 l + 3 n− 1 n
3 1 3 4 3 4 3 1 2 1 2 1 4
Figure 10: The labelled path Pk where k = 1 or 2
1 2 3 4 5 l + 2 l + 3 n− 1 n
3 2 3 4 3 4 3 1 2 1 2 1 3
Figure 11: The labelled path Pk where k = 3 or 4
For any k, each si is a product of mi disjoint transpositions tj , so it is
an involution. The graph Pk is connected, so the permutation group Gk :=
〈s1, . . . , s4〉 is transitive, and is therefore primitive since n is prime. Since
s3s4 = (1, 2)(3, 4, . . . , l + 2)(n− 1, n)
with l = m3+m4−1 odd, (s3s4)2 is a cycle of length l with n−l ≥ 3 fixed points.
A theorem of Jordan (see [9, Theorem 3.3E] or [30, Theorem 13.9]) states that
if a finite primitive permutation group contains a cycle of prime length l with at
least three fixed points, then it contains the alternating group. This result has
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been extended in [15] to cycles of all lengths l ≥ 2, so Gk contains An. Since
Gk = 〈s1, . . . , s4〉, we have Gk = An or Sn as the summands mi, in Πk, which
have the same parity, are all even or all odd. Since the permutations si have k
different cycle-structures, they lie in k different conjugacy classes in Gk. (Here
we use the fact that involutions in An are conjugate in An if and only if they
are conjugate in Sn, that is, if and only if they have the same cycle structure.)
Let Mk be the kernel of the epimorphism N3 → Gk given by Si 7→ si for
i = 1, . . . , 4, so that N3 ≤ NΓ(Mk). In order that N3 = NΓ(Mk) we require
that no double transposition of the generators si extends to an automorphism
of Gk. Since n > 6 we have AutGk = Sn, acting by conjugation on Gk = An
or Sn, so we want no permutation g ∈ Sn, acting by conjugation, to induce a
double transposition on the generators si. Any such permutation g would have
to extend to an automorphism of the graph Pk, inducing a double transposition
on the edge-labels. It is clear from Figures 10 and 11 that no such automorphism
exists, so N3 = NΓ(Mk) as required. The map Mk with map subgroup Mk is
therefore just-edge-transitive. It is a regular covering of the map N3 in Figure 5,
with covering group and automorphism group AutMk ∼= N3/Mk ∼= Gk ∼= An or
Sn. It has k conjugacy classes of reflections, corresponding to the classes in Gk
containing the involutions si. It ls compact and without boundary, sinceMk has
finite index in Γ and contains no conjugate of any reflection Ri. It is orientable
or non-orientable as the permutations si (or equivalently the summands mi) are
all odd or all even; for each k, by appropriately choosing primes n ≡ 1 or n ≡ 5
(mod 8) one can find infinitely many examples in either case. 
Remarks
1 The extension of Jordan’s Theorem mentioned above depends, through the
classification of doubly transitive permutation groups, on the classification of
finite simple groups (see [15]). This deep result could be avoided by using a
similar but more complicated construction which ensures that the primitive
group Gk contains a cycle of prime length with at least three fixed points, so
that Gk ≥ An by Jordan’s original theorem.
2 In this construction, the orders pij of the various products sisj , and hence the
valencies of the vertices, faces and Petrie polygons, can easily be read off from
the corresponding graph Pk. For instance, if k ∈ {1, 2} then s1s4 and s2s3 have
orders 6 and 2, so the faces are 12-gons and 4-gons, whereas if k ∈ {3, 4} they
are 4-gons and 8-gons.
3 Together with the orientably regular chiral maps, those with N = Γ+, the
examples constructed here show that ifM is an edge-transitive map then cr(M)
can take any value 0, . . . , 4; by Theorem 1.3, no other values are possible.
4 In general one should not expect to construct edge-transitive maps M with
conjugacy classes of reflections of arbitrary given sizes, as was achieved for
vertex-transitive maps in Theorem 1.1. For instance, if we try to obtain k = 4
classes with sizes c1 = c2 = c3 = 1 and c4 > 1, then AutM is generated by four
involutions with only three of them in the centre, which is clearly impossible.
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5 This section has concentrated on the just-edge-transitive maps, since they
include all the edge-transitive maps attaining the upper bound cr(M) ≤ 4
of Theorem 1.3. In principle it would be straightforward to apply a similar
analysis to the other thirteen cases of the Graver-Watkins classification listed in
Section 5.2: the first two cases, types 1 and 2P ex, consisting of the regular maps
and the orientably regular chiral maps, have already been intensively studied by
many authors (see [27] for an excellent recent survey), while Sira´nˇ, Tucker and
Watkins have given explicit constructions of infinite families of compact maps
of all fourteen types in [28].
6 Reflections of hypermaps
Hypermaps are generalisations of maps, in which edges (now called hyperedges)
are allowed to be incident with any number of vertices and faces, rather than
at most two. They give useful combinatorial representations of triangle groups,
and in the compact, orientable case they play a major role in Grothendieck’s
theory of dessins d’enfants [16]. Much of the discussion here of reflections of
maps carries over to hypermaps with only minimal changes: for instance, the
group Γ ∼= V4 ∗ C2 is replaced with the group ∆ ∼= C2 ∗ C2 ∗ C2 obtained
from Γ by omitting the relation (R0R2)
2 = 1. All maps are hypermaps, so the
constructions in Theorem 1.1, Corollary 1.2 and Theorem 5.1 can be regarded
as proving the existence of hypermaps with given classes of reflections.
The upper bound cr(M) ≤ 3 for regular maps is also valid for regular
hypermaps. However, since E = 〈R0, R2〉 is now an infinite dihedral group,
the edge-transitivity condition ∆ = NE is much weaker than for maps, and
Theorem 1.3 does not extend to hypermaps. Indeed, the existence of a group of
automorphisms of ∆, acting as S3 on the generatorsRi, shows that vertex-, edge-
and face-transitivity are all essentially equivalent to each other, modulo certain
obvious duality and triality operations on hypermaps, so it is the analogues of
Theorem 1.1 and Corollary 1.2 which apply.
7 Riemann surfaces and algebraic curves
Any orientable map M without boundary induces a complex structure on its
underlying surface S, making it a Riemann surface. This can be done by re-
garding Γ as the automorphism group of the universal mapM∞ (see Figure 4),
and takingM to be the quotient M∞/M ofM∞ by the map subgroup M ≤ Γ
fixing some φ ∈ Φ. This construction gives S a complex structure, inherited
from H, so that it is a Riemann surface, and each automorphism of M induces
a conformal or anticonformal automorphism of S as it preserves or reverses the
orientation. (IfM is non-orientable, or has non-empty boundary, then a similar
process induces the structure of a Klein surface on S.)
A compact Riemann surface S can be regarded as a complex algebraic
curve. Conjugacy classes of anticonformal involutions (often called symmetries)
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of S correspond to isomorphism classes of real forms of this curve; those with
fixed points (called reflections) correspond to real forms with real points (see [3],
for example). In [25], Natanzon showed that a compact Riemann surface S of
genus g ≥ 2 has at most 2√g + 2 conjugacy classes of reflections, and that this
bound is attained for infinitely many values of g, of the form (2n − 1)2; see [5]
for an alternative proof and for other related results. Subsequently Bujalance,
Gromadzki and Izquierdo [4] showed that if g = 2r−1u + 1 ≥ 2 with u odd
then S has at most 2r+1 conjugacy classes of reflections, attained if and only if
u ≥ 2r+1−3 (see also [3, Theorem 2.2.1]); this extended an earlier upper bound
of four conjugacy classes for even g, given by Gromadzki and Izquerdo [11].
These bounds apply to all compact Riemann surfaces of a given genus. In
the cases considered in this paper, the complex structures are obtained from
maps, and by Bely˘ı’s Theorem [1] this is equivalent to the corresponding curves
being defined over the field Q of algebraic numbers; conjugacy classes of reflec-
tions then correspond to real forms defined over the field R∩Q of real algebraic
numbers, by the extensions of Bely˘ı’s Theorem due to Ko¨ck and Singerman [18]
and to Ko¨ck and Lau [17]. The results obtained here apply in this context,
rather than the more general context of compact Riemann or Klein surfaces.
In a fundamental paper, Bujalance and Singerman [6] have given a detailed
study of the reflections of a Riemann surface, considering the possible symmetry
types, or lists of species ±k which can arise: here k is the number of fixed curves
of a reflection representing each conjugacy class, and the symbol ± denotes
whether or not the quotient surface is orientable. It would be interesting to
combine their approach with that used in the present paper, by considering
the possible symmetry types of maps under various transitivity conditions on
flags, vertices, edges, etc. Similarly, it would be interesting to extend to this
wider context the results of Melekog˘lu and Singerman [22, 23, 24] on patterns
of reflections of regular maps, describing how their fixed curves pass through
sequences of vertices, edges and faces. Finally, one might consider whether the
methods developed here could be applied to other categories, where objects such
as abstract polytopes can also admit reflections.
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