Abstract. This paper is concerned with the analysis of the inf-sup condition arising in the stationary Stokes problem in exterior domains. We deduce values of the constant in the stability lemma, which yields fully computable estimates of the distance to the set of divergence free fields defined in exterior domains. Using these estimates we obtain computable majorants of the difference between the exact solution of the Stokes problem in exterior domains and any approximation from the admissible (energy) class of functions satisfying the Dirichlet boundary condition exactly.
Introduction
Let ω ⊂ R d , d ≥ 2, be a bounded domain with Lipschitz boundary γ, which is composed of two open and disjoint parts γ D , γ N ⊂ γ (Dirichlet and Neumann part) with γ = γ D ∪ γ N . Let the usual Lebesgue and Sobolev spaces (scalar, vector, or tensor valued) be introduced by L 2 (ω) and H 1 (ω), respectively. The standard inner product, norm, resp. orthogonality in L 2 (ω) will be denoted by · , · 0,ω , · 0,ω , resp. ⊥ 0,ω . For γ D = ∅ let H [1, 5, 13, 14, 18] , for mixed boundary conditions see, e.g., the recent results in [2, 3] , we have the following very important lemma in the theory of fluid dynamics and other fields of partial differential equations: Lemma 1.1 (stability lemma). There exists c > 0 such that for any g ∈ L 2 γD (ω) there is a vector field u ∈ H 1 γD (ω) with div u = g and ∇ u 0,ω ≤ c g 0,ω . The best constant c will be denoted by κ(ω, γ D ).
Remark 1.2. Let us note the following: (i) In the theory of electrodynamics u is called a regular potential as it admits for
Maxwell's equations an unphysically high regularity and a very unphysical boundary condition, much stronger than the usual normal boundary condition related to the divergence operator. .
A solution theory for the Stokes problem follows. The stationary Stokes problem reads as follows: For given ν > 0, G ∈ L 2 (ω), u D ∈ S(ω), σ N find a velocity field u and a pressure function p solving the first order system i Throughout the paper we do not express the respective measure in the notation of integrals, so that, e.g., with often used notations
σn = σ N on γ N . Equivalently, by removing the additional stress tensor σ, we have the second order formulation
It is worth noting that the Dirichlet boundary term
Hence, if the boundary datum is given by someũ D ∈ H 1/2 (γ) any solenoidal extension u D to ω ofũ D must satisfy the normal mean value property γ n ·ũ D = 0.
On the other hand, one can always find a continuous and solenoidal lifting of a boundary termũ D ∈ H 1/2 (γ) as long as (1) holds, see also our more general Corollary 1.6. In the smooth case we have for
Let us for simplicity assume σ N = 0. A possible variational formulation is given by the following: Find u ∈ u D + S γD (ω) such that for all φ ∈ S γD (ω)
Using the ansatz u = u D +û withû ∈ S γD (ω) we reduce this formulation to findû ∈ S γD (ω) such that for all φ ∈ S γD (ω)
Note that the pressure p is not involved in this formulation. Another formulation taking the pressure into account and removing the unpleasant solenoidal condition from the Hilbert space is the following saddle point formulation:
which reads in formal matrix notation (boundary conditions are indicated as subscripts) as
Note that here in the vector valued case
Proof. Standard saddle point theory and the inf-sup lemma, Corollary 1.3, shows existence and the estimates follow by standard arguments, which provide also uniqueness. Note that we solve p = div φ by Lemma 1.1 to get the estimates for the pressure p.
Another direct consequence of Lemma 1.1 is an estimate for the distance of vector fields to solenoidal fields, more precisely:
This result can be extended to vector fields satisfying non-homogeneous Dirichlet boundary conditions provided that such a vector field u satisfies div u ∈ L 2 γD (Ω), the mean value condition, i.e.,
Similar estimates for vector fields defined in W 1,q (Ω) spaces for q ∈ (1, ∞) have been obtained in [36, 37] . In the literature, results like Corollary 1.6 are often called lifting lemmas, since a boundary datum u| γD is lifted to the domain ω, in this case with a solenoidal representative. Note that
Estimates of the distance to S γD (ω) have not only theoretical meaning. They are also important for the a posteriori analysis of numerical solutions which usually satisfy the divergence free condition only approximately. If the constant κ(ω, γ D ) is known, then by using Corollary 1.5 we can deduce guaranteed and fully computable error bounds for approximations of problems arising in the theory of viscous incompressible fluids. For problems in bounded Lipschitz domains the respective results are presented in [33, 34] .
In this contribution we extend Lemma 1.1 and its corollaries to the case of exterior domains Ω ⊂ R d and investigate applications to estimate the distance of vector fields to solenoidal fields. These estimates allows us to deduce new functional a posteriori error estimates valid for a wide class of approximate solutions to the stationary Stokes problem in exterior domains. 
Preliminaries
. Moreover, we introduce the polynomially weighted spaces
where the weight function ρ is defined by ρ(r) :
Finally, in particular for the Stokes equations, we introduce spaces of solenoidal fields
Note that in the case of a bounded domain, there is no difference between the unweighted and weighted spaces, meaning that the spaces coincide as sets and possess different inner products.
Throughout the paper we assume that Ω ⊂ R 
for some r 2 > r 1 > 0 and
where B r and S r denote the open ball and the sphere of radius r centered at the origin in R d , respectively. We also pick some cut-off Lipschitz continuous function ξ ∈ 
with η| Br 1 = 0 and η| R d \Br 2 = 1. Finally, we define the constant The two main ingredients for our proofs are Lemma 1.1 and a few results from the theory of rot-div-systems in exterior domains, which can be summarised in the two subsequent lemmas as follows:
Lemma 2.1 (Friedrichs/Poincaré lemma for exterior domains). The following weighted Friedrichs/Poincaré estimates hold:
(i) There exists c > 0 such that for all
The best constant c is the Friedrichs/Poincaré constant and is denoted by
is the Friedrichs constant c f (Ω) and can be estimates by
then the Friedrichs and Poincaré constants coincide and, moreover,
Note that no boundary or mean value conditions are needed in Lemma 2.1, since the constants are not integrable 
ii More precisely, it holds (1 + r 2 ) t/2 ∈ L 2 −1 (Ω), if and only if t − 1 < −d/2. Putting t = 0 shows the assertion.
iii
and hence by density and continuity for all
where
∞ /(r 2 − r 1 ) + 1. Now we can prove (i), even the stronger result (ii'). If the estimate in (ii') is false, there is a sequence (u n ) ⊂ H 1 −1 (Ω) with u n −1,Ω = 1 and ∇ u n 0,Ω < 1/n. Hence, (u n ) is bounded in H 1 (ω) as well. By Rellich's selection theorem we can assume w.
Note that the equation
for all Φ ∈ C ∞ (R d ) having compact support and extends to all Φ ∈ H 1 −1 (R d ) by density and continuity. Hence the equality
The results of Lemma 2.2 are well known and can be found, e.g., in [26, 27, 28] or in [12, 21] . In particular, Lemma 2.2 follows from Lemma 2.1 (iii), (6) , and [12, Theorem A.7, Theorem 3.2 (ii)], see also [21, Lemma 3.5, Lemma 3.6, Theorem 4.1].
The Stability Lemma for Exterior Domains
First we define our upper bound related to the geometry presented in Figure 1 .
Especially for r 2 = r 1 + 1 and ξ ′ ∞ ≤ 1 we have the simple upper bound
The above constants contain the stability constants κ(ω, γ D ), κ(ω, γ) associated with the bounded domain ω and respective parts of its boundary γ D and γ.
Remark 3.1. κ(ω, γ D ) and κ(ω, Γ D ) depend on r 2 , so that the best value of r 2 (which minimises the constant) is not known a priori and has to be optimized by some algebraic procedure. We emphasize that
and that a bound in the simple situation from above is given bŷ
Now we can proceed to prove the stability lemma for exterior domains. First we observe a trivial case for compactly supported right hand sides:
Then v, which is the extension by zero of u to Ω, belongs to
Our main result reads as follows:
The best constant is denoted by κ(Ω, Γ D ) which equals the norm of the corresponding right inverse f → v. Moreover with (7)
Note that no mean value condition is imposed on f .
Proof. We extend f by 0 to
. We are searching for v ∈ H 
Note that indeed supp(1 − η) ⊂ B r2 , supp ∇ η ⊂ B r2 \ B r1 and hence supp g ⊂ ω. Moreover,
and therefore
Thus, g has mean value zero independent of the particular boundary condition on
It remains to show the estimates. Using
and by (8) we compute 
(Ω) and the stability estimate
Corollary 4.2 (inhomogeneous distance lemma for exterior domains). For any
As in the case of a bounded domain, Corollary 4.2 can be seen as a lifting lemma, lifting the boundary datum v| ΓD to the domain Ω, in this case with a solenoidal representative. By solving g = div v Lemma 3.3 yields immediately also the following inf-sup result: 
.
Solution Theory for the Stationary Stokes
(Ω) a solution theory for the stationary Stokes problem follows. The equations or first resp. second order systems are the same as in the case of a bounded domain, e.g.,
on Γ N (for simplicity we assume again σ N = 0) resp. Note that (1) is no longer a necessary condition in the case of an exterior domain due to the possible lack of integrability. Therefore, our lifting lemma Corollary 4.2 does not need an additional assumption on div v as in Corollary 1.6. Let us assume a slightly more general viscosity v ν ∈ L ∞ (Ω), bounded from below and above by two positive constants ν − amd ν + , respectively. A possible variational formulation (see, e.g., [13, 9] ) is given by the following:
Note that by F, φ 0,Ω = ρ F, ρ −1 φ 0,Ω the right hand side is well defined. Using the ansatz v = v D +v withv ∈ S −1,ΓD (Ω) we reduce this formulation to findv ∈ S −1,ΓD (Ω) such that for all φ ∈ S −1,ΓD (Ω)
Again, another formulation taking the pressure into account and removing the unpleasant solenoidal condition from the Hilbert space is the following saddle point formulation:
Corollary 4.4 (Stokes lemma for exterior domains
Proof. Standard saddle point theory and the inf-sup lemma, Corollary 4.3, shows existence and the estimates follow by standard arguments, which provide also uniqueness. Note that by the Friedrichs/Poincaré estimates in Lemma 2.1 the principal part of the bilinear form is positive over H 1 −1,ΓD (Ω), and that we solve p = div φ by Lemma 3.3 to get the estimates for the pressure p.
A Posteriori Error Estimates for Stationary Stokes Equations.
Before proceeding, we need one more polynomial weighted Sobolev space. For this, we recall Div acting as usual row wise on R d×d -tensor fields and definẽ Note that the right hand side is well defined since Div τ, φ 0,Ω = ρ Div τ, ρ −1 φ 0,Ω . From now on we assume that we have approximations
of our exact solutions from (9) and Corollary 4.4
respectively, for given data ν, F ∈ L 2 1 (Ω), and v D ∈ S −1 (Ω). We recall from (9) that (v, p)
v The viscosity ν can even be assumed to be a bounded, positive definite, symmetric tensor field. Moreover, we note that ν − |T | 2 ≤ |ν 1/2 T | 2 = νT : T ≤ ν + |T | 2 and thus also
A Posteriori Estimates for the Velocity Field: Solenoidal Approximations.
First, we assume the simplest case that
i.e.,ṽ − v D ∈ S −1,ΓD (Ω). Then by (11) we have for all solenoidal φ ∈ S −1,ΓD (Ω)
Let τ ∈D ΓN (Ω) and q ∈ L 2 (Ω). Using (10) and q I, ∇ φ 0,Ω = 0 actually this holds for all φ ∈ S −1 (Ω) since I : ∇ φ = div φ as well as the Friedrichs/Poincaré estimate from Lemma 2.1 we compute
Choosing
shows a first a posteriori estimate:
Theorem 4.5 (a posteriori error estimate I for exterior domains).
The upper bound coincides with the norm of the error on the left hand side, if τ = σ (i.e., τ coincides with the exact stress tensor) and q = p (i.e., q represents the exact pressure p), i.e., we have
and the minimum is attained at (τ, q) = (σ, p). However, Theorem 4.5 has a drawback: The estimate is valid only for those approximate vector fieldsṽ, which exactly satisfy the solenoidal condition and the boundary condition. In practice, the solenoidal requirement is difficult to fulfill and approximations arising in 'real life' computations often satisfy the solenoidal condition only approximately. Therefore, our next goal is to extend the estimate to a wider class of non-solenoidal vector fields. (14) for r → ∞ with some c > 0 independent of r.
A Posteriori Estimates for the Velocity Field: Non-Solenoidal Approximations. Now we assume onlyT
= ∇ṽ,ṽ ∈ v D + H 1 −1,ΓD (Ω) ⊂ H 1 −1 (Ω), i.e.,ṽ − v D ∈ H 1 −1,ΓD (Ω),ν 1/2 ∇(v −ṽ) 0,Ω ≤ ν 1/2 ∇(v −ṽ 0 ) 0,Ω + ν 1/2 ∇ w 0,Ω ≤ ν −1/2 − c f p (Ω, Γ D ) Div τ + F 1,Ω + ν −1/2 (τ + q I − ν ∇ṽ 0 ) 0,Ω + ν 1/2 ∇ w 0,Ω (13) ≤ ν −1/2 − c f p (Ω, Γ D ) Div τ + F 1,Ω + ν −1/2 (τ + q I − ν ∇ṽ) 0,Ω + 2 ν 1/2 ∇ w 0,Ω .
Theorem 4.6 (a posteriori error estimate II for exterior domains). Letṽ
We consider the ansatz
with u ∈ H 1 γD (ω) and div u = − divṽ in ω. Utilizing Lemma 1.1 we find such a u together with the stability estimate 
Hence we have the following: (14) . Then for all τ ∈D ΓN (Ω) and all q ∈ L 2 (Ω)
Here the last term on the right hand side is a penalty for possible violation of the solenoidal condition in ω.
A Posteriori Estimates for the Pressure
where we have used Lemma 2.1 for φ p and the equation div φ p = I : ∇ φ p . Therefore, we obtain
and by Theorem 4.6 withṽ := ψ, q :=p we get:
The upper bound consists of the same terms as the upper bound of Theorem 4.6 and vanishes if ψ = v, τ = σ,p = p. However, in this case, the quantity (error measure) on the left hand side depends, e.g., on the stability constant κ(Ω, Γ D ).
A Posteriori Estimates for Non-Conforming Approximations.
Let us now assume that we have a very non-conforming approximation of the strain tensor field
given just by someT ∈ L 2 (Ω). An example could be a broken gradient tensor field as output of some discontinous Galerkin method. By the triangle inequality, i.e.,
and Theorem 4.6 (ṽ = ψ), and Theorem 4.8 (and again triangle inequality) we obtain the following result:
we get back Theorem 4.6 and Theorem 4.8. Let us investigate the latter summands a bit closer and identify them in terms of parts of the error. For this, we use the well known (row wise) Helmholtz decomposition, see (??) of the Appendix, and decompose vi the error according to
and that T − ∇ v D = ∇v ∈ ∇ S −1,ΓD (Ω) ⊂ ∇ H (16) and the minima are attained at
as ∇ψ −T = T − ∇ w −T =T 0 . Therefore, the minima of the last terms on the right hand sides in Theorem 4.9 equal the error part ν 1/2T 0 0,Ω .
A Posteriori Estimates for the Stress Tensor Field.
Error estimates for the stress tensor field follow immediately from the above derived estimates for the velocity vector field and the pressure function. Indeed, letσ ∈ L 2 (Ω) be an approximation of the exact stress
. Then, the respective error is simply subject to the triangle inequality
where we can also putT = ∇ṽ,ṽ ∈ v D + H 1 −1,ΓD (Ω). The first term on the right hand side contains only known tensor fields and the second and third ones are estimated by, e.g., Theorem 4.6, Theorem 4.8, and Theorem 4.9.
Lower Bounds for the Velocity Field. Letṽ
Obviously, (as the subsequent max-property holds for any Hilbert vii space) we have by (11)
and the maximum is attained at φ = v −ṽ ∈ H 
In particular, ψ =ṽ is possible.
For solenoidal φ, i.e., φ ∈ S −1,ΓD (Ω) we simply get
, ∇ φ 0,Ω and equality holds for φ = v −ṽ, provided that the approximationṽ is also solenoidal, i.e., v ∈ v D + S −1,ΓD (Ω). To handle a very non-conforming approximationT ∈ L 2 (Ω) we can simply utilize for all ϕ ∈ v D + H 1 −1,ΓD (Ω) the triangle inequality
in combination with Theorem 4.10 (ṽ = ϕ). More precisely, we note the following result:
vii In any Hilbert space H it holds |x| 2 = max y∈H 2 x, y − |y| 2 . Here H = ∇ H 1 
4.4.
Applications for 2D Exterior Domains. For a Lipschitz domain D ⊂ R 2 we introduce modified polynomially weighted spaces using logarithms by
, e : Euler's number,
Note that at infinity ρ ln(e+ρ) ±1 behaves like (r ln r) ±1 . The Inner product in L Let Ω ⊂ R 2 and ω ⊂ R 2 be defined as in Section 2, i.e., Ω ⊂ R 2 is an exterior Lipschitz domain. The situation is now different from the case d ≥ 3 as the constants will be integrable in our weighted spaces. More precisely, for 0 < ǫ < 1
Introducing
we have the following Friedrichs/Poincare estimate: Note that we need boundary or mean value conditions as in the case of a bounded domain. 
provided that, e.g., B e ⊂ R 2 \ Ω, which extends by density and continuity to (17) for Ω = supp η.
Now, if the assertion of Lemma 4.12 is false, there is a sequence (v n ) ⊂ H 
A Posteriori Error Estimates for Stationary Stokes Equations in 2D.
We introducẽ 
