Abstract-In this paper, we propose a denoising method motivated by our previous analysis of the performance bounds for image denoising. Insights from that study are used here to derive a high-performance practical denoising algorithm. We propose a patch-based Wiener filter that exploits patch redundancy for image denoising. Our framework uses both geometrically and photometrically similar patches to estimate the different filter parameters. We describe how these parameters can be accurately estimated directly from the input noisy image. Our denoising approach, designed for near-optimal performance (in the mean-squared error sense), has a sound statistical foundation that is analyzed in detail. The performance of our approach is experimentally verified on a variety of images and noise levels.
I. INTRODUCTION

I
N RECENT years, images and videos have become integral parts of our lives. Applications now range from the casual documentation of events and visual communication to the more serious surveillance and medical fields. This has led to an ever-increasing demand for accurate and visually pleasing images. However, images captured by modern cameras are invariably corrupted by noise [3] . With increasing pixel resolution but more or less the same aperture size, noise suppression has become more relevant. While advances in optics and hardware try to mitigate such undesirable effects, software-based denoising approaches are more popular as they are usually device independent and widely applicable. In the last decade, many such methods have been proposed, leading to considerable improvement in denoising performance. In [1] and [2] , we studied the problem from an estimation theory perspective to quantify the fundamental limits of denoising. The insights gained from that study are applied to develop a theoretically sound denoising method in this paper.
The challenge of any image denoising algorithm is to suppress noise while producing sharp images without loss of finer details. The first modern adaptive method to successfully address these contradictory goals can be attributed to Tomasi et al. [4] , where the authors proposed a generalization of the SUSAN filter [5] , which itself was an extension of the Yaroslavky filter [6] . The authors there proposed denoising by weighted averaging pixels similar in intensity within a local neighborhood. Under strong noise, identifying such similar pixels can be challenging. In [7] , Takeda et al. proposed a signal-dependent steering kernel regression (SKR) framework for denoising. This method proved to be much more robust under strong noise. A patch-based generalization of the bilateral filter [4] was proposed in [8] and [9] , where the concept of locality was extended to the entire image. Although the results there were encouraging, the true potential for this nonlocal means (NLM) method was only realized in [10] and [11] . Another patch redundancy-based framework, i.e., BM3D [12] , adopts a hybrid approach of grouping similar patches and performing collaborative filtering in some transform [e.g., discrete cosine transform (DCT)] domain. It ranks among the best performing methods that define the current state of the art.
A significantly different approach to denoising was introduced in K-SVD [13] . Building on the notion of image patches being sparse representable [14] , Elad et al. proposed a greedy approach for dictionary learning tuned for denoising. In [15] , we proposed a hybrid approach (K-LLD) that bridged such dictionary-based approaches with the regression-based frameworks [4] , [7] , [8] , [10] . The motivation there was that similar patches shared similar subdictionaries, and such subdictionaries could be used for better image modeling. A similar observation was exploited in the form of a nonlocal sparse model (NLSM) [16] to improve performance of the K-SVD [13] framework.
The dictionary-based methods provide implicit modeling for natural images. More explicit models have also been used for denoising. In [17] , Joshi et al. address the problem of denoising color images by explicitly modeling each pixel as a combination of two colors, the basis colors themselves being estimated from a local neighborhood. Denoising is achieved by enforcing such a model. The use of local principal components as bases for denoising was proposed in [18] . Zhang et al. [19] later refined this idea with a local pixel grouping mechanism such that the principal component bases are estimated from only similar patches within a neighborhood. Another model-based approach using Markov random fields (MRFs) as a field of experts (FOE) was applied to denoising natural images in [20] , where the parameters for the model are learned from example images. Liu et al. [21] proposed a method where, in addition to a locally affine signal model, the noise level is also estimated from the input image, leading to a practical denoising method. While most of the aforementioned approaches work in the spatial domain, a vast section of image denoising literature is devoted to transform domain methods. The main motivation in such methods is that, in the transform (e.g., DCT, wavelets, etc.) domain, it is possible to separate image and noise components, and denoising can be performed through the shrinkage of the transform coefficients. In [22] , Chang et al. showed that, using a spatially adaptive threshold parameter, along with the overcomplete wavelet basis, denoising performance can be considerably improved. Another wavelet-domain method in [23] was considered the state of the art until recently. There, the authors perform denoising by modeling the wavelet coefficients of images as mixtures of Gaussians. Enforcing such a model for noisy images leads to considerable denoising. In [24] , an additional global model for natural images in the form of homogeneous Gaussian MRFs was used to improve the performance considerably. In [25] , Luisier et al. proposed a denoising method aimed at reducing the estimated mean-squared error (MSE) through wavelet thresholding.
In this paper, we propose a new denoising filter motivated by our statistical analysis of the performance bounds for patchbased methods [1] , [2] . The contributions of our paper are as follows: We design a patch-based statistically motivated redundancy exploiting the Wiener filter, where the parameters of the method are learned from both geometrically and photometrically similar patches. As will be clear from our discussions in the next section, our method is formulated to approach the performance bounds for patch-based denoising. As a side note, we also show that the NLM filter [8] , [9] is an approximation of the optimal filter (in the MSE sense) obtained if one ignores the geometric structure of image patches.
Although extensively used for denoising, the Wiener filter is usually used in conjunction with some transform basis. For example, the collaborative Wiener filter used in BM3D [12] works in the DCT domain where an estimate of the ground truth (signal-to-noise ratio) is obtained through an initial filtering of the image. Our spatial domain method is motivated by our analysis of the image denoising bounds [1] , [2] . In our framework, graphically illustrated in Fig. 1 , we develop a locally optimal Wiener filter where the parameters are learned from both geometrically and photometrically similar patches. For this, the noisy image is first segmented into regions of similar geometric structure, as shown in Fig. 2 . The mean and the covariance of the patches within each cluster are then estimated. Next, for each patch, we identify photometrically similar patches and compute weights based on their similarity to the reference patch. These parameters are then used to perform denoising patchwise. To reduce artifacts, image patches are selected to have some degree of overlap (shared pixels) with their neighbors. A final aggregation step is then used to optimally fuse the multiple estimates for pixels lying on the patch overlaps to form the denoised image.
The remainder of this paper is organized as follows: In Section II, we motivate our algorithm and develop the theoretical formulation of our method. The details of how the parameters are estimated from the noisy image are presented in Section III. In Section IV, we present experimental validation of our method and compare it, visually and quantitatively, to some recently proposed popular denoising methods. Finally, we conclude our paper with some directions for future research in Section V.
II. PLOW FILTER
A. Motivation
In [1] , we analyzed the performance bounds for the problem of image denoising. This was done from an estimation theory point of view, where we seek to estimate the pixel intensity at each location from its noisy observation, i.e.,
Here, is assumed to be independent and identically distributed (i.i.d.), and is the total number of pixels in the image. In our paper, we specifically considered patch-based methods, where the observation model can be posed as (2) with representing the vectorized patch centered at . Using a Bayesian Cramér-Rao bound [26] - [28] anal-ysis, we showed that the MSE of denoising (estimating) any given patch in the image is bounded from below by (3) where is the estimate of , is the Fisher information matrix (FIM), is the patch covariance matrix, and denotes the norm. This covariance matrix captures the complexity of the patches and is estimated from all the geometrically similar patches present in the given image. Fig. 2 illustrates what we mean by geometric similarity, where it can be seen that each cluster groups together patches containing flat regions, edges in the horizontal or vertical directions, and corners of the simulated box image. Note that such grouping is done irrespective of the actual patch intensities. This is justified for intensity-independent noise when denoising performance is dictated by the complexity of patches, rather than their actual intensities.
The FIM, on the other hand, is influenced by the noise characteristics. When additive white Gaussian noise (WGN) is considered, the FIM takes the following form: (4) where is the identity matrix, is the noise standard deviation, and is the patch redundancy measured as the number of patches within the latent image that are photometrically similar to a given patch . We define such similarity as where (5) In [1] , is chosen as a small threshold dependent on the number of pixels in each patch. The relationship between similar patches shown in (5) is based on the underlying noise-free patches that are not known in practice. In [2] , this expression was extended to define photometric similarity between the corresponding noisy patches as where
The values can be then directly estimated from the noisy image as the number of patches (including ) that satisfy the aforementioned criterion. Note that the condition for photometric similarity, as defined here, is stricter than that for geometric similarity. As such, photometric similarity can be expected to imply geometrically similar as well.
The bounds expression in (3) thus takes into account the complexity of the image patches present in the image, as well as the redundancy level and the noise variance corrupting the image. In [1] , the bound was shown to characterize the performance of the optimal affine-biased denoising method. In particular, for the WGN, the right-hand side of (3) is the performance achieved by the optimal linear minimum mean-squared-error (LMMSE) estimator, with and being the parameters of the estimator. The Wiener filter is, in fact, the LMMSE estimator that achieves this lower bound [29] . Thus, a patch-based Wiener filter, where the parameters are accurately estimated, can lead to near-optimal denoising. This forms the basis of our approach. We outline the theory behind the proposed approach next.
B. Derivation and Analysis
Irrespective of the noise characteristics, the expression in (3) leads to the lowest MSE theoretically achievable by any patch-based denoising method. This expression was derived in [1] assuming that the underlying unknown image patches are (independent) realizations of a random variable . Furthermore, image patches that are geometrically similar were considered to be sampled from the same (unknown) probability density function (pdf)
. Thus, we need to first identify geometrically similar patches within the image and group them. As such, image patches within each cluster will exhibit similar structure, although the actual intensity values can be quite different, as shown in Fig. 2 . For now, we assume that such grouping is made available through some oracle clustering method. 1 When the corrupting noise is the WGN, the LMMSE estimate of each patch from its noisy observation has the following form [29] : (7) where and are the first and second moments of the pdf from which all patches geometrically similar to are assumed to be independently sampled. The covariance of the (geometrically similar) noisy image patches can be expressed as (8) Thus, the parameters of the LMMSE filter remain the same for all patches that are considered to be similar in structure. Such an estimator is unbiased, i.e.,
, and the estimation error can be expressed as (9) A similar approach was applied to the problem of super-resolution and demosaicing in [30] . The aforementioned estimator achieves the bounds in (3) when , which is the case when photometric similarities are not observed in the input image. However, in general, natural images exhibit some level of photometric redundancy. Exploiting such repetitions forms the core of many denoising methods [8] - [12] , [16] , where photometrically similar patches are considering to be multiple observations of a single latent patch with the differences arising (ideally) due to noise only. Most similarity-based methods thus identify photometrically similar patches within the noisy image to perform denoising, with the most similar patches exerting the greatest influence in the denoising process. Our denoising framework can be also generalized to exploit such photometric redundancies within any given noisy image. Moreover, these patches need not to necessarily be spatially proximal (as in [8] and [9] ), thereby giving rise to a so-called nonlocal patch-based Wiener filter for denoising.
As mentioned earlier, photometric similarity among patches, as required to exploit redundancy, is a stricter condition than the geometric similarity property used for clustering. We therefore require an additional step of identifying the patches that are satisfy the similarity condition of (6). All these patches are then accumulated to form the data model of (10).
photometrically similar to any given patch . These patches all satisfy the condition of (6) and can be expressed as (see Fig. 3 ) (10) where is a vector formed by concatenating all (e.g., ) patches that are photometrically similar to , is the corresponding noise patches stacked together, and are -sized vectors consisting of concatenated difference vectors and of (5) and (6), respectively, and is the matrix formed by vertically stacking identity matrices, each of size . Letting denote the covariance matrix for the error vector , we can write the corresponding LMMSE filter as [29] (11)
As before, parameters and are the moments obtained from the geometrically similar patches within each cluster. The aforementioned expression leads to the optimal estimator (in terms of the MSE) when the error vector can be assumed to be normal distributed. Under sufficiently strong WGN, such an assumption is justified as the vectors are small by definition [see (5) 
where (13) Denoting , the LMMSE estimator of (11) can be alternately expressed as (see Appendix B) (14) (15) It is shown in (14) that a weighted contribution of each similar patch is used to come up with a denoised estimate for each where the contributing factor of any gets larger with increasing similarity . The error covariance matrix for such an estimator is approximately [29] (16)
Comparing the aforementioned expression to the bounds formulation of (3), we can see that, when , the estimator achieves the bound. 2 Such a scenario arises when the underlying noise-free image contains exact replicas for patch , i.e., when . In practice, such levels of redundancy can be rare, and even if very similar patches exist, identifying such patches can be challenging under noise contamination, resulting in higher MSE.
Although (15) provides a nice formulation for the estimator, it can lead to mathematical instabilities as the covariance matrix can be rank deficient or ill conditioned. To circumvent the possibility of errors due to inversion, we make use of the matrix inversion lemma [31] to state an alternate form of the LMMSE estimator (see Appendix B for entire derivation), i.e., (17) ( 18) This leads to an interesting formulation where the first part of (18) is exactly the expression for the NLM [8] , [9] filter, although the NLM was not the basis for our derivation. Since is obtained from all geometrically similar patches in a cluster, it can be considered as a naive denoised estimate, which is oversmoothened. The latter part of the expression in (18) filters the residuals between the noisy similar patches and this naive estimate. These filtered residuals are then added to the weighted mean of photometrically similar patches. The latter term can be then thought of as a correction that improves the estimate by a directional filtering of the residuals based on their shared geometric structure. This suppresses the noise further, while restoring more of the finer details in the image patches. When the structural information of image patches are ignored (i.e., all structures are equally probable, implying a large determinant of ), we obtain the NLM filter as a suboptimal approximation (in terms of the MSE) of our formulation in (18) . Note that we express patch-based locally optimal Wiener (PLOW) filter as a summation of two related parts (NLM and residual filtering) only to gain theoretical insights. In practice, we use (17) to obtain the denoised estimate for each patch.
Until now, we have presented and analyzed the theoretical basis for our proposed approach. In the next section, we provide a practical outline for our algorithm that details the estimation of each parameter of the proposed filter from a given noisy image. aggregate multiple estimates from all and [see (27) ].
Algorithm 1 PLOW denoising
III. PARAMETER ESTIMATION FOR DENOISING
Our proposed denoising framework, graphically outlined in Fig. 1 , requires us to infer various parameters from the observed noisy image. The procedure is algorithmically represented in Algorithm 1. We first identify geometrically similar patches within the noisy image. Once such patches are identified, we can use these patches to estimate the moments ( and ) of the cluster, taking care to account for noise (steps 9 and 10 of Algorithm 1). Next, we identify the photometrically similar patches and calculate weights that control the amount of influence that any given patch exerts on denoising patches similar to it. These parameters are then used in (18) to denoise each patch. Since we use overlapping patches, multiple estimates are obtained for pixels lying in the overlapping regions. These multiple estimates are then optimally aggregated to obtain the final denoised image. Below, we describe each step in greater detail.
A. Geometric Clustering
In Section II, our proposed filter was derived assuming geometrically similar patches to be sampled from some unknown pdf. So far, we have assumed such clustering to be available to us from an "oracle." To perform practical clustering, we need to identify features that capture the underlying geometric structure of each patch from its noisy observations. Such features need to be robust to the presence of noise, as well as to differences in contrast and intensity among patches exhibiting similar structural characteristics. An example of such variations among geometrically similar patches is shown in Fig. 2 . Possible choices of features include contrast-adjusted image patches [30] or principal components in conjunction with predetermined clustering guides [32] . For our purposes, where the image patches can be considerably noisy, we make use of the locally adaptive regression kernels (LARKs) introduced for denoising in [7] and subsequently adapted as features for geometric clustering [15] and object detection [33] . We refer the interested reader to [7] , where the design of the kernels is covered in detail.
Using the LARK features, we run -means [34] to cluster the noisy image into regions containing geometrically similar patches. In Fig. 4 , we illustrate the robustness of clustering using LARK features, 3 even in the presence of noise with a standard deviation of 15. Note that the five clusters from the noisy Barbara image are largely in keeping with those obtained from the noise-free image.
As noted in [15] , the number of clusters chosen affects the denoising result. In general, too few clusters can lead to structurally dissimilar patches being clustered together resulting in the incorrect estimation of the moments. On the other hand, too many clusters lead to too few patches within each cluster, making the moment estimation process less robust. Fortunately, the denoised output is not too sensitive to the choice of the number of clusters . In our experiments, we found that using a fixed value of yields good results for any given image, with the MSE fairly close to that obtained by tuning the number of clusters for that particular image. 3 In Fig. 4 , we color code the center pixel y of each patch y depending on cluster in which the corresponding LARK feature lies. Each patch therefore belongs to a single cluster, which we denote as y 2 .
B. Estimating Cluster Moments
Once the image is segmented into structurally similar regions, we estimate the moments, namely, mean and covariance, from the noisy member patches of each cluster. Since the noise patches are assumed to be zero mean i.i.d., the mean of the underlying noise-free image can be approximated by the expectation of the noisy patches within each cluster as (19) where denotes the th cluster with cardinality . Note that the stability of this estimate is dependent on
. If too few patches are present, the mean vector will remain noisy.
The covariance matrix is also estimated from the noisy patches within the cluster. For this, we make use of the relation between the covariance of the noisy and noise-free patches from (8) . We thus need to first estimate . Covariance estimation is an active research area with a wide variety of applications [35] - [37] . The simplest of such estimators, i.e., the sample covariance, is the maximum likelihood estimate. Although other estimators, for example, bootstrapping [35] and shrinkage-based [36] methods, exist, we found no discernible improvement in the denoising performance when more complex estimators were used. When the number of samples (patches in a cluster) are few compared with the dimensionality (number of pixels in each patch), the sample covariance can be unstable. For such cases, robust estimators proposed in [37] may also be used.
Working with the sample covariance , we estimate the covariance of the underlying noise-free patches as (20) where is the noise covariance and denotes matrix with its negative eigenvalues replaced by zero (or a very small positive value), as done in [2] . For this, we need to accurately estimate the noise standard deviation first. Here, we use a gradient-based estimator as [38] median median (21) where is the vectorized form of the gradient of the input image . The gradient image is calculated as (22) Here, denotes the vectorization operation (column-or rowwise) and the convolution operation simply implies the addition of the forward gradients in the horizontal and vertical directions. In [2] , we showed that the shrinkage estimator of (20) is accurate enough to compute the bounds directly from the noisy image. In the present case of denoising, a similar observation holds.
We point out that, in deriving bounds [1] (3) and our PLOW filter (see Section II-A), we assume that the underlying noise-free patches are independent samples of a random variable . In practice, when working with overlapping patches, this assumption is not strictly accurate. As with all other patch-based methods, since we estimate each patch independently without explicitly taking into account information from estimates of other overlapping patches, the estimation framework is in line with the assumption of the independence of underlying (noise-free) patches. However, in estimating the covariance matrix (in PLOW and also for the bounds in [1] and [2] ), we do not enforce independence on the patches, and the covariance matrix estimated from overlapping patches is not necessarily diagonal. Therefore, both in our bounds and our current paper, the correlation among the underlying noise-free patches are implicitly taken into account.
The issue is more subtle when considering the overlapping noise patches. In that case, our assumption of patches being independent is a simplification mainly used for the ease of mathematical derivation. By now, this is a standard practice employed in all patch-based methods (NLM [8] , BM3D [12] , NLSM [16] , etc.), where information shared among overlapping noisy patches are not exploited. We hazard a guess that one can expect some modest improvement in the performance if such information are accounted for in the denoising process. Doing so is however nontrivial and may be a good direction for future research.
The parameters estimated from each cluster of the image can be directly used for denoising using (7). However, as mentioned earlier, the performance can be improved by exploiting the self-similarities within an image. Using photometrically similar patches can then contribute to the better denoising of the reference patch. We describe this process next.
C. Calculating Weights for Similar Patches
In our paper, we first identify patches within the noisy image that are photometrically similar to a given reference patch. Once the similar patches are identified for a given reference patch, we perform denoising with the more similar patches exerting greater influence in the denoising process. This is ensured by the analytically derived weight , which determines the contributing factor for patch in denoising the reference patch . Weight is related to the inverse of the expected squared distance between the underlying noise-free patches and a noise term [see (13) ].
Although the weight calculation in (13) is statistically well motivated, it is impractical as we need to approximate from a single -andpair. Here, we approximate this similarity measure (see Appendix C for derivation) by 4 (23) where the scalar multiplier also ensures that the denoiser defaults to that of (7) when no photometrically similar patches are observed, i.e., when . The smoothing parameter is a positive parameter that controls the rate at which the contributing factor is driven to zero as the patches become less similar. Although tunable in general, in our algorithm, this parameter is kept fixed at . This was empirically found z (here r = 1; 2;3), the same pixel is estimated as its l th pixel, which we denote asẑ . These estimates are combined to form the final estimateẑ .
to be close to the optimal value for a wide range of images and across different noise levels.
Note that photometrically similar patches are necessarily geometrically similar as well, and hence, we could limit our search within the cluster of the reference patch. However, errors in clustering (see Fig. 4 ) can limit the number of similar patches identified. On the other hand, scanning the entire image can be time consuming. Consequently, we restrict ourselves to a relatively small search window (30 30 pixels). Apart from speed considerations, as the motivation was in [8] , this also leads to better performance [39] .
D. Aggregating Multiple Pixel Estimates
Until now, we have estimated all the parameters needed to perform the filtering of (18) . The filter is run on a per-patch basis (although parameters are estimated from multiple patches), yielding denoised estimates for each patch of the noisy input. To avoid block artifacts at the patch boundaries, the patches are chosen to overlap each other. As a result, we obtain multiple estimates for the pixels lying in the overlapping regions. This is shown in Fig. 5 where is estimated multiple times as a part of different patches. These multiple estimates need to be aggregated to form a final denoised image.
The simplest method of aggregating such multiple estimates is to average them. However, such naive averaging will lead to an oversmoothened image. Alternatively, in keeping with earlier formulation, we can combine the multiple estimates in an LMMSE scheme that takes into account the relative confidence in each estimate. The covariance of our proposed estimator is approximated by [see (16) ] (24) Let us denote as the denoised estimate for the th pixel in the th patch (see Fig. 5 ). Then, variance associated with the th pixel estimate is given by the th diagonal element of . Concatenating the multiple (i.e., ) estimates in vector , we can write (25) where is a vector of all ones and is the error vector assumed to be zero mean Gaussian with covariance . The LMMSE estimate for the th pixel of the image is then (26) where is the variance of , which forms the prior information. Note that, although we estimate the covariance of the image patches , this does not provide us with a pixelwise variance estimate . This is a result of considering overlapping patches where any given pixel can lie in different locations in different patches (see Fig. 5 ). Moreover, the overlapping patches may also lie in different clusters where the matrices can also be different. In the absence of a particular , we consider all possible values (within the intensity range [0-255]) to be equally likely, leading to the variance of the discrete uniform distribution . This reduces (26) to the weighted least-square solution, i.e., (27) where the number of estimates of the th pixel depends on the size of the patch , the amount of overlap, 5 and the position of the pixel in the patches (pixels toward the edge of a patch are more likely to lie in overlapping regions). Here, indexes only those patches that include the th pixel of the image and position of the th pixel is dependent upon the patch being considered. Such a weighted least-square estimate obtained using the error variance from multiple estimates , dating at least back to [40] , also forms the basis for aggregation in [12] , [41] , and [42] . In every case, such aggregation leads to an improved final pixel estimate compared with other naive approaches (e.g., simple averaging).
As shown, the necessary parameters of our proposed filter can be estimated from a given noisy image. The accuracy of estimating such parameters is dependent on the strength of the noise corrupting the image. Noise affects different parameter estimation steps differently. The moment estimation step is dependent on the ability of the clustering step to classify structurally similar patches. Although the LARK features are quite robust, errors in clustering due to noise cannot be fully avoided. This is directly shown in Fig. 4 , where differences in clustering the noisy and noise-free images are apparent.
Furthermore, even with accurate clustering, noise causes the eigenvalues of the sample covariance matrix to be unequally shifted (some are shifted by more than , whereas others are shifted less) by a factor dictated by the size of the patches, the number of patches within a cluster, and the strength of the noise [43] . With strong noise, the lower eigenvalues of the sample covariance are considerably underestimated, leading to a lower rank estimate of in (20) . Using such a in our denoising framework results in the loss of finer details as the second term in (18) is projected onto a lower dimensional subspace.
Additionally, the weight calculation process of (23) is quite sensitive to noise. Identifying photometrically similar patches becomes challenging in the presence of strong noise [2] , [44] , which, in turn, influences the similarity measure calculation of (23) . To alleviate these detrimental effects of noise, we prefilter the image once before the parameters of the proposed framework are learned. Note that prefiltering to obtain a "pilot" estimate is quite typical of competing approaches [12] , [19] and is necessary only for strong noise. While any denoising method can be employed, for consistency, as a preprocessor, we apply our algorithm with a reduced noise variance estimate (heuristically chosen as ) to ensure that finer details are not lost in the prefiltered image. The necessary filter parameters are then learned from the resultant noise-suppressed image. These parameters are then applied to the original noisy image for denoising. For strong noise, such prefiltering invariably results in noticeably improved denoising performance. The performance of our method is demonstrated next.
IV. RESULTS
Here, we evaluate the proposed denoising method through experiments on various images at different noise levels. Since our method is motivated by our bounds formulation [1] , we first compare the ideal denoising performance of our method (using "oracle" parameters) with the MSE predicted by the bounds. Later, we estimate the parameters directly from the noisy images, as outlined in Section III, and compare those results with various popular denoising methods. We also apply our method, with a minor modification, to color images. Finally, we address the practical case of denoising real noisy images where the noise characteristics are unknown and not necessarily Gaussian, or uncorrelated. In each case, we will show that our results are comparable, in terms of the MSE [peak signal-to-noise ratio (PSNR 6 )], SSIM [45] , and the recently introduced no-reference quality metric [46] (wherever applicable), with those obtained by state-of-the-art denoising methods and are, in many cases, visually superior.
Since our method was specifically designed with the aim of achieving the theoretical limits of the performance, we first compare our results to the predicted performance bounds [1] . For this first experiment, we compute the "oracle" denoising parameters from the noise-free images. To be precise, we compute the structure-capturing LARK features from the noise-free image and perform clustering. These "oracle" clusters are then used to estimate moments and from the latent image. We also use the ground-truth image to identify the photometrically similar patches and compute weights for each noise-free reference patch. The final denoising using the "oracle" parameters is, of course, applied to the noisy image.
Not surprisingly, the results are quite impressive in terms of denoising achieved with finer details being retained at the same time. The MSE obtained for the Barbara and house images are 49.42 and 27.97, respectively. For the Barbara image, the lowest MSE predicted by the denoising bound (MSE of 50.24) is achieved, 7 whereas for the house image, the bound (MSE of 14.82) is still lower. One reason for such discrepancy between the theoretical prediction and what we obtain in practice, even with oracle parameters, is that the theory in the bounds [1] is built on the assumption of exact replicas of patches being observed. However, in reality, such replicas are rare, even in "noise-free" images. 8 It is encouraging to note that the optimal MSE is well below the state of the art for the house image for which the bounds predict the possibility of improved performance [1] . On the other hand, the optimal performance for the more complicated Barbara image is comparable with that of BM3D, in keeping with the bounds predicting little improvement to be gained. The improvement is also visually apparent at the finely detailed regions where parameter estimation is more error prone [see Fig. 6(c) ].
Having established that our method performs near-optimal denoising with "oracle" knowledge of parameters, we experiment with the more practical case when the parameters are directly estimated from the noisy image, as outlined in Section III. In Figs. 6 -8, we compare our results to various high-fidelity methods for image denoising. In Table I , we quantify the performances for a variety of benchmark images, across different noise levels, with different performance measures (PSNR, SSIM [45] , and the no-reference quality metric [46] ). The best results are shown in bold for ease of comparison. Additionally, we also highlight results where the difference from the best results are statistically insignificant (0.1 dB in PSNR and 0.01 for SSIM). In terms of all the quantitative measures, Table I shows that our method is quite comparable with BM3D [12] and NLSM [16] . While BM3D's high performance has not been well justified on theoretical grounds yet, the steps involved in NLSM can be quite complex and time consuming (about 170 s on a 256 256 grayscale image). Our method is however well motivated and provides a statistical explanation for its performance.
In terms of visual quality, our method is comparable with NLSM and BM3D, even outperforming them in many cases where images exhibit higher levels of redundancy. This can be observed in Fig. 7 , where our result is more visually pleasing when compared with NLSM and BM3D, both of which produce more structured artifacts in the smoother floor and face regions (better noticed when viewed at native resolutions online at http://users.soe.ucsc.edu/~priyam/PLOW/). Images containing more semistochastic textures typically exhibit lower levels of patch redundancy. For such images, BM3D typically does a better job of denoising. However, even in such cases, our denoising results are visually comparable with the state of the art. As a next step, we apply our method to the problem of denoising color images. In [48] , it was pointed out that frequencies at which the human eye perceives each of the red, green, and blue (RGB) colors have considerable overlap. Consequently, many color denoising methods take into account such dependencies, either implicitly or explicitly. Mairal et al. [49] illustrated the usefulness of enforcing constraints across color channels to reduce color washing effects. Other methods, such as [17] , perform denoising by explicitly modeling the color information at each pixel.
A different approach to treating such correlated color information is through color-space conversion where the information between color spaces can be largely decorrelated. Such an approach was employed in [12] in extending the BM3D algorithm for color images (CBM3D). There, the authors identify similar patches using the luminance channel, to which the human visual system is more sensitive. Denoising is however performed on all channels simultaneously. In general, any grayscale denoising method can be applied to denoising color images through such transformations. However, such color-space conversions corrupt the noise characteristics. Consequently, we perform denoising in the RGB color space, but only the noisy image luminance is used to perform geometric clustering. The parameters for denoising are however individually learned in each color channel. Fig. 9 illustrates the results obtained by our method with its naive extension to color images. The noisy images are formed by adding simulated 5% WGN in each channel. 9 In terms of the PSNR, the best performing method overall is CBM3D [12] . However, visually, our method is quite comparable with it and is significantly better than that in [21] , where there is considerable loss of finer details, and Joshi et al. [17] , where the denoised images still retain some noise. These results are encouraging considering that CBM3D and [17] are specifically designed to handle color images.
Until now, our experiments involved images corrupted by simulated WGN. Although the Gaussian pdf makes a good noise model, real noise is signal dependent [3] , [21] . To demonstrate our performance in such situations, we apply our method to denoising some real noisy images with unknown noise characteristics. For these experiments, an estimate of the noise variance was used as an input to our method. The best results optimized using the -metric [46] are shown in Fig. 10 , where we compare our results to the commercial Neat Image denoising method that specifically handles intensity-dependent noise profiles. Even for such non-Gaussian correlated noise, our method suppresses the noise effectively, while retaining the finer details.
We point out that the parameters used for our method are kept fixed across all noise levels and images. For all our experiments, we use a patch size of , with the number of clusters set to 15. The smoothing parameter, which controls the amount of denoising, is also kept fixed at . In general, these parameters can be tuned on a per-image basis, manually or using some no-reference image quality measure [46] . In our opinion, such tunable parameters make a method less practical. Results presented in this paper thus use the fixed parameter settings previously mentioned. However, for highly textured images (e.g., boat and stream images), the noise variance tends to be overestimated by (21) when considering strong noise . This results in slightly oversmoothened denoised images. For such cases, we provided our algorithm with a lower noise variance. While these parameters influence the performance of the PLOW, other parameters such as those used to compute the LARK, the number of iterations in -means, and the size of the search window, also exert some effect on the denoising result. However, these are also kept fixed without any need for tuning by the user.
In terms of computational complexity, denoising a 256 256 grayscale image with a nonoptimized (MATLAB and Mex) implementation of our method takes approximately 75 s, with the prefiltering step accounting for about half the processing time. The feature formation and clustering step takes roughly 10% of the execution time, whereas the majority (88%) of the time is spent in estimating the PLOW parameters and filtering the noisy patches. The aggregation step takes negligible time, accounting for the remaining 2% of the time, along with other overheads. Compared with our method, NLSM takes, on average, 170 s to denoise the same images, whereas the optimized (Mex) code for BM3D is much faster (about 1 s). A simple speedup for our method can be achieved by denoising only every third patch, bringing the average execution time down to approximately 17 s. Although this results in a minor drop of 0.2 dB in the PSNR, the visual differences are almost imperceptible.
V. SUMMARY AND FUTURE WORK
In this paper, we have proposed a method of denoising motivated from our previous work in analyzing the performance bounds of patch-based denoising methods. We have developed a locally optimal Wiener-filter-based method and have extended it to take advantage of patch redundancy to improve the denoising performance. Our denoising approach does not require parameter tuning and is practical, with the added benefit of a clean statistical motivation and analytical formulation. We analyzed the framework in depth to show its relation to nonlocal means and residual filtering methods such as [50] . Through experimental validation, we have shown that our method produces results quite comparable with the state of the art.
While mainly developed for grayscale images, with trivial modification, our method achieves near state-of-the-art performance in denoising color images as well. The denoising performance can be expected to improve further by taking into account the correlation across color components. Since the method works by learning the moments in geometrically similar patches, the interchannel color dependences can be implicitly captured in this framework. In a more practical setting where signal-dependent noise is observed, the clustering step needs to take into account color (or intensity) information as well. The noise in each cluster can be then assumed to be homogeneous [21] , and the proposed filter can be independently applied in each cluster.
APPENDIX A DERIVATION OF EXPRESSION FOR
Here, we derive an expression for the covariance matrix based on the data model [see (10) ], i.e., (28) where and obtained from all patches similar to a given . As per definition of [see (5) ], and are independent of each other, which leads to the covariance matrix being (29) Assuming the noisy patches and, hence, the noise to be i.i.d., the covariance matrix takes the following form: (30) where is the identity matrix with dimension dependent on the level of redundancy exhibited by the patch. Furthermore, assuming that the pixels within a (noise-free) patch and, as a result, are i.i.d., we obtain a diagonal form for . The diagonal elements for this matrix can be derived from the definition of (5) as (31) where the last step assumes the noise to be independent of . As mentioned before, assuming the vectors to be i.i.d., we can write (32) . . . 
where . Note that, in the aforementioned expression, the covariance for and, hence, are estimated patchwise, whereas the covariance related to (homogeneous) noise only varies in dimensionality depending on the redundancy level of the patch under consideration.
APPENDIX B DERIVATION OF REDUNDANCY EXPLOITING WIENER FILTER
Here, we derive the LMMSE estimator for the data model in (10) . As shown in (11), the LMMSE estimator for each patch can be obtained using its nearest neighbors as 
. . .
This gives rise to a simplified LMMSE estimator expression
Implementing this estimator requires to be invertible. However, can be ill conditioned and even rank deficient, leading to an inaccurate estimation of . To alleviate this problem, we make use of the matrix inversion lemma [31] to obtain a form that does not require inversion of :
This leads to an alternative expression for the LMMSE estimator as (41) Note that the first part of the aforementioned formulation is closely related to NLM [8] , [9] (using weights ) with an added term that processes the residuals between the noisy patches and the estimated mean patch.
APPENDIX C DERIVATION OF APPROXIMATE SIMILARITY MEASURE
In Section II-B, we derived an extension for the Wiener filter where photometrically similar patches contribute in denoising a given reference patch. This was analyzed through a modified per-patch data model. In the final filter formulation, the contributing weights of photometrically similar patches were determined to be , where
However, computing for a pair of and random vectors is not possible given only the two observations. Furthermore, this would require access to the noise-free image. In practice, and, hence, need to be estimated from the corresponding noisy observations and , respectively. However, let us first assume that the noise-free patches are made available to us. Next, we show that the weight formulation employed in (23) is simply an approximation that can be derived from (42) .
Let us rewrite (23) in terms of the original noise-free image patches as (43) (44) Note that the aforementioned equation would be the ideal weights that we estimate using the noisy observations and in (23) . Let us define . Since we consider only photometrically similar patches that satisfy the condition in (5), we know that [1] . Thus, by choosing , we can guarantee that . Consequently, as increases, approaches 0. We can then write the Taylor expansion of the exponential function around as since (45) Comparing (42) with the above expression, it is easy to observe their similarities. As mentioned earlier, the expected value of (42) cannot be accurately calculated from a single pair of and observations. As a result, it is dropped when computing the weights.
The aforementioned derivation assumed the knowledge of the distance between the noise-free similar patches. As such, these are the "oracle" weights that we would ideally want to use for denoising. However, in practice, only the noisy patches are observed. As a result, the actual weight function is approximated by replacing the noise-free and patches with their corresponding noisy and observations, giving rise to the expression in (23) as (46) Note that the distance between noisy patches can be much higher than those between the underlying noise-free patches. As a result, a larger smoothing term is needed for denoising. In our paper, we set for all noise levels and images.
