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1. Introduction
The OECD (the Organisation of Economic Co-operation and Development) defines
biotechnology as ”the application of scientific and engineering principles to the process-
ing of materials by biological agents.” Biotechnology is actually already thousands of
years old, when we realize that for instance already ancient Egyptians used yeast for
making bear and bread. A major difference between modern biotechnology and those
early applications lies in the possibility to precisely identify and change the genes which
govern the desired traits.
Nowadays, modern biotechnolgy is applied in many different fields. Biotechnology
plays an important role in pharmaceutical industry, the so called ’red’ biotechnology
(Moore, 2001), for for instance diagnostic kits, production of vaccines, antibodies and
other medicines. In food and agriculture, biotechnolgy is used for instance to breed high-
yielding crops and reduce the need for insecticides or herbicides (’green’ biotechnology,
(Enriquez, 2001)). Also in several other industrial processes, enzymes or micro-organisms
are used for instance for the production of intermediary products for chemical industries
(’white’ biotechnology, (Frazzetto, 2003)).
Since several decades, modern biotechnology is a major technology which increased
substantially especially in the last decade. In the Ernst & Young Report 2003, more than
$41 billion revenues of biotechnolgical companies were mentioned for 2002. Moreover,
these figures do not include large pharmaceutical or large agribusiness companies for
which biotechnology forms a part of the business.
The competitiveness of biotechnological industries depends strongly on knowledge and
innovations (Pownall, 2000). In many cases, such as the introduction of new pharmaceu-
tical products, it is especially important to keep the time to market as short as possible.
So it is important to have fast process development procedures.
On the other hand, it can be very important to keep production costs as low as
possible and guarantee a good product quality. This can benefit from optimization
of the production organism or the process conditions. With modern biotechnological
techniques, new organisms or catalysts are developed fast. Due to the strong interaction
between the used organism and the optimal process conditions, this even increases the
need for proper and fast process development.
It is well accepted that process models can be very useful for process optimization and
-control. One of the main reason why this is not used very extensively in industry, is
probably the fact that the development of the model itself is often rather difficult and
time-consuming (Shimizu, 1996). A survey, published by Bos et al. (1997) indicated the
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need for improved methods to determine reaction kinetics within the chemical indus-
try. Starting from this survey, the ”EUROKIN” consortium was established in 1998,
comprising eleven companies and four universities (Berger et al., 2001). Currently, the
consortium is still active in its third two-year programme. One of the main focuses of
the consortium is to provide techniques for modeling of reactor systems and the reac-
tion kinetics. Case studies were developed to evaluate commercially available software
packages for kinetic modeling with respect to their capabilities of parameter estimation,
model discrimination and design of experiments. Also the programs which are presented
in the current thesis participated in this evaluation1.
The aim of the current thesis is to establish a method for development and optimization
of fed-batch bioprocesses using kinetic modeling. Opposed to selecting the model only
after all experiments are performed, special techniques are suggested to use modeling
already for designing the experiments. An important part of the thesis is the practical
application of the technique to a relevant example. More specific, the goal is to:
• develop and present a framework for modeling of dynamic bioprocesses. The frame-
work has to allow the simulation of fed-batch experiments. Model parameters have
to be estimated from measured data from prior experiments and the accuracy of
the estimated parameters needs to be evaluated. Furthermore, the accuracies of
the model fits have to be addressed, also enabling the comparison of model fits. Im-
portantly, the framework should also include the possibility to design experiments,
based on the available model(s) and prior information. The developed framework
will be described in chapter 3.
• Useful experimental design criteria have to be selected and implemented. This
includes criteria which aim at discrimination between the competing models, im-
provement of parameter estimation or optimization of the production process. A
strong focus is on the design of experiments for model discrimination. Several
such criteria are adjusted for use with dynamic multi-variable processes and com-
pared in a simulativ study, which is shown in chapter 4. Also several criteria are
suggested for off-line process optimization.
• Besides the simulativ study, an important aspect of the current work is the practical
application of the presented approach to the real relevant case of development
of a process for the production of L-valine by a genetically modified strain of
Corynebacterium glutamicum. This is shown in chapter 5.
1The D-optimality criterion was successfully used for selection of experiments for improvement of the
parameter estimates. This criterion will be explained in paragraph 2.5.2. The Box and Hill criterion
was successfully used for design of experiments to discriminate between competing model structures.
This criterion will be explained in paragraph 2.5.1
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2.1. Biotechnological Processes
In biotechnological processes, or bioprocesses, biological systems such as bacteria, yeast,
fungi, algae or also animal cells, plant cells or isolated enzymes, are used to convert
supplied substrates to desired products1. This product can be the organism itself or a
chemical substance.
2.1.1. Bioreactors
For many applications, it is necessary to run the bioprocesses in well controlled and
closed bioreactors. Several types of bioreactors exist to meet the different requirements of
different organisms and products. Some of the most common types are the stirred tank,
the bubble column, the airlift, and the packed bed (Riet and Tramper, 1991; Williams,
2002).
The stirred tank reactor is usually a cylindrical vessel equipped with a mechanical
impeller, baffles and aeration at the bottom of the vessel.
The bubble column on the other hand does not have a mechanical stirrer. Mixing
occurs due to the gas flow coming from a sparger at the bottom of the column.
The airlift also uses the gas flow from a sparger at the bottom of the reactor to
introduce mixing, but has two interconnected parts instead of one cylinder. The supplied
gas rises in one compartment, the riser, and due to the different density caused by the
gas, the medium circulates going down in the other compartment, the downcomer, and
rising in the riser.
Whereas the other three mentioned reactor types run with fluid systems, the packed
bed is filled with solid particles containing the biocatalysts and medium flows past these
particles.
2.1.2. Modes of Operation
The bioprocesses can be run in batch, fed-batch, or continuous mode.
1Also treatment of waste with (micro)organisms is a bioprocess, but in this case the goal is not so much
a desired product but more a loss of undesired substrates.
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In a batch process, all substrates are available in the initial medium and none is sup-
plied extra during the process 2. The process is stopped after the substrate is converted
and the whole batch is harvested together.
In a fed-batch process, substrates are fed into the reactor during the process, but the
harvesting is still done all at the end of the process. This type of process is used very often
since it allows relatively high biomass or product concentrations to be achieved. These
may not be achievable in batch because the total amount of needed substrate would be
so much that the initial substrate concentration would be strongly inhibiting the process.
In continuous processes the high product concentrations would inhibit cell growth. The
feeding of the substrates also allows maintaining optimal substrate concentrations which
allow faster production processes or avoid unwanted by-products. Also in the current
work, fed-batch processes are used. One important advantage is that the dynamics and
the many possibilities to influence the process render these processes potentially very
information rich. Furthermore, most industrial bioprocesses are operated in batch or
fed-batch mode and it is more likely that a proper model describing these processes is
achieved, when the model is built with similar systems as the final production system.
Especially living cells can act different after adaptation to a stable environment in a
steady state of a continuous process, compared to the situation of constant adaptation
in a dynamic process (Sonnleitner, 1998; Wirtz, 2002). The sole use of steady state
kinetics from continuous systems for describing the dynamic (fed-)batch processes is
then less likely to be successful.
In continuous processes, medium is fed continuously and product is harvested con-
tinuously. In the most common type of continuous processes with growing cells, medium
is fed into the reactor at a constant rate and the suspension is removed at the same rate.
This way the culture will run into a steady state where the growth of the organism equals
the dilution by the feeding. This type of operation is called a chemostat. There is no
feedback control needed3. In some other continuous systems, the feedrates are controlled
by a feedback controller which regulates a certain measured value at a constant level.
For instance in a nutristat, the concentration of a medium component is measured and
controlled and in a turbidostat the biomass concentration, measured as the turbidity is
kept at a constant level.
A plug-flow reactor provides a special way of running continuous processes. In such a
reactor the medium runs through a tube in a laminar way without axial mixing and is
harvested continuously at the end of the tube.
2Only correction fluids for for instance pH correction or against foam are possibly added during the
process.
3except maybe for the volume in the reactor, but this is usually done by an outlet at a fixed level
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2.2. Modeling
A mathematical model is a collection of mathematical relationships which describe a
process. In practically each model, a simplification of the real process is made, but
still mathematical models have proven to be very useful in gaining insight in processes
(Bailey, 1998; Kitano, 2002), for instance by comparing different models and their abil-
ity to describe experimental data (Auer and Thyrion, 2002; Bajpai et al., 1981). Fur-
thermore, models have been successfully uses for optimization or control of processes
(Heinzle and Saner, 1991; Hess, 2000; Yip and Marlin, 2004). Different types of models
can be distinguished for the different goals and depending on the available information.
Some characteristics which are of interest for modeling bioprocesses are mentioned here.
2.2.1. Mechanistic and Black-Box Models
Mathematical models can be classified depending on the type of knowledge the models
are based on. When theoretical knowledge about the mechanism is used to describe
the process, the models are called mechanistic-, white-box-, or first-principle models.
Generally, these models are easily interpretable and can often be extrapolated com-
parably well. For complex processes they might however prove to be difficult to develop.
This type of models can be used very well for gaining insight in the mechanisms behind
a process and also for other purposes such as process optimization and -control, these
models are readily applicable.
In contrast to the mechanistic white-box models, black box models do not require a
thorough understanding of the principles behind the process. These models are empirical
models which are based on available data. Some examples of such modeling techniques
are polynomes, artificial neural networks (Becker et al., 2002; Zhu et al., 1996) and fuzzy
logic models (Filev et al., 1985; Lee et al., 1999). Generally, black-box models which
describe the used data reasonably well, can be obtained straightforward. One drawback
of black-box models is that those models usually have poor extrapolation properties,
meaning they are likely to perform poorly in situations which differ from the ones used
for model building.
In addition to the white-box and the black-box models, also combinations of both
forms exist. These grey-box-, hybrid- or semi-mechanistic models use black-box sub-
structures within a white-box model to describe some aspects of the process which
the white-box part of the model fails to model properly and for which the underly-
ing principles are either unknown or too complex for the desired level of detail. An
overview and several examples of the use of hybrid models in biotechnology can be found
in Roubos (2002). Examples include combinations of mechanistic models with fuzzy
modeling for enzymatic conversions (Babusˇka et al., 1999) and fermentation processes
(Horiuchi et al., 1995). Also examples of hybrid models using artificial neural networks
for modeling and optimization of fermentation processes have been reported (Can et al.,
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1997; Goncalves et al., 2002; Harada et al., 2002; Schubert et al., 1994).
The current work focuses on the development of mechanistic models and does not
include the use of special black-box modeling techniques, although the actual processes
which take place inside the cells are not regarded in detail, as also mentioned in the next
paragraph.
2.2.2. Macroscopic Modeling
In every model, the real process is simplified. The models can differ in the extent to
which details are described.
In modeling fermentation processes, ’macroscopic models’ describe the whole bio-
reactor as one system. These models include equations for the rates of the reactions
taking place, as well as for mass transfer and fluxes into and out of the bioreactor. Usu-
ally, these models do not describe the actual processes taking place inside the organisms,
but use a simplified form which hopefully describes the overall behaviour well enough
for process optimization or process control.
A more detailed description of the processes taking place in the organisms, can be
found in metabolic network models (Bailey, 1991). Here, the enzymatic conversions in
the (relevant) metabolic routes of the cells are modeled. These stoichiometric models
can be used to determine the metabolic fluxes through the cell. Therewith, they can
provide useful information on the actual metabolism and be helpful for the identification
of targets for metabolic engineering4. On the other hand, they may prove to be too
complicated for optimization of process conditions or for use in process control.
Going even further into detail in the cell, also the regulation of the expression of genes
and the activity of enzymes could be added to the models. Many different mechanisms of
regulation exist and they are not yet all understood completely. Some examples can be
found in Bajpai et al. (1981); Cheng et al. (2000); Covert and Palsson (2002); Elf et al.
(2001); Herwig and von Stockar (2002).
In the current work, macroscopic models are used, which can be used for optimization
of the process conditions. The detailed description of the intracellular processes is outside
the scope of the project.
2.2.3. Structured and Unstructured Models
Models can also be categorized by the way they are structured.
In models of bioprocesses, the term ’unstructured model’ is usually used for models
which describe the biomass as one (chemical) compound (Fredrickson et al., 1970). In
this simplification, balanced growth is assumed. Structured models use compartimen-
tation, for instance introducing intracellular metabolite pools as in Birol et al. (2002);
4Metabolic engineering is the technique of developing improved strains of organisms by modifications
of the genome of the cell. An introduction into this topic can be found in Nielsen (2001)
10
2.3. A Model of a Fed-Batch Process
Palaiomylitou et al. (2002). Unstructured models can be expected to fail in highly tran-
sient situations (Esener et al., 1981).
In the current work, unstructured models were aimed at. However, some slight struc-
turing was implemented by introducing imaginary intracellular pools of some substrates
by decoupling the uptake and the use of the compounds. This was necessary due to the
characteristics in the measured data and based on information about inhibition of the
uptake, as is mentioned in paragraph 5.2.3 on page 104.
2.3. A Model of a Fed-Batch Process
2.3.1. Mass Balance
The macroscopic models of bioprocesses are based on mass balances:
accumulation = conversion+ transport (2.1)
So, assuming ideal mixing5, we can write for the bioreactor:
˙(CV ) = rV +
∑
f
FfCf (2.2)
where dots above the symbols denote the time derivatives, r are net conversion rates per
unit volume and F are fluxes of feeds into and out of the reactor6, with concentrations
Cf in these feeds.
The total mass of the compounds in the fermentation suspension is balanced, so we
have to keep in mind that, besides the concentration of the compounds, also the volume
of the suspension has to be regarded. This is especially important for fed-batch fermen-
tations where the volume generally changes significantly during the process. So using
˙(CV ) = C˙V + V˙ C, (2.3)
the balance can be rewritten as:
C˙ = r +
∑
f
FfCf
V
−
∑
f
FfC
V
. (2.4)
with
V˙ =
∑
f
Ff (2.5)
5For small scale stirred bioreactors, this assumption is generally valid since mixing times in these
systems are well below the time scale at which the process takes place.
6The fluxes out of the reactor are negative. Also sampling can be regarded as such a flux out of the
reactor.
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For batch fermentations, the equations can be simplified since all fluxes are 07. For
chemostat fermentations at steady state, all time derivatives are 0 which simplifies the
balance to yield:
− r =
∑
f
Ff (Cf − Css)
V
(2.6)
which can readily be solved using the steady state concentration Css.
For fed-batch fermentations, such general simplifications cannot be made. The con-
centrations can however be simulated over time when the initial concentrations C(0) and
the fluxes are known and kinetic equations for the conversion rates as a function of the
concentrations are given:
C(t) = C(0) +
∫ t
t=0
C˙dt (2.7)
2.3.2. Kinetics
Now the challenge is to find kinetic descriptions for the conversion rates r as a function
of the concentrations for all relevant substances: biomass, substrate(s) and product(s).
One common type of kinetic equations is the Monod kinetics, which is based on the
Michaelis-Menten type enzyme kinetics (Michaelis and Menten, 1913):
r =
vmaxCSCC
Km + CS
(2.8)
where CS is the concentration of substrate, CC the catalyst concentration and Km
the Michaelis-Menten constant, which is a binding constant, equal to the concentration
needed to achieve an enzyme specific conversion rate8 of half the maximal specific con-
version rate vmax. For more detailed explanation of the theoretical background of this
equation and similar enzyme kinetic models, see for instance Biselli (1992); Roels (1983).
For biomass growth on one limiting substrate, the Monod kinetics (Monod, 1942) can
be written analogously as:
rx = µmax
CSCX
KS + CS
(2.9)
rs = −
rx
Yxs
(2.10)
7except for the fluxes for for instance pH control and the flux of samples out of the reactor. The first
of which is usually of little importance as long as sufficiently high concentrations of the correction
fluids can be used. The last point is usually only of importance in research where many samples are
taken and small biorectors are being used. However, since this does not change the concentrations
but changes all amounts in an equal way, and since no substrates are added into the system, this can
also be neglected.
8This is the conversion rate per unit enzyme, for instance in mmolsubstratemmol
−1
enzymes
−1
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with µmax being the maximal specific growth rate, KS the Monod-constant, analogous
to the Michaelis-Menten constant and Yxs the yield of biomass production on substrate,
which is the amount of biomass which is produced from one unit of substrate.
The Monod equation is probably the most often used equation to describe bio-
mass growth. Some alternative equations have also been proposed, amongst which the
Blackman equation (Dabes et al., 1973), the equations by Konak (1974) and a logistic
equation (used for instance in Bona and Moser (1997)).
Maintenance
Substrate is not only needed for biomass production, but also some energy is needed for
the maintenance of the cells. This is usually added as an extra maintenance term in the
equations, either as extra substrate uptake:
rs = −
rx
Yxs
−mSCX (2.11)
or as biomass degradation:
rx = µmax
CSCX
KS + CS
−mSCX (2.12)
with mS the maintenance coefficient. From a mechanistic point of view, the former can
be expected to be more correct as long as substrate is available (Roels, 1983).
Product Formation
In fermentations, besides the biomass also another product is formed from the substrate.
This production can be classified into three groups: directly associated to the energy
generation of the organism, indirectly coupled to it and a group in which no clear coupling
to the energy generation of the cell is apparent (Roels, 1983).
Production of ethanol, acetic acid and many other products are directly associated to
the energy generation. In these cases the substrate uptake rate can still be described as
in equation 2.11 and the production rate can be given by:
rp = rx · Ypx +mPCX . (2.13)
where Ypx is the ratio between the production of product and biomass of the growth
associated part of the production and mP is the specific production rate without growth
(Luedeking and Piret, 1959).
For instance the production of amino acids is regarded to be indirectly coupled to the
energy metabolism. Here, a separate contribution of the product formation is added to
the substrate conversion:
− rs =
rx
Yxs
+
rp
Yps
+mSCX (2.14)
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with Yps being the yield of product on substrate and rp the rate of product formation,
which can for instance be described by a Monod-type equation:
rp = pimax
CSCX
KP + CS
(2.15)
where pimax is the maximal specific production rate andKP a bindings constant analogue
to the Monod-constant KS in equation 2.9.
For the third class, where there is no clear coupling between the energy generation
and product formation, one general mechanistic model cannot be given. For instance
secondary metabolites such as antibiotics have been categorized in this group.
Multiple Substrates
The prior model equations presume one rate-controlling substrate. This may hold for
many cases, but an increasing amount of processes which are controlled by more than
one substrate are being reported.
Now let the overall specific growth rate µ be defined by
rx = µCX (2.16)
Several macroscopic descriptions of this overall specific growth rate, controlled by
multiple substrates, have been reported, such as a multiplicative, additive and non-
interactive approach (Neeleman et al., 2001; Roels, 1983).
In the multiplicative case, the overall specific growth rate is calculated by multiplying
the fractions of the maximal specific growth rate according to the different substrates,
so for n substrates:
µ =
n∏
i=1
µS,i (2.17)
where µS,i is the specific growth rate supported by substrate i. So for instance using two
simple Monod type kinetics for both substrates S1 and S2, the overall specific growth
rate according to the multiplicative approach would be 9,10
µ = µmax
CS1
KS1 + CS1
CS2
KS2 + CS2
(2.18)
One major drawback of this multiplicative approach is the fact that moderate limitation
by several substrates leads to severe limitation of the overall growth rate, which is
unlikely to be the real case.
9Only one maximal specific growth rate µmax is used here. When separate maximal growth rates for
both substrates are used, these would not be distinguishable mathematically. Furthermore, from a
mechanistic point of view, one maximal rate and two processes which limit this is also well inter-
pretable.
10The mechanistic theory behind the Michaelis-Menten kinetics for enzyme reactions does not support
this multiplication (Biselli, 1992) but for whole cell processes it has often been used successfully.
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In the multiplicative approach, all substrates are essential for growth.
Tsao and Hanson (1975) have enhanced this multiplicative approach with the ad-
dition of not essential substrates CE which increase the growth rate. For m enhancing
substrates and n essential substrates, they proposed the following equation:
µ =
(
1 +
m∑
i=1
kiCE,i
KE,i + CE,i
) n∏
j=1
µmax,j
CS,j
KS,j + CS,j

 (2.19)
where ki are rate constants for the enhancing substrates and KE,i are analogues to the
KS,i binding constants.
In the additive approach, the specific growth rates on different substrates are added.
The supposed mechanism of this approach can be explained when we assume the cells to
be able to take up all substrates parallel and grow on each substrate without the others.
So with n substrates, this can be formulated as:
µ =
∑
i
µS,i (2.20)
or with 2 substrates and Monod kinetics:
µ = µmax,S1
CS1
Km1 + CS1
+ µmax,S2
CS2
Km2 + CS2
(2.21)
In the non-interactive approach there is always only one rate controlling substrate at
a time. However, the limiting substrate can change during the process or differ between
experiments. At all time points, the limiting substrate is determined. For two substrates
and Monod kinetics this can be described as:
µ = min


µS1 =
µmax,S1CS1
Km1 +CS1
µS2 =
µmax,S2CS2
Km2 +CS2
(2.22)
Another option mentioned in literature uses the averaging of the reciprocals of the
growth reduction by the different substrates. For n substrates this would give:
µ = µmax
n∑n
i=1
µmax
µi
(2.23)
where all specific growth rates µi use the same maximal specific rate µmax.
Besides the macroscopic unstructured approaches mentioned here, also structuring has
been used to deal with multiple substrates.
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Inhibition
Some catalytic conversions are inhibited by certain substances. Based on the principle
of reversibility of each chemical process at a molecular level, each product also inhibits
its own production.
The catalytic reactions (such as enzymatic reactions) can be inhibited through differ-
ent mechanisms such as competitive, non-competitive or uncompetitive inhibition.
Competitive inhibition occurs when the inhibitor and the substrate compete for the
same active site. This can be mathematically described by the following equation:
r = vmax
vmax · CS
KS ·
(
1 + CIKI +
CS
KS
) (2.24)
Non-competitive inhibitors bind the catalyst or the catalyst-substrate complex, pre-
venting the conversion. This can be described by:
r = vmax
vmax · CS
KS ·
(
1 + CIKI +
CS
KS
+ CS ·CIKS ·KI
) (2.25)
Uncompetitive inhibitors only bind the catalyst-substrate complex but do not inacti-
vate the catalyst before binding of the substrate. This can be described by:
r = vmax
vmax · CS
KS ·
(
1 + CSKS +
CS ·CI
KS ·KI
) (2.26)
A special case of this form of inhibition is the inhibition of the reaction by excess of
substrate:
r = vmax
vmax · CS(
KS + CS +
C2
S
KI
) (2.27)
This happens when a second substrate molecule can bind the complex and prevent the
conversion.
A more detailed explanation of the shown mechanisms and equations is for instance
shown in Biselli (1992). In many enzymatic processes, the real mechanisms are much
more complex than the shown simple cases and in complete cells, even much more
complex mechanisms take place. These complex regulatory mechanisms are beyond the
scope of the current work and are often not completely understood. Several of the
shown inhibition kinetics have been used for cellular kinetics. Equation 2.27 for instance
corresponds to the well-known Andrews kinetics (Andrews, 1968).
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Lag-Times
Directly after inoculation of a batch experiment, an initial adaptation phase with reduced
rates often occurs. In macrokinetic models, the underlying mechanisms are not described
exactly, but an overall expression can be added to account for this phenomenon in the
models. In the current work, the expression by Bergter and Knorre (1972) is used, where
the rates are multiplied by a factor according to:
r = rnolag ·
(
1− et/tlag
)
, (2.28)
depending on the time t and the lag-time tlag.
This is by no means the only reported equation. For other options, see for instance
the suggestions by Pirt (1975) or Bona and Moser (1997).
In the current work, a parameter tlag is estimated for each experiment and each model
during fitting of the model to the experimental data. In the planning of experiments,
the lag-time was not used and an attempt was made to adjust the planning in the initial
phase of the experiment, as will be described in paragraph 3.4.1 on page 50.
2.4. Fitting Models to Experimental Data
2.4.1. Parameter Estimation
In some cases, the parameters of models which are based on first-principles might be
known a priori, but in many cases, amongst which the current project, they are not. In
those cases, the parameter values need to be estimated from experimental data. This
parameter estimation, model fitting or regression, consists of searching for a set of model
parameters θ within the allowed parameter space, which minimizes the distance between
the measured values y and the model predictions of these values f(x, θ). Usually the
sum of the squared distances are minimized: a least squares optimization. When several
different variables are measured or when the measured values come from a wide range, it
is likely that the N measured values are not equally accurate. In this case the errors need
to be weighted by the corresponding standard deviations giving the maximum likelihood
criterion:
θˆ = argmin
θ
N∑
i=1
(yi − f(xi, θ))
2
σ2
(2.29)
where θˆ indicates the estimated parameter set, and σ2 contains the variances of the
measured values. For linear models, the parameters can be estimated explicitly, but
for the non-linear models which are used in the current work, a non-linear optimization
routine is needed to find the parameters.
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The method of least squares is the most commonly used regression method and is
also applied in the current study. It is however not the only available option. Several
alternative methods have been developed, for instance to reduce the sensitivity of the
solution with respect to outliers in the data (Birkes and Dodge, 1993).
2.4.2. Parameter Accuracy
It is of course very important for the use of mathematical models that the used para-
meter values are correct. When the parameter values are estimated from measured data
as mentioned before, the quality of the data determines the achievable accuracy of the
estimated parameter. In special cases, some parameters may not be uniquely estimable
at all, for instance in the trivial example of fitting a second order polynomial to two mea-
sured values only. In other cases, the parameter might be estimable but only with a very
poor accuracy, as was for example shown to be the case for Monod type nonlinear models
fitted to data from one batch fermentation only (Holmberg, 1982; Nihtila¨ and Virkkunen,
1977). The accuracy of the estimated parameters can be addressed using the covariance
matrix of the parameter estimates.
Assuming the models to be smooth around the measured values and the estimated
parameters θˆ to be close enough to the real parameter values θ, so that the (nonlinear)
model can be approximated between the two sets of parameters by a first order Taylor
series, we can write:
y(t,u, θ) ∼= f(x, t,u, θˆ) +
p∑
i=1
(θˆp − θp)
∂f(x, t,u, θ)
∂θp
(2.30)
Then, the covariance matrix of the parameter estimates Covθ can be calculated from
the measurement variances σ2 and the first order derivative of the model to the para-
meters ∂y∂θ .
These derivatives form the jacobian matrix with all N measured values in separate
rows and all p model parameters in separate columns:
J =


∂y1
∂θ1
· · ·
∂y1
∂θp
...
. . .
...
∂yN
∂θ1
· · ·
∂yN
∂θp

 (2.31)
The calculation of this jacobian matrix, especially for dynamic systems, is addressed in
more detail in paragraph 2.4.4 on page 21.
With the measurement variances in an N by N matrix Covm, the covariance matrix
of the parameter estimates can be calculated as
Covθ = (J
T
·Covm
−1
· J)−1 (2.32)
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In words: the possible error in the parameter estimates is caused by the possible error
in the measured values and depends on how sensitive the predicted values are towards
the parameter values.
The covariance matrix of the parameters is a symmetric matrix with the variances
of the parameters on the diagonal. When all measurements are independent, all other
entries of the matrix are zeros. A very important indication of the accuracy of the
parameter estimation is the comparison of the standard deviations of the parameter
estimates with the estimated parameter values themselves. These standard deviations
are calculated as the square root of the diagonal entries of the covariance matrix.
From the covariance matrix of the parameter estimates, the correlation matrix of the
parameter estimates Corθ can easily be calculated with element i, j of the correlation
matrix defined as
Corθ(i, j) =
Covθ(i, j)√
Covθ(i, i)Covθ(j, j)
(2.33)
The elements of this matrix, the correlation coefficients, are values between -1 and 1
where -1 indicates a complete negative correlation, 0 means no correlation was found and
1 indicates complete correlation. Correlation coefficients close to 1 or -1 also indicate that
these parameters are not estimable uniquely. In some of these cases, it might be easily
possible to simplify the model without much loss of accuracy of the model predictions,
or an experiment could be planned aiming at estimating this pair of parameters.
2.4.3. Accuracy of the Fitted Model
After the parameters of a model are estimated, the accuracy of the model fit to the avail-
able data needs to be evaluated. A couple of options for this evaluation are mentioned
here.
When the measured values have a normal distributed measurement error with zero
mean and standard deviation σ, the difference between the predictions by an accurate
unbiased model and the measured values is also expected to follow this distribution.
The agreement between the distribution of the observed errors and the expected normal
distribution can be tested by a chi squared test. A reduced chi squared, χ˜2, can be
defined as (Taylor, 1982)
χ˜2i =
1
d
N∑
i=1
(
yi − yˆi
σi
)2
. (2.34)
where yi indicates the measured value whereas yˆi is the corresponding model prediction.
The degrees of freedom d is used to scale the chi squared value. This degree of freedom
can be calculated as the difference between the amount of estimated model parameters
and the amount of measurements N . For good fitting models, χ˜2 is expected to be about
1. All models leading to lower values are accepted and models with much higher values
do not fit properly. When values of slightly more than 1 are achieved, a more accurate
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evaluation can be made by comparing the achieved χ˜2 with values from standard chi
squared tables. The strict use of this rule might be difficult for dynamic fermentation
processes. Often, models are used with success although they probably do not meet the
chi squared rule. As also discussed in paragraph 2.2 on page 9, a severe simplification of
the complex system has to be made in order to get models which might be suitable for
process optimization and control. Furthermore it is often difficult to estimate the real
standard deviation of some of the measurements. The real measurement error of dilution
steps and the measurement equipment can usually easily be determined. Possible errors
by non-homogeneous samples, time delays in the off-line measurements et cetera, may
be more difficult to estimate. These errors can cause higher standard deviations and a
relatively high amount of outliers. Therefore, the choice of whether to reject a model is
usually not done solely based on a little bit too high a χ˜2. Still the reduced chi squared
value forms a very valuable quantitative measure for the goodness of the fit and can also
be used to compare the fit of different models. The weighting by the degree of freedom
in the reduced form of the chi squared value provides some favouring of more simple
models with less parameters.
By using the reciprocal of χ˜2, so that higher values represent better fits, and by
subsequent scaling of the values for all m compared models to 1, a measure of the
relative goodness of fit of different models can be calculated. So, the measure Gi for
model i can be calculated as:
Gi =
1
χ˜2i
m∑
i
1
χ˜2i
(2.35)
Another method of comparing the fits of competing models is the Bayes approach
of calculating relative model probabilities as mentioned for instance by Box and Hill
(1967) or discussed by Stewart et al. (1996, 1998). Assuming a normal distribution of
the measurement error, they formulated the probability density function pi of a model
prediction yˆi,n according to model i and measurement n as
pi,n =
1√
2pi(σ2 + σ2i,n)
exp
(
−
1
2(σ2 + σ2i,n)
(y − yˆi,n)
2
)
(2.36)
where σ2 is the variance of the measured value and σ2i,n is the variance of the model
prediction. This last variance is also called the model variance, which is the term that
will be used further in the current work. This model variance is described in more detail
in paragraph 2.5.1 on page 26.
Then, the relative probability of model i out of m competing models after n measure-
ments is calculated as
Pi,n =
Pi,n−1 · pi,n∑m
i=1 Pi,n−1 · pi,n
. (2.37)
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When the models stay the same, as is for instance the case in the publication by
Box and Hill, the prior probabilities Pi,n−1 are simply the probabilities which were
calculated after the last measurement. However, as soon as a new model is added or
when model parameters are re-estimated, which strictly speaking also means that the
model is actually changed, the relative probabilities should be re-calculated using all
available data. This is also done after each experiment in the current work, so that,
when all m models have an equal initial relative probability prior to all measurements,
the relative probabilities calculated this way after n measurements is:
Pi,n =
∏n
j=1 pi,j∑m
i=1
∏n
j=1 pi,j
. (2.38)
Note that the total sum of the relative model probabilities calculated this way always
stays 1.
One other important way of evaluating fitted models is by simply looking at plots of
the measured values and the model predictions. This seems trivial but can be important.
When working with dynamic experiments, such as batch or fed-batch experiments, where
measurements are taken at several time points, the course of the curves through the
measured values is very important. See for instance the results in paragraph 5.2.3 on
page 104. Unfortunately, this is not taken into account by the quantitative methods
of evaluation mentioned above. This is a general problem when one global criterion is
used to evaluate the fit, which does not regard local differences. However, by plotting
the measured values and the model predictions against the time, this aspect is clearly
noticed. It can even be better seen when a residual plot is made over time. In such
a residual plot, the difference between the measured values and model predictions is
plotted against the time. An optimal fitting model should lead to a horizontal trend
around 0 with only (white) noise added to it. When the residuals are weighted by the
standard deviation of the measurements, more than 95% of the values is expected to
stay between -2 and 2 for a perfect fitting model and normal distributed noise.
2.4.4. Jacobian in dynamic systems
Since the calculation of the jacobian is not trivial, especially for dynamic systems with
nonlinear models, this is addressed here in more detail.
As mentioned before (equation 2.31 on page 18), the jacobian matrix consists of the
sensitivities of the measured values y to the parameter values θ:
J =
∂y
∂θ
=


∂y1
∂θ1
· · ·
∂y1
∂θp
...
. . .
...
∂yn
∂θ1
· · ·
∂yn
∂θp

 (2.39)
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We define the measured or simulated values y as a function of the state variables x,
the control variables u, the parameters θ and, in dynamic systems, the time t. The
change in the state variables x over time is also a function of the state variables itself,
the control variables and the time:
y = f(x, t,u, θ) (2.40)
dx
dt
= g(x, t,u, θ) (2.41)
For calculation of the parameter sensitivity of the output variable y, we need the
parameter sensitivity of the state variables x, ∂x∂θ .
In dynamic systems, the effect of a changed parameter value can propagate over time
so we have to use the integral over time here:
∂x
∂θˆp
(x, ti,u, θˆ) =
∂x
∂θˆp
(x, 0,u, θˆ) +
∫ ti
t=0
∂x(x, t,u, θˆ)
∂θˆp
dt (2.42)
With the initial parameter sensitivities being 0, the ∂x
∂θˆp
(x, 0,u, θˆ) can be omitted.
For solving the integral of equation 2.42, we use Schwarz’ rule:
d
dt
(
∂x
∂θˆp
)
=
∂
∂θˆp
(
dx
dt
)
(2.43)
which, combined with equation 2.41, yields:
d
dt
(
∂x
∂θˆp
)
=
∂(g(x, t,u, θ))
∂θˆp
(2.44)
It is important to remember that we are working with partial differential equations
here. So, besides the fact that the function g is directly depending on the parameters,
it is also depending on the state variables x which on their turn also depend on the
parameters. Therefore, we have to use the chain rule:
∂(g(x, t,u, θ))
∂θˆp
=
∂g(x, t,u, θ)
∂θˆp
+
∂g(x, t,u, θ)
∂x
·
∂x
∂θˆp
(2.45)
After combining 2.45 with equation 2.42, this yields:
∂xi
∂θˆp
(ti,u, θˆ) =
∫ ti
t=0
(
∂g(xi, ti,u, θ)
∂θˆp
+
∂g(xi, ti,u, θ)
∂x
·
∂x
∂θˆp
)
dt (2.46)
So, with the direct derivative functions of g to θˆp and to x, the parameter sensitivities
of the state variables can be simulated over time. Note that x contains the whole set
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of state variables here. Equation 2.46 can also be written with the explicit summation
over all n state variables:
∂xi
∂θp
(ti,u, θ) =
∫ ti
t=0

∂f(xi, ti,u, θ)
∂θp
+
n∑
j=1
∂f(xi, ti,u, θ)
∂xj
·
∂xj
∂θp

 dt (2.47)
When the measured output variables y are the same as (a selection of) the state
variables x, the parameter sensitivity of the measured variables equals of course the
parameter sensitivities of the corresponding state variables. This is for instance the case
in the used models for describing the L-valine production in the current work. However,
in the general case where the measured variables are a function of the state variables as
in equation 2.40 on the preceding page, the parameter sensitivity of the output variables
is determined in an analogue way yielding:
∂yi
∂θp
(x, ti, u, θ) =
∫ ti
t=0

∂g(x, ti, u, θ)
∂θp
+
n∑
j=1
∂g(x, ti, u, θ)
∂xj
·
∂xj
∂θp

 (2.48)
where the parameter sensitivity of the state variables (
∂xj
∂θp
) can be calculated from equa-
tion 2.47.
By including the derivative functions in the model, the parameter sensitivities can
be simulated together with the rest of the model. The jacobians were calculated this
way for instance in the design of experiments for improvement of parameter estimation
(Munack, 1989; Versyck et al., 1997). In the current work it is used for the calculation of
model discriminating functionals, which are discussed in paragraph 2.5.1 on page 26, for
the simulative study in chapter 4. Noteworthy, care had to be taken not to get problems
with numeric inaccuracies of the simulations, especially when differences between the
sensitivities were needed. Determining the model discriminating design criteria like this,
a minimal relative accuracy of 10−8 was used in the current work.
The parameter sensitivities show how much the predicted value would change when
a model parameter would be slightly different. Another way of calculating these values,
which is intuitively very easy to understand, is by ’finite difference approximation’, where
the model is re-simulated using slightly changed parameter values and the achieved
change in the response is regarded (Degenring et al., 2004; Tura´nyi, 1990):
∂yi
∂θp
=
(y(ti, u, (θ + dθ)))− (y(ti, u, θ))
dθ
(2.49)
where dθ contains a small change in the value of parameter p.
An advantage of this simple, but less elegant method is the fact that the derivatives of
the model equations to all state variables and to all parameter values do not need to be
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build in the model. An obvious pitfall, on the other hand, is that this method only pro-
duces proper results when the change of the parameter values is in an appropriate range.
When the applied difference would be too small, no effect of the changed parameter value
will be found. And even if an effect would be found, the risk of numerical inaccuracies
having much influence is rather high. On the other hand, large changes in the parameter
values can give strongly erroneous results when the model cannot be approximated by a
first order Taylor series any more in the used range. These problems seem very likely to
occur, especially in multivariable and dynamic systems, where the parameters can have
very different influences on the different state variables and in different phases of the
simulations. To diminish the risk of getting wrong results due to too small or too large
changes in the parameter values, it can be checked whether similar results are obtained
using a small increase and a small decrease in the parameter values:
∂yi
∂θp
=
(y(ti, u, (θ + dθ)))− (y(ti, u, θ))
dθ
=
(y(ti, u, θ))− (y(ti, u, (θ − dθ)))
dθ
(2.50)
When the two values differ too much, the parameter can be changed with a different
amount. When used with care, this method should produce the same results as the more
analytical method mentioned above. Just as with the former, it might be necessary to
use rather tight bounds on the accuracy of the simulation itself. As an example, figure 2.1
on the next page shows the parameter sensitivities simulated over time, calculated using
both methods, for a Monod-type model with substrate and product inhibitions in a
batch experiment and the maximal specific growth rate as the investigated parameter.
The results of the two methods differed less than 0.1% for all values.
One drawback of the finite differentiation method is the intensive calculation time for
multiple simulations. Even if the parameters are directly changed with an appropriate
amount for all state variables during the whole simulation, the models need to be re-
simulated twice for each parameter value. This method was used in the current work
on several occasions for calculation of the covariance matrix of the estimated parameter
values, which has to be done only once for each model. For the design of experiments,
this was not the method of choice, since the parameter sensitivities need to be recalcu-
lated very many times during the optimization process. As an example let us regard
a relatively simple model with 9 parameters and 3 state variables as mentioned in the
simulative study in paragraph 4.2 on page 63. The calculation of all parameter sensitiv-
ities for a simulated batch experiment with 36 measured values in 20 hours, the finite
differentiation method took 2.2 seconds using 98 simulations, whereas the other method
took 0.30 seconds on a personal computer with a pentiumIII 700 MHz processor. One
simulation of the model used in the method of finite differentiation takes much less time
(about 0.022 s) than for the other method, because the simulation of all parameter sen-
sitivities in the other method makes the model much larger. The effect of the larger
amount of simulations needed for the method of finite differentiation is, however, much
stronger.
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Figure 2.1.: Jacobian calculated in two ways. Parameter sensitivities are shown for
the concentrations of biomass [OD600h], substrate [gh/L] and product [mMh] depending
on the maximal specific growth rate (µmax). Lines are calculated using explicit simu-
lation of the sensitivities in the model and the markers by re-simulation with changed
parameter values. Solid lines and × show the sensitivities of the simulated biomass con-
centrations, dotted lines and ∗ of substrate concentrations and dashed lines and + of
product concentrations.
2.5. Experimental Design
Every experiment takes time, money and other resources. Therefore it is very impor-
tant to limit the number of experiments and get much relevant information from each
experiment. Experimental design stands for techniques which help to plan informative
experiments. Many different approaches have been developed, depending for instance
on the type of information needed and the kind of information available.
The experimental designs can first be divided in two groups which will be called
’statistical experimental design’ and ’model based experimental design’ here. The term
’model based experimental designs’ is used here for designs which use predictions of a
mathematical model in order to determine how an experiment should be performed,
whereas with ’statistical experimental designs’, techniques are meant, which do not
explicitly need these model predictions.
In the current work, model based designs are investigated and used and some of this
type of designs will be discussed in more detail in the following paragraphs.
Examples of statistical experimental designs are for example factorial designs such
as 2-level full factorial designs, where two values are chosen for each variable and all
combinations of these variable values are used. Many different statistical designs have
been used, depending for instance on the type of effects, influential factors and combi-
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nations, the researcher is looking for. An overview of different statistical experimental
designs can be found in textbooks such as Bandemer and Bellmann (1994) or the review
by Draper and Pukelsheim (1996).
Two different types of model based experimental design techniques are explained and
used here, depending on the goal of the designed experiment. First of all, model dis-
criminating designs are used for planning of experiments, in order to determine which
of several competing models describe the phenomena best. Second, there are experi-
mental design criteria, which are used for planning experiments in order to improve the
parameter estimation11.
2.5.1. Experimental Design for Model Discrimination
The development of design criteria for discriminating between rival models already dates
back to the sixties, when, amongst others, Hunter and Reiner suggested a criterion
which consists of maximizing the difference between expected measurements y1 and y2,
according to two competing models (Hunter and Reiner, 1965):
ξ∗ = argmax
ξ
(yˆ1 − yˆ2)
2 (2.51)
where ξ describes an experiment and the asterisk denotes the optimized values.
For more than two rival models, either a summation over the model pairs
or a maximization of the minimal distance between two models were suggested
(Cooney and McDonald, 1995; Espie and Macchietto, 1989).
These approaches did not yet take into account the accuracy of the measurements.
However, an expected difference between two accurately measurable values is of course
more informative than the same difference between inaccurate values, so it was suggested
to weight the differences by the estimated variances in the measurements. Especially
when a number of different state variables are measured and also for experiments with
large differences between the measured values, as is usually the case for dynamic ex-
periments, this is very important since the accuracy of the different measured variables
can differ strongly. For the multivariable and dynamic experiments, also the summation
over all expected measured values has to be introduced:
argmax
ξ
N∑
k=1
m−1∑
i=1
m∑
j=i+1
((yˆi,k − yˆj,k)σ
−2
k (yˆi,k − yˆj,k)) (2.52)
where N is the total amount of measurements, including all state variables and all mea-
surement times. yˆi,k is the expected measured value k according to model i. σk is the
11This is also sometimes called ’optimal experimental designs’, but this term has been used in different
ways and can be confusing. Model discriminating designs or statistical designs are also ’optimal’
in a sense and therefore the description ’designs for parameter estimation’ or ’parameter estimation
design’ will be used here.
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expected variance of the difference between the model expectations for measurement k,
which is calculated as the sum of the measurement variances of these expected measure-
ments for model i and j (Taylor, 1982).
In matrix notation this can be written as:
argmax
ξ
m−1∑
i=1
m∑
j=i+1
([yˆi − yˆj]
TΣ−1ij [yˆi − yˆj ]) (2.53)
where yi is a [N×1] column vector containing the N expected measured values according
to model i:
yi =


yi,1
...
yi,N

 . (2.54)
Σij is a symmetric quadratic matrix of size [N × N ], consisting of the sum of the
measurement (co)variance matrices according to model i, Σi and j, Σj:
Σij = Σi +Σj (2.55)
with Σi defined as:
Σi =


σ2i,1 σi,12 · · · σi,1N
σi,12 σ
2
i,2 · · · σi,2N
...
...
. . . . . .
σi,1N σi,2N . . . σ
2
i,N

 (2.56)
where σ2i,1 is the measurement variance of measurement 1 as expected by model i and
σi,12 is the measurement covariance of expected value 1 and 2 according to that model.
In the summation in equation 2.52, it is assumed that the measurements are inde-
pendent, which means that Σ only contains non-zero values in its diagonal and all
covariances are zero.
For the dynamic case, instead of the summation over all N measured values, also the
integration over the experiment time was suggested. However, since we use a limited
amount of discrete off-line measurements in the current work, the discrete description is
shown here.
Besides the measurement error, it was also argued that the variance in the expected
response should be taken into account. This variance originates from the fact that the
simulated values are based on a model which has inaccurate parameter estimates. With
somewhat different parameter values, which might still allow a proper fit to prior data,
the expected values will change. With the sensitivity of the expected values towards the
parameters in jacobian matrix J of size [N × P ], this model variance W (size [N ×N ])
can be calculated as:
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W = J ·Covθ · J
T (2.57)
The used jacobian matrix of the expected values can be calculated as explained in
paragraph 2.4.4 on page 21, containing the parameter sensitivities of the expected mea-
sured values in separate rows and the sensitivities towards all parameters in separate
columns. The [P × P ] covariance matrix of the parameters, Covθ, can be calculated
from prior data according to equation 2.32 on page 18. Note that the covariance matrix
of the parameter estimates is calculated using the parameter sensitivities of all prior
measured data, whereas the sensitivities J in equation 2.57 are the sensitivities of the
expected new measurements.
The impact of the use of the model variance can be expected to be much stronger
for dynamic experiments than for static ones. The sensitivity of the expected response
towards the estimated model parameters can get rather strong in these experiments.
Furthermore, the parameter sensitivities can have strongly differing values during the
experiment, due to the fact that the influence of the parameters can propagate over
time. The impact of the model variance will increase, when the parameters are less well
estimable, i.e. when the covariance matrix of the parameter estimates has higher values.
Many different model discriminating design criteria have been suggested in literature,
which all contain structures which are similar to the basic structure of equation 2.52
on page 26 (Burke et al., 1997; Hill, 1978). Many of them also use the model vari-
ance. Many of these approaches use a statistical test in which the expected difference
between the model predictions is compared to the estimated variance of this difference
(Atkinson and Fedorov, 1975; Buzzi-Ferraris et al., 1984; Chen and Asprey, 2003), or
calculation of probability density functions (Box and Hill, 1967; Hsiang and Reilly, 1974;
Reilly, 1970). Some of the suggested criteria were developed for special situations such
as discrimination between nested models (Pukelsheim and Rosenberger, 1993), (nested)
polynomes (Dette and Roder, 1997) or autoregressive models (Uosaki and Hatanaka,
1988). A selection of criteria which might be applied to discrimination of dynamic
nonlinear models will be discussed here in more detail.
Box and Hill
The model discriminating experimental design approach of Box and Hill (1967) has been
widely used with and without several adjustments.
They based their criterion on Shannons information theory (Shannon, 1948) using the
concept of system entropy, which can be defined as:
−
m∑
i=1
Pi lnPi (2.58)
for m models, with relative probability Pi of model i and a total sum of all probabilities
of 1. These relative probabilities can be addressed as shown in equation 2.37 on page 20.
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This entropy is maximal when all models have an equal probability and decreases when
larger differences between the models are detected. The expected change in this entropy
should thus be maximized and this change R can be formulated as
R =
∑
Pi,n−1
∫
pi ln
pi∑
Pi,n−1pi
dyn (2.59)
where pi is the probability density function of the expected new measurement yn accord-
ing to model i.
Box and Hill have used the maximization of a maximal expected value for R, as the
criterion for a model discriminating design. They formulated their criterion for the
univariate static case with constant measurement variance σ2 as:
argmax
ξ
1
2
m∑
i=1
m∑
j=i+1
Pi,n−1Pj,n−1
(
(σ∗2i − σ
∗2
j )
2
(σ2 + σ∗2i )(σ
2 + σ∗2j )
+ [yˆi − yˆj]
2
∗
(
1
σ2 + σ∗2i
+
1
σ2 + σ∗2j
))
(2.60)
The peculiar use of the upper bound on the expected value for R has been criticized
by several statisticians (Meeter et al., 1970). Reilly suggested a method to estimate the
expected value for R instead (Reilly, 1970).
The use of this maximal value is also the cause for the use of the differences in expected
model variances in the numerator of the first part of the criterion. Especially in dynamic
experiments and in models with poor parameter estimates, the model variances can take
extreme values which can change very fast. This happens, for instance, in situations of
sudden changes such as a depletion of substrate. Therefore it is very likely that, in these
cases, the differences in the expected measured values play no significant role any more,
but the criterion reduces to the maximization of the differences in the model variances,
which is intuitively strange. Several examples where basically only the differences in
the model variances determine the criterion, were also found in the simulative study in
chapter 4.
The calculation of the model variances with the requirement that the model
can be approximated by a linearized form, provides another source of problems
(Bajramovic and Reilly, 1977). Hsiang and Reilly have suggested a method to avoid
this, however requiring the use of a series of discrete parameter sets (Hsiang and Reilly,
1971).
The original criterion from Box and Hill was formulated for one variable and a con-
stant measurement variance. One option to enhance this criterion for several measured
variables and several measurements in the dynamic experiments, is the summation over
all measured values, assuming all measurements to be independent:
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argmax
ξ
m∑
i=1
m∑
j=i+1
N∑
k=1
Pi,n−1Pj,n−1
(
(σ∗2i,k − σ
∗2
j,k)
2
(σ2i,k + σ
∗2
i,k)(σ
2
j,k + σ
∗2
j,k)
+ [yˆi,k − yˆj,k]
2
∗
(
1
σ2i,k + σ
∗2
i,k
+
1
σ2j,k + σ
∗2
j,k
))
(2.61)
where Pi,n−1 still is the probability of model i before experiment ξ, σ
2
i,k is the estimated
variance of the expected measurement k according to model i, which might be different
from the corresponding variance of the measurement according to model j: σ2j,k. σ
∗2
i,k
is the model variance of the expected value of measurement k according to model i
(Pritchar and Bacon, 1974).
One problem, which was encountered in the use of the criterion of Box and Hill for
the dynamic bioprocesses in the current project, was an extreme exaggeration of the
differences in the relative model probabilities. This seems to be caused by sensitivity
towards outliers. The exaggeration especially occurred with increasing amounts of mea-
sured values and a clear lack of fit in all models, which is not an unusual situation in
macroscopic modeling of bioprocesses. An alternative option is the calculation of relative
goodness of fit as stated in equation 2.35 on page 20 instead of the relative probability,
which tends to result in much more moderate differences.
Despite the mentioned problems and criticism, the criterion by Box and Hill has been
used successfully in several cases, for instance in heterogeneous catalysis (Froment, 1975;
Froment and Mezaki, 1970) or in continuous fermentations (Takors et al., 1997).
Buzzi-Ferraris and Forzatti
Buzzi-Ferraris and Forzatti (1983); Buzzi-Ferraris et al. (1990, 1984) suggested an intu-
itively appealing discriminating design criterion which is based on the statistical chance
that a difference between two model predictions could also be explained by the vari-
ance of the predictions (both by measurement inaccuracy and inaccurate parameter
estimates). They suggested maximizing the ratio between the expected differences in
the model predictions and the total variance of this difference, which was build up from
the measurement variance and the model variances.
argmax
ξ
m−1∑
i=1
m∑
j=i+1
[yˆi − yˆj ]
TV−1ij × ([yˆi − yˆj ] + trace[2ΣV
−1
ij ]) (2.62)
where the variance matrix Vij consists of two times the measurement variance matrix
Σ and the model variances of model i and j:
Vij = 2Σ+Wi +Wj (2.63)
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The model variances W are also explained in equation 2.57 on page 28.
Buzzi-Ferraris and Forzatti published their criterion with a model independent vari-
ance matrix Σ. In the current work, the terms 2Σ in equation 2.62 and 2.63 have been
replaced with Σi+Σj, the sum of the estimated measurement variances of the expected
values according to model i and j, which allows a different measurement variance at
different values.
Buzzi-Ferraris and Forzatti suggested the addition over all model pairs as shown in
equation 2.62 and did not use of the weights of the importance of the model pairs as
done for instance by Box and Hill. Instead, they stated that all models which passed
the chi-squared adequacy test based on all prior data, should be regarded with equal
probability and all other models should simply not be regarded. When models which
did not pass the test before, pass the test after addition of new data, the model could
be reintroduced for the construction of the next experiment.
Buzzi-Ferraris and Forzatti also suggested to stop the procedure when it would fail to
design experiments which give higher values for the criterion than the amount of new
expected measurements, claiming that the experiment is not expected to be informative.
Such a criterion seems appealing, but is somewhat problematic in the suggested form
for the use in multiresponse experiments since it actually suggests that the average of
the expected responses should be informative. It could however very well be, that many
measurements and many variables are not informative, having practically equal responses
according to both models, whereas only a few expected measurements are expected to
differ significantly. In this case the experiment would be rejected, although the same
experiment would be accepted when only these relevant measurements would be planned.
One other option could therefore be to accept only experiments which expect at least
one measurement to be informative.
Chen and Asprey
Based on the criterion by Buzzi-Ferraris and Forzatti, Chen and Asprey recently pub-
lished a similar criterion for dynamic experiments and multiresponse nonlinear situations
with discrete sampling (Chen and Asprey, 2003):
argmax
ξ
nsp∑
i=1
[yˆi − yˆj]
TS−1ij [yˆi − yˆj] (2.64)
using an addition over all suggested sampling points nsp. So, all sampling points are
regarded independent, also with respect to the model variance which is caused by the
parameter estimates, which seems strange. The [nv×1] vectors of expected measurements
y contain the nv different measured variables at one sampling time, and all these variables
were suggested to be dependent. Also the [nv × nv] matrix with variances, Sij, contains
the covariances at one sample time only. Note that this criterion is equal to a criterion
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with all measured values in one vector and a corresponding bigger covariance matrix,
when all covariances between two measured values which are taken at different sampling
times, are zero.
The weighting byVij has been replaced by the very similar Sij , which however contains
the measurement variance only once:
Sij = Σ+Wi +Wj (2.65)
They suggested to estimate the experimental variance from prior data and did not include
the possibility of having different expected measurement variances based on different
model predictions.
Furthermore, they used their criterion only for one model pair at a time and suggested
to use it on the two best fitting models in one of their examples.
Based on the suggestion of Buzzi-Ferraris and Forzatti, also Chen and Asprey sug-
gested not to perform any experiments which give rise to criteria smaller than the amount
of measurements, being all measured variables at all sampling times together. This has
been discussed above for the criterion of Buzzi-Ferraris and Forzatti. An example of an
experiment which would not pass this criterion, but which would be accepted when only
some of the measurements are taken, is shown in the simulative study in chapter 4.
The criterion by Chen and Asprey has been used in a simulative comparison in the
current work with the adjustment that the criterion was added over all model pairs, just
like suggested by Buzzi-Ferraris and Forzatti, and with the measurement variance of the
expected measurements being the average between the ones estimated for the 2 models.
Discriminating Design Criteria for Dynamic Experiments Without Model Variances
The calculation of model variances and the parameter sensitivities which are needed
for this, is a rather difficult task for dynamic experiments, as is also pointed out in
paragraph 2.4.4 on page 21. Furthermore, the model variances can take extreme values
when used in dynamic systems and with models with poor parameter estimates. Besides
the problems this may cause in the calculation of the experimental designs, also the
fact that a large part of the calculation time is used for the calculation of the model
variances, is an important disadvantage of these design criteria. For example, calculation
of the criterion of equation 2.51, which does not use the model variance, for a simple
Monod-type model with 3 measured variables and 9 model parameters and a simple
batch experiment of 20 hours duration with 12 samples, took approximately 0.08 s.
Calculation of the criteria with model variances, such as equation 2.61 and 2.62, on
the other hand, took about 0.8 s in the same situation on a personal computer with a
PentiumIII 700MHz processor!
In this respect, it should also be mentioned that it can already be difficult and time-
consuming to include all derivatives of the differential equations towards the parameters
and the state variables in the models, which is needed for calculation of the model
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variance. This is especially so when the models get more complex. In a more automated
model building, this might however be done automatically using symbolic mathematical
tools.
Clear examples of criteria which do not use a model variance are the criterion by
Hunter and Reiner (equation 2.51) or the similar criterion with weighting by the mea-
surement variances (equation 2.53).
Based on these criteria, some extensions are presented here, in an attempt to improve
the criteria for the use in dynamic multivariable experiments.
The first extension is introduced to consider the variance in the timing of the sampling,
which can highly influence the measured values. Regard, for instance, the expected
measured values of one variable according to two competing models, shown in figure
2.2. The values change very fast in the final part of the curves, but not exactly at
the same time. This temporarily causes relatively large differences, especially when
compared to the low values of the expected measurements themselves, although the
curves stay close to each other. This is a situation which can easily occur when using
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Figure 2.2.: Expected responses of two competing models (one shown as a solid line
with + and one dashed with ×) for a designed dynamic experiment. Due to the fast
changes in the measured values in the final part of the experiment, the differences be-
tween the models are relatively high, also when the curves are close to each other.
criteria like 2.53 to design dynamic experiments. However, such situations are not likely
to be very informative for discrimination between the two models. In many cases, the
model variances get relatively high in these situations. Therefore, such less informative
situations can be avoided by criteria which are weighted by the model variance, such as
the criteria by Buzzi-Ferraris and Forzatti or Chen and Asprey, shown in the preceding
two paragraphs. One other way to account for this problem is by introducing a part
of the measurement variance which is based on the variances in the measurement time,
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which can be estimated using:
σi,t = st
dyi
dt
(2.66)
where σi,t is the standard deviation of the expected measurements yi, according to
model i, caused by the variance in the measurement time point which is described
using a standard deviation st and the time derivative of the estimated response
dyt
dt .
This time derivative is already needed for the simulations of the models and is therefore
available without much extra computational effort. The standard deviation of the timing
is dependent on the way of sampling and handling of the samples and can be estimated
from timing of a series of measurements in practice. In the current work, a standard
deviation of 10 minutes was used.
When all measured values are assumed to be independent, the corresponding squared
values of equation 2.66 can be used in the diagonal of a larger timing dependent covari-
ance matrix of all measurements. However, when a sample is taken somewhat delayed,
this will count for all state variables measured in this sample, so this part of the mea-
surement error is assumed to be correlated amongst measured values taken from the
same sample, but not between values from different samples. For one sample with all
measured values in an [nv × 1] column vector yi(s) and the corresponding timing de-
pendent part of the standard deviation σi,t(s) in a column vector of the same size, the
[nv × nv] covariance matrix Σi,t(s) caused by the timing error could be calculated as:
Σi,t(s) = σi,t(s) · σi,t(s)
T (2.67)
For experiments with more than one sample, the covariance matrices for each sample
can be used as parts of the total timing dependent covariance matrix with the covari-
ances between measured values from different samples being 0, assuming no correlation
between the errors in the timing of the different samples. So, when we use the column
vector of all N = nv · ns expected measurements with first all nv measured variables
from the first sample yi(1), then all from the second sample yi(2), etc:
yi =


yi(1)
...
yi(ns)

 (2.68)
we can use the covariance matrix of the measurement error caused by the timing errors
as:
Σi,t =


[Σi,t(1)] 0 . . . 0
0 [Σi,t(2)] 0
...
... 0
. . . 0
0 · · · 0 [Σi,t(ns)]

 (2.69)
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The squared brackets are added around the timing dependent covariance matrix of the
values from the first sample Σi,t(1) to the last of ns samples Σi,t(ns), to emphasize the
fact that these are [nv × nv] matrices taken from equation 2.67 and not just scalars.
Now, this matrix can simply be added to the corresponding covariance matrix Σi,m,
caused by measurement errors such as dilution inaccuracy or the accuracy of the used
analytic equipment
Σi = Σi,m +Σi,t (2.70)
and used in the criterion formulated in equation 2.53 and 2.55.
Obviously, when the measurement variance would be determined from replication of
complete experiments, this part of the measurement error, caused by timing of the
sampling, would be included in the measurement variance. This would, however, not
be the case when the measurement variance would be determined solely based on the
accuracy of the analytical methods or repeated measurement from one sample.
Another adaptation of the simple criterion of 2.53 on page 27 comes from the idea
that, in dynamic experiments, besides the difference between the expected values, also
the difference between the expected shapes of the curves is likely to improve the dis-
crimination between models. To elucidate this idea, regard the curves in figure 2.3. The
fact that the two curves have clearly different shapes is expected to provide a better
discrimination than when both curves would stay horizontal, although this would result
in the same distance between measured points.
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Figure 2.3.: Expected responses of two competing models (one with a solid line and
+ and the other as dashed line with ×) for a designed dynamic experiment. It is
hypothesized that the different shapes of the two curves around 10 hours makes a good
discrimination more likely than when both curves would have stayed on a constant
distance.
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One option to account for this, which is suggested and tested here, is by regarding the
changes in the expected values between subsequent discrete measurements by extending
the design criterion to:
argmax
ξ
m−1∑
i=1
m∑
j=i+1
([yˆi − yˆj ]
TΣ−1ij [yˆi − yˆj ]) + ([∆ˆyi − ∆ˆyj ]
TΣ−1
∆ij[∆ˆyi − ∆ˆyj]) (2.71)
where ∆yˆi is a column vector of length (N − nv) containing the differences between all
subsequent expected measurements according to model i:
∆ˆyi =


yˆi(2) − yˆi(1)
...
yˆi(ns)− yˆi(ns − 1)

 (2.72)
and Σ∆ij is a square [N − nv ×N − nv] covariance matrix which is used to weight this
added part of the criterion, which can be calculated as:
Σ∆ij = Σij(1 : ns − 1) +Σij(2 : ns) (2.73)
where Σij(1 : ns − 1) denotes the covariance matrix containing measurement errors and
timing errors, as mentioned before, but using only samples 1 to ns−1, so disregarding the
final sample. Analogous, the first sample is omitted in Σij(2 : ns). This way, the squared
difference yˆi(2)− yˆi(1) is weighted by the expected variance of this difference, consisting
of the addition of the variances of both subsequent measurements. The covariance
matrices Σij(1 : ns − 1) and Σij(2 : ns) can be estimated as the covariance matrix
due to real measurement errors and due to the variance in sampling times as mentioned
above.
2.5.2. Experimental Design for Parameter Estimation
As mentioned in paragraph 2.4.2 on page 18, the accuracy of the parameter estima-
tion depends on the quality of the data. Experimental design techniques for parameter
estimation aim at designing experiments in order to get good quality of the data for
parameter estimation.
Also the covariance matrix of the estimated parameter as a measure for the accuracy
of the parameter estimation was already introduced in paragraph 2.4.2. A parameter
estimating design will try to minimize the expected values in this covariance matrix.
It is common practice to work with the inverse of the covariance matrix of the para-
meter estimates: the informationmatrix M 12:
M = Cov−1θ = J
T
·Cov−1m · J (2.74)
12Analogue to the Fisher informationmatrix. This matrix originates from the communication theory of
Shannon (Shannon, 1948).
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For the current theoretical explanations, it may be more convenient to work with the
covariance matrix. In practice, however, one might want to avoid the need for calculation
of the inverse of a matrix.
The determinant of M is always zero or positive. If the determinant of M is zero,
not all parameters can be estimated. This happens, for instance, when the amount of
measurements is less then the amount of parameters. This would lead to a jacobian J
with a lower rank than the amount of parameters. Another characteristic of M, which
is mentioned here because it may be helpful in understanding the algorithms, is the
additive character:
M(ξ1+2) =M(ξ1) +M(ξ2) (2.75)
assuming both experiments to be independent, with ξ indicating an experiment, M(ξ1),
the information matrix according to experiment 1, M(ξ2), the information matrix ac-
cording to experiment 2 and M(ξ1+2), the information matrix when the measurements
of both experiments are regarded together (still being independent from each other).
More detailed mathematical information on the information matrix or the covariance
matrix can also be found in textbooks such as Bandemer and Bellmann (1994).
In order to understand the experimental design criteria for parameter estimation, it
can be very helpful to try to visualize the meaning of the covariance matrix of the
parameters.
Assuming normally distributed measurement errors, the probability density function
for a set of parameters θ close to the estimated parameters θˆ can be formulated as
p(θ) = (2pi)−r/2(detCovθˆ)
−1/2 exp
(
−
1
2
(θˆ − θ)TCov−1
θˆ
(θˆ − θ)
)
. (2.76)
with r being the number of parameters. This probability density function is constant
when
(θˆ − θ)TCov−1
θˆ
(θˆ − θ) = constant (2.77)
This function 2.77 describes the surface of an r-dimensional ellipsoid with the parameter
sets inside this ellipsoid all having a higher probability than the sets outside. For the
simple case with only two parameters (r = 2), the ellipsoid becomes an ellipse which can
easily be visualized as in figure 2.4.
The more accurate the parameter estimates are, the smaller this ellipsoid will be. Sev-
eral criteria have been suggested which aim at minimizing different aspects of the size of
the ellipsoid of which some will be mentioned here. More details can also be found
in reviews and textbooks such as Atkinson (1982); Bandemer and Bellmann (1994);
Walter and Pronzato (1990).
An often used criterion for parameter estimating experimental designs is to aim at the
minimization of the expected volume inside the ellipsoid. Except for a constant factor,
this volume equals
√
detCovθˆ. Experimental designs which aim at minimizing this are
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Figure 2.4.: Confidence ellipse of the parameter estimates for 2 parameters. The area
inside the ellipse corresponds to the square root of the covariance matrix of the parameter
estimates, which is used in a D-optimal design.
called D-optimal designs:
ξ∗ = argmin
ξ
(det(Covθˆ)) = argminξ
(
1
det(Mθˆ)
) (2.78)
Besides this D-optimal design criterion, several other criteria have been suggested
based on the covariance matrix of the parameters. A design is called A-optimal when
the trace of the covariance matrix is minimized, which corresponds to the minimization
of the average length of the axes of the ellipsoid:
argmin
ξ
(trace(Covθˆ)) = argminξ
(trace(M−1
θˆ
)) (2.79)
The E-optimal design on the other hand aims at the minimization of the largest
axis of the ellipsoid by minimization of the largest eigenvalue of the covariance matrix
λmax(Covθˆ):
argmin
ξ
(λmax(Covθˆ)) = argminξ
(λmax(M
−1
θˆ
)) (2.80)
Munack (1989) suggested to minimize the ratio between the longest and the shortest
axis of the ellipsoid: the modified E-criterion or the Λ optimality criterion:
argmin
ξ
(
λmax(Covθˆ)
λmin(Covθˆ)
) = argmin
ξ
(
λmax(M
−1
θˆ
)
λmin(M
−1
θˆ
)
) (2.81)
This criterion was introduced, because an ellipsoid which is long in one direction means a
set of parameter is not uniquely estimable, since a linear combination of the parameters
will be accepted. Baltes et al. (1994) extended the Λ optimality criterion in an attempt
to avoid extreme fast changing experimental conditions, which would deteriorate the
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validity of the unstructured kinetic models. Berkholz wanted to avoid experiments which
performed very poor as a production experiment and extended the Λ optimality criterion
accordingly (Berkholz et al., 2000). The fact that the modified E-criterion regards the
shape of the ellipsoid rather than the volume, can result in larger confidence intervals
of the parameter estimates after the designed experiment than, for instance, using the
D-optimal or E-optimal designs (Faller et al., 2003).
When the estimation of just one parameter or a certain set of parameters should be
improved, the C-optimal design can be used, where the vector c is used to select and
possibly weight the parameters.
argmin
ξ
(cT (Covθˆ)c) = argminξ
(cT (M−1
θˆ
)c) (2.82)
Besides the designs which use the covariance of the parameter directly, also design
criteria have been suggested which regard the variance of the expected measured values
of the new experiment (the model-variance, see also paragraph 2.5.1 and equation 2.57
on page 28), such as the G-optimality criterion which aims at minimizing the maximal
expected variance of the expected measurements:
argmin
ξ
max(jT (Covθˆ)j) (2.83)
where j is a column vector of parameter sensitivities of the new measurement.
Lee (1987) suggested to combine several of the mentioned criteria, optimizing one
criterion with the constraint of reaching a minimal quality with respect to another cri-
terion.
For the current work the D-optimality criterion (equation 2.78) was chosen and im-
plemented in the programs.
2.5.3. Experimental Design for Model Discrimination and Parameter
Estimation
Experiments which are optimal for discrimination between competing models are not
necessarily useful for the improvement of the parameter estimation and vice versa.
To reach the final useful model, both problems, model discrimination and parameter
estimation, need to be solved. Both problems are interconnected: the model discrimi-
nating designs are based on model predictions which can be very inaccurate when the
parameters are poorly estimated, but one model structure needs to be selected for the
use of a parameter estimating design.
One option, which is also suggested in the current work, is to use two separate different
design criteria and design each experiment for either of the two purposes. First a model
needs to be selected using a discriminating design criterion and as soon as one model
is selected, its parameter can be estimated better after following experiments which are
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designed using a parameter estimation criterion (Chen and Asprey, 2003; Froment, 1975;
Montepiedra and Yeh, 1998).
However, also some suggestions were made to use one criterion for the dual problem
(Fedorov and Khabarov, 1986; Ford et al., 1989; Froment, 1975). Although they will not
be explained in detail here, some are mentioned shortly. For instance, Hill et al. (1968)
used a weighted combination of both criteria. Borth (1975) later published an entropy
criterion adapted from the model discriminating criterion from Box and Hill. Spezzaferri
(1988) used a multiplicative combination of two criteria and Pronzato (2000) suggested
the use of a penalty function for poor parameter estimation in a model discriminating
design criterion.
2.6. Optimization of Bioprocesses
Bioprocesses are optimized at different stages: strain development, development of
the production process and optimization of the industrial plant, which are, however,
closely interconnected (Roubos, 2002). Optimal process conditions, for instance, depend
strongly on the used strain.
Using modern genetic techniques, strain improvement and improvement of process
conditions and the medium are more and more parallel processes. In the current work,
however, the used strain, the type of bioreactor and to a large extent also the used media
are assumed to be selected already. Nevertheless, suggestions for strain improvement
may very well come from identification of limitations during improvement of the process
conditions or the medium using the techniques presented in the current work.
In order to optimize a process, first a performance function is needed. In industrial
processes, this can be a rather complex function depending on many interconnected
steps in the process (Yuan et al., 1997). Optimization of the biological reactions is
usually of high importance. The overall yield of product on substrate, the total vol-
umetric productivity, the purity of the product or the quality of a complex product
are some of the common criteria to be optimized with respect to the biological process
(Heinzle and Saner, 1991).
Two strategies of process optimization can be distinguished: model based optimiza-
tion and empirical optimization. In the latter case, search techniques such as simplex
methods, gradient searches, or genetic algorithms can be used with sequential exper-
iments in order to improve the process. For instance, WeusterBotz et al. (1997) have
used a genetic algorithm to optimize the trace element composition for cultivation of
a Corynebacterium glutamicum strain. The review by Schu¨gerl (2001) contains other
examples of the use of empirical optimization strategies for optimization of bioprocesses.
For more complex processes with many control parameters, as is usually the case for
optimization of trajectories in fed-batch processes, such search techniques may prove
to get very laborious and converge slowly. When a proper process model is available,
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the optimal settings of the control parameters can be calculated off-line without further
experiments. In some relatively simple cases, this may be possible analytically. For
more complex systems with many state variables and control parameters, this becomes
complicated or even impossible, so numerical techniques have to be used.
The calculated optimal trajectories can then be applied in the process directly (feed-
forward control), as is also done in the example by Lee et al. (1997) and in the current
work in paragraph 5.2.6. Since the process model, the initial conditions and the con-
trolled variables all include inaccuracies, it is, however much, better to include feedback
control based on online measured values. This measured variable can be simply the
variable which was intended to be controlled, such as the pH or temperature, or an
online measurable substrate concentration. Or, if this variable is not measurable on-
line, it may be possible to control a derived variable instead. Biomass growth can, for
instance, be monitored by measurement of the oxygen consumption rate and carbon
dioxide production rate (Golobic et al., 2000).
The availability of a model which can be used for model based optimization may also
allow for the use of model based predictive control. Here, the prediction of the model is
calculated regularly online and the optimal control is calculated, using this prediction,
for a limited time. The basic concepts and an overview of model predictive control
can be found in Garcia et al. (1989); Henson (1998). Preuss et al. (2000) applied model
predictive control for the glucose feed for the growth of yeast in a fed-batch culture.
Another example is the optimization of ethanol production by Zymomonas mobilis by
Hodge and Karim (2002).
2.7. L-valine Production in Corynebacterium glutamicum
In the current project, the aim is to produce L-valine using a genetic modified strain of
C. glutamicum.
The gram positive, nonmotile, non spore forming bacterium C. glutamicum is
generally regarded as safe (GRAS). It has already been isolated in 1957 in a screening
for L-glutamate producing bacteria in soil by Kinoshita and co-workers (Kinoshita et al.,
1957) and it is nowadays widely used for the fermentative production of natural amino
acids such as L-glutamic acid and L-lysine(Burkovski, 2003a; Hermann, 2003). Due
to its industrial importance and its GRAS status, it has been investigated very inten-
sively, which resulted amongst other things in the complete sequencing of its genome
in several strains (Degussa, Kyowa Hakko Kogyo, BASF (Ikeda and Nakagawa, 2003;
Kalinowski et al., 2003)). Besides the investigation of the genome, also the transcrip-
tome13 (Hayashi et al., 2002; Kro¨mer et al., 2004; Muffler et al., 2002; Wendisch, 2003),
13The investigation of the transcriptome indicates the investigation of the gene expression.
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proteome14 (Hermann et al., 2001) and the metabolome15 (Chassagnole et al., 2003;
Drysch et al., 2003; Park et al., 1997; Sahm et al., 2000; Vallino and Stephanopoulos,
1993; Varela et al., 2003; Wittmann and Heinzle, 2001) are thoroughly investigated.
This also resulted in the availability of many tools for genetic modifications of
C. glutamicum (Nampoothiri and Pandey, 1998).
C. glutamicum needs biotin for growth, which was an important characteristic be-
cause the glutamate production was triggered by biotin limitation in wild-type strains
(Shiio et al., 1962). Nowadays, with modern biotechnological techniques, also other
growth limitations and other mechanisms are available to achieve overproduction of
amino acids (Kimura, 2002), as is also the case in the organism which is used in the
current study.
Another characteristic of C. glutamicum, which may be of importance for its use, is the
complex cell envelope containing mycolic acids (Bayan et al., 2003; Christensen et al.,
1999), which are typical for Corynebacteriaceae, Mycobacteriaceae, Nocardiaceae and a
few small other families (Glazer and Nikaido, 1995). These mycolic acids form an extra
hydrophobic barrier which probably causes the low permeability of the cell wall for
hydrophilic compounds (Jarlier and Nikaido, 1990). Hydrophilic compounds therefore
have to pass the cell wall through a channel (Costa-Riu et al., 2003a,b).
CH3
H3C
COO-
NH3+
Figure 2.5.: L-Valine
L-Valine is a natural proteinogenic amino
acid and it is one of the essential amino acids
for humans. Together with leucine and ala-
nine, it forms the pyruvate family of amino
acids. Furthermore, it is a branched chain
amino acid just like leucine and isoleucine.
It is a fairly hydrophobic (logp = 1.64), neu-
tral amino acid (pI=5.96), which makes it
likely that it may be able to pass the cell
membranes relatively good through passive
diffusion (Kra¨mer, 1994). The structure of
L-valine is shown in figure 2.5.
The annual production of L-valine is
about 1000 tons, which is among the smaller amounts for natural proteinogenic amino
acids (Drauz et al., 2003; Eggeling et al., 2001; Leyval et al., 2003). It is mainly be-
ing used in infusion fluids and special dietary nutrition. However, also beneficial ef-
fects of addition of L-valine to pig- and chicken feed were reported (Boyd et al., 2000;
Harms and Russell, 2001; Kidd et al., 2000).
L-Valine is currently being produced by isolation from protein hydrolysates,
in fermentative processes or by enzymatic resolution of N-acetyl-D,L-valine
14The proteome indicates the proteins which are present in the cells.
15The intracellular concentration of metabolites: intermediates and products of metabolic pathways.
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(Bodalo-Santoyo et al., 1999). The fermentative production of L-valine is performed us-
ing either α-aminobutyric acid-resistant mutants of Serratia marcescens or coryneform
bacteria such as Corynebacterium or Brevibacterium (Drauz et al., 2003). Brevibac-
terium strains are actually nowadays regarded as a subspecies of Corynebacterium, since
both organisms could not be distinguished at the rRNA level (Liebl et al., 1991). Besides
these two groups of bacteria, also several other L-valine accumulating micro-organisms
have been reported (Chatterjee and Chatterjee, 1982; Chattopadhyay and Banerjee,
1978; Mandal and Majumdar, 1973). The fermentative production of up to 10 g/L
L-valine by C. glutamicum was already published in the sixties (Nakayama et al., 1961)
and already in 1977, almost 40 g/L was reported, produced by a Brevibacterium lactofer-
mentum using limited oxygen supply (Akashi et al., 1977). Brevibacterium lactofermen-
tum AJ12341 is reported to produce 39 g/L L-valine at 28 % yield (Drauz et al., 2003).
Although the total yearly production volume is not very large, it is expected to
grow steadily (Hermann, 2003) and there is a strong interest in further improvement
of the fermentative production processes, as is also illustrated by the European research
project VALPAN: ’construction of C. glutamicum strains producing either L-valine or
D-pantothenic acid - a rational approach using genome research’, which took place from
February 2001 until March 2004 (Puhler and Tauch, 2003). The strain which is used in
the current work, was also used in the VALPAN project.
In the natural production of L-valine, two molecules of pyruvate are used to produce
one molecule L-valine. This metabolic pathway is described in more detail in para-
graph 5.1.1 on page 87, where also the genetic modifications of the used strain are
mentioned.
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3. Dynamic Modeling Framework
In this chapter, some remarks are made on the developed and used programs for modeling
of dynamic processes using special experimental design techniques. The programming
was done in Matlab, using Simulink for dynamic simulations. Most programs were
written as functions. Their use and the ideas behind them are explained here and in
more detail in the documentation in the program code.
3.1. The Modeling Procedure
A schematic flowsheet of the suggested modeling procedure with experimental designs
is shown in figure 3.1.
Since we need the parameter estimates and their accuracies in order to use the exper-
imental design techniques, the first data are taken from intuitively planned preliminary
experiments. A first set of simple models is based on these data and available informa-
tion on the biological system and the model parameters of these models are estimated
by fitting the models to the data from these intuitively planned experiments. Enough
data have to be gathered and the used models have to be relatively simple, so all model
parameters can be estimated.
After this initialization, the model based approach is started. First, an iterative
approach for model discrimination using experimental designs is performed, resulting in
one selected model. The parameters of this selected model may still be partly poorly
estimable from the available data. In a subsequent iterative process, the parameter
estimation can then be improved, using special experimental designs for this purpose.
The resulting model can be used for optimization and control of the final process.
The different steps in the modeling procedure are explained in more detail in the
following paragraphs.
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compare model fits
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Figure 3.1.: Schematic flowsheet of the modeling procedure using experimental design
techniques.
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3.2. Parameter Estimation
After each experiment, be it intuitively planned or designed for model discrimination or
parameter estimation, the parameters of the models are re-estimated using all available
(prior and new) data.
It turned out to be very important to limit the allowed parameter space as much as
possible, especially when the models are large and nonlinear. Many of the parameters
in the kinetic models are directly correlated to characteristic values which are calculable
from measured values, such as the yields and the specific rates of growth, consumption
and production. With the calculated values from available measured data, tight bounds
on parameters can be set.
Within this limited parameter space, the parameters are estimated by a non-linear
least squares technique using the maximum likelihood criterion explained in para-
graph 2.4.1 on page 17.
The standard deviation of the measurements are calculated in the same way as sug-
gested by Wiechert (Takors et al., 1997; Wiechert, 1990):
σy = y · σy,rel,min ·
(
1 +
1
( ylby )
2 + ylby
)
(3.1)
using a constant minimal relative error of σy,rel,min and an increasing relative error
at decreasing measured values y due to the introduced lower accuracy bound on the
measurement, lby.
First a global minimization within the allowed parameter space is performed using
a genetic algorithm1. The resulting set of parameters is then optimized further locally
using a bounded nonlinear least squares routine2.
The used genetic algorithm also allows (but does not necessarily need) the suggestion of
parameter values by the user, which may save a lot of calculation time before reaching
convergence. The user supplied suggestion can for instance be the set of parameter
values which was estimated before, based on prior data in the prior iterative loop. The
differential evolution program which is used for optimization of design parameters (see
paragraphs 3.3.1 and 3.3.2 on page 49) does not foresee this user supplied initial guess and
is therefore not used here. With slight adjustments, the parameter estimation program
has also been used without the global search or with re-estimation of only a selection of
the parameters.
1The used freeware Matlab algorithm is implemented by and available from MathWorks
(www.mathworks.com) and based on the algorithm described by Goldberg (1989).
2The function lsqnonlin, taken from the Matlab optimization toolbox, uses an algorithm which is based
on Coleman and Li (1996).
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3.3. Designing Experiments
3.3.1. Model Discriminating Design
Five model discriminating design criteria, adjusted for the dynamic multivariable exper-
iments, were implemented in the Matlab programs. See also paragraph 2.5.1 on page 26
for more information on the used criteria. The criterion by Box and Hill (equation 2.61
on page 30) was implemented using a summation over all measured variables and all time
points, assuming all measurements to be independent. The criterion by Buzzi-Ferraris
and Forzatti (equation 2.62) was used with the matrix of model variances including
covariances, but independent measurements with respect to the measurement variance
matrix, which therefore contained non-zero values only in its diagonal. The criterion by
Chen and Asprey (equation 2.64 on page 31) was adapted for the use with more than
two models by a summation over all model pairs, although it was originally used only
for the two closest competitors among the models. Besides these three design criteria
which use the model variance, two criteria were implemented without this variance of
the model prediction. First the criterion by Hunter and Reiner, weighted by the
expected measurement variances (equation 2.53 on page 27) was implemented, assuming
all measurements to be independent. Finally, also a similar criterion was used, but with
the use of a time dependent measurement variance and including an extension regarding
the shape of the curve, as shown in equation 2.71 on page 36.
These five criteria were all used in a simulative study, as mentioned in chapter 4 on
page 61, and two of them have been applied during the process development of the
L-valine production process. The first model discriminating design during this process
development (paragraph 5.2.3 on page 104) was realized using the adjusted Box and Hill
criterion and the second model discriminating design (paragraph 5.2.5 on page 113) was
proposed using the criterion without the model variance with the extensions mentioned
above.
The design parameters for a new experiment (see paragraph 3.4.1 on page 50) are
first searched for in a bounded parameter space using the global optimization algorithm
’differential evolution’3, which is thought to be more efficient than the genetic algorithm
used for parameter estimation. After the global search, the parameters are further
optimized locally using a simplex algorithm4, starting from the results of the global
optimization. Since the used simplex algorithm works in an unlimited parameter space,
the parameters are converted from the limited to the unlimited space by
θunlim = 0.5 ln
(
θlim − lbθ
ubθ − θlim
)
(3.2)
3This freeware function was programmed by Rainer Storn and more information is available at
www.icsi.berkeley.edu/ storn/code.html.
4The function ’fminsearch’ from the Matlab optimization toolbox was used
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and back by
θlim = lbθ + (ubθ − lbθ)
(
eθunlim
eθunlim + e−θunlim
)
, (3.3)
where the real parameter θlim, being limited between lower bound lbθ and upper bound
ubθ, is projected to the unlimited parameter value θunlim.
The fitted models are evaluated by visually judging the plots of the concentrations over
time and the scaled residuals (the difference between measured- and simulated values,
weighted by the standard deviation of the measured values) over time. Furthermore,
the models are evaluated by calculating reduced chi squared values, as described in
paragraph 2.4.3 on page 19.
Especially during the initial phase of the model development, the available data might
not be enough to describe all important features of the process properly, resulting in
oversimplified models. Therefore, it is not unlikely that none of these models fit satis-
factory after a new designed experiment. In such a case, the model structures need to
be adjusted.
The model discrimination procedure is iterative. If several of the resulting models fit
satisfactory, a new model discriminating experiment can be designed. When only one
model is accepted, or when the remaining models do not predict significantly different
results in the relevant range, the model discrimination is stopped. If needed, additional
experiments can then be planned in order to improve the parameter estimates of the
selected model.
3.3.2. Design for Parameter Estimation
The implemented design criterion for designing experiments to improve the estimation of
the model parameters, is the D-optimality criterion, which is explained in paragraph 2.5.2
on page 36.
The optimization of the design parameters for the new experiment (see paragraph
3.4.1) is performed similar to the model discriminating design as described in the previous
paragraph. First a global optimization is performed in a bounded parameter space
using the differential evolution algorithm, followed by local optimization using a simplex
algorithm starting from the values supplied by the global search.
Also the parameter estimating experimental design strategy is iterative. After each
experiment, the model parameters are re-estimated and the parameter estimation is
evaluated. This evaluation is done by calculating the covariance matrix of the parameter
as described in paragraph 2.4.2 on page 18. The square root of the diagonal of this
covariance matrix, e.g. the standard deviations of the parameter estimates, is compared
to the estimated parameter values. Furthermore, a correlation matrix is calculated from
the covariance matrix according to equation 2.33 on page 19, in order to see whether the
model parameters are strongly correlated.
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3.3.3. Design an Optimized Production Process
The offline calculation of an optimized production process can be performed very sim-
ilar to the calculation of experiments which are optimized for model discrimination or
parameter estimation, instead of production.
In the current work, the total volumetric productivity was used as a criterion to
be maximized in the optimal production process. This criterion is also mentioned in
paragraph 3.4.3 on page 59.
Again, a local optimization by a simplex algorithm is performed, starting from the
results of a bounded global search using the differential evolution algorithm.
3.4. Application: L-Valine Production Process Development
Several details of the presented modeling procedure are specific for the modeled process
and the constraints on the system. In the current section, some remarks are made
considering the application of the experimental design techniques for modeling and op-
timization of the L-valine production by C. glutamicum. First of all, the description of
the designed experiments and its constraints are listed. Furthermore, some remarks are
made on the use of the actual measured data in the modeling procedure.
3.4.1. Designed Experiments
A designed fed-batch experiment will normally consist of parameters which describe the
initial conditions and the time-variant feedrates. Furthermore, user-supplied limits on
the parameter values and constraints on the course of the fermentation can be involved.
For very small scale or with special equipment where the number of samples which can
be taken is limited, also the measurement time points may be optimized.
For modeling of the L-valine production process, the experiments were planned using
the following constraints:
• The maximal fermentation time was fixed to 48 hours. This was expected to be suf-
ficient and practicable. The proposed experiments do not necessarily have to last
the complete 48 hours. If better discriminating information would be expected with
shorter experiments, because of practical limitations on the experiments stated un-
derneath, these shorter experiments will be proposed. The optimized production
experiments in paragraph 5.2.6 on page 117 and appendix G on page 173 were, for
instance, shorter than the maximal allowed time. Also when final planned exper-
iments use the maximal duration, the way of dealing with this is still important
during in the optimization procedure.
• The feed was described as periods of 6 hours duration with a constant feed rate.
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The feed trajectory described this way was easily performed with the used equip-
ment by manual adjustment of the feed rates.
• The feed rates were planned between the bounds of 0 to 0.1 L/h. This maximal
value lies well within the range which is possible using the Dosimat system men-
tioned in paragraph 5.1.3 on page 95, with a 5 mL burette. In the second model
discriminating experiment (see paragraph 5.2.5) and the production experiment
(paragraph 5.2.6 on page 116), the minimal feed of glucose was 0.003 L/h, which
is the minimal pumping rate of the used system, so that this Dosimat did not need
to be shut down any more. This limit was not used for the other two feeds or in the
other experiments. Designed feed rates which are below the minimal pumping rate
in these situations, were rounded mathematically so either no feed or the minimal
rate was used. Some rounding of the designed rates was also needed for higher
feed rates. This rounding did not change the expected results significantly.
• No feed was used in the first 6 hours of the fermentation. This also has a practical
reason because it allows the user to time the start of the feed profiles better. The
profile is started at the suggested initial cell density, but inoculated with a little
less. Depending on the real initial cell density and possibly also a lag-time, the
user can adjust the timing of the feed.
• The initial cell density was fixed to an OD600 of 1. In the practical performance
of the fermentation, the bioreactor is inoculated with a slightly smaller amount of
cells and the timing of the designed experiment is then started when an OD600 of
1 is reached, as was also mentioned above. Note that the designed experiment has
a fixed initial biomass density of OD600 1, but during later fitting of the models
to the new data from the experiment, the real measured data are used, with the
lower initial biomass concentration, delayed start of the feeds, and so on.
• The initial concentration of glucose was designed within the bounds of 15 to 50 g/L
(83 to 278 mM) .
• The initial concentrations of L-isoleucine and pantothenic acid were designed be-
tween the bounds of 0.5 to 5 mM of L-isoleucine and 0.5 to 5 µM pantothenic
acid. In the first model discriminating design (see paragraph 5.2.3 on page 104),
the ratio between the two compounds was fixed to 1.1 mM : 1 µM . In the op-
timized production experiment, the maximal initial concentration of L-isoleucine
and pantothenic acid were increased to 10 mM and 10 µM respectively.
• The expected concentration of glucose was limited within 1 · 10−6 to 278 mM at
all sampling times for model discriminating experiment I. For the planning of later
experiments (model discriminating experiment II and the optimized production
experiment, the lower bound was increased to 0.56 mM . Effects which occur
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during and after starvation are not expected to be beneficial and the models do
not need to describe these processes properly, which is why the lower limit on
the glucose concentration is used. The upper bound on the glucose concentration
was included because in preliminary experiments, a strong indication of growth
inhibition by higher glucose concentrations was found (data not shown).
As soon as the predicted glucose concentration at a measured point is outside
these bounds according to any of the competing models, this measurement and all
following measurements are discarded before calculating the criterion. This is only
checked at the measured points. In the used criteria, all points are discarded after
the first time any of the models predicts values outside the bounds. When using
more than 2 competing models, it could also be evaluated for each set of 2 models.
All designed experiments in the L-valine production process development (except
for the optimized production experiment) had the user supplied maximal allowed
duration. Apparently, the problems of too high or too low concentrations could be
avoided.
• The initial volume in the bioreactor was fixed. The used starting volumes were
2.0 L for the initial batch, 1.85 L in model discriminating experiment I, 1.75 L
in the intuitively planned experiment for discrimination between L-isoleucine and
pantothenic acid and model discriminating experiment II and 1.65 L in the op-
timized production experiment. The initial volume consists of a fixed volume of
50 mL for the inoculum and the remaining volume of fresh production medium.
• The sampling times were fixed to be every 1.5 hours with some pre-chosen longer
breaks. Also because of obvious practical reasons, the times at which the feed
rates are changed, coincide with the measurement times. When needed to avoid
too small a suspension volume, samples can be skipped in the designed experiments
as is also explained at the next point.
• The volume in the bioreactor is simulated using the fixed initial volume, the sug-
gested feedrates and fixed sampling volumes of 25 mL per sample, including the
sample itself and the flushing of the sampling port (see also paragraph 3.4.2 on
page 54). The volume is limited between 1.5 and 2.1 liter, which are practical
limitations of the used bioreactor. As soon as the simulated volume exceeds the
allowed upper bound, the experiment is stopped, so this and all following measure-
ments are discarded before calculating the criterion. When the expected volume
becomes too small, on the other hand, the samples which cause the volume to
drop below its lower bound are not taken, which allows following samples still to
be taken when the volume at that time is high enough. Again, the way these
bounds are implemented was of importance during the optimization, but for the
final experiments with the L-valine production system, the optimization routine
found experimental designs which avoided these problems.
52
3.4. Application: L-Valine Production Process Development
• Retrospective, the calculation of the volume during the performed experiments
also includes the measured addition of ammonia for pH control. This is however
not part of the experimental design. Based on prior experiments, an attempt was
made to estimate the needed addition of ammonia and its effect on the volume
and therewith on the concentrations and dilution rates, also in the experimental
design. For model discriminating experiment I, the expected ammonia addition
was estimated as the expected growth rate multiplied by 2.95 · 10−4, based mainly
on data of the preliminary batch experiment. For the second model discriminating
experiment and the optimized production experiment, the ammonia addition was
estimated as the expected glucose uptake rate multiplied by 1.67 · 10−3. The com-
pensation was of limited importance for the L-valine production process, where
the total addition of ammonia was always less than about 6% m/m over the entire
experiments.
This assumption and simplification of the needed amount of ammonia was based
on data from prior experiments. It seems likely that the needed amount of base is
correlated directly to the use of glucose and/or the growth or production rates. The
mentioned simple correlation was found to be very satisfactory for this purpose.
This correlation may also be very useful for online process monitoring and control,
since the needed addition of ammonia is a variable which is easily accessible by
on-line measurement.
• During the design of the second model discriminating experiment and the produc-
tion experiment, some compensation was used for the density differences between
the feeds and the culture suspension. The density of the broth was taken to be
1.03 kg/L as measured at the end of several experiments. The density of the glu-
cose feed was assumed to be 1.10 and of the isoleucine feed and the pantothenic
acid feed 1.003 and 1.000 respectively.
Since the mass has to be balanced, the loss of mass through the gas phase is also
of interest. Retrospective, this is calculated using the measured concentrations of
O2 and CO2 in the outgoing gas flow (see also paragraph 3.4.2 on the following
page). In an attempt to include this also already in the design of the experiments,
the used density of the glucose feed was with 1.10 kg/L somewhat lower than its
theoretical density of 1.17 kg/L5.
The density differences were accounted for by using slightly adjusted feed concen-
trations during the design and feed with slightly adjusted feed rates. For instance:
5From a theoretical point of view, it would be better to include the production of CO2 in the models,
which would however dramatically increase the complexity of the models and the amount of model
parameters. Also coupling of the CO2 production to the glucose uptake instead of the glucose feed
makes more sense. The advantage of the chosen coupling to the feed rate is the fact that the volume of
the suspension can now be calculated independent of the kinetic models, therewith saving calculation
time during the optimization of the experimental design.
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the concentration of the glucose feed was 500 g/L but the design is made, as-
suming it to be 1.03
1.10 ∗ 500 = 468 g/L. The actually used feed rate compensates
for this by using a slightly adjusted rate in such a way that the same amount of
glucose is added as in the simulation. So in this case the feed rate is calculated as
used feedrate = 1.03
1.10 ∗ designed feedrate.
These compensations resulted in adjustment of the feed rates with at the most
6.8% in the L-valine process.
The designed experiment in the first case of the simulative study of chapter 4 on
page 61 was designed using similar constraints and a similar description of the fed-batch
experiments.
3.4.2. Preparation of Measured Data
After each experiment, the actual measured values and actual performed feed rates need
to be prepared for use in the Matlab programs. The measured values of the concentra-
tions of biomass, glucose and L-valine were used as they were measured, without further
smoothing. Besides these direct measured values, also the dilution rates were used as
input data in the dynamic models.
For calculation of the dilution rates, the volume in the bioreactor needs to be known
or estimated. A mass balance of the content of the bioreactor is used for this:
Mr(t) = V (t) ∗ δr = V (0) ∗ δr +
∑
f
∫ t
t=0
dM
dt f
dt (3.4)
The density δr of the reactor content was assumed to be constant, measured at the
end of the experiments and found to be about 1.03 kg/L. All mass flows into and out of
the reactor are depicted together as
∑
f
∫ t
t=0
dM
dt f
dt and consist of the feeds of medium
compounds and regulating substances (NH3), the flow of samples out of the reactor and
loss of mass through the aeration.
The used feeds of glucose, isoleucine and pantothenic acid are set and controlled
during the experiment. The change of mass by these feeds are calculated for instance
for the glucose feed as
dM
dt glcfeed
= Fglcfeed ∗ δglcfeed (3.5)
Note that the densities of the feeds, such as δglcfeed are usually different from the
density in the reactor δr and from each other. For the current project, the glucose feed
contained 500 g/L glucose, which is known to have a density of about 1.17 kg/L (at
room temperature and 1 atm.). The densities of the isoleucine feed and the feed of
pantothenic acid were assumed to be 1.003 and 1.000 kg/L respectively.
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The addition of ammonia for pH control was measured over time by placing the
supply flask on a balance. From the online logged data from this balance, the rate of
the addition of mass into the reactor can be calculated straightforward.
The loss of volume by sampling was measured by measuring the volume withdrawn
during flushing of the sampling port and the sample itself, using a small measurement
cylinder. Again, the assumed constant density of the culture broth of 1.03 kg/L was
used to convert this loss of volume to a loss of mass.
Regarding the loss of mass through the gas phase, only the loss by CO2 production
and O2 consumption was regarded, which can be calculated from:
dM
dt CO2
=
(
(Fg,out ∗ ([CO2]out + [O2]out)− (Fg,in ∗ ([CO2]in + [O2]in)
)
∗MVg (3.6)
where the subscripts out and in indicate the outgoing and incoming flows respectively.
The incoming gas flow Fg,in is set and controlled by a mass-flow controller and the
incoming concentrations of CO2 and O2 in the air are taken to be 0.033% v/v and
20.9% v/v respectively. The outgoing concentrations of CO2 and O2 are measured (see
paragraph 5.1.4 on page 97) and logged online. The molar volume of the gas MVg is
taken to be 24.0 L.mol−1 for ideal gas at room temperature.
Due to the production or consumption of gaseous components, the incoming and
outgoing gas flows are not necessarily equal. Assuming that O2 and CO2 are the only
gaseous compounds which were consumed or produced in significant amounts, a balance
over the remaining gas (mainly over N2) allows the estimation of the outgoing gas flow
according to6:
Fg,out = Fg,in ∗
100 − [CO2]in − [O2]in
100− [CO2]out − [O2]out
(3.7)
This way the volume and mass in the reactor are estimated over time using the set
flow rates and measured concentrations of CO2 and O2, the weight of the NH3 supply
and the estimated loss of mass by sampling. The dilution rates are then calculated from
the feed rates and the estimated volume on a mass basis:
Dfeed(t) =
dM
dt feed
(t)
Mr(t)
(3.8)
The dilution rates by feed of glucose, L-isoleucine, pantothenic acid and by addition of
ammonia during the course of the experiment were used as input in the Simulink models
for estimation of model parameters. In the models, the data between saved points were
interpolated. At least all points just before and after each sample and directly before
and after each manual change in a feed rate were supplied as input in the models.
6which is easily understood, when we realize that FN2,in = FN2,out and thus Fg,in ∗ (100 − [CO2]in −
[O2]in) = Fg,out ∗ (100− [CO2]out − [O2]out).
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For design of experiments, the dilution rates are estimated in a similar way, based on
the suggested feed rates. However, the addition of NH3 and the loss of mass through
sampling and CO2 in the gas flow, are not yet available as measured values during the
calculation of the design. See also paragraph 3.4.1.
3.4.3. Calculation of other Characteristic Values
It can be crucial for proper estimation of the model parameters to limit the parameter
space in which the parameters are sought. In the used mechanistic type of models,
several parameters can be directly coupled to certain characteristic values such as yields
and specific rates. Therefore, these values are calculated from the measured data before
the parameter estimation of the models is performed and several parameter bounds are
set accordingly.
Besides the bounds on the parameter values, the characteristics which are mentioned
here can also be very helpful in suggesting mechanisms and corresponding model struc-
tures. As a trivial example: when the specific growth rate declines at higher product
concentrations, this could be explained by growth inhibition by the product.
The characteristic values were calculated from measured data of biomass, glucose,
L-valine, L-isoleucine and CO2. The third substrate, pantothenic acid, was not included
since its concentrations were not measurable and also for L-isoleucine the measured
concentrations were only available during parts of the fermentations, as long as concen-
trations were high enough7.
The calculation of some characteristic values is addressed in the following paragraphs
in more detail.
Rates
The growth rate and the rates of product formation and substrate uptake were calcu-
lated from the measured values of OD600 and the concentrations of L-valine and glucose
respectively. Since the rates calculated this way are very sensitive to measurement er-
rors, the measured values were first smoothed. The smoothing was performed by a
spline, resulting in the same amount of measurements at the same time points as the
raw measured values.
The rates were calculated as average rates between two measured points8. Dealing
with dynamic experiments, we must compensate for the dilution and addition by feeds
in order to obtain the conversion rates by the organism, which we are interested in. For
7Regarding the required dilution of at least 50 times as mentioned in appendix D on page 151, concen-
trations below about 0.5 mM cannot be measured properly.
8i.e. assuming a constant rate between two time points. For biomass growth, one might consider
assuming exponential growth between two points instead. These two ways of calculation are identical
for infinitely small time between two measurements.
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instance, the glucose (S1) uptake rate rS1 in the period between the measured time
points t1 and t2, can be calculated as:
rS1(tavg) =
CS1(t1)− CS1(t2) +
∑
f
∫ t2
t=t1 (Df (t) · (CS1(t)− CS1f )) dt
t2− t1
(3.9)
where tavg is the average of measurement times t1 and t2. Besides the change in the
glucose concentration CS1, the effect of the feeds f is compensated for by including the
dilution Df (t) between the two measured points. The concentration CS1f in the feeds is
0 for all feeds except for the glucose feed in this case, which contained 500 g/L glucose
during development of the L-valine production process.
Having only measured glucose concentrations at the timepoints t1 and t2 and not
between them, the integral of the dilution effects over the time period between two (off-
line) measured points was calculated using a constant glucose concentration between two
measurements, calculated as the average of the two measured values, so we can write:
∫ t2
t=t1
(Df (t) · (CS1(t)− CS1f )) dt ≃ Dif (t1 : t2) ·
(
CS1(t1) + CS1(t2)
2
− CS1f
)
(3.10)
Where Dif (t1 : t2) denotes the integral dilution by feed f between the two mea-
surement timepoints t1 and t2 (so as [g.g−1.period−1], whereas the dilution Df is a
momentary rate in [g.g−1.h−1]). This integral dilution was estimated first between each
pair of subsequential on-line logged time points, followed by a summation of the values
over the period of interest. So with n + 1 logged time points in the period between t1
and t2, which form n small time periods tp, the dilution Dif (t1 : t2) can be estimated
using
Dif (t1 : t2) ≃
n∑
tp=1
Df (tp) ·∆t(tp). (3.11)
The dilution Df can be calculated over each short time period tp according to equa-
tion 3.8. This momentary rate is multiplied by the duration ∆t(tp) of the period tp
to yield the integral dilution over the short period. This duration of the small periods
between 2 online logged points was about 5 minutes in the used system.
Using equation 3.9 to 3.11, the substrate uptake rate can be calculated between all
measured points from measured and known data. The rates of biomass growth and
product formation were calculated in an analogous way.
Specific Rates
The biomass specific rates, or simply the specific rates, are the rates per amount of bio-
mass. These are calculated by dividing the rates by the estimated biomass concentration
at that time. Again the biomass concentration was estimated as the average between two
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subsequent measured concentrations. So the specific glucose uptake rate σS1 between
time point t1 and t2 is for instance calculated as
σS1(tavg) =
rS1(tavg)
CX(tavg)
=
rS1(tavg)
(CX(t1) + CX(t2))/2
(3.12)
Again, the measured values were smoothed by a spline before use. The specific growth
rate µ and the specific L-valine production rate pi are calculated in an analogous manner.
Yields
The yields of biomass on glucose and L-valine on glucose were calculated over each period
between two measured points from the changes in concentrations and the feed fluxes over
these periods. This corresponds to the calculation by regarding the rates of production
and substrate uptake, so for instance for the yield of biomass on glucose, Yxs1, over the
period between t1 and t2:
Yxs1(tavg) =
rX(tavg)
rS1(tavg)
(3.13)
with the rates calculated according to equation 3.9, although, of course, the division by
the time is not necessary.
C-Balance
All products which are produced in substantial amounts give insight in the possible
intracellular mechanisms and potential rate controlling steps. Elemental balances can be
very useful to check whether all substantial products are detected and to check whether
the relative production rates of the different (by-)products change in different situations.
Here, the amount of carbon is balanced over the whole bioreactor content and the
conversions inside the bioreactor are regarded in an integral carbon-balance.
Since the carbon itself is not converted, the amount of carbon in the reactor is bal-
anced using only the initial conditions and the fluxes into and out of the bioreactor as
accumulation = fluxin − fluxout:∑
s
(
Ccs(t)Vr(t)− Ccs(0)V0(t)
)
+
∑
p
(
Ccp(t)Vr(t)− Ccp(0)V0(t)
)
=∑
f
∫ t
t=0 Ff (t)Ccfdt −
∑
m VmCcm −
∫ t
t=0
(
(Fg,out(t)[CO2]out(t)) − (Fg,in(t)[CO2]in(t))dt
)
,
(3.14)
using a summation over s substrates and p products with carbon concentration Ccs(t)
and Ccp(t) respectively, in the reactor content with volume Vr(t) at time t. For the
L-valine production system, the substrates glucose and L-isoleucine were regarded and
the regarded products included biomass, L-valine and other measured amino acids and
organic acids as mentioned in paragraph 5.1.4 on page 99. Pantothenic acid could not be
measured and would not contribute significantly due to its low concentrations. The sum
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over f feeds include the feeds of glucose and of L-isoleucine with their known constant
carbon concentrations Ccf . The amount of carbon which is removed from the system
by sampling, is included as the sum over all m measurements until time t with sample
volume Vm and carbon concentrations Ccm. This concentration is estimated from the
concentrations of all measured compounds. The total amount of produced CO2 is in-
cluded as an integral over time and has also been addressed partly in paragraph 3.4.2
on page 54. Note that all concentrations in equation 3.14 are carbon concentrations,
so in [C − mole.L−1], which can readily be calculated from measured concentrations
and elemental composition of the compounds. This stoichiometry is simply known for
all regarded compounds except for the biomass. For the biomass, the measured con-
centrations as OD600 are converted to biomass dry weight by multiplication with 0.25,
according to the measurements of both characteristics as mentioned in appendix B on
page 139. The amount of carbon per gram dry biomass is assumed to be 0.5 g/g, taken
from the values measured for a similar strain of C. glutamicum by Kelle (1996).
When all relevant products would be accounted for, equation 3.14 should hold. When
important products are unknown, the fraction C − bal of the carbon balance which is
accounted for, is calculated by rewriting the equation:
C − bal =
∫ t
t=0((Fg,out(t)[CO2]out(t)) − (Fg,in(t)[CO2]in(t))dt) +
∑
pCcp(t)Vr(t)
−
∑
sCcs(t)Vr(t) +
∑
iCci(0)V (0) +
∑
f
∫ t
t=0 Ff (t)Ccfdt−
∑
m VmCcm
.
(3.15)
Besides the degree to which the total carbon balance is closed, also the fractions of the
carbon fluxes into the different products is of interest. These values can be calculated
analogue to equation 3.15, after omitting all other products from the enumerator.
Total Volumetric Productivity
The total volumetric productivity is used as the optimization criterion for process opti-
mization of the L-valine production process. This characteristic value is also sometimes
called the space-time-yield and it consists of the amount of product which can be pro-
duced per unit volume of suspension and time, calculated over the total process time.
Here, it is calculated as the increase in concentration of L-valine from the start of the
experiment up to each time-point, divided by the time:
TV P (t) =
(Cval(t)− Cval(0))
t
. (3.16)
In the optimization of the process, the time-dependent total volumetric productivity
TV P (t), is calculated for each measurement time point and the highest value is taken.
The optimized process is stopped at the corresponding time-point.
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4. Simulative Comparison of Model
Discriminating Design Criteria
In the simulative study, presented in the current chapter, several different model discrim-
inating design criteria are compared using the programs mentioned in chapter 3. The
five compared criteria were adapted for use with dynamic multivariable experiments
and are based on the criteria of Box and Hill (BH), Buzzi-Ferraris and Forzatti (BF),
Chen and Asprey (CA), Hunter and Reiner (HR), and a new criterion for dynamic sys-
tems without use of model variances (ND). The criteria are explained in more detail in
paragraph 2.5.1 on page 26.
4.1. Setup
The general setup of the simulative study is shown in figure 4.1.
The initial situation of the study consists of one or more suggested experiments and
corresponding simulated data to which several models are fitted. All competing models
fit properly to the data at this stage. The relative goodness of fit of the competing
models in this initial situation is calculated for use in the design criteria BH and ND.
At this point, an experiment is designed to discriminate between the competing mo-
dels, according to each of the five different model discriminating design criteria.
Then, data are generated by simulation of these planned experiments using one of
the competing models. In order to account for the fact that the model parameters
might not be correct, which is addressed in the criteria using the model variance, several
alternative sets of model parameters are generated by adding normally distributed white
noise to the original preliminary data and re-estimation of the model parameters using
this alternative set of initial data. These alternative sets of model parameters are used
to generate several sets of measured data with the designed experiment. To all sets of
data, several sets of white noise are added, resulting in a larger series of data sets. In
the current study, 10 sets of alternative model parameters are used for the generation of
data and to each of these data sets, 10 sets of white noise are added, yielding 100 sets of
data for re-estimation of the model parameters and comparison of the posterior models.
All competing models are fitted to each new data set, also including the prior data.
The reduced chi-squared values are then calculated as described in paragraph 2.4.3 on
page 19.
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Figure 4.1.: General description of the simulative study to compare model discrimi-
nating design criteria
The model structure which is used for generating the data, should fit very well to
the data, resulting in a reduced chi-squared value of about one1. The ratio between
the reduced chi-squared value of the competing models and the ’true’ model is taken as
a measure of the performance of the discriminating criteria. The higher the values for
the competing ’not true’ models are, the better the models were detected as the ’false’
model, e.g. the better the discriminating experiment performed.
The procedure was performed with each of the competing models as the ’true’ model
1The fitted model can even get closer to the measured values than would be expected based on the
measurement variance, which would lead to values below one. On the other hand, the extra variance
in the measurements which is introduced here by the alternative sets of model parameters can lead
to a worse fit and corresponding values of more than one.
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which is used for generating the data.
The study was performed with two different simulative examples, which are mentioned
in more detail in the following two sections. From a model discrimination point of view, a
major difference between the two examples lies in the fact that the preliminary data only
allow poor parameter estimation in the first example, whereas in the second example, a
more satisfactory parameter estimation is already possible at that stage.
4.2. First Case: Fermentation
The first case for the simulative study is a fermentation process, very similar to the real
L-valine production process which is described in chapter 5. However, the simulative
example is somewhat simpler: only one feed is added and only one substrate is used to
produce biomass and another product. The concentrations of substrate, biomass and
product are used as measured state variables.
4.2.1. Prior Situation
The initial situation consists of a simple batch experiment. Two competing model struc-
tures were used (depicted Ferm1 and Ferm2), each based on Monod-type kinetics, having
nine model parameters each and differing only in the way the product inhibition was
modeled. The differential equations for modeling of the fed-batch system are similar to
the equations mentioned in paragraph 2.3, and the kinetic equations are as follows:
Model Ferm1:
rX =
µmax · CS1 · CX
Km + CS1 +
C2
S
KiS
·
KiP
CP +KiP
(4.1)
rP = rX · YPX + CX ·mP (4.2)
rS = −
rX
YXS
−
rP
YPS
− CX ·mS (4.3)
where the used symbols have the same meaning as in paragraph 2.3 and listed in appen-
dix A on page 133 and onwards.
Model Ferm2 is similar to Ferm1, but with competitive- instead of non-competitive
inhibition of the growth by the product, so equation 4.1 is changed to:
rX =
µmax · CS1 · CX
Km ·
(
1 + CPKiP
)
+ CS1 +
C2
S
KiS
(4.4)
The used batch data without noise are shown in figure 4.2, together with the fitted
curves of the two competing models.
The model parameters after fitting the model to the data of the batch experiment
without noise, are shown in table 4.1, together with estimated standard deviations.
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Figure 4.2.: Fit of the competing models to the preliminary batch experiment. Markers
show the ’measured’ values whereas lines are the simulated values of the fitted models.
Biomass (CX) is shown in solid lines and × as g/L. Dashed lines and ∗ indicate substrate
(CS) concentrations in mM and product (CP ) concentrations are shown as dotted lines
and + in mM . The graph actually has separate lines for the best (with thick lines) and
worst (thin lines) of the 2 models, but the slight differences are barely visible.
These standard deviations were calculated according to equation 3.1 on page 47, using
(arbitrarily chosen) relative standard deviations of 5% for all state variables and lower
bounds on the measurement accuracies of 0.025 g/L, 5 mM and 1 mM for biomass
(CX), substrate (CS) and product (CP ) respectively.
Table 4.1.: Model Parameters of the Competing Fermentation Models Before the Model
Discriminating Experiment.
Ferm1 Ferm2
Parameter Value σ Value σ Unit
µmax 0.35 0.83 0.22 23 h
−1
Km 2.0 26 4.8 2.8 · 10
4 mM
ms 0.10 1.8 · 10
5 2.0 1.3 · 105 mmol.g−1.h−1
YPX 3.0 22 3.9 15 mmol.g
−1
mP 1.0 4.3 8.4 3.1 mmol.g
−1.h−1
YXS 0.1 5.5 · 10
3 4.7 1.4 · 105 g.mmol−1
YPS 0.80 1.2 · 10
5 9.8 1.5 · 105 mmol.mmol−1
KiP 150 482 267 5.2 · 10
6 mM
KiS 300 1.6 · 10
3 1950 1.9 · 105 mM
Clearly, the parameters are not yet properly estimable. This is however a realistic
situation in the initial phase of fermentative process development and this is also the
case for the development of the L-valine production process in the current work.
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The same standard deviations of the measured values were used to add normally
distributed noise with mean 0 to the data and re-estimate the parameters as shown in
the setup before.
4.2.2. Designed Experiments
A fed-batch experiment was planned, similar to the experiments used for the development
of the L-valine production process as mentioned in paragraph 3.4.1 on page 50. A
maximal duration of 48 hours was used and the feed of a solution of 3.9 M substrate
was described as periods of constant feed rates of six hours duration, with the first period
without feed. The sampling times were fixed to every 1.5 hours with a longer period
without sampling between 13.5 and 19.5 and between 37.5 and 43.5 hours. The initial
volume was set to be 1.7 L and with the designed feed and the samples of 25 mL, the
suspension volume was limited between 1.5 and 2.5 liter throughout the experiment in
a similar matter as mentioned in paragraph 3.4.1. The initial biomass concentration
was fixed at 0.25 g/L and the initial product concentration was kept fixed at 0.05 mM .
Throughout the experiment, the substrate concentration was bound between 0.01 and
277 mM , again in a similar matter as described in paragraph 3.4.1.
The designed experiment consists of the parameters describing the feedrate over time
and of the initial concentration of substrate. The initial substrate concentration was
bound between 55 and 222 mM . The feedrates were bound between 0 and 0.1 L/h.
The experiment was designed according to the 5 different design criteria which will be
discussed in the following paragraphs.
Box and Hill (BH)
The designed experiment according to the BH criterion is shown in figure 4.3, illustrated
by the expected concentrations according to the competing models.
The Box and Hill criterion consists of a part which has the difference in the expected
concentrations as its driving force and a part which is driven by the difference between
the variances of the expected concentrations (model variances). In the current designed
experiment, the model variances had by far the larger influence: only 3.4 · 10−5% of the
criterion was accounted for by the part which is driven by the differences in the expected
concentrations!
The BH criterion is calculated as a summation over all measured values. The criterion
for each state variable and each measured point is shown in figure 4.2.2. This figure
clearly shows, that the criterion is practically completely accounted for by only a few
substrate measurements. The criterion is especially high in a region where the expected
substrate concentrations, shown in figure 4.3(b), differ much and where especially the
concentration according to model Ferm2 gets high. The maximal contribution is found
at the point where the concentration decreases rapidly to very low values according to
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(a) Feedrate in L/h of a 3889 mM substrate solution.
0 5 10 15 20 25 30
0
25
50
C X
 
[g/
L]
0 5 10 15 20 25 30
0
200
400
C S
 
[m
M]
0 5 10 15 20 25 30
0
200
400
time [h]
C P
 
[m
M]
(b) Expected concentrations of biomass (CX), substrate (CS) and product
(CP ) according to model Ferm1 with closed markers and according to
Ferm2 with open markers.
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(c) Contribution of the suggested measurements to the BH criterion.
◦: biomass; : substrate; ♦: product. Lines are a visual aid.
Figure 4.3.: Designed experiment according to the BH criterion. Initial substrate
concentration: 55 mM .
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Ferm2, whereas the substrate concentrations according to Ferm1 were already very low
for a long time. In such a situation it can be expected that the model variance is very
high for model Ferm2 and rather low for Ferm1, which might explain the suggested
experiment.
The fact that the experiment lasts shorter than the maximal allowed time, is caused
by the bounds on the expected results, as mentioned before. This limited experiment
provided a better discriminating experiment according to the used criterion, than ex-
periments which would last longer. It is noteworthy that none of the experiments which
were suggested by the other criteria, including the longer lasting experiments, would
lead to a better value for the current criterion.
Buzzi-Ferraris and Forzatti (BF)
The designed experiment according to the BF criterion is shown in figure 4.4, illustrated
by the expected concentrations according to the competing models.
Again, the suggested experiment was shorter than the maximal duration. The same
remarks as stated for the experiment according to the BH criterion hold here, including
the fact that all other suggested experiments result in lower values for the BF criterion
than the suggested experiment.
The criterion was with 5.9 · 105 by far high enough to exceed the amount of responses
(here 63), which was suggested by Buzzi-Ferraris and Forzatti as a limit.
Chen and Asprey (CA)
The designed experiment according to the CA criterion is shown in figure 4.5, illustrated
by the expected concentrations according to the competing models.
Since all measurements at different time-points are regarded to be independent, also
with respect to the model variance, the criterion consists of a summation over all time-
points and can readily be shown over time as is done here in figure 4.5(c), showing that
basically only the last measurement determines the criterion (98.67% of the criterion is
accounted for by the final measurement point).
The optimized criterion is with 15.34 too small according to the limit which was
suggested in the original paper by Chen and Asprey, who suggested not to perform
the experiment when the criterion would not exceed the amount of measured values,
which are 39 in the suggested experiment. However, if we would only measure the state
variables at the final time-point in this experiment, the criterion would be 15.15 and
exceed the 3 measured values easily, which is a clear example of the problem with the
limit as suggested by Chen and Asprey.
Once again, the suggested experiment was shorter than the maximal duration. None
of the experiments, suggested by the other design criteria, would give a better value of
the CA criterion.
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(a) Feedrate in L/h of a 3889 mM substrate solution.
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(b) Expected concentrations of biomass (CX), substrate (CS) and product
(CP ) according to model Ferm1 with closed markers and according to
Ferm2 with open markers.
Figure 4.4.: Designed experiment according to the BF criterion. Initial substrate
concentration: 55 mM .
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(a) Feedrate in L/h of a 3889 mM substrate solution.
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(b) Expected concentrations of biomass (CX), substrate (CS) and product
(CP ) according to model Ferm1 with closed markers and according to
Ferm2 with open markers.
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(c) Contribution of the suggested measurements to the CA criterion.
Markers show the values, lines are a visual aid.
Figure 4.5.: Designed experiment according to the CA criterion. Initial substrate
concentration: 97.6 mM .
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Hunter and Reiner (HR)
The designed experiment according to the HR criterion is shown in figure 4.6, illustrated
by the expected concentrations according to the competing models.
This simple criterion consists of a summation over all measured points, so it can readily
be discriminated between the influences of the different state variables and the different
time-points, as shown in figure 4.6(c). The majority (79%) of the criterion is driven by
the differences in substrate concentrations, whereas 11% and 10% are accounted for by
biomass and product, respectively. High values occur when one of the models predicts
low values whereas the other model predicts appreciable concentrations.
Just like in the experiments which are planned using the BH and BF criteria, periods
are created with very low expected glucose concentrations according to one of the criteria
and appreciable concentrations according to the other criterion. Both according to
the BH and HR criteria, this contributes the most to the discriminating power of the
experiment.
New Simple Criterion for Dynamic Experiments (ND)
The designed experiment according the ND criterion is shown in figure 4.7.
This criterion consists of an addition of two parts: one being driven directly by the
expected differences in the measured state variables, the other added to regard the
shape of the curves. The different influences of these two parts are shown in figure
4.7(c), showing that the part regarding the shape of the curves has a limited influence
(about 3.7% of the total criterion), so this part has, at the most, only some fine-tuning
effects in the current example.
Furthermore, the criterion regards all measurements at different measurement time-
points to be independent, so the contribution of each time-point can be shown separately,
as is also done in the same figure (4.7(c)). It seems likely that here, again, the expected
differences in the substrate concentrations play a major role, although this cannot readily
be distinguished because all state variables of one sample are not regarded totally in-
dependent. However, higher values in figure 4.7(c) seem to coincide especially to large
differences in in the substrate concentrations shown in figure 4.7(b).
4.2.3. Results
As mentioned in paragraph 4.1, the designed experiments were simulated using the
models with 10 different parameter sets which resulted from fitting the models to the
batch data with different sets of noise. To each set of simulated data, 10 sets of noise
were added, resulting in 100 sets of data. The models were then fitted to the 100 sets of
data, each consisting of the preliminary batch data and one of the 100 data sets of the
new experiment.
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(b) Expected concentrations of biomass (CX), substrate (CS) and product
(CP ) according to model Ferm1 with closed markers and according to
Ferm2 with open markers.
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(c) Contribution to the HR criterion, of the suggested measurements of
biomass as ◦, substrate as  and product as ♦. Markers show the values,
lines are a visual aid.
Figure 4.6.: Designed experiment according to the HR criterion. Initial substrate
concentration: 55 mM .
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(a) Feedrate in L/h of a 3889 mM substrate solution.
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(b) Expected concentrations of biomass (CX), substrate (CS) and product
(CP ) according to model Ferm1 with closed markers and according to
Ferm2 with open markers.
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(c) Contribution of the suggested measurements to the ND criterion. Con-
tribution of the difference in measured values as ◦ and a part directed by
the shape of the responses as . Markers show the values, lines are a
visual aid.
Figure 4.7.: Designed experiment according to the ND criterion. Initial substrate
concentration: 55 mM .
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4.2. First Case: Fermentation
The reduced chi-squared values of the two competing models were calculated for each
of the 100 fits. In each case, a proper low value was found for the ’true’ model structure,
as should be expected. Even values below 1 were reached, indicating that the fitted
model were closer to the measured values than expected, based on the measurement
variance. The ratio between the χ2 values for the ’false’ models and the ’true’ models
are shown in box-plots in figure 4.8. Higher values indicate better performance of the
discriminating design criterion.
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(a) Ratio between the reduced χ2 of Ferm2 and
Ferm1, fitted to data generated with Ferm1.
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(b) Ratio between the reduced χ2 of Ferm1 and
Ferm2, fitted to data generated with Ferm2.
Figure 4.8.: Ratios between reduced χ2 value of the ’false’ and the ’true’ models. The
boxes have horizontal lines at the lower quartile, median and upper quartile. Points
outside the quartiles are shown as +.
Except for the BH criterion, the discriminating power of each of the criteria was better
when Ferm1 was the ’true’ model.
As could be expected from the concentrations in figure 4.5(b), the CA criterion did not
perform very well in the current example. As mentioned before, the reached value of this
criterion was too low according to the original paper. It was suggested, to perform an
experiment to improve the parameter estimation in such a case instead. It was surprising
that the CA- and the BF criterion supposed such strongly different experiments, although
the differences between the two criteria seem small. The difference mainly consists of
the way to deal with dependent- or independent measurements and a slightly smaller
influence of the measurement variance in weighting the criterion.
The partly large variances in the resulting χ˜2 values, as indicated by large boxes
in figure 4.8, are mainly caused by the variance introduced by the different parameter
values, which were used to generate data and not so much by the added noise. In the BF
and CA criteria, large effects of the parameter inaccuracies result in reduced values of
the design criterion through the weighting by the model variance, which might therefore
explain smaller variances in the results using these criteria.
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Although statistically, there is not yet a hard proof, it seems like the adjustments for
use with dynamic experiments in the ND criterion gave a slight improvement compared
to the HR criterion.
Unfortunately, the results of this simulative case study do not yield one clear preferred
criterion. The highest discriminating power was achieved using the ND criterion when
Ferm1 was the ’true’ model and also the best average was achieved using this criterion.
The smaller variation is on the other hand a positive characteristic of the BF criterion.
The highest minimal discriminating power was achieved by the BH criterion.
4.3. Second Case: Catalytic Conversion
The second case is a catalytic conversion. This case deals with a common and important
question, whether a decrease in reaction rate over time could be caused by product
inhibition or rather by deactivation of the catalyst.
Again, only one substrate is converted to one product. The concentrations of substrate
and product are the only measured state variables.
4.3.1. Prior Situation
The initial situation consists of two subsequent batch experiments with different initial
concentrations of substrate and catalyst.
Three Michaelis-Menten type models were fitted to these data. The kinetic equations
of these models are as follows:
Model Cat1:
rC = 0 (4.5)
−rS = rP =
vmax · CC · CS
Km ·
(
1 + CPKiP
)
+ CS
(4.6)
Again, the used symbols are as explained in appendix A on page 133. Subscript C is
used to indicate the catalyst.
Model Cat2 is similar to Cat1, but with non-competitive instead of competitive prod-
uct inhibition, so equation 4.6 is changed to:
−rS = rP =
vmax · CC · CS
Km ·+CS1
KiP
CP +KiP
, (4.7)
but still, the amount of catalyst C does not change.
In model Cat3, instead of a product inhibition, a first order degradation of the catalyst
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is included:
rC = −kd · CC (4.8)
−rS = rP =
vmax · CC · CS
Km + CS
(4.9)
The used data of the two batches without noise are shown in figure 4.9, together with
the fitted curves of the three competing models.
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Figure 4.9.: Fit of the three competing models to the two batches. Markers show the
’measured’ values whereas lines are the values of the fitted models. The fit of model Cat1
is shown in solid lines, Cat2 in dashed lines and Cat3 in dotted lines. Thin lines and
∗ show substrate concentrations; thick lines and + are product concentrations. Initial
concentrations of the experiment in the left plot were 0.1 mM catalyst, 1 M substrate
and no product. For the right plot, they were 0.01 mM catalyst, 0.1 M substrate and
no product.
The model parameters after fitting the model to the data of the batch experiments
without noise are shown in table 4.2, together with estimated standard deviations using
relative standard deviations of 5% and lower bounds on the measurement accuracies
of 10 mM for both substrate (CS) and product (CP ), for estimation of the standard
deviation of the measured values according to equation 3.1 on page 47. In this case, the
parameters are estimable more satisfactory, although partly high correlation coefficients
exist between the parameters2. The mechanistic differences, however, cannot yet be
determined by model fitting to the available data. All three models fit properly. The
relative goodness of fit G, according to equation 2.35 on page 20 is also mentioned in the
table. In the fermentation example shown above, these values did not have an influence
on the resulting experiments, since only two models were used. In the current example,
three different model pairs are available, so in the BH and ND criteria, the prior goodness
2Especially in model Cat2, with a correlation coefficient of -0.98 between vmax and KiP
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of fit has an influence. However, at this point, the differences between the fits are rather
small.
Table 4.2.: Model Parameters of the Competing Catalysis Models Before the Model
Discriminating Experiment and the relative goodness at this point.
Cat1 Cat2 Cat3
Parameter Value σ Value σ Value σ Unit
vmax 11.0 0.045 13.1 0.12 13.0 0.015 mol.mol
−1.min−1
Km 6.64 0.23 16.4 0.52 4.46 0.31 mM
KiP 193 8.9 1930 71 mM
kd 0.0339 0.0132 h
−1
G 0.30 0.24 0.46
The same standard deviations of the measured values were used to add normally
distributed noise with mean 0 to the data and re-estimate the parameters as shown in
the setup before.
4.3.2. Experimental Designs
A fed-batch experiment was designed with a fixed maximal duration of 2880 minutes
(48 h). One feed is added containing 20 M substrate. This feed is described as periods
of 240 minutes duration with constant feed rates and no feed in the first 240 minutes.
The volume was restricted between 1.5 and 2.5 L, again in a similar matter as mentioned
in paragraph 3.4.1, with samples of 10 mL, taken every 60 minutes. The initial volume
was 1.7 L. There were no bounds used on the concentrations of substrate during the
experiment.
The designed experiment consists of the parameters describing the feedrate over time
and the initial concentrations of catalyst, substrate, and product. The initial concen-
trations of catalyst were bound between 0.001 and 0.2 mM , of substrate between 0.2
and 3 M and of product between 0 and 3 M . The feedrates were bound between 0 and
1 L/h.
The experiment was designed according to the 5 different design criteria and will be
discussed in the following paragraphs.
Box and Hill (BH)
The designed experiment according to the criterion based on the criterion of Box and
Hill is shown in figure 4.10, illustrated by the expected concentrations according to the
competing models.
’Missing’ measurements are caused by the lower limit on the volume.
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(b) Expected concentrations. According to model Cat1: : substrate
(CS), ♦: product (CP ). Cat2: : CS , : CP ; Cat3: ∗: CS, +: CP .
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(c) Contribution of the suggested measurements to the BH criterion. Dif-
ference between model Cat1 and Cat2: : substrate (CS), : product
(CP ); between Cat1 and Cat3: : CS, ♦: CP ; between Cat2 and Cat3:
∗: CS, +: CP . Lines are a visual aid.
Figure 4.10.: Designed experiment according to the BH criterion. Initial concentra-
tions: 0.2 mM catalyst, 0.684 M substrate and 3 M product.
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Similar to in the first case study, the difference between the expected model variances is
determining the experiment to a much larger extend than the differences in the expected
concentrations. The part of the criterion, driven by the model variances, accounts for
99.5% of the criterion.
The BH criterion is calculated as a summation over all measured values and all model
pairs. The criterion for each state variable and each measured point is shown in figure
4.10(c) for each model pair.
As could be expected from figure 4.10, mainly the differences between model Cat2
and the other two models are of influence. Furthermore, it is mainly the measurement
of substrate which contributes to the criterion. Especially the measurements in a range
where one of the models from a model pair predicts very low substrate concentrations
are of importance.
Buzzi-Ferraris and Forzatti (BF)
The designed experiment according to the BF criterion is shown in figure 4.11, illustrated
by the expected concentrations according to the competing models. Again, skipped
samples are caused by the lower bound on the volume.
In this experiment, the influence of the different model pairs is more evenly divided:
model pairs Cat1-Cat2, Cat1-Cat3 and Cat2-Cat3 accounted for about 27%, 18% and
56% of the criterion.
The criterion was with 2 · 104 by far high enough to pass the minimal value according
to the original BF criterion.
Chen and Asprey (CA)
The designed experiment according to the CA criterion is shown in figure 4.12, illustrated
by the expected concentrations according to the competing models.
In this designed experiment, the model pairs Cat1-Cat2, Cat1-Cat3 and Cat2-Cat3
accounted for 28%, 24% and 48% of the criterion. In this case, the optimized criterion
was with 5 ·104 high enough not to have problems regarding the minimal value suggested
in the original criterion.
The criterion is shown over time for substrate and product in figure 4.12(c), showing
that 98% of the criterion is accounted for by the substrate measurements, fairly evenly
divided over time.
Hunter and Reiner (HR)
The designed experiment according to the HR criterion is shown in figure 4.13, illustrated
by the expected concentrations according to the competing models. Obviously, the
suggested experiment is very similar to the experiment according to the CA criterion
shown in the prior paragraph.
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(a) Feedrate of a 20 M substrate solution.
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(b) Expected concentrations. According to model Cat1: : substrate
(CS), ♦: product (CP ). Cat2: : CS , : CP ; Cat3: ∗: CS, +: CP .
Figure 4.11.: Designed experiment according to the BF criterion. Initial concentra-
tions: 0.2 mM catalyst, 0.558 M substrate and 3 M product.
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(a) Feedrate of a 20 M substrate solution.
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(b) Expected concentrations. According to model Cat1: : substrate
(CS), ♦: product (CP ). Cat2: : CS , : CP ; Cat3: ∗: CS, +: CP .
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(c) Contribution of the suggested samples to the CA criterion.
Figure 4.12.: Designed experiment according to the CA criterion. Initial concentra-
tions: 0.2 mM catalyst, 0.593 M substrate and 3 M product.
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(a) Feedrate of a 20 M substrate solution.
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(b) Expected concentrations. According to model Cat1: : substrate
(CS), ♦: product (CP ). Cat2: : CS , : CP ; Cat3: ∗: CS, +: CP .
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(c) Contribution of the suggested measurements to the HR criterion. :
substrate, : product. Lines are a visual aid.
Figure 4.13.: Designed experiment according to the HR criterion. Initial concentra-
tions: 0.2 mM catalyst, 0.569 M substrate and 3 M product.
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Skipped samples are again caused by problems regarding the lower bound on the
volume.
In this designed experiment, the model pairs Cat1-Cat2, Cat1-Cat3 and Cat2-Cat3
accounted for 26%, 31% and 43% of the criterion.
The criterion is shown for each state variable and all time-points, as shown in figure
4.13(c). Again, the substrate measurements had more influence than the measurements
of the product concentrations, accounting for almost 99% of the optimized criterion.
New Simple Criterion for Dynamic Experiments (ND)
In this case, the extensions to the HR criterion in the ND criterion did not lead to a
different optimized experiment. Exactly the same experiment as suggested by the HR
criterion shown in the former paragraph, was suggested using the ND criterion.
The pitfall of overrating very fast changing concentrations obviously did not occur in
the suggested experiment using the HR criterion. Such a situation could not be produced
within the experimental constraints. It also was apparently not possible to introduce
more different shapes.
4.3.3. Results
Again, 100 data sets were generated with each model structure and each designed experi-
ment. χ˜2 values were calculated for each model, fitted to the data of the two preliminary
batch experiments and the newly simulated values with noise for all 100 data sets. The
ratio between the χ˜2 values of the ’false’ and the ’true’ models are shown in the box-plots
in figure 4.14. Higher values indicate better discrimination.
The first striking result is the large variance in the results using the BH criterion. This
variance is mainly caused by the use of different sets of parameters for the generation of
the data. The fact that the BH criterion especially aims at a large difference in the model
variances of the competing models and therefore tends to suggest experiments where the
influence of the insecurity in the parameters is very strong, explains this result. This also
reflects in the fit of the ’true’ model to the data, which is illustrated for instance in figure
4.15. The resulting χ˜2 values of the ’true’ model after the designed experiment are higher
than 1 because of the variance in the model parameters, which is not accounted for in
the weighting of the residuals by the measurement standard deviation. This resulted in
values around 1.5 after the designed experiments according to all criteria, except for the
BH criterion which led to much higher values.
The BH criterion performed especially poor in discriminating between model Cat1
and Cat3. This was expected since the expected concentrations according to those two
models are very similar, as discussed in paragraph 4.3.2 on page 76. Generally, the BH
criterion performed worse than the other criteria in the current case.
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(a) Ratio between the reduced χ2 of model Cat2
and Cat1, fitted to data generated with Cat1.
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(b) Ratio between the reduced χ2 of model Cat3
and Cat1, fitted to data generated with Cat1.
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(c) Ratio between the reduced χ2 of model Cat1
and Cat2, fitted to data generated with Cat2.
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(d) Ratio between the reduced χ2 of model Cat3
and Cat2, fitted to data generated with Cat2.
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(e) Ratio between the reduced χ2 of model Cat1
and Cat3, fitted to data generated with Cat3.
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(f) Ratio between the reduced χ2 of model Cat2
and Cat3, fitted to data generated with Cat3.
Figure 4.14.: Ratios between reduced χ2 value of the ’false’ and the ’true’ models.
The boxes have horizontal lines at the lower quartile, median and upper quartile. Points
outside the quartiles are shown as +.
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Figure 4.15.: Reduced χ2 of Cat1, fitted to data generated with Cat1 itself as the
’true’ model. Analogue to figure 4.14
The differences between the performances of the 4 other criteria are very small, as
might also have been expected from the similar expected results. The discrimination
between model Cat2 and Cat3 seems somewhat better using the BF criterion. On the
other hand, this criterion performed slightly less good for discrimination between Cat1
and Cat3 when Cat3 was ’true’.
The differences between the results using the HR criterion and the ND criterion are
only caused by the added random white noise, since exactly the same experiments were
used.
4.4. Discussion and Conclusion
All model discriminating design criteria which are compared here are certainly useful
and it is of course not the aim of this study to show useless criteria, but to compare
their use in dynamic systems with potentially poor parameter estimates.
The use of the CA criterion was problematic in the fermentation experiment. As
discussed in paragraph 4.2.2 on page 67, it was suggested in the original paper to perform
an experiment for improvement of the parameter estimation in such a case. This might
not be that simple, since still a series of competing models are available. One obvious
option would be to design the parameter estimation experiment based on the model
with the best fit so far. However, other discriminating design criteria did suggest proper
discriminating experiments and this seems to be just a good example of the potential
risks and problems in using the CA criterion. The potentially large and fast changes
in model variances in dynamic systems with poor parameter estimates seem to be the
major cause of these problems.
Note however, that the original CA criterion was especially developed for dynamic
systems and it was shown to perform properly with a fermentation example with pa-
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rameter estimates, which are comparable to the estimates in the catalytic conversion
example in the current work. In the original paper, an example was given where the CA
criterion was more efficient than the simple criterion of Hunter and Reiner without any
weighting (so also not by the measurement variance as in the HR criterion used in the
current work).
The BH criterion clearly produced different experimental designs than the other four
criteria. In the used dynamic experiments, the criterion is driven by differences in the
model variances, whereas the differences in the expected state variables have practi-
cally no direct influence. This might be different in steady state experiments such as in
Takors et al. (1997), where the model variances do not reach such extreme and fluctu-
ating values. In dynamic experiments, where the parameter sensitivities are integrated
over time, extreme differences and changes in the model variance are very likely to be
possible and such situations cause high values in the BH criterion. The BH criterion
does also suggest useful experiments, but its results seem to be less certain. The intu-
itively strange use of the differences in the model variances is caused by the use of the
maximal expected change in system entropy, as was also mentioned in paragraph 2.5.1
on page 28.
The differences between the CA and the BF criterion seem to be rather small on first
thoughts, but these two criteria did turn out to result in different designs. The major
difference lies in the fact that the model variance is calculated with all measured state
variables and all samples being dependent for the BF criterion, whereas each sample
time is regarded independent by the CA criterion. Intuitively, using all measurements
dependent in calculating the model variance makes more sense because the parameters
can only be adjusted once to fit to the new data. When a change in a parameter value
would decrease the expected difference between two model predictions of one sample,
but the same change would then increase the expected difference in another sample, this
is an important characteristic which reduces the ability of the models to produce similar
results and thus improves the expected model discrimination.
One possible disadvantage of the use of dependent samples as in the BF criterion, is
that the calculations will include large matrices when many samples are used, which can
cause relatively long calculation times, whereas with independent samples, the sparse
matrices would reduce this problem. However, in our examples, this difference was not
yet significant and more than 99% of the calculation time is used for the model simu-
lations, so a real improvement of calculation times could only be reached by increasing
the simulation speed and decreasing the amount of needed simulations.
Most studies on model discriminating experimental designs make use of the model
variance. For instance the work by Chen and Asprey is just one of the examples where
the use of model variances is shown to be beneficial in model discriminating experimen-
tal design. However, the potential pitfalls of the use of this characteristic value and
the relatively high costs in terms of calculation times, which were also mentioned in
paragraph 2.5.1 on page 32, are often not mentioned in those studies.
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In the current examples, the criteria without the model variance (HR and ND) did
suggest proper model discriminating experiments. It could be expected that these cri-
teria would lead to more insecure results where re-estimation of the model parameters
can undo the expected differences. The use of the model variance especially aims at
diminishing this risk. The results of the fermentation example with Ferm1 as the true
model do show a larger variance in the discriminating power of the experiments designed
by HR and ND than by BF, but the discriminating power of all three experiments were
very good. The average result of the ND criterion was even slightly better than the BF
criterion. The other results do not show such a clear improvement in the reliability of
the BF criterion as compared to the HR and ND criteria. In some cases, the HR and ND
criteria even performed better, for instance in recognizing Cat1 as a false model when
Cat3 would be correct. Generally, however, the differences between the performance of
the BF criterion and the HR and ND criteria are rather small.
The differences between the performance of the HR and the ND criterion were
generally even smaller. In the first case with the relatively poor parameter estimates,
the ND performed slightly better than the HR criterion.
Based on the results of this study, it was decided to use the ND criterion for de-
signing the second model discriminating experiment during development of the L-valine
production process, as shown in paragraph. This choice was not only motivated by the
proper performance in the current study, but certainly also by the decreased calculation
times, compared to the BH, BF and CA criteria, as also mentioned in paragraph 2.5.1
on page 32. The difference in calculation time between the HR and ND criteria was
negligible.
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5. L-Valine Production Process
Development
The practical application of the presented approach for model based process development
is of special interest in the current work. The fermentative production of L-valine is the
industrially relevant process, which is investigated here.
5.1. Material and Methods
5.1.1. Organism
Figure 5.1.: Photo of C. glutamicum by electron microscopy.
The organism used in this study is the genetically modified strain Corynebacterium glu-
tamicum ATCC 13032 ∆ilvA∆panBCpJC1ilvBNCD as described by Radmacher et al.
(2002). This strain was modified in order to improve the production of the amino acid
L-valine by the group of Dr. L. Eggeling at the Institute of Biotechnology I of Research
Centre Ju¨lich. The modifications are shown in figure 5.2 on page 89.
An important special characteristic of the metabolic route towards L-valine is the fact
that several enzymes of this route also catalyse similar reactions towards L-isoleucine
synthesis (Eggeling et al., 1997). By deletion of the gene ilvA, which encodes threonine
dehydratase, the synthesis of L-isoleucine via this route is blocked. This way, the total
catalytic potential of these enzymes is available for L-valine synthesis. Due to this dele-
tion, the strain is auxotrophic for L-isoleucine. This also offers the possibility of main-
taining the L-isoleucine concentrations at a low level, which has been shown to increase
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the expression of the genes ilvBNC by an attenuation control mechanism (Morbach et al.,
2000). This is, however, probably of very limited importance in the used strain due to
the overexpression of these genes on the plasmid, which led to an approximately 15 times
increase in the enzyme activities (Cordes et al., 1992; Radmacher, 2001). Avoiding high
concentrations of L-isoleucine is also expected to be beneficial, since high concentrations
of the branched-chain amino acids have been shown to decrease the activity of the key
enzyme of branched chain amino acid synthesis: acetohydroxyacid synthase (AHAS, see
figure 5.2). This fact is, however, also expected to be of little importance in the final
production experiments, since this enzyme is also inhibited by the other branched chain
amino acids amongst which especially L-valine. This inhibition was shown to be maxi-
mal about 50% (Eggeling et al., 1987). Furthermore, a recent study with the used strain
has indicated that the positive effect of L-isoleucine limitation on the biomass specific
AHAS activity was stronger than the inhibiting effect of high L-valine concentrations
(Lange et al., 2003).
The main aim of the deletion of the genes panBC, which are needed for the production
of D-pantothenate from ketoisovalerate, was to increase the availability of pyruvate as
the precursor of L-valine. Lack of D-pantothenate leads to a decrease in the production of
coenzyme A and a corresponding decrease in the pyruvate dehydrogenase activity. The
increased availability of pyruvate upon decreased pantothenic acid concentrations was
also shown in a L-lysine overproducing strain, where the reduced concentrations however
led to a decrease in L-valine and L-isoleucine and an increase in L-lysine production
(An et al., 1999). A second beneficial effect of the deletion of panBC is the increased
availability of ketoisovalerate for synthesis of L-valine when less is used for production
of pantothenate. Due to this deletion the strain is auxotrophic for D-pantothenic acid.
The overexpression of the genes ilvBNCD on a plasmid increases the flux from pyruvate
to ketoisovalerate and L-valine.
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Figure 5.2.: Metabolic route for synthesis of L-valine and other branched chain amino
acids, together with the genetic modifications in strain Corynebacterium glutamicum
ATCC 13032 ∆ilvA∆panBCpJC1ilvBNCD. The enzymes which catalyse the reactions
are written in italic next to the reactions with the encoding genes between brackets.
The deleted genes are underlined and the corresponding reactions are crossed out. The
genes which are over-expressed on the plasmid are in rounded boxes. Note that several
enzymes catalyse reactions for both L-valine and L-isoleucine biosynthesis.
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5.1.2. Media
For all media, the used water was demineralized by reverse osmosis. The components
were dissolved in demineralized water and sterilized by by filtration or by autoclavation
for 20 minutes at 121◦C. A syringe with a sterile filter (acrodiscr 0.2 µm, Pall Corpora-
tion, Ann Arbor, USA) was used for filtration of small volumes for use in shake flasks.
The filter sterilized solutions for use in the stirred bioreactor were pumped through a fil-
ter which was autoclaved together with the bioreactor (0.2µm Sartobranr-300, Sartorius
AG, Go¨ttingen, Germany).
Complex Medium
Complex medium CGIII (Keilhauer et al., 1993) was used for the first preculture, which
was inoculated directly with frozen working seed lots. The composition of this medium
is mentioned in table 5.1. This medium was also used for the production of the seed
lots.
Table 5.1.: Composition of the Complex Medium for the first preculture.
Substance Concentration
glucose.H2O 22 g.L
−1
NaCl 5 g.L−1
peptone 10 g.L−1
yeast extract 10 g.L−1
kanamycin stock solution 1 mL.L−1
The glucose was dissolved and autoclaved separately. The kanamycin stock was sterilized
by filtration. All other components were autoclaved together.
Defined Medium
The composition of the used defined culture medium was adapted from the minimal
medium CGXII (Keilhauer et al., 1993; Morbach et al., 1996), which was also used dur-
ing strain development at the IBT1 of the research centre. In some points, this medium
was not ideal for our purposes or for an industrial production process, so some changes
were made.
The trace element composition was taken from the composition which was optimized
for another strain of C. glutamicum (WeusterBotz et al., 1997).
The composition of the medium is shown in table 5.2 on page 92.
In the precultures, also 5 g/L urea was added in order to keep the pH from decreasing
too fast too soon. This amount of urea was also used during development of the strain
but removed from the final medium composition because it caused the pH to rise rather
fast in the first phase of the experiments (data not shown). This increase in pH depends
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on the aeration and stirring rate and it is thought to be caused by a very strong urease
activity of the used strain. This however remains to be tested. The wild-type of the used
strain is reported to posses an energy-dependent urea uptake system which is synthesized
under nitrogen limiting conditions (Siewe et al., 1998). In shake flask experiments with
pH control, no beneficial effect of the urea was found.
In the experiments with the Ramos technology (see appendix C), also 42 g/L MOPS
buffer was used as was also done during strain development at the IBT1, since in these
experiments no pH control was available.
In the original medium, K2HPO4 was used instead of Na2HPO4. This way, only
very little Na is available in the medium. However, the procedure used during strain
development included the centrifugation of the preculture followed by resuspension of the
cells in saline. This suspension was then used for inoculation of the production cultures,
therewith introducing more Na in the medium. This is, of course, not very practicable
and in fed-batch cultures, the concentration of Na would decrease over time. In pH-
controlled shake flask experiments, different ratios between Na and K were compared
(data not shown). Media with very low Na or K concentrations were shown to result in
decreased growth. Media with both elements in appreciable concentrations were found
to perform equally well. Based on these results, it was decided to replace K2HPO4 by
Na2HPO4.
The 40 g/L glucose which is mentioned in table 5.2 was the standard concentration
which was used in most shake flask experiments and in the first batch experiment in
the stirred bioreactor. The initial glucose concentrations in planned fed-batch experi-
ments was part of the experimental designs. For some experiments, the same holds for
concentrations of L-isoleucine and pantothenic acid.
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Table 5.2.: Medium composition of defined medium.
Substance Concentration
glucose a 40 g.L−1
(NH4)2SO4 20 g.L
−1
Urea b 5 g.L−1
KH2PO4 1 g.L
−1
Na2HPO4.2H2O 1 g.L
−1
MgSO4.7H2O 0.25 g.L
−1
L-isoleucinea 0.14 g.L−1
CaCl2 stock solution 1 mL.L
−1
protocatechuic acid stock solution 2 mL.L−1
trace element solution I 1 mL.L−1
trace element solution II 1 mL.L−1
D-pantothenate stocksolutiona 1 mL.L−1
biotin stock solution 1 mL.L−1
kanamycin stock solution 1 mL.L−1
aconcentration might differ in experiments where this compound is
part of the experimental design
bonly in (pre)cultures without pH regulation
Glucose was autoclaved separately for shake flask experiments and precultures and added
filter sterilized in stirred bioreactors. The CaCl2 stock solution is autoclaved along with
the basic salt solution and all other stock solutions are added filter sterilized. Care was
taken to avoid precipitations on the filter. The potent chelating compound protocat-
echuic acid (Liebl et al., 1989) forms a precipitate with the trace element solution I
and at a low pH. The two solutions of trace elements produce a yellow precipitation to-
gether. Therefore, immediately after addition of the protocatechuic acid stock solution
and after trace element solution I, the filter was first flushed with some water or glucose
solution before addition of the following compound. Also after addition of all compounds
which were added filter sterilized, the filter was flushed with some water to assure that
no large amounts of the compounds stay on the filter.
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Stock Solutions
Stock solutions were stored frozen at -20◦C in aliquots of 2 or 15 mL. The composition
of the stock solutions is shown in table 5.3 to 5.9
Table 5.3.: Calciumchloride Stock Solution
Substance Concentration
CaCl2.2H2O 10 g.L
−1
Table 5.4.: Protocatechuic Acid Stock Solution
Substance Concentration
protocatechuic acid 15 g.L−1
5M NaOH solution 20 mL.L−1
Table 5.5.: Trace Elements Solution I
Substance Concentration
FeSO4.7H2O 28.5 g.L
−1
MnSO4.H2O 16.5 g.L
−1
CuSO4.5H2O 0.7625 g.L
−1
ZnSO4.7H2O 6.3 g.L
−1
CoCl2.6H2O 0.13 g.L
−1
NiCl2.6H2O 0.0425 g.L
−1
Na2MoO4.2H2O 0.065 g.L
−1
KAl(SO4)2.12H2O 0.028 g.L
−1
Na2SeO3.5H2O 0.0193 g.L
−1
H2SO4(95− 97%) 2 mL.L
−1
Table 5.6.: Trace Elements Solution II
Substance Concentration
H3BO3 0.05 g.L
−1
SrCl2.7H2O 0.05 g.L
−1
Ba2Cl.2H2O 0.05 g.L
−1
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Table 5.7.: D-Pantotheate
Substance Concentration
Ca-D(+)-pantothenate 0.238 g.L−1
Table 5.8.: Biotin Stock Solution
Substance Concentration
biotin 0.85 g.L−1
Table 5.9.: Kanamycin Stock Solution
Substance Concentration
kanamycin sulphate 25 g.L−1
5.1.3. Fermentation
As far as not stated differently, experiments were performed at a pH of 7.6 and at
30◦C, shaken at 150 rpm with 25 mm amplitude in 500 mL shake flasks with 50 mL
medium and 4 baffles or with a controlled dissolved oxygen tension (DO) kept at 30%
of saturation with air in stirred bioreactors.
Seed Cultures
For production of seed lots, 50 mL complex medium (see table 5.1 on page 90) was
inoculated with a frozen seed lot and cultivated under standard conditions (at 30◦C,
shaken at 150 rpm with an amplitude of 25 mm in 500 mL Erlenmeyer flasks with 4
baffles). As soon as an OD600 of 5-10 was reached, the entire culture was added to
25 mL of an autoclaved 70% glycerol solution and mixed. This mixture was divided in
aliquots of 1.5 mL and placed at −80◦C. The resulted seed lots performed very well,
regarding the short or absent lag times.
From the original culture provided by Dr. Eggeling, one set of master seed lots was
produced this way. From this set, a series of working seed lots was produced which were
used for the final experiments.
Precultures
At the start of an experiment, an entire 1.5 mL working seed lot is used to inoculate
a 500 mL shake flask containing 50 mL complex medium (see table 5.1 on page 90).
This culture was allowed to grow under standard conditions for about eight hours, after
which it usually reached an OD600 of 10-15.
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This culture is used to inoculate a second preculture, containing defined medium with
urea (see table 5.2 on page 92) with 1-3% v/v. This culture was allowed to grow for
about 14 hours (usually overnight) after which it was measured and used for inoculation
of the production culture with 1-5% v/v, leading to an initial OD600 of less than 1 in
the production culture. The second preculture was introduced in order to get rid of the
influence of the complex components in the medium.
Stirred Bioreactor
All experiments which were planned by the experimental design techniques for model
development as well as several other experiments have been performed in a stirred glass
bioreactor. A schematic view of the reactor system is shown in figure 5.3.
exhaust gas
CO2 O2
pH
air
pO2
M
SAMPLE
S1
S2
NH3
QICR
S3
TICR
QICR
SICR
FICR
QIR QIR
Figure 5.3.: Simplified schematic diagram of the stirred bioreactor system. Three
feeds with substrates S1, S2 and S3 are added. The pH is measured and controlled by
addition of ammonia. The temperature is controlled and the dissolved oxygen tension
is controlled over the stirrer rate.
The 3-liter reactor (with about 2 L working volume) was equipped with electrodes for
online measurement of the pH, temperature and DO (see also 5.1.4 on page 97) and a
double 6 blade turbine impeller. The control of stirring rate, the pH at 7.6, the DO at
30% and the temperature at 30◦C was done by the internal controllers of the Labfors
system (Infors AG, Bottmingen, Switzerland). The pH was controlled by addition of a
solution of about 25% m/v NH3. The DO was controlled by adjustment of the stirring
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rate between 100 and 700 rpm. At the start of the experiments, the aeration rate was
1 L/min. When the DO dropped below 30% during stirring at 700 rpm, the aeration
was increased to 1.5 or 2 L/min. In the production experiment, higher aeration rates (up
to 7 L/min, which however has little effect) and higher stirring rates (up to 1000 rpm)
were used.
When foam developed, antifoam was added manually with a sterile syringe through a
septum. In the first experiments, only antifoam 204 from Sigma (Sigma-Aldrich Chemie
GmbH, Steinheim, Germany) was used. The first droplets of this antifoam always per-
formed very well at first, but in some occasions in a later stage of the experiments, the
effect of this antifoam was not satisfactory. Both silicon based antifoam M-30 from Serva
(Serva, Heidelberg, Germany) and 7745 from Merck (Darmstadt, Germany) were shown
to perform much better in this situation so in later experiments, either of these silicon
based antifoams was used. In some experiments, both the antifoam from Sigma in an
early stage and the silicon antifoam from Merck in a later stage were used, which seemed
to be the most successful combination for our system. The antifoams were sterilized by
autoclavation before use.
Feeds of glucose or other solutions were added into the reactor by Dosimat 665 systems
(Metrohm AG, Herisau, Switzerland) with the feed rates adjusted manually. As a check
on the proper addition by the Dosimats, the remaining volume after the experiment was
measured and the weight of the Dosimats and the feed solutions together was measured
and logged during the experiment. No problems were detected with the Dosimat systems.
Online data were logged using the software Medusa which has been developed in our
institute.
Before taking a sample, about 10 mL of suspension was taken from the bioreactor and
discarded to flush the sampling port. Directly after this, about 15 mL of suspension
was taken from the bioreactor. The exact total volume taken from the reactor during
sampling was estimated using a 10 mL graduated cylinder in order to estimate the re-
maining volume in the reactor as accurately as possible. Two 1.5 mL Eppendorf reaction
vessels with the sample suspension were centrifuged (10 minutes, 13000 rpm, Biofuge
pico, Hereaeus, Hanau, Germany) and the supernatant stored frozen at −20◦C for fu-
ture measurement of amino acids, organic acids and glucose. These measurements were
usually performed within 1 or 2 weeks after the fermentation to avoid problems with
decomposition of the compounds which is known to occur even at −20◦C (Cooper et al.,
1983). The OD600 and pH and in some samples also the glucose concentration of the sus-
pension taken from the bioreactor, were measured immediately after taking the sample.
In samples from several experiments, also 2 to 10 mL of the suspension (depending on
the OD600) was used for measurement of the biomass dry weight.
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5.1.4. Analytics
pH
The pH value in the bioreactor was measured online using gel filled pH-electrodes
(Mettler Toledo, Gießen, Germany). The electrodes were calibrated before autoclavation
using buffers with a pH of 4 and 7 at room temperature. During fermentation, the pH
of the samples, taken from the reactor was measured offline in a similar way. These
offline values were used to adjust the calibration of the electrodes in the fermentation
equipment.
DO
The dissolved oxygen tension (DO) was measured in the stirred bioreactor by a po-
larometric electrode (Ingold, Gießen, Germany). The electrode was calibrated, after
autoclavation together with the bioreactor, by saturation of the medium at 30◦C with
nitrogen gas for the 0 and with air for 100%.
Temperature
The temperature was measured using a pT100 temperature probe. In the stirred bio-
reactor, the electrode was placed in the suspension and the temperature was controlled
by adjusting the temperature of the water flowing through the double wall of the bio-
reactor. The temperature of the shake flasks was controlled by measuring and controlling
the temperature in the room or cabinet in which the flasks were shaken.
CO2 and O2 in Exhaust Gas
From the outgoing gas stream, a constant flow of about 0.8 L/min was pumped through
devices for measurement of CO2 and O2. The constant flow was achieved by a mem-
brane pump and a manual flow meter (Kobold, Hofheim/Taunus, Germany) behind the
two measurement devices which were placed in series. The CO2 was measured by near
infrared spectroscopy in a Binos 4b2 device (Leybold, Hanau, Germany). For measure-
ment of the O2 an Oxynos 100 (Rosemount, Hanau, Germany) was used, which uses
a paramagnetic measurement method. The exhaust gas was first water-cooled using a
condenser installed directly above the reactor, recycling the condensate. After this, the
exhaust gas stream towards the gas analysers was cooled and dried again by an electric
gas cooler (ECP1000, M&C Products Analysentechnik GmbH, Ratingen, Germany).
The analysers were calibrated before each experiment using the same flow rate. N2
was used for setting the zero of both the CO2 and O2 measurements. A gas mixture
containing 5% CO2 was used for calibration of the CO2 measurement and air was used
for calibration of the O2 measurement at 20.9%. The calibration was repeated at the
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end of the experiment and the drift of the calibration was used to adjust the logged
values, assuming the drift took place linearly over time.
OD600
The main measure of the biomass concentration which was used, was the optical density
at 600 nm (OD600). The OD600 was measured using a spectrophotometer (UV-160,
Shimadzu, Duisburg, Germany) with plastic cuvettes with a width of 1 cm. The samples
were diluted in a 0.9% m/v NaCl solution (physiological saline) before measurement, to
ensure an OD600 between 0.1 and 0.4.
The OD600 was used because it is much easier and faster to measure than the biomass
dry weight, especially at low concentrations where very large samples are necessary for
measurement of the dry weight as mentioned in the next paragraph.
Biomass Dry Weight
While using the OD600 as a measure of the concentration of biomass, it is assumed that
the amount of active cell mass per volume of suspension is directly proportional to the
OD600. However, changes in the physiology of the cells under different conditions may
very well influence the ratio between the OD600 and the amount of biomass. The cell
volume is, for instance, known to be dependent on the osmolarity (Ro¨nsch et al., 2003)
and the size of the cells influences the optical density.
The biomass dry weight was measured as well as the OD600 during some experiments
in the stirred bioreactor, in order to determine the ratio between the two measures and
as a check on the assumption that this ratio is constant. For measuring the biomass
dry weight in a sample, small 0.2µm filters (FP30/0,2 CA, Schleicher & Schuell, Dassel,
Germany) were dried at 70◦C, left to cool in an excicator and weighed. A sample with a
known volume of 2-10 mL of suspension was filtered through the filter and the pellet was
washed with an equal volume of physiological saline. The filter was then dried again at
70◦C for about 24 hours and left to cool to room temperature in an excicator. The dried
filters were weighed again and the biomass concentration was calculated by dividing the
difference between the weight of the filter after and before use, by the sample volume.
Some results are shown in appendix B on page 139, showing a fairly constant ratio
between the OD600 and biomass dry weight of 0.25 g.L
−1.OD−1.
Glucose
Two methods of measurement of the glucose concentration in the fermentation suspen-
sion were used.
First, the glucose concentration in some samples was measured fast, directly after
taking the samples, using the Accu-Chekr Sensor Comfort teststrips (Roche Diagnostics,
Mannheim, Germany). Samples were diluted in physiological saline to assure that the
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concentration was in the proper range of 0.1 to 6 g/L. In the used test strips, the glucose
is converted to gluconolacton by glucoseoxidase. During this reaction, a small current is
produced which is measured.
After a finished experiment, the glucose concentrations in the samples of supernatant
were measured by an enzymatic assay in 96 well microtiter plates using hexokinase
and glucose-6-phoshatedehydrogenase, similar to the Boehringer enzymatic analysis kit.
The samples were diluted in water to about 0.3 g/L glucose. Standard solutions of
0.05-0.5 g/L glucose were measured at least in duplo on each plate. All samples were
measured in duplo or triplo. In the assay, the glucose is converted to glucose-6-phosphate
by hexokinase using ATP. This glucose-6-phosphate is then converted together with NAD
to 6-phosphogluconate and NADH by glucose-6-phoshatedehydrogenase. The NADH
was measured spectrophotometrically at 340 nm in a Thermomax microtiterplate-reader
(Molecular Devices, Sunnyvale Ca., USA).
The enzymatic method in microtiter plates is more accurate and less expensive than
the measurement in the teststrips mentioned above, but it takes much more time.
Amino Acids
The concentrations of several amino acids were determined in the stored samples of
the supernatant by reversed phase high-performance liquid chromatography (HPLC,
Sykam, Gilching, Germany) after derivatisation with ortho-phthaldialdehyde (OPA)
(Lindroth and Mopper, 1979). The amino acids of interest were L-alanine, L-glycine,
L-valine, L-isoleucine and L-leucine. Samples were first diluted with water in order to
contain 10-200 µM of the relevant amino acids. The used standards contained 50 µM of
the amino acids and 500 µM ammonium. A typical chromatogram of standard solutions
is shown in figure 5.4.
The amino acids were derivatised with OPA and mercaptoethanol (OPA reagent,
Pierce Europe BV, Oud-Beijerland, the Netherlands) for 1.5 minutes before they were
separated on a reversed-phase column (Lichrospher 100 RP 18-5, 125 mm long, 4 mm
diameter and 100 A˚ pore size, Merck, Darmstadt, Germany). During this pre-column
derivatisation, the primary amines react with OPA and mercaptoethanol to the corre-
sponding fluorescent isoindols. The elution from the column is done isocratically with
a filtered solution containing 50% v/v of a 10 mM phosphate puffer of pH 7.2, 35%
v/v methanol and 15% v/v acetonitril. Behind the column, the isoindols are detected
fluorimetrically (Shimadzu RF-535 detector, excitation wavelength 330 nm, emission
wavelength 450 nm, Shimadzu, Duisburg, Germany)
The isocratic elution with the used elution buffer at 0.9 mL/min, was found to be
suitable for the fast separation of the relevant amino acids. Especially the separation of
ammonium and L-valine was found to be rather difficult with the used system, which
was originally used with a gradient with an increasing methanol concentration. This
separation is very important for our purpose, because high concentrations of ammo-
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Figure 5.4.: Chromatogram of amino acid standards. The signals are labeled, including
the retention time. All detected amino acids were added in concentrations of 50 µM
whereas 0.5 mM ammonium was present.
nium and L-valine occur in the experiments and L-valine is, of course, a very important
variable to be measured. In the initial phase of the experiments, there is only little
L-valine available, but rather high concentrations of ammonium, which made the quan-
titative measurement of L-valine even more difficult at this stage. Either a relatively slow
procedure with a long period with a low methanol concentration, or the fast isocratic
elution with more methanol were found to be the best with respect to the separation
of ammonium and L-valine in the used HPLC system (personal communication of Heidi
Haase-Reiff, data not shown) and the isocratic procedure was preferred for its speed and
simplicity.
Samples were diluted with water before measurement, in an attempt to have about
the same concentration in the sample as in the standard solutions (50 µM). However,
samples were diluted at least 50 times, because the measurement of more concentrated
samples was problematic, probably due to limitation by OPA rather then the amino
acids, as is addressed in more detail in appendix D on page 151.
Organic Acids
The concentrations of some organic acids in the supernatant were measured using a
HPLC (Sykam, Gilching, Germany) with ion exchange chromatography (100 µL sample
on a column: Aminex-HPX-87H, 300 × 7.8 mm, Biorad, Mu¨nchen, Germany), with
isocratic elution with 0.2 N H2SO4, 0.5 mL/min, 40
◦C. The separated acids were
detected by UV detection at 215 nm (S3300, Sykam, Gilching, Germany). The organic
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acids which were measured by this technique, were citrate, α-ketoglutarate, pyruvate,
succinate, lactate, ketoisovalerate, acetate and fumarate. Samples were diluted in water
before measurement if necessary, in order to get samples in the range of 0.2-5 times the
standard concentrations of each acid, which are mentioned at figure 5.5, which shows a
typical chromatogram of the standards.
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Figure 5.5.: Chromatogram of organic acid standards. The signals are labeled includ-
ing the retention time. The used abbreviations and the corresponding concentrations
are: citr: 0.2 mM citrate, kg: 0.2 mM α-ketoglutarate, pyr: 0.5 mM pyruvate, suc:
0.01 mM succinate, lac: 1 mM lactate, kiv: 0.5 mM keto-isovalerate, ac: 1 mM acetate
and fum: 0.01 mM fumarate.
5.2. Modeling Based Process Development
5.2.1. Preliminary Experiments
The model based approach which is presented here, requires that all relevant character-
istics of the process are either included in the models or kept within a range in which
the influence does not change significantly. For instance certain media components such
as trace elements, can be supplied in such a concentration from the start of the experi-
ments, that they will not become limiting or inhibiting during the fermentations. Other
factors such as the pH and the dissolved oxygen tension (DO), can be measured and
controlled relatively well on-line with standard fermentation equipment. On the other
hand, the factors which have an important influence on the course of the process and
which we want to use in the development of the process, need to be included in the
model. Therefore, before starting the model based procedure, it has to be decided which
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factors are to be included in the models and for other factors appropriate initial concen-
trations or controlled set-points need to be determined. Some of these decisions can be
made, based on theoretical knowledge on the biological and technical systems, but for
some choices, experimental work might be required. Some examples of such experiments
are the experiments which led to the adaptation of the CGXII medium as mentioned
in paragraph 5.1.2 on page 90. Also the Ramos-experiments shown in appendix C on
page 141 are examples of such preliminary experiments.
5.2.2. Initialization: Batch Data
The initialization of the model based approach was done using data from a simple batch
experiment with initial concentrations of 222 mM glucose, 1.1 mM L-isoleucine and
1 µM pantothenic acid.
From these data, it is not yet possible to discriminate between effects caused by
L-isoleucine and by pantothenic acid. These two compounds have therefore been re-
garded as 1 ’complex’ compound at this stage. A similar approach might be used when
real complex media are used, although there are some obvious risks of regarding combi-
nations of substances as one substance. In our case, assuming that it is always the same
of the two compounds which gets limiting or inhibiting first when being used always in
the same ratio, this simplification might be acceptable in this first example of the use of
the model discriminating experimental design approach.
The measured and some derived results of the batch experiment are shown in figure 5.6.
The yields, specific rates and reaction rates are used to set limits on the model parameter
values (see also chapter 3) and to determine likely model structures as will also be
discussed in the following paragraph.
Data Analysis and Modeling
First note that the results in figure 5.6 are rather inaccurate in the initial phase of the
experiment, since the concentrations of biomass and product are very low and also the
changes in measured concentrations are still very small.
The results show a relatively short period with a high specific growth rate, after
which the growth still goes on for an appreciable period at a lower rate. The inhibi-
tion by product or limitation by depletion of L-isoleucine and pantothenic acid (being
one variable together) were implemented in the Monod-type models in an attempt to
describe this phenomenon. Furthermore, also since these approaches did not seem to
be really successful, the option of ongoing growth after depletion of the substrates was
introduced. Possible mechanistic explanations for such behaviour could be the decrease
of the amount of these compounds per cell after depletion of the extracellular pools
(which, of course, would be possible only in a very limited range) or the hypothesis that
one of the introduced auxotrophies would not be complete, due to (possibly slow or ’ex-
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Figure 5.6.: Results of the preliminary batch experiment. Lines are only a visual aid.
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pensive’) alternative metabolic pathways or alternative (possibly less effective) enzymes.
The ongoing growth was implemented either as a minimal specific growth rate without
the compounds, or as a minimum on the growth rate without these compounds. At the
same time, depletion of glucose could still limit the rates further.
Two ways of dealing with multiple substrates were used: either the multiplication of
Monod-terms, or the non-interactive way using the smallest of the rates according to
the different substrates (see paragraph 2.3.2 on page 14). The additive way has not
been used, since neither L-isoleucine nor pantothenic acid is regarded as sole essential
substrate. Glucose is always needed as carbon and energy source for the organism and
situations of glucose depletion were not allowed in the designed experiments.
The results show that a higher specific production rate is found in the period with a
lower specific growth rate than during maximal growth. In some models, the organism
was therefore assumed to be able to use more glucose for production of L-valine in
the same time, when it cannot be used for growth due to growth limitation by other
substrates. That way, when the growth rate would be limited by a limited availability
of L-isoleucine or pantothenic acid, the corresponding decrease in the need for glucose
for biomass production would not lead to a proportional decrease in glucose uptake, but
(partly also) to a higher flux into the L-valine production.
This way, around 30 models were formulated. After estimation of the parameter values
of these models, the chi-squared values were calculated for all model fits and the best
eight models were selected for use in the following model discriminating design. The fit
of the best and the worst of these eight models to the data are shown in figure 5.7 to
illustrate the maximum range of differing model predictions. All eight models visually
fit satisfactory with only small differences between the goodness of the fits as is also
indicated by the relative ’prior’ accuracies mentioned in figure 5.10.
All eight selected models have in common that some growth was possible after deple-
tion of L-isoleucine or pantothenic acid.
The fitted values of the model parameters of the eight selected models and the esti-
mated standard deviations of these parameters are shown in appendix E on page 153.
Obviously, several parameters are poorly estimable from the batch data.
5.2.3. Model Discriminating Experiment I
An experiment was planned to discriminate between these eight models, using the ad-
justed design criterion of Box and Hill (BH criterion). The designed experiment is shown
in figure 5.8, illustrated by the expected measured values of the two best fitting models.
Here, L-isoleucine and pantothenic acid are still used in the same fixed ratio of 1.1 mM
to 1 µM and regarded as one substrate.
Some clear differences between the competing models are expected, for instance in the
final product concentrations of the two shown model predictions. It is, however, hard
to judge the design, when many models are involved. Furthermore, in the criterion of
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Figure 5.7.: Fit of the best (with thick lines) and worst (thin lines) of the 8 selected
models to the first batch experiment. Markers show the measured values whereas lines
are the simulated values of the fitted models. Biomass is shown in solid lines and ×
as OD600. Dashed lines and ∗ indicate glucose concentrations in mM and L-valine
concentrations are shown as dotted lines and + in mM .
Box and Hill, it is often rather the differences in model variances than the differences
in the expected concentrations, which determine the design. This holds especially when
large variances of the model parameters occur, as is the case here. These differences in
model variances and also relative differences in predicted concentrations, are likely to be
high when limiting compounds change fast and reach very low values according to one
of the models. This might explain why conditions of very low glucose concentrations
were created twice, after 30 and 40 hours of fermentation. The expected concentrations
according to all models stayed just above the allowed limit, which was very low in this
experiment (10−6 mM).
This experiment has been performed and the resulting data are shown in figure 5.9,
together with the specific rates derived from these results.
Data Analysis and Modeling
The results are not exactly as one of the models predicted. Although not all data are
shown, this is also illustrated by the fact that model parameters of all models changed
drastically upon re-estimation after the new experiment. The glucose uptake rate was
lower than expected in the first 30 hours, but somewhat higher at the end of the exper-
iment. Furthermore, the biomass concentration stayed below the expected values, but
the growth rate did go on faster than expected after 30 hours. The relative goodness of
fit of the eight models before and after the model discriminating experiment, calculated
from the chi-squared values as mentioned in paragraph 2.4.3 on page 19, are shown in
figure 5.10(a). Clearly, the differences between some fits have increased, indicating that
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(a) Feedrates in L/h. Feed of a 500 g/L glucose solution as a solid line
and of a solution containing 22 mM L-isoleucine and 20 µM pantothenic
acid as a dashed line.
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(b) Expected concentrations of the best model with closed markers and the
second best fitting model with open markers. Biomass in OD600, glucose
inmM and L-valine inmM . Markers are placed at all measurement times.
Figure 5.8.: Planned model discriminating experiment I. The initial concentrations
of biomass was an OD600 of 1. Initial concentrations of 217 mM glucose, 1.1 mM
L-isoleucine, 1 µM pantothenic acid and 0.6 mM L-valine were used.
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Figure 5.9.: Results of model discriminating experiment I. Lines are only a visual aid.
the discrimination between these models improved. However, many of the models have
reached a visually comparable fit, due to the partly strongly changed parameter sets.
This is a general problem of the suggested procedure, which is likely to occur in the
initial phase of the process development. When the inaccuracy of the model parameters
are accounted for in the design criterion, as is the case here, it is only a slight adjustment
of the parameter values which is regarded, but not the possibility of using a very distinct
parameter set, possibly describing another local optimum in the parameter estimation
problem. When a few of such distinct sets are known, which provide acceptable fits to the
prior data, they could, however, be used as separate models in the model discriminating
design criterion.
The amount of models taken into account for the model discriminating design should
be limited, in order to keep calculation times at an acceptable level and to avoid the
designed experiment to be more designed to keep the predictions of all models within
the allowed bounds, than to find differences between the models. This, together with
the fact that partly large changes in the parameter values occur upon re-estimation after
a new experiment, makes it necessary to also reconsider ’rejected’ models, as was also
suggested by several others (Buzzi-Ferraris et al., 1990; Chen and Asprey, 2003).
The fit of the best model at this stage might be regarded satisfactory based on the
direct visual image in figure 5.10, although it clearly fails to describe some effects prop-
erly. Purely based on the χ˜2 values, this may not always be very clear. The current
situation provides a representative example: since we know that the rate of addition of
L-isoleucine and pantothenic acid was increased after 26 hours1, the clear increase in the
growth rate after this point is qualified as important. The best fit, however, does not
show this effect properly, but with a more or less constant growth rate, the simulated
1This corresponds more or less to 24 hours in the planned experiment, considering a delayed fermenta-
tion due to a reduced inoculum concentration and a lag-time.
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(a) Relative goodness of fit of eight of the competing models before the model discriminating experiment
as solid black bars and after the experiment as grey bars. The models were given arbitrary numbers.
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(b) Fit of the best model after model discriminating experiment I. The left plot shows the fit to the
data of the first batch experiment and the right plot to the model discriminating experiment. Markers
indicate measured values and lines simulated values. Biomass is shown as solid lines and × as OD600,
glucose in mM as dashed lines and ∗ and L-valine in mM as dotted lines and +.
Figure 5.10.: Results of fitted models after model discriminating experiment I.
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concentrations stay relatively close to the measured ones. In such a situation, a clear
trend in the residual plot occurs as can be seen in figure 5.11.
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Figure 5.11.: Residuals between the measured biomass concentrations of model dis-
criminating experiment I and the corresponding model predictions of the best fitting
model after model discriminating experiment I. The residuals are scaled by the esti-
mated standard deviations of the measured values.
The scaled residuals should form a horizontal line with only noise added to it, with-
out clear trends. The simulated biomass concentrations are constantly higher than the
measured ones during a long period before the mentioned change in the growth rate at
26 hours, resulting in positive residuals in this period. This is the other way around
after this point, with negative residuals. Although the scaled residuals of the biomass
measurements stay within the bounds of -2 to 2 in this period2, a clear trend can be
identified, which indicates that not all important features of the process are modeled
properly.
The models which suggest the growth rate to be limited by glucose and inhibited by
L-valine after 30 hours of fermentation, do not show the reaction upon the increased avail-
ability of L-isoleucine and pantothenic acid, whereas the models which presume these
latter substrates to be limiting, react too strong. Therefore, inhibition of L-isoleucine
and pantothenic acid uptake by L-valine was introduced in several models. This was
also suggested by the finding that C. glutamicum contains an import system which im-
ports different branched chain amino acids, so that the uptake of L-isoleucine through
this system is inhibited competitively by L-valine (Boles et al., 1993; Ebbighausen et al.,
1989).
Due to the fact that the glucose consumption rate was slightly higher than expected,
and with the very low allowed expected glucose concentrations, some starvation effects
2This, of course, depends strongly on the used standard deviations, which were around 10%, 5% and 5%
for biomass, glucose and L-valine respectively, with an increasing relative inaccuracy at low values.
See also equation 3.1 on page 47 and the used values mentioned in appendix E on page 153.
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seem to have occurred after about 41 hours. In this period, also the pH increased up
to 7.8. Therefore, it was decided to discard the measurements from this point onwards.
Noteworthy, the discriminating power of the experiment of course decreases very much
upon discarding these points.
Such differences between the planned experiments and the achieved results are a gen-
eral problem of performing off-line determined feed trajectories without feedback control
on the resulting concentrations and is even more so a problem when the trajectories are
based on poor models. One option to partly avoid this problem would be to use on-line
measurement of the substrate concentration and feedback control of the trajectories. In
that case, instead of feed trajectories, concentration profiles are planned. The output
variables which show the differences between the models, are then the trajectories of the
feeds needed to control the concentrations at their desired levels. One obvious drawback
of such a system is the fact that an accurate online measurement system is needed.
5.2.4. Intuitiv Discrimination between L-Isoleucine and Pantothenic Acid
The results of an experiment in RAMOS shake flasks (see appendix C) have shown that
both L-isoleucine and pantothenic acid can become limiting together at the same time
and that both components clearly have different effects. This, together with the fact that
the models after the first two experiments did not describe all important characteristics
of the process satisfactory, were reasons to discriminate between the two compounds in
the models. However, at this point, the available data did not support the fitting of
models with both substances properly, since they have been used in identical ways and
their concentrations could not be measured. Therefore, it was not possible to plan the
next experiment on a model based way, but first, an intuitively planned experiment was
needed.
The idea behind this experiment was a sequential limitation strategy: the experiment
was started with a decreased pantothenic acid concentration. The cells were expected
to run into a phase with pantothenic acid limitation. A pulse of L-isoleucine was added
during this phase, in order to verify the fact that L-isoleucine was not the limiting
factor. Then, pantothenic acid would be added, relieving the limitation until possibly
L-isoleucine would get limiting. Glucose would be fed so that about 25 mM glucose
would be present during the entire fermentation, which was expected to be neither
limiting nor inhibiting.
The performed experiment and the resulting concentrations are shown in figure 5.12,
together with the (specific) rates and yields which were derived from these data.
Data Analysis and Modeling
The specific L-valine production rates of the current experiment was lower than during
model discriminating experiment I shown in figure 5.9 on page 107. It seems like the
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(a) Feedrates in L/h. Feed of a 500 g/L glucose
solution as a solid line, of a 132 mM L-isoleucine
solution as a dashed line and a 40 µM pantothenic
acid solution as a dotted line.
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(d) Specific Rates. µ as × in h−1, σglc as ∗ in
mM.OD−1.h−1 and pival as + in mM.OD
−1.h−1
0 10 20 30 40 50
0
0.2
0.4
0.6
time [h]
Y x
s 
[OD
60
0.
m
M−
1 ], 
Y p
s [m
mo
l val
.
m
m
ol g
lc
−
1 ]
(e) Yields. Yxs as × in OD600 .mM
−1, Yps as + in
mmolval.mmol
−1
glc
Figure 5.12.: Results of the intuitively planned experiment for discrimination between
L-isoleucine and pantothenic acid. Initial concentrations of L-isoleucine and pantothenic
acid were 1.07 mM and 0.486 µM respectively.
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limited availability of pantothenic acid in the current experiment limits not only the
growth, but also the production rate. This is an effect which was not accounted for in
the models so far. Since coenzyme A, which is formed from pantothenic acid, is used
in many processes in the cell, there are several scenarios imaginable to describe this,
but it was not a known characteristic before. This limitation of the production rate has
been implemented in several models in slightly different ways, for instance by multiplied
Monod terms, limited by glucose and by pantothenic acid, in the kinetics of L-valine
production, or by a similar approach as the non-interactive approach used for multiple
growth substrates.
A large set of more complex models was created this way and fitted to all data of the
prior three experiments. Five models were selected which fit satisfactory, the best and
the worst of which, based on their χ˜2, are shown in figure 5.13, indicating the maximal
range of differing model predictions. The five models fit very satisfactory and only very
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(a) Fit to the first batch experiment.
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(b) Fit to model experiment I.
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(c) Fit to the intuitively planned third experiment.
Figure 5.13.: Fit of the best as thick lines and worst as thin lines of the five selected
models after the intuitively planned experiment. Markers indicate the measured values.
Biomass is shown by solid lines and × in OD600, glucose in mM by dashed lines and ∗
and L-valine in mM by dotted lines and +.
small differences are found between the five fits at this point. The model equations and
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the estimated parameter values are shown in appendix F on page 162. Many model
parameters are still poorly estimable from the available data.
5.2.5. Model Discriminating Experiment II
An experiment was planned to discriminate between the five selected models, using
the ND criterion mentioned in paragraph 2.5.1 on page 32. The designed experiment is
shown in figure 5.14, illustrated by the expected responses of the two best fitting models.
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(a) Feeds in L/h. Flow of 500 g/L glucose feed as a solid line, of 55 mM
L-isoleucine as a dashed line and of 50 µM pantothenic acid as a dotted
line.
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(b) Expected concentrations of the best model with solid markers and the
second best fitting model with open markers. Biomass concentrations as
OD600, glucose in mM and L-valine in mM . Markers are placed at all
measurement times.
Figure 5.14.: Designed model discriminating experiment II. Initial concentrations of
L-isoleucine and pantothenic acid were 0.881 mM and 5.00 µM respectively.
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The expected responses show large differences, for instance a very low glucose concen-
tration during the largest part of the fermentation according to the best fitting model
and rather high concentrations according to the second best model. This clearly indi-
cates that a proper model discriminating experiment is expected, based on the current
models.
The results of the performed experiment are shown in figure 5.15.
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Figure 5.15.: Results of model discriminating experiment II. Lines are only a visual
aid.
Data Analysis and Modeling
After re-estimation of the model parameters, the relative goodness of the fits of the
models was calculated. The parameters before and after re-estimation are shown in
appendix F on page 162. The relative goodness of the fits of the competing models
before and after the model discriminating experiment are shown in figure 5.16(a). The
models were coded 2.1 to 2.5 to emphasize the fact that the models are different from
the models mentioned before.
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(a) Relative goodness of fit of the five used competing models before model discriminating experiment II
as solid black bars and after the experiment as grey bars. The models were given arbitrary numbers.
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(b) Fit of the best fitting model after model exper-
iment II to the first batch experiment.
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(c) Fit of the best fitting model after model exper-
iment II to model discriminating experiment I.
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(d) Fit of the best fitting model after model experi-
ment II to the intuitively planned third experiment.
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(e) Fit of the best fitting model after model exper-
iment II to model discriminating experiment II.
Figure 5.16.: Results of fitted models after model discriminating experiment II. Mark-
ers indicate measured values and lines simulated values. Biomass is shown as solid lines
and × as OD600, glucose in mM as dashed lines and ∗ and L-valine in mM as dotted
lines and +.
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Due to the results of model discriminating experiment II, the discrimination between
the five competing models has improved and model 2.3 and 2.5 are now being favored.
These two models are very similar. They differ only in the way the decrease of the
intracellular amount of L-isoleucine can depend on the L-valine production rate or on the
amount of pantothenic acid which has been taken up so far as can be seen in appendix F.
It might very well be that both model structures can not be distinguished properly within
the region of interest, but this remains to be tested.
The new experiment cannot be described completely satisfactory by the used models.
The problem lies in the fact that the only possibility for decrease of the biomass con-
centration which was included in the models was dilution. From the negative rates and
specific rates in figure 5.15(c) and 5.15(d), it can be seen that the decrease around 30
hours is too large to be caused by dilution only. Such starvation effects were not goal of
the modeling.
5.2.6. Optimized Process
The final goal of the ’modeling based process development’ approach is the design of the
optimized production process, possibly also with (model based) process control. Fur-
thermore, performing an optimized production process can be very useful during process
development to make sure that the developed model describes the process properly un-
der the conditions of interest. In the current paragraph, an example is given of such an
optimized production process.
The model
In the modeling and experimental design procedure presented so far, little attention has
been paid to simplification of the models. Many introduced extensions to the models
were expected to yield only small improvements of the fits. The positive effect of low
amounts of parameters through the weighting of the reduced chi-squared values is rather
weak. Furthermore, it was hypothesized that the design of experiments to discriminate
between the extended models would not be less effective than designing to discriminate
between simplified versions.
However, for use in process optimization and especially for process control, it is im-
portant to use models which are as simple as possible.
Certain parts of the resulting models have very little influence on the model predictions
within the range of interest. This can be indicated by very large standard deviations of
the parameter, and by very high or very low parameter values. Such indications have
been used to simplify the best model 2.3 somewhat. The reduced model is shown in
appendix F on page 162.
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Off-line Optimized Process
This simplified model was used to calculate optimized feed trajectories and initial con-
ditions. The criterion which was chosen to be optimized was the total volumetric pro-
ductivity (see paragraph 3.4.3 on page 59). This criterion was calculated for each of the
fixed measurement time-points in 1.5 h intervals. Of course, it can be expected that
the highest value of the criterion is found at an earlier time than the maximal allowed
duration of 48 h. At this point, the designed production experiment is then stopped.
The same limits and constraints which were used for the model discriminating ex-
periments were used. However, the resulting optimized process, shown in appendix G
on page 173, suggested a fast growth up to an OD600 of about 150. Such high con-
centrations of actively growing biomass have such a high oxygen uptake rate, that the
DO could not be kept at the desired setpoint of 30% of saturation with air in the used
equipment. Therefore, an extra constraint of a maximal expected biomass concentration
of an OD600 of 70 was introduced.
The designed optimized experiment is shown in figure 5.17.
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Figure 5.17.: Designed production experiment. The designed initial concentrations
were 91.7 mM glucose, 3.27 mM L-isoleucine and 10 µM pantothenic acid.
The feeds of L-isoleucine and of pantothenic acid are omitted from figure 5.17, because
the feeds were clear below the minimal feeding rate during the entire experiment. Obvi-
ously, no important beneficial effect of extra feeding of these compounds was expected,
enough could be supplied in the initial medium and the dilution effect by the feeds by
itself is of course negative for the obtained total volumetric productivity.
The designed experiment has been performed and the results of this experiment are
shown in figure 5.18.
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(d) Specific Rates. µ as × in h−1, σglc as ∗ in
mM.OD−1.h−1 and pival as + in mM.OD
−1.h−1
Figure 5.18.: Results of the production experiment.
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Model Validation
The optimized process was not only performed to demonstrate the use of the developed
type of models for process optimization, but it also acts as a validation experiment for
the model. A model should not only be judged by the way it describes prior data, but
it should also be tested with data which were not used during model development.
In this respect, note that the model predictions shown by the thick lines in fig-
ure 5.18(a) are calculated with the model parameters as estimated before the production
experiment, so the parameters have not been re-estimated after the optimized production
experiment.
The first obvious discrepancy between the expected- and obtained results, is the fact
that the biomass concentration gets higher than expected and the concentration of
L-valine stays a lot lower than expected. The ongoing growth at a relatively low (specific)
rate was already noted during the model discriminating experiments and implemented
in the models in different ways, for instance by allowing growth without L-isoleucine or
pantothenic acid. Furthermore, also higher specific production rates at lower specific
growth rates were found and implemented in the models (see also paragraph 5.2.2 on
page 102). The developed model did however still not predict these characteristics of
the process properly in the production experiment.
Such differences are rather likely to occur when a strong extrapolation of the model
predictions is performed outside the conditions which were used during model develop-
ment, which was clearly the case here. This limited possible extrapolation is a well-
known problem of the use of models. The limitations or inhibitions which occurred in
the production experiment are likely to be of another nature than the limitations and
inhibitions which were important in the prior experiments. This will also be discussed
in paragraph 5.3 on page 121. This problem with strong extrapolation is an important
reason why an ’optimized production experiment’ such as performed here, is also a very
useful experiment during model development and should not necessarily be performed
only after the model has been determined very accurately.
The simulated glucose concentrations fit very satisfactory to the achieved measured
concentration. The differences between the measured values and the expected values
based on the designed experiment (i.e between the glucose concentrations in figure
5.17(b) and 5.18(a)), were largely caused by differences between the planned- and the
actual performed experiment. This is also a well-known problem which could be cir-
cumvented by using some sort of feedback control based on online measured values, as
discussed before.
Of course it should be mentioned that the used model was still partly relatively poorly
estimable from the available data, as indicated by the partly high standard deviations of
the model parameters as shown in appendix F on page 162. This is another reason why
some discrepancy between the model predictions and the real experimentally obtained
results is to be expected. Furthermore, when a model is not able to describe the prior
119
5. L-Valine Production Process Development
data perfectly, it is also likely to show some errors in its predictions.
Process Improvement
In figure 5.19, the volumetric productivities of all experiments are compared.
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Figure 5.19.: Total volumetric productivities (TVP) of all experiments in mM.h−1.
×: preliminary batch, ∗: model discrimination I, +: intuitive discrimination between
L-isoleucine and pantothenic acid, ◦: model discrimination II, : production experiment.
The production experiment has been continued longer than planned and the results,
shown in figure 5.19, show that the timing of the end of the process at about 30.53 hours
was pretty good.
Clearly, the optimized experiment shows the highest volumetric productivity of all
experiments in the period from 20 to 30 hours, reaching 6.2 mM.h−1, which is more
than 11% improvement compared to the next-best experiment at about 30 hours. In the
model discriminating experiments, however, comparable total volumetric productivities
were achieved at later time-points and higher product concentrations. By this time,
the expected total volumetric productivity of the optimized experiment was actually a
lot higher, but the very high production rate from 12 to 20 hours could not be main-
tained. Obviously, unexpected limitations or inhibitions occurred, as also mentioned in
the preceding paragraph.
Noteworthy, the two experiments which were designed to discriminate between com-
peting models, had a much better total volumetric productivity than the preliminary
batch or the intuitively planned experiment. This can easily be explained when we re-
alize that the difference between some models would only become apparent at higher
product concentrations. Since no product was added to the cultures at the start of the
experiments, the model discriminating experiments are likely to be designed to produce
3The designed experiment suggested to stop 28.5 hours after reaching anOD600 of 1, which corresponded
to approximately 30.5 hours in the real experiment.
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much product in a short time, e.g. have a high total volumetric productivity. This
should also be taken into account when appreciating the 11% achieved improvement4.
5.3. Biological Information from Modeling Based Process
Development
Although the models are primarily aiming at describing the overall process and improving
the process conditions, the results can also provide important information for a better
understanding of the underlying biological processes and potentially also for further
strain improvements.
5.3.1. Modeling
Models which allow for further growth after depletion of L-isoleucine or pantothenic
acid seem to describe the process better, as was already mentioned in paragraph 5.2.2
on page 102. This is an important result and it would be interesting to investigate this
aspect further. It is interesting to know whether this phenomenon is caused by alterna-
tive metabolic routes for production of these compounds or the production of biomass
with a lower content of these compounds. The measurement of the total amount of
L-isoleucine, free and bound in cell proteins, after long periods of L-isoleucine limita-
tion, could for instance show whether alternative routes of L-isoleucine production are
present in the cells and indicate the real minimal amount of L-isoleucine needed per
amount of biomass. Recent results suggested that an alternative metabolic route for
L-isoleucine may be present in the cells, but further research is still necessary (data not
shown).
The decrease in the specific production rate upon strong limitation by pantothenic
acid, which was found in the experiment in paragraph 5.2.4, is also very interesting.
The possible effects of limited availability of coenzyme A, which is derived from pan-
tothenic acid, are diverse and it seems likely that the available data are still too few to
properly determine optimal profiles of pantothenic acid supply. With the used data, no
important positive effect of reduced pantothenic acid concentrations was found within
the used range. The theoretical idea behind limiting the pantothenic acid concentra-
tion and therewith the coenzyme A concentration, was to increase the availability of
pyruvate for L-valine production. The fact that some pyruvate was even found extracel-
lularly in the intuitively designed experiment with little pantothenic acid, as shown in
figure 5.20(b) on page 123, is a good indication that this effect can be achieved. However,
4Allowing the addition of L-valine in the designed model discriminating experiments for model discrim-
ination would probably have been very beneficial for model discrimination, although it might also
make the modeling more difficult when differences between addition of L-valine and production of
L-valine turn out to be important
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the corresponding positive effect on the flux towards L-valine is not apparent. The fact
that some extracellular pyruvate was also found at the end of the prolonged production
experiment, as also shown in figure 5.22(b) on page 124, indicates that at this stage, it
is not the availability of pyruvate which limits the production of L-valine. Large intra-
cellular concentrations of pyruvate can also explain the production of L-alanine, which
is also a member of the pyruvate family of amino acids, as will be discussed in the next
paragraph.
Another interesting aspect is the fact that very high concentrations of glucose were
used in the optimized production experiment. This positive effect of high glucose con-
centrations is reflected in the very high Kp value, the binding constant for production
of L-valine from glucose. This value is with 56 mM much higher than can be expected
for a real enzymatic binding constant. Compare for instance the Km value which was
estimated for the PTS system for glucose uptake to be less than 0.6 mM and even for al-
ternative systems with low affinity, values below 10 mM were reported (Gourdon et al.,
2003). It is however not unusual that unphysiologically high concentrations lead to
extra production or production of other products through overflow mechanisms. The
underlying mechanisms of such processes are not yet all well understood.
5.3.2. By-products
The modeling based process development approach needs only measurement of the state
variables which are used in the models. However, also other (by-)products can present
important indications for the modeling and for understanding of the underlying biological
processes, as is already apparent from the discussion on the measurement of extracellular
amounts of pyruvate above. In figure 5.20 to 5.22, the extracellular concentrations of
some amino acids and other organic acids of the last three experiments are shown.
The most striking result of the measured by-products of the intuitively planned ex-
periment for discrimination between L-isoleucine and pantothenic acid, is the extremely
high extracellular concentration of keto-iso-valerate. The net rate of the transamination
from keto-iso-valerate to L-valine is very low in this experiment. This transamination is
catalysed by two transaminases in C. glutamicum (McHardy et al., 2003). Radmacher,
however, has shown that transaminase B, encoded by the gene ilvA, is the only trans-
aminase which produces the branched-chain amino acids at a significant rate in the used
strain (Radmacher et al., 2002). The available transaminase C activity, which is also
able to produce L-valine with L-alanine as amino donor, is not likely to contribute sig-
nificantly (Leyval et al., 2003). The amino donors of transaminase B are aliphatic amino
acids, normally mainly glutamate. The resulting α-ketoglutarate can then be converted
back to glutamate with ammonium by the enzyme glutamate dehydrogenase.
Interestingly, the production of L-leucine stays relatively low in the intuitive exper-
iment. The production of L-leucine as a by-product can be expected, since it is also
produced from keto-iso-valeric acid and its production was not hampered by genetic
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(a) Amino acids and ammonium, in mM . L-valine
(val) is shown as +, L-isoleucine (ile) as ∗, L-glycine
(gly) as ◦, L-alanine (ala) as , L-leucine (leu) as
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(b) Organic acids, in mM . Keto-isovalerate (kiv)
is shown as ×, α-ketoglutarate (kg) as ∗, pyruvate
(pyr) as +, lactate (lac) as ♦ and acetate (ac) as
.
Figure 5.20.: Concentrations of amino acids and organic acids in the intuitively
planned experiment for discrimination between L-isoleucine and pantothenic acid.
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(a) Amino acids and ammonium, in mM . L-valine
(val) is shown as +, L-isoleucine (ile) as ∗, L-glycine
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(b) Organic acids, in mM . Keto-isovalerate (kiv)
is shown as ×, α-ketoglutarate (kg) as ∗, lactate
(lac) as ♦ and acetate (ac) as .
Figure 5.21.: Concentrations of amino acids and organic acids in model discriminating
exsperiment II.
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modifications. Although the concentration of its precursor keto-iso-valeric acid is very
high in the intuitive experiment, the production of L-leucine is about 2 times lower
than in the other two shown experiments. This corresponds to the lower production
of L-valine. Noteworthy, the same transaminase is responsible for leucine- and valine
production.
It remains a very interesting question, what causes the apparently very low (net)
transamination rate towards L-valine (and L-leucine) in the intuitively planned exper-
iment. The fact that a much higher specific L-valine production rate is found in, for
instance, model discriminating experiment II, with a lower (but still appreciable) con-
centration of keto-iso-valerate, is an important indication that higher specific transami-
nation activities can be achieved in the used strain. One obvious difference between the
two experiments is of course the limited availability of pantothenic acid in the intuitively
planned experiment. How the reduced pantothenic acid or reduced CoA concentrations
may influence the transaminase activity is therefore an important question for further
research.
In model discriminating experiment II, contrary to the intuitiv experiment mentioned
above, no pyruvate was detected extracellularly. The traces of extracellular pyruvate
in the intuitive experiment make it unlikely that the availability of pyruvate would be
limiting the production of L-valine in that experiment.
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(b) Organic acids, in mM . Keto-isovalerate (kiv)
is shown as ×, α-ketoglutarate (kg) as ∗, pyruvate
(pyr) as +, lactate (lac) as ♦ and acetate (ac) as
.
Figure 5.22.: Concentrations of amino acids and organic acids in the production ex-
periment.
In the production experiment, relatively high concentrations of α-ketoglutarate, L-
alanine and L-glycine were produced.
L-alanine is a common by-product for L-valine production, which can be expected to
be produced when much pyruvate is available, since it is directly produced from pyruvate.
A decreased availability of pantothenic acid was also shown to increase the production
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of L-alanine in both an L-lysine producing strain (Tosaka et al., 1985) and an L-valine
producing strain (Radmacher et al., 2002) of C. glutamicum, which was attributed to a
decreased production of CoA and a corresponding decreased flow of pyruvate to acetyl-
CoA. Radmacher (2001) has shown a positive influence of high oxygen supply on the
production of L-valine related to L-alanine as is also discussed and confirmed in appen-
dix C on page 141. Alanine was also a by-product of L-valine production in resting
cells of Brevibacterium (Terasawa et al., 1990), with increasing amounts at lower am-
monium concentrations. Although it is a known by-product, it remains an interesting
question why the production of L-alanine was much faster in the production experiment,
resulting in a much higher ratio between L-alanine and L-valine. The higher L-alanine
production and its apparent increase upon reduced oxygen availability corresponds to
the production of lactate and acetate.
Also L-glycine is a known by-product. It was also produced in appreciable amounts
in a closely related strain which produces D-pantothenic acid (Chassagnole et al., 2003,
2002). Again, it remains an interesting question what causes the high production rate
of this by-product in the production experiment in an absolute sense, but especially also
relative to the L-valine production.
The high production rate of α-ketoglutarate in the production experiment was not ex-
pected. As stated before, this compound can be converted to L-glutamate by glutamate
dehydrogenase using ammonium as amino-donor. The measurements of ammonium by
HPLC after derivatisation with OPA (see also paragraph 5.1.4 on page 99), show high
extracellular concentrations of ammonium5, which is therefore not expected to limit this
reaction at the used pH (Burkovski, 2003a,b). It would be interesting to investigate why
this reaction is not fast enough to keep the concentration of α-ketoglutarate at a very
low level. Notably, no extracellular glutamate is detected, but it would be interesting
to measure the intracellular concentration of this compound, since it could be expected
that large concentrations of glutamate may inhibit the net amination of ketoglutarate.
However, when the glutamate pool in the cells would be so large, the question remains
why this does not lead to a faster transamination with keto-iso-valerate, which is also
found extracellularly after 15 hours of fermentation.
Another striking difference between the by-products of the production experiment and
the other experiments, is the fast production of some lactate and acetate already in an
early period, and the later decrease of these concentrations.
Lactate and acetate are by-products which are also produced by many organisms
through overflow metabolism under limited oxygen supply or at very high substrate
concentrations. Also the results of the Ramos experiments in appendix C on page 141
confirm the production of acetate and lactate in the used organism at limited oxygen
availability. Very interestingly, the oxygen uptake rate was much higher in the produc-
5This measurement method is rather inaccurate for quantitative determination of ammonium concen-
trations, but this information is sufficient here.
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tion experiment than in the prior experiments, as also indicated by the estimated oxygen
transfer rates (OTR) shown in figure 5.23. The sudden peaks in the OTR in the pro-
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Figure 5.23.: Oxygen transfer rates in mM.h−1. +: intuitive discrimination between
L-isoleucine and pantothenic acid, ◦: model discrimination II,: production experiment.
Lines show the values derived from online measurements. Markers are only added to
distinguish between the lines.
duction experiment are caused by changes in the aeration rate. The estimated oxygen
transfer rates are rather inaccurate, since only small differences in the oxygen concentra-
tion in the gas phase are used to derive these values. The indicated differences between
the oxygen transfer rates in the different experiments is however surely significant, as is
also confirmed by the differences in the required stirrer speed (data not shown). The high
OTR in the production experiment even provided difficulties to control the DO at the
desired level of 30% of saturation with air , especially between 10-15 hours, where more
than 1000 rpm stirrer speed was not even really sufficient, leading to a decrease in the
DO, as shown in figure 5.24. It is not expected that the short decrease in the DO from
30 to 20% after about 13 hours had a large influence, but it cannot be excluded. Surely,
the influence of the oxygen tension and the oxygen transfer is a very interesting field for
further research, as also indicated in appendix C. The oxygen demand in the production
experiment decreased again already after 15 hours, also indicated by a decrease in the
required stirrer speed and the estimated OTR and it steadily decreased from this point
onwards. It seems likely that the early production of lactate and acetate and the later
uptake of these compounds was influenced by the high oxygen consumption rate in the
first period and the decreased oxygen consumption in the later phase.
One other remarkable difference between the production experiment and all prior ex-
periments is the long period of L-isoleucine depletion from about 15 hours onwards. Also
in the intuitively planned experiment, a period of L-isoleucine depletion started at about
the same time, but this was relieved by addition of L-isoleucine after about 28 hours,
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Figure 5.24.: Dissolved oxygen tension (DO, with ♦) and stirrer speed (in rpm with
◦) in the production experiment. A DO of 100% corresponds to saturation with air.
Markers are only added to distinguish between the lines of online measured values.
after which L-isoleucine was taken up again. To illustrate this aspect, the estimated to-
tal amount of isoleucine, taken up per gram biomass, is shown in figure 5.25. Note that
0 10 20 30 40 50
0
0.1
0.2
0.3
time [h]
Ile
 in
 b
io
m
as
s 
[m
mo
l.g
−
1 ]
Figure 5.25.: Isoleucine used by the cells in mmol per g biomass dry weight. +: intu-
itive discrimination between L-isoleucine and pantothenic acid, ◦: model discrimination
II, : production experiment.
this amount is estimated from the amount which was supplied and it does not regard
how much L-isoleucine degradation might have taken place in the cells. Furthermore,
when alternative routes of L-isoleucine production would be present in the cells, this
is also not regarded. Although such alternative metabolic routes towards ketobutyrate
or L-isoleucine were not expected, it should not yet be excluded. The final amount of
isoleucine which was taken up by the cells, is lower than the 142 µmol.g−1 which was
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reported for a very closely related pantothenate producing strain (Chassagnole et al.,
2003), especially towards the end of the production experiment.
Many (by-)products increase to high concentrations in the late phases of the exper-
iments. These high concentrations are likely to have an influence on the behaviour of
the organism. Only the inhibiting effect of high concentrations of L-valine is used in
the models to account for these effects. This is one of the obvious simplifications which
might not allow proper description of the real effects, but within certain bounds, it may
be sufficient for the use for optimization and control purposes. It could, for instance,
very well be, that the osmolarity rather than the L-valine concentration is a major cause
for decreased glucose uptake rates and decreased product yields (Gourdon et al., 2003),
or possibly also an increased glucose uptake rate (Varela et al., 2003). The osmolarity
could of course also be used as a state variable in the models, but this was not done in
the used models up to now.
Carbon Balance
It could very well be, that not all important by-products are detected with the used
analytics. This can be addressed using an elemental balance, such as a carbon balance.
The way the carbon of the used substrates is divided among different products can
also provide suggestions for possible improvements of the process or the strain. The C-
balance of model discriminating experiment II and the production experiment are shown
in figure 5.26.
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Figure 5.26.: Carbon balance. The left plot shows data from model discriminating
experiment II and the right plot shows data from the production experiment. The total
C-balance is shown as ♦, the fraction of the used C bound in L-valine is shown as +, in
biomass as ×, in CO2 as ∗ and the sum of all other measured amino-acids and organic
acids as .
In the production experiment, relatively much CO2 and biomass are formed, compared
to model discriminating experiment II. This could be expected, since only the total
volumetric productivity was used as an optimization criterion. In an attempt to produce
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L-valine as fast as possible, first, relatively much biomass should be produced as fast as
possible, which is then used to produce the product. As mentioned before, even larger
amounts of biomass were suggested by the optimization routine without the limit on the
maximal biomass concentration. The large concentration of very active biomass is likely
to produce much CO2.
When the overall yield of product on glucose would be used as the design criterion, the
opposite would happen: very little biomass is formed, which slowly produces L-valine
(data not shown). This extreme situation does not seem very useful. In appendix G on
page 173, the optimized expected process is shown where the yield is optimized with an
additional constraint on the minimal final L-valine concentration, which was included by
introducing a penalty function in the criterion when lower concentrations are reached.
The process reaches exactly the minimal value in exactly the maximal allowed time.
The C-balances are not completely closed and the gap seems to be increasing over time.
This is an indication that unknown by-products are produced in substantial amounts.
In this respect, it must however be mentioned that especially the exact amounts of
carbon in CO2 and bound in biomass are rather inaccurate. The ratio between OD600
and dry biomass weight and the relative carbon content of the biomass are both not
known exactly for the used organism and may also not be constant (see also appendix
B). Nevertheless, it is likely that some unknown by-products are produced. It is, for
instance, known that many of the relevant enzymes, also including the overexpressed
ones, have a relatively broad substrate spectrum which could lead to the production of
several keto-acid- or amino-acid analogues (Eggeling et al., 1997). This point is already
illustrated by the fact that the same enzymes are responsible for the production of both
L-valine and L-isoleucine. The partly very high concentrations of several intermediates
is likely to lead also to the increase in other intracellular pools and therefore also possibly
the excretion of intermediates which were not yet measured.
5.4. Conclusions
A model with 27 parameters was developed using the presented approach with four
dynamic experiments. Two model discriminating design criteria were successfully used:
the BH criterion and the ND criterion. Another experiment was planned using the same
experimental design framework, maximizing the total volumetric productivity, reaching
6.2 mM.h−1.
The developed model predicted especially the glucose consumption very satisfactory.
However, also some discrepancy between the model predictions and the outcome of the
experiments was identified, allowing for further model improvement.
This also provides a good example why it is important to try to use process relevant
conditions, also during modeling and process development. Therefore, besides the model
discriminating design criteria and the criteria for improvement of the parameter estima-
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tion, also the use of criteria which aim at optimizing the production are useful during
model development. Within the same framework, such criteria were easily implemented.
With the five dynamic experiments, also very much mechanistic information was ob-
tained under process relevant conditions. Models which allow growth after depletion
of L-isoleucine or pantothenic acid were for instance shown to describe the data better.
This was the first indication that either the cells can grow on by diminishing the amounts
of these compounds in the cell, or alternative metabolic routes towards these compounds
were present. This is a clear example of how the fitting of mathematical models to the
available data can help to elucidate underlying mechanisms.
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A. Nomenclature
Table A.1.: Symbols and Abbreviations.
Symbol Description Unit
ac acetate
ala L-alanine
C concentration
c vector for selection and weighting of a set of parame-
ters for parameter estimating design
C − bal fraction of the carbon balance, accounted for by
known and measured products
-
CC catalyst concentration
CE concentration of enhancing (i.e. not essential) sub-
strate E
Cf concentration in feed f
CI concentration of inhibiting compound I
CP product concentration, here L-valine mM
CS substrate concentration
CS1 glucose concentration mM
CS2 L-isoleucine concentration mM
CS2Int fictive concentration of isoleucine which has already
been taken up by the biomass
mM
CS2,intmin minimal amount of isoleucine needed by the biomass. mM.OD600
−1
CS3 pantothenic acid concentration µM
CS3,int fictive concentration of pantothenic acid which has
already been taken up by the biomass
µM
CS3,intmin minimal amount of pantothenic acid needed by the
biomass.
µM.OD600
−1
Css steady state concentration
[CO2]in relative carbon dioxide tension in the gas flow into
the reactor
-
[CO2]out relative carbon dioxide tension in the gas flow out of
the reactor
-
Corθ correlation matrix of the parameter estimates
Covθ covariance matrix of the parameter estimates
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Table A.1.: Symbols and Abbreviations (continued)
Symbol Description Unit
Covm covariance matrix of the measurement
CTR carbon dioxide transfer rate M.h−1
CX biomass concentration OD600
d degrees of freedom
Df dilution of the suspension in the reactor by addition
of feed f
h−1
Di(t1 : t2) integral dilution of the suspension in the reactor be-
tween timepoints t1 and t2
-
DO dissolved oxygen tension
F flow/flux L.h−1
f function
Ff flux of feed f L.h
−1
Fg,in gas flow into the reactor Ln.h
−1
Fg,out gas flow out of the reactor Ln.h
−1
FS1 feed rate of glucose feed L.h
−1
FS2 feed rate of isoleucine feed L.h
−1
FS3 feed rate of pantothenic acid feed L.h
−1
G measure of relative goodness of fit -
g function
gly L-glycine
i counter
ile L-isoleucine
j counter
j vector of parameter sensitivities of suggested mea-
surement
J jacobian matrix (parameter sensitivities)
kS1extra factor for extra use of glucose for productions when
less is needed for growth
-
kS3extra factor for extra uptake of pantothenic acid which is
not needed directly
-
kd degradation constant h
−1
KS substrate binding constant analogue to Km mM
kdS2 constant for (diffusive) uptake of L-isoleucine which
is not inhibited by L-valine
mM.OD600
−1.h−1
kiv keto-isovalerate
kg α-ketoglutarate
KiP,rp inhibition constant for inhibition of L-valine produc-
tion by L-valine
mM
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Symbol Description Unit
KiP,rs1 inhibition constant for inhibition of glucose uptake
by L-valine
mM
KiP,rs2 inhibition constant for inhibition of L-isoleucine up-
take by L-valine
mM
KiP,rxs2int inhibition constant for inhibition of the growth rate
limited by intracellular isoleucine, inhibited by high
L-valine concentrations
mM
KiS2,rp inhibition constant for inhibition of L-valine produc-
tion by L-isoleucine
mM
KiP inhibition constant for inhibition by product P mM
KiS inhibition constant for substrate inhibition mM
Km Michaelis-Menten binding constant mM
KmS1 Monod constant for growth on glucose mM
KmS2 Monod constant for growth on (extracellular) L-
isoleucine
mM
KmS2Int Monod constant for growth on L-isoleucine which has
already been taken up
mM
KmS3 Monod constant for growth on (extracellular) pan-
tothenic acid
µM
KmS3Int Monod constant for growth on pantothenic acid
which has already been taken up
µM
KpS1 binding constant for L-valine production on glucose mM
KpS3 binding constant for L-valine production, limited by
pantothenic acid
µM
lac lactate
lbθ lower bound of the limited parameter space
lby lower bound on the measurement of y
leu L-leucine
m number of competing models
M information matrix g
Mr mass of the suspension in the reactor
ms maintenance constant
mS1 maintenance constant for glucose mM.OD600
−1.h−1
mS2Int constant for degradation of intracellular L-isoleucine mM.OD600
−1.h−1
mS3Int constant for degradation of intracellular pantothenic
acid (or CoA)
µM.OD600
−1.h−1
N number of measured values
ns number of sampling times
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Table A.1.: Symbols and Abbreviations (continued)
Symbol Description Unit
[O2]in relative oxygen tension in the gas flow into the reactor -
[O2]out relative oxygen tension in the gas flow out of the re-
actor
-
OTR oxygen transfer rate M.h−1
p number of model parameters / counter of the model
parameters
Pi relative probability of model i -
pi probability density function of the expected measure-
ments according to model i
r rate
R expected change in system entropy
rp product (here L-valine) formation rate mM.h
−1
rp,S1 L-valine production rate, limited by glucose mM.h
−1
rp,S3 L-valine production rate, limited by pantothenic acid
which has already been taken up
mM.h−1
rs substrate uptake rate
rS1 rate of glucose consumption (negative) mM.h
−1
rS2 rate of L-isoleucine consumption (negative) mM.h
−1
rS3 rate of pantothenic acid consumption (negative) µM.h
−1
rx biomass production rate (growth rate) h
−1
rx,s1 growth rate when glucose would be limiting h
−1
rx,s2 growth rate when isoleucine would be limiting h
−1
rx,s2ext growth rate limited by extracellular isoleucine h
−1
rx,s2int growth rate limited by isoleucine which has already
been taken up
h−1
rx,s3 pantothenic acid limited growth rate h
−1
rx,s3ext growth rate limited by extracellular pantothenic acid h
−1
rx,s3int growth rate limited by pantothenic acid which has
already been taken up
h−1
S weighting matrix containing the expected measure-
ment (co)variances and model variances of two com-
peting models (CA criterion)
st standard deviation of the timing of the measurement h
t time h
tavg average timepoint between two offline measured
points
h
tlag lagtime h
TV P total volumetric productivity mM.h−1
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Table A.1.: Symbols and Abbreviations (continued)
Symbol Description Unit
u set of control variables
ubθ upper bound of the limited parameter space
V volume of suspension in the bioreactor L
V weighting matrix containing the expected measure-
ment (co)variances and model variances of two com-
peting models (BF criterion)
vmax maximal specific reaction rate
val L-valine
Wi covariance matrix of the expectation of the measure-
ments according to model i (model variances)
xi state variable i
y (expected) measured value
yˆi model prediction of variable yi
YPS yield of product on substrate
YPS1 yield factor for production of L-valine from glucose mM.mM
−1
YPX ratio between production of L-valine and biomass mM.OD600
−1
YXS yield of biomass on substrate OD600.mM
−1
Y ovXS overall yield of biomass on substrate OD600.mM
−1
YXS1 yield factor for biomass growth on glucose OD600.mM
−1
YXS2 yield factor for biomass growth on isoleucine OD600.mM
−1
YXS3 yield factor for biomass growth on pantothenic acid OD600.µM
−1
χ˜2 reduced chi-squared measure of goodness of fit -
δFglc density of the glucose feed g.L
−1
δr density of the suspension in the reactor g.L
−1
µ specific growth rate h−1
µmax maximal specific growth rate h
−1
µmax,S1 maximal specific growth rate limited by glucose h
−1
µmax,S2ext maximal specific growth rate limited by extracellular
isoleucine
h−1
µmax,S2Int maximal specific growth rate limited by isoleucine
which has already been taken up by the cells
h−1
µmax,S3ext maximal specific growth rate limited by extracellular
pantothenic acid
h−1
µmax,S3Int maximal specific growth rate limited by pantothenic
acid which has already been taken up by the cells
h−1
µS specific growth rate, limited by substrate S h
−1
pimax maximal specific production rate mM.OD600
−1.h−1
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Table A.1.: Symbols and Abbreviations (continued)
Symbol Description Unit
pimax,S1 maximal specific L-valine production rate, limited by
glucose
mM.OD600
−1.h−1
pimax,S3 maximal specific L-valine production rate, limited by
pantothenic acid which has already been taken up
mM.OD600
−1.h−1
σ standard deviation
Σ matrix of measurement variances
σ2 measurement variance
σ2i
∗
variance of the expectation of the values according to
model i (i.e. ’model variance’)
σ2i measurement variance of the expected values accord-
ing to model i
Σi,m matrix of measurement variances according to model
i
σi,t standard deviation of the expected values according
to model i due to variance in the timing of the mea-
surement
Σi,t matrix of (co)variances caused by variance in the tim-
ing of the measurement, according to model i
Σij weighting matrix containing the expected measure-
ment (co)variance of the model predictions of model
i and j
σy,rel.min minimal relative standard deviation of measurement
y
σrel relative standard deviation
σy standard deviation measurement y
θ vector of model parameters
θˆ vector of estimated model parameters
θlim parameter value in the limited parameter space
θunlim parameter value in the unlimited parameter space
ξ experiment (i.e. set of control variables describing
the experiment)
ξ∗ optimized experiment
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B. Ratio between OD600 and Dry Weight.
The optical densities at 600 nm and the biomass dry weight, measured as explained in
paragraph 5.1.4 on page 97, of the batch experiment explained in paragraph 5.2.2 on
page 102, are shown in figure B.1. A few measurements from the period after depletion
of the glucose, which were not regarded in paragraph 5.2.2, are also shown here.
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(a) OD600 as + and biomass dry weight as ◦ in g/L.
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(b) Ratio between OD600 and biomass dry
weight.
Figure B.1.: OD600 and biomass dry weight of the preliminary batch experiment of
paragraph 5.2.2 on page 102.
The ratio between the two characteristics seems fairly constant with a mean of
0.25 g.L−1.OD−1 and a standard deviation of 0.3. The two measurements at the highest
concentrations have a bit a lower value.
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C. The Influence of the Oxygen Supply.
The oxygen tension is expected to have a large influence on valine fermentations. For
instance, Akashi et al. (1977) already mentioned a strong increase in the valine pro-
ductivity by introduction of a strongly oxygen limited phase in the fermentation of a
Brevibacterium strain.
To investigate this effect quickly, some experiments were performed in RAMOS equip-
ment (Anderlei and Bu¨chs, 2001; Anderlei et al., 2004). These are shake flasks with
on-line measurement of the oxygen transfer rate (OTR) and the carbon dioxide trans-
fer rate (CTR) between the gas phase and the liquid phase. The experiments were
performed with the kind help of the company AC Biotec (www.ac-biotec.de).
Experiments were conducted with 250 mL shake flasks with different filling volumes
of 10, 15, 20 and 30 mL. The experiments were performed in duplo in the RAMOS
equipment and with a maximum of six similar flasks on another shaker for sampling
during the experiment. The used shakers were run at 200 rpm with an amplitude of
50 mm and were placed together in a room at which the temperature was controlled at
30◦C.
Two experiments in the RAMOS equipment are mentioned here. In the first exper-
iment, the standard initial concentrations of 1 mM L-ile and 1 µM pantothenic acid
(pan) were used. Since these compounds turned out to be limiting the oxygen uptake
rate even in the flasks with the largest filling volume, the second experiment was per-
formed with increased concentrations of these two compounds: 3 mM L-ile and 3 µM
pantothenic acid were used.
First RAMOS Experiment
As mentioned above, the first experiment resulted in the same substrate limitation in
all flasks as can be seen from the OTR in figure C.1 graph in the first 21 hours.
Addition of only pantothenic acid did not seem to improve the OTR, but addition of
isoleucine only did. However, the two compounds together allowed a much faster increase
in the OTR. This was one important indication that the effects of both compounds should
be regarded separately in the modeling.
Interestingly, although no differences were found in the OTR in the first 20 hours, the
CTR does show a difference, with decreasing CTR at higher filling volumes as can be
seen in figure C.2.
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Figure C.1.: Oxygen transfer rates (OTR) in RAMOS flasks of the first experiment.
The filling volumes are mentioned in the legend in the graph. After about 21 hours
additions were made. The added substances are also mentioned in the graph, where ile
indicates about 7 mM L-isoleucine in the flasks with 10 and 15 mL and about 3.5 mM
in 30 mL. pan indicates the addition of 2 µM pantothenic acid in 15 and 20 mL and
1 µM in 30 mL. trace indicates the addition of 0.75 times the standard concentrations
of trace solution I and biotin, shown in table 5.5 and 5.8 on page 94.
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Figure C.2.: Carbon dioxide transfer rates (CTR) in RAMOS flasks of the first exper-
iment. The filling volumes are mentioned in the legend in the graph.
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The measurements of amino acids and other organic acids in the extra shake flasks,
as well as pH and OD600 did not show any clear differences, except for the indication
that more alanin and less ketoisovaleric acid are formed at smaller filling volumes. These
data, being only two measurements for each filling volume, are shown in figure C.3.
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(b) Keto-isovalerate (kiv) in mM .
Figure C.3.: Concentrations of amino acids and organic acids in the first RAMOS
experiment. Concentrations in flasks with 10 mL volume as +, in 15 mL as ×, in 20 mL
as  and in 30 mL as ♦. Lines are a visual aid.
Second RAMOS Experiment
In the second experiment, the expected differences in OTR values were found, where the
OTR reaches a constant maximal value, limited by mass transfer between gas and liquid
and therefore depending on the filling volume as shown in figure C.4.
It should be mentioned here that, unfortunately, the flasks which are used for taking
samples during the experiment (not in the RAMOS device) were not shaken from 11.4
until 14.5 hours after the start of the experiment. This causes some discrepancies between
the results from the RAMOS flasks and from the other flasks.
It seems like the reduced oxygen transfer at larger volumes decreases the growth
somewhat, although only a relatively small influence was found as shown in figure C.5(a).
Interestingly, the reduced oxygen uptake is not reflected in a change in the glucose
uptake, which is shown in figure C.5(b) to be practically unaffected. A relatively small
effect could, however, be masked by the problem regarding the shaking of the flasks and
small effects might not be visible with the relatively low amount of samples.
However, the reduced oxygen availability does seem to lead to a stronger production
of the typical overflow products acetate and lactate as shown in figure C.6 and a corre-
sponding stronger decrease of the pH in figure C.7, which increases again after depletion
of the glucose while the acids are metabolized further. Again, due to the limited amount
of samples which could be taken, it cannot be completely excluded that these effects
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Figure C.4.: Oxygen transfer rates (OTR) in RAMOS flasks of the second experiment.
The filling volumes are mentioned in the legend in the graph.
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(a) OD600 in the second RAMOS experiment. The
final value is connected to the measured densities
in the RAMOS flasks, which were also stopped at
that time.
0 10 20 30 40
0
10
20
30
40
time [h]
glc
 [g
/L]
(b) Glucose concentrations in the second RAMOS
experiment.
Figure C.5.: OD600 and glucose concentrations. Concentrations in flasks with 10 mL
volume as +, in 15 mL as ×, in 20 mL as  and in 30 mL as ♦. Lines are a visual aid.
are (partly) caused by an earlier depletion of glucose in the cultures with smaller filling
volumes and a subsequent earlier start of further metabolizing the acids, reduction of
the carbon dioxide concentrations and increase in the pH.
Upon depletion of the glucose, the CTR decreases steadily, whereas the physically
limited OTR remains constant in the cultures with higher filling volumes, as can be seen
in figure C.8. The decrease in OTR probably first appears when other products, which
can be metabolized further (lactate, acetate) are also depleted. In the flasks with only
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(a) Keto-isovaleric acid (kiv) concentrations.
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(b) α-Ketoglutarate (kg) concentrations.
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(d) Acetate (ac) concentrations.
Figure C.6.: Concentrations of several organic acids in the second RAMOS experiment.
Concentrations in flasks with 10 mL volume as +, in 15 mL as ×, in 20 mL as  and in
30 mL as ♦. Lines are a visual aid. The final concentrations are connected to markers
indicating the final concentrations in the flasks in the RAMOS device.
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Figure C.7.: pH in RAMOS flasks of the second experiment. Values from flasks with
10 mL volume as +, 15 mL as ×, 20 mL as  and 30 mL as ♦. Lines are a visual aid.
10 mL filling volume, the first decrease in the OTR might very well be caused by glucose
depletion, with a subsequent period where the OTR is limited by the availability of other
compounds which can be further metabolized, leading to a shoulder in the OTR profile.
Interestingly, the integral OTR and CTR values suggest that at larger filling volumes
overall more oxygen was used, but less carbon dioxide was produced (data not shown).
The measured concentrations of several amino acids are shown in figure C.9.
The increased filling volumes only resulted in a decrease in L-valine production within
the range used in this experiment. This suggests that for the used strain, it might not be
beneficial to ferment at (very) low dissolved oxygen concentrations, as was suggested for
instance by Akashi et al. (1977). However, it cannot yet be concluded whether moderate
oxygen concentrations are better than high concentrations or not.
Interestingly, the alanine concentrations show the opposite from valine: at smaller
volumes, less alanine is formed. Such an effect of more alanine formation with less valine
formation and vice versa was also mentioned for instance by Radmacher (2001). Whether
this is caused by a faster further metabolization of alanine, or a slower production of
alanine can not yet be concluded. The same effect of increased alanine production
and decreased valine production under anaerobic conditions was also published for an
L-valine producing Aerobacter aerogenes (Hongo and Ueyeda, 1972).
Notable, the opposite trend in the alanine concentrations in the first RAMOS exper-
iment (and the not clear trend in the valine concentrations in that experiment) might
indicate a (small) positive effect of moderate oxygen tensions. Further investigation is
therefore surely of interest. Fermentations at different moderate DO values could give
more insight. Besides the very useful RAMOS technology used here, also other use-
ful small scale techniques are nowadays available, for instance for measurement of the
DO (Wittmann et al., 2003, 2001). For the proper control of this characteristic how-
ever, somewhat more elaborate techniques are needed, such as the stirred tank reactor
used in the current work. Even in such systems it may prove difficult to control the
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(a) OTR and CTR in the second RAMOS experi-
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(b) OTR and CTR in the second RAMOS experi-
ment in flasks with filling volume of 15 mL.
0 10 20 30
0
0.02
0.04
0.06
time [h]
OT
R,
 C
TR
(c) OTR and CTR in the second RAMOS experi-
ment in flasks with filling volume of 20 mL.
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(d) OTR and CTR in the second RAMOS experi-
ment in flasks with filling volume of 30 mL.
Figure C.8.: OTR as dotted lines in mol.L−1.h−1 and CTR as solid lines in
mol.L−1.h−1 in the second RAMOS experiment.
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(b) L-Alanine (ala) concentrations in the second
RAMOS experiment.
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(c) L-Glycine (gly) concentrations in the second
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Figure C.9.: Concentrations of several amino acids in the second RAMOS experiment.
Concentrations in flasks with 10 mL volume as +, in 15 mL as ×, in 20 mL as  and in
30 mL as ♦. Lines are a visual aid. The final concentrations are connected to markers
indicating the final concentrations in the flasks in the RAMOS device.
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DO properly at a low value in dynamic situations. If the oxygen tension does prove
to have an important influence and relatively low values are beneficial for production
but not so much for growth, controlling the DO at different levels in different stages of
the fermentation could be considered. However, since no clear indications were found
for beneficial effects of moderate oxygen tensions in the RAMOS experiments and since
strong negative effects were found at very low oxygen availability, it was decided not to
complicate the system any further by introducing the oxygen tension as a variable, as
was for instance suggested by Ensari et al. (2003); Ensari and Lim (2003) for an L-lysine
fermentation.
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D. Dilution for Measurement of Amino
Acids by HPLC.
It was noted that the amino acid concentration in one and the same sample, measured
by the HPLC method explained in paragraph 5.1.4 on page 99, with different dilution
factors led to strongly different values.
As an example, the measured concentrations of L-isoleucine and L-valine in a sample
from a batch culture in a pH-controlled shake flask after 11 hours of fermentation, at an
OD600 of about 8, using different dilution factors are shown in figure D.1.
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Figure D.1.: Effect of different dilution factors on the measured amino acid concentra-
tions of L-isoleucine and L-valine. Measured concentrations in the fermentation broth
(so accounted for the dilution) are shown in µM for L-valine as + and L-isoleucine as
×.
At small dilution factors, the measured concentrations are very low. This is probably
caused by incomplete derivatisation with ortho-phtaldialdehyde (OPA), assuming that
OPA (instead of the concentrations of amino acids) is limiting. This happens when other
amino acids or ammonium are present in high concentrations.
Unfortunately, the used HPLC system uses a constant ratio between the amount of
OPA solution and the amount of sample. Some quick attempts to increase the concen-
tration of OPA in the OPA reactant did improve the measurement of low concentrations
of amino acids at high concentrations of competing compounds. Unfortunately it also
lead to black precipitates blocking the capillaries in the system.
Therefore, too small dilution factors had to be avoided. Of course, this depends on the
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concentrations of amino acids and ammonium in the sample. In the example, a dilution
of 100 times and more seems to be properly. However, it is of course also necessary to
be in the linear concentration range and well above the lower accuracy bound of the
measurement technique itself, best close to the used standards which were 50 µM for all
amino acids.
Having already 20 g/L ammonium sulphate in the initial medium, pH control by
addition of ammonium hydroxide and the production of large amounts of L-valine, make
measurement of low concentrations of the other amino acids problematic throughout the
fermentations.
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E. Models used in the First Model
Discriminating Experiment.
Model Equations
Model 1.1
rx = min(rx,S1, rx,S2) (E.1)
rx,S1 =
µmax,S1 · CS1 · CX
KmS1 + cS1
−mS1 · CX (E.2)
rx,S2 =
µmax,S2 · CS2 · CX
CS2 +KmS2
+ µmin,S2 · CX (E.3)
rS2 = −
rx
YXS2
(E.4)
rp =
pimax · CS1 · CX
Kp,S1 + CS1
·
Kirp,S2
Kirp,S2 + CS2
(E.5)
rS1 = −
µmax,S1 · CS1 · CX
(KmS1 + CS1) · YXS1
−
rp
YPS1
+
rx,S1 − rx
YXS1
(E.6)
Model 1.2
Model 1.2 is similar to model 1.1, with the following changes:
instead of equation E.5:
rp =
pimax · CS1 · CX
Kp,S1 + CS1
·
Kirp,S2
Kirp,S2 + CS2
+ (rx,S1 − rx) · YPXS1xtra (E.7)
instead of equation E.6:
rS1 = −
µmax,S1 · CS1 · CX
(KmS1 + CS1) · YXS1
−
pimax · CS1 · CX
(Kp,S1 + CS1) · YPS1
(E.8)
Model 1.3
Model 1.3 is similar to model 1.1, but with the following changes:
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instead of equation E.2:
rx,S1 =
µmax,S1 · CS1 · CX
KmS1 + cS1
·
Kirx,P
Kirx,P + CP
−mS1 · CX (E.9)
instead of equation E.5:
rp =
pimax · CS1 · CX
Kp,S1 + CS1
·
Kirp,P
Kirp,P + CP
+ (rx,S1 − rx) · YPXS1xtra (E.10)
furthermore, instead of E.6:
rS1 = −
µmax,S1 · CS1 · CX
(KmS1 + CS1) · YXS1
·
Kirx,P
Kirx,P + CP
−
pimax · CS1 · CX
(Kp,S1 + CS1) · YPS1
(E.11)
Model 1.4
Model 1.4 is similar to model 1.1, but with the following changes:
instead of equation E.2:
rx,S1 =
µmax,S1 · CS1 · CX
KmS1 + cS1
·
Kirx,P
Kirx,P + CP
−mS1 · CX (E.12)
instead of equation E.5:
rp =
pimax · CS1 · CX
Kp,S1 + CS1
·
Kirp,P
Kirp,P + CP
·
Kirp,S2
Kirp,S2 + CS2
(E.13)
furthermore, instead of E.6:
rS1 = −
µmax,S1 · CS1 · CX
(KmS1 + CS1) · YXS1
·
Kirx,P
Kirx,P + CP
−
rp
YPS1
+
rx,S1 − rx
YXS1
(E.14)
Model 1.5
Model 1.5 is similar to model 1.4, with the following difference:
instead of equation E.13:
rp =
pimax · CS1 · CX
Kp,S1 + CS1
·
Kirp,P
Kirp,P + CP
·
Kirp,S2
Kirp,S2 + CS2
+ (rx,S1 − rx) · YPXS1xtra (E.15)
instead of equation E.14:
rS1 = −
µmax,S1 · CS1 · CX
(KmS1 + CS1) · YXS1
·
Kirx,P
Kirx,P + CP
−
rp
YPS1
(E.16)
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Model 1.6
Model 1.6 is similar to model 1.2, with the following change:
instead of equation E.3:
rx,S2 =
µmax,S2 · CS2 · CX
CS2 +KmS2
+ rxS2,min (E.17)
Model 1.7
Model 1.7 is similar to model 1.3, with the following change:
instead of equation E.3:
rx,S2 =
µmax,S2 · CS2 · CX
CS2 +KmS2
+ rxS2,min (E.18)
Model 1.8
Model 1.8 is similar to model 1.5, with the following change:
instead of equation E.3:
rx,S2 =
µmax,S2 · CS2 · CX
CS2 +KmS2
+ rxS2,min (E.19)
Parameter Estimates
The estimated model parameters are shown with the corresponding standard deviations,
which were calculated from the model simulations and the accuracy of the measurements
according to paragraph 2.4.2 on page 18. The standard deviation of the measured values
is estimated using equation 3.1 on page 47, with a relative standard deviation of 10, 10
and 5% for the measurements of biomass, glucose and L-valine respectively. The used
lower accuracy bounds on the measurements were an OD600 of 0.1, 0.3 mM glucose and
2.5 mM L-valine.
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Table E.1.: Model Parameters of the Competing Fermentation Models Before Model
Discriminating Experiment I.
Model 1.1 1.2
Parameter Value σ Value σ Unit
µmax,S1 0.887 0.0214 1.07 0.465 h
−1
KmS1 211 114 278 424 mM
mS1 7.04·10
−5 0.0199 0.0308 0.0404 h−1
YXS1 0.432 0.142 0.554 0.354 OD.mM
−1
µmax,S2 20 9.7·10
7 13 9.6·108 h−1
KmS2 0.074 1.0·10
6 0.16 2.2·107 mM
YXS2 20.4 7.1 19.6 10.6 OD.mM
−1
pimax 0.547 0.269 0.90 30.03 mM.OD
−1.h−1
KpS1 179 140 395 3261 mM
YPS1 0.701 0.439 1.8 10.1 mM.mM
−1
KiS2,rp 0.288 0.116 0.100 0.0133 mM
µmin,S2 0.0914 0.0110 0.249 0.765 h
−1
YPX,S1extra 0.100 1.69 mM.OD
−1
Model 1.3 1.4
Parameter Value σ Value σ Unit
µmax,S1 1.08 0.035 0.846 0.780 h
−1
KmS1 274 73 182 1370 mM
mS1 0.0077 0.0118 0.0072 0.0130 h
−1
YXS1 0.463 0.083 0.342 0.093 OD.mM
−1
µmax,S2 12.2 3154 16.3 1.8·10
7 h−1
KmS2 0.0105 0.0085 0.15 4.0·10
5 mM
YXS2 18.0 5.4 18.8 7.72 OD.mM
−1
pimax 0.092 0.444 0.460 2.12 mM.OD
−1.h−1
KpS1 5.56·10
−4 0.356 130 1058 mM
YPS1 1.63 3.60 1.24 1.83 mM.mM
−1
KiS2,rp 0.325 0.078 mM
µmin,S2 0.100 0.012 0.0974 0.0117 h
−1
YPX,S1extra 0.692 0.254 mM.OD
−1
KiP,rp 2000 1.37·10
4 1824 1.78·105 mM
KiP,rx 168 304 100 891 mM
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Table E.1: Model Parameters of the Competing Fermentation Models Before Model
Discriminating Experiment I. (continued)
Model 1.5 1.6
Parameter Value σ Value σ Unit
µmax,S1 1.09 0.020 0.937 1.06 h
−1
KmS1 274 88 278 1194 mM
mS1 0.0109 0.00592 1.44·10
−5 0.0638 h−1
YXS1 0.464 0.060 0.437 0.297 OD.mM
−1
µmax,S2 6.44 1.15·10
6 13.2 6.56·106 h−1
KmS2 0.00249 1122 0.0676 4.58·10
4 mM
YXS2 18.11 7.45 15.8 11.7 OD.mM
−1
pimax 0.0978 0.5918 0.321 27.6 mM.OD
−1.h−1
KpS1 5.56·10
−4 6.55 82.4 327 mM
YPS1 1.68 4.12 1.80 18.2 mM.mM
−1
KiS2,rp 6.36 27.5 0.319 0.991 mM
µmin,S2 0.100 0.0139 h
−1
rx,min,S2 3.09 0.381 h
−1
YPX,S1extra 0.677 0.311 0.101 2.23 mM.OD
−1
KiP,rp 1529 2.99·10
4 mM
KiP,rx 166 325 mM
Model 1.7 1.8
Parameter Value σ Value σ Unit
µmax,S1 0.976 1.20 0.946 2.77 h
−1
KmS1 278 2735 278 3159 mM
mS1 1.07·10
−6 0.0156 2.57·10−8 0.0592 h−1
YXS1 0.391 0.0875 0.369 0.170 OD.mM
−1
µmax,S2 8.13 3.40·10
9 13.1 9.13·106 h−1
KmS2 6.06·10
−4 2.09·104 0.142 1.32·105 mM
YXS2 15.7 8521 14.2 10.7 OD.mM
−1
pimax 0.0812 1.20 0.337 37.2 mM.OD
−1.h−1
KpS1 0.00403 10.6 80.8 379 mM
YPS1 1.65 6.33 1.75 18.4 mM.mM
−1
KiS2,rp 0.262 0.640 mM
rx,min,S2 3.15 0.396 3.37 0.442 h
−1
YPX,S1extra 0.890 0.393 0.100 2.65 mM.OD
−1
KiP,rp 1261 2.58·10
4 1639 1.05·105 mM
KiP,rx 208 3078 100 1522 mM
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Table E.2.: Model Parameters of the Competing Fermentation Models After Model
Discriminating Experiment I.
Model 1.1 1.2
Parameter Value σ Value σ Unit
µmax,S1 0.600 0.147 0.496 0.0255 h
−1
KmS1 105 78.8 34.8 12.2 mM
mS1 0.0181 0.00854 0.0128 0.00255 h
−1
YXS1 0.271 0.0146 0.604 0.0334 OD.mM
−1
µmax,S2 4.39 239 16.6 0.133 h
−1
KmS2 2.20 124 0.430 8.83·10
−5 mM
YXS2 20.1 0.699 18.6 0.224 OD.mM
−1
pimax 0.266 0.0210 1.18 0.419 mM.OD
−1.h−1
KpS1 20.8 8.52 105 66.5 mM
YPS1 1.02 0.165 0.360 0.00971 mM.mM
−1
KiS2,rp 0.467 0.0938 4.33 4.50 mM
µmin,S2 0.0292 0.00430 0.017 0.00699 h
−1
YPX,S1extra 0.766 0.0113 mM.OD
−1
Model 1.3 1.4
Parameter Value σ Value σ Unit
µmax,S1 0.436 0.00677 0.501 0.0125 h
−1
KmS1 4.27 2.30 30.0 1.24 mM
mS1 0.0456 0.00825 0.0235 0.0105 h
−1
YXS1 0.534 0.0758 0.276 0.0257 OD.mM
−1
µmax,S2 19.9 1.28 19.3 69677 h
−1
KmS2 0.123 0.00771 0.384 1395 mM
YXS2 19.2 0.615 17.8 0.635 OD.mM
−1
pimax 0.150 0.0107 0.276 0.0240 mM.OD
−1.h−1
KpS1 4.40 7.48 5.87 7.02 mM
YPS1 1.59 2.44 1.01 0.267 mM.mM
−1
KiS2,rp 0.329 0.0783 mM
µmin,S2 0.0308 0.00462 0.0436 0.00430 h
−1
YPX,S1extra 0.459 0.0778 mM.OD
−1
KiP,rp 1923 4538 481 185 mM
KiP,rx 143 64.8 613 3390 mM
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Table E.2: Model Parameters of the Competing Fermentation Models After Model Dis-
criminating Experiment I. (continued)
Model 1.5 1.6
Parameter Value σ Value σ Unit
µmax,S1 0.436 0.0101 0.487 0.0251 h
−1
KmS1 0.0328 0.147 32.7 9.56 mM
mS1 0.0220 0.0101 0.00979 0.0171 h
−1
YXS1 0.555 0.0293 0.630 0.117 OD.mM
−1
µmax,S2 15.8 819 17.0 1.78·10
5 h−1
KmS2 3.38 175 0.0786 808 mM
YXS2 17.9 0.626 14.1 0.829 OD.mM
−1
pimax 0.455 0.207 0.145 0.418 mM.OD
−1.h−1
KpS1 300 266 412 1815 mM
YPS1 1.76 0 571 1.80 7.79 mM.mM
−1
KiS2,rp 0.500 0.268 9.40 49.6 mM
µmin,S2 0.0358 0.00493 h
−1
rx,min,S2 1.86 0.125 h
−1
YPX,S1extra 0.386 0.113 0.661 0.0222 mM.OD
−1
KiP,rp 1969 4978 mM
KiP,rx 179 18.6 mM
Model 1.7 1.8
Parameter Value σ Value σ Unit
µmax,S1 0.448 0.0178 0.426 0.00569 h
−1
KmS1 4.29 1.94 2.38 2.04 mM
mS1 0.0304 0.0148 0.0346 0.00607 h
−1
YXS1 0.568 0.0314 0.558 0.0438 OD.mM
−1
µmax,S2 19.0 23356 17.8 1.55·10
5 h−1
KmS2 1.20 1475 0.331 2900 mM
YXS2 16.8 0.648 16.9 0.596 OD.mM
−1
pimax 0.313 0.566 0.446 0.370 mM.OD
−1.h−1
KpS1 455 1208 317 606 mM
YPS1 1.68 1.13 1.80 0.909 mM.mM
−1
KiS2,rp 0.651 0.618 mM
rx,min,S2 1.73 0.162 1.68 0.165 h
−1
YPX,S1extra 0.666 0.0475 0.427 0.268 mM.OD
−1
KiP,rp 1751 5685 2000 5933 mM
KiP,rx 220 39.5 196 30.1 mM
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Table E.3.: Estimated Lag-Times of the First Batch Experiment, Before Model Dis-
criminating Experiment I.
Model tlag,exp1[h]
1.1 1.09
1.2 0.969
1.3 1.35
1.4 1.13
1.5 1.33
1.6 0.633
1.7 0.800
1.8 0.648
Table E.4.: Estimated Lag-Times of the First Batch Experiment (tlag,exp1) and After
Model Discriminating Experiment I (tlag,exp2), After Model Discriminating Experiment
I.
Model tlag,exp1[h] tlag,exp2[h]
1.1 0.0037 1.92
1.2 0.401 2.33
1.3 0.381 2.00
1.4 0.508 2.48
1.5 0.537 2.44
1.6 0.0377 2.00
1.7 0.656 2.38
1.8 0.333 2.00
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F. Models used in the Second Model
Discriminating Experiment.
Model Equations
Model 2.1
rx = min(rx,S1, rx,S2, rx,S3) (F.1)
rx,S1 =
µmax,S1 · CS1 · CX
KmS1 + cS1
(F.2)
rx,S2 = rx,S2ext + rx,S2int (F.3)
rx,S3 = rx,S3ext + rx,S3int (F.4)
rx,S2ext =
µmax,S2ext · CS2ext · CX
CS2ext +KmS2ext(1 + CP /KiP,rxs2)
+ kdS2 · CX · CS2 (F.5)
rx,S2int =
µmax,S2int · (CS2int/CX − S2intmin) · CX
Km,S2int + (CS2int/CX − S2intmin)
(F.6)
rx,S3ext =
µmax,S3ext · CS3ext · CX
S3ext +Km,S3ext
(F.7)
rx,S3int =
µmax,S3int · CX(CS3int/CX − S3intmin)
Km,S3int + (CS3int/CX − S3intmin)
(F.8)
rS2ext = −
rx,S2ext
Yxs2
(F.9)
rS2int = −rx,S2ext −mS2int · (CS2int/CX − S2intmin) · CS3int (F.10)
rS3ext = −
rx,S3ext + kS3extra · (rx,S3 − rx)
Yxs3
(F.11)
rS3int = −rx,S3ext −mS3int · (CS3int/CX − S3intmin) · CX (F.12)
rp = min(rp,S1, rp,S3) (F.13)
rp,S1 =
pimax,S1 · CS1 · CX
Kp,S1(1 +
CS2int/CX−S2intminrp
Kirp,S2int
) +CS1
+
kS1extra(rx,S1 − rx)
Yps1
(F.14)
rp,S3 =
pimax,S3 · CX(CS3int/CX − S3intmin)
Kp,S3 + (CS3int/CX − S3intmin)
·
CP
KiP,rp + CP
(F.15)
rS1 = −
rx
YXS1
−
rp
YPS1
−mS1 · CX (F.16)
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Model 2.2
Model 2.2 is similar to model 2.1, with the following changes:
instead of equation F.2:
rx,S1 =
µmax,S1 · CS1 · CX
Km,S1 + cS1
·
KiP,rxS1
KiP,rxS1 + CP
(F.17)
instead of equation F.3:
rx,S2 = rx,S2ext (F.18)
so equation F.6 can be omitted.
instead of equation F.13 to F.15:
rp =
pimax,S1 · CS1 · CX
Kp,S1 + CS1
·
KiP,rp
KiP,rp + CP
·
(CS3int/CX − S3intmin,rp)
KpS3int + (CS3int/CX − S3intmin,rp)
+
kS1extra(rx,S1 − rx)
Yp,s1
(F.19)
Model 2.3
Model 2.3 is similar to model 2.1, but with the following changes:
instead of equation F.6:
rx,S2int = µmax,S2int · CS2int ·
KiP,rxs2int
KiP,rxs2int + CP
(F.20)
instead of equation F.14:
rp,S1 =
pimax,S1 · CS1 · CX
CS1 +Kp,S1(1 +
CS2int/CX
Kirp,S2int
)
+
kS1extra(rx,S1 − rx)
Yps1
(F.21)
Model 2.4
Model 2.4 is similar to model 2.1, but with the following changes:
instead of equation F.5:
rx,S2ext =
µmax,S2ext · CS2ext · CX
CS2ext +Km,S2ext(1 + CP /KiP,rxs2)
(F.22)
instead of equation F.6:
rx,S2int = µmax,S2int · CS2int (F.23)
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instead of equation F.14:
rp,S1 =
pimax,S1 · CS1 · CX
Kp,S1(1 +
CS2int/CX
Kirp,S2int
) + CS1
+
kS1extra(rx,S1 − rx)
Yp,s1
(F.24)
instead of equation F.15:
rp,S3 =
pimax,S3 · CX(CS3int/CX)
Kp,S3 + (CS3int/CX)
·
CP
KiP,rp +CP
(F.25)
Model 2.5
Model 2.5 is similar to model 2.3, with the following difference:
instead of equation F.10:
rS2int = −rx,S2ext −mS2int · (CS2int/CX − S2intmin) · rp/Yps1 (F.26)
Reduced model for the production experiment
The reduced model is based on model 2.3, but with the following difference:
instead of equation F.12:
rS3int = −rx,S3ext (F.27)
Parameter Estimates
The estimated model parameters are shown with the corresponding standard deviations,
which were calculated in a similar way as the parameters shown in appendix E.
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Table F.1.: Model Parameters of the Competing Fermentation Models Before Model
Discriminating Experiment II.
Model 2.1 2.2 2.3
Parameter Value σ Value σ Value σ Unit
µmax,S1 0,438 0,0395 0,411 0,00614 0,437 0,0153 h
−1
KmS1 14,1 20,6 0,00715 0,878 15,0 8,53 mM
mS1 0,0688 0,0145 0,0495 0,0156 0,0720 0,0133 mM.OD
−1.h−1
YXS1 0,428 0,0302 0,363 0,0207 0,434 0,0298 OD
−1.mM
µmax,S2 1,29 1,69 3,01 3,45 0,895 2,97 h
−1
KmS2 1,09 2,36 3,37 4,93 3,14 8,79 mM
YXS2 66,3 50,1 133 58,4 11,9 4,86 OD
−1.mM
pimax,S1 0,644 5,71 0,211 0,306 0,0883 0,0679 mM.OD
−1.h−1
KpS1 46,0 563 19,6 7,91 53,3 207 mM
YPS1 0,631 0,0411 0,650 0,0404 0,645 0,0364 mM.mM
−1
µmax,S3 5,12 13,9 41,2 165 6,30 11,7 h
−1
KmS3 6,40 18,4 2,99 12,8 8,64 15,9 µM
YXS3 93,3 15,4 28,7 3,59 82,3 42,1 OD.µM
−1
µmax,S2Int 81,7 378 22,3 66,1 h
−1
KmS2Int 10,4 55,1 mM.OD
−1
CS2IntMin,rx 0,00771 0,00942 mM.OD
−1
mS2Int 21,5 43,4 20,8 52,5 OD.mM
−1.h−1
kdS2 0,00153 0,00280 0,0229 0,00981 −
KiP,rs2 1,86 1,58 2,47 0,854 1,00 2,47 mM
µmax,S3Int 2,69 1765 10,4 92,6 13,9 552 h
−1
KmS3Int 0,915 605 0,755 6,96 0,249 9,93 µM.OD
−1
mS3Int 0,0850 0,0850 0,460 0,238 0,124 0,597 h
−1
CS3IntMin,rx 0,00963 0,00344 0,00394 0,00152 0,0101 0,00206 µM.OD
−1
kS3extra 0,139 0,605 0,0608 0,291 0,864 0,286 −
KiS2,rp 2,02·10
−4 0,00300 mM−1
KpS3 0,870 1,64 0,923 1,40 0,143 0,594 µM.OD
−1
CS3IntMin,rp 0.431 0,00560 0,00592 0,00240 0,00910 0,00243 µM.OD
−1
kS1extra 0,332 0 0,135 0,232 0,0279 0,506 0,0992 −
KiP,rp 487 309 184 61,1 483 296 mM
pimax,S3 10,1 19,1 14,7 65,8 mM.OD
−1.h−1
CS2IntMin,rp 0,00770 0,0110 mM.OD
−1
KiP,rs1 155 41,3 mM
KiP,rxs2int 12,7 15,6 mM.h− 1
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Table F.1: Model Parameters of the Competing Fermentation Models Before Model
Discriminating Experiment II. (continued)
Model 2.4 2.5
Parameter Value σ Value σ Unit
µmax,S1 0.407 0.0217 0.432 0.122 h
−1
KmS1 0.0713 10.1 10.6 62.4 mM
mS1 0.0850 0.0140 0.0675 0.0133 mM.OD
−1.h−1
YXS1 0.396 0.0257 0.435 0.0320 OD
−1.mM
µmax,S2 0.500 1.24 0.500 2.87 h
−1
KmS2 5.00 16.9 3.00 22.2 mM
YXS2 10.6 5.03 10.4 7.15 OD
−1.mM
pimax,S1 0.344 0.150 0.0799 0.0788 mM.OD
−1.h−1
KpS1 55.6 57.6 9.59 213 mM
YPS1 0.718 0.0458 0.626 0.0366 mM.mM
−1
µmax,S3 4.70 15.7 6.26 25.6 h
−1
KmS3 10.0 35.2 8.71 36.1 µM
YXS3 16.9 11.1 76.9 65.8 OD.µM
−1
µmax,S2Int 71.6 40.0 37.6 55.0 h
−1
mS2Int 4.21 2.74 OD.mM
−1.h−1
mS2Int 0.250 0.359 mM
−1
kdS2 41.4 34.0 0.0174 0.0122 −
KiP,rs2 6.99 12.9 mM
µmax,S3Int 4.92 68.7 14.0 700 h
−1
KmS3Int 0.433 6.21 0.353 17.8 µM.OD
−1
mS3Int 1.40·10
−5 0.0205 0.0505 0.336 h−1
CS3IntMin,rx 0.0107 0.00185 0.0105 0.00186 µM.OD
−1
kS3extra 0.482 0.287 0.790 0.744 −
KiS2,rp 9.54·10
−4 8.27·10−4 mM−1
KpS3 0.228 0.680 0.277 1.96 µM.OD
−1
CS3IntMin,rp 0.00848 0.00756 µM.OD
−1
kS1extra 0.0669 0.0666 0.465 0.0921 −
KiP,rp 370 171 mM
pimax,S3 0.467 1.31 14.1 109 mM.OD
−1.h−1
KiP,rxs2int 18.7 17.0 mM.h− 1
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Table F.2.: Estimated Lag-Times of the First Batch Experiment (tlag,exp1), Model Dis-
criminating Experiment I (tlag,exp2), and the Subsequent Intuitively Planned Experiment
(tlag,exp3) After these Three Experiments.
Model tlag,exp1[h] tlag,exp2[h] tlag,exp3[h]
2.1 6.56·10−4 1.75 1.12
2.2 2.76·10−4 1.79 1.50
2.3 2.82·10−4 1.69 1.51
2.4 4.08·10−4 1.77 1.12
2.5 1.09·10−4 1.77 1.54
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Table F.3.: Model Parameters of the Competing Fermentation Models After Model
Discriminating Experiment II.
Model 2.1 2.2
Parameter Value σ Value σ Unit
µmax,S1 0.441 0.00591 0.420 0.00412 h
−1
KmS1 14.63 0.951 0.00586 0.107 mM
mS1 0.0814 0.00900 0.00135 0.0107 mM.OD
−1.h−1
YXS1 0.426 0.0162 0.339 0.0106 OD
−1.mM
µmax,S2 1.30 0.409 4.32 2.45 h
−1
KmS2 1.09 0.600 3.12 2.19 mM
YXS2 65.1 9.52 140 33.4 OD
−1.mM
pimax,S1 0.643 0.623 0.209 0.0252 mM.OD
−1.h−1
KpS1 46.0 53.8 9.93 2.67 mM
YPS1 0.638 0.0275 0.577 0.0225 mM.mM
−1
µmax,S3 5.12 2.69 19.4 263 h
−1
KmS3 6.39 3.56 1.573 0.714 µM
YXS3 91.7 4.21 16.1 6.84 OD.µM
−1
µmax,S2Int 81.1 1793 h
−1
KmS2Int 10.6 234 mM.OD
−1
CS2IntMin,rx 0.00753 0.00141 mM.OD
−1
mS2Int 21.9 6.08 OD.mM
−1.h−1
kdS2 0.00151 0.00139 −
KiP,rs2 1.84 0.498 1.30 0.364 mM
µmax,S3Int 2.63 558 7.40 47.5 h
−1
KmS3Int 0.924 197 0.949 6.34 µM.OD
−1
mS3Int 0.0815 0.0242 6.63·10
−4 0.206 h−1
CS3IntMin,rx 0.0114 0.00135 0.00669 0.00162 µM.OD
−1
kS3extra 0.114 0.221 0.978 0.293 −
KiS2,rp 2.33·10
−4 3.28·10−4 mM−1
KpS3 0.862 5.01 0.939 0.179 µM.OD
−1
CS3IntMin,rp 0.00197 0.00235 0.00790 0.00207 µM.OD
−1
kS1extra 0.265 0.0363 0.135 0.0163 −
KiP,rp 491 200 680 610 mM
pimax,S3 10.2 57.1 mM.OD
−1.h−1
CS2IntMin,rp 0.00793 0.00144 mM.OD
−1
KiP,rs1 657 414 mM
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Table F.3: Model Parameters of the Competing Fermentation Models After Model Dis-
criminating Experiment II. (continued)
Model 2.3 2.4
Parameter Value σ Value σ Unit
µmax,S1 0.428 0.00329 0.40033 0.00397 h
−1
KmS1 0.485 0.0403 0.401 0.0712 mM
mS1 0.0384 0.00920 0.114 0.0131 mM.OD
−1.h−1
YXS1 0.367 0.00119 0.367 0.00862 OD
−1.mM
µmax,S2 1.02 2.85 0.335 0.137 h
−1
KmS2 2.01 4.95 1.63 1.11 mM
YXS2 14.9 1.42 12.0 1.52 OD
−1.mM
pimax,S1 0.0986 0.00590 0.606 0.427 mM.OD
−1.h−1
KpS1 55.4 11.4 79.0 68.3 mM
YPS1 0.670 0.0274 0.932 0.0590 mM.mM
−1
µmax,S3 7.43 5.95 2.31 1.42 h
−1
KmS3 9.30 7.63 7.85 5.22 µM
YXS3 95.0 18.0 8.49 3.92 OD.µM
−1
µmax,S2Int 31.5 27.0 87.6 43.6 h
−1
mS2Int 16.6 12.3 5.43 2.71 OD.mM
−1.h−1
kdS2 0.0306 0.00349 −
KiP,rs2 0.467 0.684 25.1 7.37 mM
µmax,S3Int 12.9 133 7.06 34.4 h
−1
KmS3Int 0.282 2.90 0.563 2.80 µM.OD
−1
mS3Int 1.06·10
−6 0.320 1.95·10−5 0.0293 h−1
CS3IntMin,rx 0.00942 0.00137 0.0118 0.00223 µM.OD
−1
kS3extra 0.931 0.0425 0.785 0.0697 −
KiS2,rp 4.89·10
−4 2.10·10−4 mM−1
KpS3 0.112 0.414 0.0616 0.0272 µM.OD
−1
CS3IntMin,rp 0.00876 0.00123 µM.OD
−1
kS1extra 0.327 0.0212 0.193 0.0113 −
KiP,rp 591 122 mM
pimax,S3 15.2 55.0 0.127 0.0316 mM.OD
−1.h−1
KiP,rxs2int 4.94 3.75 mM.h− 1
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Table F.3: Model Parameters of the Competing Fermentation Models After Model Dis-
criminating Experiment II. (continued)
Model 2.5 2.3 reduced
Parameter Value σ Value σ Unit
µmax,S1 0.418 0.00371 0.417 0.00380 h
−1
KmS1 0.570 0.0466 0.00716 7.74·10
−4 mM
mS1 0.0179 0.00832 0.0348 0.00212 mM.OD
−1.h−1
YXS1 0.385 0.0148 0.344 0.0717 OD
−1.mM
µmax,S2 0.130 0.0300 1.19 13.7 h
−1
KmS2 0.0322 0.208 1.92 31.5 mM
YXS2 18.6 3.87 13.3 2.03 OD
−1.mM
pimax,S1 0.0870 0.00717 0.105 0.00833 mM.OD
−1.h−1
KpS1 55.6 17.2 55.6 3.42 mM
YPS1 0.595 0.0214 0.698 0.218 mM.mM
−1
µmax,S3 6.31 12.4 6.78 10.1 h
−1
KmS3 9.06 14.2 9.03 13.8 µM
YXS3 84.1 101 95.0 9.26 OD.µM
−1
µmax,S2Int 52.4 34.6 33.9 56.4 h
−1
mS2Int 0.0256 0.0318 mM
−1
mS2Int 16.6 18.0 OD.mM
−1.h−1
kdS2 0.00965 0.00611 0.0351 0.00796 −
KiP,rs2 1.12 7.20 0.263 1.63 mM
µmax,S3Int 14.9 144 12.7 70.9 h
−1
KmS3Int 0.220 2.19 0.330 1.85 µM.OD
−1
mS3Int 3.62·10
−5 0.262 h−1
CS3IntMin,rx 0.00914 0.00167 0.00918 2.68E-04 µM.OD
−1
kS3extra 0.822 0.703 0.936 0.0456 −
KpS3 0.187 1.45 0.118 0.274 µM.OD
−1
CS3IntMin,rp 0.00798 0.00392 0.00849 5.04·10
−4 µM.OD−1
kS1extra 0.419 0.0237 0.345 0.0283 −
KiP,rp 620 142 398 88.9 mM
pimax,S3 14.5 122 15.2 38.0 mM.OD
−1.h−1
KiP,rxs2int 0.849 0.737 5.03 6.23 mM.h− 1
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Table F.4.: Estimated Lag-Times of the First Batch Experiment (tlag,exp1), Model
Discriminating Experiment I (tlag,exp2), the Subsequent Intuitively Planned Experiment
(tlag,exp3) and of Model Discriminating Experiment II (tlag,exp4), After these Four Ex-
periments.
Model tlag,exp1[h] tlag,exp2[h] tlag,exp3[h] tlag,exp4[h]
2.1 6.71·10−4 1.00 1.03 0.801
2.2 2.76·10−4 1.56 1.39 1.31
2.3 0.241 1.67 1.96 0.908
2.4 0.00358 1.51 1.42 0.247
2.5 1.09·10−4 1.50 1.72 1.65
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G. Alternative Off-line Optimized
Production Experiments
The experiment in paragraph 5.2.6 on page 116 was designed by optimizing the expected
total volumetric productivity with an extra limitation with respect to the maximal bio-
mass concentration: the OD600 should stay below 70. Without this extra limitation,
much higher biomass concentration were expected, as shown in paragraph G.1.
Besides the total volumetric productivity, also other criteria could be of interest for
process optimization. For instance a maximal final product concentration or the absence
of problematic by-products are often of interest to facilitate the down-stream processing.
The overall yield of product on substrate can be of interest when substrate costs form
a significant part of the production costs. As another example, this overall yield is also
optimized off-line just like the total volumetric productivity. The suggested experiment
is mentioned in paragraph G.2.
G.1. Total Volumetric Productivity
The optimized process with respect to the total volumetric productivity, without the
extra limitation on the maximal optical density, is shown in figure G.1, together with
the expected results. This experiment could not be performed due to limitations with
respect to the oxygen transfer between the gas phase and the liquid phase in the used
fermentation equipment.
The expected maximal total volumetric productivity was with 14.0 mM.h−1 higher
than the expected value with the extra limitation on the biomass concentration, which
was 10.2 mM.h−1.
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(a) Suggested experiment. Feed rates of a 500
g/L glucose solution as a solid line and of a
55 mM L-isoleucine solution as a dashed line. Ini-
tial concentrations were 50 g/L glucose, 10 mM
L-isoleucine and 4.60 µM pantothenic acid. No fur-
ther feed of pantothenic acid was needed.
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(b) Expected results of the suggested experiment.
Biomass in OD600 as ×, glucose in mM as ∗ and
L-valine in mM as +.
Figure G.1.: Suggested experiment for a maximized TVP, without limitations with
respect to the biomass concentration.
G.2. Overall Yield of Product on Substrate
Optimization of the yield of product on substrate suffers from the risk of suggesting very
low final product concentrations because of the positive effect of using little substrate
for biomass production. Since this can not be a realistic optimal process, a penalty
function was introduced to prevent such very low final product concentrations. The
used optimization criterion was
ξ∗ = argmax
ξ
Pend
Sused,int
−
{
fs · (Pmin − Pend) : Pend < Pmin
0 : Pend ≧ Pmin
(G.1)
where ξ is again the description of the experiment, Pend is the final concentration of
L-valine, Sused,int is the integral concentration of substrate which was available, corrected
for changes in volume and sampling. The scaling factor fs is an arbitrarily chosen factor,
with which the impact of the penalty function can be influenced. High values will make
it more unlikely that the optimal value will be found at a lower concentration than the
minimal desired concentration Pmin.
A minimal concentration of 250 mM L-valine was used in the current example and the
factor fs was set to 0.06. Note that here, just like with the optimization with respect to
the productivity, again the criterion was calculated for each suggested measurement time-
point and the best value was chosen, resulting in possibly shorter production experiments
than the maximal allowed duration. All constraints, such as the maximal duration of
48 h, the way the feeds were described, etc. were the same as for the optimization of
the total volumetric productivity.
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G.2. Overall Yield of Product on Substrate
The suggested experiment and the corresponding expected results are shown in fig-
ure G.2.
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(a) Suggested experiment. Feed rates of a 500
g/L glucose solution as a solid line, of a 55 mM
L-isoleucine solution as a dashed line and of a
50 µM pantothenic acid solution as a dotted
line. Initial concentrations were 50 g/L glucose,
0.85 mM L-isoleucine and 7.67 µM pantothenic
acid.
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(b) Expected results of the suggested experiment.
Biomass in OD600 as a line with ×, glucose in mM
with ∗ and L-valine in mM with +. The markers
indicate sampling times.
Figure G.2.: Suggested experiment for a maximized overall yield of L-valine on glucose.
The optimized experiment would use the maximal allowed duration of 48 hours. The
expected final concentration is just above the limit of 250 mM and the glucose would
be just depleted at this point. A maximal overall yield of 49% molmol or 32%
g
g .
This would be more than 10% increase, compared to the maximal yield of about
29% gg , which was reached in model discriminating experiment II. This 29% was however
already at least as high as the yield mentioned for the industrial production of L-valine
by a Brevibacterium mentioned in Drauz et al. (2003) and it remains to be tested if the
increased yield can be achieved. The maximal momentary yields which were achieved
so far, were reached in model discriminating experiment II in a period without biomass
growth and the data are shown in figure 5.15(b) on page 114. These results are of
course rather inaccurate since they are only based on the differences between subsequent
(splined) measured values of both L-valine and glucose. This also explains the partly
strong fluctuations. The achieved momentary yields do however correspond well to
the molecular yield of 67% which was reported for production of L-valine from glucose
by non-growing cells of Brevibacterium by Terasawa et al. (1990). Also the suggested
maximal overall yield of 49% molmol seems to correspond reasonably to these results. This
value is of course lower due to the fact that some glucose also has been used for biomass
growth.
175
G. Alternative Off-line Optimized Production Experiments
176
Summary
Fast development of production processes is crucial for successful industrial use of
biotechnology in order to keep development costs low and time-to-market short. On
the other hand, it can also be very important to optimize the process to keep production
costs low. The use of mathematical models can be very helpful for faster process devel-
opment and for optimization and control of the final process. Furthermore, especially
when the models have a mechanistic meaning, they can provide useful information for
further strain development. The development of the model itself is often difficult and
time-consuming.
A framework for modeling and optimization was written in the Matlab environment.
The system allows the use and simulation of dynamic multivariable experiments. Models
can be fitted to the experimental data and the accuracy of the parameter estimates can
be regarded. Also the accuracy of the model fit can be addressed and the different
models can be compared. Importantly, the programs also provide options for the design
of informative experiments. These can be either experiments for discrimination among
rival models, for improvement of the parameter estimation or for improvement of the
production process with respect to, for example, the overall volumetric productivity.
Constraints can be provided on the designed experiments. The constraints which were
used in this work, included limits on the allowed feedrates and initial conditions as well
as limits on the expected concentrations and suspension volume throughout the designed
experiment.
A general sequential experimental design procedure was presented where first model
discriminating experiments are suggested until one model structure would be chosen. If
necessary, subsequent experiments can then be designed for improvement of the para-
meter estimation.
For the design of experiments for parameter estimation, a D-optimal design criterion
was implemented.
Four different model discriminating design criteria were adapted from criteria found
in literature, for the use with dynamic multivariable experiments. Three of them (BH,
BF and CA) regarded the model variance and one (HR) not. A fifth criterion (ND)
was developed, based on the criterion without variance. The five criteria were used and
compared in a simulative study with two examples. The system entropy criterion (BH)
lead to more insecure results. Problems were encountered in the use of the CA criterion
for discrimination between partly poorly estimable fermentation models. The positive
influence of the use of a model variance was not clear in the current examples, but the
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model variance accounted for about 90% of the calculation time. With larger models
and longer experiments, this is bound to get even more. The ND criterion performed
slightly better than the HR criterion in one of the simple examples.
The system for modeling and experimental design was used for process development
of L-valine production by a genetically modified C. glutamicum. With four experiments,
a model was developed and selected. Both the BH and the ND criterion were used for
the design of these experiments.
The selected model was used for calculation of optimal feed trajectories for opti-
mization of the total volumetric productivity of the valine production process. This
process was performed without further control strategies, leading to the production of
6.2 mM.h−1 L-valine in a fermentation of 30 h, an 11% increase compared to the best
prior experiments.
The model was shown to predict especially the glucose uptake rate very satisfactory
in the optimized experiment, i.e. in the region of interest. Also some discrepancies
between the model predictions and the actual experimental results were identified, pro-
viding indications for model improvement. These discrepancies are caused by the strong
extrapolation of the model outside the conditions which were used before. Therefore,
the use of optimized feed trajectories is also recommended during model development.
Furthermore, interesting information on the used biological system under process rel-
evant conditions was gathered, providing important indications for further research and
possibly also strain improvement.
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Zusammenfassung
Es ist wichtig, die Entwicklungszeit von industriellen Bioprozessen zu verkrzen, um somit
die Entwicklungskosten niedrig und ’time-to-market’ kurz zu halten. Anderseits ist es
auch sehr wichtig, die Prozesse zu optimieren, um die Produktionskosten niedrig zu hal-
ten. Mathematische Modellierung ist ein wichtiges Werkzeug fu¨r die schnelle Prozess-
entwicklung und fu¨r die Prozessoptimierung. Vor allem mechanistische Modelle ko¨nnen
dabei auch noch viele wichtige Informationen fu¨r die weitere Stammentwicklung liefern.
Die Entwicklung der Modelle kann aber schwierig und Zeitaufwa¨ndig sein.
Ein System fu¨r die Modellierung und Optimierung dynamischer Experimente mit
mehreren Zustandsvariablen ist in der Matlab Umgebung entwickelt worden. In diesem
System ko¨nnen die Modelle an experimentelle Daten angepasst werden, und die Para-
metergenauigkeit kann betrachtet werden. Daru¨berhinaus kann auch die Genauigkeit der
Modellanpassung gepru¨ft werden und Modelle ko¨nnen miteinander verglichen werden.
Wichtig ist auch die Mo¨glichkeit der gezielten Planung von Versuchen. Diese ko¨nnen
entweder zur Modelldiskriminierung, Parameterscha¨tzung oder Prozessoptimierung be-
nutzt werden. Zur Prozessoptimierung kann zum Beispiel die erwartete totale volu-
metrische Produktivita¨t maximiert werden. Weiter ko¨nnen Randbedingungen angegeben
werden, sowie maximale und minimale Anfangskonzentrationen und Zufu¨tterraten.
Neben diesen direkten Grenzen der erlaubten Optimierungsparameter sind auch Gren-
zen fu¨r die erwarteten Substratkonzentrationen und das Volumen wa¨hrend des ganzen
Versuches implementiert worden.
Ein Verfahren zur sequentiellen Versuchsplanung ist vorgestellt worden. Hierbei wer-
den zuerst modelldiskriminierende Experimente vorgeschlagen, bis eine Modellstruktur
selektiert worden ist. Danach ko¨nnen, wenn no¨tig, weitere Versuche zur Verbesserung
der Parametergenauigkeit geplant werden.
Das D-optimale Kriterium ist fu¨r die Versuchsplanung zur Parameterscha¨tzung im-
plementiert worden.
Vier Kriterien zur modelldiskriminierenden Versuchsplanung sind fu¨r dynamische mul-
tivariable Experimente angepasst und implementiert worden. Drei dieser Kriterien (BH,
BF, CA) enthalten die Modellvarianz. Das HR Kriterium benutzt die Modellvarianz
nicht. Basierend auf diesem HR Kriterium ist ein weiteres Kriterium (ND) ohne Modell-
varianz entwickelt worden, was sich speziell fu¨r dynamische Experimente eignen soll. Die
fu¨nf Kriterien sind in einer simulativen Studie mit zwei Beispielen miteinander verglichen
worden. Das BH Kriterium, das als einziges das Konzept der Systementropie benutzt,
hat zu unsichereren Ergebnissen gefu¨hrt. Das CA Kriterium hat in einem der Beispiele
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nicht gut funktioniert. Die Modellvarianz hat nicht eindeutig zu besserer Versuchs-
planung gefu¨hrt. Außerdem brauchten die Kriterien mit der Modellvarianz zehnfach
mehr Rechenzeit als die Kriterien ohne Modellvarianz und dieser Unterschied wird noch
gro¨ßer bei gro¨ßeren Modellen und la¨ngeren Experimenten. In einem Beispiel hat das
neue ND Kriterium zu etwas bessere Ergebnisse als das HR Kriterium gefu¨hrt.
Das System zur Modellierung und Versuchsplanung ist fu¨r die Prozessentwicklung
eines L-Valin-Produktionsprozesses mit einem genetisch modifizierten C. glutamicum
eingesetzt worden. Nach vier Experimenten ist ein makrokinetisches Modell entwickelt
und selektiert worden. Sowohl das BH Kriterium als auch das ND Kriterium sind hierbei
verwendet worden.
Anhand dieses Modells ist ein fed-batch Experiment zur Maximierung der totalen
volumetrischen Produktivita¨t geplant worden. Die Durchfu¨hrung dieses Prozesses ergab
eine Produktion von 6.2 mMh−1 L-Valin in einer Fermentationdauer von 30 Stunden,
was eine 11-prozentige Erho¨hung im Vergleich zu vorherigen Experimenten darstellt.
Das Modell hat vor allem die Glukoseverbrauchsrate des optimierten Experimentes
sehr gut vorhergesagt. Es sind aber auch Unterschiede zwischen den erwarteten und den
experimentellen Ergebnissen identifiziert worden, die fu¨r eine Verbesserung des Modells
benutzt werden ko¨nnen. Die Unterschiede werden durch eine starke Extrapolation außer-
halb der bisher benutzten Verha¨ltnisse verursacht. Es wird darum sehr empfohlen, auch
wa¨hrend der Modellentwicklung schon Versuche zur Prozessoptimierung durchzufu¨hren.
Weiterhin sind in den fu¨nf Versuchen auch viele prozessrelevante Informationen gesam-
melt worden, die fu¨r ein besseres biologisches Versta¨ndnis und mo¨glicherweise fu¨r weitere
Stammentwicklung nu¨tzlich sind.
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