We study the static assignment to M parallel, exponential, heterogeneous servers. Blocked customers are lost, while the objective is to minimize the average number of blocked customers. The problem is formulated as a stochastic control problem with partial observation, and an equivalent full observation problem is formulated. Numerical experiments are conducted and the structure of the optimal policies is studied.
Introduction
In this paper we study the following assignment problem. Customers arrive to the system according to an arrival process with i.i.d. interarrival times, having distribution function G. Upon arrival each customer is routed to one of the M servers. If there is still a customer present at the server where the customer is routed to then the newly arriving customer is lost. All service times are exponentially distributed, with rate µ m for server m, 1 ≤ m ≤ M . The routing of new customers is static, i.e., it is not allowed to use current state information such as the availability of the servers. Our objective is to find the assignment policy that minimizes the average number of lost customers.
In Section 2 we formulate our problem as a stochastic control model with partial observations. The standard approach to this type of control problem is formulating an equivalent full observation model and solving that using one of the standard methods such as value iteration. (See Sections 6.4, 6.6 and 6.7 of Kumar & Varaiya [6] for general results.) In general this leads to problems which have state spaces that are too big to allow for numerical solution methods. For the current model we prove that a simpler representation as full observation problem exists, that be solved numerically for small M . This model has a M -dimensional state space, with as mth component the number of assignments ago that a customer was last sent to server m.
In Section 3 we analyze this full observation model analytically. Among other things we prove the periodicity of the optimal policies and the optimality of round robin in the case of symmetric servers. Finally in Section 4 we report on the numerical experiments. Because the full observation problem has a countable state space, we solve finite state upper and lower bound models. For state spaces sufficiently large the upper and lower bounds give the same solution for all models that we consider, proving that these solutions are optimal for the original problems. We compare the optimal policies with other policies such as Bernoulli policies and myopic policies.
The contribution of this paper is twofold. Usually the numerical solution of partially observed control models is prohibited by the size of the state space of the equivalent full information model. The current model shows that this problem can be avoided for the current model by identifying, in the equivalent full observation model, the set of states that can actually occur. Besides this aspect, related to partial observation models, this paper adds to the literature on routing models. Several variants of our model have already been studied extensively. If the assignment is allowed to be dynamic, i.e., current state information can be used, then it is not difficult to show (using inductive arguments) that sending to the fastest available server is optimal (Koole [4] , Section 1.3). The model with static assignment but with buffers at each of the servers has been studied in Combé & Boxma [1] and Hordijk et al. [3] . In [3] arguments based on partial observation are used as well, but an algorithm that does not guarantee optimality is used. A slotted version of the current model (i.e., with constant interarrival times) is the subject of Rosberg & Towsley [9] . They consider a heuristic assignment policy, based on the golden ratio, and prove asymptotic results for it.
The model and its equivalent full observation problem
In Koole [5] a new line of proof is developed for showing the equivalence between partial observation models and their full observation counterparts. Here we apply this method to the current assignment model. We start by formulating the system as a discrete time control problem. As we consider static routing in this paper, the control is not allowed to depend on the current state. For solving this partial information model directly there are no methods available. Therefore we formulate a second model, on a different state space, where the control is allowed to depend on the actual state. For the current routing problem this full information model has a special form, which allows it to be solved numerically. The main result of this section is the equivalence between the two models.
Let us now formulate the (partial information) model. As decision points we take the consecutive arrival times. The control problem is defined by (X , A, p, c), with:
• X = {0, 1} M the state space. For x = (x 1 , . . . , x M ) ∈ X x m = 1 (0) indicates that there is a (no) customer at server m just before the next decision; • A = {1, . . . , M } the set of possible assignments or actions, action a corresponding to sending the customer to server a; • p(x, a, x ) the transition probability of going from x to x if action a is used. The actual value of p does not matter: as we shall see in the proof of Theorem 2.2 only transition probabilities for the state components are important (see also Remark 2.1 below). These marginal transition probabilities p m are defined as follows. Let S be a r.v. with distribution G, and denote with E(µ) an exponentially distributed r.v. with parameter µ. Define q m = IP(S < E(µ m )), i.e., q m is the probability that the customer at server m did not leave during an interarrival period. Now we have • c(x, a) the direct costs, thus c(x, a) = 1 (0) if x a = 1 (0). The system is to be controlled from 1 to ∞. In general a policy or control law φ is a set of decision rules φ 1 , φ 2 , . . ., with φ t : H t → A, with H t = (X × A) t−1 × X . Here we restrict to policies such that φ t : A t−1 → A, meaning that no state information is used. Denote the set of these assignment policies by Φ. Note that this choice of Φ makes the control problem a partial observation problem.
Define, for a fixed policy φ, the r.v.'s X t and A t as follows (sometimes we write X t (φ), etc., to denote the dependence on the policy). Assume that the system is initially in the empty state {0, . . . , 0}, which defines the initial distribution X 1 .
For each realization h t = (x 1 , a 1 , . . . , x t−1 , a t−1 , x t ) ∈ H t of (X 1 , A 1 , . . . , X t ) = H t , A t is given by a t = φ t (h t ), then, given H t = h t , X t+1 has the value x with probability p(x t , a t , x). For obvious reasons h t is called the history of the system at t. We write h for h ∞ . Now define C(φ) = lim sup T →∞
1
T E T t=1 c(X t , A t ), the average expected costs under φ. The problem is to find a policy φ * (if one exists) such that C(φ * ) = min{ C(φ) | φ ∈ Φ }. Note that the average costs under a policy φ are equal to the average probability that a customer is blocked. If we are interested in the average number of blocked customers, then we should multiply C(φ) by the average number of arrivals per time unit, equal to (IES) −1 .
Remark 2.1 It is tempting to state that p(x, a, x ) = M m=1 p m (x m , a, x m ). This holds only true for S a.s. constant, because {E(µ 1 ) ≤ S} and {E(µ 2 ) ≤ S} are dependent events in all other cases. As we shall see in the proof of Theorem 2.2 however it is only p m that matters, and thus we might as well assume that p has the above form. Now we define the full observation problem (X ,Ã,p,c) as follows (all variables related to it are indicated by˜):
M is the state space. Forx = (x 1 , . . . ,x M ) ∈ Xx m = k denotes that k arrivals ago a customer was assigned to server m; •Ã = {1, . . . , M } is the set of possible assignments or actions in each state, actionã corresponding to sending the customer to serverã; •p(x,ã,x ) is the transition probability of going fromx tox if actionã is used.
p(x,ã,x ) = 1 ifx ã = 1 andx m =x m + 1 for all m =ã; 0 otherwise;
•c, the direct costs, are equal toc(x,ã) = qxã a , the probability that the currently arriving customer is blocked. The class of allowable policiesΦ consists of all policiesφ with decision rulesφ t :H t →Ã, wherẽ H t = (X ×Ã) t−1 ×X . Thus the control is allowed to depend on current and past states and actions.
Furthermore assume thatX 1 = (∞, . . . , ∞) a.s. It is now time to look at the relation between the two models.
Theorem 2.2
The partial observation problem (X , A, p, c) with allowable policies Φ and the full observation problem (X ,Ã,p,c) are equivalent in the sense that: i) Optimal policies exist for both models;
ii) The expected average costs of the optimal policies are equal; iii) The optimal policy for the partial observation model consists of the consecutive assignments done by the optimal policy of the full observation model.
Proof
The structure of the proof is as follows. After some preliminary work we define a function Γ : Φ →Φ, and we show that C(φ) =C(Γ(φ)) for all φ ∈ Φ. Then we define an equivalence relation onΦ, for which we show that policies in the same equivalence class have the same costs, and that each class has a "representative" which is the image of a policy in Φ. This shows that if an optimal policy exists for the full observation problem, then there is an optimal policy for the original problem with the same value. How this policy looks like follows directly from the proof. So far we follow the method of [5] , Section 2. Finally we show the existence of an optimal policy for the full observation problem using a condition from Ross [10] .
Thus let us first consider the structure of an arbitrary policy φ. Define the string of actions a 1 , a 2 , . . . as follows: a 2 ), etc. Note that these are the actions that are actually chosen, thus the history h = (a 1 , a 2 , . . .) occurs a.s. Now we define the function Γ : Φ →Φ as follows:φ = Γ(φ) is given byφ t (h t ) = a t for allh t . Thusφ uses at t for each history the action that is taken a.s. by φ. Note that also under an arbitraryφ a single history occurs a.s., as the transition probabilities are either 1 or 0. Consider for some φ andφ = Γ(φ) the histories h andh that occur a.s. It is readily verified that (x t ) m = t − max s {a s = m} if such an s exists, ∞ otherwise. Therefore from the definition of p m we see that IP(x m = 1) = q (xt)m m , and thus IEc(X t , a) = q (xt)a a = IEc(X t , a), and finally C(φ) =C(Γ(φ)). Define an equivalence relation ∼ onΦ as follows:φ ∼φ ifφ t (h t ) =φ t (h t ) forh t the history that occurs a.s., and for all t. It is easily verified that this is indeed an equivalence relation. It follows directly thatC(φ) =C(φ ). The policyφ such thatφ t is constant for each t is the representative of its class.
Finally we prove the existence of an optimal policy for the full observation problem. According to Theorem 2.2 of Ch. 5 of [10] , it suffices to show that |Ṽ α (x) −Ṽ α (z)| is uniformly bounded in α andx, for some z, whereṼ α (x) are the minimal α-discounted costs. Recall that a policy (for a given initial state) is equivalent to an assignment sequence. Note that when the same assignment sequence is used for two different initial states, then the α-discounted difference cannot be bigger than M , as 0 ≤ α t ≤ 1 for all t and 0 ≤c(x,ã) ≤ 1 for allx andã, and because differences in costs for an action can only occur the first time that that action occurs in the assignment sequence.
Fix α andx, and letφ z be the α-optimal assignment sequence for initial state z. WriteṼ α (φ z ,x) for the value of the same assignments done for initial statex. Theñ
The same argument applies toṼ α (z) −Ṽ α (x).
Now that we have proven the equivalence we use both models without making a difference. Therefore we drop the˜from the notation. Remark 2.3 For each well-formulated partial observation model there exists an equivalent full observation problem (e.g., see [6] , Ch. 6). However, in general its state space consists of all probability distributions on the original state space X . Compared to that we were able in Theorem 2.2 to reduce the complexity of the state space considerably, from a subset of [0, 1] 2 M −1 to IN M . In Section 4 we will see that Theorem 2.2 even allows us to compute optimal policies. The equivalence also shows us that optimal policies for partial observation models do not randomize. Therefore we only considered deterministic policies.
Structure of the optimal policy
The equivalence in the previous section is mainly developed for numerical purposes: in the next section we will compute optimal policies with it. However, it can also be used to prove structural results, such as the optimality of the round-robin policy if µ 1 = · · · = µ M . This type of result is the subject of this section. We start by showing that every server is used infinitely often. Theorem 3.1 Each optimal assignment sequence φ = (a 1 , a 2 , . . .), a t ∈ {1, . . . , M }, has the following property: sup t {a t = a} = ∞ for all a ∈ {1, . . . , M }.
Proof Suppose that for some a there is a K such that max t {a t = a} < K. Then φ = (a 1 , a 2 , . . .) = (a K , a K+1 , . . .) is also optimal; note that from K on the total difference in costs between φ and φ is limited by M (as in the proof of Theorem 2.2). Thus there exists an optimal policy φ (with average costs C(φ ) > 0) that does not assign to server a. Now take s such that q s a < C(φ ), and construct φ = (b 1 , b 2 , . . .) as follows:
Proof Due to Theorem 3.1 the assignment 12 occurs infinitely often. At the first decision epoch after the occurrence of 12 the full observation model state is equal to (2, 1). As the state will be equal after the next 12, the assignments between two consecutive 12's will be equal too. To avoid 12 from occurring in this string it must be of the form 2 · · · 21 · · · 1, possibly with 0 1's or 2's. By considering two consecutive strings we see that the assignment sequence repeats indefinitely the string 1 · · · 12 · · · 2, with k 1 ≥ 1 1's and k 2 ≥ 1 2's. The average costs of this policy are equal to (q
. If k 1 ≥ 2 and k 2 ≥ 2 then interchanging the first and last assignment gives 21 · · · 12 · · · 21, with costs (q 2 2 +q 2 1 +(k 1 −2)q 1 +q
, which is smaller than the expression above, because q n 1 and q n 2 are convex in n. But the string 21 · · · 12 · · · 21 can be rewritten as 1 · · · 12 · · · 212, and thus the assignments between two consecutive 12's are not equal. Therefore the optimal policy repeats either 12 · · · 2 or 1 · · · 12. Given that the total length is k, the average costs are
, respectively. From q 2 < q 1 it follows that the first is smaller (because q k − (k − 2 + q)q is decreasing in q if 0 < q < 1).
Let φ = (a 1 , a 2 , . . .) be an optimal assignment sequence of Theorem 3.2 with length k. Then φ can also be defined by the function a n = (n + 1)/k − n/k + 1. This type of assignment sequence (with k not necessary integer) is the subject of Hajek [2] , where a routing model to two queues with infinite waiting room is considered. For k non-integer sequences that repeat for example 12122 can also occur (here we took k = 5 2 ); in our model they are only optimal if both 12 and 122 are optimal, thus if in state (2, 1) action 1 and 2 are both optimal. (The additional +1 in our formula comes from the fact that we have a 12-valued sequence, while [2] considers 01-sequences.)
Another interesting case is when two or more of the service rates are equal. We show that it is optimal to assign to these servers in a cyclic manner. Thus assume that there is a set of indices I ⊂ {1, . . . , M } (|I| = I > 1) and µ > 0 such that µ i = µ for all i ∈ I. We say that an assignment sequence is cyclic on I if there is some permutation Π of I such that the subsequence consisting of all assignments to servers in I repeats Π(1) · · · Π(I) indefinitely.
Theorem 3.3
Assume that µ i is constant on some set of indices I. Then there exists an optimal policy φ such that φ is cyclic on I.
Proof Let φ I = (a 1 , a 2 , . . .) be the subsequence of φ containing all assignments to servers in I, and let n be the first non-cyclical assignment (with a n = i). Thus either n ≤ I and a k = a n for some k < n, or n > I and a n = a n−I . We construct a new policy φ I with lower total costs by interchanging i with another action j from n on. If n ≤ I then choose j arbitrary from I \ {a 1 , . . . , a n−1 }, if n > I then we take j = a n−I .
Define k i = max{k < n | a k = i} and k j = min{k > n | a k = j} (we take k j = ∞ if j does not occur after n). Let g 1 (g 2 ) be the number of assignments in φ other than to I between assignment k 1 and n (n and k 2 ) in φ I . Consider first the case n ≤ I. Note that for the first assignment to a server the costs are 0. The costs at n and k j go from q
(with q I = q i for i ∈ I), the costs at other epochs remain unchanged. From k i < n < k j it follows that the costs decrease. For the case that n > I the costs go from q
, which decreases the costs because n − k i < I, k j − k i < k j − n + I and because q k I is a convex function of k. Here g 0 is defined as g 1 but for assignments between n − I and k 1 . Note also that in both cases the costs at n decrease. Therefore the average costs from 1 to t under φ I are lower for any t, and thus the same holds for its lim sup, the long-run average costs. Repeating this argument gives the optimality of cyclic routing.
Generalizations to non-exponential service times are possible, but fall outside the scope of this paper. The following corollary is immediate. This policy is well-known to be optimal in the situation with waiting room at the queues (see e.g. Liu & Towsley [7] ).
For more than two queues and all service rates different we have no results on the structure of the optimal policy. However, we can show that the optimal policy is periodic. A policy φ = (a 1 , a 2 , . . .) is called periodic if there are T and k such that a t = a t+k for all t ≥ T . We call k the length of the period.
Theorem 3.5 For each model there exists an optimal periodic assignment sequence.
Proof Consider a policy φ and a certain server a. Let d 1 , d 2 , . . . be the lengths of the consecutive intervals between two assignments to server a. Assume that sup i d i = ∞. We construct an assignment policy φ with similarly defined distances d 1 , d 2 , . . ., for which sup i d i < ∞ and C(φ ) ≤ C(φ).
Consider for φ M + 1 consecutive assignments. At least one server occurs twice: the costs for the second assignment (which is one of the last M ) is at least (min m q m ) M . Take n such that 2q n a < (min m q m ) M . Consider for the assignment sequence φ a d i for which d i ≥ 2n + M . Choose from the middle M assignments an assignment (say to a ) for which the costs are at least (min m q m ) M . Due to the argument above at least one such assignment exists. Replace this assignment by a. The decrease in costs are larger than (min m q m ) M − 2q n a > 0, as the costs for the next assignment to a decrease as well. Repeating this gives a policy φ for which sup i d i < 2n + M , and for which the total costs are smaller, and thus C(φ ) ≤ C(φ). If φ is optimal, then so is φ , with sup i d i < ∞.
For the full information model this result means that there exists an optimal policy that only uses states x in the full information model for which x a ≤ 2n + M . Repeating this for all servers shows that there is an optimal policy that only visits a finite number of states. Thus there are one or more states that are visited infinitely often. Because the optimal policy can be chosen to be stationary and because the state transitions are deterministic the policy repeats the same sequence infinitely often.
Numerical experiments
In this section we report on the numerical experiments. Theorem 3.5 shows us that the state space to be considered is finite. However, the bounds are so big that numerical solution is still impossible; therefore we consider another method for restricting the size of the state space. This concerns upper and lower bound models, which already give equal optimal policies for reasonable state space sizes.
Upper and lower bounds We define, for some integer B, the upper and lower bound models (X u , A u , p u , c u ) and (X l , A l , p l , c l ) as follows: the state and action spaces and the transition are equal to those of the full observation problem (X ,Ã,p,c), but the costs are given by:
As the same policies are allowable under all three models and c l (x, a) ≤c(x, a) ≤ c u (x, a) for all (x, a), it is clear that it concerns indeed upper and lower bound models, and that if some policy is optimal for the upper and the lower bound, both having the same costs, then this policy is optimal as well for the original problem. We change the upper and lower bound model as follows. Using for example dynamic programming we can show that the value in states such as x and x + e m (with e m the mth unit vector) is equal if x m ≥ B. Therefore we can restrict X u and X l to {1, . . . , B} M without changing optimal policies and values, by changing p such that a state component that arrives at B rests at B unless a customer is assigned to the corresponding server. The rest of this section is devoted to the numerical results.
Value iteration
The results presented below are computed using value iteration. The current problem (i.e., the upper and lower bounds) has an interesting structure: it can be shown to be weakly communicating (Puterman [8] , p. 348). The set of states that is accessible from any other state consists of all states such that one of the components is equal to 1, and no two components are equal (unless they are equal to B). It is easy to construct an assignment sequence that leads us into such a state in a finite number of steps. All other states are transient. Then, as stated in [8] , p. 483, value iteration converges, given that the problem is aperiodic. This is not the case, for example a policy that repeats 12 with states (1, 2) and (2, 1) has period 2. Therefore we apply the standard aperiodicity transformation (described in [8] , p. 371) to make the system aperiodic.
The numerical results presented here are mainly for M = 3. We start with interarrival times that are exponential (with parameter λ). The state space bound B is chosen such that the upper and lower bounds are equal, giving the optimal policy for the original countable state model. For most models if was sufficient to take B = 5 or 10, but sometimes, when the optimal sequence was found to be long, we had to take B ≈ 20. Note that for exponential interarrival times q m = λ/(λ + µ m ). We compare the optimal policies with myopic and Bernoulli policies. We introduce these first.
Myopic policies A policy is called myopic if it takes in every state the action that minimizes the direct costs. Thus for the current model the myopic policy is individually optimal, it minimizes for each arrival individually its blocking probability. The socially optimal policy, which is by definition the average optimal policy, has also to take into account the effect of an assignment on customers that arrive later. This results in sending more customers to the faster queues. We see this effect in Table 1 below.
Bernoulli policies A Bernoulli policy is a policy that assigns each customer to the servers using the same probability distribution. The class of Bernoulli policies is not a subclass ofΦ, as we did not allow for randomization. However, in Remark 2.3 we argued that there exists an optimal deterministic policy, and therefore a Bernoulli policy cannot perform better than the optimal assignment policy for the classΦ.
Let us try to find the optimal Bernoulli policy for M = 2 and exponential interarrival times. A single server with arrival rate λ and service rate µ has a stationary blocking probability equal to λ/(λ + µ). If f is the fraction of arrivals that is assigned to server 1, then it follows that the average costs are equal to
Standard calculations (using Maple) showed that the minimum is attained at f = µ 1 /(µ 1 + µ 2 ), with value λ/(λ + µ 1 + µ 2 ). We see that for M = 2 the optimal Bernoulli policy performs as a single server with parameters λ and µ 1 + µ 2 . Repetition of this argument shows that for M arbitrary the optimal Bernoulli policy assigns a fraction µ m / i µ i to server m. This policy has value λ/(λ+ i µ i ), the blocking probability of a single server with service rate i µ i . This leads to the surprising result that the optimal assignment policy from the set Φ, for arbitrary M , performs better than a system with one server having the joint service capacity.
Two servers For two servers we naturally find the structure proven in the previous section. For example, for λ = 1, µ 1 = 1 and µ 2 = 5 the optimal policy repeats 1222 with costs 0.105903, the myopic policy repeats 122 with costs 0.106481, and the optimal Bernoulli policy, which sends 1 out of 6 customers to server 1, has value 0.142857. This and other experiments show that the myopic policy performs close to optimal, while the optimal Bernoulli policy performs much worse.
Three servers In Table 1 Constant interarrival times Finally we compute the optimal policy for constant interarrival times. It is easily seen that in this case q m = exp(−µ m IES), which is the probability of 0 events of a Poisson process with rate µ m S, where S is the length of the constant interarrival time. The optimal sequences and policies can be found in Table 2 . The impact of the change of interarrival time distribution is remarkable, we see that in all cases the value is lower for constant interarrival times. This is not surprising: it is easy to show that IP(s < E(µ)) < IP(E(1/s) < E(µ)), and thus for the same policy the costs are lower at each epoch under constant interarrival times, while the expected interarrival times are equal. Table 2 . Results for constant and exponential interarrival times.
More than three servers We did not do computations for more than three servers. Theoretically this is well possible, but run times grow fast. Indeed, per iteration a new value has to be computed for each state. Because the number of states is equal to B M , the computation time per iteration is exponential in the number of servers. As the number of iterations tend to increase with the size of the state space, we conclude the same for the total run time. For moderate B a value of M = 5 should be possible. Our experience is that convergence is slow for long cycle lengths.
