This paper looks at an approach that uses symmetric properties of the basis function to remove redundancies in the calculation of the discrete Fourier transform (DFT). We develop an algorithm, called the quick Fourier transform (QFT), that reduces the number of oating point operations necessary to compute the DFT by a factor of two or four over direct methods or Goertzel's method for prime lengths. Buy further application of the idea to the calculation of a DFT of length-2 M , we construct a new O(N log N) algorithm, with computational complexities comparable to the Cooley-Tukey algorithm. We show the power-of-two QFT can be implemented in terms of discrete sine and cosine transforms. The algorithm can be easily modi ed to compute the DFT with only a subset of either input or output points, and reduces by nearly half the number of operations when the data are real.
List of
and, because of the characteristics of the basis functions, has enormous capacity for improvement of its arithmetic e ciency. The classical Cooley-Tukey FFT and prime factor FFT 1] exploit the periodic properties of the cosine and sine functions to remove redundancies. In this paper, we use the symmetric properties of these functions to derive an e cient algorithm. This approach has long been recognized 2, 3, 4], but has not been developed in a systematic way in the open literature. Kohne in his paper 4] named a similar approach the quick Fourier transform (QFT). We rst develop a basic QFT algorithm for arbitrary data lengths, emphasizing prime lengths where traditional FFTs do not work. Compared with Goertzel's method or other direct methods, the QFT will reduce the number of oating point operations necessary to compute the DFT by a factor of two or four. Indeed, it seems to be the best general O(N 2 ) algorithm available for prime lengths. This claim excludes length dependent meta-algorithms like Rader's cyclic convolution method 5] which must be derived for each prime length individually. Next we apply the same idea to the DFT of length-2 M to develop a new O(N log N ) algorithm. This algorithm has an interesting structure related to that of the DCT and DST, and it is well suited for the DFTs of real data.
Most standard FFT algorithms assume that the length of the input and output sequences are equal. In practice this is often not the case. We will show that the QFT algorithm can be easily modi ed to compute the DFT with only a subset either of input or output points. Compared with existing pruning methods 6], it signi cantly reduce the number of operations when the data are real.
The Basic QFT for Arbitrary Length Data
We now use the respective even and odd symmetries of the cosine function and the sine function. The kernel of the DFT or the basis functions of the expansion is given by e ?j2 nk=N = cos(2 nk=N ) ? j sin(2 nk=N ) (2) which has an even real part and odd imaginary part. If the complex data x(n) is decomposed into its real and imaginary parts, and those parts further decomposed into their even symmetric and odd symmetric parts, we have
where the even part of the real part of x(n) is given by u e (n) = u(n) + u(N ? n)]=2 (4) and the odd part of the real part is
with corresponding de nitions of v e (n) and v o (n). Using (3) with a simpler notation with nk = 2 nk=N , the DFT of (1) becomes
The sum over an integral number of periods of an odd function is zero and the sum of an even function over half of the period is one half the sum over the whole period. This causes (6) to become
for k = 0; 1; 2; ; N ? 1. The evaluation of the DFT using equation (7) requires half as many real multiplications and half as many real additions as evaluating it using (1) or (6) . We have exploited the symmetries of the sine and cosine functions of the time index n. This savings is independent of whether the length is composite or not. Another view of this formulation is that we have used the property of associatively of multiplication and addition. In other words, rather than multiply two data points by the same value of a sine or cosine then add the results, one should add the data points rst then multiply the sum by the sine or cosine which requires one rather than two multiplications.
Next we take advantage of the symmetries of the sine and cosine as functions of the frequency index k. Using these symmetries on (7) ) algorithms, the QFT seems to be the most e cient for an arbitrary length N . We can also see that using the algorithm on real data requires half the number of operations and that savings for pruning depend on which outputs or inputs are pruned. 3 The QFT for Length-2
M Data
The basic QFT does not depend on any characteristic of the data. However, if the length of the data sequence is even, it is possible to repeat some of the operations used for the basic algorithm above. Indeed, if the length is 2 M , a recursive formulation can be developed much as can be done for the Cooley-Tukey FFT. A very interesting consequence of this approach is the appearance of the discrete cosine and discrete sine transforms in the formulation. (11) Note that in the de nitions of DCT and DST, the normalizing factors are omitted for simplicity. Comparing to the de nitions by Wang 8, 9] , one sees that we are using the types DCT-I and DST-I respectively. We will use the following symmetric relations of sine and cosine functions:
By de ning a length-(N=2 + 1) sequence x e (n), which is two times the even part of x(n), as x e (n) = x(n) + x(N ? n); n = 1; ; N=2 ? 1;
with x e (0) = x(0); x e (N=2) = x(N=2) (
and de ning a length-(N=2 ? 1) vector x o (n), which is two times the odd part of x(n), as
x o (n) = x(n) ? x(N ? n); n = 1; ; N=2 ? 1;
we can decompose a length-N DFT into a length-(N=2 + 1) DCT and a 
The ow diagram, for N = 16, is shown in Figure 1 . Notice the star-like structure in the diagram.
Recursive Decomposition of DCT
At this point we could use any fast DCT and DST algorithms but we will develop our own using a consistent approach. We now further decompose the DCT of a length-(N + 1) sequence x(n). Obviously, the following symmetry relations hold: 
and de ne two length-(N=2 + 1) sequences x e (n) andx o (n): 
These relationships were symbolically derived from the QFT recursive equations using the rsolve() function in Maple V. Table 2 
Mixed radix QFT
If the transform length is N = p 2 m , where p is a prime, then the QFT may be used in a limited mixed radix form by combining a recursive radix-2 QFT terminated by a prime length QFT. This means that the radix-2 recursion stops with a half-length DCT or DST of N = p=2. This makes the nal transform on an even half-length rather than an odd half-length as is the case of the radix-2 QFT. This turns out to be of some advantage as the interleaved output butter ies for the DST do not require the addition of the untransformed point from the input star butter y (see Figure 3) . This mixed radix form of the QFT is apparently equivalent to Kohne's original QFT 4] for the limited case of N = p 64. It is an unfortunate consequence of the nature of the QFT that no way apparently exists formulate an e cient radix-q QFT for q > 2. This is due to the fact that the even-odd symmetries are always 2-fold. 4 The QFT of a Subset of Input Data For inverse DFT applications, output pruning of the QFT is also possible. If only K output points are desired, then only K/2 points are needed from the DST or DCT modules at the highest level. This is diminished by a factor of two for each recursion level due the merge output structure. Thus output pruning is very e cient in eliminating additions, and is practically about as e cient as input pruning which eliminates both additions and multiplications. For real data, the number of operations necessary to compute Again, the rsolve() function in Maple V was used to symbolically derive these operation counts. Figure 4 shows the total number of operations to compute a length-512 DFT, using Skinner's Pruning method 10], Transform Decomposition 6] and the QFT. We can see that the QFT is signi cantly better than other methods. This is due to the fact that both Pruning and Transform Decomposition have to use complex twiddle factors.
Programming and Timing of the QFT
Analysis of operation counts is certainly the rst step in evaluating an FFT algorithm but the timing of actual programs on actual computers is necessary before the job is complete. Practical programs exist for the traditional Cooley-Tukey FFT 1] and the split-radix FFT 11] . Programming the QFT e ciently is not simple because of recursive nature of the basic algorithm. Although recursive formulas are very compact and elegant, they may often be ine cient when programmed as such. In the case of the recursive DCT and DST for the radix-2 QFT program, several major improvements in e ciency are possible.
Both the DCT and DST require storage for the even and odd function transformations generated by the star butter y at the input as well as for the merged outputs. Storage for this purpose was generated before the QFT call for all recursive levels and pointers for each level's storage were also precomputed. All of the scaled secant values required were also precomputed and stored in a preallocated table. Both the storage and tables are then generated before a QFT call and may be used repeatedly for QFTs of the same length. After the completion of a series of such QFTs, the storage may then be deallocated if necessary.
It was also found to be more e cient to compute the star butter ies for the two recursive DCT and DST calls in each DCT and DST together in the same loop. This approach requires twice as much preallocated storage space but can result in a much more e cient computation loop. For the interleaved output butter ies on the DCT and DST, two points are computed at a time in an unrolled loop resulting in more e ciency. Finally, both the DCT and DST recursions are stopped at half-lengths of N = 9 for the DCT and N = 7 for the DST. Instead, the full remaining DCT and DST are explicitly computed inline for e ciency. As implemented, the length-9 real DCT contains 30 adds and 6 multiplies, and the length-7 real DST contains 20 adds and 5 multiplies. All of these improvements together allow the radix-2 QFT program using recursive DCTs and DSTs to be competitive with traditional non-recursive FFT programs.
We have written a QFT program in C and timed it on a modern RISC workstations (IBM RS6000 and Sun SPARC Station 10) and on two 486 PCs. The Compaq 486 used a Symantec C compiler running under DOS. The other 486 used gnu C (gcc) running under Linux. The results are given in Table 3 and 4.
Because our QFT is a power-of-two algorithm, we are comparing it with a radix-2 Cooley-Tukey FFT and with the split-radix FFT 11] . From Table  5 we see that the QFT performs very well. Indeed, on a PC which has relatively slow oating-point multiplications, it is slightly faster than a two butter y split-radix FFT. On the IBM RISC workstation it is faster than all Cooley-Tukey FFTs and in the same range as the split-radix algorithms.
These timings are very encouraging because we are comparing a relatively new algorithm that can de nitely be improved with optimized programs. The operation count analysis, however, indicates that even with improvements, the QFT will be of the same order of speed as a good radix-4 or split-radix FFT. The real practical usefulness will probably be for pruned real data applications.
Conclusions
In this paper, we have exploited the symmetric properties of the basis functions of the DFT to create an FFT algorithm called the QFT. The basic QFT algorithm works for arbitrary length data and calculates the DFT more efciently than direct methods or the Goertzel algorithm. Operation counts and timing experiments veri ed the results. The extended version works for length-2 M data and gives operation counts and timings that are better than the best radix-2 Cooley Tukey FFTs but not quite as good as the best splitradix FFT. The structure of the algorithm is well suited to real data much the same as Bruun's algorithm 12]. However, the QFT for real data is seems to be more easily pruned for calculating a small number of output values or using a small number of non zero inputs.
Numerical errors can result from the form of the multiplication by factors which are inverse of trigonometric functions. The dynamic range of these coe cients can cause greater numerical error than the Cooley-Tukey FFT, much as happened with the Rader-Brenner 13] algorithm. For the range of lengths used in our tests, 16 N 65536, we saw no appreciable di erence in accuracy over the traditional FFT errors. For larger lengths, perhaps the methods to correct this type of error which were used by Cho and Temes 14] could be applied to the QFT calculations if necessary. 
