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A fully kinetic simulation approach, treating each plasma component based on the Vlasov equa-
tion, is adopted to study the disintegration of an initial density perturbation (IDP) into a number
of ion-acoustic solitary waves (IASWs) in the presence of the trapping effect of electrons. The non-
linear fluid theory developed by Schamel31–35 has identified three separate regimes of ion-acoustic
solitary waves based on the trapping parameter. Here, the disintegration process and the resulting
self-consistent IASWs are studied in a wide range of trapping parameters covering all the three
regimes continuously. The dependency of features such as the time of disintegration, the number,
speed and size of IASWs on the trapping parameter are focused upon. It is shown that an increase in
this parameter slows down the propagation of IASWs while decreases their sizes in the phase space.
These features of IASWs tend to saturate for large value of trapping parameters. The disintegration
time shows a more complicated behavior than what was predicted by the theoretical approach. Also
for the case of trapping parameters bigger than one, propagation of IASWs is observed in contrast
with the theoretical predictions. The kinetic simulation results unveil a smooth and well-defined de-
pendency of solitary waves’ features on the trapping parameter, showing the possibility of bridging
all the three regimes. Finally, it is shown that for β around zero, the electron phase space structure
of the accompanying vortex stays symmetric. The effect of the electron-to-ion temperature ratio
on the disintegration and the propagation of IASWs are considered as a benchmarking test of the
simulation code (in the nonlinear regime).
I. INTRODUCTION
A solitary wave is a localized nonlinear wave which
propagates unaltered due to an exact balance between
the widening tendency of dispersive effects and the
steepening inclination of nonlinear effects. Two char-
acteristics are associated with these waves, a) prop-
agation without any changes in their features such
as velocity and shape (height and width), b)stability
against mutual collisions. The first condition de-
scribes a solitary wave. A localized wave satisfying
both conditions is called soliton, the suffix “on” is used
to indicate the particle property42. Mathematically,
these attributes arise from the fact that solitons are
among the exact solutions of the so called integrable
nonlinear partial differential equations. These equa-
tions support infinite number of conservation laws,
hence called integrable. Qualitatively speaking, the in-
finite number of conservation laws guarantees that the
solutions of these equations should remain the same in
time and during mutual collisions by imposing restrict
conditions on their existence6.
Different solitary waves have been predicted in plas-
mas, especially in multi-species plasmas which are
able to support complicated shapes3,37,39–41, and nu-
merous observations and experiments have approved
some of such nonlinear structures5,13,23,24,26. One of
the best examples of the existence of solitary waves in
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plasma includes electrostatic solitary waves (ESWs)
in the broadband electrostatic noise (BEN) observed
by different satellites(e.g., Polar7, GEOTAIL20,25,
FAST4, and Cluster12,16,28,29) in various regions of the
Earth’s magnetosphere.
Ion-acoustic solitary waves (IASWs), the main soli-
tary waves in plasma physics, exist in the simplest
form of multi-species plasmas; i.e. hot electrons and
cold ions. IASWs are the first solitary waves to be
discovered in plasma physics. By the seminal work
of Washimi and Taniuti43, the governing nonlinear
fluid equations of this plasma are reduced to KdV
equation employing reductive perturbation technique.
This model assumes isothermal and adiabatic elec-
trons and solves fluid dynamics equations for ions cou-
pled with Poisson’s equation. A critical Mach number
(speed of soliton) has been established by this model
below which IASWs can’t exist2. However, this model
ignores the trapping mechanism and its effect on the
speed and shape of IASWs.
Trapped particles involve particles resonating with
the potential well of a solitary wave and accompa-
nying it in its propagation. They appear as a hole
or hump in the phase space. Schamel33 has included
the effect of trapped electrons, and showed that it in-
troduces its own nonlinearity term in KdV equation
(hence modified KdV). This nonlinearity depends on
the number of trapped electrons (parametrized by β
called trapping parameter). By comparing this trap-
ping nonlinearity with the usual nonlinearity, three
different IASWs are possible, including the normal
solitary waves; i.e. KdV solutions.
The question of physical importance about the
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2temporal evolution of solitary waves includes the so
called disintegration/breaking. Mathematically speak-
ing, N-soliton solutions have been achieved for KdV
and KdV-type equations through multiple approaches
such as inverse scattering transform (IST)8, Hirota’s
method10,11 and exp-function method22,38,44. Hence
it can generally be assumed that any nonlinear struc-
ture will break into solitary waves given enough time.
Zabusky45, for the first time, has shown the disinte-
gration of a nonlinear structure into a few solitons
through simulation for collisionless plasmas.
Two different simulation approaches can be em-
ployed to address the problem of disintegration. Self-
consistent solitary waves produced by this process
can also be used to indirectly test the validity of the
nonlinear fluid theory (Sagdeev’s solutions). Each of
these simulation methods includes following a dynam-
ical equation coupled with Poisson’s equation (elec-
trostatic limit). The first type of simulation meth-
ods focuses on the fluid-type quantity (i.e. density).
They comprise two major methods: a) KdV method
which is based on KdV or KdV-type equations, b)fluid
methods which use the multi-fluid equations of conti-
nuity, momentum, and energy of each species. This
type of simulation approaches is unable to fully in-
corporate the trapping effect, since much of the de-
tails of such process happen in velocity direction in
phase space. Even by starting from a distribution
function with a hole -hence with an exact initially
perturbed density (Schamel’s method34)- the tempo-
ral evolution of such a hole is ignored during simula-
tion in phase space. Kakad et al.17 studied the dis-
integration progress (chain formation) mostly focus-
ing on ESWs in BEN based on a multi-species fluid
model21. These simulations revealed that a station-
ary IDP would break into two oppositely propagat-
ing identical ion-acoustic solitons/soliton and (Lang-
muir and ion-acoustic) wavepackets for the case of
small/large IDP.
The second simulation approach refers to the so
called the kinetic simulation which contains two meth-
ods: PIC and Vlasov. Particle in cell (PIC) employs
the concept of super-particles and follows their dy-
namics. There have been a few notable PIC simula-
tion attempts to study IASWs and the disintegration
process. These simulations have tried to address the
question about the validity of the fluid theory assump-
tions. However, since the PIC method doesn’t deal
with the concept of distribution function directly at
each time step, its dynamic is often ignored in PIC
reports. Furthermore, details of distribution function
evolution can not be traced, due to the inherent noise
in PIC, especially the hole/hump accompanying soli-
tary waves. Sharma et al.36 have carried out PIC
simulations to study the large amplitude IASWs. Rel-
ative agreement was reported between simulation re-
sults and the solutions obtained via Sagdeev’s method.
The existence of an upper limit for the amplitude of
IASWs has been reported using a PIC code30. How-
ever, they all have carried out their studies ignoring
the trapping process and treated electrons as isother-
mal background (Boltzmann’s distribution is used for
electrons). Therefore, the effect of trapping and the
deviation it causes (on evolution and features of the
nonlinear solutions) is missing in these simulations.
Kakad et al.18 reported that PIC and fluid simula-
tion are in close agreement for small amplitude IDPs.
Discrepancies for large amplitude IDPs is shown to
exist between PIC and fluid simulations results when
electron dynamics (the trapping effect of electrons) is
included.
In this study, we employed a fully kinetic (Vlasov)
approach1,14,15 to study the disintegration of IDPs
into a number of IASWs for the first time. All the
plasma components, namely electrons and ions, are
treated based on the Vlasov equations in this ap-
proach. In order to insert an IDP into simulation, we
have utilized Schamel distribution function (Eq. II).
The dynamics of disintegration can be followed in the
phase space and therefore the restrictions in fluid or
KdV methods are removed completely. Due to the low
noise, the nonlinear structures accompanying IASWs
in the phase space are rigorously traced and reported
here (which was missing in the PIC simulations). This
model enables us to provide a comprehensive view on
the dynamics in order to address the questions about
the validity of nonlinear fluid models33–35.
II. BASIC EQUATIONS AND NUMERICAL
SCHEME
A brief review of basic assumptions and approx-
imations leading to the three different regimes will
be presented here (for details see31–35). It has been
shown that the following distribution function (called
Schamel distribution function) satisfies the continuity
and positiveness conditions while producing a hole in
its phase space31,32:
fs(v) =

A exp
[
− (√ ξs
2
v0 +
√
E(v)
)2]
if
v < v0 −
√
2Eφ
ms
v > v0 +
√
2Eφ
ms
A exp
[
− ( ξs
2
v20 + βsE(v)
)]
if
v > v0 −
√
2Eφ
ms
v < v0 +
√
2Eφ
ms
in which A =
√
ξs
2pin0s, and ξs =
ms
Ts
are amplitude
and the normalization factor respectively. E(v) =
ξs
2 (v−v0)2+φ 1Tsqs represents the (normalized) energy
of particles. v0 stands for the velocity of the solitary
wave. In the set of the simulations presented here,
this distribution function has been used to introduce
a stationary IDP (v0 = 0) at x0:
φ = ψ exp(
x− x0
∆
)2. (1)
To simplify the equations, all variables have been
rescaled into dimensionless forms. Space and time are
3normalized by λDi and ω
−1
pi respectively, where ωpi =√
ni0e2/(mi0) denotes the ion plasma frequency and
λDi =
√
0KBTi/(ni0e2) is the characteristic ion De-
bye length. The velocity variable v has been scaled
by the ion thermal speed vthi =
√
KBTi/mi, while
the electric field and the electric potential have been
reduced by KBTi/(eλDi) and KBTi/e respectively
(here, KB is Boltzmann’s constant). The densities
of the two species are normalized by ni0, while energy
is scaled by KBTi. Note that by this normalization,
ion sound velocity and electron plasma frequency are
vC = 8.06 and ωpe = 10 respectively.
FIG. 1: Trapped electrons distribution function around v0 = 0
appears as a hole (β < 0), a plateau (β = 0) and a hump(β >
0).
β is the so called trapping parameters which de-
scribes the distribution function around v0. Based
on β, Fig.1 shows that the distribution function of
trapped particles can take three different types of
shapes, namely hole (β < 0), plateau (β = 0) and
hump (β > 0). Considering the temperature of
trapped particles β =
Tf
Tt
can be defined as the tem-
perature ratio of free (Tf ) to trapped (Tt) particles.
As Tt −→ ±∞, the distribution function’s shape of
the trapped particles widens and goes to a plateau
(β = 0) in the trapping region. A hole in a distribu-
tion function, which looks like a dip in velocity direc-
tion, is associated to a negative temperature. Note
that although a distribution function can not take the
shape of a dip in the velocity direction (violation of
the positiveness of distribution function), a part of
distribution function is allowed to form a dip as far as
it stays above zero.
By integrating the distribution function on the
velocity direction, one can obtain the densities of
(two) plasma constituents. Furthermore by apply-
ing the necessary conditions such as current condi-
tion and conditions on classical potential, nonlinear
dispersion relation(NDR) can be achieved. NDR con-
tains the necessary information to build solitary so-
lutions. Moreover, Washimi and Taniuti43 approach
-reductive perturbation technique- can be extended to
involve the trapping effect33,34. The resulting dynam-
ical equation takes the form:
∂φ
∂t
+
(
1 + Ω(φ)
)∂φ
∂x
+
1
2
∂3φ
∂x3
= 0, (2)
in which Ω(φ) -the nonlinearity coefficient- accepts
three different forms. Each form is allocated to a spe-
cific range of β with its own ion-acoustic solitary so-
lutions. Firstly, for |b|  O(√ψ) (in which b = 1−β√
pi
)
the nonlinearity coefficient is in the form of Ω = φ.
In this regime, the trapping nonlinearity is negligi-
ble, and Eq.2 takes the form of the well-known KdV
equation. Secondly, for |b| ≈ O(√ψ), Eq.2 is called
Schamel-KdV equation with Ω = b
√
φ + φ. Here,
the strength of the trapping nonlinearity is in the
same order as the usual nonlinearity. Finally, when
the trapping nonlinearity is dominant (|b|  O(√ψ)),
the usual nonlinearity can be ignored. Therefore the
nonlinearity coefficient is Ω = b
√
φ -Schamel regime.
However, one should note that the method and the
results mentioned above are restricted with the two
following conditions: 1) the small amplitude approxi-
mation and 2) electrons acting as quasi-stationary.
The simulation method, employed here, has been
developed by the authors based on the method called
Vlasov-Hybrid Simulation(VHS), which was initially
proposed by Nunn27 (for details see1,14,15). It fol-
lows the trajectories of the so called phase points19
in the phase space, depending on Liouville’s theo-
rem as the theoretical framework. Preserving entropy
(
∫
f ln f dv dx), entropy-type quantities (
∫
f2 dv dx),
and energy stands as one of the major advantage of the
method. In simulations presented in this paper, each
plasma species (i.e. electrons and ions) is described
by the (scaled) Vlasov equation:
∂fs(x, v, t)
∂t
+ v
∂fs(x, v, t)
∂x
+
qs
ms
E(x, t)
∂fs(x, v, t)
∂v
= 0, s = i, e (3)
where s = i, e represents the corresponding plasma
species. The variable v denotes velocity in (1D) phase
space. qs and ms are normalized by e and mi respec-
tively. Densities of the plasma components are given
upon integration as:
ns(x, t) = n0s
∫
fs(x, v, t)dv (4)
which are coupled with Poisson’s equation:
∂2φ(x, t)
∂x2
= ne(x, t)− ni(x, t) (5)
The equilibrium values ns0 are assumed to satisfy the
quasi-neutrality condition (ne0 = ni0) at the initial
step of simulations.
Our numerical procedure is as follow. At each time
step, the distribution functions are calculated from
4the Vlasov equations (Eq. 3). Then, the number den-
sity of each plasma species is obtained by integration
(Eq. 4). By substituting the corresponding densi-
ties into Poisson’s equation (Eq. 5), the electric field
is obtained. The electric field is then put into the
Vlasov equations. This cycle is iterated, and the re-
sults are retained at each step. Energy and entropy
preservation is meticulously observed during all the
simulations to stay below one percent deviation.
The constant parameters which remain fixed
through all of our simulations are: mime = 100, time
step dτ = 0.01, L = 4096, where L is the length of
the simulation box. ψ = 0.2 and ∆ = 500 are the am-
plitude and width of the stationary IDP respectively.
These values introduce a large IDP into the simula-
tion domain which creates at least two IASWs which
we need for the analysis θ = TeTi = 1, 5 are chosen
for Sec. III A. The values of β were modified between
successive simulations in range of −0.5 ≤ β ≤ 10,
while θ = 64 for Sec III B. We have considered a
two-dimensional phase space with one spatial and one
velocity axis. The phase space grid (Nx, Nv) size is
(4096, 4000). The periodic boundary condition is em-
ployed on x-direction.
III. RESULTS AND DISCUSSION
The dynamical progression following the initial step
of a stationary IDP can be divided into two chrono-
logical steps. Early in the temporal evolution, the
stationary IDP will break into two oppositely propa-
gating IDPs due to the symmetry of the distribution
function in the velocity direction. This breaking hap-
pens (in all the cases presented here) much faster than
the disintegration (of moving IDPs into IASWs) de-
pending on the θ. For θ = 64, it starts immediately
after the initial step (τ < 5) (compared to the long
time simulation τ = 200). The velocities of the mov-
ing IDPs are self-consistent and depend on the trap-
ping parameter β. Fig. 2 shows a hump representing
the trapped electrons for each of the moving IDPs.
However, there is no hole/hump around the velocity
of the moving IDPs in the ion distribution function,
suggesting that ion trapping doesn’t exist. Therefore,
the set of simulations presented here shows the disin-
tegration in the presence of electron trapping without
ion trapping.
At the later stage, each of the moving IDPs starts
steepening on the propagation side due to the nonlin-
earity effects. Next, they disintegrate into a number
of IASWs and two wavepackets (including Langmuir
waves and ion-acoustic waves). Solitary waves will be
aligned based on their amplitude, since the higher the
amplitude, the faster the propagation speed. Split-
ting of the solitary waves will happen sequentially.
initially, the first solitary wave will emerge from the
moving IDP. The remaining part of IDP might break
into more solitary waves in the same manner that
(a) electron distribution func-
tion
(b) number density
(c) electron distribution function (d) ion distribution function
FIG. 2: The initial break-up of a stationary IDP into two
moving IDPs is presented for the case 4 of table I with β =
0.2 and θ = 64 at time τ = 30. The electron distribution
function (2a), the number densities of ions and electrons(2b)
are shown. Steepening on the propagation side because of the
nonlinearity can be observed. The vortex-shape hump in the
electron distribution function (2c) suggests the existence of
the trapping effect, while ions don’t show any trapping (2d).
the first solitary wave emerges. Otherwise, this part
will turn into the second solitary wave. The Lang-
muir wavepacket propagates much faster than IASWs,
and appears ahead of them. On the other hand, ion-
acoustic wavepacket can be observed behind IASWs
since they are slower17,34. Fig. 3 shows the propaga-
tion of both wavepackets. Widening of the Langmuir
wavepacket can be observed due to the dispersive ef-
fect. These wavepackets have also been witnessed in
fluid simulations17 and PIC simulations18.
(a) Langmuir wavepacket (b) ion-acoustic wavepacket
FIG. 3: Propagation of wavepackets for the case 4 of table I
is shown with β = 0.2 and θ = 64. The Langmuir wavepacket
propagates faster than IASWs and hence stays ahead of them
(3a). The ion-acoustic wavepacket propagates slower than
IASWs, and therefore can be witnessed behind them (3b).
5A. Effect of Ion-to-electron Temperature Ratio
(θ)
Theoretically, it is shown that for θ = TeTi < 3.5, no
IASWs can propagate33. Firstly, we consider the case
θ = 1, and the kinetic simulation approach shows that
the moving IDPs can’t disintegrate into IASW. In-
stead they widen and weaken down to the noise level.
Fig. 4 presents the results of two cases θ = 1 and
(a) number density for Te = Ti (b) number density for Te = 5Ti
FIG. 4: The effect of electron-to-ion temperature ratio on the
propagation of solitary waves is presented for two different
temperature ratios. In case of Te = Ti, ion-acoustic soli-
tary waves can’t propagate and hence the two moving IDPs
can’t disintegrate into ion-acoustic solitary waves. Instead
these IDPs widens and disappears (4a). In case of Te = 5Ti
the IDPs disintegrate into a solitary wave and Langmuir/IA
wavepackets. The propagation of two oppositely moving soli-
tary waves with velocity ±2.75 can be observed (4b).
θ = 5. The widening of moving IDPs can be observed
in case of θ = 1, while the propagation of ion-acoustic
solitary waves exists in case of θ = 5.
Fig.5 represents the two-dimensional Fourier trans-
form of electric field in time for both cases mentioned
above. Two branches of waves exist in case of TeTi = 5,
namely ion-acoustic and Langmuir waves. Due to the
strong Landau damping, ion-acoustic waves can not
propagate in the case of Te = Ti
15. Fig.6 shows the
distribution function of electrons for the two cases con-
sidered here. The reason for the absence of IASWs in
the case of TeTi < 3.5 seems to be the absence of non-
linearity. Hence, dispersive effects widen the localized
structure without any counter-process of steepening.
B. Effect of Trapped Electrons (β)
Table I presents the results of the fully kinetic simu-
lations for a wide range of β, from β = −0.5 to β = 10,
while the amplitudes of moving IDPs and θ = 64 stay
the same. Four main features of the disintegration
process are reported, namely the disintegration time
(τd), the number (Ns), speeds (vs) and sizes (δx and
δv) of the self-consistent IASWs. The speeds of soli-
tary waves are arranged from the fastest (which is the
most dominant one) down to the slowest (smallest)
one. The velocity of each IASWs are measured based
on the temporal evolution of number density of the
(a) FFT for Te = Ti
(b) FFT for Te = 5Ti
FIG. 5: The effect of electron-to-ion temperature ratio on
the propagation of wavepackets in the disintegration process.
Fourier transform of electric field for early time of simulations
(in the same time span 0 < τ ≤ 40) is shown in the logarith-
mic scale for two cases namely Te = Ti (5a) and Te = 5Ti
(5b). The branch of Langmuir waves can be observed in both
cases. No ion-acoustic waves can propagate for Te = Ti (
because of strong Landau damping15).
(a) Te = Ti (b) Te = 5Ti
FIG. 6: The effect of the electron-to-ion temperature ratio on
the dynamics of distribution function around moving IDPs.
The distribution function of electrons for the time (τ = 200)
is shown for two cases, namely Te = Ti (6a) and Te = 5Ti
(6b). In case of Te = Ti, no steepening can be witnessed,
while for Te = 5Ti the steepening effect can be observed for
both holes on their propagation sides.
electrons and ions. The width on spatial and velocity
direction are determined based on the symmetry of
the electron hole. So the width is twice the distance
from the center of hole on the associated direction as
far as the symmetry exists between two sides of the
hole. The disintegration time marks the early stage of
the appearance of the first soliton as a separate hole
in the phase space.
Fig.7 presents the results of the kinetic simulation
for the two cases β = 0 (case 3 in table I) and
β = 0.2 (case 4 in table I), in which IDPs disintegrate
into three and two solitary waves respectively. The
symmetry in velocity direction during the temporal
6TABLE I: Simulation results for disintegration process and
resulting self-consistent IASWs is presented for θ = Te
Ti
= 64.
Features such as number of ion-acoustic solitary waves Ns,
their velocities Vs, the disintegration times τd and their size
on x-direction δx and velocity direction δv are reported.
case β
τd ± 10 Ns Vs ± 0.1 Width
τd1 τd2 Vs1 Vs2 Vs3 δx δv
1 -0.5 15 40 3 12.8 10.2 8.5 180±20 160±20
2 -0.1 45 55 3 10.2 9.4 8.3 150±20 110±20
3 0 60 97 3 9.8 8.7 8.2 140±20 105±20
4 0.2 75 - 2 9.2 8.2 - 130±20 102±20
5 0.5 90 - 2 8.5 7.7 - 120±20 100±15
6 1 80 - 2 7.7 6.8 - 100±15 60±10
7 1.5 75 - 2 7.2 6.7 - 80±10 50±10
8 3 70 - 2 6.1 5.5 - 60±10 45±5
9 6 - - 1 4.4 - - 38±10 30±5
10 10 - - 1 4.2 - - 20±5 15±2
evolution is clear in the figures, as reported in fluid
simulations17. The trapping of electrons can be ob-
(a) β = 0 (b) β = 0.2
FIG. 7: Symmetrical disintegration/propagation is shown in
the temporal evolution of number densities of electrons and
ions. In case of β = 0 three solitary waves emerges from any
of the moving IDPs (7a). By increasing trapped electrons
β = 0.2, the number solitary waves drops to two (7b).
served as a hump and plateau for β = 0.2 and β = 0
in the distribution function respectively (see Fig.8).
On the other hand, no hole, plateau or hump can be
witnessed in the distribution function of ions, which
suggests that the propagation of IASWs in these set
of simulations happens in the absence of the ion trap-
ping.
By increasing β, the velocity of the moving IDPs
and resulting IASWs decreases, which is in agreement
with the prediction of the nonlinear fluid theory33. A
hole/hump in the phase space (the trapped electrons)
acts a quasi-particle9 and the number of trapped par-
ticles is associated with the inertia of such a quasi-
particle35. Changes in the inertia of the hole/hump
would affect its velocity, and hence propagation veloci-
ties of the IASWs. Therefore, any increase in β results
in the decrease of propagation velocities of IASWs. As
table I shows, this tendency appears for each of the
three IASWs. Fig.9a presents the propagation veloci-
(a) number densities (β = 0) (b) distribution functions
(β = 0)
(c) number densities (β = 0.2) (d) distribution functions
(β = 0.2)
FIG. 8: Solitary waves in two cases β = 0 with three solitary
waves (8a,8b), and β = 0.2 with two solitary waves (8c,8d) are
shown.
ties of the first and second IASWs versus the trapping
parameter β. The same decay behavior can be seen
for both solitary waves. However, the decay saturates
to v = 4, which is the half of ion sound in our simula-
tions, for β  0.
Concentrating on the first IASW, which is also the
fastest and the most dominant one in terms of size
(both in the velocity and spatial direction), it was
observed that any increase in β decreases its size in
both directions (see Fig. 9b). The nonlinear fluid
theory -by associating a nonlinearity to the trapping
effect- suggests that any growth in β works in favor
of steepening. Therefore, the size of IASW shrinks
on x-direction. However, kinetic simulation approach
shows that this decline in its spatial size is accom-
panied by the decrease in its size in the velocity di-
rection. It is discussed in the nonlinear fluid theory
that for β > 1, IASWs should be unstable33. Con-
trastively, kinetic simulations show the existence and
propagation of IASWs for this range as far as β = 10.
The disintegration time is defined as the initiation
time of the splitting process in the number density
graph. τd1 identifies this time for the second IASW,
splitting from the first one. For the cases of β ≤ 0, a
second disintegration time is reported in table I, which
presents the beginning of the splitting process of the
third IASW from the second one τd2 . The time of
disintegration decreases rapidly when there is a hole
(β ≤ 0) accompanying the IDPs as β decreases. How-
ever, for a hump (β > 0) accompanying the IDPs, the
7(a)
(b)
FIG. 9: The dependencies of two different features of IASWs
on trapping parameter β are presented. Velocities of the first
and second solitary waves reveals a same decay patterns due
to the inertia introduced by higher number of trapped elec-
trons as β increases(9a). The size of the first solitary waves in
both spatial and velocity direction (9b) drop as β rise. Since
higher β causes stronger nonlinearity and therefore more pow-
erful steepening
(a) β = −0.5 (b) β = −0.1
(c) β = 0 (d) β = 0.2
(e) β = 0.5
FIG. 10: A comparison of nonlinear phase space structures of
the dominant/first solitary waves for different value of β at
time τ = 200 is presented. As β → 0, the symmetry of the
nonlinear structure grows.
time of the disintegration stays more or less the same
for a wide range of β > 0 (see Fig.11). The number
of IASWs has shown the same tendency as well. For
the same amplitude of IDPs, the number of IASWs in-
creases as β passes the threshold of β = 0. However,
for a wide range of β > 0 just two IASWs can be
observed. Note that the disintegration time can not
be predicted by Sagdeev’s theoretical method, since
it considers the steady state solutions. However, due
to the stronger nonlinearity |b| ≥ √ψ arising from the
trapped electrons, a greater number of solitary waves
should appear on a shorter timescale34. Kinetic simu-
lation results, contrastively, imply that a growth in β
(for β > 0) does not associate with an increase in the
number of IASWs or a decrease in the disintegration
time. Furthermore, as β closes in to zero, the struc-
FIG. 11: The dependency of the disintegration time on the
trapping parameter β is shown. For β ≤ 0 as β increases the
disintegration time increases rapidly, while for β > 0, it stays
approximately the same.
ture of the accompanying hole/hump becomes more
symmetric. Fig.10 represents the phase space struc-
ture for different values of β.
IV. CONCLUSIONS
The trapping effect of electrons on the disintegra-
tion of an initial density perturbation (IDP) into ion-
acoustic solitary waves (IASWs) and the temporal
evolution of these waves have been studied in a wide
range of β. Four main features of these dynamics (re-
ported in table I) and their dependency on β have
been focused upon (see Figs.9,11). These dependen-
cies show a smooth and well-defined behavior bridg-
ing among all the three theoretical regimes. These
regimes in the nonlinear fluid theoretical approach are
considered separately, and their solitary wave solu-
tions include different shapes and forms. The smooth
transition among these regimes suggests that there
should be a general theoretical frame containing all
the three regimes.
Qualitatively speaking, the nonlinear fluid theory
approach suggests some predictions about the effect
of trapped electrons on the different features studied
here. These predictions are validated through fully
kinetic simulation approach in this study. The rise
8in the number of trapped electrons (increase in β)
should increase the inertia of the hole/hump accompa-
nying the solitary waves. This can be traced and con-
firmed in a decay of the propagation velocity of soli-
tary waves. It is shown here that such a dependency
follows an exponential decrease, which is presented in
table I. This specific dependency (to the best of our
knowledge) is yet to be reported in the nonlinear the-
oretical approach. On the other hand, any increase in
β should increase the (trapping) nonlinearity which
results in stronger steepening. This would change
the balance between the steepening and widening ten-
dency inside the dynamics of solitary waves in favor
of steepening. Therefore, the size of the solitary wave
should be reduced due to the stronger steepening34.
The fully kinetic simulation approach confirms such
dependency, and furthermore shows that it follows an
exponential decay as β increases. The same tendency
can also be witnessed on velocity direction. In terms
of the time of disintegration, the theoretical sugges-
tion based on the nonlinear fluid theory, predicts a
drop in this time, while the simulation results here
shows a more complicated dependency (see Fig. 11).
The same discrepancy occurs in terms of the num-
ber of solitary waves. For β around zero, the hole or
hump takes a symmetric structure (here is shown for
β = −0.1, 0.2). As |β| grows, the symmetry of the
nonlinear structure gets distorted.
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