I. INTRODUCTION

H
IGH penetration of photovoltaic (PV) generation can introduce voltage regulation problems in distribution systems [1] , [2] . Conventional approaches include reconductoring [1] and volt-var control using load tap changers (LTC), line voltage regulators (VR), and fixed or switched capacitors [3] - [5] . While the conductor upgrade is not cost-effective, the application of the conventional volt-var devices is limited by the number and speed of operations, and thus insufficient to adapt to the fast dynamics of PV generation to offer desired system voltage regulation performance. Alternative solutions, which take advantage of PV smart inverter control capabilities [6] , were recently proposed to address the voltage regulation concerns. The primary function of inverters is to maximize PV active power generation. However, the PV active power output is time-varying, and it does not always reach the inverter capacity limit. Therefore, inverters can be controlled to absorb or supply reactive power to regulate voltage. However, because the output reactive power of inverters is constrained by their capability limits, this method does not guarantee a comprehensive defense against voltage violation, especially during high PV generation and off-peak periods. In addition, the low X/R ratio of the distribution systems results in the strong dependence of voltage not only on reactive power but also on active power. Thus, active power from PV inverters can be considered as an additional control variable to regulate system voltage.
The task of determining the optimal active and reactive power dispatch from PVs and volt-var devices to minimize system losses, PV generation cost, or PV active power curtailment as well as eliminate voltage violations is formulated as an optimal power flow (OPF) problem. The conventional OPF problems are formulated and solved for both single-phase and unbalanced multi-phase distribution systems. While the former is not applicable to practical unbalanced distribution systems [7] , [8] , the latter has been used in operational and planning tools, as shown in [9] - [11] and [12] , [13] , respectively. However, further improvements in formulation and solution approach are mandatory to take into account high PV penetration and its unfavorable consequences.
The control scheme of the PVs and volt-var devices can be classified into decentralized and centralized approaches. The decentralized scheme is based on local measurements; therefore, it requires less communication [14] , [15] . However, this approach does not consider the power balance in the entire distribution system, which leads to non-optimal solutions. Therefore, centralized control, which can be supported by advanced metering infrastructure (AMI) for collecting data and sending control signals, is a more optimal approach [4] , [5] , [16] - [19] . In [4] , [5] , [16] , centralized control is employed, taking into account all constraints on system power balance in the formulation. However, only reactive power from PVs is considered as the control variable while their active power is given. The power balance formulation in [5] is also only applicable to strictly radial circuits. In [17] , the OPF problem is presented by taking Fig. 1 . Buses, nodes, and lines in a multi-phase distribution circuit.
into account PV active power. However, [17] uses linearization to convexify the system model so that a standard convex solver can be applied. Since the system model is modified, the resulting voltages in the numerical solution and the practical system with the optimal dispatch of PVs do not match each other. Another approach to avoid the nonconvexity of the initial OPF formulation is to relax the constraints that introduce the nonconvexity [18] . However, the solution of the relaxed problem is reported to be either infeasible in most of the experimented cases or the duality gap is nonzero [20] .
In [19] , a multi-objective formulation for determining the optimal power dispatch of PVs is presented and solved using the sequential quadratic programing (SQP) solver in MATLAB. However, SQP cannot solve the problem when control devices have discrete output characteristics such as switched capacitors and VRs. The mismatch between the resulting voltages in the numerical solution and practical system still exists in [19] . Further, the presented formulation in polar coordinates requires significant computational effort when applied to practical, larger distribution systems. Such a computational burden might result in unacceptable run time for the solution to converge. For example, if this run time at one time step is longer than the resolution of the input data of PV or loads, the formulation and algorithm cannot be applied in practical OPF applications. Motivated by the limitations described above, we aim to extend the optimization framework to address the generality of system structure and model, the feasibility and convergence of the numerical solution, and the tractable computational effort and run time for large distribution systems with high PV penetration. The main contributions of this paper are: 1) We propose a comprehensive formulation of an exact nonlinear and nonconvex OPF problem in rectangular coordinates for a generalized multi-phase unbalanced distribution system having switched capacitors, VRs, and PV generation. The formulation is not limited by the system topology. The objective is to minimize energy losses, PV curtailment, capacitor and VR switching operations, and to eliminate overvoltages and reverse power flow. Although this nonconvex formulation results in a local solution, recent work reported in [20] , [21] showed that the local solution is nearly as good as the global solution in minimizing the objective function. Unlike existing linearization and relaxation approaches [17] , [18] , the feasibility and accuracy of our numerical solution are practically guaranteed.
2) We propose a scalable and effective implementation of an OPF algorithm to solve the formulated nonlinear nonconvex OPF problem based on the predictor-corrector primal-dual interior point method (PCPDIPM). Specifically, we propose techniques to deal with a huge number of sparse Hessian matrices, solve sparse linear equations, and develop an efficacious strategy to determine a good starting point for PCPDIPM [22] - [25] . Unlike mixed integer nonlinear programing solvers, the proposed PCPDIPM implementation strategy is sufficiently fast and scalable for large systems with a large number of both continuous and discrete variables.
II. GENERALIZED FORMULATION FOR OPTIMAL P AND Q DISPATCH IN DISTRIBUTION SYSTEMS
This section proposes a generalized formulation to determine the optimal active and reactive power dispatch based on the model of practical unbalanced multi-phase distribution systems. An efficiently modified model of VRs for the proposed OPF algorithm is presented. The OPF formulation includes a multiobjective function and operational constraints that ensure the desired performance.
A. Model of Unbalanced Multi-Phase Distribution Systems
In an unbalanced distribution system, each bus can have one, two, or three nodes according to its number of phases. For example, buses (k), (k + 1), and (k + 2) in Fig. 1 represent threephase, double-phase, and single-phase buses, respectively. In such a system, it is common to have mutual coupling even between two different nodes of nearby buses. This coupling is represented by nonzero elements in the admittance matrix, which is calculated using the primitive admittance matrices of all elements in the system. The proposed formulation in this paper considers each node in the distribution system separately from its bus number, so all notations refer to the quantities corresponding to each node (phase). This approach overcomes the challenges of taking into account the unbalanced and multiphase properties when solving optimization problems in practical distribution systems.
B. Model of Voltage Regulators
As shown in Fig. 2 , a VR between nodes k and j can be modeled as an ideal transformer with a variable voltage ratio t kj in series with a constant impedance y kj = g kj + jb kj . The π-equivalent model of such a VR branch consists of shunt and series elements whose values vary with t kj . Therefore, when t kj is considered as a decision variable of an OPF problem, it introduces extra nonlinear non-quadratic terms in the power balance constraints at nodes k and j. As a result, significant computational effort and time are needed to compute the Jacobian and Hessian matrices corresponding to these constraints. In [25] , the model of VR is modified by explicitly considering node m between the ideal transformer and the impedance as an additional node of the original system. In this paper, we further decompose the model of VR into two sections, as shown in Fig. 3 , so that they can be directly incorporated into an existing power flow scheme. In the first section, a fictitious load P Q kj = P Q m j is connected to node k. In the second section, a varying voltage sourceV m is connected to node m. With this approach, the power balance constraints at nodes k and j maintain the conventional quadratic form that results in constant Hessian matrices. At node m, the voltageV m is simply constrained byV k and t kj . Although this approach leads to additional voltage variableV m , it greatly reduces the computational burden because of the resulting power balance and voltage constraints compared to the aforementioned conventional approach. With the addition of node m, the admittance matrix Y needs to be modified from the original admittance matrix Y o as follows:
(1)
C. State and Decision/Control Variables
The state variables x consist of the real part V r and imaginary part V i of voltages in the rectangular coordinates at all nodes of N , which is defined as a set of all nodes except those at the substation bus. The decision variables u consist of the reactive power Q sw C generated by switched capacitors, voltage ratios t that represent the tap positions of VRs, and active power P P V and reactive power Q P V from distributed PVs. The variable vector is thus given as follows:
D. System-Wide Optimization Objectives 1) Loss Minimization: Within a time step, the total measured load is assumed to be constant. Therefore, minimizing the system losses is equal to minimizing the sum of active power supplied by the three-phase substation (P sub abc ) and PV at node k
where N P V is the set of nodes where PVs are located. 2) PV Active Power Curtailment Minimization:
in Fig. 4 are the maximum power point (MPP) that can be generated from the PV and its apparent power limit, respectively, at node k within each time step during a day.
3) Capacitor and VR Switching Minimization:
where Q sw C * k and t * kj are the optimal capacitor reactive power and VR tap position at the previous time step while N sw C and N T are the set of nodes connected to the switched capacitors and the set of VRs. Coefficient r represents the relative ratio between the cost of capacitor and tap switchings.
4) The Weighted-Sum Multi-Objective Optimization:
The objective function is defined as follows:
where α i are the chosen weighting coefficients. Higher minimization priority is assigned a larger weighting coefficient.
E. Operational Constraints 1) Power Balance Constraints:
The first constraint involves the active and reactive power balance at every node in the original system:
where P l k , Q l k , and Q f C k are the load active power, load reactive power, and the reactive power supported from the fixed capacitor at node k (if present), respectively. The active and reactive power P k and Q k injected into the system from node k through general branches in (7) are given by:
where V r,k and V i,k are active and imaginary parts of the voltage at node k while G k: and B k: are the conductance and susceptance vectors obtained from the k th row of the admittance matrix. The power flow P kj and Q kj in (7) from node k to node j through a VR branch (if present) shown in Fig. 3 is determined as follows:
The power balance constraints at the additional node m in Fig. 3 , however, are substituted by linear constraints of the real and imaginary parts of the voltage as follows:
2) Voltage Constraints:
where V andV are the lower and upper bounds of the load voltage and N l is the set of nodes connected to the loads.
3) Reverse Power Flow Constraint:
where P sub a,b,c is calculated in a similar way as in (8a).
4) Inverter Limit Constraints:
Inequalities (13a) and (13b) represent the limits of inverter capability and output active power from PVs, respectively.
5) Switched Capacitor and VR Constraints:
where C k is the set of discrete power values of the switched capacitor at node k and T kj is the set of positions of the VR between buses k and j. However, Q sw C k and t kj in this paper are first treated as continuous variables in the conventional PCPDIPM, and becomes discrete variables when the solution is about to converge as described in Section III-A. Therefore, (14) can be rewritten as follows:
F. General Form of the OPF Formulation
Considering the objectives and all constraints described above, the OPF formulation in unbalanced distribution systems is given in the following general form:
In the above formulation, g(X) in (16b) is constructed from the power balance equations (7). The functional constraints of variables in (11), (12) , and (13a) are represented by h(X) in (16c). In (16d),ÎX is a sub-vector of X that contains the variables that are imposed by box constraints (13b), (24) ,and (15) . Due to the nonconvex feasible set resulting from (11), the optimization problem (16) is nonconvex.
III. IMPLEMENTATION OF PCPDIPM IN LARGE-SCALE DISTRIBUTION SYSTEMS
PCPDIPM is one of the most effective methods for solving nonlinear constrained optimization problems. The conventional PCPDIPM to solve (16) and the technique to induce convergence for discrete variables are briefly described in Section III-A [22] - [24] . However, the conventional PCPDIPM requires substantial memory and computational effort when the size of (16) is large. It also might not converge at all or converge with a significant number of iterations. Therefore, Section III-B presents proposed strategies to overcome these challenges and effectively apply PCPDIPM for large distribution systems.
A. Main Steps of the Conventional PCPDIPM
a) Inequalities (16c) and (16d) are converted into equality constraints by adding non-negative slack variables s 1 , s 2 , s 3 , s 4 :
where s 1 , s 2 ∈ R m while s 3 , s 4 ∈ R n , and m and n are the numbers of functional constraints (16c) and box constraints (16d), respectively. b) To eliminate the non-negativity constraints (17e), logarithmic barrier terms are incorporated into (16a):
where the barrier parameter μ is gradually reduced to zero.
c) The Lagrangian function L μ is constructed based on f * (X) and equalities (17) :
where λ 1 , λ 2 ∈ R m , λ 3 , λ 4 ∈ R n , and λ ∈ R p are Lagrange multipliers, and p is the number of equality constraints (16b).
d) Solve the unconstrained optimization with the objective function L μ in (19) using the Karush-Kuhn-Tucker (KKT) firstorder necessary condition:
e) Instead of directly solving the set of equations (20) using the Newton-Raphson method, a predictor-corrector method is adopted to reduce the number of iterations. During the predicting process, barrier parameter μ, and second-order terms are ignored to obtain the predicting affine update for the variables. The correcting process solves the predicted Newton system, which is formed based on the predicting affine update, to find the actual update for the variables. f) Convergence of discrete variables: The discrete variables should be forced to converge to the closest discrete values before the iteration process terminates to avoid an infeasible solution or additional iterations required for a feasible solution. This strategy is achieved by adding a quadratic penalty functions f pen for Q sw C k and t kj to the modified objective function L μ [24] :
where ν C and ν T are project-specific penalty coefficients. The new modified objective function is thus given as follows:
B. Solving Large-Scale Problem
This paper proposes novel strategies to reduce the required computer memory, total number of iterations, and run time of the conventional PCPDIPM.
1) Pre-processing: One of the tasks that requires the highest computational effort is to calculate the Jacobian matrix to solve the first equation in (20) , which is given as follows [23] : (23) When the constraints g(X) and h(X) are written in rectangular coordinates, H g i (X) and H h i (X) become constant and thus can be computed before the main algorithm starts to reduce the effective run time. However, if the distribution system consists of several thousands of nodes, the numbers of matrices H g i (X) and H h i (X) are huge, which results in over-memory error when run on a desktop computer. To handle this issue, the sparsity characteristic of these matrices can be exploited to store them in the compressed sparse row (CSR) format, in which only nonzero matrix entries are stored. This approach also facilitates the process of solving a large system of linear equations as described below.
2) Updating the Decision Variables: For each time step, the decision vector is updated based on the information about the maximum power point of each inverter. IfP P V k is zero, P P V k is set to zero and eliminated from the decision vector while constraints (13) are replaced by a simple box constraint (24) . This step contributes to the reduction of the number of iterations by half, as shown in Fig. 14.
−S
3) Starting Point: PCPDIPM in general is known to be sensitive with the starting point. Because of the introduction of the logarithmic functions in (18) , the starting point must satisfy inequalities (16c) and (16d) while the satisfying equality constraints (16b) is not required. Although a conventional flat start meets these conditions, the solution might fail to converge when the system is large. A hot start strategy, which uses the solution of the previous time step as the starting point of the next one, cannot be applied directly either. It results from the varying upper boundP P V k of inequality constraint (13b) between different time steps, which might make the solution of the previous time step violate inequality constraints (16c) and (16d) of the next one. Therefore, the following heuristic is implemented in this work to obtain a starting point that satisfies all inequalities for the proposed problem.
r The decision variables are first initialized as follows:
where coefficients γ 1 and γ 2 are less than 1.
r State variables V r and V i are initialized as the power flow solution of the system with the initial values of decision variables in (25) . This important step creates a warm start instead of a conventional flat start. 4 are initialized using (20) .
4) Solving a Large System of Linear Equations:
In addition to computing (23) , the computational effort is also dominated by solving the resulting linear system equations Ax = b. Applying the predictor-corrector algorithm significantly reduces the number of iterations. However, the cost of applying this algorithm is that the system of linear equations needs to be solved twice with two values of b corresponding to the predictor and corrector steps in each iteration [23] . Thus, Python's sparse solver scipy.sparse.linalg.spsolve [26] specified for CSR matrices is used in this work to reduce the time for solving the linear equation system. primal variables s 1 , s 2 , s 3 , s 4 and dual variables λ 1 , λ 2 , λ 3 , λ 4  must satisfy (s 1 , s 2 , s 3 , s 4 ) ≥ 0 and (λ 1 , λ 1 + λ 2 , λ 3 , λ 3 + λ 4 ) ≥ 0 in all iterations to ensure primal and dual feasibility, respectively. In the conventional PCPDIPM, these primal and dual variables are updated using a common step size [23] , [25] . However, in this paper, they are updated separately using two different step sizes α s and α λ to improve the overall convergence speed.
5) Updating Primal and Dual Variables: As shown in (20),
where α s and α λ are determined as in [23] to maintain the above non-negativity constraints.
IV. CASE STUDIES
The performance of the proposed formulation in Section II and solution techniques for PCPDIPM algorithm in Section III are validated using the multi-phase unbalanced IEEE 34-bus and EPRI Circuit 5 distribution systems. The information of these systems and the corresponding sizes of the OPF problem are shown in Table I . For each of these two systems, the system performance in base scenarios S0 (no additional PVs or switched capacitors are added to the original system) and S1 (PVs operating with unity power factor are added to the original system) are compared with those in scenarios S2-S5 with the optimal control from the numerical solution. In scenarios S2-S5, the coefficients (α 1 , α 2 , α 3 ) in (6) are chosen to be (1, 0, 0), (1, 1, Fig. 5 . Flowchart of the proposed method for solving the formulated OPF problem. For verifying the accuracy of the OPF solutions, optimal PQ dispatch from PVs and capacitors are input to OpenDSS simulator [27] . OpenDSS computes system voltages, losses, and line current and flow. These outputs are then compared to those determined by the proposed formulation. 0), (1, 0, 0.5), and (1, 1, 0.5), respectively, to represent different priorities of minimizing (3), (4), and (5).
The algorithm described in Section III is implemented in Python on an Intel Core i7-6700 processor with 32GB RAM to solve the OPF problem formulated in Section II. The general procedure for solving the formulated OPF problem and verifying the feasibility and accuracy of the obtained numerical solution is shown in Fig. 5 .
A. IEEE 34-Bus System
1) System Description: The system, which is shown in Fig. 6 , has 53 nodes with loads connected, resulting in a peak load demand of 1.52 MW. There are 2 three-phase fixed . Maximum and minimum load voltages in the entire IEEE 34-bus system during 24 hours in scenario S0 (corresponding to red curves), where no PV is employed, and scenario S1, where PVs are employed with unity power factor (corresponding to blue curves).
capacitors at buses 844 and 848. The var-watt control devices include 48 PVs installed at the load nodes highlighted by blue rectangles, 5 switched capacitors with one in each phase installed at the three-phase bus 890 and single-phase buses 818 and 820, and 2 three-phase regulators at buses 814 and 852. The range of the switched capacitors is 0-17.5 kvar with a step size of 4.375 kvar. All the PVs are assumed to be equipped with smart inverters rated for 20 kVA while the maximum active power during the same day is 18 kW (90% of the rated capacity).
Practical load and PV profiles of a given day are shown in Fig. 7 , in which the peak load and generation are not timecoincident. Fig. 8 shows the maximum and minimum load Fig. 9 . Optimal reactive power dispatch from the PVs at several selected nodes in scenario S5. Positive and negative values represent the generated and absorbed reactive power, respectively, by the PVs.
voltages at any nodes in the circuit during the day. During the light-load period between 9 am and 3 pm, active power injection from smart inverters with unity power factor results in severe voltage rise. The maximum load voltage in the system is well above the upper ANSI limit of 1.05 pu [28] during this period. Therefore, smart inverters need to absorb sufficient amount of reactive power or the PV active power output needs to be curtailed to mitigate the voltage rise. Between 11 am and 9 pm, the integration of PVs alleviates the under-voltage violations where the minimum load voltage in the system is below the lower ANSI limit of 0.95 pu. However, reactive power support from smart inverters as well as appropriate operations of switched capacitors and tap changers of VRs are still necessary to thoroughly remove the voltage violations from 5 pm to 9 pm when PVs stop injecting active power to the system. Table II reports the average run time for one step of the OPF algorithm described in Section III in scenarios S2-S5. Table II also shows the total PV curtailments during the simulated day in these scenarios. Significant PV curtailment and reverse power flow are not observed in this system with the chosen PV parameters in Table I . Fig. 9 shows the optimal reactive power from several selected PVs. During the period from 9 am to 2 pm when the load level is less than the PV active power generation, most of the selected inverters reduce or absorb reactive power to alleviate voltage rise. During the high-demand period from 3 pm to 9 pm, however, smart inverters supply reactive power to the system to boost the system voltage since their active power drastically decreases. In both scenarios, the reactive power of the smart inverters is within their capability limit of 20 kVA.
2) Performance of the OPF Algorithm and the System With the Optimal Control:
Instead of supplying or absorbing reactive power as smart inverters and shunt capacitors do, VRs directly adjust their tap changers to regulate system voltage. However, a similar result to that in Fig. 9 is observed from the tap changers of the VRs at phase C of bus 814 and phase A of bus 852 in scenarios S3 and S5, as shown in Fig. 10 . Voltage regulators reduce and increase the tap changer values during high PV and high load periods, respectively. In addition, more tap switching operations are observed in scenario S3 in which switching is not penalized (α 3 is zero) compared to scenario S5 (α 3 is 0.5). More importantly, the dispatch of any tap changers converges exactly to one of its available discrete values. These reasonable results support the decision of using PCPDIPM to solve a generalized OPF problem with discrete variables in this paper compared to other available solvers. Fig. 11 shows a comparison of the maximum and minimum voltages of load buses during the same operating condition as in Fig. 8 using the proposed method and conventional approach, in which discrete variables are rounded off after solution convergence. It is shown that the solution obtained by using the conventional approach results in overvoltage. In contrast, since all continuous variables in the proposed approach adjust their values after the discrete variables are forced to converge to their optimal discrete values, the voltage violation periods in Fig. 8 are eliminated. In addition, rounding off the discrete variables results in significant voltage deviations from the optimal solution at several time steps. Fig. 12 shows the comparison of system losses in scenario S0 without PV as well as when 24 PVs and 48 PVs are employed with unity power factor in scenario S1 and the optimal active and reactive power in scenarios S5. Besides eliminating voltage violations, the optimal PV dispatch also contributes to a lower loss in scenario S5 compared to that in base scenarios S0 and S1. Fig. 12 also illustrates the benefit of PV integration in terms of loss reduction. The higher the PV integration, the lower the system losses. When 24 PVs and 48 PVs are employed, the total loss reductions during the day are 0.52 MWh (18.02%) and 0.89 MWh (31.07%), respectively, of the 2.86 MWh losses in scenario S0 without any PVs.
B. EPRI Circuit 5 2,998-Bus: A Large System 1) System Description:
The OPF formulation and algorithm are tested using a large distribution system shown in Fig. 13 . As shown in Table I , this system has 3,437 nodes with 1,739 customers. In addition, instead of using 4 original three-phase switched capacitors, the number of switched capacitors is increased to 77 to stress-test the algorithm performance with discrete variables. The number of PVs is also set to 500, which results in an OPF problem with 7,945 variables and 9,685 constraints. Load and PV profiles remain as shown in Fig. 7 .
2) Performance of the OPF Algorithm and the System With the Optimal Control: Table III reports the run time of the algorithm in scenarios S2-S5. The solution converges within 2 minutes on average for each time step, which is much faster compared to the reported time of 5 minutes in [19] when solving a similar problem in an unbalanced system with only 101 buses and 34 PVs using the SQP solver in MATLAB. In addition, it should be noted that the algorithm does not converge with a flat start. These comparisons demonstrate the superiority of the proposed solution techniques described in Section III-B. Fig. 14 shows the number of iterations for the solution to converge in Fig. 13 . Unbalanced system EPRI Circuit 5 (3,437 nodes) with 500 additional PVs, plotted using GridPV tool [29] . scenario S5, which includes the additional iterations required to force switched capacitors to converge to their discrete values. With more variables and constraints during PV generation periods, the numbers of iterations for 9 am to 5 pm are higher than those at the other time steps. Fig. 15 shows the difference of the objective function computed by the solution of the proposed approach and the relaxed solution when discrete variables are treated as continuous variables. In spite of a large number of discrete variables, the differences of the objective function in both scenarios S2 and S5 are marginal, which demonstrates the quality of the final solution in minimizing the objective function and verifies the efficacy of the presented approach to deal with the discrete variables. Compared to scenario S2, a lower number of capacitor operations in scenario S5 due to the switching penalty in the objective function results in a lower difference. Fig. 16 shows the optimal active power dispatch from PVs at phase A of three different nodes. In this case study, significant PV curtailment with different quantities is observed in the first two nodes. Consistent with Fig. 7 and Fig. 8 , the curtailment appears during the high PV generation period. The total active power curtailments during the day in scenarios S2-S5 are shown in Table III.  Table III also shows the system losses with the optimal solutions in scenarios S2-S5 and the corresponding percentages of energy that are saved compared to scenario S0. The energy saving is highest in scenario S2 where only minimizing losses is desired and lowest in scenario S5 where the objective includes minimizing loss, PV curtailment, as well as tap changer and capacitor switchings. 17 shows the maximum and minimum load voltages in scenario S5. It includes the results from the numerical solution computed using the proposed method described in Sections II and III as well as OpenDSS with the optimal dispatch of PVs and capacitors from the numerical solution (see Fig. 5 ). All load voltages are within the required ANSI limits. In addition, the voltages from the numerical solution and OpenDSS completely match each other, which verifies the high accuracy of the proposed formulation and solution. Fig. 18 shows the resulting voltages of all nodes at 12 pm in scenario S5 from the power flow solution in OpenDSS with the optimal power dispatch of the PVs and switched capacitors from the numerical solution. It is clear that those buses where PVs are located have the highest voltage. Fig. 19 shows the active power injected from the substation to the system in scenarios S0-S5. If all PVs are scheduled to inject active power with unity power factor, there is a maximum 0.9 MW active power flowing back to the substation due to an excess PV generation at 12 pm. However, with constraint (12), the optimal solution completely prevents the system from reverse power flow. Specifically, in scenario S3 and S5 with high PV generation, constraint (12) is binding. In scenario S2 and S4, where PV generation is lower due to curtailment, constraint (12) is not binding.
V. CONCLUSION
This paper proposes a generalized formulation and solution techniques to effectively implement PCPDIPM to solve the OPF problem in multi-phase distribution systems with high PV penetration. The optimal power dispatch and operations from inverter-based PVs, switched capacitors, and voltage regulators minimize system losses, active power curtailment, and capacitor and VR switching operations as well as to prevent the system from voltage violation and reverse power flow. The quality of the proposed approach is demonstrated in terms of solution accuracy, convergence speed, efficacy to work with discrete variables, and ability to apply to large distribution systems with diverse topologies. The computational time is sufficiently fast, which allows the proposed method to be implemented in realtime applications with higher resolutions of PV and load data such as 5-minute and 15-minute data. The solutions of the IEEE 34-bus and EPRI Circuit 5 2,998-bus systems show a significant loss reduction as well as an elimination of voltage rise and reverse power flow.
