Abstract. F -polynomials and g-vectors were defined by Fomin and Zelevinsky to give a formula which expresses cluster variables in a cluster algebra in terms of the initial cluster data. A quantum cluster algebra is a certain noncommutative deformation of a cluster algebra. In this paper, we define and prove the existence of analogous quantum F -polynomials for quantum cluster algebras. We prove some properties of quantum F -polynomials. In particular, we give a recurrence relation which can be used to compute them. Finally, we compute quantum F -polynomials and g-vectors for a certain class of cluster variables, which includes all cluster variables in type A n quantum cluster algebras.
Introduction
Cluster algebras were introduced by Fomin and Zelevinsky in [6] in order to study total positivity and canonical bases in semisimple groups. Let m ≥ n be positive integers. Roughly speaking, a cluster algebra is a subalgebra generated by a distinguished collection of generators called cluster variables inside of an ambient field F which is isomorphic to the field of rational functions in m independent variables. To obtain these cluster variables, one begins with an initial seed. A seed is a pair (x,B) such thatx is an m-tuple of elements from F with the first n terms being cluster variables and the remaining m − n terms being coefficient variables, and such that B is an m × n integer matrix whose top n × n submatrix is skew-symmetrizable; the m-tuplex is called the extended cluster of the seed. Seed mutations are certain operations which transform a seed into another seed. In mutating from one seed (x,B) to another seed (x ,B ), one cluster variable x is exchanged for another cluster variable x ; the elements x, x satisfy a certain exchange relation which is of the form xx = M + + M − , where M + , M − are monomials on disjoint subsets of variables from fromx − {x}. The role of the matrixB is to dictate exactly what these monomials M + , M − are. The set of cluster variables which generate a given cluster algebra is obtained by mutating the initial seed with all possible sequences of mutations and taking all cluster variables from the seeds that result.
Quantum cluster algebras were defined by Berenstein and Zelevinsky in [1] . A quantum cluster algebra is a certain noncommutative deformation of a cluster algebra with an additional generator q lying in the center. Under this deformation, each extended cluster (x 1 , . . . , x m ) in the cluster algebra is replaced by the m-tuple (X 1 , . . . , X m ), where the elements X 1 , . . . , X m now quasi-commute, i.e., for each 1 ≤ i, j ≤ m, there exists λ ij ∈ Z such that X i X j = q λ ij X j X i . The exchange relations are also altered to allow for the fact that extended cluster elements must quasi-commute.
In [8] , Fomin and Zelevinsky defined F -polynomials and g-vectors corresponding to an initial n × n skew-symmetrizable integer matrix B 0 . They gave recurrence relations for the F -polynomials and g-vectors which essentially only depend on B 0 . One of the main results of [8] was a formula expressing any cluster variable in terms of F -polynomials and g-vectors using only the initial cluster of A.
The main purpose of this paper is to demonstrate the existence of quantum Fpolynomials, which is an analogue of F -polynomials in the quantum cluster algebra setting. Quantum F -polynomials satisfy the property that any cluster variable in a quantum cluster algebra may be computed (up to a multiple of a power of q) in a formula with the appropriate quantum F -polynomial and g-vector using only the initial extended cluster. It is conjectured (and proven in some cases) that this formula can be sharpened so that the multiple of q does not appear (see Theorem 6.1) . By setting q = 1 in a quantum F -polynomial, we obtain the appropriate F -polynomial for (nonquantum) cluster algebras.
The organization of the paper is as follows. In Section 2, we recall the definition of cluster algebras. In Section 3, we recall the definition of F -polynomials and g-vectors as well as the aforementioned formula for cluster variables (Theorem 3.6). Section 4 is devoted to recalling the definition of quantum cluster algebras. In Section 5, (left) quantum F -polynomials are defined. Theorem 5.3 is devoted to proving their existence. Properties of quantum F -polynomials are given in Section 6. Proposition 6.4 shows how to easily compute "right" quantum F -polynomials once the "left" ones are known. A recurrence relation for quantum F -polynomials is given in Theorem 6.7. The last section is devoted to computing quantum F -polynomials in a particular class of examples where the cluster variables correspond to induced trees of the quiver which can be defined using the initial matrix B 0 . We show in the subsection that this formula may be used to compute all quantum F -polynomials corresponding to any n × n exchange matrix B 0 of type A n . In addition, a formula for g-vectors in type A n is given. In the sequel to this paper, formulas for g-vectors and quantum F -polynomials will be provided for the remainder of the classical types.
Cluster Algebras of Geometric Type
Following [8, Section 2] , we give the definition of a cluster algebra of geometric type as well as some properties of these cluster algebras. The proofs of any statements given in this section can be found in [8, Section 2] . Definition 2.1. Let J be a finite set of labels, and let Trop(u j : j ∈ J) be an abelian group (written multiplicatively) freely generated by the elements u j (j ∈ J). We define the addition ⊕ in Trop(u j : j ∈ J) by (2.1)
and call (Trop(u j : j ∈ J), ⊕, ·) a tropical semifield. If J is empty, we obtain the trivial semifield consisting of a single element 1. The group ring of Trop(u j : j ∈ J) is the ring of Laurent polynomials in the variables u j .
Fix two positive integers m, n with m ≥ n. Let P = Trop(x n+1 , . . . , x m ), and let F be the field of rational functions in n independent variables with coefficients in QP, the field of fractions of the integral group ring ZP. (Note that the definition of F does not depend on the auxiliary addition ⊕ in P.) The group ring ZP will be the ground ring for the cluster algebra A to be defined, and F will be the ambient field, with n being the rank of A.
Definition 2.2. A labeled seed in F is a pair (x,B) where
•x = (x 1 , . . . , x m ), where x 1 , . . . , x n are algebraically independent over QP, and F = QP(x 1 , . . . , x n ), and •B is an m × n integer matrix such that the submatrix B consisting of the top n rows and columns ofB is skew-symmetrizable (i.e., DB is skew-symmetric for some n × n diagonal matrix D with positive integer diagonal entries). We callx the extended cluster of the labeled seed, (x 1 , . . . , x n ) the cluster,B the exchange matrix, and the matrix B the principal part ofB.
We fix some notation to be used throughout the paper. For x ∈ Q, Also, for i, j ∈ Z, write [i, j] for the set {k ∈ Z : i ≤ k ≤ j}. In particular, [i, j] = ∅ if i > j.
Definition 2.3. Let k ∈ [1, n]. We say that an m × n matrixB is obtained from an m × n matrixB = (b ij ) by matrix mutation in direction k if the entries ofB are given by
Definition 2.4. Let (x,B) be a labeled seed in F as in Definition 2.2, and writẽ B = (b ij ). The seed mutation µ k in direction k transforms (x,B) into the labeled seed µ k (x,B) = (x ,B ), where
, where x j = x j for j = k, and (2.
3)
•B is obtained fromB by matrix mutation in direction k.
One may check that the pair (x ,B ) obtained is again a labeled seed. Furthermore, the seed mutation µ k is involutive, i.e., applying µ k to (x,B) yields the original labeled seed (x,B).
Definition 2.5. Let T n be the n-regular tree whose edges are labeled with 1, . . . , n in such a way that for each vertex, the n edges emanating from that vertex each receive different labels. Write t k t to indicate t, t ∈ T n are joined by an edge with label k. Definition 2.6. A cluster pattern is an assignment of a labeled seed (x t ,B t ) to every vertex t ∈ T n such that if t k t , then the labeled seeds assigned to t, t may be obtained from one another by seed mutation in direction k. Writex t = (x 1;t , . . . , x m;t ),B t = (b t ij ), and denote by B t the principal part ofB t . Definition 2.7. For a given cluster pattern, write
The elements of X are the cluster variables. The cluster algebra A associated to this cluster pattern is the ZP-subalgebra of F generated by all cluster variables. That is, A = ZP[X ].
F -polynomials and g-vectors
The reference for all of the information given in this section (except the definition and properties of extended g-vectors) is [8] . For this section, fix an n × n skewsymmetrizable integer matrix B 0 and an initial vertex t 0 ∈ T n . Assume that any cluster algebra A in this section has initial exchange matrixB 0 with principal part B 0 .
Definition 3.1. We say that a cluster pattern t → (x t ,B t ) (or its corresponding cluster algebra) has principal coefficients at t 0 ifx t 0 = (x 1 , . . . , x 2n ) (i.e., m = 2n) and the exchange matrix at t 0 is the principal matrix corresponding to B 0 given by
where I is the n × n identity matrix. Denote the corresponding cluster algebra by
be the cluster algebra with principal coefficients, with labeled seed at t 0 written as
Let Q sf (z 1 , . . . , z ) denote the set of all rational functions in independent variables z 1 , . . . , z which can be expressed as subtraction-free rational expression in z 1 , . . . , z . Observe that by iterating the exchange relations in (2.3), any cluster variable x ;t ∈ A • can be expressed as a unique rational function in x 1 , . . . , x n , y 1 , . . . , y n given as a subtraction-free rational expression. Denote this rational function by
. . , u n ) denote the rational expression obtained by setting x i = 1 and y i = u i for all i in X ;t :
Using [7, Proposition 11.2] , which is a sharpened version of the "Laurent phenomenon" (see [6, Theorem 3 .1]) for cluster algebras with principal coefficients, the next theorem shows that the F ;t functions are indeed polynomials:
be a cluster algebra with principal coefficients at t 0 . Suppose that the initial seed in A • is given as at (3.2). Then
The F -polynomials may be computed using the following recurrence. Proposition 3.4. Let t →B t = (b t ij ) (t ∈ T n ) be the family of 2n × n matrices associated with the cluster algebra A • (B 0 , t 0 ). Then the polynomials F ;t = F Bt 0 ;t 0 ;t (u 1 , . . . , u n ) are uniquely determined by the initial conditions (3.8)
together with the recurrence relations
for every edge t k −−− t such that t lies on the (unique) path from t 0 to t in T n .
In [8, Section 6] , the following Z n -grading of A • = A • (B 0 , t 0 ) was introduced:
where e 1 , . . . , e n are the standard basis vectors for Z n and b 0 j is the jth column of B 0 . Under this Z n -grading, the cluster algebra
, and every cluster variable in A • (B 0 , t 0 ) is a homogeneous element.
The Z n -degree of the cluster variable x ;t ∈ A • (B 0 , t 0 ) will be denoted by g ;t = g B 0 ;t
 ∈ Z n ; we refer to g ;t as the g-vector of x ;t .
For any cluster algebra A such that the initial extended cluster at t 0 is given bỹ x = (x 1 , . . . , x m ) and the exchange matrix at t 0 isB 0 = (b 0 ij ), let
The next theorem shows that any cluster variable in A may be computed in terms of the initial extended cluster if the corresponding F -polynomial and g-vector are known.
Theorem 3.6. Let A be a cluster algebra such that the principal part of the exchange matrix at t 0 is B 0 . Using the notation just given for the initial seed at A, any cluster variable x ;t in A may be expressed as
Furthermore, for j ∈ [1, n], u j does not divide F ;t . Thus, in the cluster algebra
Next, we introduce extended g-vectors which generalize the g-vectors to any cluster algebra A. Definition 3.7. Let A be any cluster algebra with initial extended clusterx = (x 1 , . . . , x m ), and let ∈ [1, n], t ∈ T n . Define gB 0 ;t 0 ;t = (g 1 , . . . , g m ) to be the unique vector in Z m such that the cluster variable x ;t ∈ A satisfies
m . We callg ;t =gB 0 ;t 0 ;t the extended g-vector.
Observe that the existence ofg ;t follows immediately from Theorem 3.6. Explicitly, the first n coordinates ofg ;t are given by g together with the recurrence relations
where the (unique) path from t 0 to t in T n ends with the edge t
Proof. Equation (3.17) is clear from the fact that F ;t 0 = 1 for all ∈ [1, n]. Let t k t in T n . If = k, then F ;t = F ;t , and (3.18) follows. Now considerg k;t . In section 3 of [8] , an element Y k;t ∈ Q sf (u 1 , . . . , u n ) was defined satisfying certain properties that we recall below. By [8, Proposition 3.12] ,
where the right hand side is computed in the field Q(u 1 , . . . , u n ) of rational functions. By [8, (3. 16)], the cluster variable x k;t ∈ A is given by
where P = Trop(x n+1 , . . . , x m ), andŷ i , y i are elements of the ambient field F as defined at (3.12) .
By [8, (3. 14)], (3.21 ) may be rewritten as
By Definition 3.7, it follows from equation (3.24) that
where
In the particular case, where A has principal coefficients, (3.22) implies that 
It follows that for all i ∈ [1, n], t ∈ T n , the recurrence (3.19) may be replaced by the following recurrence:
for ∈ {+, −}.
Quantum Cluster Algebras
In this section, we define quantum cluster algebras and state properties to be used later. See [1, Sections 3 and 4] for additional information.
Let L be a lattice of rank m, with associated skew-symmetric bilinear form Λ : L × L → Z. We also introduce a formal variable q which commutes with all other elements, and consider the ring Z[q 
e : e ∈ L} and multiplication given by
It is easy to check that T is associative. The basis elements satisfy the following commutation relations:
In addition, we have
The based quantum torus T is an Ore domain, which means that it is contained in F, its skew-field of fractions. The quantum cluster algebra to be defined below will be a Z[q
]-subalgebra of F. Our first goal is to define the quantum analogue of a labeled seed. First, we must make some definitions.
where φ is an automorphism of F, and η : Z m → L is an isomorphism of lattices.
By definition, the elements M (c) form a basis of φ(T ), which is an isomorphic copy of T in F. The commutation relations of these elements are given by (4.6) where the bilinear form Λ M on Z m is obtained by transferring the form Λ from L via the lattice isomorphism η. We also have
We use the same symbol Λ M to denote the skew-symmetric matrix whose entries are given by
where e 1 , . . . , e m are the standard basis vectors of Z m . For a given toric frame, write
The elements X i satisfy the quasi-commutation relations:
Using (4.5) and (4.8), it follows that for any c = (
so that the toric frame M is uniquely determined by the elements X 1 , . . . , X m . 
. In other words, the productB T Λ is equal to the n × m matrix (D|0), where D is a n × n diagonal matrix with positive integer diagonal entries d 1 , . . . , d n . Suppose that in the classical limit (i.e., taking q = 1), the elements X 1 , . . . , X m specialize to x 1 , . . . , x m . Then these elements x 1 , . . . , x m form a free generating set of the ambient field, so by Proposition 4.4, we have that (x = (x 1 , . . . , x m ),B) is a labeled seed.
The next goal is to define mutation for quantum seeds. First, we extend the definition of matrix mutations to compatible pairs. Let k ∈ [1, n], and pick a sign ∈ {±1}. Denote by E the m × m matrix with entries given by (4.12)
Then Λ is skew-symmetric. Furthermore, one may verify that Λ is independent of sign and that (Λ , µ k (B)) is a compatible pair (see [1, Proposition 3.4 
]).
Definition 4.6. [1, Definition 3.5] Let (Λ,B) be a compatible pair, and let k ∈ [1, n]. We say that (Λ , µ k (B)) (with Λ as above) is obtained by mutation in direction k from (Λ,B), and write
for the t-binomial coefficient. The t-binomial coefficients satisfy the equation
For mutations of toric frames, let (M,B) be a quantum seed, withB = (b ij ). Fix an index k ∈ [1, n] and a sign ∈ {±1}. Define a mapping M :
where b k denotes the kth column ofB, and the matrix E is given at (4.12).
(1) The mapping M is a toric frame which does not depend on the choice of sign .
This proposition justifies the next definition: Quantum cluster patterns may be defined in a completely analogous way to cluster patterns by simply replacing the labeled seeds (x t ,B t ) by the quantum seeds (M t ,B t ) in Definition 2.6. In this case, we write X j;t = M t (e j ) for j ∈ [1, m], t ∈ T n . The cluster variables are the elements X j;t for j ∈ [1, n], t ∈ T n . Observe that X j;t = X j;t 0 for i ∈ [n + 1, m], j ∈ T n ; these are the m − n coefficient variables which do not depend on the seed t. The cluster at the seed t is (X 1;t , . . . , X n;t ), and the extended cluster is (X 1;t , . . . , X m;t ).
The next proposition provides the analogue in quantum cluster algebras of the exchange relation given at (2.3). 
Finally, we are ready for the definition of quantum cluster algebra. Observe that one consequence of Proposition 4.9 is that in a given quantum cluster pattern, X j;t = X j;t for any j ∈ [n + 1, m], t, t ∈ T n . Put X j = X j;t for j ∈ [n + 1, m], and write X = {X j;t : j ∈ [1, n], t ∈ T n } for the collection of all cluster variables. .12] For a given quantum cluster pattern t → (M t ,B t ), the associated quantum cluster algebra A is the Z[q
m ]-subalgebra of the ambient skew-field F, generated by the elements of X .
The next result will be referred to as the quantum Laurent phenomenon:
Theorem 4.11. [1, Corollary 5.2] The cluster algebra A as above is contained in
F-polynomials in Quantum Cluster Algebras
For this section, fix the following:
. . , d n on the diagonal satisfying the property that DB 0 is skew-symmetric.
In this section and the next, we will assume all quantum cluster algebras A under consideration have the following properties. The extended exchange matrix at t 0 , which will be denoted byB 0 , has principal part B 0 . The m × m skew-symmetric integer matrix which gives the quasi-commutation relations for the cluster variables and coefficients at t 0 will be denoted by Λ 0 , and this matrix will be assumed to satisfy the following compatibility condition withB 0 :
For any such quantum cluster algebra A, denote the ambient skew-field of the quantum cluster algebra A by F. LetB t = (b t ij ) denote the extended exchange matrix at the vertex t. Writeb j;t ∈ Z m for the jth column ofB t , and setb j =b j;t 0 . Let M t denote the toric frame at the vertex t ∈ T n , and put M 0 := M t 0 . Let Λ t denote the skew-symmetric bilinear form on Z m corresponding to M t . (We will also use Λ t for the m × m skew-symmetric integer matrix which gives the quasi-commutation relations in the cluster at t). Denote the cluster variables in the corresponding cluster by X j;t := M t (e j ) for 1 ≤ j ≤ n, and write X j = X j;t 0 for the cluster variables in the initial cluster. For j ∈ [1, n], t ∈ T n , writê
Equivalently, the elementsŶ j;t satisfy the quasi-commutation relation
Note that these quasi-commutation relations are the same in every quantum cluster algebra under consideration since they only depend on the entries of the matrices D and B 0 .
]-algebra with generating set {Z j : 1 ≤ j ≤ n} such that the Z i satisfy the same quasi-commutation relations as theŶ i :
Then R is a based quantum torus in the sense of Definition 4.1. Thus, we can consider the skew-field F(R) of right fractions of R:
For F ∈ F(R), denote by F (Ŷ ) the element of F obtained from F by setting each Z i toŶ i for all 1 ≤ i ≤ n. In analogy to the notation at (4.10), for c = (c 1 , . . . , c n ) ∈ Z n , define
Proposition 5.1 (Example 0.5, [12] ). Suppose Λ is an n×n skew-symmetric integer matrix. The cluster algebra A • = A • (B 0 , t 0 ) has a unique quantization such that the quasi-commutation relations of the cluster variables in the cluster at t 0 are given by Λ. The unique 2n × 2n matrix Λ 0 satisfying (5.1) is given by
We say that quantum cluster algebra defined in Proposition 5.1 has principal coefficients, and denote it by
be the g-vector (as in Proposition 3.5).
(1) There exists a unique polynomial
] such that the cluster variable X j;t ∈ A • is given by
where M 0 is the toric frame at t 0 for A • , andŶ 1 , . . . ,Ŷ n are defined as at (5.2) using the columns of the principal matrix with respect to B 0 . (Here, we consider g j;t as an element in Z 2n by appending n 0's to the end of the vector.) The polynomial F j;t does not depend on the choice of the matrix Λ. We call this polynomial a (left) quantum F -polynomial. Z such that in any quantum cluster algebra A whose initial exchange matrix isB 0 , we have that the cluster variable X j;t ∈ A is given by
where M 0 is the toric frame at t 0 for A, andŶ 1 , . . . ,Ŷ n are defined using the columns ofB 0 . (Note that λ j;t = λB 0 ;t 0 j;t depends onB 0 but not on A or the choice of initial quasi-commutation relations.) (3) Setting q = 1 and
Proof. We start by proving the existence of F j;t ∈ F(R) which satisfy (5.10) so that λ j;t = 0 ifB 0 is principal. Proceed by induction on the distance of t from the initial vertex t 0 in the tree T n . For 1 ≤ j ≤ n, X j;t 0 = M 0 (e j ) andgB 0 ;t 0 j;t = e j , so take F j;t 0 = 1 and λ j;t 0 = 0. Now suppose that for some vertex t ∈ T n , each F j;t has been defined satisfying (5.9) and (5.10). Let t ∈ T n such that t k t . If j = k, then X j;t = X j;t andgB 0 ;t 0 j;t =gB 0 ;t 0 j;t , so put F j;t = F j;t . Now consider the cluster variable X k;t . Using Proposition 4.9 and the fact that
The second equality follows from the fact that for
which is a restatement of the compatibility condition betweenB t and Λ t . Some notation that will be used throughout this section and the next: let G 1 , . . . , G p be elements of a skew-field. Then define
The elements G 1 , . . . , G p are not necessarily commutative, so this product notation establishes a fixed order in which the elements are to be multiplied.
Let
Using the expressions given at (5.10) for cluster variables at the vertex t,
Z is given by
Observe that λ does not depend on A, only on the choice ofB 0 , and that λ = 0 ifB 0 is principal. By (5.14), the elementsŶ j and X i obey the following quasi-commutation relations
Observe that this quasi-commutation relation only depends on the entries of D. Using (5.20), we can move all M 0 (gB 0 ;t 0 i;t ) to the right in (5.18), from which it follows that
where P k;t is some element of F(R). Observe that P k;t does not depend onB 0 or the choice of quantum cluster algebra A for the following reasons: for each j ∈ [1, n], F j;t does not depend on A orB 0 , by the inductive hypothesis; the first n coordinates of eachgB 0 ;t 0 j;t are equal to g j;t , which only depend on B 0 and D, and the remaining m−n coordinates correspond to coefficient variables X n+1 , . . . , X m , which commute with theŶ j elements; finally, the powers [−b
t ik ] + of the M 0 (gB 0 ;t 0 i;t ) are in the principal part ofB t , which is the same for every quantum cluster algebra presently under consideration. Writeg
To bring this expression closer to (5.10), we must show thatŶ k;t can be expressed as a subtraction-free rational expression inŶ 1 , . . . ,Ŷ n .
where E − = (e il ) is the m × m matrix whose entries are given at (4.12). For each p = 1, . . . , |b|,
Since b ≤ 0, one can check that
It follows that
The last equality follows from the t-binomial formula. The proposition in this case follows after simplifying this last expression.
In this case,Ŷ j;t = M t (−b j;t ) −1 , and
Using the expression at (5.28),
where the last expression follows from the t-binomial formula (4.15). Additional simplification yields the proposition in this case.
Case 3: j = k In this case, b = 0. Using (4.16) again,
Remark 5.5. The recurrence relations for theŶ i;t which appear in Lemma 5.4 are essentially the same as certain quantum mutation maps which occur in quantum spaces X q as defined in [4] (see Lemma 3.2 in loc. cit.).
By Lemma 5.4, one may show that there exists a unique Y k;t ∈ F(R) such that Y k;t (Ŷ ) =Ŷ k;t ; furthermore, Y k;t can be expressed as a subtraction-free rational expression in Z 1 , . . . , Z n depending only on B 0 and D, and not onB 0 or A. Set
Let λ be an element of
Using (5.3) and Proposition 3.8, λ can be written explicitly as
Thus, λ will only depend on B 0 , D, not onB 0 or on A. Let ρ • be the value of ρ as obtained above whenB 0 is the principal matrix corresponding to B 0 . Let
By (5.25),
The proof of the existence of F j;t ∈ F(R) satisfying (5.9) and (5.10) now follows by induction.
Note that λ k;t = 0 ifB 0 is the principal matrix corresponding to B 0 . To check that F k;t is independent of the choice ofB 0 or A, and that λ k;t depends onB 0 but not A, we must prove that ρ depends onB 0 , but not on the choice of quantum cluster algebra A.
With this notation and the definitions of ρ 1 , ρ 2 given at (5.16), (5.23), it follows that
where the last summation ranges over j ∈ [1, n], i ∈ [1, m] such that j < i. Thus, the assertion about ρ follows from the next lemma. Setting q = 1 in (5.9) yields
where g j;t = (g 1 , . . . , g n ). Comparing this (3.14), it follows that F j;t | q=1 (ŷ 1 , . . . ,ŷ n ) = F B 0 ;t 0 j;t (ŷ 1 , . . . ,ŷ n ). (5.58) Sinceŷ 1 , . . . ,ŷ n are algebraically independent, part (3) of Theorem 5.3 follows.
For the uniqueness of F j;t , observe that if another F j;t ∈ R satisfies equation (5.9), then F j;t (Ŷ ) = F j;t (Ŷ ). SinceŶ 1 , . . . ,Ŷ n are algebraically independent, it follows that F j;t = F j;t .
We conclude the proof of part (1) ], which implies the same is true for F j;t (Ŷ ). Let F j;t (Ŷ ) = P (X 1 , . . . , X 2n ) for some Laurent polynomial P with coefficients in Z[q Taking the Newton polytope of both sides of (5.59), Newt(C(Ŷ )) = Newt(A(Ŷ )) + Newt(P (X 1 , . . . , X 2n )) (5.61) This implies that Newt(P (X 1 , . . . , X 2n )) is contained in the Q-linear span ofb 1 , . . . ,b n . Thus, each exponent vector of P (X 1 , . . . , X 2n ) can be expressed as a Q-linear combination ofb 1 , . . . ,b n . However, the last n coordinates of the vectorb i is given by the vector e i ∈ Z n , so each exponent vector must in fact be a Z-linear combination ofb 1 , . . . ,b n . This proves P (X 1 , . . . , X 2n ) = F j;t (Ŷ ) is a Laurent polynomial inŶ 1 , . . . ,Ŷ n . SinceŶ 1 , . . . ,Ŷ n are algebraically independent, this implies F j;t is a Laurent polynomial in Z 1 , . . . , Z n with coefficients in Z[q
. Now consider the Newton polytope N (F j;t ) of F j;t with respect to Z 1 , . . . , Z n , i.e., N (F j;t ) is the convex hull in R n of the set {a ∈ Z n : Z a has nonzero coefficient in F j;t }. Denote by N (F ) the Newton polytope of the polynomial F (u 1 , . . . , u n ) with respect to u 1 , . . . , u n , which is defined in a analogous way N (F j;t ). By following the proof of the existence of F j;t , it is easy to see that F j;t is obtained from Z 1 , . . . , Z n via a series of subtraction-free rational transformations. This means that for each vertex c ∈ N (F j;t ), the monomial in F j;t with exponent vector c will have a coefficient that can be expressed as a subtraction-free rational expression in Z[q is the nonquantum F -polynomial. Since F j;t is a polynomial in u 1 , . . . , u n , the polytope N (F B 0 ;t 0 j;t ) does not contain any points with negative coordinates. The same is true of N (F j;t ), forcing F j;t to be a polynomial in Z 1 , . . . , Z n .
Example 5.7. For all j ∈ [1, n], F j;t 0 = 1. If t 0 k t in T n , then the g-vector recurrences (Proposition 3.9) imply that
From equation (5.13), it follows that
For j = k, F j;t = 1.
Properties of Quantum F -polynomials
We continue to use the same notation as in the previous section. Part (2) of Theorem 5.3 may be strengthened under a certain condition which is conjectured to be true in general.
Theorem 6.1. If the nonquantum F -polynomial F B 0 ;t 0 j;t has nonzero constant term for all j ∈ [1, n], t ∈ T n , then for any cluster variable X j;t ∈ A, X j;t = F j;t (Ŷ )M 0 (gB 0 ;t 0 j;t ). (6.1)
Proof. We need to show that λ j;t = 0 (see (5.10)). Proceed by induction on the distance of the vertex t from t 0 in T n , with λ j;t 0 = 0 already established in the proof of Theorem 5.3. Let t k t in T n , and suppose that λ j;t = 0 for all j ∈ [1, n]. From the proof of Theorem 5.3, λ j;t = λ j;t = 0 for j = k. Note that λ k;t is given by equations (5.19) and (5.40). To show that λ k;t = 0, it suffices to prove that ρ = ρ • = 0. The proof follows by induction after the next lemma is proven. Lemma 6.2. Suppose that for all j ∈ [1, n], t ∈ T n , the nonquantum F -polynomial F B 0 ,t 0 j;t has nonzero constant term. Then Λ t (e i , e j ) = Λ 0 (g i;t , g j;t ), and consequently, ρ
Proof. First, assume thatB 0 is principal. Let λ = Λ t (e i , e j ) (6.2) λ = Λ 0 (g i;t , g j;t ) (6.3)
Use the convention that F ;t = 1 if ∈ [n + 1, m]. The expressions for X i;t , X j;t from (5.9) imply that
For some P i , P j ∈ F(R),
SinceB 0 has full rank,Ŷ 1 , . . . ,Ŷ n are algebraically independent. Thus,
By (5.63), the fact that F . Observe that F j;t (resp. F i;t ) has the same constant term as P j (resp. P i ). Considering the constant term of both sides of (6.7), we conclude that λ = λ . As a consequence, (5.51) implies that for any t ∈ T n , i, k
where g
To prove that ρ t ij (B 0 ) = 0 in the general case whereB 0 is any exchange matrix with principal part B 0 , apply induction on the distance of t from t 0 in T n , and use Lemma 5.6 and (6.8).
Remark 6.3. It was conjectured that nonquantum F -polynomials always have constant term 1 in [8, Conjecture 5.4] . This conjecture was proven in [3] for the case when B 0 is skew-symmetric, and also in [9] in the situation where the cluster algebra admits a certain categorification.
Clearly, one can prove the existence and uniqueness of analogous "right" quantum F -polynomials by similar arguments as given in the proof of Theorem 5.3 . However, the next proposition demonstrates that these polynomials can easily be computed once the "left" F -polynomials are known. Following [1, Section 6] , define the Z-linear bar-involution X → X on a quantum cluster algebra A with initial quantum seed (M 0 ,B 0 ) by setting
We may also define a Z-linear bar-involution X → X on R B 0 ,D by
For X, Y ∈ A (resp. X, Y ∈ R B 0 ,D ), it's easy to verify that XY = Y X. Proposition 6.4. Let j ∈ [1, n], t ∈ T n . Then F j;t is the unique polynomial in Z 1 , . . . , Z n with coefficients in Z[q
Furthermore, for any quantum cluster algebra A whose initial exchange matrix is B 0 , the cluster variable X j;t ∈ A is given by Z, so the last assertion is proven.
For a = (a 1 , . . . , a n ),
We obtain the following result relating the g-vector g j;t and the coefficients of F j;t .
Then
In particular, if P a (q) = q c for some c ∈ Z, then c = −
Proof. Using (6.11) with (5.20),
The uniqueness of the quantum F -polynomial implies that
The coefficient of Z a in this expression is equal to q −g j;t ·a·d P a (q −   1 2 ). The last result of this section is a recurrence relation for the quantum F -polynomials. For the remainder of this section, assume that
n . The next lemma gives some basic properties of the operator L[a].
Proof. For (1), use (5.20) to show first that (6.20) holds when F = Z b , then extend linearly. Uniqueness follows from the fact thatŶ 1 , . . . ,Ŷ n are algebraically independent whenB 0 is principal. Statement (2) is a straightforward check. For (3), let
and G = L[a](G). Applying part (1) two different ways gives
where g k;t = (g 1 , . . . , g n ).
Theorem 6.7. The quantum F -polynomials F j;t are given by the following recurrence relations:
The initial quantum F -polynomials are given by
Using the notation given above, the quantum F -polynomial F k;t is
Remark 6.8.
(1) By Lemma 6.2, if the F -polynomial F B 0 ;t 0 j;t has nonzero constant term for every j ∈ [1, n], t ∈ T n , then ρ = 0. (2) Setting q = 1 and
r ; under this specialization, the quantum F -polynomial recurrence above becomes the F -polynomial recurrence given in Proposition 3.4.
Proof. (6.26) and (6.27) are already known from the proof of Theorem 5.3. Let t k t in T n . The cluster variable X k;t ∈ A • can be expressed as Z such that
Now X k;t may be rewritten as
Using (5.9), X k;t can be further rewritten as
Pushing all the quantum F -polynomials to the left in the above expression for X k;t , the cluster variable may further be rewritten as
From the recurrence relation for g-vectors (Proposition 3.9), it follows that
i is the ith column ofB 0 , the principal matrix with respect to B 0 . For
. This means that
The theorem follows the fact thatŶ 1 , . . . ,Ŷ n are algebraically independent.
Example 6.9 (Type A 2 ; cf. [6, Section 6]). For n = 2, the tree T 2 is an infinite chain. We call the vertices . . . , t −1 , t 0 , t 1 , t 2 , . . ., and label the edges as follows:
be the initial n × n exchange matrix, and D = 2 0 0 2 . LetB 0 be the principal matrix corresponding to B 0 . Then we may use matrix mutation (equation (2.2) ) and the g-vector recurrences (Proposition 3.9) to computẽ B t and the g-vectors g j;t = g B 0 ;t 0 j;t which are given in Table 1 . Also, the quantum F -polynomials F i;t 0 and F i;t 1 (i = 1, 2) may be computed using Example 5.7.
For the remaining quantum F -polynomials, we use recurrence relations given in Theorem 6.7. To compute F 1;t 2 , let t = t 1 , t = t 2 , k = 1. In this case,F {−1} 1;t 1 = 1, F {1} 2;t 1 = qZ 2 + 1, and the recurrence (6.28) becomes To compute F 2;t 3 , let t = t 2 , t = t 3 , k = 2. ThenF
The recurrence (6.28) in this case yields
The recurrence in this case is
= 1, and the recurrence gives
Examples of Quantum F -polynomials
For any n × n integer skew-symmetric matrix B = (b ij ), we may define a quiver Q(B) on the set of vertices [1, n] , with |b ij | arrows from i to j if and only if b ij < 0. Let B 0 be any n × n skew-symmetric integer matrix, and let D = dI n , where I n is the n × n identity matrix and d is a positive integer. Let Q 0 = Q(B 0 ), and fix T ⊂ [1, n] such that the subgraph of Q 0 induced by T is a tree. In particular, there is at most one edge in Q 0 connecting any given pair of vertices in T . Without loss of generality, assume that T = [1, ] ⊂ [1, n]. Furthermore, we may assume that the vertices of T are labeled so that for each i ∈ [1, ], the subgraph of T induced by the set [1, i] is also a tree, and in that tree, the vertex i is a leaf.
In this section, we associate to T a cluster variable in A • (B 0 , t 0 ) and compute the corresponding quantum F -polynomial and g-vector. The identification of T to such a cluster variable is done via denominator vectors. We recall from [6] the definition of these vectors and the recurrence relations from which they may be computed. Let A be any cluster algebra whose initial exchange matrix has principal part B 0 . Suppose A has initial extended cluster (x 1 , . . . , x m ) . By the Laurent phenomenon, any cluster variable x j;t ∈ A may be expressed as −−− t in T n , we have
Here, the max operation on vectors is performed component-wise. Observe that the denominator vector depends on B 0 , t 0 , t, j, not on the choice of coefficients or quantization.
For S ⊂ [1, n], write
The next two propositions are an immediate consequence of Proposition 5.7 and Corollary 5.8 of [3] : Proposition 7.1. There exists a cluster variable x T in A • (B 0 , t 0 ) such that the denominator vector of x T is e T . Furthermore, this cluster variable may be obtained from the initial cluster by mutating in directions k = 1, . . . , and taking the th cluster variable in the resulting cluster.
Let t 1 , . . . , t in T n such that t i−1 i t i in T n for i = 1, . . . , . Then the proposition implies that the cluster variable x i;t i ∈ A • (B 0 , t 0 ) is equal to x [1,i] for each i.
, and g T = g B 0 ;t 0 ;t for the quantum F -polynomial, nonquantum (or "classical") F -polynomial, and g-vector corresponding to T , respectively. where the summation ranges over all subsets S ⊂ T such that the following condition holds:
Proposition 7.3. [3, Remark 5.9] For k ∈ T , the kth component of g T is equal to
A formula for the remaining components of the g-vector will be given in Proposition 7.6 in a particular situation.
For S ⊂ [1, n], let φ(S) be the number of components in the subgraph of Q 0 induced by S.
Theorem 7.4. The quantum F -polynomial F T is given by
where the summation ranges over subsets S ⊂ T such that (7.6) is satisfied.
Proof. First, we need to show that the quantum F -polynomial F T is given by (7.10) where the summation ranges over S ⊂ T satisfying (7.6).
Apply induction on , the number of vertices in T . If T = {1}, then Proposition 7.3 implies that the first component of g T is −1. Since F T = F B 0 ;D;t 0 1;t 1 , (7.10) follows from Example 5.7. Next, assume that (7.10) is known for F [1,i] , where i = 1, . . . , −1. It suffices to prove that (7.11) where the summation ranges over S ⊂ T such that (7.6) holds, and each P S (q Z. Then (7.10) follows from Corollary 6.5 and induction. Using t = t −1 and t = t , Theorem 6.7 implies that there exists some a, a ∈ Z n and λ, λ ∈ 1 2 Z such that (7.12) where theF j andF k are each of the form L[h](F [1,p] ) for some h ∈ Z n , p ∈ [1, ]. By (6.19) and the induction hypothesis, the coefficients of any monomial Z c (c ∈ Z n ) in theF j andF k are powers of q. Thus, (7.12) implies that F T = P S (q Note that no monomial in F T with nonzero coefficient disappears under this specialization. By Proposition 7.2, it follows that Z e S occurs with nonzero coefficient in F T if and only if S ⊂ T and (7.6) is satisfied; furthermore, in this case, we have P S (1) = 1, which forces P S (q 1 2 ) to be a power of q, as desired. This finishes the proof of (7.10).
To conclude the proof of the theorem, we need to prove that − g T · e S = φ(S) (7.13) for any S ⊂ T such that S satisfies (7.6). Fix such a subset S. By Proposition 7.3,
Since (7.6) holds for S, we have that for k ∈ S, |I out (k)| is the number of i ∈ S such that k → i in Q 0 . Thus, k∈S |I out (k)| is equal to the number of edges whose endpoints are both in S, which is also equal to the number of edges in the subgraph of Q 0 induced by S. The number of vertices in a tree minus the number of edges is 1, so |S| − k∈S |I out (k)| must equal the number of components in the subgraph of Q 0 induced by S.
Next, we state a formula for g-vectors in a particular case. This formula was given in [3] in terms of representations of quivers with potentials. Let B 0 be an n × n skew-symmetric matrix with entries from {0, 1, −1}. We recall some notation and definitions from [3] , omitting certain technical details which are not needed here. Let M be the quiver representation of Q 0 such that M (i) = C if i ∈ T , and M (i) = 0 otherwise. Also, for the arrow a : i → j, let a M : M (i) → M (j) be the identity map if i, j ∈ T , and let a M be the 0-map otherwise.
For
M (j), (7.15) where I in (k), I out (k) were defined at (7.7).
A certain linear map γ k : M out (k) → M in (k) was defined in [3] . This map is given by the matrix γ k = (γ k (i, j)), where the rows of the matrix are indexed by i ∈ I in (k), the columns are indexed by j ∈ I out (k), and γ k (i, j) is either a nonzero element of C if there exists a directed path from j to i in Q 0 with all vertices contained in T , and γ k (i, j) = 0 otherwise.
The rank of γ k is equal to the maximum number r ∈ Z ≥0 for which there exist distinct j 1 , . . . , j r ∈ I out (k) and distinct i 1 , . . . , i r ∈ I in (k) such that there is a directed path from j s to i s in T for all s ∈ [1, r] . (In particular, rank(γ k ) does not depend on the specific nonzero values in the matrix γ k .)
Proof. If r = 0, then γ k = 0, and the lemma holds. Assume for the remainder of the proof that r ≥ 1. Let j 1 , . . . , j r , i 1 , . . . , i r be vertices as in the statement of the lemma.
We claim that there does not exist σ in the symmetric group S r , σ = id, such that γ k (i σ(s) , j s ) = 0 for all s ∈ [1, r] . For the sake of contradiction, assume that such a σ exists. Let p be the order of σ in S r . Then there exists a directed path from j s to i σ(s) in T for all s ∈ [1, r], so it follows that there is a cycle in T containing the vertices i 1 , j 1 , i σ(1) , j σ(1) , . . . , j σ p−1 (1) , i σ p (1) = i 1 , which contradicts that fact that the subgraph of Q 0 induced by T is a tree. Let Γ be the r × r submatrix of γ k with rows indexed by i 1 , . . . , i r , and columns indexed by j 1 , . . . , j r . Then the determinant of Γ is r s=1 γ k (i s , j s ), which is nonzero since γ k (i s , j s ) = 0 for all s ∈ [1, r] . This proves that rank(γ k ) ≥ r. Now let r = rank(γ k ), and suppose that Γ is an r × r invertible submatrix of γ k with rows indexed by i 1 , . . . , i r ∈ I in (k) and columns indexed by j 1 , . . . , j r ∈ I out (k). In order for the determinant of Γ to be nonzero, there must exist σ ∈ S r such that γ i σ(s) ,js = 0 for all s ∈ [1, r ]. Thus, there is a directed path from j s to i σ(s) in T for each s ∈ [1, r ], which means that rank(γ k ) ≤ r. Proposition 7.6. The g-vector g T corresponding to T is given by (g 1 , . . . , g n ), where 
We will show that each cluster variable in the cluster algebra A • (B 0 , t 0 ) corresponds to an induced chain C, which means that Theorem 7.4 may be used to compute all quantum F -polynomials in the type A n case. Also, we compute g-vectors for type A n using Proposition 7.6.
Denote by Φ + (B 0 ) the collection of subsets C of [1, n] such that the subgraph of Q 0 induced by C is a chain. (A chain is an alternating sequence v 1 , e 1 , v 2 , . . . , e p , v p of distinct vertices and edges such that the edge e i has vertices v i , v i+1 for i = 1, . . . , p − 1, and there are no other edges connecting the vertices v 1 , . . . , v p .) Proposition 7.7. The cluster variables in A which are not in the initial cluster are in bijective correspondence with the elements of Φ + (B 0 ). To be more specific, if a cluster variable corresponds to the set C ∈ Φ + (B 0 ), then its denominator vector is e C = i∈C e i .
Remark 7.8. For the acyclic case in finite type, it was proven in [7] that the cluster variables not in the initial cluster are in bijective correspondence with the positive roots of the given type. In the acyclic case, Proposition 7.7 is a consequence of this result. More recently, Proposition 7.7 was independently stated and proven in [10] .
To prove the proposition, we will use the following combinatorial description of cluster algebras of type A n given in [7] . In this realization, the cluster variables are in bijective correspondence with the diagonals of the (n + 3)-gon P n+3 , and the clusters correspond to maximal sets of noncrossing diagonals, i.e., to triangulations of P n+3 . (Note that two diagonals cross if they intersect in an interior point.) Let T = (β 1 , . . . , β n ) be a list of pairwise distinct noncrossing diagonals of P n+3 . Write ∆(T ) for the corresponding set of triangles. In this setting, cluster mutations are encoded as follows. Let k ∈ [1, n]. To mutate T in direction k, let ∆ 1 , ∆ 2 be the two triangles in ∆(T ) which have β k as a side, and let a, b be the vertices opposite the side β k in each of these triangles. Then µ k (T ) is the list of diagonals obtained from T by replacing β k by the diagonal ab.
One may associate to T a quiver Q(T ) on the set of vertices [1, n] . For the edges, let i, j ∈ [1, n], i = j. If there is no triangle in T such that β i , β j are sides of the triangle, then there is no edge between i and j. Otherwise, suppose that the endpoints of β i are a, b, and the endpoints of β j are a, c. In [2] , Buan and Vatne characterize all type A n quivers (i.e., all quivers Q of the form Q = Q(T ) where T is a triangulation of P n+3 ). and the other edge does not belong to any 3-cycle. In particular, it follows that any induced tree in Q must be a chain.
. . , α n } be the triangulation of P n+3 corresponding to the cluster at t 0 . Proposition 7.7 is an immediate consequence of the following lemma: Lemma 7.10. The diagonals of P n+3 which are not in T 0 are in bijective correspondence with the elements of Φ + (B 0 ). Under this correspondence, if β is a diagonal not in T 0 , then the corresponding subset of [1, n] consists precisely of those i ∈ [1, n] for which β crosses α i . Furthermore, if C = {p 1 , . . . , p j } ∈ Φ + (B 0 ) such that there is some edge between p i and p i+1 for i = 1, . . . , j − 1, then the cluster variable corresponding to C can be obtained from the initial cluster by mutating in directions p 1 , . . . , p j . The denominator vector of this cluster variable is e C .
Proof. First, consider a diagonal β of P n+3 that is not in T 0 . Let T be the set of diagonals in T 0 which β intersects. This set T may be constructed as follows: Start with one endpoint of β. This endpoint is the vertex of a triangle ∆ 1 in the initial triangulation such that β passes through the interior of the triangle. The diagonal β crosses another diagonal α p 1 which is a side of the triangle ∆ 1 . The diagonal α p 1 is a side of another triangle ∆ 2 in the initial triangulation. Either β intersects a vertex of ∆ 2 , in which case T = {α p 1 }, or β crosses another side α p 2 of ∆ 2 . In the latter case, α p 2 is the side of another triangle ∆ 3 in the initial triangulation, and it follows that either T = {α p 1 , α p 2 }, or that α crosses another side α p 3 = α p 2 of ∆ 2 . Continuing this process, we get T = {α p 1 , . . . , α p j }, and triangles ∆ 1 , . . . , ∆ j such that for each i = 1, . . . , j − 1, the diagonal α p i is a side of the triangles ∆ i and ∆ i+1 . It is clear that the subgraph of Q 0 induced by the vertices p 1 , . . . , p j does not contain a cycle, since Lemma 7.9 implies that the vertices in any induced cycle in Q 0 correspond to the diagonals in a triangle in T 0 , and β cannot cross all of the sides of a triangle. By Lemma 7.9, the subgraph of Q 0 induced by p 1 , . . . , p j must be a chain. Next, consider a sequence p 1 , . . . , p j of vertices from [1, n] such that the subgraph of Q 0 induced by these vertices is a chain (with an edge between any two consecutive vertices in the list). The goal is to find a diagonal β of P n+3 which crosses α p 1 , . . . , α p j and no other diagonals in T 0 . If j = 1, then let ∆ 0 , ∆ 1 be the triangles in ∆(T 0 ) which have α p 1 as a side. For j ≥ 2, any two consecutive diagonals α p i , α p i+1 are the sides of a triangle ∆ i in the initial triangulation; also, there exist triangles ∆ 0 , ∆ j with ∆ 0 = ∆ 1 , ∆ j = ∆ j−1 , such that α p 1 is a side of ∆ 0 , and α p j is a side of ∆ j . Let a 0 be the vertex of ∆ 0 which is opposite the side α p 1 . For i = 1, . . . , j, let a i be the vertex of ∆ i which is opposite the side α p i .
We claim that β = a 0 a j is the desired diagonal. Observe that all of the triangles ∆ 0 , . . . , ∆ j are distinct; otherwise, there would be three diagonals from the list α p 1 , . . . , α p j as sides of a triangle, which would mean that the vertices p 1 , . . . , p j induce a cycle in Q 0 . By construction, the total set of vertices from the triangles ∆ 0 , . . . , ∆ j contains at most j + 3 vertices. Any triangulation of P = Conv(∆ 0 ∪ . . . ∪ ∆ j ) has at most j + 1 triangles, so it follows that ∆ 0 , . . . , ∆ j is a triangulation of Conv(∆ 0 ∪ . . . ∪ ∆ j ). Thus, P = ∆ 0 ∪ . . . ∪ ∆ j is convex. This means that the only diagonals from T 0 that β can intersect are in the list α p 1 , . . . , α p j . To show that these are exactly the diagonals from T 0 which β intersects, consider the diagonals of T 0 which β passes through as one moves from the endpoint a 0 to the other endpoint a j . If j = 1, then β intersects only the diagonal α p 1 . Otherwise, β intersects the interior of ∆ 1 , and passes through the interior of another side of ∆ 1 different from α p 1 . This side must be α p 2 , since the side of ∆ 1 different from α p 1 and α p 2 is on the boundary of P . Continuing this argument, it is easy to show that β intersects α p 1 , . . . , α p j .
Suppose that the triangulation T 0 is mutated in directions p 1 , . . . , p j , and call the resulting sequence of triangulations T 1 , . . . , T j . One verifies by induction that when T i−1 is mutated to T i , the diagonal α p i is flipped to a 0 a i . The assertion about the denominator vector follows from Proposition 7.1.
Remark 7.11. The final assertion in Lemma 7.10 about the denominator vector is proven in greater generality for all triangulated surfaces in [5, Theorem 8.6 ].
Example 7.12. Let T 0 be the triangulation of P 8 given in Figure 1 . The quiver Q 0 = Q(T 0 ) of type A 5 is given below. Then the diagonals af and dg correspond to cluster variables in A • (B 0 , t 0 ) with denominator vectors e 1 + e 2 + e 3 + e 5 and e 3 + e 4 , respectively. Proposition 7.13. The g-vector of the cluster variable corresponding to the set C ∈ Φ + (B 0 ) is (g 1 , . . . , g n ), where
• if k ∈ C, then g k = |I out (k)| − 1;
• if k / ∈ C, the subgraph of Q 0 induced by C ∪ {k} is a chain, and k → j in Q 0 for some j ∈ C, then g k = 1; • otherwise, g k = 0.
Remark 7.14. Proposition 7.13 was independently stated and proven in [10] , and generalized to other classical types. For finite type, formulas for (nonquantum) Fpolynomials and g-vectors were given in [8] in the bipartite case and in [11] for the acyclic case.
Proof. The first part follows from Proposition 7.3. Using Proposition 7.6 and the notation preceding it (with T replaced by C), it suffices to compute g k = dim(ker(γ k )) for k ∈ [1, n] − C. Fix such an index k.
First, assume that there exists j ∈ C such that k → j in Q 0 , and the subgraph of Q 0 induced by C ∪ {k} is a chain. Then M in (k) = 0, so ker(γ k ) = M out (k) = M (j), which means that dim(ker(γ k )) = 1.
Next, suppose that there exists j ∈ C such that k → j in Q 0 , and the subgraph of Q 0 induced by C ∪ {k} is not a chain (which means that it contains a cycle by Lemma 7.9). By the same lemma, the only induced cycles in Q 0 are directed 3-cycles, so it follows that there exists p ∈ C such that k → j → p → k in Q 0 . It may also be deduced from the same lemma that there is no edge between k and another vertex j ∈ C − {j, p}. Thus, M out (k) = M (j) and M in (k) = M (p). Since γ k is an isomorphism between M (j) and M (p), it follows that dim(ker(γ k )) = 0.
Finally, suppose that there is no j ∈ C such that k → j in Q 0 . Then M out (k) = 0, so ker(γ k ) = 0. Table 2 . The corresponding g-vectors and quantum F -polynomials are computed using Proposition 7.13 and Theorem 7.4. To obtain the F -polynomial, plug q = 1 and Z i = u i for i ∈ [1, 4] into the corresponding quantum F -polynomial.
