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ABSTRACT
Towards Color-Based Two-Hand 3D Global Pose Estimation
Fanqing Lin
Department of Computer Science, BYU
Doctor of Philosophy
Pose estimation and tracking is essential for applications involving human controls.
Specifically, as the primary operating tool for human activities, hand pose estimation plays a
significant role in applications such as hand tracking, gesture recognition, human-computer
interaction and VR/AR. As the field develops, there has been a trend to utilize deep learning
to estimate the 2D/3D hand poses using color-based information without depth data. Within
the depth-based as well as color-based approaches, the research community has primarily
focused on single-hand scenarios in a localized/normalized coordinate system. Due to the
fact that both hands are utilized in most applications, we propose to push the frontier
by addressing two-hand pose estimation in the global coordinate system using only color
information.
Our first chapter introduces the first system capable of estimating global 3D joint
locations for both hands via only monocular RGB input images. To enable training and evaluation of the learning-based models, we propose to introduce a large-scale synthetic 3D hand
pose dataset Ego3DHands. As knowledge in synthetic data cannot be directly applied to the
real-world domain, a natural two-hand pose dataset is necessary for real-world applications.
To this end, we present a large-scale RGB-based egocentric hand dataset Ego2Hands in two
chapters. In chapter 2, we address the task of two-hand segmentation/detection using images
in the wild. In chapter 3, we focus on the task of two-hand 2D/3D pose estimation using
real-world data. In addition to research in hand pose estimation, chapter 4 includes our work
on interactive refinement that generalizes the backpropagating refinement technique for dense
prediction models.

Keywords: two-hand, 2D, 3D global pose estimation, monocular RGB, interactive refinement
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Chapter 1
Introduction
The field of pose and motion estimation has a wide range of applications including
Human-Computer Interaction (HCI), Video Surveillance, Action Recognition, Gaming, etc.
While extensive studies have been dedicated to the task of body pose estimation, the task of
hand pose estimation is also receiving increasing attention as hands are utilized in almost
all human activities. Specifically, hand pose estimation and tracking can be applied in HCI,
gesture recognition, sign language translation, VR/AR, etc. Although similar in nature, hand
pose estimation introduces the following different challenges comparing to its sibling task
of body pose estimation: 1) two human hands require estimation of more joint locations, 2)
all joints have similar color and experience more severe self-occlusion from the hand itself,
3) hand poses have more complex articulation and interaction, 4) hand pose data is much
more limited for learning-based approaches. Traditionally, hand pose estimation methods
use depth-based data. With the advancement of deep learning in computer vision, there has
been a trend to shift to color-based estimation since RGB data is ubiquitous and low-cost.
In this dissertation, we focus on the task of color-based pose estimation for both hands and
introduce research work that can lead the hand pose/gesture community in new directions.
1.1

Paper 1: Two-Hand Global 3D Pose Estimation Using Monocular RGB

This paper is given in its original form in Chapter 2, including a supplemental document at
the end of the chapter. It has been published with the following reference:
Fanqing Lin, Connor Wilhelm, and Tony Martinez. Two-hand Global 3D Pose Estimation using Monocular RGB. In WACV, 2021.
In order to enable the field to pursue the task of two-hand pose estimation, we
first proposed a large-scale synthetic dataset Ego3DHands for training/benchmarking and a
proof of concept that two-hand global 3D pose estimation using monocular RGB is achievable.
To address this task, we propose a novel multi-stage convolutional neural network based
pipeline that accurately segments and locates the hands despite occlusion between two hands
and complex background noise and estimates the 2D and 3D canonical joint locations without
any depth information. Global joint locations with respect to the camera origin are computed
using the hand pose estimations and the actual length of the key bone with a novel projection
algorithm. For comparison with existing methods on the conventional task of single-hand
canonical 3D pose estimation, we perform evaluation on two benchmark datasets and show
state-of-the-art results. In addition, we perform quantitative analysis on the proposed new
task of two-hand global 3D pose estimation using Ego3DHands.
1

1.2

Paper 2: Ego2Hands: A Dataset for Egocentric Two-hand Segmentation
and Detection

This paper is given in its original form in Chapter 3, including a supplemental document at
the end of the chapter. It is currently in submission to ECCV 2022 with the following reference:
Fanqing Lin, Brian Price and Tony Martinez. Ego2Hands: A Dataset for Egocentric Twohand Segmentation and Detection. arXiv preprint arXiv:2011.07252, 2020.
For two-hand estimation on real-world data, hand detection on images in the wild is a
necessary first step. We propose a novel segmentation data collection method for egocentric
hands that can automatically annotate massive amounts of data for only the right hand in a
green screen setting, and a corresponding data generation technique that composites training
instances by combining a pair of randomly selected right hands with one horizontally flipped
as the left hand. Using this method, we introduce Ego2Hands which includes a training
set with ∼180,000 unique right hand instances and an evaluation set with 2,000 manually
annotated frames from diverse video sequences. In order to develop a color-invariant approach,
we explore the grayscale image space coupled with an edge map as input space. This data
generation method can push segmentation models beyond the limitation of a fixed-sized
training/evaluation set and enable models to produce accurate segmentation and detection
results in unseen environments without domain adaptation. In-depth comparison between
Ego2Hands and previous datasets shows the superiority of our dataset in quantity and
diversity. For benchmarking and quantitative analysis, we provide comprehensive comparison
between the state-of-the-art approaches on Ego2Hands.
1.3

Paper 3: Ego2HandsPose: A Dataset for Egocentric Two-hand 3D Global
Pose Estimation

This paper is given in its original form in Chapter 4, including a supplemental document
at the end of the chapter. It will be submitted to CVPR 2023 with the following initial
reference:
Fanqing Lin and Tony Martinez. Ego2HandsPose: A Dataset for Egocentric Two-hand
3D Global Pose Estimation. In submission to arXiv preprint, 2022.
For two-hand pose estimation in the wild, as existing datasets all contain instances
captured with laboratory backgrounds, it is necessary that we introduce a dataset with diverse
two-hand annotation and background scenes. To this end, we propose a set of parametric
fitting algorithms and the first tool capable of annotating 3D hand poses using a single image,
which significantly simplifies the 3D hand pose annotation process compared to existing
approaches that require multi-view RGB-D setups. We manually annotate ∼ 7, 000 and
∼ 2, 000 instances from the training and test set of Ego2Hands, which enables training and
evaluation of two-hand global pose estimation in the wild. We show that existing hand pose
datasets are insufficient for accurate two-hand pose estimation and models trained on our
dataset achieve state of the art results with over 30% improvement in 2D/3D canonical
2

and 3D global two-hand pose estimation compared to other datasets. We also apply our
parametric fitting algorithm to automatically generate 3D hand pose annotation for 3 existing
2D hand pose datasets.
1.4

Paper 4: Generalizing Interactive Backpropagating Refinement for Dense
Prediction Networks

This paper is given in its original form in Chapter 5, including a supplemental document at
the end of the chapter. It has been published with the following reference:
Fanqing Lin, Brian Price, and Tony Martinez. Generalizing Interactive Backpropagating Refinement for Dense Prediction Networks. In CVPR, 2022.
This paper does not tackle the task of hand pose estimation but overlaps with
previous sections in terms of its emphasis on utilizing deep learning networks for vision-based
tasks. Recently, interactive refinement using a backpropagating refinement scheme has shown
promising results for the task of interactive segmentation. However, existing approaches
can only make global modifications on the intermediate features, which leads to limited
ability for intelligent refinement as well as potentially unstable results. In this work, we
propose a set of novel layer architectures (G-BRS layers) that can be inserted into pretrained
networks to enable interactive capability. Our method modifies the feature maps at global
and localized levels. We introduce the G-BRS configurations for 4 different architectures
and show that our method can generalize to other dense prediction tasks such as semantic
segmentation, image matting and monocular depth estimation, which previously did not have
any capability for interactive refinement. Quantitative and qualitative results show that our
method outperforms previous works in all selected applications.
1.5

Future Work

There are numerous directions for potential future work. First, our method for two-hand
3D tracking using a single RGB image in the wild currently includes 3 deep networks and
does not run in real-time. Further research that performs optimization for efficiency can
benefit real-world applications. Second, our work currently focuses on bare-hand tracking
for applications such as gesture recognition, sign language recognition and VR/AR, which
usually do not involve objects. However, object-handling can be useful in some applications
as well. Adding objects to our proposed data generation technique is achievable and remains
as future work. Third, two-hand dynamic gesture recognition for real-time gesture control
systems is a significant task yet to be explored.

3

Chapter 2
Two-Hand Global 3D Pose Estimation Using Monocular RGB
I hereby confirm that the use of this article is compliant with all publishing agreements.
Fanqing Lin, Connor Wilhelm, and Tony Martinez. Two-hand global 3d pose estimation
using monocular rgb. In Proceedings of the IEEE/CVF Winter Conference on Applications
of Computer Vision (WACV), pages 2373–2381, January 2021.
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Two-hand Global 3D Pose Estimation using Monocular RGB
Fanqing Lin

Connor Wilhelm

Tony Martinez

Department of Computer Science, Brigham Young University

Abstract
We tackle the challenging task of estimating global 3D
joint locations for both hands via only monocular RGB input images. We propose a novel multi-stage convolutional
neural network based pipeline that accurately segments and
locates the hands despite occlusion between two hands and
complex background noise and estimates the 2D and 3D
canonical joint locations without any depth information.
Global joint locations with respect to the camera origin are
computed using the hand pose estimations and the actual
length of the key bone with a novel projection algorithm.
To train the CNNs for this new task, we introduce a largescale synthetic 3D hand pose dataset. We demonstrate that
our system outperforms previous works on 3D canonical
hand pose estimation benchmark datasets with RGB-only
information. Additionally, we present the first work that
achieves accurate global 3D hand tracking on both hands
using RGB-only inputs and provide extensive quantitative
and qualitative evaluation.

1. Introduction
As the primary operating tool for human activities, the
hands play a significant role in applications such as gesture
control, action recognition, human-computer interaction
and VR/AR. As the field of computer vision advances, commercial systems [3, 1, 2, 4] are shifting from marker/glovebased methods to vision-based hand tracking and pose estimation. However, accurate hand pose estimation from camera inputs remains challenging due to the possible heavy
occlusion from the hand itself, the other hand or objects,
complex background noise and the large pose space.
Most contemporary vision-based markerless works tackling the task of 3D hand pose estimation rely on depth information, requiring either multi-view setup or depth cameras.
However, such hardware requirements add severe limitations to the possible applications by significantly increasing
the setup overhead and cost. Depth cameras also only work
in indoor scenes and have relatively high-power consump-

Figure 1: We present an approach to estimate the global 3D
hand poses for both hands from a single RGB image, a new
task that is particularly challenging not only due to complex
background noise and various types of occlusion, but also
the lack of depth information for estimating the distances.
Given a RGB image (top), we show the side view of our
estimation of global 3D hand poses (bottom).
tion. To circumvent this problem, some recent approaches
tackle 3D canonical one-hand pose estimation using deep
CNNs with only RGB-based inputs and show good results.
In this paper, we present the first algorithm that simultaneously estimates the 3D global joint locations of both
hands with respect to the camera origin using monocular
RGB inputs (Fig. 1), which is an essential step towards the
next generation gesture control and pose recognition systems. Our pipeline consists of 4 major components: (1)
hand segmentation and detection, (2) 2D hand pose estimation, (3) 3D canonical hand pose estimation and (4) 3D
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global hand pose estimation.
The first challenge of training our pipeline is the lack
of annotated data from existing benchmark datasets. Realworld markerless 3D hand tracking data collected using
multiple cameras or RGB-D camera setup inevitably has
tracking error. Manual annotation is time-consuming and
infeasible for large-scale data collection. Consequently,
many recent benchmark datasets provide synthetic data with
perfect ground truth annotation of the joint locations. However, synthetic images have different statistical distributions
than real-world images and knowledge learned on synthetic
data does not always transfer to the real-world domain,
since CNNs are sensitive to textural information.
Since it is currently infeasible to collect real-world twohand pose data with accurate 2D and 3D joint annotations at
a large-scale with sufficient variety, we create a novel highquality synthetic 3D hand dataset suitable for training and
evaluating the networks and focus on the challenging task
of two-hand global 3D pose estimation using RGB.
In summary, our main contributions include:
• The first system capable of estimating 3D global joint
locations for both hands using monocular RGB inputs.
We introduce a viewpoint-invariant global projection
algorithm capable of perfectly reconstructing the absolute 3D joint locations and the evaluation protocol
for the new task.
• A novel egocentric RGB-D two-part (static + dynamic)
synthetic dataset for the task of two-hand 3D global
pose estimation, which introduces unique challenges
and also benefits researches in hand segmentation and
detection, 2D and 3D canonical pose estimation.
• Extensive evaluation on both two-hand 3D global and
single-hand 3D canonical hand pose estimation on 4
target datasets. Our networks outperform the current
state-of-the-art canonical methods with less information (only RGB) and additionally achieve promising
results for global pose estimation.

2. Related Work
Hand pose estimation is a long-standing research area
due to its wide range of applications. Compared to the popular task of body pose estimation, vision-based 3D hand
pose estimation has more complex articulation, heavier occlusion and more restricted availability of data. We first review the most relevant previous methods that utilize depth
information, then shift our emphasis to approaches that use
RGB-only data.
Depth-based methods. Oberweger et al. [16] and Zhou
et al. [36] introduced CNN architectures that regressed 3D
joint locations from depth images directly. Ge et al. [8]
proposed to project the depth image onto three orthogonal
planes and fuse the corresponding 2D joint locations for the

final 3D joint locations. Cai et al. [6] and Iqbal et al. [10]
proposed models capable of training on RGB-D data and
evaluating on RGB inputs.
Multiple-camera methods. Many methods use multiple
RGB cameras to gain additional information from different
viewpoints that can help with resolving the depth ambiguity and heavy occlusion. Wang et al. [30] used 2 cameras
and estimated 3D hand pose by matching with instances in
a hand database. Oikonomidis et al. [17] demonstrated the
tracking of both the hand and an interacting object in 3D
with 8 surrounding fixed cameras. Sridhar et al. [23, 24]
estimated the hand pose by using generative approach on
inputs of multiple RGB cameras and a depth sensor. Zhang
et al. [35] introduced 3D hand pose estimation using matching algorithm on inputs from stereo cameras.
Single-camera methods. Due to the significantly higher
setup overhead and costs introduced by depth sensors and
multiple calibrated cameras, some methods use a single
RGB image to estimate the 3D hand poses. Zimmermann
and Brox [37] proposed a CNN-based pipeline that estimates the 2D joint locations and lifts the 2D heatmaps to
3D canonical joint locations. Mueller et al. [13] introduced
a model that estimates both 2D and 3D canonical joint locations with kinematic skeleton fitting to better address physical constraints and temporal smoothness. Spurr et al. [21]
and Yang et al. [33] proposed to use variational autoencoders to learn a latent space for hand poses, which are capable of estimating 3D hand poses from RGB inputs. Some
methods [5, 32, 9] estimated the low-dimensional parameters for a 3D deformable hand model [19] to fit the RGB
inputs in order to retrieve the 3D canonical hand poses.
Two-hand methods. It is more natural yet difficult to estimate poses for two interacting hands due to inter-hand occlusion. Tzionas et al. [29], Taylor et al. [27] and Mueller et
al. [14] achieved promising results using energy optimization to fit parametric hand models using depth data. Note
that 3D pose estimation using RGB data is much more challenging due to the lack of depth information and the additional noise from images in the wild. To the best of our
knowledge, our work is the first to address two-hand global
pose estimation using RGB data from a single camera.

3. Datasets for Hand Pose Estimation
For depth-based hand pose estimation, [28, 26, 25, 34, 7]
presented large-scale datasets consisting of real depth images with estimated ground-truth joint locations. For RGBD hand pose estimation, due to the need to manually annotate joint locations, small-scale datasets [15, 22, 35] with
limited variation were presented with real RGB and depth
data. For RGB-based hand pose estimation, [20, 38] performed extensive manual annotation and provided a decent amount of labeled real-world instances. Note that
accurately annotated hand data with sufficient variation is
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necessary for learning-based approaches, and datasets with
real-world RGB/depth data can only provide estimation of
the joint locations as the ground truth and some severely
lacks sufficient variety. Consequently, synthetic datasets
[13, 15, 37] with large amount of color, depth images and
perfect annotation are introduced for advancing research in
the field. It is worth mentioning that existing RGB-based
datasets and methods are designed to estimate the 3D hand
poses in a canonical (localized) frame for a single hand.
Therefore, it is necessary to generate a new dataset suitable
for the task of RGB-based two-hand global pose estimation.

3.1. Ego3DHands Dataset
We introduce the first dataset for the task of two-hand
global 3D pose estimation from an egocentric view. Following [37], the dataset is generated using rendering from
Blender1 , which enables us to obtain the segmentation
masks of hand parts as well as the annotated 2D and 3D
joint locations (infeasible to obtain on real hand data at
large-scale with variety). We utilize a single character from
Mixamo2 to keep the bone ratios of the hands consistent for
global 3D pose reconstruction. The dataset includes two
versions for static and dynamic hand pose estimation respectively. Despite the domain gap between synthetic and
real-world data, this dataset enables training for learningbased approaches and quantitative analysis for a new task.
Data Representation. As illustrated in Fig. 2, the dataset
provides 7 segmentation masks for each hand. The 2D joint
locations are normalized values ranging from (0, 0) at the
top left to (1, 1) at the bottom right. The global 3D coordinates are represented in the camera space. We scale the
3D coordinates so that the bone length from the wrist to the
middle metacarpophalangeal (mMCP) is 10 cm. Each hand
consists of 21 joints: wrist and 4 joints for each finger. The
Depth map is also provided but not used in this work.
Static Ego3DHands. To capture the images for static hand
poses, we set the camera to be between the eyes of the character facing forward. We keep the hands inside a fix-sized
bounding box in front of the character so the targets stay
in sight for estimation. Each hand has a 10% drop rate
for single-hand scenarios. The rotational angles for arm
and hand joints are randomized within reasonable rotational
ranges to obtain vast variety in the pose space. We include 4
light sources with slightly randomized color, brightness and
position for illumination. Additionally, for the background
of the hand pose images, we selected 100 unique scene topics and collected 20,000 images from online sources, on
which we further applied random color augmentation and
horizontal flips. We create 50,000 instances for the training
set and 5,000 instances for the test set.
Dynamic Ego3DHands. For global dynamic two-hand
1 www.blender.org

Figure 2: Our dataset provides a total of 14 segmentation
masks (right) for the fingers, palm and arm along with the
2D and 3D joint annotations.
3D tracking, we introduce an additional dataset with 100
sequences for the training set, and 10 sequences for the
test set. Each sequence consists of 500 frames where we
randomize independent motion for both hands. For background sequences, we selected 110 short videos with variety from Pexels3 , so each hand pose sequence has a unique
corresponding background sequence. This dataset enables
researchers to explore methods for 3D global hand pose estimation that utilize temporal consistency. We report our
baseline results in Section 5 for future comparison.

4. Method
In this paper, we present the first algorithm capable of estimating the global 3D poses of both hands from a monocular RGB image. The overall system is demonstrated in Fig.
3. Given a single RGB image as input, we use HandSegNet to simultaneously obtain the segmentation masks and
the heatmap energy of both hands. The hand heatmap energy indicates the approximate locations of the hands despite occlusion, which are used to detect and provide a
cropped image for each hand. The cropped RGB hand images are then processed using the corresponding segmentation masks for the next stage. To estimate the 2D joint locations, we present P oseN et2D that estimates and refines the
2D heatmaps of the joints in multiple stages. To lift the 2D
heatmaps to a 3D pose estimation, we present P oseN et3D
that takes the heatmaps as input and regresses the 3D canonical joint locations which we define in detail in Section 4.3.
Finally, we present a novel algorithm that accurately estimates the 3D global hand joint locations in the spherical
coordinate system using the obtained 2D and 3D canonical
information, the actual length of key bone and the camera
intrinsics. Our method can theoretically be applied to estimate the global location and pose of any object given the
aforementioned information.

4.1. Two-hand Segmentation and Detection
Unlike existing methods that perform pose estimation on
a single cropped hand, we need to first distinguish between
left and right hand by estimating the individual hand locations. For the task of hand segmentation and detection, we
use a deep convolutional neural network trained to predict

2 www.mixamo.com

3 www.pexels.com
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Figure 3: Overview of proposed pipeline for two-hand global pose estimation from monocular RGB. Given a RGB image,
we segment and detect the hands, crop and process the hand images for 2D canonical pose estimation despite inter-hand
occlusion, and use the 2D heatmaps to estimate 3D canonical poses. For the final step, We introduce a novel algorithm for
computing the 3D global hand poses using the 2D and 3D canonical estimation as well as the actual bone lengths.
both the segmentation masks and the location of hands in
form of heatmap energy. We show in Section 4.2 that the
accurate segmentation of hands is necessary information for
2D hand pose estimation in the presence of occlusion from
the other hand.
For the architecture of HandSegNet, we use a residual
network for the task of semantic segmentation and hand detection. It consists of 4 downsampling and 4 upsampling
layers comprised of 16 residual blocks. For the output layer,
we have 3 channels for the task of segmentation (2 objects
and background) and 2 additional channels for estimating
the heatmap energy of the left and right hand. The heatmap
energy is capable of providing high activation at locations
of partially or even completely occluded hands. To generate
the cropped bounding boxes, we apply Otsu Thresholding
on the hand energy for selecting the high activation area. In
the case of very low activation, we classify the corresponding hand(s) as being absent and drop the absent hand(s) in
the subsequent stages.

4.2. 2D Canonical Hand Pose Estimation
The goal of P oseN et2D is to estimate the 2D joint locations given a cropped hand image. We use a variant of Convolutional Pose Machines (CPM) [31] as our base model,
with batch normalization layers inserted after the convolutional layers for better adaptation to the vast RGB image
space. The 2D joint locations are represented as heatmaps
and CPM refines the output heatmaps in progressive stages.
Since the left and right hand have different articulation, we
horizontally flip the cropped images of the right hand so the
learned articulation remains consistent for the model. We
resize the cropped input hand images from HandSegNet to
256x256. The output of the CPM consists of 21 heatmaps
with size of 32x32. We generate stronger heatmap energy
for closer joints so that depth information is encoded into
the 2D heatmaps. We show that this heatmap generation
technique (we refer to as z-heatmaps) improves accuracy
for 3D canonical hand pose estimation in Section 5.

Figure 4: We show that 2D canonical hand pose estimation
with segmentation information (top) better resolves interhand occlusion from the secondary hand.
Previous work [13] showed good performance on RGBbased 2D hand pose estimation with occlusion introduced
by an interacting object. However, the method fails when
the background has similar appearance as the hand. With
the presence of both hands, accurate 2D hand pose estimation becomes more challenging due to the similar-object occlusion introduced by the secondary hand. We show in Fig.
4 that we successfully address this issue by providing the
segmentation information necessary for distinguishing the
left and right hand. By using the segmentation masks of the
two hands, we simplify the input image space by removing the background noise; additionally, we differentiate the
color space between two hands by reducing the brightness
of the secondary hand by a factor of 0.5. As a result, it
is very important for HandSegNet to produce accurate segmentation masks for the two hands. The output heatmaps
are used as inputs for P oseN et3D and we retrieve the resulting 2D global joint locations using the bounding box
coordinates from HandSegNet. For a set of 2D global joint
locations, we use pj = (ρrj , ρcj ), where ρr and ρc represent
the corresponding row and column position of the j th joint
in form of percentages.

4.3. 3D Canonical Hand Joints Regression
The 3D canonical frame for a single hand is defined
such that the middle metacarpophalangeal (mMCP) joint
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is at the origin and the distance between wrist and mMCP
is 1 [13]. The defined canonical frame requires the target
hand to be in the middle of the cropped image so the z-axis
aligns with the camera direction. Therefore, we generate
the 3D canonical joint annotation for training by rotating
the original global 3D joint locations of both hands to the
center of the image; zero-centering on the mMCP and
normalization is applied afterwards. Thus, for a set of
annotated canonical 3D Cartesian coordinates represented
as wj = (xj , yj , zj ),
wcenter = R · wglob

wcan = (wcenter − wcenter
mmcp )/d

(1)

where R is the 3D rotational matrix for centering wcan
mmcp
and d is the distance between the wrist joint and the mMCP.
As a result, our 3D canonical hand poses are consistent
with the visual representation of the hands, which is
necessary for estimating the global joint locations and will
be explained in Section 4.4.
For the architecture of P oseN et3D , we use a small
residual network comprised of 8 residual blocks with 2
fully connected layers before the output layer. The input
heatmaps are upscaled by a factor of 2 to the size of
64x64 for better performance. The model estimates the
root-relative 3D coordinates of 21 joints for each hand.
To enforce physical constraints and encourage 2D pose
consistency between wcan and p, we employ the following
loss function for training P oseN et3D ,
L3d = Lj + Lbone + Lproj

(2)

where Lj is the Mean Squared Error (MSE) loss for joint
regression. In addition, we introduce Lbone that indicates
the MSE between the ground truth and the predicted bone
lengths. Lproj indicates the MSE between the (x, y) component of wcan and p projected into the same canonical
frame. The overall L3d aims to produce physically plausible 3D canonical hand poses consistent with the 2D poses.
For the task of 3D canonical hand pose estimation only
(Section 5.1), we expect P oseN et3D to refine the potentially inaccurate 2D pose estimations and drop Lproj . However, for the task of 3D global hand pose estimation in the
next stage, we replace p from P oseN et2D with the (x, y)
component of wcan projected back into the pixel space since
the consistency between 2D and 3D poses is important for
our projection algorithm (Section 4.4).

4.4. 3D Global Hand Pose Estimation
The problem of 3D global hand pose estimation in
Cartesian coordinate system introduces different challenges
compared to conventional 3D canonical hand pose estimation. First, the same canonical hand pose in different global
positions is visually rotated, thus introducing rotational

Figure 5: The camera view (top) shows how we treat the
hand as if it is in the center of the image and generate the
corresponding 3D canonical pose using Eq. (1) for training.
The bone plane view (bottom) illustrates how we compute
the absolute distance r of the centered root joint and subsequently return the pose to its original global 3D position by
rotation in spherical coordinate system.
ambiguity. Second, the size of the hand correlates not to
the z-value of its global Cartesian 3D position, but to its
absolute distance to the camera origin, which introduces
depth ambiguity. As a result, we propose a novel algorithm
for global 3D hand pose estimation using the spherical
coordinate system. As illustrated in Fig. 5, in order to
transform the 3D canonical hand pose back to its original
3D global position, we first scale it by the known actual
key bone length L to the real-world size, then translate
it by r cm in the positive direction along the z-axis, and
finally apply a 3D global rotation with θmmcp and φmmcp
respectively in the spherical coordinate system. To compute
a set of global 3D Cartesian coordinates wglob given wcan
in 3D and p in 2D, we find the absolute spherical coordinate
of the mMCP vmmcp = (rmmcp , θmmcp , φmmcp ). For the
rotational angles,
θmmcp = atan(((prmmcp · H) − H/2)/pxcm, foc)

φmmcp = atan(((pcmmcp · W) − W/2)/pxcm, foc)

(3)

where H and W represent the height and width of the
RGB input image, pxcm is a constant conversion factor for
converting from image pixels to centimeters and foc is the
camera focal length.
In order to compute rmmcp , we need to apply the Side
Splitter Theorem on the right-angled similar triangles
shown on the key bone plane (Fig. 5 (2)),
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(a) Self-comparisons.

(b) Comparison with the state-of-the-art.

(c) Spherical PCK for global estimation.

Figure 6: Self-comparisons (left) and comparison with the state-of-the-art (middle) for 3D canonical hand pose estimation
on the STB dataset. + indicates that the feature is applied incrementally. Spherical PCK (right) without alignment with the
ground truth root joint is also reported.
z3d = z2d · h3d /h2d

(4)

where z2d and h2d are computed by rotating ps (the
secondary joint s that forms the key bone with mMCP)
with −θmmcp and −φmmcp . For h3d , the segment of key
bone perpendicular to the z-axis is
q
2 + y can 2 · L
(5)
h3d = xcan
s
s

can can
where (xcan
s , ys , zs ) is the 3D canonical position for
joint s. Finally, we compute the spherical radius of the
mMCP,

rmmcp = z3d − zscan · L

(6)

with zscan being positive if the key bone extends away from
the camera.
Since the key bone needs to have sufficient length in
2D images for accurate projection and estimation, we use
mMCP as the primary joint for the key bone, and select either the wrist or the pinky MCP as the secondary joint. By
selecting the longer one of the two "bones" as the key bone,
we guarantee its validity since the two "bones" can never be
parallel and therefore can never both point in the direction
of z-axis in 2D images.
For tracking both hands in 3D global space in video settings with temporal smoothness, we apply polynomial regression for the estimation of rmmcp . We use two queues
(for left and right hands) to store the most recent rmmcp
values to estimate the current rmmcp .
Our 3D global pose estimation algorithm can be applied
generally to estimate the 3D global location of any objects
given the 2D, 3D canonical information, actual key bone
length and camera intrinsics. Unlike other methods [12, 18]
that attempt to estimate the approximate global poses, our
algorithm is, to our knowledge, the first capable of perfectly
reconstructing the global 3D poses given accurate input information. We show its effectiveness in Section 5.2 on several hand pose datasets (both synthetic and real) with annotated 3D global joint locations and different viewpoints.

5. Experiments
We first compare the performance of P oseN et2D and
P oseN et3D for single-hand 3D canonical pose estimation
with the current state-of-the-art methods on two popular
benchmark datasets: Stereo Tracking Benchmark Dataset
(STB) [35] and Rendered Hand Pose Dataset (RHP) [37].
For two-hand global 3D pose estimation, we evaluate our
method on the test sets of both the static (Ego3Ds ) and the
dynamic (Ego3Dd ) versions of Ego3DHands. To demonstrate the effectiveness of our global pose estimation algorithm, we show quantitative and qualitative results for
global hand pose estimation on all 4 target datasets. Training details are included in the supplementary document.

5.1. Single-hand Canonical Pose Estimation
Stereo Tracking Benchmark Dataset (STB) consists of
12 sequences (1500 frames per sequence) of captured
single-hand motion of 1 subject with 6 different backgrounds and lighting. Stereo and depth images are provided, but only the RGB images from the left camera are
used in this work. We follow the same evaluation protocol
as [37], training on 10 and testing on the other 2 sequences.
For evaluation of the 3D pose estimation, the 3D canonical
pose needs to be scaled to its actual size and transformed to
its global position using the ground truth root joint. Other
methods scale wcan by L and simply translate wcan
mmcp to
wglob
(Cartesian
alignment),
which
assumes
that
there is
mmcp
no rotational discrepancy since the hand is relatively close
to the center of the camera. We align our canonical hand
poses to global hand poses by spherical alignment. Specifically, we scale wcan by L, apply translation in the z-axis and
rotation in the spherical coordinate system to align wcan
mmcp
with wglob
mmcp . In Fig. 6a, we perform various experiments
for self-comparisons to justify our design choices, reporting the Area Under Curve (AUC) computed using the Percentage of Correct Keypoints (PCK), where a predicted keypoint is correct if its location is within the threshold radius
around the ground truth. We also report the End Point Error
(EPE) in mm. For comparison with other methods, we show
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(a) 2D Pose Estimation.

(b) 3D Canonical Pose Estimation.

(c) Spherical PCK for global estimation.

Figure 7: Quantitative results on the Ego3Ds and Ego3Dd for 2D (a), 3D canonical (b) and 3D global (c) hand pose
estimation. 2D PCK is computed using image size of (270x480). Results are reported given the ground truth input for isolated
studies unless marked as "*complete" in (a) and (b). "dynamic" indicates that experiments are performed on Ego3Dd .
Method
Iqbal et al. [10]
Baek et al. [5]
Ge et al. [9]
Cai [6]
Yang et al. [33]
Spurr et al. [21]
Z & B [37]
Ours
Ours + seg

3D Hand Pose Estimation
EPE (mm)
AUC ↑
median ↓ mean ↓
0.940
0.926
0.920
0.887
0.849
0.849
–
0.929
0.942

11.33
–
–
–
–
–
18.80
11.86
11.14

13.41
–
–
–
19.95
19.73
–
13.47
12.47

Table 1: Comparison with the state-of-the-art methods on
the RHP dataset. 3D AUCs are computed over an error
range from 20 to 50mm.
in Fig. 6b that we outperform most state-of-the-art methods
with an AUC = 0.995. It is worth mentioning that fair comparison cannot be made since many methods utilized depth
information [9, 6, 10], deformable hand model (guaranteed
physical plausibility) [9, 5] or additional datasets [9, 5, 32]
during training while we simply trained on the left RGB images in the training set of STB with color augmentation.
Rendered Hand Pose Dataset (RHP) provides 41258
images for training and 2728 images for evaluation. Each
rendered image contains a single character performing 1 of
39 gestures and the view is focused on one of the two hands.
The training and test sets contain 31 and 8 distinct gestures
respectively. We use the same setting as our method for the
STB dataset. Since the pose variation in this dataset is very
limited, we perform data augmentation by rotating the images with random angles. As shown in Tab. 1, we achieve
an AUC of 0.929 and a top AUC of 0.942 with utilization of
the segmentation information. Note that [10, 6] leverage on
depth data (more information than segmentation since the
background has infinite depth) for training and [9, 5] utilize a deformable hand model and additional datasets. Our
RGB-only method outperforms other state-of-the-art meth-

ods that utilize various additional information.

5.2. Two-hand Global Pose Estimation
We first provide quantitative results on Ego3Ds for all
relevant subparts using the ground truth inputs for isolated
analysis, then provide evaluation on the complete cascaded
pipeline on both Ego3Ds and Ego3Dd . Results for the two
hands are combined by taking the average for simplicity.
Extensive ablation studies are also performed.
HandSegNet. For the segmentation of the two hands, we
report mean Intersection over Union (mIoU) of 0.955 and
0.962 on Ego3Ds -test and Ego3Dd -test respectively. For
hand detection, the ground truth bounding boxes are determined by the annotated 2D joint locations. We report 2 metrics for the task of hand detection: the hand detection accuracy for how well the model correctly classifies the presence
of the left and right hand; the bounding box detection accuracy for how accurately the model determines the location
of the left and right hands. We report a hand detection accuracy of 1.00 and bounding box detection accuracy of 0.965
and 0.982 for Ego3Ds -test and Ego3Dd -test respectively,
where a positive is scored when the IoU between the ground
truth and the predicted bounding boxes is greater than 0.5.
PoseNet2D . We compute 2D PCK using the ground truth
and the predicted global 2D joint pixel locations. Fig. 7a
shows the 2D PCK of P oseN et2D on Ego3Ds -test and
Ego3Dd -test. Additionally, we perform ablation studies by
comparing the 2D PCK of P oseN et2D on various settings.
We show that the hand segmentation and inserted batch normalization layers both lead to noticeable improvement.
PoseNet3D . We show the canonical 3D PCK of P oseN et3D
on Ego3Ds -test and Ego3Dd -test in Fig. 7b. We transform the 3D canonical hand poses to the global 3D space
with spherical alignment for evaluation. We also perform
ablation studies by comparing the results of training using
different training losses and heatmaps. We point out that
Lbone decreases the average bone length error from 3.7mm
to 1.8mm despite having slightly worse AUC and EPE.
3D Global Pose Estimation. For this new task, it is nec-

11

(a) Ego3Ds

(b) Ego3Dd

(c) STB

(d) RHP

Figure 8: Qualitative results for 3D global hand pose estimation on 4 datasets. Top row visualizes the 3D global hand poses
from the center camera view. Middle and bottom rows show the top and side views respectively.
essary that we evaluate the global pose estimation accuracy
using PCK in the spherical coordinate system for more intuitive results. Specifically, the spherical PCK evaluates directional accuracy and distance accuracy of the root joint
(mMCP). We claim that the spherical PCK on the root joint
and PCK for the 3D canonical pose estimation together produce comprehensive evaluation results for the task of 3D
global hand pose estimation. We skip the spherical PCK
plot for isolated study since our 3D global pose estimation
algorithm perfectly reconstructs the global 3D poses given
the ground truth wcan in 3D and p in 2D.
The task for the complete cascaded pipeline is particularly difficult not only due to each module being dependent
on the accuracy of the prior estimation, but also the fact that
any error on the 2D or 3D canonical pose estimation can
directly impact the global projection and decrease the final
accuracy. Fig. 7c shows the spherical PCK of our complete
pipeline on Ego3Ds -test and Ego3Dd -test. Note that Lproj
improved the overall spherical PCK for 3D global pose estimation despite leading to slightly worse performance in 3D
canonical pose estimation.
We demonstrate that global hand pose estimation
through monocular RGB input is achievable and we show
promising results. For Ego3Ds and Ego3Dd , our method
achieves a directional and distance accuracy of 0.90 approximately at an angular threshold of 3 degrees and a radius
threshold of 7 cm respectively. Note that hand poses with
differences of 7 cm in distance with respect to the camera
origin show little difference visually in 2D images but there

is definitely room for improvement.
Our global estimation algorithm also generalizes for
other datasets. We report the spherical PCK on STB in Fig.
6c for global pose estimation without accessing the ground
truth location of the root joint. Our results on STB indicates
that our method is capable of accurate global pose estimation on real-world data as well if sufficient training data is
available. For RHP, we report an AUC of 0.960, 0.958 and
0.690 for the spherical PCK of θ, φ and radius respectively.
This dataset is challenging for accurate distance estimation
due to its low image resolution. We show qualitative results for 3D global hand pose estimation on 4 datasets in
Fig. 8. In addition, we demonstrate global two-hand tracking on Ego3Dd and STB and show preliminary evaluation
on real-world data in the supplementary material.

6. Conclusion
In this work we present the first method that estimates the
3D global poses for both hands given only a single RGB image. We contribute a large-scale synthetic egocentric hand
pose dataset for training and evaluation of the networks. We
show that our approach outperforms methods that utilize
additional information for single-hand 3D canonical hand
pose estimation and further achieves promising results for
two-hand 3D global hand pose estimation. Evaluation on
real-world data remains as necessary future work, which requires sufficiently annotated training data in the real-world
domain.
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Supplementary Document:
Two-hand Global 3D Pose Estimation using Monocular RGB
1. Training Details
To obtain the experimental results for all targeting datasets, we use the same training schedule for HandSegNet, P oseN et2D
and P oseN et3D . Specifically, we use the Adam optimizer [1] with an initial learning rate of 0.001, β1 = 0.9 and β2 = 0.999.
We use cross entropy (CE) loss for the segmentation loss of HandSegNet and mean squared error (MSE) loss for the training
of all other parts of the networks. We set the batch size to 4 and trained HandSegNet for 30,000 iterations. P oseN et2D and
P oseN et3D are trained for 15,000 iterations since each iteration consists of training of two separate hands. The learning
rates decrease with a rate of 0.5 every 5,000 iterations.
For results obtained without segmentation and batch normalization layers using P oseN et2D , we used standard stochastic
gradient descent and an initial learning rate of 0.000001 for better convergence. We also set the weight decay to 0.0005 for
P oseN et3D .

2. Additional Qualitative Results
For evaluation on real-world data, we manually annotated a small dataset to train the networks and provide preliminary
qualitative results in Fig. 1. We evaluate on simple poses due to the limited variety in our annotated data. Our preliminary
results indicate that our method is capable of evaluation on real-world data when sufficient training data in the real-world
domain becomes available in the future. Note that evaluation on the RGB data in the real-world domain is extremely challenging due to factors such as the vast color space, different skin color/texture, complex background noise, motion blur,
lighting, shadow features, etc. As a result, evaluation on videos in the wild is beyond the scope of this paper and will be
addressed in our future works. It is worth mentioning that since it is currently infeasible to quantitatively evaluate on the task
of RGB-based two-hand global 3D pose estimation using real-world data due to the lack of ground truth data, Ego3DHands
serves as a necessary benchmark dataset for this new task. We also provide additional qualitative results for the 4 target
datasets in Fig. 2.

Figure 1: Preliminary qualitative results on real-world data. We collected sample test sequences using 3 different background
environments. Top row visualizes the 3D global hand poses from the center camera view. Middle and bottom rows show the
top and side views respectively.
1
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(a) Ego3Ds (img1 )

(b) Ego3Dd (img1 )

(c) STB (img1 )

(d) RHP (img1 )

(a) Ego3Ds (img2 )

(b) Ego3Dd (img2 )

(c) STB (img2 )

(d) RHP (img2 )

Figure 2: Additional qualitative results for 3D global two-hand pose estimation on Ego3Ds , Ego3Dd , STB and RHP.
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Abstract
Color-based two-hand 3D pose estimation in the global
coordinate system is essential in many applications. However, there are very few datasets dedicated to this task and
no existing dataset supports estimation in a non-laboratory
environment. This is largely attributed to the sophisticated
data collection process required for 3D hand pose annotations, which also leads to difficulty in obtaining instances
with the level of visual diversity needed for estimation in the
wild. Progressing towards this goal, a large-scale dataset
Ego2Hands was recently proposed to address the task of
two-hand segmentation and detection in the wild. The proposed composition-based data generation technique can
create two-hand instances with quality, quantity and diversity that generalize well to unseen domains. In this work, we
present Ego2HandsPose, an extension of Ego2Hands that
contains 3D hand pose annotation and is the first dataset
that enables color-based two-hand 3D tracking in unseen
domains. To this end, we develop a set of parametric fitting algorithms to enable 1) 3D hand pose annotation using a single image, 2) automatic conversion from 2D to 3D
hand poses and 3) accurate two-hand tracking with temporal consistency. We provide incremental quantitative analysis on the multi-stage pipeline and show that training on our
dataset achieves state-of-the-art results that significantly
outperforms other datasets for the task of egocentric twohand global 3D pose estimation.

1. Introduction
Hand pose estimation and tracking is significant for
many applications that involve Human-Computer Interaction (HCI), gesture recognition and sign language recognition. Particularly, as VR/AR/MR applications gain rapid development with the trending of metaverse, two-hand tracking is becoming a fundamental feature for an immersive
user experience. In addition, due to the overhead cost of
multi-camera setups as well as depth cameras, there is motivation to approach this task using a single ubiquitous RGB
camera. However, there is limited attention from the com-

Figure 1. Our method enables 3D hand pose annotation using
a single image. We show a sample image from the test set of
Ego2Hands (top) and visualization of its corresponding two-hand
pose annotation (bottom).

munity on color-based two-hand application, which is an
extremely challenging task requiring steps not needed in
single-hand tasks that use cropped images as input: twohand detection/segmentation, robustness against inter-hand
occlusion as well as 3D global hand pose estimation with
accurate absolute 3D joint positions.
Existing color-based two-hand pose datasets [3, 12] are
captured in third-person viewpoints with multiple cameras
and laboratory backgrounds. Two-hand datasets [19, 21]
with RGB-D data can remove background using depth
thresholding or a green screen. However, these data have
limited accuracy from depth-based tracking and lack visual
diversity due to the small number of participants. As a result, methods trained on existing datasets cannot generalize
to the real-world domain. In addition to limited diversity,
although data for third-person viewpoint has many applica-
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tions, it constrains the users to perform gestures in front of
a fixed camera. On the other hand, hand tracking in egocentric viewpoint has no such constraint and has increasing demand in VR/AR applications. To the best of our knowledge,
there is currently no real-world RGB dataset for egocentric
two-hand tracking in the wild.
To enable two-hand applications using a single RGB
camera in a domain invariant setting, [10] first proposed
a large-scale two-hand segmentation/detection dataset
named Ego2Hands. Unlike traditional hand segmentation
datasets [2, 9, 20] with limited quantity/diversity and generalization ability, Ego2Hands composites two-hand instances at training time with excellent generalization to unseen environments. However, Ego2Hands does not contain
hand pose annotation. In this work, we develop a parametric fitting algorithm ManoFit that can fit the deformable
MANO hand model [15] given an arbitrary number of 2D
joint locations and minimal manual guidance towards the
optimal solution. This is the first tool that enables users
to annotate 3D hand poses using a single image, which
significantly simplifies the annotation process compared to
previous methods (see Section 2) and provides open access for the community to generate additional hand pose
data. Using our method, we create a new dataset by manually annotating∼ 7, 000 selected frames with diversity from
the training set and∼ 2, 000 frames from the test set of
Ego2Hands (see Figure 1). We introduce Ego2HandsPose,
the first dataset that enables egocentric two-hand 3D global
pose estimation in the wild using a single camera.
In addition to Ego2handsPose, as there are existing
datasets with only 2D hand pose annotations, we apply
ManoFit to automatically convert HIU-DMTL [24], PanHand2D [16] and OneHand10k [22] to 3D hand pose
datasets. Manual validation is performed on all generated
instances to remove dirty data. For quantitative analysis
on the accuracy of our generated hand poses, we evaluate
ManoFit on FreiHAND [27] which contains both 2D and
3D hand pose annotation and show convincing results.
To validate Ego2HandsPose for the task of two-hand 3D
tracking, we follow [11] and use a multi-stage pipeline to
estimate the segmentation/detection and 2D/3D canonical
hand pose for both hands. As the 3D canonical hand pose
estimation network uses input in the form of heatmaps,
there is no need for the training to be constrained by 3D
hand poses of actual images and we take a novel approach by training on generated poses. We introduce this
synthetic dataset as MANO3Dhands, which generates 3D
hand poses based on our collected real-world pose distribution. Cross-dataset evaluation shows that MANO3Dhands
has the best generalization score compared to existing 3D
hand pose datasets. For the last stage of the pipeline, we
modify ManoFit to achieve temporally consistent two-hand
3D tracking by using the estimated 2D and 3D canonical

joint locations. Quantitative analysis shows that training
on Ego2HandsPose achieves over 30% improvement compared to the second top dataset for the task of two-hand 2D,
3D canonical and 3D global pose estimation.

2. Related Work
In this section, we introduce relevant RGB-based 3D
hand pose datasets for single-hand and two-hand scenarios.
Single-hand 3D pose datasets. Obtaining 3D hand pose
annotation on real-world images is a challenging problem
that commonly requires extensive manual annotation using
multi-view setups or RGB-D data to resolve the depth ambiguity and self-occlusion. Early work [23] proposed the
Stereo Tracking Benchmark (STB) dataset that includes a
single participant performing simple gestures with 6 backgrounds. To generate data with quantity and diversity, pioneering work [26] introduced the Rendered Hand Pose
Dataset (RHD) using 20 rendered characters performing
39 static gestures, which supported the training and evaluation of a CNN-based two-stage pipeline that showed
3D hand pose estimation is achievable using a single image. In an attempt to bridge the domain gap between synthetic and real-world data, GANeratedHands [13] (GANHands) was proposed using a CycleGAN [25] approach.
Using the CMU Panoptic Studio with 10 RGB-D sensors,
480 VGA and 31 HD cameras, [5] proposed the Panoptic
Hand (PanHand3D) dataset labeled using multiview Bootstrapping [16]. To achieve better cross-dataset generalization, [27] proposed FreiHAND that was captured using 8
calibrated & synchronized cameras in a green screen setting, which allowed for additional diversity from background replacement.
Two-hand 3D pose datasets. Inter-hand occlusion and interaction can introduce additional challenges for 3D hand
pose annotation. To address two-hand pose estimation with
object handling, [19] proposed the Tzionas Dataset collected using RGB-D data and a combination of a generative
linear blend skinning model [8] and a discriminative model
trained on manually annotated finger tips. To provide more
data with two-hand interaction, [21] proposed RGB2Hands
that was captured using a RGB-D sensor and labeled with a
depth-based two hand tracker [14]. However, the obtained
annotation can be erroneous and synthetic data was used to
complement this issue. Focusing on two-hand object grasping, [3] proposed ContactPose that was captured using 7
calibrated RGB cameras, 3 RGB-D cameras and one thermal camera for contact capture. 3D hand Pose annotation
was obtained using estimated 2D keypoints as well as extracted object pose and contact locations. Taking a different
direction, [12] focused on two-hand close interaction without objects and proposed InterHand2.6M. The data was collected in a multi-view studio consisting of 80-140 cameras
and annotated in a two-stage pipeline. The first stage con-
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(a) RGB2Hands

(b) ContactPose

Figure 3. MANO hand representation for joints and axis angles.
The first image shows a default hand pose. The second and third
image show poses with joints rotated in the two primary directions.

(c) InterHand2.6M

(d) H2O

Figure 2. Sample images from existing two-hand pose datasets.

sists of extensive manual annotation of 2D hand poses followed by 3D triangulation. The second stage utilizes an automatic 2D annotator trained from data in the first stage and
triangulation for 3D keypoints. Recognizing the importance
of egocentric data, H2O [7] was captured with 5 RGB-D
cameras with 1 mounted on the helmet in 3 environments.
Two-hand poses with object manipulation annotation was
obtained by fitting the MANO model to multi-view depthdata and estimated 2D poses from OpenPose [4].

3. Ego2HandsPose
There are two major motivations for the introduction
of Ego2HandsPose. First, Figure 2 shows that existing datasets for RGB-based two-hand pose estimation all
contain images captured in laboratory environments with
limited diversity. Consequently, models trained on these
datasets cannot generalize to other unseen environments or
be applied to practical applications. Second, there is limited
RGB data that address two-hand pose estimation in the egocentric viewpoint, which does not constrain the user to be
in front of the fixed camera and is essential in applications
such as VR/AR/MR. As the only existing RGB-based egocentric two-hand pose dataset, H2O has a heavy emphasis
on manipulation of 8 objects in 3 scenes with 4 participants,
which results in limited pose space and visual diversity for
the environment and the target hands.
For two-hand 3D tracking, segmentation and detection
of both hands are commonly required prior to pose estimation [11, 14, 18]. Recently, [10] introduced Ego2Hands
for the task of two-hand segmentation and detection in the
wild. It consists of a training set captured in a green screen
setting with∼ 180k right hand instances from 22 participants and composites two-hand images at training time by
horizontally flipping one right hand to create the left hand.
This approach circumvents the issue of data scarcity for
two-hand segmentation/detection and allows for sufficient
diversity necessary for estimation in the wild. For eval-

uation, Ego2Hands provides a test set consisting of 8 sequences collected with diverse scenes, lighting and skin
tones. Despite enabling models to achieve a promising level
of generalization on two-hand segmentation and detection,
Ego2Hands does not provide any hand pose annotation.
Existing 3D hand pose annotation methods require either RGB-D or calibrated multi-view RGB setups for data
collection. Extensive multi-view manual annotation on 2D
keypoints as well as triangulation are commonly required to
subsequently extract the 3D hand poses. We argue that the
resources required by existing annotation methods are not
commonly available in the community, which significantly
limits the quantity and diversity of hand pose data available in general and consequently impacts hand pose related
research potential. To address this issue, we introduce an
annotation tool that utilizes a parametric fitting algorithm
ManoFit with manual guidance to enable 3D hand pose annotation using a single RGB image.

3.1. Supervised ManoFit
The differentiable MANO hand model proposed by [15]
is widely used for hand pose estimation and fitting. It is parameterized by P ∈ R61 where P = (α, β, γ). α ∈ R10 ,
β ∈ R45 and γ ∈ R6 represent the shape, articulation and
global translation & orientation respectively. Although loss
minimization can be applied to directly optimize P given
the target 2D and 3D keypoints (obtained from manual annotation in multi-view setups) as in [27], 3D keypoints are
not initially available in monocular RGB data. We find that
loss computed using the target 2D keypoints alone oftentimes cannot reach a global minimum Pgt from a default
P0 = 0 using gradient descent. However, with a proper
P0 = Pgt + ϵ where ϵ ∈ R61 represents an arbitrary error that is insufficient to deviate the gradient descent to an
incorrect local minimum, we can successfully fit the hand
model using 2D keypoints from a single RGB image.
To allow effective manual modification of P , we first
apply physical constraints to the pose space defined by
β ∈ R45 , which consists of 3 rotational values (θ, ϕ, ψ)
for each of the 15 finger joints and there are 3 joints Jij defined for each finger i where i = [1, 5] and j = [1, 3]. Note
that each joint of the original MANO model has 3 Degrees
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of Freedom (DoF) with unlimited range. This is obviously
not realistic as all finger joints Jij primarily rotate in the
direction of ψ with Ji1 being able to rotate in the direction
of θ as well (Figure 3). Additionally, there is physical limitations for the range of rotation of each joint. To enforce
physical plausibility, we define constant vectors βmin and
βmax that clip β within a reasonable range as follows,
βc = min(max(β, βmin ), βmax ).

(1)

To encourage more natural poses, we define βmean =
(βmin + βmax )/2 and the following regularization loss,
2

Lreg = (βc − βmean ) ω

(2)

where ω ∈ R45 applies element-wise scaling to the squared
difference between the current pose and the mean pose. In
general, Lreg punishes gradients for valid but less common
rotations in the direction of θ for Ji0 .
We formulate the ManoFit algorithm for manual annotation
as the minimization problem below,
L2d =

X

k∈A

(qk − Π(p̃k ))2

Lf it = L2d + Lreg

(3)

(4)

where L2d represents the Sum Squared Error (SSE) computed using the user-provided 2D keypoints q ∈ R2 and
the 2D projection Π from 3D MANO keypoints p̃ ∈ R3
over the set of annotated joint indices A. The combined
loss Lf it aims to minimize the 2D keypoint error with valid
and natural poses. Backpropagation using the Adam optimizer is applied to update β and γ with a stopping criteria that terminates when the loss ceases to improve for 10
iterations. Note that we use the default shape parameter
α = 0. Although subject-specific α can improve fitting accuracy, shape-fitting requires multi-view data and our goal
is to introduce a universal tool for hand pose annotation using monocular RGB. Qualitative and quantitative results in
Section 4.3 show that our fitting algorithm achieves excellent accuracy without subject-specific shape finetuning.
For the annotation of each instance, the user is instructed
to 1) modify γ to the approximate values based on visualization of the MANO hand rendering, 2) annotate the wrist
joint as well as the 5 finger tip joints, and 3) initiate parametric optimization. Until accurate fitting is achieved, the annotator can repeat the aforementioned steps with the freedom
to modify (γ, β) and annotate additional 2D joint locations.
We demonstrate in the supplementary video that our annotation tool is well-designed for efficient control and fitting
of the MANO hand model. Additional details are provided
in the supplementary document.

Figure 4. Illustration of two-hand image composition with visualized pose annotation of the primary right hand.

3.2. Annotated Data
Training data. Although the training set of Ego2Hands
consists of∼ 180k frames, since some frames do not contain valid poses and some others have similar poses, we
selected 7, 033 frames with diverse articulation from the
training set of Ego2hands for manual annotation. For the
training of 2D hand pose estimation model, we first follow [10] and composite images at training-time. As illustrated in Figure 4, for each composited image, we randomly select the primary right hand from our annotated
Ego2HandsPose training set, which contains the 3D hand
pose annotation. For the secondary left hand, we randomly
select a horizontally flipped right hand from the complete
training set of Ego2Hands, which does not need the pose
annotation as its purpose is to merely create a two-hand appearance. The background image is randomly selected from
the proposed background set [10]. For data augmentation,
we apply random horizontal/vertical translation, color and
smoothness augmentation. Quantitative evaluation in Section 6.1 shows that our composited data with pose annotation achieves state-of-the-art results on 2D hand pose estimation for our task.
Evaluation data. As there is no evaluation benchmark for
egocentric two-hand 3D global pose estimation in the wild,
we manually annotate the complete test set of Ego2Hands,
which consists of 8 diverse sequences with a total of 2, 000
two-hand images. In Section 6, we provide quantitative
evaluation for two-hand 2D, 3D canonical and global hand
pose estimation on this test set.

4. 2D Hand Pose Dataset Conversion
Using our annotation tool, we established in Section
3.1 that manual guidance is needed to generate a wellinitialized P0 for parametric fitting on 2D keypoints from
a single camera. In addition, 2D keypoints also need to be
annotated but it is oftentimes unnecessary to annotate the
complete set of 21 joints. In existing 2D hand pose datasets,
since instances contain full annotation for the 2D keypoints,
we can theoretically train a network to estimate the corresponding 3D canonical hand poses [26] and apply parametric fitting to generate the 3D hand pose annotations for 2D
datasets. For the training of this network, as existing fixed-

36

sized 3D hand pose datasets contain pose space with limited
size that do not necessarily cover the true data distribution,
we create a synthetic dataset MANO3DHands that provides
the largest and most diverse pose space sufficient for accurate parametric fitting of any generic 2D hand pose dataset.

4.1. MANO3DHands
Since 3D canonical pose estimation models use
heatmaps as input, there is no visual domain gap between
heatmaps generated from synthetic and real-world data.
However, synthetic hands with unrealistic articulation can
lead to a domain gap in the pose space and a naively randomly sampled βi within the constrained space can still
have an unrealistic combination of rotations.
To sample realistic β and γ, we first obtain two realworld data distributions of 3D hand poses from 5 participants using the LeapMotion device [1], which can automatically generate 3D keypoints from egocentric stereo infrared data. For the first distribution, we focus on γ ∈ R6
in the egocentric view and collect 31, 796 poses that cover a
wide range of wrist rotations γ1 ∈ R3 and global locations
γ2 ∈ R3 . For the second distribution, we focus on β and
collect 42, 496 poses with diverse joint rotations. For both
distributions with 3D keypoints, we apply parametric fitting
to obtain the matching distributions B and G with MANO
parameters for β and γ respectively.
We find that egocentric and third-person viewpoints have
different data distributions for the global orientation of the
hand. In the egocentric viewpoint, we generate MANO
hand poses by randomly sampling (β, γ) from B and G.
In the third-person viewpoint, we sample γ from all possible global orientations in [−π, π]. To enable evaluation,
we generate two test sets with 50, 000 poses for each viewpoint. Section 6.2 shows that training on MANO3DHands
achieves the best generalization score compared to existing
3D hand pose datasets in cross-dataset evaluation.

4.2. Unsupervised ManoFit
With the complete set of annotated 2D keypoints q gt
as well as the estimated 3D canonical hand pose p∗ , we
apply the multi-stage parametric fitting algorithm that progressively solves the following problems.
1. Global orientation fitting. We discovered in our experiments that the global orientation γ1 has the greatest impact
on the overall hand pose and should be properly optimized
first using the following loss,
Lγ1 = λγ1

1
∥L · p∗ − p̃∥22 .
N

(5)

For the number of joints N = 21, we minimize the Mean
Squared Error (MSE) between the 3D keypoints p̃ from
the MANO model and the estimated 3D canonical keypoints p∗ scaled by the reference bone length L. We use

λγ1 = 1 × 105 as the scaling constant.
2. Pose articulation fitting. After global orientation alignment, we optimize γ1 and β with the loss below,
Lγ1 +β = Lγ1 + Lreg

(6)

where we use a combined loss of Equation 5 and 2 with
βmean being the mean pose computed using the collected
real-world pose distribution B.
3. Global translation fitting. With β and γ1 properly
aligned, we optimize γ2 using Lγ2 = L2d defined in Equation 3 with A being the complete set of joint indices.
4. Full pose fitting. After the previous steps, we should
have a well-initialized P0 = Pgt + ϵ for the final fitting.
Therefore, we optimize β and γ using Lf it = L2d + Lreg .
We perform optimization for 100 and 300 iterations for
stages 1-3 and 4 respectively. The learning rate is set to 1.0,
0.01, 1.0 and 0.01 for stage 1-4. This process can achieve
accurate matching between the ground truth 2D keypoints
q gt and the projected 2D keypoints Π(p̃) from the 3D keypoints of the MANO hand model.

4.3. Fitting Results & Analysis
We select the following 2D hand pose datasets for automatic conversion: HIU-DMTL [24] (41,539 instances),
PanHand2D [16] (14,817 instances) and OneHand10k [22]
(2,040 instances). Instances without full 2D annotation in
OneHand10k are discarded. In addition, since hand side
information is necessary for parametric fitting, we manually annotate hand side labels for HIU-DMTL and OneHand10k, which contain both left and right hand instances.
Qualitative examples in Figure 5 show that our algorithm can accurately fit a wide range of poses from different
datasets. To quantitatively evaluate our fitting algorithm, we
generate 3D hand poses for the training set of FreiHAND,
which provides 32, 560 annotated instances with diverse 3D
hand poses. We apply scaling using the reference bone
length and Cartesian alignment using the ground truth absolute 3D location of the root joint. Our automatic fitting
achieves an End Point Error (EPE) of 1.17cm.
Similar to our parametric fitting algorithm, [6] proposed
to automatically fit the MANO hand model using 2D keypoints estimated using OpenPose [4] without using the estimated 3D canonical keypoints. We point out that this approach only selects samples that pass the designed heuristic
verification and is limited to fit poses with P0 less susceptible to local minima during gradient descent. In comparison, after manual multi-view validation for all generated instances using our algorithm, we report high acceptance rates
of 84.6%, 88.1% and 79.1% for HIU-DMTL, PanHand2D
and OneHand10k respectively. Note that a small rejection
rate is expected due to the depth ambiguity in 2D keypoints.
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(a) HIU-DMTL

(b) PanHand2D

(c) OneHand10k

(d) FreiHAND

Figure 5. Qualitative results of our generated 3D poses on 4 datasets using only 2D keypoints from a single image.

Figure 6. Overview of our two-hand 3D global pose estimation pipeline. Given an input image in the wild, we first extract hand bounding
boxes and segmentation. 2D heatmaps are estimated using the cropped input and are used for 3D canonical pose estimation. MANO hand
models in the global coordinate system are optimized using the 2D and 3D canonical poses.

5. Two-hand 3D Global Pose Estimation
For comprehensive analysis on our proposed dataset, we
follow [11] and use a multi-stage pipeline for the task of
two-hand 3D global pose estimation (Figure 6).
Two-hand segmentation and detection. For the first stage,
We use the scene-adapted ICNet from [10] to estimate
the segmentation as well as the activation energy for both
hands. Segmentation is used to address inter-hand occlusion and hand energy that excludes the arm is used for hand
detection even when occluded. We apply a binary threshold
using τ = 0.5 to the estimated energy and perform a close
operation with kernel size of 3 for noise removal.
2D hand pose estimation. Using the energy mask, we obtain the cropped images for 2D hand pose estimation. In
addition to the three-channel RGB input, we concatenate
the cropped binary segmentation mask for the other hand to
encode occlusion information. We train HRNet-W32 [17]
on the training set of Ego2HandsPose with a batch size of
16 for 40, 000 iterations. The Adam optimizer is used with
an initial learning rate of 0.0001 (decreasing with a rate of
0.5 per 10, 000 iterations). Using input images resized to
224×224, the output heatmaps have a resolution of 56×56.
To simplify the pose space, we horizontally flip the left hand
so the network trains on the right hand only.

3D canonical hand pose estimation. We use a compact
ResNet10 with 3 fully connected layers to regress the rootrelative 3D joint locations. We generate training instances
online using data distributions B and G from the proposed
MANO3DHands and train for 400k iterations with a batch
size of 1 and a learning rate that decreases with a rate of 0.5
per 100k iterations.
Hand tracking via Manofit. For each hand’s reappearance,
we first use the projection algorithm proposed by [11] to set
the global translation parameter γ2 . The Manofit algorithm
introduced in Section 4.2 is then applied for hand tracking. For continuous tracking, as subsequent frames contain
poses with gradual changes, we do not reset the MANO
parameters P or the internal state of the Adam optimizer
prior to optimization, which conveniently leads to temporally smooth pose estimation. For each optimization stage, a
properly selected threshold value is used on the corresponding loss as the stopping criteria.

6. Quantitative Benchmarking
In this section, we demonstrate that Ego2HandsPose enables state-of-the-art results on egocentric two-hand 3D
global pose estimation in the wild. First, we evaluate on
the test set of Ego2HandsPose and perform isolated studies
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Figure 7. Quantitative comparison of 2D hand pose estimation on
the proposed dataset. Image resolution of 800 × 448 is used.

on each stage of our proposed pipeline. Second, we evaluate using the complete pipeline on its ability to track both
hands in the global coordinate system.

6.1. 2D Hand Pose Estimation
We use the ground truth two-hand energy to obtain the
cropped hand images as input and evaluate using HRNetW32 trained on 8 large-scale datasets with data augmentation. Figure 7 shows that training on our dataset significantly outperforms others and enables the top AUC2D =
0.536. We theorize the performance gap is caused by
the difference in pose space (third-person for HIU-DMTL,
FreiHAND) and the lack of diversity (H2O). Note that
datasets with synthetic data or laboratory backgrounds have
the lowest accuracy. Although it is expected for a network
to perform well on the dataset it was trained on, we argue that since the test set of Ego2Hands contain subjects
and scenes not present in its training set, the score obtained
by Ego2HandsPose demonstrates its ability to enable accurate estimation on unseen data. Despite the fact that crossdataset evaluation is commonly performed to show the generalization ability of a dataset, we do not perform this experiment in this stage as it is not our goal to generalize to
third-person or synthetic visual data, but to achieve the best
accuracy on the task of egocentric two-hand tracking.

6.2. 3D Canonical Hand Pose Estimation
In this stage, we use heatmaps as input and evaluate
cross-dataset performance using 6 large-scale datasets with
diverse 3D hand pose annotations, including our proposed
MANO3DHands with egocentric and third-person data distributions. The complete datasets are used in training and
evaluation for more comprehensive analysis. As a result,
the non-diagonal scores should be emphasized to analyze
the generalization ability, which correlates with the pose
space quality each dataset provides. Table 1 shows that our
proposed MANO3DHands datasets achieve the highest generalization scores with average rankings of 2.3. This find-

Dataset

Ours

Ours*

H2O*

Frei

LSMV

Ego3D*

Ours
Ours*
H2O*
Frei
LSMV
Ego3D*
Rank

0.735
0.611
0.473
0.686
0.528
0.523
2.3

0.732
0.790
0.655
0.705
0.482
0.679
2.3

0.743
0.827
0.821
0.744
0.490
0.688
4.8

0.731
0.643
0.494
0.738
0.541
0.551
2.7

0.613
0.522
0.412
0.607
0.646
0.404
4.7

0.776
0.790
0.671
0.743
0.493
0.834
4.2

Table 1. Cross-dataset evaluation on 3D canonical pose estimation. We report AUC computed using PCK of root-relative 3D
keypoints in an interval from 0.0 to 1.0. Egocentric datasets are
labeled with *. The top 3 scores on each evaluation dataset (shown
in columns) are marked as first, second and third.

ing indicates that the generated pose space using our collected distributions (B and G) better represent the true pose
space compared to other datasets. In addition, it is important
to recognize the difference between egocentric and thirdperson pose space. We show that MANO3DHands3rd and
MANO3DHandsego achieve the best generalization scores
for third-person and egocentric datasets respectively. Therefore, we claim that it is best to train on hand pose data with
the matching viewpoints for different applications. In this
work, we use MANO3DHands3rd for the annotation tool
and MANO3DHandsego for egocentric two-hand tracking.
Unlike traditional datasets with fixed sizes, the training
set of MANO3DHands dynamically generates instances using the collected distribution and does not have a static
size. For this reason, the represented pose space can be
significantly higher in quantity and diversity. For example,
MANO3DHandsego can generate 1.35 × 109 unique poses
with the collected B and G. Consequently, the top evaluation scores achieved by our datasets on our generated test
sets (50k instances) also reflect strong generalization ability.

6.3. Two-hand Global Pose Estimation
For the complete cascaded pipeline, we use the sceneadapted ICNet and evaluate subsequent stages using input
obtained from the previous stages. For 3D global hand pose
estimation that requires the global 3D hand location, we follow [11] and compute the PCK on the root joint in the spherical coordinate system, which measures the directional and
distance accuracy. To show that existing datasets are insufficient for our task, we select models trained on H2O and
FreiHAND with good performance in Section 6.1 and 6.2
for a comparison in the complete pipeline.
Figure 8a shows that we achieve an AUC2d = 0.508
for 2D hand pose estimation. Accurate results in this stage
are necessary for two-hand tracking since both the third
and final stage heavily depend on the estimated 2D keypoints. For 3D canonical hand pose estimation, we achieve
an AUC3d = 0.422 in Figure 8b. Finally, after apply-
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(a) 2D Pose Estimation

(b) 3D Canonical Pose Estimation

(c) Spherical PCK for Global Estimation

Figure 8. Quantitative results using the complete pipeline trained on different datasets. Results obtained using the ground truth segmentation
and detection (stage1 ground truth) are provided to study the impact of Modelseg on the overall accuracy.

Figure 9. Qualitative results obtained using our multi-stage method trained on Ego2HandsPose. Odd columns show the input images from
various sequences in the test set of Ego2HandsPose. Even columns show visualization of the ManoFit output.

ing ManoFit using the estimated 2D/3D hand poses, Figure 8c shows that we obtain top AUCangle = 0.912 and
AUCradius = 0.672. To isolate the impact of Modelseg in
the first stage, we also provide results obtained using the
ground truth segmentation and detection, which is not used
in comparison with the other datasets. Figure 9 shows qualitative examples of our two-hand 3D tracking on the test
sequences of Ego2HandsPose. Additional results are provided in the supplementary material.
We note that there is a trade-off between fitting accuracy and inference time and our complete pipeline does
not currently run in real-time. We report an average inference time of 19.7ms, 50.1ms and 2.4ms for our selected
Modelseg , Model2d and Model3d respectively. We utilize
high-performance models for the challenging task of two-

hand tracking using a single camera in the wild. Future
work includes further optimizations in efficiency.

7. Conclusion
In this work, we propose a set of parametric fitting algorithm that enables 3D hand pose annotation using a single image and automatic conversion from 2D to 3D hand
poses. We propose the first dataset, Ego2HandsPose, that
tackles two-hand 3D global pose estimation in the wild using a monocular RGB. Results obtained using our multistage pipeline shows that training on the proposed dataset
significantly outperforms existing datasets. We hope our
work can push color-based two-hand applications towards
unconstrained environments for practical applications.
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Supplementary Document:
Ego2HandsPose: A Dataset for Egocentric Two-hand 3D Global Pose Estimation

1. ManoFit Annotation Tool

2. Additional Results

In this section, we provide additional details for the introduced hand pose annotation tool, which consists of three
major panels.

We provide quantitative results for all sequences in the
test set of Ego2HandsPose in Table 1. Training on the training set of Ego2HandsPose outperforms other datasets on
all sequences for all stages. We find that models trained
on H2O and FreiHAND struggle particularly on sequences
with bright (seq-2) and dark illumination (seq-5). In addition, these methods generally have lower performance on
sequences with fast motion (seq-7 and seq-8), which introduces lower-quality input images challenging for 2D hand
pose estimation. Qualitative comparison is provided in Figure 2.

1.1. Display Panel
As shown in Figure 1, we display three images for annotation. The center image displays the rendered MANO
hand model with a resolution of 400 × 400. The left image
consists of the input image resized and padded to match the
same resolution for fitting. The user has the option to crop
a hand region for a magnified view (the right image) or automatic 2D/3D hand pose estimation using our pretrained
models. 2D joint locations can be annotated by first selecting the joint using the top slider and then clicking on the left
or the right image.

1.2. Control Panel
We provide sliders to control global orientation γ1 and
translation γ2 . In addition, sliders for the control of each
finger is provided. While the first joint of the selected finger
has degrees of freedom to rotate in the directions of θ, ϕ and
ψ with the predefined ranges, the second and third joint of
each finger can only rotate in the direction of ψ. This panel
allows the user to have full manual control of the MANO
hand model.

1.3. Action Panel
With an arbitrary number of provided 2D joint locations,
the user can apply our parametric fitting algorithm to automatically fit MANO parameters using the defined losses.
To automatically obtain the 2D joint locations, we allow the
user to estimate the 2D/3D canonical hand poses using our
pretrained models. A toggle button is provided to assist the
user with improved ability to visualize how well the rendered hand model matches the input image. Other basic
functionalities such as navigation between input images, resetting the MANO pose and saving MANO parameters are
also provided.
1
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Figure 1. Hand pose annotation tool for ManoFit using a single image.

Sequence
seq-1
seq-2
seq-3
seq-4
seq-5
seq-6
seq-7
seq-8
Average

Ours

AUC2D
H2O

Frei

0.574
0.475
0.564
0.581
0.516
0.511
0.574
0.375
0.508

0.476
0.095
0.429
0.480
0.270
0.374
0.255
0.155
0.317

0.464
0.136
0.319
0.432
0.289
0.278
0.396
0.246
0.320

Ours

AUC3D
H2O

Frei

0.477
0.378
0.518
0.499
0.417
0.499
0.362
0.303
0.432

0.338
0.149
0.415
0.438
0.278
0.425
0.165
0.137
0.293

0.377
0.203
0.415
0.474
0.282
0.411
0.310
0.232
0.338

Ours
0.938
0.917
0.943
0.936
0.911
0.926
0.923
0.899
0.924

AUCangle
H2O
Frei
0.913
0.770
0.924
0.925
0.858
0.899
0.828
0.782
0.862

0.907
0.762
0.865
0.907
0.843
0.856
0.902
0.840
0.860

Table 1. Quantitative comparison on sequences in the test set of Ego2HandsPose.
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Ours
0.786
0.741
0.759
0.846
0.660
0.825
0.760
0.693
0.759

AUCradius
H2O
Frei
0.658
0.192
0.747
0.765
0.315
0.612
0.460
0.347
0.512

0.581
0.078
0.547
0.731
0.211
0.472
0.510
0.336
0.433

(a) Ego2HandsPose

(b) H2O

(c) FreiHAND

Figure 2. Qualitative comparison between models trained on selected datasets on sequences of Ego2HandsPose. Results from each dataset
are shown in two columns. The first column displays input images with visualized estimated 2D hand poses. The second column displays
the final global two-hand poses. Hand poses that are partially outside of the view are not estimated.
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Chapter 5
Generalizing Interactive Backpropagating Refinement for Dense Prediction
Networks
I hereby confirm that the use of this article is compliant with all publishing agreements.
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Abstract
As deep neural networks become the state-of-the-art approach in the field of computer vision for dense prediction
tasks, many methods have been developed for automatic estimation of the target outputs given the visual inputs. Although the estimation accuracy of the proposed automatic
methods continues to improve, interactive refinement is oftentimes necessary for further correction. Recently, feature backpropagating refinement scheme [25] (f-BRS) has
been proposed for the task of interactive segmentation,
which enables efficient optimization of a small set of auxiliary variables inserted into the pretrained network to produce object segmentation that better aligns with user inputs. However, the proposed auxiliary variables only contain channel-wise scale and bias, limiting the optimization
to global refinement only. In this work, in order to generalize backpropagating refinement for a wide range of dense
prediction tasks, we introduce a set of G-BRS (Generalized Backpropagating Refinement Scheme) layers that enable both global and localized refinement for the following
tasks: interactive segmentation, semantic segmentation, image matting and monocular depth estimation. Experiments
on SBD, Cityscapes, Mapillary Vista, Composition-1k and
NYU-Depth-V2 show that our method can successfully generalize and significantly improve performance of existing
pretrained state-of-the-art models with only a few clicks.

1. Introduction
Deep learning has revolutionized the task of dense prediction, allowing a breakthrough for pixel-classification
problems such as semantic segmentation [2, 17, 18, 36] and
pixel-regression problems such as depth estimation [3, 4,
7, 13]. While these automatic methods are constantly improving in performance, a user has no resource to make
corrections on the estimated output other than using external tools that do not leverage any learned features. To
enable user interactions, dense prediction tasks such as in-

teractive segmentation [9, 14, 16, 21, 30] and image matting [1, 5, 20, 29, 35] use user inputs in forms of distance
maps and trimap respectively as network input. Although
the additional information can be helpful during forward
propagation, deep networks are still free to generate predictions inconsistent with the user-provided inputs.
In this work, we investigate whether a pretrained automatic dense prediction method can be effectively converted into an efficient interactive method without any additional retraining. This is a significant task as deep networks are commonly applied in interactive ways for photography [11,32,34,37,38], videography [22,23,31], special
effects [6,8,28], etc. Two prior works, both focused primarily on interactive segmentation, have inspired our method.
Backpropagating Refinement Scheme (BRS) [12] performs
interactive segmentation using an initial forward pass given
the input image and distance maps generated from a set of
clicks as in [30]. To additionally refine the prediction and
encourage consistency with the input clicks, it sets the input distance maps as the trainable parameters and performs
backpropagation using loss computed from the prediction
and the clicked labels. BRS also briefly extends this idea to
a few other applications: semantic segmentation, saliency
detection and medical image segmentation, showing potential use of BRS for CNNs in general. A follow-on work,
f -BRS [25] later argues that due to the need for online backpropagation through the entire network, BRS has slow inference speed and is computationally expensive. To this
end, instead of using the input distance maps as trainable
parameters, f -BRS inserts a pair of auxiliary parameters that
act as channel-wise scale and bias after an intermediate network layer, requiring backpropagation through a subpart of
the network while achieving nearly equivalent performance.
Despite the improved efficiency of f -BRS, it comes with
a major disadvantage: the proposed auxiliary channel-wise
scale and bias are only capable of global modification. This
not only neglects the need for localized refinement in many
vision applications, but also makes the modified output susceptible to undesired global changes while correcting for
existing clicks. To make efficient and effective refinement

46

generalized for dense prediction models, we propose to expand the idea of auxiliary channel-wise scale and bias to
a set of G-BRS (Generalized Backpropagating Refinement
Scheme) layers with more advanced layer architectures.
Our approach enables both global and localized refinement
using a channel-weighted bias map in various settings. In
addition, we propose a novel consistency loss with an attention mechanism that stabilizes the refinement process and
enables more user control. To demonstrate the generality of
our approach, we implement G-BRS on four state-of-the-art
models for a wide range of dense prediction tasks including interactive segmentation, semantic segmentation, image
matting and depth estimation. We perform thorough evaluation on five benchmark datasets: SBD, Cityscapes, Mapillary Vista, Composition-1k and NYU-Depth-V2. Results
show that our method enables existing models to achieve
significant improvement with interactive clicks and opens
up promising directions for equipping automatic methods
with interactive features in general.

2. Method
2.1. Background
Backpropagating refinement scheme. BRS was initially
proposed by Jang et al. [12] for interactive segmentation,
which is a task to segment the foreground object and the
background given the user inputs. First, the input clicks are
used to generate the foreground and background interaction
map using distance transform. At inference time, the input
image concatenated with the interaction maps is forward
propagated in a CNN to produce an output segmentation. Although information of the clicked locations are
encoded in the input interaction maps, it is possible that
the annotated locations are still mislabeled in the output
segmentation. To address this issue, BRS proposes to use
backpropagation to refine the input interaction maps to
enforce consistency between the input clicks and output
segmentation. An alternative method of finetuning the
entire model is not ideal since it is computationally inefficient and the model would lose the pretrained knowledge
needed for intelligent refinement. With the network defined
as f , given a set of input clicks {(ui , vi , li )}ni=1 where
(u, v) and l ∈ {0, 1} denote the clicked location and label
respectively, BRS refines the initial interaction maps x by
solving for ∆x in the following optimization problem:
!
n
X
2
E(x) = min λ∥∆x∥2 +
(f (x + ∆x)ui ,vi − li ) .
∆x

i=1

(1)
The first term represents the inertial energy used to prevent
excessive modification, where λ is a scaling constant that
regulates the trade-off. The second term represents the corrective energy used to enforce correct output segmentation

at the clicked locations.
Feature Backpropagating Refinement Scheme. Despite
the improvement in accuracy, BRS is computationally
expensive as it requires gradient computation through the
entire network. Consequently, Sofiiuk et al. [25] propose
f -BRS to modify a small set of inserted auxiliary parameters instead of the input interaction maps, leading to a
faster algorithm that requires gradient computation through
only a small part of the network. It defines fˆ(x, p) as the
function that accepts the additionally inserted auxiliary
parameter p. The optimization problem is then presented as
the following:
!
n
X
2
E(x) = min λ∥∆p∥2 +
(fˆ(x, p + ∆p)u ,v − li ) .
∆x

i

i

i=1

(2)
To avoid minor localized refinement near the clicked locations and encourage global refinement, Sofiiuk et al. propose to use channel-wise scale s ∈ RC and bias b ∈ RC
as the auxiliary parameters, where C denotes the number of
channels for the corresponding intermediate feature map of
the network. Let us define the inserted auxiliary parameters
as a G-BRS layer. The proposed layer that utilizes channelwise scale and bias can then be formulated as,
˙ s +̇ b
Gsb (m) = m ×

(3)

where m ∈ RH×W×C is the intermediate feature map with
H, W and C denoting the height, width and number of channels respectively. Channel-wise multiplication and addition
˙ and +̇. Since the inserted G-BRS
are represented as ×
layer should not interfere with the initial network prediction, its initial parameters need to perform the identity operation such that G0 (m) = m. This can be fulfilled with the
initialization of s0 = 1 and b0 = 0. We will refer to this
G-BRS layer as the G-BRS-sb layer.

2.2. Global and Localized Refinement
As the G-BRS-sb layer enables channel-wise scaling
and shifting of the original feature maps, it solely focuses
on global refinement since s and b are invariant to position
in the selected feature. This limitation can result in unstable
and undesirable effects as an attempt to fix a localized
error could lead to unpredictable global changes across the
image. To additionally enable positional modification of
the selected feature map for precise localized refinement,
we propose three novel G-BRS layer architectures with
better performance on numerous applications below.
First, we introduce the G-BRS-bmsb layer that contains an additional bias map bm ∈ RH×W prior to the
channel-wise scale and bias. To enable all channels of the
feature map to shift freely in different directions, we also
introduce a channel weight variable wc ∈ RC to perform
channel-wise scaling for the bias map. We formulate the
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G-BRS-bmsb layer as follows:
˙ c )) ×
˙ s +̇ b
Gbmsb (m) = (m + (bm ×w

(4)

˙ wc ) ∈ R
where (bm ×
. Similar to s and b, we
initialize bm as 0 and wc as 1. Since the size of bm depends
on the resolution of the selected feature map, we apply
the G-BRS insertion(s) in deeper feature space where the
feature resolution is a fraction of the output resolution.
This setting also prevents the aforementioned drawback
that leads to trivial localized refinement.
As the channel-weighted bias map and the channel-wise
scale and bias apply localized and global changes respectively, the G-BRS-bmsb layer modifies the input feature
through the two variables sequentially. To explore feature
fusion where the G-BRS layer merges feature maps from
the global branch and the localized branch, we introduce
the G-BRS-bmsb-m layer formulated as follows:
H×W×C

˙ s +̇ b
g1 (m) = m ×
˙ c)
g2 (m) = m + (bm ×w

(5)

Gbmsb−m (m) = w · g1 (m) + (1 − w) · g2 (m)

where w ∈ [0, 1] is a learnable parameter (initialized to 0.5)
used to regulate the trade-off between global and localized
changes in the input feature.
In addition to the channel-wise scale and bias, we explore a more powerful representation by replacing s and b
with a convolutional layer, which we refer to as the G-BRSbmconv layer. For kernel size k = 1, the convolutional
layer essentially learns to combine features from different
input channels for each output channel. With Cin = Cout ,
we initialize the kernel weight wconv ∈ RC×C×1×1 as an
identity matrix and the bias bconv ∈ RC as 0. Initially,
each output channel represents exactly the corresponding
input channel and Gbmconv (m) = m. We formulate the
G-BRS-bmconv layer as follows:
˙ c )) · wconv +̇ bconv
Gbmconv (m) = (m + β(bm ×w

(6)

where the 1 × 1 convolutional operation is represented as
matrix multiplication and channel-wise bias. β = 10 is
used as a scalar for amplifying the gradient of the bias map.

2.3. Attention Mechanism
For optimization using backpropagating refinement,
intelligent refinement without inaccurate excessive modification is important. Previous methods [12, 25] propose
to rely on the minimization of the inertial energy λ∥∆p∥2 .
Instead of simply enforcing a small ∥∆p∥2 , we propose
to punish excessive perturbation in the output estimation
outside of a user-defined attention region, which becomes
achievable with the proposed G-BRS layer capable of
both global and localized feature map modification. In the

following sections, we define each input click as (u, v, r, l)
with r and l denoting the attention radius centered at
(u, v) and the target label respectively. We introduce a
consistency loss with the following general formulation:
Lc = λ E((fˆ(x, pprev ) − fˆ(x, p)) M)

(7)

where E is a function that computes the pixel-wise error using the current prediction fˆ(x, p) and the initial prediction
fˆ(x, pprev ) with pprev denoting the auxiliary variables from
the previous click. M represents a pixel-wise scaling mask
generated using the newest click, which selects the region
outside of the r for error computation. In all our experiments, we perform backpropagation for I = 20 iterations.

2.4. Generalization
In this work, we use existing pretrained state-of-the-art
architectures for a wide range of dense prediction problems. The selected applications include binary-label (interactive segmentation) and multi-label (semantic segmentation) pixel-wise segmentation tasks, bounded (interactive
image matting) and unbounded (depth estimation) pixelwise regression tasks. Our goal is to demonstrate the generality of our approach in both interactive and automatic settings for dense prediction models.
We introduce the corresponding G-BRS layer configuration for each architecture. Options for multiple G-BRS
layer insertions are explored to leverage combination of feature modification at different levels. Since architectures for
different tasks also drastically differ, it is worth mentioning
that designing an effective G-BRS layout requires thought
and experimentation to obtain optimal performance.
2.4.1

Interactive Segmentation

Interactive segmentation is a binary segmentation task that
separates any target foreground object and the background
using user inputs. Since prior methods [12, 25] primarily
focused on this task, we make a direct comparison with
the f -BRS [25] (equivalent to G-BRS-sb) layer and use the
standard DeepLabV3+ with ResNet-101 and the proposed
Distance Maps Fusion Module as the architecture. The GBRS layer is also inserted at the position shown in Figure
1a, where the best performance is reported by [25]. We formulate the optimization as a minimization problem for the
click refinement loss Lr and the consistency loss Lc :
(
n
X
max(1 − fˆ(x, p)ui ,vi , 0)2 li = 1
Lr =
max(1 + fˆ(x, p)ui ,vi , 0)2 li = −1 (8)
i=1
Lc = λis

1
∥(fˆ(x, pprev ) − fˆ(x, p)) M∥22
HW

Since the selected architecture produces unbounded output
values, Lr enables backpropagation only on positive clicks
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(a) Interactive Segmentation.

(b) Semantic Segmentation.

(c) Image Matting.

(d) Depth Estimation.

Figure 1. G-BRS configurations on four state-of-the-art architectures for various computer vision applications.

with values less than 1 and negative clicks with values larger
than −1, allowing positive predictions to exceed 1 and vice
versa. Lc uses the Mean Squared Error (MSE) and punishes excessive output deviation outside of the attention region. M ∈ {0, 1}H×W defines a binary attention mask
with the value of 0 within the circular attention region. We
use λis = 1 × 102 as the weight for this term.
For each click, the network makes an inference using the updated interaction maps and performs backpropagation. Note that all provided clicks are used for Lr
while only the most recent click is used for Lc . Using
all clicks in the computation of Lr allows correction for
the newly provided click without losing knowledge gained
from previous clicks. As the threshold for binary segmentation is 0, to avoid overfitting and achieve a faster
response time, the refinement does early stopping when
max(∥li − fˆ(x, p)ui ,vi ∥1 : i = 1, ..., n) < 0.8.
2.4.2

Semantic Segmentation

Semantic segmentation is a multi-label segmentation task
with predefined classes. To enable interactive refinement
on the output segmentation, we configure multiple GBRS layer insertions on the architecture proposed by Tao
et al. [27], a multi-scale attention network with HRNetOCR [33] as the backbone. As shown in Figure 1b, we
make three insertions in stage 4 of the HRNet backbone [26]
for each scale branch, where the feature resolution is 12 , 14
and 18 of the input resolution. For practicality in user applications using a single GPU, we omit the branch with 2.0x
scale and use two branches with 1.0x and 0.5x scale. In addition, we introduce two refinement modes: the click mode

and the stroke mode. First, we formulate the optimization
problem for the click mode below:
n

ˆ

1X
ef (x,p)ui ,vi ,cl
Lr =
log PC
ˆ
n i=1
ef (x,p)ui ,vi ,c
c=1

1
Lc = λss
HW

H X
W
X

h=1 w=1

ˆ

ef (x,p)h,w,cp

log PC

c=1

(9)

efˆ(x,p)h,w,c

We compute the cross entropy loss for both Lr and Lc
with Lr only using the clicked locations. C, cl and cp
denote the number of classes, the clicked target class and
the previously predicted class respectively. cp is set as the
ignored label within the circular attention region for the
computation of Lc .
In the stroke mode, we enable the user to draw strokes
for different target classes with arbitrary radius and create
a finetune mask T ∈ {0, ..., C}H×W , where the value of C
is used as the ignored label for initialization. In this mode,
we update Lr in Equation 9 as:
Lr =

H W
ˆ
1 XX
ef (x,p)h,w,cT
log PC
.
fˆ(x,p)h,w,c
HW
w=1
c=1 e

(10)

h=1

For the weighting of Lc , we use λss = 10 for the click mode
and λss = 1 for the stroke mode.
2.4.3

Image Matting

Image matting is a task to predict dense alpha matte
for the target foreground given the input image and the
user-defined trimap. Although interactive refinement can
be performed by modifying the trimap, such modification
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does not guarantee an output matte consistent with the
trimap. More importantly, the input trimap lacks the
necessary precision for alpha values as it only contains
three labels that denote the foreground, the background and
the unsure region. To enable backpropagating refinement,
IndexNet [19] with the backbone of MobileNetv2 [24] is
selected as the architecture. We observe that the index maps
generated by the IndexNet Module (IM) for the decoder
layers contain the best features and insert the G-BRS
layers as shown in Figure 1c. The optimization problem is
formulated as follows:
n

Lr =

1X
(li − fˆ(x, p)ui ,vi )2
n i=1

mean activation for G-BRS. The resulting selected feature map m∗ ∈ RH×W×K is used as the input for the
G-BRS layer and the unselected channels in m are not
modified. We formulate the optimization problem as below:
Lr =

n
X
(li − fˆ(x, p)ui ,vi )2

(13)

i=1

We compute the Sum Squared Error (SSE) for Lr and formulate Lc the same as Equation 11 using λde = 1 × 10−1 .
The push mode is also formulated following Equation 12.

3. Experiments

(11)
1
Lc = λmt
∥(fˆ(x, pprev ) − fˆ(x, p)) M∥22
HW
where li ∈ [0, 1] represents the target alpha value for click
i. MSE loss is computed for Lr and Lc with Lr only using
the clicked locations. Lc punishes perturbation far from
the attention region using an element-wise weighting mask
M, which is defined using an inverse gaussian kernel at the
newest clicked location with σ = r. λmt = 1 × 103 is used
as the weight for Lc . We refer to this refinement mode as
the click mode.
Since it is challenging for the user to determine the exact
alpha value for the target pixels, for practicality, we introduce the push mode that allows the user to left/right click
to push the alpha values up/down. We define l ∈ {0, 1} for
the left/right click and formulate the optimization problem
as below:
(
((fˆ(x, pprev )u,v + ϵ) − fˆ(x, p)u,v )2 l = 1
Lr =
((fˆ(x, pprev )u,v − ϵ) − fˆ(x, p)u,v )2 l = 0
(12)
where ϵ = 0.1 denotes the push distance. The push mode
contains no memory of previous clicks and omits Lc . Backpropagation is applied for only 1 iteration since the required
modification is marginal.

We perform experiments on five benchmark datasets and
evaluate on the test/validation sets with publicly available
ground truth that enables automatic click generation. We
compare the quantitative results of the four types of GBRS layers. For architectures with multiple G-BRS insertions, we incrementally include insertions for features
with higher resolution. In addition to results on the complete test/validation sets, we report results for the 10% of
the instances with the lowest initial scores for two reasons:
first, since the selected state-of-the-art models can already
achieve high average initial accuracy, separate evaluation
can better demonstrate the effectiveness of G-BRS on instances with more prominent error. Second, for real-world
applications, instances that are high-priority targets for refinement are instances with the worst initial estimation.
For additional analysis, we perform ablation study on the
effectiveness of the proposed consistency loss. Since [25]
suggested that backpropagating refinement can also be applied using the RGB input as parameters instead of features,
we include results using RGB-BRS. Qualitative examples
of interactive refinement for all applications are shown in
Figure 4. Additional qualitative comparisons between different settings are included in the supplementary document.

2.4.4

We compute the standard metrics for all four tasks on
each provided click. For a thorough analysis, we additionally compute the following metrics: (1) Area Under Curve
(AUC) of the selected metrics to account for convergence
time, (2) best score achieved in total number of clicks. We
first report results obtained using the consistency loss and
provide ablation study in a later section. To find the optimal
learning rate for each G-BRS setting, we select a subset of
each test set to evaluate using 10 learning rates ranging from
0.1 to 0.1 × 0.59 . We report top scores achieved for each
type of G-BRS layer and include all experimental results,
learning rates used and run time analysis in the supplementary document due to the space limit.
To enable quantitative evaluation of our refinement pro-

Depth Estimation

Depth estimation is a task to produce an accurate depth
map from a single image. To enable interactive refinement,
we select BTSNet [15] with the backbone of DenseNet161 [10] as the architecture. We insert the G-BRS layer
after the final DenseNet Block of the encoder as shown in
Figure 1d. Since feature map m at this location has a large
number of channels C = 2208, applying G-BRS on excessive number of parameters can lead to overfitting on the
target clicks. Additionally, a large C is inefficient for the GBRS-bmconv layer with the parameter wconv ∈ RC×C×1×1 .
To this end, we perform top-k channel selection (TCS)
that selects the K = 256 channels of m with the highest

3.1. Evaluation Protocol
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(a) Interactive Segmentation

(b) Semantic Segmentation - Cityscapes

(c) Semantic Segmentation - Mapillary Vista

Figure 2. Quantitative results on interactive segmentation and semantic segmentation using various G-BRS settings with consistency loss.
The number of layers that achieve the best scores are reported for each type of layer (e.g. L3 indicates 3 active layers.)

cedures, we use two different automatic click generation
strategies. For interactive segmentation and semantic segmentation that requires pixel-wise classification, let us define the binary error mask ξc ∈ {0, 1}H×W that represents
the misclassified region for class c. We generate the next
click with the target label at the location defined below,
∗

c = arg max (max(D(ξc )))
c

(u, v) = arg max D(ξc∗ )

(14)

u,v

where D denotes a distance transform function and c∗ is
the selected class. Note the region with the ignored label is
excluded from the error mask computation. To enable automatic radius generation, we select the connected component
ξe from ξc that contains (u, v) and compute the maximum
Euclidian distance between (u, v) and the boundary of ξe .
For image matting and depth estimation that requires
pixel-wise regression, we use a similar click generation
strategy that first transforms the regression error mask to
segmentation error mask ξ using Otsu thresholding. Second, as ξc can be computed for each class in segmentation
tasks, we divide the error mask ξ with positive and negative
error into ξ+ and ξ− . The clicking location (u, v) can then
be generated by following the same strategy as Equation 14.
For radius generation, we observe that an insufficient radius
is counterproductive as it prevents accurate refinement outside of the small attention region and drastically impacts
performance. To this end, we apply dilation with a kernel
size of 15 to the selected ξ+/− and compute the radius following the aforementioned strategy for segmentation.

3.2. Evaluation - Interactive Segmentation
We evaluate on the Semantic Boundaries Dataset (SBD),
which is currently the largest dataset for interactive segmentation with 2,820 test images and 6,671 instance-level object masks. Since the input clicks that generate the interaction maps also achieve improvement without backpropagating refinement, we run experiments without G-BRS as a
baseline comparison. Figure 2a shows the mean Intersection over Union (mIoU) computed over all object instances

Methods
DistMap-BRS
RGB-BRS

Lbrs [12]
AUC mIoUmax

Lc (Ours)
AUC mIoUmax

0.832
0.853

0.845
0.851

0.894
0.908

0.891
0.905

Table 1. Comparison between refinement settings using the input.

for 20 clicks on various settings. We compute AUC using
mIoU for segmentation tasks. It is shown that the baseline
approach (denoted as NA) has limited refinement capability
comparing to methods that utilize backpropagating refinement. Note that the G-BRS-sb layer in this task is equivalent to auxiliary variables used in f -BRS [25]. Since f -BRS
is not implemented on the other applications we tackle, we
refer to this layer archicture as G-BRS-sb in our experiments. Results show that all three G-BRS layers proposed
in this work outperform the G-BRS-sb layer (f -BRS), with
G-BRS-bmconv layer achieving the top AUCmIoU of 0.859
and 0.694 for the test set and the bottom 10% instances. The
G-BRS-bmconv layer also achieves the best peak mIoU obtained in the total number of clicks with a score of 0.918.
To compare with backpropagating refinement settings
that use the input as parameters, we first perform DistMapBRS [12] that uses the input distance maps as parameters.
RGB-BRS that uses the RGB input is also performed, which
should be an equivalent solution as suggested by [25]. As
the proposed original DistMap-BRS by [12] uses a corrective energy and inertial energy with the L-BFGS optimizer,
we refer to this loss minimization method as Lbrs and compare it with our method that uses the consistency loss Lc
with the Adam optimizer. Table 1 shows that RGB-BRS
outperforms DistMap-BRS and has a slightly higher AUC
of 0.853 when using Lbrs . However, the overall advantage of Lbrs greatly diminishes as the L-BFGS optimizer
is extremely memory intensive and therefore inapplicable
for many applications. As a result, in a later section, we
show results obtained using RGB-BRS with Lc for all applications to compare between backpropagating refinement
using the input and the features. For interactive segmentation, Figure 2a shows that all four types of G-BRS layers
outperform RGB-BRS.
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(a) Image Matting

(b) Depth Estimation

Figure 3. Quantitative results on image matting and depth estimation with consistency loss.

3.3. Evaluation - Semantic Segmentation
Since the ground truth of the test sets is not publicly
available for automatic click generation, we select the validation sets of Cityscapes and Mapillary Vista for the evaluation of this task. Cityscapes provides 500 test images with
19 classes while Mapillary Vista presents a more challenging task with 2,000 instances and 65 classes. We resize
the input resolution for Mapillary Vista to match the area
of 1920 × 960 due to GPU memory constraints. Figure
2b shows that our G-BRS layers outperform the G-BRSsb layer with the G-BRS-bmconv layer achieving the top
AUCmIoU of 0.897 and 0.863 on Cityscapes and its bottom
10% instances. Figure 2c shows that the G-BRS-bmconv
layer also achieves the top AUCmIoU of 0.779 and 0.720 on
Mapillary Vista and its bottom 10% instances.
We emphasize that our approach is capable of transforming existing state-of-the-art models into interactive
methods that further achieve significant improvement.
On Cityscapes, as the initial estimation from multi-scale
HRNet-OCR [33] already achieves a high mIoU of 0.866,
the proposed G-BRS-bmconv layer is able to improve the
mIoU to 0.9 in only 10 clicks. For the Mapillary Vista
dataset, despite a much lower mIoU of 0.582 from the initial estimation, the G-BRS-bmconv layer achieves a mIoU
of 0.822 in 20 clicks, improving the initial score by 41.2%.
Additionally, for the bottom 10% instances with a greater
need for refinement, we achieve a 77.1% improvement from
a mIoU of 0.445 to 0.788 in 20 clicks.

3.4. Evaluation - Image Matting
We evaluate on the Composition-1k, which consists of
1,000 test images composited using 50 unique foreground
objects. Standard metrics of Sum of Absolute Differences
(SAD), Mean Squared Error (MSE), Gradient (Grad) and
Connectivity (Conn) error are included in the supplementary document. For simplicity, we show the MSE for 20
clicks on various settings. Figure 3a shows that the G-BRSbmconv layer achieves the lowest AUCmse of 10.763×10−3

Datasets

sb

bmsb

bmsb-m

bmconv

SBD
Cityscapes
Mapillary Vista
Composition-1k
NYU-Depth-V2

0.843
0.881
0.737
0.0125
0.955

0.832
0.889
0.742
0.0108
0.962

0.853
0.886
0.739
0.0109
0.956

0.846
0.883
0.738
0.0112
0.955

Table 2. Top AUC using each G-BRS layer type without the consistency loss. Scores that outperform settings using Lc are in bold.

and 11.713 × 10−3 on Composition-1k and its bottom 10%
instances. It also decreases the MSE by 36.6% from the initial score of 14.420 × 10−3 to 9.146 × 10−3 in 20 clicks.
Our proposed G-BRS layers show a tendency for continuing improvement even after 20 clicks while the G-BRS-sb
layer struggles to improve after 10 clicks due to the inability
to make localized refinement.

3.5. Evaluation - Depth Estimation
We evaluate on the test set of NYU-Depth-V2 dataset
that consists of 654 RGB-D indoor images. We compute
the standard metrics of δ1−3 , Abs Rel, Sq Rel, RMSE and
RMSElog and include all results in the supplementary document. For simplicity, we report results for δ1 defined as
d
δt = mean(max( dgt , ddgt ) < 1.25t ), where dgt and d denote the ground truth and predicted depth map respectively.
Figure 3b shows that the G-BRS-bmconv layer achieves the
best AUCδ of 0.963 and 0.897 on the test set and its bottom 10% instances. We improve the initial δ1 from 0.885
to a near perfect score of 0.983 in 10 clicks. For the bottom
10% instances, there is also a drastic improvement of 74.8%
from δ1 = 0.551 to δ1 = 0.963.

3.6. Ablation Study
We perform the same experiments for all datasets without using the proposed consistency loss and show the top results in Table 2. By comparing Table 2 with Figure 2 and 3,
we show that using consistency loss is beneficial for nearly
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Input image

Initial estimation

Click5

Click10

Final output

Ground truth

Figure 4. Qualitative examples on SBD, Cityscapes, Mapillary Vista, Composition-1k and NYU-Depth-V2 using G-BRS-bmconv. Clicks
with attention radius are visualized. Black region for semantic segmentation and depth estimation is invalid. Best viewed in magnification.
Datasets
SBD
Cityscapes
Mapillary Vista
Composition-1k
NYU-Depth-V2

RGB-BRS
AUC
SPC
0.851
0.882
0.675
0.0100
0.961

1.542
8.361
8.125
2.473
3.205

G-BRS-bmconv
AUC
SPC
0.859
0.869
0.673
0.0108
0.963

0.584
5.727
5.130
1.383
2.107

Table 3. Comparison between RGB-BRS and G-BRS-bmconv.

all G-BRS settings. Results also show that settings of GBRS-bmconv that achieve the top AUC for each dataset all
utilize Lc . Additional results for experiments with/without
Lc are included in the supplementary document.

3.7. Comparison with RGB-BRS
We perform experiments using RGB-BRS with Lc for all
datasets as discussed in Section 3.2 and measure the AUC as
well as the seconds per click (SPC). Experiments for speed
measurement are run using a RTX 2080 Ti GPU. Table 3
shows that despite the considerably higher inference time
due to the need to backpropagate through the entire network, RGB-BRS and G-BRS-bmconv obtain comparable
results. The additional memory consumption for RGB-BRS
is also undesirable. For instance, RGB-BRS requires us to

downsize the image resolution for semantic segmentation
to 1024 × 512 to fit the memory limit (the same resolution is used for G-BRS-bmconv in this experiment for a fair
comparison). As a result, we can see a drop of performance
from the top AUC of 0.897 and 0.779 using G-BRS-bmconv
(Figure 2) to an AUC of 0.882 and 0.675 using RGB-BRS
for Cityscapes and Mapillary Vista respectively. RGB-BRS
also has no flexibility for how backpropagating refinement
is performed, preventing users from designing effective and
efficient G-BRS layouts for different architectures.

4. Conclusion
In this work, we propose a novel set of Generalized
Backpropagating Refinement Scheme (G-BRS) layers that
bring significant improvement to the performance of stateof-the-art models with both global and localized modification of the intermediate features. By using a user-controlled
attention mechanism during refinement, our proposed consistency loss achieves consistent improvement for various
G-BRS settings. We show generality of our approach by
targeting four different applications and converting the pretrained state-of-the-art architecture for each application into
an interactive method with the corresponding G-BRS layer
configuration. Our work shows promising directions for
adding interactive capability to architectures used for many
other computer vision applications.
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Supplementary Document:
Generalizing Interactive Backpropagating Refinement for Dense Prediction
Networks

1. Optimal learning rates for experiments

generally achieves more stable and accurate results.
Interestingly, our results indicate that RGB-BRS
achieves best overall quantitative scores for image matting
with or without Lc . This finding is helpful for the community as backpropagating refinement has not been implemented on the task of image matting before. However,
RGB-BRS does introduce additional inference time and
memory consumption. In a later section, we show a detailed
report on Seconds Per Click (SPC) for all backpropagating
refinement settings so the trade-off between accuracy and
efficiency can be decided by the user.

Learning rate is one of the most important hyperparameter for backpropagation. Therefore, we search for the best
learning rate settings for all experiments by using a subset
of the test set from each dataset for evaluation using various learning rates. Specifically, we test for 10 learning rates
ranging from 0.1 × 0.50 to 0.1 × 0.59 . Tables 1-5 shows the
obtained best learning rates used for our experiments. The
number of layers included in the architecture is denoted as
L1, L2 and L3. Architectures for semantic segmentation
and image matting can contain up to 3 G-BRS layers, while
architectures for interactive segmentation and depth estimation contain 1 G-BRS layer.

2.3. Depth estimation
We compute the following standard metrics for the task
of depth estimation: δ1−3 , Abs Rel, Sq Rel, RMSE and
RMSElog. We only report results on δ1 in the main paper
due to the space limit. Here we report the AUC computed
on each metric over the total number of clicks as well as the
best score achieved in the total number of clicks. Table 9
shows that the G-BRS-bmconv layer achieves the best metrics in all settings and Lc provides consistent improvement.

2. Quantitative results for all experiments
2.1. Interactive and semantic segmentation
We only report top scores achieved by each G-BRS layer
type in the main paper due to the space limit. Tables 6-8
show the AUC as well as maximum mIoU achieved in total number of clicks using all backpropagating refinement
settings. We see that the proposed consistency loss Lc enables very consistent improvement for all G-BRS as well
as RGB-BRS settings. The G-BRS-bmconv layer also consistently achieves the best AUC and maximum mIoU for
segmentation tasks.

3. Running time analysis
Inference speed is an important factor for interactive applications. In this section, we provide the Seconds Per Click
(SPC) measured for all backpropagating refinement settings
using the proposed Lc . We select 100 test instances from
each dataset and perform 10 clicks on each instance. A PC
with an AMD Ryzen Threadripper 1920X CPU and a RTX
2080 Ti GPU is used in this experiment. Tables 10-14 show
the obtained SPC for all backpropagating refinement settings. First, We see that the overall difference between the
inference time of different G-BRS layers is very small. In
addition, the additional inference time for inserting multiple
G-BRS layers is very small, which makes the usage of multiple G-BRS layers more desirable if it can lead to improvement in performance. As expected, RGB-BRS has considerably higher inference time and previous experiments show
that it only achieves better performance in the task of image
matting. For the task of semantic segmentation, we recog-

2.2. Image matting
We compute the following standard metrics for the task
of image matting: Sum of Absolute Differences (SAD),
Mean Squared Error (MSE), Gradient (Grad) and Connectivity (Conn) error. We report results on MSE in the main
paper due to the space limit. For simplicity, here we report the metrics obtained for each G-BRS layer type with
the layout (#layers) that achieves the best scores. Figure 1
shows that the G-BRS-sb layer that uses the same layer architecture as f -BRS has limited ability for refinement comparing to other G-BRS layers. This is due to G-BRS-sb’s
lack of ability for localized modification of the features. We
also observe that settings that utilize the consistency loss Lc
1

56

nize that the obtained inference time is not ideal for realtime interactive responses. This is due to our selection of
a state-of-the-art architecture that prioritizes accuracy over
efficiency. Our experiments show that our approach can effectively improve results of top-performing models. As a
result, users have the flexibility to apply our approach to
other architectures and design the G-BRS configuration to
accommodate the specific needs of their applications.

4. Qualitative Comparisons
To compare the performance of backpropagating refinement using our proposed G-BRS layers with the previously
proposed channel-wise scale and bias as auxiliary variables
by f -BRS, we select the G-BRS-bmconv layer and the GBRS-sb layer (channel-wise s and b) for qualitative comparison.
For interactive segmentation, we compare with the prior
approach f -BRS directly as the G-BRS-sb layer for this task
is equivalent to the solution proposed by f -BRS. Figure 2
shows that the G-BRS-bmconv layer can make more detailed refinement. Since the original f -BRS was not implemented for the other applications, we make the best comparison possible by comparing the proposed G-BRS-bmconv
layer with the G-BRS-sb layer. We emphasize that the specific G-BRS configurations for various architectures as well
as the utilized consistency loss are part of our contribution.
For semantic segmentation, we use 3 G-BRS layers for
both G-BRS-sb and G-BRS-bmconv for the best performance as shown in Tables 7-8. Figure 3 shows that both
G-BRS-sb and G-BRS-bmconv achieve high accuracy on
Cityscapes while the G-BRS-bmconv layer is capable of
making more detailed refinement. Figure 4 shows that in
a more challenging semantic segmentation dataset (Mapillary Vista) with 65 classes, the G-BRS-bmconv layer outperforms the G-BRS-sb layer with a larger margin. For image matting, we use 3 G-BRS layers as well for the best
performance (Figure 1). Figure 5 shows that the G-BRSbmconv layer is capable of refining alpha matte at a more
detailed level. For depth estimation, Figure 6 shows that
the G-BRS-sb layer is more susceptible to undesired global
error while the G-BRS-bmconv layer produces better depth
maps with both global and localized accuracy.
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#Layers
L0
L1

RGB-BRS
0.1 ·

19
2

-

w Lc

sb
0.1 ·

11
2

bmsb

bmsb-m

bmconv

-

-

-

0.1 ·

14
2

0.1 ·

12
2

0.1 ·

19
2

RGB-BRS
0.1 ·

19
2

-

w/o Lc

sb
0.1 ·

16
2

bmsb

bmsb-m

bmconv

-

-

-

0.1 ·

15
2

0.1 ·

14
2

0.1 ·

19
2

Table 1. Learning rate settings for the backpropagating refinement layouts on SBD.

#Layers
L0
L1

RGB-BRS
0.1 ·

18
2

-

L2

-

L3

-

w Lc

sb
0.1 ·
0.1 ·
0.1 ·

13
2
14
2
14
2

bmsb

bmsb-m

bmconv

-

-

-

0.1 ·
0.1 ·
0.1 ·

14
2
14
2
14
2

0.1 ·
0.1 ·
0.1 ·

13
2
12
2
13
2

0.1 ·
0.1 ·
0.1 ·

17
2
17
2
18
2

RGB-BRS
0.1 ·

19
2

-

0.1 ·

-

0.1 ·

-

w/o Lc

sb

0.1 ·

14
2
16
2
16
2

bmsb

bmsb-m

bmconv

-

-

-

0.1 ·
0.1 ·
0.1 ·

15
2
16
2
17
2

0.1 ·
0.1 ·
0.1 ·

14
2
15
2
15
2

0.1 ·
0.1 ·
0.1 ·

19
2
19
2
19
2

Table 2. Learning rate settings for the backpropagating refinement layouts on Cityscapes.

#Layers
L0
L1

RGB-BRS
0.1 ·

14
2

-

L2

-

L3

-

w Lc

sb

bmsb

0.1 ·
0.1 ·
0.1 ·

12
2
12
2
13
2

0.1 ·
0.1 ·
0.1 ·

bmsb-m
-

13
2
13
2
14
2

0.1 ·
0.1 ·
0.1 ·

bmconv
-

13
2
12
2
13
2

0.1 ·
0.1 ·
0.1 ·

17
2
17
2
18
2

RGB-BRS
0.1 ·

19
2

-

sb

0.1 ·

-

bmsb

0.1 ·

-

w/o Lc

0.1 ·

13
2
14
2
15
2

0.1 ·
0.1 ·
0.1 ·

bmsb-m
-

15
2
16
2
16
2

0.1 ·
0.1 ·
0.1 ·

bmconv
-

13
2
15
2
15
2

0.1 ·
0.1 ·
0.1 ·

19
2
19
2
19
2

Table 3. Learning rate settings for the backpropagating refinement layouts on Mapillary Vista.

#Layers
L0
L1

RGB-BRS
0.1 ·

19
2

-

L2

-

L3

-

w Lc

sb
0.1 ·
0.1 ·
0.1 ·

11
2
12
2
13
2

bmsb

bmsb-m

bmconv

-

-

-

0.1 ·
0.1 ·
0.1 ·

14
2
15
2
16
2

0.1 ·
0.1 ·
0.1 ·

14
2
14
2
15
2

0.1 ·
0.1 ·
0.1 ·

17
2
18
2
19
2

RGB-BRS
0.1 ·

19
2

-

sb
0.1 ·

-

0.1 ·

-

w/o Lc

0.1 ·

17
2
18
2
19
2

bmsb

bmsb-m

bmconv

-

-

-

0.1 ·
0.1 ·
0.1 ·

15
2
16
2
16
2

0.1 ·
0.1 ·
0.1 ·

15
2
16
2
16
2

0.1 ·
0.1 ·
0.1 ·

19
2
18
2
19
2

Table 4. Learning rate settings for the backpropagating refinement layouts on Composition-1k.

#Layers
L0
L1

RGB-BRS
0.1 ·
-

17
2

w Lc

sb
0.1 ·

12
2

bmsb

bmsb-m

bmconv

-

-

-

0.1 ·

13
2

0.1 ·

12
2

0.1 ·

17
2

RGB-BRS
0.1 ·
-

18
2

w/o Lc

sb
0.1 ·

12
2

bmsb

bmsb-m

bmconv

-

-

-

0.1 ·

13
2

Table 5. Learning rate settings for the backpropagating refinement layouts on NYU-Depth-V2.
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0.1 ·

12
2

0.1 ·

17
2

#Layers

RGB-BRS

sb

w Lc

bmsb

bmsb-m

bmconv

RGB-BRS

sb

w/o Lc

bmsb

bmsb-m

bmconv

L0 (AUC)

0.8506

-

-

-

-

0.8251

-

-

-

-

L1 (AUC)

-

0.8521

0.8591

0.8589

0.8594

-

0.8427

0.8529

0.8457

0.8322

L0 (mIoU∗ )

0.9051

-

-

-

-

0.8605

-

-

-

-

-

0.9083

0.9162

0.9169

0.9181

-

0.8931

0.9117

0.9052

0.8867

∗

L1 (mIoU )

Table 6. Area Under Curve (AUC) computed using mIoU and maximum mIoU achieved in total number of clicks (mIoU∗ ) on SBD for all
backpropagating refinement settings.

#Layers

RGB-BRS

sb

L0 (AUC)

0.8820

L1 (AUC)
L2 (AUC)

w Lc

bmsb

bmsb-m

bmconv

RGB-BRS

sb

-

-

-

-

0.8678

-

0.8847

0.8909

0.8893

0.8964

-

0.8870

0.8924

0.8912

0.8962

L3 (AUC)

-

0.8872

0.8932

0.8944

L0 (mIoU∗ )

0.8965

-

-

L1 (mIoU∗ )

-

0.8943

L2 (mIoU∗ )

-

0.8986

-

0.9002

∗

L3 (mIoU )

w/o Lc

bmsb

bmsb-m

bmconv

-

-

-

-

-

0.8787

0.8849

0.8800

0.8889

-

0.8806

0.8859

0.8826

0.8856

0.8966

-

0.8795

0.8862

0.8826

0.8733

-

-

0.8873

-

-

-

-

0.9019

0.9003

0.9080

-

0.8917

0.8966

0.8936

0.9028

0.9049

0.9005

0.9070

-

0.8924

0.8996

0.9006

0.9055

0.9049

0.9055

0.9083

-

0.8973

0.9006

0.9011

0.9000

Table 7. Area Under Curve (AUC) computed using mIoU and maximum mIoU achieved in total number of clicks (mIoU∗ ) on Cityscapes
for all backpropagating refinement settings.

#Layers

RGB-BRS

sb

L0 (AUC)

0.6752

L1 (AUC)
L2 (AUC)

w Lc

bmsb

bmsb-m

bmconv

RGB-BRS

sb

-

-

-

-

0.6543

-

0.7517

0.7521

0.7481

0.7680

-

0.7624

0.7659

0.7640

0.7774

L3 (AUC)

-

0.7676

0.7714

0.7708

L0 (mIoU∗ )

0.7266

-

-

L1 (mIoU∗ )

-

0.7896

0.7918

L2 (mIoU∗ )

-

0.8034

0.8092

-

0.8101

0.8153

∗

L3 (mIoU )

w/o Lc

bmsb

bmsb-m

bmconv

-

-

-

-

-

0.7242

0.7154

0.7116

0.7270

-

0.7360

0.7301

0.7308

0.7420

0.7791

-

0.7369

0.7391

0.7380

0.7109

-

-

0.7169

-

-

-

-

0.7909

0.8148

-

0.7802

0.7620

0.7563

0.7795

0.8048

0.8213

-

0.7978

0.7859

0.7851

0.8019

0.8154

0.8215

-

0.7967

0.7919

0.7936

0.7868

Table 8. Area Under Curve (AUC) computed using mIoU and maximum mIoU achieved in total number of clicks (mIoU∗ ) on Mapillary
Vista for all backpropagating refinement settings.
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Figure 1. SAD, MSE, Grad and Conn on Composition-1k for image matting. Results denoted with Lc are obtained using the consistency
loss.
Metrics

RGB-BRS

sb

AUCδ 1 ↑

w Lc

bmsb

bmsb-m

bmconv

RGB-BRS

sb

w/o Lc
bmsb

bmsb-m

bmconv

0.9610

0.9554

0.9560

0.9555

0.9628

0.9592

0.9549

0.9556

0.9552

0.9623

AUCδ 2 ↑

0.9914

0.9904

0.9906

0.9902

0.9917

0.9908

0.9900

0.9904

0.9901

0.9912

AUCδ 3 ↑

0.9974

0.9972

0.9974

0.9972

0.9976

0.9974

0.9971

0.9974

0.9972

0.9975

AUCAbsRel ↓

0.0565

0.0636

0.0628

0.0633

0.0555

0.0578

0.0640

0.0630

0.0636

0.0559

AUCSqRel ↓

0.0289

0.0326

0.0321

0.0332

0.0281

0.0299

0.0335

0.0325

0.0333

0.0289

AUCRMSE ↓

0.2512

0.2722

0.2688

0.2726

0.2487

0.2574

0.2741

0.2702

0.2733

0.2512

AUCRMSE log ↓

0.0861

0.0940

0.0927

0.0938

0.0849

0.0880

0.0946

0.0931

0.0941

0.0857

δ1 ∗ ↑

0.9830

0.9752

0.9765

0.9754

0.9833

0.9821

0.9745

0.9761

0.9752

0.9827

∗

δ2 ↑

0.9960

0.9942

0.9943

0.9940

0.9959

0.9957

0.9941

0.9957

0.9942

0.9941

∗

δ3 ↑

0.9987

0.9982

0.9983

0.9982

0.9986

0.9988

0.9982

0.9986

0.9983

0.9982

AbsRel∗ ↓

0.0375

0.0472

0.0450

0.0467

0.0372

0.0384

0.0475

0.0453

0.0467

0.0378

∗

SqRel ↓

0.0151

0.0210

0.0203

0.0221

0.0151

0.0157

0.0213

0.0208

0.0214

0.0158

∗

0.1858

0.2191

0.2131

0.2181

0.1876

0.1894

0.2200

0.2134

0.2182

0.1898

RMSE log∗ ↓

0.0627

0.0749

0.0726

0.0744

0.0627

0.0639

0.0753

0.0729

0.0744

0.0635

RMSE ↓

Table 9. Area Under Curve (AUC) computed using various depth estimation metrics and maximum scores achieved in total number of
clicks (denoted with ”*”) on NYU-Depth-V2 for all backpropagating refinement settings. Since BTSNet has a G-BRS layout that only
contains 1 insertion, we omit the #layers in this table. For clarification, RGB-BRS does not utilize G-BRS layers and other G-BRS layout
contains 1 G-BRS layer.
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#Layers

RGB-BRS

G-BRS-sb

G-BRS-bmsb

G-BRS-bmsb-m

G-BRS-bmconv

L0

1.542

-

-

-

-

L1

-

0.687

0.601

0.450

0.583

Table 10. SPC for all backpropagating refinement layouts with Lc on SBD.

#Layers

RGB-BRS

G-BRS-sb

G-BRS-bmsb

G-BRS-bmsb-m

G-BRS-bmconv

L0

8.362

-

-

-

-

L1

-

5.627

5.641

5.633

5.633

L2

-

5.649

5.652

5.665

5.661

L3

-

5.691

5.716

5.718

5.727

Table 11. SPC for all backpropagating refinement layouts with Lc on Cityscapes.

#Layers

RGB-BRS

G-BRS-sb

G-BRS-bmsb

G-BRS-bmsb-m

G-BRS-bmconv

L0

8.125

-

-

-

-

L1

-

5.153

5.133

5.145

5.134

L2

-

5.159

5.153

5.165

5.159

L3

-

5.222

5.224

5.233

5.231

Table 12. SPC for all backpropagating refinement layouts with Lc on Mapillary Vista.

#Layers

RGB-BRS

G-BRS-sb

G-BRS-bmsb

G-BRS-bmsb-m

G-BRS-bmconv

L0

2.473

-

-

-

-

L1

-

1.350

1.338

1.347

1.344

L2

-

1.348

1.346

1.359

1.355

L3

-

1.360

1.367

1.388

1.375

Table 13. SPC for all backpropagating refinement layouts with Lc on Composition-1k.

#Layers

RGB-BRS

G-BRS-sb

G-BRS-bmsb

G-BRS-bmsb-m

G-BRS-bmconv

L0

3.205

-

-

-

-

L1

-

2.040

2.040

2.045

2.055

Table 14. SPC for all backpropagating refinement layouts with Lc on NYU-Depth-V2.
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Input image

G-BRS-sb (f -BRS)

G-BRS-bmconv

Ground truth

Figure 2. Qualitative comparison between performance of the G-BRS-sb (f -BRS) layer and our G-BRS-bmconv layer for the task of
interactive segmentation on SBD.

62

Input image

G-BRS-sb

G-BRS-bmconv

Ground truth

Figure 3. Qualitative comparison between performance of the G-BRS-sb layer and our G-BRS-bmconv layer for the task of semantic
segmentation on Cityscapes. Since both methods are highly accurate with G-BRS-bmconv providing more refined details, we highlight
the differences in the yellow zoomed window. Invalid labels are shown in black. Best viewed in magnification.

Input image

G-BRS-sb

G-BRS-bmconv

Ground truth

Figure 4. Qualitative comparison between performance of the G-BRS-sb layer and our G-BRS-bmconv layer for the task of semantic
segmentation on Mapillary Vista. Invalid labels are shown in black.
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Input image

G-BRS-sb

G-BRS-bmconv

Ground truth

Figure 5. Qualitative comparison between performance of the G-BRS-sb layer and our G-BRS-bmconv layer for the task of image matting
on Composition-1k.
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Input image

G-BRS-sb

G-BRS-bmconv

Ground truth

Figure 6. Qualitative comparison between performance of the G-BRS-sb layer and our G-BRS-bmconv layer for the task of depth estimation
on NYU-Depth-V2. Invalid region is shown in black in the ground truth.
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