We consider an adaptive finite state controlled Markov chain with partial state information, motivated by a class of replacement problems. We present parameter estimation techniques based on the information available after actions that reset the state to a known value are taken. We prove that the parameter estimates converge w.p.1 to the true (unknown) parameter, under the feedback structure induced by a certainty equivalent adaptive policy. We also show that the adaptive policy is self-optimizing, in a long-run average sense, for any (measurable) sequence of parameter estimates converging w.p.1 to the true parameter.
I. Introduction
In recent years, there has been a considerable amount of work in stochastic adaptive control [10] - [11] . However, aside from results for linear systems, little progress has been made on problems with incomplete or noisy state observations. An initial step in this direction was taken in [1] , where the adaptive estimation of the state of a finite state Markov chain, with incomplete state information, and with the state transition probabilities depending on unknown parameters, is studied. This adaptive estimation problem is that of computing recursive estimates of the conditional probability vector of the state at time t, given all the past observations, when the transition matrix P is not completely known, i.e., it depends on a vector of unknown parameters θ -this dependence is expressed as P (θ). In [1] we use the previously derived recursive filter for the conditional probabilities, and simultaneously recursively estimate the parameters, using the most recent parameter estimates to update the filter. This adaptive estimation algorithm is then analyzed via the Ordinary Differential Equation (ODE) Method [12] - [13] . The convergence of the recursive parameter estimates is established, and optimality of the adaptive state estimator is proved, in a long-run average sense.
In [7] - [8] , we began to investigate the application of similar techniques to the control of adaptive finite state Markov chains with incomplete observations. One interesting set of problems for which some results are available when the parameters are known are those involving quality control, replacement, and repair of a unit in a manufacturing system or communication network [9] , [15] , [18] . We formulated the adaptive version of a problem of this type in the above references; however, the presence of feedback makes this problem much more difficult than that of [1] . Discontinuities in the optimal control strategies lead to averaged ODE's with discontinuous right-hand sides that cannot be handled by currently available methods.
In this paper we present parameter estimation techniques based on the information available after actions that reset the state to a known value are taken. At these times, the (augmented) state process regenerates, its future evolution becoming independent of the past. We prove (by means of the ODE method) w.p.1 convergence of the parameter estimates to the true (unknown) parameter θ 0 , for a parameter estimation scheme of this type. Then, given any sequence of parameter estimates which converges w.p.1 to θ 0 , and which is measurable with respect to the filtration generated by the observations, we show that a certainty equivalent adaptive policy is self-optimizing. The latter is obtained by an analysis which uses the known (threshold) structure of optimal policies for problems with known parameters. Our analysis is of particular interest since the nice formalism recently presented in [17] cannot be directly applied in the present situation: here the state is only partially observed and the optimal policy is not a continuous function of θ.
The methodology exposed in the analysis relies largely on the w.p.1 convergence to θ 0 of the parameter estimates, and the continuity in the parameterization of quantities in the model, like P (θ) and the solutions to the corresponding optimality equations. Hence, this methodology is also applicable to a more general situation than the one presented here; see [6] . In addition, we note that the feedback structure induced by our adaptive policy obviates the need for, e.g. forced choice schemes, c.f. [11] .
II. A Partially Observed Binary Replacement Problem
Consider a situation in which a system, such as a machine, production process, or computer communications network can fail. The (core) state X t of the system can either be good (0), or failed (1); let X := {0, 1}. The available control actions (or decisions) are to operate the system in its current condition (0), or to reset/replace the system to an as new condition (1); let U := {0, 1}. Assume for the moment that there is an underlying probability space (Ω, B, P). The process X t t∈IN 0 is modeled as a controlled finite state
Markov chain, where we have that
and the state transition probability matrices are given as
Here θ ∈ [0, 1] gives the failure rate of the system. Only imperfect observations of X t t∈IN 0 are available in the form of a random process Y t t∈IN ; Y t gives a correct observation of X t with probability q, when U t−1 = 0, whereas if
3)
It suffices to consider only 0.5 ≤ q ≤ 1. The cases q = 0.5 and q = 1 correspond to the completely unobserved and completely observed situations, respectively; we restrict our analysis to the situation of strict partial observability, i.e., q < 1. The one-step cost c(x, u) is 
can be uniquely identified with a scalar ρ ∈ [0, 1], as indicated. Initially, there is a given probability 0 ≤ ρ 0 ≤ 1 that the system is failed, an action is taken, and the state evolves according to (2.2); a first observation is received, another action is taken; and so on.
An (admissible) control law, policy, or strategy π is a rule for selecting the actions
, where h t is the available information at time t. The canonical sample path space is Ω = X × U × (X × Y × U) ∞ , and B denotes the Borel σ-algebra obtained by endowing Ω with the discrete topology. Then to each admissible strategy π and 0 ≤ ρ 0 ≤ 1, we associate the average cost
where E π ρ 0 is the expectation with respect to an appropriate marginal of the (unique) probability measure P π ρ 0 on B induced by ρ 0 and the strategy π; see [2] , [10] . The optimal (AC) control (or decision) problem is that of selecting a strategy such that the average cost is minimized, over all admissible strategies. The optimal (AC) cost function is defined as
A. Information States
It is well known that the conditional probability distribution process, whose i th component is given by
constitutes an information state (or statistic sufficient for control) [2] , [4] , [5] , [10] , [11] ; for this problem, it can be written as
, where ρ t is the conditional probability of the process being in the failed state.
A separated strategy is a sequence of maps π
for all values of t, then the policy is said to be stationary. Then the partially observed, average cost problem is equivalent (i.e., equal minimum costs for each ρ 0 ) to the completely observed problem, with state ρ t and state space [0, 1], of finding a separated admissible strategy which minimizes (1, u) . Note that c(ρ, 0) = ρC and c(ρ, 1) = R. Using
Bayes' rule, it is easily shown that ρ t can be computed recursively, as follows:
where
Here V (y, ρ, u) is interpreted as the (one-step ahead) conditional probability of the observation being y given the decision u and an a priori probability ρ of the state being failed.
Likewise, T (y, ρ, u) is interpreted as the a posteriori conditional probability of the unit being failed given that decision u was made, observation y obtained, and an a priori prob- is the following [4] .
is a controlled Markov process, and its state transition probabilities are given by
III. The Structure of Optimal Policies.
Consider the optimal control problem corresponding to each parameter value θ ∈ [0, 1].
Then, the existence of solutions to the corresponding (average cost) optimality equation
follows from the existence of a reset/repair action [6] , [9] , [15] - [16] . We summarize these results as follows; dependence on θ is made explicit. 
(ii) Any stationary separated policy that achieves the minimum in (3.1) is average cost optimal; the minimum cost is Γ * θ , for any value of ρ 0 .
The following will be used in the sequel, and its proof is given in the Appendix. (ii) furthermore, there is only one such solution satisfying h θ (0) = 0.
Henceforth, the dependence of P π ρ 0 on ρ 0 will be omitted, in view of Theorem 3.1. Equation (3.1) can then be used to determine the structure of the optimal policies [6] , [9] , [15] . 
(ii) If
then there exists a threshold policy which is average cost optimal; i.e., there exists α(θ) ∈ (0, 1) such that it is optimal to operate (U t = 0) for ρ t ∈ [0, α(θ)), and to repair (U t = 1)
IV. The Adaptive Binary Replacement Problem
If the parameter θ is unknown, we cannot compute ρ t , nor can we directly solve the optimal control problem. The enforced certainty equivalence approach which we will adopt involves simultaneously computing recursive estimatesθ t of the unknown parameter, andρ t of the information state, and using the latest available parameter estimate in the filtering equation (2.4) to compute the next estimateρ t+1 ; the decision U t is made takingθ t and ρ t as if they were the true (correct) values. Let Θ δ := [δ, δ ] be the parameter set in whichθ t is allowed to take its values, where δ is an arbitrarily small positive number and
For decision-making, we define the set OP = π(· ; θ) θ∈Θ δ of optimal threshold policies described above, parameterized by θ. Thus, we conclude from Theorem 3.2 (ii) that 0 < α(θ) < 1, for each θ ∈ Θ δ , where α(θ) denotes the dependence of the threshold on θ. We also let θ 0 denote the (unknown) true value of the parameter, which we assume to be constant and an element of the interior of Θ δ . The following result, on the continuity in θ of the optimal cost, the value function and the threshold, is proved in [3, Theorem A.1].
Theorem 4.1. Assume q ∈ [0.5, 1). Let 0 < δ < 1. Then for θ ∈ Θ δ , we have that:
Observe that by Theorem 4.1 (iii) and since Θ δ is compact, there is a number α
A. Adaptive Policy.
Given a sequence of estimates θ t ∞ t=0
of θ 0 , compute the control action at each time
where the conditional probability estimate is computed recursively viâ
We will denote by π a the policy given by (4.1) and (4.2).
B. Parameter Estimation.
There are a number of ways to compute the estimatesθ t ; we consider here only recursive schemes. One method, discussed in [7] - [8] , updates the parameter estimateθ t at each time step t, and is similar to that used for adaptive estimation in [1] . However, the analysis of convergence is very difficult, due to the complex feedback structure induced. We concentrate here on algorithms which updateθ t after each repair. The advantage of this approach is that when a repair event occurs, the state of the system is reset to the "as new" state, and thus the processes of interest are identically distributed between these events. On the other hand, the convergence rate may be too slow, and thus some forcing may be needed to accelerate the convergence. Algorithms that take advantage of analogous regenerative behavior in some queueing problems, by updating after each busy period, have been presented in [13] .
The next result is a direct consequence of [3, Theorem A.2] .
Theorem 4.2. Under the adaptive policy π a , regeneration occurs infinitely often (i.o.),
i.e.,
Let τ k be the k th repair time under π a (i.e., the k th time such that U t = 1). Since 
This sequence provides information about the transition from X τ k +1 = 0 to X τ k +2 , and thus can be used to estimate θ 0 . Define
is i.i.d., its distribution depending only on the true parameter θ 0 and the reliability of the measuring device (q).
Note that by Theorem 4.2 and the strong law of large numbers we have that
Letθ n :=θ τ n +2 . Then, setting
where λ 1 (·) is defined in (4.3) , we obtain a sequence of strongly consistent parameter estimates θ n . Also, a prediction error-based algorithm can be formulated. Since the observations take only the values {0, 1}, then the prediction error in this case is
However, in order to haveθ n ∈ Θ δ , a projection mechanism is required. A stochastic approximation-type recursive algorithm which is designed to minimize E
where the map Π Θ δ is a projection into the interior of Θ δ . Also, R n can be computed in different ways, e.g. if R n = (2q − 1) 2 , then we obtain a recursive (and projected) version of the scheme obtained from (4.4) above. We choose to use
The following can then be shown using the techniques in [12] , [13] .
Theorem 4.3. Consider the algorithm (4.6). The sequence θ
as n → ∞, to the set of limit points of the ODĖ
Since θ 0 is assumed to lie in the interior of Θ δ , all solutions of the ODE (4.7) leave the interior of Θ δ invariant and thus the projection operator Π Θ δ need not be considered in the averaged equations. It is straightforward to show that (4.7) is globally asymptotically stable with unique limit point θ 0 . In the natural way, we defineθ t to be constant between updates:θ t :=θ n , t ∈ τ n + 2, τ n + 3, . . . , τ n+1 + 1 . We thus have the following result, which is a direct consequence of Theorem 4.2. 
V. Average Cost Optimality of the Adaptive Policy
We examine next the long-run average performance of the adaptive policy π a given by (4.1) and (4.2). Let F t be the σ-algebra generated by the observations up to time t, i.e.,
Note that {θ t } of Corollary 4.1 satisfies the following conditions:
Consider also the weaker condition:
(E2 )θ t → θ 0 , in probability under P The method we use to verify these self-optimizing properties of π a is motivated by techniques in [14] and [17] . However, the verification here does not fit in the same framework, due to (a) discontinuity of π(· ; ·) ∈ OP in both its arguments and (b) the fact that the cost c(ρ, u) is an explicit function of u. We have that T (y, ρ, u; θ) is continuous in θ. Using this and the fact that regeneration occurs infinitely often, the following is shown in the Appendix.
Then, we have the following. Therefore, for each u ∈ U, we have
and since U is finite,
where we used the fact that Φθ t (ρ t , π(ρ t ;θ t )) = 0, since π(· ; θ) ∈ OP minimizes the optimality equation (3.1), for the parameter value θ ∈ Θ δ . The result then follows from (5.2);
see [2] , [10] , [14] , [17] .
(ii) If the convergence is in the stronger P π a -a.s. sense, then similarly as above, we obtain that
from which the result follows.
and the inequality is strict for q ∈ (0.5, 1), ρ ∈ [0, 1) and θ ∈ (0, 1).
(ii) T y (ρ, θ) is monotone nondecreasing with respect to both ρ and θ. (ii) Now suppose h (1) θ and h (2) θ are any two solutions of (3.1), satisfying h We distinguish two cases.
First, suppose that h (2) θ (ρ) = R − Γ * θ . With f (1) θ (·) and f (2) θ (·) suitably defined, we obtain h (1) θ (ρ) − h (2) θ (ρ) = min f
Since V 0 (ρ; θ) + V 1 (ρ; θ) = 1 and V 1 (ρ; θ) > 0, we conclude that h (1) θ (ρ) − h (2) θ (ρ) = h Second, suppose that h (2) θ (ρ) = R − Γ * θ . Observe that h (1) θ (ρ) − h (2) θ (ρ) ≥ 0 (since h (1) θ (0) = h (2) θ (0)) and therefore, necessarily, h 
