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Abstract
We prove that the Hamiltonian of the model describing a spin which is linearly
coupled to a field of relativistic and massless bosons, also known as the spin-boson
model, admits a ground state for small values of the coupling constant λ. We show
that the ground state energy is an analytic function of λ and that the correspond-
ing ground state can also be chosen to be an analytic function of λ. No infrared
regularization is imposed. Our proof is based on a modified version of the BFS
operator theoretic renormalization analysis. Moreover, using a positivity argument
we prove that the ground state of the spin-boson model is unique. We show that
the expansion coefficients of the ground state and the ground state energy can be
calculated using regular analytic perturbation theory.
1 Introduction
The spin boson model describes a quantum mechanical two level system which is linearly
coupled to the quantized field of bosons. We assume that the quantized field is a relativis-
tic field of massless bosons, and we do not impose any infrared regularization. In that case
the spin-boson model can be used as a simplified caricature describing an atom coupled
to the quantized electromagnetic field. The two level system is a coarse approximation
of the energy levels of the atom. This model has been extensively investigated, see for
example [19, 14, 10] and references therein.
Our first result states that for all values of the coupling constant a possible ground
state of the spin boson model must be unique. This result is shown using a positivity
argument with respect to a suitable choice of measure space.
Our second result is that the spin boson model admits a ground state for small values
of the coupling constant. Quantum mechanical systems which are coupled to a rela-
tivistic field of massless bosons typically do not admit ground states unless cancellations
∗E-mail: dghasler@wm.edu
†E-mail: iwh@virginia.edu.
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of infrared divergences occur. The reason the spin boson model admits a ground state
originates from the fact that the coupling matrix has no diagonal entries, see (3). In non-
relativistic quantum electrodynamics (qed) the gauge symmetry seems to be responsible
for the existence of ground states of molecules [5, 9].
Our third and main result is that a suitable choice of the ground state as well as its
energy are analytic functions of the coupling constant. In non-relativistic qed expansions
of the ground state and its energy as the coupling constant tends to zero have recently
attracted attention. In [2, 3] it was proven that there exists an asymptotic expansion in-
volving coefficients which depend on the coupling parameter and may contain logarithmic
expressions. Other expansion algorithms were employed for example in [6, 13, 7] and it
was shown that logarithmic terms can occur in non-relativistic qed. On the other hand
it was shown that an atom in the dipole approximation of qed (which effectively leads to
an infrared regularization) has a ground state and ground state energy which are analytic
functions of the coupling constant [12]. We hope that our analyticity result concerning the
spin boson model, will help to shed light on the nature of infrared divergences occurring
in such expansions.
Once the analyticity of the ground state and its energy have been shown, it is natural to
ask whether the coefficients of their power series expansions can be obtained from regular
analytic perturbation theory. We prove that this is indeed the case and illustrate how the
ground state and its energy can be calculated using Rayleigh-Schro¨dinger perturbation
theory. To this end we artificially introduce an infrared cutoff in the Hamiltonian and
show that the ground state and the ground state energy are continuous functions of that
cutoff. Validity of Rayleigh-Schro¨dinger perturbation theory will then follow from the
uniqueness property of the ground state. In view of the explicit form of the Rayleigh-
Schro¨dinger coefficients it is rather surprising that these coefficients are infrared finite.
The coefficients are given as a sum of terms. While infrared divergent terms occur our
analyticity result implies that the sum of these terms must be finite in the limit when the
infrared cutoff is removed.
Let us now address the proof of the main results. The ground state energy is embedded
in the continuous spectrum, see Proposition 8. In such a situation regular perturbation
theory is typically not applicable and other methods have to be employed. To prove
the existence result as well as the analyticity result for the spin-boson model we use a
variant of the operator theoretic renormalization analysis as introduced in [4] and further
developed in [1]. The analysis as outlined in these papers is not directly applicable to
problems which are infrared critical. To be able to apply a renormalization procedure, we
first perform two initial so called Feshbach transformations. This converts the spectral
problem of the original Hamiltonian into a problem involving sums of normal ordered
operators containing only an even number of creation and annihilation operators. We then
must prove that on the space of such operators the renormalization procedure converges.
To show this in a proper way we have to provide a detailed exposition of the operator
theoretic renormalization transformation.
In [12] the analyticity of the ground state as well as the ground state energy of an atom
in the dipole approximation of non-relativistic qed was proven. We want to point out that
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also in [12] operator theoretic renormalization was used in the proof, with a somewhat
different representation of the spectral parameter. Whereas the problem considered in [12]
was infrared regular, the problem considered in this paper is not subject to an infrared
regularization. Moreover, in [12] the proof used that renormalization preserves analyticity
on the space of operators, in this paper we use that renormalization preserves analyticity
on the space of integral kernels.
In the next section we introduce the model and state the main results, which will then
be proven in later sections.
2 Model and Statement of Results
For a Hilbert space h we introduce the bosonic Fock space
Γ(h) :=
∞⊕
n=0
Sn(h
⊗n) ,
where Sn denotes the orthogonal projection onto the subspace of totally symmetric tensors
in h⊗n, and S0(h⊗0) := C. We introduce the vacuum vector Ω := (1, 0, 0, ...) ∈ F(h).
Henceforth we fix h to be L2(R3) and set F := F(h). We shall identify vectors ψ ∈ F with
sequences (ψn)
∞
n=0 of n-particle wave functions, ψn(k1, ..., kn), which are totally symmetric
in their n arguments, and ψ0 ∈ C. The scalar product of two vectors ψ and φ is inherited
from h and is given by
〈ψ, φ〉 =
∞∑
n=0
∫
ψn(k1, ..., kn)φn(k1, ..., kn)d
3k1...d
3kn .
For g ∈ h one associates a creation operator defined as follows. For η ∈ Sn(h⊗n), a∗(g)η
is given by
a∗(g)η =
√
n + 1Sn+1(g ⊗ η) .
This defines a closable linear operator whose closure is also denoted by a∗(g). The anni-
hilation operator a(g) is defined to be the adjoint of a∗(g). Formally, we write
a(g) =
∫
g(k)a(k)d3k, a∗(g) =
∫
g(k)a∗(k)d3k, (1)
where a(k) and a∗(k) are operator-valued distributions. They satisfy the so called canon-
ical commutation relations
[a(k), a∗(k′)] = δ(k − k′), [a#(k), a#(k′)] = 0 ,
where a# stands for a or a∗.
Let h be a measurable function on R3. We define the operator dΓ(h) in F , as follows
on vectors ψ in its domain
(dΓ(h)ψ)n(k1, ..., kn) =
n∑
j=1
h(kj)ψn(k1, ..., kn) . (2)
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The domain of dΓ(h) consists of all vectors ψ such that dΓ(h)ψ is a vector in F . We
define the free-field Hamiltonian Hf := dΓ(ω), where ω(k) := |k|. The Hilbert space is
given by
H := C2 ⊗F .
We define the following Hamilton operator with coupling parameter λ ∈ C
Hλ := τ ⊗ 1 + 1⊗Hf + λσx ⊗ φ(f) , (3)
where
φ(f) :=
∫
1√
ω(k)
(f(k)a∗(k) + f(k)a(k))
d3k
4π
,
and
τ := σz + 1 =
(
2 0
0 0
)
, σx =
(
0 1
1 0
)
.
Throughout this paper we shall assume that f/
√
ω ∈ h and f/ω ∈ h. It is well
known that creation and annihilation operators are infinitesimally small with respect to
the free-field Hamiltonian, see Lemma 57 in the Appendix A. Thus the operator Hλ is a
self-adjoint operator on the natural domain of H0. The main results of this paper hold
under the following hypothesis.
(H) f ∈ h and ‖f‖∞ <∞.
Note that (H) implies that f/
√
ω and f/ω ∈ h. We will use the following notation
Br := Dr := {z ∈ C||z| < r}.
A main result of this paper is the following theorem.
Theorem 1. Assume (H). There exists a λ0 > 0 such that for all λ ∈ Bλ0, Hλ has an
eigenvalue E(λ) with eigenvector ψ(λ) and eigenprojection P (λ) satisfying,
(i) for λ ∈ R ∩Bλ0, E(λ) = infσ(Hλ) and E(λ) is non-degenerate,
(ii) λ 7→ E(λ) and λ 7→ ψ(λ) are analytic on Bλ0,
(iii) λ 7→ P (λ) is analytic on Bλ0 and P (λ)∗ = P (λ).
Remark 2. Since we had the application to non-relativistic qed in mind, we chose Hy-
pothesis (H). Using a different norm for the Banach spaces one could also show that the
conclusion of Theorem 1 holds under the assumptions ω−1−ǫf ∈ h and ω−1/2f ∈ h, for
any ǫ > 0. Moreover, the assertion of the Theorem 1 without uniqueness holds if τ and σx
are replaced by hermitian N×N matrices T and A, respectively, such that T has a unique
ground state and its eigenprojection P satisfies PAP = 0 and (1− P )A(1− P ) = 0.
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The above result is non-trivial since the ground state energy is not isolated from
the rest of the spectrum. In that situation regular analytic perturbation theory is not
applicable. We prove the existence and analyticity results of Theorem 1 using an operator
theoretic renormalization analysis. Since that method yields the existence of a ground
state but not its uniqueness, we complement the existence with the following uniqueness
theorem, which we prove in the next section.
Theorem 3. Suppose λ ∈ R, ω−1/2f ∈ h, and ω−1f ∈ h. Suppose E = inf σ(Hλ) is an
eigenvalue. Then E is simple.
Once Theorem 1 has been established, one knows that the eigenvalue of Hλ and the
associated eigenprojection have power series expansions with nonzero radius of conver-
gence,
P (λ) =
∞∑
n=0
P (n)λn , E(λ) =
∞∑
n=0
E(n)λn. (4)
It is natural to ask whether the expansion coefficients can be obtained by means of analytic
perturbation theory. This is indeed the case, as we now outline. For details see Theorem 51
in Section 13. We introduce a cutoff σ > 0 and define the infrared regularized Hamiltonian
Hλ,σ := H0 + λTσ,
with Tσ := σx ⊗ φ(χσf), where χσ(k) = 1 if |k| ≥ σ and 0 otherwise, and with
H0 := τ ⊗ 1 + 1⊗Hf .
This effectively turns the ground state energy into an isolated eigenvalue, after a trivial
part of the Hamiltonian has been factored out. In this situation regular perturbation
theory becomes applicable. It is straight forward to show using analytic perturbation
theory, see the proof of Theorem 51, that for each σ > 0 there exists a λ0(σ) > 0 such
that for all λ ∈ Bλ0(σ), the Hamiltonian Hλ,σ has an eigenvalue Êσ(λ) with eigenprojection
P̂σ(λ). Furthermore, we have convergent power series expansions (see Kato’s book [15])
P̂σ(λ) =
∞∑
n=0
P̂ (n)σ λ
n , Êσ(λ) =
∞∑
n=0
Ê(n)σ λ
n. (5)
Using analytic perturbation theory one can show that
P̂ (n)σ = −
∑
ν1+...+νn+1=n,
νi≥0
S(ν1)σ TσS
(ν2)
σ ...TσS
(νn+1)
σ (6)
where
S(ν)σ =
{ −PΩ↓ , ν = 0
H−ν0 PΩ↓Qσ , ν ≥ 1,
(7)
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PΩ↓ denotes the orthogonal projection onto, Ω↓, the ground state of H0, i.e.,
Ω↓ :=
(
0
1
)
⊗ Ω, (8)
PΩ↓ = 1−PΩ↓ , and Qσ denotes the orthogonal projection in F onto the natural embedding
of F(h(+)σ ) in F , with h(+)σ := L2({k ∈ R3||k| ≥ σ}). Moreover, the coefficients of the
energy expansion can be obtained using the relation
Ê(n)σ = tr(TσP̂
(n−1)
σ /n),
which can be found in [15] (Page 80, Eq. (2.34)), and is in fact easy to see. Analytic
perturbation theory does not allow us to control the radius of convergence λ0(σ) as σ
tends to zero. That is, we cannot rule out the possibility that λ0(σ)→ 0 in this limit. In
order to control the radius of convergence of (5) we have to resort back to renormalization.
Using a continuity argument in connection with the renormalization procedure we obtain
the following theorem, which essentially states that the ground state energy and the
eigenprojection depend continuously on σ.
Theorem 4. Assume (H). There exists a λ0 > 0 such that for all λ ∈ Bλ0 and all
σ ≥ 0, Hλ,σ has an eigenvalue Eσ(λ) with eigenvector ψσ(λ) and eigen-projection Pσ(λ)
satisfying (i)-(iii) of Theorem 1. Moreover, Eσ(λ), ψσ(λ), and Pσ(λ), as well as the
expansion coefficients E
(n)
σ and P
(n)
σ , in
Eσ(λ) =
∞∑
n=0
E(2n)σ λ
2n (9)
Pσ(λ) =
∞∑
n=0
P (n)σ λ
n, (10)
are continuous functions of σ ∈ [0,∞).
By the uniqueness of the ground state, we know from Theorem 4 and the result from
perturbation theory (for details see Theorem 51) that for any σ > 0 there exists an open
ball, Bλ0(σ), such that P̂σ(λ) = Pσ(λ) and Êσ(λ) = Eσ(λ) for all λ ∈ Bλ0(σ) ∩ R. By
analytic continuation it follows that P̂σ(λ) and Êσ(λ) have an analytic extension to a
ball, Bλ0 , which is independent of σ > 0. Moreover, these extensions agree with Pσ(λ)
and Eσ(λ) on that ball, respectively. Thus we have shown that Theorem 4 implies the
following corollary.
Corollary 5. Assume (H). There exists a λ0 > 0 such that for all σ > 0, P̂σ(λ) and
Êσ(λ) have an analytic extension to Bλ0, and on Bλ0 they agree with Pσ(λ) and Eσ(λ).
In particular, for any σ > 0 we have
P̂ (n)σ = P
(n)
σ , Ê
(n)
σ = E
(n)
σ ,
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and the following limits exist,
lim
σ↓0
P̂ (n)σ = P
(n), lim
σ↓0
Ê(n)σ = E
(n). (11)
Note that the existence of the limit (11) is in view of Equation (6) not obvious. In
particular certain summands in that sum are divergent as σ → 0. But the total sum must
be convergent by (11). We note the following remark illustrating this observation (see
Section 13).
Remark 6. Consider the sum (6). For n ≤ 3 all terms in the sum converge as σ tends
to 0. For n = 4, there are terms which diverge. Let
Aσ := S
(1)
σ TσS
(1)
σ TσS
(1)
σ TσS
(1)
σ TσS
(0)
σ
Bσ := S
(2)
σ TσS
(1)
σ TσS
(0)
σ TσS
(1)
σ TσS
(0)
σ .
Then limσ↓0Aσ and limσ↓0Bσ diverge but limσ↓0(Aσ +Bσ) converges.
It would be interesting to understand the nature of the cancellations occurring in
the coefficients (6) in a systematic way. Moreover, a sufficiently good estimate on these
coefficients could possibly provide an alternate way to prove Theorem 1.
Let us now outline the paper. In section 3, we prove that a possible ground state of
the spin-boson model has to be unique. We use this result to establish the equivalence of
expansion coefficients obtained on the one hand by perturbation theory and on the other
hand by operator theoretic renormalization.
Since Theorem 1 is a special case of Theorem 4, we only prove the latter. The proof
is based on the operator theoretic renormalization analysis, as outlined in [1]. Sections
4–10 are devoted to the renormalization analysis. In Section 4, we introduce the smooth
Feshbach map associated to a pair of operators and we review some of its isospectrality
properties, which will be needed later. In Section 5, we define a Banach space of integral
kernels and show its bijective correspondence to a subspace of Hamiltonians acting on
Fock-space. In Section 6, we define the renormalization transformation on the level of
operators. In Section 7, we derive the induced action of the renormalization transfor-
mation on the space of integral kernels. In Section 8, we show that the renormalization
transformation preserves analyticity and continuity properties of the integral kernels. In
Section 9, we show that the renormalization transformation acts as a contraction in a sub-
set of the Banach space of integral kernels for which the sum of the number of creation
and annihilation operators is even. In Section 10, we construct the eigenvector and the
corresponding eigenvalue of Hλ,σ. We collect certain convergence estimates which are uni-
form and which will be needed to prove the analyticity of the ground state. This section
contains the main results needed from the operator theoretic renormalization analysis to
prove Theorem 4. In Section 11, we perform the initial two Feshbach transformations.
This allows us to turn the spectral problem of the spin-boson Hamiltonian into a spectral
problem of a new operator involving a sum of normal ordered monomials in creation and
annihilation operators where for each summand the total number of creation and annihi-
lation operators is even. Moreover, we present a basic estimate which allows us to initiate
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the renormalization procedure. In Section 12, we put all the pieces together and prove
Theorem 4. For this we will mainly use results stated in Sections 10 and 11.
In Section 13, we discuss analytic perturbation theory and Remark 6. In Appendix
A, we collect a few basic estimates and identities involving creation and annihilation
operators. In Appendix B, we discuss Wick’s theorem and a generalization thereof.
3 Uniqueness
In this section we prove Theorem 3. It involves a special choice of L2 space and a positivity
argument. We first introduce the notation
Φ(f) = a∗(f) + a(f) , f ∈ h = L2(R3)
and prove a lemma.
Lemma 7. Given f0 ∈ h then there exists a real Hilbert space k ⊂ h with the properties
(1) k is invariant under {e−tω|t ≥ 0}.
(2) k+ ik = h
(3) [Φ(f),Φ(g)] = 0 if f, g ∈ k
(4) f0 ∈ k.
Proof. Given f ∈ h \ {0}, let Vf be the real Hilbert space given by
Vf = {g(ω)f ∈ h | g a real measurable function}
It is easy to see that Vf is closed. We consider the family H of superorthogonal sets
of vectors {fj ∈ h | 0 ≤ j < N}, N ≤ ∞, where superorthogonal means that Vfj is
orthogonal to fk for all k 6= j. We order the set H by inclusion. An easy application of
Zorn’s lemma shows there is a maximal element, τ = {fj ∈ h | 0 ≤ j < Nτ}, of H. Let
us write
k =
Nτ−1⊕
j=0
Vfj ,
where in the direct sum we only allow linear combinations with real coefficients so that k
is a real Hilbert space. The properties (1) and (4) are clear while (3) follows from
[Φ(f),Φ(g)] = 2iIm(f, g)
To see that (f, g) is real for f, g ∈ k note (f, g) = 0 if f and g are in different Vfj ’s
while if f = h1(ω)fj ∈ h and g = h2(ω)fj ∈ h with h1 and h2 real then (f, g) =∫
h1(ω)h2(ω)|fj(ω)|2d3k is clearly real. To see (2) note that if h ∈ h is orthogonal to k,
then by an approximation argument the same is true of all g(ω)h ∈ h with g measurable.
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Thus if h 6= 0, τ∪{h} ∈ H and τ is not maximal. Thus h = 0. Let B = {vj|j ∈ N}, vj ∈ k,
be an orthonormal basis for k. Then by what we have just proved, B is an orthonormal
basis for h. If g ∈ h then g =∑∞j=1(aj+ibj)vj with aj, bj real and∑∞j=1 (|aj|2 + |bj |2) <∞.
Then
g =
∞∑
j=1
ajvj + i
∞∑
j=1
bjvj ∈ k+ ik.
Proof of Theorem 3. From the lemma and the fact that the closure of the linear span of
{eiΦ(f)Ω|f ∈ k}
is in fact all of Fock space, the spectral theorem shows that F is unitarily equivalent to
L2(Q, dµ) for some probability measure space (Q, µ) (we suppress the σ-algebra). In this
representation Ω is the function 1 and we can take all the Φ(f)’s, f ∈ k to be real Gaussian
random variables with Φ(f + g) = Φ(f) + Φ(g) for f, g ∈ k. Following [18], in the new
representation e−tHf is a positivity preserving operator on L2(Q, dµ). Let U = u⊗1, with
u = e−i(π/4)σy . Note that uσxu−1 = σz , uσzu−1 = −σx, and thus taking λ = 1 without
loss of generality,
H := UH1U
−1 = H˜0 + σz ⊗ φ(f)
where
H˜0 = 1− σx ⊗ 1 + 1⊗Hf .
We write ω−1/2f = f0 so that φ(f) = Φ(f0). H˜0 has a non-degenerate ground state in
C2 ⊗ F , namely (
1
1
)
⊗ Ω =: Ψ0.
We note that
C2 ⊗ F ∼= L2({−1, 1} ×Q, dp⊗ dµ)
where p({1}) = p({−1}) = 1. In this representation, if f ∈ L2({−1, 1}×Q; dp⊗dµ) then
((σx ⊗ 1)f) (±1, ·) = f(∓1, ·) (12)(
(1⊗ e−tHf )f) (s, ·) = e−tHf f(s, ·) (13)
((σz ⊗ Φ(f0))f) (±1, ·) = ±Φ(f0)f(±1, ·). (14)
In addition e−t(−σx⊗1) is positivity preserving (clear by expanding the exponential in a
power series) and thus so is e−tH˜0 . The operator H˜0 has a non-degenerate ground state
given by the function 1. A direct application of Theorem XIII.43 of [16] then implies
L∞({−1, 1} × Q) ∪ {e−H˜0} acts irreducibly in L2({−1, 1} × Q). Since σz ⊗ Φ(f0) is
infinitesimally H˜0 bounded, Theorem XIII.45 of [16] then shows L
∞({−1, 1}×Q)∪{e−H}
acts irreducibly in L2({−1, 1} × Q). Finally according to Theorem XIII.43 of [16], if
E = inf σ(H) is an eigenvalue of H , then it is non-degenerate.
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We end this section with a proof that σ(Hλ) is a half line. In fact using the ideas
developed in Lemma 7 we prove a bit more:
Proposition 8. Suppose λ ∈ R, ω−1/2f ∈ h, and ω−1f ∈ h. Let E = inf σ(Hλ). Then
σac(Hλ) = [E,∞).
Here σac(Hλ) is the absolutely continuous spectrum of Hλ.
Proof. Using the notation of Lemma 7 and Theorem 3, let h1 = Vf0 + iVf0 . Using polar
coordinates (u, t) where u ∈ S2 and t ∈ (0,∞) we have f0(t) ∈ L2(S2) for a.e. t. According
to [8] the space orthogonal to f0(t) in L
2(S2) has an orthonormal basis {ej(t)|j ∈ N} where
the vectors ej(t) are measurable in the variable t. The space of functions
∑∞
n=1 gn(t)en(t)
with gn ∈ L2(t2dt) and
∑∞
n=1
∫∞
0
|gn(t)|2t2dt <∞ is exactly h2 := h⊥1 . Fix an orthonormal
basis {eˆj|j ∈ N} for L2(S2) and note that defining u(t) : f0(t)⊥ → L2(S2) by linearity
and continuity from u(t)ej(t) := eˆj , then u(t) is unitary and U given by Ug(t) = u(t)g(t)
is a unitary map of h2 onto h = L
2(R3).
We now factor the Hilbert space H = C2 ⊗F as H = C2 ⊗F(h1)⊗F(h2). With respect
to this factorization we write Hλ = τ ⊗1⊗1+1⊗H(1)f ⊗1+λσx⊗φ(f)⊗1+1⊗1⊗H(2)f
where H
(j)
f is the restriction of Hf to F(hj) ∩ D(Hf). We define H˜λ by the equation
Hλ = H˜λ ⊗ 1 + 1 ⊗ H(2)f . Let Γ(U) : F(h2) → F(h) be the unitary operator satisfying
Γ(U)Ω = Ω and Γ(U)Sn(g1 ⊗ · · · ⊗ gn) = Sn(Ug1 ⊗ · · · ⊗ Ugn). It is easy to see that
Γ(U)H
(2)
f = HfΓ(U) so that H
(2)
f restricted to Ω
⊥ is absolutely continuous. Since clearly
E = inf σ(H˜λ) and the convolution of an absolutely continuous measure with another
measure is absolutely continuous, the proposition easily follows.
4 Smooth Feshbach Property
In this section we follow [1, 11]. We introduce the Feshbach map and state its basic
isospectrality properties. This will be needed to define the renormalization transformation
and to construct the ground state and the ground state energy.
Let χ and χ be commuting, nonzero bounded operators, acting on a separable Hilbert
space H and satisfying χ2 + χ2 = 1. A Feshbach pair (H, T ) for χ is a pair of closed
operators with the same domain,
H, T : D(H) = D(T ) ⊂ H → H
such that H, T,W := H − T , and the operators
Wχ := χWχ, Wχ := χWχ
Hχ := T +Wχ, Hχ := T +Wχ,
defined on D(T ) satisfy the following assumptions:
(a) χT ⊂ Tχ and χT ⊂ Tχ,
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(b) T,Hχ : D(T ) ∩ Ranχ→ Ranχ are bijections with bounded inverse,
(c) χH−1χ χWχ : D(T ) ⊂ H → H is a bounded operator.
Remark 9. By abuse of notation we write H−1χ χ for (Hχ ↾ Ranχ ∩D(T ))−1 χ and likewise
T−1χ for (T ↾ Ranχ ∩D(T ))−1 χ.
An operator A : D(A) ⊂ H → H is called bounded invertible in a subspace V ⊂ H (V
not necessarily closed), if A : D(A) ∩ V → V is a bijection with bounded inverse. Given
a Feshbach pair (H, T ) for χ, the operator
Fχ(H, T ) := Hχ − χWχH−1χ χWχ
on D(T ) is called the Feshbach map of H . The mapping (H, T ) 7→ Fχ(H, T ) is called the
Feshbach map. The auxiliary operators
Qχ := Qχ(H, T ) := χ− χH−1χ χWχ,
Q#χ := Q
#
χ (H, T ) := χ− χWχH−1χ χ.
are by conditions (a), (c), bounded, and Qχ leaves D(T ) invariant. The Feshbach map is
isospectral in the sense of the following theorem.
Theorem 10. Let (H, T ) be a Feshbach pair for χ on a Hilbert space H. Then the
following holds:
(i) Let V be subspace with Ranχ ⊂ V ⊂ H,
T : D(T ) ∩ V → V, and χT−1χV ⊂ V.
Then H : D(H) ⊂ H → H is bounded invertible if and only if Fχ(H, T ) : D(T ) ∩
V → V is bounded invertible in V . Moreover,
H−1 = QχFχ(H, T )−1Q#χ + χH
−1
χ χ,
Fχ(H, T )
−1 = χH−1χ+ χT−1χ .
(ii) χ kerH ⊂ kerFχ(H, T ) and Qχ kerFχ(H, T ) ⊂ kerH. The mappings
χ : kerH → kerFχ(H, T ),
Qχ : kerFχ(H, T )→ kerH,
are linear isomorphisms and inverse to each other.
The proof of Theorem 10 can be found in [11]. The next lemma gives sufficient
conditions for two operators to be a Feshbach pair. It follows from a Neumann expansion,
[11].
Lemma 11. Conditions (a), (b), and (c) on Feshbach pairs are satisfied if:
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(a’) χT ⊂ Tχ and χT ⊂ Tχ,
(b’) T is bounded invertible in Ranχ,
(c’) ‖T−1χWχ‖ < 1, ‖χWT−1χ‖ < 1, and T−1χWχ is a bounded operator.
Moreover we need the identity given in the following Lemma. The identity follows
after some manipulations of the definitions. A proof can be found for example in [11].
Lemma 12. Let (H, T ) be a Feshbach pair for χ. Then HQχ = χFχ(H, T ) on D(T ).
5 Banach Spaces of Hamiltonians
In this section we introduce Banach spaces of integral kernels, which parameterize certain
subspaces of the space of bounded operators on Fock space. These subspaces are suitable
to study an iterative application of the Feshbach map and to formulate the contraction
property. We mainly follow the exposition in [1]. However, we use a different class of
Banach spaces. The renormalization transformation will be defined on operators acting
on the reduced Fock space
Hred := PredF ,
where we introduced the notation Pred := χ[0,1](Hf). We will investigate bounded opera-
tors in B(Hred) of the form
T +W, (15)
where T = t(Hf ) with t ∈ C1([0, 1]) and the interaction term W is given formally by
W [w] :=
∑
m+n≥1
Hm,n(wm,n) (16)
with
Hm,n(wm,n) := Pred
∫
Bm+n1
dK(m,n)
|K(m,n)|1/2a
∗(k(m))wm,n(Hf , K(m,n))a(k˜(n))Pred ↾ Hred , (17)
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where wm,n ∈ L∞([0, 1]×Bm1 ×Bn1 ) is an integral kernel and w = (wm,n)m,n∈N0 a sequence
of integral kernels. We have used and will henceforth use the following notation.
B1 := {x ∈ R3||x| < 1}
k(m) := (k1, ..., km) ∈ R3m, k˜(n) := (k˜1, ..., k˜n) ∈ R3n,
K(m,n) := (k(m), k˜(n)), dK(m,n) :=
dk(m)
(4π)m
dk˜(n)
(4π)n
,
dk(m) :=
m∏
i=1
d3ki, dk˜
(n) :=
n∏
j=1
d3k˜j ,
a∗(k(m)) :=
m∏
i=1
a∗(ki), a(k˜
(m)) :=
m∏
j=1
a(k˜j)
|K(m,n)| := |k(m)| · |k˜(n)|, |k(m)| := |k1| · · · |km|, |k˜(m)| := |k˜1| · · · |k˜m|,
Σ[k(m)] :=
m∑
i=1
|ki| .
For w0,0 ∈ L∞([0, 1]), we define
H0,0(w0,0) := w0,0(Hf).
Note that (17) is understood in the sense of forms, i.e. for ψ, φ two vectors in Hred with
finitely many particles we define,
〈ψ,Hm,n(wm,n)φ〉 =
∫
Bm+n1
dK(m,n)
|K(m,n)|1/2
〈
a(k(m))Predψ,wm,n(Hf , K
(m,n))a(k˜(n))Predφ
〉
.
(18)
A vector ψ ∈ F is said to have finitely many particles if only finitely many ψn are
nonzero. For the precise meaning of the vectors a(k(m))Predψ and a(k˜
(n))Predφ see (110)
in Appendix A. As shown in the proof of the next lemma, Lemma 13, the quadratic
form (18) is bounded and thus defines a bounded operator. Note that in view of the
pull-through formula, Lemma 52, the operator in (17) is equal to the restriction of∫
Bm+n1
dK(m,n)
|K(m,n)|1/2a
∗(k(m))χ(Hf+Σ[k(m)] ≤ 1)wm,n(Hf , K(m,n))χ(Hf+Σ[k˜(n)] ≤ 1)a(k˜(n))
(19)
to the subspace Hred. Thus we can restrict attention to integral kernels wm,n which are
essentially supported on the set
Qm,n :=
{
(r,K(m,n)) ∈ [0, 1]× Bm+n1 | r ≤ 1−max(Σ[k(m)],Σ[k˜(m)])
}
, m+ n ≥ 1,
Q0,0 := [0, 1].
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Moreover, note that integral kernels can always be assumed to be symmetric. That is,
they lie in the range of the symmetrization operator, which is defined as follows,
w
(sym)
M,N (r,K
(M,N)) :=
1
N !M !
∑
π∈SM
∑
π˜∈SN
wM,N(r, kπ(1), . . . , kπ(N), k˜π˜(1), . . . , k˜π˜(M)). (20)
To be able to relate the integral kernels with bounded operators we need the following
lemma.
Lemma 13. For wm,n ∈ L∞([0, 1]× Bm1 ×Bn1 ) we have
‖Hm,n(wm,n)‖op ≤ ‖wm,n‖∞(n!m!)−1/2 , (21)
where ‖ · ‖op denotes the operator norm of Hred.
Proof. For ψ, φ ∈ Hred with finitely many particles we estimate by means of the Cauchy-
Schwarz inequality,
|〈ψ,Hm,n(wm,n)φ〉| ≤ ‖wm,n‖∞
∫
Sm,n
dK(m,n)
|K(m,n)|1/2‖a(k
(m))ψ‖‖a(k˜(n))ϕ‖
≤ ‖wm,n‖∞Dm(ψ)1/2Dn(ϕ)1/2
[∫
Sm,n
dK(m,n)
|K(m,n)|2
]1/2
where
Dm(ψ) :=
∫
Bm1
|k(m)|‖a(k(m))ψ‖2dk(m) ,
and Sm,n = {K(m,n) ∈ Bm+n1 |Σ[k(m)] ≤ 1,Σ[k˜(m)] ≤ 1}. By Corollary 55 we have
Dm(ψ) ≤ ‖Hm/2f ψ‖2 ≤ ‖ψ‖2.
We calculate ∫
Sm,n
dK(m,n)
|K(m,n)|2 =
1
n!m!
. (22)
Collecting estimates the lemma follows.
The renormalization procedure will involve kernels which lie in the following Banach
spaces. We shall identify the space L∞(Bm+n1 ;C[0, 1]) with a subspace of L
∞([0, 1]×Bm+n1 )
by setting wm,n(r,K
(m,n)) := wm,n(K
(m,n))(r) for wm,n ∈ L∞(Bm+n1 ;C[0, 1]). The norm in
L∞(Bm+n1 ;C[0, 1]) is given by
‖wm,n‖∞ := ess sup
K(m,n)∈Bm+n1
supr≥0|wm,n(K(m,n))(r)|.
We note that for w ∈ L∞(Bm+n1 ;C[0, 1]) we have ‖w‖∞ ≤ ‖w‖∞. Conditions (i) and (ii)
of the following definition are needed for the injectivity property stated in Theorem 16,
below.
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Definition 14. We define W#m,n to be the Banach space consisting of functions wm,n ∈
L∞(Bm+n1 ;C
1[0, 1]) satisfying the following properties:
(i) wm,n(1− χQm,n) = 0
(ii) wm,n(·, k(m), k˜(n)) is totally symmetric in the variables k(m) and k˜(n)
(iii) the following norm is finite
‖wm,n‖# := ‖wm,n‖∞ + ‖∂rwm,n‖∞.
Hence for almost all K(m,n) ∈ Bm+n1 we have wm,n(·, K(m,n)) ∈ C1[0, 1], where the deriva-
tive is denoted by ∂rwm,n. For 0 < ξ < 1, we define the Banach space
W#ξ :=
⊕
(m,n)∈N20
W#m,n
to consist of all sequences w = (wm,n)m,n∈N0 satisfying
‖w‖#ξ :=
∑
(m,n)∈N20
ξ−(m+n)‖wm,n‖# <∞.
Remark 15. We shall also use the norm ‖wm,n‖# for any integral kernel wm,n ∈ L∞(Bm+n1 ;C1[0, 1]).
Note that ‖w(sym)m,n ‖# ≤ ‖wm,n‖#.
Given w ∈ W#ξ , we write w≥r for the vector in W#ξ given by
(w≥r)(m,n) :=
{
wm,n , if m+ n ≥ r
0 , otherwise.
We will use the following balls to define the renormalization transformation
B#(α, β, γ) :=
{
w ∈ W#ξ
∣∣∣‖∂rw0,0 − 1‖∞ ≤ α, |w0,0(0)| ≤ β, ‖w≥1‖#ξ ≤ γ} .
For w ∈ W#ξ , it is easy to see using (21) that the sum
H(w) :=
∑
m,n
Hm,n(w)
with Hm,n(w) := Hm,n(wm,n) converges in operator norm with bound
‖H(w)‖op ≤ ‖w‖#ξ . (23)
In fact using (21), we see that
‖H(w≥r)‖op ≤ ξr‖w≥r‖#ξ . (24)
To identify H(w) with expressions of the form (15) we will set T [w] := w0,0(Hf ). We will
use the following theorem from [1]. Note that in the theorem stated in [1] the integral
kernels are not restricted to Qm,n. But this seems to be necessary for the injectivity
property. We sketch a proof along the lines of [1].
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Theorem 16. The map H :W#ξ → B(Hred) is injective and bounded.
Proof. The boundedness follows from (23). Assume that H(w) = 0. We want to show
that this implies that w = 0. First we show that H(w) = 0 implies w0,0 = 0. To show this
pick a non-negative function f ∈ C∞0 (R3) with suppf ⊂ B1 and
∫
f 2(x)d3x = 1. Define
fǫ,k(x) := ǫ
−3/2f(ǫ−1(x− k)) for k ∈ B1. A straight forward computation gives
〈a∗(fǫ,k)Ω, H(w)a∗(fǫ,k)Ω〉
=
∫
B1
f 2ǫ,k(x)w0,0(|x|)d3x+
∫
B21
fǫ,k(x1)w1,1(0, x1, x˜1)fǫ,k(x˜1)
dX(1,1)
|X(1,1)|1/2 .
As ǫ tends to zero, the second term on the right hand side converges to zero, because
fǫ,k converges weakly to zero in L
2(B1) and the integral operator w1,1(0, x1, x˜1)/|X(1,1)|1/2
is compact. The first term converges in this limit to w0,0(|k|). Since by assumption
H(w) = 0, this implies w0,0 = 0. To show that for m+ n ≥ 0 also wm,n has to be zero we
proceed by induction. We prove that wm,n = 0 for all m+n ≤ l−1 implies that wm,n = 0
for m+ n = l. Thus fix (m̂, n̂) with m̂+ n̂ = l. Let g1, ..., gm̂, h1, ..., hn̂ ∈ L2(B1) and set
ψ = a∗(g1) · · ·a∗(gm̂)a∗(fǫ,k)Ω, φ = a∗(h1) · · · a∗(hn̂)a∗(fǫ,k)Ω.
〈ψ,H(w)φ〉 = 〈ψ,Hm̂,n̂φ〉+ 〈ψ,Hm̂+1,n̂+1φ〉,
where we used that by the induction hypothesis wm,n = 0 if m+ n ≤ l− 1. As ǫ tends to
zero, the second term on the right hand side converges to zero, because w− limǫ↓0 fǫ,k = 0
in L2(B1). The first term on the right hand side converges in this limit to (m̂+1)!(n̂+1)!
times ∫
Bm̂+n̂1
dX(m̂,n̂)
|X(m̂,n̂)|1/2 g1(x1) · · · gm̂(xm̂)wm̂,n̂(|k|, X
(m̂,n̂))h1(x˜1) · · ·hn̂(x˜n̂),
other contributions to 〈ψ,Hm̂,n̂φ〉 vanish in this limit, again because w − limǫ↓0 fǫ,k = 0
in L2(B1). Since H(w) = 0 and the choice of the functions hi and gi and the choice of
k ∈ B1 was arbitrary, we conclude that wm̂,n̂ = 0. This shows Theorem 16.
The renormalization transformation will be defined on kernels which depend on a
spectral parameter. To account for that, we introduce the following Banach space.
Definition 17. Let Wξ denote the Banach space consisting of strongly analytic functions
on D1/2 with values in W#ξ and norm given by
‖w(·)‖ξ := sup
z∈D1/2
‖w(z)‖#ξ .
For w ∈ Wξ we will use the notation wm,n(z, ·) := w(z)m,n(·). We extend the definition
of H(·) to Wξ in the natural way: for w ∈ Wξ, we set
(H(w)) (z) := H(w(z))
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and likewise for Hm,n(·), W [·], T [·]. The renormalization transformation will be defined
on the following balls in Wξ,
B(α, β, γ) :=
{
w ∈ Wξ
∣∣∣∣∣ supz∈D1/2 ‖∂rw0,0(z)− 1‖∞ ≤ α, supz∈D1/2 |w0,0(z, 0) + z| ≤ β, ‖w≥1‖ξ ≤ γ
}
.
Note that this set defines a basis of neighborhoods of the point w∗ satisfying H(w∗(z)) =
Hf − z, i.e., w∗0,0(z, r) = r − z and w∗≥1 = 0 , since
{w ∈ Wξ|‖w − w∗‖ξ ≤ ǫ} ⊂ B(ǫ, ǫ, ǫ) ⊂ {w ∈ Wξ|‖w − w∗‖ξ ≤ 4ǫ}.
To state the contraction property of the renormalization transformation in Section 9, we
will need to introduce the balls of even integral kernels
B0(α, β, γ) := {w ∈ B(α, β, γ)|wm,n = 0 if m+ n = odd }.
We say that a kernel w ∈ Wξ is symmetric if wm,n(z) = wn,m(z). Note that because of
Theorem 16 we have for w ∈ Wξ,
w is symmetric ⇔ H(w(z)) = H(w(z))∗. (25)
To show the continuity of the ground state and the ground state energy as a function of
the infrared cutoff we need to introduce a coarser norm
in W#m,n. The supremum norm is to fine. For wm,n ∈ L∞(Bm+n1 ;C[0, 1]) we define the
norm
‖wm,n‖2 :=
[∫
dK(m,n)
|K(m,n)|2 supr∈[0,1]
|wm,n(r,K(m,n))|2
]1/2
.
Observe that by (22) we have
‖wm,n‖2 ≤ ‖wm,n‖∞√
n!m!
(26)
We have the following lemma.
Lemma 18. For wm,n ∈ L∞(Bm1 ×Bn1 ;C[0, 1]) we have
‖Hm,n(wm,n)‖op ≤ ‖wm,n‖2 . (27)
Proof. We use the notation and the estimates used in the proof of Lemma 13. For ψ, φ ∈
Hred with finitely many particles we estimate
|〈ψ,Hm,n(wm,n)φ〉|
≤
∫
Bm+n1
supr∈[0,1] |wm,n(r,K(m,n))|
|K(m,n)|1/2 ‖a(k
(m))ψ‖‖a(k˜(n))φ‖dK(m,n)
≤ Dm(ψ)1/2Dn(φ)1/2
[∫
Bm+n1
supr∈[0,1] |wm,n(r,K(m,n))|2
|K(m,n)|2 dK
(m,n)
]1/2
.
Now observe that by Corollary 55 we have Dm(ψ) ≤ ‖ψ‖2.
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Definition 19. Let S be topological space. We say that the mapping w : S → W#ξ is
componentwise L2–continuous (c-continuous) if for all m,n ∈ N0 the map s 7→ w(s)m,n is
continuous with respect to ‖ · ‖2, that is
lim
s∈S,s→s0
‖w(s0)m,n − w(s)m,n‖2 = 0
for all s, s0 ∈ S.
The above notion of continuity for integral kernels, yields continuity of the associated
operators with respect to the norm topology. This is the content of the following lemma.
Lemma 20. Let w : S →W#ξ be c-continuous and uniformly bounded, i.e., sups∈S ‖w(s)‖#ξ <
∞. Then H(w(·)) : S → B(Hred) is continuous, with respect to the norm topology.
Proof. From Lemma 18 it follows that Hm,n(w(s))
‖·‖op−→ Hm,n(w(s0)) as s tends to s0.
The lemma now follows from a simple argument using the estimate (24) and the uniform
bound on w(·).
6 Renormalization Transformation: Definition
In this section we define the renormalization transformation as in [1]. It is a combination
of the Feshbach transformation which cuts out higher boson energies, a rescaling of the re-
sulting operator so that it acts on the fixed subspace Hred and a conformal transformation
of the spectral parameter.
Let 0 < ξ < 1 and 0 < ρ < 1. For w ∈ Wξ we define the analytic function
Eρ[w](z) := ρ
−1E[w](z) := −ρ−1w0,0(z, 0) = −ρ−1〈Ω, H(w(z))Ω〉
and the set
U [w] := {z ∈ D1/2||E[w](z)| < ρ/2}.
Lemma 21. Let 0 < ρ ≤ 1/2. Then for all w ∈ B(·, ρ/8, ·), we have
D3ρ/8 ⊂ U [w] ⊂ D5ρ/8,
|∂zE[w](z) − 1| ≤ 4ρ(4 − 5ρ)−2 ≤ 8/9 for all z ∈ U [w], and Eρ[w] : U [w] → D1/2 is an
analytic bijection.
The lemma follows directly from the following lemma by choosing the appropriate
values for the corresponding constants (r = ρ/2, ǫ = ρ/8).
Lemma 22. Let 0 < ǫ < 1/2, and let E : D1/2 → C be an analytic function which
satisfies
sup
z∈D1/2
|E(z)− z| ≤ ǫ.
Then for any r > 0 with r + ǫ < 1/2 the following is true.
18
(a) For w ∈ Dr there exists a unique z ∈ D1/2 such that E(z) = w.
(b) The map E : Ur := {z ∈ D1/2||E(z)| < r} → Dr is biholomorphic.
(c) We have Dr−ǫ ⊂ Ur ⊂ Dr+ǫ.
(d) If z ∈ Dr+ǫ, then |∂zE(z)− 1| ≤ ǫ2(1/2− (r + ǫ))−2.
Proof. (a). Existence: For z ∈ ∂Dǫ+r and w ∈ Dr,
|E(z)− z| ≤ ǫ < |z| − |w| ≤ |z − w| .
By Rouche´’s theorem, for any w ∈ Dr there exists a unique z ∈ Dǫ+r such that E(z) = w.
Uniqueness: If w ∈ Dr, z ∈ D1/2, and E(z) = w, then
|z| ≤ |E(z)|+ ǫ < r + ǫ . (28)
(b). This follows from (a) by the inverse function theorem of complex analysis.
(c). The first inclusion follows from |E(z)| ≤ |z|+ ǫ. The second from (28).
To obtain the estimate in (d), we use Cauchy’s integral formula
|∂z(E(z)− z)| ≤ lim inf
η↓0
∣∣∣∣∣ 12πi
∫
∂D1/2−η
E(w)− w
(w − z)2 dw
∣∣∣∣∣ ≤ π2π ǫ(1/2− (r + ǫ))2 .
Let χ1 and χ1 be two functions in C
∞([0,∞); [0, 1]) with χ21 + χ21 = 1, χ1 = 1 on
[0, 3/4), and suppχ1 ⊂ [0, 1]. We set
χρ(·) = χ1(·/ρ) , χρ(·) = χ1(·/ρ) ,
and use the abbreviation χρ = χρ(Hf ) and χρ = χρ(Hf). It should be clear from the
context whether χρ or χρ denotes a function or an operator. For an explicit choice of χ1
and χ1 see [1]. The following lemma will be needed to be able to define the Feshbach map
which will be used later.
Lemma 23. Let 0 < ρ ≤ 1/2. Then for all w ∈ B#(ρ/8, ρ/2, ρ/8) we have
‖ (H0,0(w) ↾ Ranχρ)−1 ‖ ≤ 163ρ (29)
‖H0,0(w)−1χρW [w]‖ <
2
3
, ‖W [w]H0,0(w)−1χρ‖ <
2
3
. (30)
In particular (H(w), H0,0(w)) is a Feshbach pair for χρ.
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Proof. To prove the lemma we verify the assumptions of Lemma 11. Clearly χρ commutes
with H0,0(w). For r ∈ [34ρ, 1], we estimate
|w0,0(r)| ≥ r − |r − (w0,0(r)− w0,0(0))| − |w0,0(0)|
≥ r − rρ/8− ρ/2 ≥ 3
4
ρ(1− ρ/8)− ρ/2 ≥ 3ρ
16
. (31)
This implies that H0,0(w) is invertible on the range of χρ and that (29) holds. By this and
‖W [w]‖ ≤ ρ/8, which follows from (24), inequalities (30) follow. The Feshbach property
now follows from Lemma 11, since ‖χ1‖∞, ‖χ1‖∞ ≤ 1.
Remark 24. Note that w ∈ B(α, β, γ) and z ∈ U [w] imply w(z) ∈ B#(α, ρ/2, γ).
In the definition of the renormalization transformation there is a scaling transformation
Sρ which scales the energy value ρ to the value 1. It is defined as follows. For operators
A ∈ B(F) set
Sρ(A) = ρ
−1ΓρAΓ∗ρ,
where Γρ is the unitary dilation on F which is uniquely determined by ΓρΩ = Ω and
Γρa
#(k)Γ∗ρ = ρ
−3/2a#(ρ−1k), for all k ∈ R3. It is easy to check that ΓρHfΓ∗ρ = ρHf and
hence ΓρχρΓ
∗
ρ = χ1. We are now ready to precisely define the renormalization transfor-
mation, which in view of Lemmas 21 and 23 and Remark 24 is well defined.
Definition 25. Let 0 < ρ ≤ 1/2. For w ∈ B#(ρ/8, ρ/2, ρ/8), we define the operator
R#ρ (H(w)) := Sρ
(
Fχρ (H(w), H0,0(w))
)
↾ Hred,
and for w ∈ B(ρ/8, ρ/8, ρ/8) we define the renormalization transformation
(RρH(w)) (z) := R#ρ (H(w(Eρ[w]−1(z))),
where z ∈ D1/2.
In view of the Feshbach property, Theorem 10 (ii), and since Ranχ1 ⊂ Hred, it will
turn out to be sufficient to study the restriction of the Feshbach map to Hred,
7 Renormalization Transformation: Kernels
We have defined the renormalization transformation on the level of operators. In this
section we will describe the induced transformation on the integral kernels. This trans-
formation is derived the same way as in [1]. However, we use modified estimates to show
that the renormalized kernel is again an element of W#ξ .
Throughout this section we assume w ∈ B#(ρ/8, ρ/2, ρ/8) and 0 < ρ ≤ 1/2. We will
show that under suitable conditions there exists an integral kernel R#ρ (w) ∈ W#ξ , given
in (35) below, such that
R#ρ (H(w)) = H(R#ρ (w)).
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Note that the uniqueness of the integral kernel will follow from Theorem 16. Next we
show its formal existence. First we expand the Feshbach operator into a Neumann series
which is justified by Lemma 23 and rearrange the factorization to arrive at the following
identity which holds on Hred,
Fχρ(H(w), H0,0(w)) = T + χρWχρ − χρWχρ(T + χρWχρ)−1χρWχρ
= T +
∞∑
L=1
(−1)L−1χρW
[
χ2ρ
T
W
]L−1
χρ , (32)
where here we used the abbreviations W = W [w] and T = T [w]. Using the commutation
relation of the creation and annihilation operators and the pull-through formula we bring
this expression into normal order. To this end we introduce
Wm,np,q [w](r,K
(m,n))
:= Pred
∫
Bp+q1
dX(p,q)
|X(p,q)|1/2a
∗(x(p))wp+m,q+n(Hf + r, x(p), k(m), x˜(q), k˜(n))a(x˜(q))Pred
which defines an operator for a.e. K(m,n) ∈ Bm+n1 . In the case m = n = 0 we set
W 0,0m,n[w](r) := Wm,n[w](r). For later use we state an inequality in the following lemma.
The inequality is obtained the same way as (21).
Lemma 26. Let w ∈ W#ξ . Then
‖Wm,np,q [w](r,K(m,n))‖op ≤
‖wp+m,q+n‖∞√
p!q!
‖∂rWm,np,q [w](r,K(m,n))‖op ≤
‖∂rwp+m,q+n‖∞√
p!q!
,
where the partial derivative ∂rW
m,n
p,q [w] is taken in the weak operator topology.
The next theorem, [1], is a variant of Wick’s Theorem and will be used to write the
L-th summand in (32) in terms of integral kernels. Its proof can be found in Appendix
B.
Theorem 27. Let w ∈ W#ξ and let F0, F1, ..., FL be bounded Borel measureable functions
on [0,∞). Then
F0(Hf )W [w]F1(Hf)W [w] · · ·W [w]FL−1(Hf)W [w]FL(Hf ) = H(w˜(sym)),
where
w˜M,N(r,K
(M,N))
=
∑
m1+···mL=M
n1+...nL=N
∑
p1,q1,...,pL,qL:
ml+pl+nl+ql≥1
L∏
l=1
{(
ml + pl
pl
)(
nl + ql
ql
)}
×F0(r + r˜0)〈Ω,
L−1∏
l=1
{
Wml,nlpl,ql [w](r + rl, K
(ml,nl)
l )Fl(Hf + r + r˜l)
}
WmL,nLpL,qL [w](r + rL, K
(mL,nL)
L )Ω〉FL(r + r˜L), (33)
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with
K(M,N) := (K
(m1,n1)
1 , ..., K
(mL,nL)
L ), K
(ml,nl)
l := (k
(ml)
l , k˜
(nl)
l ),
rl := Σ[k˜
(n1)
1 ] + · · ·+ Σ[k˜(nl−1)l−1 ] + Σ[k(ml+1)l+1 ] + · · ·+ Σ[k(mL)L ],
r˜l := Σ[k˜
(n1)
1 ] + · · ·+ Σ[k˜(nl)l ] + Σ[k(ml+1)l+1 ] + · · ·+ Σ[k(mL)L ]
We use the standard convention that
∏n
j=1 aj = a1a2 · · ·an.
Remark 28. If F0, FL ∈ C∞[0,∞) have support contained in [0, 1], then the summands
occurring in (33) satisfy property (i) of the definition ofW#m,n (see Definition 14). Because
of property (i) of the definition of W#m,n, only the values of F1, ..., FL−1 on [0, 1] matter in
(33). The supremum norm can be estimated using
|〈Ω, A1A2 · · ·AnΩ〉| ≤ ‖A1‖op‖A2‖op · · · ‖An‖op (34)
and Lemma (26). Now suppose F1, ..., FL−1 ∈ C1[0, 1]. Then by the defining property of
W#m,n we can calculate the derivative with respect to r of each summand using the Leibniz
rule, where the interchange of integration and differentiation is justified by (iii) of the
definition of W#m,n. Using again (34) and Lemma 26 it can be shown that each summand
of (33) is in C1[0, 1] a.e..
It can be shown that the involved sums converge absolutely in the ‖ · ‖#ξ norm. But
for the moment we are only interested in the combinatorics. Using Theorem 27 to write
expression (32) in terms of an operator involving integral kernels, it turns out to useful to
introduce the multi-indicesm = (m1, ..., mL) ∈ NL0 , for L ∈ N. We set |m| = m1+· · ·+mL,
and 0 := (0, 0, ..., 0) ∈ NL0 . As a final step we have to scale the operator or equivalently
the integral kernels. The integral kernels scale as follows. For (m,n) ∈ N20
sρ(w)m,n(r,K
(m,n)) := ρm+n−1wm,n(ρr, ρK(m,n)),
since then
PredSρ(H(w))Pred ↾ Hred = H(sρ(w)).
Following the outlined procedure above, we arrive at the renormalized integral kernels
R#ρ (w) := ŵ(sym) , (35)
where the kernels ŵ are given as follows. For M +N ≥ 1,
ŵM,N(r,K
(M,N)) :=
∞∑
L=1
(−1)L−1ρM+N−1
∑
(m,p,n,q)∈N4L0 :
|m|=M,|n|=N,
ml+pl+nl+ql≥1
(36)
L∏
l=1
{(
ml + pl
pl
)(
nl + ql
ql
)}
vm,p,n,q[w](r,K
(M,N)),
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and
ŵ0,0(r) := ρ
−1w0,0(ρr) + ρ
−1
∞∑
L=2
(−1)L−1
∑
(p,q)∈N2L0 :
pl+ql≥1
v0,p,0,q[w](r) . (37)
Moreover, we have introduced the expressions
vm,p,n,q[w](r,K
(|m|,|n|)) := (38)〈
Ω, F0[w](Hf + ρ(r + r˜0))
L∏
l=1
{
Wml,nlpl,ql [w](ρ(r + rl), ρK
(ml,nl)
l )Fl[w](Hf + ρ(r + r˜l))
}
Ω
〉
,
where F0[w](r) := χρ(r) and FL[w](r) := χρ(r), and for l = 1, ..., L− 1
Fl[w](r) := F [w](r) :=
χ2ρ(r)
w0,0(r)
.
Above we have used notation introduced in Theorem 27. From the previous discussion in
this section, Theorem 29, below, follows apart from the property that the renormalized
kernel is indeed an element of the Banach space W#ξ and satisfies a uniform bound.
Theorem 29. Let 0 < ρ ≤ 1/2 and 0 < ξ ≤ 1/2 and assume w ∈ B#(ρ/8, ρ/2, ρ/8).
Then R#ρ (w) ∈ W#ξ and
R#ρ (H(w)) = H(R#ρ (w)) .
Moreover, supw∈B#(ρ/8,ρ/2,ρ/8) ‖R#ρ (w)‖#ξ <∞.
The remaining part of this section concerns the proof of Theorem 29. To prove it we
need an estimate on the kernels (38). Note that in view of Remark 28 the kernels (38) as
well as their derivatives are well defined and can be shown to be bounded.
Lemma 30. Let 0 < ρ ≤ 1/2 and w ∈ B#(ρ/8, ρ/2, ρ/8). Then for (m, p, n, q) ∈ N4L0 we
have
||vm,p,n,q[w]||# ≤ CL
(
1
t
)L−1 L∏
l=1
‖wml+pl,nl+ql‖#√
pl!ql!
, (39)
where
t := 3ρ/16 , CL := 1 + 2L‖∂rχ1‖∞ + (L− 1)8. (40)
Proof. To arrive at (39) we start with the following estimates. For l = 0, L we have
‖Fl[w](Hf + ρ(r + r˜l))‖op ≤ 1 (41)
‖∂r (Fl[w](Hf + ρ(r + r˜l)))‖op ≤ ‖∂rχ1‖∞ . (42)
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Using (31) we find
‖F [w]‖∞ ≤
[
inf r∈[ρ 3
4
,1]|w0,0(r)|
]−1
≤ 1
t
. (43)
We also need an estimate on the derivative of F [w],
∂rF [w](r) = ρ
−1 2χρ(r)[∂rχ1](r/ρ)
w0,0(r)
− χ
2
ρ(r)[∂rw0,0](r)
(w0,0(r))2
. (44)
Using (43) and χ1∂χ1 = −χ1∂χ1 we estimate (44) and obtain
‖∂rF [w]‖∞ ≤ ρ−12‖∂rχ1‖∞
t
+
3/2
t2
, (45)
noting that ‖∂rw0,0‖∞ ≤ 1 + ρ/8 ≤ 3/2. Next we use (34) and Lemma 26 to obtain the
following estimate
|vm,p,n,q[w](r,K(|m|,|n|))| ≤ ‖F [w]‖L−1∞
L∏
l=1
‖wml+pl,nl+ql‖∞√
pl!ql!
.
Using Leibniz’ rule a similar estimate yields,
|∂rvm,p,n,q[w](r,K(|m|,|n|))|
≤ (2‖∂rχ1‖∞‖F [w]‖L−1∞ + (L− 1)‖F [w]‖L−2∞ ‖ρ∂rF [w]‖∞) L∏
l=1
‖wml+pl,nl+ql‖∞√
pl!ql!
+‖F [w]‖L−1∞
L∑
l′=1
‖ρ∂rwml′+pl′ ,nl′+ql′‖∞√
pl′!ql′ !
L∏
l=1
l 6=l′
‖wml+pl,nl+ql‖∞√
pl!ql!
.
Collecting estimates yields that claim.
Proof of Theorem 29. Assume w ∈ B#(ρ/8, ρ/2, ρ/8). In view of the discussion in this
section it remains to show that R#ρ (w) ∈ W#ξ . To this end note that by the definition of
ŵM,N , (36), we find for M +N ≥ 1,
‖ŵM,N‖#
≤
∞∑
L=1
∑
(m,p,n,q)∈N4L0 :
|m|=M,|n|=N,ml+pl+nl+ql≥1
ρ|m|+|n|−1
L∏
l=1
{(
ml + pl
pl
)(
nl + ql
ql
)}
‖vm,p,n,q[w]‖#.
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Inserting this below and using the estimate of Lemma 30, we find using 1√
pl!ql!
≤ 1
‖(ŵM,N)M+N≥1‖#ξ
=
∑
M+N≥1
ξ−(M+N)‖ŵM,N‖#
≤
∞∑
L=1
CLt
1−Lρ−1
∑
(m,p,n,q)∈N4L0 :
|m|+|n|≥1,ml+pl+nl+ql≥1
(2ρ)|m|+|n| (2ξ)−(|m|+|n|)
×
L∏
l=1
{(
ml + pl
pl
)(
nl + ql
ql
)‖wml+pl,nl+ql‖#√
pl!ql!
}
≤
∞∑
L=1
CLt
−L ∑
(m,p,n,q)∈N4L0 :
ml+pl+nl+ql≥1
×
L∏
l=1
{(
ml + pl
pl
)(
nl + ql
ql
)
ξpl+ql(1/2)ml+nlξ−(ml+pl+nl+ql)‖wml+pl,nl+ql‖#
}
≤
∞∑
L=1
CLt
−L
[ ∑
m+p+n+q≥1
(
m+ p
p
)(
n + q
q
)
ξp+q(1/2)m+nξ−(m+p+n+q)‖wm+p,n+q‖#
]L
≤
∞∑
L=1
CLt
−L
[ ∑
l+k≥1
ξ−(l+k)‖wl,k‖#
]L
≤
∞∑
L=1
CLt
−L
(
‖w≥1‖#ξ
)L
,
where in the second last inequality we used the binomial formula∑
m+p=l
(
m+ p
p
)
ξp(1/2)m = (ξ + 1/2)l ≤ 1 (46)
The term in the last line is bounded since ‖w≥1‖#ξ /t < 1. A similar but simpler estimate
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yields
‖ŵ0,0‖# ≤ ρ−1‖w0,0(ρ ·)‖# + ρ−1
∞∑
L=2
∑
(p,q)∈N2L0 :
pl+ql≥1
‖v0,p,0,q[w]‖#
≤ ρ−1‖w0,0(ρ ·)‖# + ρ−1
∞∑
L=2
CLt
1−L ∑
(p,q)∈N2L0 :
pl+ql≥1
L∏
l=1
‖wpl,ql‖#√
pl!ql!
≤ ρ−1‖w0,0(ρ ·)‖# +
∞∑
L=2
CL(ξ/t)
L
[ ∑
p+q≥1
ξ−(p+q)‖wp,q‖#
]L
≤ ρ−1‖w0,0(ρ ·)‖# +
∞∑
L=2
CL(ξ/t)
L
(
‖w≥1‖#ξ
)L
,
where the last line is bounded since ‖w≥1‖#ξ /t < 1.
8 Analyticity and Continuity
In this section we show that the renormalization transformation acting on the integral
kernels preserves analyticity and c-continuity. We note that an alternate proof to show
that the renormalization transformation preserves analyticity would be to show that R#ρ
is a Frechet differentiable map on the space of integral kernels. Whenever we can treat a
statement A concerning analyticity and a statement C concerning continuity in a similar
way, we will write “A (C)” which stands for “A respectively C”.
Theorem 31. Let 0 < ρ ≤ 1/2 and 0 < ξ ≤ 1/2 (0 < ξ ≤ 1/4). Let S be an open subset
of Cν with ν ∈ N (a topological space). Suppose the map w(·) : S → W#ξ is analytic
(c-continuous) and w(S) ⊂ B#(ρ/8, ρ/2, ρ/8). Then
R#ρ (w(·)) : S →W#ξ
is also analytic (c-continuous).
Lemma 21, Remark 24, Theorem 29, and Theorem 31 imply the following theorem.
Theorem 32. Let 0 < ρ ≤ 1/2 and 0 < ξ ≤ 1/2. For w ∈ B(ρ/8, ρ/8, ρ/8) the integral
kernel Rρw : D1/2 → W#ξ , defined by (Rρw)(z) := R#ρ (w(Eρ[w]−1(z)) for z ∈ D1/2 is in
Wξ and
(RρH(w))(z) = H((Rρw)(z)).
If w is symmetric then also Rρw is symmetric.
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The statement about the symmetry follows from (25) and the definition of the renor-
malization transformation, see Definition 25. The symmetry property could also be ve-
rified using the explicit expressions (36) and (37). We write F-differentiable for Frechet
differentiable. Furthermore, Theorem 31 has the following theorem as consequence.
Theorem 33. Let 0 < ρ ≤ 1/2 and 0 < ξ ≤ 1/2 (0 < ξ ≤ 1/4). Let S be an open subset
of Cν (a topological space). Suppose
w(·, ·) : S ×D1/2 →W#ξ
(s, z) 7→ w(s, z)
is an analytic (a c-continuous) function such that w(s)(·) := w(s, ·) is in B(ρ/8, ρ/8, ρ/8).
Then
(s, z) 7→ (Rρ(w(s)))(z)
is also a W#ξ -valued analytic (c-continuous) function.
Remark 34. Note that by Hartogs’ Theorem joint analyticity is equivalent to individual
analyticity.
Proof. First observe that (s, z) 7→ Eρ[w(s)](z) is analytic (continuous). It follows that
the mapping (s, z) 7→ Eρ[w(s)]−1(z) on S × D1/2 is analytic (continuous), which can be
seen from Lemma 21 and the identity
Eρ[w(s)](Eρ[w(s)]
−1(z))− z = 0. (47)
It follows that the map (s, z) ∈ S×D1/2 → w(s, Eρ[w(s)]−1(z)) is analytic (c-continuous)
and by Remark 24 its range is contained in B#(ρ/8, ρ/2, ρ/8). It follows now from Theo-
rem 31 that (s, z) 7→ R#ρ (w(s, Eρ[w(s)]−1(z))) is analytic (c-continuous).
The remaining part of this section is devoted to the proof of Theorem 31. First we show
the statement regarding analyticity, then we show the statement regarding c-continuity.
To show the statement about analyticity we first show in Lemma 35, below, that the
map vm,p,n,q[w(·)] : S → W#ξ is analytic. It then follows from (36) and (37) that the
renormalized kernel ŵ(s) = R#ρ (w(s)) is given as a series of analytic mappings. Analyt-
icity of the renormalized kernel will follow, provided that the series converges uniformly
on S. Since we are not able to show this on the whole set S directly, we will show, below,
uniform convergence on open subsets of S which constitute a covering of S. This is in
fact sufficient to conclude the analyticity of s 7→ R#ρ (w(s)).
Lemma 35. Let the assumptions of Theorem 31 hold. Then vm,p,n,q[w(·)] : S → W#ξ is
analytic.
Lemma 35 follows since by part (a) of the following Lemma and Estimate (31) the
function vm,p,n,q[w(·)] is a composition of an analytic map with a F-differentiable map.
Lemma 36. Let 0 < ρ ≤ 1/2. Then the following statements hold for ǫ > 0.
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(a) On O(ǫ) := {w ∈ W#ξ |infr∈[ρ 34 ,1]|w0,0(r)| > ǫ} the following map is F-differentiable
vm,p,n,q[·] : O(ǫ) −→W#ξ , w 7−→ vm,p,n,q[w].
(b) On O(ǫ)0,0 := {t ∈ W#0,0|infr∈[ρ 3
4
,1]|t(r)| > ǫ} the following map is F-differentiable
F [·] : O(ǫ)0,0 −→W#0,0 , t 7−→
χ2ρ
t
. (48)
Proof. First we show part (b). We will use that for all f, g ∈ W0,0 we have ‖fg‖# ≤
‖f‖#‖g‖# and that for all ξ ∈ W0,0 with ‖ξ‖# < ǫ/2 we have∥∥∥∥F [t+ ξ]− F [t] + χ2ρξt2
∥∥∥∥# = ∥∥∥∥ χ2ρξ2t2(t+ ξ)
∥∥∥∥#
≤
∥∥∥∥χρt2
∥∥∥∥# ∥∥∥∥ χρt + ξ
∥∥∥∥# ‖ξ2‖# ≤ C (‖ξ‖#)2 ,
where in the last inequality we used the estimate∥∥∥∥ χρt+ ξ
∥∥∥∥# ≤ ∥∥∥∥ χρt+ ξ
∥∥∥∥
∞
+
∥∥∥∥ ∂rχρt+ ξ
∥∥∥∥
∞
+
∥∥∥∥χρ∂r(t+ ξ)(t+ ξ)2
∥∥∥∥
∞
(49)
≤ 1 + ‖∂rχρ‖∞
ǫ− ‖ξ‖# +
‖t‖# + ‖ξ‖#
(ǫ− ‖ξ‖#)2 ≤ C. (50)
This implies that F [·] is differentiable with derivative −χ2ρ/t2.
(b) The differentiability of vm,p,n,q[·] follows from the fact it can be written as a
composition of the F-differentiable mapping v˜m,p,n,q[·], defined below, and F [·]. For
w = (w1, ..., wL) ∈ (W#ξ )L and G = (G0, ..., GL) ∈ (W#0,0)L+1 define the multilinear ex-
pression
v˜m,p,n,q[w,G](r,K
(|m|,|n|)) := (51)〈
Ω, G0(Hf + ρ(r + r˜0))
∏L
l=1
{
Wml,nlpl,ql [wl](ρ(r + rl), ρK
(ml,nl)
l )Gl(Hf + ρ(r + r˜l))
}
Ω
〉
.
It satisfies the inequality
‖v˜m,p,n,q[w,G]‖# (52)
≤
(
L∏
l=0
‖Gl‖∞ +
L∑
l′=0
‖ρ∂rGl′‖∞
L∏
l=0,l 6=l′
‖Gl‖∞
)
L∏
l=1
‖(wl)ml+pl,nl+ql‖#√
pl!ql!
.
To obtain (52) we use (34) and Lemma 26, and calculate the derivative with respect to
r using Leibniz’ rule. From (52) it follows that v˜m,p,n,q[·] is continuous, and hence by
multilinearity v˜m,p,n,q[·] is in fact differentiable.
28
Next we show that the defining sequence of ŵ(s), see (36) and (37), converges uniformly
on open sets which constitute a covering of S. To this end choose s0 ∈ S and define the
set
U0 = {w ∈ B#(ρ/8, ρ/2, ρ/8)|‖w − w(s0)‖#ξ < ǫ}
where we set
ǫ :=
ρ/7− ‖w(s0)≥1‖#ξ
16e4
.
The explicit choice of ǫ is needed for the estimate (55), below. Note that by continuity
there exists, S0, an open subset of S containing s0, such that w(S0) ⊂ U0. For w ∈ U0,
we have
‖wm,n‖# ≤ Em,n := ‖w(s0)m,n‖# + ξm+nǫ.
By Lemma 30,
sups∈S0‖vm,p,n,q[w(s)]‖# ≤ CLt−L+1
L∏
l=1
Eml+pl,nlql√
pl!ql!
, (53)
where we used the notation introduced in that lemma. To establish the uniform conver-
gence on S0 of the series defining ŵ(s) it suffices, in view of (36) and (37), to show that
the following expression is bounded
∑
M+N≥0
∞∑
L=1
∑
(m,p,n,q)∈N4L0
|m|=M,|n|=N
ml+pl+nl+ql≥1
ξ−|m|−|n|ρ|m|+|n|
L∏
l=1
{(
ml + pl
pl
)(
nl + ql
ql
)}
sups∈S0‖vm,p,n,q[w(s)]‖#
(54)
≤
∞∑
L=1
CLt
1−LGL,
where we used Eq. (53) and the definition
G :=
∑
m+p+n+q≥1
(
m+ p
p
)(
n+ q
q
)
ξp+q(1/2)m+nξ−m−p−n−q
Em+p,n+q√
p!q!
.
Below we will show that
G ≤ ‖w(s0)≥1‖#ξ + ǫ16e4 ≤ ρ/7. (55)
Inequalities (55) imply the convergence of (54) , since t−1G ≤ t−1ρ/7 < 1. The second
inequality in (55) follows from the definition of ǫ. To show the first inequality of (55), we
will use the following estimate
∑
m+p≥0
(
m+ p
p
)
ξp(1/2)m
1√
p!
≤
∑
m+p≥0
(
m+ p
p
)
(1/4)p(1/2)me8ξ
2
= 4e8ξ
2 ≤ 4e2, (56)
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where in the first inequality we used the trivial estimate (16ξ2)p/p! ≤ e16ξ2 . To show the
first inequality in (55), we insert the definition of Em,n into the definition of G. This yields
two terms, which we have to estimate. The first term, involving wm,n(s0), is estimated
using the binomial formula and the second term, involving ǫ, is estimated using (56).
It remains to show the statement regarding c-continuity. By Lemma 37, shown next,
the map s 7→ vm,p,n,q[w(s)] is continuous with respect to ‖ · ‖2. By (36) and (37) this will
imply that the function s 7→ ŵ(s)M,N is given as a series involving expressions which are
continuous with respect to ‖ · ‖2. The c-continuity of s 7→ ŵ(s) will follow provided we
show that this series converges uniformly in s ∈ S with respect to the ‖ · ‖2 norm. In fact
we will first show uniform convergence with respect to ‖ · ‖#. In view of (26) this will
imply the uniform convergence with respect to the ‖ · ‖2 norm.
Lemma 37. Let w : S 7→ W#ξ be c-continuous, and let w(S) ⊂ B#(ρ/8, ρ/2, ρ/8). Then
for all s0 ∈ S
lim
s∈S,s→s0
∥∥∥vm,p,n,q[w(s0)]− vm,p,n,q[w(s)]∥∥∥
2
→ 0. (57)
Proof. The kernel vm,p,n,q is a multilinear expression of integral kernels. To show continuity
we use the following identity
A1(s) · · ·An(s)−A1(s0) · · ·An(s0)
=
n∑
i=1
A1(s) · · ·Ai−1(s)(Ai(s)− Ai(s0))Ai+1(s0) · · ·An(s0). (58)
Now (57) follows using estimate (34), the following inequality, which is shown similarly
as the estimate in Lemma 18,∫
dK(m,n)
|K(m,n)|2 supr∈[0,1]
‖Wm,np,q [w](r,Km,n)‖2op ≤ ‖wm+p,n+q‖22, (59)
inequality (26), and the limits
‖w(s0)m,n − w(s)m,n‖2
s→s0−→ 0,
sup
r
∣∣∣∣ χ21(r)w(s0)0,0(r) − χ
2
1(r)
w(s)0,0(r)
∣∣∣∣ s→s0−→ 0,
which follow by assumption.
It remains to show that the defining series of ŵ(s)M,N converges uniformly in s ∈ S.
In view of (36) and (37) this will be established if we can show that (61) and (64) are
finite. To this end, first observe that it follows that for all m+ n ≥ 1
sup
s∈S
‖w(s)m,n‖# ≤ ξm+n sup
s∈S
‖(w(s)m,n)m+n≥1‖#ξ ≤ ξm+n
ρ
8
. (60)
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Inserting (39) and the above estimate into the following expression, for M + N ≥ 1, we
find
∞∑
L=1
∑
(m,n)∈N2L0 :
|m|=M,|n|=N
∑
(p,q)∈N2L0
ml+pl+nl+ql≥1
L∏
l=1
{(
ml + pl
pl
)(
nl + ql
ql
)}
sups∈S‖vm,p,n,q[w(s)]‖#
≤
∞∑
L=1
(−1)L−1ρM+N−1CLt1−L
∑
(m,n)∈N2L0 :
|m|=M,|n|=N
L∏
l=1
{∑
pl,ql
′
(
ml + pl
pl
)(
nl + ql
ql
)
ξml+pl+nl+ql
ρ
8
}
=: F, (61)
where
∑′
pl,ql
denotes the sum over all (pl, ql) ∈ N20 such that ml + pl + nl + ql ≥ 1. If
ml 6= 0 or nl 6= 0 we estimate using
(
n
k
) ≤ 2n∑
pl,ql
′
(
ml + pl
pl
)(
nl + ql
ql
)
ξml+pl+nl+ql ≤ (2ξ)ml+nl
∑
pl≥0
(2ξ)pl
∑
ql≥0
(2ξ)ql ≤ 4, (62)
where we used that 0 < ξ ≤ 1/4. If both ml = 0 and nl = 0 then either pl ≥ 1 or ql ≥ 1
and we estimate∑
pl,ql
′
(
ml + pl
pl
)(
nl + ql
ql
)
ξml+pl+nl+ql ≤
∑
pl+ql≥1
ξplξql ≤ 7
9
≤ 1, (63)
where in the second last inequality we used again 0 < ξ ≤ 1/4. Inserting these estimates
into F and using that there are at most (M+1)(N+1) factors for which ml 6= 0 or nl 6= 0
we find
F ≤ ρM+N−1
∞∑
L=1
CLt
1−L ∑
(m,n)∈N2L0 :
|m|=M,|n|=N
4(M+1)(N+1)
(ρ
8
)L
Now the estimates ∑
(m,n)∈N2L0 :
|m|=M,|n|=N
1 ≤ (L+ 1)M+N
and t−1ρ/8 < 1 imply F <∞. Now we consider (37). Using (39) and (60) we find
∞∑
L=2
∑
(p,q)∈N2L0 :
pl+ql≥1
{
sups∈S‖v0,p,0,q[w(s)]‖#
}
≤
∞∑
L=2
CLt
L−1
{ ∑
p+q≥1
ξp+q
ρ
8
}L
. (64)
This converges since
∑
p+q≥1 ξ
p+q ≤ 7/9 ≤ 1 and t−1ρ/8 < 1.
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9 Codimension-1 Contractivity
In this section we prove that the renormalization transformation is in certain directions a
contraction in Wξ. We recall Definition 25 and the definition introduced in Theorem 32.
In contrast to [1], the contraction originates from the fact the we restrict the renormaliza-
tion transformation to integral kernels for which the sum of the number of creation and
annihilation operators is even, rather than an infrared condition.
Theorem 38. For any positive numbers ρ0 ≤ 1/2 and ξ0 ≤ 1/2 there exist numbers
ρ, ξ, ǫ0 satisfying ρ ∈ (0, ρ0], ξ ∈ (0, ξ0], and 0 < ǫ0 ≤ ρ/8 such that the following property
holds,
Rρ : B0(ǫ, δ1, δ2)→ B0(ǫ+ δ2/2, δ2/2, δ2/2) , ∀ ǫ, δ1, δ2 ∈ [0, ǫ0). (65)
In fact we will prove the following remark which is a slightly stronger statement than
Theorem 38.
Remark 39. Define the constant Cθ := 3 + 2‖∂rχ1‖∞. The contraction property (65)
holds whenever 0 < ρ ≤ 1
16Cθ
, 0 < ξ ≤ [ρ/(2Cθ)]1/4, and 0 < ǫ0 ≤ ρ32 .
Proof. We will prove Remark 39. Theorem 38 will then follow. First observe that if
w ∈ B0(ǫ, δ1, δ2), then (Rρw)m,n = 0, if m + n is odd. Since Cθ ≥ 1, we can assume
that ξ ≤ 1/2 and ρ ≤ 1/2. To show the contraction property, we will use the following
estimate for w ∈ B#(ρ/8, ρ/2, ρ/8)
||vm,p,n,q[w]||# ≤ Cθ
(
16
ρ
)L−1 L∏
l=1
‖wml+pl,nl+ql‖#√
pl!ql!
, (66)
which follows directly from Lemma 30. We shall use the notation z = Eρ[w]
−1(ζ) where
ζ ∈ D1/2, see Lemma 21.
Step 1: We have
‖(Rρw)≥2‖ξ ≤ 1
2
‖w≥2‖ξ.
By the definition of ŵM,N , (36), we find for M +N ≥ 2,
‖ŵ(z)M,N‖#
≤
∞∑
L=1
∑
(m,p,n,q)∈N4L0 :
|m|=M,|n|=N,ml+pl+nl+ql≥1
ρ|m|+|n|−1
L∏
l=1
(
ml + pl
pl
)(
nl + ql
ql
)
‖vm,p,n,q[w(z)]‖#
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Inserting this below and using the Estimate (66) we find with τ := 16/ρ,
‖((Rρw)(ζ))M+N≥2‖#ξ
=
∑
M+N≥2
ξ−(M+N)‖ŵ(z)M,N‖#
≤
∞∑
L=1
∑
(m,p,n,q)∈N4L0 :
|m|+|n|≥2,ml+pl+nl+ql≥1
ρ−1 (2ρ)|m|+|n| (2ξ)−(|m|+|n|)Cθτ
L−1
×
L∏
l=1
{(
ml + pl
pl
)(
nl + ql
ql
)‖w(z)ml+pl,nl+ql‖#√
pl!ql!
}
≤ Cθ
16
[2ρ]2
∞∑
L=1
τL
∑
(m,p,n,q)∈N4L0 :
ml+pl+nl+ql≥1
×
L∏
l=1
{(
ml + pl
pl
)(
nl + ql
ql
)
ξpl+ql2−(ml+nl)ξ−(ml+pl+nl+ql)‖w(z)ml+pl,nl+ql‖#
}
≤ Cθ
4
ρ2
∞∑
L=1
τL
[ ∑
m+p+n+q≥1
(
m+ p
p
)(
n + q
q
)
ξp+q2−(m+n)ξ−(m+p+n+q)‖w(z)m+p,n+q‖#
]L
≤ Cθ
4
ρ2
∞∑
L=1
τL
[∑
l+k≥1
ξ−(l+k)‖w(z)l,k‖#
]L
≤ Cθ
4
ρ2
∞∑
L=1
τL
(
‖w(z)≥2‖#ξ
)L
≤ 8Cθρ‖w(z)≥2‖#ξ , ,
where in the third last inequality we used the binomial formula, (46), and we used
τ‖w≥2‖ξ ≤ 1/2 in the last inequality.
Step 2:
sup
ζ∈D1/2
‖∂r(Rρw)(ζ)0,0 − 1‖∞ ≤ sup
z∈D1/2
‖∂rw(z)0,0 − 1‖∞ + 1
2
‖w≥1‖ξ.
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Using the definition of ŵ0,0, (37), and we find,
‖∂r(Rρw)(ζ)0,0 − 1‖∞ ≤ ‖∂rw(z)0,0 − 1‖∞ + ρ−1
∞∑
L=2
∑
(p,q)∈N2L0 :
pl+ql≥1
‖v0,p,0,q[w(z)]‖#
≤ ‖∂rw(z)0,0 − 1‖∞ + ρ−1
∞∑
L=2
Cθτ
L−1 ∑
(p,q)∈N2L0 :
pl+ql≥2
L∏
l=1
‖w(z)pl,ql‖#√
pl!ql!
≤ ‖∂rw(z)0,0 − 1‖∞ + Cθ
16
∞∑
L=2
[
τξ2
]L [ ∑
p+q≥2
ξ−(p+q)‖w(z)p,q‖#
]L
≤ ‖∂rw(z)0,0 − 1‖∞ + Cθ
16
ξ4
∞∑
L=2
[
τ‖w(z)≥2‖#ξ
]L
≤ ‖∂rw(z)0,0 − 1‖∞ + Cθ
16
ξ4τ‖w(z)≥2‖#ξ (67)
where in the last estimate we used τ‖w≥1‖ξ ≤ 1/2.
Step 3:
sup
ζ∈D1/2
|(Rρw)(ζ)0,0(0) + ζ | ≤ 1
2
‖w≥1‖ξ.
We estimate
|(Rρw)(ζ)0,0(0) + ζ | ≤ ρ−1
∞∑
L=2
∑
(p,q)∈N2L0 :
pl+ql≥1
‖v0,p,0,q[w(z)]‖#
≤ Cθ
16
ξ4τ‖w(z)≥1‖#ξ ,
where in the last step we used an estimate from Step 2.
10 Construction of Eigenvectors and Eigenvalues
In this section we show how the contraction property of Theorem 38 and the Feshbach
property allows us to recover the eigenvectors and eigenvalues of the initial operator. The
main theorems of this section are Theorems 42 and 43. Theorem 42, apart from the last
sentence, is from [1]. We follow the proof given there, and isolate a few estimates which
will be needed to prove the analyticity and continuity results of Theorem 4. The last
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sentence in Theorem 42, has been shown in [12] but in a different way, due to the different
representation of the spectral parameter in [12].
Throughout this section we assume the following hypothesis.
(R) Let ρ, ξ, ǫ0 be positive numbers such that the contraction property (65) holds and
ρ ≤ 1/4, ξ ≤ 1/4 and ǫ0 ≤ ρ/8.
We note that many statements only require 0 < ρ ≤ 1/2 and 0 < ξ ≤ 1/2. But we will
need 0 < ρ ≤ 1/4 in Lemma 40, below, and we will need 0 < ξ ≤ 1/4 for the statement
about c-continuity in Theorem 33. Hypothesis (R) allows us to iterate the renormalization
transformation as follows,
B0(1
2
ǫ0,
1
2
ǫ0,
1
2
ǫ0)
Rρ−→ B0([1
2
+
1
4
]ǫ0,
1
4
ǫ0,
1
4
ǫ0)
Rρ−→ · · · Rρ−→ B0(Σnl=1 12l ǫ0,
1
2n
ǫ0,
1
2n
ǫ0).
For w ∈ B0(ǫ0/2, ǫ0/2, ǫ0/2) and n ∈ N0, we define
w(n) := Rnρ (w) ∈ B0(ǫ0, 2−n−1ǫ0, 2−n−1ǫ0) . (68)
We introduce the definitions
En,ρ[w](z) := Eρ[w
(n)](z) = −ρ−1〈Ω, H(w(n)(z))Ω〉
Un[w] := U [w
(n)] = {z ∈ D1/2||En(z)| < ρ/2}.
By Lemma 21 the map
Jn[w] := En,ρ[w] : Un[w]→ D1/2 , z 7→ En,ρ[w](z)
is an analytic bijection and Jn[w]
−1 : D1/2 → Un[w] ⊂ D1/2. For 0 ≤ n ≤ m, we define
e(n,m)[w] := Jn[w]
−1 ◦ · · · ◦ Jm[w]−1(0) .
Lemma 40 stated below immediately implies that the limit e(n,∞)[w] := limm→∞ e(n,m)[w]
exists for all n ∈ N0.
Lemma 40. Assume (R) and let w ∈ B0(ǫ0/2, ǫ0/2, ǫ0/2). Then
|e(n,m)[w]− e(n,m+k)[w]| ≤
(
4ρ
3
)m−n
. (69)
Proof. For notational simplicity we drop the w dependence in the proof. By Lemma 21,
|ρ∂zJn(z)− 1| ≤ 1/4 , ∀z ∈ Un . (70)
This implies by the inverse function theorem that
|∂ζJ−1n (ζ)| ≤
4ρ
3
, ∀ζ ∈ D1/2 . (71)
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An iterated application of (71), the convexity of D1/2, and the chain rule yields
|e(n,m) − e(n,m+k)| = |J−1n ◦ · · · ◦ J−1m (0)− J−1n ◦ · · · ◦ J−1m (J−1m+1 ◦ · · · ◦ J−1k (0))|
≤
(
4ρ
3
)m−n
1
2
.
Next we introduce some notation. Let
Hn[w] := H(w
(n)
(
e(n,∞)[w])
)
Tn[w] := w
(n)
0,0 (e(n,∞)[w])(Hf)
Qn[w] := Qχρ(Hn[w], Tn[w])
For n,m ∈ N0 with n ≤ m we define vectors ψ(n,m)[w] ∈ Hred by setting ψ(n,n)[w] = Ω and
ψ(n,m)[w] = Qn[w]Γ
∗
ρQn+1[w]Γ
∗
ρ · · ·Qm−1[w]Ω.
Lemma 40 stated below immediately implies that this sequence converges as m → ∞,
i.e., the limit
ψ(n,∞)[w] := lim
m→∞
ψ(n,m)[w] (72)
exists for all n ∈ N0 .
Lemma 41. Assume (R) and let w ∈ B0(ǫ0/2, ǫ0/2, ǫ0/2). Then
‖ψ(n,m+1)[w]− ψ(n,m)[w]‖ ≤ 2−m16ǫ0
ρ
exp[2−n32ǫ0ρ−1] . (73)
Proof. For notational compactness we drop the w dependence in the proof. Note that
ψ(n,m+1) − ψ(n,m) = QnΓ∗ρQn+1Γ∗ρ · · ·Qm−1Γ∗ρ(Qm − χρ)Ω, (74)
where we used Γ∗ρχρΩ = Ω. Next we set Wn := Hn − Tn and estimate Qn − χρ,
‖Qn − χρ‖ ≤ ‖χρ(Tn + χρWnχρ)−1χρWnχρ‖
≤ (ρ/8− ‖Wn‖)−1 ‖Wn‖
≤ 16ǫ0
ρ
2−n , (75)
where in the second inequality we used that |Tn(r)| ≥ ρ/8 if r ∈ [34ρ, 1], see (31) and in
the last inequality we used ‖Wn‖ ≤ 2−n−1ǫ0 ≤ ρ/16, see (24). Eq. (75) implies
‖Qn‖ ≤ 1 + 16ǫ0
ρ
2−n .
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Using this and (75) to estimate the difference (74), we find
‖ψ(n,m+1) − ψ(n,m)‖ ≤ 2−m16ǫ0
ρ
m−1∏
j=n
[
1 + 2−j16ǫ0/ρ
]
. (76)
The estimate of the lemma follows from
∏∞
j=0(1 + λj) ≤ exp[
∑∞
j=0 λj], which holds for
λj ≥ 0.
We are now ready to state the main theorem of this section.
Theorem 42. Assume Hypothesis (R). Let w ∈ B0(ǫ0/2, ǫ0/2, ǫ0/2). Then the complex
number e(0,∞)[w] ∈ D1/2 defined in (69) is an eigenvalue of H(w), in the sense that
dimker{H(w(e(0,∞))[w])} ≥ 1 .
Moreover, the vector ψ(0,∞)[w] defined in (72) is a corresponding eigenvector, i.e., is a
non-zero element of ker{H(w(e(0,∞)[w])}. We have the bound ‖ψ(0,∞)[w]‖ ≤ 4e4. If w is
symmetric and −1/2 < z < e(0,∞)[w], then H(w(z)) is bounded invertible.
Proof. For compactness we suppress the w dependence in the proof. We show that ψ(0,∞)
is a nonzero vector, which is in the kernel of H(w(e(0,∞)). By (73) we have the norm
estimate
‖ψ(n,∞) − Ω‖ = ‖ψ(n,∞) − ψ(n,n)‖ ≤ 2−n32ǫ0
ρ
exp[2−n32ǫ0ρ−1] , (77)
This implies that ψ(n0,∞) 6= 0 provided n0 is sufficiently large. Next we show that ψ(n,∞)
is in the kernel of Hn. To this end, we shall iterate the following identity
Hn−1Qn−1Γ
∗
ρ = ρΓ
∗
ρχ1(Hf )Hn ,
which is a consequence of identities involving the Feshbach operator. For n ≤ m,
Hnψ(n,m) := (HnQnΓ
∗
ρ)(Qn+1Γ
∗
ρ · · ·Qm−1Ω)
= ρΓ∗ρχ1(Hn+1Qn+1Γ
∗
ρ)(Qn+2Γ
∗
ρ · · ·Qm−1Ω)
...
= ρm−n(Γ∗ρχ1)
m−nHmΩ . (78)
Since Hn is a bounded operator on Hred the left hand side converges to Hnψ(n,∞) as
m→∞. Also the right hand side converges to 0 as m→∞, since by (68)
‖HmΩ‖ ≤ const.
and there is an overall factor ρm−n. Thus taking the limit as m tends to infinity in (78)
yields for all n ∈ N0
Hnψ(n,∞) = 0 .
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In particular we have shown, Hn0ψ(n0,∞) = 0 and ψ(n0,∞) 6= 0. A repeated application of
the Feshbach property implies that ψ(0,∞) 6= 0 and H0ψ(0,∞) = 0. The bound on ψ(0,∞)
follows from Lemma 41 and ǫ0 ≤ ρ/8.
Now we show the statement about symmetric kernels w. Thus let w be symmetric.
Then all w(n) are also symmetric, by Theorem 32. Let −1
2
< ζ ≤ − 3
16
ρ. Then we estimate,
with En(ζ) := −〈Ω, H(w(n)(ζ))Ω〉,
〈ϕ,H(w(n)(ζ))ϕ〉
=
〈
ϕ,
(
T [w(n)(ζ)] + En(ζ)− ζ + ζ − En(ζ) +W [w(n)(ζ)]
)
ϕ
〉
≥ 〈ϕ, (T [w(n)(ζ)] + En(ζ))ϕ〉 − ζ‖ϕ‖2 − |ζ − En(ζ)|‖ϕ‖2 − |〈ϕ,W [w(n)(ζ)])ϕ〉|
≥
(
3
16
− 1
16
− 1
16
)
ρ‖ϕ‖2 = 1
16
ρ‖ϕ‖2,
where the first term in the second line is non-negative since ‖∂rw(n)0,0 − 1‖ ≤ 1/2 and
w(n) is symmetric, and the last term in the second line is estimated using (24). Applying
Theorem 10 iteratively, we find that H(w(z)) is bounded invertible if z ∈ Kn((−12 ,− 316ρ]),
where we have set Kn := J
−1
0 ◦ · · · ◦ J−1n−1 if n ≥ 1 and K0 := id. It follows that H(w(z))
is bounded invertible if
z ∈ IN :=
N⋃
n=0
Kn
(
(−1
2
,− 3
16
ρ]
)
,
for some N ∈ N. Below we will show that
IN ⊃ (−1
2
, KN(− 3
16
ρ)]. (79)
In view of estimate (71) and the definition of e(0,∞) we have limN→∞KN(− 316ρ) = e(0,∞).
Thus (79) will imply that H(w(z)) is bounded invertible for all z ∈ (−1
2
, e(0,∞)). To
show (79) we first note that J−1n : D1/2 → Un is bijective, differentiable, maps real
numbers to real numbers, since w(n) is symmetric, and is increasing because of (70).
Note that by (71) J−1n extends continuously to the boundary of D1/2. It follows that
Un ∩ R = (J−1n (−1/2), J−1n (1/2)). Since D 3
8
ρ ⊂ Un ⊂ D1/2 (see Lemma 21) we conclude
that
−1
2
≤ J−1n (−1/2) ≤ −
3
16
ρ.
This implies that for any b ∈ (−1/2, 1/2), we have(
(−1
2
,− 3
16
ρ] ∪ J−1n ((−
1
2
, b])
)
⊃ (−1
2
, J−1n (b)].
Iterating this relation one easily shows (79).
The next theorem states in what sense analytic kernels lead to analytic eigenvalues
and eigenvectors. It also relates c-continuous kernels to continuous eigenvalues and eigen-
vectors.
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Theorem 43. Assume Hypothesis (R). Let S be an open subset of Cν (a topological
space). Suppose
w(·, ·) : S ×D1/2 →W#ξ
(s, z) 7→ w(s, z)
is an analytic (a c-continuous) function such that w(s)(·) := w(s, ·) is in B0(ǫ0/2, ǫ0/2, ǫ0/2).
Then s 7→ e(0,∞)[w(s)] and s 7→ ψ(0,∞)[w(s)] are analytic (continuous) functions.
Proof. From Theorems 38 and 33 it follows that all integral kernels (s, z) 7→ w(n)(s, z) are
analytic (c-continuous). In particular (s, z) 7→ Eρ[w(n)(s)](z) is analytic (continuous). It
follows that the mapping (s, z) 7→ Eρ[w(n)(s)]−1(z) on S ×D1/2 is analytic (continuous),
which can be seen from Lemma 21 and identity (47). Now it follows from the definition
that e(n,m)[w(s)] is an analytic (continuous) function of s. By Lemma 40 the limits of
e(n,m)[w(s)] as m tends to infinity are uniform in s. Thus s 7→ e(n,∞)[w(s)] is analytic
(continuous). It follows that Hn[w(s)], Tn[w(s)] depend analytically on s by the inequal-
ity (23) (continuously on s by Lemma 20). This implies that Qn[w(s)] is an analytic
(continuous) function of s. By definition now also ψ(n,m)[w(s)] is an analytic (continuous)
function of s. Since by Lemma 41 the limit of ψ(n,m)[w(s)] asm tends to infinity is uniform
in s, it follows that ψ(0,∞)[w(s)] is also an analytic (continuous) function of s.
11 Initial Feshbach Transformations
We perform two initial Feshbach transformations before we start the renormalization
procedure. The main theorem of this section is Theorem 46. Throughout this section we
will assume that Hypothesis (H) holds. First we set
χ(I) = P1 ⊗ 1 , χ(I) = P2 ⊗ 1
where
P1 =
(
0 0
0 1
)
, P2 =
(
1 0
0 0
)
.
We do not choose to include a boson momentum cutoff in χ(I), since the associated
Feshbach map would otherwise contain terms which are linear in creation and annihilation
operators.
Theorem 44. (Hλ,σ − z,Hf + τ − z) is a Feshbach pair for χ(I) provided |z| < 2.
Proof. We will identify the ranges of P1 and P2 with F . If is sufficient to verify the
assumptions of Lemma 11. These are easily verified noting that: (Hf + τ − z)|Ranχ(I) ∼=
Hf +2− z is invertible if |z| < 2, P2σxφ(fσ)P2 = 0, and by elementary estimates given in
Appendix A we have that (Hf + 2− z)−1φ(fσ) is bounded if |z| < 2
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By Theorem 44 the following definition makes sense for |z| < 2
H
(I)
λ,σ(z) := Fχ(I)(Hλ,σ, Hf + τ − z) ↾ Ranχ(I) ∼= Hf − z − λ2φ(fσ)(Hf + 2− z)−1φ(fσ),
where we identified the range of χ(I) with the Fock space. Next we use the pull-through
formula, Lemma (52), to express H
(I)
λ,σ in terms of integral kernels. To this end we introduce
the notation
Hm,n(wm,n) =
∫
Rm+n
dK(m,n)
|K(m,n)|1/2a
∗(k(m))wm,n(Hf , K
(m,n))a(k˜(n)) . (80)
Definition (80) is understood in the sense of forms. We have
H
(I)
λ,σ = T
(I)
λ,σ +W
(I)
λ,σ
with T
(I)
λ,σ(z) = H0,0(w
(I)
0,0(λ, σ, z)) and W
(I)
λ,σ(z) :=
∑
m+n=2Hm,n(w
(I)(λ, σ, z)) where
t(I)(λ, σ, z)(r) := w
(I)
0,0(λ, σ, z)(r) := r − z − λ2
∫
d3k
(4π)2ω(k)
|fσ(k)|2
r + |k|+ 2− z ,
and w
(I)
m,n = (ŵ
(I)
m,n)sym, with
ŵ
(I)
2,0(λ, σ, z)(r, k1, k2) := −λ2fσ(k1)fσ(k2)
1
r + |k1|+ 2− z ,
ŵ
(I)
0,2(λ, σ, z)(r, k˜1, k˜2) := −λ2
1
r + |k˜1|+ 2− z
fσ(k˜1)fσ(k˜2),
ŵ
(I)
1,1(λ, σ, z)(r, k1, k˜1) := −λ2fσ(k1)
[
1
r + 2− z +
1
r + |k1|+ |k˜1|+ 2− z
]
fσ(k˜1) .
By w(I) we denote the tuple consisting of the 4 components w
(I)
m,n with m+ n = 0, 2. We
will now apply the Feshbach transformation one more time. The next theorem states that
for sufficiently small values of the coupling constant (H
(I)
λ,σ, T
(I)
λ,σ) is a Feshbach pair for χ1.
To formulate the theorem we introduce the following constant
µ0 :=
(
8max(‖f/(4π√ω)‖, ‖f/(4πω)‖))−1 .
Theorem 45. Let |λ| < µ0, σ ≥ 0, and |z| ≤ 1/2. Then the pair of operators (H(I)λ,σ(z), T (I)λ,σ(z))
is a Feshbach pair for χ1 and on D1/2 we have
‖T (I)λ,σ
−1|Ranχ1‖ ≤
64
15
, ‖T (I)λ,σ
−1
χ1W
(I)
λ,σ‖ <
7
15
, ‖W (I)λ,σT (I)λ,σ
−1
χ1‖ <
7
15
. (81)
Proof. Let δ0 := max(‖f/(4π
√
ω)‖, ‖f/(4πω)‖). First we show that on D1/2 we have
‖W (I)λ,σ‖ ≤ |λ|27δ20 . (82)
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To this end note that
W
(I)
λ,σ(z) = −λ2φ(fσ)(Hf + 2− z)−1φ(fσ) + λ2
∫
d3k
(4π)2ω(k)
|fσ(k)|2
Hf + |k|+ 2− z .
For |z| ≤ 1/2, this yields the estimate
‖W (I)λ,σ‖ ≤ |λ|2‖φ(fσ)(Hf + 1)−1/2‖‖(Hf + 1)−1/2φ(fσ)‖+ |λ|2‖f/(4π
√
ω)‖2. (83)
Now using elementary estimates collected in Lemma 57 to estimate the first term in (83)
one obtains (82). Next observe that T
(I)
λ,σ commutes with χ1 and χ1. From the following
estimate it follows that T
(I)
λ,σ is bounded invertible on the range of χ1. For r ≥ 3/4,
|t(I)(λ, σ, z)(r)| ≥ 3/4− 1/2− |λ|2
∫
d3k
(4π)2ω(k)
|f(k)|2
|k|+ 1 ≥ 15/64 .
This and (82) imply (81). In view of Lemma 11 it follows that (H
(I)
λ,σ, T
(I)
λ,σ) is a Feshbach
pair for χ1.
Let |λ| < µ0 and |z| ≤ 1/2. Then by Theorem (45) the second Feshbach map,
H
(0)
λ,σ(z) := Fχ1(H
(I)
λ,σ(z), T
(I)
λ,σ(z)) ↾ Hred,
is well defined and we are allowed to expand the operator H
(0)
λ,σ(z) in a Neumann series.
We obtain on Hred
H(0) = T (I) + χ1W
(I)χ1 − χ1W (I)χ1
∞∑
n=0
(
−T (I)−1χ1W (I)χ1
)n
T (I)
−1
χ1W
(I)χ1 ,
where we dropped the λ, σ, z dependence and assumed that z ∈ D1/2. Again we normal
order the above expression, using the pull-through formula. To this end we use the identity
of Theorem 27, which also holds for the integral kernels considered here since its proof is
based on algebraic identities. This yields a sequence of integral kernels w˜(0), which are
given as follows. For M +N ≥ 1,
w˜
(0)
M,N(λ, σ, z)(r,K
(M,N)) (84)
=
∞∑
L=1
(−1)L+1
∑
(m,p,n,q)∈N4L0 :
|m|=M,|n|=N,
ml+pl+ql+nl=2
L∏
l=1
{(
ml + pl
pl
)(
nl + ql
ql
)}
V(m,p,n,q)[w
(I)(λ, σ, z)](r,K(M,N)).
Furthermore,
w˜
(0)
0,0(λ, σ, z)(r) = t
(I)(λ, σ, z)(r) +
∞∑
L=2
(−1)L+1
∑
(p,q)∈N2L0 :pl+ql=2
V(0,p,0,q)[w
(I)(λ, σ, z)](r) ,
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where we have used the definition
Vm,p,n,q[w](r,K
(|m|,|n|)) :=
〈
Ω, F¯0(Hf + r)
L∏
l=1
{
W
ml,nl
pl,ql
[w](r + rl, K
(ml,nl))F¯l(Hf + r + r˜l)
}
Ω
〉
(85)
with F¯0[w](r) := χ1(r), F¯L[w](r) := χ1(r), and for l = 1, ..., L− 1 we set
F¯l[w](r) := F¯ [w](r) :=
χ1(r)
2
w0,0(r)
.
Here, we used the definition
W
m,n
p,q [w](r,K
(m,n)] (86)
:=
∫
dX(p,q)
|X(p,q)|1/2a
∗(x(p))wm+p,n+q(Hf + r, k(m), x(p), k˜(n), x˜(q))a(x˜(q)).
Recall also the notation introduced in Theorem 27. Since we want to consider symmetric
kernels we set w(0) :=
(
w˜(0)
)(sym)
. We are now ready to state the main theorem of this
section.
Theorem 46. Let 0 < ξ < 1 and δ1, δ2, δ3 > 0. Then there exists a positive λ0 ≤ µ0 such
that for all λ ∈ Bλ0 and σ ≥ 0 we have
w(0)(λ, σ, ·) ∈ B0(δ1, δ2, δ2) (87)
H
(0)
λ,σ(z) = H(w
(0)(λ, σ, z)), ∀z ∈ D1/2. (88)
Moreover the following is true.
(i) For σ ≥ 0, the map (λ, z) 7→ w(0)(λ, σ, z) is a W#ξ -valued analytic function on
Bλ0 ×D1/2.
(ii) For each λ ∈ Bλ0, the map (σ, z) 7→ w(0)(λ, σ, z) ∈ W#ξ is a c-continuous function
on [0,∞)×D1/2.
(iii) For real λ ∈ Bλ0 and σ ≥ 0, the kernel w(0)(λ, σ) is symmetric.
The remaining part of this section is devoted to the proof of Theorem 46. Let us
first outline the proof. From the previous discussion we know that once (87) has been
established then (88) will follow. Thus first we will show (87). The fact that the number
of creation and annihilation operators of w(0) is even, follows directly from the definition.
Showing (87) also requires an estimate of the kernel. To this end we use an estimate on
Vm,p,n,q[w
(I)] which is given in Lemma 47, below. Using that estimate for Vm,p,n,q[w
(I)],
we will then obtain estimates (94), (95), and (96), which imply (87). Those estimates
establish uniform convergence which will then be used to show (i) and (ii) using the
corresponding statement for Vm,p,n,q[w
(I)]. (iii) follows from the definition and (25).
First we show the following Lemma.
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Lemma 47. Let |z| ≤ 1/2, |λ| ≤ µ0, and σ ≥ 0. Then
‖Vm,p,n,q[w(I)(λ, σ, z)]‖# ≤ (L+ 1)CL+1F¯ CW (λ)L. (89)
where
CF¯ := 10‖∂rχ1‖∞ + 31,
CW (λ) := sup
m+n+p+q=2
|λ|26(‖f/ω‖2 + 2‖f‖‖f/ω‖) p+q2 ‖f‖m+n∞ .
Lemma 47 will essentially follow from Lemma 48, shown below. To this end we
introduce the following norms. Again we will use the canonical identification of the
space L∞(R3m+3n;C[0,∞)) with a subset of L∞([0,∞)× R3m+3n). For functions wm,n ∈
L∞(R3m+3n;C[0,∞)) and any (s, p, t, q) with m = s+ p and n = t+ q we define the norm
‖w‖♭s,p,t,q := ess sup
(k(s),k˜(t))∈R3s+3t
[ ∫ dX(p,q)
|X(p,q)|2
× sup
r≥0
∣∣∣wm,n(r, k(s), x(p), k˜(t), x˜(q))∣∣∣2 (r + Σ[x(p)])p(r + Σ[x˜(q)])q]1/2.
Using Lemma 56 in Appendix A, we see that
‖Wm,np,q [w](r,K(m,n))‖op ≤ ‖wm+p,n+q‖♭m,p,n,q (90)
and if wm,n ∈ L∞(Bm+n1 ;C1[0,∞)) we have
‖∂rWm,np,q [w](r,K(m,n))‖op ≤ ‖∂rwm+p,n+q‖♭m,p,n,q, (91)
where the partial derivative ∂rW
m,n
p,q [w] is understood with respect to the weak operator
topology.
Lemma 48. Let |z| ≤ 1/2 and σ ≥ 0. Then the following statements are true.
(a) If m+ n+ p + q = 2 and s = 0, 1, then we have
‖∂srWm,np,q [w(I)(λ, σ, z)](r,K(m,n))‖op ≤ |λ|26(‖f/ω‖2 + 2‖f‖‖f/ω‖)
p+q
2 ‖f‖m+n∞ .
(b) Let |λ| ≤ µ0. Then∥∥(∂rF¯ [w(I)(λ, σ, z)])(Hf + r)∥∥+∥∥F¯ [w(I)(λ, σ, z)](Hf + r)∥∥ ≤ 10‖∂rχ1‖∞+31. (92)
Proof. (a). In view of inequalities (90) and (91) we need to estimate the following, where
we use the abbreviation f(x(p)) = f(x1) · · · f(xp),[
‖∂srw(I)m+p,n+q(λ, σ, z)‖♭m,p,n,q
]2
≤ |λ|2‖f‖m+n∞ 4
∫
dX(p,q)
|X(p,q)|2 supr≥0
|f(x(p))|2|f(x˜(q))|2
|r + 1|2+s (r + Σ[x
(p)])p(r + Σ[x˜(q)])q
≤ |λ|24‖f‖m+n∞ Ep(f)Eq(f), (93)
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where
Ep(f) :=
∫
Rp
dx(p)
|x(p)|2 ||f(x
(p))|2(1 + Σ[x(p)])p.
we have E0(f) = 1 and for p = 1, 2 it is an elementary estimate to obtain Ep(f) ≤
3(‖f/ω‖2 + 2‖f‖‖f/ω‖)p.
(b). We have using Lemma 45
‖F¯ [w(I)(λ, σ, z)](Hf + r)‖ ≤
[
inf r≥3/4t(I)(λ, σ, z)(r)
]−1 ≤ 64/15.
Similarly we estimate the derivative. First we have
∂rF¯ [w
(I)] =
2χ1∂rχ1
t(I)
− χ
2
1∂rt
(I)
(t(I))2
.
Now
∂rt
(I)(λ, σ, z)(r) = 1 + λ2
∫
d3k
(4π)2ω(k)
|fσ(k)|2
(r + |k|+ 2− z)2 .
This yields the estimate |∂rt(I)(λ, σ, z)(r)| ≤ 1 + |λ|2‖f/(4π
√
ω)‖2 ≤ 1 + 1/64. Thus we
find using again Lemma 45, ‖∂rF¯ (Hf + r)‖ ≤ 10‖∂rχ1‖∞+26, and hence (b) follows.
Proof of Lemma 47. First observe that Vm,p,n,q[w
(I)] satisfies the property (i) of the
definition of W#|m|,|n|. To estimate the norm ‖Vm,p,n,q[w(I)]‖# we use (34), the estimates of
Lemma 48, and we calculate the derivative with respect to r using Leibniz rule.
Using Lemma 47 we are now ready to show (87). To this end we let SLM,N denote the
set of tuples (m, p, n, q) ∈ N4L0 with |m| = M , |n| = N , and ml + pl + ql + nl = 2. We
estimate the combinatorial factor in (84) by 2L and obtain for z ∈ D1/2
‖w(0)≥1(λ, σ, z)‖# =
∑
M+N≥1
ξ−(M+N)‖w˜M,N(λ, σ, z)‖#
≤
∑
M+N≥1
∞∑
L=1
∑
(m,p,n,q)∈SLM,N
ξ−(M+N)2L‖Vm,p,n,q[w(I)(λ, σ, z)]‖#
≤
∞∑
L=1
∑
M+N≥1
∑
(m,p,n,q)∈SLM,N
ξ−|m|−|n|(L+ 1)CF¯ [2CW (λ)CF¯ ]
L
≤
∞∑
L=1
(L+ 1)10Lξ−2LCF¯ [2CW (λ)CF¯ ]
L , (94)
where we used (89) in the first inequality, and in the second inequality we used |m|+ |n| ≤
2L and that the number of elements (m, p, n, q) ∈ NL0 with ml+nl+pl+ql = 2 is bounded
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by 10L. A similar but simpler estimate, yields
‖∂rw(0)0,0(λ, σ, z)− 1‖ ≤ ‖∂rt(I)(λ, σ, z)− 1‖+
∞∑
L=2
∑
(p,q)∈N2L0 :pl+ql=2
‖V0,p,0,q[w(I)(λ, σ, z)]‖#
≤ |λ|2‖f/(4π√ω)‖2 +
∞∑
L=2
3L(L+ 1)CF¯ [CW (λ)CF¯ ]
L . (95)
Analogously we have
‖w(0)0,0(λ, σ, z)(0)− z‖ ≤ ‖t(I)(λ, σ, z)(0)− z‖+
∞∑
L=2
∑
(p,q)∈N2L0 :pl+ql=2
‖V0,p,0,q[w(I)(λ, σ, z)]‖#
≤ |λ|2‖f/(4π√ω)‖2 +
∞∑
L=2
3L(L+ 1)CF¯ [CW (λ)CF¯ ]
L . (96)
In view of the definition of CW (λ) the right hand side in (94)–(96) can be made arbitrarily
small for sufficiently small |λ|. It now remains to show (i) and (ii) of Theorem 46.
Part (i) follows from the convergence established in estimates (94)–(96), which is
uniform in (λ, z) ∈ Bλ0 × D1/2 for some ball Bλ0 of nonzero radius, and the following
lemma.
Lemma 49. For (m, p, n, q) ∈ N4L0 and σ ≥ 0, the function
(λ, z) 7→ Vm,p,n,q[w(I)(λ, σ, z)] (97)
is an analytic W#|m|,|n|-valued function on Bµ0 ×D1/2.
Proof. The idea of the proof is to show that (97) is a composition of an analytic map
with an F-differentiable mapping between suitable Banach spaces. The lemma will follow
from Steps 1 and 2, below. First we introduce the following Banach spaces. Let
W#0,0 := {w ∈ C1[0,∞)|‖w‖# := ‖w‖∞ + ‖∂rw‖∞} .
Let W#m,n be the Banach space consisting of functions wm,n ∈ L∞(R3m+3n;C1[0,∞))
satisfying the following properties:
(a) wm,n = w
(sym)
m,n ,
(b) the following norm is finite
‖wm,n‖# := sup
s+p=m
t+q=n
‖wm,n‖♭s,p,t,q + sup
s+p=m
t+q=n
‖∂rwm,n‖♭s,p,t,q.
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Hence for almost all K(m,n) ∈ R3m+3n we have wm,n(·, K(m,n)) ∈ C1[0,∞), where the
derivative is denoted by ∂rwm,n. Furthermore we introduce the Banach space W# :=
W#0,0 ⊕W
#
0,2 ⊕W
#
2,0 ⊕W
#
1,1 with norm ‖w‖ :=
∑
m+n=0,2 ‖wm,n‖#.
Step 1: Let ǫ > 0. Then the map on O¯(ǫ) := {w ∈ W#|inf r≥ 3
4
|w0,0(r)| > ǫ}
Vm,p,n,q[·] : O¯(ǫ) → W#|m|,|n|
w 7→ Vm,p,n,q[w]
is F-differentiable.
Step 1 is shown by writing Vm,p,n,q[·] as a composition of the F-differentiable maps
defined in (98) and (100). Let w = (w1, ..., wL) with wl ∈ Wnl,ml and G = (G1, ..., GL)
with Gl ∈ W0,0. Then the expression
V˜m,p,n,q[w,G](r,K
(|m|,|n|)) := (98)〈
Ω, G0(r + r˜0)
∏L
l=1
{
W
ml,nl
pl,ql
[wl](r + rl, K
(ml,nl)
l )Gl(r + r˜l)
}
Ω
〉
,
satisfies the property (a) of the definition of W#m,n if G0 and GL have support contained
in [0, 1). Moreover one easily shows the bound
‖V˜m,p,n,q[w,G]‖# ≤
L∏
l=0
{‖Gl‖#} L∏
l=1
{‖wl‖#} (99)
calculating the derivative ∂rV˜m,p,n,q[w,G] using Leibniz’ rule and estimating the resulting
expression using inequality (34) and estimates (90) and (91). To show Step 1 it remains
to observe that the map on O¯(ǫ)0,0 := {t ∈ W
#
0,0|infr≥ 3
4
|w0,0(r)| > ǫ}
F¯ [·] : O¯(ǫ)0,0 −→W
#
0,0 , t 7→
χ21
t
(100)
is F-differentiable. Now this is proved essentially the same way as the first part of Lemma
36.
Step 2: The function (λ, z) 7→ w(I)(λ, σ, z) is an analytic W#-valued function on Bµ0 ×
D1/2.
Let (λ, z) ∈ Bµ0 × D1/2. First observe that w(I)(λ, σ, z) ∈ W
#
, which follows from
inequalities (92) and (93). Analyticity in λ is trivial since w(I) is a polynomial of second
degree in λ, with coefficients which are elements ofW#, which again follows from inequal-
ity 93 and estimates used to show (92). To show analyticity in z we show the following
estimate for λ ∈ Bλ0 and z, z + h ∈ D1/2,
‖ (w(I)(λ, σ, z + h)− w(I)(λ, σ, z))− ∂zw(I)(λ, σ, z)‖# = o(1), h→ 0. (101)
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First we need to show that ∂zw
(I)(λ, σ, z) ∈ W#. To show this, consider the denominator
occurring in in the expressions for w
(I)
m,n,
Q(r, a, z) :=
1
r + 2 + a− z ,
where a stands for 0, |k1|, |k˜1| or |k1|+ |k˜1|. Now |∂sr∂zQ(r, a, z)| ≤ |Q(r, a, z)| for r ≥ 0,
z ∈ D1/2, and s = 0, 1. Thus ∂zw(I)(λ, σ, z) ∈ W# follows from the corresponding estimate
for w(I). To show (101) it suffices to consider the difference quotients of the denominators
Q(r, a, z),
1
h
(Q(r, a, z + h)−Q(r, a, z))− ∂zQ(r, a, z) = hP (r, a, z, h), (102)
with
P (r, a, z, h) :=
1
(r + 2 + a+ z)2(r + 2 + a− z + h) . (103)
If h is sufficiently small than |∂srP (r, a, z, h)| ≤ 2|Q(r, a, z)| for r ≥ 0, z ∈ D1/2, and
s = 0, 1. Thus (101), and hence the lemma, now follow again from the corresponding
estimates for w(I).
(ii) of Theorem 46 follows from the convergence established in estimates (94)–(96),
which is uniform in (σ, z) ∈ [0,∞)×D1/2, and the following lemma.
Lemma 50. Let |λ| < µ0. Then the function (σ, z) 7→ Vm,p,n,q[w(I)(λ, σ, z)] is a continuous
function on D1/2 × [0,∞) with respect to the ‖ · ‖2-norm.
The proof uses essentially the same idea as the proof of Lemma 37.
Proof. First observe that the kernel Vm,p,n,q is a multi-linear expression of integral kernels,
thus to show c-continuity we will use (58) and (34). Moreover, we we will use the estimate[∫
Bm+n1
dK(m,n)
|K(m,n)|2 supr≥0
∥∥W [w]m,np,q (r,K(m,n))∥∥2op
]1/2
≤ ‖wm+p,n+q‖♯,
with
‖wm,n‖♯
:=
[∫
dK(m,n)
|K(m,n)|2 supr≥0
∣∣∣wm,n(r, k(m), k˜(n))∣∣∣2 (1 + r + Σ[k(m)])m(1 + r + Σ[k˜(n)])n]1/2 .
which follows from Lemma 56. Above estimates together with the estimates in Lemma
48 and the limits (104) and (105), shown next, yield c-continuity. From the explicit
expression of w(I) it follows from dominated convergence that for m+ n = 2
lim
(z,σ)→(z0,σ0)
∥∥w(I)m,n(λ, σ0, z0)− w(I)m,n(λ, σ, z)∥∥♯ = 0, (104)
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and it follows that
lim
(z,σ)→(z0,σ0)
sup
r∈[0,∞)
∣∣∣∣ χ21(r)t(I)(λ, σ0, z0)(r) − χ
2
1(r)
t(I)(λ, σ, z)(r)
∣∣∣∣ = 0. (105)
12 Proving the Main Theorem
In this section, we prove Theorem 4, the main result of this paper. The basic idea behind
the proof of Theorem 4, is that the ground state and its energy are given as limits of
uniformly convergent sequences having terms which are analytic in λ and continuous in
σ, respectively. A similar idea was used in [12] to show the analyticity in the coupling
constant of the ground state and ground state energy. The exposition in [12] is different
due to the different representation of the spectral parameter.
Proof of Theorem 4. Choose ρ, ξ, ǫ0 such that Hypothesis (R) holds. By Theorem 46
we know that there exists a positive λ0 which is less or equal than µ0 such that for all
λ ∈ Bλ0 and σ ≥ 0 we have w(0)(λ, σ) := w(0)(λ, σ, ·) ∈ B(ǫ0/2, ǫ0/2, ǫ0/2), and that the
analyticity, continuity and symmetry property as stated in (i)-(iii) of Theorem 46 hold.
By Theorem 42 and a twofold application of the Feshbach property, see Theorem 10, it
follows that Eσ(λ) = e(0,∞)[w(0)(λ, σ)] is an eigenvalue of Hλ,σ with nonzero eigenvector
ψσ(λ) = Qλ,σQ
(I)
λ,σψ(0,∞)[w
(0)(λ, σ)] where
Qλ,σ := Qχ(I)(Hλ,σ − Eσ(λ), τ +Hf − Eσ(λ))
Q
(I)
λ,σ := Qχ1(H
(I)
λ,σ(Eσ(λ)), T
(I)
λ,σ(Eσ(λ))).
Note that the first two Feshbach transformations do not involve any transformation of
the spectral parameter. By Theorem 43 it follows that Eσ(λ) and ψ(0,∞)[w(0)(λ, σ)] are
analytic in λ ∈ Bλ0 for all σ ≥ 0 and continuous in σ ∈ [0,∞) for all λ ∈ Bλ0 . It follows
using Theorem 44 that (λ, σ) 7→ Qλ,σ is uniformly bounded on Bλ0 × [0,∞), analytic
in λ, and continuous in σ where the continuity follows from estimate (vi) in Lemma
57. Similarly it follows using Theorem 45 that (λ, σ) 7→ Qλ,σ is uniformly bounded on
Bλ0 × [0,∞), analytic in λ, and continuous in σ Now it follows that ψσ(λ) is analytic for
λ ∈ Bλ0 , continuous in σ ≥ 0. Thus we have shown (ii). Next we show that the expansion
coefficients are bounded and continuous in σ and use Cauchy’s formula
E(n)σ =
1
2πi
∫
|λ|=r
Eσ(λ)
λn+1
dλ , ψ(n)σ =
1
2πi
∫
|λ|=r
ψσ(λ)
λn+1
dλ,
for some positive r which is less than λ0. Using Cauchys formula it follows that supσ≥0 ‖ψ(n)σ ‖
is bounded because of the uniform bound ‖ψσ(λ)‖ ≤ 4e4, see Theorem 42, and the bound-
edness of Qλ,σ and Q
(I)
λ,σ. Moreover σ 7→ ψ(n)σ is continuous, which follows from Cauchy’s
48
formula and dominated convergence. Likewise it follows that supσ≥0 |E(n)σ | is bounded,
since by definition |Eσ(λ)| ≤ 1/2. Again using dominated convergence and Cauchy’s
formula we see that σ 7→ E(n)σ is continuous. By possibly choosing λ0 smaller but still
positive one can ensure that for all σ ≥ 0 the projection
Pσ(λ) :=
|ψσ(λ)〉
〈
ψσ(λ)
∣∣〈
ψσ(λ), ψσ(λ)
〉 (106)
is well defined for |λ| < λ0. To this end we need to show the uniformity in σ. By choosing
a phase and a suitable normalization we can assume that ψσ(λ) = Ω↓+
∑∞
n=1 ψ
(n)
σ λn with
radius of convergence greater or equal to λ0, where Ω↓ is defined in (7). Since we have
shown that ψ
(n)
σ can be estimated uniformly in σ ≥ 0, it follows that the denominator in
(106) can be estimated from below by a positive constant uniformly in σ ≥ 0. In view of
(106), it follows that λ 7→ Pσ(λ) is an analytic function on Bλ0 and that Pσ(λ)∗ = Pσ(λ).
Thus we have shown (iii). The continuity of P
(n)
σ in σ follows from
P (n)σ =
n!
2πi
∫
|λ|=r
Pσ(λ)
λn+1
dλ, 0 < r < λ0,
dominated convergence, and in view of (106) the continuity of ψσ(λ) in σ. To show (i)
assume that λ ∈ Bλ0 is real. Then w(0)(λ, σ) is a symmetric kernel, see Theorem 46.
It now follows from Theorem 42 that H
(0)
λ,σ(z) is bounded invertible if z ∈ (−12 , Eσ(λ)).
Applying the Feshbach property twice it follows that Hλ − z is bounded invertible for
z ∈ (−1
2
, Eσ(λ)). For z ≤ −1/2 the bounded invertibility of Hσ,λ − z follows from the
estimate ‖λσxφ(fσ)(Hf + τ + 12)−1‖ ≤ 6|λ|/(8µ0) < 1, see Lemma 57. Thus Eσ(λ) =
inf σ(Hσ,λ) for real λ ∈ Bλ0 ∩ R. The uniqueness follows from Theorem 3. Finally
observe that (−1)NHλ,σ(−1)N = H−λ,σ where N is the closed linear operator on F with
N ↾ Sn(h
⊗n) = n. This implies that the ground state energy Eσ(λ) cannot depend on
odd powers of λ.
13 Analytic Perturbation Theory
In this section we discuss analytic perturbation theory. We put the discussion in Section 2
about analytic perturbation theory on a sound mathematical footing and justify Equation
(6), by proving Theorem 51 below. Moreover, we elaborate on Remark 6 at the end of
this section.
Theorem 51. For σ > 0, there is a λ0(σ) > 0 such that for all λ ∈ Bλ0(σ), the Hamilto-
nian Hλ,σ has a non-degenerate eigenvalue Êσ(λ) with eigen-projection P̂σ(λ) such that
(i) Êσ(λ) = inf σ(Hλ,σ) for λ ∈ Bλ0(σ) and Êσ(0) = 0.
(ii) λ 7→ Êσ(λ) and λ 7→ P̂σ(λ) are analytic functions on Bλ0(σ).
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(iii) P̂ ∗σ (λ) = P̂σ(λ) for all λ ∈ Bλ0(σ).
Moreover on Bλ0(σ) we have a convergent power series expansion P̂σ(λ) =
∑∞
n=0 P̂
(n)
σ λn,
where P̂
(n)
σ is given by (6).
We will use the notation P↓ :=
(
0 0
0 1
)
.
Proof. Define the subspaces of h,
h(+)σ := L
2({k ∈ R3||k| ≥ σ}) , h(−)σ := L2({k ∈ R3||k| < σ})
and the associated Fock-spaces F (±)σ := F(h(±)σ ), where we denote the vacua by Ω(±)σ . We
consider the natural unitary isomorphism
U : F (+)σ ⊗ F (−)σ → Fs ,
which is uniquely characterized by
U (Sn(h1 ⊗ · · · ⊗ hn)⊗ Sm(g1 ⊗ · · · ⊗ gm)) = Sn+m(h1 ⊗ · · · ⊗ hn ⊗ g1 ⊗ · · · ⊗ gm),
for any h1, ..., hn ∈ h(+)σ and g1, ..., gm ∈ h(−)σ . We denote the trivial extension of U to
C2 ⊗ F (+)σ ⊗ F (−)σ by the same symbol. We write
U∗Hσ(λ)U =
(
H0,σ + λT
(+)
σ
)⊗ 1 + 1⊗ 1⊗H(−)f,σ ,
where we introduced the following operators acting on the corresponding spaces
H0,σ := τ ⊗ 1 + 1⊗H(+)f,σ
T (+)σ := σx ⊗ φ(χσf), H(+)f,σ := dΓ(χσω), H(−)f,σ := dΓ((1− χσ)ω).
Now observe thatH
(−)
f,σ has only one eigenvalue. That eigenvalue is zero, it is at the bottom
of the spectrum, it is non-degenerate and and its eigenvector is the vacuum of F (−)σ . This
implies that Hσ(λ) and H0,σ + λT
(+)
σ have the same eigenvalues and the corresponding
eigen-spaces are in bijective correspondence. Next observe that H0,σ has at the bottom
of its spectrum an isolated non-degenerate eigenvalue. In fact we have σ(H0,σ) = {0} ∪
[σ,∞). Moreover, λ 7→ H0,σ + λT (+)σ is an analytic family, since the interaction term is
infinitesimally bounded with respect to H0,σ. Now by analytic perturbation theory, it
follows that there exists an ǫ > 0 such that for λ in a neighborhood of zero the following
operator is well defined
P (+)σ (λ) := −
1
2πi
∫
|z|=ǫ
(H
(+)
0,σ + λT
(+)
σ − z)−1dz. (107)
Moreover, the operator P
(+)
σ (λ) projects onto a one-dimensional space which is the eigen-
space of H
(+)
0,σ + λT
(+)
σ with eigenvalue Eσ(λ). Furthermore, P
(+)
σ (λ) and Eσ(λ) depend
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analytically on λ and Eσ(0) = 0. We conclude that Eσ(λ) is a non-degenerate eigenvalue
of Hλ,σ with corresponding eigen-projection
P̂σ(λ) = U(P
(+)
σ (λ)⊗ PΩ(−)σ )U
∗, (108)
and properties (i)-(iii) of the theorem are satisfied, where P
Ω
(±)
σ
denotes the orthogonal
projection in F (±)σ onto Ω(±)σ . Expanding in a Neumann series we find
P (+)σ (λ) = −
∞∑
n=0
λn
1
2πi
∫
|z|=ǫ
(H
(+)
0,σ − z)−1
(
T (+)σ (H
(+)
0,σ − z)−1
)n
dz.
Inserting the Laurent expansion of the resolvent about 0,
(H
(+)
0,σ − z)−1 =
∞∑
ν=0
S(ν,+)σ z
ν−1
where
S(ν,+)σ =
{ −P↓ ⊗ PΩ(+)σ , ν = 0(
H
(+)
0,σ
)−ν
(1− P↓ ⊗ PΩ(+)σ ) , ν ≥ 1,
and calculating the contour integral we arrive at P
(+)
σ (λ) =
∑∞
n=0 P
(n,+)
σ λn, with
P (n,+)σ = −
∑
ν1+...+νn+1=n, νi≥0
S(ν1,+)σ T
(+)
σ S
(ν2,+)
σ ...T
(+)
σ S
(νn+1,+)
σ . (109)
Now using identity (108), we find (6) noting that that U(1⊗P
Ω
(−)
σ
)U∗ = Qσ and U(S
(ν,+)
σ ⊗
P
Ω
(−)
σ
)U∗ = S(ν)σ .
Next we will elaborate on the statement of Remark 6. We calculate the first four
coefficients of P (λ) using (6). We set b(f) = a(fσ/
√
ω) and b∗(f) = a∗(fσ/
√
ω). To keep
the notation simple the integration symbol
∫
stands in this section for
∏
i
∫
|ki|≥σ and we
drop the σ-subscript of P̂
(n)
σ , S
(ν)
σ , and Tσ. By divergent we mean an expression which
diverges in the limit σ ↓ 0. We will write P↓ for a short hand notation of P↓⊗1 and define
PΩ := 1⊗ |Ω〉〈Ω|. We find
P̂ (0) = −S(0) = P↓PΩ.
Furthermore, we have
P̂ (1) = −S(1)TS(0) − S(0)TS(1) = (2 +Hf)−1b∗(f)P↓PΩ + PΩP↓b(f)(2 +Hf)−1.
To determine higher order expressions, we note that terms of the form S(0)TS(0) vanish.
We find
P (2) = −S(0)TS(1)TS(1) − S(1)TS(0)TS(1) − S(0)TS(1)TS(1) − S(0)TS(2)TS(0)
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with
S(0)TS(2)TS(0) =
∫
d3k|f(k)|2
(4π)2|k|(|k|+ 2)2P↓PΩ
S(1)TS(1)TS(0) = −H−1f b∗(f)(Hf + 2)−1b∗(f)P↓PΩ
S(0)TS(1)TS(1) = −P↓PΩb(f)(Hf + 2)−1b(f)H−1f
S(1)TS(0)TS(1) = −P↑(Hf + 2)−1b∗(f)PΩb(f)(Hf + 2)−1P↑.
One checks that all above terms are not divergent. Similarly, one finds that P (3) does not
contain any divergent terms. Next we consider the following terms occurring in P̂ (4)
A := S(1)TS(1)TS(1)TS(1)TS(0), B := S(2)TS(1)TS(0)TS(1)TS(0).
Inserting the definition of T we find A = A1 + A2 + A3 with
A1 = −H−1f b(f)(Hf + 2)−1b∗(f)H−1f b∗(f)(Hf + 2)−1b∗(f)P↓PΩ
A2 = −H−1f b∗(f)(Hf + 2)−1b(f)H−1f b∗(f)(Hf + 2)−1b∗(f)P↓PΩ
A3 = −H−1f b∗(f)(Hf + 2)−1b∗(f)H−1f b∗(f)(Hf + 2)−1b∗(f)P↓PΩ.
Above we used that the other contributions to A vanish, which can be seen by using the
following identity which holds for k ≥ 1,
S(k) = H−kf P
⊥
Ω P↓ + (2 +Hf)
−kP⊥Ω P↑ + 2
−kP↑PΩ ,
with P↑ := 1 − P↓ and P⊥Ω := 1 − PΩ. Using the pull-through formula and the canonical
commutation relations, we find using dk(3) = d3k1d
3k2d
3k3,
A1 = −
∫
dk(3)|f(k1)|2f(k2)f(k3)
(4π)4|k1||k2|1/2|k3|1/2
[
1
|k2|+ |k3|
] [
1
|k1|+ |k2|+ |k3|+ 2
]
×
{
1
|k2|+ |k3|
1
|k3|+ 2 +
1
|k1|+ |k3|
1
|k3|+ 2 +
1
|k3|+ |k1|
1
|k1|+ 2
}
a∗(k2)a∗(k3)PΩP↓.
Note that only the first term in the brackets {· · · } yields a divergent expression. Similarly
one finds
A2 = −
∫
dk(3)|f(k1)|2f(k2)f(k3)
(4π)4|k1||k2|1/2|k3|1/2
[
1
|k2|+ |k3|
] [
1
|k3|+ 2
] [
1
|k1|+ |k3|
]
×
{
1
|k3|+ 2 +
1
|k1|+ 2
}
a∗(k2)a∗(k3)PΩP↓.
One sees that A2 is not divergent. Likewise one checks that A3 is not divergent. For B
we obtain
B =
∫
dk(3)|f(k1)|2f(k2)f(k3)
(4π)4|k1||k2|1/2|k3|1/2
[
1
|k2|+ |k3|
]2 [
1
|k2|+ 2
] [
1
|k1|+ 2
]
a∗(k2)a∗(k3)PΩP↓.
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Now one sees that the divergence in B and the divergence in A cancel, which follows using
the identity
1
|k1|+ 2 −
1
|k1|+ |k2|+ |k3|+ 2 =
1
|k1|+ 2 (|k2|+ |k3|)
1
|k1|+ |k2|+ |k3|+ 2 ,
and the symmetry of the corresponding expressions with respect to k2 and k3.
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Appendix A: Elementary Estimates and the Pull-through
Formula
To give a precise meaning to expressions which occur in (18) and (80), we introduce the
following definition. For ψ having finitely many particles we set
[a(k1) · · · a(kl)ψ]n (kl+1, ..., kl+n) :=
√
(l + n)!
n!
ψl+n(k1, ..., kl+n), (110)
for k1, ..., kl+n ∈ R3. Using a theorem of Fubini it is elementary to see that for such ψ the
vector valued map (k1, ..., kl) 7→ a(k1) · · ·a(kl)ψ is an element of L2(R3l;F). We note that
definition (110) is consistent with (1), since a straightforward computation shows that∫
f1(k1) · · · fl(kl) [a(k1) · · · a(kl)ψ]n (kl+1, ..., kl+n)d3k1 · · · d3kl
= [a(f1) · · ·a(fl)ψ]n (kl+1, ..., kl+n).
We will make repeated use of the well known pull-through formula which is stated in
the following lemma.
Lemma 52. Let f : R+ → C be a bounded measurable function. Then
f(Hf)a
∗(k) = a∗(k)f(Hf + ω(k)), a(k)f(Hf) = f(Hf + ω(k))a(k) .
The pull through formula can be shown as follows. Using definition (110), we have for
any ψ ∈ F with finitely many particles
[f(Hf + ω(k))a(k)ψ]n(k1, ..., kn) = f(ω(k1) + · · ·+ ω(kn) + ω(k))
√
n + 1ψn+1(k, k1, ..., kn)
= [a(k)f(Hf)ψ]n(k1, ..., kn).
This shows the second identity, since vectors with finitely many particles are dense in F .
The first identity follows by taking the adjoint of the second identity.
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Remark 53. Note that for ψ ∈ Hred, the statements of Lemma 54 and Corollary 55 also
hold in the case X = B1.
Lemma 54. Let X = R3 and P⊥Ω = 1− |Ω〉〈Ω|. Then for n ≥ 1,∫
Xn
dk(n)|k(n)|
∥∥∥∥∥
n∏
l=1
[
Hf + Σ[k
(l)]
]−1/2
a(k(n))ψ
∥∥∥∥∥
2
=
∫
Xn
dk(n)|k(n)|
∥∥∥∥∥
n∏
l=1
[
a(kl)H
−1/2
f
]
P⊥Ω ψ
∥∥∥∥∥
2
= ‖P⊥Ω ψ‖2.
Proof. The first identity follows from the pull-through formula. The second identity
follows from iteration of the following equality where φ = P⊥Ω ψ,∫
X
d3k|k|‖a(k)H−1/2f φ‖2 = 〈H−1/2f φ,HfH−1/2f φ〉 = ‖φ‖2.
Corollary 55. Let X = R3. Then∫
Xn
dk(n)|k(n)| ∥∥a(k(n))ψ∥∥2 ≤ ‖Hn/2f ψ‖2.
Proof. ∫
Xn
dk(n)|k(n)| ∥∥a(k(n))ψ∥∥2
=
∫
Xn
dk(n)|k(n)|
∥∥∥(Hf + Σ[k(n)])−n/2a(k(n))Hn/2f ψ∥∥∥2
≤
∫
Xn
dk(n)|k(n)|
∥∥∥∥∥
n∏
l=1
[
Hf + Σ[k
(l)]
]−1/2
a(k(n))H
n/2
f ψ
∥∥∥∥∥
2
= ‖Hn/2f ψ‖2,
where in the first equality we used the pull-through formula. The second line follows
from an elementary operator inequality using Σ[k(l)] ≤ Σ[k(n)], if l ≤ n. The last equality
follows from Lemma 54.
Lemma 56. For Hm,n(·) as defined in (80) we have
‖Hm,n(wm,n)‖2
≤
∫
dK(m,n)
|K(m,n)|2 supr≥0 |wm,n(r,K
(m,n))|2
m∏
l=1
[
r + Σ[k(l)]
] n∏
l˜=1
[
r + Σ[k˜(l˜)]
]
≤
∫
dK(m,n)
|K(m,n)|2 supr≥0 |wm,n(r,K
(m,n))|2 [r + Σ[k(m)]]m [r + Σ[k˜(n)]]n
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Proof. The first inequality is obtained by estimating
|〈φ,Hm,n(wm,n)ψ〉|.
To this end one inserts identities of the form 1 =
[
Hf + Σ[k
(l)]
]1/2 [
Hf + Σ[k
(l)]
]−1/2
, uses
the Cauchy-Schwarz inequality, and Lemma 54. The second inequality follows from the
first since Σ[k(p)] ≤ Σ[k(q)], if p ≤ q.
Now we collect some elementary estimates.
Lemma 57. We have the estimates
(i) ‖a(f)ϕ‖ ≤ ‖f/√ω‖‖H1/2f ϕ‖
(ii) ‖H−1/2f P⊥Ω a∗(f)‖ = ‖a(f)H−1/2f P⊥Ω ‖ ≤ ‖f/
√
ω‖
(iii) ‖a∗(f)ϕ‖2 ≤ ‖f‖2‖ϕ‖2 + ‖f/√ω‖2‖H1/2f ϕ‖2
(iv) ‖a(f)(Hf + 1)−1/2‖ = ‖(Hf + 1)−1/2a∗(f)‖ ≤ ‖f/
√
ω‖
(v) ‖(Hf + 1)−1/2a(f)‖ = ‖a∗(f)(Hf + 1)−1/2‖ ≤ (‖f/
√
ω‖2 + ‖f‖2)1/2
(vi) ‖(Hf + 1)−1/2φ(f)‖ = ‖φ(f)(Hf + 1)−1/2‖ ≤
∥∥∥ f4π√ω∥∥∥+ [∥∥ f4πω∥∥2 + ∥∥∥ f4π√ω∥∥∥2]1/2
Proof. (i) follows from Corollary 55 with n = 1 and the Cauchy-Schwarz inequality, (ii)
follows from (i), (iii) follows from (i) and the canonical commutation relations of the
creation and annihilation operators, (iv) follows from (ii), (v) follows from (iii), and (vi)
follows from (iv) and (v).
Appendix B: Wick’s Theorem
Let (σ1, σ2, ..., σn} ∈ {+,−}n. For any subset Z ⊂ Nn := {1, 2, ..., n}, n ∈ N, we set
Z± := {j ∈ Z|σj = ±}. We use the notation a+(k) = a∗(k) and a−(k) = a(k). We define
the Wick-ordered product : · : by
:
∏
j∈Z
aσj (kj) ::=
∏
j∈Z+
aσj (kj)
∏
j∈Z−
aσj (kj)
We introduce a notation for the vacuum expectation of an operator A on Fock space by
setting
〈A〉 := 〈Ω|AΩ〉.
Lemma 58. (Wick’s Theorem) For any (σ1, σ2, ..., σn) ∈ {+,−}n∏
j∈Nn
aσj (kj) =
∑
Z⊂Nn
〈 ∏
j∈Nn\Z
aσj (kj)
〉
:
∏
j∈Z
aσj (kj) :
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See for example [17] (Chapter 13, Eq. (106) and references therein). The next lemma
is from [4].
Lemma 59. Let fj be measurable functions on R+. Then
n∏
j=1
{aσj (kj)fj(Hf)}
=
∑
Z⊂Nn
∏
j∈Z+ a
+(kj)
〈∏n
j=1
{
[aσj (kj)]
χZc (j) fj (Hf + r + ωj)
}〉∣∣∣
r=Hf
∏
j∈Z− a
−(kj),
where we set
ωj =
j∑
i=1
i∈Z−
|ki|+
n∑
i=j+1
i∈Z+
|ki|
Proof. To prove the lemma it is convenient to extend fj to the real line by setting fj(r) = 0
for any r < 0. That way we can use the pull-through formula backwards. This and Wick’s
theorem yield
n∏
j=1
{aσj (kj)fj(Hf)} =
n∏
j=1
aσj (kj)
n∏
j=1
fj(Hf +
n∑
i=j+1
σi|ki|)
=
∑
Z⊂Nn
〈 ∏
j∈Nn\Z
aσj (kj)
〉
:
∏
j∈Z
aσj (kj) :
n∏
j=1
fj(Hf +
n∑
i=j+1
σi|ki|)
Now using again the pull-through formula to bring the fj’s to the desired position yields
the claim, noting that
ωj =
n∑
i=j+1
σi|ki|+
∑
j∈Z−
|ki| −
n∑
i=j+1
i∈Zc
σi|ki|.
Proof of Theorem 27. For m+ n ≥ 1 we set
Ŵm,n =
∫
a∗(z(m))w(Hf , Z(m,n))a(z˜(n))
dZ(m,n)
|Z(m,n)|1/2 .
Using Lemma 59 and the observation that there are(
ml + pl
pl
)
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ways to choose pl elements out of a set containing ml + pl elements, we find
F0(Hf)ŴM1,N1F1(Hf)ŴM2,N2 · · · ŴML,NLFL(Hf)
=
∑
p1,...,pL,m1,...,mL,
q1,...,qL,n1,...,nL:
pi+mi=Mi,qi+ni=Ni,
pl+ql+ml+nl≥1
(
ml + pl
pl
)(
nl + ql
ql
)∫
a∗(k(m1)1 ) · · ·a∗(k(mL)L )
〈Ω, F0(Hf + r + r˜0)Ŵ1(r + r1, K(m1,n1)1 )F1(Hf + r + r˜1)Ŵ2(r + r2, K(m2,n2)2 ) · · ·
· · ·FL−1(Hf + r + r˜L−1)ŴL(r + rL, K(mL,nL)L )FL(Hf + r + r˜L)Ω〉
∣∣
r=Hf
a(k˜
(n1)
1 ) · · · a(k˜(nL)L )
L∏
j=1
dK
(mj ,nj)
j
|K(mj ,nj)j |1/2
where we have set Ŵi = Ŵ
mi,ni
pi,qi
with
Ŵml,nlpl,ql [w](r,K
(ml,nl)
l )
= Pred
∫
B
pl+ql
1
dX(pl,ql)
|X(pl,ql)|1/2a
∗(x(pl))wpl+ml,ql+nl(Hf + r, x
(pl), k
(ml)
l , x˜
(ql), k˜l
(nl)
)a(x˜(ql))Pred.
With this notation we have used the permutation symmetry of wm,n and
dZ
(Ml,Nl)
l = dX
(pl,ql)dK
(ml,nl)
l .
Summing over all (Mi, Ni), it is easy to read off the kernels of the resulting operator,
H(w˜sym).
References
[1] V. Bach, T. Chen, J. Fro¨hlich, I.M. Sigal, Smooth Feshbach map and operator-
theoretic renormalization group methods, J. Funct. Anal. 203 (2003), 44–92.
[2] V. Bach, J. Fro¨hlich, A. Pizzo, Infrared-finite algorithms in QED: the groundstate
of an atom interacting with the quantized radiation field, Comm. Math. Phys. 264
(2006), no. 1, 145–165.
[3] V. Bach, J. Fro¨hlich, A. Pizzo, Infrared-finite algorithms in QED. II. The expansion
of the groundstate of an atom interacting with the quantized radiation field, Adv.
Math. 220 (2009), no. 4, 1023–1074.
[4] V. Bach, J. Fro¨hlich, I.M. Sigal, Renormalization group analysis of spectral problems
in quantum field theory, Adv. Math. 137 (1998), 205–298.
[5] V. Bach, J. Fro¨hlich, I.M. Sigal, Spectral analysis for systems of atoms and molecules
coupled to the quantized radiation field, Comm. Math. Phys. 207 (1999), no. 2, 249–
290.
57
[6] J-M. Barbaroux, T. Chen, S. Vugalter, V. Vougalter Quantitative estimates on the
Hydrogen ground state energy in non-relativistic QED . mp arc 09-48
[7] I. Catto, C. Hainzl Self-energy of one electron in non-relativistic QED J. Funct. Anal.
207 (2004), 68–110.
[8] J. Dixmier, Von Neumann algebras, Translated from the second French edition by
F. Jellett. North-Holland Mathematical Library, 27. North-Holland Publishing Co.,
Amsterdam-New York, 1981.
[9] M. Griesemer, E. Lieb, M. Loss, Ground states in non-relativistic quantum electro-
dynamics. Invent. Math. 145 (2001), no. 3, 557–595.
[10] C. Ge´rard, On the existence of ground states for massless Pauli-Fierz Hamiltonians.
Ann. Henri Poincare´ 1 (2000), 443–459.
[11] M. Griesemer, D. Hasler, On the smooth Feshbach-Schur Map, J. Funct. Anal. 254
(2008), 2329–2335.
[12] M. Griesemer, D. Hasler, Analytic Perturbation Theory and Renormalization Analy-
sis of Matter Coupled to Quantized Radiation, Ann. Henri Poincare´.
[13] C. Hainzl, M. Hirokawa, H. Spohn, Binding energy for hydrogen-like atoms in the
Nelson model without cutoffs, J. Funct. Anal. 220 (2005), 424–459.
[14] M. Hu¨bner, H. Spohn, Spectral properties of the spin-boson Hamiltonian. Ann. Inst.
H. Poincare´ Phys. Thoe´r. 62 (1995), 289–323.
[15] T. Kato, Perturbation theory for linear operators, Springer Verlag, New York, 1966,
pp.75-80.
[16] M. Reed and B. Simon, Methods of modern mathematical physics. IV. Analysis of
operators, Academic Press, New York-London, 1978.
[17] S. Schweber, An introduction to relativistic quantum field theory. Foreword by Hans
A. Bethe. Row, Peterson and Company, Evanston, Ill.-Elmsford, N.Y. 1961.
[18] B. Simon, The P (φ)2 Euclidean (quantum) field theory, Princeton Series in Physics.
Princeton University Press, Princeton, N.J., 1974.
[19] H. Spohn, Ground state(s) of the spin-boson Hamiltonian, Comm. Math. Phys. 123
(1989), 277–304.
58
