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Abstract
The classical Hilbert symbol of a higher local field F containing a primitive pM -th
root of unity ζM is a pairing F
∗/(F ∗)p
M ×KN(F )/pM → µpM , describing Kummer
extensions of exponent pM . In this thesis we define a generalised Hilbert symbol
and prove a formula for it. Our approach has several ingredients.
The field of norms functor of Scholl associates to any strictly deeply ramified tower
F• a field F of characteristic p. Separable extensions of F correspond functorially
to extensions of F•, giving rise to ΓF ∼= ΓF∞ ⊂ ΓF .
We define morphismsNF/Fn : KtN(F)/pM → KtN(Fn)/pM which are compatible with
the norms NFn+m/Fn for every m. Using these, we show that field of norms functor
commutes with the reciprocity maps ΨF : K
t
N(F)→ ΓabF and ΨFn : KtN(Fn)→ ΓabFn
constructed by Fesenko.
Imitating Fontaine’s approach, we obtain an invariant form of Parshin’s formula for
the Witt pairing in characteristic p. The ‘main lemma’ from [1] relates Kummer
extensions of F and Witt extensions of F , allowing us to derive a formula for the
generalised Hilbert symbol F̂ ∗∞×KN(F)→ µpM , where F̂∞ is the p-adic completion
of lim−→n Fn.
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Chapter 0
Introduction
Abelian p-extensions of fields are explicitly described in two cases. If the field F
contains some primitive pM -th root of unity, Kummer-theory states that any abelian
extension of exponent dividing pM is obtained by joining pM -th roots of elements of
F ∗ and gives a non-degenerate pairing
F ∗/(F ∗)p
M × ΓabF /pM −→ µpM , (x, γ) 7→
γ(ξ)
ξ
,
where ΓabF is the Galois group of the maximal abelian extension of F and ξ
pM = x.
On the other hand, if F is of finite characteristic p, abelian p-extensions are described
by the Witt-pairing
WM(F)/℘× ΓabF /pM −→ Z/pM , (b, γ) 7→ γ(B)−B,
where B ∈ WM(F sep) is such that ℘(B) = σ(B)− B = b.
This thesis is concerned with higher local fields whose first residue field is of charac-
teristic p > 2. We use the field of norms functor [35] and class field theory [11, 12]
to deduce a formula for a generalised Hilbert symbol from an invariant formula for
Parshin’s pairing.
In chapter 1, we give an overview over the theory of higher local fields. By definition,
an N -dimensional local field is a complete discrete valuation field F whose (first)
residue field F (1) is of dimension (N − 1), where 0-dimensional fields are defined to
be finite fields.
1
2The first four sections of chapter 2 deal with Milnor K-groups. After mentioning
some basic properties, we describe the definition of a topology on Milnor K-groups
of higher local fields. The advantage of the topological Milnor K-groups Ktn is that
they admit explicit topological generators. For details on Ktn, see e.g. [4, 11, 12,
14, 28, 29, 32, 43]. We go on to define the valuation v : KtN(F ) → Z for any N -
dimensional local field F in section 2.3. In section 2.4, we outline the definition of
a norm map NL/F : K
t
N(L)→ KtN(F ) for finite field-extensions L/F .
Milnor K-groups were used by Kato [23, 24, 25] and Parshin [32, 33], and later
Fesenko [11, 12, 13, 14, 15, 16] to define class field theories for higher local fields.
Section 3.1 treats the construction of the norm-residue symbol
rL/F : Gal(L/F )
ab −→ KtN(F )/NL/FKtN(L)
for Galois extensions L/F , see [11, 12]. Taking projective limits over all finite abelian
extensions L, the inverses of all rL/F gives rise to the reciprocity map
ΨF : K
t
N(F ) −→ ΓabF .
In [19, 41], Fontaine-Wintenberger defined the field of norms functor for local fields.
Their construction has been generalised amongst others by Abrashkin [3] and Scholl
[35]. Section 3.2 gives a description of the construction from [35] in the special case
of N -dimensional local fields. A tower F• = {Fn}n>0 is said to be strictly deeply
ramified (SDR) with parameters (n0, c) if all Fn have the same last residue field k,
and if there exists a system of local parameters π
(n)
1 , . . . , π
(n)
N of Fn such that (π
(n)
i )
p ≡
π
(n−1)
i mod pc for all n > n0. Here pc is the ideal {x ∈ OF | vF (x) > c}, where vF
is normalised by vF (π
(0)
1 ) = 1. The field of norms functor X from [35] attaches
to each (equivalence class of towers) F• an N -dimensional local field X(F•) = F
of characteristic p. Its first valuation ring is obtained as OF = lim←−OFn/pc,Fn , with
local parameters ti = (π
(n)
i )n and last residue field k. Furthermore, the field of norms
functor provides us with a one to one correspondence between separable extensions
of F and extensions of F∞ = lim−→n Fn, inducing an identification ΓF ∼= ΓF∞ ⊂ ΓF of
absolute Galois groups.
The rest of chapter 3 concerns the interaction between class field theory and the
field of norms functor. For special SDR towers F•, section 3.3 shows the existence
3of canonical maps
NF/Fn : KtN(F) −→ KtN(Fn)
which are compatible with the norms NFn+m/Fn and induce an isomorphism K
t
N(F)
∼→ lim←−K
t
N(Fn). Section 3.4 defines analogous maps, modulo quotients by p
M , for
arbitrary SDR towers, assuming that F∞ contains a primitive p
M -th root of unity.
Compatibility of class field theory and the field of norms is proved in section 3.5.
Theorem Let F• be a special SDR tower and L• the special SDR tower given by
Ln = LFn for some finite Galois extension L/F0. Let L/F be the corresponding
extensions of their fields of norms. Then the diagram
Gal(L/F) rL/F //

KtN(F)/NL/FKtN(L)
NF/Fn

Gal(Ln/Fn)
rLn/Fn// KtN(Fn)/NLn/FnK
t
N(Ln)
is commutative.
For arbitrary SDR towers, the above statement holds after taking quotients modulo
pM . In particular, we always have
KN(F)/pM ΨF //
NF/Fn

ΓabF /p
M

KN(Fn)/p
M
ΨFn // ΓabFn/p
M .
Chapter 4 treats abelian p-extensions of N -dimensional fields F of finite charac-
teristic. After a section on differential forms, section 4.2 treats Parshin’s pairing
WM(F) × KtN(F)/pM → Z/pM for fields F of characteristic p (see [32, 33]). We
first show that it is equivalent to a pairing
OM(F)×KtN(F)/pM → Z/pM ,
where OM(F) is the flat Z/pM -lift of F from [6]. We use this form to prove that
the composition of Parshin’s pairing with the reciprocity map ΨF : K
t
n(F) → ΓabF
yields the Witt pairing. In particular, this shows that the class field theories from
[12] and [32] coincide for p-extensions of fields of finite characteristic.
4Section 4.3 requires the use of MilnorK-groups of rings, which were defined in section
2.5. Following the approach taken in [17], we show that there is a special section
Col : KtN(F)→ KtN(O(F)) of the canonical projection KtN(O(F))→ KtN(F) which
allows us to find an invariant formula for Parshin’s pairing
Theorem Parshin’s pairing is induced, for each M > 1, by
[−,−) : O(F)×KtN(F) −→ Zp,[
b, {x1, . . . , xN}
)
= TrW (k)/Zp ◦ ResO(F)
(
b dlogCol{x1, . . . , xN}
)
.
Chapter 5 is concerned with Kummer-extensions of higher local fields of character-
istic zero. Let F• be an SDR tower such that F∞ contains some primitive p
M -th
roof of unity ζM , and let F be its field of norms.
Consider the subring A =
{∑
a αap
a0ta11 · · · tanN
∣∣ (a1, . . . , aN) > (0, . . . , 0)} of the
flat Zp-lift O(F) and its prime ideal mA of all series with (a1, . . . , aN) > (0, . . . , 0).
The Artin-Hasse-Shafarevich exponential induces an isomorphism e : mA → 1+mA,
f 7→ exp (∑ σn
pn
f
)
. Let θ : mA → F̂ ∗∞ be its composition with the map induced by
ti 7→ limn→∞(π(n)i )pn which takes values in the p-adic completion F̂∞ of F∞.
Section 5.1 gives a slightly modified version of the ‘main lemma’ from [1], relating
Kummer extensions of F̂∞ and Witt-extensions of F . In section 5.2, we define the
generalised Hilbert symbol
(−,−)F•M : F̂ ∗∞ × ΓF∞ −→ µpM ,
(
u, γ)F•M =
γ( p
M√
u)
pM
√
u
.
Let F• be an SDR tower with parameters (0, c). Suppose that cp
m >
2vF (p)
p−1
for
some m ∈ N such that Fm contains a primitive pM+m-th root of unity ζM+m. For
H ′M+m ∈ OF such that H ′M+m mod pcpm,F = ζM+m mod pc,Fm , let HM+m be a lift
of H ′M+m to O(F) and set H = Hp
M+m
M+m − 1. Theorem The generalised Hilbert
symbol is given by(
θ(f),NF/F (β)
)F•
M
= ζp
mφ
M+m, φ = Tr ◦ Res
( f
H
dlogCol(β)
)
,
for f ∈ mA and β ∈ KtN(F). Noting that θ takes values in F ∗ if F• is of the
form Fn = F ( p
n√π1, . . . , pn√πN) for some local parameters π1, . . . , πN of F , we also
5obtain a (partial) formula for the classical Hilbert symbol. In section 5.3 we consider
Vostokov’s symbol
(−,−)M : (F ∗)N+1 −→ µpM ,
(
u0, {u1, . . . , uN}
)
M
= ζTr ◦Res ΦM , where
Φ =
∑
06i6N
(−1)i
H
l(ui)
σ
p
dlogu1 ∧ · · · ∧ σ
p
dlogui−1 ∧ dlogui+1 ∧ · · · ∧ dloguN .
It was first proved in [39] that this coincides with the Hilbert pairing. Kato [26]
obtained the formula as a special case of his approach to Fontaine-Messing theory.
Recently Zerbes [42] applied the theory of (ϕ,Γ)-modules to prove it for fields F
having a first local parameters π1 for which Qp{{π1}} coincides with the algebraic
closure of Qp in F . We give a proof by first showing that it agrees with our formula
for u0 ∈ VF and {u1, . . . , uN} ∈ Im(NF/F ) coming from ΓabF and then reducing the
remaining cases to this one.
A word on notation. Unless otherwise stated, F is an N -dimensional local field and
π1, . . . , πN a system of local parameters. We assume that the first residue field is of
finite odd characteristic p. k always denotes the last residue field, which is a finite
extension of Fp. Where a statement is made about fields of either mixed or equal
characteristic, the notation F is used. When treating mixed and equal characteristic
separately, F is used for mixed characteristic and F for fields of equal characteris-
tic. The local parameters of F are denoted t1, . . . , tN , reserving t1, . . . , tN for their
Teichmu¨ller representatives. The absolute Frobenius on any ring of characteristic p
as well as any endomorphism induced by it on rings of Witt vectors and flat Zp-lifts
will be denoted by σ. On the other hand, ϕ = ϕF is used for the automorphism
of higher local field induced by the Frobenius of the last residue field k, so that if
[k : Fp] = f , ϕF (α) = σ
f (α) for every α ∈ k∗ or α ∈ W (k)∗.
Chapter 1
Higher Local Fields
In this chapter we introduce higher local fields, paying special attention to those
properties needed in later chapters.
1.1 Basic Properties
Recall that a classical local field is a complete discrete valuation field with finite
residue field, that is, a field F equipped with a valuation v : F ∗ → Z such that any
sequence xn of elements in F with v(xm − xn+m)→∞ as n→∞ has a limit in F .
N -dimensional local fields are generalisations of classical local fields in the following
sense.
Definition 1.1 An N -dimensional local field F is defined inductively to be a com-
plete discrete valuation field, with valuation v
(1)
F and residue field F
(1) of dimension
(N − 1). A 0-dimensional local field is a finite field.
We will only consider higher local fields whose first residue field is of odd character-
istic p. We write k = kF for the last residue field F
(N) of F . k is a finite extension
of Fp.
A system of local parameters is a set of elements π1, . . . , πN such that π1 is a uni-
formiser of F for v
(1)
F and π2, . . . , πN are units for v
(1)
F whose residues π2, . . . , πN are
local parameters for F (1). One defines on F a rank N valuation v = (v(1), . . . , v(N)) :
6
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F ∗ → ZN , where v(1)F is the usual valuation on the complete discrete valuation field
F ∗, and for i > 1, v(i+1)(x) = vF (i)(xπ
−v(1)(x)
1 · · · π−v
(i)(x)
i ).
Remark It should be noted that most authors use different notation. For the
numbering of local parameters, the correspondence is given by n↔ N +1−n. The
sequence of residue fields F, F (1), . . . , F (N) is also denoted F = FN , FN−1, . . . , F0.
Finally, for the valuation (v(1), . . . , v(N)) : F ∗ → ZN , the ordering on ZN prioritises
the last coordinate, with v(N) being the discrete valuation on F .
The valuation v is unique up to multiplication on the right by an upper triangular
matrix with diagonal entries equal to 1.
Define the lexicographic ordering on Zn by setting (a1, . . . , an) <(b1, . . . , bn) if a1 =
b1, . . . , ai = bi, and ai+1 < bi+1 for some 0 6 i 6 n. For simplicity, we often write a
for the vector (a1, . . . , an) ∈ Zn. Using this, we define the total valuation ring to be
OF = {x ∈ F | (v(1), . . . , v(N))(x) > (0, . . . , 0)}. It can also be defined recursively by
setting OF (N) = F
(N) and
OF (i) =
{
x ∈ OF (i) , |, x ∈ OF (i+1)
}
.
For 1 6 n 6 N and (c1, . . . , cn) ∈ Zn, put
p(c1,...,cn) =
{
x ∈ OF | (v(1), . . . , v(n))(x) > (c1, . . . , cn)
}
.
We denote by U (c1,...,cn) = 1+p(c1,...,cn) the corresponding subgroup of principal units
in F ∗. In the special case c = (0, . . . , 0, 1), write p(0,...,0,1) = m and 1 + m = VF . m
is the maximal ideal of OF with residue field F
(N). Note that, in general, the ideals
p(c1,...,cn) depend on the choice of uniformisers.
Example Fq((tN)) · · · ((t1)) is an N -dimensional local field with local parameters
t1, . . . , tN and first valuation ring Fq((tN)) · · · ((t2))[[t1]]. Its first residue field is
Fq((tN)) · · · ((t2)).
Another important class of examples of higher local fields is obtained as follows. If
F is a (complete) discrete valuation field with valuation v, F{{X}} is the field of
formal power series
∑
i∈Z aiX
i with v(ai) → ∞ as i → −∞ and inf v(ai) > −∞.
F{{X}} is again a complete discrete valuation field, with valuation
vF{{X}}
(∑
aiX
i
)
= min
i
vF (ai)
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and residue field F (1)((X)). To any local parameters π1, . . . , πN of F there cor-
respond local parameters π1, X, π2, . . . , πN of F{{X}}. Any element
∑
aiX
i of
F{{X}} can be re-written as a convergent sum
∑
j>J
(∑
i>Ij
aijX
i
)
πj,
which emphasises the fact that any uniformiser π of F is also a uniformiser of
F{{X}}.
To formalise the analogy, note that
F ((X)) =
(
lim←−
n
F [X]/(Xn)
)
[X−1] = lim←−
n
(
lim←−
m
(OF/(πm))[π−1]
)
[X−1],
with first local parameter X and second local parameter π, while
F{{X}} =
[
lim←−
n
(
lim←−
m
(OF [X]/(Xm))[X−1]
)
/(πn)
]
[π−1]
has first local parameter π and second local parameter X.
Example The field Qp{{t}} =
{∑
j>J(p
j
∑
i>I(j) αijt
i)
}
has first valuation ring
Zp{{t}}, the ring of power series with J = 0. Notice that it is isomorphic to
O(Fp((t))), the flat Zp-lift of the one-dimensional field Fp((t)) defined in appendix
A.2. Its total valuation ring is pZp{{t}}+ Zp[[t]] ⊂ Qp{{t}}.
More generally it follows from the construction that O(F) is the first valuation ring
of a mixed characteristic (N +1)-dimensional field whenever F is an N -dimensional
local field of characteristic p.
The following result due to Zhukov is taken from [28]
Theorem 1.2 (Classification) If F is an N -dimensional local field of equal char-
acteristic p, then F ∼= F (1)((t)) ∼= k((tN)) · · · ((t1)) for any set of local param-
eters t1, . . . , tN . If F is of mixed characteristic, then F is a finite extension of
F ′{{tN}} · · · {{t2}} for F ′ = Frac(W (k)) finite over Qp. Furthermore, there exists
a finite extension F1 of F which is again of the form F
′′{{t′N}} · · · {{t′1}}
1.2. Topology 9
1.2 Topology
For a classical local field F with uniformiser π, the valuation v : F → Z∪{∞} defines
a metric |x|v = rv(x) for any fixed r ∈ R, 0 < r < 1. With respect to this metric,
any element can be written as a convergent sum x = avπ
v + av+1π
v+1 + · · · , where
v(ai) = 0 and the ai may be taken from some fixed set of coset representatives
of the residue field. This analytic point of view underlines the analogy with the
real numbers. Viewing the situation from an algebraic perspective, we start with
the ring of integers OF with maximal ideal p. The natural map OF → lim←−OF/p
n
is surjective iff OF is complete with respect to the valuation topology, and the
valuation topology is discrete iff it is injective (see, e.g. [20]). If the valuation is
discrete, p = (π) is a principal ideal. The valuation topology on OF is then identical
to the topology induced from the product topology of
∏
nOF/pn via lim←−OF/p
n ⊂∏
nOF/pn, where OF/pn carries the discrete topology. Using the isomorphism OF ∼=
π−nOF , the valuation topology on F is induced by the coproduct topology via
F ∼= lim−→n π
−nOF ⊂
∐
n π
−nOF .
If F is a higher-dimensional local field with first valuation ring OF and uniformiser
π1, we still have OF ∼= lim←−nOF/(π
n
1 ) as abstract rings. Using the (first) valuation
topology, i.e. the metric derived from the first valuation would correspond to using
the discrete topology on all quotients OF/(πn1 ). However, OF/(π1) = F (1) is itself a
complete discrete valuation field. To avoid this problem, one defines a finer topology
on higher local fields, the so-called canonical topology.
Example In the equal characteristic case F = F (1)((t)), the canonical topology is
constructed inductively as follows. Let {Ui}i∈Z be a system of neighbourhoods of
zero in F (1) with Ui = F
(1) if i≫ 0. Then U = {∑ aiti | ai ∈ Ui} is a neighbourhood
of 0 in F . If F is of mixed characteristic, the construction uses sections of the
projection OF → F (1).
The canonical topology has the following properties (see, e.g. [28, 29])
(i) The canonical topology is independent of the choice of local parameters,
(ii) multiplication is sequentially continuous
1.2. Topology 10
(iii) the topology is compatible with finite extensions.
Let now F be any N -dimensional local field with local parameters π1, . . . , πN . It
follows inductively that any element x ∈ F can be written as
x =
∑
i1>I1
xi1π
i1
1 =
∑
i1>I1
( ∑
i2>I2(i1)
xi1i2π
i2
2
)
πi11 = · · ·
=
∑
i1>I1
∑
i2>I2(i1)
· · ·
∑
iN>IN (i1,...,iN1 )
[α(i1,...,iN )]π
i1
1 · · · πiNN , (∗)
where the xi1 are in some fixed set of coset representatives of F
(1), the xi1i2 in some
fixed lift of a coset representatives of F (2) ← OF (1) to OF , etc. The [αi] are lifts
of elements from the last residue field k which, by definition of the total valuation
ring, lie in OF . If char(F ) = 0, it is usually assumed that the elements [α] are the
images of the Teichmu¨ller representatives in some unramified extension of Qp, while
in the equal characteristic case one uses the canonical inclusion k → F .
The canonical topology is such that an N -tuple formal series converges if and only
if it comes from an element of F as above. A subset A ⊂ ZN is called admissible if,
for every i1, . . . , in ∈ Z there exists In+1(i1, . . . , in) ∈ Z satisfying the condition that
if (a1, . . . , aN) ∈ A and a1 = i1, . . . , an = in, then an+1 > In+1(i1, . . . , in).
For a family {Ai}i∈I of admissible sets, Ai ⊂ ZN>0, consider the conditions
(A1) A =
⋃
i∈I Ai is again admissible
(A2)
⋂
j∈J Aj = ∅ for any infinite subset J ⊂ I
Thm. 1 in [28] implies
Theorem 1.3 For every α in some fixed set of coset representatives of the last
residue field k∗ in OF and for every a ∈ ZN fix an element
xa,α = απ
a +
∑
b>a
b∈Aa,α
βπb11 · · · πbNN ,
for some family of admissible sets Aa,α satisfying (A1) and (A2). Then every x ∈ F
can be uniquely written as x =
∑
a∈Ax
xa,α(a) for some admissible Ax ∈ ZN .
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The structure of the multiplicative group of a higher local field is similar to the
one-dimensional case. The following follows from the additive expansion (∗) of an
element of F .
Lemma 1.4 For any set of local parameters π1, . . . , πN , the group of non-zero ele-
ments of F is
F ∗ ∼= 〈π1〉 × · · · × 〈πN〉 × k∗ × VF ,
where VF = 1 +m is the group of principal units (section 1.1).
The Parshin-topology or P-topology on F ∗ is defined to be the product topology of
the discrete topology on 〈π1〉 × · · · × 〈πN〉 and k∗, and the subset-topology induced
on VF by F . Thm. 2 from [28] describes convergent expansions in F
∗:
Theorem 1.5 Letxa,α ∈ F ∗ be as in the previous theorem. Then any x ∈ F ∗ can
be uniquely written as
x = θπn11 · · · πnNN
∏
a∈Ax
(
1 + xa,α(a))
for some admissible set Ax ⊂ ZN>0 and any such product converges.
1.3 Principal Units
In the decomposition F ∗ ∼= 〈π1〉×· · ·×〈πN〉×k∗×VF , the first N factors are infinite
cyclic while k∗ is a cyclic group of order |k| − 1. In this section, we study the group
of principal units VF = 1 +m ⊂ O∗F .
From [43] §1.6, we need the following
Lemma 1.6 For any neighbourhood U of 1 in F , there exists m ∈ N such that the
group of pm-th powers V
(pm)
F ⊂ U
Corollary 1.7 VF has a natural structure of Zp-module
Proof Let α ∈ Zp, write α =
∑
αip
i for αi ∈ N. Given u ∈ VF and a neighbour-
hood U of 1 in F , the above lemma implies that uαmpm ∈ U for m > mU , thus the
sequence un = u
α0+α1p+···+αnpn converges in F . 
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Since p ∤ l, l ∈ Z, implies l ∈ Z∗p, this also implies the following
Corollary 1.8 The group VF is l-divisible for any p ∤ l.
Remark The second corollary can also be proved formally by noting that for p ∤ l
there exists fl(X) ∈ Zp[[X]] such that (fl(X))l = 1 +X as formal power series. It
then suffices to note that for x ∈ mF , fl(x) converges in F .
The structure of VF as Zp-module depends primarily on the characteristic of F .
Proposition 1.9 If F is of characteristic p with local parameters t1, . . . , tN then
VF is generated topologically by all 1 + αt
a1
1 · · · taNN for α running through a basis of
k/Fp, p ∤ a, and 0 < a.
Proposition 1.10 If F is of characteristic 0 with local parameters π1, . . . , πN , then
VF admits topological generators 1 + απ
a1
1 · · · πaNN for α running through a basis of
W (k)/Zp and 0 < a < ep/(p− 1), p ∤ a, where e = v(p) is the absolute ramification
index of F . If p−1 | e, an additional element in 1+pe/(p−1) is needed. If ζp ∈ F , this
can be taken to be ε(α0) = 1−α0(1−ζp)p, for some α0 ∈ W (k) with TrW (k)/Zp(α0) ∈
Z∗p.
For proofs, see e.g. [28], theorems 2.1 and 2.2.
It can be convenient to use a different set of generators, given by the Shafarevich
basis of F ∗/(F ∗)p
M
. We shall use them in chapter 5.
Lemma 1.11 The Artin-Hasse exponential map
E(X) = exp
(
X +
Xp
p
+ · · ·+ X
pn
pn
+ · · ·
)
=
∏
p∤i
(1−X i)−µ(i)/i
lies in Z(p)[[X]] ⊂ Zp[[X]] and satisfies E(X) ≡ 1 + X mod X2Zp[[X]]. Here µ is
the Mo¨bius function, µ(i) = (−1)r if i has r distinct prime factors and µ(i) = 0
otherwise.
For a proof, see, e.g. [16] I, (9.1). Using
∑
d|n µ(d) = 0 if n > 1 and = 1 if n = 1,
we obtain 1−X =∏p∤i E(X i)−1/i.
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For higher local fields we need to generalise this slightly: For a ring R, consider the
subring
R[[X]] =
{∑
raX
a1
1 · · ·XaNN
∣∣ a > 0} ⊂ R((XN)) · · · ((X1))
and its ideal mR[[X]] consisting of all series with a > 0. Notice that, by definition, the
exponents with non-zero coefficients will always lie in some admissible subset of ZN .
With this notation, we see that E(Xa) ∈ Zp[[X]] for any a > 0, and E(Xa) ≡ 1+Xa
mod 1 +XamR[[X]] as congruence of elements in the unit group R[[X]]
∗.
The Artin-Hasse exponential E(X) has been generalised by Shafarevich to arguments
in W (k)[[X]]. For higher-dimensional local fields, we need to instead work with
W (k)[[X]] ⊂ W (k)((XN)) · · · ((X1)). Extend σ : W (k)→ W (k) to σ : W (k)[[X]]→
W (k)[[X]] by Xi 7→ Xpi .
Lemma 1.12 The Artin-Hasse-Shafarevich exponential
EX(f(X)) = exp
(
f(X) +
σ
p
f(X) + · · ·+ σ
n
pn
f(X) + · · ·
)
defines an isomorphism mW (k)[[X]] −→ 1 +mW (k)[[X]] with inverse
lX(u(X)) =
1
p
log
( u(X)p
σu(X)
)
.
If f(X) ≡ αXa mod pkW (k)[[X]] + XaW (k)[[X]] with α ∈ W (k), and a > 0,
then EX(f(X)) ≡ (1 + αXa)(1 + g(X))pk mod XamW (k)[[X]] for some g(X) ∈
XW (k)[[X]].
The proof is a direct but tedious generalisation of the arguments in [16], VI, sections
(2.2) through (2.4). Convergence of all series follows from theorem 1.5 by carefully
keeping track of admissible sets. In the special case where f = f(X) = αXa, for
α ∈ W (k) and a > 0, convergence follows from the obvious inclusion W (k)[[f ]] ⊂
W (k)((XN)) · · · ((X1)), where W (k)[[f ]] is the usual formal power series ring in the
variable f . If F is any local field with local parameters π1, . . . , πN , the result of
substituting Xi = πi into EX(αX
a1
1 · · ·XaNN ) is denoted by E(α, πa11 · · · πaNN ).
Corollary 1.13 If char(F) = p, VF is topologically generated by all E(α, ta), for
p ∤ a, a > 0, and α running through a basis of k/Fp. If char(F ) = 0, VF is
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topologically generated by all E(α, πa), for p ∤ a, 0 < a < ep/(p− 1), and α running
through a basis of W (k)/Zp, together with an additional element if (p− 1) | e.
If F contains some primitive pM -th root of unity ζM , we shall want to replace the
generator ε(α0) = 1− α0(1− ζp)p by the element ω(α0) constructed as follows. Let
ζ̂ ∈ W (k)((XN)) · · · ((X1)) be such that ζ̂|X=pi = ζ, and put H = ζ̂pMM − 1. Then for
α0 ∈ W (k) with TrW (k)/Zp(α0) ∈ Z∗p, let
ω(α0) = EX(α0H)
∣∣
X=pi
.
We show that ω(α0) may be used as generator of VF instead of ε(α0):
Lemma 1.14 ω(α0) ≡ ε(α0) mod V (p)F , where V (p)F is the subgroup of p-th powers
of VF . In particular, we may use ω(α0) as a generator of VF in place ε(α0).
Proof In OF , 1 − ζp = 1 − ζpM−1M ∼ πe/(p−1). Thus there exists u ∈ OF with
1− ζpM−1M = uπe/(p−1), and hence H = ζ̂p
M
M − 1 satisfies
H = (1− ûXe/(p−1))p − 1 ≡ −Xep/(p−1)ûp mod pW (k)[[X]] +Xep/(p−1)mW (k)[[X]].
Substituting X = π, we obtain
ω(α0) = EX(α0H)
∣∣
X=pi
= (1− α0πep/(p−1)up)(1 + g(X)|X=pi)p mod mFpep/(p−1).
But a congruence of units in a ring modulo mF pep/(p−1) becomes a congruence as
elements of the unit group modulo 1 +mpep/(p−1), which is contained in V
(p)
F . Thus
ω(α0) ≡ 1− α0πep/(p−1)up = 1− α0(1− ζp)p mod V (p)F , as desired. 
The importance of ω(α0) lies in the fact that its p
M -th root generates an unramified
extension of F . This will follow from the main lemma in section 5.2, see lemma
5.18. This property means that ω(α0) is a so-called p
M -primary element.
1.4 Extensions
We consider extensions L/F of higher local fields. Let π1, . . . , πN be local parameters
of F and π′1, . . . , π
′
N local parameters of L with associated valuation vL : L
∗ → ZN .
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The ramification matrix (e
(ij)
L/F ) is defined by e
(ij) = v
(j)
L π
′
i. It is upper-triangular
and its diagonal entries satisfy
[L : F ] = fe11 · · · eNN
for f = [L(N) : F (N)] the degree of the last residue extension. An extension L/F is
called purely unramified if [L : F ] = fL/F = [L
(N) : F (N)], it is tamely ramified if
p ∤ e11 · · · eNN 6= 0, and wildly ramified otherwise.
Any extension L/F has a maximal purely unramified extension L0/F corresponding
to the extension of last residue fields, so any purely unramified extension is obtained
by joining roots of unity coprime to p.
The following shows that in certain special cases, there exists an analogue of this
for maximal sub-extension with ramification restricted to certain local parameters.
Lemma 1.15 If L/F is an extension of N -dimensional local fields with eii = 1 for
i > s such that L/F and L(s)/F (s) are separable then there exists a sub-extension
F ⊂ E ⊂ F with [E : F ] = essf and E(s) = L(s).
Proof Let Lnc be a normal closure of L/F , G = Gal(Lnc/F ) and G
′ = Gal(Lnc/L).
G acts on the s-th residue field L
(s)
nc , fixing F (s) pointwise, so there exists H ⊂ G
with G/H ∼= Gal(L(s)nc /F (s)). Similarly, G′ acts on L(s)nc fixing L(s) pointwise, thus
there is H ′ ⊃ H, such that L(s) = (L(s)nc )H′/H is the fixed field of H ′/H ⊂ G/H. By
construction, H ′ ⊃ G′. Furthermore, the index of H ′/H in G/H satisfies (G/H :
H ′/H) = [L(s) : F (s)] = essf . Then the fixed field E = L
H′
nc satisfies the claim. 
There is no analogous result for extensions of non-perfect intermediate residue fields
Example If F = Qp{{t}}, E = F (π) for some first uniformiser π 6∼ p, e.g. π = n√p,
and L = E(T ) with T p = t+ π. Then L(1) = E(1)(T ) with T
p
= t is an inseparable
extension of E(1) = F (1) = Fp((t)). Taking as uniformisers of L the elements π, T , we
obtain eij =
(
p 0
0 p
)
but there does not exist any sub-extension E1 with [E
′ : F ] = p
and E
(1)
1 = L
(1), i.e. which only comes from the π2-ramified part.
Any Galois extension of higher local field has a maximal tamely ramified sub-
extension, given by the fixed field of any Sylow-p-subgroup.
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Proposition 1.16 Let F be a higher local field with local parameters π1, . . . , πN and
F sep be a separable closure. Let Fur be the maximal purely unramified extension of
F , and put Ftr = lim−→p∤n Fur( n
√
π1, . . . , n
√
πN). Then any tamely ramified extension
L/F is contained in Ftr.
Proof Let e = e
(11)
L/F · · · e(NN)L/F . Let k˜/F (N) be the extension of degree [L : F ].
For a generator α ∈ k˜ of k˜∗, let E0 = F ([α]) ⊂ Fur. Next, for a system of local
parameters π1, . . . , πN of F , set E = E0(
e
√
[α], e
√
π1, . . . , e
√
πN). In the composite
EL, the local parameters π′1, . . . , π
′
N of L are related to those of F by In O(LE)(N−1) ,
we have π′e
(NN)
N ∼ πN , inO(LE)(N−2) , π′e(N−1,N−1)N−1 ∼ πN−1, etc, and inOLE, π′e(11)1 ∼ π1.
Working in the absolute valuation ring OLE, this translates as
(π′N)
e(NN) = πNαNvN
(π′N−1)
e(N−1,N−1) = π
′a(N,N−1)
N πN−1αN−1vN−1
...
(π′n)
e(nn) = π
′a(N,n)
N · · · π′a(n+1,n)n+1 πnαnvn
...
(π′1)
e(11) = π
′a(N,1)
N · · · π′a(2,1)2 π1α1v1
for αi ∈ k∗ (or Teichmu¨ller representatives), principal units vi ∈ VLE, and integers
a(i, j). But L/F is tamely ramified so p ∤ e and hence VLE is e-divisible. It follows
by working backwards that π′1, . . . , π
′
N ∈ E. Since Ftr also contains the maximal
purely unramified sub-extension of L/F , this implies that Ftr ⊃ L. 
Definition 1.17 For a higher local field F and n = pmd with p ∤ d, let k˜/F (N) be
of degree n and let α ∈ k˜ generate k˜∗. Set F (n) = F ( d√[α], d√π1, . . . , d√πN) for any
set of local parameters π1, . . . , πN of F .
With this definition, we have
Corollary 1.18 Any tamely ramified extension of F of degree dividing n is con-
tained in F (n).
Chapter 2
Milnor K-groups
2.1 Definitions
Definition 2.1 The n-th Milnor K-group of a field F is defined to be
Kn(F ) = (F
∗)⊗n/Stn(F ),
where Stn(F ) is the subgroup generated by all elements x1⊗· · ·⊗xn with xi+xj = 1
for i 6= j. The class of x1 ⊗ · · · ⊗ xn is denoted {x1, . . . , xn}. In dimension 0, one
defines K0(F ) = Z.
Note that K1(F ) = F
∗ is just the multiplicative group of the field since there are
no relations in dimension 1. The canonical map (F ∗)⊗n × (F ∗)⊗m → (F ∗)⊗m+n
induces a multiplication of K-groups Kn(F ) × Km(F ) → Kn+m(F ) which makes
K∗(F ) =
⊕
nKn(F ) into a graded ring.
Kn is functorial: to any inclusion F ⊂ L it associates a map j = jF/L : Kn(F ) →
Kn(L)
The subgroups U (c) = 1 + pc and VF = 1 + m of the multiplicative group F
∗ give
rise to the subgroups U (c)Kn(F ) and V Kn(F ) of Kn(F ). They are, by definition,
the subgroups generated by all symbols having at least one entry in U
(c)
F (resp. in
VF ). We shall need the case where c = (c) ∈ Z1.
We give some useful identities in K∗(F ) for future reference.
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Lemma 2.2 For any a, b ∈ F ∗ such that a+b ∈ F ∗, {a, b} = {a+b,−b/a} ∈ K2(F ).
For any x ∈ F ∗, {x,−x} = 0 and {−,−} is skew-symmetric.
Proof If x = 1 then clearly {x,−x} = 0. If x 6= 0, 1 then −x = (1 − x)/(1 −
1/x), thus {x,−x} = {x, 1 − x} − {x, 1 − 1/x} = 0. Skew-symmetry follows since
{x, y}+ {y, x}+ {x,−x}+ {y,−y} = {xy,−xy} = 0 for any x, y ∈ F . Finally note
that {a, b} = {a, b}+ {a,−a}+ {1 + b
a
, −b
a
} = {a,−ab}+ {a+ b,−b} − {a+ b, a} −
{a,−b} − {a, a} = {a+ b, −b
a
}. 
Lemma 2.2 is used to prove the following
Lemma 2.3 The image of U (c) × U (d) in K2(F ) lies in U (c+d)K2(F )
Proof This follows from
{1 + xπc+d,−1− yπd} = {xπc+d − yπd, (1 + yπd)/(1 + xπc+d)}
= {−yπd, (1 + yπd)/(1 + xπc+d)}+ {1− x/yπc, (1 + yπd)/(1 + xπc+d)}
≡ {−yπd, 1 + yπd}+ {1− x/yπc1 + yπd} mod U (c+d)
≡ {1− x/yπc, 1 + yπd} mod U (c+d)
for any x, y ∈ OF . 
Remark The same holds for c, d ∈ Zn with 1 6 n 6 N and x, y in the pre-image
of OF (N−n) in OF , but we shall only need the case n = 1.
Lemma 2.4 For any l coprime to p, V Kn(F ) is l-divisible.
This follows from the l-divisibility of VF (corollary 1.8). In fact by [4], prop. 1.2,
V Kn(F ) is uniquely l-divisible for n > 2.
Lemma 2.5 If x, y are roots of unity in a higher local field F with char(F (N)) =
p > 2, then {x, y} = 0. If char(F (N)) = 2, the statement is true only if x, y are of
odd order.
Proof Suppose p > 2 and x = ζa, y = ζb ∈ µn, so that {x, y} = ab{ζ, ζ}. It follows
from {ζ,−ζ} = 0 that 2{ζ, ζ} = 0. Now if n = pM , then ζa = ζ(pM+1)a, so, replacing
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a with (pM + 1)a if necessary, we may assume that ab is even, hence {ζa, ζb} = 0.
If p ∤ n and ζn ∈ F , then also ζn ∈ k, so we may assume n = q − 1, q = |k|. We
use the trick from [16], IX, prop. (1.3) to prove that K2 of a finite field is trivial.
k∗ has (q − 1)/2 squares and (q − 1)/2 non-squares. Since 1 is a square, the map
k \ {0, 1} → k \ {0, 1}, α 7→ 1 − α cannot map all non-squares to squares. This
means that there exist odd k, l with ζkn = 1 − ζ ln in k. In F , this means that there
exists z ∈ mF such that ζk = (1− ζ l)(1 + z), hence lk{ζ, ζ} = {ζ l, ζk} = {ζ l, 1+ z}.
But 1 + z ∈ VF is (q − 1)-divisible, so {ζ l, 1 + z} = 0. Since lk is odd, we again get
{ζ, ζ} = 0. Finally, any root of unity ζ is of the form ζ inζjpM for some M and p ∤ n,
and
{ζ, ζ} = i2{ζn, ζn}+ j2{ζpM , ζpM} = 0,
since the cross-terms cancel.
If char(F (N)) = 2 and x, y ∈ µn for 2 ∤ n, then n{x, y} = 0, but 2{x, y} = 0 since
2{ζ, ζ} = 0 still holds. So again {x, y} = 0. 
Example Notice that if char(F (N)) = 2, {−1,−1} 6= 0 in general. However if, e.g.
F ⊃ Q3, we have −1 = 1− (−1) in F3 which lifts to
−1 = (1− (−1))(1 + 3 + 32 + · · · ), with 3 + 32 + · · · ∈ mF .
So {−1,−1} = {−1, 1− (−1)}+ {−1, 1+ 3+ 32+ · · · } = 0 because 1+ 3+ 32+ · · ·
and 2 are squares in Q3.
Using this, we can describe the structure of Kn(F ). See, e.g. [43], prop. 1.2.
Proposition 2.6 Let F be an N -dimensional local field and π1, . . . , πN a set of local
parameters. Then
Kn(F ) ∼=
⊕
i1<···<in
〈{πi1 , . . . , πin}〉 ⊕
⊕
i1<···<in−1
〈{̺, πi1 , . . . , πin−1} ⊕ V Kn(F ),
where ̺ is a generator of the multiplicative group k∗ if char(F ) = p (resp. the Te-
ichmu¨ller representative of a generator of k∗ in W (k) if char(F ) = 0). In particular,
KN(F ) =
〈{π1, . . . , πN}〉⊕ ⊕
16i6N
〈{̺, π1, . . . , πi−1, πi+1, . . . , πN}〉⊕ V Kn(F )
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Proof Because F ∗ = 〈π1〉 × · · · 〈πN〉 × k∗ × VF , any n-symbol can be written as a
sum of symbols whose entries are local parameters, principal units, or in k∗ (resp.
Teichmu¨ller representatives). If a symbol contains two elements from k∗, it is zero
by lem. 2.5. If a symbol contains an element of k∗ and a principal unit, it is again
zero since αq−1 = 1 for α ∈ k∗ and q = |k|, whereas VF is (q − 1)-divisible. The
result follows because the intersection of any two of the above subgroups is clearly
trivial. 
As with the multiplicative group F ∗, the first factor in this decomposition is a direct
sum of infinite cyclic groups, while the second one is a direct sum of cyclic groups
of order |k∗|, so it remains to study V Kn(F ).
2.2 Topological K-groups
In this section we define a topology on Kn(F ) in such a way that its maximal
Hausdorff quotient admits generators for V Kn(F ). The definition of topological K-
groups can be motivated by the following description, due to Fesenko, taken from
[43].
Proposition 2.7 Let π1, . . . , πN be local parameters of F , and r any positive inte-
ger. Then for given u1 ∈ VF , u2, . . . , un ∈ F ∗ there exist vi ∈ VF such that
{u1, . . . , uN} ≡
∑
16i6N
{vi, πi1 , . . . , πin−1} mod prV KN(F ).
This indicates that the groups K ′n(F ) = Kn(F )/(
⋂
m p
mKn(F )) are of interest.
We introduce a topology onKn(F ) with respect to which V Kn(F ) admits topological
generators (see [32, 12] for the equal characteristic case and [11] for the mixed
characteristic case, as well as [14, 43]). Let VF and F
∗ be equipped with the P-
topology. V Kn(F ) is given the strongest topology satisfying
(i) The map induced by multiplication VF × (F ∗)n−1 → V Kn(F ) is sequentially
continuous, and
(ii) Addition and subtraction of symbols in V Kn(F ) is sequentially continuous.
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The factors
〈{πi1 , . . . , πin}〉 and 〈{̺, πi1 , . . . , πin−1}〉 of the decomposition of Kn(F )
from prop. 2.6 are given the discrete topology.
Definition 2.8 The topological Milnor K-groups are Ktn(F ) = Kn(F )/Λn, where
Λn is the intersection of all neighbourhoods of zero, with the induced topology.
By [14], prop. 2.6, Λn =
⋂
n>1 nV Kn(F ). Since VF is l-divisible for p ∤ l, this implies
Λn =
⋂
m>1 p
mV Kn(F ) so that, as abstract groups, K
′
n(F ) = K
t
n(F ) are equal.
The structure theorem clearly holds for Ktn(F ) in the same way as it does for Kn(F ).
Moreover, prop. 2.7 implies the following
Corollary 2.9 Every element x ∈ V Ktn(F ) can be written as a sum of elements
{vi, πi1 , . . . , πin−1} with v(i1,...,in−1) ∈ VF and 1 6 i1 < · · · < in−1 6 N .
The relation from lemma 2.2, is used in the proofs (see [32, 11, 43]) of the following
results.
Proposition 2.10 If char(F) = p, with local parameters t1, . . . , tN then V KtN(F)
is generated by all elements {1+αta, t1, . . . , ti−1, ti+1, . . . , tN}, for α running through
a basis of k/Fp, a > 0, and i maximal with p ∤ ai. K
t
N(F) is free on those generators.
The second part is proved using the non-degeneracy of Parshin’s pairing ([32], see
chapter 4).
Proposition 2.11 If char(F ) = 0 then V KtN(F ) has topological generators {1 +
απa, π1, . . . , πi−1, πi+1, . . . , πN} for α running through a basis of W (k)/Zp, 0 < a <
ep/(p− 1), and i is maximal (or minimal) subject to p ∤ ai. If ζp ∈ F ∗ then one also
needs {ε, π1, . . . , πj−1, πj+1, . . . , πN} for 1 6 j 6 N and ε as in prop. 1.10.
Using Vostokov’s symbol, it is shown ([11, 39]) that if ζp ∈ F , these topological
generators are minimal for KtN(F )/p. Furthermore, if M is maximal such that
ζpM ∈ F , then KtN(F )/pM is free on those generators.
Remark It follows from the proofs of the above two propositions that the condition
p | aj for all j 6 i, p ∤ ai may be replaced with an analogous statement for any chosen
numbering of the local parameter. We will make use of this in section 4.
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2.3 The morphism ∂
In this section, we define the boundary morphism of Milnor K-groups for fields with
a discrete valuation. In order to simplify the exposition, we only consider ordinary
Milnor K-groups in this section and 2.4. All statements hold for topological Milnor
K-groups by continuity.
For a discrete valuation field F with valuation v, uniformiser π, and residue field
F (1), define a map ∂ : Kn(F )→ Kn−1(F (1)) by
∂{x1, . . . , xn} =
∑
(−1)r1+···+rs∂r{x1, . . . , xn},
where, for any r = (r1, . . . , rs) with r1 < · · · < rs,
∂r{x1, . . . , xN} = v(xr1) · · · v(xrs) x {−1, . . . ,−1},
x ∈ Kn−s(F (1)) is the symbol consisting of the residues of xiπ−v1(xi) with the ri-th
places omitted, and {−1, . . . ,−1} ∈ Ks−1(F (1)). For the straightforward verification
that ∂, defined on (F ∗)n, does indeed factor through Kn(F ) see, e.g. [16], IX, (2.1).
Given x ∈ F ∗, write it as x = πv(x)u for some unit u. Using {π, π} = {π,−1}
we see that any n-symbol can be written as a linear combination of two types of
symbols, namely {π, v1, . . . , vn−1} and {v′1, . . . , v′n} for π-units vi, v′i. This shows
that ∂ is independent of the choice of uniformiser. If π′ = vπ, with v a 1-unit, then
{π′, u1, . . . , uN−1, π′} = {π, u1, . . . , uN−1} + {v, u1, . . . , uN−1} has the same image
under ∂pi and ∂pi′ . The following can be used as an alternative definition of ∂
Lemma 2.12 For units u1, . . . , un, we have ∂{π, u1, . . . , un−1, } = {u1, . . . , vn−1} ∈
Kn−1(F
(1)), and ∂{u1, . . . , un−1, un} = 0.
Proof Since v(ui) = 0, ∂
(r1,...,rs)({π, u1, . . . , un−1}) = 0 unless r = (n), in which
case ∂(n){π, u1, . . . , un−1} = {u1, . . . , un−1}. Clearly ∂r{u1, . . . , un} = 0 for all r. 
Let now F be a higher local field. For an intermediate residue field F (n−1) with
uniformiser πN−n denote the corresponding map ∂ by ∂n.
Definition 2.13 The valuation v on KN(F ) is defined to be the composite
v : KN(F )
∂1−→ KN−1(F (1)) ∂2−→ · · · ∂N−1−→ K1(F (N−1)) ∂N−→ K0(F (N)) = Z.
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A ‘uniformiser’ with respect to this valuation is a symbol consisting of any complete
set of local parameters {π1, . . . , πN}.
Note that ∂N is the usual discrete valuation on the 1-dimensional local field F
(N−1).
Lemma 2.14 For a finite extension L/F of discrete valuation fields, the diagram
Kn(F )
∂F

j // Kn(L)
∂L

Kn−1(F
(1))
e j // Kn−1(L)
is commutative, with e = vL(πF ). In particular, if L ⊃ F are N -dimensional local
fields, the valuation v satisfies
vL(jF/L(x)) = e
(11) · · · e(NN) vF (x)
for any x ∈ KN(F )
Proof For a uniformiser πF of F , ∂F{πF , x1, . . . , xN−1} = {x1, . . . , xN−1} and
∂L{πF , x1, . . . , xN−1} = e {x1, . . . , xN−1} since πF ∼ πeE in OL 
In the following section, we shall consider ∂ on a function field F (X) in one variable,
where F may be any field, although we are only interested in higher local fields.
The discrete valuations on F (X) are in one to one correspondence with the monic
irreducible polynomials of F [X], with one additional valuation corresponding to
1
X
. We write va(X) for the valuation corresponding to a(X) ∈ F [X], and v∞ to
the one corresponding to 1
X
. Following [4], we denote the residue field of va(X) by
F (v) = F [X]/(a(X)). If v = v∞, the residue field is F
[
1
X
]
/
(
1
X
) ∼= F .
Any element in Kn(F (X)) can be written as a linear combination of elementary
symbols consisting of irreducible monic polynomials in F [X] and elements of F ∗.
The following two explicit formulae will be used throughout the following section.
Lemma 2.15 If a1, . . . , am−1 ∈ F ∗ and am(X), . . . , an(X) ∈ F [X] with m < n then
∂v({a1, . . . , am−1, am(X), . . . , an(X)}) = {a1, . . . , am−1} ∂v({am(X), . . . , an(X)}) for
any v.
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This follows directly from the definition of ∂. We will often tacitly make use of it
by assuming m = 1 for simplicity.
Lemma 2.16 Let A = {a1(X), . . . , an(X)} ∈ Kn(F (X)) with ai(X) monic and
irreducible of degree di, and let αi ∈ F alg be a fixed root of ai(X). Then
∂v(A) =

(−1)n(n+1)/2d1 · · · dn{−1, . . . ,−1} if v = v∞
(−1)i{a1(αi), . . . , ai−1(αi), ai+1(αi), . . . , an(αi)}, if v = vai(X)
0 otherwise,
where the image lies in the respective residue field F (v) ∼= F (αi) for each v = vai(X).
Proof For the case v = v∞, we use the original definition of ∂ as sum over all
∂(r1,...,rs). Since the ai(X) are monic with v∞(ai(X)) = −di, we have
ai(X)π
−v∞(ai(X))
∞ =
(
1
X
)diai(X) ∈ 1 + 1XF [ 1X ],
which has residue 1 in F (v∞) = F . Thus the only ∂
(r1,...,rs) which does not vanish is
for (r1, . . . , rs) = (1, . . . , n), with
∂(1,...,n){a1(X), . . . , an(X)} = (−1)1+···+n(−d1) · · · (−dn){−1, . . . ,−1}.
If v = vaj(X), all ai(X) with i 6= j are v-units, and the claim follows from lemma
2.12, as does the last case. 
2.4 The Norm map
We outline the definition of a norm map KN(L) → KN(F ) for finite extensions
L/F . We begin by considering simple extensions L = F (α) = F [X]/(m(X)) for
some irreducible polynomial m(X) ∈ F [X]. Bass-Tate proved the following ([4]).
Theorem 2.17 The sequence
0 −→ Kn(F ) j−→ Kn(F (X)) ⊕∂v−→
⊕
v 6=v∞
Kn−1(F (v)) −→ 0
is exact and splits
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The norm maps Nv are defined simultaneously for all F (v)/F by requiring that the
extended sequence
0 −→ Kn+1(F ) j−→ Kn+1(F (X)) ⊕∂−→
⊕
all v
Kn(F (v))
⊕Nv−→ Kn(F ) −→ 0
be exact, where F (v∞) = F and Nv∞ is the identity map. This means that the
composite
Kn+1(F (X))
⊕∂v
v 6=v∞
//
⊕
v 6=v∞
Kn(F (v))
⊕Nv // Kn(F )
equals −∂v∞ Since the first map is surjective and Hom
(⊕
Av, B
)
=
⊕
Hom
(
Av, B
)
for any objects Av and B, this uniquely defines the maps Nv for v 6=∞. Moreover,
∂∞ = id is K∗(F )-linear, so again by surjectivity of ⊕∂v, we have
Lemma 2.18 The norm Nv : K∗(F (v))→ K∗(F ) is K∗(F )-linear in the sense that
Nv(jF/F (v)(x) y) = xNv(y) ∈ Kn+m(F ) for x ∈ Kn(F ), y ∈ Km(F ).
Lemma 2.19 For n = 1, Nv : F (v)
∗ → F ∗ is the usual norm of fields.
Proof Since the Nv are uniquely defined by
∑
Nv ◦ ∂v = −∂∞, it suffices to show
that the usual norm satisfies this property. Noting that lemma 2.15 implies K∗(F )-
linearity of ∂v, it suffices to consider A = {a(X), b(X)} with a(X), b(X) monic, of
degrees n,m and with roots α of a(X) and β of b(X). Then
∂va(X)(A) = b(α), ∂vb(X)(A) = a(β)
−1, ∂∞(A) = (−1)(−1)1+2 nm = (−1)nm.
If va(X) and vb(X) are non-equivalent, then the extensions F (α) and F (β) are linearly
disjoint and a(β) splits in F (α, β)nc as a(β) =
∏n
i=1(β − αi). Now
NF (αi,β)/F (αi)(β − αi) =
m∏
j=1
(βj − αi) = (−1)m
∏
j
(αi − βj) = (−1)mb(αi).
Thus NF (β)/F (a(β)) = (−1)nm
∏
i b(αi). Clearly also NF (α)/F (b(α)) =
∏
i b(αi),
hence NF (α)/F (b(α))NF (β)/F (a(β)
−1) = (−1)nm, as required. 
In analogy to the case of norms on fields we also have
Lemma 2.20 The composite Kn(F )
j−→ Kn(F (v)) Nv−→ Kn(F ) is equal to multipli-
cation by [F (v) : F ].
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Proof Let v correspond to the irreducible polynomial m(X) ∈ F [X] and consider
the symbol A = {m(X), a1, . . . , an} ∈ Kn+1(F (X)), for ai ∈ F ∗. Then ∂vm(X)(A) =
{a1, . . . , an} and ∂v(A) = 0 for all other v 6= v∞. Also,
∂∞{m(X), a1, . . . , an} = ∂∞({m(X)}) {a1, . . . , an} = −d{a1, . . . , an},
for d = deg(m(X)) = [F (v) : F ]. The claim follows 
The following is weaker than prop. 2.22 below, but can be proved by explicit ma-
nipulation.
Proposition 2.21 Given {a1(X), . . . , an(X)} ∈ Kn(F (X)), where the ai(X) are
irreducible polynomials, of degree di, with root αi. Let E = F (α1, . . . , αn)
nc be the
composite of the normal closures of all F (αi)/F . Then the norms F (αi)/F , for all
i, satisfy
jF/ENF (αi)/F
({a1(αi), . . . , âi, . . . , an(αi)}) =∑
γi
{
γi(a1(αi)), . . . , âi, . . . , γi(an(αi))
}
,
where γ runs through set of F -embeddings of F (αi) into F (αi)
nc, with multiplicities
if the extension is not separable, and âi means the i-th place is omitted.
Proof For a fixed root αi of ai(X) in F
alg, let α
(ri)
i be its conjugates, 1 6 ri 6 di,
counted with multiplicities if the extension is inseparable.
By lemma 2.16,
∂v({a1(X), . . . , an(X)}) = (−1)i{a1(αi), . . . , ai−1(αi), ai+1(αi), . . . , an(αi)},
if v = vai(X), and 0 otherwise. Working in E, we see that aj(αi) =
∏
rj
(αi − α(rj)j ),
for 1 6 rj 6 dj, and therefore
jF (vi)/E ∂vi{a1(X), . . . , an(X)} =
∑
j 6=i
16rj6dj
(−1)i{αi − α(r1)1 , . . . , αi − α(rn)n },
where the αi-term is missing. Denoting by Mi the sum over all conjugates of αi, we
have
Mi ◦ jF (vi)/E ◦ ∂vi({a1(X), . . . , an(X)})
=
∑
16ri6di
∑
j 6=i
16rj6dj
(−1)i{α(ri)i − α(r1)1 , . . . , α(ri)i − α(ri−1)i−1 , . . . , α(ri)i − α(rn)n }.
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Then the image of {a1(X), . . . , an(X)} under the composition of maps
Kn(F (X))
⊕∂v //
⊕
Kn−1(F (v))
⊕jF (vi)/E //
⊕
Kn−1(E)
⊕Mi // Kn(E)
is equal to∑
16i6di
∑
all j
16rj6dj
(−1)i{α(ri)i − α(r1)1 , . . . , α(ri)i − α(ri−1)i−1 , . . . , α(ri)i − α(rn)n }. (⋆)
We shall show that this equals
−∂v∞{a1(X), . . . , an+1(X)} = (−1)md1 · · · dn{−1, . . . ,−1} ∈ Kn−1(F ),
for m = n(n + 1)/2 + 1, that is, that the maps Mi satisfy the defining equation of
the Nvi after going up to Kn−1(E).
Suppose for the moment that all di = 1, i.e. ai(X) = X − αi for αi ∈ F . Then
F (vai(X)) = F and Nvai(X) : Kn(F ) → Kn(F ) is the identity. In this case the
definition of the norm becomes
−∂∞{X − α1, . . . , X − αn} =
∑
v 6=∞
(Nv ◦ ∂v)
({X − α1, . . . , X − αn}) i.e.
(−1)m{−1, . . . ,−1} =
∑
16i6n
(−1)i{αi − α1, . . . , αi − αi−1, αi − αi+1, . . . , αi − αn}.
Returning to (⋆), fix any j and any rj. Then the above implies that the sum over i
equals (−1)m{−1, . . . ,−1}. Since there are dj of the rj and n of the j, this means
that
(∗) = d1 · · · dn(−1)m{−1, . . . ,−1} = −∂v∞{a1(X), . . . , an(X)},
so jF/E ◦
∑
Nvi ◦ ∂vi =
∑
iMi, as required. 
A stronger statement follows from the following result taken from [16], IX, prop.
3.3.
Proposition 2.22 The diagram
0 //Kn+1(F ) // Kn+1(F (X))
j

⊕∂v //
⊕
vKn(F (v))
⊕ew/vj

⊕Nv // Kn(F )
j

0 // Kn+1(F
′) // Kn+1(F
′(X))
⊕∂w
//
⊕
wKn(F
′(w))
⊕Nw // Kn(F
′)
is commutative
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Corollary 2.23 If L = F (v) with v = va(X) for some monic irreducible a(X) ∈
F [X], and L′ is the normal closure, then jF/L′ ◦ NL/F : Kn(L) → Kn(L′) is equal
to ps
∑
i γi, where p
s is the degree of inseparability and γi runs through a set of
F -embeddings of L into L′.
We shall also need the following corollary
Corollary 2.24 If L = F (v) for v = va(X) and F
′ is such that L ∩ F ′ = F , let w
be such that L = F (w). Then Nw ◦ jL/LF ′ = jF/F ′ ◦Nv
In order to define the norm for extensions rather than elements generating simple
extensions, one starts by showing that Nv = Nα is independent of the choice of
element generating it, i.e. that Nα = Nα′ if F (α) = F (α
′). Then one generalises
this to extensions L = F (α1, . . . , αr) obtained by joining more than one element. As
a last step, one needs to prove that defined for a string (α1, . . . , αr) is independent
of the choice of elements αi generating the extension. This is then defined to be the
norm NL/F : Kn(L)→ Kn(F ). The following is taken from [16], IX,(3.8).
Theorem 2.25 (Bass-Tate-Kato) Let L/F be a finite extension, then there exists
a norm map NL/FK∗(L)→ K∗(F ) which is K∗(F )-linear and satisfies
(1) NL/F coincides with Nα1,...,αl for any αi ∈ L such that L(α1, . . . , αl)
(2) For any F ⊂M ⊂ L, NL/F = NM/F ◦NL/M
(3) NL/F acts on K0(L) = Z = K0(F ) as multiplication by [L : F ] and on K1(L)
as the usual norm.
(4) NL/F ◦ jF/L is multiplication by [L : F ]
(5) If L′ ⊃ L ⊃ F , then jL/L′ ◦ NL/F = ps
∑
γi where p
s is the degree of in-
separability and γi runs through a set of distinct F -embeddings of L into L
′
(6) NL/F ◦ σ = NL/F for any F -automorphism σ of L.
We will make ample use of (2) and (5), as well as the following corollary of (4).
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Corollary 2.26 The kernel of jF/L is contained in the [L : F ]-torsion subgroup of
Kn(F ).
Note that for simple extensions, this follows from lemma 2.20.
Lemma 2.27 The valuation vF on KN(F ) satisfies vF ◦ NL/F = fL/FvL where
fL/F = [L
(N) : F (N)] is the last residue degree of the extension L/F .
Proof For any set π1, . . . , πN of local parameters of F , v(K
t
N(E)) = Z is generated
by v({π1, . . . , πN}) = 1. Then
vF ◦NE/F ◦ jF/E({π1, . . . , πN}) = [E : F ]vF ({π1, . . . , πN}) = [E : F ].
On the other hand, vE ◦jF/E({π1, . . . , πN}) = e(11) · · · e(NN) by iterating lemma 2.14.
Since [E : F ] = f e(11) · · · e(NN) 6= 0 and Z is free, the lemma follows. 
2.5 K-groups of rings
In section 4.2, we will need a generalisation of MilnorK-groups to rings. We propose
two possible constructions, each having its advantages and disadvantages.
For rings with ‘sufficiently many’ units such as (complete) discrete valuation rings,
Milnor K-groups are defined, e.g. in [10]
Definition 2.28 The Milnor K-groups Kn(A) are defined to be
Kn(A) = (A
∗)⊗n/Stn(A),
where Stn(A) is generated by all elements a1⊗· · ·⊗an with ai+aj = 0 or ai+aj = 1
for i 6= j. The image of a1 ⊗ · · · ⊗ an in Kn(A) is denoted {a1, . . . , an}.
Because x 6= 0, 1 in the ring A need not imply 1 − x ∈ A∗, the relation {x,−x}
which holds in K2(F ) for any field F has to be enforced in the case of rings.
As in the case of fields, Kn is functorial: to any ring-homomorphism f : A → B it
associates Kn(f) : Kn(A) → Kn(B), satisfying the usual properties. We shall need
2.5. K-groups of rings 30
the special case where f : A → A/p is the projection of a discrete valuation ring
onto its residue field.
In [10] it is proved that if A is a semi-local PID with field of fractions F , then
Kn(A) → Kn(F ) is injective. In particular, if O is the first valuation ring of a
higher local field Q then j : Kn(O) →֒ Kn(Q). One may define the topological
Milnor K-groups to be K ′n(O) = Im
(
Kn(O) →֒ Kn(Q)։ Ktn(Q)
)
with the induced
topology.
While this definition of Kn of rings is very natural, it can not be used to determine
a set of generators small enough to be of any use. In the special case of valuation
rings of higher local fields, the following turns out to be more appropriate. In view
of the applications (section 4.3), we consider (N + 1)-dimensional local fields.
Definition 2.29 For a higher local field Q with local parameters π = π0, π1, . . . , πN
and first valuation ring O define the subgroup of Ktn(Q) corresponding to O to be
the closure Ktn(O) of the subgroup generated by all elements
{1 + π0x, πj1 , . . . , πjn−1}, for x ∈ O, 0 6 j1 < · · · < jn−1 6 N ;
and {1 + απa11 · · · πaNN , πi1 , . . . , πin−1}, {πi1 , . . . , πin}, {α, πi1 , . . . , πin−1}
for α ∈ k∗, 1 6 i1 < · · · 6 N , and (a1, . . . , aN) > (0, . . . , 0).
By cor. 2.9 or prop. 2.11 on generators of Ktn(Q), we may assume that 1 + π0x =
1 + βπb00 π
b1
1 · · · πbNN for (b0, b1, . . . , bN) > (0, . . . , 0), p ∤ b. Notice Ktn(Q) is generated
by Ktn(O) together with three types of generators, namely
{1 + απa11 · · · πaNN , π0, πi1 , . . . , πin−2}, {π0, πi1 , . . . , πin−1}, {α, π0, πi1 , . . . , πin−2},
for 1 6 i1 6 · · · 6 N , a > 0 and α ∈ k∗. Using this, we can prove the following
implicit description of Ktn(O).
Lemma 2.30 For any uniformiser π of Q, the sequence
0 −→ Ktn(O) −→ Ktn(Q) ∂−→ Ktn−1(F) −→ 0
is exact, i.e. Ktn(O) may be defined independently of generators as Ktn(O) = ker(∂).
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Proof Ktn(O) → Ktn(Q) is injective by definition. If char(Q) = p, surjec-
tivity of ∂ is clear. If char(Q) = 0, surjectivity follows since the multi-index
(a1, . . . , aN) needed for generators of VF corresponds to (0, a1, . . . , aN), and since
char(F) = p, the absolute ramification index e = (e0, . . . , eN) of Q satisfies e0 > 0,
thus (0, a1, . . . , aN) < ep/(p − 1) for all (a1, . . . , aN) > 0 ∈ ZN . Thus ∂ is always
surjective. Considering the generators of Ktn(O) from def. 2.29, it follows that
Ktn(O) ⊂ ker(∂). Finally notice that the images of the above complementary gen-
erators of Ktn(Q) are free generators of K
t
n(F), thus no linear combination of them
lies in the kernel. 
Corollary 2.31 The groups K ′n(O) and Ktn(O) are related by j(K ′n(O)) ⊂ Ktn(O),
where j : K ′n(O) ⊂ Ktn(Q).
Proof Consider the alternative definition of ∂ given by lemma 2.12 for the two
types of elements {v1, . . . , vn} and {v′1, . . . , v′n−1, π} of Ktn(Q), with π-units vi, v′j.
Elements coming from Ktn(O) are of the first type, hence ∂(Ktn(O)) = 0. 
Remark Working in Ktn(Q), elements coming from K
′
n(O) may be presented as
linear combinations of symbols having entries outside O∗. For example, in Kt2(Q)
we have n{1 + πnv, π} = −{1 + πnv,−v}, and π /∈ O∗. This also shows that the
inclusion K ′n(O) ⊂ Ktn(O) is, in general, strict: If p | n, 1 + πO is not n-divisible,
so {1 + πnv, π} ∈ Kt2(O) \K ′2(O).
The subgroup of Ktn(O) corresponding to 1 + π0O is defined to be the subgroup
generated by the first type of generators, it is denoted U (1)Ktn(O). For a fixed
uniformiser π0 of Q, define a map δ : (Q
∗)⊗n → Kn−1(F), where F is the first
residue field of Q, by δ(x1 ⊗ · · · ⊗ xn) = {u1, . . . , un}, where ui = xiπ−v(xi)i . To see
that δ induces a map on Kn(Q) note that if x = π
i
0u, y = π
j
0v then x + y = 1 can
only happen if i 6= j, say i < j, and moreover i = 0, but then u = 1− πj0v so u = 1
and {u, v} = 0.
Lemma 2.32 The sequence
0 −→ U (1)Ktn(O) −→ Ktn(O) δ−→ Ktn(F) −→ 0
is exact.
2.5. K-groups of rings 32
Proof Surjectivity of δ uses the same argument as in the above proof of the
surjectivity of ∂, together with the fact that lifts of elements of F may be taken in
O∗. Also, δ(U (1)Ktn(O)) = 0 since 1 + πx = 1 for any x ∈ O. For the converse,
note again that the images of the generators of Ktn(O) which are not generators of
U (1)Ktn(O) are free generators of Ktn(F). 
δ can be extended to Ktn(Q)→ Ktn(F), but this depends on the choice of uniformiser
since for π′ = πu, δpi{π′, v} = {u, v} 6= 0 for units u, v, whereas δpi′{π′, v} = {1, v} =
0.
Lemma 2.33 The restriction δ
∣∣
Ktn(O)
is independent of the choice of uniformiser
π0. In particular, U
(1)Ktn(O) = ker(δ) is independent of the choice of π0.
Proof Let π′ = vπ for v ∈ O∗. The only generators of Ktn(O) affected are the first
two types: They become {1 + xπ′, . . . } = {1 + xvπ, . . . } and {1 + xπ′, π′, . . . } =
{1 + xvπ, π, . . . }+ {1 + xvπ, v, . . . }, thus they are in the kernel of both δpi and δpi′ .
Corollary 2.34 The composite K ′n(O) ⊂ Ktn(O) δ−→ Ktn(F) is equal to the map
induced by the natural projection O∗ → F∗.
Chapter 3
Class-Field Theory and Field of
Norms
3.1 Class-Field Theory
For classical one-dimensional local fields, Class-Field theory gives an explicit de-
scription of abelian Galois groups. More precisely, for any finite Galois extension
L/F , the norm-residue symbol is an isomorphism rL/F : Gal(L/F )
ab → F ∗/NL/FL∗.
For varying abelian extensions L, this yields the reciprocity map
ΨF : F
∗ −→ lim←−
L
F ∗/NL/F (L
∗) −→ lim←−Gal(L/F )
∼−→ ΓabF .
Neukirch’s construction (see [30, 31]) of the norm-residue symbol was generalised by
Fesenko in [11, 12] as follows. Let L/F be a finite extension of N -dimensional local
fields with Galois group G = Gal(L/F ). Let Lur and Fur be the maximal purely
unramified extensions of L and F . Gal(Fur/F ) ∼= Ẑ is pro-cyclic, generated topo-
logically by the Frobenius ϕF of F . If the extension of last residue fields L
(N)/F (N)
is of degree f = [L(N) : F (N)], then ϕfF = ϕL. The isomorphism Gal(Fur/F )
∼= Ẑ
induces degF : Gal(Lur/F ) → Ẑ defined by deg(γ˜) = α if γ˜|Fur = ϕαF . Setting
∅(Lur/F ) = {γ˜ ∈ Gal(Lur/F ) | deg(γ˜) ∈ N}, it is shown that the restriction map
∅(Lur/F )→ Gal(L/F ) is surjective.
Given γ ∈ Gal(L/F ), let γ˜ ∈ ∅(Lur/F ) be a lift with γ˜|Fur = ϕnF , n ∈ N, and let
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S = L
〈γ˜〉
ur be the fixed field of the closed subgroup generated by γ˜, as in the diagram
Fur
ϕF
γ
Lur
ϕL
γ˜
|
|
|
|
|
|
|
|
S
|
|
|
|
|
|
|
|
F L
It is shown that [S : F ] is finite, with last residue extension of degree [S(N) : F (N)] =
n. Furthermore, Sur = Lur and γ˜ = ϕS is the Frobenius of S. By [11, 12], we have
Theorem 3.1 For any ΠS ∈ KN(S) with vS(ΠS) = 1, the element
rL/F (γ) = NS/F (ΠS) +NL/FK
t
N(L) ∈ KtN(F )/NL/FKtN(L)
is independent of the choice of γ˜ and ΠS. rL/F induces an isomorphism
rL/F : Gal(L/F )
ab −→ KtN(F )/NL/FKtN(L).
Taking the projective limit over all finite abelian extensions L of F , the inverses of
these maps gives rise to the reciprocity map
ΨF : K
t
N(F ) −→ lim←−K
t
N(F )/NL/FK
t
N(L) −→ lim←−Gal(L/F ) ∼= Γ
ab
F .
The norm-residue symbol in dimension N has analogous properties to the classical
case. In particular, if L/F and L′/F ′ are finite Galois extensions, with F ⊂ F ′ and
L ⊂ L′. Then ([12])
Gal(L′/F ′)

rL′/F ′ // KtN(F
′)/NL′/F ′K
t
N(L
′)
NF ′/F

Gal(L/F )
rL/F // KtN(F )/NL/FK
t
N(L)
is commutative, where the right-hand vertical morphism is induced by the norm
We compute rL/F in a few explicit cases
Example Suppose L/F is unramified of finite degree f . Then Gal(L/F ) is cyclic,
generated by the restriction σ = ϕF |L of the Frobenius of F . Thus all admissi-
ble lifts σ˜ are of the form ϕ1+nfF for n ∈ N and the corresponding fixed fields Sn
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are the unramified extensions of F of degree 1 + nf . Therefore we may choose
ΠSn = {π1, . . . , πN} ∈ KtN(Sn), where π1, . . . , πN are local parameters of F . Then
NSn/F (ΠSn) = (1 + nf){π1, . . . , πN}. But f{π1, . . . , πN} ∈ NL/FKtN(L), thus all
NSn/F (ΠSn) are congruent modulo NL/FK
t
N(L), and rL/F (σ) = {π1, . . . , πN} +
NL/FK
t
N(L).
Example If F contains a primitive pM -th root of unity ζ, let ε be a pM -primary
element. For a set of local parameters π1, . . . , πN , let L = F ( p
M√πj) for some j.
Then Gal(L/F ) is cyclic of order pM with generator σ : pM
√
πj 7→ ζ pM√πj. Let ϕF be
the absolute Frobenius of F and let −pM < a < 0, p ∤ a, be such that Frobenius acts
on p
M√
ε as ϕF ( p
M√
ε) = ζa( p
M√
ε). Pick 0 < b < pM such that ab ≡ 1 mod pM and
pick a lift σ˜ of σ such that σ˜|Fur = ϕb. This is possible because Fur and L are lin-
early disjoint. Then the fixed field S of σ˜ is F ( pM
√
επj), with local parameters
π1, . . . , πj−1, p
M√επj, πj+1, . . . , πN , and NS/F{π1, . . . , πj−1, pM√επj, πj+1, . . . , πN} =
{π1, . . . , επj, . . . , πN}. Since {π1, . . . , πN} ∈ NL/FKtN(L), this shows that rL/F (σ) =
{π1, . . . , πj−1, ε, πj+1, . . . , πN}+NL/FKtN(L).
3.2 The Field of Norms Functor
In [19], Fontaine-Wintenberger developed a way of relating local fields of mixed
characteristic to those of equal characteristic. To any so-called arithmetically profi-
nite extension F∞/F of local fields (with perfect residue field) of characteristic 0
their field of norms functor associates a field of characteristic F := XF (F∞) which
induces an equivalence of the category of separable extensions of F∞ with that of
separable extensions of XF (F∞). In particular, it provides us with
ΓF
∼−→ ΓF∞ ⊂ ΓF .
Suppose an arithmetically profinite extension F∞ is obtained as F∞ = lim−→n Fn for
some tower of extensions F•. Then the field of norms is constructed as follows. Its
multiplicative group is F∗ = lim←−n F
∗
n , where the limit is taken with respect to norms.
Arithmetic profiniteness of F∞/F implies that NFn+m/Fm(xn+m+yn+m) converges in
Fm as n → ∞, and addition in F∗ is defined via (x(m))m + (y(m))m = (z(m))m with
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z(m) = limn→∞NFn+m/Fm(x
(n+m) + y(n+m)). Since the subgroup 1 + pOFm of O∗Fm
satisfies
⋂
nNFn+m/Fm
(
1 + pOFn+m
)
= {1}, one sees that F∗ = lim←−n F
∗
n/
(
1 + pOFn
)
.
[19] provides an alternative definition. Let Cp be the p-adic completion of a fixed al-
gebraic closure of Qp and let OCp be its ring of integers. Define the ring R = lim←−OCp ,
where the projective limit is taken with respect to p-th power maps, and addition is
defined via (a(m))m + (b
(m))m = (c
(m))m with c
(m) = limn→∞(a
(m+n) + b(n+m))p
n
. R
is of characteristic p, with valuation vR : R
∗ → Q defined by vR((x(m))m) = vp(x(0)),
maximal ideal p = {x | vR(x) > 0} and residue field Falgp . The projection OCp →
OCp/p induces an isomorphism R → lim←−OCp/p. In particular the unit group of R
is R∗ ∼= lim←−O
∗
Cp
/(1 + pOCp).
Fontaine-Wintenberger go on to prove that the inclusion F ∗n → C∗p induces
F∗ = lim←−
n
F ∗n/
(
1 + pOFn
) →֒ C∗p/(1 + pOCp) ∼= (Frac(R))∗,
where the projective limit on the left-hand side is taken with respect to norms, for
n > n0, some n0, and the one on the right-hand side with respect to p-th powers.
Example If F0 ⊃ Qp(ζp) with uniformiser π and last residue field k, set Fn =
F (π(n)) for π(n) = p
n√
π, then F ∗n
∼= 〈π(n)〉 × k∗× (1 + π(n)OFn). Taking quotients by
1 + πOFn instead of 1 + pOFn does not change the limit, and so
F∗ ∼= lim←−F
∗
n/(1 + πOFn) ∼= 〈t〉 × k∗ × lim←−(1 + π
(n)OFn)/(1 + πOFn),
with t = (π(n))n. Using that γ(x) ≡ x mod (1 + (1 − ζp)OFn) for every x ∈ OFn
and γ ∈ Gal(Fn/Fn−1), we see that
NFn/Fn−1
(
1+
∑
[αi]π
(n)i
)
≡
(
1+
∑
[αi]π
(n)i
)p
≡ 1+
∑
[αi]π
(n−1)i mod
(
1+πOFn
)
for Teichmu¨ller representatives [αi]. It follows that
1 + t k[[t]] −→ lim←−(1 + π
(n)OFn)/(1 + πOFn), 1 +
∑
i>1
αit
i 7→
(
1 +
∑
i>1
[αi](π
(n))i
)
n
is an isomorphism. Thus F∗ ∼= k((t))∗. By the definition of addition in the field of
norms, this map is also additive, and therefore F ∼= k((t)).
In the case of higher-dimensional local fields the construction involving norms does
not generalise naturally: If, e.g. Fn = F (π
(n)
1 , . . . , π
(n)
N ) with (π
(n)
i )
pn = πi ∈ F , then
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NFn/Fn−1(π
(n)
i ) = (π
(n−1)
i )
pN−1 since [Fn : Fn−1] = p
N . Taking p-th powers, on the
other hand, behaves well.
This approach has been adopted by Scholl ([35]) to define a generalisation of the field
of norms functor. We describe his construction in the special case of N -dimensional
local fields, which are special cases of so-called d-big fields, for d = N −1. The main
ideas of this construction are as follows.
Let vF : F → Z ∪ {∞} be the first valuation of F and extend it (uniquely) to an
algebraic closure F alg. For c > 0 and for any algebraic extension E/F , define the
ideals
pc,E =
{
x ∈ OE
∣∣ vF (x) > c} ⊂ OE.
If the field E is clear from the context we may simply write pc.
Suppose F• = {Fn}n>0 is a tower ofN -dimensional local fields. Scholl calls F• strictly
deeply ramified (SDR) with parameters (n0, c) if there exists an index n0 > 0 and
c > 0 such that [Fn+1 : Fn] = p
N for all n > n0 and if there is a surjective map
Ω1OFn+1/OFn −→ (OFn+1/pc)d.
By [35], prop. 1.2.1, this implies that for n > n0, the first ramification index is
eFn+1/Fn = p, the extension of first residue fields is the inseparable extension F
(1)
n+1 =
(F
(1)
n )1/p, and the p-th power map induces a surjection σ : OFn+1/pc → OFn/pc.
It follows that for n > n0, all Fn have the same last residue field k = F
(N)
n0 and there
exist local parameters π
(n)
1 , . . . , π
(n)
N of Fn such that (π
(n+1)
i )
p ≡ π(n)i mod pc.
Define two towers F• ∼ F ′• to be equivalent whenever there exists r ∈ Z and n2 ∈ N
with F ′n = Fn+r for all n > n2. Set X
+(F•) = lim←−n>n0 OFn/pc, where the projective
limit is taken with respect to the p-th power map. By thm. 1.3.2 of [35],X+(F•, c, n0)
is a complete discrete valuation ring of characteristic p and residue field canonically
isomorphic to F
(1)
n for any n > n0. Up to isomorphism, it only depends on the
equivalence class of the tower F• and is independent of c and n0.
Going to equivalent towers, we may therefore assume n0 = 0 and denote the field
of fractions of X+(F•, c, n0) by X(F•) = F . It is an N -dimensional local field with
local parameters ti = (π
(n)
i )n and first residue field F (1) ∼= F (1)0 .
3.3. Special towers 38
By construction, OF = lim←−OFn/pc, and there is a canonical isomorphism
OF/pc,F ∼−→ OFn/pc,
given by
∑
αat
a 7→∑[ασ−n ](π(n))a for all n > n0.
Theorem 1.3.5. of [35] states that the Field of Norms defines an equivalence between
finite extensions of F∞ = lim−→n Fn and finite separable extensions of F . In particular,
any separable extension L/F of F is the field of norms of some strictly deeply
ramified tower L• with Ln = L0Fn for some finite extension L0/F0. This defines
ΓF ∼= ΓF∞ ⊂ ΓF0 .
3.3 Special towers
The aim of this section is to construct canonical projections NF/Fn : KtN(F) →
KtN(Fn) which are compatible with the norms NFn+m/Fn for every m > 0.
Definition 3.2 We call a strictly deeply ramified (SDR) tower F• with parameters
(n0, c) a special SDR tower if every extension Fn/Fn−1 appears as a tower of N
p-extensions
Fn−1 =
0Fn ⊂ 1Fn ⊂ · · · ⊂ NFn = Fn
for all n > n0. F• will be called very special if Fn = F ( p
n√π1, . . . , pn√πN) for some
system of local parameters π1, . . . , πN of F = F0.
Lemma 3.3 For any SDR tower, there exists n1 > n0 such that for n > n1, there
is a canonical projection
NF/Fn : KtN(F) −→ KtN(Fn)/U (c1)KtN(Fn),
for c1 = c − vF (π(n1)1 ). Furthermore, NF/Fn is given on topological generators of
KtN(F) by {t1, . . . , tN} 7→ {π(n)1 , . . . , π(n)N } and {1+αta, t1, . . . , ti−1, ti+1, . . . , tN} 7→
{1 + [ασ−n ](π(n))a, π(n)1 , . . . π(n)i−1, π(n)i+1, . . . , t(n)N }.
Proof Since the tower F• is strictly deeply ramified, vF (π
(n)
1 ) → 0 as n → ∞,
thus there exists n1 such that c1 = c − vF (π(n1)1 ) > 0. The projection pr : OF →
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OFn/pc → OFn/pc1 induces projections of multiplicative groups O∗F → O∗Fn/U (c1)Fn
and maps t1 7→ π(n)1 . Using F∗ = O∗F × 〈t1〉 and F ∗n = O∗Fn × 〈π(n)1 〉, we define F∗ →
F ∗n/U
(c1)
Fn
by t1 7→ π(n)1 . By the choice of c1 this is well-defined. By construction, it is
multiplicative. To see that it respects Steinberg relations, let x, y ∈ F with x+y = 1.
Let r, s be such that trx, tsy ∈ O∗F , then pr(x) = pr(t−r(trx)) = (π(n)1 )−r pr(trx) and
pr(y) = (π
(n)
1 )
−s pr(tsy). If r = s then pr(trx) + pr(try) = pr(trx + try) since both
summands are in O∗F . If r < s, say, then r = 0 and x = 1 − tsy ∈ O∗F , thus again
pr(x) = 1− pr(tsy). It follows that pr induces NF/Fn as required.
The explicit description of NF/Fn is obtained by noting that ti 7→ π(n)i and α 7→
[ασ
−n
] under the projection OF → OFn/pc. 
Our next aim is to liftNF/Fn : KtN(F)→ KtN(F )/U (c1)KtN(Fn) toNF/Fn : KtN(F)→
KtN(Fn). We illustrate our approach in the case of a very special SDR tower Fn =
F (π
(n)
1 , . . . , π
(n)
N ) and (π
(n)
i )
p = π
(n−1)
i .
Lemma 3.4 In the very special case Fn = F (π
(n)
1 , . . . , π
(n)
N ) and (π
(n)
i )
p = π
(n−1)
i ,
the projections KtN(F)→ KtN(Fn)/U (c1)KtN(Fn) are compatible with the norm maps
KtN(Fn)→ KtN(Fn−1).
Proof OF → OFn/pc maps ti 7→ π(n)i mod pc and α 7→ [ασ−n ] mod pc. Thus, on
generators of KtN(F), the projection is given by {t1, . . . , tN} 7→ {π(n)1 , . . . , π(n)N } and
{1 + αta, t1, . . . , ti−1, ti+1, . . . , tN} 7→ {1 + [ασ−n ]π(n)a, π(n)1 , . . . , π(n)i−1, π(n)i+1, . . . , π(n)N }
for all n. Since the extensions Fn−1(π
(n)
j ) for j 6= i and Fn−1(π(n) a) (p ∤ ai) are
pairwise linearly disjoint over Fn−1, the norm in this case can be decomposed as
NFn/Fn−1 = NN ◦ · · ·Ni+1 ◦Ni−1 ◦ · · ·N1 ◦Na,
corresponding to the tower of sub-extensions obtained by first joining π
(n)
N , . . . , π
(n)
i+1,
skipping π
(n)
i , continuing with π
(n)
i−1, . . . , π
(n)
1 , and finally adding (π
(n))a. But for the
above generators of KtN(Fn), the norm only acts on one entry, and it remains to
note that Na(1 + [α
σ−n ]π(n) a) = 1 + [ασ
−n+1
]π(n−1) a, and Njπ
(n)
j = π
(n−1)
j . 
For those very special towers, this gives KN(F)→ lim←−KN(Fn)/U
(c1)KN(Fn), where
the projective limit is taken with respect to norm maps.
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Lemma 3.5 In the very special case Fn = F ( p
n√π1, . . . , pn√πN), the norm NFn/Fn−1 :
KtN(Fn) → KtN(Fn−1) satisfies Nn/n−1(U (d)KtN(Fn)) ⊂ U (pd)KN(Fn−1) for any d >
0.
Proof Note that U (d)KtN(Fn) ⊂ V KtN(Fn) is generated topologically by the ele-
ments {1 + απ(n)a, π(n)1 , . . . , π(n)i−1, π(n)i+1, . . . , π(n)N }, where a1 > d. Since vF (π(n−1)1 ) =
pvF (π
(n)
1 ), the claim follows from the explicit formulae for the norm from the previous
proof. 
Corollary 3.6 lim←−U
(c1)KtN(Fn) = 0, i.e. lim←−K
t
N(Fn) → lim←−K
t
N(Fn)/U
(c1)KtN(Fn)
is an isomorphism.
Using this, NF/Fm is defined to be the composite of lim←−NF/FN with the projection
to KtN(Fm),
NF/Fn : KtN(F) −→ lim←−K
t
N(Fn)/U
(c1)KtN(Fn)
∼= lim←−
n
KtN(Fn) −→ KtN(Fm).
In particular, NF/Fm(x) = limn→∞NFn+m/Fm
(NF/Fn+m(x)) for every x ∈ KtN(F).
The approach in this very special case can be generalised to special SDR towers. Let
F• be a special SDR tower with parameters (0, c). For each n > 1, the ramification
index is eFn/Fn−1 = (p, . . . , p), thus there exist local parameters π
(n)
1 , . . . , π
(N)
N and a
permutation i =
(
1 2 ··· N
i1 i2 ··· iN
) ∈ Sn such that the r-th subextension rFn/r−1Fn is of the
form rFn =
r−1Fn(π
(n)
ir
) for all r.
Proposition 3.7 If F• is a special tower with parameters (0, c), let π
(n)
1 , . . . , π
(n)
N be
local parameters of Fn satisfying (π
(n)
i )
p ≡ π(n−1)i mod pc for each i. Let n1 > 0
be fixed such that c1 = c − vF (π(n1)1 ) > 0, and set c2 = c1/p > 0. Then the norm
Nn/n−1 : K
t
N(Fn)→ KtN(Fn−1)/U (c2)KtN(Fn−1) is given on topological generators by
{π(n)1 , . . . , π(n)N } 7→ {π(n−1)1 , . . . , π(n−1)N }, and {1+απ(n)a, π(n)1 , . . . , π(n)i−1, π(n)i+1, . . . , π(n)N }
7→ {1 + σ(α)π(n−1)a, π(n−1)1 , . . . , π(n−1)i−1 , π(n−1)i+1 , . . . , π(n−1)N }.
Proof Using the above decomposition of Fn/Fn−1 as a power of N simple p-
extensions, it suffices to consider extensions F ′/F with [F ′ : F ] = p, F ′ = F (π′j) for
some j, and π′pj ≡ πj mod pc. Also, it follows from the linearity of the norm-map
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and the special structure of the generators that it suffices to consider three cases:
the one-symbols {π′j}, {1+xπ′aj } and the two-symbol {1+xπ′aj , π′j}, for x ∈ F . Here
x takes account of α and the πi for i 6= j. Furthermore, using local parameters of
F if p | a, we may assume that p ∤ a. But then {1 + xπ′aj , π′j} = 1a{1 + xπ′j,−x}, so
this reduces to the second case.
Note that the congruence π′pj ≡ πj mod pc in OF ′ implies that π′pj ≡ πj mod U (c1)
as congruence in F ′∗. So for any γ ∈ HomF (F, F ′nc), γπ′j = uγπ′j for some uγ
with upγ ∈ U (c1)F ′ . But this means that uγ ∈ U (c2)F ′ , with c2 = c1/p. Therefore
NF ′/Fπ
′
j ≡ π′pj ≡ πj mod U (c2) and similarly NF ′/F (1+ xπ′j) ≡ 1+ xpπj mod U (c2).

Corollary 3.8 The projections NF/Fn are compatible with the norms NFn+1/Fn for
n > n1 and induce lim←−NF/Fn : K
t
N(F) → lim←−K
t
N(Fn)/U
(c2)KtN(Fn), where the
projective limit is taken with respect to norms.
Proposition 3.9 If F• is a special SDR tower with parameters (0, c), the norm
Nn/n−1 : K
t
N(Fn) → KtN(Fn−1) satisfies Nn/n−1U (d)Ktn(Fn) ⊂ U (d+δ)Ktn(Fn−1) for
every d > 0 and n > n1, where δ = min{d, c2}.
Proof To ease notation, set F = Fn−1 and F
′ = Fn, and write π
′
1, . . . , π
′
N (resp.
π1, . . . , πN) for local parameters of F
′ (resp. of F ). Let F = 0F ⊂ · · · ⊂ NF = F ′ be
the tower of sub-extensions of degree p with rF = r−1F (π′i(r)) for 1 6 r 6 N . Using
the remark after prop. 2.11, we consider the special topological generators
u = {1 + απ′a, π′i(1), . . . , π′i(s−1), π′i(s+1), . . . , π′i(N)}
of U (d)KtN(F
′), where i ∈ Sn is such that Fr = Fr−1(π′i(r)), and j = i(s) is such that
p | ai(r) for s < r 6 N and p ∤ aj (i.e. s is maximal such that p ∤ ai(s)). By using
local parameters of F whenever ai > p, we may assume that 0 6 ai < p for each i,
and replace α with απb ∈ F if necessary. Thus we have ai(r) = 0 for s < r 6 N .
Now any fixed generator u of U (d)KtN(F
′) of the above type can be written as a
product of two symbols
u = {1 + απ′a, π′i(1), . . . , π′i(s−1)} {π′i(s+1), . . . , π′i(N)} = u′1u2,
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with u′1 = jFs/FNu1 for u1 ∈ U (d)Ks(Fs), and u2 ∈ K ′N−s(FN).
The proof is in three steps.
Firstly, by the linearity of the norm map,
NNF/sF (u
′
1u2) = u1NNF/sF (u2) ≡ u1
{
(π′i(s+1))
p, . . . , (π′i(N))
p
}
≡ {1 + απ′a, π′i(1), . . . , π′i(s−1)} {πi(s+1), . . . , πi(N)} mod U (d)KtN(sF ).
Since the second factor is in j0F/sFK
t
N−s(
0F ), we may ignore it by linearity.
The second step is NsF/s−1F . Here we need to consider NsF/s−1F (1 + xπ
′aj
j ), for
x ∈ s−1F such that xπ′ajj = απ′a, and for p ∤ aj, j = i(s). Using p ∤ aj, we see that
sF = s−1F (π′j) =
s−1F (π
′aj
j ). As before, all conjugates of π
′
j over
s−1F are congruent
modulo U (c2). Thus for xπ
′aj
j ∈ pd, we obtain
NsF/s−1F (1 + xπ
′aj
j ) ≡ (1 + xπ′ajj )p mod U (c2+d).
Thus NsF/s−1F (1 + xπ
′aj
j ) ∈ U (d+δ)sF and therefore NNF/s−1F (u) ∈ U (d+δ)KtN(s−1F ), for
δ = min{d, c2}.
The third step is to show that for any r < s,
NrF/r−1FU
(d+δ)KtN(
rF ) ⊂ U (d+δ)KtN(r−1F ).
If a generator of U (d+δ)KtN(
rF ) only has π′i(r) in one entry, the arguments of the first
two steps apply. Otherwise, it is of the form {1+xπ′ai(r), π′i(r)}jFr−1/Fr(y) for x ∈ r−1F
and y ∈ KtN−2(r−1F ). But {1 + xπ′ai(r), π′i(r)} = {(1 + xπ′ai(r))1/a,−x}, so this is again
the same as the second step. 
Corollary 3.10 If F• is a special SDR tower, lim←−U
(c2)KtN(Fn) = 0, i.e. the canon-
ical map lim←−K
t
N(Fn) → lim←−K
t
N(Fn)/U
(c1)KtN(Fn) is an isomorphism, where again
the projective limit is taken with respect to norm maps.
We define NF/Fn : KtN(F)→ KtN(Fn) to be the composite
KtN(F)→ lim←−K
t
N(Fn)/U
(c1)KtN(Fn)
∼= lim←−K
t
N(Fn)→ KtN(Fn).
In particular, NF/Fn(x) = limm→∞NFn+m/Fn(NF/Fn+m(x)) for x ∈ KtN(F).
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Corollary 3.11 NF/Fn commutes with the valuation v on N -th K groups in the
sense that vFn ◦ NF/Fn(x) = vF(x) for any x ∈ KtN(F). In particular, vFn ◦
NF/Fn({tN , . . . , t1}) = 1.
Proposition 3.12 For a special SDR tower F• with associated field of norms F ,
the map induced by all NF/Fn yields an isomorphism
lim←−NF/Fn : K
t
N(F) ∼−→ lim←−K
t
N(Fn)/U
(c2)KtN(Fn)
∼= lim←−K
t
N(Fn).
Proof To prove injectivity, consider a set of topological generators {t1, . . . , tN}
and
({1 + αta, t1, . . . , ti−1, ti+1, . . . , tN})a of KtN(F), say a < A for some A. Since
the Fn are of mixed characteristic, their absolute ramification indices eFn have first
coordinate e
(1)
Fn
> 0. Thus A < eFnp/(p − 1) for all n sufficiently large. For such n,
the above topological generators mapped to a basis of KtN(Fn)/p. This shows that
for fixed A and all a < A, the kernel is trivial. By the definition of the topology on
VF (and therefore VFK
t
N(F)), every element is a limit of a finite sum of elements
with a < A for A fixed, so lim←−NF/Fn is injective.
To prove surjectivity, we may without loss of generality assume that c > 0 is such
that 1 − ζp ∈ pc if ζp ∈ F∞. Then KtN(Fn)/U (c2)KtN(Fn) is topologically generated
by the symbols {π(n)1 , . . . , π(n)N } and {1 + α(π(n))a, π1, . . . , π(n)i−1, π(n)i+1, . . . , π(n)N } for
a < ep/(p− 1), which lie in the image of NF/Fn . 
3.4 Arbitrary Towers
In this section we consider arbitrary SDR towers F•, with parameters (0, c). The idea
is to find a finite extension E• which is a special SDR tower. Using the valuation in-
duced from F on both F• and E• to simplify notation, one has jFm/EmU
(d)KtN(Fm) ⊂
U (d)KtN(Em) for each d > 0, and lim←−n U
(d)KtN(En) = {1} by cor. 3.10. The main
difficulty is to control the kernel of jFn/En .
Lemma 3.13 Let F ′/F be a totally ramified separable extension of degree [F ′ : F ] =
pn, i.e. F ′(N) = F (N). Let m, d ∈ N be such that (pn)! = pmd and p ∤ d. Then there
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exists a tower E0 ⊂ · · · ⊂ En with E0 ⊃ F such that [Ei : Ei−1] = p for 1 6 i 6 N ,
E0/F is tamely ramified of degree dividing d, and F
′E0 = En.
Proof Let F nc be the Galois closure of F ′/F , so that [F nc : F ]
∣∣ (pn)! = pmd.
As in the proof of prop. 1.16, let k˜/F (N) be of degree pmd and let α ∈ k˜ be
a generator of k˜∗. For a system π1, . . . , πN of local parameters of F , let E
′ =
F ( d
√
α, d
√
π1, . . . , d
√
πN). Then E0 := E
′ ∩ F nc is the maximal tamely ramified sub-
extension of F nc/F , hence of degree dividing d and G = Gal(F nc/E0) is a p-group.
Let H = Gal(F nc/F ′E0) be the subgroup corresponding to the sub-extension E0 ⊂
F ′E0 ⊂ F nc. By group-theory, there exists a tower H = HN 6 HN−1 6 · · · 6 H1 6
H0 = G of subgroups with (Hi−1 : Hi) = p for each i. The fixed fields Ei = (EF
nc)Hi
satisfy the claims of the lemma. 
Corollary 3.14 Let F• be an arbitrary SDR tower with parameters (n0, c). Then
there exists a tamely ramified extension E of Fn0 such that the tower E• with En =
EFn for n > n0 is a special SDR tower.
The case of special SDR towers and jFn−1/LFn−1 ◦ NFn/Fn−1 = NEFn/EFn−1 ◦ jFn/EFn
imply the following
Lemma 3.15 If F• is a SDR tower with associated special SDR tower E• and field
of norms F then the composite
KtN(F) −→ KtN(Fn)/U (c1)KtN(Fn)
jF/E−→ KtN(EFn)/U (c1)KtN(EFn)
is compatible with norms NEn+1/En for different n > n1.
For arbitrary SDR towers, we obtain a weaker result.
Proposition 3.16 Let F• be an SDR tower such that F∞ contains a primitive p
M -th
root of unity ζM . Then lim←−U
(c2)KN(Fn)/p
M = 0
Proof Without loss of generality, assume F• has parameters (0, c) and ζM ∈ F0.
Let E/F0 be the associated tamely ramified extension such that E•, En = EFn is a
special SDR tower. Let
Cn = ker
(
jFn/En : U
(c2)KN(Fn)/p
M −→ U (c2)KN(En)/pM
)
3.4. Arbitrary Towers 45
be the kernel of jFn/En . By cor. 3.10, lim←−n U
(c)KN(En)/p
M = 0, thus it remains to
show that lim←−nCn = 0. Let E˜n be the maximal unramified p-subextension of En/Fn.
Then p ∤ [En : E˜n] implies ker
(
jE˜n/En : KN(E˜n)/p
M → KN(En)/pM
)
= 0 by cor.
2.26, so it suffices to consider
C˜n = ker
(
jFn/E˜n : U
(c2)KN(Fn)/p
M −→ KN(E˜n)/pM
)
.
Since [E˜n : Fn] = [E˜
(N)
n : F
(N)
n ], there is an Fp-basis of E˜
(N)
n containing an Fp-basis
Bn of F (N)n . Using this, we may take as Shafarevich basis of KN(Fn)M the elements
(i) {π1, . . . , πN}, for a system of local parameters π1, . . . , πN of Fn,
(ii) {E(α, πa), π1, . . . , πi−1, πi+1, . . . , πN}, for α ∈ Bn, i minimal with p ∤ ai,
(iii) {ε, π1, . . . , πi−1, πi+1, . . . , πN}, for some pM -primary element ε and 1 6 i 6 N .
A Shafarevich basis for KN(E˜n)M can be chosen to contain the elements of (i) and
(ii). Thus C˜n is contained in the subgroup of KN(Fn)/p
M generated by the elements
of type (iii). Since ε ∈ F0, this reduces the problem to showing that lim←−Dn = 0,
where Dn is the subgroup of KN−1(Fn) generated by {π(n)1 , . . . , π(n)i−1, π(n)i+1, . . . , π(n)N }
for 1 6 i 6 N . We prove this by iterating the above approach and reducing it to
NFn/Fn−1 : K1(Fn) ∋ ε 7→ εp ∈ pK1(Fn−1), which is clear.
To prove lim←−Dn = 0, consider again the associated special SDR tower E• from
above. Since En/En−1 breaks up into a tower of N − 1 extensions of degree p,
each obtained by joining one local parameter, we clearly have NEn/En−1KN−1(En) ⊂
pKN−1(En−1), hence lim←− jFn/EnDn = 0. By the same argument as before, it thus
suffices to consider the kernel D˜n = ker
(
jFn/E˜n : KN−1(Fn)/p
M → KN−1(E˜n)/pM
)
.
Using the analogous Shafarevich basis elements of KN−1(Fn), we may iterate this
argument as indicated. 
Corollary 3.17 For an SDR tower F• with ζM ∈ F∞, there exist canonical maps
NF/Fn : KN(F)/pM −→ KN(Fn)/pM
for each n > 0, such that NF/Fn = NFn+m/Fn◦NF/Fn+m for each m,n. They commute
with the valuation v on KN in the sense that vFn ◦ NF/Fn = vF . In particular,
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vFn
(NF/Fn{tN , . . . , t1}) ≡ 1 mod pM . Furthermore, the induced map
lim←−
n
NF/Fn : KN(F)/pM −→ lim←−
n
KN(Fn)/p
M
is an isomorphism.
3.5 Compatibility
We are now ready to prove the compatibility of class field theory and the field of
norms functor.
Theorem 3.18 Let F• be an SDR tower and let L• be given by Ln = LFn where
L/F0 is a finite abelian Galois extension. Let L/F be the corresponding extension
of their fields of norms.
Suppose either that F• is a special SDR tower, or that F∞ ∋ ζM and Gal(L/F0) is
of exponent dividing pM . Then diagram
Gal(L/F) rL/F //

KtN(F)/NL/FKtN(L)
NF/Fn

Gal(Ln/Fn)
rLn/Fn// KtN(Fn)/NLn/FnK
t
N(Ln)
is commutative.
Proof The proof is identical for special and arbitrary powers. We treat the case
of special towers. Dealing with arbitrary towers requires taking quotients by pM
everywhere.
The groups Gal(LFn/Fn) are canonically isomorphic, denote them by G. Consider
the following commutative diagram
Lurn L
ur
n+1
Ln
G
|
|
|
|
|
|
|
|
Ln+1
G
w
w
w
w
w
w
w
w
w
F urn F
ur
n+1
Fn
|
|
|
|
|
|
|
|
Fn+1.
w
w
w
w
w
w
w
w
w
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For σ ∈ G, pick lifts σ˜n ∈ Gal(Lurn /Fn) and σ˜n+1 ∈ Gal(Lurn+1/Fn+1) such that their
restrictions satisfy σ˜n|Furn = ϕmFn and σ˜n+1|Furn+1 = ϕmFn+1 for the same m ∈ N.
Let Sn+1 and Sn be their respective fixed fields. Then
Sn+1 = (L
ur
n+1)
σ˜n+1 = (Fn+1L
ur
n )
σ˜n+1 = Fn+1Sn,
so the tower S• is also strictly deeply ramified and is a finite extension of F•, with
[Sn : Fn] = m for n sufficiently large.
The reciprocity map for Ln/Fn is
rLn/Fn(σ) = NSn/Fn(ΠSn) +NLn/FnK
t
N(Ln),
where ΠSn ∈ KtN(Sn) is any element satisfying vSn(ΠSn) = 1. Since the extension
Fn+1/Fn has no unramified part, the same holds for Sn+1/Sn, so by lemma 2.27
vSn ◦NSn+1/Sn(ΠSn+1) = vSn+1(ΠSn+1) = 1
so there exists a system (ΠSn)n of ΠSn ∈ KtN(Sn) satisfying NSn/Sn−1(ΠSn) = ΠSn−1
and vSn(ΠSn) = 1
On the level of fields of norms, pick a lift σ˜ satisfying σ˜|Fur = ϕmF for the same
m as previously. If S is the fixed field of this σ˜, take ΠS ∈ KtN(S) such that
NS/Sn(ΠS) = ΠSn for each n. Then vS(ΠS) = 1, so
rL/F(σ) = NS/F(ΠS) +NL/FK
t
N(L).
To finish the proof, note that
KtN(S)
NS/Sn //
NS/F

KtN(Sn)
NSn/Fn

KtN(F)
NF/Fn // KtN(Fn).
is commutative by construction, so for σ ∈ Gal(L/F),
NF/Fn ◦ rL/F(σ) = NF/Fn ◦NS/F(ΠS) mod NF/Fn(NL/FKtN(L))
= NSn/Fn(ΠSn) mod NLn/FnK
t
N(Ln) = rLn/Fn(σ),
identifying σ with its image in Gal(Ln/Fn). 
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Corollary 3.19 If F• is a special SDR tower, the total diagram
KtN(F)
ΨF //
NF/Fn

ΓabF

KtN(Fn)
ΨFn // ΓabFn ,
is commutative, where the right-hand vertical map is the composite of the isomor-
phism ΓabF
∼= ΓabF∞ given by the field of norms functor, and the inclusion ΓabF∞ ⊂ ΓabFn.
Corollary 3.20 If F• is an SDR tower with ζM ∈ F∞, then
KtN(F)/pM
ΨF //
NF/Fn

ΓabF /p
M

KtN(Fn)/p
M
ΨFn // ΓabFn/p
M ,
is commutative where ΓabF /p
M →֒ ΓabFn/pM is induced by the field of norms functor.
Chapter 4
The Witt-Artin-Schreier Pairing
In this chapter, we describe abelian p-extensions of higher local fields of equal char-
acteristic p.
4.1 Differential Forms
Let F be a higher local field of equal characteristic p, with system of local pa-
rameters tn, . . . , t1 and last residue field k. Consider its flat Z/p
M -lift OM(F) =
WM(k)((tN)) · · · ((t1)), where ti = [ti] ∈ WM(F) are Teichmu¨ller representatives
of the local parameters (see appendix A.2). Since OM(F) is obtained from W (k)
by a succession of steps involving taking polynomial algebras, completions, and lo-
calisations, its module of continuous differential forms over Zp, ΩWM (k)((tN ))···((t1)) is
free with basis dt1, . . . , dtN . For the same reason, O(F) = lim←−OM(F), its field of
fractions Q(F) and the W (k)-subalgebra Q0(F) = W (k)((tN)) · · · ((t1)) of Q(F) all
have the property that their module of differential forms over Zp, resp. Qp, is free
of rank N .
To ease notation later on, put dlogx = dx/x. Then Ω
N
Q(F) is free over Qp and the
residue of an N -form is
ResQ(F)
(∑
ait
i1
1 · · · tiNN dlogt1 ∧ · · · ∧ dlogtN
)
= a(0,...,0) ∈ Frac(W (k)),
and similarly for ΩNO(F), Ω
N
OM (F)
, and ΩNQ0(F). The residue has the following standard
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properties
(i) If ω ∈ ΩN−1Q(F) then ResQ(F)dω = 0,
(ii) if t
′
1, . . . , t
′
N is another system of local parameters of F and t′1, . . . , t′N are lifts
to O(F), then Res Q(F)
(
dlogt
′
1 ∧ · · · ∧ dlogt′N
)
= 1,
(iii) if Res (ω) = α, then there exists ω′ ∈ ΩN−1Q(F) such that ω = dω′+αdlogt′1∧ · · · ∧
dlogt
′
N .
By construction, O(F) depends on the choice of local parameters t1, . . . , tN of F
used to construct the flat lifts. We illustrate an alternative approach to residues
which is independent of local parameters in F . For n > 0, and a fixed choice
of local parameters ti, let OM(σnF) be the flat Z/pM -lift constructed using the
local parameters t
pn
1 , . . . , t
pn
N of σ
n(F). Also, let σ−nF be the inseparable extension
obtained by joining t
1/p
i for 1 6 i 6 N and denote by σ
−n the isomorphism F ∼→
σ−nF . Then
WM(σ
M−1F) ⊂ OM(F) ⊂ WM(F) ⊂ OM(σ1−MF),
WM(F) = OM(F) + pOM(σ−1F) + · · ·+ pM−1OM(σ1−MF).
Define Ω˜(F ,M) to be the submodule of ΩNWM (F) generated as Zp-module by all
forms ω = ydlogx1 ∧ · · · ∧ dlogxN for all y ∈ WM(σM−1F) and xi ∈ WM(F)∗. Since
y ∈ OM(F) and xi ∈ OM(σ1−MF), ω can be written as ω = w dlogt1 ∧ · · · ∧ dlogtN ,
for w ∈ OM(σ1−MF). This induces a natural embedding
ιOM (F) : Ω˜(F ,M)→ OM(σ1−MF)⊗OM (F) ΩNOM (F), ω 7→ w ⊗ dlogt1 ∧ · · · ∧ dlogtN .
Note that w ∈ OM(σ1−MF) may in turn be written as w =
∑
αat
a1
1 · · · taNN for
α ∈ W (k) and (a1, . . . , aN) ⊂ p1−MZN running through some admissible set. Using
this, we define the residue ResWM (F) on Ω˜(F ,M) to be ResWM (F)(ω) = α(0,...,0).
Using the canonical inclusion ΩNOM (F) ⊂ Ω˜(F ,M), it can be seen that ResOM (F)(ω) =
ResWM (F)(ω) for any N -form ω ∈ ΩNOM (F).
We want to show that ResWM (F) is independent of the choice of local parameters of
F . Let t′1, . . . , t′N be a different set of local parameters of F . Let O′M(σnF) be the
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flat Z/pM -lifts constructed using the elements t
′pn
i and let Res
′
WM (F)
be the residue
defined using ιO′M (F).
Proposition 4.1 For any ω ∈ Ω˜(F ,M), ResWM (F)(ω) = Res ′WM (F).
Proof Any x ∈ WM(F)∗ can be written as x = α ta11 · · · taNN ǫη with α ∈ W (k)∗,
(a1, . . . , aN) ∈ ZN , ǫ ∈ (1 +mQ(F)) mod pMO(F) and
η ∈ 1 + pOM(σ−1F) + · · ·+ pM−1OM(σ1−MF) = 1 + pWM(σ−1F).
Using pWM(σ
−1F) = VWM−1(F) ⊂ pOM(σ1−MF), we see that log converges on
1 + pWM(σ
−1F). Letting η′ = log(η) ∈ pWM−1(σ−1F), it follows that dlogx can be
written
dlogx = a1dlogt1 + · · ·+ aNdlogtN + dlogǫ+ dη′.
Writing ǫ as a convergent product ǫ =
∏
b
(
1 − βbtb
)
, we see furthermore that
dlogǫ = −
∑
(βat
b)ndlog(t
b) for b in some admissible set in ZN>0 and βa ∈ WM(k).
Now note that tbndlogt
b ∧ dη = (b1dlogt1 + · · · + bNdlogtN) ∧ d(tbnη), for b > 0
and η ∈ pWM(σ−1F) since this reduces to dtb ∧ dtb = 0. Then we see that any
ω ∈ Ω˜(F ,M) can be written as a sum of the three types of elements
(i) αωdlogt1 ∧ · · · ∧ dlogtN , for αω ∈ WM(k),
(ii) mdlogt1 ∧ · · · ∧ dlogtN , with m ∈ mQ(F) mod pM , and
(iii) dlogti1 ∧ · · · ∧ dlogtis ∧ dη1 ∧ · · · ∧ dηN−s, for ηj ∈ pWM(σ−1F).
Because ResWM (F) = 0 for all elements from (ii) and (iii), one has ResWM (F)(ω) =
αω ∈ WM(F). Thus we need to check that ResWM (F)
(
dlogt
′
1 ∧ · · · ∧ dlogt′N
)
= 1. To
see this, note that t′i = [αi] tit
a
(i)
i+1
i+1 · · · ta
(i)
N
N ǫiηi as above, where a
(i)
1 = · · · = a(i)i−1 = 0
and a
(i)
i = 1. Then the claim follows from the above manipulations. 
4.2 Parshin’s Pairing
If F is any field of characteristic p, any abelian extension of exponent pM is ob-
tained by joining all coefficients of ℘−1X ⊂ WM(F sep) for some subgroup X ⊂
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WM(F)/℘WM(F). Witt-Artin-Schreier theory provides a perfect pairing
WM(F)/℘WM(F)× ΓabF /pM → WM(Fp)
((b0, . . . , bM−1), γ) 7−→ (γ(β0), . . . , γ(βM−1))− (β0, . . . , βM−1)
where (β0, . . . , βM−1) ∈ WM(F sep) is any element satisfying ℘(β0, . . . , βM−1) =
(b0, . . . , bM−1). Here, as usual, ℘(w) = σ(w)− w for any w ∈ WM(F).
We shall consider the case where F is an N -dimensional local field of characteristic p.
In [32], the Witt-Artin-Schreier pairing is used to construct the p-part of class-field
theory for higher local fields of characteristic p by defining the pairing
[−,−}M : WM(F)×KN(F)/pMKN(F) −→ WM(k).
We start by clarifying the construction of [−,−}M .
Let b˜i, x˜j be lifts of bi, ci ∈ F with respect to the map W (k)((tN)) · · · ((t1)) → F
induced by W (k)→ k, for 0 6 i 6M − 1, 1 6 j 6 N . Parshin’s pairing is
[
(b0, . . . , bM−1), {x1, . . . , xN}
)
M
= (y0, . . . , yM−1) ∈ WM(k).
(y0, . . . , yM−1) is the unique Witt-vector with ghost-components
y(i) = Res
(˜
b(i)dlogx˜1 ∧ · · · ∧ dlogx˜N
)
,
where the residue is taken in ΩNQ0(F). By [32], lemma 3.1, the residue is integral,
i.e. lies in W (k), so yi ∈ k are well-defined. Instead of taking ghost-components
in characteristic zero, taking the residue there, and going back to WM(k) using the
inverse operation to taking ghost-components, we work in WM(F).
Notice that any b = (b0, . . . , bM−1) ∈ WM(F) can be written as
b = [b0] + V [b1] + · · ·+ V M−1[bM−1] ∈ WM(F).
Taking as lifts of bi the Teichmu¨ller representatives [bi] ∈ WM(F), it follows that
the (M − 1)-st ghost-component of b is
b(M−1) = [b0]
pM−1 + · · ·+ pi[bi]pM−i−1 + · · ·+ pM−1[bM−1]
= [σMb0] + · · ·+ V i[σM−1bi] + · · ·+ V M−1[σM−1bM−1] = σM−1b.
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In particular, this shows that b(M−1) ∈ OM(F). Thus [−,−}M may be defined as
[
b, {x1, . . . , xN}
}
M
= ResWM (F)
(
σM−1(b) dlogx˜1 ∧ · · · ∧ dlogx˜N
)
,
where x˜i ∈ WM(F)∗ is any lift of xi ∈ F .
Lemma 4.2 The value of Parshin’s symbol
[
(b0, . . . , bM−1), {x1, . . . , xN}
)
M
= ResWM (F) σ
M−1(b) dlogx˜1 ∧ · · · ∧ dlogx˜N ,
is independent of the choice of lifts x˜i ∈ OM(F)∗.
Proof For x ∈ F∗, let x˜, x˜′ be two different lifts to OM(F)∗. Then x˜ − x˜′ ∈
pOM(F), so there exists a ∈ OM(F) with x˜′ = x˜(1 + pa). Now OM(F) is a p-adic
ring, so the logarithm log(1 + pa) converges in pOM(F). Thus dlogx˜′ = dlogx˜ +
d
(
log(1 + pa)
)
and log(1 + pa) = py for some y ∈ OM(F). We need to show that
ResOM (F)
(
bp
M−1
0 + pb
pM−2
1 + · · ·+ pM−2bpM−2 + pM−1bM−1
)
p dy ≡ 0 mod pM .
But bp
i
dy ≡ d(bpiy) mod pi implies that ResOM (F)
(
bp
i
dy
) ≡ 0 mod pi for each i,
which proves the claim. 
It would be nice to generalise this result to lifts inWM(F)∗. However, the element x˜−
x˜′ above would then lie in VWM(F) = pWM(σ−1(F)) and hence a, y ∈ WM(σ−1(F)),
and we no longer get the extra factor of p in the above expression.
Lemma 4.3 We have σ [b, x}M = [σ(b), x}M for any b ∈ WM(F) and x ∈ KN(F).
Proof KtN(F) is generated by all symbols {t′1, . . . , t′N}, for varying local parameters
t
′
1, . . . , t
′
N . By prop. 4.1, ResWM (F) is independent of the choice of local parameters,
thus we may assume x = {t1, . . . , tN}. Writing σM−1b =
∑
αat
a1
1 · · · taNN ∈ OM(F),
we obtain [b, x}M = α(0,...,0). Also, σM−1(σb) =
∑
σ(αa)t
pa1
1 · · · tpaNN , and hence
[σ(b), x} = σ(α(0,...,0)) = σ[b, x}M , as required. 
Using this, we obtain Parshin’s pairing
[−,−)M : WM(F)/℘×KN(F) −→ WM(Fp) ∼= Z/pM , [b, x)M = Tr [b, x}M ,
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where Tr : WM(k) → WM(Fp) is induced by the trace of fields k → Fp and the
identification WM(Fp) ∼= Z/pM is given by (M − 1)-st ghost-components.
The chain of inclusions WM(σ
M−1F) ⊂ OM(F) ⊂ WM(F) shows that b 7→ σM−1b
induces WM(F)/℘ ∼−→ OM(F)/℘. Since [b, x)M = [σb, x) = · · · = [σM−1b, x) for
any b ∈ WM(F) and x ∈ KtN(F), this shows that Parshin’s pairing is equivalent to
[−,−)M : OM(F)/℘×KtN(F)→ Z/pM ,[
b, {x1, . . . , xN}
)
M
= Tr ◦ Res (σM−1(b) dlogx˜1 ∧ · · · ∧ dlogx˜N),
where the lifts x˜i are in OM(F) ⊂ WM(F), and the residue is ResOM (F).
In [32, 33], Parshin proves that this pairing is non-degenerate and thus can be used
to define the p-part of class field theory ΨPF : K
t
N(F)/pM → ΓabF /pM . To prove
that ΨPF coincides with the construction from [12], it suffices to show that Parshin’s
pairing, composed with the reciprocity map ΨFF : K
t
N(F) → ΓabF due to Fesenko
induces the Witt pairing. We give details of the outlined proof from [12], §2.
Theorem 4.4 For an N -dimensional local field F of characteristic p and a finite
abelian p-extension L/F , the class field theories constructed by Parshin ([32]) and
Fesenko ([12]) agree.
Proof LetM be the exponent of Gal(L/F) so that L is contained in the composite
of finitely many linearly disjoint cyclic extensions of degree pM . Therefore we may
without loss of generality assume that L/F is cyclic, L = F(X) for X ∈ OM(F sep)
with ℘X = x ∈ OM(F).
We need to show that for {y1, . . . , yN} ∈ KtN(F),[
x, {y1, . . . , yN}
)
M
= γ(X)−X,
where [−,−)M is Parshin’s pairing, γ = r−1L/F({y1, . . . , yN}) ∈ Gal(L/F) corresponds
to {y1, . . . , yN} under Fesenko’s reciprocity map, and ℘(X) = x.
Notice first that KtN(F) is generated by all symbols {t1, . . . , tN} for various sets of
local parameters t1, . . . , tN . Thus it suffices to prove the theorem for {t1, . . . , tN} ∈
KtN(F) where the ti are any fixed set of local parameters.
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Also, OM(F)/℘ is generated as Z/pM -module by two types of elements. On the
one hand elements
∑
αat
a1
1 · · · taNN , where the sum is over some admissible set with
A < a < 0 for some fixed A, and, on the other hand, α0 ∈ WM(k) of trace Tr (α0) =
1 ∈ Z/pM . So we may furthermore assume that x (with L = F(X), ℘(X) = x) is of
either form.
In the second case, Parshin’s symbol yields
[
α0, {t1, . . . , tN}
)
M
= Tr ◦ Res (α0dlogt1 ∧ · · · ∧ dlogtN) = Tr (α0) = 1,
by the choice of α0. Using Fesenko’s construction, we note that L/F is totally
unramified, with Galois group Gal(L/F) = 〈ϕF |L〉 generated by the restriction of the
Frobenius of F to L. By the first example in section 3.2, rFL/F(ϕF |L) = {t1, . . . , tN}
mod NL/FK
t
N(L). But ℘(X) = α0 just means that the absolute Frobenius ϕF acts
as ϕF (X) = X +α0. Now if [F
(N) : Fp] = f then ϕF
∣∣
k
= σf where σ is the absolute
Frobenius. Thus
ϕ(X) = X + α0 + σ(α0) + · · ·+ σf−1α0 = X + Tr (α0) = X + 1
and consequently ϕ(X)−X = 1, as required.
In the first case, for x =
∑
αat
a1
1 · · · taNN as above and L = F(X) with ℘(X) = x,
Parshin’s pairing gives
[
x, {t1, . . . , tN}
)
M
= Tr ◦ Res (∑αata11 · · · taNN dlogt1 ∧ · · · ∧ dlogtN) = 0
since a < 0 for all a. By [33], prop. 2, this implies that {t1, . . . , tN} ∈ NL/FKtN(L),
so {t1, . . . , tN} mod NL/FKtN(L) = rL/F(id) corresponds to the trivial element of
the Galois group, so id(X)−X = 0, too. 
4.3 An Invariant Formula
The pairings OM(F)/℘×KN(F)/pM → Z/pM are not a priori compatible with the
projections modulo pM−1. For classical local fields, Fontaine [17] proves an invariant
formula using special lifts of F to O(F). We adapt his method to higher dimensions.
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Given F , fix a set of local parameters t1, . . . , tN . They provide a p-basis of F . Con-
sider its corresponding flat Zp-lift O(F) = WM(k){{tN}} · · · {{t1}} (see appendix
A.2), with field of fractions Q(F). Q(F) is an (N + 1)-dimensional local field with
parameters p, t1, . . . , tN .
Consider the inseparable extension F ′ = σ−1F = F(T 1, . . . , TN), where T pi = ti.
Using T i as p-basis of F ′, we obtain a corresponding extension of fields of fractions
Q(F ′) = Q(F)(T1, . . . , TN ) and an isomorphism σ : Q(F ′) → Q(F) which maps
Ti 7→ ti and is equal to the frobenius on W (k). Denote by σ−1 its inverse.
Finally, denote by Nσ the composite
Nσ = NQ(F ′)/Q(F) ◦ σ−1 : KtN(Q(F)) −→ KtN(Q(F)).
Note that Nσ induces Nσ : K
t
N(O(F)) → KtN(O(F)). This can be seen by consid-
ering topological generators and noting that Q(F ′)/Q(F) breaks up into a tower of
N sub-extensions of degree p in such a way that the norms of the N sub-extensions
act at most on one entry of those generators.
Working with the groups Ktn(O(F)) defined in section 3.5, we shall find a special
section of reduction modulo p: KtN(O(F))→ KtN(F). Start with the exact sequence
0 −→ U (1)KtN(O(F)) −→ KtN(O(F)) −→ KtN(F) −→ 0,
and apply Nσ − 1 to each group. Since F ′/F is inseparable, Nσ = 1 on F . The
snake lemma yields(
U (1)KtN(O(F))
)
Nσ=1
−→ (KtN(O(F)))Nσ=1 −→ KtN(F)
−→ U (1)KtN(O(F))/(Nσ − 1)U (1)KtN(O(F)).
Lemma 4.5 The middle morphism of the above diagram is an isomorphism.
Proof U (1)KtN(O(F)) is generated by two types of generators. On the one hand,
u = {1+[α]pa0ta, ti1 , . . . , tiN−1}, and we see thatNσu = {1+[ασ]ppa0ta, ti1 , . . . , tiN−1}.
Similarly, for the second type v = {1 + [β]pb0tb, p, tj1 , . . . , tjN−2} of generators, we
have Nσv = {(1 + [βσ]ppb0)p, p, tj1 , . . . , tjN−2}. Notice that
lim
n→∞
(
1 + [ασ
n
]pp
na0ta
)
= 1 and lim
n→∞
(
1 + [βσ
n
]pp
nb0tb
)pn
= 1.
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Now by the definition of the topology on KtN(Q(F)), VQ(F) × (Q(F)∗)⊗(N−1) →
KtN(Q(F)) is sequentially continuous and therefore Nnσ (u) → 0 and Nnσ (v) → 0 as
n → ∞. Since O(F) is absolutely unramified, it follows from [43], prop. 2.1 that
KtN(O(F)) is topologically free, so we conclude that
(
U (1)KtN(O(F))
)
Nσ=1
= 0 and
the middle morphism is injective.
To see that it also surjective, note that {1+ [α]ta, ti1 , . . . , tiN−1} ∈
(
KtN(O(F))
)
Nσ=1
for all α ∈ k∗ and a > 0, and {t1, . . . , tN} ∈
(
KtN(O(F))
)
Nσ=1
and that their
images in KtN(F) topologically generate it. Alternatively, notice that by the ex-
plicit description of Nσ on generators of U
(1)KtN(O(F)), (1 +Nσ +N2σ + · · · )(u) =
{u′, ti1 , . . . , tiN−1} converges in KtN(O(F)) because u′ =
∏(
1 + [ασ
n
]pp
na0ta
)
con-
verges in F ∗, and similarly for v. But (1 − Nσ)(1 + Nσ + N2σ + · · · )(u) = 1 so all
generators of U (1)KtN(O(F)) are also in (Nσ − 1)U (1)KtN(O(F)) and it follows that
the last quotient in the above long exact sequence is trivial. 
For the groups K ′N(O(F)) ⊂ KtN(O(F)), one sees that the map induced by the
projection O(F)→ F again induces an isomorphism (K ′N(O(F)))Nσ → KtN(F) by
considering that the lifts {t1, . . . , tN} and {1 + [α]ta, ti1 , . . . , tiN−1} of generators of
KtN(F) lie in
(
K ′N(O(F))
)
Nσ=1
. This indicates that the example of an element in
KtN(O) \ K ′N(O) given in the remark after cor. 2.31 was typical. If O = O(F),
n{1 + πnv, π} = −{1 + πnv,−v} /∈ (KtN(O(F)))Nσ=1 = (K ′N(O(F)))Nσ=1.
We denote by Col : KtN(F)→
(
KtN(O(F))
)
Nσ=1
⊂ KtN(O(F)) (‘Coleman lifts’) the
inverse map.
Corollary 4.6 Col : KtN(F) → KtN(O(F)) is continuous. On the basis of KtN(F)
from prop. 2.10, Col is given by
Col
({t1, . . . , tN}) = {t1, . . . , tN}
Col
(
E(α, t
a
), t1, . . . , ti−1, ti+1, . . . , tN}
)
= {E([α], ta), t1, . . . , ti−1, ti+1, . . . , tN}.
Proof The explicit formulae for Col on the level of generators follows from the fact
that the elements on the right-hand side lie in
(
KtN(O(F))
)
Nσ=1
and are lifts of those
on the left-hand side. To see that Col is continuous, note that for a = (a1, . . . , aN)
running through an admissible set in ZN>0, (0, a1, . . . , aN) runs through an admissible
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set of ZN+1>0 . Thus if
∏(
E(αa, t
a
)
)
converges in F , so does∏(E([αa], ta) in O(F) ⊂
Q(F) (since the first local parameter p of Q(F) appears with exponent 0). 
In what follows, we shall need to work in ΩNQ(F) = Ω
N
O(F) ⊗ Q(F). The morphism
Q(F)∗ → ΩQ(F) given by x 7→ dlogx = dxx induces
KtN(Q(F))→ ΩNQ(F), {x1, . . . , xN} 7→ dlogx1 ∧ · · · ∧ dlogxN ,
which we shall also denote by dlog.
Lemma 4.7 For x ∈ O(F) and u ∈ KtN(F), we have
σ
(
Res (x dlogCol(u))
)
= Res (σ(x) dlogCol(u))
Proof It suffices to consider generators uα,i := {E(α, ta), t1, . . . , ti−1, ti+1, . . . , tN}
and u0 := {t1, . . . , tN} of KtN(F). Writing x =
∑
b>0wbt
b , then σ(x) =
∑
σ(wa)t
ap.
For the first type of generators, we have
dlogCol(uα,i) =
∑
[ασ
n
]tap
n
(−1)iaidlogt1 ∧ · · · ∧ dlogtN
and Res
(
x dlogCol(uα,i)
)
=
∑
n[α
σn ]aiw−apn , where the sum is taken over all (finitely
many) n such that w−apn 6= 0. On the other hand, σ(x) =
∑
σ(wb)t
bp and thus
Res
(
σ(x) dlogCol(uα,i)
)
=
∑
n[α
σn+1 ]aiσ(w−apn) = σ
(
Res (x dlogCol(uα,i))
)
. Also,
σ
(
Res (xdlogCol(u0))
)
= σ(w0) = Res
(
σ(x)dlogCol(u0)
)
, as required. 
Following the argument in [17], this can be obtained more naturally as a consequence
of the defining property of Col, the Nσ-invariance, as follows.
With Q(F ′) = Q(σ−1F) as before, we have ΩNQ(F) = Q(F) dlogt1 ∧ · · · ∧ dlogtN and
ΩNQ(F ′) = Q(F ′) dlogT1 ∧ · · · ∧ dlogTN = Q(F ′) dlogt1 ∧ · · · ∧ dlogt1,
since dlogti = p dlogTi for all i and p is invertible in Q(F ′). Again ti 7→ Ti induces
σ−1 : ΩNQ(F) → ΩNQ(F ′) given by
σ−1
(
xdlogt1∧ · · · ∧ dlogtN
)
= σ−1(x)dlogT1∧ · · · ∧ dlogTN = p−Nσ−1(x)dlogt1∧ · · · ∧ tN
Define the trace map tr : ΩNQ(F ′) −→ ΩQ(F) to be the usual trace on Q(F ′)→ Q(F),
and the identity on dlogt1 ∧ · · · ∧ dlogtN . It is Q(F)-linear and after ‘going up’ to
Q(F ′)(ζp)/Q(F)(ζp), it coincides with taking the sum over all Galois conjugates.
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Using the fact that the composite of the norm N = NQ(F ′)/Q(F) with the map
j : KtN(Q(F))→ KtN(Q(F ′)(ζp)) is also equal to the sum over all Galois conjugates,
it follows that the outer diagram in
ΩNQ(F ′)
tr // ΩNQ(F)
i // ΩNQ(F ′)(ζp)
KtN(Q(F ′))
dlog
OO
N
// KtN(Q(F))
dlog
OO
j
// KtN(Q(F ′)(ζp)),
dlog
OO
is commutative. Since i is injective, so is the left-hand diagram.
Noting that σ−1 ◦ dlog = dlog ◦ σ−1 : KtN(Q(F)) → ΩNQ(F ′), this implies that
tr σ−1dlogCol(x) = dlogCol(x), which is analogous to the property NσCol(x) =
Col(x) on the level of K-groups.
Lemma 4.8 For any ω ∈ ΩNQ(F), Res ◦ tr(σ−1(ω)) = σ−1(Res (ω)).
Proof Write ω as ω =
∑
[αa]p
a0ta11 · · · taNN dlogt1 ∧ · · · ∧ dlogtN for α ∈ k∗, and
(a0, . . . , aN) running through some admissible set. Then
σ−1(ω) =
∑
a
[ασ
−1
a ]p
a0T a11 · · ·T aNN p−N dlogt1 ∧ · · · ∧ dlogtN .
If p | ai for all 1 6 i 6 N , then tr acts as multiplication by pN on this term. If there
is some i > 1 with p ∤ ai, then tr(T
a1
1 · · ·T aNN ) = 0. Thus
Res ◦ tr(σ−1(ω)) = ∑
a=(a0,0,...,0)
[ασ
−1
a ]p
a0 = σ−1
( ∑
a=(a0,0,...,0)
[αa]p
a0
)
= σ−1(Res(ω)),
as required. 
Noting that tr is Q(F)-linear, we have
tr σ−1(σ(x).dlogCol(u)) = x.tr σ
−1(dlogCol(u)) = x dlogCol(u).
Together with the lemma, this implies σRes (x dlogCol(u)) = Res(σ(x) dlogCol(u))
more generally for x ∈ Q(F) and without needing to consider generators.
We are now ready to prove the following invariant formula for Parshin’s pairing.
Theorem 4.9 The Witt-pairing O(F)×KtN(F)→ Zp is given by[
b
∣∣{u1, . . . , uN}) = TrW (k)/Zp ◦Res(b dlogCol{u1, . . . , uN}) ∈ Zp.
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Proof We need to prove that for each M ,
Tr ◦ Res (b.dlogCol{u1, . . . , uN}) mod pM = [b mod pM , {u1, . . . , uN})M
is Parshin’s formula. Since [−,−)M is independent of the choice of lifts u˜i ∈ O(F)
of ui ∈ F , we may assume that the lifts are chosen such that {û1, . . . , ûN} =
Col({u1, . . . , uN}). Then the identity σRes (x dlogCol(u)) = Res (σ(x) dlogCol(u))
implies
[
b mod pM , {u1, . . . , uN}
)
M
= Tr ◦ Res (σM−1(b) dlogCol{u1, . . . , uN}) mod pM
= Tr ◦ σM−1 ◦ Res (b dlogCol{u1, . . . , uN}) mod pM
= Tr ◦ Res (b dlogCol{u1, . . . , uN}) mod pM ,
since Tr ◦ σ = Tr : W (k)→ Zp. 
Chapter 5
The Hilbert Pairing
In this chapter we use the field of norms functor to derive formulae for the Hilbert
symbol in characteristic zero from the invariant formula of Parshin’s pairing in char-
acteristic p.
5.1 Relating Kummer and Witt extensions
Consider an SDR tower F• with parameters (0, c), F∞ = lim−→n Fn and associated field
of norms F .
Definition 5.1 An SDR F• tower is called m-admissible, for m ∈ N, if F• has
parameters (0, c) with c > 2eF
pm(p−1)
=
2eFm
p−1
and if Fm contains some primitive p
M+m-
th root of unity ζM+m. Here eF = vF (p) is the (first) absolute ramification index of
F .
Following [3], define an N -dimensional analogue of Fontaine’s ring R as follows. Let
C(N)p be the completion of an algebraic closure of Qp{{πN}} · · · {{π2}} and let
OC(N)p be the integral closure of its first valuation ring in C(N)p. Then R(N) =
lim←−OC(N)p/pc, where the projective limit is taken with respect to p-th powers and
pc = {x ∈ C(N)p | vp(x) > c} for c > 0. As sets, one has R(N) ∼= lim←−OC(N)p given
by (x(n))n 7→ (x˜(n))n with x˜(n) = limm→∞(x̂(n+m))pm for any lift x̂(n+m) of x(n+m) to
OC(N)p . R(N) is a perfect ring of characteristic p with valuation vR(x) = vp(x˜(0)).
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Its field of fractions is denoted R(N)0. Let W (R(N)) be the ring of Witt vectors of
R(N), and define
η : W (R(N)) −→ OC(N)p ,
∑
pi[xi] 7→
∑
pix˜
(0)
i ,
for x˜
(0)
i ∈ OC(N)p as before.
To see that η is a ring homomorphism, consider a, b ∈ R(N). Then [a] + [b] =
[c0] + p[c
σ−1
1 ] + · · ·+ pn[cσ−nn ] + · · · for some ci ∈ R(N). If Si(X0, . . . , Xi;Y0, . . . , Yi)
are the polynomials defining addition of Witt-vectors, we have, for each M and i,
(cσ
−i
i )
(0) ≡ Si(a(0), 0, . . . ; b(0), 0, . . . )pM−i mod pM−i
since (σ−ia)(0) = a(i) for a ∈ R(N). Using this, c(0)0 + · · ·+ pM(cσ−MM )(0) ≡ a(0) + b(0)
mod pM+1 by the definition of addition in WM+1(R(N)). The claim follows since
this holds for all any M .
As in [18], let ε ∈ R(N) be such that ε(0) = 1 and ε(1) = ζp 6= 1. Then ker(η) =
sW (R(N)) is the principal ideal generated by s = [ε]−1
[εσ
−1
]−1
.
If eF = vF (p) is the first ramification index of F , vp(x) = vF (x)/eF for every x ∈ F .
This shows the inclusion Fn ⊂ C(N)p induces OFn/pc ⊂ OC(N)p/pc/eF and thus
OF ⊂ R(N)
Let O(F) = W (k){{tN}} · · · {{t1}} be the flat Zp-lift constructed using as Zp-basis
the local parameters t1, . . . , tN of F with ti = (π(n)i )n for π(n)i ∈ Fn. Any x ∈ O(F)
can be written as a convergent sum
x =
∑
(a0,...,aN )
[αa] p
a0t
a1
1 · · · taNN ,
for (a0, . . . , aN) ∈ ZN+1 subject to the conditions a0 > 0, a1 > I1(a0), . . . , aN >
IN(a0, . . . , aN−1) for some I1, . . . , IN . Let A ⊂ O(F) be the W (k)-subalgebra
A =
{
x ∈ O(F) ∣∣ (I1(a0), . . . , IN(a0, . . . , aN−1)) > (0, . . . , 0)}
of t-integral elements and let mA be the prime ideal of all x ∈ A with (a1, . . . , aN) >
(0, . . . , 0). Taking as p-basis of the absolute valuation ring OF the same set of local
parameters t1, . . . , tN and letting ti = [ti] be their Teichmu¨ller representatives in
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WM(OF), it can be seen that A is the flat Zp-lift of O(F). The absolute Frobenius
σ on F induces σ : A→ A.
Denote the restriction of η to A again by η : A → F̂∞, where F∞ = lim−→Fn and
F̂∞ is its p-adic completion. By construction, η is the identity on W (k) ⊂ A, and
ti 7→ limm→∞(π(m)i )pm .
In order to translate between (additive) Witt-theory and (multiplicative) Kummer
theory, we let e : mA → 1 + mA be the map induced by the Artin-Hasse Shafare-
vich exponential, e(f) = exp
(∑
σn
pn
(f)
)
. It is a group isomorphism with inverse
l : 1 + mA → mA given by l(u) = 1p log
(
up
σu
)
. Denote by θ the composite group
homomorphism
θ = η ◦ e : mA → F̂ ∗∞.
Suppose now that F• is m-admissible and fix a primitive p
M+m-th root of unity
ζM+m ∈ Fm. Consider the identification OF/pcpm,F = OFm/pc (the valuation on Fm
being the induced valuation from F ) from the definition of the field of norms, and
let H ′M+m ∈ OF be such that
H ′M+m mod pcpm,F = ζM+m mod pc.
For any lift HM+m ∈ A of H ′M+m, i.e. HM+m mod p = H ′M+m, set H = Hp
M+m
M+m − 1.
For f ∈ mA, pick T ∈ W (F sep) such that ℘(T ) = fH ∈ O(F). For γ ∈ ΓF , define
aγ(f) ∈ Zp by aγ(f) = γ(T )− T .
On the level of Kummer theory, the canonical isomorphism ΓF ∼= ΓF∞ means we
may view γ as element of ΓF . For x ∈ F̂∞, pick ξ ∈ (F̂∞)sep such that ξpM = x, and
define bγ(x) ∈ Z/pM by γ(ξ)ξ = ζ
pmbγ(x)
M+m .
They are related by the following result (see [1])
Lemma 5.2 (Main Lemma) For γ ∈ ΓabF and f ∈ mA,
aγ(f) ≡ bγ
(
θ(f)
)
mod pM .
The proof in [1] deals with the case of very special towers which are 0-admissible
and have c = eF . The first step of the proof needs to be modified for this context.
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Since F• is m-admissible, c satisfies cp
m >
2eF
p−1
. Then H ′M+m mod pcpm,F = ζM+m
mod pc,F implies
H ′M+m ≡ σ1−M−m(ε) mod p2/(p−1),R,
since vR is defined using the valuation vp on C(N)p. For ε
σ−1 ∈ R we have
vR(ε
σ−1 − 1) = vp
[
(εσ
−1 − 1)(0)] = vp[ lim
n→∞
(ζpn − 1)pn−1
]
= vp(ζp − 1) = 1p−1 .
Thus H ′M+m ≡ σ−M−m(ε) mod (εσ−1 − 1)2R. Applying σ to both sides, we obtain
σ(H ′M+m) ≡ σ1−M−m(ε) mod (ε− 1)2R.
On the level of lifts, HM+m ∈ A satisfies σHM+m ≡ HpM+m mod p. Combining
this with the previous congruence, we see that there exist w1 ∈ W (R(N)) and
w′1 ∈ W (R(N)0) such that
HpM+m = σ
1−M−m[ε] + ([ε]− 1)2w1 + pw′1.
Taking pM+m−1-th powers, it follows that
H = Hp
M+m
M+m − 1 = [ε]− 1 + ([ε]− 1)2w2 + pM+mw′2
for some w2 ∈ W (R(N)) and w′2 ∈ W (R(N)0). Finally, diving through by H([ε]−1),
we obtain
1
H
≡
( 1
[ε]− 1 + w
)
mod pMW (R(N)0)
for some w ∈ W (R(N)).
Now let T ′ ∈ W (R(N)0) be such that ℘(T ′) = f[ε]−1 and set a′γ(f) = γ(T ′) − T ′ for
γ ∈ ΓF . Since limm→∞ σm(fw) = 0, we have aγ(f) ≡ a′γ(f) mod pM .
We outline the approach taken in [1] to complete the proof, which generalises easily
to higher dimensions. The ultimate aim is to translate the additive Witt equation to
a multiplicative Kummer extension. This is achieved by first constructing a solution
of a Witt-equation in the ideal sW (R(N)) ⊂ W (R(N)).
Set T1 = T
′([ε]σ
−1− 1), then σ(T1)− sT1 = f . Modulo p, this becomes T p1 − sT1 ≡ f
mod pW (R(N)0) which is monic. It follows from s, f ∈ R(N) and induction that
T1 ∈ W (R(N)). Thus X = T ′([ε]− 1) = sT1 ∈ W 1(R(N)) = sW (R(N)), and X is
a solution of σX
σs
−X = f in W 1(R(N)).
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After ‘going up’ to an N -dimensional analogue of Fontaine’s ring Acris, one can make
use of the property
σs = ps1, for s1 ≡ 1 mod
(
[ε]− 1, ([ε]−1)p−1
p
)
in Acris to conclude
σX
p
− X ≡ f mod S where S ⊂ Acris is an ideal on which σp
is topologically nilpotent. This means that there exists an exact solution m with
σ(m)− pm = pf , X ≡ m mod S.
One then puts Y = exp(m) to obtain σ(Y )Y −1 = exp(pf) and proves that such
Y ∈ Acris correspond bijectively to solutions Y ∈ 1+sW (R(N)). Finally an explicit
description of γ(m) − m is used to show that the element u = η(σ−M(Y e(f))) ∈
OC(N)p satisfies upM = θ(f) and γ(u)u = ζa
′′
γ .
5.2 The Generalised Hilbert Symbol
In this section we define a generalised Hilbert symbol and use the ‘main lemma’ to
deduce a formula from the invariant formula for Parshin’s pairing.
Definition 5.3 Let F• be an SDR tower with associated field of norms F . If F∞ ∋
ζM for some primitive p
M -th root of unity ζM , define the generalised Hilbert symbol
to be
(−,−)F•M : F̂ ∗∞ ×KN(F)/pM −→ µpM ,
(
u, b
)F•
M
=
γ(U)
U
,
where U ∈ (F̂∞)sep satisfies UpM = u and γ = ΨF(b) ∈ ΓabF is viewed as an element
of ΓabF∞ via the identification given by the field of norms functor.
Using the projection NF/F : KN(F)/pM → KN(F )/pM from section 3.4, we give a
partial description of this pairing.
Theorem 5.4 Suppose F• is an m-admissible SDR tower. For f ∈ mA and β ∈
KtN(F), the generalised Hilbert symbol is given by(
θ(f),NF/F (β)
)F•
M
= ζp
mφ
M+m, φ = Tr ◦ Res
( f
H
dlogCol(β)
)
.
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Proof Let γ = ΨF(β) for β ∈ KtN(F), and aγ(f) = γ(T ) − T for ℘(T ) = fH . By
thm.4.9,
aγ(f) =
[ f
H
, β
)
= Tr ◦ Res
( f
H
dlogCol(β)
)
.
On the other hand, the compatibility of class field theory and the field of norms for
arbitrary towers shows that under the identification
ΓabF /p
M ∼= ΓabF∞/pM ⊂ ΓabF /pM ,
γ = ΨF(β) is identified with ΨF (NF/F (β)) ∈ KN(F )/pM . By the main lemma,
bγ(θ(f)) = aγ(f) and the formula follows. 
We indicate how this formula can be obtained from the case of 0-admissible SDR
towers. Let F ′
•
be the 0-admissible SDR tower defined by F ′n = Fn+m. Then F
′
•
∼ F•
as towers (see [35]) and the identification F ′ ∼= F is given by taking pm-th powers,
as can be seen from
OF = lim←−nOFn/pc // lim←−OC(N)p/pc
∼ // lim←−OC(N)p // OC(N)p
OF ′ = lim←−nOFm+n/pc
OO
// lim←−OC(N)p/pc
OO
∼ // lim←−OC(N)p
OO
// OC(N)p .
An element (x(n))n ∈ OF is mapped, along the top row, to x˜(0) = limi→∞(x(i))pi .
Similarly, (x′(n)) ∈ OL is mapped to x˜′(0) = limi→∞(x′(i))pi . But F ′n = Fm+n, so
x′(i) = x(m+i) = (x(m+i))p
m ∈ OC(N)p/pc and therefore (x˜′(0))pm = x˜(0).
Let θ : mA → F̂ ∗∞ be the map corresponding to the tower F• and θ′ : mA → F̂ ∗∞ the
one corresponding to F ′
•
. Then θ is defined by [(x(n))n] 7→ x˜(0), and therefore, using
the identification F ′ ∼= F , we obtain θ(f) = θ′(f)pm for any f ∈ mA.
Using the commutative diagram,
KN(F)/pM
NF/Fm //
ΨF

KN(Fm)/p
M
ΨFm

NFm/F // KN(F )/p
M
ΨF

ΓabF /p
M // ΓabFm/p
M // ΓabF /p
M ,
it follows that we need to identify γ′ = ΨFm(NF ′/Fm(β)) with γ = ΨF (NF/F (β)) for
any β ∈ KN(F)/pM ∼= KN(F ′)/pM . By the previous theorem for F ′• and M +m,
ζTr ◦Res φM+m =
(
θ′(f),NF ′/F ′(β)
)F ′•
M+m
=
γ′(U)
U
,
5.2. The Generalised Hilbert Symbol 67
with Up
M+m
= θ′(f). This shows that
(
θF (f),NF/F (β)
)F•
M
=
γF (U
pm)
Upm
= ζp
mTr ◦Resφ
M+m ,
and the formula for F• follows from (U
pm)p
M
= (θ′(f))p
m+M
= (θ(f))p
M
and the
formula for F ′
•
As an application of this, we give a formula for the classical Hilbert symbol. Sup-
pose F ∋ ζM . Let π1, . . . , πN be a system of local parameters of F and set
Fn = F ( p
n√π1, . . . , pn√πN). Then the tower F• is very special SDR, with field of
norms F = k((tN)) · · · ((t1)) for ti = (π(n)i )n ∈ lim←−OFn/pc. For this very special
tower, η : A→ F̂∞ takes values in F . Since η is defined on Teichmu¨ller representa-
tives, this follows from η(ti) = limm→∞(π
(m)
i )
pm = π
(0)
i ∈ F for each i.
Let R ⊂ O(F)∗ be the subgroup
R = 〈t1〉 × · · · × 〈tN〉 × k∗ × (1 +mA),
where k∗ is identified with the groups of its Teichmu¨ller representatives. Note that
η(R) = F ∗ is all of F ∗.
The classical Hilbert symbol h is defined by
F ∗/(F ∗)p
M ×KN(F )/pM −→ µpM , (u0, {u1, . . . , uN})M = ζh(u0,...,uN )M ,
for h(u0, . . . , uN) ∈ Z/pM and some fixed primitive pM -th root of unity ζM .
Then we have
Corollary 5.5 If u0 ∈ VF and {u1, . . . , uN} ∈ Im
(NF/F : KtN(F)→ KtN(F )), then
the classical Hilbert symbol is given by
h(u0, . . . , uN) = Tr ◦ Res
( l(û0)
H
dlogû1 ∧ · · · ∧ dlogûN
)
,
for some ûi ∈ R with η(ûi) = ui.
Proof For u0 ∈ VF , pick any lift û0 ∈ 1 + mA. By the explicit description of Col
and NF/F , the composite
KtN(O(F)) ⊃ Col(KN(F)) ∼−→ KtN(F)
NF/F−→ KN(F )
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is induced by t˜i 7→ πi ∈ F for 1 6 i 6 N . So we may pick ûi ∈ R such that
{û1, . . . , ûN} = Col({g1, . . . , gN}) for g = {g1, . . . , gN} ∈ KtN(F) with
NF/F{g1, . . . , gN} = {u1, . . . , uN}.
Then dlogCol(g) = dlogû1 ∧ · · · ∧ dlogûN , as required. 
5.3 Vostokov’s Symbol
We start by defining a multilinear form V̂ : (Q0(F)∗)N+1 → Z/pM , for Q0(F) =
W (k)((tN)) · · · ((t1)) as before, by
V̂ (û0, . . . , ûN ) = Tr ◦ Res
( ∑
06i6N
Φi
)
Φi =
(−1)i
H
l(ûi)
σ
p
dlogû1 ∧ · · · ∧ σpdlogûi−1 ∧ dlogûi+1 ∧ · · · ∧ dlogûN .
Here H = ζ̂p
M
M − 1. We put Φ =
∑
06i6N Φi ∈ ΩNQ0(F).
Remark If F• is a very special tower, we may assume that it has parameters (0, eF ).
Then for H ′M ∈ F with H ′M mod pOF ≡ ζM mod pOF and HM ∈ A a lift of H ′M ,
we see that Hp
M
M − 1 ≡ ζ̂p
M
M − 1 mod pM , so in this case the two constructions of H
coincide.
Proposition 5.6 V̂ is skew-symmetric.
Proof To prove V (û0, . . . , ûi, . . . , ûj, . . . , ûN) = −V (û0, . . . , ûj , . . . , ûi, . . . , ûN ), we
may assume that j = i + 1. Since ∧ is skew-symmetric, all but two terms of
Φ(û0, . . . , ûN) cancel and we are left with
(−1)i(Φ(. . . , ûi, ûi+1, . . . ) + Φ(. . . , ûi+1, ûi, . . . )) =
= 1
H
l(ûi)
σ
p
dlogû0 ∧ · · · ∧ σpdlogûi−1 ∧ dlogûi+1 ∧ · · · ∧ dlogûN
− 1
H
l(ûi+1)
σ
p
dlogû0 ∧ · · · ∧ σpdlogûi ∧ dlogûi+2 ∧ · · · ∧ dlogûN
+ 1
H
l(ûi+1)
σ
p
dlogû0 ∧ · · · ∧ σpdlogûi−1 ∧ dlogûi ∧ · · · ∧ dlogûN
− 1
H
l(ûi)
σ
p
dlogû0 ∧ · · · ∧ σpdlogûi+1 ∧ dlogûi+2 ∧ · · · ∧ dlogûN
= σ
p
dlogû0 ∧ · · · ∧ σpdlogûi−1 ∧
[
1
H
l(ûi)(dlogûi+1 − σpdlogûi+1)+
+ 1
H
l(ûi+1)(dlogûi − σpdlogûi)
] ∧ dlogûi+2 ∧ · · · ∧ dlogûN . (†)
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Note that
d
[
l(ûi)l(ûi+1)
1
H
]− l(ûi)l(ûi+1)d( 1H )
=
[
dlogûi − σpdlogûi
]
l(ûi+1)
1
H
+ l(ûi)
[
dlogûi+1 − σpdlogûi+1
]
1
H
,
which is the middle term in (†) above. Now d(H−1) = H−2pMζpM−1 d(ζ̂), so
Res (l(ûi)l(ûj)d(
1
H
) ∧ σ
p
dlogû0 ∧ · · · ∧ dlogûN) ≡ 0 mod pMA,
hence V̂ is skew-symmetric. 
Let e = vF (p) ∈ ZN be the absolute ramification index. In analogy with [1], define
the rings
A0 = A[[ p
te(p−1)
, t
ep
p
]]
, and A = A0 ⊗Q0(F),
so A = lim−→a>0 t
−aA0. Elements of a ∈ A may be viewed as formal Laurent power
series a = wat
a, for a ∈ ZN and wa ∈ W (k) and a ∈ A0 if and only if for every
n > 0, vp(wa) > −n whenever a > epn, and vp(wb) > n whenever b > −ep(n− 1).
Using this expansion, we define the residue Res ω of any ω ∈ ΩNA to be the coefficient
w0 of t
0 if ω =
∑
wat
adlogt1 ∧ · · · ∧ dlogtN .
Finally let A−1 ⊂ A be the subalgebra
A−1 =
{
x =
∑
wat
a
∣∣∣ σ(x) =∑wσa tpa ∈ A0}.
Notice that A−1 ⊃ A[[ te
p
]]
and σ defines a morphism A−1 → A0.
Lemma 5.7 Let λ ∈ O∗F be such that p = λπe11 · · · πeNN , and let λ̂ ∈ A be such that
η(λ̂) = λ. Then the kernel of η : A→ OF is generated by p− λ̂te.
Proof By construction, η(λ̂te − p) = 0. Suppose now that x = ∑[αa0,a]pa0ta ∈
ker(η). Since A/(λ̂te − p, p) = A/(p, te), η induces A/(p, te) ∼= OF/p. Thus for
x ∈ ker(η), we conclude that [α0,a] = 0 if a < e. For y1 =
∑
[αa0,a]
(
λ̂−1p − te)ta−e,
where the sum is over a0 > 0 and a > e, set x
′
1 = x − y1. Then x′1 ∈ pA, so
x′1 = px1 for some x1 ∈ A and x1 ∈ ker(η) by construction. Iterating this argument,
we obtain elements yn ∈ (p − λ̂te)A and xn ∈ ker(η) such that x = y1 + px1 =
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y1 + p(y2 + px2) = · · · = y1 + py2 + · · · + pn−1yn + pnxn for each n. Since A is a
p-adic ring, y1 + · · ·+ pn−1yn + · · · converges, hence ker(η) = (p− λte). 
We state a few estimates that will be needed below.
Lemma 5.8 For a lift ζ̂ ∈ R of ζ ∈ F , the element H = ζ̂pM − 1 satisfies
(a) H = a1t
ep/(p−1) + pa2t
e/(p−1) for a1 ∈ A∗, a2 ∈ A.
(b)
1
H
= a−11 t
−ep/(p−1)
(
1 + a4
p
te
)
for a4 ∈ A
[[
p
te
]] ⊂ A,
(c) 1
p
Hp−1 = a3
tep
p
+ a4 ∈ A
[[
tep
p
]]
for a3 ∈ A∗ and a4 ∈ mA.
(d) H = wte/(p−1)
(
λte − p) for w ∈ A∗
Proof In F , ζp
M−1 − 1 = ζp − 1 = vπe/(p−1) for some unit v. Thus ζ̂pM−1 =
1 + v̂te/(p−1) + a(p− λ̂te) = 1 + v̂′te/(p−1) for v̂, v̂′ ∈ A. Thus
H =
(
1 + v̂′te/(p−1)
)p − 1 = v̂′ptep/(p−1) + pv̂′p−1te + · · ·+ pv̂′te/(p−1)
= a1t
ep/(p−1) + pa2t
e/(p−1) = â1t
ep/(p−1)
(
1 + a−11 a2
p
te
)
.
(a) and (b) follow. For (c), one obtains
1
p
Hp−1 =
1
p
[
(v̂te/(p−1) + 1)p − 1
]p−1
=
1
p
[
v̂ptep/(p−1) + pv̂p−1te + · · ·+ pv̂te/(p−1)
]p−1
.
To verify (d), (a) implies that H = a′1t
e/(p−1)
(
λ̂te + a′2p
)
with a′1 ∈ A∗ and a′2 ∈ A
Using η(H) = 0, we see that η(a′2) = −1, so a′2 = −1 + a′′2(λte − p) for a′′2 ∈ A.
Therefore H = a′1t
e/(p−1)
(
λ̂te − p)(1 + a′′2p) is of the required form. 
Proposition 5.9 If η(ûi) = 1 for some i, then V̂ (û0, . . . , ûN) ≡ 0 mod pM .
Proof We may assume that i = 0. By the lemma, this implies that û0 = a(p− λ̂te)
for some a ∈ A, hence û0 = 1 + a(p− λ̂te). It follows that
log(û0),
σ
p
log(û0) ∈ A
[[
tep
p
]] ⊂ A0
converge.
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Let fi = l(ûi) =
1
p
log
ûpi
σûi
. Consider the exact differential
d
( fi
H
σ
p
(log(û0))
σ
p
dlogû1 ∧ · · · ∧ σpdlogûi−1 ∧ dlogdlogûi+1 ∧ · · · ∧ dlogûN
)
=
[
dfi
H
σ
p
(
log(û0)
)
+
fi
H
σ
p
dlogû0 + fi
σ
p
(
log(û0)
)
d
( 1
H
)]
∧ . . . (⋆)
The second term of (⋆) is the i-th term Φi of Φ, up to a factor of (−1)i.The following
lemma shows that the third term of (⋆) has zero residue modulo pM , thus we may
replace the i-th term in Φ with the first term of (⋆).
Lemma 5.10 For 1 6 i 6 N ,
Res
(
f σ
p
(log û0)d
(
1
H
) ∧ σ
p
dlogû1 ∧ · · · ∧ dlogûN
)
≡ 0 mod pMA,
where the ûi-term between
σ
p
dlogûi−1 and dlogûi+1 is missing.
Proof Note that d
(
1
H
)
= H−2pM ζ̂p
M−1d(ζ̂). Also, σ
p
log û0 ∈ A
[[
tep
p
]]
, fi ∈ A, and
1
H2
∈ t−2ep/(p−1)A[[ p
te
]]
, so
f σ
p
(log û0) d
(
1
H
) ∈ pM
t−2ep/(p−1)
A
[[
p
te
, t
ep
p
]]
d(ζ̂).
The residue occurs in a generic term pM t−2ep/(p−1) p
i
tei
tejp
pj
with 2ep
p−1
+ ei − epj >
(1, . . . , 1), but 2ep
p−1
6 ep, so this implies that the exponent of p is M + i− j >M . 
Let Φ′ be obtained from Φ by replacing the i-th term Φi = (−1)i fiH σpdlogû0 ∧ . . .
with (−1)
i+1
H
σ
p
(log û0) dfi for 1 6 i 6 N . By the above argument and the lemma,
Res (Φ′) ≡ Res (Φ) mod pM . Since df = dlogû− σpdlogû, the i-th term of Φ′ is then
Φ′i =
(−1)i
H
σ
p
log(û0)
(
σ
p
dlogûi − dlogûi
) ∧ σ
p
dlogû1 ∧ · · · · · · ∧ dlogûN .
Substituting 1
H
l(û0) =
1
H
(log(û0)− σp log(û0)) in the 0-th term Φ0 = Φ′0, we obtain
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HΦ′ =
(
log û0 − σp log û0
)
dlogû1 ∧ · · · ∧ dlogûN
− σ
p
log û0
(
σ
p
dlogû1 − dlogû1
)∧ dlogû2 ∧ · · · ∧ dlogûN
+ σ
p
log û0
(
σ
p
dlogû2 − dlogû2
)∧ σ
p
dlogû1 ∧ dlogû3 ∧ · · · ∧ dlogûN
...
+ (−1)N σ
p
log û0
(
σ
p
dlogûN − dlogûN
)∧ σ
p
dlogû1 ∧ · · · ∧ σpdlogûN−1
=
(
log û0 − σp log û0
)
dlogû1 ∧ · · · ∧ dlogûN
+ σ
p
log û0
(
dlogû1 − σpdlogû1
) ∧ dlogû2 ∧ · · · ∧ dlogûN
...
+ σ
p
log û0
σ
p
dlogû1 ∧ · · · ∧ σpdlogûi−1 ∧
(
dlogûi − σpdlogûi
) ∧ dlogûi+1 ∧ · · · ∧ dlogûN
...
+ σ
p
log û0
σ
p
dlogû1 ∧ · · · ∧ σpdlogûN−1 ∧
(
dlogûN − σpdlogûN
)
= (log û0) dlogû1 ∧ · · · ∧ dlogû1 − σp (log û0) σpdlogû1 ∧ · · · ∧ σpdlogûN
Notice that if dlogû =
∑
i aidlogti (for ai ∈ A), then σpdlogû =
∑
σ(ai)dlogti. Therefore
Φ′ is of the form
Φ′ = 1
H
(
σ
p
(log(û0))σ(x)− log(û0)x
)
dlogt1 ∧ · · · ∧ dlogtN ,
for x ∈ A and log(û0), σp log(û0) ∈ A
[[
tep
p
]]
. We need the following result, which we
shall prove below.
Lemma 5.11 For any y ∈ A[[ tep
p
]],
Res
( y
H
dlogt1 ∧ · · · ∧ dlogtN
)
≡ Res
( y
σ
p
H
dlogt1 ∧ · · · ∧ dlogtN
)
mod pMA.
For y = σ
p
log(û0) x, this shows that
Res (Φ′) = Res
(
σ(x) σ
p
log(û0)
σ
p
H
− x log(û0)
H
)
dlogt1 ∧ · · · ∧ dlogtN .
By lemma 5.8 (d), H = wte/(p−1)
(
λte−p) for w ∈ A∗. Also, û0 = a(p− λ̂te) for some
a ∈ A since η(û0) = 1, and therefore log(û0) = log(1 + a(p − λ̂te)). It follows that
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z := H−1 log(û0)x ∈ A−1 and therefore σ
(
x log(û0)
H
)
= σ
p
(x log(û0))/
σ
p
H. Finally, we
have
Tr ◦ Res (Φ′) = Tr ◦ Res (σ(z)− z)dlogt1 ∧ · · · ∧ dlogtN = 0
and thus V̂ (û0, . . . , ûN) ≡ 0 mod pM . 
Proof [of lemma 5.11] To start with, it follows from σ(ζ̂) ≡ ζ̂p mod pA and H =
ζ̂p
M −1 that σH ≡ (H+1)p−1 mod pM+1A, hence σH = pH(1+bH)+Hp for some
b ∈ A. Thus we can write σ
p
H = H(1 + bH + H
p−1
p
+ cp
M
H
), for c ∈ A. Considering
the expansion
y
σ
p
H
− y
H
=
y
H
(
− (bH + Hp−1
p
+ c
pM
H
)
+
(
bH +
Hp−1
p
+ c
pM
H
)2
+ · · ·
)
in A0, the right-hand side is a sum of terms x
H
Hr
(
Hp−1
p
)s (pM
H
)n
with coefficients in
A and r + s + n > 1. We shall show that for each of them, the coefficient of t0 is
congruent to 0 mod pM . Since y′ := y Hr
(
Hp−1
p
)s ∈ A[[ tep
p
]]
again, it is sufficient to
consider r = s = 0 and n > 1, noting that, if n = 0, there clearly is no residue.
Write
x =
∑
vi
tepi
pi
and
1
Hn+1
=
( 1
tep/(p−1)
)n+1∑
wj
pj
tej
,
for vi, wj ∈ A. The coefficient of t0 occurs when iep − ej − (n + 1) ep(p−1) 6 0, it
remains to show that then the exponents of p satisfy j− i+Mn >M . Since i, j > 0
it suffices to consider i > M(n − 1). If i = M(n − 1) the condition becomes j > 0
which is always satisfied, thus we may assume i > M(n − 1) + 1 or i > n, since
M > 1. Using j(p− 1) > ip(p− 1)− (n+ 1)p, we have
(p− 1)(j − i+M(n− 1)) > [ip(p− 1)− (n+ 1)p]− i(p− 1) +M(n− 1)(p− 1)
> n(p− 1)2 − (n+ 1)p+ (n− 1)(p− 1) = np(p− 2)− 2p.
If p > 5, or if p = 3 and n > 2, this is > 0, i.e. j− i+Mn >M . If p = 3 and n = 1
then the condition coming from the coefficients of t0 gives j > ip − 2
p−1
= 3i − 1.
Since i, j > 0 by assumption, we again get j − i+M >M . 
Remark The analogous result in [1], lemma 3.1.3, is obtained by replacing dlogti
by dti in the statement of the lemma. The proof found there can be used for our
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statement in almost all cases: Noting that
x′
H
(pM
H
)n
∈ p
M
t2ep/(p−1)
A0,
one sees that the only way the coefficient of t0 can be non-divisible by pM is if
2ep/(p − 1) = ep and n = 1, i.e. p = 3 and n = 1. In this case, taking e.g.
y′ = t
ep
p
∈ A[[ tep
p
]]
yields the non-trivial residue pM−1.
We define Vostokov’s symbol
V : (F ∗)N+1 −→ Z/pM , V (u0, . . . , uN) = V̂ (û0, . . . , ûN),
where ûi ∈ R are such that η(ûi) = ui.
Corollary 5.12 The value of V mod pM is independent of the choice of lifts ûi of
ui ∈ F ∗.
Proof Let û1, . . . , ûN be lifts of the elements u0, . . . , uN . Any other lift of uj is of
the form û′j = ûj v̂ for v̂ with η(v̂) = 1. Thus
Φ(û0, . . . , ûj , . . . , ûN ) = Φ(û0, . . . , ûj , . . . , ûN) + Φ(û0, . . . , v̂, . . . , ûN),
and the residue of the second term is divisible by pM . 
Proposition 5.13 V is symbolic, i.e. V (u0, . . . , uN) = 0 if ui + uj = 1 for i 6= j.
Proof By skew-symmetry, we may assume that i = 0, j = 1. Also, by cor. 5.12,
we may choose lifts in R such that û0 + û1 = 1 again. Then
Φ(û0, . . . , ûN ) =
[
l(û0)
σ
p
dlogû1 − l(û1)dlogû0
]
∧ dlogû2 ∧ · · · ∧ dlogûN .
We need to distinguish three cases. Assume first that one of û0, û1 ∈ mA, say
x = û0 ∈ mA. We show that l(x)dlog(1 − x) − l(1 − x)dlogx is an exact differential.
Working in Q(F), set
F = Li2(x) +
1
p2
Li2(σx) + log(1− x)l(x),
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for the dilogarithm Li2(X) =
∑
Xn
n2
. Then dF = l(x)dlog(1−x)− l(1−x)σpdlogx and
it remains to show that F ∈ mA. To verify the claim, write
F =
∑
n>1
xn
n2
− σ(x)
n
p2n2
− x
n l(x)
n
=
∑
m>1
p∤m
xm
( 1
m2
− l(x)
m
)
+
∑
k>1
∑
m>1
p∤m
xmp
k
[ 1
m2p2k
(
1− σx
mpk−1
xmpk
)− l(x)
mpk
]
.
The first sum is clearly in mA. To see that the terms of the double sum are integral,
note that the coefficients of xmp
k
are
1
m2p2k
(
1− σx
mpk−1
xmpk
)
− l(x)
mpk
=
[ 1
p2kX2
(
1 + pkX − exp(pkX))]∣∣∣
X=−ml(x)
,
so F ∈ mA, as required.
Using this, we obtain
Φ(x, 1− x, û2, . . . , ûN ) =
[
d
(
F
H
)− F d( 1
H
)] ∧ dlogû2 ∧ · · · ∧ dlogûN .
Since d
(
1
H
)
= H−2pM ζ̂p
M−1d(ζ̂), we have
F d
(
1
H
)
= −F
H2
dH ∈ pM t−2ep/(p−1)A[[ p
te
]]
d(ζ̂),
and so again Res
(
Φ(x, 1− x, û2, . . . , ûN)
)
= 0 for x ∈ mA.
To deduce the last two cases from the first one, we follow [5]. Since we only con-
sider odd primes p, the computation simplifies slightly. To ease notation, we write
[û0, û1] = φ(û0, û1, . . . , ûN) for arbitrary but fixed û2, . . . , ûN .
Suppose now that û−10 ∈ mA or û−11 = (1− û0)−1 ∈ mA. The relation used in lemma
2.2 to prove that the 2-symbol {x,−x} vanishes allows us to deduce this case from
the previous one as follows. Writing −x = (1− x)/(1− 1
x
), we obtain
[x, 1− x] = −[x−1, 1− x] = −[x−1, 1− x]− [x−1,−x−1] = −[x−1, 1− x−1] = 0
if x−1 ∈ m.
If none of û0, û
−1
0 , 1 − û0, (1 − û0)−1 is in m then one of the four is a(1 + x) for
a ∈ W (k)∗, a 6= 1, and x ∈ m. Let y = xa−1 ∈ 1 +mA so that û0 = ay.
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Since a(1−y)
a−1
∈ m, we have
0 = [a(1−y)
a−1
, 1− a(1−y)
a−1
] = [a(1−y)
a−1
,−1−ay
a−1
]
= [1− y, ay − 1]− [1− y, a− 1] + [ a
a−1
, 1− ay]− [a, 1− a] + [a− 1, 1− a]
= [1− y, ay − 1]− [1− y, a− 1] + [ a
a−1
, 1− ay], (∗)
noting that [a, 1− a] = 0 since da = 0 = d(1− a) for a ∈ W (k)∗.
Also, 1−y
1−ay
∈ m, thus
0 = [ 1−y
1−ay
, 1− 1−y
1−ay
] = [ 1−y
1−ay
, (1−a)y
1−ay
]
= [1− y, 1− a]− [1− y, 1− ay] + [1− y, y]− [1− ay, (1− a)y] + [1− ay, 1− ay]
= [1− y, 1− a]− [1− y, ay − 1] + 0− ([1− ay, 1−a
a
] + [1− ay, ay]) + 0
(△)
= 0− [1− ay, ay] + 0 = [x, 1− x],
where (△) follows by substituting 0 for the three terms of (∗) above. 
Corollary 5.14 V induces V : KtN(F )→ Z/pM .
Consider now h : (F ∗)N+1 defined by the Hilbert symbol (u0, {u1, . . . , uN}) =
ζh(u0,...,uN ).
Lemma 5.15 h is skew-symmetric.
Proof Consider h(u0, . . . , ui, . . . , uj , . . . , uN)+h(ui, . . . , uj , . . . , ui, . . . , uN). If both
i, j > 0 then this is 0 because KN(F ) is skew-symmetric. If i = 0, suppose u0 =
uj and let L = F ( p
M√u0). Then {u1, . . . , uN} = NL/F{u1, . . . , pM√u0, . . . , uN} ∈
NL/FKN(L) and thus ΨF ({u1, . . . , uN}) = 0 by the definition of the reciprocity
map, hence h = 0. Skew-symmetry follows. 
Corollary 5.16 h induces h : KN+1(F )→ Z/pM .
Theorem 5.17 The Vostokov pairing coincides with the Hilbert symbol, i.e.
h(u0, {u1, . . . , uN}) ≡ V (u0, u1, . . . , uN) mod pM
for any ui ∈ F ∗ and lifts ûi ∈ R.
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Proof By cor. 5.5,
h(u0, . . . , uN ) =
1
H
l(u0)dlogû1 ∧ · · · ∧ ûN = Φ0(u0, . . . , uN)
is the first term of V , so it remains to prove that
Tr ◦ Res
( ∑
16i6N
(−1)i
H
l(ui)
σ
p
dlogu0 ∧ · · · ∧ σpdlogui−1 ∧ dlogui+1 ∧ · · · ∧ dloguN
)
= 0.
It suffices to consider Coleman lifts of the topological generators {t1, . . . , tN} and
{E(α, ta), t1, . . . , ti−1, ti+1, . . . , tN} of KtN(F).
If {u1, . . . , uN} = {t1, . . . , tN}, then l(ui) = 0 for 1 6 i 6 N , so the remaining N
terms vanish and hence φ(u0, t1, . . . , tN) = h(u0, t1, . . . , tN).
If {u1, . . . , uN} = {E([α], ta), t1, . . . , ti−1, ti+1, . . . , tN} then the first two terms of Φ
are non-zero. Because l(E([α], ta)) = [α]ta, it remains to show that
Tr ◦Res [α]
H
ta σ
p
dlogu0 ∧ dlogt1 ∧ · · · ∧ dlogti−1 ∧ dlogti+1 ∧ · · · ∧ dlogtN ≡ 0 mod pM .
Since u0 ∈ 1 + m, the dlogti-component of dlogu0 is equal to ydlogti for y in m. By
lemma 5.8 (a), 1
H
= t−ep/(p−1)
∑
n>0 an
pn
ten
for some an ∈ A. It follows that the above
residue is the coefficient of t0 in
[α]taσ(y)tep/(p−1)
∑
n>0
an
pn
ten
.
This happens when a + pb− ep
p−1
− en = 0, where pb is the contribution from σ(y).
This implies that p |ne + a, but p ∤ a by assumption, thus also p ∤ ne, hence p ∤ e.
Since ζM ∈ F , this means that M = 1, but n is the exponent of p so for M = 1, the
only interesting case is n = 0, in which case p | a is a contradiction. Thus the residue
of the second summand is ≡ 0 mod pM , and again h(u0, . . . , uN) ≡ V (u0, . . . , uN )
mod pM in this case.
Considering topological generators of KtN(F ), it follows that the only remaining
cases are
(1) φ(v, {ω(α0), π1, . . . , πi−1, πi+1, . . . , πN}) for 1 6 i 6 N .
(2) φ(πi, {ω(α0), π1, . . . , πi−1, πi+1, . . . , πN}) = (−1)i
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(3) φ(πi, {E(α, πa), π1, . . . , πi−1, πi+1, . . . , πN}) = 0,
For ω(α0) = EX(α0H)
∣∣
X=pi
as in lemma 1.14. By skew-symmetry, they can be
reduced to the first case. 
Remark Considering thatKN+1(F )/p
M ∼= µpM is generated by {ω(α0), π1, . . . , πN},
one can further reduce the proof to the case u0 = ω(α0), ûi = ti.
Lemma 5.18 The element ω(α0) is p
M -primary
Proof Let F• and F be as above. For α0 ∈ W (k) ⊂ W (F), the extension L =
F(AM) of F obtained by joining all coefficients of AM ∈ WM(ksep) with ℘(AM) = α0
mod pM is unramified. If TrW (k)/Zp(α0) ∈ Z∗p, it is of degree pM by Witt theory.
The Kummer-extension L/F corresponding to L/F is given by joining a pM -th root
of θ(α0H) = ω(α0). Since the field of norms preserves unramified extensions by
construction, we see that F ( p
M
√
ω(α0))/F is unramified of degree p
M . 
Corollary 5.19 h(ω(α0), π1, . . . , πN) = TrW (k)/Zp(α0) = V (ω(α0), π1, . . . , πN).
Proof For V , this follows by taking lifts ti of πi and noting that l(ti) = 0, hence
Φ = Φ0. For h, the lemma shows that L = F (
pM
√
ω(α0)) is unramified of degree p
M
over F , thus Gal(L/F ) = 〈ϕF |L〉 is generated by a restriction of the Frobenius of
F . By class field theory, rL/F (ϕF |L) = {π1, . . . , πN}. Thus h(ω(α0), π1, . . . , πN) =
ϕF (ξ)/ξ where ξ
pM = ω(α0). Again by the main lemma, ϕF (ξ)/ξ = ϕF (AM)− AM
for AM ∈ WM(ksep) such that ℘(AM) = α0. But if [F (n) : Fp] = f , then ϕF = σf
acting on WM(k
sep). Thus
ϕF (AM) = σ
f (AM) = σ
f−1(AM) + α0 = σ
f−2(AM) + σ(α0) + α0 = · · ·
= AM + σ
f−1(α0) + · · ·+ σ(α0) + α0 = AM + TrW (k)/Zp(α0),
and ϕF (AM)− AM = TrW (k)/Zp(α0), as required. 
Appendix A
Lifts
In this appendix we give two constructions of lifts of lifts of rings of characteristic p
to characteristic pM or 0. They agree in the case of perfect rings.
A.1 Witt vectors
Let A be a ring of characteristic p and n ≥ 0 an integer. The ring of Witt-vectors
of length n, Wn(A), is given as a set by the product of n copies of A, A
n. Addition
and multiplication are defined as follows. Consider the polynomials
wi(X0, . . . , Xi−1) = X
pi
0 + pX
pi−1
1 + · · ·+ pi−1Xi−1 ∈ Z[X0, . . . , Xi−1].
It can be shown that there exist unique Si−1, Pi−1 ∈ Z[X0, . . . , Xi−1;Y0, . . . , Yi−1]
such that
wi(S0, . . . , Si−1) = wi(X0, . . . , Xi−1) + wi(Y0, . . . , Yi−1)
wi(P0, . . . , Pi−1) = wi(X0, . . . , Xi−1)wi(Y0, . . . , Yi−1)
for each i ≥ 0. Now for Witt-vectors a = (a0, . . . , an−1), b = (b0, . . . , bn−1) ∈ Wn(A),
define addition and multiplication by
a+ b =
(
S0(a0, b0), S1(a0, a1; b0, b1), . . . , Sn−1(a0, . . . , an−1; b0, . . . , bn−1)
)
a b =
(
P0(a0, b0), P1(a0, a1; b0, b1), . . . , Pn−1(a0, . . . , an−1; b0, . . . , bn−1)
)
.
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It follows from this definition that pn = 0 in Wn(A). By construction, if An is any
ring in which pn = 0, then any ring-homomorphism α : A → An/p induces a ring-
homomorphism Wn(A) → An given by (a0, . . . , an−1) 7→ wn(α(a0), . . . , α(an−1)).
wn−1 is called the (n − 1)-st ghost component of a = (a0, . . . , an−1) and is denoted
a(n−1) = wn−1(a).
It can be seen that the projection to the first n coordinates defines a surjective
homomorphism Wm+n(A) → Wn(A) for any m. The (total) Witt ring of A is
defined to be W (A) = lim←−nWn(A) with respect to these projections. W (A) is the
set of sequences (a0, . . . , an, . . . ) of ai ∈ A with addition and multiplication given
by (S0, . . . , Sn, . . . ) and (P0, . . . , Pn, . . . ), respectively.
The map A → W (A), a 7→ (a, 0, . . . ) is multiplicative but not additive. If a 6= 0,
(a, 0, . . . ) is usually denoted [a] and is called the Teichmu¨ller representative of A.
Taking Teichmu¨ller representatives defines an injection of multiplicative groups [−] :
A∗ → W (A)∗ and we shall identify a ∈ A∗ with its image in W (A)∗ when there is
no risk of confusion.
W and Wn are functorial in that to any homomorphism f : A→ B (of rings) there
corresponds a homomorphism
W (f) : W (A)→ W (B) : W (f)((a0, . . . , an, . . . )) = (f(a0), . . . , f(an), . . . )
which respects composition of morphisms and the identity morphism. In particular,
the absolute Frobenius σ : a 7→ ap of A induces the Frobenius (usually denoted F )
σ : W (A)→ W (A) : (a0, . . . , an, . . . ) 7→ (ap0, . . . , apn, . . . )
on Witt-vectors (and similarly for Wn).
The Verschiebung V : W (A) → W (A) (resp. Wn(A) → Wn(A)) is given by
V ((a0, a1, . . . , an, . . . )) = (0, a0, . . . , an, . . . ). V is additive and satisfies V
i(a)V j(b)
= V i+j(σj(a) σi(b)). Any Witt-vector can be written as
(a0, . . . , an, . . . ) = [a0] + V ([a1]) + · · ·+ V n([an]) + V n+1((an+1, . . . ))
for any n.
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σ and V are related by σV = V σ = p. If A is a perfect field k of characteristic p,
the absolute Frobenius is an isomorphism, hence so is σ, and any Witt-vector can
be written as
(a0, . . . , an, . . . ) = [a0] + p[a
σ−1
1 ] + · · ·+ pn[aσ
−n
n ] + p
n+1σ−n−1(an+1, an+2, . . . ).
This shows in particular that if k is perfect, W (k) is a p-adic complete discrete
valuation ring with valuation v(0, . . . , 0, ai, . . . , ) = i (if ai 6= 0), and residue field k.
Example If k = Fp, Wn(Fp) ∼= Z/pnZ via wn : (a0, . . . , an−1) 7→ apn0 +pap
n−1
1 + · · ·+
pn−1an−1, where ai ∈ Z/pnZ are any lifts with of ai. Taking the projective limit, this
inducesW (Fp) ∼= Zp given by (a0, . . . , an, . . . ) 7→ [a0]+p[a1]+· · ·+pn[an]+. . . , where
[ai] = limm→∞ a
pm
i is the usual Teichmu¨ller representative in Zp. More generally,
W (Fpm) is the ring of integers of the unramified extension of Qp of degree m.
We remark that the functor Witt-vectors can be defined for arbitrary rings, together
with an additive Verschiebung and a multiplicative Frobenius (see, e.g. [21])
A.2 Flat Lifts
If A is a non-perfect ring of characteristic p, we still have a canonical isomorphism
W (A)/VW (A) ∼= A, but VW (A) 6= pW (A) since σ is not surjective. This indicates
that W (A) is in a way “too big”. In [6], a flat lift of A to Zp is defined to be a
flat Zp-module O(A) such that O(A)/pO(A) ∼= A. This is equivalent to giving, for
every n ≥ 1, a flat Z/pnZ-module On(A) such that the sequence
0 −→ Om(A) p
n−→ On+m(A) −→ On+m(A)/pn = On(A) −→ 0
is exact for every n,m. The equivalence is given by On(A) = O(A)/pn and O(A) =
lim←−On(A).
We describe the construction of lifts in the special case of N -dimensional local fields
F = k((tN)) · · · ((t1)). In this case, σ(F) = k((tpN)) · · · ((tp1)) and we see that F
is a vector space over σ(F) with basis consisting of all monomials ta11 · · · taNN with
0 ≤ ai < p for all i. This means that t1, . . . , tN is a so-called p-basis for F , and by
prop. 1.1.7 of [6], a lift On(F) exists and is equal to the subring ofWn(F) generated
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by all elements of the form pj[xp
n−j
][t1]
a1 · · · [t1]aN , for x ∈ F and 0 ≤ ai < pn for all
i.
Lemma A.1 For any fixed set of local parameters t1, . . . , tN , the lift OM(F) con-
structed by using them as p-basis is canonically isomorphic toWM(k)((tN)) · · · ((t1)),
where ti = [ti] are Teichmu¨ller representatives.
Proof For any x ∈ F , pj[xpn−j ] = (0, . . . , 0, xpn , 0, . . . , 0) ∈ WM(F), where the xpn
is at the j-th place. It follows that WM(σ
M−1(F))[t1, . . . , tN ] ⊂ OM(F). The inclu-
sion WM(k)[tN ] ⊂ WM(σM−1(F))[t1, . . . , tN ] extends to an inclusion WM(k)[[tN ]] ⊂
WM(σ
M−1(F))[t1, . . . , tN ] since tp
M−1
N ∈ σM−1(F). Also, t−1N = (tp
M−1
N )
−1tp
M−1−1
N , so
we obtain WM(k)((tN)) ⊂ WM(σM−1(F))[t1, . . . , tN ]. Continuing inductively, we
deduce that
WM(k)((tN)) · · · ((t1)) ⊂ WM(σM−1(F))[t1, . . . , tN ] ⊂ OM(F).
But WM(k)((tN)) · · · ((t1)) is flat over Z/pMZ since it is obtained from WM(k) by a
sequence of steps involving taking polynomial rings, completions, and localisations,
and it satisfies WM(k)((tN)) · · · ((t1))/(p) ∼= k((tN)) · · · ((t1)) = F , and it follows
that all inclusions are equalities. 
Taking projective limits, we see that O(F) = W (k){{tN}} · · · {{t1}} is the p-adic
completion of W (k)((tN)) · · · ((t˜N)). By construction, O(F) = lim←−O(F)/p
n and we
see that it is a complete discrete valuation ring with uniformiser p and residue field
F .
We denote by Q(F) the field of fractions Q(F) = Frac(O(F)). It is an (N + 1)-
dimensional local field of characteristic 0, with local parameters p, t˜1, . . . , t˜N , first
valuation ring O(F) and first residue field F . We denote by Q0(F) the subring
W (k)((tN)) · · · ((t1)) ⊂ O(F).
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