Abstract. The stochastic Gross-Pitaevskii equation is used as a model to describe Bose-Einstein condensation at positive temperature. The equation is a complex Ginzburg Landau equation with a trapping potential and an additive space-time white noise. Two important questions for this system are the global existence of solutions in the support of the Gibbs measure, and the convergence of those solutions to the equilibrium for large time. In this paper, we give a proof of these two results in one space dimension. In order to prove the convergence to equilibrium, we use the associated purely dissipative equation as an auxiliary equation, for which the convergence may be obtained using standard techniques. Global existence is obtained for all initial data, and not almost surely with respect to the invariant measure.
Introduction
In this paper, we will present a mathematical analysis of a model related to discussions on the Gibbs equilibrium in the papers [1, 16] . In those papers, the authors consider the dynamics of the wave function in Bose-Einstein condensation near the critical temperature T c , using the so called (projected) stochastic Gross-Pitaevskii equation :
where
Our purpose in the present paper is the study of the stochastic partial differential equation (1.1) with P = Id and G(x) constant (which we assume from now on). Using the mathematical construction of the Gibbs equilibrium measure in dimension one in space studied in [3] , together with the strong Feller property of the stochastic evolution equation, we will prove the global existence of solutions for the infinite dimensional system, and show that those solutions converge exponentially to the Gibbs equilibrium. Note that this implies, for the finite dimensional system (1.1), the exponential convergence with a rate which is uniform in term of the number of modes taken into account in the projection P. Several related mathematical studies can be found; for example, in [2] the author dealt with the equation (1.1) on a bounded domain D with V ≡ 0 (and without the projection P), in both cases of defocusing and focusing nonlinearities. It was shown there the existence and uniqueness of the invariant measure on L p (D) for any p ≥ 2, but the convergence to the Gibbs measure was not discussed. Recently, the authors in [4] considered an equation close to (1.1) with a focusing nonlinearity (i.e. g < 0), V ≡ 0 and a regular noise, but with a modified linear operator, on the 1d torus. They proved the existence and the invariance of the grand-canonical Gibbs measure, and the exponential decay to equilibrium. The additional term added in the dynamical equation in [4] may be viewed as a restoring term. The techniques we develop in the present paper allow to simplify the proof of the convergence to equilibrium in this case, and to treat the case of the space-time white noise (see Remark 7.2).
We will consider the stochastic Gross-Pitaevskii equation (1.1) on R, a defocusing nonlinearity (g > 0), and a harmonic potential V (x) = |x| 2 . The invariance of the Gibbs measure, global existence of solutions for all initial data, and the exponential decay to equilibrium will be proved. The support of the Gibbs measure in our case will be on a Banach space, and this fact requires a bit more complicated justification than the papers [2, 4] where the basic space was the Hilbert space L 2 . Also, the paper [2] assumed that the dissipation was not too small to obtain a globally defined strong solution, whereas our result covers any coefficient size of the dissipation. The noise we will consider is a space-time white noise, and our proof for the convergence to the Gibbs equilibrium, together with the global existence for all initial data thanks to the strong Feller property are the first results for this kind of stochastic Ginzburg-Landau equations, as far as we know. Also, due to the presence of the space-time white noise, the (more physical) case of space dimension two or three requires the use of renormalization, and of much more involved arguments, and will be the object of future work. The focusing case also needs some investigations, as the techniques of [4] would lead to a trivial measure in the presence of the quadratic potential (see again Remark 7.2).
Lastly, let us introduce the results in [3] where the Hamiltonian case was studied, i.e., the case of G = 0 in (1.1) with V (x) = |x| 2 in one dimensional space. The authors in [3] constructed the Gibbs measure, and making use of the invariance of that measure, they prove a globalization of the local-in-time solution in a negative Sobolev space, for almost all initial data with respect to this measure. We will sometimes make use of their deterministic results. Moreover, it was recently proved (see [17] ) that this Gibbs measure may be obtained as the mean field limit of the (finite dimensional) quantum particle system.
Preliminaries and main results
We consider the following Gross-Pitaevskii equation (complex Ginzburg-Landau equation) with a harmonic potential, driven by a space-time white noise in one spatial dimension. dX = (i + γ)(HX + ηX − λ|X| 2 X)dt + √ 2γdW, t > 0, x ∈ R,
where H = ∂ 2 x − x 2 , γ > 0 and η ≥ 0. In this paper we always assume that the nonlinearity is defocusing, namely, we fix λ = 1. The unknown function X is a complex valued random field on a probability space (Ω, F, P) endowed with a standard filtration (F t ) t≥0 . The stochastic process (W (t)) t≥0 is a cylindrical Wiener process on L 2 (R, C) associated with the filtration (F t ) t≥0 , i.e., for any complete orthonormal system {e k } k∈N in L 2 (R, R), we can write
Here, {β k } k∈N is a sequence of complex-valued independent Brownian motions on the stochastic basis (Ω, F, P, (F t ) t≥0 ).
It is known that the operator H has a self-adjoint extension on L 2 (R, C), which is still denoted by H, and the resolvent of H is compact. Thus, the whole spectrum of H is discrete, and we denote the (real-valued) eigenfunctions by {h n } n≥0 which form an orthonormal basis of L 2 (R, R). They satisfy Hh n = −λ 2 n h n with λ n = √ 2n + 1. In fact, those functions h n (x) are known as the Hermite functions. We denote by E N the complex vector space spanned by the Hermite functions, E N = span{h 0 , h 1 , ..., h N }.
For 1 ≤ p ≤ +∞, and s ∈ R, we define the Sobolev space associated to the operator H.
where S(R) denotes the Schwartz space. If I is an interval of R, E is a Banach space, and 1 ≤ r ≤ ∞, then L r (I, E) is the space of strongly Lebesgue measurable functions v from I into E such that the function t → |v(t)| E is in L r (I). We define similarly the spaces C(I, E), C α (I, E) or L r (Ω, E). Sometimes, emphasis will be put in the notation on the measure we consider ; for example if we write L q ((L p , dρ), R), this means the space of real-valued, measurable functions on the measure space (L p , dρ), with integrable q-th power. For a complex Hilbert space E, the inner product will be understood as taking the real part, i.e., for u = u R + iu I ∈ E and
Motivated by the physical background explained in the Introduction, our aim is first to show mathematically that Eq.(2.1) has the same invariant Gibbs measure as the one described in [3] which is formally described, up to a normalizing constant, by
where S is the Hamiltonian for the case γ = 0, i.e.,
then to use this in order to prove the global existence of solutions and the exponential convergence to this equilibrium as t → +∞.
We may give a meaning to the measure (2.2) as follows. When u = ∞ n=0 c n h n , c n ∈ C, we write c n = a n + ib n with (a n , b n ) ∈ R 2 . For N ∈ N, we consider the probability measure on R 2(N +1) defined by
This measure defines a measure on E N through the map from R 2(N +1) to E N defined by
(a n + ib n )h n , and this measure will be again denoted by µ N . Here, N n=0 λ 2 n 2π is the normalizing factor, i.e., µ N (E N ) = 1. This measure µ N can be seen as the law of the E N -valued random variable ϕ N (ω, x) defined on (Ω, F, P) by
where {g n (ω)} N n=0 is a system of independent, complex-valued random variables with the law N C (0, 1). It may be seen, using the asymptotic properties of the L p norm of the Hermite functions h n , i.e.
, where
Thus, the limit ϕ := lim N →∞ ϕ N is well-defined and
We denote by µ the measure on L p (R; C), with p > 2, induced by this random variable ϕ(ω), that is, for any Borel set A ⊂ L p ,
Note that the measure µ can be decomposed into
In the case η = 0, recalling that supp
, dµ) for any p > 2, and we can define the Gibbs measure ρ as
where Γ is the normalizing constant, that is, Γ = L p e (Au,u) L 2 du defines, up to a normalizing constant, a Gaussian probability measurẽ µ η on L p (R) for any p > 2. Setting theñ
and noting that there exists a constant
and we may define the measure ρ as
Of course, both definitions coincide when η = 0.
Let us now consider the equation (2.1). We take {h k , ih k } k≥0 as a complete orthonormal system in L 2 (R, C), namely our cylindrical Wiener process is now
Here, (β R k (t)) t≥0 and (β I k (t)) t≥0 are sequences of real-valued Brownian motions. First, we introduce the linear equation
(2.5)
Note that we consider here that the process W has been extended to the negative time axis. The stationary solution Z ∞ of (2.5) can be written as
Expanding W (t) as a series, we may write Z ∞ as
Since Z ∞ is stationary,
has the same law as
. Hence we may write
where (g k (ω, t)) k is a family of independent N C (0, 1), i.e. the law L(Z ∞ (t)) is equal to the Gaussian measure µ.
The regularity of Z ∞ (t) is given by the following Lemma.
We will give a proof of this lemma in Appendix A. Note that this regularity may not be optimal, but is enough for our purpose.
Using the regularity of Z ∞ a.s. in C([0, T ], L p (R)) for any p > 2 we establish the local existence of the solution to the equation (2.1).
Then there exists a random stopping time T * = T * X 0 ,ω > 0, a.s. and a unique solution X(t) adapted to (F t ) t≥0 of (2.1) with
Note that this proposition is also valid for the case λ = −1, but we focus on the defocusing case λ = 1. The Gibbs measure ρ is, in fact, an invariant measure for (2.1). With the use of this invariant measure, we obtain the global existence of the solution of (2.1) for ρ-a.e. X 0 (or equivalently for µ η -a.e. X 0 ) :
such that ρ(O) = 1, and such that for X 0 ∈ O there exists a unique solution of (2.1),
Let P t be the transition semigroup associated with equation (2.1) which, thanks to Theorem 1, is well defined and continuous on L 2 ((L p (R), dρ), R) for any t ≥ 0 and for p ≥ 3. We will actually prove that P t is defined on the set of Borelian bounded functions on L p (R) for any p ≥ 3 and that it is strong Feller and irreducible. As a consequence, we will obtain the following theorem.
Finally, we will use the purely dissipative counterpart of equation (2.1) to prove the exponential convergence of the transition semi-group, as stated in the following theorem.
Remark 2.1. The statements in the theorems are restricted to the case p ≥ 3 although we only need p > 2 for the support of the Gaussian measureμ η . This condition comes from the cubic nonlinearity in (2.1); the results are still valid for more general nonlinear power |X| 2σ X under the conditions p ≥ 2σ + 1 and p > 2.
In the course of the proof of the above theorems, we will frequently use an approximation by finite dimensional objects. We thus define here, as in [3] , for any
where χ is a cut-off function such that χ ∈ C ∞ 0 (−1, 1),
]. We will make use of Proposition 4.1 of [3] : S N is a bounded operator from L p to L p , uniformly in N , for any p ∈ [1, ∞] . Note that the usual spectral projector Π N does not satisfy this property. On the other hand, one can in fact check under the assumptions in Lemma 2.1 that
Let E be a separable Hilbert space and K be a Banach space. Given a differentiable function ϕ from E to K, we denote by Dϕ(x) its differential at x ∈ E. It is an element of L(E, K) and if K = R it is identified with its gradient so that it is also seen as an element of E. If ϕ is twice differentiable, D 2 ϕ is its second differential. Again, we identify D 2 ϕ(x), x ∈ E, with an element of L(E, E) in case of K = R. If {e i } i∈N is a Hilbert basis in E, µ a probability measure on E,
This paper is organized as follows. In Section 3, we will introduce the deterministic properties of the equations including the kernel estimate for the deterministic linear part of equation (2.1). The proof of proposition 1 will be an easy consequence of those estimates. A review for the purely dissipative equation, i.e. equation (2.1) without the skew-symmetric part induced by the imaginary unit i will be given in Section 4 concerning the existence and the uniqueness of invariant measure, and the Poincaré inequality, for finite dimensional approximations of the equation. The invariance for the finite dimensional approximations of equation (2.1) will also be discussed in Section 4. Note that the results of Section 4 make use of rather standard techniques. We will establish the global existence of solutions of (2.1) for a.e. initial data with respect to the Gibbs measure in Section 5, together with the invariance of the (infinite dimensional) measure ρ, while the strong Feller property and the global existence for all initial data will be proved in Section 6. Using the purely dissipative equation as an auxiliary equation, the convergence to the Gibbs equilibrium in (2.1) will be proved in Section 7. Note that, to our knowledge, it is the first time that such an argument, is used in the infinite dimensional case. In order to simplify the presentation, it will be assumed from Section 4 to Section 7 that η = 0. Section 8 will be devoted to explain how the arguments can be adapted to the case η > 0 (and possibly large). In the Appendix, we will show some regularity properties of the stochastic convolution needed in the course of the proofs.
Local existence of the strong solution
In this section we will give a proof of Proposition 1. Let T > 0 and fix p ≥ 3. Let z ∈ C([0, T ], L p ). Consider the following deterministic equation :
Note that X is a solution of (2.1) if and only if X = v + z with
and v solution of (3.1) with v 0 = X 0 . Moreover, Lemma 2.1, and Lemma 3.1 below show that z has paths a.
Concerning v, we can prove the following local existence result.
To prove Proposition 2, we need some estimates for the linear deterministic equation :
Lemma 3.1. The solution w of equation (3.2) can be written as
with the kernel
xy .
The kernel satisfies, for t > 0 sufficiently small,
3) is independent of t and diverges when γ is close to 0.
Proof. The form of the kernel is due to the Mehler formula (see e.g. [15] ). For (3.3), we decompose the kernel as follows.
where we put
Remark that Re(δ) > 0 for 0 < t < π 4 and Re(β − δ) > 0 for any 0 < t < π 4 ; indeed, we can compute i sin(2(γi − 1)t) = − sinh(2γt) cos(2t) − i cosh(2γt) sin(2t), and thus, Re(i sin(2(γi − 1)t)) = − sinh(2γt) cos(2t) < 0 for 0 < t < π 4 . Therefore we get Re(δ) > 0 for 0 < t < π 4 since
On the other hand,
we have,
The real part of the numerator is
where we have used the Young inequality in the last line. Then, it suffices to show that for
which is a positive constant if γ = 0, and we deduce from this that for some constant C γ ,
Inequality (3.4) follows by interpolation between the cases l = 1 and l = +∞.
Proof. (of Proposition 2)
. We follow the arguments in [14] . Let T 0 ≤ T be small enough for the inequality (3.3) in Lemma 3.1 to be satisfied. We consider the closed ball in
with R := 2C γ |v 0 | L p and C γ is the constant appearing in (3.3). We will check that the map T defined by
where we have used Hölder inequality in the last inequality. Put θ :
Using now the inequality (3.3) with r = s = p for the free term, we similarly have, for v 1 ∈ B R (T 0 ),
We thus see that T is a contraction in B R (T 0 ) provided T 0 is sufficiently small, which gives a unique solution in C([0, T 0 ], L p ), and, thanks to classical extension arguments, a unique maximal solution in C([0, T * ), L p ), where T * depends only on γ, η, v 0 and z.
Next, we introduce an approximation for the solution v of (3.1) defined above. We fix T > 0, and
This equation has an energy estimate, which is easily obtained by taking the L 2 -inner product of (3.5) with v N and using the boundedness of S N in L 4 (R) and Young's inequality (see also [2, 14] ):
, and for any p ≥ 1,
Remark also that by Proposition 4.1 of [3] , the bound of
We thus have the following proposition.
We remark that the convergence of v N to v is a consequence of the fixed point argument seen in the proof of Proposition 2 and of (3.8).
Purely dissipative case and Gibbs measure
We recall in this section a few results concerning the purely dissipative case that will be useful in the following. Although those results are obtained thanks to fairly standard techniques, we will give some details for the sake of completeness. As explained in Section 2, we assume from now on that η = 0, in order that the arguments are simpler to state, and we refer to Section 8 for a description of the case η > 0.
The purely dissipative equation is then
We first consider the following approximation :
Recall that Z ∞ is defined in (2.6), and note that S N • Π N = S N . By the same arguments as for (3.5), replacing z by Π N Z ∞ , and using Lemma 2.1, we have the energy estimate (3.7) for u N , almost surely. It thus follows as in Proposition 3 that for any γ = 0 and p ≥ 3, there exists a unique global solution u N ∈ C(R + , E N ) a.s. of equation (4.3) so that
In fact, since the noise has been extended to the negative time axis, by the same arguments as above, we may consider Y N (t, −t 1 , y) with a t 1 > 0. The dissipativity inequality, i.e. the inequality
E N , which holds for all y, z ∈ E N , and for all γ > 0, implies that for any y, z ∈ E N , and for any
Using (4.4) with z = 0 together with Lemma 2.1 (whose proof is valid also for negative time intervals), one easily obtains for any y ∈ E N , and for any t ≥ −t 1 ,
We deduce for all t ≥ −t 1 ≥ −t 2 with t 1 , t 2 > 0,
It follows, in particular letting t = 0, that the family {Y N (0, s, y), s ≤ 0} is a Cauchy family in L 1 (Ω, E N ) as s → −∞, and there exists a random variable
in the weak topology. Then, settingρ N := L(ξ N ), it follows thatρ N is the unique invariant measure of the flow generated by (4.2).
More details for the purely dissipative case are found in, e.g., [10, 9, 18] .
Remark 4.1. In the purely dissipative case, the solution Y of (4.1) can directly be shown to be global, since one may prove a L p -bound on u = Y − Z ∞ for any γ > 0, p ≥ 4 (see [2, 14] ) :
for any T > 0. Now let our attention turn to the Gibbs measure. Define for y ∈ E N ,
The next proposition will state thatρ N is also an invariant measure for the flow generated by (4.2), which impliesρ N =ρ N by the above uniqueness property. On the other hand, we will see that the measureρ N is also invariant for the flow of the approximation to (2.1) :
Remind that the solution of Equation (4.7) exists globally in C(R + , E N ) a.s.; such a solution will be denoted by X N . Indeed, X N can be written as
Proposition 4. The measureρ N defined in (4.6) is invariant by the flow of (4.2) and by the flow of (4.7).
Proof. Write Equation (4.7) in the form:
and
This proof will be valid also in the purely dissipative case (4.2), removing the term JDI(X)dt. The generator of the transition semigroup for the flow of (4.7) is given by
We shall show thatρ N is invariant for (4.7), that is, for any f ∈ C 2
where we have used integrations by parts, and the fact that Tr(DJD) = 0.
Proposition 5. For any φ ∈ C 1 b (E N ) the following inequality is satisfied : 
Taking the scalar product in E N with η h N , we have 1 2
which leads to N (t, y) )), and ψ(y) := |Dφ(y)| E N for any y ∈ E N . Then ψ ∈ C b (E N , R) and (D y g)(t, y) = D(R N t φ)(y). By the above computation, |Dg(y)| E N ≤ e −γt |R N t ψ(y)|. Therefore, we obtain
where we have used Cauchy-Schwarz inequality, and the invariance of the measureρ N for the transition semigroup R N t . On the other hand,
indeed, let M N be the generator of R N t , so that
so that (4.11) holds. Integrating (4.11) on [0, t], and using (4.10) we have
We conclude the proof of (4.8) by letting t tend to +∞ in (4.12), using the following Lemma, whose proof easily follows from the dissipative inequality (4.4).
Proof. Sinceρ N is invariant for R N t andρ N (E N ) = 1, we have for any y ∈ E N ,
by (4.4) with t 1 = 0. Thus, using Cauchy-Schwarz inequality,
The integral on the right hand side is finite, since µ N is a Gaussian measure on
The result follows.
Almost sure global existence
A similar idea to [5] will be used to prove Theorem 1. Let X 0 ∈ L p with p ≥ 3 be given. Consider a particular decomposition for the solution X of (2.1), given by X(t) = v(t) + Z ∞ (t) − Z ∞ (0), where v is the solution of (3.1) with z(t) = Z ∞ (t) − Z ∞ (0), v 0 = X 0 . Recall that Z ∞ is the stationary solution for (2.5), which is written as (2.6). Recall also that the law of Z ∞ (t), supported on L p if p > 2, is equal to µ. We will see that the measure ρ in (2.4) should be invariant for the flow of X, as the limit of
where p ≥ 3 and
This probability measure ρ N is an invariant measure for the flow of a certain approximation X N to X. Making use of this invariance, we will show that X exists globally in L p (R) for p ≥ 3.
Let us first consider the approximation X N given by the solution of (4.7), which may be written as
Then, noting that S NZN = 0, one sees that X N satisfies the following equation with initial data
It follows from Proposition 3 that X N is globally defined on L p (R) if p ≥ 3, and depends continuously on the initial data X 0 . We remark that the results in Section 2 also lead to the convergence of X N to X in C([0, T ], L p ) for any T < T * . Consider now the transition semigroup for the equation (5.2) and denote it by P N t for t > 0. Notice that ρ N is an invariant measure for the transition semigroup P N t for the same reason as in Proposition 4.
Proof of Theorem 1. Let any T > 0. We wish to prove that there exists a constant C T such that
If this bound is true, we may say that there exists a ρ-measurable set O ⊂ L p such that ρ(O) = 1, and for each y ∈ O, sup t∈[0,T * ∧T ) |X(t, y)| L p < +∞ a.s.; the fixed point argument then implies that T * (y) ≥ T , a.s.
In order to derive rigorously the estimate (5.3), we will use the approximation X N . Thus the first step here is to show that there exists a constant C T which does not depend on N , such that
We write the equation of X N in the mild form.
Taking the supremum in time on [0, T ], using Lemma 3.1 and the boundness of
We then take the expectation, and we have
The second term is bounded by a constant M p,T which does not depend on X 0 thanks to Lemma 2.1. Integrating in ρ N thus gives,
The third term in the right hand side is written as follows :
Here, we have used the invariance of ρ N in the third equality. We shall show that
is bounded independently of N . This can be seen as follows. Recalling the definition (5.1), noting that for all t ≥ 0, L(Z ∞ (t)) = L(Z ∞ (0)) = µ, with suppµ ⊂ p>2 L p , and Lemma 2.1, we have
i.e. Γ N is bounded from below independently of N.
For the same reason, the first term is bounded independently of N since
with (5.5). This concludes the bound (5.4).
Recall that if p ≥ 3, then by Proposition 3,
which concludes (5.3).
In conclusion, for a fixed T > 0, there exists a ρ -measurable set O T ⊂ L p (R) for any p ≥ 3 such that ρ(O T ) = 1 and that for X 0 ∈ O T , the solution X exists a.s. up to time T . For each T n , n ∈ N such that T n → +∞ as n → ∞, consider O Tn and setŌ := n O Tn . Then, ρ(Ō) = 1. The proof is completed. Now, we can define the transition semi-group (P t ) t≥0 associated with (2.1) : for all t ≥ 0 and any ϕ ∈ C b (L p , R) with p ≥ 3, and for ρ -a.e. y (i.e., for y ∈Ō), let P t ϕ(y) = E(ϕ(X(t, y))).
We end this section with the proof of the invariance of the measure ρ for the semi-group (P t ) t≥0 . Let ϕ ∈ C b (L p , R) and let us prove that
First, by the invariance of ρ N , we have
Next,
|y| 4 L 4 dµ(y)
where we have used (5.5), and the right hand side above tends to zero by the dominated convergence theorem. On the other hand,
|S N y| 4
and we conclude thanks to the dominated convergence theorem and the fact that X N (·, y) converges to X(·, y) a.s. in C([0, T ], L p ) for any y ∈Ō.
Strong Feller property and global existence for all initial data
We first prove the strong Feller property for the semigroups (P N t ) t≥0 , associated with equation (5.2), uniformly in N . We denote by B b (E) the space of borelian bounded real valued functions on a Banach space E and, for ϕ ∈ B b (E), ϕ 0 = sup x∈E |ϕ(x)|. Proposition 6. Let p ≥ 3 and N ∈ N. For any ϕ ∈ B b (L p (R)), and any t > 0, P N t ϕ is a continuous function on L p (R). Moreover, for any T > 0, there exists a constant c γ (T ), independent of N , such that for any X 0 ∈Ō, h ∈ L p (R) such that X 0 + h ∈Ō, and any T > 0,
Proof. We use a classical coupling argument, based on a control problem and Girsanov Theorem (see e.g. [20] ). Let p ≥ 3, T > 0, h ∈ L p (R) and define for t ∈ [0, T ] :
Let θ ∈ C ∞ 0 (R) be a cut-off function such that θ(t) = 1 for t ∈ [0, 1] and θ(t) = 0 for t ≥ 2.
We consider the truncated version of (5.2) : dX = (i + γ) (HX − F R (X)) dt + 2γdW (6.2) with initial data X(0) = X 0 . We denote by X R (·, X 0 ) its solution, whose existence and uniqueness in C([0, T ]; L p (R)) follows from the arguments of Section 3, and the Lipschitz property of
Since F R is bounded and k ∈ L 2 (0, T ; L p (R)), we may use Girsanov's transform and deduce for
and y = X 0 + εh. Clearly Y ε (T ) = X R (T, X 0 ) and we obtain
On the other hand, noting that for ε = 0 we have G ε = 0 and ρ ε = 1,
.
, we may differentiate (6.3) with respect to ε and take ε = 0. we obtain :
By the chain rule, the left hand side above is equal to
is the transition semigroup associated to equation (6.2) . Note that P R t ϕ(X 0 ) tends to P N t ϕ(X 0 ) when R goes to infinity, for any X 0 ∈ L p (R). On the other hand, the right hand side may be bounded using the Itô isometry and the Cauchy Schwarz inequality, to get
We need the following result.
and there exists a constant C γ,p such that for all t > 0, and all f ∈ L p (R),
and it follows :
On the other hand, writing v =
so that (6.5) implies
This is the result for p = ∞. For p = 2, the result is clear and the general case follows by interpolation.
Remark 6.1. This result is not optimal. The exponent in t can actually be taken as −β for any β > To end the proof of Proposition 6, we need to bound the right hand side of (6.4). First, we write 6) thanks to Lemma 6.1. Next, we compute, for x, y ∈ L p (R),
Hence, the second term in (6.4) is bounded as follows, using Hölder inequality and Lemma 3.1 :
Next, we decompose X R (t, X 0 ) = v R N (t, 0) + Z(t), with
we interpolate the inequality of Lemma (6.1) (with p = ∞) and the boundedness of the operator e (i+γ)tH in L q (R) for any q with 4 < q < p to get
In both case, this and Lemma 2.1 imply, since Z is Gaussian, and for any integer m,
Since moreover the energy inequality (3.7) (with η = 0), which is easily seen to hold also for the cut-off equation satisfied by v R N , implies sup
we deduce from (6.9) and the Gagliardo-Nirenberg inequalities :
Plugging these inequalities into the right hand side of (6.7), after using Cauchy-Schwarz inequality, shows that
Finally, (6.4), (6.6), and (6.10) imply after taking the limit R → ∞ :
It remains only to approximate
, which converges pointwise to ϕ and are uniformly bounded, to end the proof. Now, in order to prove Theorem 2, we use the fact that there exists a set O ⊂ L p (R) such that ρ(O) = 1 and for any X 0 ∈ O we have sup t∈[0,T ] |X(t, X 0 )| L p (R) < ∞ a.s. Note that this holds in any probability space since we have constructed strong solutions. Letting N → ∞ in (6.1) for X 0 , X 0 + h ∈ O, we deduce that (P t ) t≥0 can be extended uniquely into a semigroup on L p (R; C) which has the strong Feller property. This is possible since we know that the support of ρ in the topology of
Let us now choose X 0 ∈ L p (R) and take a sequence (
Considering the corresponding solution X N (t, X 0,n ) of (5.2), we use again the splitting: X N (t, X 0,n ) = v N,n + Z n , with v N,n satisfying (3.5) with
where Z is defined in (6.8). Moreover, using (3.7) for v N,n and letting N → ∞, we deduce that
. By standard arguments, using again equation (3.5) , it follows that, for any negative s, the sequence of laws of (X(·,
. It is then standard to check that any limit point is the law of a martingale solution to (2.1). Let us denote byX(·, X 0 ) such a solution, which is defined on a probability space (Ω,F ,P). Take a function ϕ ∈ C b (L p (R)) ∩ C b (W s,2 (R)) ; then we can write for any t > 0
This proves that the law ofX(t, X 0 ) is in fact P * t δ X 0 . Now, we make use of the following result, which is proved as in [6] Lemma 7.7 (see also [12] for the original idea).
This and Proposition 6 mean that (P t ) t>0 is regular and that all the measures P * t δ X 0 are equivalent and are also equivalent to the invariant measure ρ, which is the unique invariant measure of (P t ) t≥0 (see [9] , chapter 4). It follows that for any X 0 ∈ L p (R) and any t 0 > 0,
By the construction of local solutions, we know that there exists a stopping time τ * (X 0 ) with 0 < τ * (X 0 ) ≤ T , a.s. such that
and we have constructed a global solution in L p (R) for any X 0 ∈ L p (R). This solution is clearly pathwise unique in C([0, T ]; L p (R)) and either using Yamada-Watanabe theorem or Gyongy, Krylov method we may deduce global existence and uniqueness of a strong solution (in the probabilistic sense) in any probabilistic space.
Convergence to equilibrium
We recall that X N (., y N ) is the solution of (4.7) with initial data X N (0) =: y N ∈ E N . By Proposition 4, the measureρ N is invariant by the flow of X N , and by Proposition 5, it satisfies the Poincaré inequality (4.8). Let (P N t ) t≥0 be the transition semigroup corresponding to (4.7). Using the above properties, we have
Proof. Using a density argument, we may assumeφρ
. Let L N be the generator ofP N t , associated with (4.7). As was seen in the proof of Proposition 5 for the generator M N , using the Kolmogorov equation and the invariance of the measureρ
The use of inequality (4.8) implies the desired result. Now taking the limit N → ∞, we shall show the following proposition.
Note that the proof of Theorem 3 follows immediately from Proposition 8 and Proposition 9. The proof of Proposition 9 makes use of the next Lemma.
Thus, by Lebesgue's dominated convergence theorem,
. Then, φ is continuous and bounded on E N since E N ⊂ L p (R). Thus, if we choose φ N := φ | E N , with the notation of Lemma 7.1, theñ
where we have used the following equalities:
Thus, it follows that
Similar arguments as in the proof of (5.6) imply that all terms in the right hand side converge to zero as N → +∞. Indeed, note that |P t φ(y) −φ ρ | 2 ≤ 4|φ| 2 L ∞ ; thus, the second term on the right hand side of the last inequality is estimated by
and this quantity tends to zero by (5.5) and the dominated convergence Theorem. The last term is estimated as follows, using the same computation as above.
which tends to zero when N → +∞, applying Lemma 7.1 with q = 1. Lastly, the choice of approximation X N defined in Section 5 allows us to apply Proposition 3 to conclude that
) with p ≥ 3 a.s., for any y ∈Ō. Therefore, the first term
converges to zero as N → +∞ by Lebesgue's dominated convergence.
Remark 7.1. Using the argument in [19] , we could use the strong Feller property (Proposition 6) and a coupling argument to prove that exponential convergence to equilibrium holds for any initial data. This may seem better than the result of Theorem 3 but, contrary to Theorem 3, the convergence rate given in the proof with such a coupling argument is difficult to write explicitly and is very small.
Remark 7.2. Note that if we consider, as in [2] , the same problem but posed on a bounded interval D of R, without quadratic potential, that is
then the corresponding Gibbs measure is supported in L 2 (D) (see [2] ). All the arguments above may obviously be adapted to this case if λ > 0. Moreover, in the focusing case λ = −1, one may proceed as in [4] , with p = 4, r = 3 and σ = Id, that is considering the modified dynamics
corresponding to the Hamiltonian
For the associated purely dissipative dynamics
it is not difficult to check that η h (t) = D X 0 X(t, X 0 )h formally satisfies, for κ large enough, an estimate similar to (4.9), which allows to prove the Poincaré inequality for finite dimensional approximations of the Gibbs measure, uniformly in the approximation parameter. All the other arguments seem to work in this case, and this indicates that we easily recover with our method the convergence result of [4] , at least in the case p = 4. Now, in our situation, where the domain is the whole space, with the addition of the quadratic potential V (x) = x 2 , one has to take account of the fact that µ(L 2 ) = 0 (where we recall that µ is the Gaussian measure defined by the quadratic part of the Hamiltonian) so that the natural Gibbs measure given by
is actually equal to the trivial measure δ 0 .
The case of general chemical potential η
In this section, we explain how to treat the case where the chemical potential η in (2.1) is positive, and possibly larger than λ 0 = 1. We use the notations of Section 2, and in particular, the measure ρ is defined by (2.4) . It is clear that Proposition 4 applies also to such a Gibbs measure through a finite dimensional approximation (see the arguments below) and we infer the invariance of the measure under the flow given by (2.1). Now, in order to prove the Poincaré inequality (4.8) in this case, we write S(u) in the following way :
where F 1 and F 2 are defined by
4 , 0 ≤ y < η, and
Here, Θ(x) is a cut-off function satisfying
Note that F 1 (x, y) is a convex function of y ∈ R + , for all x ∈ R. With these definitions, the Gibbs measure is rewritten under the following form :
and µ is the Gaussian measure defined in Section 2. Note that V 2 (u) satisfies e −Cη ≤ e −V 2 (u) ≤ 1 for some constant C η > 0 depending only on η, so that e −V 2 (u) µ(du) makes sense. Indeed,
Note that the finiteness of ρ implies e −V 1 (u) is integrable with respect to e −V 2 (u) dµ; then the boundedness of V 2 implies that the measure e −V 1 (u) µ(du) is also finite.
Let us consider, for a large N ∈ N satisfying
, and µ N is defined in Section 2. We will see that π N satisfies the Poincaré inequality, i.e. for any φ ∈ C 1 b (E N , R) Note that the first term on the right hand side above is non positive while the second term is bounded by γη 2 R Θ(x)|S N w − S N z| 2 dx ≤ γ 2 |x|≥ 
Appendix
Here we give a proof of Lemma 2.1.
Proof of Lemma 2.1. We apply the Kolmogorov test (see [8] ) in order to investigate the regularity of Z ∞ (t). and we will make use of the Minkowski inequality; for q ≥ p,
We calculate first Therefore, for q = 2m ≥ p, and α ∈ [0, 1],
