Abstmct-A real-time omnidirectional camera which can acqulre an omnidirectional (360 degrees) field of view at video rate could be applied in a variety of fields such as autonomous navigation, telepresence, virtual reality and r e mote monitoring. We have developed several omnidirectional image sensors. In this paper, we introduce the outlines and fundamental optics of our developed sensors and show examples of applications for robot navigation.
I. INTRODUCTION
While there has been much work on mobile robots with vision systems which navigate in both unknown and known environments [l-41, most robots view things only in front of them and avoid static obstacles and as a result, they may collide against objects moving from the side or from behind. To overcome these drawbacks, a sensor is needed to view the environment around the robot so that it may navigate safely.
There have been several attempts to acquire omnidirectional images. Over the past 15 years, researchers in computer vision, applied optics and robotics have investigated a number of papers related to omnidirectional cameras and their applications [l] .
From 1988, we have developed several real-time omnidirectional image sensors which consist of a CCD camera and a convex mirror placed in front of the camera which can observe panoramic image at once, and can be applied to robot navigation and human interaction problems [2] , [ ? I . In this paper, we introduce our omnidirectional image sensors, named COPIS and HyperOmni Vision. COPIS which uses the conic mirror, is suitable for mobile robot navigation because its view field is side [2] . HyperOmni Vision, which consists of a CCD camera and a hyperboloidal mirror placed in front of the camera [3] , has an important feature in that it has a focal point ( center of projection).
OMNIDIRECTIONAL IMAGE SENSORS

A . COPIS and Conic Projection
The omnidirectional image sensor COPIS (Conic Projection Image Sensor) [2] , [?] as mounted on a robot, consists of a conic mirror and a TV camera, with its optical axis aligned with the cone's axis, in a cylindrical glass tube, as shown in Figure l(a) . The key feature of COPIS is passive sensing of the omnidirectional environment in real-time (at the frame rate of a TV camera), using a conic mirror (See Figure l(b) ).
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COPIS maps the scene onto t.,e image plane through a conic mirror a i d a lens. We call this mapping " conic projection ". Let us use the three dimensional coordinate system 0 -X Y Z , aligned with the image coordinate system 0-xy and the Z-axis pointed toward the cone's vertex (see Figure 2 ). We fix origin 0 at the camera center, thus the image plane is on a level of f, where f is the focal length of the camera. A conic mirror yields the image of a point in space on a vertical plane through the point and its axis.
Thus, the point P at ( X , Y, 2) is projected onto the image point p at ( x ,~) such that 
COPIS
In other words, all points with a same azimuth in space appear on a radial line through the image center and its direction 0 indicates the azimuth. This means that the vertical line in the environment appears radially in the image plane. The vertical lines provide a useful cue in a manmade environment such as a room, containing many objects with vertical edges; for example, doors, desks and shelves. Many researchers use this characteristic for robot navigation. Details of our robot navigation methods are described later.
The field viewed by COPIS is limited by the vertex angle of the conic mirror and the visual angle of the camera lens. Therefore, the main field viewed by COPIS is a side view and the resolution along a radial direction of the conic mirror is sufficient to extract vertical edges. As shown in Figure 2 (b), the vertical section of COPIS is a flat mirror and the ray from the point P changes its optical direction using it. This means that the vertical angular resolution of COPIS is linear in the input image. We represent the image and the space by two polar coordinate systems (r, 8) and (R, 8, Z) , respectively. As shown in Figure 2 , simple geometrical analysis of the vertical section through P and the Z-axis yields the following equations of the conic projection : r = f t a n P where H is the distance between lens center and vertex of the cone. If distance H and the focal length f are given, the object height Z can be calculated by substituting the observed vertex angle into 2.
From another standpoint, the virtual lens center 0' corresponded to the lens center 0 is defined by
The virtual lens center does not cross at a single point but appears on a circle defined by 3. A serious drawback of COPIS is that it does not have a focal point (a center of a viewpoint). Therefore, it is impossible to generate a distor- 
B. HyperOrnniVision
We have developed a new omnidirectional image sensor named HyperOmni Vision which consists of a CCD camera and a hyperboloidal mirror placed in front of the camera (See Figure 3) 131. The hyperboloidal mirror has a focal point which make possible easy generation of any desired image projected on any designated image plane, such as a perspective image or a panoramic image, from an omnidirectiond input image deformed by the hyperboloidal mirror (See Figure 4(a) ). This easy generation of perspective or the panoramic images allows the robot vision to use existing image processing methods for autonomous navigation and manipulation. It also allows a human user to see familiar perspective images or panoramic images, instead of an unfamiliar omnidirectional input image deformed by the hyperboloidal mirror.
The hyperboloidal surfaces can be obtained by revolving hyperbola around the 2 axis and have two focal points at (0,O + c) and (0, 0, -c) as shown in Figure 4(b) . Using the world coordinates system (X, Y, 2) the hyperboloidal surface can be represented as:
where a and b define the shape of a hyperboloidal surface.
We use one of the hyperboloidal surfaces at Z>O as the mirror. Figure 4 (b) shows the geometry of HyperOmni Vision which consists of a CCD camera and a hyperboloidal mirror. It should be noted that the focal point of the hyperboloidal mirror OM and the lens center of camera OC are fixed at the focal points of hyperboloidal surfaces (O,O,c) and (O,O, -c), respectively and the axis of the camera is aligned with that of the hyperboloidal mirror. The image plane should also be placed at a distance f (focal length of camera) from the lens center of camera OC and be parallel to the XY plane.
A hyperboloidal mirror yields an omnidirectional image of the scene around its axis. We can observe the image using a TV camera with its optical axis aligned with that of the hyperboloidal mirror. HyperOmni Vision maps the scene onto the image plane through a hyperboloidal mirror and a lens. We call this mapping I' hyperboloidal projection
We will briefly describe how a point P in space is re- Also, it can be easily understood that all points with the same azimuth in space appear on a radial line through the image center. This good feature is the same as a conic projection as shown in 1. Therefore, with a hyperboloidal projection, the vertical edges in the environment appear radially in the image and the azimuth angles are invariant to changes in distance and height.
By simple geometrical analysis, equations relating the point in space P ( X , Y, 2) and its image point on the image plane p(s, y) can be derived as follows.
where a denotes the tilt angle of the point P from the horizontal plane, f is the focal length of camera lens, and a, b and c are parameters defining the shape of the hyperboloidal mirror.
n o m equations 1, 4 and 5, the azimuth angle 6 and the tilt angle a of the line connecting the focal point of the mirror OM and the point in space P can be obtained from the position of the image point p(z,y). This means that the equation of the line connecting OM and P can be determined uniquely from the coordinates of image point p(x,y), regardless of the location of the point P in space.
OMNIDIRETIONAL SENS~NG FOR AUTONOMOUS
ROBOT
A. Egomotion and posture estimation
A general technique for estimating egomotion is presented by Nelson and Aloimonous [SI. To estimate egomotion with 6 DOF, this technique requires optical flows on three orthogonal great circles on spherical coordinates. Egomotion is determined by iterative calculation, so the computational cost is high. Gluckman and Nayer have estimated 6 DOF of the egomotion of the camera by using their omnidirectional camera, however, estimation error is not so small [7] .
In the case of mobile robot navigation, the egomotion of the robot is usually caused by juggling due to unevenness in the ground plane. Under the assumption of the ground plane motion of the robot, we have proposed the inethod for robustly estimating the rolling and swaying motions of the robot from omnidirectional optical flows by using special characteristics of an omnidirectional camera with a single center of projection 191.
The optical flow for a projected point on the image plane can be decomposed into perpendicular radial and circumferential components with respect to the center of projection. The circumferential component is perpendicular to the radial one. From 1 and 5, the radial and the circumferential component can be defined by 9, respectively. From 5, the input image taken by HyperOmni Vision can be easily transformed to the coordinates where the origin is k e d at the focal point OM. Therefore, it is equivalent to evaluate in place of the radial component of optical flow w. Now, we examine how both the flow components, -and %, arise.
Supposing that the robot moves horizontally in a static environment. From 1 and 5, generally, and 9 are caused by translational motions of the robot. However, in the case of a point on the horizontal plane which passes through the focal point Ohf, from 5, the tilt angle holds zero constantly because 2 is equal to c. This means that the radial component of optical flow at any point on the horizontal plane which passes through the focal point Oh1 is independent of the translational motion of the robot. The radial component of optical flow at a point on the horizontal plane is effected by the rolling motion as shown in Figure 5 . Here, illustrations use the cylindrical coordinate system. The rotation is referred to as "rolling motioii" and the translation is referred to as "vertical motion". We call the radial component of optical flow at a point on the horizontal plane in the cylindrical coordinates as "radial flow".
On the other hand, the circumferential component of optical flow p a t a point on the horizontal plane (called circumferential flow) is independent of the rolling motion. The circumferential flow is caused by the sway motion and the translational motion of the robot as shown in Figure 6 .
As a result, the radial and the circumferential flows in the cylindrical coordinates can be represented by a general sine function. As shown in the next equation, in case of the radial flow, the amplitude, phase shift and offset of sine function corresponded to the roll angle 6(t), direction (angle y ( t ) ) of rolling axis and deviation ot of vertical position, respectively. As shown in 6, the offset 2 f actually depends on the distance from the robot to the observed feature point. Therefore, in the case of a large difference in distances among observing features, it is difficult to estimate the precise rolling motion of the robot. However, in general, the distance Rtt is sufficiently shorter than the magnitude of the deviation of of the vertical motion, and most of the observed features are at a similar distance from the robot. Therefore, one can consider that & is approximately constant. Under a swaying motion, the magnitude of circumferential flows are constant regardless of observed azimuths (See Figure 6(a) ). Under a translational motion, the magnitude of obtained flow depends on w. Thus, it is difficult to fit observed data with the equation because M H~ is not enough smaller than Rit . However, the sign of this equation corresponds with the one of the numem tor because of the plus denominator. The circumferential flows have the opposite sign with respect to the direction of translational motion of the robot. Therefore, the swaying motion was estimated by evaluating the sign of the circumferential flow. Figure 7 shows an example of estimated result of radial flow model. 
B. Geometrical Map generation
Generation of a stationary environmental map is one of the important tasks for vision based robot navigation. For this purpose, a detailed analysis is not necessary but high speed and rough understanding of the environment around the robot is required. If considered froin the standpoint of machine perception, autonomous navigation needs the field of view as wide as possible. Thus, a real-time omnidirectional camera, which can acquire an omnidirectional (360 degrees) field of view at video rate, is suitable for autonomous navigation. There has been much work on mobile robots with vision systems which navigate in both unknown and known environments. We also propose the methods for guiding navigation of a mobile robot and generating environmental map by monitoring azimuth changes of vertical edges in the image while the robot is moving.
Let us denote the robot location and orientation at time t by ("Xt,') yt) and a(t), respectively. As shown in Figure   8 , defining the position of the object i at time t = 0 by ('Xi,' x), the relation between the observed azimuth angle &(t) of object i at time t and the object location relative to the robot is obtained as follows,
If the robot location and orientation at time t are given by a robot internal encoder, unknown parameters in 8 are only the position ( ' X i y y i ) of the object i at time t = 0.
Under the assumption of known motioii of the robot, we could estimate locations of objects around the robot by triangulation [Ill. angle &(t) of the object i at time t can be obtained by the omnidirectional image sensor. Therefore, the total number of unknown parameters and the total number of observationalequations are (2i+3(t-1)-1) a n d i x t , respectively. If the following relation is satisfied, the robot egomotion and object locations can be estimated at the same time.
If robot orientation a(t) is given
(i -3)(t -1) >= 2
Equivalently, location estimation can be done by observing three object points from five different robot positions or four object points from four different robot positions [13] .
Map generation and robot egomotion estimation can be done by solving aforementioned nonlinear equation 8. In general, a nonlinear observational equation can be solved by the iterative nonlinear estimation method such as Levenberg-Marquardt. However, one can consider that it takes a long computational time for converging an evaluation function of the iterative nonlinear estimation method. Therefore, we solve observational equation in real-time by redefining as combination of two linear observational equations [13). Actually, orientation and location parameters are alternately estimated while the robot is moving.
First, we assume that object distmcx is far enough or roughly constant from the robot. An azimuth change of an object is represented by a sine function. Therefore, under this assumption, the robot orientation is estimated by fitting a sine function by 7. If the robot orientation is given, the equation 8 is modified to a linear function, and the location estimation can be done by observing three object points from three different robot positions. Once the location estimation is done, estimated location data are used for azimuth change sine fitting in the next frame. The computational cost of each process is absolutely low. All estimation can be done in real-time while the robot is moving. Figure 9 shows the experimental result of map generation.
C. Robust m a p generation by seruor fusion
Due to the cost and limitation of various sensors and stability of sensing, a single sensor is generally not sufficient to provide a satisfying result. Thus sensor fusion or integration has been widely used to enhance the map precision. Among them, the ultrasonic sensor is often used with the vision sensor. This is due to the fact that the ultrasonic sensor is fast at acquisition of the environment model, though it is poor at angle resolution and error-prone as specular reflection occurs. On the other hand, the vision sensor is good in resolution, though its slow at image processing, and suffers from varying lighting conditions in the environment. In map building, by combining the use of these two sensors, it allows the exploitation of the visions area or edge information with the readily available ultrasonic range information.
To build the floor map, we adopt the fusion of an omnidirectional vision sensor with the ultrasonic sensor (14). The omnidirectional vision sensor we use can get a less distorted and faster scan of the surrounding floor than traditional vision sensors. Also, the range filtering method we use on the ultrasonic range data can provide a more reliable initial estimation of the free space. To facilitate the fusion of heterogeneous sensor input at all times, we use the grid based representation as our fusion basis. A safety index defined on the grid representation is first derived from the filtered range data, and then revised according to the color and edge information extracted from the inverse perspective transformed floor image. The final obtaiiied free space in the floor map can then be used for either obstacle avoidance or robot relocation by the methods mentioned above.
The system consists of two major modules. The image module gets input of an omnidirectional image and corrects the distortion by inverse perspective transformation. The distortion corrected image is then fed into the edge extraction and color clustering modules to obtain the edge map, and the color map, respectively. These two maps reflect the connectivity information about the robot's surrounding environment. The sonar module gets input of 16 sonar ring readings, and produces a sonar map. The sonar map reflects the range infomation about the robot's environment.
From the sonar map, an initial area of the surrounding free space is also estimated and used by the color clustering module to give an initial estimation of the surrounding floor color. The local map module does the main fusion process for the three separate maps previously obtained. The fusion result represents the environment model of the robot. When the robot moves, the maps are shifted with encoder information to keep in validity. Other modules like plan primitive and command modules can be added for robot control. In terms of fusion, there are three levels of sensor fusion involved in these modules. The sonar module does the fusion of 16 ultrasonic sensors to produce the echo map; the color clustering modules fuse an initial free space information from the echo map to produce a uniform color map; and finally the local map module fuses the echo, color and edge map from different sensors to produce the final free space around the robot. Figure 10 (a) and (b) show the input floor map after inverse perspective transformation and the h a 1 estimated free space, respectively.
D. Route navigation
D. 1 Fkactive navigation
Low-level action commands such as road following and collision avoidance need fast reaction capability. An artificial potential field is a common approach to realize a reactive collision avoidance behavior. We describe a new method for reactive visual navigation based on omnidirectional sensing 1151. The robot is projected at the center of the input image by the omnidirectional image sensor HyperOmni Vision. Therefore, rough free space around the robot can be extracted by the active contour model (See Figure 11) . The method produces low-level commands that keep the robot in the middle of the free space and avoid collision by balancing the shape of extracted active contours.
The A boundary of free space around the robot can be r e p resented by a closelooped line in the input image because the robot is projected to the center of the input image by HyperOmni Vision. First, a rough free space area around the robot is detected by using a contour extraction model, which is a small influence of environmental changes, basically based on an active contour model. Then, by evaluating a shape of extracted free space area, the method produces low-level motor commands that allow it to avoid the obstacle and keep the robot in the center of the free space.
By evaluating three features calculated from a shape of extracted free space area (active contours), the method produces low-level motor commands that avoid the obstacle and keep the robot in the middle of the free space. To be more specific, the robot action (moving direction) is determined by combining three features; the principal axis of inertia, the center of gravity of the extracted free space region and repulsive forces from the environment (obstacle and wall) .
As shown in Figure 12 (a) , the possibility of collision with the unknown object became evident, and the robot changed its direction and moved around the arc toward the left side. Next, BS shown in Figure 12 (b), the robot changed its direction and moved around the arc toward the right side, and finally came back to the middle of the corridor.
D.2 Geometrical map-based navigation
Since the environmental map is given, the location and the motion of the robot can be estimated by detecting the azimuth of each object, in the omnidirectional image [Ill. We assume that the robot is initially parked at a standard position, driven around a room and a corridor of the building via a given route and then rough movement of the robot can be measured using an internal sensor. There are, however, measurement errors caused by a swaying motion of the robot. The sway motion means unobservable errors are made in orientation when tires slip on slightly rough ground. A rough location of the robot can be calculated from the starting position and from movement. Thus, the azimuth angles of vertical edges are estimated using the given map and rough location . Using azimuth information from both the input image and the environmental map, one can estimate location and motion of the robot, even if all edges are not extracted correctly from the omnidirectional image, because the omnidirectional image sensor cau observe a 360 degree view around the robot. After matching the observed edges with the environmental map, the undetectable vertical edges are recognized as unknown obstacles and their locations are estimated. When there is an obstacle along a path toward a given goal position, the robot has to change its path. By evaluating the distance between the robot and the goal position, the robot plans a new minimum length path without colliding against the obstacle and moves toward the goal position.
IV. CONCLUSIONS
In this paper, we describe our omnidirectional image sensors, named COPIS and HyperOmni Vision. COPIS which uses the conic mirror, is suitable for mobile robot navigation because its main field of view a side view.HyperOmni Vision has an important feature in that it has a focal point ( center of projection) and an input image can easily be transformed to any desired image projected on any designated image plane, such as a pure perspective image or a panoramic image.
We also propose several methods that apply an omnidirectional image sensor for robot navigation. Advantages of omnidirectional sensing is not only its wide view angle but also special properties such as invariability of azimuths, circumferential continuity, periodic characteristic, symmetric characteristic and rotational invariant. Proposed methods use these characteristics of omnidirectional image sensors for image processing. The fundamental research on the omnidirectional image processing and sensor designing that use inherent optical characteristics of the omnidirectional image sensor continues to be studied.
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