A computational approach is proposed to solve the minimum norm and/or robust pole assignment problem for linear periodic discrete-time systems. The proposed approach uses a periodic Sylvester equation based parametrization of the periodic pole assignment problem and exploits the non-uniqueness of the problem by imposing conditions on the norm of the resulting periodic state feedback and/or on the condition numbers of the periodic eigenvector matrices of the closedloop system. The solution method relies on using gradient search methods on suitably defined cost functions. Explicit expression of the gradients of cost functions are derived and the efficient evaluation of the cost functions and gradients is discussed. Numerical examples illustrate the effectiveness of the proposed approach.
Introduction
Consider the linear discrete-time periodic system of the form where the matrices Ak E Rnxn and Bk E Rnxm are periodic with period K 2 1. We consider the following 
In the multi-input case or when K > 1, the PEAP has a non-unique solution. Therefore it is reasonable to exploit the non-uniqueness by imposing additional conditions. One aspect which is desirable from a practical point of view is to determine feedback matrices with small gains. Intuitively this must be advantageous since small feedback gains lead to smaller control signals, and thus to less energy consumption. Small gains are also beneficial to reduce noise amplification. The robust pole assignment [l, 21 tries to achieve small condition numbers for the eigenvector matrices of the closed-loop system. Both these aspects are also relevant from the numerical point of view. It was argued in the standard case [3] that both high gains as well as high condition numbers lead to an increased sensitivity of the closed-loop eigenvalues. It appears thus that the simultaneous minimization of these quantities is a desirable goal for solving the PEAP.
In this paper we address the problem to determine the minimum F'robenius-norm periodic state feedback which solves the PAEP and simultaneously minimizes the sensitivity of the closed-loop eigenvalues. The norm minimization problem for standard pole assignment problem has been considered in [4] . Here, a Sylvester equation based parametrization of the eigenvalue assignment problem is used and the minimum norm feedback is computed by performing a gradient search on the free problem parameters. This approach has been improved in [5] , by eliminating artificial constraints on the problem and by improving tremendously the computational efficiency. An enhanced approach for the minimum norm periodic pole assignement has been recently developed in [6] .
In this paper we propose a computational approach which extends the method of [6] to address simultaneously the robust pole assignment aspect by defining new cost functions to be minimized. By using a periodic Sylvester equation based parametrization of the PEAP we derive explicit expressions of the gradients of the cost functions in terms of the free problem parameters. blocks of the cyclic sequence xk, k = 0,. . . , K-1. With a little abuse, we will also use this notation to denote the submatrices of partitioned periodic matrices.
Computation of Robust and Minimum Norm Feedback
To solve the PEAP we use a straightforward parameterization of the pole assignment problem. Let Gk E be a given periodic parameter matrix and let x k E Rnx" be a given periodic matrix such that 2 or, by using the script notation, as
where Zk is a block diagonal matrix with all diagonal blocks equal to zero with the exception of k-th block which is equal to I,. Using the proposed parametrization T is computed as where X satisfies the PSE AX -a X A l + B G = 0.
(6)
The gradient of J with respect to G can be computed by employing the following result: To compute for a given Q the function J and its gradient, we have to solve apparently 2(K + 1) PSEs of essentially the same form as equation (6). By exploiting the linearity of the PSE it is easy to observe that we can solve directly for K-1 which satisfies the PSE 2 2 -0 2 a A -a P = O , (11) where (12) k=O The corresponding expression of the gradient is VB J 1 (1 --BTUT) + a B T Z T . (13) Further, we can even solve instead (8) and (11) where The expression of the gradient is now = (1 -a ) X 3 + a P , with P given by (12) . 
We have the following result for the expression of the gradient.
(17) 
where 7-l = X-13T, and U satisfies the PSE ( 2 4 ) with Proof. The proof is very similar t o that of Proposition 1 and relies on the above employed technique to linearly combine the solutions of several Sylvester equa-U tions differing only in their free terms.
Having explicit analytical expressions for the function and its gradient it is easy to employ any gradient based technique to minimize J or J ' . However, since the dimension of the minimization problem Knm is potentially large, a particularly well suited class of methods to solve our problem is the class of unconstrained descent methods, as for instance, the limited memory BFGS method [9] used in conjunction with a line search procedure with guaranteed decrease as that described in [lo] . Both methods are implemented within the MINPACK-2 project (the successor of MINPACK-1 [ll]) offering a convenient reverse communication interface which allows an easy implementation of function and gradient computations. The guaranteed decrease feature of these methods ensures that for a > 0 the condition numbers /GF(Xk) decrease and thus the solution X of (6) remains invertible at each iteration once an invertible solution has been determined at the first iteration.
Numerical Aspects
In this section we address the efficient calculation of the functions and gradients necessary in using gradient based methods. For each function/gradient evaluation the main computation is the solution of two PSEs, both essentially of the form AX --u X A + Q = 0.
(19)
To ensure a satisfactory performance, these computations must be done efficiently by using numerically reliable algorithms. The key observation which allows a drastic reduction of the computational cost is that both cost functions J and J' are invariant to an orthogonal similarity transformation 
Conclusions
We focussed on developing a numerical approach to exploit the intrinsic non-uniqueness of the PEAP. One possibility to address the non-uniqueness is by formulating the PEAP as a minimum norm robust pole assignment problem. By using a convenient parameteri- 
A Proofs
To prove Proposition 1 we use the following result We further obtain
AJ1 = t r [(3c -U B ) A B ]
from which the gradient of J1 results as V g J l = 3CT -BTUT.
(24)
We compute next the gradient of ~4~) = i t r [ Z k X T X ] . 
To obtain (7), we assemble V p J according t o (23) by 0 using (24), (25), and (26).
