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ABSTRACT
The Radial Point Interpolation Mixed Collocation (RPIMC) method is proposed in this paper for
transient analysis of diffusion problems. RPIMC is an efficient purely meshless method where the
solution of the field variable is obtained through collocation. The field function and its gradient
are both interpolated (mixed collocation approach) leading to reduced C-continuity requirement
compared to strong-form collocation schemes. The method’s accuracy is evaluated in heat con-
duction benchmark problems. The RPIMC convergence is compared against the Meshless Local
Petrov-Galerkin Mixed Collocation (MLPG-MC) method and the Finite Element Method (FEM).
Due to the delta Kronecker property of RPIMC, improved accuracy can be achieved as compared to
MLPG-MC. RPIMC is proven to be a promising meshless alternative to FEM for transient diffusion
problems.
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1 Introduction
The diffusion equation describes many physical phenomena where motion is driven by the gradient of the field
variable. Time-dependent problems like heat and mass transport [1], unsteady viscous fluid flow [2] and magneto-
hydrodynamics flow [3] can be solved by the transient diffusion equation. Also, the diffusion equation appears in the
description of coupled phenomena, such as the transport of chemical or biological reactions by diffusive propagation
in a medium (reaction-diffusion phenomena) [4]. Mathematically, reaction-diffusion problems are described by a cou-
pled set of ordinary differential equations (ODEs) that describes the reactive term and a partial differential equation
(PDE) that describes the diffusive term. Usually, a much smaller time scale is required for the reactive term than for
the diffusive term and operator splitting techniques are used to decouple the problem and compute a numerical solution
efficiently [5, 6]. Among the various available methods to solve the PDE of the diffusive term, of great interest are the
Meshless Methods (MMs).
MMs, in contrast to mesh-based methods, do not require connectivity information for the construction of basis func-
tions. Therefore, domains with irregular geometry, nonlinearity and discontinuity can be treated efficiently. The use
of MMs to solve both the steady and transient diffusion equation has been extensively reported. Steady-state heat con-
duction in isotropic and functionally graded materials has been solved successfully by the Meshless Point Collocation
(MPC) method [7]. In [8], an explicit collocation method with local Radial Basis Functions (RBFs) has been success-
fully applied to solve the transient diffusion equation in two-dimensional (2D) domains with both regular and irregular
nodal discretization. The collocation methods demonstrate high efficiency due to the compact support and the small
bandwidth in linear algebraic systems. However, accuracy is deteriorated near the Neumann boundaries due to the
requirement for the approximation of spatial derivatives, which is significantly less accurate than the approximation of
the field variable [9]. On the other hand, in the Element Free Galerkin (EFG) meshless method [10], which is based on
the Galerkin weak formulation, the Neumann boundary conditions (BCs) are satisfied naturally, similarly to the Finite
Element Method (FEM). In EFG, the FEM basis functions are replaced with the Moving Least Squares (MLS) basis
functions and, hence, no mesh is required for the construction of the trial and test functions. However, the notion of a
background mesh is introduced for the generation of quadrature points and the evaluation of the weak form’s spatial
integrals. Application of EFG for the solution of heat transfer problems has been rigorously explored [11, 12, 13].
Moreover, the improved MLS (IMLS) approximants have been proposed to improve the handling of Dirichlet BC and
the efficiency of EFG for three-dimensional (3D) heat conduction problems [14]. Maximum entropy approximants
that possess the weak-Kronecker delta property for direct imposition of the Dirichlet BC have also been proposed in
the framework of EFG [15, 16, 17].
To alleviate the background mesh requirement of EFG, MMs based on the local Petrov-Galerkin weak form have been
proposed, based on the pioneering work on the Meshless Local Petrov-Galerkin (MLPG) method [18, 19, 20]. In
MLPG, quadrature points are generated in individual local quadrature domains centered at each field node and the
trial and test functions can be selected from different spaces. The flexibility in the selection of the test functions offers
the possibility to construct different variations of the MLPG method [21]. In the common MLPG, a spline function
(usually quartic) is used as the test function and the MLS as the trial function. By selecting the Heavyside function
as the test function, the local weak form is simplified and integrals are evaluated only at the boundaries, leading to
a significant increase in time efficiency [22]. By choosing the Dirac function as the test function and interpolating
both the field function and its gradient, the MLPG Mixed Collocation (MLPG-MC) method is derived [23]. MLPG-
MC has minimum computational cost since no integration is performed. Compared to standard collocation methods,
MLPG-MC demonstrates reduced deterioration at the Neumann boundaries, as the order of the spatial derivatives
is reduced through the interpolation of the field function’s gradient. The MLPG-MC method has been successfully
applied to solve inverse Cauchy problems for steady-state heat transfer [24]. Variations of the MLPG method using
different trial functions have been investigated extensively [25, 26]. Since MLS basis functions do not possess the
delta Dirac property, special treatment to impose the Dirichlet BC is required. To address this issue, the Local Radial
Point Interpolation (LRPIM) [27] method was proposed, in which the MLS basis functions are replaced with Radial
Point Interpolation (RPI). The RPI basis functions possess the Kronecker delta property and Dirichlet BC imposition
is straightforward, as in FEM and maximum entropy approximants. The LRPIM has been used to successfully solve
problems in free vibration analysis [28], incompressible flow [27], material non-linearity [29] and transient heat con-
duction [30], among others. Finally, a hybrid meshfree weak-strong form method has been proposed where LRPIM
is used only for nodes near and on the Neumann boundary while for the rest of nodes the strong form collocation
method is used [31] . This method combines the time efficiency of collocation methods and the accurate treatment of
Neumann BC of LRPIM. However, to our knowledge, up to now RPI has not been evaluated in the mixed collocation
variant.
The purpose of the present study is to investigate the performance of the mixed collocation method using the RPI basis
functions for the solution of transient diffusion problems. A motivation of this work is subsequent application of the
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evaluated method to solve the monodomain reaction-diffusion equation for action potential propagation in the human
heart [32]. The standard approach to solve the monodomain model involves the operator splitting method. It is for that
reason that in this study the solution to pure transient diffusion problems is considered. Without loss of generality, the
method is evaluated in 2D and 3D benchmark problems of transient heat conduction. The structure of the paper is the
following. In section 2, the theory of the RPI basis functions is reviewed. In section 3, the mathematical formulation
and implementation details of the Radial Point Interpolation Mixed Collocation (RPIMC) method are presented. In
section 4, the RPIMC method is evaluated in 2D and 3D heat conduction benchmark problems. Finally, in section 5
some concluding remarks are provided.
2 Radial point interpolation review
In RPI, RBFs augmented with polynomials are used to approximate the field function. In contrast to MLS, RPI
possesses the Kronecker delta property, therefore essential boundary conditions are imposed directly. For any field
function u(x), defined in the domain Ω ⊂ Rd, the RPI approximation uh(xI) at a point of interest xI ∈ Rd is given
by:
uh(xI) =
n∑
i=1
ri(xI)ai(xI) +
m∑
j=1
pj(xI)bj(xI) = r
T (xI)a(xI) + p
T (xI)b(xI) (1)
where ri(xI) are the RBFs and pj(xI) are the polynomial basis functions, ai(xI) and bj(xI) denote the corre-
sponding coefficients, n is the number of neighbor nodes in the local support domain of xI , and m is the number of
polynomial terms. In Equation (1), different forms of RBFs can be used to represent ri(xI). In this study, we use the
Multi-Quadric RBFs (MQ-RBFs) due to their satisfactory performance reported in previous studies [31, 26]. In 2D,
the MQ-RBFs are given by:
ri(xI) =
(
d2Ii + r
2
c
)q
=
[
(xI − xi)2 + (yI − yi)2 + r2c
]q
(2)
where rc and q are positive-valued shape parameters of the MQ-RBF and dIi is the Euclidean norm between the
point of interest xI = (xI , yI) and the ith neighbor node xi = (xi, yi). Analogous MQ-RBFs are defined in 3D.
Rectangular or cuboid local support domains for 2D and 3D problems, respectively, are constructed in this study.
Following the notation in [31], the shape parameter rc is given by:
rc = αcdc (3)
where αc is a dimensionless constant and dc denotes the average nodal spacing in the proximity of the point of interest
x. The effect of the choice of αc and q on the approximation accuracy has been investigated in [33, 27]. In this study,
parameter values αc = 1.5 and q = 1.03 are used in all the benchmark problems of section 4.
The kth order polynomial basis function p(x) in Equation (1) is given by:
p(x) = p(x, y) = {1, x, y, xy, x2, y2, . . . , xk, yk}T . (4)
In this work, we use the linear polynomial basis functions (k = 1). The coefficients ai(xI), bj(xI) are obtained by
requiring the field function to pass through all the n field nodes in the local support domain, expressed in matrix form:
us = Ra(xI) + Pb(xI) (5)
where us = {u1, u2, . . . , un}T is the vector of the field function parameters at the nodes of the local support domain,
R is the RBF moment matrix of size n×n, and P is the polynomial moment matrix of size n×m. A unique solution
to Equation (5) is obtained by applying the following constraint conditions [34]:
n∑
i=1
pj(xi)ai(xI) = P
Ta(xI) = 0, j = 1, 2, . . . ,m. (6)
By combining Equations (5) and (6) the following equations are obtained:
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u˜s =
[
us
0
]
=
[
R P
P T 0
] [
a(xI)
b(xI)
]
= Ga0(xI) (7)
and the unique solution is given by:
a0(xI) =
{
a(xI)
b(xI)
}
= G−1u˜s. (8)
To ensure thatG−1 is not singular,R−1 should exist. The existence requirement is usually satisfied, even for arbitrarily
scattered nodes [35, 36], rendering RPI a stable approximation method. Finally, the RPI basis functions:
φ(xI) = {φ1(xI) φ2(xI) . . . φn(xI)}T (9)
can be obtained by writing the approximation function as follows:
uh(xI) =
{
rT (xI) p
T (xI)
}{a(xI)
b(xI)
}
=
{
rT (xI) p
T (xI)
}
G−1u˜s = φT (xI)us =
n∑
i=1
φi(xI)ui. (10)
The derivatives of uh(x) are easily obtained by:
uh,J(xI) = φ
T
,J(xI)us. (11)
where J denotes spatial coordinate and the comma symbol designates a partial differentiation with respect to J .
3 Radial Point Interpolation Mixed Collocation Method
In this section the theoretical aspects of the Radial Point Interpolation Mixed Collocation (RPIMC) method and its
computer implementation are described. The RPIMC theoretical formulation is based on the principles of the Meshless
Local Petrov Galerkin Mixed Collocation (MLPG-MC), however the RPI basis function is used as trial function instead
of the MLS. Without losing generality, from now on the field variable u represents the temperature field.
3.1 Theoretical aspects
Let’s consider the balance equation of heat transfer in a domain Ω with boundary ∂Ω = ∂Ωu ∪ ∂Ωq given by:
cρ
∂u(x, t)
∂t
+∇ · q(x, t) = f(x, t) in Ω (12)
u(x, t) = u¯(x, t) at ∂Ωu (13)
−n · k∇u(x, t) = q¯(x, t) at ∂Ωq (14)
where c is the specific heat capacity, ρ is the material density, u(x, t) is the temperature field, q(x, t) is the heat flux,
f(x, t) denotes the sum of any heat sources acting in the domain Ω, u¯ is the prescribed value of the temperature field
on the Dirichlet boundary ∂Ωu, q¯ is the prescribed value of the heat flux on the Neumann boundary ∂Ωq , n is the
outward unit vector normal to ∂Ωq and k is the thermal diffusivity coefficient.
The heat flux q can be expressed by the heat flux - temperature gradient relation as:
q(x, t) = −k∇u(x, t). (15)
By using the RPI basis functions (section 2) to interpolate u(x, t) and each component qJ(x, t) of the heat flux vector
q(x, t) at a field node xI :
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u(xI , t) =
n∑
i=1
φi(xI)u
i(t) (16)
qJ(xI , t) =
n∑
i=1
φi(xI)q
i
J(t) (17)
where n is the number of field nodes in the local support domain of xI .
Combining Equations (15) and (16), the heat flux at a field node xI and time t can be obtained by:
q(xI , t) = −k∇u(xI , t) = −k
n∑
i=1
∇φi(xI)ui(t), I = 1, 2, . . . , N (18)
where N is the number of field nodes in the discretization of the domain Ω. In matrix form, the heat flux q at all field
nodes xI , I = 1, 2, . . . , N , and time t can be written as:
q = Kau (19)
where q is a vector containing heat fluxes at field nodes, Ka is a sparse matrix containing the partial derivatives of
the RPI basis functions at the nodes in the local support of each field node scaled by (−k) and u is a time-dependent
vector containing temperature values at field nodes.
Equation (12) evaluated at xI and a given time t can be written as:
cρ
n∑
i=1
φi(xI)
∂ui(t)
∂t
+
n∑
i=1
∇φi(xI)qi(t) = f(xI , t), I = 1, 2, . . . , N (20)
or, equivalently,
cρ
n∑
i=1
φi(xI)
∂ui(t)
∂t
− k
n∑
i=1
(∇ ·∇φi(xI))ui(t) = f(xI , t), I = 1, 2, . . . , N. (21)
Equations (20) and (21) can be written in the equivalent matrix forms as:
Mu˙+Ksq = f (22)
Mu˙+KT = f , K = KsKa (23)
where f is an N × 1 vector dependent on time t containing the values of f(xI , t) for all field nodes xI , I =
1, 2, . . . , N .
3.2 Boundary conditions imposition
To impose Dirichlet BCs (Equation (13)), the collocation method is used. Prescribed temperature values at discrete
points xI on the Dirichlet boundary ∂Ωu are set by:
n∑
i=1
φi(xI)u
i(t) = u¯(xI , t). (24)
with n being the number of field nodes in the local support domain of xI . Due to the Kronecker delta property of the
RPI basis functions, Dirichlet BCs are satisfied exactly in the RPIMC method. This is in contrast to the MLPG-MC, in
which special treatment for the Dirichlet BCs is required due to the lack of the Kronecker delta property of the MLS
basis functions.
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To impose Neumann BCs (Equation (14)), the penalty method described in [37] is adopted. First,Ks andKa matrices
are splitted such that KTs = [K
1
s K
2
s ] and K
T
a = [K
1
a K
2
a ], where superscript 1 corresponds to the γr nodes in
the ∂Ωq boundary (Neumann nodes) and superscript 2 corresponds to the γu nodes in the ∂Ωu boundary (Dirichlet
nodes) and the interior of the domain Ω, such that the total number of nodes is N = γr + γu. For a given time t,
Equation (14) is expressed in matrix form as:
Nrq
1 = q¯r (25)
where q1 is the vector of the nodal heat flux for the γr nodes. The matrix Nr of the normal vectors and the vector q¯r
of the prescribed heat flux values for the γr Neumann nodes are given by:
Nr =
n
1 0
. . .
0 nγr
 and q¯r =
 q¯
1
...
q¯γr
 . (26)
To enforce the Neumann BC, Equation (25) is multiplied by the penalty factor αNTr and added to the components of
Equation (19) corresponding to the Neumann nodes to obtain:
q1 + αNTr Nrq
1 = K1au+ αN
T
r q¯r. (27)
By rearranging terms, Equation (27) can be written as:
q1 = {I + αNTr Nr}−1{K1au+ αNTr q¯r}
= Q−1{K1au+ αNTr q¯r}, (28)
where I is the identity matrix and Q = I + αNTr Nr. Combining Equations (22) and (28), the matrix form of the
modified heat transfer balance equation is given by:
Mu˙+K′u = f − αK1sQ−1NTr q¯r, (29)
where K′ = K1sQ−1K1a +K2sK2a.
3.3 Computer implementation
Regularly distributed nodes with equidistant spacing h in all coordinates are considered. The RPI shape parameters
are selected as αc = 1.5, dc = h and q = 1.03. The penalty factor α = 106 is chosen to enforce Neumann BCs
through the penalty method. The standard forward finite difference scheme (forward Euler) with mass lumping is used
to approximate partial differentiation with respect to time explicitly. The forward Euler method is well-known as a
conditionally stable method. To ensure stability, an adequately small time step must be used. An estimation of the
stable time step is computed by applying the Gerschgo¨rin theorem [38]:
dts = min
i=1,...,n

mii
kii +
n∑
j=1
j 6=i
|kij |
 . (30)
where mii, kii are the diagonal entries in M and K′ matrices, respectively. The selected time step dt = (0.9)dts is
chosen after applying a 10% reduction to the stable time step to ensure the stability of the time integration. Finally,
the pseudo-code of the RPIMC method’s computer implementation is given in Algorithm (1).
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Algorithm 1 Radial Point Interpolation Mixed Collocation (RPIMC) algorithm
1: procedure RPIMC(Ω, tf ) . The RPIMC solution in domain Ω for time [0, tf ]
2: initialize field variable: u = 0
3: distribute field nodes in domain Ω
4: compute normals for boundary field nodes
5: for <each field node i> do
6: find field nodes in the local support domain of i
7: compute basis functions and derivatives
8: assemble matrices: K1s, K
2
s, K
1
a, K
2
a, M
9: if ¡i is on Neumann boundary¿ then
10: assemble matrix: Nr
11: end if
12: end for
13: assemble matrices: Q, K′
14: compute dt . Using Gerschgo¨rin Theorem, Equation (30)
15: while <t <= tf> do
16: update body source: f
17: update field variable: u . Using Forward Euler scheme
18: t = t+ dt
19: end while
20: end procedure
4 Numerical Benchmarks
The performance of the RPIMC method is presented for several 2D and 3D heat transfer benchmark problems for
which an analytical solution is available. Convergence analysis for the numerical solution uh against the analytical
solution uan is performed in terms of the E2 and NRMS error metrics given by:
E2 =
(∑
xi∈Ω(u
h(xi)− uan(xi))2∑
xi∈Ω u
an(xi)2
)1/2
,
NRMS =
(∑
xi∈Ω
(
uh(xi)− uan(xi)
)2)1/2
max |uan(xi)| −min |uan(xi)| .
(31)
For comparison, the benchmark problems are additionally solved with the MLPG-MC and FEM methods and conver-
gence analysis is performed for these two methods. The convergence rate (ρ¯) for the E2 and NRMS error metrics at
successive refinements are calculated at the final simulation time t = tf using Equation (32), as proposed in [39]:
ρ¯ =
log
(
Ea
Eb
)
log
(
ha
hb
) (32)
whereEa,Eb denote the error and ha, hb the nodal spacing at two successive refinements. For the MLPG-MC method,
the MLS basis function with linear polynomial basis is used as trial function and the quartic spline function as test
function. FEM simulations are performed by using linear triangle and tetrahedral elements in 2D and 3D problems,
respectively.
4.1 Lateral heat loss in 2D with Dirichlet boundary conditions
A heat conduction problem with lateral heat loss is solved in a 2D square domain Ω with edge length l = 1. The
problem is described by the PDE:
u,0 = u,xx + u,yy + (1 + t
2)u+ (2pi2 − t2 − 2)× sin(pix)cos(piy), (x, y) ∈ Ω, t > 0 (33)
with Dirichlet BCs on ∂Ω:
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u(0, y, t) = u(1, y, t) = 0,
u(x, 0, t) = u(x, 1, t) = e−tsin(pix),
(34)
The initial condition can be obtained by the analytical solution for t = 0:
u(x, y, t) = e−tsin(pix)cos(piy). (35)
The problem is solved for the time interval t = [0, 1] for 11× 11 regularly distributed nodes in Ω with spatial spacing
h = 0.1. Figure (1) shows the profiles of the solution for y = 1 and for x = 0.5, respectively. Convergence analysis
is performed for successive refinements with h = [0.1, 0.05, 0.025, 0.0125]. The convergence analysis results for the
E2 and NRMS error metrics are presented in Figure (2). A summary of the convergence rates for E2 and NRMS
error metrics is provided in Table 1 and Table 2.
Figure 1: Solution for heat conduction with lateral heat loss in 2D for t = [0, 1] using RPIMC (♦), MLPG-MC (),
FEM (©). Plotted lines correspond to the analytical solution. (a) Solution profile for y = 1. (b) Solution profile for
x = 0.5.
Figure 2: Convergence for heat conduction with lateral heat loss in 2D at t = 1 using RPIMC (♦), MLPG-MC (),
FEM (©). (a) Convergence in E2 error metric. (b) Convergence in NRMS error metric.
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4.2 Heat conduction in 3D with insulated borders
A heat conduction problem with insulated borders is solved in a 3D cubic domain Ω with edge length l = pi. The
problem is governed by the PDE:
u,0 = u,xx + u,yy + u,zz; (x, y, z) ∈ Ω, t > 0, (36)
with Neumann BCs on ∂Ω:
u,x|x=0 = u,x|x=pi = u,y|y=0 = u,y|y=pi = u,z|z=0 = u,z|z=pi = 0, (37)
The initial condition is obtained by the analytical solution for t = 0:
u(x, y, z, t) = 1 + 2e−3tcos(x)cos(y)cos(z) + 3e−29tcos(2x)cos(3y)cos(4z). (38)
The problem is solved for the time interval t = [0, 1] for 11× 11 regularly distributed nodes in Ω with spatial spacing
h = pi/10. Figure (3) shows the profiles of the solution for y = z = pi/5 and x = y = pi/5. Convergence analysis
is performed for successive refinements with h = [pi/10, pi/20, pi/30, pi/40]. The convergence analysis results for the
E2 and NRMS error metrics are presented in Figure(4). A summary of the convergence rates for E2 and NRMS
error metrics is provided in Table 1 and Table 2.
Figure 3: Solution for heat conduction with insulated borders in 3D for t = [0, 1] using RPIMC (♦), MLPG-MC (),
FEM (©). Plotted lines correspond to the analytical solution. (a) Solution profile for y = z = pi/5. (b) Solution
profile for x = y = pi/5.
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Figure 4: Convergence for heat conduction with insulated borders in 3D at t = 1 using RPIMC (♦), MLPG-MC (),
FEM (©). (a) Convergence in E2 error metric. (b) Convergence in NRMS error metric.
4.3 Inhomogeneous heat conduction in 3D with Dirichlet boundary conditions
An inhomogeneous heat conduction problem with Dirichlet BCs is solved in a 3D cubic domain with edge length
l = pi. The problem is described by the following PDE:
u,0 = u,xx + u,yy + u,zz + sin(z); 0 < x, y, z < pi, t > 0, (39)
with the following Dirichlet BCs:
u(0, y, z, t) = sin(z) + e−2tsin(y) (40)
u(pi, y, z, t) = sin(z)− e−2tsin(y) (41)
u(x, 0, z, t) = sin(z) + e−2tsin(x) (42)
u(x, pi, z, t) = sin(z)− e−2tsin(x) (43)
u(x, y, 0, t) = u(x, y, pi, t) = e−2tsin(x+ y) (44)
The initial condition is obtained by the analytical solution for t = 0:
u(x, y, z, 0) = sin(z) + e−2tsin(x+ y). (45)
The problem is solved for the time interval t = [0, 1] for 11× 11 regularly distributed nodes in Ω with spatial spacing
h = pi/10. Figure (5) shows the profiles of the solution for y = z = pi/2 and for x = y = 3pi/5. Convergence analysis
is performed for successive refinements with h = [pi/10, pi/20, pi/30, pi/40]. The convergence analysis results for the
E2 and NRMS error metrics are presented in Figure(6). A summary of the convergence rates for E2 and NRMS
error metrics is provided in Table 1 and Table 2.
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Figure 5: Solution for inhomogeneous heat conduction in 3D with Dirichlet boundary conditions for t = [0, 1] RPIMC
(♦), MLPG-MC (), FEM (©). Plotted lines correspond to the analytical solution. (a) Solution profile for y = z =
pi/2. (b) Solution profile for x = y = 3pi/5.
Figure 6: Convergence for inhomogeneous heat conduction with in 3D with Dirichlet boundary conditions at t = 1
using RPIMC (♦), MLPG-MC (), FEM (©). (a) Convergence in E2 error metric. (b) Convergence in NRMS error
metric.
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Table 1: Summary of E2 error metrics and convergence rates for all benchmarks.
h E2 error Convergence rate (ρ¯)
RPIMC MLPG-MC FEM RPIMC MLPG-MC FEM
Benchmark 4.1: Lateral heat loss in 2D with Dirichlet boundary conditions
0.1 1.08 x 10−2 2.98 x 10−2 1.29 x 10−2 - - -
0.05 3.10 x 10−3 7.70 x 10−3 3.40 x 10−3 1.81 1.96 1.91
0.025 8.00 x 10−4 2.00 x 10−3 9.00 x 10−4 1.93 1.97 1.96
0.0125 2.00 x 10−4 5.00 x 10−4 2.00 x 10−4 1.98 1.98 1.98
Benchmark 4.2: Heat conduction in 3D with insulated borders
0.314 2.50 x 10−3 9.00 x 10−3 2.60 x 10−3 - - -
0.157 8.00 x 10−4 1.90 x 10−3 6.00 x 10−4 1.72 2.26 2.02
0.108 4.00 x 10−4 8.00 x 10−4 3.00 x 10−4 1.76 2.17 2.02
0.079 2.00 x 10−4 4.00 x 10−4 2.00 x 10−4 1.84 2.12 2.01
Benchmark 4.3: Inhomogeneous heat conduction in 3D with Dirichlet boundary conditions
0.314 6.10 x 10−3 6.20 x 10−3 2.80 x 10−3 - - -
0.157 1.70 x 10−4 1.40 x 10−3 8.00 x 10−4 1.84 2.13 1.90
0.108 8.00 x 10−4 6.00 x 10−4 3.00 x 10−4 1.95 2.08 1.95
0.079 4.00 x 10−4 3.00 x 10−4 2.00 x 10−4 1.98 2.06 1.97
Table 2: Summary of NRMS error metrics and convergence rates for all benchmarks.
h NRMS error Convergence rate (ρ¯)
RPIMC MLPG-MC FEM RPIMC MLPG-MC FEM
Benchmark 4.1: Lateral heat loss in 2D with Dirichlet boundary conditions
0.1 2.70 x 10−3 7.42 x 10−3 3.20 x 10−3 - - -
0.05 7.73 x 10−4 1.92 x 10−3 8.58 x 10−4 1.80 1.95 1.90
0.025 2.03 x 10−4 4.89 x 10−4 2.21 x 10−4 1.93 1.97 1.96
0.0125 5.14 x 10−5 1.24 x 10−4 5.60 x 10−5 1.98 1.98 1.98
Benchmark 4.2: Heat conduction in 3D with insulated borders
0.314 1.28 x 10−2 4.95 x 10−2 1.31 x 10−2 - - -
0.157 3.83 x 10−3 9.63 x 10−3 3.21 x 10−3 1.74 2.36 2.03
0.108 1.88 x 10−3 3.95 x 10−3 1.42 x 10−3 1.76 2.20 2.02
0.079 1.10 x 10−3 2.14 x 10−3 7.95 x 10−4 1.84 2.13 2.01
Benchmark 4.3: Inhomogeneous heat conduction in 3D with Dirichlet boundary conditions
0.314 4.77 x 10−3 3.34 x 10−3 1.50 x 10−3 - - -
0.157 1.12 x 10−3 7.77 x 10−4 4.12 x 10−4 2.10 2.10 1.87
0.108 4.80 x 10−4 3.37 x 10−4 1.88 x 10−4 2.08 2.06 1.93
0.079 2.64 x 10−4 1.87 x 10−4 21.07 x 10−4 2.07 2.04 1.95
5 Concluding remarks
The Meshless Local Petrov-Galerkin Mixed Collocation (MLPG-MC) method has been proven to be a time efficient
and accurate numerical method for a large variety of problems. However, the use of the Moving Least Squares (MLS)
as trial functions poses difficulties to the imposition of Dirichlet Boundary Conditions (BCs) due to the lack of the
Kronecker delta property.
In the present study, the Radial Point Interpolation Mixed Collocation (RPIMC) method was implemented. RPIMC is
a mixed collocation method where Radial Point Interpolation (RPI) basis functions are used as trial functions. RPI pos-
sess the delta Kronecker property and Dirichlet BCs are imposed similarly to FEM. The results achieved for a number
of benchmark problems demonstrated that both the RPIMC and MLPG-MC methods can achieve high convergence
rates in close proximity to the Finite Element Method (FEM) convergence rate. However, the RPIMC method has
improved accuracy compared to the MLPG-MC, mainly due to the property of direct Dirichlet BC imposition.
In our simulations, the Forward Euler method was used to perform temporal integration. Being an explicit method, it
is only conditionally stable and it would be more appropriate to use implicit integration or the Crank-Nicolson method,
which are unconditionally stable. However, the motivation for this work is subsequent application of the developed
method to the solution of action potential propagation in the human heart, which is described by a reaction-diffusion
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PDE (monodomain model). In this context, the temporal integration time step is restricted by the reactive term, which
is some orders of magnitude lower than the minimum stable time step for the diffusive term. Due to this restriction
and the high parallelism of explicit time integration, the Forward Euler was considered as the method of choice.
Nevertheless, the stability of the method was ensured by applying the Gercshgo¨rin theorem for the estimation of a
stable time step.
The RPIMC method is shown to be a promising alternative to FEM with similar convergence rate for the solution of
transient diffusion problems, such as heat conduction. In future works, the RPIMC method will be applied to solve
the monodomain model by using the operator splitting technique for the simulation of electrical propagation in the
human heart. Importantly, the RPIMC method could additionally be extended to address other types of problems. In
particular, it would an interest of ours to investigate its capabilities in addressing elastodynamics problems.
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