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Abstract
Competitive effects of so-called three-site four-spin interactions, single ion anisotropy
and bilinear interactions is studied in the mixed spin-1/2 and spin-1 Ising model on a
decorated square lattice. Exploring the decoration-iteration transformation, we have ob-
tained exact closed-form expressions for the partition function and other thermodynamic
quantities of the model. From these relations, we have numerically determined ground-
state and finite-temperature phase diagrams of the system. We have also investigated
temperature variations of the correlation functions, internal energy, entropy, specific heat
and Helmholtz free energy of the system. From the physical point of view, the most in-
teresting result represents our observation of a partially ordered ferromagnetic or phase
in the system with zero bilinear interactions. It is remarkable, that due to strong frus-
trations disordered spins survive in the system even at zero temperature, so that the
ground state of the system becomes macroscopically degenerate with non-zero entropy.
Introduction of arbitrarily small bilinear interaction completely removes degeneracy and
the entropy always goes to zero at the the ground state.
Keywords: frustration, Ising model, many-body interactions, exact results, decorated
lattice, phase transitions.
1. Introduction
The investigation of multi-spin interactions has been initiated several decades ago in
order to clarify their influence on phase transitions and magnetic properties in various
physical systems. In order to investigate basic aspects of multi-spin interactions the au-
thors have utilized various theoretical methods including exact calculations [1]-[15], series
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expansions [16]-[18], renormalization-group techniques [19]-[22], Monte Carlo simulations
[23]-[26], mean-field and effective-field theory [27]-[30].
On the other hand, from the experimental point of view, the models with multi-
spin interactions have been widely used to explain the thermodynamic properties of
various physical systems, such as binary alloys [23], classical fluids [31], solid He3 [32],
lipid bilayers [33], metamagnets [34], rare gases [35] or hydrogen bonded ferroelectrics
PbHPO4 and PbDPO4 [36]. One should also mention here that the models with multi-
spin interactions have been successfully used to describe the first-order phase transition
in the squaric acid crystal H2C2O4 [27, 37, 38] and some co-polymers [39]. Moreover, the
cycling four-spin exchange interactions have been adopted to explain experimental results
on spin gaps [40]-[42], Raman peaks [43] and optical conductivity of the cuprate ladder
La2Ca14−xCu24O41 [44]. The four-spin interactions have been taken into account also in
the study of two-dimensional antiferromagnet La2Cu04, the parent material of high-Tc
superconductors [45, 46]. A special kind of higher-order spin interactions that are known
as three-site four-spin ones has been introdudes an widely studied Iwashita and Uryu
[47]-[50]. Finally, let us mention a series of works by Ko¨bler et al. [51]-[54] in which the
authors have very carefully investigated the role of higher-order spin interactions in a
wide class of real magnetic materials.
As far as it concerns of magnetic properties, the models with multi-spin interactions
may exhibit some peculiarities, for example, the non-universal critical behavior [1, 2,
17, 18] or deviations from the Bloch’s T3/2 law at low temperatures [51]-[54]. Here it
is worth emphasizing that some of these phenomena are not yet well understood and
clarified even at the present time. In fact, the investigation of many-body interactions
is of tremendous importance in all branches of physics, since such studies may discover
new physical phenomena that do not appear in the systems with pair interactions only.
However, it is necessary to recall that the investigation of the systems with many-body
interactions is as a rule much more complex than those with pair interactions only.
Nonetheless, we have recently demonstrated [11]-[15] that various versions of the Ising
model represent a very good theoretical ground for an accurate treatment of multi-spin
interactions.
The main aim of this work is to extend our recent research in this field in order to
investigate in detail the role of so-called three-site four-spin interactions in crystalline
systems with localized magnetic moments. For this purpose, we will study the mixed-
spin 1/2 and 1 Ising model with the single-ion anisotropy, pair and three-site four spin
interactions on a decorated square lattice. The outline of the present work is as follows. In
Sec. 2 and 3 we derive exact equations for all physical quantities applying a generalized
form of decoration-iteration transformation. The ground-state and finite-temperature
phase diagrams are discussed in detail in Sec. 4 along with thermal variations of other
physical quantities. Finally some conclusions are sketched in the last section.
2. Theory
In this work we will investigate the mixed spin-1/2 and spin-1 Ising model on a
decorated square lattice depicted in Fig. 1. The system is described by the Hamiltonian
H = −J
2
∑
i,j
µziS
z
j −
J ′
2
∑
i,j
µziµ
z
j − J4
∑
k
µzk1(S
z
k)
2µzk2 −D
∑
k
(Szk)
2 (1)
2
Figure 1: Part of a mixed spin decorated square lattice. Blue circles located on the origi-
nal square lattice nodes denote the spin-1/2 atoms and the red ones represent decorating
atoms with spin 1 located at each bond of the square lattice.
where J and J ′ respectively denote the nearest-neighbor and next-nearest-neighbor bi-
linear exchange interactions, J4 is the three-site four-spin exchange interaction and D
represents the single-ion anisotropy parameter. The summations in the first and second
term in (1) run over all relevant pairs on the decorated square lattice, while in the third
and fourth term the summations are over all decorating spins, i.e. k = 1, . . . , 2N , where
N represents the total number of spin-1/2 atoms.
In order to apply the decoration-iteration transformation to the present model, we at
first express the total Hamiltonian in the form
H =
∑
k
Hk, (2)
where the Hamiltonian Hk includes all interaction terms within the k -th bond of the
lattice and it is given by
Hk = −J(µzki + µzkj)Szk − J ′µzkiµzkj − J4µzkiµzkj(Szk)2 −D(Szk)2 (3)
Now, using (2), the partition function of the model can be expressed as
Z =
∑
{µzkγ=±1/2}
∑
{Szk=±1,0}
exp(−βH) =
∑
{µzkγ=±1/2}
2N∏
k=1
∑
Szk=±1,0
exp(−βHk), (4)
where the curled brackets denote the fact that relevant summation concerns all spin
variables of the lattice.
Introducing the following decoration-iteration transformation [55, 56, 57]∑
Szk=±1,0
exp(−βHk) = Aexp(βµzkiµzkj) (5)
3
one rewrites equation (4) as follows
Z = A2NZ0(βR). (6)
In the last equation Z0(βR) represents the partition function of conventional Ising model
on a square lattice described by the Hamiltonian H0 = −R
∑
k µ
z
kiµ
z
kj . This partition
function has been exactly calculated in a seminal Onsager’s work [58] and it will be used
in this paper to obtain exact results for thermodynamic properties of the model under
investigation. Of course, to complete the calculation of Z we have also to determine
the unknown functions A and R. Fortunately, this evaluation may be straightforwardly
performed by substituting µzki = ±1/2 and µzkj = ±1/2 into Eq. (5) and in this way one
gets
A =
√
w1w2, βR = βJ
′ + 2 ln
(
w1
w2
)
, (7)
where
w1 = 1 + 2e
βD+
βJ4
4 cosh(βJ) (8)
w2 = 1 + 2e
βD− βJ44 . (9)
3. Ground-state and thermodynamic properties
The ground-state phase diagram can be determined investigating the internal energy
of the system at T = 0. Since we do not consider any external field, the internal energy
of the system can be evaluated as a mean value of the Hamiltonian (1), i.e. U = 〈H〉
and it takes the following form
U
2N
= −J〈(µzk1 + µzk2)Szk〉− J ′〈µzk1µzk2〉− J4〈µzk1(Szk)2µzk2〉−D〈(Szk)2〉, (10)
where the angular brackets denote the standard canonical averaging using the density
matrix ρ = exp(−βH)/Z. For further progress in calculation it is of crucial importance
that all correlation functions entering previous equation can be calculated using the
generalized Callen-Suzuki identities [59, 60] which in our case take the form
〈
Szj fk
〉
=
〈
fk
2eβJ4µ
z
kiµ
z
kj sinh
[
βJ(µzki + µ
z
kj)
]
2eβJ4µ
z
kiµ
z
kj cosh
[
βJ(µzki + µ
z
kj)
]
+ e−βD
〉
, (11)
〈
(Szk)
2fk
〉
=
〈
fk
2eβJ4µ
z
kiµ
z
kj cosh
[
βJ(µzki + µ
z
kj)
]
2eβJ4µ
z
kiµ
z
kj cosh
[
βJ(µzki + µ
z
kj)
]
+ e−βD
〉
, (12)
where fk represents a function of arbitrary spin variables except of the variable S
z
k .
Now applying the well-known differential operator technique [61], we recast previous
equation in the more convenient form〈
Szkfk
〉
=
〈
fk(µ
z
ki + µ
z
kj)
〉
A1 (13)
and 〈
(Szk)
2fk
〉
=
〈
fk
〉
A0 + 4
〈
fkµ
z
kiµ
z
kj
〉
A2, (14)
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where the coefficients Ai = Ai(β, J, J4, D) are listed in the Appendix.
It is clear that after substituting fk = 1 into Eq. (13) and Eq. (14), we respec-
tively obtain equations for the evaluation of sublattice magnetization mB = 〈Szk〉 and
quadrupolar moment qB = 〈(Szk)2〉. Similarly, setting fk = (µzki + µzkj) one gets expres-
sions for the correlation functions 〈Szk(µzki + µzkj)〉 and 〈µzki(Szk)2µzkj〉, that are necessary
for evaluation of the internal energy according to (10). Finally, it also very important to
notice that the magnetization of nodal spins mA = 〈µzki〉 = 〈µzkj〉 and also the correlation
function c = 〈µzkiµzkj〉 appearing on the r.h.s of (13) and(14) can be simply evaluated
from the relations
mA = 〈µzki〉 = 〈µzkj〉 = 〈µzki〉0 = 〈µzkj〉0 = m0 (15)
and
c = 〈µzkiµzkj〉 = 〈µzkiµzkj〉0 = c0, (16)
where the 〈...〉0 represents relevant canonical averaging on the original (non-decorated)
square lattice using the density matrix ρ0 = exp(−βH0)/Z0.
Calculation of other thermodynamic quantities is a straightforward process, since in
the previous section we have obtained an exact relation for the partition function of the
model under investigation (see Eqs (6)-(9)).
At first, the Helmholtz free energy is easily obtained in the form
F (J, J4, J
′, D) = −2Nβ−1 lnA(J, J4, J ′, D) + F0(β,R), (17)
where parameters A, R are given by Eq. (7) and F0(β,R) represents the Helmholtz free
energy of the Ising square lattice [58]
F0(β,R) = −4N
β
ln
(
cosh
βR
2
)
− 4N
β
1
2pi
∫ pi
0
ln
[
1
2
(
1 +
√
1− κ2 sin2 φ
)]
dφ (18)
with
κ =
2 sinh
(
βR
2
)
cosh2
(
βR
2
) . (19)
It is clear that the contribution from decorating spins to the total Helmholtz free energy
is represented by the first term in Eq. (17) which is an analytic function in the whole
parameter space. Therefore the critical behavior of the model will necessarily belong
to the same universality class as that one of the usual 2D Ising model. Consequently,
the finite-temperature phase boundaries of the system under investigation can be simply
determined by substituting the inverse critical temperature of the square lattice βcR =
2 ln
(√
2 + 1
)
into Eq. (7), i.e.
2 ln
(√
2 + 1
)
= βcJ
′ + 2 ln
1 + 2 exp(βcD +
βcJ4
4 ) cosh(βcJ)
1 + 2 exp(βcD − βcJ44 )
, (20)
with βc = 1/(kBTc).
In this work we will also study the entropy and specific heat that are respectively
given by the relations
S =
U − F
T
(21)
5
and
C0 =
(
∂U
∂T
)
0
. (22)
Here the subscript zero indicates the fact that relevant quantity is calculated in the zero
external magnetic field.
Numerical results obtained from the above equations are discussed in detail in the
next section.
4. Numerical results
In this section we will discuss the most interesting numerical results for the ground-
state and finite-temperature phase diagrams, and thermal dependencies of magnetization,
correlation functions, internal energy, entropy and specific heat. For this purpose it is
useful to introduce the following dimensionless parameters: α = J/J4, λ = J
′/J4 and
d = D/J4.
4.1. Ground-state phase diagram
In order to investigate the physical nature of possible phases at the ground state,
we have numerically studied the sublattice magnetizations, quadrupolar moment and
various correlations functions in our system at T = 0. On the basis of these calculations,
the ground-state phase boundaries have been established from the minimum values of
the internal energy of the system. Our results are summarized in Fig. 2, where we have
depicted the ground-state phase diagram in the α− d space for the special case of λ = 0,
i.e. J ′ = 0. As one can see from the figure, the ordered ferrimagnetic phase becomes
stable in the region above the line d = α − 0.25 for negative values of nearest-neighbor
pair exchange interaction (α < 0). On the other hand, for α > 0 the ferromagnetic
ordering appears in the region above the line d = −α − 0.25. It also clear that for
d > −0.25 the ordered ferrimagnetic or ferromagnetic phase is respectively stable for
arbitrary negative or positive nonzero values of α. Next, it follows from our analysis that
-1.0 -0.5 0.0 0.5 1.0
-1.25
-1.00
-0.75
-0.50
-0.25
0.00
 = 0
d d =  -
 - 0.25Para
FerroFerri
d =
  
 - 0
.25
Figure 2: Ground-state phase diagram in the α− d space for the mixed-spin Ising model
without nex-nearest pair interaction (λ = 0).
a disordered paramagnetic phase becomes stable in the ground state for arbitrary values
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of α whenever the crystal-field parameter d satisfies inequality d < −|α|−0.25, i.e. when
the single-ion anisotropy takes negative and strong enough values. Consequently, the
ordered phases coexist with the paramagnetic one along the line d = −|α|− 0.25 and the
system exhibits a first-order phase transition when crossing this line.
Now, let us look closely at the particular case of system with pure three-site interac-
tion which is obtained by setting α = λ = 0. In this case one finds from Eq. (13) that the
sublattice magnetization mB becomes zero for arbitrary values of d and of course, the
same statement applies also for all correlations including a spin of B sublattice. Moreover,
one finds from Eq. (14) that 〈(Szk)2〉 = 1 for d > −0, 25, thus the spin states Szk = +1 and
Szk = −1 of all decorating atoms are equally likely occupied at T = 0, while the sublattice
A exhibits the long-range order with mA = 1/2. Thus the system as a whole exhibits an
unexpected behavior with the non-zero ground-state entropy S0/N = kB ln 4
.
= 1.386kB
belonging to the partially ordered magnetic phase. This surprising behavior appears
as a result of the interplay between three-site four-spin interaction J4 and crystal-field
parameter D. On the other hand, for α = 0 and d < −0.25 we obtain from Eq. (14)
〈(Szk)2〉 = 0 indicating that all decorating atoms occupy the spin states Szk = 0, so that
each atom on the A sublattice is surrounded by decorating atoms with Szk = 0. As a
result of this spin configuration, each atom of the A subllatice can be found equally likely
in the spin state µzkj = +1/2 or µ
z
kj = −1/2 thus the entropy at T = 0 takes now the
value S0/N = kB ln 2
.
= 0.693kB . In this case, of course, no magnetic order appears in
the ground state.
Moreover, one should emphasize here that at the point with co-ordinates α = 0
and d = − 0.25 one observes a very interesting partially ordered phase with mB = 0,
〈(Szk)2〉 .= 0.642, nonzero mA .= 0.476 and unusually high entropy S0/N .= 2.213kB at
T = 0. As far as we know, such a phase has not been reported in the literature on the
Ising model until now.
In order to complete the ground-state analysis, let us briefly mention the effect of a
positive next-nearest-neighbor interaction, i.e. λ > 0. It is clear that in this case the
disordered paramagnetic phase never becomes stable for α 6= 0 at T = 0, so that the
system will always exhibit the long-range order with (mA,mB) = (1/2, 1) for α > 0, and
(mA,mB) = (1/2,−1) for α < 0. On the other hand, the situation for α = 0, d > −0.25
and λ > 0 becomes identical with the above discussed case with α = 0, d > −0.25 and
λ = 0. Finally, for α = 0, d < −0.25 and λ > 0, the system will exhibit a long-range
order on the A sublattice, despite of the fact that all atoms of the B sublattice will
occupy the zero-spin states. However, contrary to the case with λ = 0, the entropy of
the system now always vanishes in the limit of T → 0.
4.2. Phase diagrams and compensation temperatures
Now, let us proceed with the discussion of finite-temperature phase diagrams and
compensation temperatures. We recall that the critical temperature is calculated from
Eq. (20) and takes the same value for both ferromagnetic and ferrimagnetic cases. In
ferrimagnetic systems, the compensation temperature is defined as a temperature at
which the total magnetization vanishes below the critical temperature, so that in our case
it is determined by the condition m = (mA + 2mB) = 0. In what follows, we will discuss
the most interesting results of phase diagrams and compensation temperatures obtained
numerically for some characteristic combinations of freely adjustable parameters.
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(a) (b)
Figure 3: (a) - Phase diagrams of the decorated mixed-spin Ising system in the d − Tc
space for λ = 0 and for several typical values of α. The inset shows the detail view for
α = 0.0 where the reentrant behavior with two critical temperatures appears.
(b) - The same as in the case (a) but for λ = 1.0. The critical boundaries are depicted by
full lines and compensation temperatures by dashed ones. The inset shows the existence
of two compensation temperatures in a narrow region of negative values of d.
At first, in Fig. 3a there are depicted the dependencies of critical temperatures on the
reduced single-ion anisotropy parameter d for |α| = 0, 0.5 and 1. As we can see from the
figure, the phase boundaries for arbitrary α 6= 0 do not depend on the sign of the nearest-
neighbor interaction, so that both the ferromagnetic (mA > 0,mB > 0) and ferrimagnetic
(mA > 0,mB < 0) phases always vanish at the same critical temperature. This statement
follows, of course, directly form Eq. (20) which is invariant under changing the sign of
J . In agreement with our discussion in previous section, one finds that magnetization
of the system for both ordered phases takes its saturation value at T = 0 in the region
of d > −|α| − 0.25. Of course, by increasing the temperature, the magnetization will
gradually decrease until it continuously vanishes at some critical temperature Tc above
which the disordered paramagnetic phase becomes stable. Moreover, as we have already
mentioned above, the relevant second-order phase transitions belong to the 2D Ising
universality class. Next, one also observes from Fig. 3a that the region of stability of
paramagnetic phase extends from high temperatures down to zero absolute temperature
for arbitrary values of parameter α, whenever d < −|α| − 0.25. Here one should also
notice that if λ = 0 then no compensation points appear in the system, regardless of
the values of parameters α and d. Now, let us inspect the special case of the system
with the pure three-site four-spin interaction, i.e. α = 0 and λ = 0. In this case one
find that for d > −0.25, the partially ordered phase with mA 6= 0 and mB = 0 is
stable bellow Tc, while above the critical temperature becomes stable again the standard
paramagnetic phase. Moreover, looking carefully on the phase boundary one finds the
C-shaped form of this curve indicating the appearance of reentrant behavior with two
phase transitions in a narrow low-temperature region in the neighborhood of d = −0.25
(see the inset in Fig. 3a). As we have already mentioned earlier, the non-zero next-
nearest-neighbor pair interaction (λ 6= 0) eliminates the existence of paramagnetic phase
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d = 0.0
-0.5
-0.25
0.0
0.1
0.2
0.3
0.00 0.05 0.10
-0.29
  
 
 
Figure 4: Phase diagrams of the decorated mixed-spin Ising system in the λ−Tc space for
α = 0 and for several typical values of d. The inset shows the detail view for d = −0.29
where the reentrant behavior with three critical temperatures appears.
at T = 0, regardless of the values of other parameters, so that the phase boundaries
must significantly change. For λ = 1.0 and for the same values of α as in Fig. 3a, the
situation is illustrated in Fig. 3b where we have depicted using full lines some typical
phase boundaries. Regarding the compensation temperatures one should stress here that,
-0.40
-0.35
-0.30
-0.25
-0.20
0.25
-0.25
0.00
+ 0.25
kBTc/J4
 d
 = 0.0
(a)
-0.40
-0.35
-0.30
-0.25
-0.20
0.25
-0.25
0.00
+ 0.25
kBTc/J4
 d
 = 0.02
(b)
Figure 5: Global phase diagrams of the decorated mixed-spin Ising system in the d−α−Tc
space for λ = 0 (a) and λ = 0.02 (b), that is without and with the small next-nearest-
neighbor interaction, respectively.
in general, the compensation effect is only possible for relatively strong nonzero values of
λ, which keeps the sublattice magnetization mA strong enough over a large temperature
region. The typical dependencies of the compensation temperature on the parameter d
are shown in Fig. 3b by dashed lines for λ = 1.0, α = −1.0 and α = −0.5. The inset in
this figure illustrates that even two compensation temperatures are possible in a narrow
region of negative values of d. As far as we know, such a finding has not been reported
yet for the systems with higher order interactions.
Moreover, a closer investigation of the particular case with α = 0 and λ 6= 0 indicates
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that the re-entrant behavior with three different critical temperatures appears in the
neighborhood of d ≈ −0.3. This phenomenon is most clearly visible when the phase
diagrams are constructed in the λ− Tc space as it is shown in Fig. 4.
Finally, to in order to obtain a global view of the critical surface, we have combined
together different two dimensional phase diagrams and we have obtained the three-
dimensional global phase diagrams of the system that are presented in Figs. 5a and
5b for λ = 0 and λ = 0.02, respectively.
4.3. Magnetization, entropy and specific heat
In this part we present the most interesting numerical results for thermal dependencies
of thermodynamic quantities. In order to demonstrate the role of the three-site four-spin
interaction, we at first in Figs. 6a and 6b show the temperature dependencies of sublattice
magnetization and quadrupolar moment qB for α = λ = 0 and for several representative
values of d. Let us recall that the sublattice B does not exhibit the long-range order,
since the magnetization mB vanishes for arbitrary values of d and at any temperature,
whenever α = 0 holds. Consequently, at T = 0 the system as a whole will be partially
0.0 0.1 0.2 0.3 0.4 0.5 0.6
0.0
0.1
0.2
0.3
0.4
0.5
0.6
 = 0 = 0
m
A
kBT / J4
-0.25
d=1.0
0.0
-0.24
-0.265
0.476
(a)
0.00 0.25 0.50 0.75 1.00 1.25 1.50
0.00
0.25
0.50
0.75
1.00
 = 0 = 0
<S
k2
>
kBT / J4
-0.265
-1.0-0.5
d=1.0
0.0
-0.24
-0.25
0.642
(b)
Figure 6: Thermal dependencies of sublattice magnetization mA and quadrupolar mo-
mentum 〈(Szk)2〉 of the decorated mixed-spin Ising system for α = λ = 0 and for several
typical values of d.
ferromagnetically ordered for d > −0.25 with mA = 0.5, mB = 0 and qB = 1 as it is
clearly illustrated in Figs. 6a and 6b for d = −0.24, 0 and 1.0. Moreover, at the ground
state for α = λ = 0 and d = −0.25 one finds that the sublattice magnetization takes the
value mA = 0.476 and the quadrupolar moment qB = 0.642, instead of their saturation
values 0.5 and 1, respectively. These values indicate that both sublattices exhibit very
interesting frustrated behavior which originates from the effect of the three-site four-spin
interaction and, as far as we know, such a finding has not been reported for the Ising
models until now. Finally, selecting the value of d slightly bellow d = −0.25 one observes
a reentrant behavior in the temperature behavior of the magnetization mA as it is shown
in Fig. 6a for d = −0.265. Of course, one can very simply verify that all thermal
dependencies are in a perfect agreement with the ground-state and finite-temperature
phase diagrams discussed in previous section, since mA = mB = qB = 0 at T = 0.
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Figure 7: Temperature dependencies of the absolute value of total reduced magnetization
|m| = |mA + 2mM |/3N . The parameters of the model are fixed to the selected specific
values in order to illustrate the cases with one and two compensation temperatures.
In order to complete our analysis of the magnetization, let us recall that for non-
zero values of λ, the most interesting thermal variations of the magnetization appears
in the ferrimagnetic case (i.e, α < 0 ) in the region where compensation effects take
place. To illustrate this original behavior, we have depicted in Fig. 7 the magnetization
curves exhibiting one (the red curve) and two compensation temperatures (the green
curve). It follows from the previous discussion that the system with pure three-site
0.00 0.25 0.50 0.75 1.00 1.25
0
1
2
3
 = 0.0 = 0.0
S 
/ N
k B
kBT / J4
0.693
1.386
-1.0
-0.5 1.0
d=0.0
-0.25
2.213
(a)
0.00 0.25 0.50 0.75 1.00 1.25
0
1
2
3
 = 0.0 = 0.0
C
0 /
 N
k B
kBT / J4
d= -1.0
-0.5
1.0
0.0
-0.25
(b)
Figure 8: (a) - Thermal dependencies of reduced entropy of the decorated mixed-spin
Ising system for α = λ = 0.0 and for several typical values of d.
(b) - Thermal dependencies of reduced specific heat of the decorated mixed-spin Ising
system for α = λ = 0.0 and the same values of d as in case (a).
four-spin interaction will necessarily exhibit finite values of entropy in the ground state.
This interesting phenomenon is investigated in Fig. 8a, where we have depicted the
temperature dependencies of entropy for α = λ = 0 and several values of d corresponding
to Figs. 6a and 6b. The results shown in this figure prove that the ground-state entropy
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of the system may take only three different values depending on the value of d, namely,
S0 = NkB ln 2 ≈ 0.693NkB for d < −0.25
S0 = 2NkB ln 2 ≈ 1.386NkB for d > −0.25. (23)
S0 ≈ 2.213NkB for d = −0.25.
Here one should notice that the value of S0 ≈ 0.693NkB originates solely from the
contribution of the A sublattice, while the second non zero value of S0 ≈ 1.386NkB
represents exclusive contribution of the B sublattice. Of course, these two values corre-
spond to ground-state spin configurations described in detail in the Subsection 4.1. On
the other hand, the value of entropy for d = −0.25 consists apparently from two parts,
i.e., S0 = S0B + S0A = 2.213NkB , where the major contribution comes from the B sub-
lattice where all three spin states Szi = 0,±1 are randomly occupied at T = 0 (see green
curve in Fig. 8a). The small supplementary value S0A represents the contribution of the
A sublattice which is also slightly disordered at T = 0 since the sublattice magnetization
mA does not reach its saturated value (see green curve in Fig. 6a). Here we should
also mention that the results for ground state entropy in case of λ 6= 0.0, that is when
next-nearest interaction is present, revealed just two values of entropy at T = 0, from
which one of them equals 0 (see also ground state analysis in Subsection 4.1). Comparing
different entropy behavior in ground states for pure three-site four-spin interaction and
those with additional billinear interactions (J , J ′) one can see a significant signature
of three-site four-spin interaction in pushing the system to the unconventional partially
ordered states.
Finally, we have calculated the temperature dependencies of the magnetic specific
heat and the results obtained for a special case of α = 0, λ = 0 are presented in Fig. 8b.
As one can see from the figure, the curves for d = 1.0, 0.0 and −0, 25 exhibit at critical
point a logarithmic singularity similarly as the usual spin-1/2 Ising model on a square
lattice. Similarly, for strong negative values of d one observes the expected behavior for
paramagnetic systems. On should emphasize here that despite of non-zero ground-state
entropy (cf. Fig. 8a), the specific heat goes always to zero for T → 0, so that the Third
law of thermodynamics is perfectly satisfied.
5. Conclusion
In this work we have concentrated on clarifying the influence of three-site four-spin
interactions on magnetic properties of a mixed-spin Ising model on the decorated square
lattice including also the pair exchange interaction and crystal-field contributions. Apply-
ing the generalized decoration-iteration transformation, we have exactly obtained all rel-
evant physical quantities of the model, including the ground-state and finite-temperature
phase diagrams. The numerical results obtained in this work clearly illustrate the prin-
cipal influence of higher-order spin interactions on all relevant physical quantities. The
most original behavior has been observed in the case with pure three-site four spin in-
teractions, where we have confirmed that unlike of four-site four-spin interactions (see
[11]-[14]) the three-site four-spin interactions may initiate the appearance of a partial
long-range order. Moreover, due to the very strong frustrations in the system one ob-
serves a non-zero entropy at T = 0 over a wide range of parameters.
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In general, it is necessary to emphasize that the multi-spin interactions have as a
rule very different symmetries in comparison with those of the pair (bilinear) interaction
terms and, of course, these new symmetries basically determine the behavior of the sys-
tem. It is well known that the theoretical investigation of the systems with many-body
interactions is extraordinarily complicated task, thus the absolute majority of the papers
in diverse research fields treat only the systems with two-body (pair-wise) interactions.
One should, however, notice that various versions of Ising and Heisenberg models rep-
resent rare exceptions that straightforwardly enable to account for many different forms
of multi-spin (i.e. many-body) interactions. For that reason the localized-spin models
represent an excellent basis for deep understanding of various many-body interactions
going beyond the standard pair-wise picture. We hope that the present study will may
initiate a wider interest in investigation of magnetic systems with multi-spin interactions.
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Appendix
The coefficients A0, A1, A2 are respectively given by
A0 =
1
2
[
G
(
J,
J4
4
)
+G
(
0,−J4
4
)]
A1 = F (J,
J
4
)
A2 =
1
2
[
G
(
J,
J4
4
)
−G
(
0,−J4
4
)]
where
G(x, y) =
2 cosh(βx)
2 cosh(βx) + exp(−βD − βy)
F (x, y) =
2 sinh(βx)
2 cosh(βx) + exp(−βD − βy)
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