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OPSOMMING
In hierdie proefskrif word bydraes tot die oplossing van die veralgemeende knapsakprobleem gegee en
behandel.
Aandag word gegee aan probleme met funksies wat berekenbaar is, maar nie noodwendig in geslote vorm
nie. Algoritmes en toetsprobleme kan gevolglik ook vir probleme met funksies in geslote vorm gebruik
word.
Daar word eerder op heuristieke gewerk as op eksakte algoritmes. Heuristieke moet numeries ondersoek
word en goeie toetsprobleme moet ontwerp word. ’n Maatstaf van konveksiteit vir konvekse funksies
word ontwikkel en vir konkawe funksies aangepas. ’n Toetsprobleemopwekker maak gebruik van hierdie
maatstaf van konveksiteit om moeilike toetsprobleme vir die konkawe, konvekse en gemengde knapsak-
probleem op te wek. Vier maklik-interpreteerbare eienskappe van die S-vormige funksie word gebruik
om toetsprobleme vir die S-vormige sowel as die veralgemeende knapsakprobleem op te wek.
Die invloed van die grootte van die probleem en die befondsingsverhouding op die spoed en akkuraatheid
van die algoritmes word ondersoek. Waar van toepassing word daar ook gekyk na die invloed van die
intervallengteverhoudings sowel as die verhouding van die aantal konkawe funksies teenoor die totale
aantal funksies.
Die Karush-Kuhn-Tuckervoorwaardes speel ’n belangrike rol in die ontwikkeling van die algoritmes. Vol-
doende voorwaardes vir optimaliteit vir die konvekse knapsakprobleem met vaste intervallengtes word
gestel en bewys. Vir die algemene konvekse knapsakprobleem word die sleutelstelling, wat sterker nodige
voorwaardes bevat, gestel en bewys. Hierdie bewys is so kragtig dat dit vir die aangepaste sleutelstellings
vir die gemengde, S-vormige en veralgemeende knapsakprobleme ook gebruik kan word.
Vir die konkawe probleem met funksies wat nie in ’n geslote vorm is nie, word die eksakte soeklambda
algoritme ontwikkel wat in algoritmes vir die oplos van gemengde en S-vormige knapsakprobleme gebruik
word. Die eksakte eenstapalgoritme word vir die konvekse knapsakprobleem met vaste intervallengtes
ontwikkel. Hierdie algoritme is O(n). Die algemene konvekse knapsakprobleem word opgelos deur die
spilalgoritme wat O(n2) is. Alhoewel optimaliteit nie bewys kan word nie, word die optimale oplossing
telkens gekry en word die probleem vir alle praktiese doeleindes as afgehandel beskou.
’n Goeie heuristiek vir die gemengde knapsakprobleem word ontwikkel. Verdere navorsing kan op hierdie
heuristiek sowel as die S-vormige en veralgemeende knapsakprobleme gedoen word.
Sleutelterme: knapsakprobleem, hulpbrontoekenningsprobleem, nielineeˆr, konvekse knapsakprobleem,
niekonvekse knapsakprobleem, niekonvekse optimering, nielineeˆre optimering, heuristiek, nodige voor-
waardes, voldoende voorwaardes, toetsprobleme.
ABSTRACT
In this thesis contributions to the solution of the generalised knapsack problem are given and discussed.
Attention is given to problems with functions that are calculable but not necessarily in a closed form.
Algorithms and test problems can be used for problems with closed-form functions as well.
The focus is on the development of good heuristics and not on exact algorithms. Heuristics must be
investigated and good test problems must be designed. A measure of convexity for convex functions
is developed and adapted for concave functions. A test problem generator makes use of this measure
of convexity to create challenging test problems for the concave, convex and mixed knapsack problems.
Four easy-to-interpret characteristics of an S-function are used to create test problems for the S-shaped
as well as the generalised knapsack problem.
The influence of the size of the problem and the funding ratio on the speed and the accuracy of the
algorithms are investigated. When applicable, the influence of the interval length ratio and the ratio of
concave functions to the total number of functions is also investigated.
The Karush-Kuhn-Tucker conditions play an important role in the development of the algorithms. Suf-
ficient conditions for optimality for the convex knapsack problem with fixed interval lengths is given
and proved. For the general convex knapsack problem, the key theorem, which contains the stronger
necessary conditions, is given and proved. This proof is so powerful that it can be used to proof the
adapted key theorems for the mixed, S-shaped and the generalised knapsack problems as well.
The exact search-lambda algorithm is developed for the concave knapsack problem with functions that
are not in a closed form. This algorithm is used in the algorithms to solve the mixed and S-shaped
knapsack problems. The exact one-step algorithm is developed for the convex knapsack problem with
fixed interval length. This algorithm is O(n). The general convex knapsack problem is solved by using
the pivot algorithm which is O(n2). Optimality cannot be proven but in all cases the optimal solution
was found and for all practical reasons this problem will be considered as being concluded.
A good heuristic is developed for the mixed knapsack problem. Further research can be done on this
heuristic as well as on the S-shaped and generalised knapsack problems.
Key words: knapsack problem, resource allocation problem, nonlinear knapsack problem, convex knap-
sack problem, nonconvex knapsack problem, nonconvex optimisation, nonlinear optimisation, heuristic,
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1.1 Doel en uitleg van hoofstuk
Die doel van hierdie hoofstuk is om ’n inleiding en oorsig te gee van die navorsing wat gedoen
is. Die probleem waaroor die navorsing gaan, word omskrywe en die navorsingsopdrag word
gestel. Die Karush-Kuhn-Tucker nodige voorwaardes speel ’n belangrike rol in die navorsing
en dit word vir die probleem afgelei. Die terminologie en struktuur van die proefskrif word
verduidelik. Laastens word die belangrikste bydraes en resultate van die navorsing gegee.
1.2 Die probleem
Die onderwerp van hierdie studie is ’n hulpbrontoekenningsprobleem waar ’n beperkte hulpbron,
B, tussen ’n aantal aktiwiteite verdeel moet word om die totale opbrengs te maksimeer. Akti-
witeit i kry ’n hoeveelheid xi van die hulpbron en lewer ’n opbrengs fi(xi). Elke aktiwiteit het
sy eie produksiefunksie fi en elke funksie fi behoort tot een van drie klasse: konkaaf, konveks
of S-vormig. Al die funksies fi is niedalend.
Die praktiese probleem is ongewoon daarin dat al drie klasse funksies gelyktydig kan voorkom
terwyl die probleme in die literatuur net na een van die klasse, konkaaf of konveks, of ’n mengsel
van die twee kyk. (Lootsma et al. [47] gebruik wel al drie in ’n uitvoerige sensitiwiteitsanalise,
maar dan om die beurt.)
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Die hulpbrontoekenningsprobleem soos hierbo beskryf, is ’n veralgemening van die bekende
elementeˆre (heeltallige) knapsakprobleem met die´ verskil dat die elementeˆre knapsakprobleem
’n lineeˆre doelfunksie het wat die nut voorstel van ’n aantal items waarvan daar een van elke
soort o´f ingesluit o´f uitgesluit moet word. Hier is daar egter aktiwiteite waaraan meer of minder
toegeken kan word (binne die onder- en bogrense), die hulpbron is ook beperk, en die doelfunksie








xi ≤ B (beperkte hulpbron)
en ai ≤ xi ≤ bi (onder- en bogrense)
i = 1, 2, ..., n,
(1.1)
waar alle fi(xi) niedalend en o´f konkaaf, o´f konveks, o´f S-vormig is.
Die hulpbrontoekenningsprobleem soos gestel in (1.1) word vir die doeleindes van hierdie studie
as die veralgemeende knapsakprobleem beskou. (Sien afdeling 1.6 vir die benamings wat vir
spesiale gevalle gekies word.)
Die´ probleem kom in die praktyk voor by die opstelling van nulbasisbegrotings [90]. Produk-
siefunksies van al drie soorte kan in een model voorkom, maar die produksiefunksies is meestal
’n mengsel van konkaaf en konveks. Alhoewel nulbasisbegrotingsprobleme van die grootte wat in
die praktyk voorkom heeltemaal bevredigend met dinamiese programmering opgelos kan word,
is die strewe tog om ’n metode te vind wat die struktuur en eienskappe van die probleem benut.
1.3 Navorsingsopdrag
Die navorsingsopdrag is om algoritmes te ontwikkel vir die veralgemeende knapsakprobleem.
Omdat die probleem uit die praktyk kom, het dit die opdrag gerig veral ten opsigte van die
manier waarop die produksiefunksies voorgestel word. Wanneer produksiefunksies deur die
modellering van menslike oordeel opgestel word, is dit dikwels en selfs meestal nie in geslote
vorm nie maar in tabelvorm met gelyke stappe in die veranderlikes. In die praktyk byvoorbeeld
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stappe van R100 of R500. Die opdrag is om algoritmes vir hierdie situasie te vind. Die krag
daarvan is die algemeen toepasbaarheid van die algoritmes omdat dit natuurlik ook probleme
waar die produksiefunksies in geslote vorm is, kan hanteer maar boonop alle berekenbares ook.
Dit gebeur byvoorbeeld in komplekse praktiese situasies dat ’n funksiewaarde tot stand kom
deur ’n simulasie of deur ’n optimering en hierdie gevalle kan dan ook gehanteer word.
Dit was van meet af bekend dat die probleem nie geoptimeer kan word in ’n aantal stappe
wat polinomies begrens is nie wat onmiddellik heuristieke impliseer en die numeriese evaluer-
ing daarvan. Uit vorige ervaring [84] is dit bekend dat die toetsprobleme ’n belangrike rol in
die algoritmeontwikkeling speel. Trouens, die ontwikkeling van heuristieke kom ooreen met
laboratoriumwerk soos in die fisika, chemie, mikrobiologie en baie van die nuwe takke van die
mediese wetenskap. In hierdie geval is die laboratorium die rekenaar en die toetsprobleme die
apparaat. Navorsing in sulke laboratoriums word gedryf deur nuwer en kragtiger apparaat. Die
ontwikkeling van gepaste toetsprobleme is dus ’n tweede, alhoewel mindere, deel van die opdrag.
1.4 Getransformeerde vorm
Daar kan aanvaar word dat ai < bi vir alle i = 1, 2, ..., n want as ai = bi, moet xi = ai = bi en
kan die i-de aktiwiteit dan uit die probleem verwyder word. Verder geld dat
n∑
i=1




anders is die probleem onuitvoerbaar of triviaal.
Die probleem (1.1) kan deur die eenvoudige nulpunt-transformasies xi = xi − ai, en daarna
fi(xi) = fi(xi)− fi(0), in die ekwivalente probleem (1.2) omvorm word. Ons verwys daarna as
die getransformeerde vorm.









en 0 ≤ xi ≤ bi
i = 1, 2, ..., n
(1.2)
waar alle fi(xi) niedalend en o´f konkaaf, o´f konveks, o´f S-vormig is en alle fi(0) = 0. Die
twee probleme is ekwivalent in die sin dat ’n oplossing (optimale oplossing) van die een direk
transformeer na ’n oplossing (optimale oplossing) vir die ander. Die bi en B in (1.2) is nuwe,
verminderde waardes terwyl die fi nou almal in die oorsprong begin. Daarby is die konstante∑
f(ai) uit die doelfunksie verwyder deur die oorspronklike probleem van die verpligte toeken-
nings xi = ai te stroop.
f1(x1)→
f2(x2)→
a1 a2 b 1 b 2




(b) Funksies na´ transformasie
Figuur 1-1: Ekwivalente probleme (1.1) en (1.2).
Die formulering (1.2) is nie net ’n eenvoudiger ekwivalent van die oorspronklike probleem nie,
maar maak ook moontlike oorgangspunte in die optimering sigbaar as die snypunte van funksies.
Beskou bv. die miniatuur probleem met twee funksies wat in hulle oorspronklike vorm in figuur
1-1(a) getoon word. Figuur 1-1(b) wys dat hulle na transformasie in x∗ sny. Deur inspeksie
kan gesien word dat as B < x∗ die optimale oplossing (x1, x2) = (B, 0) is en as B > x∗, is dit
(x1, x2) = (0, B). Die verskillende waardes van a1 en a2, en f1(a1) en f2(a2) verberg hierdie
verskynsel in figuur 1-1(a). In figuur 1-1(b) is die oorgangspunt sigbaar omdat die probleem
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(1.2) net die optimeerbare deel van die oorspronklike probleemformulering bevat.
Die Karush-Kuhn-Tuckervoorwaardes word as vertrekpunt gebruik wanneer die knapsakprobleem
aangespreek word en word in die volgende afdeling verder toegelig. Net die geval waar al die
funksies konkaaf is het voldoende voorwaardes en kan as gevolg daarvan eksak opgelos word.
Heuristieke word vir die ander gevalle ingespan.
1.5 Karush-Kuhn-Tucker nodige voorwaardes









xi −B ≤ 0 (λ)
−xi + ai ≤ 0 (βi)
en xi − bi ≤ 0 (γi)
i = 1, 2, ..., n
(1.3)
waar alle fi(xi) differensieerbare funksies is en die Lagrange-vermenigvuldigers λ, βi, γi nienegatief
is.
Die Lagrange-funksie vir (1.3) is
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Volgens die Karush-Kuhn-Tuckervoorwaardes geld vir elke i by optimaliteit dat




xi −B) = 0
βi(−xi + ai) = 0




i = 1, 2, ..., n.
(1.4)
Hierbenewens moet daar ook aan die beperkings van (1.1) voldoen word.




xi = B sodat λ(
n∑
i=1
xi−B) = 0 vir verdere verwysings uit (1.4) uitgelaat kan word.
Laat x = x∗ ’n optimale uitvoerbare oplossing wees. Definieer die indeksversamelings
I = {i|x∗i = ai},
J = {j|x∗j = bj} en
K = {k|x∗k ∈ (ak, bk)}
vir gebruik in die stellings wat volg.




f ′i(ai)− λ+ βi = 0
(1.5)
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f ′j(bj)− λ− γj = 0
(1.6)




f ′k(xk)− λ = 0.
(1.7)
Uit (1.7) kan ∀k ∈ K afgelei word dat
λ = f ′k(xk). (1.8)
Aangesien alle βi ≥ 0 is, kan ∀i ∈ I uit (1.5) afgelei word dat
f ′i(ai)− λ ≤ 0
sodat λ ≥ f ′i(ai).
(1.9)
Weer eens, omdat alle γj ≥ 0 is, kan ∀j ∈ J uit (1.6) afgelei word dat
f ′j(bj)− λ ≥ 0
sodat λ ≤ f ′j(bj).
(1.10)
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Hierdie afleidings word formeel in die volgende stelling saamgevat.
Stelling 1 (Karush-Kuhn-Tucker nodige voorwaardes). Laat x = x∗ ’n optimale uitvoerbare









en ai ≤ xi ≤ bi
i = 1, 2, ..., n
(1.11)




i ) ≤ λ, ∀i ∈ I,
f ′j(x
∗
j ) ≥ λ, ∀j ∈ J en
f ′k(x
∗
k) = λ, ∀k ∈ K.
(1.12)
Hierdie stelling word reeds in die artikel van Luss en Gupta [51] as ’n resultaat gestel en in hulle
algoritme gebruik.
1.6 Terminologie en struktuur van proefskrif
Indien die produksiefunksies konkaaf (konveks, S-vormig) is, word daar na die probleem as die
konkawe (konvekse, S-vormige) knapsakprobleem verwys. Die gemengde knapsakprobleem ver-
wys na die knapsakprobleem waar daar ’n mengsel van konkawe en konvekse produksiefunksies
is. Indien die produksiefunksies konkaaf, konveks of S-vormig is, is dit die probleem (1.1) – die
veralgemeende knapsakprobleem met getransformeerde vorm (1.2).
Indien die verskil tussen die bo- en ondergrense bi − ai van alle produksiefunksies dieselfde
is, praat ons van ’n knapsakprobleem met vaste intervallengtes. Andersins is dit ’n knapsak-
probleem met wisselende intervallengtes.
1.6 Terminologie en struktuur van proefskrif 11
Figuur 1-2: Struktuur van die proefskrif.
Die probleem word stuksgewys aangepak soos in die vloeidiagram van figuur 1-2 uiteengesit.
Hierdie diagram wys die logiese volgorde van die hoofstukke. Die diagram word in die eerste
afdeling van elke hoofstuk herhaal en die betrokke hoofstuk beklemtoon om dit in konteks van
die algehele proefskrif te plaas.
In hoofstuk 2 word die konkawe knapsakprobleem beskou. In hierdie geval is die Karush-Kuhn-
Tuckervoorwaardes nie net nodig nie, maar ook voldoende. Die konkawe geval is dus ook die
maklikste om op te los en gevolglik is die vroegste en meeste werk hierop gedoen. Enkele prak-
tiese toepassings word genoem. ’n Oorsig word gegee van die bekendste oplossingsalgoritmes.
Daar is twee benaderings waarvolgens algoritmes ontwikkel word. Enersins is daar algoritmes
wat gebruik maak van ’n formule om die Lagrange-vermenigvuldiger te bereken en andersins is
daar algoritmes waar die Lagrange-vermenigvuldiger nie bereken word nie maar gesoek word.
Vir laasgenoemde geval is ’n nuwe algoritme ontwikkel wat vinniger is as ’n algoritme wat deur
Bretthauer et al. [13] as ’n effektiewe algoritme beskryf word. Hierdie nuwe algoritme vorm deel
van die algoritmes wat ontwikkel is vir die gemengde, die S-vormige sowel as die veralgemeende
knapsakprobleem.
Hoofstuk 3 behandel die konvekse knapsakprobleem. Vir die konvekse knapsakprobleem is die
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Karush-Kuhn-Tuckervoorwaardes nodig maar nie voldoende nie. Die sterker nodige voorwaardes
van Venter en Wolvaardt [84] word as die sleutelstelling vir die konvekse knapsakprobleem her-
haal maar op ’n beter manier bewys. Enkele praktiese toepassings word genoem en ’n kort
oorsig van die algoritmes wat in die literatuur genoem word, word gegee.
Hoofstukke 2 en 3 bevat elk sy eie literatuurstudie wat toepaslik is op die spesifieke hoofstuk se
knapsakprobleem aangesien die benadering tot die konkawe en die konvekse knapsakprobleem
heeltemal van mekaar verskil. Die konkawe knapsakprobleem van hoofstuk 2 is goed onder-
soek en heelwat literatuur is beskikbaar wat algoritmes vir die oplos daarvan stel. Die konvekse
knapsakprobleem van hoofstuk 3 is baie minder bekend en slegs enkele artikels hieroor is gevind.
Die konkawe knapsakprobleem van hoofstuk 2 is die enigste een waarvoor daar ook voldoende
optimale voorwaardes bestaan. Vir sommige van die ander probleme in die proefskrif word
heuristieke ontwikkel. Dit beteken dat die akkuraatheid van al die algoritmes getoets moet
word. Dinamiese programmering is telkens gebruik om die optimale oplossing te vind. Die
oplossing van die heuristiese metodes is dan hiermee vergelyk. Vir hierdie vergelyking moet
toepaslike toetsprobleme gebruik word. In hoofstuk 5 word ’n toetsprobleemopwekker gegee
wat gebruik maak van ’n nuwe maatstaf van konveksiteit wat in hoofstuk 4 afgelei en gegee
word.
In hoofstuk 6 word die algoritme ontwikkel om die konvekse knapsakprobleem met vaste inter-
vallengtes op te los. Hierdie algoritme word as optimaal bewys en die voldoende voorwaardes
vir optimaliteit word gegee. Numeriese resultate sowel as die ordegrootte van hierdie algoritme
word in hoofstuk 7 bespreek.
In hoofstuk 8 word ’n heuristiese algoritme, die spilalgoritme, ontwikkel om die konvekse
knapsakprobleem met wisselende intervallengtes op te los. Numeriese resultate word in hoofstuk
9 bespreek. Die akkuraatheid sowel as die spoed van die heuristiek word ondersoek. Voorstelle
vir die versnelling van die spilalgoritme word in hoofstuk 10 bespreek. Die numeriese resultate
van die versnelde spilalgoritme kry ook in hierdie hoofstuk aandag.
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Hoofstuk 11 behandel die gemengde knapsakprobleem. Weer eens is die Karush-Kuhn-Tucker-
voorwaardes nodig maar nie voldoende nie, en sterker nodige voorwaardes word gestel. ’n Nuwe
algoritme word ontwikkel wat van die sterker nodige voorwaardes gebruik maak. Die akku-
raatheid van die nuwe algoritme word getoets deur die oplossings met die´ wat met dinamiese
programmering gevind is, te vergelyk. Die heuristiek word numeries ondersoek wat akkuraatheid
en spoed aanbetref.
Vir die S-vormige knapsakprobleem wat in hoofstuk 12 beskryf word, word die sterker nodige
voorwaardes gestel. ’n Kort literatuurstudie bespreek die gebruik van die S-funksie, praktiese
toepassings van die S-vormige knapsakprobleem en verskeie oplossingsmetodes wat al gebruik
is. ’n Metode wat toetsprobleme vir die S-vormige knapsakprobleem genereer, word afgelei en
bespreek.
Hoofstuk 13 beskryf die veralgemeende knapsakprobleem. Sterker nodige voorwaardes en die
sleutelstelling word gestel. ’n Kort literatuurstudie word gedoen en idees vir die opwekking van
toetsprobleme word gegee.
Die proefskrif word afgesluit met ’n opsommende hoofstuk wat ook die gevolgtrekkings bevat.
1.7 Belangrikste bydraes van die navorsing
Hierdie proefskrif lewer verskeie bydraes tot die kennis en insig van die knapsakprobleem sowel
as die gebruik en opwekking van toetsprobleme.
Konkawe knapsakprobleem
• ’n Deeglike literatuurstudie van die konkawe knapsakprobleem word gedoen en bestaande
algoritmes vir die oplos van die konkawe knapsakprobleem word in groepe geklassifiseer
en grafies opgesom in figuur 2-1.
• ’n Nuwe algoritme word ontwikkel vir die konkawe knapsakprobleem vir die geval waar
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die Lagrange-vermenigvuldiger nie met behulp van ’n formule bereken kan word nie, maar
gesoek moet word. Hierdie nuwe algoritme word in afdeling 2.8 bespreek.
Konvekse knapsakprobleem
• ’n Deeglike literatuurstudie van die konvekse knapsakprobleem word gedoen en grafies
opgesom in figuur 3-1.
• Die sleutelstelling van die konvekse knapsakprobleem word in stelling 7 gestel en bewys.
• ’n Eksakte algoritme (die eenstapalgoritme) word vir die oplos van die konvekse knapsak-
probleem met vaste intervallengtes ontwikkel en die oplossing daarvan optimaal bewys in
hoofstuk 6.
• Die ordegrootte van die eenstapalgoritme word bepaal en numeriese ondersoeke bevestig
dit in hoofstuk 7.
• ’n Baie effektiewe heuristiek word vir die konvekse knapsakprobleem met wisselende in-
tervallengtes ontwikkel (hoofstuk 8) en numeries ondersoek (hoofstuk 9).
• Die heuristiek vir die konvekse knapsakprobleem met wisselende intervallengtes word ver-
snel en die numeriese resultate van hierdie versnelling word in hoofstuk 10 bespreek.
Gemengde knapsakprobleem
• Sterker nodige voorwaardes word vir die gemengde knapsakprobleem gestel. Die sleutel-
stelling word vir die gemengde knapsakprobleem aangepas.
• ’n Nuwe algoritme wat van hierdie sterker nodige voorwaardes gebruik maak, word ont-
wikkel en in hoofstuk 11 beskryf.
S-vormige knapsakprobleem
• Sterker nodige voorwaardes word vir die S-vormige knapsakprobleem gestel. Die sleutel-
stelling word vir die S-vormige knapsakprobleem aangepas.
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Veralgemeende knapsakprobleem
• Sterker nodige voorwaardes word vir die veralgemeende knapsakprobleem gestel en die
sleutelstelling word aangepas.
Toetsprobleme
• ’n Nuwe maatstaf van konveksiteit word in hoofstuk 4 gedefinieer.
• Die maatstaf van konveksiteit word afgelei vir die konvekse ekwivalente van die vier
konkawe funksies van Luss en Gupta. Dit word in hoofstuk 4 beskryf.
• Die maatstaf van konveksiteit van die s-op-m funksie word in die toetsprobleemopwekker
van hoofstuk 5 gebruik om moeilike probleemvoorkomste te skep.
• Grafies maklik interpreteerbare eienskappe van die S-vormige funksies word gebruik om
toetsprobleme vir die S-vormige knapsakprobleem te genereer.




2.2 Doel en oorsig van die hoofstuk
In hierdie hoofstuk word daar gekyk na die konkawe knapsakprobleem. Die probleem en die
ekwivalente probleem word in afdeling 2.3 gestel. In afdeling 2.4 word gekyk na praktiese toepas-
sings van die konkawe knapsakprobleem soos wat dit in die literatuur voorkom. Aangesien baie
van die literatuur na die Karush-Kuhn-Tuckervoorwaardes verwys, word dit eenmalig toegelig
in afdeling 2.5. Die daaropvolgende afdeling beskryf die navorsing wat reeds op die konkawe
knapsakprobleem gedoen is onder verskillende kategoriee¨ van algoritmes. ’n Goeie verteenwoor-
17
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diger van elke kategorie van algoritmes is geprogrammeer en numeries met mekaar vergelyk en
word in afdeling 2.7 bespreek. Die nuut ontwikkelde soeklambda-algoritme word in afdeling 2.8
beskryf. Die hoofstuk word afgesluit met ’n opsomming en gevolgtrekking in afdeling 2.9.
2.3 Probleemomskrywing
In hierdie hoofstuk word daar gekyk na die maksimering van die konkawe knapsakprobleem.









en ai ≤ xi ≤ bi
i = 1, 2, ..., n
(2.1)
maar in hierdie geval is alle fi(xi) nie net niedalend nie maar ook konkaaf.
Hierdie onderwerp is reeds goed deur navorsers ondersoek en word in die literatuur hoofsaaklik
toegepas in die toekenning van ’n hulpbron. Die probleem kan benader word as die maksimering
van konkawe funksies ([89], [51] en [92]), of ekwivalent, as die minimering van konvekse funksies
([18], [25] en [40]). Die ekwivalente probleem word dan gestel soos in (2.2). Met ekwivalensie









en ai ≤ xi ≤ bi
i = 1, 2, ..., n
(2.2)
maar in hierdie geval is alle fi(xi) niedalend en konveks.
In die literatuur word daar ook verwys na die onbegrensde konkawe knapsakprobleem as ’n
subprobleem van probleem (2.1) [51] o´f as ’n alleenstaande probleem [95]. Hierdie probleem het
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en xi ≥ ai
i = 1, 2, ..., n
(2.3)
waar alle fi(xi) niedalend en konkaaf is. Hierdie probleem word as ’n verslapping van (2.2)
gebruik.
2.4 Praktiese toepassings
Die konkawe knapsakprobleem het oor die jare baie aandag gekry omdat dit in verskeie ge-
biede nuttige praktiese toepassings het. Patriksson [67] noem dat daar baie praktiese toepas-
sings is wat wissel van ekwilibriumprobleme in die ingenieurs- en ekonomiese wetenskappe,
hulpbrontoekennings- en balanseerprobleme in die vervaardigingssektor, asook probleme in
statistiek, militeˆre operasionele navorsing, produksie en finansie¨le ekonomie, tot subprobleme
in algoritmes vir ’n verskeidenheid van meer komplekse optimeringsprobleme.
Die praktiese toepassings kan direkte toepassings van die probleem soos gestel in (2.1), m.a.w.
die kontinue konkawe knapsakprobleem, wees o´f dit kan praktiese toepassings van ’n effens
gewysigde vorm van probleem (2.1) wees. Die belangrikste toepassingsgebiede word hieronder
gegee.
• Kontinue konkawe maksimering
– Optimale aanwending van hulpbronne vir soekpogings
Gestel dat die posisie van ’n sekere voorwerp bepaal moet word en dit is bekend
dat daar verskeie gebiede is waar die voorwerp kan voorkom. Elke gebied het ’n
waarskynlikheid dat die voorwerp daar kan voorkom asook ’n waarskynlikheid dat
die voorwerp in hierdie gebied gevind gaan word as dit wel daar is. Daar moet
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nou bepaal word hoeveel soekpogings in elke gebied aangewend moet word sodat die
totale waarskynlikheid dat die voorwerp gevind gaan word, gemaksimeer word. Die
totale hoeveelheid van die hulpbron mag nie oorskry word nie. Die beperkte hulpbron
kan fondse wees wat vir die soektog aangewend kan word of dit kan tyd wees wat vir
die soektog beskikbaar is. Verskeie outeurs skryf hierdie praktiese toepassing in die
vorm van (2.1). ([42], [43], [37])
– Toekenning van ’n beperkte hulpbron aan verskeie bemarkingspogings
’n Gegewe begroting is beskikbaar vir ’n advertensieveldtog. Daar moet besluit
word hoe hierdie begroting aangewend word tussen verskillende opsies om die totale
verwagte verkope te maksimeer. Die probleem word in die vorm van (2.1) geskryf.
([89], [51])
– Toekenning van rakspasie by kleinhandelaars
Rakspasie is een van die belangrikste hulpbronne van ’n winkel. ’n Balans moet
gevind word tussen koste en verskeidenheid van produkte. ’n Goeie bestuurstelsel
wat rakspasie dinamies bestuur kan daartoe lei dat voorraadvlakke verlaag kan word
(wat laer koste meebring) en klie¨nttevredenheid verhoog kan word (a.g.v. groter
verskeidenheid van produkte). Die totale wins van die firma moet gemaksimeer word
onderhewig aan die beperkte rakspasie. Die probleem word in die vorm van (2.1)
geskryf [92].
• Kontinue konvekse minimering
– Optimale aanwending van hulpbronne vir soekpogings
Charnes en Cooper [18] stel die optimale aanwending van hulpbronne vir soekpogings,
soos in ’n vorige paragraaf beskryf, as die ekwivalente konvekse minimeringsprobleem
(2.2). Die kontinue konvekse kostefunksies moet geminimeer word.
– Produk- of hulpbronverspreiding
Veronderstel dat daar ’n hoeveelheid van ’n produk na verskeie plekke versprei moet
word. Die aanvraag na die produk by elke plek is onseker en daar is ’n koste aan
verbonde indien daar nie aan die aanvraag voldoen kan word nie. Die kostefunksies
is kontinu en konveks. Die vraag is hoe die beskikbare hoeveelheid van die produk
oor al die plekke waar daar ’n aanvraag is, versprei moet word om die verwagte koste
wat met ’n onbevredigde aanvraag gepaard gaan, te minimeer [25]. Soms word daar
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ook van gepraat as die vervoerprobleem wat op sy beurt dan uit ’n vraag- en ’n
aanbodprobleem bestaan. Die koste van vervoer moet nog steeds geminimeer word
[19]. Die probleem word as (2.2) geskryf.
– Toekenning van ’n gedeelde komponent of hulpbron
’n Kritiese komponent of hulpbron (masjien, ambag of vaardigheid) word benodig vir
verskeie produkte, maar die aanvraag vir die komponent of hulpbron vir elke produk
is onseker. Die probleem is hoe om die beskikbare komponent of hulpbron tussen die
produkte te verdeel om sodoende die som van die verwagte tekorte te minimeer. Ook
in hierdie geval is die kostefunksie konveks [40]. Die probleem word as (2.2) geskryf.
– Produksiebeplanning
In sekere produksiebeplanningsmodelle, word produksiehulpbronne soos man-ure en
masjien-ure toegeken aan elke item wat vervaardig moet word om sodoende die totale
koste te minimeer. In die literatuur word veral aandag gegee aan die probleem om
die som van die voorraadkoste en die bestellingskoste van verskeie items te minimeer
onderhewig aan ’n beperkte stoorkapasiteit ([94], [6], [82], [8], [40], [13], [14]). Die
probleem word as (2.2) geskryf.
– Behaling van ’n prestasieteiken
Die gebrek aan gerigtheid tussen ’n onderneming se strategiese doelwitte en sy hulp-
bronne, bly steeds ’n probleem in die bestuur van komplekse vervaardigingsbedrywe.
Kompromiee¨ moet aangegaan word tussen sekere prestasiemetings, soos byvoorbeeld
werk-in-proses, koste, kwaliteit, en investering in kapasiteit. Die doelwit van die
teikenprobleem is om die gewensde prestasieteiken te behaal teen ’n minimum koste
aan addisionele kapasiteit. Hierdie probleem word as die minimering van die som
van konvekse kostefunksies gehanteer onderhewig daaraan dat die totale hoeveelheid
werk-in-proses, nie ’n sekere teiken mag oorskry nie [7]. Die probleem word as (2.2)
geskryf.
• Kwadratiese konkawe maksimering
– Optimale portefeuljeseleksie
’n Optimale toekenning van fondse aan verskillende beleggingsopsies moet gevind
word om die totale opbrengs te maksimeer. Verdere beperkings in hierdie probleem
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kan wees dat fondsbestuurders deur ’n wet verhoed word om alle fondse in enkele
opsies te beleˆ of dat daar ’n sekere balans moet wees tussen verskillende opsies. Die
verwagte opbrengste word as konkawe kwadratiese funksies beskou waar die som van
alle verwagte opbrengste gemaksimeer moet word. Die probleem word geskryf as ’n
spesiale geval van (2.1) in die sin dat die produksiefunksies konkaaf kwadraties is. In
sommige gevalle word dit as ’n kontinue probleem gestel [22] en in ander gevalle as
’n heeltallige probleem [54].
• Kwadratiese konvekse minimering
– Optimale toekenning van gestratifiseerde steekproewe
Een van die basiese probleme in statistiek is om ’n gemiddelde van ’n sekere grootheid
(bv. inkomste) in ’n uiteenlopende populasie te bepaal. Gestratifiseerde steekproewe
word hiervoor gebruik. Die totale bevolking word in verskillende strata (groepe)
opgedeel en klein steekproewe word in elke stratum gehou wat dan gebruik word om
die gemiddelde van die hele bevolking te benader. Die probleem is om die optimale
steekproefgrootte in elke stratum te bepaal om die variansie van die benaderde gemid-
delde vir die populasie te minimeer. Hierdie variansie is ’n konvekse kwadratiese
funksie. Die koste is afhanklik van die steekproefgrootte en die totale koste mag nie
’n sekere maksimum waarde oorskry nie ([74], [72], [38]). In sommige gevalle word
die koste geminimeer onderhewig daaraan dat die variansie nie ’n sekere grenswaarde
mag oorskry nie [12]. Die probleem word as (2.2) geskryf maar die kostefunksies is
in hierdie geval kwadraties konveks.
2.5 Karush-Kuhn-Tucker nodige en voldoende voorwaardes
In die vorige hoofstuk is die Karush-Kuhn-Tucker nodige voorwaardes (1.4) vir die algemene
knapsakprobleem afgelei en deur die gebruik van indeksversamelings vereenvoudig tot stelling
1 van hoofstuk 1. In die konkawe geval is die Karush-Kuhn-Tucker voorwaardes nie net nodig
nie maar ook voldoende ([51], [36]). Dit is ’n baie sterk resultaat en vorm die grondslag van
die groot aantal bestaande algoritmes vir die konkawe geval. In meeste van die literatuur word
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die nodige en voldoende voorwaardes genoem maar nie bewys nie. Daarom word die´ bekende
resultaat tog gestel en bewys. As aanloop word die Karush-Kuhn-Tucker nodige voorwaardes
(uit hoofstuk 1) hier herhaal.
Definieer die indeksversamelings
I = {i|x∗i = ai},
J = {j|x∗j = bj} en
K = {k|x∗k ∈ (ak, bk)}
vir gebruik in die stellings wat volg.
Stelling 2 (Karush-Kuhn-Tucker nodige voorwaardes: alle gevalle). Laat x = x∗ ’n optimale









en ai ≤ xi ≤ bi
i = 1, 2, ..., n
(2.4)
waar alle fi(xi) niedalend is, dan bestaan daar ’n λ ≥ 0 waarvoor geld dat
f ′i(x
∗
i ) ≤ λ, ∀i ∈ I,
f ′j(x
∗
j ) ≥ λ, ∀j ∈ J en
f ′k(x
∗
k) = λ, ∀k ∈ K.
(2.5)
Hulpstelling 1. As f(x) ’n differensieerbare konkawe funksie by x(0) is, is
f(x) ≤ f(x(0)) + f ′(x(0))(x− x(0)). (2.6)
Sien Mangasarian [52].
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Stelling 3 (Karush-Kuhn-Tucker voldoende voorwaardes vir die konkawe knapsakprobleem).









en ai ≤ xi ≤ bi
i = 1, 2, ..., n
(2.7)
waar alle fi(xi) niedalend en konkaaf is, en daar bestaan ’n λ ≥ 0 waarvoor geld dat
f ′i(x
∗
i ) ≤ λ, ∀i ∈ I,
f ′j(x
∗
j ) ≥ λ, ∀j ∈ J en
f ′k(x
∗
k) = λ, ∀k ∈ K
(2.8)
dan is x = x∗ die optimale uitvoerbare oplossing vir die probleem.
Bewys
Laat x enige uitvoerbare oplossing vir probleem (2.7) wees. Dan is
n∑
i=1
xi −B ≤ 0, (2.9)
−xi + ai ≤ 0 (2.10)
en xi − bi ≤ 0 (2.11)
vir i = 1, 2, ..., n.
Laat x(0) ’n uitvoerbare oplossing vir probleem (2.7) wees wat aan die onverwerkte Karush-





i −B ≤ 0, (2.12)
−x(0)i + ai ≤ 0, (2.13)
x
(0)
i − bi ≤ 0, (2.14)
f ′i(x
(0)






i −B) = 0 , (2.16)
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βi(−x(0)i + ai) = 0 , (2.17)
γi(x
(0)
i − bi) = 0 , (2.18)
en λ ≥ 0, βi ≥ 0, γi ≥ 0 (2.19)





























































































































βi(−xi + ai) +
n∑
i=1















i ) vergelykings (2.11) en (2.19)
Hieruit volg dat x(0) die optimale oplossing vir probleem (2.7) is. 
2.6 Literatuurstudie
2.6.1 Oorsig van M. Patriksson
In 2008 publiseer Patriksson [67] ’n artikel wat ’n oorsig gee van die kontinue nielineeˆre hulp-
brontoekenningsprobleem, wat dan die konkawe knapsakprobleem insluit. Bo en behalwe die
Hoofstuk 2 DIE KONKAWE KNAPSAKPROBLEEM 26
praktiese toepassings wat hy noem, gee hy ook ’n oorsig oor die geskiedenis en ontwikkeling van
die probleem sowel as die algoritmes wat gebruik word vir die oplossings. Die algoritmes word
in twee hoofgroepe van metodiek behandel.
Eerstens word die metode van die Lagrange-vermenigvuldiger bespreek. Hierdie tipe metode
van algoritme het in die vroee¨ 1950’s ontstaan voordat die KKT-voorwaardes algemeen bekend
was. Dit is eerstens duaal van aard omdat dit die Lagrange-vermenigvuldiger van die enkele
beperking vind. Implisiet is die metode ook primaal deurdat daar by elke iterasie ten minste
een van die veranderlikes by die optimale waarde vasgestel word.
Tweedens word die metode van “pegging” bespreek. Hierdie metode maak van die KKT-
voorwaardes gebruik en het eers in die 1970’s begin ontwikkel. Dit is in die eerste plek primaal
van aard deurdat by elke iterasie ten minste een van die veranderlikes by sy optimale waarde
vasgestel word. Die duaal is hierby ingesluit deurdat die Lagrange-vermenigvuldiger by elke
iterasie bygewerk word.
2.6.2 Klassifikasie van algoritmes
Die oorsig van algoritmes wat Patriksson gee, maak geen melding van algoritmes wat meer nu-
meries en kombinatories van aard is nie. Algoritmes wat die kwadratiese knapsakprobleem oplos
word saam met die meer algemene metodes genoem, alhoewel daar baie effektiewe algoritmes is
wat spesifiek gebruik maak van die kwadratiese eienskappe van die probleem. Om hierdie redes
word daar vir hierdie studie ’n effens ander klassifikasie van algoritmes gegee wat opsommend
in figuur 2-1 voorgestel word.
Daar is verskeie oplossingsbenaderings vir die konkawe knapsakprobleem. Enersyds is daar
algoritmes wat die Lagrange-vermenigvuldiger wat aan die Karush-Kuhn-Tucker-voorwaardes
(stelling (3)) voldoen, bereken (rangorde, verslapping en breekpunt). Dit word voorgestel
deur die geel blokke in die diagram. Daar word by die rangorde algoritmes verder onder-
skeid gemaak deur die metode waarop die Lagrange-vermenigvuldiger gevind word (sekwensieel,
bineˆre soeking of Newton se metode). Dit word voorgestel deur die blou blokke in die diagram.
Aan die anderkant is daar algoritmes wat meer kombinatories en numeries benaderend van aard
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is (stuksgewyse lineeˆre benadering en dinamiese programmering). Dit word voorgestel deur die
pers blokke in die diagram.
Al die algoritmes word grafies opgesom in figuur 2-1. Die verwysings na die literatuur word
in chronologiese volgorde van bo na onder aangedui. Die outeur(s) wat eerste genoem word is
normaalweg die outeur(s) wat die algoritme die eerste keer stel. Die ander outeur(s) wat gelys











































Figuur 2-1: Algoritmes vir die konkawe knapsakprobleem.
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2.6.3 Besprekings van algoritmes
Rangordealgoritmes
Luss en Gupta [51] se algoritme vir die algemene konkawe knapsakprobleem (2.1) is gebaseer op
drie belangrike resultate, die nodige en voldoende Karush-Kuhn-Tuckervoorwaardes soos gestel
in stelling 3, die rangorde-eienskap en die verslapping van die bogrense. Laasgenoemde twee
resultate is egter so belangrik dat dit in stellings 4 en 5 gegee word.
Stelling 4 (Rangorde-eienskap). Nommer die funksies fi sodat
f ′i(ai) ≥ f ′i+1(ai+1) vir i = 1, 2, · · · , n− 1. (2.20)
As x∗ ’n optimale oplossing vir (2.1) is, bestaan daar ’n heelgetal p, 1 ≤ p ≤ n, sodanig dat
x∗i > ai , i = 1, 2, · · · , p en x∗i = ai , i = p+ 1, p+ 2, · · · , n.
Stelling 5 (Verslapping van die bogrense). Laat x∗ die optimale oplossing vir (2.1) en y∗ die
optimale oplossing vir (2.3), die verslapte probleem wees. As y∗i ≥ bi is, is x∗i = bi vir alle
i = 1, 2, · · · , n.
Luss en Gupta pas hierdie resultate op die onderstaande vier soorte konkawe produksiefunksies
toe, een tipe funksie op ’n slag.
fi(xi) = si(1− e−mixi)
fi(xi) = sixi −mix2i
fi(xi) = si(xi + ci)/(xi +mi) (mi > ci)
fi(xi) = si ln(1 +mixi) (i = 1, 2, · · · , n)
(2.21)
waar alle mi ≥ 0, ci ≥ 0 en si ≥ 0.
Die funksies word gerangskik volgens die grootte van die afgeleide by hulle ondergrens. Die
funksies word een vir een befonds en λ word by elke byvoeging bereken. Daar word gestop
sodra die afgeleide by die ondergrens van die volgende funksie wat befonds moet word, groter
is as λ. Die y∗-waardes van die verslapte probleem (2.3) word bereken. Indien die y∗-waardes
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groter is as die bogrense van die begrensde probleem, word daardie funksies vasgepen op hulle
bogrense en uit die probleem verwyder en die waarde van B word verminder. Die algoritme
word weer herhaal, maar nou met minder veranderlikes en ’n kleiner B. Indien geen y∗-waardes
groter as die bogrense is nie, is die optimale oplossing verkry en word die x∗-waardes van die
oorspronklike probleem gelyk gestel aan die y∗-waardes van die probleem sonder die bogrense.
Die formules vir die berekening van die waardes van f ′i(ai), λ (die Lagrange-vermenigvuldiger
vir ’n keuse van p) en y∗i (in terme van λ) word vir elke soort funksie uitgedruk en in ’n tabel
gegee [51].
Die ander outeurs brei uit op die rangordealgoritme van Luss en Gupta deur ander soorte
funksies te gebruik [40], die beperking van die begroting B te verslap [95] en die verkryging van
die λ op verskillende maniere ([21], [36], [95], [40]). Daar is dus verskillende benaderings. Die
belangrikste ooreenkoms tussen die benaderings is egter dat almal van die rangorde-eienskap in
stelling 4 gebruik maak.
Verslappingsalgoritme
Bitran en Hax [5] stel ’n algoritme wat, in teenstelling met die rangordealgoritme van Luss en
Gupta [51], nie´ van die rangorde-eienskap gebruik maak nie, maar die onder- sowel as bogrense
verslap (vandaar die naam verslappingsalgoritme). Hulle stel die probleem as ’n konvekse mini-
meringsprobleem (2.2) maar in hulle geval is die begrotingsbeperking ’n gelykheidsbeperking.
Die oplossing van die verslapte probleem is gebaseer op die Karush-Kuhn-Tucker-voorwaardes.
Die berekening van die Lagrange-vermenigvuldiger λ en die optimale x∗i -waardes van die ver-
slapte probleem word op ’n soortgelyke manier as die´ van Luss en Gupta gedoen (sien tabel in
[51]).
By elke iterasie word λ en die x∗i -waardes van die funksies van die verslapte probleem, wat
nog nie vasgepen is op hulle onder- of bogrens nie, bereken. Vervolgens word die bogrenssom
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bereken deur die verskil tussen die x∗i -waardes en hulle bogrense te sommeer en ook die onder-
grenssom deur die verskil tussen die x∗i -waardes en hulle ondergrense te sommeer. Indien die
bogrenssom groter is as die ondergrenssom, word die funksies waarvan die x∗i -waardes in die
verslapte probleem bokant hulle bogrense is, vasgepen op hulle bogrense en uit die probleem
verwyder. Andersins word die funksies waarvan die x∗i -waardes onderkant die ondergrense is,
vasgepen op hulle ondergrense en uit die probleem verwyder. Die begroting B verminder en die
proses word herhaal totdat alle funksies se x∗i -waardes tussen die onder- en bogrense is.
Bo en behalwe die vier groepe funksies van Luss en Gupta (2.21) gee Bitran en Hax [5] ook
resultate van drie ander funksies in die produksiebeplanningsomgewing. Die ander outeurs ge-
bruik die verslappingsalgoritme in praktiese toepassings [79], voeg meer groepe funksies by [6],
gebruik dit in die kwadratiese knapsakprobleem ([79],[69], [10], [11]), in probleme waar alle
ai = 0 ([36], [40] ), in probleme waar daar geen bogrense is nie [40] of in probleme met ekstra
beperkings bo en behalwe die begrotingsbeperking [11] of heeltallige probleme [14].
Uit bogenoemde bespreking kan gesien word dat die belangrikste kenmerk van die verslap-
pingsalgoritme (soos wat die naam dan ook aandui) die verslapping van die onder- en bogrens-
beperkings op die veranderlikes is. In die geval waar daar slegs nienegatiwiteitsbeperkings gestel
word, word net die ondergrense verslap. In die geval waar daar beide onder- en bogrensbeper-
kings op die veranderlikes gestel word, word beide beperkings verslap.
Die breekpuntalgoritme vir kwadratiese probleme
Helgason et al. [29] ontwikkel ’n polinomiese begrensde algoritme vir ’n kwadratiese probleem
met ’n enkele lineeˆre beperking.
Vanaf die Karush-Kuhn-Tucker-voorwaardes lei hulle ’n oplossing af in terme van die Lagrange-
vermenigvuldiger λ. Elke xi(λ) is stuksgewys lineeˆr en monotoon niestygend. Aangesien die
som van sulke funksies die eienskap behou, is g(λ) =
n∑
i=1
xi(λ) ook stuksgewys lineeˆr en mono-
toon niestygend.
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Gestel dat daar n veranderlikes xi(λ) is, dan is daar 2n breekpunte van die funksie g(λ) en wel
by die afgeleide by die bogrens en by die afgeleide by die ondergrens (in hierdie geval is alle
ai = 0). Daarom is g(λ
∗) ’n stuksgewyse lineeˆre funksie met 2n breekpunte. Die algoritme
bestaan uit ’n bineˆre soeking om die λ∗ vas te pen tussen twee breekpunte. By die laaste stap
word lineeˆre interpolasie gebruik om λ∗ te bereken sodanig dat g(λ∗) = B.
P. Brucker [15] gee dieselfde algoritme as Helgason et al. [29] maar maak voorsiening vir on-
dergrense ai.
Die algoritme wat Calamai en More´ beskryf [16] maak ook van breekpunte gebruik soos beskryf
in Helgason et al. [29]. Waar Helgason et al. ’n kwadratiese probleem oplos, los Calamai en
More´ ’n meer algemene probleem op deurdat die optimale λ∗ m.b.v. ’n variasie van Newton
se metode bereken word. In die laaste stap van die berekening van die optimale λ∗ benader
Calamai en More´ die afgeleide van die funksies deur ’n lineeˆre funksie om sodoende ’n benaderde
waarde van die optimale λ∗ te verkry.
Pardalos en Kovoor [65] se algoritme is vir ’n vereenvoudigde getransformeerde probleem en
Robinson, Jiang en Lerme [69] se projeksiemetode gebruik dieselfde beginsel as die breekpun-
talgoritme van Helgason et al..
In hulle 1995 [9] en 1996 [10] artikel beskryf Bretthauer et al. ’n vertak-en-begrens algoritme vir
die heeltallige kwadratiese probleem. In beide gevalle word die kontinue probleem eers opgelos
wat dan ’n begrensing is van die heeltallige kwadratiese knapsakprobleem. In die eerste geval
[9] word daar spesifiek gebruik gemaak van die breekpuntalgoritme soos wat beskryf is deur
Helgason et al en in die tweede geval [10] het hulle die projeksiemetode van Robinson et al. [69]
gemodifiseer om die kontinue kwadratiese knapsakprobleem op te los.
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Stuksgewyse lineeˆre benadering
Geoffrion [26] maak die eerste keer melding van die strategie om met behulp van die onder- of
oorbenadering van funksies ’n komplekse wiskundige probleem te vereenvoudig sodat dit mak-
liker opgelos kan word.
In hulle 1983 artikel beskryf Mathur et al. [54] ’n vertak-en-soekalgoritme vir ’n heeltallige
kwadratiese knapsakprobleem. Aangesien alle xi heeltallig moet wees, kan die kwadratiese
funksies vervang word deur stuksgewyse lineeˆre konkawe funksies met breekpunte by die heelge-
talle. ’n Gulsige algoritme word gebruik om die oplossing van die verslapte kontinue probleem
te verkry en daarna die vertak-en-soekalgoritme om die optimale oplossing van die heeltallige
probleem te verkry.
In hulle 1986 artikel pas Mathur et al. [55] hulle vroee¨re algoritme [54] aan om die meer al-
gemene probleem (met ondergrense ai) op te los. Die kwadratiese probleem soos genoem in [54]
is dan ’n spesiale geval (waar ai = 0) van hierdie algemene probleem.
Hochbaum [30] verwys ook na die stuksgewyse lineeˆre benadering as ’n manier om die nielineeˆre
knapsakprobleem op te los. Dit word as ’n 0-1 knapsakprobleem opgelos.
Rangorde-en-verslappingsalgoritme
Hierdie algoritme word slegs deur Kodialam en Luss beskryf [40]. Hier word die funksies ook
gerangskik volgens die groottes van hulle afgeleides by die ondergrense soos by die rangordeal-
goritme. Die verslapte probleem word nou opgelos met slegs die helfte van die aantal funksies.
Daarna is daar drie moontlikhede, nl.
• sekere xi-waardes is groter as hulle ondergrense en sekere xi-waardes is gelyk aan hulle
ondergrense. In hierdie geval is die optimale oplossing verkry.
• Alle xi-waardes is groter as hulle ondergrense. Die rangordealgoritme word gebruik om
die optimale oplossing te verkry.
2.7 Vergelyking van algoritmes 33
• Sekere xi-waardes is kleiner as hulle ondergrense. Die verslappingsalgoritme word gebruik
om die optimale oplossing te verkry.
Evalueeralgoritme van Kodialam en Luss [40]
Kodialam en Luss [40] beskrywe vier algoritmes waarvan die vierde een (EVALUATE) veral
aantreklik is vir probleme waar die Lagrange-vermenigvuldiger nie deur ’n formule bereken kan
word nie, maar gesoek moet word. In beginsel is dit ’n toepassing van die rangorde-algoritme.
Daar word aangeneem dat f ′i(xi) dalend is en dat sy inverse bestaan. Die f
′
i(0) word gerangskik
sodanig dat f ′i(0) ≥ f ′i+1(0), i = 1, 2, · · · , n − 1. Deur gebruik te maak van ’n bineˆre soeking,
word die´ p verkry wat aan die rangorde-eienskap soos gestel in stelling (4) voldoen.
Die optimale λp moet verkry word wat aan die begrotingsbeperking voldoen. In hierdie geval
word die λ nie bereken nie, maar gesoek en daar vind ’n tweede bineˆre soeking plaas om die
optimale λ te kry wat tussen die grense f ′p+1(ap+1) en f ′p(ap) leˆ.




i ) en die feit dat f
′ se inverse bestaan.
2.7 Vergelyking van algoritmes
’n Baie deeglike numeriese analise is gedoen van die algoritmes wat in afdeling 2.6 bespreek is.
Die detail resultate en besonderhede is verkrygbaar by die outeur. Slegs ’n verkorte weergawe
van die belangrikste toepaslike resultate word hier bespreek.
Die algoritmes is toegepas op die vier soorte konkawe probleme van Luss en Gupta (2.21)
(een soort funksie op ’n slag). Om die effektiwiteit van die onderskeie algoritmes met mekaar
te vergelyk, word die tyd wat dit neem om ’n optimale oplossing te bereken, gemeet. Die
berekeningstye word saamgegroepeer om ’n gemiddelde berekeningstyd te bereken. Simulasies
is gedoen met groepe van 10 funksies elk. Die ondergrense (ai) en bogrense (bi) is ewekansig
gegenereer sodat 0 ≤ ai ≤ bi ≤ 100. Die simulasies is 10 keer herhaal, elke keer met ander
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ewekansig gegenereerde parameters si en mi. Daar is net minder as 10 000 simulasies gedoen
om die resultate van hierdie afdeling te verkry.
2.7.1 Algoritmes waar die geslote vorm van die funksies gebruik word
Daar is vier algoritmes geprogrammeer wat van formules gebruik maak om die optimale oplos-
sing te bereken. Hulle is die breekpuntalgoritme [29], die verslappingsalgoritme [10] en twee
weergawes van die rangorde-algoritme, een waar die λ gesoek word m.b.v. ’n sekwensie¨le soek-
tog [51] en een waar λ gesoek word m.b.v. ’n bineˆre soektog [95]. Die resultate word in figuur
2-2 voorgestel.




























Figuur 2-2: Gemiddelde berekeningstyd: algoritmes met geslote vorm.
Die mees effektiewe algoritme uit die groep algoritmes wat van die geslote vorm van die funksies
gebruik maak, is die breekpuntalgoritme. Hierdie algoritme word slegs vir kwadratiese funksies
gebruik aangesien daar in die laaste stap van die algoritme ’n lineeˆre interpolasie tussen twee
breekpunte (afgeleides by onder- en bogrense) gedoen word. In die geval van kwadratiese
funksies word die eksakte optimale oplossing verkry aangesien die afgeleide van ’n kwadratiese
funksie lineeˆr is. Die afgeleide tussen twee breekpunte van die ander soorte funksies kan wel
lineeˆr benader word, maar dan word daar ’n benadering van die optimale oplossing verkry.
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Na die breekpuntalgoritme is die verslappingsalgoritme die mees effektiewe algoritme by die
groep algoritmes wat van die geslote vorm van die funksies gebruik maak, vir al vier soorte
funksies. Hierdie resultaat stem ooreen met die resultaat wat Kodialam en Luss [40] kry asook
die´ van Bretthauer et al. [12] vir die heeltallige probleem. Die verslappingsalgoritme is die mees
effektiewe algoritme, ongeag die aantal funksies en of die onder- en bogrense vasgepen word of
nie.
2.7.2 Algoritmes waar die geslote vorm van die funksies nie gebruik word
nie
Twee algoritmes is geprogrammeer wat nie van die geslote vorm van die funksies gebruik maak
nie, nl. die lineeˆre benaderingsalgoritme [55] en die evalueeralgoritme [40]. Tabelle met die
fi(xi)-waardes word in die geheue van die rekenaar gestoor. Die afgeleide van die funksies is
benader deur die verskil van opeenvolgende fi(xi)-waardes te bereken en in ’n tweede tabel te
stoor. Die resultate word in figuur 2-3 voorgestel.



























Figuur 2-3: Gemiddelde berekeningstyd: algoritmes sonder geslote vorm.
Soos uit die resultate gesien kan word, is die lineeˆre benaderingsalgoritme vinniger as die eva-
lueeralgoritme maar dit sal slegs ’n benadering van die optimale oplossing gee, wat nie toepaslik
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is vir hierdie studie.
Alhoewel Bretthauer et al. [13] noem dat die evalueeralgoritme van Kodialam en Luss [40] die
beste is om te gebruik indien die Lagrange-vermenigvuldiger en gepaardgaande xi-waardes nie
m.b.v. formules bereken kan word nie, maar gesoek word, is daar tog ’n verbeterde algo-
ritme ontwikkel om die Lagrange-vermenigvuldiger te soek. As deel van die algoritmes vir die
gemengde sowel as die S-vormige knapsakprobleem, moet ’n konkawe knapsakprobleem opgelos
word. Die geslote vorm van die funksies is nie beskikbaar nie en dis hoekom die algoritmes van
die vorige afdeling nie toepaslik is nie. By elke iterasie van die algoritmes vir die gemengde
en S-vormige knapsakprobleem, word die konkawe knapsak(sub)probleem elke keer kleiner. Die
gebied waaroor λ gesoek moet word, word telkens kleiner. Die nuwe algoritme buit hierdie
eienskappe uit en λ word by elke iterasie vinniger gekry deur van die resultate van die vorige
iterasie gebruik te maak. Die soeklambda-algoritme word in die volgende afdeling bespreek.
2.8 Die soeklambda-algoritme
2.8.1 Ontwikkeling van die algoritme
Die evalueeralgoritme gebruik die rangorde-eienskap soos beskryf deur Luss en Gupta [51].
Die funksies word in afnemende orde volgens die waardes van die afgeleides by die ondergrense
gerangskik. Daarna word bepaal hoeveel funksies me´e´r hulpbronne gaan ontvang as hulle onder-
grense (p-syfer). By die evalueeralgoritme word van ’n bineˆre soeking gebruik gemaak om hier-
die p-syfer te bepaal (soos by die bineˆresoekingrangordealgoritme). Sodra die p-syfer gevind is,
word bepaal hoe´veel die funksies me´e´r hulpbronne kry as hulle ondergrense. In teenstelling met
die rangordealgoritmes waar die Lagrange-vermenigvuldiger en die gepaardgaande xi-waardes
m.b.v. ’n formule bereken word, word dit by die evalueeralgoritme gesoek in tabelle wat die
datapunte en die afgeleides van die datapunte bevat. Daar word m.a.w. twee bineˆre soekings
gedoen in die evalueeralgoritme.
’n Ander algoritme is ontwikkel wat beter numeriese resultate gee as die evalueeralgoritme. Hier-
die algoritme word die soeklambda-algoritme genoem aangesien dit m.b.v. ’n bineˆre soeking die
2.8 Die soeklambda-algoritme 37
Lagrange-vermenigvuldiger (lambda in die literatuur genoem) vir die optimale oplossing soek.
Daar word slegs een soeking gedoen en daar word nie van die rangorde-eienskap gebruik gemaak
nie.
Vanaf die Kuhn-Tuckervoorwaardes (2.19) is dit bekend dat λ ≥ 0. Vanaf (2.8) word daar afgelei
dat λ ≥ min(f ′i(bi)), i = 1, 2, · · · , n. Indien dit nie so is nie, dan geld dat alle funksies vasgepen
word op hulle bogrense en het die probleem o´f een uitvoerbare oplossing (as Σni=1bi = B) o´f die
probleem het nie ’n uitvoerbare oplossing nie (as Σni=1bi > B). Vanaf (2.8) word daar ook afgelei
dat λ ≤ max(f ′i(ai)), i = 1, 2, · · · , n. As dit nie waar is nie, dan word alle funksies vasgepen by
hulle ondergrense en het die probleem o´f ’n enkele uitvoerbare oplossing (as Σni=1ai = B), o´f
die probleem het nie ’n uitvoerbare oplossing nie (as Σni=1ai > B). In hierdie algoritme word ’n
bineˆre soeking gedoen tussen die minimum (min(f ′i(bi))) en die maksimum (max(f
′
i(ai))) totdat
die hulpbronbeperking (Σni=1xi = B) bevredig word.
Aangesien hierdie algoritme ’n iteratiewe soekalgoritme is, moet daar stopvoorwaardes gegee
word. In hierdie studie is twee stopvoorwaardes gebruik. Die eerste een is dat die som van
die xi-waardes in die oplossing naby genoeg moet wees aan die beperkte hulpbron. Die tweede
stopvoorwaarde is dat die verskil tussen die minimum en die maksimum waartussen die optimale
Lagrange-vermenigvuldiger moet wees, klein genoeg moet wees. Indien ’n akkurate optimale
oplossing gevind moet word, moet die stopvoorwaardes baie streng gestel word. In hierdie studie
is die stopvoorwaarde van die hulpbron geneem as die eenheid waarin die hulpbron toegeken
word. Die stopvoorwaarde van die begrensing van die Lagrange-vermenigvuldiger is geneem as
die kleinste gemiddelde helling van al die funksies tussen hulle onder- en bogrense.
Die laaste verfyning van die algoritme word toegepas indien daar onder- of oorspandering van
die hulpbron plaasvind. In die geval van oorspandering, word die hulpbron verminder by die
funksies wat die kleinste vermindering van die doelfunksiewaarde gee. In die geval van onder-
spandering, word die hulpbron vermeerder by die funksies wat die grootste vermeerdering van
die doelfunksiewaarde gee.
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Die belangrikste verskille tussen die evalueeralgoritme en die soeklambda-algoritme is dat
• die evalueeralgoritme van die rangorde-eienskap gebruik maak en die soeklambda-algoritme
nie.


















xi waar xi = f
−1
i (λbereken)
4. Stopvoorwaarde vir begroting B
Indien Bbereken = B stop die algoritme, die optimale oplossing is gevind.
5. Opdateer λmin of λmaks
As Bbereken > B dan is λmin = λbereken
andersins λmaks = λbereken
Gaan na stap 2
6. Bereken doelfunksie z =
n∑
i=1
fi(xi) waar fi(xi) in ’n tabel opgesoek word.
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In bogenoemde weergawe van die soeklambda-algoritme is die stopvoorwaarde Bbereken = B
gebruik. Een of albei van die volgende stopvoorwaardes kan ook gebruik word
• |Bbereken −B| < εB
• |λmaks − λmin| < ελ
Indien een of albei van bogenoemde twee stopvoorwaardes gebruik word, kan dit gebeur dat
• Bbereken −B > 0,




f ′i(xi) totdat Bbereken−
B = 0, o´f
• Bbereken −B < 0,






2.8.3 Numeriese resultate met die soeklambda-algoritme
Die soeklambda-algoritme is geprogrammeer en toegepas op die vier konkawe funksies van Luss
en Gupta (2.21). Waardes vir die onderskeie fi(xi) is in tabelle in die rekenaar gestoor. Die
resultate is vergelyk met die´ van die evalueeralgoritme van Kodialam en Luss [40]. Die resultate
word in tabel 2-1 en figuur 2-4 voorgestel.
Algoritmes
Soorte funksies Evalueer Soeklambda Verbetering (%)
S-op-m 2,652 1,820 31,4
Eksponensieel 2,421 1,377 43,1
Kwadraties 2,453 1,788 27,1
Logaritmies 2,690 1,655 38,5
Tabel 2-1: Gemiddelde berekeningstyd (in ms) van die evalueer- en soeklambda-algoritmes.
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Figuur 2-4: Vergelykende resultate tussen evalueer- en soeklambda-algoritmes.
Soos uit die tabel en grafiek gesien kan word, is daar ’n aansienlike verbetering in die gemiddelde
berekeningstye van die soeklambda-algoritme as dit met die gemiddelde berekeningstye van die
evalueeralgoritme vergelyk word.
Hierdie algoritme vorm deel van die algoritmes wat vir die gemengde knapsakprobleem (hoof-
stuk 11) sowel as die algoritme wat vir die S-vormige knapsakprobleem (hoofstuk 12) ontwikkel
is.
2.9 Opsomming en gevolgtrekking
In hierdie hoofstuk is daar gekyk na die maksimering van die konkawe knapsakprobleem. Die
probleem kan benader word as die maksimering van konkawe funksies of as die minimering van
konvekse funksies.
Hierdie onderwerp is baie goed in die literatuur bestudeer en daar is eerstens gekyk na praktiese
toepassings wat in die literatuur genoem word. Aangesien baie van die literatuur na die Karush-
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Kuhn-Tuckervoorwaardes verwys, is dit in ’n aparte afdeling beskryf. Die nodige Karush-Kuhn-
Tuckervoorwaardes vir die konkawe knapsakprobleem word gestel en die voldoende voorwaardes
vir die konkawe knapsakprobleem is afgelei en bewys.
Na ’n uitgebreide literatuurstudie van die konkawe knapsakprobleem, is daar tot die gevolg-
trekking gekom dat die algoritmes wat in die literatuur genoem word, in ’n paar kategoriee¨
ingedeel kan word. Alle bekende algoritmes is dan ook in een van die kategoriee¨ ingedeel. ’n
Kort beskrywing van hierdie algoritmes is gegee.
In die literatuur is daar onderskeid gemaak tussen algoritmes wat gebruik maak van formules
om die Lagrange-vermenigvuldiger en die gepaardgaande xi-waardes te bereken, sowel as al-
goritmes wat nie gebruik maak van formules nie maar wat die Lagrange-vermenigvuldiger en
gepaardgaande xi-waardes gesoek word of deur ’n iteratiewe proses benader word. In hierdie
studie is dit ook gedoen.
Die mees effektiewe algoritme uit die groep algoritmes wat van formules gebruik maak, is die
breekpuntalgoritme. Aangesien hierdie algoritme van formules gebruik maak en slegs optimaal
is by kwadratiese knapsakprobleme, is dit nie geskik vir die doeleindes van hierdie studie nie.
Die mees effektiewe algoritme by die groep algoritmes wat van formules gebruik maak, vir al vier
soorte funksies is die verslappingsalgoritme. Aangesien hierdie algoritme van formules gebruik
maak, is dit nie geskik vir doeleindes van hierdie studie nie.
Alhoewel Bretthauer et al. [13] noem dat die evalueeralgoritme van Kodialam en Luss [40] die
beste is om te gebruik indien die Lagrange-vermenigvuldiger en gepaardgaande xi-waardes nie
m.b.v. formules bereken word nie, maar gesoek word, is daar ’n verbeterde algoritme ontwikkel
om die Lagrange-vermenigvuldiger te soek. Hierdie algoritme vorm deel van die algoritmes wat
vir die gemengde knapsakprobleem (hoofstuk 11) sowel as die algoritme wat vir die S-vormige
knapsakprobleem (hoofstuk 12) ontwikkel is.




3.2 Doel en oorsig van die hoofstuk
In hierdie hoofstuk word daar gekyk na die konvekse knapsakprobleem. Die probleem en die
ekwivalente probleem word in afdeling 3.3 gestel. In afdeling 3.4 word gekyk na praktiese toe-
passings van die konvekse knapsakprobleem soos wat dit in die literatuur voorkom. Enkele
gedagtes oor die kompleksiteit van die konvekse knapsakprobleem word in afdeling 3.5 toegelig.
Die sleutelstelling vir die konvekse knapsakprobleem word in afdeling 3.6 gestel en bewys. Die
daaropvolgende afdeling beskryf die enkele gepubliseerde oplossingsbenaderings vir die konvekse
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knapsakprobleem. Die hoofstuk word afgesluit met ’n opsomming en gevolgtrekking in 3.8.
3.3 Probleemomskrywing









en ai ≤ xi ≤ bi
i = 1, 2, ..., n
(3.1)
maar in hierdie geval is alle fi(xi) niedalend en konveks.










en ai ≤ xi ≤ bi
i = 1, 2, ..., n
(3.2)
waar alle fi(xi) niedalend maar konkaaf is.
3.4 Praktiese toepassings
Die konvekse knapsakprobleem kry baie minder aandag in die literatuur as die konkawe knapsak-
probleem en die klem is dikwels op probleme met ’n doelfunksie wat nieskeibaar en kwadraties
is, of op die kompleksiteit om die plaaslik minimum te verkry. Dit word meestal bespreek as
die minimering van konkawe funksies (3.2). In die praktyk kom die konvekse knapsakprobleem
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voor by die minimering van koste onderhewig aan skaalvoordele. Die belangrikste toepassings
word hieronder gegee.
• Produksiebeplanning
Erenguc [23] beskrywe die probleem om die grootte van ’n produksielopie te bepaal in ’n
vervaardigingsproses met meer as een produk. Bo en behalwe aparte opsetkoste vir elke
produk wat bestel is, word daar ook ’n gesamentlike opsetkoste aangegaan. Die som van
alle opsetkoste (wat konkawe funksies is) moet geminimeer word. Konno [41] beskrywe ’n
effens ander probleem in produksiebeplanning. Grondstowwe word verwerk by ’n aantal
opeenvolgende punte. By sommige punte word die produk tydelik gestoor. Die vraag na
die finale produkte is vooraf bekend. Die som van die onderskeie verwerkingskostes by
verskillende punte, stoorkostes en koste a.g.v. ’n agterstand in die bestelling (wat almal
konkaaf is) moet geminimeer word.
• Kapasiteitsuitbreiding
Langtermyn ontwikkeling van bestuursinligtingstelsels saam met die verskynsel van ver-
spreide verwerking en stelsels wat tussen organisasies gedeel word, plaas toenemende eise
op netwerkinfrastuktuur. Probleme kom voor wanneer ’n reeds bestaande netwerk (reke-
naar en/of kommunikasie) uitgebrei moet word om voorsiening te maak vir ekstra ge-
bruikers sonder om die kwaliteit van dienslewering aan huidige gebruikers in te boet. Die
koste (wat konkaaf is) om die kapasiteit uit te brei, moet geminimeer word ([85], [97]).
• Ingenieursontwerp
McCormick [58] bespreek ’n verskeidenheid van optimeringsteoriee¨, algoritmes en be-
rekeninge wat in ingenieursontwerp gebruik word. Voorbeelde wat genoem word sluit
die volgende ontwerpe in: ’n sikliese wringstaaf, reservoirs en vertikale geriffelde dwars-
afskortings.
• Netwerkvloeiprobleme
Netwerkvloeiprobleme kom in ’n verskeidenheid van toepassings voor o.a. produksie-
en voorraadbeplanning, vervoer- en kommunikasienetwerkontwerp. Die probleem word
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voorgestel as ’n gerigte netwerk waarvan die koste van die boe¨ tussen die nodes konkaaf
is. Die som van die konkawe kostefunksies moet geminimeer word. Hierdie probleem word
as NP-moeilik geklassifiseer ([27], [28]).
• Draadlose kommunikasienetwerke
Die probleem het ontstaan a.g.v. die geweldige groei in die aantal gebruikers in kom-
munikasienetwerke en verhoogde aanvraag van verskeie dienste waar hulpbronne skaars
is. Daar is drie tipes nutsfunksies nl. konkaaf (vir tradisionele datadienste op die Inter-
net), S-vormig (heelwat draadlose en intydse dienste op die Internet) en konveks (sekere
draadlose dienste). Hierdie nutsfunksies moet gemaksimeer word om die kwaliteit van
dienslewering aan die gebruiker te optimeer. Voorbeelde van nutsfunksies sluit in die
sein-tot-steuring-en-ruis-verhouding (“SINR”) en die waarskynlikheid vir die suksesvolle
versending van pakkies inligting oor die kommunikasienetwerk [57].
3.5 Kompleksiteit
Kompleksiteit is die studieveld wat hom daarop toespits om berekeningsprobleme te klassi-
fiseer volgens hulle moeilikheidsgraad. Dit word veral toegepas in kombinatoriese optimerings-
probleme [63]. Daar is twee kriteria wat gebruik kan word om die kompleksiteit van ’n probleem
te definieer, naamlik die tyd wat dit neem om ’n oplossing te bereken en die geheuespasie wat
benodig word, waarvan die tyd die mees algemene klassifikasiekriterium is. Die tyd of geheue-
spasie is afhanklik van die toevoer van die probleem wat die grootte van die probleem beskryf.
In ons geval word die aantal funksies n van ’n probleemvoorkoms geneem as die toevoer van die
probleem.
P-probleme kan in polinomiese tyd opgelos word. ’n Probleem wat aan die NP (“Non-deterministic
Polynomial”)-klas behoort, kan nie in polinomiese tyd opgelos word nie, maar ’n voorgestelde
oplossing kan in polinomiese tyd geverifieer word [39]. Indien ’n probleem as NP-volledig geklas-
sifiseer word, het dit die volgende twee eienskappe: dit behoort aan die klas NP en die probleem
is nie makliker om op te los as enige van die ander probleme in die klas NP. Indien ’n probleem
slegs aan die tweede eienskap voldoen, word dit as NP-moeilik geklassifiseer.
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Die klassieke 0–1 knapsakprobleem sowel as die MKP (“Multiple Knapsack Problem”) word
geklassifiseer as NP-moeilik ([76],[68]). Volgens More´ en Vavasis [61] is die vind van ’n globale
minimum vir die konkawe knapsakprobleem (3.2) NP-moeilik, selfs vir die geval van die konkawe
kwadratiese knapsakprobleem. Sien ook hiervoor [64] en [73].
3.6 Sterker nodige voorwaardes
3.6.1 Notasie
In hoofstuk 1 is die Karush-Kuhn-Tucker nodige voorwaardes vir die algemene knapsakprobleem
afgelei en deur die gebruik van indeksversamelings vereenvoudig. Dit word in die volgende af-
deling gewys as stelling 6 vir gebruik as aanloop tot die sleutelstelling. In hierdie afdeling word
die notasie gegee.
Definieer die indeksversamelings
I = {i|x∗i = ai},
J = {j|x∗j = bj} en
K = {k|x∗k ∈ (ak, bk)}
vir gebruik in die stellings wat volg.
Die versameling J bevat die indekse van die funksies wat ten volle befonds word terwyl die
funksies met indekse in I op hulle verpligte ondergrense befonds word. Hierdie selfde notasie
word gebruik vir (1.2) waar alle ai = 0 en lei tot die gebruik van die term aktiewe veranderlike
∀xj ∈ J , terwyl J ook die basis genoem word. Dit stem ooreen met lineeˆre programmering
se basiese veranderlikes. In algoritmes wat kom, word dan ook gepraat van veranderlikes of
funksies wat die basis verlaat of onaktief word en veranderlikes wat in die basis inkom en aktief
word. As gevolg van die een tot een verhouding tussen veranderlikes en funksies, word hierdie
terme uitruilbaar gebruik.
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3.6.2 Die sleutelstelling
Stelling 6 (Karush-Kuhn-Tucker nodige voorwaardes: alle gevalle). Laat x = x∗ ’n optimale









en ai ≤ xi ≤ bi
i = 1, 2, ..., n
(3.3)
waar alle fi(xi) niedalend is. Dan bestaan daar ’n λ ≥ 0 waarvoor geld dat
f ′i(x
∗
i ) ≤ λ, ∀i ∈ I,
f ′j(x
∗
j ) ≥ λ, ∀j ∈ J en
f ′k(x
∗
k) = λ, ∀k ∈ K.
(3.4)
In die geval van die konvekse knapsakprobleem is die Karush-Kuhn-Tucker-voorwaardes slegs
nodig maar nie voldoende nie, anders as in die geval van die konkawe knapsakprobleem. Die
nodige voorwaardes vir die konvekse knapsakprobleem kan egter versterk word. Hierdie sterker
nodige voorwaardes word in stelling 7 gegee en bewys.
Stelling 7 (Sleutelstelling: konvekse knapsakprobleem). Laat x = x∗ ’n optimale uitvoerbare









en ai ≤ xi ≤ bi
i = 1, 2, ..., n
(3.5)
waar die funksies fi(xi), i = 1, 2, ..., n, kontinu, niedalend en konveks is en geen twee lineeˆr is
met dieselfde helling nie.






i ) ≤ λ, ∀i ∈ I en
f ′j(x
∗
j ) ≥ λ, ∀j ∈ J .
(3.6)
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Bewys
Veronderstel die stelling is nie waar nie, dan bevat K minstens twee elemente waaronder u en
v. Omdat x∗u ∈ (au, bu) en x∗v ∈ (av, bv) bestaan daar ’n d > 0 sodat au ≤ x∗u − d < x∗u + d ≤ bu




u)− fu(x∗u − d)
V = fv(x
∗
v + d)− fv(x∗v).
Omdat f ′u(x∗u) = f ′v(x∗v) = λ kan die helling, λ, gebruik word om U en V as relasies van λd
te skryf. Let op dat die reguitlyn ook konveks is en die enigste geval wat nie streng konveks is nie.
Uit fu en fv se konveksiteit volg dat U ≤ λd en λd ≤ V .
As fu nielineeˆr is, is U < λd ≤ V sodat V − U > 0.
As fv nielineeˆr is, is V > λd ≥ U sodat V − U > 0.
As fu en fv al twee nielineeˆr is, is U < λd en V > λd sodat V − U > 0.
Slegs as fu en fv beide lineeˆr is (en dieselfde helling het), is U = λd en V = λd sodat V −U > 0




i ; i = 1, · · · , n; i 6= u, v
x′u = x∗u − d,
























i ) −[fu(x∗u)− fu(x∗u − d)] + [fv(x∗v + d)− fv(x∗v)]
= z(x∗) +V − U
> z(x∗) omdat V > U
(3.7)
sodat x∗ nie optimaal is nie. ’n Teenstrydigheid is gevind. Die aanname is ongeldig en die
stelling geld. 
Hierdie sterker nodige voorwaardes word in More´ en Vavasis [61] genoem maar nie bewys nie.
Venter en Wolvaardt [84] gee dit as ’n stelling met ’n bewys. Die bewys hierbo is nuut en
beter as die vorige een omdat dit nie op ander wiskundige resultate gebaseer is nie maar net
die konveksiteit van die fi(xi) gebruik. Dit is gevolglik nader aan eerste beginsels.
Die sleutelstelling seˆ dat by optimaliteit net een van die funksies ’n toekenning kry wat tussen sy
onder- en bogrens leˆ en dat die res van die funksies in twee groepe uitval waarvan die eerste groep
glad geen fondse kry nie en die tweede groep vol befonds word. Alle algoritmes is noodwendig
hierop gebaseer. Enige oplossing wat nie hieraan voldoen nie, kan nie optimaal wees nie en
kan dus ge¨ıgnoreer word. Dis slegs nodig om oplossings met hierdie eienskap te ondersoek. In
hierdie opsig kom die´ stelling ooreen met die sleutelstelling in lineeˆre programmering en verdien
dieselfde naam.
3.7 Literatuurstudie
Daar is verskeie oplossingsbenaderings vir die konvekse knapsakprobleem. Die belangrikste algo-
ritmes word grafies opgesom in figuur 3-1. Die verwysings na die literatuur word in chronologiese
volgorde van bo na onder aangedui. Die outeur(s) wat eerste genoem word is normaalweg die
outeur(s) wat die algoritme die eerste keer stel. Die ander outeur(s) wat gelys word verfyn en
















Figuur 3-1: Algoritmes vir die konvekse knapsakprobleem.
3.7.1 Differensiasie
Koopman het reeds so vroeg as 1953 ’n hulpbrontoekenningsprobleem gebruik om die optimale
toewysing aan soekpogings te beskryf [42]. In hierdie geval is die soekpogings slegs tussen twee
opsies verdeel. Indien fi(xi) die suksesfunksie is van opsie i en xi die hoeveelheid wat aan opsie
i toegeken word, moet die totale sukses f1(x1) + f2(x2) gemaksimeer word onderhewig aan die
vereistes dat x1 +x2 = c (die totale poging c wat beskikbaar is) en x1 ≥ 0 en x2 ≥ 0. Aangesien
daar slegs twee opsies is en x1+x2 = c, kan die doelfunksie ook geskryf word as f1(x)+f2(c−x).
Koopman beskryf die analitiese oplossings van verskeie suksesfunksies waaronder die konvekse
suksesfunksie f(x) = axk met k > 1. Hy kom tot die gevolgtrekking dat die optimale oplossing
van die probleem by ’n ekstreme punt voorkom wat klop met die algemene resultate van Luen-
berger [50] dat ’n konvekse funksie gedefinieer op ’n konvekse versameling sy maksimum by ’n
ekstreme punt bereik.
Hierdie probleem is baie klein (slegs twee funksies) en die oplossingsmetode van differensiasie
is suksesvol vir so’n klein probleem. Dit kan egter nie toegepas word op groter probleme nie en
dus nie geskik vir hierdie studie nie.
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3.7.2 0–1 Benadering
Die konvekse knapsakprobleem kan benader word deur ’n bineˆre knapsakprobleem. In hierdie
geval beteken ’n 0 dat hulpbronne slegs tot by die ondergrens toegeken word en ’n 1 dat hulp-
bronne tot by die bogrens toegeken word.
Die Horowitz-Sahni algoritme soos wat dit in Martello en Toth [53] beskryf word, kan gewysig
word om die konvekse knapsakprobleem op te los.
’n Belangrike kenmerk van die algoritme is dat die opbrengs, pi, per gewig, wi, van die funksies in






≥ · · · ≥ pn
wn
.
By die konvekse knapsakprobleem word die opbrengs pi van elke funksie geneem as fi(bi)−fi(ai),
die verskil tussen die opbrengs by die bogrens en die opbrengs by die ondergrens. Die gewig wi
van elke funksie word geneem as bi − ai, die verskil tussen die bogrens en die ondergrens.
In die Horowitz-Sahni algoritme, soos wat dit in Martello en Toth [53] beskryf word, word slegs
heeltallige oplossings as geldige oplossings beskou. Indien dit toegepas sou word in die konvekse
knapsakprobleem sou dit beteken dat hulpbronne slegs aan funksies o´f by hulle ondergrens (0)
o`f by hulle bogrens (1) toegeken word. In die geval van die konvekse knapsakprobleem kan
dit voorkom dat daar (hoogstens) een funksie is waaraan hulpbronne toegeken word tussen die
ondergrens en die bogrens. Die Horowitz-Sahni algoritme kan hiervoor aangepas word. Na die
laaste moontlike voorwaartse skuif, word die oorblywende deel van die hulpbron toegeken aan
’n funksie wat nog geen hulpbronne tot by sy bogrens ontvang het nie. Die funksie wat die
beste opbrengs gee vir die oorblywende deel van die hulpbron word hier gekies.
Die algoritme van Horowitz en Sahni is aangepas volgens die bogenoemde riglyne, geprogram-
meer en numeries gee¨valueer. Die optimale oplossing is telkens deur die iteratiewe proses verkry
maar dit het baie lank geneem. Die gemiddelde berekeningstyd was heelwat meer as die gemid-
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delde berekeningstyd van dinamiese programmering. Slegs probleme met tot 20 funksies kon as
gevolg hiervan hanteer word. Hierdie aangepaste algoritme is dus nie geskik vir hierdie studie
nie.
3.7.3 Dinamiese programmering
Omdat (3.1) en die ekwivalente probleem (3.2) skeibaar is, kan dinamiese programmering hierop
toegepas word. ’n Optimale oplossing kan dus met dinamiese programmering gevind word vir
enigeen en elkeen van die knapsakprobleme wat uit (1.1) gespesialiseer kan word. Dı´e metode
is na ons beste wete tans die beste metode om ’n eksakte oplossing vir hierdie probleme te kry
en is in hierdie werk ingespan om toetsprobleme se optimale oplossing te vind. Dit is ook die
metode waarop die kompleksiteit van die probleme gebaseer is.
3.7.4 Rangordealgoritme
More´ en Vavasis [61] beweer dat voor hulle publikasie die “streng konkawe geval nie aandag
gekry het nie”. Hulle takel die´ probleem deur by streng plaaslike minimeerders te begin. Hulle
doelwit is om die kompleksiteit van die´ probleem te verlaag en hulle slaag ook daarin. Hulle
CKP (Eng.: Concave Knapsack Problem) algoritme verkry die lokale minimum van ’n probleem
in polinomiesbegrensde tyd met goeie grense vir die geval waar die funksies fi(xi) kwadraties
is.
Die CKP-algoritme vir die plaaslike minimum van (3.2) is gebaseer op ’n karakterisering van die
plaaslike minimum wat hulle met uitvoerbare rigtings aflei. Nogtans gebruik hulle by implikasie
die resultate soos geformuleer as stelling 6 en stelling 7. Die plaaslike minimum plaas ’n bogrens
op die algehele minimum en dikwels word die algehele minimum bereik.
Gewysigde CKP-algoritme
Stap 0:
Stel I ← {1, 2 · · · , n}, J ← {} en H = B, waar H die hoeveelheid van die hulpbron is wat nog
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toegeken moet word.
Orden die indekse sodanig dat f ′1(b) ≥ f ′2(b) ≥ · · · ≥ f ′n(b).
Werk versameling J by deur die volgende stappe te volg totdat daar aan die stopvoorwaarde
voldoen word.
Stap 1:






bj + ai en laat K = {k|k /∈ J : rk < bk}.
Stap 2:
Stop die algoritme indien K 6= {} en w < f ′j(bj), j ∈ J waar w = max{f ′k(rk) : k ∈ K}.
Stap 3:
Werk J by deur J+ ← J ∪ {k} waar f ′k(bk) die grootste element is van V = {f ′i(bi) : i /∈ J, ri ≥
bi}.
Die algoritme is toegepas op verskeie toetsprobleme. By eenvoudige probleme waar die fi
nie sny nie word optimale oplossings gevind (soos die kwadratiese toetsprobleme van hulle ar-
tikel). Wanneer meer komplekse probleme gebruik word soos gegenereer deur die toetsprobleem-
opwekker, wat in hoofstuk 5 ontwikkel word, word die optimale oplossing selde gevind. Die
CKP-algoritme werk suksesvol net op ’n beperkte klas probleme en is dus nie geskik vir hierdie
studie nie.
3.7.5 Lineeˆre benadering
Bretthauer et al. ([8], [13]) beskryf ’n metode om die heeltallige konvekse knapsakprobleem
(3.2) op te los. Hulle beweer dat hierdie probleem baie moeiliker is om op te los aangesien
die lokale minimum nie noodwendig die globale minimum is nie. By elke node word ’n kon-
vekse kontinue onderbenaderingsubprobleem opgelos om die heeltallige niekonvekse probleem
van onder te begrens. Die konvekse omhullende van ’n konkawe funksie is die grootste moontlike
konvekse funksie wat ’n konkawe funksie onderbenader.
Definisie: (Die konvekse omhullende)
Laat M ⊂ Rn konveks en kompak wees, en laat f : M → R semikontinu wees op M . Die funksie
Ψ : M → R word die konvekse omhullende van f op M genoem as dit aan die volgende voldoen:
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1. Ψ(x) is konveks oor M .
2. Ψ(x) ≤ f(x) vir alle x ∈M .
3. Daar is nie ’n funksie h : M → R wat punte (1) en (2) bevredig en Ψ(x) < h(x) vir ’n
punt x ∈M nie.
Die ekwivalente konkawe omhullende van ’n konvekse funksie is die kleinste moontlike konkawe
funksie wat die konvekse funksie oorbenader. Die konkawe omhullende is veral aantreklik as ’n
oorbenaderingsfunksie vir die skeibare konvekse funksies aangesien dit noodwendig lineeˆr is.
In hierdie studie is die lineeˆre oorbenaderingsfunksies hi(xi) = mixi + ci se helling mi gekies as




en ci = 0.
Alhoewel Bretthauer et al. ([8], [13]) die beginsel van die konkawe omhullende funksie voorstel,
gebruik hulle dit in hulle vertak-en-begrens metode vir die heeltallige probleem. Dit is dus nie
van toepassing vir hierdie studie nie.
3.7.6 Grootsteverskilalgoritme
Die grootsteverskilalgoritme ([83],[84]) is gebaseer op sterker nodige voorwaardes soos in stelling
8 weergegee. Die onderliggende gedagte is dat ’n gegewe oplossing verbeter kan word deur die
veranderlikes wat nie in die basis is nie te oorweeg om in die basis in te gaan, die beste een te kies
en die proses voort te sit totdat daar nie meer een buite die basis is wat die doelfunksiewaarde
kan verbeter deur basies te word nie. Die proses is ingewikkelder as in die simpleksmetode
(wat die voorbeeld is vir die benadering en die notasie) omdat die insit in die basis nie beteken
dat een veranderlike deur ’n ander veranderlike vervang word nie. Dit kan ’n hele versameling
veranderlikes wees wat moet uit en dan moet daar nog rekening gehou word met die enkele
veranderlike wat (moontlik) nie op sy onder- of bogrens leˆ nie. Hy is ook ’n kandidaat om
die basis in te gaan en ten volle befonds te word. Omdat die implementering van ’n idee soos
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hierdie beteken dat daar met die waardes van die veranderlikes gewerk word, word bostaande
as ’n sterker nodige voorwaarde in stelling 8 gestel.
Vir die doeleindes van hierdie studie is die grootsteverskilalgoritme van Venter en Wolvaardt
aangepas om die konvekse knapsakprobleem te maksimeer.
Stelling 8 (Sterker nodige voorwaardes: konvekse knapsakprobleem). Beskou probleem (3.1),
waar alle funksies fi(xi) niedalend en konveks is. Laat x, met sy gepaardgaande {I, J, {k}}, ’n
uitvoerbare oplossing wees wat aan die nodige voorwaardes van Stelling 7 voldoen. Kies vir elke
p ∈ I + {k} ’n Qp ⊂ J en rp ∈ J, rp /∈ Qp sodanig dat
∑
q∈Qp











(bq − aq) + bj − (bp − ap) + (xk − ak) en aj ≤ xj ≤ bj.
Sterker nodige voorwaardes vir ’n uitvoerbare oplossing x* om optimaal te wees, is dan dat∑
q∈Qp
(fq(bq)− fq(aq)) + frp(brp)− frp(xrp) ≥ (fp(bp)− fp(ap))− (fk(xk)− fk(ak)) (3.10)
vir alle p ∈ I + {k}.
Voordat die grootsteverskilalgoritme toegepas word, word daar eerstens ’n gulsige beginoplossing
verkry. Dit word volgens ’n heuristiese metode gedoen. J se elemente word ingepak volgens die
beginsel van die grootste doelfunksiewaarde per eenheid van die hulpbron en die laaste bietjie
word toegeken aan die funksie wat die beste opbrengs vir hierdie bietjie hulpbron gee. Die
grootsteverskilalgoritme kyk dan of daar vanaf hierdie beginoplossing na ’n ander oplossing be-
weeg kan word wat ’n verbetering van die doelfunksiewaarde teweeg bring. Die sterker nodige
voorwaardes soos genoem in stelling 8 word hiervoor gebruik.
Algoritme 1 (Beginoplossing)
1. Inisialiseer.
Stel I = {1, 2, · · · , n}, J = {} en H = B −∑i∈I ai. Die indeksversamelings dui die
veranderlikes wat by hulle onder- of bogrense is aan: xi = ai vir i ∈ I, xi = bi vir i ∈ J .
Verder is H die hoeveelheid van die hulpbron wat nog toegeken moet word.
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2. Ken die hulpbron toe.
Kies j sodanig dat
fj(bj)− fj(aj)
bj − aj = maxi∈I
fi(bi)− fi(ai)
bi − ai
en stel J ← J + {j}, I ← I − {j} en H ← H − (bj − aj). Herhaal solank die hulpbron
genoeg is, dit wil seˆ totdat ’n j gevind is waarvoor bj − aj > H.
3. Kies k waarvoor xk ∈ (ak, bk).
Stel F = {i|bi − ai > H, i ∈ I} en G = {i|bi − ai ≤ H, i ∈ I}. Kies f en g sodanig dat








bg − ag = maxi∈G
fi(bi)− fi(ai)
bi − ai .
Indien
fg(bg)− fg(ag)
bg − ag ≥
ff (af +H)− ff (af )
H
stel dan I ← I−{g}, J ← J+{g} en H ← H−(bg−ag), andersins stel I ← I−{f}, k = f
en H = 0.
Herhaal totdat H = 0.
Algoritme 2 (Grootsteverskilalgoritme (GVA))
1. Toets.
Deur ’n volledige soekproses met behulp van ’n boomstruktuur, kies vir elke p ∈ I + {k}
’n Qp ⊂ J en rp ∈ J, rp /∈ Qp en sodanig dat (3.9) geld. Stel
Vi = (fi(bi)− fi(ai))−
∑
q∈Qp
(fq(bq)− fq(aq))− (fri(bri)− fri(xri))− (fk(xk)− fk(ak))
vir alle i ∈ I ∪ {k}. Kies p sodanig dat Vp = max
i∈I∪{k}
Vi.
Indien die voorwaarde (3.10) geld, dan is die oplossing bereik - stop die algoritme.
Indien (3.10) nie geld nie, gaan na stap 2 vir omruiling.
2. Omruiling van veranderlikes.
(a) Indien J = {} stel dan I ← I + {k} − {p} en k = p.
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(b) Indien I = {} stel dan J ← J + {k} − {r} en k = r.
(c) Indien I 6= {} en J 6= {} stel dan J ← J + {p} − {r} −Q, I ← I + {k} − {p}+Q en
k = r.
Herhaal stappe 1 en 2 totdat die proses konvergeer.
Alhoewel Venter en Wolvaardt [84] telkens die optimale oplossing gekry het vir die toetsprobleme
in hulle artikel, is daar vir meer komplekse probleme wat opgestel is met die toetsprobleem-
opwekker (wat in hoofstuk 5 ontwikkel word) gevind dat dit nie altyd die optimale oplossing kry
nie. Die algoritme is wel toepaslik vir hierdie studie maar sal aangepas moet word om dit meer
akkuraat te maak. Dit word gedoen in hoofstukke 6 (vir die probleem met vaste intervallengtes)
en 8 (vir die probleem met wisselende intervallengtes).
3.7.7 Ongepubliseerde werk
Alhoewel ons bewus is van die proefskrif van SE Visagie [86] het ons om bepaalde redes nie
hierdie werk geraadpleeg nie.
3.8 Opsomming en gevolgtrekking
In hierdie hoofstuk is daar gekyk na die konvekse knapsakprobleem. Die probleem is gestel as
die maksimering van konvekse funksies (3.1) of as die minimering van konkawe funksies (3.2).
Sterker nodige voorwaardes vir die konvekse knapsakprobleem word as die sleutelstelling 7 ge-
stel en bewys. Baie min literatuur is vir hierdie probleem beskikbaar. Praktiese toepassings
kom hoofsaaklik voor in die minimering van konkawe koste; konkaaf a.g.v. skaalvoordele. Die
algoritmes wat in die literatuur voorkom, is genoem en hulle numeriese toepaslikheid is bespreek.
Van die vyf algoritmes wat geprogrammeer is, gee die dinamiese programmeringsalgoritme sowel
as die bineˆre benaderingsalgoritme van Horowitz en Sahni eksakte optimale resultate wat deur
’n iteratiewe manier verkry is. Beide hierdie algoritmes is egter baie oneffektief wat gemiddelde
berekeningstyd aanbetref indien die aantal funksies (die probleem se toevoer) toeneem. In die
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praktyk is hulle dus nie goed aanwendbaar nie aangesien daar veronderstel kan word dat daar
in enige probleem meer as tien funksies betrokke gaan wees. Dinamiese programmering is in
hierdie studie gebruik om die eksakte oplossing van die toetsprobleme te vind waarteen die
akkuraatheid van die ander algoritmes bepaal kan word.
Die gewysigde rangordealgoritme van More´ en Vavasis en die lineeˆre benaderingsalgoritme is
heuristies van aard en het in hierdie studie nie 100% akkuraatheid behaal nie. Die akkuraatheid
van die lineeˆre benadering is heelwat beter as die´ van die gewysigde rangordealgoritme.
Die grootsteverskilalgoritme is ook heuristies van aard en maak gebruik van sterker nodige voor-
waardes. In meer komplekse probleme wat ewekansig gegenereer is m.b.v. die toetsprobleem-
opwekker van hoofstuk 5, het die grootsteverskilalgoritme nie 100% akkuraatheid gehad nie,
maar die akkuraatheid was beter as die´ van die CKP-algoritme van More´ en Vavasis.






4.2 Doel en oorsig van die hoofstuk
Heuristiese algoritmes word numeries gee¨valueer ten opsigte van akkuraatheid en spoed. Dit
gebeur dikwels dat ’n algoritme vir ’n sekere klas toetsprobleme altyd die optimale oplossing
vind terwyl die algoritme hoegenaamd nie optimaal is nie en platval as dit op meer algemene
probleme of probleme van ’n spesifieke ander klas toegepas word. Dit het by hierdie probleem
(konveks) voorgekom met toetsprobleme wat More´ en Vavasis [61] gebruik het asook met die
GVA. Om op ’n enkele toetsprobleem of klas van toetsprobleme te fokus kan die navorser dus
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mislei. Die vermoe¨ om ’n verskeidenheid van probleme te genereer is gevolglik ’n bate vir die
navorser en in die geval van die konvekse knapsakprobleem beteken dit dat die navorser beheer
moet heˆ oor die mate van kromming van ’n konvekse funksie wat in die som van funksies inge-
sluit word. Die navorser moet dus in staat wees om die hoeveelheid waarmee die funksie moet
wegbuig vanaf die reguitlyn te spesifiseer en daaruit die funksie af te lei.
Daar is dus twee uitdagings: om die konveksiteit te meet, en om vanaf hierdie meting die funksie
op te wek.
In hierdie hoofstuk word so ’n maatstaf, K, ontwikkel en gebruik op die vier konvekse ekwiva-
lente (5.2) van die veelgebruikte vier konkawe funksies van Luss en Gupta met die doel om een of
meer te vind waarvan die parameters wat die funksie bepaal in terme van K uitgedruk kan word.
’n Kort literatuurstudie en die afleiding van ’n nuwe maatstaf van konveksiteit word in 4.3
gegee. In 4.4 word die vier kandidaatfunksies gee¨valueer deur gebruik te maak van die eerste
uitdrukking van die nuwe maatstaf van konveksiteit, K. ’n Ander maatstaf van konveksiteit,
Kappa, uitgedruk as ’n verhouding van oppervlaktes, word in die daaropvolgende afdeling
afgelei en die kwadratiese funksie word gee¨valueer deur van hierdie maatstaf gebruik te maak.
Die hoofstuk word afgesluit met ’n opsomming en gevolgtrekking in 4.6.
’n Tweede afleiding van die eerste maatstaf, K2, kan in bylae A gevind word, maar in ’n ander
vorm. Die funksies word ook in bylae A met behulp van die tweede vorm van die maatstaf van
konveksiteit gee¨valueer. Die resultate is dieselfde.
4.3 Maatstawwe van konveksiteit
4.3.1 Literatuurstudie
Maatstawwe van konveksiteit word reeds in 1825 in Engeland genoem. In sy An Encyclopaedia
of Agriculture bespreek Loudon [49] die graad van konveksiteit van die profiel van ’n (grond)pad.
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Hy noem verskeie outeurs wat definisies en riglyne vir die mate van konveksiteit gee. Een van
hulle is Marshal met die definisie van “elevation of the crown or middle of the road above the
base line” as hoogte oor breedte. Hulle definieer dit as AB
OZ
met die lyne ge¨ıllustreer in figuur
4-1. (Waar ’n streep bo-oor ’n lyn (AB) voorkom, dui dit die lengte van die lyn aan, lees dus
AB as die lengte van die lyn AB.) Chambers en Chambers [17] se maatstaf vir die konveksiteit
van die aarde as die “departure from a true level” sluit hierby aan.
A
BO Z
Figuur 4-1: Deursnit van ’n pad. Die konveksiteit is AB
OZ
.
Verwant hieraan is die geval van niekonvekse versamelings waarvoor daar tog ’n maatstaf van
konveksiteit bereken word. Rosin en Mumford [71] verwys na die “most common” hiervan as
een wat die oppervlakte van die tweedimensionele niekonvekse versameling deel deur die op-
pervlakte van die kleinste omsluitende konvekse versameling. (Z˘unic´ en Rosin [96] verwys ook
hierna.) Rosin en Mumford se toepassing is op melanome wat moontlik kankeragtig kan wees.
(As die oppervlak baie oneweredig is, is die “konveksiteit” klein en die kans op kanker groter.)
Ons neem hiervan net die idee dat ’n konveksiteitsmaatstaf vir funksies geskaleer moet wees om
’n maksimum waarde van 1 te heˆ.
Daar is heelwat gepubliseer oor maatstawwe van konveksiteit van niekonvekse versamelings
maar niks kon oor die konveksiteit van konvekse funksies gevind word nie sodat dit nodig was
om self ’n sinvolle maatstaf te ontwikkel.
4.3.2 Algebra¨ıese ontwikkeling van nuwe maatstaf van konveksiteit
Aanvanklik is ’n maatstaf soortgelyk aan Chambers en Chambers s’n gedefineer, naamlik AB
OZ
waar AB die langste lyn vanaf die funksie loodreg op die reguitlyn OZ in figuur 4-2 is. Die
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funksie y = hx in die figuur gaan deur f(x) se begin- en eindpunte en daar word daarna verwys
as die gemiddeldehellinglyn (GHlyn). Die punt A = (x1; y1) op f(x) is gekies om AB die langste
loodregte lyn tussen f(x) en hx te maak en dit word die verpunt genoem. Punt B = (x2; y2)
leˆ op hx en is die punt waar die lyn deur die verpunt A en loodreg op hx vir hx sny. Hy heet
die snypunt. Om AB se lengte te kry, moet die verpunt en die snypunt vir elk van die funksies
bereken word.

















Figuur 4-2: Maatstaf vir konveksiteit.





gedeel word. Dit vereenvoudig na K = AB
VW
.
Vir K = AB
VW
se berekening moet die lengtes van die twee betrokke lyne bereken word. Die
afstand tussen A en B is
√
(x1 − x2)2 + (y1 − y2)2 en die punte (x1; y1) en (x2; y2) moet bereken
word vir elke funksie wat ondersoek word. VW se lengte kan egter in terme van b en f(b)






b2 + f(b)2) maar ook gelyk aan 12bf(b) waaruit die lengte van VW
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gevind kan word, synde bf(b)√
b2+f(b)2











4.4 Evaluering van funksies
Die konvekse ekwivalente (5.2) van Luss en Gupta se vier konkawe funksies is almal kandidate
om gee¨valueer te word. Die afleiding van K vir die kwadratiese funksie word gewys omdat die´ ’n
baie gewilde funksie in die literatuur is. Sy K-waarde is egter swak. Die s-op-m-funksie s’n word
ook gegee omdat hy die maksimum konveksiteit kan bereik en wenslike berekeningseienskappe
besit terwyl vir die ander twee, die logaritmiese en eksponensie¨le funksies, slegs die resultate
van die stappe gewys word.
4.4.1 Kwadratiese funksie
Die verpunt A
Die vier funksies gebruik almal s en m as parameters. Die kwadratiese funksie wat deur die
oorsprong gaan, word geskryf as
f(x) = sx+mx2 0 ≤ x ≤ b (4.2)
met
f ′(x) = s+ 2mx.
Die funksie is gedefinieer in die interval [0;b] en h = f(b)/b is dus bekend. Die oplossings en
uitdrukkings word in terme van h (en f(x) se parameters s en m) geskryf.
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By die punt (x1; y1) waar die afstand vanaf f(x) na, en loodreg op, die GHlyn die grootste is
(punt A in figuur 4-2), is die helling van f(x) dieselfde as die´ van die GHlyn. Dit wil seˆ






(As s en h hierin vervang word, is x1 = b/2 waaruit reeds blyk dat die kwadratiese funksie nie
’n K-waarde van 1 kan bereik nie.)












2m(hs− s2) +m(h− s)2
4m2
=









Die reguitlyn deur A loodreg op die GHlyn























h3 − hs2 + 2h− 2s
4hm
(4.7)
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Die snypunt B
In die snypunt B = (x2; y2) van die GHlyn (y = hx) en die loodregte lyn op die GHlyn



































h(h3 − hs2 + 2h− 2s)
4m(h2 + 1)
. (4.11)
Die lengte van lyn AB
Die afstand tussen die punte A = (x1; y1) en B = (x2; y2) word eers bereken deur x1, y1, x2 en
y2 uit (4.4), (4.5), (4.10) en (4.11) in
√
(x1 − x2)2 + (y1 − y2)2 (4.12)
in te stel en te vereenvoudig.
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√

















































































Die maatstaf van konveksiteit word gegee deur
K =
√
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Die maksimum van K
Die vraag is wat die grootste waarde van K is wat ’n konvekse kwadratiese funksie f(x) =
sx + mx2 kan bereik. Skryf hiervoor K in terme van sy parameters, want dis hulle keuse wat
die funksie bepaal. Neem in ag dat f(x) konveks is vir elke paar s en m mits s ≥ 0 en m > 0.












onafhanklik van m (en b) se waarde. Omdat die definisie van konveksiteit ’n genormaliseerde
waarde is, is K se waarde bloot aan die x2 toe te skryf; sy koe¨ffisie¨nt m speel geen rol nie en
die lineeˆre term kan die konveksiteit net verlaag.
Die berekening van s en m





Die toetsfunksies word juis bereken op grond van gegewe K en (b; f(b))-waardes en met m









In die geval van die s-op-m funksie wat deur die oorsprong gaan, is
f(x) = sxm−x 0 ≤ x ≤ b (4.19)





met s > 0, m > b.





By die verpunt A = (x1; y1) is die afgeleide van die funksie gelyk aan die helling van die GHlyn,
d.i. f ′(x1) = h. Vir die s-op-m funksie is dit
ms







en deur dit in (4.19) te vervang, dat





Die reguitlyn deur A loodreg op die GHlyn




x1 + d (4.23)
waaruit d gevind kan word deur x1 en y1 uit (4.21) en (4.22) hierin te stel met resultaat













In die snypunt B = (x2; y2) van die GHlyn (y = hx) en die loodregte lyn op die GHlyn
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Die lengte van lyn AB
Die afstand tussen die punte A = (x1; y1) en B = (x2; y2) word eers bereken deur x1, y1, x2 en




in te stel en te vereenvoudig.



















































































hms (h2 + 1)2
(4.27)
Die afstand tussen die punte A = (x1; y1) en B = (x2; y2) word bereken deur (4.26) en (4.27) in√
(x1 − x2)2 + (y1 − y2)2
in te stel en te vereenvoudig.
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(x1 − x2)2 + (y1 − y2)2
=
√




















Die maatstaf van konveksiteit word gegee deur
K =
√





Indien (4.28) in (4.29) vervang word, is
K =
√













































































(2m− b)− 2√m(m− b))2
b
=
(2m− b)− 2√m(m− b)
b
. (4.31)
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Slegs die positiewe wortel word as oplossing geneem aangesien m > b.
Die maksimum van K
Die konveksiteitsmaatstaf K van (4.30) bereik sy maksimum by dieselfde waarde van m as
g(m) = bK
= 2m− b− 2
√
m(m− b) (4.32)
Differensiasie en vereenvoudiging gee
g′(m) = 2− 2m− b√
m(m− b)
wat negatief is as en slegs as
2m− b > 2
√
m(m− b).
Deur weerskante te kwadreer volg
(2m− b)2 > 4m(m− b) (4.33)
as nodige en voldoende voorwaarde vir g′(m) < 0. Deur (4.33) te ontwikkel en te vereenvoudig,
kry ons
LK = 4m2 − 4bm+ b2
RK = 4m2 − 4bm
wat beteken dat g′(m) < 0 en dat g(m) daal in m. Die funksie g(m) bereik dus sy maksimum
by m se kleinste moontlike waarde en omdat m > b, vind dit plaas wanneer m neig na b. Soos








Gebruik van maatstaf van konveksiteit
Om die s-op-m funksie van (4.19) op te wek moet sy parameters m en s uit K en (b; f(b))
bereken kan word. Vergelyking (4.30) kan herskryf word as
2
√
m(m− b) = 2m− b−Kb.
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Deur weerskante te kwadreer, te ontwikkel en te vereenvoudig word ’n funksie in m verkry
m =























(wat direk uit (4.19) volg) bereken word.
4.4.3 Maatstaf van konveksiteit: logaritmiese en eksponensie¨le funksies
Dieselfde proses as wat in die vorige afdelings op die kwadratiese en die s-op-m funksies toegepas
is, is gevolg om K vir die logaritmiese en eksponensie¨le funksies te bereken. Die resultate word
in tabel 4-1 gegee.
Vir beide die logaritmiese en die eksponensie¨le funksies is die maksimum van K gelyk aan 1.
Hulle ly egter al twee aan die swakheid dat m nie in geslote vorm as ’n funksie van b, f(b) en
K geskryf kan word nie.
4.5 Maatstaf van konveksiteit as verhouding van oppervlaktes
Dit sou ook moontlik wees om die maatstaf van konveksiteit (in hierdie geval κ) te definieer as
die verhouding tussen die geskadude gedeelte in figuur 4-2 en die oppervlakte van 4OV Z. Die
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Logaritmies Eksponensieel


































































ms − hm + s
f(b)
Tabel 4-1: Maatstaf van konveksiteit: logaritmiese en eksponensie¨le funksies waar H = 1√
h2+1
.
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4.5.1 Kwadratiese funksie










Indien (4.38) in (4.37) vervang word, is






































wat effens van K = b
2m
4f(b) verskil.
Deur dieselfde redenasie as in afdeling 4.4.1 te volg, is die maksimum wat κ by kwadratiese
funksies kan aanneem = 13 .
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Dieselfde berekeninge wat vir κ vir die kwadratiese funksie gedoen is, kan ook vir κ vir die s-op-
m, logaritmiese en eksponensie¨le funksies gedoen word, maar die algebra is baie meer kompleks.
4.6 Opsomming en gevolgtrekking
Na ’n kort literatuurstudie is ’n nuwe maatstaf van konveksiteit ontwikkel en daar is gewys hoe
dit gebruik kan word om waardes vir die parameters m en s vir konvekse funksies te bepaal.
Die afleiding vir die kwadratiese en s-op-m funksies word volledig gegee terwyl die resultate van
die eksponensie¨le en logaritmiese funksies in ’n tabel opgesom is.
Twee maniere is gebruik vir die afleiding van die nuwe maatstaf van konveksiteit, nl. ’n alge-
bra¨ıese metode wat in hierdie hoofstuk beskryf is en die metode van assetransformasie wat in
bylaag A verder toegelig word.
Uit (4.17) en (4.34) blyk dit dat die kwadratiese funksie se K ’n maksimum van slegs 0,25 bereik
teenoor die amper 1 van die s-op-m funksie. Daarby neig die maksimum van K ook na 1 vir
die logaritmiese en eksponensie¨le funksies. Die bekende en veel gebruikte kwadratiese funksie
is nie buigsaam genoeg nie; dit kan nie kompeteer in konveksiteit nie. Moeiliker toetsfunksies
kan geskep word met die ander drie funksies. Omdat die s-op-m funksie se parameters m en
s al twee uitgedruk kan word as funksies van b, f(b) en K terwyl dit nie die geval is vir die
logaritmiese en eksponensie¨le funksies nie, is dit net soveel eenvoudiger om s-op-m funksies vir
’n stel toetsfunksies te skep.
Waardes vir b, f(b) en K moet gegee word, hetsy deur ewekansige waardes daarvoor te genereer
of spesifieke waardes te kies. Met hierdie drie getalle bekend, word m en s uit (4.35) en (4.36)
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bereken en die gepaardgaande toetsfunksie geskep.
Die maatstaf van konveksiteit uitgedruk as ’n verhouding tussen twee oppervlaktes, κ, is ook
ondersoek, maar die algebra is heelwat meer kompleks en dit bied geen opsigtelike voordele bo
die maatstaf van konveksiteit uitgedruk as ’n verhouding tussen twee lyne, K, nie en daar is
dus besluit om eerder vir K te gebruik vir die genereer van toetsprobleme.
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Hoofstuk 5
TOETSPROBLEME EN KRITERIA VIR
NUMERIESE ANALISE
5.1 Konteks
5.2 Doel en oorsig van die hoofstuk
In hoofstuk 4 is ’n nuwe maatstaf van konveksiteit ontwikkel en gebruik om ’n funksie te kies
waarvan die parameters maklik bereken kan word, gegee sekere eienskappe wat die funksie moet
heˆ. In hierdie hoofstuk word daardie resultate gebruik om ’n pseudoteks op te stel wat moei-
like toetsprobleme kan genereer. Die tweede deel van die hoofstuk handel oor die kriteria wat
83
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gebruik word om die numeriese resultate te analiseer.
In afdeling 5.3.1 word die wenslikheid van goeie toetsprobleme gemotiveer, terwyl in 5.3.2 die
terminologie en fokus beskryf word. In 5.3.3 word drie eienskappe van ’n moeilike probleem-
voorkoms beskryf. In die drie daaropvolgende afdelings word beskryf watter funksies vir die kon-
vekse, konkawe en gemengde knapsakprobleme gebruik kan word om toetsprobleme te genereer.
Die afdeling oor die toetsprobleme word afgesluit met die pseudoteks van die probleemopwekker.
Afdeling 5.4 handel oor die kriteria wat vir numeriese analise gebruik word. In afdeling 5.4.1
word beskryf hoe die akkuraatheid en berekeningstyd gebruik word in die numeriese analise van
die heuristiese algoritmes in hierdie studie. Afdeling 5.4.2 beskrywe die probleemeienskappe
wat ’n invloed kan heˆ op die akkuraatheid en spoed van die algoritmes. Die afdeling oor die
numeriese analise word afgesluit met ’n beskrywing van die simulasie omgewing. Die hoofstuk
word afgesluit met ’n opsomming en gevolgtrekking in 5.5.
5.3 Toetsprobleme
5.3.1 Wenslikheid en wenslike eienskappe
Daar is alreeds ’n erkende behoefte [87] aan toetsprobleme in die literatuur. Die kombinatoriese
aard van (3.1) vra vir heuristiese algoritmes wat net op een geldige manier gee¨valueer kan word
en dit is numeriese ondersoek. Indien daar moeilike probleme voortgebring word, kan dit help
om die navorsingsproses te versnel. Maklike probleme kan ’n swakkerige algoritme goed laat
lyk en die navorser tyd kos. Die beskikbaarheid van goeie standaardprobleme verlig navorsers
se taak en stel ’n gemeenskaplike standaard wat geldige vergelyking moontlik maak.
Ons wyk af van die gebruik om ’n vasgedefinieerde probleem in teksformaat beskikbaar te maak
en stel as wenslike eienskappe dat die stelsel ’n groot aantal probleme moet kan voortbring, dat
die aantal in ’n stel en die grootte van die probleemvoorkomste uitbreibaar moet wees, dat die
gebruiker met die stelsel moet kan eksperimenteer, dat die probleemvoorkomste moeilik moet
wees, en dat die funksies nie net in geslote vorm nie maar ook in ’n numeriese voorstelling
voorsien moet kan word.
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Daar kom veel meer inligting beskikbaar as ’n groot aantal probleme opgelos word. By die
evaluering van heuristieke vind die algoritme soms die optimum en soms nie, terwyl dit soms
vinniger en ander kere stadiger konvergeer. ’n Groot aantal lopies maak ’n volledige evaluering
moontlik waarin, byvoorbeeld, die afwyking vanaf die optimale doelfunksiewaarde behoorlik
ondersoek en voorgestel kan word.
Moore se wet is van toepassing op die rekenaars wat gebruik word maar die verbetering van
algoritmes maak dikwels ’n nog groter bydrae tot die grootte van die probleme wat gehanteer
kan word. Saam veroorsaak dit dat vandag se probleme al gou te klein sal wees. Die proses moet
dus uitbreibaar wees daarin dat die gebruiker die aantal probleemvoorkomste in ’n stel kan kies
asook die aantal funksies in ’n probleemvoorkoms. (Kyk die volgende afdeling vir terminologie.)
In hierdie proses word noodwendig van kansgetalle gebruik gemaak. As die aantal probleem-
voorkomste wat geskep word groot genoeg is, byvoorbeeld ’n duisend, word vergelykbaarheid
egter nie opgeoffer nie. Deur dieselfde saad vir kansgetalopwekking by die toetsing van ver-
skillende algoritmes te gebruik, kan dieselfde stel probleemvoorkomste in elk geval herhaaldelik
voortgebring word.
Om ’n navorser in staat te stel om te eksperimenteer, byvoorbeeld met funksies wat minder of
meer konveks is, of met ’n groter of kleiner variasie in die intervallengtes, moet daar ’n mate
van vryheid gegee word in die keuse van die parameters wat die voortbringing van die stelle
probleemvoorkomste bepaal. Bo en behalwe die keuses wat voorsien word, moet die gebruiker
in elk geval vry wees om te wysig; die kode (of pseudoteks) moet dus beskikbaar wees.
Moeilike voorkomste vang swak algoritmes uit wat gevolglik o´f suboptimale oplossings gee o´f
baie lank loop. Die grootste deel van die hoofstuk word aan die waarom en hoe van moeilike
toetsprobleme afgestaan, in die besonder aan die keuse van funksies wat baie buigbaar is om
so die ekstra probleme wat deur ’n groot mate van konveksiteit van ’n deel van die funksies
veroorsaak word, na vore te bring. Dis juis die konvekse eienskap van die funksies wat die
probleem kombinatories maak en die mate van konveksiteit speel ’n rol by moeilike probleme.
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Optimeringsalgoritmes is dikwels daarop gebaseer dat eerste of hoe¨r orde afgeleides van die doel-
funksie bekend is. In die praktyk is dit dikwels nie die geval nie. Aankooppryse word dikwels
aangebied met kortings vir groter hoeveelhede. Die pryse is dan stuksgewys lineeˆr maar nie
differensieerbaar nie. Daar is gevalle waar elke funksiewaarde uit ’n simulasie ontstaan en daar
tog geoptimeer word [90]. Om hiervoor te voorsien, is al die algoritmes in hierdie werk bedoel
om ook gebruik te kan word vir probleme waar slegs punte bereken kan word. Die algoritmes
is natuurlik ook van toepassing op probleme waarvan die produksiefunksies in geslote vorm
bekend en tweemaal kontinu differensieerbaar is.
5.3.2 Terminologie en fokus
Benewens die gewone term toetsprobleem word die meer spesifieke term probleemvoorkoms (ook
voorkoms) gebruik vir ’n numeriese probleem wat vir die toetsing van ’n algoritme geskep word.
Dis ’n weergawe van (3.1) met syferwaardes vir elke parameter. Om ’n algoritme te toets word
daar dus van ’n aantal, of ’n stel, probleemvoorkomste gebruik gemaak en die doel van hierdie
hoofstuk is om ’n pseudoteks daar te stel waarmee ’n stel moeilike probleemvoorkomste geskep
kan word.
Gegewe die prominensie van die konkawe knapsakprobleem in die literatuur, sou ’n mens daar
kon begin. Soos egter uit figuur 5-1 gesien kan word, kan die oplossing van die konvekse pro-
bleem tot meer as veertig maal soveel berekeningstyd neem as ’n konkawe probleem van dieselfde
grootte.
Die´ verskynsel is maklik te verklaar: Die Karush-Kuhn-Tuckervoorwaardes is vir die konkawe
probleem nodig en voldoende en die´ probleem leen hom tot kontinue optimering. In die kon-
vekse geval lewer dit net nodige voorwaardes [84] waaruit volg dat soeking na die optimale
oplossing noodwendig van ’n heeltallige aard moet wees. Die konvekse probleem is gevolglik
numeries soveel moeiliker dat op sy toetsing gekonsentreer en die toetsfunksies vir hom gekies
word. Neem is ag dat goeie voorkomste help om goeie algoritmes te vind.
Die funksies wat vir die konvekse knapsakprobleem gebruik word se konkawe weergawes word
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aangewend vir die konstruksie van probleemvoorkomste vir die konkawe en vir die gemengde
probleem. Die veralgemeende probleem benodig verder S-funksies wat nie in hierdie hoofstuk
aan die bod kom nie, maar in hoofstuk 12 behandel word.





















Figuur 5-1: Die gemiddelde berekeningstyd van konvekse probleme gedeel deur die´ van konkawe
probleme van dieselfde grootte, gestip teen die befondsingsverhouding B/
∑n
i=1 bi.
5.3.3 Die konvekse probleem; moeiliker gevalle
In hierdie afdeling word drie eienskappe van probleemvoorkomste wat bestaande algoritmes vir
die konvekse probleem na die verkeerde antwoord kan laat konvergeer of wat die looptyd kan
verleng, beskryf soos wat hulle een na die ander in steeds moeiliker stelle probleemvoorkomste
voorgekom het. Dis natuurlik heeltemal moontlik dat daar ander eienskappe is wat oplossing
bemoeilik. ’n Moeilike stel voorkomste moet egter ten minste hierdie eienskappe heˆ.
Funksies wat sny
Na Koopman [42] se 1953-artikel oor die optimale verdeling van ’n hulpbron tussen twee soekop-
sies – hy behandel ses gevalle waarvan een konveks is – het dit dekades geneem voor die volgende
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publikasie oor die konvekse probleem, die´ van More´ en Vavasis [61], verskyn het. Hulle stel ’n









en 0 ≤ xi ≤ si
i = 1, 2, ..., n.
Hulle stel die doelwit om binne polinomies begrensde tyd ’n plaaslike optimum te vind en
bereik dit met die “CKP-algoritme” wat hulle op vier stelle van 30 probleemvoorkomste toets.
In die eerste stel het elke probleemvoorkoms 10 funksies, dan 100, 1 000, en in die vierde stel ’n
formidabele 10 000. Soos in figuur 5-2(a) gesien kan word, sny die funksies nooit nie.
















(a) More´ en Vavasis se kwadratiese toetsfunksies.

















(b) Kwadratiese funksies wat sny.
Figuur 5-2: Vroee¨ toetsfunksies.
Wanneer die CKP-algoritme as oplossingsprosedure vir probleem (3.2) vir die minimering van
konkawe funksies gebruik word, blyk dit dat hy die globale optimum elke keer vind mits die
funksies mekaar nie sny nie. Wanneer die funksies mekaar wel sny (soos in figuur 5-2(b)) is die
oplossings egter swak. In twee proefnemings met 1 000 probleemvoorkomste (tien funksies elk
waar elke probleemvoorkoms verskillende ai, bi en B het) is gevind dat die CKP-algoritme in
slegs 40% en 49% van die gevalle onderskeidelik die optimale oplossing vind [84].
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Uit bostaande volg dat toetsvoorbeelde funksies wat sny moet insluit.
Intervallengtes
Soos die CKP-algoritme is die grootste-verskilalgoritme (GVA) [83] ontwikkel vir probleem (3.1)
se ekwivalent (3.2) wat konkawe funksies minimeer, en is bedoel om funksies wat sny te kan
hanteer. Luss en Gupta [51] se vier funksies, geparametriseer om deur die oorsprong te gaan,
fi(xi) = si(1− e−mixi)
fi(xi) = sixi −mix2i
fi(xi) = sixi/(xi +mi)
fi(xi) = si ln(1 +mixi)
(5.1)
met alle mi > 0, si > 0 en i = 1, 2, · · · , n, is vir toetsing van die spesiale geval met vaste
intervallengtes ai = 0 en bi = 100 gebruik. Die optimale oplossing is telkens gevind want die
probleem met ’n vaste interval los maklik op omdat van oplossing tot oplossing beweeg kan
word deur net een funksie wat ten volle befonds is met ’n ander een te vervang.
Die GVA-algoritme is egter ook getoets vir verskillende waardes van ai en bi met 50 < bi−ai <
100. (Die intervalle en funksies lyk soos in figuur 5-2(b)). Probleemvoorkomste het net die
kwadratiese funksie van (5.1) gebruik. Ook hier het die GVA in alle gevalle die optimale oplos-
sing gevind.
Numeriese ondersoeke met intervallengtes 10 < bi − ai < 100, en met kwadratiese funksies het
egter uitgewys dat die GVA nie die optimale oplossing in alle gevalle oplewer nie. In ’n verdere
numeriese eksperiment met 10 657 probleemvoorkomste van probleem (3.2), het die GVA in
8,7% van die gevalle nie die optimale antwoord gevind nie. (Hier is net die derde funksie in
(5.1) gebruik en elke voorkoms bevat 100 funksies met 5 < bi < 100.)
Toetsvoorbeelde moet dus groot verskille in intervallengtes insluit.
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Dieselfde gemiddelde helling
Die konvekse probleem in sy maksimeringsvorm is hier ter sake en om funksies van dieselfde
aard as in (5.1) te kry (maar konveks eerder as konkaaf) is die funksies in (5.2) hieronder uit
(5.1) afgelei.
fi(xi) = si(e
mixi − 1) mi > 0 si > 0
fi(xi) = sixi +mix
2
i mi > 0 si ≥ 0
fi(xi) = sixi/(mi − xi) mi > bi si > 0
fi(xi) = −si ln(1−mixi) 0 < mi < 1bi si > 0
(5.2)
met i = 1, 2, · · · , n
Die veranderlike x is vir al vier funksies nienegatief. Vir die derde (vierde) funksie geld verder
dat xi < mi (xi <
1
mi
). Die derde funksie is in die volgende numeriese ondersoeke gebruik.
’n Opvolger van die GVA is eers toegepas op 1 500 voorkomste waarvan die parameters ewekan-
sig gekies is en waar daar gevolglik (met waarskynlikheid 1) geen twee funksies met dieselfde
helling in ’n voorkoms teenwoordig is nie. Die optimale oplossing is in gemiddeld 0,22 sekondes
gevind. Hierna is die 100 funksies wat in figuur 5-3 gewys word, opgestel en dieselfde algoritme
is toegepas op 5 610 voorkomste waar hierdie funksies met verskillende waardes van B gekom-
bineer word. Die gemiddelde berekeningstyd het opgeskiet van 0,22 na 25,34 sekondes toe – ’n
faktor van meer as ’n honderd!
Sommige van die funksies in figuur 5-3 met dieselfde gemiddelde helling kom in trosse van drie
met dieselfde bi voor. In party gevalle is daar boonop nog ander trosse (met ’n ander waarde
van bi) wat ook dieselfde helling het. Hierdie groep van 100 funksies sou ’n goeie enkele toets-
probleem wees, maar is natuurlik te klein; daarby gebruik dit net een van die funksies in (5.2)
en moontlik nie die beste een nie. In die vorige hoofstuk is ’n gemotiveerde keuse gemaak.
Probleme soos (5.2) met meerdere funksies van dieselfde helling waarvan party boonop dieselfde
bi het, kan die tyd tot konvergensie baie verleng.
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Figuur 5-3: Die 100 funksies waarvan baie dieselfde gemiddelde helling het.
In hierdie afdeling is drie eienskappe van ’n moeilike probleemvoorkoms ge¨ıdentifiseer vir ge-
bruik in die pseudoteks.
5.3.4 Die konvekse probleem; keuse van funksies
In hoofstuk 4 en die gepaardgaande bylae A is ’n maatstaf van konveksiteit ontwikkel. Daar
word ook uitgebreid gemotiveer hoekom die konvekse s-op-m funksie (die derde funksie in (5.2))
’n goeie keuse is om te gebruik om toetsprobleme te genereer. Om die s-op-m funksie te genereer
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5.3.5 Konkawe knapsakprobleem
Vir konkawe funksies kan ’n figuur soortgelyk aan figuur 4-2 geteken word. Uit die simmetrie van
die konvekse en die konkawe funksies waarmee hier gewerk word, volg dadelik dat die maatstaf
van konveksiteit K ’n direkte ekwivalent het wat as maatstaf van konkawiteit gebruik kan word.




verkies word bokant die ander drie in (5.1) en om dieselfde redes. Selfs die waardes van m en s










Die gemengde knapsakprobleem word weer gestel soos in (1.1), maar in hierdie geval kan die
fi(xi) net konkaaf of konveks wees. Die toetsprobleme vir hierdie probleem, is ’n samevoeging




1: vra ndp {Aantal datapunte; verstek = 100}
2: vra nkv {Aantal konvekse funksies}
3: vra nkk {Aantal konkawe funksies}
4: vra afvoeropsie {1 = slegs parameters, 2 = ook datapunte}
5: vra genereeropsie {1 = ewekansig, 2 = moeilike funksies}
6: vra ondergrensopsie {1 = gegee, 2 = volgens ordegrootte bereken}
Begrensing van f(b)
7: vra maxfb {Maksimum waarde vir f(b)}
8: as ondergrensopsie = 1 dan
9: vra minfb {Minimum waarde vir f(b)}
10: anders




14: vra maxb {Maksimum waarde vir b}
15: as ondergrensopsie = 1 dan
16: vra minb {Minimum waarde vir b}
17: anders
18: vra ogb {Ordegrootte; verstek = 10}
19: minb← maxb/ogb
20: einde as
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Berekening van xk waardes
21: grein← maxb/ndp
22: vir elke datapunt k (van 1 tot ndp+ 1) doen
23: xk ← 0 + (k − 1) ∗ grein
24: einde vir
Genereer konvekse funksies
25: vir elke konvekse funksie i (van 1 tot nkv) doen
26: kies bi ewekansig tussen minb en maxb {Interval}
27: kies fi(bi) ewekansig tussen minfb en maxfb {Maksimum opbrengs}
28: kies Ki ewekansig tussen 0 en 1 {Maatstaf van konveksiteit}
29: mi ← bi(Ki+1)
2
4Ki
30: si ← fi(bi)bi (mi − bi)
31: as afvoeropsie = 2 dan






37: vir elke konkawe funksie j (van nkv + 1 tot nkk) doen
38: kies bj ewekansig tussen minb en maxb {Interval}
39: kies fj(bj) ewekansig tussen minfb en maxfb {Maksimum opbrengs}
40: kies Kj ewekansig tussen 0 en 1 {Maatstaf van konkawiteit}
41: mj ← bj(Kj−1)
2
4Kj
42: sj ← fj(bj)bj (mj + bj)
43: as afvoeropsie = 2 dan
44: vir elke datapunt k (van 1 tot grootste heelgetal ≤ bj/grein) doen





Aannames wat gemaak is by die opstel van die pseudoteks
• Begrensing van bi tussen minb en maxb is dieselfde vir die konvekse sowel as die konkawe
funksies.
• Begrensing van fi(bi) tussen minfb en maxfb is dieselfde vir die konvekse sowel as die
konkawe funksies.
• Die ndp datapunte is eweredig versprei tussen 0 en maxb.
Let wel:
Die pseudoteks maak slegs voorsiening vir ewekansige generering van parameters (genereeropsie
= 1). Indien daar parameters vir moeilike toetsdata gekies word, verander lyne 26, 27 en 28
sodat die waardes van parameters (bi, fi(bi) en Ki) vir die konvekse funksies nie ewekansig
gegenereer word nie, maar gegee word. Op dieselfde manier moet lyne 38, 39 en 40 verander
word sodat die waardes van parameters (bj , fj(bj) en Kj) vir die konkawe funksies gegee word.
In die voorbeeld van moeilike toetsdata soos in figuur 5-3 ge¨ıllustreer word, word
• vir dieselfde waarde van bi verskillende waardes van fi(bi) gekies,
• vir dieselfde waarde van fi(bi) verskillende waardes van bi gekies en
• vir elke paar van bi en fi(bi) wat dieselfde is (m.a.w. dieselfde hellings) verskillende
waardes vir die mate van konveksiteit (Ki) gekies.
5.4 Numeriese analise
5.4.1 Toets van heuristieke
Heuristiese algoritmes vind nie noodwendig die optimale oplossing nie. Volgens Hooker [33] word
daar normaalweg gerapporteer oor die kwaliteit van die oplossing (hoe naby aan die optimale
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oplossing) en die tyd wat dit neem om die oplossing te bereken. In die literatuur word daar dan
algoritmes met mekaar vergelyk om te wys watter een die beste vertoon. Dit is egter moeilik om
algoritmes so te vergelyk as gevolg van verskillende rekenaars en programmeringsvaardighede.
Dit kan ook gebeur dat parameters gestel word om sekere oplossingsmetodes te bevoordeel.
Parameters word ewekansig gekies, wat normaalweg nie ’n goeie weergawe van die werklikheid
is nie. Hooker ([32], [33]) is ’n voorstaander daarvan dat ’n meer wetenskaplike benadering
gevolg moet word in die toetsing van heuristieke. Hy stel voor dat daar nog steeds ewekan-
sige probleemvoorkomste gegenereer moet word, maar dit moet in stelle gedoen word. Binne
in ’n stel is die probleemvoorkomste homogeen met betrekking tot kenmerke wat waarskynlik
die uitvoering van ’n algoritme gaan be¨ınvloed. Dit word dan ook in hierdie studie gedoen.
Verskillende stelle probleemvoorkomste word gegenereer waar daar byvoorbeeld binne ’n stel
dieselfde aantal funksies en intervallengteverhouding is.
Akkuraatheid
In die geval van die eenstapalgoritme vir die konvekse knapsakprobleem met vaste interval-
lengtes word die akkuraatheid van die algoritme nie ondersoek nie aangesien daar bewys word
dat die algoritme die optimale oplossing vind. In alle ander gevalle word die akkuraatheid on-
dersoek deur die oplossing van die algoritme te vergelyk met die oplossing wat verkry is m.b.v.
dinamiese programmering. Daar word gekyk hoeveel keer die optimale oplossing binne ’n stel
probleemvoorkomste verkry is. Dit word die akkuraatheid van die algoritme genoem en word
uitgedruk as persentasie. Daar word verder ook by die nieoptimale oplossings ondersoek hoe
ver die oplossing van die optimale oplossing is. ’n Gemiddeld sowel as die maksimum word
binne ’n stel probleemvoorkomste bereken. Dit word as persentasieafwyking vanaf die optimale
doelfunksiewaarde uitgedruk.
Berekeningstyd
Die tyd wat dit neem om ’n oplossing te vind, word gemeet deur van die ingeboude verwerker-
tyd gebruik te maak. Aan die begin van die algoritme (of deel van die algoritme) word die
verwerkertyd gestoor en aan die einde van die algoritme (of deel van die algoritme) word die tyd
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weer gelees en die verskil bereken. Sekere algoritmes is egter so vinnig dat dit binne ’n klokpuls
van die verwerkertyd plaasvind; verwerkertyd kan dan nie hier gebruik word nie. In hierdie
gevalle word dieselfde probleemvoorkoms herhaaldelik opgelos (bv. 100 keer) en die totale tyd
gelees en dan deur 100 gedeel om die berekeningstyd van ’n enkele oplossing te kry. Die gemid-
delde berekeningstyd word vir ’n stel probleemvoorkomste bereken en uitgedruk in millisekondes.
5.4.2 Faktore wat die uitvoering van die algoritme be¨ınvloed
In onderstaande paragrawe word die algemene kenmerke beskryf van die faktore wat die uit-
voering van die algoritmes be¨ınvloed. By elke hoofstuk met numeriese resultate word die faktore
wat spesifiek in daardie hoofstuk gebruik word, verder toegelig.
Grootte van probleem
By alle algoritmes word daar ondersoek ingestel na die invloed van die grootte van die probleem
op die akkuraatheid en spoed van die algoritme. Verskillende stelle probleemvoorkomste word
vir hierdie studie gegenereer waar die aantal funksies binne ’n stel dieselfde is. Die maksimum
aantal funksies wat gebruik word, hang af van die spoed van die algoritme. By die eenstap-
algoritme vir die konvekse knapsakprobleem met vaste intervallengtes word stelle toetsprobleme
gegenereer met tot 20 000 funksies. By ander algoritmes word stelle toetsprobleme gegenereer
met tot 5 000 funksies. In die gevalle waar die akkuraatheid van die algoritme ondersoek moet
word, word die aantal funksies beperk deur die berekeningstyd van dinamiese programmering
vir die vind van die optimale oplossing. In sommige gevalle word daar net tot 200 funksies
gegaan.
Intervallengteverhouding
By algoritmes wat vir probleme met wisselende intervallengtes ontwikkel word, word stelle
probleemvoorkomste gegenereer waar die intervallengtes, bi, ewekansig gekies word tussen ’n
minimum en ’n maksimum waarde wat afhang van die intervallengteverhouding (ILV) binne die
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stel van probleemvoorkomste. Hierdie intervallengteverhoudings word gedefinieer in tabel 5-1.









Tabel 5-1: Intervallengteverhoudings vir toetsing van algoritmes.
Befondsingsverhouding
Kodialam en Luss [40] gebruik ’n manier om resultate saam te groepeer om gemiddelde be-
rekeningstye te verkry. Die groepering word gedoen volgens die persentasie van funksies wat
meer hulpbronne ontvang as hulle ondergrense. Dit is veral geskik in die geval van die konkawe
knapsakprobleem waarop hulle gewerk het. Dit kan reeds vo´o´rdat die optimale oplossing bereken
is, bekend wees hoeveel funksies meer hulpbronne gaan ontvang as hulle ondergrens. By die
konvekse knapsakprobleem is dit egter nie die geval nie. Indien dit in die praktyk gebruik moet
word om te besluit watter algoritme om te gebruik om die probleem op te los, moet daar eerder
van ’n ander kriterium gebruik gemaak word, nl. die befondsingsverhoudingskriterium. Hier-





Al die algoritmes is in Matlab 7 geprogrammeer. Numeriese resultate is verkry deur die algo-
ritmes te toets op ’n rekenaar met ’n Intel Pentium 4 verwerker met ’n spoed van 2 GHz en ’n
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geheue van 512 MB. Vir die numeriese resultate van hoofstuk 10 is ’n rekenaar met ’n Intel Core
i5 verwerker met ’n spoed van 2,3 GHz en ’n geheue van 4 GB gebruik. Omdat die algoritmes
ontwikkel is om tabelfunksies te kan hanteer, moet die volle tabel met alle fi(xi)-waardes vir
alle funksies in die geheue gestoor word. Dit het ook ’n beperking geplaas op die grootte van
die probleme wat ondersoek kan word.
Resultate is gestoor in Excel sigblaaie en verdere berekenings is in Excel gedoen. Matlab nuts-
programme is geskryf om die grafieke direk vanaf die Excell sigblaaie te teken in ’n pdf formaat
geskik vir insluiting in die LaTeX weergawe van die proefskrif. Daar is ook ’n nutsprogram in
Matlab geskryf wat die tabelle met die resultate omskakel na die LaTeX formaat toe. Sodoende
word die moontlikheid vir foutiewe oordrag van resultate verminder.
5.5 Opsomming en gevolgtrekking
Die eerste deel van die hoofstuk handel oor toetsprobleme. Daar is gekyk na die wenslikheid
asook na eienskappe waaraan die toetsprobleme moet voldoen. Die resultate van hoofstuk 4
oor die maatstaf van konveksiteit en die keuse van ’n konvekse funksie is hier herhaal en daar is
aangetoon hoe dit aangepas kan word om ook geldig te wees vir die konkawe probleem. Toets-
probleme vir die gemengde knapsakprobleem is ’n samevoeging van die voorgestelde konvekse
en konkawe funksies. Die afdeling wat oor die toetsprobleme handel, word afgesluit met die
pseudoteks wat probleemvoorkomste gegenereer wat vir die toetsing van die algoritmes gebruik
kan word.
Die tweede deel van die hoofstuk handel oor die kriteria wat gebruik word in die analise van die
numeriese resultate van die onderskeie algoritmes. Riglyne van Hooker ([32], [33]) en Barr et al.
[2] word gebruik. In die toets van heuristieke word daar veral na die kwaliteit van die oplossings
en die berekeningstyd gekyk. Daar is faktore wat ’n invloed kan heˆ in die uitvoering van die
onderskeie algoritmes, nl. die grootte van die probleem (aantal funksies), die intervallengte-
verhouding en die befondsingsverhouding. Hierdie faktore is telkens in hierdie studie gebruik
om die algoritmes te ondersoek. Laastens is die omgewing waarin die simulasies plaasgevind
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het, beskrywe.
Daar is ’n erkende behoefte aan toetsprobleme [87] en in hierdie hoofstuk is hierdie behoefte
aangespreek. ’n Pseudoteks is voorsien wat maklik implementeerbaar is en ook maklik aangepas
kan word deur ander gebruikers. Hierdie pseudoteks maak voorsiening om die geslote vorm van
toetsprobleme (net die parameters) te voorsien o´f die waardes van die funksies in ’n tabelvorm.
Daar word voorsiening gemaak vir konvekse en/of konkawe funksies. Die grense van die waardes
vir bi, fi(bi)- en K kan volgens die behoefte van die navorser vasgestel word. Waardes word dan
ewekansig tussen hierdie grense gegenereer.
Die riglyne vir die analise van numeriese resultate van die algoritmes wat in hierdie studie
gebruik is, word volledig beskrywe. Indien ander navorsers dieselfde kriteria en dieselfde toets-
probleemopwekker gebruik kan vergelykende studies van ander algoritmes maklik en sinvol ge-
doen word.
Toetsprobleme wat in hierdie studie gebruik is, is gegenereer deur gebruik te maak van die
toetsprobleemopwekker in hierdie hoofstuk. Die algemene riglyne vir die analise van die nu-
meriese resultate is in hierdie hoofstuk gegee. Die spesifieke toepassings van hierdie riglyne vir








6.2 Doel en oorsig van die hoofstuk
In hoofstuk 3 is die algemene konvekse knapsakprobleem beskrywe. Bestaande algoritmes en
heuristieke vir hierdie probleem is bespreek. In hierdie hoofstuk word na ’n spesiale geval van
die konvekse knapsakprobleem gekyk wat in afdeling 6.3 omskryf word. Die sleutelstelling vir
die konvekse knapsakprobleem soos gestel in stelling 7 van hoofstuk 3 word aangepas vir die
spesiale geval met vaste intervallengtes en in afdeling 6.3 gegee. Daar word weggespring deur
die grootsteverskilalgoritme soos aangepas vir die konvekse knapsakprobleem met vaste inter-
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vallengtes (GV100-algoritme) in afdeling 6.4 te stel. Verskeie idees vir die versnelling van die
GV100-algoritme word in afdeling 6.5 bespreek. Die uiteindelike eenstapalgoritme word in af-
deling 6.6 gegee en daar word bewys dat hierdie algoritme die optimale oplossing kry vir die
probleem onder bespreking. Die voldoende voorwaardes word in afdeling 6.7 gegee. Die hoof-
stuk word afgesluit met ’n opsomming en gevolgtrekking in 6.8.
6.3 Probleemomskrywing en sleutelstelling
Die probleem is die spesiale geval van (3.1) waar alle intervalle dieselfde lengte het. Na trans-









en 0 ≤ xi ≤ b
i = 1, 2, ..., n
(6.1)
waar die funksies fi(xi), i = 1, 2, · · · , n, kontinu, niedalend en konveks is.
In hierdie spesiale geval word die indeksversamelings gedefinieer as
I = {i|xi = 0},
J = {j|xj = b} en
K = {k|xk ∈ (0, b)} met slegs een element.
Stelling 9 gee die sleutelstelling soos aangepas vir (6.1).
Stelling 9 (Sleutelstelling: konvekse knapsakprobleem met vaste intervallengtes). Laat x = x∗









en 0 ≤ xi ≤ b
i = 1, 2, ..., n
(6.2)
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waar die funksies fi(xi), i = 1, 2, · · · , n, kontinu, niedalend en konveks is. Dan bestaan daar ’n






i ) ≤ λ, ∀i ∈ I en
f ′j(x
∗
j ) ≥ λ, ∀j ∈ J .
(6.3)
Hierdie stelling seˆ dat by optimaliteit net een van die funksies ’n toekenning kry wat tussen sy
onder- en bogrens leˆ en dat die res van die funksies in twee groepe uitval waarvan die eerste
groep glad geen fondse kry nie en die tweede groep vol befonds word. Alle algoritmes is nood-
wendig hierop gebaseer. Enige oplossing wat nie hieraan voldoen nie, kan nie optimaal wees
nie en kan dus ge¨ıgnoreer word. Dis slegs nodig om oplossings met hierdie eienskap te ondersoek.
Ten spyte van die belangrikheid van die waardes van die afgeleides soos gegee in (6.3) leen hulle
hulle egter nie tot direkte gebruik nie soos gesien kan word uit die geval waar al die funksies
baie konveks en bykans identies is en xk = b/2. In so ’n geval is alle f
′
i(0) < λ en f
′
i(b) > λ
sodat die begin- en eindhellings nie sinvol in ’n algoritme gebruik kan word nie.
6.4 Die grootsteverskilalgoritme
Die grootsteverskilalgoritme (GVA) vir die algemene geval van enige intervallengtes ai ≤ xi ≤ bi
word in [83] en [84] gegee. Die algoritme is aangepas om die enerse definisiegebiede of vaste
intervallengtes 0 ≤ xi ≤ b uit te buit. Die gemiddelde berekeningstyd van hierdie aangepaste
algoritme (GV100) is heelwat vinniger as die´ van die gewone (GVA) algoritme (1,71 sekondes




Stel I ← {1, 2 · · · , n} en J ← {} en H = B, waar H die hoeveelheid van die hulpbron is
wat nog toegeken moet word.
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Deel B: Beginoplossing
2. Ken die hulpbron toe
Kies j sodanig dat fj(b) = max
i∈I
fi(b) en stel J ← J + {j}, I ← I − {j} en H ← H − b.
Herhaal solank die hulpbron genoeg is, dit wil seˆ solank H ≥ b.
3. Kies k waarvoor xk ∈ (0, b)
Kies k sodanig dat fk(H) = max
i∈I
fi(H) en stel I ← I − {k} en K ← {k}.
Deel C: Omruiling
4. Kies funksie q
Kies funksie q sodanig dat fq(b)− fq(H) = min
j∈J
(fj(b)− fj(H)).
5. Kies funksie p




As fq(b) − fq(H) ≥ fp(b) − fk(H) dan is die oplossing gevind, andersins stel J ←







In stap 2 van die algoritme moet daar vir elke moontlike funksie wat ten volle befonds gaan
word, n moontlikhede deursoek word vir die funksie met die beste gemiddelde opbrengs. Indien
B baie groot is, sodat alle funksies befonds gaan word, moet die oorblywende funksies dus n
kere gee¨valueer word. Die GV100-algoritme is dus O(n2).
6.5 Idees vir die versnelling van GV100-algoritme
Siende dat die GV100-algoritme O(n2) is, is versnelling dalk moontlik. Die teiken is ’n algoritme
van O(n). In hierdie afdeling word versnellings van die GV100-algoritme bespreek wat uitloop op
die eenstapalgoritme van die volgende afdeling waar ook bewys word dat die eenstapalgoritme
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die optimale antwoord vind. Omdat die eenstapalgoritme net ’n versnelling van die GV100-
algoritme is, is laasgenoemde dus ook optimaal. Die doel van hierdie afdeling is dus nie om die
akkuraatheid van die GV100-algoritme te verbeter nie maar slegs om dit te versnel.
6.5.1 Sortering van indekse




Hierdie stap is die oorsaak dat die algoritme van ordegrootte O(n2) is. Indien die indekse vooraf
gesorteer word sodat f1(b) ≥ f2(b) ≥ · · · ≥ fn(b) hoef daar nie meer na die funksie j gesoek te
word nie. Die funksies word sekwensieel vanaf funksie 1 in J ingepak. Die ordegrootte van die
algoritme word dus bepaal deur die ordegrootte van die sorteringsalgoritme wat gebruik word,
waarvan die bestes O(n log n) is. Vir groot waardes van n verminder die ordegrootte van hierdie
stap na O(n).
6.5.2 Keuse van fk′, fp en fq.
Die oplossing van die beginalgoritme is nie noodwendig optimaal nie. ’n Omruiling kan moontlik
die doelfunksiewaarde verbeter. Die terme wat in afdeling 3.6 gedefinieer is, word hier gebruik.
Definieer p ∈ I + {k}, q ∈ J en k′ ∈ K sodat xp moontlik in die basis sal ingaan (aktief word),
xq moontlik uit die basis sal uitgaan (nieaktief word) en fk′ gedeeltelik befonds word. Definieer




fj(b) + fq(b) + fk(H) die doelfunksiewaarde van die probleem voor ’n
moontlike omruiling wees en znuut =
∑
j∈J−{q}
fj(b) + fp(b) + fk′(H) die doelfunsiewaarde van die
probleem na ’n moontlike omruiling.
∆z = znuut − zoud = fp(b) + fk′(H)− (fq(b) + fk(H)).
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Vir ’n verbetering in die doelfunksiewaarde moet ∆z > 0, m.a.w.
fp(b) + fk′(H) > fq(b) + fk(H). (6.4)
Keuse van fk′
Stelling 10. Na´ ’n moontlike omruiling, sal fk′ wat gedeeltelik befonds word, altyd fq wees.
Bewys
Uit (6.4) volg dat vir ’n verbetering in die doelfunksiewaarde moet
fk′(H) > fk(H) + (fq(b)− fp(b)).
Maar as gevolg van die keuse van fj in stap 2 van die algoritme, weet ons dat fj(b) ≥ fi(b)
∀j ∈ J en ∀i ∈ I. Aangesien q ∈ J en p ∈ I is fq(b) ≥ fp(b) wat tot gevolg het dat
fk′(H) > fk(H).
As gevolg van die keuse van fk tydens stap 3 van die algoritme weet ons dat fk(H) = max
i∈I
fi(H)




Stelling 11. Vir ’n moontlike omruiling, sal fp wat ten volle befonds gaan word, die funksie
met die kleinste indeks in I ∪K wees.
Bewys
Uit stelling 10 en (6.4) volg dat
fp(b)− fk(H) > fq(b)− fq(H). (6.5)
Om die verbetering in die doelfunksiewaarde te maksimeer, moet fp(b) − fk(H) so groot as
moontlik wees. Maar fk(H) is gegee en kan nie gekies word nie en daarom moet fp(b) =
max
i∈I∪K
fi(b). Indien die indekse van die funksies gesorteer word soos in afdeling 6.5.1 bespreek is,
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hoef fp nie gesoek te word nie, maar is die funksie buite die basis (I∪K) met die kleinste indeks.
By die konvekse knapsakprobleem met vaste intervallengtes kan die aantal funksies r waar hulp-
bronne tot by die bogrense toegeken word, bereken word as r = int(B/b). Dus is p = r + 1.
Keuse van funksie q
Uit (6.5) word afgelei dat om ’n verbetering in die doelfunksiewaarde te maksimeer moet
fq(b)− fq(H) so klein as moontlik wees of anders gestel
fq(b)− fq(H) = min
j∈J
(fj(b)− fj(H)).
Daar sal dus ’n soektog na fq moet plaasvind en dit kan versnel word deur gebruik te maak van
die driekoordstelling.

















Figuur 6-1: Die driekoordstelling.
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waar 0 ≤ x ≤ b.
Hierdie stelling word ge¨ıllustreer in figuur 6-1. Indien funksie f streng konveks is, is streng
ongelykhede geldig. Die algemene geval sowel as die bewys van die stelling word in [4] gegee.
Definieer r as die aantal funksies wat ten volle befonds word en r = int(B/b). Die soektog na
funksie k in stap 3 van die algoritme kan versnel word deur van die driekoordstelling gebruik te
maak. Die soektog word by k = r + 1 begin.
Stap 3 kan vervang word met
Stel k = r + 1
Herhaal i = r + 2 tot n







Indien (6.6) geld sal fi(H)H nog kleiner wees as
fk(H)
H volgens die (a) gedeelte van die driekoord-
stelling. Daar hoef nie verder gesoek te word nie.
In stap 4 van die algoritme word daar vir elke moontlike funksie q verskeie berekeninge en ’n
vergelyking gedoen om sodoende die kleinste waarde vir fj(b) − fj(H) te verkry. Hierdie stap
word r keer herhaal. Indien daar baie funksies in die probleem voorkom kan dit tydrowend word.
As die funksies georden word soos aanbeveel in afdeling 6.5.1 kom funksie q oor die algemeen
nader aan r voor as aan 1. Die algoritme kan dus meer effektief gemaak word deur funksie q te
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soek deur vanaf funksie r terug te werk na funksie 1. Die soektog word bee¨indig deur gebruik
te maak van die driekoordstelling.
Stap 4 kan vervang word met
Stel q = r
Herhaal j = r − 1 tot 1






Indien (6.7) geld sal
fj(b)−fj(H)
b−H nog groter wees as
fq(b)−fq(H)
b−H volgens die (b) gedeelte van die
driekoordstelling. Daar hoef nie verder gesoek te word nie.
Hierdie stap word hoogstens r keer herhaal maar in meeste gevalle word dit heelwat minder as
r keer herhaal wat dan die algoritme heelwat vinniger maak.
6.6 Die eenstapalgoritme
In die vorige afdeling is vasgestel wat die waarde van k′ en p moet wees. Daarby is die soektog
na k en q versnel. Hieruit volg die eenstapalgoritme wat in 6.6.1, die eerste deel van hierdie






Hernommer die funksies sodat f1(b) ≥ f2(b) ≥ · · · ≥ fn(b).
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Deel B: Beginoplossing
2. Inisialiseer
Bereken r = int(B/b) en H = B − rb, waar r die aantal funksies is wat aktief gaan word
en H die hoeveelheid van die hulpbron is wat oorbly nadat die r funksies aktief gemaak
is.
3. Ken die hulpbron toe
Stel I ← {r + 1, r + 2, · · · , n} en J ← {1, 2, · · · r}.
4. Kies k waarvoor xk ∈ (0, b)
Indien H = 0, stop die algoritme want die oplossing is gevind, andersins
k = r + 1.
Herhaal i = r + 2 tot n






Stel I ← I − {k}.
Deel C: Omruiling
5. Bepaal funksie p
Stel p = r + 1.
6. Soek funksie q
Stel q = r.
Herhaal j = r − 1 tot 1






Indien fq(b) − fq(H) ≥ fp(b) − fk(H) stop die algoritme want die oplossing is gevind.
Andersins gaan na stap 8.
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8. Omruiling van funksies







6.6.2 Ordegrootte en optimaliteit
Dele B, C en D van die eenstapalgoritme wat in hierdie hoofstuk ontwikkel is O(n). Die
ordegrootte van die sorteermetode wat gebruik word bepaal dus die ordegrootte van die alge-
hele algoritme. In hierdie geval word Matlab se ingeboude “quicksort” gebruik wat van orde
O(n log n) is, maar wat vir baie groot waardes van n baie naby is aan O(n).
Die algoritme stop o´f in die beginoplossing (as H = 0) o´f konstrueer ’n enkele verdere verbeterde
oplossing (as H > 0), vandaar die naam eenstapalgoritme.
Hulpstelling 1 Indien H = 0 by stap 2 van die algoritme is die optimale oplossing sonder
omruiling gevind.
Bewys
Indien H = 0 word die doelfunksiewaarde na stap 2 van die algoritme gegee deur
∑
j∈J−
fj(bj) + fq(bq) (6.8)
waar J− = J − {q}.
Gestel dat die doelfunksiewaarde (6.8) nie optimaal is nie, m.a.w. daar bestaan ’n oplossing
waarvoor geld dat ∑
j∈J−
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wat reduseer na
fp(bp) > fq(bq). (6.9)
As gevolg van die ordening van die funksies in stap 1 van die algoritme, weet ons dat
fi(bi) ≤ fj(bj)
∀j ∈ J en ∀i ∈ I.
Aangesien p ∈ I en q ∈ J is
fp(bp) ≤ fq(bq)
wat teenstrydig is met (6.9) en die aanname dat daar ’n beter doelfunksiewaarde bestaan. Die
oplossing met doelfunksiewaarde (6.8) wat gekry word indien H = 0 aan die einde van stap 2
(voordat die algoritme ’n omruiling kan doen) is dus optimaal.
Hulpstelling 2 Indien H > 0 by stap 2 van die algoritme vind die eenstapalgoritme die optimale
oplossing na hoogstens e´e´n omruiling.
Bewys
Laat I, J en K die indeksversamelings soos aan die einde van die beginoplossing wees voor
omruiling en I− = I − {p}+ {k}, J− = J − {q}+ {p} en K− = K − {k}+ {q} die indeksver-
samelings na omruiling. Gestel dat die oplossing na omruiling nie optimaal is nie en ’n tweede
omruiling kan plaasvind. Laat p′ ∈ I− ∪K− die indeks van die funksie wees wat in die basis sal
ingaan (by die tweede omruiling) en q′ ∈ J− die funksie wat uit die basis sal uitgaan (by die
tweede omruiling).
Na ’n tweede omruiling is
∆z = znuut − zoud = fp′(b) + fq′(H)− (fq′(b) + fq(H)).
Vir ’n verbetering in die doelfunksiewaarde moet ∆z > 0, m.a.w.
fp′(b)− fq(H) > fq′(b)− fq′(H). (6.10)
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Vir die beste verbetering moet ∆z gemaksimeer word. Om ∆z te maksimeer moet q′ sodanig
gekies word dat
fq′(b)− fq′(H) = min
j∈J−
(fj(b)− fj(H)) (6.11)
en p′ sodanig dat fp′(b) = max
i∈I−
fi(b). (As gevolg van die algoritme wat vir die beginoplossing
gebruik is en die eerste omruiling van funksies kan afgelei word dat p′ = q.) Vir ’n moontlike
verbetering in die doelfunksiewaarde verander (6.10) na
fq(b)− fq(H) > fq′(b)− fq′(H), (6.12)
maar van stap 5 van die algoritme waar funksie q gekies word, weet ons dat
fq(b)− fq(H) = min
j∈J
(fj(b)− fj(H)). (6.13)
Die enigste moontlikheid dat fq′(b)−fq′(H) kleiner kan wees as fq(b)−fq(H) is as q′ = p omdat
p /∈ J . A.g.v. die eerste omruiling van funksies (stappe 7 en 8) weet ons dat
fq(b)− fq(H) < fp(b)− fk(H),
maar fp(H) ≤ fk(H) a.g.v. stap 4 van die algoritme. Hieruit word afgelei dat
fq(b)− fq(H) < fp(b)− fp(H). (6.14)
Uit (6.13), (6.14) en die feit dat q′ = p word afgelei dat
fq(b)− fq(H) < fq′(b)− fq′(H), ∀ q′ ∈ J−.
Daar word dus nie aan voorwaarde (6.12) vir ’n moontlike verbetering van die doelfunksiewaarde
voldoen nie. Die aanname dat die oplossing na die eerste omruiling nie optimaal is nie, is dus
ongeldig en die eenstapalgoritme vind die optimale oplossing na hoogstens een omruiling.
Stelling 13. Die eenstapalgoritme is optimaal.
Bewys
Optimaliteit volg uit die twee hulpstellings.
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6.7 Voldoende voorwaardes
Die eenstapalgoritme orden die funksies aanvanklik volgens hulle fi(b) waardes. Die aantal
aktiewe funksies r word vervolgens bereken en die beginoplossing opgestel. Alle funksies wat
ten volle befonds word se indekse is in J en fk word sodanig gekies dat fk(H) = max
i∈I
fi(H).
As gevolg van die ordening sal alle aktiewe funksies fj(b) ≥ fi(b), die onaktiewe funksies.
Indien H = B − nb = 0 is die oplossing optimaal. Indien H > 0 en die beginoplossing is
nie optimaal nie, is daar ’n enkele nieaktiewe funksie p wat aktief gaan word terwyl die een
wat hy verplaas, q, befonds word met die oorskot H. Die keuse van funksie q is sodanig dat
fq(b)− fq(H) = min
j∈J
(fj(b)− fj(H)). Funksie p = r + 1. Indien fq(b)− fq(H) ≥ fp(b)− fk(H)
is die oplossing optimaal en geen omruiling vind plaas nie. Die voldoende voorwaardes vir die
konvekse knapsakprobleem met vaste intervallengtes kan nou neergeskryf word.
Stelling 14 (Voldoende voorwaardes: konvekse knapsakprobleem met vaste intervallengtes).









en 0 ≤ xi ≤ b
i = 1, 2, ..., n
waar die funksies fi(xi), i = 1, 2, · · · , n, kontinu, niedalend en konveks is.
Die voldoende voorwaardes vir die uitvoerbare oplossing x∗ om optimaal te wees, is dan dat
fj(b) ≥ fi(b) ∀i ∈ I, ∀j ∈ J,
en
fq(b)− fq(H) ≥ fp(b)− fk(H) ∀q ∈ J,∀p ∈ I, k ∈ K
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6.8 Opsomming en gevolgtrekking
Dis normale gebruik om komplekse probleme aan te pak deur eers die spesiale eenvoudiger
gevalle te ondersoek. ’n Spesiale geval leen hom dikwels tot insigte wat ook op die komplekse
probleem van toepassing is. Daarby kan dan werkswyses tot stand kom wat oorgedra kan word
na die oplossing van die meer komplekse probleem. Soos dit uit die volgende deel van die proef-
skrif, waar die geval met wisselende intervallengtes gehanteer word, blyk, is dit ook die geval
vir hierdie probleem. In hierdie hoofstuk het daar boonop die interessante teoretiese resultaat
na vore gekom dat die probleem in O(n) eksak opgelos kan word.
In hierdie hoofstuk is daar ’n baie effektiewe algoritme ontwikkel vir die spesiale geval van die
konvekse knapsakprobleem met vaste intervallengtes, soos gegee in afdeling 6.3. Die algoritme
is ontwikkel deur te begin met die aanpassing van die grootsteverskilalgoritme vir die geval met
vaste intervallengtes (afdeling 6.4). Verskeie idees vir die versnelling van die GV100-algoritme is
in afdeling 6.5 bespreek waaronder die sortering van die indekse, effektiewe keuse van fk′ , fp en
fq en die gebruik van die driekoordstelling om die soektogte na fk en fq te beperk en daardeur
die algoritme te versnel. Al hierdie idees vir die versnelling van die GV100-algoritme het gelei
tot die daarstel van die eenstapalgoritme (afdeling 6.6). Daar is bewys dat hierdie algoritme
die optimale oplossing vir die konvekse knapsakprobleem met vaste intervallengtes kry en die
voldoende voorwaardes vir ’n optimale oplossing wat daaruit voortvloei, is in afdeling 6.7 gestel.
Die eenstapalgoritme orden die funksies aanvanklik volgens hulle fi(b) waardes. Die vaste inter-
vallengtes word vervolgens gebruik om die aantal aktiewe funksies te vind en die beginoplossing
op te stel. Die beginoplossing word gevind in O(n) stappe en die aantal stappe word aansienlik
verminder deur van die driekoordstelling gebruik te maak. Daar is aangetoon dat in die geval
waar H = B − nb = 0 die beginoplossing optimaal is. Verder is aangetoon dat indien H > 0 en
die beginoplossing nie optimaal is nie, is daar ’n enkele nieaktiewe funksie wat aktief gaan word
terwyl die een wat hy verplaas befonds word met die oorskot H. Dit vereenvoudig die soek na
die optimale oplossing en gee die eenstapalgoritme sy naam.
Die soektog na funksie q (die aktiewe funksie wat onaktief raak) behels nie ’n volledige soektog
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vir alle j ∈ J nie. As gevolg van die ordening van die funksies kan gebruik gemaak word van
die driekoordstelling om hierdie soektog aansienlik te verkort.
Die bestaande algoritme [84] vir die konvekse knapsakprobleem met vaste intervallengtes, die
GV100-algoritme, is wel optimaal maar van ordegrootte O(n2) soos in afdeling 6.4 aangetoon.
Die eenstapalgoritme wat in hierdie hoofstuk ontwikkel is se ordegrootte word bepaal deur die
sorteermetode wat gebruik word. In hierdie geval word Matlab se ingeboude “quicksort” ge-
bruik wat van orde O(n log n) is, wat vir baie groot waardes van n baie naby aan O(n) is. Die
numeriese voorbeelde hieraan verbonde kom gevolglik sterker na vore by groot probleme. Vir
probleme met 20000 funksies is die nuwe eenstapalgoritme gemiddeld tot 1500 keer vinniger as





7.2 Doel en oorsig van die hoofstuk
In hoofstuk 6 is die eenstapalgoritme vir die konvekse knapsakprobleem met vaste intervallengtes
ontwikkel en bewys dat die optimale oplossing verkry word. In hierdie hoofstuk word numeriese
resultate bespreek van hierdie eenstapalgoritme. In afdeling 7.3 word die toetsprobleme beskryf
sowel as sekere van die kriteria wat gebruik word vir die analise van die numeriese resultate.
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Daar is twee aspekte waarna gekyk gaan word naamlik die spoed van die algoritme (afdeling
7.4) sowel as die akkuraatheid van die beginoplossing (afdeling 7.5). By die spoed van die algo-
ritme word daar gekyk na die invloed van die grootte van die probleem en die invloed van die
befondsingsverhouding. Daar word ook gekyk na die spoed van die dele van die algoritme. Die
eenstapalgoritme vind die optimale oplossing van die probleem. In sommige gevalle is die be-
ginoplossing reeds optimaal en daar word ondersoek ingestel na die invloed van die grootte van
die probleem en die invloed van die befondsingsverhouding op die optimaliteit van die beginop-
lossing. Die afwyking vanaf die optimale oplossing (gemiddelde asook die maksimum afwyking)
word ook ondersoek. Die hoofstuk word afgesluit met ’n opsomming en gevolgtrekking in 7.6.
7.3 Toetsprobleme
Numeriese resultate is verkry vir probleemvoorkomste met verskillende waardes vir die inter-
vallengtes b = 50, b = 70 en b = 90. Soos verwag, het die lengte van die intervalle geen
noemenswaardige invloed op die spoed van die eenstapalgoritme of die akkuraatheid van die
beginoplossing nie. Om hierdie rede word slegs die resultate van b = 50 bespreek.
Die toetsprobleme is voortgebring deur gebruik te maak van die toetsprobleemopwekker van
hoofstuk 5. Vir elke funksie binne die probleemvoorkoms word fi(b) ewekansig gekies met
10 ≤ fi(b) ≤ 100. Die maatstaf van konveksiteit wat in die toetsprobleemopwekker gebruik
word, word vir elke funksie in die probleemvoorkoms ewekansig gekies tussen 0 en 1.
Vir elke probleemvoorkoms word B ewekansig gekies met 1 ≤ B ≤ nb. Probleemvoorkomste van
toenemende grootte word ondersoek, nl. n =100, 200, 500, 1000, 2000, 5000, 10000, 15000 en
20000. Omdat die funksies in die rekenaar as tabelle aangehou word en die volle tabel vir elkeen
van die funksies in die geheue gehou word, het geheueruimte ons beperk tot 20000 funksies. Vir
elkeen van hierdie 9 probleme word 1000 voorkomste ewekansig opgewek en opgelos.
Behalwe waar anders genoem, word die gemiddelde berekeningstyd, in millisekondes, van die
algehele algoritme bereken. By die GV100-algoritme sluit dit die tyd in om te inisialiseer, die
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beginoplossing uit te werk, te toets vir ’n moontlike omruiling, die omruiling te doen en die
doelfunksiewaarde te bereken. By die eenstapalgoritme sluit dit die tyd in wat dit neem om te
sorteer, die beginoplossing te bereken, te toets vir die omruiling, die omruiling te doen en die
doelfunksiewaarde te bereken.
Dele B, C en D van die eenstapalgoritme is O(n). Die keuse van die sorteermetode sal dus die
berekeningstyd be¨ınvloed. Vir die verkryging van die numeriese resultate is die sortering van
die indekse gedoen deur die ingeboude sorteerfunksie van Matlab. Matlab maak gebruik van die
gewilde “quicksort” algoritme wat in die slegste geval van orde O(n log n) is [56]. Vir waardes
van n so groot soos wat hier gebruik word, is die n log n funksie feitlik lineeˆr.
7.4 Spoed van die eenstapalgoritme
7.4.1 Invloed van die grootte van die probleem
Die resultate van die spoed van die GV100- sowel as die eenstapalgoritme word in tabel 7-1
gegee. Die laaste kolom in die tabel dui aan hoeveel keer die eenstapalgoritme vinniger is as die
GV100-algoritme.
n GV100 Eenstap GV100/Eenstap
100 0,11 0,20 0,55
200 0,22 0,34 0,65
500 0,96 0,66 1,45
1000 4,70 1,32 3,56
2000 29,06 1,99 14,60
5000 750,77 4,44 169,09
10000 7786,55 9,46 823,10
15000 18179,53 14,15 1284,77
20000 30561,40 19,87 1538,07
Tabel 7-1: Gemiddelde berekeningstye (vir 1000 probleemvoorkomste) in ms.
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Die gemiddelde berekeningstye van die algoritmes vir verskillende keuses van n word in figuur
7-1 grafies voorgestel. Hulle passingskrommes word ook daar gewys. Vir die GV100-algoritme
is dit
y = 0, 00008n2 + 0, 0023n− 175, 34 (7.1)
met R2 van 0,9979 en vir die eenstapalgoritme is dit
y = 0, 001n+ 0, 0539 (7.2)
met R2 van 0,9981.
In die lig van die teoretiese ordegrootte van die twee algoritmes, is die kwadratiese vorm van
(7.1) en die lineeˆre vorm van (7.2) nie ’n verrassing nie.















































Figuur 7-1: Spoed van die GV100- en eenstapalgoritmes met hulle passingskrommes.
Twee grafieke word gebruik omdat die resultate sodanig verskil dat dit nie sinvol op een grafiek
gewys kan word nie. Die maksimum berekeningstyd by die GV100-algoritme is ongeveer 30000
ms teenoor die 20 ms van die eenstapalgoritme. Die eenstapalgoritme kan soveel as 1500 keer
vinniger wees as die GV100-algoritme wat ook gesien kan word in die laaste kolom van tabel
7-1. Dit word grafies voorgestel in figuur 7-2.
Vir n = 100 en n = 200 is die gemiddelde berekeningstyd van die GV100-algoritme vinniger
as die eenstapalgoritme. Die toekenning van hulpbronne soos wat dit gebeur in die GV100-
algoritme is vir die probleme met minder funksies meer doeltreffend as die sortering van die
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Figuur 7-2: Gemiddelde berekeningstyd van die GV100-algoritme gedeel deur gemiddelde bere-
keningstyd van die eenstapalgoritme.
opbrengste by die bogrens fi(b). Dit word ge¨ıllustreer in figuur 7-3. Dis egter die groot waardes
van n waarin daar belanggestel word.

























Figuur 7-3: Vergelyking van gemiddelde berekeningstye tussen die GV100- en eenstapalgoritmes
vir probleme met tot 500 funksies.
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7.4.2 Invloed van befondsingsverhouding
Die resultate van die eenstapalgoritme wat vir probleme met 5000, 10000, 15000 en 20000
funksies bereken is, word in tabel 7-2 gegee en in figuur 7-4 grafies voorgestel. Dit is dieselfde
resultate wat in tabel 7-1 gegee is maar hier aangebied volgens die befondsingsverhouding.
Befondsingsverhouding Aantal funksies
as persentasie 5000 10000 15000 20000
0+ − 10 3,83 7,74 10,65 17,06
10+ − 20 3,18 7,64 12,09 16,97
20+ − 30 3,98 8,73 12,71 18,20
30+ − 40 4,03 8,72 14,53 18,80
40+ − 50 4,01 9,41 14,26 19,68
50+ − 60 4,36 9,88 14,59 20,51
60+ − 70 5,38 9,77 15,46 22,23
70+ − 80 5,01 10,70 15,41 22,01
80+ − 90 5,32 10,75 16,83 21,52
90+ − 100 5,29 11,21 14,23 23,07
Gemiddeld 4,44 9,45 14,08 20,00
Tabel 7-2: Gemiddelde berekeningstye (in ms) van die eenstapalgoritme. Resultate word aange-
bied volgens die befondsingsverhouding.
Vir al vier keuses van n neem die gemiddelde berekeningstyd toe soos die befondsingsverhouding
toeneem. Die´ toename is toe te skryf aan die deel waar getoets word of ’n omruiling moet
plaasvind en die omruiling self (indien nodig). Die toets vir omruiling bestaan hoofsaaklik uit
die soek van funksie q. Soos wat die befondsingsverhouding toeneem, is daar meer funksies wat
ten volle befonds word waaruit funksie q gekies moet word en die soektog neem dus langer.
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Figuur 7-4: Invloed van befondsingsverhouding op die spoed van die eenstapalgoritme.
7.4.3 Spoed van dele van die algoritme
In die teorie is aangetoon en deur die numeriese resultate van afdeling 7.4.1 grafies voorge-
stel dat die eenstapalgoritme O(n) is wat ’n aansienlike verbetering is vanaf O(n2) van die
GV100-algoritme. Daar is ook aangetoon dat die GV100-algoritme vir probleme met 100 en
200 funksies beter vertoon as die eenstapalgoritme. Dit sou interessant wees om uit te vind
presies watter deel van die algoritme vir die versnelling verantwoordelik is. Die ordegrootte van
die onderafdelings van die twee algoritmes word vervolgens numeries besigtig.
Die GV100-algoritme is in vier dele opgedeel, nl. die inisialisering (Ini), die toekenning van
die beginoplossing (Begin), die toets vir en moontlike omruiling van funksies (Omruil) en die
berekening van die doelfunksiewaarde (Doel). Gemiddelde berekeningstye is vir hierdie vier
dele afsonderlik gemeet en die resultate word in tabel 7-3 gewys. Die tyd wat dit neem om die
toekenning vir die beginoplossing te doen, oorheers die berekeningstyd van die hele algoritme.
Vir probleme met meer as 1000 funksies is dit meer as 90%. Weereens is dit die groot pro-
bleme waarin daar belanggestel word. Die tyd wat deur die ander drie dele opgeneem word, is
weglaatbaar in vergelyking met die tyd vir die beginoplossing sodat dit nie sinvol op dieselfde
grafiek voorgestel kan word nie.
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n Ini Begin Omruil Doel Totaal Begin/Totaal
100 0,06 0,02 0,02 0,01 0,11 18,20%
200 0,06 0,08 0,05 0,03 0,22 36,40%
500 0,08 0,72 0,09 0,07 0,96 75,00%
1000 0,10 4,38 0,14 0,08 4,70 93,20%
2000 0,17 28,46 0,29 0,15 29,06 97,90%
5000 0,25 748,28 1,50 0,74 750,77 99,70%
10000 0,59 7781,13 3,08 1,75 7786,55 99,90%
15000 0,93 18170,92 4,59 3,09 18179,53 99,95%
20000 1,36 30550,03 5,97 4,04 30561,40 99,96%
Tabel 7-3: Gemiddelde berekeningstye in ms van die vier dele van die GV100-algoritme.
Krommes vir die gemiddelde berekeningstye van die vier dele is afsonderlik gepas en word in
tabel 7-4 gegee.
Deel van algoritme Passingskromme R2
Inisialisering y = 0, 00006n+ 0, 0239 0,9873
Beginoplossing y = 0, 00008n2 + 0, 0018n− 175, 23 0,9979
Omruiling y = 0, 0003n− 0, 0897 0,9975
Berekening van doelfunksiewaarde y = 0, 00020n− 0, 1231 0,9928
Tabel 7-4: Passingskrommes en R2 vir die gemiddelde berekeningstye van die vier dele van die
GV100-algoritme.
Die passingskrommes van die dele van die GV100-algoritme wat verantwoordelik is vir die
inisialisering, omruiling en die berekening van die doelfunksiewaarde is lineeˆr van aard. Die
passingskromme van die beginoplossing is kwadraties van aard en die vergelyking van hierdie
kwadratiese funksie is feitlik dieselfde as die kwadratiese passingskromme (7.1) van die GV100-
algoritme as geheel. Die deel van die algoritme wat verantwoordelik is dat die algoritme in
geheel O(n2) is, is dus die bepaling van die beginoplossing.
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Die eenstapalgoritme is ook in vier dele opgedeel, nl. die sortering van die indekse (Sorteer),
die toekenning van die beginoplossing (Begin), die toets vir en moontlike omruiling van funksies
(Omruil) en die berekening van die doelfunksiewaarde (Doel). (Dieselfde toetsprobleemvoor-
komste is gebruik as vir die GV100-algoritme.) Die resultate word in tabel 7-5 gegee en in
figuur 7-5 grafies voorgestel. Die sortering neem ten minste die helfte van die berekeningstyd
op.
n Sorteer Begin Omruil Doel Totaal Sorteer/Totaal
100 0,142 0,018 0,020 0,019 0,199 71,4%
200 0,228 0,022 0,040 0,048 0,339 67,3%
500 0,411 0,029 0,087 0,135 0,662 62,1%
1000 0,986 0,047 0,142 0,140 1,315 75,0%
2000 1,469 0,054 0,269 0,201 1,993 73,7%
5000 2,587 0,050 0,783 1,022 4,442 58,2%
10000 5,513 0,077 1,707 2,165 9,463 58,3%
15000 7,588 0,180 2,646 3,739 14,154 53,6%
20000 10,938 0,246 3,427 5,258 19,868 55,1%
Tabel 7-5: Gemiddelde berekeningstye in ms vir die vier dele van die eenstapalgoritme.
Lineeˆre passings is op al vier dele van die eenstapalgoritme gedoen en die vergelykings sowel as
die R2 word in tabel 7-6 gegee. Hierdie resultate bevestig dat nie net die eenstapalgoritme in
geheel nie, maar ook die afsonderlike dele daarvan van orde O(n) is.
Die dele van die algoritme wat verantwoordelik is vir die ordegrootte van die onderskeie algo-
ritmes is verder ondersoek. Daar is gekyk na hoe ’n groot persentasie hierdie dele uitmaak van
die totale tyd van die onderskeie algoritmes. Dit word grafies voorgestel in figuur 7-6.
Die laaste kolom in tabel 7-5 dui die persentasie aan wat die sorteringsgedeelte van die totale
berekeningstyd van die eenstapalgoritme uitmaak. Soos wat die aantal funksies n toeneem,
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Figuur 7-5: Gemiddelde berekeningstye in ms vir die vier dele van die eenstapalgoritme.
Deel van algoritme Vergelyking van passingskromme R2
Sortering y = 0, 00050n+ 0, 1986 0,9959
Beginoplossing y = 0.00001n+ 0, 0185 0,9306
Omruiling y = 0, 00020n− 0, 0260 0,9990
Berekening van doelfunksiewaarde y = 0, 00030n− 0, 1371 0,9920
Tabel 7-6: Vergelykings van die passingskrommes en hulle R2. Krommes is gepas op die gemid-
delde berekeningstye van die vier dele van die eenstapalgoritme.
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Figuur 7-6: Die tydrowendste komponente van die twee algoritmes (uitgewerk as persentasie
van die totale berekeningstyd).
neem die persentasie af. In teenstelling hiermee neem die persentasie wat die beginoplossing
van die totale berekeningstyd van die GV100-algoritme uitmaak toe soos wat die aantal funksies
n toeneem, soos aangetoon in die laaste kolom van tabel 7-3. Dit kan grafies in figuur 7-6 gesien
word. Die twee lyne kruis tussen n = 200 en n = 500 wat ook die punt is tot waar die GV100-
algoritme meer effektief is as die eenstapalgoritme.
7.5 Akkuraatheid van die beginoplossing van die eenstapalgoritme
7.5.1 Invloed van die grootte van probleem
Die resultate van die eenstapalgoritme in die vorige afdeling kan ook gebruik word om die
akkuraatheid van die beginoplossing te bekyk. In die tweede kolom van tabel 7-7 word die
persentasie van die voorkomste waarin die beginoplossing optimaal is, gegee.
Die persentasie van optimale beginoplossings is effens hoe¨r by kleiner waardes van n = 100, 200
en 500. Venter en Wolvaardt [84] het in hulle resultate ’n persentasie van 74% gekry vir optimale
beginoplossings vir probleme met 10 funksies, wat nie hiermee bots nie.
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Akkuraatheid Gemiddelde Maksimum
n afwyking afwyking
100 60,5% 0,1701% 5,9518%
200 58,4% 0,0754% 4,1331%
500 56,9% 0,0154% 0,1789%
1000 54,2% 0,0060% 0,1307%
2000 53,3% 0,0023% 0,1100%
5000 50,2% 0,0007% 0,0570%
10000 54,0% 0,0003% 0,0262%
15000 52,0% 0,0001% 0,0032%
20000 52,0% 0,0002% 0,0296%
Tabel 7-7: Akkuraatheid van beginoplossings, gemiddelde en maksimum persentasieafwyking
vanaf optimale doelfunksiewaarde.
7.5.2 Afwyking vanaf die optimale doelfunksiewaarde
Vir die probleemvoorkomste waar die beginoplossing nie optimaal is nie, word daar gekyk hoe-
veel die doelfunksiewaarde van die beginoplossing van die´ van die optimale doelfunksiewaarde
verskil. Die resultate word in die derde kolom (gemiddelde afwyking as %) en die vierde kolom
(maksimum afwyking as %) in tabel 7-7 gegee en in figuur 7-7 grafies voorgestel .
Beide die gemiddelde persentasieafwyking sowel as die maksimum afwyking van die optimale
doelfunksiewaarde neem eksponensieel af soos wat die aantal funksies n toeneem. ’n Passing is
gedoen maar word nie hier gewys nie. Die maksimum persentasie van die gemiddelde afwyking
is egter baie klein (minder as 0, 2%).
Vir elke beginoplossing wat nieoptimaal is, beteken dit dat een funksie wat in die beginoplossing
ten volle befonds was, in die optimale oplossing slegs gedeeltelik befonds word. Terselftertyd
word een funksie wat in die beginoplossing gedeeltelik of glad nie befonds was nie in die optimale
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(a) Gemiddelde afwyking (%)



















(b) Maksimum afwyking (%)
Figuur 7-7: Afwyking van doelfunksiewaarde van die beginoplossing vanaf die´ van die optimale
doelfunksiewaarde.
oplossing ten volle befonds. Hoogstens drie funksies word be¨ınvloed. Omdat daar so ’n groot
aantal funksies is, maak dit die persentasieafwyking baie klein.
7.5.3 Invloed van befondsingsverhouding
Die gemiddelde afwyking vanaf die optimale doelfunksiewaarde vir probleemvoorkomste met
100, 1000 en 10000 funksies word in tabel 7-8 gegee maar net die resultate vir n = 100 grafies
voorgestel in figuur 7-8. Die indeling is volgens die befondsingsverhouding gedoen.
Die persentasieafwyking vanaf die doelfunksiewaarde van die optimale oplossing neem op die-
selfde manier (eksponensieel) af by probleme met 100, 1000 en 10000 funksies soos wat die
befondsingsverhouding toeneem. Die skaal waarop dit afneem is groter by probleme met min-
der funksies as by probleme met meer funksies. Net die resultaat van die probleme met 100
funksies word grafies in figuur 7-8 voorgestel. Die vorm van die grafiek vir die persentasieafwyk-
ing vir probleme met 1000 en 10000 funksies is dieselfde, maar die y-as se skaal is heelwat kleiner.
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Befondsingsverhouding Aantal funksies
as persentasie 100 1000 10000
0+ − 10 1,176 0,0337 0,00244
10+ − 20 0,359 0,0123 0,00032
20+ − 30 0,183 0,0062 0,00020
30+ − 40 0,125 0,0045 0,00014
40+ − 50 0,085 0,0029 0,00010
50+ − 60 0,081 0,0024 0,00008
60+ − 70 0,053 0,0028 0,00006
70+ − 80 0,040 0,0016 0,00005
80+ − 90 0,053 0,0014 0,00004
90+ − 100 0,040 0,0010 0,00003
Gemiddeld 0,219 0,0069 0,00035
Tabel 7-8: Gemiddelde persentasieafwyking vanaf die optimale doelfunksiewaarde ingedeel vol-
gens befondsingsverhouding.

























Figuur 7-8: Persentasieafwyking vanaf die optimale doelfunksiewaarde vir n=100.
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7.6 Opsomming en gevolgtrekking
Numeriese resultate van die eenstapalgoritme is in hierdie hoofstuk bespreek. Die toetsprobleme
sowel as sekere van die kriteria wat gebruik is in die analise van die numeriese resultate is in
afdeling 7.3 bespreek. Daar is na twee aspekte gekyk nl. die spoed van die algoritme (afdeling
7.4) sowel as die akkuraatheid van die beginoplossing (afdeling 7.5).
Omvattende numeriese ondersoeke het probleme met baie meer funksies gedek. Venter en
Wolvaardt [84] ondersoek probleme met hoogstens 10 funksies terwyl daar hie´r probleme met
tot 20000 funksies ondersoek is. Dit is juis die ondersoeke van probleme met baie funksies wat
die oneffektiwiteit van die GV100-algoritme uitwys.
Die numeriese ondersoeke bots nie met die teoretiese bevindings van hoofstuk 6 nie. Die
gemiddelde berekeningstyd van die algoritme neem lineeˆr toe met ’n toename in die aantal
funksies n. Vir probleemvoorkomste met tot 300 funksies is die GV100-algoritme vinniger as
die eenstapalgoritme. Die sortering van die funksies maak ten minste die helfte van die totale
berekeningstyd van die eenstapalgoritme uit. Die tyd van die algoritme neem lineeˆr toe met ’n
toename in die befondsingsverhouding, maar met ’n baie klein helling.
By tussen 50% en 60% van die probleemvoorkomste word die optimale doelfunksiewaarde deur
die beginoplossing gekry. By die beginoplossings wat nieoptimaal is, wyk die doelfunksiewaarde
minder as 0, 2% van die optimale doelfunksiewaarde af. Die gemiddelde afwyking sowel as
die maksimum afwyking vanaf die optimale doelfunksiewaarde neem eksponensieel af met ’n
toename in die aantal funksies. Die gemiddelde afwyking neem ook eksponensieel af met ’n
toename in die befondsingsverhouding.









8.2 Doel en oorsig van die hoofstuk
In hoofstuk 3 is die algemene konvekse knapsakprobleem beskrywe. Bestaande algoritmes en
heuristieke vir hierdie probleem is bespreek. In hoofstuk 6 is ’n eksakte algoritme ontwikkel
vir die spesiale geval met vaste intervallengtes. In hierdie hoofstuk word ’n heuristiese algo-
ritme ontwikkel vir die algemene geval met wisselende intervallengtes. Die probleemomskrywing
(wiskundig) sowel as die sleutelstelling vir die konvekse knapsakprobleem met wisselende inter-
vallengtes word in afdeling 8.3 gegee. ’n Baie kort literatuuroorsig en die belangrikste gevolg-
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trekkings van hoofstuk 3 word in afdeling 8.4 herhaal om die´ hoofstuk in konteks te plaas. Die
grootsteverskilalgoritme soos aangepas vir die probleem 8.1 (GVA-algoritme) word in afdeling
8.5 gestel. Nuwe numeriese resultate vir die GVA-algoritme met strenger toetsprobleme word
in afdeling 8.6 gerapporteer en bespreek. Die tekortkominge van die GVA-algoritme word ook
in hierdie afdeling beskryf. In afdeling 8.7 word verskeie verbeteringe voorgestel vir ’n nuwe
algoritme wat die akkuraatheid en die berekeningstyd van die GVA-algoritme sal klop. ’n Kort
oorsig oor hoe die nuwe algoritme ontwikkel is, word in afdeling 8.8 gegee en die nuwe algoritme,
die spilalgoritme, word in afdeling 8.9 gegee en bespreek. In afdeling 8.10 word handvoorbeelde
van die spilalgoritme gewys om die algoritme duideliker voor te stel. Die hoofstuk word afgesluit
met ’n opsomming en gevolgtrekking in 8.11.
8.3 Probleemomskrywing en sleutelstelling
Die probleem is dieselfde as (3.1), maar in teenstelling met die probleem in hoofstuk 6 het










en 0 ≤ xi ≤ bi
i = 1, 2, ..., n
(8.1)
waar die funksies fi(xi), i = 1, 2, · · · , n, kontinu, niedalend en konveks is.
In hierdie geval word die indeksversamelings gedefinieer as
I = {i|xi = 0},
J = {j|xj = bi} en
K = {k|xk ∈ (0, bk)} met slegs een element.
Stelling 15 spesialiseer die sleutelstelling vir (8.1).
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Stelling 15 (Sleutelstelling: konvekse knapsakprobleem met wisselende intervallengtes). Laat









en 0 ≤ xi ≤ bi
i = 1, 2, ..., n
(8.2)
waar die funksies fi(xi), i = 1, 2, · · · , n, kontinu, niedalend en konveks is. Dan bestaan daar ’n






i ) ≤ λ, ∀i ∈ I en
f ′j(x
∗
j ) ≥ λ, ∀j ∈ J .
(8.3)
Soos vir die spesiale geval met vaste intervallengtes, seˆ hierdie stelling (benewens uitsprake oor
die hellings) dat by optimaliteit net een van die funksies ’n toekenning kry wat tussen sy onder-
en bogrens leˆ en dat die res van die funksies in twee groepe uitval waarvan die eerste groep glad
geen fondse kry nie en die tweede groep vol befonds word. Slegs algoritmes met oplossings met
hierdie eienskap hoef ondersoek te word.
8.4 Literatuuroorsig
In hoofstuk 3 is ’n indiepte literatuurstudie gedoen oor algoritmes wat vir die konvekse knapsak-
probleem al gebruik is. ’n Baie kort oorsig word hier herhaal om te motiveer hoekom bestaande
oplossingsmetodes nie verder gevolg word nie.
Koopman [42] het differensiasie gebruik om ’n konvekse knapsakprobleem met slegs twee funksies
op te los. Hierdie probleem is baie klein en die oplossingsmetode van differensiasie kan suksesvol
wees vir so ’n klein probleem. Dit kan egter nie toegepas word op groter probleme nie en is dus
nie geskik nie.
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Algoritmes vir die tradisionele heeltallige knapsakprobleem wat lyk asof hulle op die konvekse
probleem van toepassing gemaak kan word, is oorweeg maar te stadig bevind. In die besonder
is gekyk na die benaderingsalgoritme van Horowitz-Sahni soos in Martello en Toth [53] beskryf
en Bretthauer et al. se konkawe omhullende ([8], [13]). Sekere idees is nogtans hieruit geneem.
More´ en Vavasis [61] se algoritme (hulle CKP-algoritme) is bedoel om die lokale minimum van ’n
kwadratiese probleem te kry. Die CKP-algoritme is suksesvol net op ’n beperkte klas probleme
(kwadraties wat nie sny nie) en is dus nie geskik nie.
Die grootsteverskilalgoritme ([83],[84]) is gebaseer op sterker nodige voorwaardes vir die minime-
ring van konkawe funksie soos gegee in stelling 8 (hoofstuk 3). Die algoritme het telkens
die optimale oplossing gekry vir die spesifieke toetsprobleme, maar vir meer komplekse pro-
bleme is gevind dat dit nie altyd die optimale oplossing kry nie. Die numeriese resultate en
gepaardgaande tekortkominge word in meer besonderhede in afdeling 8.6 bespreek. Hierdie
tekortkominge het idees verskaf wat bygedra het tot die spilalgoritme.
8.5 Die grootsteverskilalgoritme
Die grootsteverskilalgoritme (GVA) is ontwikkel vir die algemene geval van enige intervallengtes




Stel I ← {1, 2 · · · , n} en J ← {} en H = B, waar H die hoeveelheid van die hulpbron is
wat toegeken moet word.
Deel B: Beginoplossing
2. Ken die hulpbron toe
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en stel J ← J + {j}, I ← I − {j} en H ← H − bj .
Herhaal solank die hulpbron genoeg is, dit wil seˆ solank H ≥ bj .
3. Kies k waarvoor xk ∈ (0, bk)




















stel I ← I − {g}, J ← J + {g} en H ← H − bg, andersins stel I ← I − {f} K ← {f},
xk = H en H = 0.
Herhaal totdat H = 0.
Deel C: Omruiling
4. Kies funksie p en gepaardgaande Qp
Deur ’n volledige soekproses met behulp van ’n boomstruktuur, kies vir elke p ∈ I + {k}
’n Qp ⊂ J en rp ∈ J , rp /∈ Qp sodanig dat∑
q∈Qp













fq(bq) + fri(bri)− fri(xri)− fi(bi) + fk(xk)







fq(bq) + frp(brp)− frp(xrp) ≥ fp(bp)− fk(xk) dan is die oplossing optimaal, ander-
sins stel J ← J + {p} − {r} −Qp, I ← I − {p}+Qp en k = r.
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8.6 Numeriese resultate grootsteverskilalgoritme
8.6.1 Toetsprobleme
In hulle artikel wys Venter en Wolvaardt [84] daarop dat die GVA-algoritme vir die toetspro-
bleme wat gebruik is, telkens die optimale oplossing kry. Die probleme het hoogstens 10 funksies
met 50 ≤ ai ≤ bi ≤ 100. Indien groter en meer komplekse probleemvoorkomste gebruik word,
is die akkuraatheid van die GVA-algoritme egter heelwat swakker. Hooker [32] praat van toets-
probleme wat algoritmes vorm. Die GVA-algoritme is ’n voorbeeld hiervan. Die intervallengtes
van die toetsprobleme het nie genoegsaam verskil om die swak punte van die GVA-algoritme
uit te wys nie. In hierdie geval is die GVA-algoritme mislei deur die keuse van toetsprobleme.
Om dit te illustreer word toetsprobleme gegenereer met die toetsprobleemopwekker van hoof-
stuk 5, waar die toetsprobleme so gekies word dat die intervallengtes van funksies wat in ’n
probleem voorkom, baie meer kan verskil. Die verskil in intervallengtes word gemeet met die
intervallengteverhouding (ILV). Die ILV is die maksimum intervallengte moontlik gedeel deur
die minimum lengte wat kan voorkom.
Die mate van verskil speel ’n rol in die akkuraatheid van die GVA-algoritme soos uitgewys word
deur eksperimente wat met vier verskillende intervallengteverhoudings gedoen is, soos gespesi-
fiseer in tabel 8-1.
Vir elke funksie binne die probleemvoorkoms word fi(bi) ewekansig gekies met 10 ≤ fi(b) ≤ 100.
Die maatstaf van konveksiteit, K, soos gedefinieer in hoofstuk 4, word vir elke funksie ewekansig
gekies tussen 0 en 1. Die intervallengte bi vir elke funksie fi in die probleem word ewekansig







Tabel 8-1: Intervallengteverhoudings vir toetsing van die GVA-algoritme.
gekies tussen die minimum bi-waarde en die maksimum bi-waarde volgens die intervallengte-




Probleme met verskillende aantal funksies word ondersoek (n=10, 20, 50, 100, 150 en 200). Vir
elkeen van die 24 kombinasies van n en die ILV word 100 probleemvoorkomste ewekansig geskep
en opgelos. Daar is dus ’n totaal van 2400 probleemvoorkomste opgelos om die onderstaande
numeriese resultate te verkry.
8.6.2 Akkuraatheid
Vir die verskillende groepe van probleemvoorkomste met verskillende intervallengteverhoudings
(ILV van 1, 2, 5 en 100), word die akkuraatheid bereken deur te kyk by hoeveel van die 100
probleemvoorkomste ’n optimale oplossing verkry is. Die gemiddeld van alle groepe is ook
bereken. Die resultate word grafies voorgestel in figuur 8-1(a). Daar is ook ’n gemiddelde
akkuraatheid bereken sonder om die groep met vaste intervallengtes (ILV van 1) in ag te neem.
Beide hierdie gemiddeldes met hulle passingskromme word in figuur 8-1(b) voorgestel en die
vergelykings van die passingskrommes met hulle R2 word in tabel 8-2 gegee.
Akkuraatheid Passingskromme R2
Gemiddeld y = 0, 000002n2 − 0, 0008n+ 0.992 0,9975
Gemiddeld sonder ILV van 1 y = 0, 000003n2 − 0, 0011n+ 0.9893 0,9975
Tabel 8-2: Passingskrommes en R2 vir die akkuraatheid van die GVA-algoritme.
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Gemiddeld sonder ILV van 1
Passing gemiddeld
Passing gemiddeld sonder ILV van 1
(b) Passingskrommes
Figuur 8-1: Akkuraatheid en gepaardgaande passingskrommes van die grootsteverskilalgoritme.
Soos uit figuur 8-1(a) gesien kan word, is die akkuraatheid van die GVA-algoritme vir die
probleemvoorkomste met vaste intervallengtes (ILV van 1) gelyk aan 100%. Die GVA-algoritme
gee dus in hierdie geval telkens die optimale oplossings. Die gemiddelde akkuraatheid waar
die probleme met vaste intervallengtes nie in ag geneem word nie, is minder as die gemiddelde
akkuraatheid saam met probleme met vaste intervallengtes, soos te wagte sal wees aangesien die
akkuraatheid in die geval van probleme met vaste intervallengtes altyd 100% is. Beide gemid-
deldes van akkuraatheid neem af soos wat die aantal funksies toeneem, soos in figuur 8-1(b)
gesien kan word.
8.6.3 Berekeningstyd
Die gemiddelde berekeningstyd wat dit neem om ’n oplossing te verkry word vir die verskillende
groepe van probleemvoorkomste met verskillende intervallengteverhoudings (ILV van 1, 2, 5
en 100) voorgestel. Die berekeningstyd is in sekondes. Die gemiddeld tussen die groepe met
ILV van 2, 5 en 100 word ook gewys. Die resultate word grafies voorgestel in figuur 8-2(a).
Die gemiddelde berekeningstyd vir die groep met vaste intervallengtes (ILV van 1) word apart
gewys. Al twee se passingskrommes word in figuur 8-2(b) voorgestel en die vergelykings van die
passingskrommes met hulle R2 word in tabel 8-3 gegee.
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Berekeningstyd Passingskromme R2
ILV van 1 y = 0, 0003n2 − 0.0212n 0,9942
Gemiddeld sonder ILV van 1 y = 0, 000004n3 − 0, 0004n2 + 0.0113n 0,9998
Tabel 8-3: Passingskrommes en R2 vir die berekeningstyd van die GVA-algoritme.
























Gemiddeld sonder ILV van 1
(a) Gemiddelde berekeningstyd





















Gemiddeld sonder ILV van 1
Passing ILV van 1
Passing gemiddeld sonder ILV van 1
(b) Passingskrommes
Figuur 8-2: Gemiddelde berekeningstyd van die grootsteverskilalgoritme.
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Soos uit figuur 8-2 gesien kan word, neem die gemiddelde berekeningstyd toe soos wat die
aantal funksies toeneem. Die berekeningstyd vir die groep van probleemvoorkomste met vaste
intervallengtes (ILV van 1) is heelwat minder as vir die res van die groepe. Die toename in
berekeningstyd vir voorkomste met vaste intervallengtes is ook stadiger soos wat die aantal
funksies toeneem. Die passingskrommes in tabel 8-3 toon aan dat die GVA-algoritme vir vaste
intervallengtes ’n gemiddelde berekeningstyd van O(n2) het en vir die voorkomste met ILV van
2, 5 en 100 is dit O(n3).
8.6.4 Tekortkominge van die grootsteverskilalgoritme
Soos wat dit in afdeling 8.6.2 bespreek is, is die akkuraatheid van die GVA-algoritme swak met
groter intervallengteverhoudings. In stap 4 van die GVA-algoritme word daar aangeneem dat
daar altyd net een funksie p sal wees wat moontlik d.m.v. omruiling ten volle befonds gaan
word. As gevolg van die keuse van die toetsprobleme ([83] en [84]) was dit ook die geval. Indien
die intervallengteverhouding toeneem, kan daar egter meer as een p wees wat ten volle befonds
gaan word. Die GVA-algoritme maak nie hiervoor voorsiening nie. Die akkuraatheid neem dus
af met die toename in die intervallengteverhouding. Terselftertyd neem die akkuraatheid ook
af met die toename in die aantal funksies.
In die implementering van die GVA-algoritme is daar ook aangeneem dat Qp hoogstens twee
elemente bevat, wat vir die betrokke toetsprobleme ([83] en [84]) ’n korrekte aanname was. Soos
wat die intervallengteverhouding toeneem, kan dit egter voorkom dat daar meer as een p ten
volle befonds gaan word wat beteken dat Qp meer as twee elemente kan bevat.
As gevolg van die volledige soektog na p en sy gepaardgaande Qp, is stap 4 van die algoritme
O(n3). Vir kleiner probleemvoorkomste met hoogstens tien funksies is dit aanvaarbaar, maar
vir probleemvoorkomste met ’n groot n gaan die lang berekeningstyd onaanvaarbaar wees. Dis
juis die probleme met groot aantal funksies waarin ons belangstel.
Indien die beginsels van die GVA-algoritme gebruik gaan word, moet daar voorsiening gemaak
word dat die akkuraatheid verbeter met groter intervallengteverhoudings en ’n toename in die
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aantal funksies. Die soektogte na P en Q moet ook heelwat verkort sodat die berekeningstyd
kan versnel.
8.7 Wenke vir ’n goeie algoritme
In die ideale algoritme moet daar voorsiening gemaak word dat daar meer as een funksie p
ten volle befonds kan word na omruiling en daarmee gepaard, kan die aantal elemente in Qp
toeneem. Die toename in aantal elemente in P en Q kan veroorsaak dat die algoritme kombi-
natories ontplof indien daar ’n volledige soektog gedoen word. Die soektog na P en Q moet dus
beperk word.
8.7.1 Versnellings soos by vaste intervallengtes
In afdeling 6.5 is verskeie idees ontwikkel om die GV100-algoritme te versnel. Die volgende drie
kan direk op die algemene geval toegepas word.





≥ · · · ≥ fn(bn)
bn
.
• Gebruik van die driekoordstelling om soektogte na funksie k en funksies vir P en Q te
beperk.
• Indien die aanvanklike H = 0 aan die einde van stap 2 van die GVA-algoritme, is die
beginoplossing optimaal en geen soektog na P en Q hoef plaas te vind nie. (Die bewys is
soortgelyk aan die bewys van hulpstelling 1 in hoofstuk 6).
In die volgende afdelings word weggespring met ’n bestaande oplossing wat die beginoplossing
aan die einde van stap 3 van die GVA-algoritme is. Verder word aanvaar dat die indekse van
die funksies wel gesorteer is soos hierbo beskryf.
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8.7.2 Keuse van funksies vir P en Q
Behalwe in die geval waar die algoritme met ’n optimale beginoplossing stop, kan ’n omruiling







fq(bq) + fk(xk) die doelfunksiewaarde van die probleem voor ’n






fp(bp) + fk′(xk′) die doelfunsiewaarde
van die probleem na ’n moontlike omruiling.







Vir ’n verbetering in die doelfunksiewaarde moet ∆z > 0, m.a.w.
∑
q∈Q
fq(bq) − fk′(xk′) <∑
p∈P




fp(bp) − fk(xk) so groot as moontlik wees en
∑
q∈Q
fq(bq) − fk′(xk′) so klein as
moontlik, wat beteken dat
∑
q∈Q
fq(bq) so klein as moontlik moet wees en fk′(xk′) so groot as
moontlik.
Keuse van funksies vir P
Die grootsteverskilalgoritme maak slegs voorsiening vir ’n enkele funksie p ∈ P wat aktief kan
word. In die algoritme wat hier ontwikkel word, kan P geen, een of meer funksies bevat. By die
eenstapalgoritme vir die konvekse knapsakprobleem met vaste intervallengtes is funksie p altyd
die funksie in I met die kleinste indeks. By die probleem met wisselende intervallengtes is dit
egter nie altyd die geval nie.
In die vorige paragraaf is die gevolgtrekking gemaak dat
∑
p∈P
fp(bp))−fk(xk) so groot as moont-
lik moet wees, maar fk(xk) is ’n gegewe, daarom moet
∑
p∈P
fp(bp) so groot as moontlik wees om




fp(bp) so groot as moontlik te maak moet die gemiddelde helling van die betrokke
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funksies so groot as moontlik wees. Om die soektog na funksies p ∈ P te beperk, kan daar
begin word by die funksie in I met die grootste gemiddelde helling, dit is die funksie met die
kleinste indeks in I.
Keuse van funksies vir Q
In die vorige paragraaf is die gevolgtrekking gemaak dat
∑
q∈Q




fq(bq) so klein as moontlik te maak moet die gemiddelde helling van die betrokke
funksies so klein as moontlik wees. Om die soektog na funksies q ∈ Q te beperk, kan daar begin
word by die funksie in J met die kleinste gemiddelde helling, dit is die funksie in J met die
grootste indeks.
8.7.3 Keuse van nuwe funksie k′
By die eenstapalgoritme van die konvekse knapsakprobleem met vaste intervallengtes sal fk′
altyd fq wees. By die probleem met wisselende intervallengtes is dit egter nie altyd die geval
nie. Omruiling sal plaasvind indien















Om die verbetering in die doelfunksie te maksimeer, moet fk′(xk′) so groot as moontlik wees.
Om die keuse van fk′ makliker te motiveer en te illustreer, word die eenvoudige geval beskou







Vyf gevalle met betrekking tot die intervallengtes en gemiddelde hellings kan ge¨ıdentifiseer word.
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Figuur 8-3: Die geval waar bp = bq.
Indien bp = bq sal fp(bp) ≤ fq(bq) a.g.v. die ordening van die funksies. Dit word ge¨ıllustreer
in figuur 8-3. Uit (8.4) en (8.5) word afgelei dat xk′ = xk en vir ’n verbetering in die doel-
funksie moet fk′(xk′) > fk(xk). Met dieselfde hoeveelheid hulpbronne moet ’n beter
opbrengs as fk(xk) verkry word. As gevolg van die keuse van k in stap 3 van die begin-
algoritme is fk(xk) = max
i∈I∪{k}
fi(xk). Om fk′(xk′) > fk(xk) te realiseer, is q die enigste
kandidaat.






Figuur 8-4: Die geval waar bp < bq.
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Indien bp < bq sal fp(bp) ≤ fq(bq) a.g.v. die ordening van die funksies. Dit word ge¨ıllustreer
in figuur 8-4. Uit (8.5) word afgelei dat xk′ > xk. Uit (8.4) volg dat vir ’n verbetering
in die doelfunksie moet fk′(xk′)− fk(xk) > fq(bq)− fp(bp). Met meer hulpbronne kan ’n
beter opbrengs as fk(xk) moontlik verkry word. Dis egter nie noodwendig dat k
′ = q nie
en alle fi, i ∈ I + {q} moet oorweeg word.
Indien bp > bq word uit (8.5) afgelei dat xk′ < xk. Daar is dus minder hulpbronne
beskikbaar om aan fk′ toe te ken. Drie gevalle met verskillende kombinasies van fp(bp)



















(c) fp(bp) < fq(bq)
Figuur 8-5: Die geval waar bp > bq.
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3. Die geval waar bp > bq en fp(bp) > fq(bq)
Uit (8.4) word afgelei dat alhoewel dit nie nodig is dat fk′(xk′) > fk(xk) moet wees nie,
die verbetering in die doelfunksie nogtans vereis dat fk′(xk′) so groot as moontlik is. Dis
nie noodwendig dat k′ = q nie en alle fi, i ∈ I + {q} moet oorweeg word.
4. Die geval waar bp > bq en fp(bp) = fq(bq)
Uit (8.4) word afgelei dat vir ’n verbetering in die doelfunksie moet fk′(xk′) > fk(xk). Met
minder hulpbronne moet ’n beter opbrengs as fk(xk) verkry word wat net kan voorkom
by k′ = q. Die rede is dieselfde as by geval 1.
5. Die geval waar bp > bq en fp(bp) < fq(bq)
Uit (8.4) word afgelei dat vir ’n verbetering in die doelfunksie moet fk′(xk′) > fk(xk).
Soos in die vorige geval, kan dit net voorkom by k′ = q.
Opsommenderwys word dit gestel soos in (8.6) en grafies voorgestel in figuur 8-6. Indien die
punt (bp, fp(bp)) in die donker gekleurde gedeeltes val is k
′ ∈ I + {q} en as dit in die ligter
ingekleurde gedeelte voorkom is k′ = q. Indien
bp < bq of (bp > bq en fp(bp) > fq(bq)) (8.6)









Figuur 8-6: Opsomming vir die geval waar bp > bq.
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8.8 Eksakte algoritmes
In die nuwe algoritme word daar voorsiening gemaak dat P en Q meer as een element bevat.
Om alle moontlike kombinasies te dek, kan ’n volledige boomsoeking gedoen word. Dit is in
vroee¨re weergawes van die algoritmes ge¨ımplementeer in die vorm van rekursiewe prosedures.
Dit het egter veroorsaak dat die berekeningstyd geweldig toeneem soos wat die aantal funksies
toeneem. Die metode om ’n optimale oplossing te kry d.m.v. ’n volledige soektog is dus nie
verder gevolg nie.
Aangesien die aantal elemente in P en Q nie vooraf bekend is nie en dit aansienlik kan wis-
sel afhangende van die soort probleem, is die moontlikheid van geneste lusse vir alle praktiese
doeleindes ook uitgeskakel. Indien die intervallengteverhouding groot is, kan Q ’n hele aantal
elemente bevat om ’n enkele funksie p vol te maak en meeste programmeringstale maak nie
voorsiening vir genoeg vlakke van geneste lusse nie.
Na hierdie eksperimente met eksakte metodes is besluit om liewer op heuristieke te konsentreer
met die doel om groot probleme baie vinnig en so akkuraat as moontlik te kan oplos. Dit
beteken nie dat boomgebaseerde metodes nie belofte inhou nie, maar daar is besluit om liewer
op heuristieke te konsentreer.
8.9 Die spilalgoritme
8.9.1 Beginsels
Definieer die spilfunksie as die funksie in die beginoplossing wat die laaste ten volle befonds is,
m.a.w. dit is die funksie in J met die grootste indeks. Die nuwe algoritme is die spilalgoritme
genoem aangesien daar by elke vlak nog fondse van funksies met kleiner indekse as die spil-
funksie beskikbaar gestel word om sodoende funksies met groter indekse as die spilfunksie ten
volle te befonds. Daar word dus telkens met ’n toename in die vlak heen en weer weerskante
van die spilfunksie gesoek na die funksies vir P en Q.
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By die konvekse knapsakprobleem met vaste intervallengtes is fp altyd die funksie met die
kleinste indeks in I. In die geval van die probleem met wisselende intervallengtes is dit in baie
gevalle ook waar, maar dit kan voorkom dat die funksie met die kleinste indeks in I ’n goeie
kandidaat is vir fk′ , veral as hierdie funksie ’n klein maatstaf van konveksiteit het. Daar moet
dus voorsiening gemaak word dat dit nie outomaties die funksie met die kleinste indeks in I is
wat ten volle befonds gaan word nie; alle funksies met indeks p ∈ I moet oorweeg word. Die
soeking kan beperk word deur die gebruik van die driekoordstelling.
Die spilalgoritme begin met die konstruksie van die eerste stap in die beginoplossing. Die
funksies is aanvanklik georden volgens hulle gemiddelde helling met die steilste funksie eerste
en word ten volle befonds vanaf die indeks 1 totdat ’n funksie gevind word waarvoor daar nie
voldoende van die hulpbron beskikbaar is om dit ten volle te befonds nie. Vlak 0 word nou
ingeroep om die oorblywende hulpbronne toe te ken.
In afdeling 8.7.2 is genoem dat die aantal elemente in Q beperk moet word om die verbetering
na omruiling so groot as moontlik te maak. In die nuwe algoritme is die beginsel van vlakke
ingebring. Met ’n toename in die vlak, word daar nog ’n element in Q ingesit sodat daar meer
fondse beskikbaar kom om ’n verdere funksie p ten volle te befonds. Vlak 0 beteken dat daar
geen elemente in Q is nie en aan die einde van vlak 0 gee die algoritme die beginoplossing. Vir
die verkryging van die numeriese resultate soos in die volgende hoofstuk bespreek word, word
daar vooraf besluit tot op watter vlak die algoritme moet werk. Daar is gevind dat vir die
toetsprobleme wat gegenereer is, almal op vlak 3 optimaal is. Vir hierdie probleme is daar dus
hoogstens drie elemente in Q.
8.9.2 Prosedures van die spilalgoritme
Die spilalgoritme bestaan uit drie prosedures: SoekP, SoekQ en Toetsoptimaliteit. Die roep van
prosedures SoekP en SoekQ word beheer deur die vlakke. Op vlak 0 word SoekP slegs een keer
geroep met die beginoplossing van die probleem as resultaat. Met elke daaropvolgende vlak
word SoekQ vanuit SoekP geroep, maar elke keer met ander parameters.
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Die SoekP- en SoekQ-prosedures benodig die volgende nege parameters:
• Vlak,
• Indeks van ’n funksie,
• Waarde van die hulpbron,
• Som van bogrense gesommeer oor P , ∑
p∈P
bp,
• Som van bogrense gesommeer oor Q, ∑
q∈Q
bq,
• Opbrengs van alle funksies in P by hulle bogrense, ∑
p∈P
fp(bp),
• Opbrengs van alle funksies in Q by hulle bogrense, ∑
q∈Q
fq(bq),
• Versameling P en
• Versameling Q.
By prosedure SoekP is die tweede parameter die indeks q waarvoor op daardie stadium geld
dat xq ∈ (0, bq). By prosedure SoekQ is die tweede parameter die indeks, p, van die funksie wat
oorweeg word om ten volle befonds te word. Prosedure SoekP se derde parameter is die waarde
van die hulpbron wat toegedeel moet word terwyl dit by prosedure SoekQ die waarde van die
hulpbron is wat benodig word om ’n funksie ten volle te befonds. Die ander parameters het by
beide prosedures dieselfde betekenis.
In die volgende drie afdelings word die werking van die prosedures beskrywe terwyl die fynere
besonderhede van die prosedures in bylae B as pseudoteks gegee word. Verwysings na lynnom-
mers is dus telkens verwysings na die pseudoteks in die bylae.
Prosedure SoekP
Die eerste taak van prosedure SoekP is om die beste beskikbare opbrengs te kry vir die hulpbron
wat toegedeel moet word (tweede parameter). Dit kan gebeur deur ’n funksie, fk, gedeeltelik te
befonds (indien BB < bi, lyne 5 tot 18) of funksie(s), P , ten volle te befonds (indien BB ≥ bi,
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lyne 19 tot 23) of ’n kombinasie van die twee gevalle, P en fk (lyne 24 tot 52). Daar word
van die (a) gedeelte van die driekoordstelling gebruik gemaak om hierdie soektog na die beste
opbrengs so kort as moontlik te hou (lyne 4 en 27). Die gepaardgaande stophellings word elke
keer groter gemaak om sodoende vinniger aan die stopvoorwaarde te voldoen en die soekproses
nog verder te verkort (lyne 6 tot 7 en lyne 29 tot 30).
Die tweede taak van prosedure SoekP is om (terwyl daar gesoek word na die funksie met die
beste opbrengs) te kyk wat die invloed op die verbetering van die doelfunksiewaarde sal wees
indien die funksie, wat op daardie stadium oorweeg word, ten volle befonds gaan word. Daar
word eerstens bereken hoeveel hulpbronne benodig word om hierdie funksie ten volle te befonds
(lyne 11 en 35). Dan word bereken hoeveel die gemiddelde verbetering in die doelfunksiewaarde
sou wees indien die funksie ten volle befonds sou word (lyne 12 tot 13 en lyne 36 tot 37). Slegs
indien daar ’n moontlikheid is dat daar ’n funksie in J gevind kan word wat die benodigde
hulpbronne met ’n kleiner opbrengs kan verskaf, word prosedure SoekQ (met ’n inkrement in
die vlak) geroep. Hier word daar van die (b) gedeelte van die driekoordstelling gebruik gemaak
(lyne 14 tot 16 en lyne 38 tot 40).
Lyne 6 tot 18 (met BB) en lyne 29 tot 42 (met GBB) in prosedure SoekP is feitlik dieselfde
maar die oorblywende begroting wat toegedeel moet word verskil (GBB < BB nadat GBB
met bi verminder is in lyn 20).
Prosedure SoekQ
Soos in die geval van prosedure SoekP is daar in prosedure SoekQ ook twee take. Die eerste
taak van prosedure SoekQ is om die kleinste opbrengs te kry vir die hulpbron wat benodig word
(tweede parameter). Dit kan gebeur deur die hulpbronne gedeeltelik by ’n funksie te kry (indien
BB < bq, lyne 58 tot 65) of funksie(s) ten volle te ontneem van hulpbronne (indien BB ≥ bq,
lyne 66 tot 70) of ’n kombinasie van die twee gevalle (lyne 71 tot 91). Daar word van die (b)
gedeelte van die driekoordstelling gebruik gemaak om hierdie soektog na die kleinste opbrengs
so kort as moontlik te hou (lyne 56 en 75). Die gepaardgaande stophellings word elke keer
kleiner gemaak om sodoende vinniger aan die stopvoorwaarde te voldoen en die soekproses nog
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verder te verkort (lyne 59 en lyne 77 tot 79).
Die tweede taak van prosedure SoekQ is om (terwyl daar gesoek word na die funksie met die
kleinste opbrengs) te soek na die beste opbrengs vir die oorblywende hulpbronne nadat die be-
nodigde hulpbronne beskikbaar gestel is. Dit kan eerstens voorkom dat daar geen oorblywende
hulpbronne is nie, m.a.w. geen fk′ (lyn 67 tot 69). Tweedens word daar in Q gesoek vir fk′
(lyne 60 tot 61 en lyne 80 tot 81). Laastens word daar gekyk of fk′ in I voorkom. Slegs indien
daar ’n moontlikheid is dat daar ’n funksie in I gevind kan word wat ’n beter opbrengs kan gee
vir die oorblywende hoeveelheid hulpbronne, word prosedure SoekP geroep. Hier word daar van
die (a) gedeelte van die driekoordstelling gebruik gemaak (lyne 62 tot 64 en lyne 82 tot 84).
Lyne 58 tot 64 (met BB) en lyne 76 tot 84 (met QBB) in prosedure SoekQ is feitlik dieselfde
maar die begroting wat benodig word, verskil (QBB < BB nadat QBB met bq verminder is in
lyn 66).
Daar is ’n mate van simmetrie tussen prosedures SoekP en SoekQ.
Prosedure ToetsOptimaliteit
Op verskeie plekke in die prosedures SoekP en SoekQ word die prosedure ToetsOptimaliteit
geroep om te toets of die oplossing op daardie stadium optimaal is en ook om die optimale
oplossing te beˆre. Dit is die optimale inkrement vir die oorblywende hulpbron H en nie vir die





fq(bq), P en Q.
Verdere besonderhede van prosedure ToetsOptimaliteit word in bylae B as pseudoteks gegee.
8.9.3 Enkele opmerkings oor die spilalgoritme
Indien daar in die algoritme verwys word na die optimale opbrengs of optimale versamelings P
en Q is dit optimaal vir die oorblywende deel van die begroting H en nie vir die oorspronklike
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probleem se begroting B nie. Die optimale opbrengs van die oorspronklike probleem word in
stap 7 van die algoritme bereken.




Die verkorte skryfwyse word op verskeie plekke in die algoritme gebruik maar elke keer met
ander onderskrifte.
8.9.4 Formulering van die spilalgoritme
Spilalgoritme vir die konvekse knapsakprobleem met wisselende intervallengtes
Deel A: Sortering en Inisialiseer
1. Sortering
Hernommer die funksies sodat f1(b1)b1 ≥
f2(b2)
b2
≥ · · · ≥ fn(bn)bn .
2. Inisialiseer
Stel J ← {} en H = B, waar H die hoeveelheid van die hulpbron is wat nog toegeken
moet word.
Stel OptimaleOpbrengs = 0 en j = 0.
Deel B: Beginoplossing
3. Ken die hulpbron toe
Stel j ← j + 1, J ← J + {j} en H = H − bj . Herhaal solank die hulpbron genoeg is, dit
wil seˆ solank H ≥ bj .
spil = j
Indien H = 0 stop die algoritme, die optimale oplossing is gekry.
4. Ken oorblywende hulpbronne toe
Roep SoekP(0, H, 0, 0, 0, 0, 0, {}, {}) met maksvlak = 0 om fk te soek en fk(H) te
bereken.
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Deel C: Omruiling
5. Kies P en gepaardgaande Q
Roep SoekP(0, H, 0, 0, 0, 0, 0, {}, {}) met maksvlak > 0 om P en die gepaardgaande Q
en k′ te vind.
6. Omruiling









Om die algoritme verder toe te lig, word twee handvoorbeelde uitgewerk. In afdeling 8.10.1 word
’n voorbeeld gegee waar die optimale oplossing verkry word sonder dat ’n omruiling plaasvind.
In afdeling 8.10.2 word ’n voorbeeld gegee waar ’n omruiling met net een funksie wat in die
basis ingaan en net een funksie wat uitgaan, plaasvind om die optimale oplossing te kry, maar
die omruiling vind nie plaas met die funksie in I met die kleinste indeks nie. Die funksie wat




In hoofstuk 10 word ’n handvoorbeeld van die versnelde spilalgoritme gegee waar P en Q meer
as een element bevat.
8.10.1 Optimale oplossing sonder omruiling
Die parameters van die funksies van die eerste voorbeeld word in tabel 8-4 gegee. Die funksies
wat gewys word, is deel van ’n groter probleem met n = 10 en ILV van 2. Dit is een van die
100 probleemvoorkomste wat vir n = 10 en ILV van 2 opgelos is. Die ander vier funksies word
nie gewys nie omdat hulle nie ’n rol in die oplossing speel nie. Die toetsprobleemopwekker het
die waardes vir bi, fi(bi) en K ewekansig gekies en die funksieparameters m en s bereken. Die
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funksies is in stap 1 van die algoritme volgens gemiddelde helling georden.
Funksie b f(b) K m s GH
1 85 79 0,6331 89,5174 4,1985 0,9294
2 87 73 0,6139 92,2823 4,4322 0,8391
3 96 80 0,8415 96,7166 0,5972 0,8333
4 90 73 0,4051 109,6532 15,9409 0,8111
5 68 55 0,5415 74,5994 5,3377 0,8088
6 85 60 0,5331 93,6922 6,1357 0,7059
Tabel 8-4: Parameters van funksies in handvoorbeeld sonder omruiling.
Die begroting vir die probleem is B = 153. Aan die einde van stap 3 van die spilalgoritme is
J = {1}, H = 68 en die spilfunksie is 1. Die prosedure SoekP word nou geroep met BB = 68
en alle ander parameters 0. Die aanvanklike StopIHelling = 0.
i Gemiddelde helling StopIHelling Opmerkings
BB < bi BB ≥ bi
2 0,8391 0,1825 OptimaleOpbrengs = 12,4121
3 0,8333
4 0,8111 0,3827 OptimaleOpbrengs = 26,0240
5 0,8088 0,8088 G = {5}, GBB = 0, OptimaleOpbrengs = 55
6 0,7059 Gaan uit i-lus
Tabel 8-5: Stappe van SoekP prosedure met maksvlak = 0 vir handvoorbeeld sonder omruiling.
Aan die einde van die beginoplossing (stap 4 van die algoritme) is J = {1}, OptimaleP = {5},
OptimaleQ = {}, die OptimaleOpbrengs = 55 en daar is nie ’n funksie k nie. Vir elkeen van die
funksies in I gaan daar gekyk word of omruilings die OptimaleOpbrengs dalk kan verbeter. Die
prosedure SoekP word weer geroep, maar nou met maksvlak = 2. Tabel 8-6 gee die resultate
van die addisionele berekeninge.
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i bk′ − xk′ WenHelling Opmerkings
2 19 0,9474 Roep SoekQ met vlak 1, p = 2 en BB = 19
StopQHelling = 3,1888
q = 1
Vir k′ = 1 is Opbrengs = 5, 7829 < OptimaleOpbrengs
f1(b1−19)
b1−19 = 0, 1785 < GHspil+1, roep SoekP met BB = 66
Vir k′ ∈ I is Opbrengs = 34, 9670 < OptimaleOpbrengs
SoekQ word nie weer vanuit SoekP geroep nie (geen vlak 2)
Gaan uit SoekP
Geen verdere q, gaan uit SoekQ
3 28 0,8929 WenHelling < GHspil, gaan na volgende i
4 22 0,8182 WenHelling < GHspil, gaan na volgende i
5 0 bk′ − xk′ = 0, gaan na volgende i
6 Gaan uit i-lus
Tabel 8-6: Stappe van SoekP prosedure met maksvlak = 2 vir handvoorbeeld sonder omruiling.
Geen omruiling kon die doelfunksiewaarde verbeter nie en aan die einde van die algoritme is
J = {1; 5} en K = {}. Die doelfunksiewaarde is
f1(85) + f5(68) = 79 + 55 = 134.
8.10.2 Optimale oplossing met ’n enkele omruiling
Die parameters van die funksies van die tweede voorbeeld word in tabel 8-7 gegee. Die funksies
is reeds gesorteer volgens hulle gemiddelde helling. Die funksies wat gewys word, is deel van ’n
groter probleem met n = 10 en ILV van 2. Dit is een van die 100 sulke probleemvoorkomste
wat opgelos is.
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Funksie b f(b) K m s GH
1 57 73 0,1980 103,3052 59,3031 1,2807
2 80 95 0,4912 90,5431 12,5199 1,1875
3 79 86 0,8469 79,5466 0,5951 1,0886
4 50 40 0,6254 52,8039 2,2431 0,8000
5 97 77 0,6466 101,6849 3,7190 0,7938
6 76 51 0,2316 124,4250 32,4957 0,6711
7 61 33 0,4176 73,3844 6,6998 0,5409
Tabel 8-7: Parameters van funksies in handvoorbeeld met ’n enkele omruiling.
Die begroting vir die probleem is B = 186. Aan die einde van stap 3 van die spilalgoritme is
J = {1; 2}, H = 49 en die spilfunksie is 2. Die prosedure SoekP word nou geroep met BB = 49
en alle ander parameters 0. Die aanvanklike StopIHelling = 0.
i Gemiddelde helling StopIHelling Opmerkings
BB < bi BB ≥ bi
3 1,0886 0,0195 OptimaleOpbrengs = 0,9545
4 0,8000 0,5899 OptimaleOpbrengs = 28,8949
5 0,7938 Gaan na volgende i
6 0,6711 Gaan na volgende i
7 0,5410 Gaan uit i-lus
Tabel 8-8: Stappe van SoekP prosedure met maksvlak = 0 vir handvoorbeeld met ’n enkele
omruiling.
Aan die einde van die beginoplossing (stap 4 van die algoritme) is J = {1; 2}, k = 4 met xk = 49
en die OptimaleOpbrengs = 28, 8949. Vir elkeen van die funksies in I gaan daar gekyk word
of omruilings die OptimaleOpbrengs (vir H = 49) dalk kan verbeter. Die prosedure SoekP
word weer geroep, maar nou met maksvlak = 2. Tabel 8-9 gee die resultate van die addisionele
berekeninge.
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i bk′ − xk′ WenHelling Opmerkings
3 30 2,8349 Roep SoekQ met vlak 1, p = 3 en BB = 30
StopQHelling = 2,8349
q = 2, StopQHelling = 1,5912
Vir k′ = 2 is Opbrengs = 6, 4403 < OptimaleOpbrengs
f2(b2−30)
b2−30 = 0, 3088 < GHspil+1, roep SoekP met BB = 50
StopIHelling = 0,3088
Vir i = 4 is G = {4}, GBB = 0, StopIHelling = 0,8
OptimaleOpbrengs = 31, OptimaleP = {3; 4} en OptimaleQ = {2}
Gaan na volgende i
Vir i = 5 is GH5 = 0, 7938 < StopIHelling, gaan uit i-lus
Gaan uit SoekP
q = 1, StopQHelling = 1,5912
Vir k′ = 1 is Opbrengs = 33, 984 > OptimaleOpbrengs
OptimaleOpbrengs = 33,984, OptimaleP = {3}, OptimaleQ = {1}
f1(b1−30)
b1−30 = 0, 7772 < GHspil+1, roep SoekP met BB = 27
StopIHelling = 0,7772
Vir i = 4 is bk′ − xk′ = 23, WenHelling = 0,8268 < GHspil
Gaan nie na SoekQ met vlak 2 nie, gaan na volgende i
Vir i = 5 is bk′ − xk′ = 70, WenHelling = 0,8002 < GHspil
Gaan nie na SoekQ met vlak 2 nie, gaan na volgende i
Vir i = 6 is GH6 = 0, 6711 < StopIHelling, gaan uit i-lus
Gaan uit SoekP
Geen verdere q, gaan uit SoekQ
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i bk′ − xk′ WenHelling Opmerkings
4 1 11,2903 Roep SoekQ met vlak 1, p = 4 en BB = 1
StopQHelling = 11,2903
q = 2, StopQHelling = 9,3146
Vir k′ = 2 is Opbrengs = 30, 6854 < OptimaleOpbrengs
f2(b2−1)
b2−1 = 1, 0846 < GHspil+1, roep SoekP met BB = 79
StopIHelling = 1,0846
Vir i = 3 is G = {3}, GBB = 0
Gaan na volgende i
Vir i = 5 is GH5 = 0, 7938 < StopIHelling, gaan uit i-lus
Gaan uit SoekP
q = 1, StopQHelling = 2,7968
Vir k′ = 1 is Opbrengs = 37, 2032 > OptimaleOpbrengs
OptimaleOpbrengs = 37,2032, OptimaleP = {4}, OptimaleQ = {1}
f1(b1−1)
b1−1 = 1, 2536 > GHspil+1
Geen verdere q, gaan uit SoekQ
5 48 0,8291 WenHelling < GHspil, gaan na volgende i
6 Gaan uit i-lus
Tabel 8-9: Stappe van SoekP prosedure met maksvlak = 2.
Aan die einde van stap 5 van die algoritme is OptimaleP = {4}, OptimaleQ = {1}, k′ = 1
met xk′ = 56 en die OptimaleOpbrengs = 37,2032. ’n Enkele omruiling tussen f1 en f4 het die
optimale opbrengs van die oorblywende H met 8,3083 verbeter. Die doelfunksiewaarde is
f1(56) + f2(80) + f4(50) = 70, 2032 + 95 + 40 = 205, 2032.
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8.11 Opsomming en gevolgtrekking
In hierdie hoofstuk is ’n heuristiese algoritme ontwikkel vir die algemene konvekse knap-
sakprobleem (met wisselende intervallengtes) in teenstelling met hoofstuk 6 waar ’n eksakte
algoritme vir die spesiale geval van konvekse knapsakprobleem met vaste intervallengtes ont-
wikkel is. Die probleem sowel as die sleutelstelling is in afdeling 8.3 gegee. Ander benaderings
is in ’n kort literatuuroorsig in afdeling 8.4 gegee, terwyl die GVA-algoritme in afdeling 8.5
gewys is. Na aanleiding van numeriese werk is die tekortkominge van die GVA-algoritme in 8.6
uitgewys. Verskeie idees vir ’n nuwe algoritme word in afdeling 8.7 na vore gebring waaronder
die´ wat reeds in hoofstuk 6 genoem is (sortering van indekse, geval waar H = 0 en die gebruik
van die driekoordstelling). Ander nuwe idees sluit in die keuse van funksies in P en Q sowel as
die keuse van fk′ . In afdeling 8.8 is daar kortliks die strategiee¨ genoem wat gevolg is om die
spilalgoritme, wat in afdeling 8.9 gegee is, te ontwikkel. Twee numeriese handvoorbeelde lig die
spilalgoritme toe in 8.10.
Die belangrikste verskille tussen die GVA-algoritme en die spilalgoritme is die volgende:
1. Die indekse van die funksies word vooraf sorteer sodat die gemiddelde helling afneem in
grootte soos die indekse styg.
2. Daar word voorsiening gemaak om die algoritme te stop indien die beginoplossing sigbaar
optimaal is (H = 0).
3. In die spilalgoritme is ‖P‖ ≥ 0 waar dit by die GVA-algoritme altyd ‖P‖ = 1.
4. In die spilalgoritme is k′ ∈ I ∪Q ∪K waar dit by die GVA-algoritme altyd k′ ∈ Q is.
5. Die soekproses om funksies in P te plaas, word beperk deur te begin by die´ fp, p ∈ I ∪K,
met die grootste gemiddelde helling. Die soekproses word vroee¨r gestop deur gebruik te
maak van die driekoordstelling. Dit is moontlik a.g.v. die sortering van die funksies.
6. Op dieselfde manier word die soekproses vir funksies in Q beperk deur te begin by die fq,
q ∈ J met die kleinste gemiddelde helling (die spilfunksie) en terug te werk tot die eerste
funksie. Die soekproses word gestop deur gebruik te maak van die driekoordstelling.
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7. Die stophellings wat gebruik word om die onderskeie soekprosesse te stop, word gedurig
opdateer (vermeerder in die soekproses na p en verminder in die soekproses na q) sodat
die soekproses nog korter word en die berekeningstyd van die algoritme verminder.
8. Om voorsiening te maak vir ‖P‖ ≥ 1 en ‖Q‖ ≥ 1 word daar gebruik gemaak van vlakke.
Met ’n toename in die vlak word daar nog ’n element by P en Q gevoeg. Die toename in
die aantal vlakke kan die akkuraatheid van die oplossing verbeter, maar die berekeningstyd
neem ook toe.
Die numeriese resultate van die spilalgoritme word in die volgende hoofstuk bespreek. Daar
word veral gekyk na die faktore wat die akkuraatheid en die berekeningstyd van die algoritme
be¨ınvloed. Omdat die spilalgoritme later verbeter word, word ’n vergelyking met die GVA-




9.2 Doel en oorsig van die hoofstuk
In hoofstuk 8 is die spilalgoritme ontwikkel vir die (algemene) konvekse knapsakprobleem. Dit
is ’n heuristiek en word gevolglik numeries ondersoek vir spoed en akkuraatheid. Daar word
in afdeling 9.3 weggespring deur te beskrywe hoe die toetsprobleme gegenereer is en watter
aspekte ondersoek is. In afdeling 9.4 word die tyd wat dit neem om die oplossing te bereken,
ondersoek. Daar word gekyk na die invloed van die grootte van die probleem, die invloed van
die intervallengte- sowel as die befondsingsverhouding. Laastens word daar gekyk hoe die vlakke
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van berekening die spoed van die algoritme be¨ınvloed. In afdeling 9.5 kom die akkuraatheid
van die spilalgoritme aan die beurt. In afdeling 9.6 word die akkuraatheid by vlak 0 (die be-
ginoplossing) gerapporteer. Hier word gekyk na die invloed van die grootte van die probleem
op die akkuraatheid van die oplossing, asook die gemiddelde sowel as die maksimum afwyking
vanaf die optimale doelfunksiewaarde. Daar word ook ondersoek ingestel na die invloed van
die intervallengte- en die befondingsverhouding op die akkuraatheid van die oplossing. Die
akkuraatheid van die spilalgoritme by vlak 1 en hoe¨r word in 9.7 bespreek. Die hoofstuk word
afgesluit met ’n opsomming en gevolgtrekking in 9.8.
9.3 Toetsprobleme
Omdat ’n groot variasie in intervallengtes ’n effek het op algoritmes vir hierdie probleem, is
verskillende groepe probleemvoorkomste gegenereer waar die intervallengteverhouding binne-in
’n groep dieselfde is. Intervallengteverhoudings (ILV’s) van 1, 2, 5, 10, 20 en 100 word onder-
soek soos gegee in tabel 9-1. Die bi-waardes van die funksies binne ’n probleemvoorkoms word
ewekansig geskep om te leˆ tussen die minimum en maksimum bi-waarde soos gespesifiseer in die









Tabel 9-1: Intervallengteverhoudings vir toetsing van die spilalgoritme.
Die toetsprobleme is voortgebring deur gebruik te maak van die toetsprobleemopwekker van
hoofstuk 5. Vir elke funksie binne die probleemvoorkoms word fi(bi) ewekansig gekies met
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10 ≤ fi(bi) ≤ 100 en die maatstaf van konveksiteit (met sy eie kansgetal) word ewekansig gekies
tussen 0 en 1.




komste van toenemende grootte word ondersoek, nl. n = 10, 20, 50, 100, 150, 200, 500 en 1000.
Die oplossing wat met dinamiese programmering verkry is, is telkens gebruik om die akku-
raatheid van die algoritme te toets. Die lang berekeningstyd van dinamiese programmering het
die probleemgrootte beperk tot 1000 funksies.
Vir die probleemgrootte, n = 100, is numeriese resultate gekry vir 100 sowel as 1000 voorkomste
van die probleem. Dis gedoen vir al die intervallengteverhoudings, maar net die resultate vir
drie gevalle word in grafiek 9-1 voorgestel. Die grafiek vir n = 1000 is gladder, soos verwag
kan word, maar gee nie soveel beter inligting dat dit die ekstra werk regverdig nie en verdere
berekeningstye is almal met 100 probleemvoorkomste vir ’n geval gedoen.

























(a) ILV van 1
























(b) ILV van 2























(c) ILV van 100
Figuur 9-1: Vergelyking tussen resultate met 100 en 1000 probleemvoorkomste vir n = 100.
9.4 Spoed van die algoritme
Die resultate vir die spoed van die algoritme word in tabelle C-1 tot C-4 in bylae C gegee.
Dit word in die onderskeie afdelings grafies voorgestel. Die resultate word deurgaans vir die
verskillende vlakke van die algoritme gegee, aangesien die akkuraatheid (en daarmee saam die
berekeningstyd) verskil by die verskillende vlakke.
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9.4.1 Invloed van die grootte van die probleem
Die invloed van die grootte van die probleem vir probleme tot n = 1000 word grafies voorgestel
in figuur 9-2 vir die intervallengteverhoudings van 1, 2, 5 en 100 onderskeidelik. ’n Aparte
grafiek word gegee vir elke intervallengteverhouding. Op elke grafiek word die gemiddelde be-
rekeningstye (in ms) by elke vlak van die algoritme voorgestel.





























(a) ILV van 1






























(b) ILV van 2
































(c) ILV van 5


































(d) ILV van 100
Figuur 9-2: Invloed van grootte van probleem op gemiddelde berekeningstyd. Die grafiek vir
vlak 0 leˆ telkens op die X-as.
Die gemiddelde berekeningstye by vlak 0 is so min in vergelyking met die berekeningstye by
die ander vlakke dat dit nie duidelik sigbaar is op die grafieke nie. Vlak 0 van die algoritme
beteken dat slegs die beginoplossing bereken word. Daar word nie na funksies vir P of Q gesoek
vir moontlike omruiling nie. Die berekeningstyd is dus baie min omdat daar geen soektogte
plaasvind nie.
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Uit figuur 9-2 is dit nie baie duidelik hoe die numeriese resultate vir probleme tot n = 200 lyk
nie, aangesien die waardes vir n = 500 en n = 1000 die res oorheers. Daarom is dit uit figuur
9-2 verwyder en die resultate van die oorblywende probleme tot n = 200 word in figuur 9-3
voorgestel.






























(a) ILV van 1






























(b) ILV van 2






























(c) ILV van 5






























(d) ILV van 100
Figuur 9-3: Invloed van grootte van probleem (tot n = 200) op gemiddelde berekeningstyd. Die
grafiek van vlak 0 leˆ telkens op die X-as.
Uit beide figure 9-2 en 9-3 is dit duidelik dat die gemiddelde berekeningstyd van die spilalgo-
ritme toeneem soos wat die aantal funksies in die probleem toeneem. Soos verwag kan word,
neem die berekeningstyd vinniger as lineeˆr toe met die grootte van die probleem.
Om die toename in gemiddelde berekeningstyd vir ’n toename in aantal funksies nog beter te
illustreer, is ’n gemiddeld bereken oor alle intervallengteverhoudings. Dit word vir die onder-
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skeie vlakke van die algoritme in figuur 9-4 voorgestel.

































(a) Vlak = 0



































(b) Vlak = 1
































(c) Vlak = 2

































(d) Vlak = 3
Figuur 9-4: Invloed van grootte van probleem op gemiddelde berekeningstyd per vlak.
Die gemiddelde berekeningstyd by vlak 0 verskil heeltemaal van die ander vlakke van die algo-
ritme (16 ms teenoor 8000ms). Die berekeningstyd by vlak 0 neem lineeˆr toe met ’n toename
in die aantal funksies teenoor ’n kwadratiese toename by die ander vlakke. Om dit verder
te ondersoek word slegs die gemiddelde oor die verskillende intervallengtes en die onderskeie
passingskromme in figuur 9-5 voorgestel. Vlak 0 word apart voorgestel terwyl die ander drie
vlakke op een grafiek voorgestel word. Die vergelykings van die passingskrommes en hulle R2
word in tabel 9-2 gegee.
Alhoewel die R2 van die kwadratiese passing by vlak 0 beter is as die lineeˆre passing, is die
kwadratiese komponent baie klein en lewer feitlik geen bydrae nie. Die grootste gedeelte van die
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Vlak Passingskromme R2
0 - Lineeˆr y = 0, 0142n− 0, 0873 0,9893
0 - Kwadraties y = 0, 000005n2 + 0, 0097n+ 0, 3005 0,9960
1 y = 0, 0011n2 − 0, 0127n+ 9, 9605 0,9992
2 y = 0, 0035n2 − 0, 1338n+ 23, 625 0,9996
3 y = 0, 0049n2 + 0, 0784n+ 15, 641 0,9999
Tabel 9-2: Passingskrommes en R2 vir die gemiddelde berekeningstye van die vier vlakke van
die spilalgoritme. Vir vlak 0 is twee passings gedoen.
berekeningstyd by vlak 0 van die spilalgoritme word aan die sortering van die funksies spandeer.
In die geval van hierdie numeriese ondersoeke word die ingeboude “quicksort” metode in Matlab
gebruik wat O(n log n) is en in die geval van groot waardes van n amper lineeˆr is. Dit verklaar
die goeie lineeˆre passing by vlak 0.





























Lineere passing vlak 0
Kwadratiese passing vlak 0
(a) Vlak = 0

































Kwadratiese passing vlak 1
Kwadratiese passing vlak 2
Kwadratiese passing vlak 3
(b) Vlak = 1, 2 en 3
Figuur 9-5: Passingskrommes vir die invloed van die grootte van die probleem op die gemiddelde
berekeningstyd.
By die ander vlakke vind ’n soektog na funksies vir P en Q plaas waar die soektog O(n2) is
aangesien daar vir elke funksie in P ’n funksie in Q gesoek moet word. By elke vlak word
daar meer funksies vir P en Q oorweeg en daarom is dit nie onverwags dat die gemiddelde
berekeningstyd toeneem met die toename in vlakke nie. Hoe meer funksies oorweeg moet word
in die onderskeie soektogte vir funksies in P en Q, m.a.w. met toename in vlakke, hoe beter is
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die kwadratiese passing.
9.4.2 Invloed van die intervallengteverhouding
Dieselfde resultate van tabelle C-1 tot C-4 in bylae C word op ’n ander manier voorgestel om
die invloed van die intervallengteverhouding te ondersoek. Dit word grafies voorgestel in figuur
9-6. Die resultate vir probleme tot n = 200 word apart by elke vlak voorgestel.

























































(b) Vlak = 1
























(c) Vlak = 2


































(d) Vlak = 3
Figuur 9-6: Invloed van intervallengteverhouding op gemiddelde berekeningstyd vir probleme
met tot n = 200.
Alhoewel dit nie baie duidelik uit figuur 9-6 gesien kan word nie, lyk dit asof die gemiddelde
berekeningstyd toeneem soos wat die intervallengteverhouding toeneem, maar later neem dit
weer af. By probleme met min funksies is dit nie so duidelik sigbaar nie, maar by probleme met
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n = 200 kan die verskynsel duideliker gesien word. Vir die probleme met n = 500 en n = 1000
word die resultate apart in figuur 9-7 voorgestel. Hier is die resultate by al vier vlakke op die
onderskeie grafieke saam voorgestel.

































(a) n = 500






























(b) n = 1000
Figuur 9-7: Invloed van intervallengteverhouding op gemiddelde berekeningstyd vir probleme
met n = 500 en n = 1000.
Uit figuur 9-7 kan duideliker gesien word dat by alle vlakke (behalwe vlak 0) die berekeningstyd
toeneem soos wat die intervallengteverhouding toeneem, maar later weer afneem. Dit kan ver-
klaar word deur die intervallengteverhouding van 100 te beskou. Hier is die variasie vir die
moontlike keuse van die bi-waardes vir elke funksie baie groter aangesien bminimum = 1 ≤ bi ≤
100 = bmaksimum. In kontras hiermee lewer ’n intervallengteverhouding van 2 ’n kleiner variasie
aangesien bminimum = 50 ≤ bi ≤ 100 = bmaksimum. By groot intervallengteverhoudings word
kleiner waardes vir bi gegenereer en gevolglik word
n∑
i=1
bi ook kleiner. Die totale begroting B
van die probleem word ook kleiner aangesien 1 ≤ B ≤
n∑
i=1
bi. Daar is dus minder fondse om
toegedeel te word met die gevolg dat die algoritme vinniger is.
9.4.3 Invloed van die befondsingsverhouding
Die numeriese resultate van die spoed van die algoritme word vervolgens voorgestel volgens
die befondsingsverhouding om die invloed daarvan te ondersoek. Die resultate vir n = 100 en
n = 200 en intervallengteverhoudings van 2, 5 en 100 word in tabelle C-5 tot C-7 in bylae C
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gegee. Dit word grafies voorgestel in figuur 9-8.
Uit figuur 9-8 word afgelei dat die gemiddelde berekeningstyd vir klein (≤ 20%) en groot
(≥ 80%) befondsingsverhoudings heelwat kleiner is as die befondsingsverhoudings tussenin. In-
dien die befondsingsverhouding klein is, is daar ’n klein begroting B wat toegedeel moet word
en die soektog na moontlike funksies vir Q is baie kort aangesien daar min funksies ten volle
befonds word. Gevolglik is die berekeningstyd van die algoritme kort. In gevalle waar die be-
fondsingsverhouding groot is, word daar wel ’n groot begroting B toegedeel maar in vergelyking
met die soektogte vir moontlike funksies vir P en Q is dit kort. Daar is min funksies wat geen
fondse kry nie en as gevolg daarvan is die soektog na moontlike funksies vir P beperk en die
berekeningstyd van die algoritme is dus kort. Die verskynsel word die duidelikste ge¨ıllustreer
by n = 200 met ’n intervallengteverhouding van 100 in figuur 9-8(f).
Die onree¨lmatigheid van die grafieke in figuur 9-8 kom voor a.g.v. die ewekansigheid van die
keuse van parameters in die probleemvoorkomste, wat kan veroorsaak dat daar min probleem-
voorkomste in die onderskeie befondsingsverhoudingkategoriee¨ val en die gemiddeld vir daardie
kategoriee¨ dus nie betroubaar is nie. Die resultate is egter goed genoeg om wel sinvolle afleidings
daaroor te maak.
Vanaf die grafieke in figuur 9-8 kan ook afgelei en gesien word dat die tydverskil tussen die
vlakke afneem. Hierdie aspek word in die volgende afdeling verder ondersoek.
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(a) ILV van 2 en n = 100






























(b) ILV van 2 en n = 200

































(c) ILV van 5 en n = 100






























(d) ILV van 5 en n = 200






























(e) ILV van 100 en n = 100































(f) ILV van 100 en n = 200
Figuur 9-8: Invloed van befondingsverhouding op gemiddelde berekeningstyd vir probleme met
n = 100 en n = 200. Die grafiek vir vlak 0 leˆ telkens op die X-as.
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9.4.4 Invloed van die vlakke
Die akkuraatheid van die spilalgoritme neem uiteraard toe met die aantal vlakke en die effek
van die aantal vlakke op die berekeningstyd is dus belangrik. Uit die grafieke in figuur 9-8
het dit geblyk dat die tydverskil tussen die vlakke afneem indien die resultate voorgestel word
volgens die befondsingsverhouding. Die gemiddelde berekeningstyd vir al die 100 probleemvoor-
komste vir n = 100 en n = 200 is bereken vir alle vlakke vir die intervallengteverhoudings van
2, 5, 10 en 100 en dit word grafies in figuur 9-9 voorgestel. Daar word dus ondersoek ingestel
hoe die vlakke van die algoritme die gemiddelde berekeningstyd van die spilalgoritme be¨ınvloed.

































(a) n = 100





























(b) n = 200
Figuur 9-9: Invloed van vlakke van berekening op gemiddelde berekeningstyd vir probleme met
n = 100 en n = 200.
Vir alle intervallengteverhoudings by beide probleemgroottes met n = 100 en n = 200 neem die
verskil tussen die berekeningstye van opeenvolgende vlakke af. So is die verskil in gemiddelde
berekeningstyd tussen vlak 3 en vlak 2 kleiner as die verskil tussen vlak 2 en vlak 1. Die resul-
tate van die vorige afdeling is dus hier bevestig.
Dit wil voorkom dat die spilalgoritme, wat gemiddelde berekeningstyd aanbetref, sal konvergeer
soos wat die aantal vlakke toeneem. Hierdie verskynsel het tot verdere ondersoeke gelei en die
resultate en gevolglike versnelde spilalgoritme word in hoofstuk 10 bespreek.
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9.5 Akkuraatheid van die algoritme
Die tweede aspek van die spilalgoritme wat ondersoek word, is die akkuraatheid soos dit
be¨ınvloed word deur die grootte van die probleem. Die oplossings van die verskillende vlakke van
die algoritme is vergelyk met die optimale oplossing wat deur dinamiese programering verkry is.
By elke probleem is daar gekyk hoeveel oplossings van die 100 probleemvoorkomste dieselfde is
as die optimale oplossing. Dit word die akkuraatheid van die algoritme genoem en as ’n persen-
tasie uitgedruk. Waar van toepassing, is daar ook ondersoek ingestel hoe ver die nieoptimale
oplossings van die optimale oplossings afwyk. Slegs probleemvoorkomste waar optimaliteit nie
bereik is nie, is beskou. In hierdie ontledings is gekyk na die gemiddelde sowel as die maksimum
afwyking vanaf die optimale doelfunksiewaarde. Vir elke probleemgrootte n is 100 probleem-
voorkomste opgelos en met die optimale oplossing vergelyk, behalwe vir n = 500 en n = 1000
waar 50 en 30 probleemvoorkomste gebruik is. Die rede hiervoor is die onaanvaarbare lang
berekeningstyd van dinamiese programmering vir hierdie grootte probleme.
Die numeriese resultate vir die intervallengteverhoudings van 2, 5 en 100 vir alle vlakke word
in tabel C-8 in bylae C gegee en grafies in figuur 9-10 voorgestel.


























(a) ILV van 2


























(b) ILV van 5



























(c) ILV van 100
Figuur 9-10: Akkuraatheid van oplossing by verskillende intervallengteverhoudings. Die grafiek
vir vlak 3 leˆ op 100%. In (a) leˆ die grafiek vir vlak 2 ook op 100%.
Van die tabelle in bylae C en grafieke in figuur 9-10 kan afgelei word dat die akkuraatheid van
die oplossing by vlak 0 nie naastenby so goed is as by die ander vlakke nie. Die akkuraatheid
by vlak 0 word apart behandel omdat die beginoplossing so vinnig is om te bereken en dus tog
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op sy eie as ’n moontlike oplossingsprosedure beskou moet word.
9.6 Akkuraatheid by vlak 0
9.6.1 Invloed van die grootte van die probleem
Die numeriese resultate van die akkuraatheid by vlak 0 word grafies voorgestel in figuur 9-11.
Die gemiddelde akkuraatheid oor al die intervallengteverhoudings (insluitend ILV van 10 en 20)
word ook gewys.
Intervallengteverhouding
n 1 2 5 100 Gem.
10 75 76 74 76 74
20 62 62 63 59 63
50 63 59 53 58 55
100 64 43 37 53 48
150 58 46 32 44 44
200 57 39 45 41 43
500 50 24 30 32 33
1000 57 20 20 17 28


























Figuur 9-11: Akkuraatheid van oplossing by vlak 0.
Uit figuur 9-11 kan afgelei word dat die akkuraatheid van die oplossing afneem soos wat die aan-
tal funksies toeneem. Die tempo van afname van die akkuraatheid by intervallengteverhoudings
van 2, 5 en 100 is bykans dieselfde maar by die intervallengteverhouding van 1 is dit heelwat
stadiger. Daar is selfs ’n toename in akkuraatheid by probleme met 1000 funksies. Daar moet
egter rekening mee gehou word dat daar vir hierdie probleemgrootte met 1000 funksies slegs 30
probleemvoorkomste ondersoek is wat die resultate minder betroubaar maak. Die akkuraatheid
van probleme met intervallengteverhouding van 1 is beduidend beter as by probleme met ander
intervallengteverhoudings.
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Gemiddelde afwyking vanaf die optimale doelfunksiewaarde
Daar is vervolgens ondersoek of die grootte van die probleem ’n invloed het op die gemiddelde
afwyking vanaf die optimale doelfunksiewaarde by probleemvoorkomste met ’n nieoptimale op-
lossing. Die resultate word in die tabel en grafiek in figuur 9-12 voorgestel.
Intervallengteverhouding
n 1 2 5 100
10 3,136 2,009 2,833 3,092
20 1,260 1,090 1,189 1,200
50 0,361 0,423 0,289 0,299
100 0,147 0,109 0,094 0,120
150 0,154 0,080 0,057 0,073
200 0,070 0,031 0,031 0,039
500 0,018 0,032 0,007 0,015
1000 0,010 0,008 0,005 0,003

































Figuur 9-12: Gemiddelde afwyking (%) vanaf optimale doelfunksiewaarde by vlak 0.
Die gemiddelde afwyking vanaf die optimale doelfunksiewaarde neem eksponensieel af met ’n
toename in die aantal funksies. (Daar is ’n kromme gepas maar dit word nie hier gewys nie.)
By al die intervallengteverhoudings is die afname ongeveer dieselfde. Die maksimum van die
gemiddelde afwyking is ongeveer 3%.
Al die probleemvoorkomste wat hier gebruik is, het ’n optimale oplossing by vlak 3 gehad wat
beteken dat daar hoogstens drie funksies wat in die oplossing by vlak 0 ten volle befonds was,
in die optimale oplossing glad nie of slegs gedeeltelik befonds word. Terselftertyd word hoog-
stens drie funksies wat in die oplossing by vlak 0 gedeeltelik of glad nie befonds was nie in die
optimale oplossing ten volle befonds. Hoogstens ses funksies word be¨ınvloed. Omdat daar so
’n groot aantal funksies is, maak dit die persentasie afwyking klein. By probleme met ’n groot
aantal funksies sal die begroting B ook baie groot wees, sodat die persentasieafwyking vanaf
die optimale doelfunksiewaarde klein sal wees.
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Maksimum afwyking vanaf die optimale doelfunksiewaarde
Die laaste aspek wat ondersoek word, is die invloed van die grootte van die probleem op die
maksimum afwyking vanaf die optimale doelfunksiewaarde. (Slegs by die probleemvoorkomste
met ’n nieoptimale oplossing.) Die resultate word in die tabel en gepaardgaande grafiek in
figuur 9-13 voorgestel.
Intervallengteverhouding
n 1 2 5 100
10 17,779 10,352 13,720 17,904
20 8,898 4,064 9,130 6,433
50 1,381 8,117 1,422 2,302
100 0,825 0,906 0,946 1,248
150 2,834 1,234 1,020 1,852
200 0,746 0,221 0,211 0,550
500 0,164 0,886 0,045 0,119
1000 0,100 0,102 0,064 0,020


































Figuur 9-13: Maksimum afwyking (%) vanaf optimale doelfunksiewaarde by vlak 0.
Die maksimum afwyking vanaf die optimale doelfunksiewaarde neem ook eksponensieel af soos
wat die aantal funksies toeneem. By al die intervallengteverhoudings is die afname ongeveer
dieselfde. Die persentasie van die maksimum afwyking is egter heelwat groter as die gemiddelde
afwyking (maksimum 18%). Die grootste maksimum afwykings kom by alle intervallengtever-
houdings by klein probleme voor (n = 10) en by ’n klein befondsingsverhouding, bv. 15% by
intervallengteverhouding van 1 en slegs 5% by intervallengteverhouding van 100. Die invloed
van die befondsingsverhouding word verder ondersoek en bespreek in afdeling 9.6.3
9.6.2 Invloed van die intervallengteverhouding
In afdeling 9.6.1 is daar melding gemaak dat die akkuraatheid van probleme met intervallengte-
verhouding van 1 beduidend beter is as by probleme met ander intervallengteverhoudings. Dit
is in figuur 9-11 ge¨ıllustreer. Die invloed van die intervallengteverhouding word in hierdie afde-
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ling verder ondersoek. Die resultate word in tabel 9-3 en gepaardgaande grafiek in figuur 9-14
weergegee.
Intervallengte- Aantal funksies
verhouding 10 20 50 100 150 200 500 1000 Gemiddeld
1 75 62 63 64 58 57 50 57 61
2 76 62 59 43 46 39 24 20 46
5 74 63 53 37 32 45 30 20 44
10 69 68 47 44 42 44 26 33 47
20 74 65 51 49 43 31 35 20 46
100 76 59 58 53 44 41 32 17 47
Tabel 9-3: Akkuraatheid van oplossing (%) by vlak 0 vir verskillende intervallengteverhoudings.



























Figuur 9-14: Akkuraatheid van oplossing (%) by vlak 0 vir verskillende intervallengtever-
houdings.
Die gemiddelde aantal optimale oplossings by vlak 0 is vir elke intervallengteverhouding bereken
en word aangedui deur die swart blokkie in die grafiek. Van die grafiek kan afgelei word dat die
gemiddelde akkuraatheid by probleme met intervallengteverhouding van 1 ongeveer 60% is ter-
wyl dit by probleme met die ander intervallengteverhoudings almal tussen 40% en 50% is. Die
verspreiding van die waardes by probleme met verskillende aantal funksies rondom die gemid-
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deld is heelwat kleiner by intervallengteverhouding van 1 as die ander intervallengteverhoudings.
In die geval van vaste intervallengtes (intervallengteverhouding van 1) is daar hoogstens drie
funksies betrokke by ’n moontlike omruiling. Dit het tot gevolg dat daar ’n groter kans is dat
die optimale oplossing reeds by vlak 0 gekry word.
9.6.3 Invloed van die befondsingsverhouding
In afdeling 9.6.1 is daar melding gemaak dat die maksimum afwyking vanaf die optimale doel-
funksiewaarde veral groot is by probleme met min funksies en by probleme met ’n klein be-
fondsingsverhouding. Hierdie aspek word in hierdie afdeling verder ondersoek vir probleme met
n = 100, 150 en 200. Die resultate word in tabelle C-9 tot C-11 in bylae C en grafies in figuur
9-15 weergegee. Die gemiddeld is oor alle intervallengteverhoudings bereken en word deur die
swart stippellyn in die grafiek aangedui.





































































(b) n = 150































(c) n = 200
Figuur 9-15: Gemiddelde afwyking (%) vanaf optimale doelfunksiewaarde by vlak 0 volgens
befondsingsverhouding.
Die gemiddelde persentasieafwyking vanaf die optimale doelfunksiewaarde neem op dieselfde
manier (eksponensieel) af by probleme met 100, 150 en 200 funksies soos wat die befonds-
ingsverhouding toeneem. Die skaal waarop dit afneem verskil egter. Indien die nieoptimale
oplossings van twee probleemvoorkomste, een met ’n klein befondsingsverhouding en een met
’n groot befondsingsverhouding, met mekaar vergelyk word, kan dit gebeur dat die absolute
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afwyking vanaf die optimale oplossing dieselfde is by al twee probleemvoorkomste. Omdat die
begroting B by die probleemvoorkoms met ’n klein befondsingsverhouding heelwat kleiner is as
by die probleemvoorkoms met ’n groot befondsingsverhouding, is die afwyking persentasiegewys
groter.
9.7 Akkuraatheid by vlak 1 en hoe¨r
Vir probleme met n = 10, 20, 50, 100, 150 en 200, en intervallenglengteverhoudings van 1,
2, 5, 10, 20 en 100 is die akkuraatheid by vlakke 1 tot 3 van die spilalgoritme gemeet. Die
gemiddelde akkuraatheid is oor al 3600 voorkomste bereken en die resultate word in tabel
9-4 gegee. Vir die gevalle waar die oplossing nieoptimaal is, word die gemiddelde afwyking
sowel as die maksimum afwyking vanaf die optimale doelfunksiewaarde bereken en uitgedruk as
persentasie. Die gemiddelde oor al hierdie gevalle word ook in tabel 9-4 gegee. Vir doeleindes
van vergelyking word die resultate by vlak 0 hier herhaal.
Akkuraatheid Gemiddelde Maksimum
Vlak afwyking afwyking
0 54,61 0,735 32,681
1 98,83 0,044 0,294
2 99,97 0,042 0,042
3 100 0 0
Tabel 9-4: Akkuraatheid en die gemiddelde en maksimum afwyking vanaf die optimale doel-
funksiewaarde by vlak 1 en hoe¨r. Resultate word uitgedruk as persentasie.
Uit tabel 9-4 kan gesien word dat die akkuraatheid vanaf vlak 0 tot by vlak 1 drasties toeneem.
Die toename in akkuraatheid vanaf vlak 1 tot by vlak 3 is baie kleiner. Die gemiddelde afwyking
sowel as die maksimum afwyking vanaf die optimale doelfunksiewaarde neem af met ’n toename
in vlakke. Dit is juis die implementering van vlakke in die spilalgoritme wat voorsiening maak
dat daar meerdere funksies in P en Q geplaas word wat tot gevolg het dat daar meer funksies
by die omruiling betrokke is en gevolglik neem die akkuraatheid toe.
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9.8 Opsomming en gevolgtrekking
Die numeriese resultate van die ondersoek na die spoed en die akkuraatheid van die spilalgo-
ritme wat in hoofstuk 8 ontwikkel is, is in hierdie hoofstuk bespreek. Die toetsprobleme sowel
as sekere kriteria wat gebruik is in die analise van die numeriese resultate is in afdeling 9.3
bespreek en toegelig. ’n Totaal van bykans 17000 probleemvoorkomste is gegenereer om die
spilalgoritme te toets. Toetsprobleme met tot 1000 funksies is gebruik.
By vlak 0 van die algoritme neem die spoed lineeˆr toe soos wat die aantal funksies binne ’n
probleemvoorkoms toeneem. By vlakke 1 tot 3 neem die spoed kwadraties toe met ’n toename
in die grootte van die probleem. By vlak 0 vind geen soektogte plaas nie en die algoritme se
ordegrootte word bepaal deur die sorteermetode wat gebruik word, in hierdie geval O(n) vir
die “quicksort” metode vir groot probleme. Die soektog na funksies vir P en Q is O(n2) en
dit verklaar hoekom die gemiddelde berekeningstyd by vlakke 1 tot 3 kwadraties in n is. Die
spilalgoritme vertoon dus beter as die GVA-algoritme se O(n3) (sien afdeling 8.6.3 in hoofstuk
8). Verdere vergelykings met die GVA-algoritme word in hoofstuk 10 gedoen.
Die invloed van die intervallengteverhouding op die spoed van die algoritme is ook ondersoek.
Die gemiddelde berekeningstyd neem toe met ’n toename in die intervallengteverhouding, maar
neem later weer af.
Die invloed van die befondsingsverhouding op die spoed van die algoritme is ook ondersoek.
Daar is bevind dat die gemiddelde berekeningstyd by probleme met ’n klein befondsingsver-
houding (< 20%) en by probleme met ’n groot befondsingsverhouding (> 80%) minder is as by
die ander gevalle. Die beperkte soektogte na funksies vir Q en P onderskeidelik veroorsaak dat
die gemiddelde berekeningstyd minder is.
Die invloed van die vlakke van die algoritme op die spoed van die algoritme is ook ondersoek.
Met ’n toename in die vlak, word daar meer funksies vir P en Q oorweeg met die gevolg dat die
9.8 Opsomming en gevolgtrekking 187
soektogte langer neem. Die gemiddelde berekeningstyd neem toe soos wat die vlakke toeneem,
maar die verskil in toename tussen opeenvolgende vlakke neem af. Dit lyk asof die algoritme
konvergeer soos wat die aantal vlakke toeneem, maar omdat daar in hierdie hoofstuk slegs
oplossings tot op vlak drie ondersoek is, word hierdie aspek in hoofstuk 10 verder ondersoek.
Daar is gevind dat die optimale oplossing vir alle probleemvoorkomste by vlak 3 gekry is. Die
akkuraatheid van die oplossing van probleme wat opgelos is deur die algoritme by vlak 0 neem
af soos wat die aantal funksies in die probleem toeneem. By die probleemvoorkomste met
oplossings wat nieoptimaal is, neem die gemiddelde en maksimum afwyking vanaf die optimale
doelfunksiewaarde eksponensieel af met ’n toename in die aantal funksies.
By probleme met ’n intervallengteverhouding van 1 (vaste intervallengte) is die akkuraatheid van
oplossings by vlak 0 beduidend beter as by probleme met die ander intervallengteverhoudings
(60% teenoor 40% − 50%). Alle probleemvoorkomste met intervallengteverhouding van 1 se
optimale oplossing is by vlak 1 gekry. Dit beteken dat daar hoogstens een funksie in P en hoog-
stens een funksie in Q voorkom. Dit stem ooreen met die bevindings vir die eenstapalgoritme
vir konvekse knapsakprobleme met vaste intervallengtes.
Die gemiddelde afwyking vanaf die optimale doelfunksiewaarde neem eksponensieel af met ’n
toename in die befondsingsverhouding. By klein probleme met min funksies en ’n klein be-
fondsingsverhouding is die akkuraatheid beter as by probleme met meer funksies en ’n groter
befondsingsverhouding. Indien ’n oplossing egter nieoptimaal is, is die persentasieafwyking
vanaf die optimale doelfunksiewaarde groter by die klein probleme as by die groter probleme
met baie funksies.
Die akkuraatheid neem toe met ’n toename in die vlakke. Die verbetering in akkuraatheid vanaf
vlak 0 tot by vlak 1 is baie groot. Die gemiddelde sowel as die maksimum persentasieafwyking
vanaf die optimale doelfunksiewaarde by nieoptimale oplossings neem af met ’n toename in
vlakke.




10.2 Doel en oorsig van die hoofstuk
In hoofstuk 9 is die numeriese resultate van die spilalgoritme bespreek. In hierdie hoofstuk
word die algoritme versnel. Die motivering word in afdeling 10.3 gegee. In die daaropvolgende
afdeling word die wysigings van die algoritme gegee. Om die versnelde spilalgoritme verder
toe te lig, word ’n handvoorbeeld in 10.5 gegee. Numeriese resultate word in afdeling 10.6
gegee en bespreek. In afdeling 10.7 word die resultate van die versnelde spilalgoritme en die
eenstapalgoritme vergelyk (toegepas op voorkomste met vaste intervallengtes). ’n Vergelyking
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met die GVA-algoritme volg in 10.8 en numeriese resultate van die moeilike toetsprobleem soos
voorgestel in figuur 5-3 van hoofstuk 5, word in 10.9 gegee en bespreek. Die hoofstuk word
afgesluit met ’n opsomming en gevolgtrekking in 10.10.
10.3 Berekeningstyd vir toenemende vlakke
Die spilalgoritme is eintlik verskillende algoritmes, afhangende van die vlak wat die gebruiker
kies. Dit sou ’n verbetering wees as hierdie algoritme(s) met ’n enkele algoritme vervang kan
word wat dieselfde akkuraatheid bereik en vinniger is.
Numeriese werk van die vorige hoofstuk dui daarop dat die gemiddelde berekeningstyd kon-
vergeer soos wat die aantal vlakke toeneem. By die numeriese ondersoeke wat in hoofstuk 9
gedoen is, is die oplossing van die probleem slegs tot op die derde vlak gesoek. Om die effek van
meerdere vlakke te ondersoek, is die algoritme tot op die tiende vlak toegepas op probleme met
grootte n = 100 en vir al die intervallengteverhoudings. Die resultate en hulle gemiddeld word
in tabel 10-1 gegee. Die resultate vir intervallengteverhoudings van 1, 2, 5 en 100 en hulle gemid-
deld word grafies in figuur 10-1 voorgestel. Dis opsigtelik dat die gemiddelde berekeningstyd
vanaf vlak vier min of meer konstant bly. Die akkuraatheid vir alle probleemvoorkomste is by
vlak drie al 100%. Die vraag het ontstaan of die afplatting in berekeningstyd nie uitgebuit kan
word om die spilalgoritme te versnel nie.

































Figuur 10-1: Gemiddelde berekeningstyd van probleme met n = 100 by 10 vlakke.
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Intervallengteverhouding
Vlakke 1 2 5 10 20 100 Gemiddeld
0 1,0826 1,1446 1,1747 1,2057 1,2919 1,2137 1,1855
1 14,0983 27,5086 24,4331 27,9832 21,5961 22,3902 23,0016
2 68,1991 68,8670 55,7832 54,9070 39,7201 40,3080 54,6307
3 131,8366 95,9630 65,8086 63,1138 46,5349 46,5860 74,9738
4 151,2375 104,1698 70,3211 67,5571 48,7301 51,0434 82,1765
5 152,7096 101,1154 70,8819 67,2567 49,0906 52,0348 82,1815
6 152,6996 100,9552 70,4914 67,4370 48,8202 51,1335 81,9228
7 153,1302 100,5546 70,2510 67,4770 51,3739 49,7816 82,0947
8 153,1803 100,6547 70,4413 71,4628 51,5441 49,7215 82,8341
9 152,9399 100,3843 70,2310 73,0951 51,4640 49,8617 82,9960
10 151,2976 100,2341 70,1809 71,0121 51,5241 49,8317 82,3467
Tabel 10-1: Gemiddelde berekeningstyd (ms) van probleme met n = 100 by 10 vlakke
10.4 Versnelde spilalgoritme
10.4.1 Beskrywing van versnelling
Die algoritme wat in afdeling 8.9 gegee is, word verander sodat daar vir elke moontlike p wat
oorweeg word om ten volle befonds te word, tot tien vlakke gesoek word vir ’n beter oplossing.
Indien daar egter tussen opeenvolgende vlakke nie ’n verbetering in die oplossing is nie, word
die soektog vir daardie spesifieke p gestop en aangegaan na die volgende moontlike p. Die beste
oplossing van ’n spesifieke p (wat in hierdie geval ’n tak genoem word) moet op elke vlak gebeˆre
word en by elke opeenvolgende vlak vergelyk word om te kyk of daar ’n verbetering was.
10.4.2 Implementering van die versnelling
By prosedures SoekP en SoekQ moet ’n ekstra parameter gevoeg word, nl. die “tak”-nommer.
Aangesien daar slegs veranderinge in die prosedure SoekP gemaak is, word slegs hierdie prose-
dure in bylae D gegee. Die ekstra lyne wat ingevoeg is, is lyne 15 tot 23 en weer lyne 48 tot 56.
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Die “diepte” van vlakke word vanuit prosedure SoekP beheer deur SoekQ te roep (sien lyne 24
en 57 in prosedure SoekP in bylae D). By die versnelde spilalgoritme word daar eers getoets
of die bestaande oplossing (vir die spesifieke tak en vlak) ’n verbetering teweegbring in die
oplossing van die probleem. Indien daar nie ’n verbetering is nie, word SoekQ nie geroep nie
en daar word aangegaan met die volgende moontlike p. Indien daar wel ’n verbetering is, word
SoekQ met die volgende vlak geroep.
10.5 Numeriese handvoorbeeld
Om die versnelde spilalgoritme verder toe te lig, word ’n handvoorbeeld uitgewerk. In afdeling
10.5.1 word ’n voorbeeld gegee waar die optimale oplossing verkry word met twee funksies in
P en twee funksies in Q en die omruilings vind plaas met die funksies in I met die kleinste
indekse. Die funksies in die voorbeeld wat gebruik word, is s-op-m funksies
fi(xi) =
sixi
mi − xi .
10.5.1 Optimale oplossing met ||P || > 1 en ||Q|| > 1
Die parameters van die funksies van die voorbeeld word in tabel E-1 in bylae E gegee. Die
funksies is reeds gesorteer volgens hulle gemiddelde helling. Die funksies wat gewys word, is
deel van ’n groter probleem met n = 100 en ILV van 100. Dit is een van 100 sulke probleem-
voorkomste wat opgelos is.
Die begroting vir die probleem B = 508. Aan die einde van stap 3 van die spilalgoritme is
J = {1; · · · ; 26}, H = 13 en die spilfunksie is f26. Die prosedure SoekP word nou geroep met
BB = 13 en alle ander parameters 0. Die aanvanklike StopIHelling = 0. Die toepaslike bereke-
ninge word in tabel 10-2 gegee.
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i Gemiddelde helling StopIHelling Opmerkings
BB < bi BB ≥ bi
27 1,8889 0,6046 OptimaleOpbrengs = 7,8597
...
...
30 1,7209 0,7861 OptimaleOpbrengs = 10,2188
...
...
32 1,6765 1,0338 OptimaleOpbrengs = 13,4394
...
...
36 1,5455 1,2250 OptimaleOpbrengs = 15,9249
...
...
43 1,2000 Gaan uit i-lus
Tabel 10-2: Stappe van SoekP prosedure met maksvlak = 0 vir handvoorbeeld van versnelde
spilalgoritme. Net die funksies waar daar veranderings is, word gewys.
Aan die einde van die beginoplossing (stap 4 van die algoritme) is J = {1; · · · ; 26}, k = 36,
xk = 13 en die OptimaleOpbrengs = 15,9249. Vir elkeen van die funksies in I gaan daar gekyk
word of omruilings die OptimaleOpbrengs dalk kan verbeter. Die prosedure SoekP (in die ver-
snelde spilalgoritme) word weer geroep, maar nou met maksvlak = 10.
i = 27 by vlak 0
Uit tabel 10-2 kan gesien word dat die beste opbrengs vir tak = 27 by vlak 0 is 7,8597.
i = 27 by vlak 1
Om fi ten volle te befonds word bi−H = 14 benodig en die WenHelling is 3,0815. SoekQ word
nou geroep met ’n benodigde begroting van 14 en StopQHelling = 3,0815. Daar moet nou in
J gesoek word na ’n moontlike fq wat hulpbronne beskikbaar kan stel om f27 ten volle te kan
befonds. Die belangrikste berekeninge word in tabel 10-3 gewys.
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Roep
Q StopQ xk′ k
′ = q SoekP? k′ ∈ I Opbrengs
26 3,0815 37 22,2005 ja 59,9868 12,9865
25 3,0815 25 3,2544 ja 36,9312 11,9312
24 2,4503 26 45,6953 ja 35,9417 6,9417
23 2,4503 24 12,1748 ja 37,9335 4,9335
22 2,4503 12 8,0159 ja 13,9546 5,9546
21;24 2,4503 37 71,8750 nee 17,8750
20 2,4503 14 30,0780 nee 15,0780
Tabel 10-3: Stappe van SoekP prosedure vir i = 27 by vlak 1.
Die beste opbrengs vir i = 27 by vlak 1 is 17,8750 wat beter is as die opbrengs by vlak 0 en
ook beter is as die optimale opbrengs op daardie stadium (=15,9249). Die funksie f27 gaan
ten volle befonds word terwyl f21 en f24 uit die basis uit gaan en die oorblywende xk′ = 37
aan k′ = 24 toegeken word. Die OptimaleP = {27} en OptimaleQ = {21; 24}. Aangesien daar
’n verbetering is vanaf vlak 0 na vlak 1 vir tak = 27 word die SoekP prosedure geroep met vlak 2.
i = 27 by vlak 2
Indien die algoritme geroep word met vlak 2 beteken dit dat daar benewens f27 ’n ander funksie
ook nog ten volle befonds gaan word. Daar gaan eerstens gekyk word om f28 saam met f27 ten
volle te befonds. Daar word b27 + b28 −H = 52 benodig wat verkry gaan word deur fj=26 uit
die basis te verwyder waarna daar nog 1 benodig word (b26 = 51). Die WenHelling is 5,125.
Daar moet in J gesoek word na ’n moontlike fq wat hulpbronne beskikbaar kan stel om f27 en
f28 ten volle te kan befonds. Die belangrikste berekeninge word in tabel 10-4 gewys.
Die beste opbrengs vir i = 27 by vlak 2 is 20,2388 wat beter is as die opbrengs by vlak 1 en
ook beter is as die optimale opbrengs op daardie stadium (=17,8750). Funksies f27 en f28 gaan
ten volle befonds word terwyl f24 en f26 uit die basis uit gaan en die oorblywende xk′ = 39 aan
k′ = 24 toegeken word. Die OptimaleP = {27; 28} en OptimaleQ = {24; 26}.
10.5 Numeriese handvoorbeeld 195
Roep
P Q StopQ xk′ k
′ = q SoekP? k′ ∈ I Opbrengs
27;28 26;25 5,1250 38 37,0652 ja 61,0584 8,0584
27;28 26;24 2,7612 39 77,2388 nee 20,2388
27;28 26;23 2,7612 37 65,9684 nee 4,9684
27;28 26;22 2,7612 25 48,4374 nee 12,4374
27;28 26;21 2,7612 10 18,5497 nee 16,5497
27;28 26;20 2,7612 27 63,2043 nee 20,2043
Tabel 10-4: Stappe van SoekP prosedure vir i = 27 by vlak 2.
Om enige ander funksie as f28 te oorweeg om saam met f27 ten volle befonds te word, is nie
die moeite werd nie. Alle berekeninge is gedoen maar telkens is die WenHelling < GHspil of die
WenHelling < 0.
Aangesien daar ’n verbetering is vanaf vlak 1 na vlak 2 vir tak = 27 word die SoekP prosedure
geroep met vlak 3.
i = 27 by vlak 3
Vir i = 27 by vlak 3 moet daar nog ten minste twee addisionele funksies ten volle befonds word.
Daar is berekeninge gedoen vir verskeie kombinasies van funksies (voordat die driekoordstelling
die soektog gestop het) en vir geen van die kombinasies was die WenHelling > GHspil. By vlak
3 is daar dus geen verbetering in die opbrengs vir tak = 27 en vir hierdie tak word daar geen
verdere soektogte vir moontlike omruilings gedoen nie. Die volgende tak gaan nou ondersoek
word.
i = 28 by vlak 0
Die beste opbrengs vir tak = 28 by vlak 0 is 0,9537.
i = 28 by vlak 1
Om f28 ten volle te befonds word b28 − H = 25 benodig en die WenHelling is 1,9904. SoekQ
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word nou geroep met ’n benodigde begroting van 25 en StopQHelling = 1,9904. Daar moet nou
in J gesoek word na ’n moontlike fq wat hulpbronne beskikbaar kan stel om f28 ten volle te
kan befonds. Die belangrikste berekeninge word in tabel 10-5 gewys.
Roep
Q StopQ xk′ k
′ = q SoekP? k′ ∈ I Opbrengs
26 1,9904 26 10,1276 ja 42,6411 14,6411
25 1,9904 14 1,0515 ja 17,5543 11,5543
Tabel 10-5: Stappe van SoekP prosedure vir i = 28 by vlak 1.
Die beste opbrengs vir i = 28 by vlak 1 is 14,6411 wat beter is as die opbrengs by vlak 0
maar nie beter as die optimale opbrengs op daardie stadium nie (=20,2388). Aangesien daar
’n verbetering is vanaf vlak 0 na vlak 1 vir tak = 28 word die SoekP prosedure geroep met vlak 2.
i = 28 by vlak 2
Indien die algoritme geroep word met vlak 2 beteken dit dat daar benewens f28 ’n ander funksie
ook nog ten volle befonds gaan word. Die kombinasie van f28 saam met f27 is al ondersoek en
gaan nie hier herhaal word nie. Daar gaan dus gekyk word om f29 saam met f28 ten volle te
befonds. Daar word b28 + b29 −H = 65 benodig. Daar is in J gesoek na ’n moontlike funksie
wat in Q kan gaan, maar vir al die funksies was die WenHelling < GHspil. Ook vir enige ander
funksie in I om saam met f28 ten volle befonds te word, was die WenHelling < GHspil. By vlak
2 is daar dus geen verbetering in die opbrengs vir tak = 28 nie en vir hierdie tak word daar
geen verdere soektogte vir moontlike omruilings gedoen nie.
29 ≤ i ≤ 36
Dieselfde berekeninge as vir i = 27 en i = 28 is ook vir 29 ≤ i ≤ 36 gedoen, maar in hierdie
gevalle is die WenHelling reeds by vlak 1 < GHspil met die gevolg dat daar geen verbeterings
was vanaf vlak 0 se opbrengs nie en geen verdere vlakke is ondersoek nie. Die opbrengste by
vlak 0 was ook nie beter as die OptimaleOpbrengs op daardie stadium nie (=20,2388).
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Vir hierdie voorbeeld is OptimaleP = {27; 28} en OptimaleQ = {24; 26}. Funksies f27 en f28
word ten volle befonds terwyl f24 en f26 uit die basis uit gaan en die oorblywende xk′ = 39
aan k′ = 24 toegeken word. Omruiling met twee funksies het die doelfunksiewaarde verbeter.
Die OptimaleOpbrengs (vir die oorblywende H) is 20,2388 in teenstelling met 15,9249 voor die
omruiling. Hierdie handvoorbeeld demonstreer hoedat die versnelde spilalgoritme soms dieper
soek (vir i = 27 tot by vlak 3) en soms op vlak 1 stop (vir i = 29, · · · , 36).
10.6 Numeriese resultate
Dieselfde toetsprobleemvoorkomste wat in hoofstuk 9 gebruik is, word ook hier gebruik. Die
toetsomgewing verskil egter van die´ van hoofstuk 9. Die eksperimente is op ’n vinniger rekenaar
uitgevoer en daarom kan die berekeningstye nie met die´ van hoofstuk 9 vergelyk word nie. ’n
Stel eksperimente is gevolglik gedoen met die spilalgoritme soos in hoofstuk 8 sodat daar ’n stel
numeriese resultate is waarmee die versnelde spilalgoritme vergelyk kan word. Die besonderhede
word in die volgende afdelings bespreek. Danksy die hoe¨r spoed van die versnelde spilalgoritme
kan hier ook vir die groot probleme ’n volle 100 probleemvoorkomste ondersoek word.
10.6.1 Verbetering in gemiddelde berekeningstyd
Vir die spilalgoritme by vlak 3 is toetsprobleemvoorkomste met tot 200 funksies gebruik en
die resultate word in tabel F-1 in bylae F gegee. Die versnelde spilalgoritme is uitgetoets op
probleemvoorkomste met tot 5000 funksies. Die resultate vir die gemiddelde berekeningstyd
van die versnelde spilalgoritme word in tabel F-2 in bylae F gegee. Vir probleemvoorkomste
met tot 200 funksies is daar vervolgens gekyk hoeveel keer die versnelde spilalgoritme vinniger
is as die spilalgoritme by vlak 3, soos gemeet met die versnellingsfaktor (die berekeningstyd van
die spilalgoritme by vlak 3 gedeel deur die berekeningstyd van die versnelde spilalgoritme). Die
volledige resultate word in tabel F-3 in bylae F gegee. ’n Uittreksel daarvan (sonder ILV van
1) word in tabel 10-6 gegee en grafies in figuur 10-2 voorgestel.
Hoofstuk 10 VERSNELDE SPILALGORITME 198
Intervallengteverhouding
Funksies 2 5 10 20 100 Gemiddeld
10 1,2778 1,2048 1,0944 1,2051 0,9375 1,1439
20 1,7824 1,614 1,3907 1,8741 1,6029 1,6528
50 3,3015 3,0131 2,2567 1,9606 2,0089 2,5082
100 3,4891 2,8137 2,6842 3,5627 3,1909 3,1481
150 3,6688 3,2091 3,5058 3,4596 5,1002 3,7887
200 3,6635 3,4397 3,2293 3,5026 3,9652 3,5601
Tabel 10-6: Vergelyking van die versnelde spilalgoritme met die spilalgoritme by vlak 3. Inskry-
wings gee die versnellingsfaktor.
Die versnelling van die algoritme vir die intervallengteverhouding van 1 is soveel meer (tot 42
keer by probleme met n = 200) as by die ander intervallengteverhoudings dat dit nie sinvol op
dieselfde grafiek voorgestel kan word nie.






























Figuur 10-2: Vergelyking van die versnelde spilalgoritme met die spilalgoritme by vlak 3.
Uit die grafiek in figuur 10-2 kan afgelei word dat die versnellingsfaktor toeneem soos wat
die aantal funksies toeneem, alhoewel dit afplat by probleme met n = 200. By probleme
met intervallengteverhoudings van 2 tot 100 is dit ongeveer dieselfde, maar by probleme met
intervallengteverhouding van 1 (wat nie hier gewys word nie) is dit heelwat meer. (Kyk hier-
voor na tabel F-3 in bylae F.) Dis veral vir probleme met ’n groot aantal funksies wat die nuwe
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algoritme aantreklik is. In die verdere analises word op groter probleme gekonsentreer.
Vir probleme met tot n = 200 soos wat gebruik is om tabel 10-6 te skep, is die oplossing
optimaal by vlak 3 van die spilalgoritme. Dit is nie noodwendig so vir groter probleme nie.
Die gebruiker kan dus nie vooraf besluit tot watter vlak die spilalgoritme moet soek nie. Die
versnelde spilalgoritme besluit self tot watter vlak om te soek om die oplossing te kry. Daar
moet egter rekening mee gehou word dat die versnelde spilalgoritme altyd een vlak meer doen
as wat nodig is aangesien die soektog stop sodra daar tussen twee opeenvolgende vlakke geen
verbetering in die doelfunksiewaarde is nie.
10.6.2 Aantal verkortings van die soektog
Die verbeteringe van die algoritme het ten doel om die soektog na moontlike funksies in P en Q
te verkort deur te verhoed dat na ’n volgende vlak gevorder word indien dit nie nodig is nie. ’n
Volgende vlak beteken dat daar nog ’n funksie in P en Q gevoeg word. Tydens die soek na die
optimale oplossing word daar gekyk o´f lyn 19 en/of lyn 52 deur die algoritme uitgevoer word.
Indien dit uitgevoer is, het dit tot gevolg dat daar nie nog funksies in P en Q gesit word nie,
wat beteken dat daar nie dieper in die tak gesoek word nie, die tak word verkort. Die aantal
probleemvoorkomste waar minstens een tak verkort word, word uitgedruk as ’n persentasie van
die totale aantal probleemvoorkomste. Die volledige resultate word in tabel F-4 in bylae F gegee
en ’n uittreksel daarvan in tabel 10-7. Die resultate vir intervallengteverhoudings van 1, 2, 5 en
100 saam met hulle gemiddeld word grafies in figuur 10-3 voorgestel. Om die grafiek nie oorvol
te maak nie, is intervallengteverhoudings van 10 en 20 uitgelaat.
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Intervallengteverhouding
Funksies 1 2 5 100 Gemiddeld
10 13 10 1 1 6
20 33 14 9 8 16
50 40 29 27 21 29
100 54 53 34 19 40
150 68 52 45 38 51
200 75 57 38 34 51
500 83 74 62 62 70
1000 88 80 76 70 79
5000 90 92 83 83 87
Tabel 10-7: Die persentasie van voorkomste met verkorte takke.
Uit die grafiek in figuur 10-3 kan afgelei word dat die persentasie probleemvoorkomste met
verkortings toeneem met ’n toename in aantal funksies. Die toename by groter waardes van
die intervallengteverhouding is effens minder as die´ by probleme met intervallengteverhoudings
met kleiner waardes. Dit lyk asof die persentasie stabiliseer bokant 80% soos die aantal funksies
toeneem.































Figuur 10-3: Die persentasie van voorkomste met verkorte takke.
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10.6.3 Maksimum aantal verkorte takke
Vir elke probleemvoorkoms waar daar ’n suksesvolle verkorting van die soektog is, word daar
ook getel hoeveel keer lyn 19 en/of lyn 52 uitgevoer is. Die maksimum aantal verkorte takke
is bereken oor die 100 probleemvoorkomste wat vir elke probleem opgelos is. Die volledige
resultate word in tabel F-5 in bylae F gegee, terwyl ’n uittreksel in tabel 10-8 gegee word. Die
resultate vir probleme met intervallengteverhoudings van 1, 2, 5 en 100 en hulle gemiddeld word
grafies voorgestel in figuur 10-4.
Intervallengteverhouding
Funksies 1 2 5 100 Gemiddeld
10 14 6 1 2 6
20 61 6 10 3 20
50 75 49 16 14 39
100 417 132 50 42 160
150 409 103 64 65 160
200 928 152 98 89 317
500 2039 588 409 85 780
1000 1490 592 350 151 646
5000 7776 195318 34451 2728 60068
Tabel 10-8: Maksimum aantal verkorte takke by die versnelde spilalgoritme
’n Waarde van 7776 by ’n intervallengteverhouding van 1 en n = 5000 beteken dus dat daar by ’n
enkele probleemvoorkoms 7776 keer lyn 19 en/of lyn 52 uitgevoer is. Die soektog na moontlike
funksies vir omruiling is dus 7776 keer verkort in ’n soektog na die optimale oplossing. Van die
grafiek kan afgelei word dat die maksimum aantal verkorte takke toeneem met ’n toename in
aantal funksies. Die resultate vir probleme met n = 5000 is nie op die grafiek voorgestel nie
aangesien die maksimum in hierdie geval baie groot is en die resultate van die ander probleme
dan nie duidelik sigbaar sou wees nie. Die maksimum aantal verkorte takke neem ook af soos
wat die intervallengteverhouding toeneem.
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Figuur 10-4: Maksimum aantal verkorte takke by die versnelde spilalgoritme.
10.6.4 Akkuraatheid
Die stopvoorwaarde van die versnelde spilalgoritme word dikwels in numeriese analise gebruik,
alhoewel dit nie optimaliteit en selfs konvergensie waarborg nie. Die moontlikheid bestaan dat
daar van vlak v na vlak v + 1 nie ’n verbetering plaasvind nie, maar ’n verbetering wel op
die volgende vlak v + 2 aangetref kan word. In 12 van die 3600 probleemvoorkomste was dit
die geval dat die optimale oplossing nie gekry is nie. Die resultate word in tabel 10-9 gegee.
Vir doeleindes van vergelyking word die akkuraatheid en die gemiddelde berekeningstyd van
die spilalgoritme tot vlak 3 ook gegee. Die akkuraatheid en die gemiddelde berekeningstyd is
bereken oor al 3600 probleemvoorkomste.
Uit tabel 10-9 kan gesien word dat die akkuraatheid van die versnelde spilalgoritme (99,68%)
vergelykbaar is met die akkuraatheid van die spilalgoritme by vlak 2 (99,97%). Die gemiddelde
sowel as die maksimum afwyking vanaf die optimale doelfunksiewaarde is heelwat kleiner as by
die nieoptimale oplossings van die spilalgoritme by vlak 2. Die gemiddelde berekeningstyd is
egter heelwat vinniger (11,3084 ms teenoor 60,3969 ms). Die spoed van die versnelde spilalgo-
ritme is dus beter as die spilalgoritme maar daar word met akkuraatheid ingeboet.
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Akkuraatheid Gemiddelde Maksimum Gemiddelde
Algoritme afwyking afwyking berekeningstyd
Spil met vlak 0 54,61 0,735 32,681 1,1512
Spil met vlak 1 98,83 0,044 0,294 25,0132
Spil met vlak 2 99,97 0,042 0,042 60,3969
Spil met vlak 3 100 0 0 87,9781
Versnelde spil 99,68 0,024 0,190 11,3084
Tabel 10-9: Vergelyking tussen spilalgoritme tot vlak 3 en versnelde spilalgoritme wat akku-
raatheid en gemiddelde berekeningstyd in ms aanbetref. Resultate vir die akkuraatheid word
uitgedruk as persentasie.
Probleme kan dus vinnig opgelos word met die versnelde spilalgoritme maar dit is moontlik
dat die oplossing nie optimaal is nie, maar die afwyking gaan baie klein wees (gebaseer op bo-
gemelde 3600 probleemvoorkomste). Andersins as daar 100% akkuraatheid benodig word, kan
die spilalgoritme met 10 vlakke gebruik word om die oplossing te kry. Die berekeningstyd is in
elk geval minder as ’n sekonde (gebaseer op begemelde 3600 probleemvoorkomste).
10.7 Vergelyking met eenstapalgoritme
10.7.1 Gemiddelde berekeningstyd
’n Intervallengteverhouding van 1 beteken dat alle funksies in die probleemvoorkoms dieselfde
intervallengte het. Probleemvoorkomste met ’n ILV van 1 leen hulle dus tot oplossing met die
eenstapalgoritme, maar die versnelde spilalgoritme kan ook gebruik word. Die resultate van so
’n vergelyking word in tabel 10-10 gegee.
Uit tabel 10-10 kan gesien word dat die gemiddelde berekeningstye van die versnelde spilalgo-
ritme baie swak vergelyk met die´ van die eenstapalgoritme. By probleme met 5000 funksies is
die versnelde spilalgoritme 450 keer stadiger as die eenstapalgoritme. By die eenstapalgoritme
word daar nie na die enkele fp en fk′ gesoek nie en die soektog na die enkele fq is baie kort. By
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n Versnelde spil Eenstap Versnelde spil/Eenstap
100 6,91 0,20 34,55
150 8,99 0,22 40,86
200 11,48 0,34 33,76
500 53,45 0,66 80,98
1000 73,55 1,32 55,72
2000 714,95 1,99 359,27
5000 2001,58 4,44 450,81
Tabel 10-10: Die versnelde spilalgoritme vs die eenstapalgoritme. Gemiddelde berekeningstye
in ms.
die versnelde spilalgoritme word daar na meerdere funksies in P en Q gesoek, wat die soektog
baie lank maak. Die versnelde spilalgoritme buit nie die spesifieke kenmerke van funksies met
vaste intervallengtes uit nie, maar die eenstapalgoritme wel.
10.7.2 Berekeningstye van dele van die algoritme
Die berekeningstye van die verskillende dele van die versnelde spilalgoritme is ook ondersoek.
Die resultate vir probleme met intervallengteverhouding van 1 word in tabel 10-11 gegee. “Sort”
is deel A van die algoritme wat die sortering en inisialisering bevat. “Begin” is deel B van die
algoritme wat die beginoplossing uitwerk. “Algo” is deel C van die algoritme waar die soektogte
na funksies vir P en Q, en fk′ plaasvind en ook die omruiling. “Doel” is deel D van die algoritme
wat die doelfunksiewaarde van die oplossing uitwerk.
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n Sort Begin Algo Doel Totaal Algo/Totaal
10 0,0265 0,2496 0,5460 0,0047 0,8268 0,6601
20 0,0234 0,1404 1,2948 0,0047 1,4633 0,8845
50 0,0140 0,1248 2,2620 0,0031 2,4040 0,9408
100 0,0156 0,1716 6,7080 0,0140 6,9093 0,9709
150 0,0296 0,0624 8,8921 0,0140 8,9981 0,9882
200 0,0312 0,1560 11,2789 0,0125 11,4786 0,9826
500 0,0671 0,1872 53,1807 0,0172 53,4522 0,9949
1000 0,1295 0,2652 73,1021 0,0562 73,5529 0,9939
5000 0,7426 0,5148 2000,0888 0,2324 2001,5786 0,9993
Tabel 10-11: Gemiddelde berekeningstye van dele van die versnelde spilalgoritme in ms.
Uit tabel 10-11 kan gesien word dat die deel van die algoritme waarin die soektogte en die
omruiling plaasvind, die grootste gedeelte uitmaak van die totale berekeningstyd van die hele
algoritme. Die persentasie wat hierdie deel uitmaak van die totale berekeningstyd neem toe met
’n toename in funksies, tot soveel as 99, 9% by probleme met 5000 funksies. By die eenstap-
algoritme is die soek- en omruilgedeelte van die algoritme, in kontras, baie kort. Die gevolg is
dat die sorteringsgedeelte van die eenstapalgoritme die meeste tyd in beslag neem van die totale
berekeningstyd (tot amper 70% by probleme met baie funksies).
10.8 Vergelyking met die GVA-algoritme
Dieselfde toetsprobleemvoorkomste as wat vir die versnelde spilalgoritme gebruik is, word ook
gebruik om die grootsteverskilalgoritme op die vinniger rekenaar te toets, maar slegs die toets-
probleme met tot 200 funksies. Ses probleemgrootte (n=10,20,50,100,150 en 200) en ses inter-
vallengteverhoudings (1,2,5,10,20,100) is gebruik en vir elk van hierdie 36 kombinasies is 100
probleemvoorkomste opgelos. Die volledige resultate word in tabelle F-6 en F-7 in bylae F
gegee. Slegs die gemiddelde oor al die intervallengteverhoudings word in tabel 10-12 gegee, dus
telkens ’n gemiddelde van 600 waarnemings. Vir die versnelde spilalgoritme is ook slegs die
gemiddeldes vanaf tabel F-2 in tabel 10-12 gegee. Die laaste twee kolomme in die tabel gee die
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verbetering in die gemiddelde berekeningstyd en die akkuraatheid. Die verbetering in gemid-
delde berekeningstyd word gegee as ’n versnellingsfaktor, d.w.s. die gemiddelde berekeningstyd
van die GVA-algoritme gedeel deur die gemiddelde berekeningstyd van die versnelde spilalgo-
ritme. Die verbetering in akkuraatheid word gegee as ’n additiewe inkrement en gemeet in
persentasiepunte.
GVA-algoritme Versnelde spilalgoritme Verbetering
Versnellings- Inkrement in
n Gem. tyd Akk. Gem. tyd Akk. faktor akkuraatheid
10 0,2098 98% 0,7751 100% 0,2707 2%
20 0,8954 97% 1,2561 99,2% 0,7128 2,2%
50 25,7792 94% 3,4884 99,7% 7,3899 5,7%
100 376,1392 90% 9,5283 99,7% 39,4760 9,7%
150 2023,9644 92% 20,2081 99,7% 100,1561 7,7%
200 6007,5621 90% 32,5943 99,8% 184,3133 9,8%
Tabel 10-12: Vergelyking van die versnelde spilalgoritme met die GVA-algoritme wat gemiddelde
berekeningstyd en akkuraatheid aanbetref.
Uit tabel 10-12 kan gesien word dat die GVA-algoritme vir probleme met 10 en 20 funksies
vinniger is as die versnelde spilalgoritme, maar die akkuraatheid is egter swakker. Die versnelde
spilalgoritme word heelwat vinniger (tot 184 keer) en ook akkurater (tot bykans 10 persen-
tasiepunte beter) as die GVA-algoritme soos wat die aantal funksies toeneem. Dis veral in
probleme met groot aantal funksies waarin daar belanggestel word.
10.9 Numeriese resultate van die “moeilike” toetsprobleem
Die versnelde spilalgoritme is ook uitgetoets op die moeilike toetsprobleem met 100 funksies
waarvan baie dieselfde gemiddelde helling het. Die probleem word ge¨ıllustreer in figuur 5-3. Die
intervallengteverhouding in hierdie geval is 10. Daar is 5260 probleemvoorkomste opgewek. Die
funksies vir alle probleemvoorkomste is noodwendig dieselfde, slegs die begroting B verskil. Die
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Die akkuraatheid oor die 5260 probleemvoorkomste is 100%. Die gemiddelde berekeningstyd
oor al die probleemvoorkomste is 30,3837 millisekondes, wat heelwat stadiger is as die gemid-
delde berekeningstyd vir probleemvoorkomste met n = 100 en ’n intervallengteverhouding van
10 (sien die waarde van 11,2399 ms in tabel F-2 in bylae F). Probleemvoorkomste met funksies
waarvan baie dieselfde gemiddelde helling het, het ’n invloed op die spoed van die versnelde
spilalgoritme, maar die akkuraatheid bly 100%.
10.10 Opsomming en gevolgtrekking
Na aanleiding van die gevolgtrekkings in hoofstuk 9 is die gemiddelde berekeningstyd met ’n
toename in aantal vlakke verder ondersoek, maar hierdie keer tot tien vlakke (slegs vir pro-
bleme met n = 100). Die resultate is in afdeling 10.3 bespreek. Die gemiddelde berekeningstyd
het by alle intervallengteverhoudings gestabiliseer vanaf vlak 4. Hierdie resultate het aanlei-
ding gegee tot die konstruksie van die versnelde spilalgoritme wat in afdeling 10.4 gegee is. ’n
Handvoorbeeld word in 10.5 gebruik om die versnelde spilalgoritme toe te lig. Die toetspro-
bleemvoorkomste wat in hoofstuk 9 gebruik is, is ook hier gebruik en die numeriese resultate is
in 10.6 bespreek. Die versnelde spilalgoritme is vergelyk met die eenstapalgoritme vir probleme
met vaste intervallengtes in 10.7 en met die GVA-algoritme in 10.8. Laastens is die numeriese
resultate bespreek vir die moeilike toetsprobleem soos voorgestel in figuur 5-3.
Die versnelde spilalgoritme is heelwat vinniger as die spilalgoritme met voorafgespesifiseerde
vlakke. Dit maak die versnelde spilalgoritme veral geskik vir probleme met meer funksies.
Die verbetering in gemiddelde berekeningstyd is veral sigbaar by probleme met intervallengte-
verhouding van 1 (vaste intervallengtes) maar die eenstapalgoritme is steeds vinniger soos blyk
uit die numeriese vergelyking wat in 10.7 gerapporteer is. Die grootste gedeelte van die bere-
keningstyd van die spilalgoritme word opgeneem deur die soektogte na funksies vir P en Q
en fk′ , in teenstelling met die eenstapalgoritme waar die sortering die deel is wat die meeste
berekeningstyd opneem.
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Die aantal probleme waar ’n verkorting van die soektog plaasgevind het, neem toe met ’n
toename in aantal funksies en stabiliseer bokant 80% van die probleemvoorkomste. Die mak-
simum van die takverkortings neem toe met ’n toename in aantal funksies. Hoe groter die
intervallengteverhouding hoe kleiner is die maksimum takverkortings van die soektog.
Die versnelde spilalgoritme is aansienlik vinniger as die GVA-algoritme (behalwe by probleme
met 10 en 20 funksies). Die akkuraatheid is in alle gevalle veel beter as by die GVA-algoritme.
Numeriese ondersoek het uitgewys dat in die geval van die moeilike toetsprobleem met funksies
waarvan baie dieselfde gemiddelde helling het, die gemiddelde berekeningstyd heelwat langer
is as die gemiddelde berekeningstyd van ewekansige probleemvoorkomste, waar die kanse baie
skraal is dat daar twee funksies dieselfde gemiddelde helling het. Die toetsprobleemopwekker







11.2 Doel en oorsig van die hoofstuk
Hoofstukke 2 en 3 het die algemene konkawe en konvekse knapsakprobleme onderskeidelik
beskrywe. Die soeklambda-algoritme vir die konkawe knapsakprobleem met funksies wat bereken-
baar is maar nie noodwendig in ’n geslote vorm nie, is in hoofstuk 2 ontwikkel. Algoritmes vir
die konvekse knapsakprobleem met funksies nie in ’n geslote vorm nie is in hoofstukke 6 en 8
vir die gevalle met vaste intervallengtes en wisselende intervallengtes onderskeidelik ontwikkel.
In hierdie hoofstuk word die gemengde knapsakprobleem waar die produksiefunksies konkaaf of
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konveks kan wees, aangepak. Die probleemomskrywing sowel as die sleutelstelling word in 11.3
gegee. ’n Kort literatuuroorsig word in 11.4 gegee en bespreek. Soos by die konvekse probleem
word eers na die eenvoudiger geval met vaste intervallengtes gekyk met die doel om hier insigte
te kry wat na die algemener geval oorgedra kan word. Verskeie metodes vir die eenvoudiger pro-
bleem word ontwikkel. In afdeling 11.5 word die benaderings vir die oplossing van die probleem
beskrywe. Die algoritmes wat van lynsoeking gebruik maak se handvoorbeelde en numeriese re-
sultate word in 11.6 gegee en bespreek. Die algoritmes sluit in: die halveerpersentasie-algoritme
(afdeling 11.6.1) en die stappersentasie-algoritme (afdeling 11.6.2). Die algoritmes wat van die
sleutelstelling gebruik maak word in 11.7 beskrywe en sluit in die algoritme waar die konvekse
funksies slegs by hulle onder- of bogrense befonds word (die beginoplossingsalgoritme in afdeling
11.7.1) en die λ-algoritme vir vaste intervallengtes (afdeling 11.7.2). Laasgenoemde algoritme
word in 11.8 aangepas vir die gemengde knapsakprobleem met wisselende intervallengtes. Die
algoritme word in 11.8.2 gegee en die numeriese resultate vir die akkuraatheid en die spoed van
hierdie algoritme word in 11.8.3 gegee en bespreek. Idees vir verdere navorsing word in 11.9
gegee. Die hoofstuk word afgesluit met ’n opsomming en gevolgtrekking in 11.10.
11.3 Probleemomskrywing en sleutelstelling
In hierdie hoofstuk word gekyk na probleem (1.1) waar alle funksies o´f konkaaf o´f konveks is.









en 0 ≤ xi ≤ bi
i = 1, 2, ..., n
(11.1)
waar die funksies fi(xi), i = 1, 2, · · · , n, kontinu, niedalend en konveks of konkaaf is.
Soos voorheen word die indeksversamelings gedefinieer as
I = {i|xi = 0},
J = {j|xj = bi} en
K = {k|xk ∈ (0, bk)}.
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Die Karush-Kuhn-Tucker nodige voorwaardes is in hoofstuk 1 afgelei vir die algemene knap-
sakprobleem. Aangesien die gemengde knapsakprobleem ’n spesiale geval van die algemene
knapsakprobleem is, geld hierdie nodige voorwaardes ook vir die gemengde geval. Die KKT-
voorwaardes vir die gemengde knapsakprobleem kan ook versterk word. Hierdie sterker nodige
voorwaardes word in stelling 16 gegee.
Stelling 16 (Sleutelstelling: gemengde knapsakprobleem). Laat x = x∗ ’n optimale uitvoerbare









en 0 ≤ xi ≤ bi
i = 1, 2, ..., n
(11.2)
waar die funksies fi(xi), i = 1, 2, · · · , n, kontinu, niedalend en o´f konveks o´f konkaaf is, dan
bestaan daar ’n λ ≥ 0 sodanig dat
f ′k(x
∗
k) = λ, ∀k ∈ K,
f ′i(x
∗
i ) ≤ λ, ∀i ∈ I en
f ′j(x
∗
j ) ≥ λ, ∀j ∈ J .
(11.3)
en daar is hoogstens e´e´n konvekse funksie in K.
Die bewys is identies aan die´ van die sleutelstelling vir die konvekse knapsakprobleem (afdeling
3.6). Die teenwoordigheid van konkawe funksies het geen invloed op die bewys nie. Visagie [87]
gee ’n ander bewys.
11.4 Literatuurstudie
Pardalos
Rosen en Pardalos [70], Pardalos en Kovoor [65] sowel as Pardalos et al. [66] beskrywe oplos-
singsbenaderings vir die kwadratiese minimeringsprobleem waar die doelfunksie uit konvekse
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sowel as konkawe funksies bestaan. Hulle oplossingsbenaderings is om eerstens die konkawe
funksies van die konvekse funksies te skei. As hulle oplossingsmetode omskrywe word in terme
van die maksimeringsprobleem (11.1), word die konvekse funksies deur stuksgewyse lineeˆre
funksies oorbenader. Dit lei tot ’n gemengde heeltallige 0–1 lineeˆre probleem.
Erenguc en Benson
Erenguc en Benson [24] beskrywe ’n heeltallige kwadratiese minimeringsprobleem. Hulle oplos-
singsbenadering volg ook die patroon om die konvekse en konkawe funksies in die doelfunksie te
skei. Weer eens, in terme van die maksimeringsprobleem (11.1) word die konvekse funksies deur
konkawe funksies (lineeˆre funksies) oorbenader. Hulle gebruik ’n vertak-en-begrens metode om
die heeltallige probleem op te los.
Vavasis
Vavasis [81] beskryf die kompleksiteit om ’n plaaslike minimum te verkry vir die konkawe
kwadratiese knapsakprobleem. In terme van die maksimeringsprobleem (11.1), word die konkawe
en konvekse funksies geskei en die konkawe funksies tot een funksie gee¨limineer en opgelos deur
een van die bestaande algoritmes (sien hoofstuk 2). Vavasis ontwikkel ’n algoritme soortgelyk
aan die CKP-algoritme van More´ en Vavasis [61] om die plaaslike minimum te verkry vir die
ekwivalente minimeringsprobleem van (11.1). Hy toon ook aan dat die berekening van die al-
gehele minimum (maksimum van probleem (11.1)) NP-moeilik is. Hy stel en bewys dat daar
hoogstens e´e´n konkawe funksie (konvekse funksie in terme van (11.1)) hulpbronne kry tussen sy
onder- en bogrens.
Visagie
Visagie [87] beskrywe die gemengde knapsakprobleem (11.1). Hy werk wel met maksimering
en anders as die navorsers na wie hierbo verwys word, gebruik hy nie net die eenvoudiger
geval van kwadratiese funksies nie. Sy produksiefunksies is die konvekse weergawes van Luss
en Gupta se vier konkawe funksies (2.21). Ook hier word die konkawe en konvekse funksies
geskei. Die konvekse funksies word deur stuksgewyse lineeˆre funksies oorbenader. Hy vergelyk
twee algoritmes se berekeningstye met mekaar. Die eerste oplossingsmetode volg die gewone
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vertak-en-begrensmetode met stuksgewyse lineeˆre benaderings. Die tweede oplossingsmetode
is die gemengde 0–1 vertak-en-begrens metode. Die artikel fokus op die oplosbaarheid van die
gemengde knapsakprobleem.
11.5 Oplossingsbenaderings
Daar is twee klaarblyklike benaderings vir die konstruksie van algoritmes vir die gemengde
knapsakprobleem. Beide sien die probleem as die verdeling van B tussen die konkawe en die
konvekse funksies. Die eerste benadering gebruik lynsoeking om B te verdeel. Die tweede
benadering is die gebruik van die sleutelstelling, stelling 16. (Die spilalgoritme vir die konvekse
knapsakprobleem is ook gebaseer op die toepaslike sleutelstelling.) Beide benaderings lei tot
heuristiese algoritmes en gebruik toetsprobleme om dit mee te evalueer.
11.5.1 Lynsoeking
Veronderstel B word verdeel in ’n gedeelte αB en (1− α)B met α ∈ [0; 1] en dat αB toegeken
word aan die konkawe funksies en (1−α)B aan die konvekse funksies. Gebruik nou soeklambda
om die optimale opbrengs op αB te bereken en die spilalgoritme om dieselfde te doen vir
(1 − α)B. (Waar met vaste intervallengtes gewerk word, word die eenstapalgoritme eerder as
die spilalgoritme gebruik.) Die opbrengs op B kan dan beskou word as ’n funksie, h(α), van
die enkele veranderlike α en dit maak die deur oop vir die gebruik van enige een van die baie
algoritmes vir lynsoeking. Numeriese ondersoek het egter aangetoon dat h(α) nie konkaaf is nie
soos gesien kan word uit figuur 11-1. Dit het aanleiding gegee tot die ontwikkeling van spesifieke
algoritmes soos gesien kan word in afdeling 11.6.
11.5.2 Sleutelstelling
In die geval van die konvekse knapsakprobleem word slegs die feit dat daar net een funksie
gedeeltelik befonds kan word, gebruik. Die relasie tussen die afgeleides van die funksies in die
optimale oplossing en λ wat in (11.3) gewys word, word nie gebruik nie. Wanneer konkawe
funksies in die probleem voorkom, verwag ’n mens dat by optimaliteit meer as een van hulle
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Figuur 11-1: Doelfunksiewaardes as funksie van α.
(gewoonlik) tussen sy onder- en bogrens befonds sal wees. Soos in hoofstuk 2 gesien kan word,
speel die waarde van λ ’n belangrike rol en die algoritme wat daar ontwikkel is, fokus juis
daarop om die optimale waarde van λ te vind; vandaar die naam soeklambda-algoritme. Hierdie
algoritme is gespesialiseer om gebruik te word in die oplossing van probleem (11.1) soos later
sal blyk. In afdeling 11.7 word verder hierop ingegaan.
11.5.3 Toetsprobleme
Al die algoritmes wat in die volgende afdelings ontwikkel word, is heuristies van aard en die
gewone numeriese evaluasie moet gedoen word. Die toetprobleemopwekker van hoofstuk 5 is
ontwerp om konkawe sowel as konvekse funksies in ’n probleemvoorkoms in te sluit en kan
dus gebruik word om die toetsprobleme vir die gemengde knapsakprobleem op te wek. Pro-
bleemgroottes van n = 10, 20, 50 en 100 is gebruik. Omdat die verhouding tussen die aantal
konkawe en konvekse funksies moontlik die uitkoms kan be¨ınvloed, is daar drie verskillende
groepe probleemvoorkomste geskep met die persentasie konkawe funksies onderskeidelik 20%,
50% en 80%. Vir elke waarde van n is daar dus drie groepe probleemvoorkomste van 100 elk,




By die halveerpersentasie-algoritme word die beskikbare hoeveelheid hulpbronne verdeel tussen
die konkawe funksies en die konvekse funksies. Die konkawe subprobleem word opgelos deur
gebruik te maak van die soeklambda-algoritme soos beskryf in hoofstuk 2 terwyl die konvekse
subprobleem opgelos word m.b.v. die eenstapalgoritme vir vaste intervallengtes soos beskryf in
hoofstuk 6. Elke subprobleem se oplossing is optimaal vir die subprobleem, maar die verdeling
van die hulpbronne tussen die onderskeie subprobleme kan moontlik nie optimaal wees nie.
Beskrywing van metode en handvoorbeeld
Die metode van die halveerpersentasie-algoritme word beskrywe na aanleiding van ’n handvoor-
beeld. Die voorbeeld is een van die probleemvoorkomste wat opgelos is met n = 10 en 50% van
die funksies in die probleem is konkaaf. Die hulpbronne beskikbaar is 513. Die stappe word in
tabel 11-1 gegee. Die algoritme bestaan uit twee fases. In fase 1 word die hulpbronne aanvank-
lik gelykop verdeel tussen die konkawe en die konvekse funksies en die doelfunksiewaarde word
bereken, die verhouding (die α van afdeling 11.5.1) wat na die konkawe funksies toe gaan is dus
0,5, oftewel 50%. Die inkrement word nou halveer (25%) en onderskeidelik afgetrek en bygetel by
die huidige persentasie en die doelfunksiewaardes vir hierdie twee opsies (25% en 75%) bereken.
Die verdeling wat die maksimum doelfunksiewaarde lewer van die drie opsies word vir die vol-
gende iterasie as die huidige vertrekpunt geneem. (In die onderstaande voorbeeld is dit 25%.)
Die inkrement word weer halveer (12,5%) en onderskeidelik afgetrek en bygetel by die huidige
persentasie toedeling aan die konkawe funksies (12,5% en 37,5%). Die doelfunksiewaardes word
weer bereken en die persentasie toedeling met die beste totale opbrengs weer geneem as die
huidige vertrekpunt (25%). Hierdie stappe word herhaal totdat die inkrement < 0, 25%. Die
beste oplossing aan die einde van fase 1 is dat 22,2657% van die begroting van 513, dus 114,
aan die konkawe funksies toegedeel word en die res aan die konvekse funksies. Dit bee¨indig fase
1 van die halveerpersentasie-algoritme.
Dat fase 1 nie die optimale oplossing kry nie kan gesien word uit die werklike doelfunksiewaardes
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Begroting na konkaaf (%) Doelfunksiewaarde
Inkrement Nou Minder Meer Nou Minder Meer
50 50 (A) 348,1171
25 50 (A) 25 75 348,1171 357,0348 308,3081
12,5 25 (B) 12,5 37,5 357,0348 330,5789 355,7211
6,25 25 (B) 18,75 31,25 357,0348 350,594 355,7343
3,125 25 (B) 21,875 28,125 357,0348 358,1348 356,1451
1,5625 21,875 (C) 20,3125 23,4375 358,1348 354,5245 357,7389
0,7813 21,875 (C) 21,0937 22,6563 358,1348 356,3631 358,1832
0,3906 22,6563 (D) 22,2657 23,0469 358,1832 358,4367 357,9540
0,1953 22,6657 358,4367
Tabel 11-1: Stappe van die halveerpersentasie-algoritme fase 1.
teenoor die persentasie van B toegeken aan die konkawe funksies soos voorgestel in figuur 11-
2. Dit blyk dat fase 1 na ’n plaaslike optimum naby 22,26% konvergeer terwyl die algehele
optimum naby 40% leˆ.

















Figuur 11-2: Stappe van die halveerpersentasie-algoritme fase 1.
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Fase 2 van die algoritme behels dat daar rondom die beste toedeling van fase 1 verdere sub-
probleme opgelos word sodat ’n moontlike beter oplossing verkry word. Die toedeling aan die
konkawe funksies word nou per hoeveelheid hulpbronne gedoen en nie´ as persentasie van die
totale hoeveelheid hulpbronne nie. Die stappe van fase 2 van die algoritme word in tabel 11-2
gegee.








Tabel 11-2: Stappe van die halveerpersentasie-algoritme fase 2.
Uit tabel 11-2 word gesien dat die beste doelfunksiewaarde vir die voorbeeld voorkom waar 113
van die 513 hulpbronne aan die konkawe funksies toegedeel word en die res aan die konvekse
funksies. Die doelfunksiewaarde vir hierdie toedeling is 358,5677. Daar is ’n totaal van 15 (8 in
fase 1 en 7 in fase 2) oplossings uitgewerk om by die beste doelfunksiewaarde uit te kom. Dit
is egter nie die optimale oplossing vir die probleem nie. ’n Plaaslike maksimum is gevind.
Numeriese resultate
Toetsprobleme vir die gemengde knapsakprobleem met vaste intervallengtes is opgewek soos
beskryf in 11.5.3. Daar is 100 probleemvoorkomste van elke probleem ondersoek en die gemid-
delde akkuraatheid oor die 100 probleemvoorkomste is bereken deur dit met die optimale doel-
funksiewaarde van dinamiese programmering te vergelyk. Die resultate word in tabel 11-3 gegee.
Die gemiddelde akkuraatheid van al die 1200 probleemvoorkomste is 78,5%. Van die resul-
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Konkaaf persentasie
n 20% 50% 80% Gemiddeld
10 92 90 93 91,7
20 90 82 88 86,7
50 70 78 76 74,7
100 60 62 61 61,0
Gemiddeld 78,0 78,0 79,5 78,5
Tabel 11-3: Akkuraatheid (%) van die halveerpersentasie-algoritme.
tate in tabel 11-3 word verder afgelei dat die akkuraatheid van die oplossings wat deur die
halveerpersentasie-algoritme gekry word, afneem met ’n toename in die probleemgrootte. Die
persentasie toedeling aan die konkawe funksies het nie ’n noemenswaardige invloed op die akku-
raatheid van die oplossing nie. Soos in bogenoemde voorbeeld aangetoon is, is die verdeling
tussen die konkawe en konvekse funksies nie altyd optimaal nie. Die halveerpersentasie-algoritme
kan na ’n lokale maksimum konvergeer.
11.6.2 Stappersentasie-algoritme
Net soos by die halveerpersentasie-algoritme verdeel die stappersentasie-algoritme ook die hulp-
bronne tussen die konkawe funksies en konvekse funksies. Die verdeling word egter op ’n ander
manier gedoen. Die konkawe subprobleem word weer m.b.v. die soeklambda-algoritme en die
konvekse subprobleem m.b.v. die eenstapalgoritme opgelos.
Beskrywing van metode en handvoorbeeld
Dieselfde handvoorbeeld as by die halveerpersentasie-algoritme word ook hier gebruik om die
stappersentasie-algoritme toe te lig. Die stappersentasie-algoritme bestaan uit drie fases. In
die eerste fase word die persentasie toedeling aan die konkawe funksies (α van afdeling 11.5.1)
in stappe gedoen (0%, 10%, · · · , 100%) en die doelfunksiewaarde bereken. Die doel is om die
hele oplossingsruimte te verken om so die beste plaaslike maksimum te identifiseer. Fases 2 en
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3 soek steeds fyner om hierdie punt te vind. Die resultate word in die eerste twee kolomme van
tabel 11-4 gegee. Aan die einde van fase 1 gee die toedeling van 40% aan konkawe funksies die
beste doelfunksiewaarde van 357,5534. Die stappe vir fase 1 word grafies voorgestel in figuur
11-3.
Fase 1 Fase 2 Fase 3
Hulpbronne Doelfunksie- Hulpbronne Doelfunksie- Hulpbronne Doelfunksie-




10% (B) 319,641 36% 355,6589 206 357,7406
20% (C) 353,5715 37% 355,6921 207 357,9267
30% (D) 355,8683 38% 355,7436 208 358,1118
40% (E) 357,5534 39% 356,6031 209 358,2950
50% (F) 348,1171 40% 357,5534 210 358,4772
60% (G) 342,4267 41% 358,4772 211 358,6567
70% (H) 313,1611 42% 358,2774 212 358,8359
80% (I) 304,4510 43% 356,5631 213 359,0153




Tabel 11-4: Stappe van die stappersentasie-algoritme.
Fase 2 van die algoritme behels dat die persentasie toedeling aan die konkawe funksies op ’n
fyner skaal ondersoek word rondom die beste toedeling van fase 1. ’n Gedeelte van die resultate
word in die derde en vierde kolom van tabel 11-4 gegee. Aan die einde van fase 2 is die beste
doelfunksiewaarde van 358,4772 by ’n toedeling van 41% aan konkawe funksies. Tydens die
laaste fase van die stappersentasie-algoritme word die toedeling aan die konkawe funksies per
hulpbronne gedoen rondom die beste toedeling van fase 2. Die resultate word in die vyfde en
sesde kolom van tabel 11-4 gegee.
Uit die laaste kolom van tabel 11-4 word gesien dat die beste doelfunksiewaarde vir die voor-
beeld voorkom waar 213 van die 513 hulpbronne aan die konkawe funksies toegedeel word en
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Figuur 11-3: Stappe van stappersentasie-algoritme fase 1.
die res aan die konvekse funksies. Die doelfunksiewaarde vir hierdie toedeling is 359,0153. Daar
is ’n totaal van 43 (11 in fase 1, 21 in fase 2 en 11 in fase 3) oplossings uitgewerk om by die
beste doelfunksiewaarde uit te kom. In hierdie geval is die optimale oplossing verkry.
Numeriese resultate
Dieselfde toetsprobleme wat in die ondersoek met die halveerpersentasie-algoritme gebruik is,
is ook hier gebruik om die akkuraatheid van die doelfunksiewaardes van die stappersentasie-
algoritme te bereken. Die resultate word in tabel 11-5 gegee.
Konkaaf persentasie
n 20% 50% 80% Gemiddeld
10 97 97 97 97,0
20 97 95 92 94,7
50 93 90 97 93,3
100 85 85 85 85,0
Gemiddeld 93,0 91,8 92,8 92,5
Tabel 11-5: Akkuraatheid (%) van die stappersentasie-algoritme.
Die gemiddelde akkuraatheid oor al 1200 probleemvoorkomste is 92,5% wat aansienlik beter is
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as die akkuraatheid by die halveerpersentasie-algoritme. Van die resultate in tabel 11-5 word
verder afgelei dat die akkuraatheid van die oplossings wat deur die stappersentasie-algoritme
gekry word, afneem met ’n toename in probleemgrootte. Ook hier het die persentasie toedeling
aan die konkawe funksies nie ’n noemenswaardige invloed op die akkuraatheid van die oplossing
nie. Uit figuur 11-3 kan gesien word dat die stappersentasie-algoritme in hierdie voorbeeld na
die algehele maksimum konvergeer.
11.6.3 Verdere navorsing vir lynsoekalgoritmes
Die probleem is die teenwoordigheid van plaaslike maksima. Numeriese werk wys egter dat die
patroon van figuur 11-1 vir elke probleem wat ondersoek is, voorkom en dit beteken dat daar
slegs rondom ’n paar punte gesoek hoef te word om seker te maak dat die algehele optimum
gevind word. Die probleem is egter om hierdie beste plaaslike maksima te identifiseer siende
dat daar ’n kombinatoriese aantal van hulle is.
11.7 Algoritmes gebaseer op die sleutelstelling
11.7.1 Beginoplossingsalgoritme
Die doelfunksie is nie konkaaf nie en daar is duidelike plaaslike maksima. Hulle is verwant aan
die gevalle waar konvekse funksies ten volle befonds word, alhoewel numeriese werk wys dat dit
nie presies op daardie punte is nie. Dit het egter aanleiding gegee tot die ontwikkeling van ’n
algoritme waar die toedeling aan die konvekse funksies slegs aan hulle onder- of bogrense is, om
so ’n goeie beginoplossing te verkry.
Beskrywing van metode en handvoorbeeld
Dieselfde voorbeeld as by die halveerpersentasie- sowel as die stappersentasie-algoritme word
ook hier gebruik om die algoritme toe te lig. Die konvekse funksies word georden volgens die
gemiddelde helling (van groot na klein). Die eerste stap is dan om geen hulpbronne aan die
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konvekse funksies toe te ken nie en alles aan die konkawe funksies. Die konkawe subprobleem
word m.b.v. die soeklambda-algoritme opgelos. Die doelfunksiewaarde vir hierdie opsie word
bereken. Daarna word daar telkens nog ’n konvekse funksie ten volle befonds, beginnende by
die konvekse funksie met die grootste gemiddelde helling. Die res van die hulpbronne word aan
die konkawe funksies toegedeel. Elke keer word die doelfunksiewaarde bereken. Die resultate









Tabel 11-6: Stappe van die beginoplossingsalgoritme.
Uit tabel 11-6 en figuur 11-4 kan gesien word dat die beste doelfunksiewaarde van 359,0153
voorkom waar drie konvekse funksies ten volle befonds word. Hierdie oplossing is optimaal vir
hierdie probleem. Daar is slegs ses subprobleme opgelos om die beginoplossing te verkry.




















Figuur 11-4: Stappe van die beginoplossingsalgoritme.
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Numeriese resultate
Dieselfde toetsprobleme wat in die ondersoek met die halveerpersentasie- en die stappersentasie-
algoritme gebruik is, is ook hier gebruik om die akkuraatheid van die doelfunksiewaardes van
die beginoplossingsalgoritme te bereken. Die gemiddelde akkuraatheid oor die 100 probleem-
voorkomste elk word in tabel 11-7 gegee.
Konkaaf persentasie
n 20% 50% 80% Gemiddeld
10 65 96 99 86,7
20 84 95 100 93,0
50 90 100 100 96,7
100 94 100 100 98,0
Gemiddeld 83,3 97,8 99,8 93,6
Tabel 11-7: Akkuraatheid (%) van die beginoplossing.
Die gemiddelde akkuraatheid oor al 1200 probleemvoorkomste vir die beginoplossingsalgoritme
is 93,6% wat effens beter is as by die stappersentasie-algoritme. Daar word egter heelwat min-
der subprobleme opgelos. Die akkuraatheid neem toe met ’n toename in die probleemgrootte.
Die persentasie wat die konkawe funksies uitmaak van die totale aantal funksies het in hierdie
geval wel ’n invloed op die akkuraatheid van die algoritme. Soos wat die persentasie konkawe
funksies toeneem, neem die akkuraatheid toe. Die gevalle waar die oplossing nieoptimaal is,
kom voor waar daar ’n konvekse funksie gedeeltelik befonds word. Dit het aanleiding gegee tot
die ontwikkeling van die algoritme in die volgende afdeling.
11.7.2 λ-algoritme vir vaste intervallengtes
Die beginoplossingsalgoritme wat in die vorige afdeling beskryf is, benut nie die sleutelstelling,
wat spesifiseer dat daar net ’n enkele konvekse fk(xk) met k ∈ K waar 0 < xk < b is, nie. Die
algoritme wat in hierdie afdeling beskrywe word, maak wel voorsiening hiervoor en benut ook
die waarde van λ. B word weer verdeel tussen konkawe en konvekse funksies en soeklambda
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word gebruik om die αB van die konkawe funksies optimaal toe te ken. Soeklambda vind ook
die optimale waarde van λ vir die hoeveelheid hulpbronne wat hy toeken. Hierdie λ is ’n inset
vir die subalgoritme wat die (1−α)B aan die konvekse funksies moet toeken. Alhoewel hierdie
algoritme ook fokus op die verdeling van die hulpbronne, is sy onderskeidende eienskap dat λ
en die relasie (11.3) benut word.
Beskrywing van metode
Die algoritme spring weg met die beginoplossing van die vorige afdeling en toets of die oplos-
sing aan (11.3) voldoen en moontlike aanpassings word gemaak. Die λ wat soeklambda vir sy
subprobleem bereken het, word gebruik om te toets of die oplossing aan (11.3) voldoen.
Die konvekse funksie fv, v ∈ J met die kleinste helling by die bogrens word gesoek. Indien
hierdie helling kleiner is as die λ van die beginoplossing, voldoen die oplossing nie aan (11.3)
nie en die oplossing is dus nie optimaal nie. Die oplossing word aangepas deur die hoeveelheid
hulpbronne by fv te verminder en deur dit toe te voeg tot die hulpbronne van die konkawe
funksies. Soeklambda word dan gebruik vir die beste toekenning hiervan en om die nuwe, en
kleiner, λ te vind. Hulpbronne word stapsgewys verminder by fv totdat die λ van die konkawe
funksies in K dieselfde is as die λ van die enkele konvekse funksie in K, fv.
Daar word ook gesoek na die konvekse funksie fw, w ∈ I met die grootste helling by die
ondergrens f ′w(0). Indien hierdie helling groter is as die λ van die konkawe funksies van die
beginoplossing, voldoen die oplossing nie aan (11.3) nie. Die oplossing word aangepas deur die
hoeveelheid hulpbronne by die konkawe funksies te verminder en dit toe te deel aan die enkele
konvekse funksie fw. Hulpbronne word stapsgewys verminder by die konkawe funksies totdat
die λ van die konkawe funksies in K dieselfde is as die λ van die enkele konvekse funksie in K,
fw, waar die hulpbronne nie by die onder- of bogrens toegeken word nie.
Uit die konstruksie van die beginoplossing volg dat net e´e´n van bogenoemde twee gevalle kan
voorkom en in die 1200 probleemvoorkomste wat opgelos is, het dit nooit gelyktydig voorgekom
dat f ′v(b) < λ e´n f ′w(0) > λ nie. Aangesien die algoritmes ontwikkel is vir probleme met
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funksies wat berekenbaar is maar nie in ’n geslote vorm, is die helling by die ondergrens geneem
as f ′w(0) = fw(1) en die helling by die bogrens geneem as f ′v(b) = fv(b) − fv(b − 1). Hierdie
waardes is beskikbaar vir die funksies waarmee gewerk word, want alhoewel hulle nie in geslote
vorm is nie, is hulle wel berekenbaar.
Akkuraatheid
Dieselfde toetsprobleme wat in die ondersoek met die vorige drie algoritmes gebruik is, is hier
weer gebruik. Die gemiddelde akkuraatheid oor die 100 probleemvoorkomste per groep word in
tabel 11-8 gegee.
Konkaaf persentasie
n 20% 50% 80% Gemiddeld
10 94 98 100 97,3
20 95 97 100 97,3
50 98 100 100 99,3
100 97 100 100 99,0
Gemiddeld 96,0 97,8 99,8 98,3
Tabel 11-8: Akkuraatheid (%) van die λ-algoritme vir vaste intervallengtes.
Die gemiddelde akkuraatheid oor al 1200 probleemvoorkomste vir die λ-algoritme vir vaste in-
tervallengtes is 98,3% wat beter is as by die beginoplossingsalgoritme soos verwag kan word.
Die akkuraatheid neem toe soos wat die probleemgrootte toeneem. Die persentasie wat die
konkawe funksies uitmaak van die totale aantal funksies het in hierdie geval ook ’n invloed op
die akkuraatheid van die algoritme en bevestig die aanvoeling dat dit wel die geval sal wees.
Soos wat die persentasie konkawe funksies toeneem, neem die akkuraatheid toe. Daar is egter
nog probleemvoorkomste waar die oplossing nie optimaal is nie. Dit kan voorkom omdat daar
omruilings van funksies moet plaasvind. Met hierdie insig word daar nie verder gewerk op die
geval met vaste intervallengtes nie maar direk oorgegaan vir ’n verbeterde algoritme vir die
algemene gemengde knapsakprobleem.
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11.8 λ-algoritme vir wisselende intervallengtes
11.8.1 Notasie
Die gemengde knapsakprobleem (11.1) kan opgedeel word in twee subprobleme naamlik die











xi ≤ C, {konkawe begroting}
n∑
j=1
yj ≤ D, {konvekse begroting}
C +D = B, {totale begroting}
en 0 ≤ xi ≤ bi
en 0 ≤ yj ≤ dj
i = 1, 2, · · · ,m en j = 1, 2, · · · , n
(11.4)
waar alle fi(xi) niedalende konkawe funksies is en alle gj(yj) niedalende konvekse funksies.
11.8.2 Algoritme wat gebruik maak van sterker nodige voorwaardes
Deel A: Sortering en Inisialiseer
1. Sortering
Hernommer die konvekse funksies sodat f1(b1)b1 ≥
f2(b2)
b2
≥ · · · ≥ fn(bn)bn .
2. Inisialiseer
Stel H = B, waar H die hoeveelheid van die hulpbron is wat nog toegeken moet word.
Stel Jkonveks ← {} en Ikonveks ← {1; · · · ;n}
Stel KonveksOpbrengs = 0
Bereken KonkaafOpbrengs deur soeklambda te roep met H.
Stel BesteDoelfunksie = KonveksOpbrengs + KonkaafOpbrengs
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Deel B: Beginoplossing
Herhaal stappe 3 en 4 vir j = 1 tot n, solank die hulpbron genoeg is, dit wil seˆ solank
H ≥ bj .
3. Ken hulpbron toe aan bogrens van konvekse funksies
KonveksOpbrengs = KonveksOpbrengs + fj(bj)
Stel H ← H − bj en Jkonveks ← Jkonveks + {j} en Ikonveks ← Ikonveks − {j}.
Bereken KonkaafOpbrengs deur soeklambda te roep met H.
TotaleDoelfunksie = KonveksOpbrengs + KonkaafOpbrengs.
4. Beˆre beste doelfunksiewaarde
Indien TotaleDoelfunksie > BesteDoelfunksie
beˆre die BesteDoelfunksie, BesteLambda (λ vir BesteKonkaafOpbrengs), BesteKonvek-
sOpbrengs (beste opbrengs vir D), BesteD (beste konvekse begroting D), BesteIkonveks en
BesteJkonveks.
Deel C: Vermindering van konvekse begroting D
5. Soek konvekse funksie met kleinste helling by bogrens
Kies v sodanig dat fv(bv)− fv(bv − 1) = min
j∈BesteJkonveks
(fj(bj)− fj(bj − 1)).
Konvekshelling = fv(bv)− fv(bv − 1)
6. Toets vir vermindering
Indien BesteLambda < Konvekshelling, gaan na stap 8.
7. Verminder D
Bereken die konkawe begroting C indien λ = Konvekshelling deur gebruik te maak van
(11.3).
Bereken KonkaafOpbrengs deur soeklambda te roep met C.
Verminder toekenning aan fv met (C - BesteD).
Bereken KonveksOpbrengs = BesteKonveksOpbrengs - fv(bv) + fv(bv − (C −BesteD)).
TotaleDoelfunksie = KonkaafOpbrengs + KonveksOpbrengs
Beˆre hierdie oplossing indien TotaleDoelfunksie > BesteDoelfunksie.
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Konvekshelling = fv(bv − (C −BesteD))− fv(bv − (C −BesteD)− 1)
Herhaal die vermindering inD (stap 7) totdat die Konvekshelling = λ wat deur soeklambda
bereken is.
Deel D: Vermeerdering van konvekse begroting D
8. Soek konvekse funksie met grootste helling by ondergrens




9. Toets vir vermeerdering
Indien BesteLambda > Konvekshelling, gaan na stap 11.
10. Vermeerder D
Bereken die konkawe begroting C indien λ = Konvekshelling deur gebruik te maak van
(11.3).
Bereken KonkaafOpbrengs deur soeklambda te roep met C.
Vermeerder toekenning aan fw met (BesteD - C).
Bereken KonveksOpbrengs = BesteKonveksOpbrengs + fkv(BesteD − C).
TotaleDoelfunksie = KonkaafOpbrengs + KonveksOpbrengs
Beˆre hierdie oplossing indien TotaleDoelfunksie > BesteDoelfunksie.
Konvekshelling = fw(BesteD − C)− fw(BesteD − C − 1)




z = BesteDoelfunksie (van stap 4, stap 7 of stap 10).
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11.8.3 Numeriese resultate
Toetsprobleme
Toetsprobleme word gegenereer deur gebruik te maak van die toetsprobleemopwekker van hoof-
stuk 5. Probleemgroottes met n = 10, 20, 50 en 100 word ondersoek. Aangesien die akku-
raatheid van die oplossings getoets word aan die oplossing van die dinamiese programmering is
die probleemgrootte beperk tot n = 100 as gevolg van die lang berekeningstyd van dinamiese
programmering. Toetsprobleme word opgewek vir verskillende intervallengteverhoudings (ILV
van 2, 5 en 100) sowel as verskillende persentasies wat die konkawe funksies van die totale
aantal funksies uitmaak (konkaaf persentasie van 20%, 50% en 80%). Vir die 36 verskillende
kombinasies word daar elk 100 probleemvoorkomste elk geskep.
Akkuraatheid
Vir elkeen van die 36 kombinasies is die gemiddelde akkuraatheid (sien 5.4.1) oor die 100
probleemvoorkomste bereken en die resultate word in die tabelle in figuur 11-5 vir die inter-
vallengteverhoudings van 2, 5 en 100 gegee. Dit word grafies in die gepaardgaande grafieke in
dieselfde figuur voorgestel.
Van die tabelle en grafieke in figuur 11-5 kan gesien word dat die intervallengteverhouding en
die probleemgrootte nie ’n noemenswaardige invloed het op die akkuraatheid van die probleme
nie (94,2, 92,3 en 91,8 vir ILV’s van 2, 5 en 100 onderskeidelik). Die persentasie wat die aantal
konkawe funksies van die totale aantal funksies uitmaak, het wel ’n beduidende invloed op die
akkuraatheid van die probleme. Die akkuraatheid van probleme met 20% konkawe funksies is
tussen 80% en 85% terwyl die akkuraatheid van die´ met 80% konkawe funksies meer as 99% is.
Hoe meer konvekse funksies daar in die probleem voorkom, hoe swakker is die akkuraatheid van
die probleem. Die soeklambda-algoritme gee telkens die optimale oplossing van die konkawe
subprobleem maar die verdeling van die begroting tussen die konkawe en konvekse subprobleem
is nie noodwendig optimaal nie en ook nie die oplossing van die konvekse subprobleem nie. In al
3600 voorkomste het die algoritme egter wel ’n oplossing gevind wat aan die nodige voorwaardes
voldoen, ten spyte daarvan dat daar nie vir omruiling voorsiening gemaak is nie. Die uitkomste
wys weer eens die verskil tussen nodige en voldoende voorwaardes uit.
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% Konkawe funksies
n 20 50 80 Gemiddeld
10 85 98 100 94,3
20 87 98 100 95,0
50 85 97 100 94,0
100 83 98 99 93,3
Gem. 85,0 97,8 99,8 94,2





















(a) Akkuraatheid by intervallengteverhouding van 2
% Konkawe funksies
n 20 50 80 Gemiddeld
10 84 96 100 93,3
20 85 95 99 93,0
50 80 94 100 91,3
100 81 93 100 91,3
Gem. 82,5 94,5 99,8 92,3





















(b) Akkuraatheid by intervallengteverhouding van 5
% Konkawe funksies
n 20 50 80 Gemiddeld
10 70 94 100 88,0
20 83 96 99 92,7
50 83 99 98 93,3
100 84 96 100 93,3
Gem. 80,0 96,3 99,3 91,8





















(c) Akkuraatheid by intervallengteverhouding van 100
Figuur 11-5: Akkuraatheid (%) by verskillende intervallengteverhoudings.
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Afwyking vanaf optimale doelfunksiewaarde
Vir alle nieoptimale oplossings is die persentasieafwyking vanaf die doelfunksiewaarde van die
optimale oplossing bereken. Die gemiddeld vir elke kombinasie is bereken en die resultate word
in tabel 11-9 gegee.
ILV van 2 ILV van 5 ILV van 100
% Konkaaf % Konkaaf % Konkaaf
n 20 50 80 Gem. 20 50 80 Gem. 20 50 80 Gem.
10 1,52 0,14 - 1,36 2,94 2,02 - 2,76 1,35 1,37 - 1,35
20 0,86 0,01 - 0,75 0,45 0,29 0,20 0,40 0,59 0,12 0,64 0,53
50 0,16 0,05 - 0,14 0,12 0,03 - 0,10 0,13 0,04 0,01 0,11
100 0,03 0,00 0,00 0,03 0,03 0,01 - 0,02 0,06 0,01 - 0,05
Gem. 0,61 0,05 0,00 0,81 0,44 0,20 0,67 0,59 0,22
Tabel 11-9: Gemiddelde persentasieafwyking vanaf optimaal.
Die gemiddelde persentasieafwyking neem af met ’n toename in die probleemgrootte by alle
intervallengteverhoudings en persentasie konkawe funksies. Sien hiervoor die afname in waardes
van ry 4 tot ry 7 in alle kolomme in tabel 11-9. Die afname in die gemiddelde waardes vir die
grootte van die probleem kan gesien word in kolomme 5, 9 en 13 van tabel 11-9. Die gemiddelde
persentasieafwyking neem ook af met ’n toename in die aantal konkawe funksies. Sien hiervoor
die afname in waardes van kolom 2 tot kolom 4, kolom 6 tot kolom 8 en kolom 10 tot kolom 12
in tabel tabel 11-9. Die afname in die gemiddelde afwyking vir die persentasie konkawe funksies
in die probleem kan gesien word in laaste ry van tabel 11-9. Hoe minder konvekse funksies daar
in die probleem voorkom hoe nader is die nieoptimale doelfunksiewaarde aan die optimale doel-
funksiewaarde van dinamiese programmering. Alhoewel die gemiddelde persentasieafwyking by
ILV van 5 groter is as die ander twee intervallengteverhoudings, kan die afleiding nie gemaak
word dat die intervallengteverhouding ’n invloed het op die gemiddelde persentasieafwyking
nie. Alhoewel die algoritme nie ’n optimale oplossing kan waarborg nie, is die afwyking van die
doelfunksiewaarde vanaf die optimale waarde baie klein, in meeste gevalle is dit < 1%.
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Gemiddelde berekeningstyd
Die berekeningstyd (in ms) vir die verkryging van die oplossing vir dieselfde toetsprobleme as
die vorige afdeling, is gemeet en die gemiddelde vir al die probleemvoorkomste van ’n kom-
binasie bereken. Die resultate word in die tabelle en grafieke in figuur 11-6 vir verskillende
intervallengteverhoudings gegee.
Van die tabelle en grafieke in figuur 11-6 word afgelei dat die grootte van die probleem ’n
invloed het op die gemiddelde berekeningstyd. Dit neem kwadraties toe met ’n toename in die
probleemgrootte. (Krommes is op die gemiddeldes gepas maar word nie hier gewys nie.) Die
intervallengteverhouding het nie ’n noemenswaardige invloed op die gemiddelde berekeningstyd
nie. Die gemiddelde berekeningstyd neem af soos wat die persentasie konkawe funksies toeneem.
Hoe minder konvekse funksies daar in die probleem voorkom, hoe vinniger is die algoritme. Stap
3 (en daarmee saam deel C en deel D) van die algoritme word minder kere uitgevoer wat tot
gevolg het dat die berekeningstyd beter is. Die algehele gemiddelde berekeningstyd is effens
meer as 50 millisekondes.
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% Konkawe funksies
n 20 50 80 Gem.
10 18,0961 10,6081 8,5801 12,4281
20 25,4282 20,2801 12,6361 19,4481
50 72,3845 51,6363 30,4202 51,4803
100 145,3929 155,3770 91,2606 130,6768
Gem. 65,3254 59,4754 35,7242 53,5083
































(a) Gemiddelde berekeningstyd by intervallengteverhouding van 2
% Konkawe funksies
n 20 50 80 Gem.
10 13,7281 12,3241 7,176 11,0761
20 24,9602 16,6921 9,9841 17,2121
50 66,9244 52,2603 28,3922 49,1923
100 164,5811 157,8730 83,7725 135,4089
Gem. 67,5484 59,7874 32,3312 53,2223

































(b) Gemiddelde berekeningstyd by intervallengteverhouding van 5
% Konkawe funksies
n 20 50 80 Gem.
10 16,0681 10,6081 6,5520 11,0761
20 25,4282 18,8761 11,8561 18,7201
50 71,4485 52,1043 30,4202 51,3243
100 172,0691 161,9290 82,8365 138,9449
Gem. 71,2535 60,8794 32,9162 55,0164

































(c) Gemiddelde berekeningstyd by intervallengteverhouding van 100
Figuur 11-6: Gemiddelde berekeningstyd van λ-algoritme by verskillende intervallengtever-
houdings.
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11.9 Verdere navorsing vir λ-algoritme
Die λ-algoritme word nie as afgehandel beskou nie, maar ons is wel oortuig dat met verdere
ontwikkeling dit tog telkens die optimale oplossing sal gee soos in die geval van die spilalgo-
ritme. Soos reeds genoem gee die soeklambda-algoritme die optimale oplossing vir die konkawe
subprobleem. Die verdeling van die begroting tussen die konkawe funksies, αB, en die kon-
vekse funksies, (1− α)B, is moontlik nie optimaal nie en die manier waarop die beginoplossing
saamgestel is, is ook nie noodwendig optimaal vir die konvekse subprobleem nie. Alhoewel die
oplossing van die λ-algoritme aan die nodige voorwaardes (11.3) voldoen, is daar tog gevalle
waar die oplossing nie optimaal is nie omdat die samestelling van die basis (J) nie optimaal is
nie. Daar moet nog voorsiening gemaak word vir moontlike omruilings van funksies in en uit
die basis soos by die spilalgoritme.
Daar is twee benaderings wat gevolg kan word om die bestaande λ-algoritme te verbeter.
Eerstens kan die algoritme self verbeter word deur voorsiening te maak vir die omruilings.
Die tweede benadering sal wees om die konvekse subprobleem met die reeds bestaande en be-
proefde spilalgoritme op te los wat vir berekeningsdoeleindes die optimale oplossing gee. Die
uiteindelike doel is dan om die verdeling tussen die konkawe subprobleem, αB, en die konvekse
subprobleem, (1− α)B, te optimeer. Elke subprobleem word optimaal opgelos.
Die halveerpersentasie-algoritme vir lynsoeking (of enige ander algoritme vir lynsoeking) kan
hiervoor aangepas word. Die soeking vind hier egter plaas rondom die (plaaslike) maksimum
soos bepaal deur die beginoplossing. Vir ’n gegewe α word die konkawe subprobleem optimaal
opgelos deur soeklambda met αB te roep en die konvekse subprobleem opgelos deur die spilal-
goritme met (1−α)B te roep. Die λ wat deur soeklambda bereken word, kan gebruik word om
te kyk of die oplossing van die spilalgoritme aan die nodige voorwaardes (11.3) voldoen. Indien
nie, kan α dienooreenkomstig aangepas word en soeklambda word nou met die aangepaste αB
geroep. Hierdie proses kan herhaal word totdat dit konvergeer. Numeriese werk is nodig om te
sien of hierdie voorgestelde algoritme altyd by die algehele optimum uitkom.
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11.10 Opsomming en gevolgtrekking
Nadat die algemene konkawe en konvekse knapsakprobleme in hoofstukke 2 en 3 onderskeidelik
beskrywe is, is in hierdie hoofstuk die gemengde knapsakprobleem ondersoek. Die sleutelstelling
vir die gemengde knapsakprobleem en ’n kort literatuurstudie is gegee. Die meer komplekse
gemengde knapsakprobleem met wisselende intervallengtes is aangepak deur eers die spesiale
eenvoudiger probleem met vaste intervallengtes te ondersoek.
Die soeklambda-algoritme vir die konkawe knapsakprobleem met funksies wat nie in ’n geslote
vorm is nie, is in hoofstuk 2 ontwikkel. Die eenstapalgoritme vir die konvekse knapsakprobleem
met vaste intervallengtes is in hoofstuk 6 ontwikkel. Twee benaderings is gevolg vir die ontwikke-
ling van algoritmes vir die gemengde knapsakprobleem met vaste intervallengtes. Die eerste
benadering is die´ van lynsoeking, waaronder die die halveer- en stappersentasie-algoritmes.
Hierdie algoritme verdeel die totale hoeveelheid hulpbronne B tussen die konkawe αB en die
konvekse subprobleem (1 − α)B onderskeidelik. Die soeklambda-algoritme word dan gebruik
om die konkawe subprobleem op te los terwyl die eenstapalgoritme die konvekse subprobleem
oplos. Beide hierdie algoritmes gee die optimale oplossing van die onderskeie subprobleme. Die
verdeling van die totale hoeveelheid hulpbronne tussen die twee subprobleme is nie noodwendig
optimaal nie.
Die tweede benadering maak gebruik van die sleutelstelling. Uit die resultate van die halveer-
en stappersentasie-algoritmes is gesien dat daar duidelike plaaslike maksima is. Hierdie feit
is uitgebuit in die verdere pad van ontwikkeling van die algoritmes. Die eerste algoritme wat
die lokale maksima uitbuit, ken hulpbronne aan die konvekse funksies slegs by hulle onder- of
bogrense toe, dit is die beginoplossingsalgoritme genoem. Die tweede algoritme, die λ-algoritme
vir vaste intervallengtes, kyk vervolgens of die oplossing van die beginoplossingsalgoritme aan
die sterker nodige voorwaardes, soos weergegee in die sleutelstelling, voldoen. Die metodes,
handvoorbeelde en numeriese resultate wat akkuraatheid aanbetref van al vier algoritmes is
gegee en bespreek. Numeriese resultate wat berekeningstyd aanbetref is ook vir laasgenoemde
algoritme gegee en bespreek.
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Die beginsels van die λ-algoritme wat vir die gemengde knapsakprobleem met vaste interval-
lengtes ontwikkel is, is oorgedra na die algoritme vir die gemengde knapsakprobleem met wisse-
lende intervallengtes. Die algoritme is in 11.8.2 gegee. ’n Totaal van 3600 probleemvoorkomste
is opgewek om numeriese resultate vir die akkuraatheid en die spoed van die algoritme te kon
verwerk.
Die akkuraatheid van die algoritme word be¨ınvloed deur die persentasie wat die konkawe funksies
uitmaak van die totale aantal funksies van die probleem. Hoe meer konkawe funksies in die pro-
bleem, hoe akkurater is die oplossing. Die intervallengteverhouding sowel as die grootte van
die probleem het nie ’n noemenswaardige invloed op die akkuraatheid van die oplossing nie.
Alhoewel ’n optimale oplossing nie gewaarborg kan word nie, was die akkuraatheid by die 3600
probleemvoorkomste gemiddeld meer as 90%.
Die gemiddelde persentasieafwyking by die nieoptimale oplossings word be¨ınvloed deur die
grootte van die probleem sowel as die persentasie wat die aantal konkawe funksies is van die to-
tale hoeveelheid funksies in die probleem. Hoe groter die probleem, hoe kleiner is die gemiddelde
persentasieafwyking. Hoe meer konkawe funksies daar in die probleem voorkom, hoe kleiner is
die gemiddelde persentasieafwyking. Dit lyk nie asof die intervallengteverhouding ’n invloed op
die gemiddelde persentasieafwyking het nie.
Die gemiddelde berekeningstyd van die algoritme word be¨ınvloed deur die grootte van die pro-
bleem en die persentasie wat die konkawe funksies uitmaak van die totale aantal funksies. Die
berekeningstyd neem kwadraties toe met ’n toename in die probleemgrootte. Die algoritme is
dus O(n2). Die gemiddelde berekeningstyd neem af soos wat die aantal konkawe funksies van ’n
probleem toeneem. Hoe minder konvekse funksies daar in die probleem is, hoe minder soektogte
in deel C en deel D van die algoritme vind plaas en die algoritme is dus vinniger.
Alhoewel die algoritme vir die algemene gemengde knapsakprobleem nie optimaliteit kan waar-
borg nie, het dit tog in die 3600 probleemvoorkomste wat ondersoek is ’n akkuraatheid van meer
as 90% gekry. In die gevalle waar die oplossing nieoptimaal is, is die afwyking vanaf die optimale
doelfunksiewaarde baie klein, in meeste gevalle < 1%. Die berekeningstyd is baie vinnig met
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’n gemiddeld van naastenby 50 millisekondes vir probleemgroottes tot n = 100. Dit maak die
heuristiek tog belowend. Die probleem word nie as afgehandel beskou nie, maar die omvang
van die navorsingsprobleem is van so ’n aard dat daar nie verder hieraan gewerk kon word nie.




12.2 Doel en oorsig van die hoofstuk
In hierdie hoofstuk kry die S-vormige knapsakprobleem aandag. Die onderwerpe van hierdie
hoofstuk en die volgende een is so omvattend dat elkeen moontlik ’n doktorsgraad kan oplewer.
Die enigste rede om hulle hier in te sluit, is om telkens die sleutelstelling te gee, ’n kort lite-
ratuuroorsig te doen en die toetsprobleme te bespreek. Vir die S-vormige knapsakprobleem
word die probleemomskywing en die sleutelstelling in 12.3 gegee. ’n Kort literatuuroorsig volg
in 12.4. Die toetsprobleemopwekker van hoofstuk 5 kan nie in die geval van S-vormige funksies
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gebruik word nie, maar die Gompertz-funksie word hiervoor gebruik. In 12.5 word grafies mak-
lik interpreteerbare eienskappe van ’n S-vormige funksie gebruik om die parameters van die
Gompertz-funksie te bereken sodat dit gebruik kan word om toetsprobleme vir die S-vormige
knapsakprobleem op te wek. Die hoofstuk word afgesluit met ’n opsomming en gevolgtrekking
in 12.6.
12.3 Probleemomskrywing en sleutelstelling
In hierdie hoofstuk word gekyk na probleem (1.1) waar alle funksies S-vormig is. Na transfor-









en 0 ≤ xi ≤ bi
i = 1, 2, ..., n
(12.1)
waar die funksies fi(xi), i = 1, 2, · · · , n, kontinu, niedalend en S-vormig is.
Die indeksversamelings word gedefinieer as
I = {i|xi = 0},
J = {j|xj = bi} en
K = {k|xk ∈ (0, bk)}.
Gebruik ci om die punt aan te dui waar fi(xi) oorgaan van sy konvekse gedeelte na sy konkawe
gedeelte. Die punt ci is dus waar f
′′
i (ci) = 0. Die konvekse en konkawe gedeeltes en punt ci van
’n S-vormige funksie word in figuur 12-1 ge¨ıllustreer.
Die nodige voorwaardes is in hoofstuk 1 afgelei vir die algemene knapsakprobleem. Aangesien
die S-vormige knapsakprobleem ’n spesiale geval van die algemene knapsakprobleem is, geld
hierdie nodige voorwaardes ook vir die S-vormige geval. Die nodige voorwaardes vir die S-
vormige knapsakprobleem kan ook versterk word. Hierdie sterker nodige voorwaardes word in







Figuur 12-1: Konvekse en konkawe gedeeltes van ’n S-vormige funksie.
stelling 17 gegee.
Stelling 17 (Sleutelstelling: S-vormige knapsakprobleem). Laat x = x∗ ’n optimale uitvoerbare









en 0 ≤ xi ≤ bi
i = 1, 2, ..., n
(12.2)
waar die funksies fi(xi), i = 1, 2, · · · , n, kontinu, niedalend en S-vormig is, dan bestaan daar
’n λ ≥ 0 sodanig dat
f ′k(x
∗
k) = λ, ∀k ∈ K,
f ′i(x
∗
i ) ≤ λ, ∀i ∈ I en
f ′j(x
∗
j ) ≥ λ, ∀j ∈ J .
(12.3)
en daar is hoogstens e´e´n funksie in K waarvoor xk < ck.
Die bewys is soortgelyk aan die´ van die sleutelstelling vir die konvekse probleem in afdeling 3.6.
In hierdie geval is x∗u ∈ (0; cu) en x∗v ∈ (0; cv).
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12.4 Literatuurstudie
12.4.1 Toepassings van S-funksies
Die tegnologie S-funksie is algemeen bekend as ’n hulpmiddel om besluitnemers van besighede
insig te gee in hulle tegnologiee¨. Sien hiervoor [80] en [75]. Dit kan gebruik word om die
lewenssiklus van ’n produk of tegnologie te beskrywe. Daar is verskeie fases in die lewensiklus
van ’n tegnologie. Sien hiervoor [59] en hoofstuk 3 in [77]. Mignogna noem drie soorte S-funksies,
waaronder die Gompertz-funksie wat gebruik word in die analise van tegnologie neigings of ook
in tegnologie vooruitskattings [60]. Laastens kan die tegnologie S-funksie ook gebruik word
om tegnologie oordrag te beskrywe. Zelkowitz [93] gebruik dit om die oordrag van die nuwe
sagtewaretegnologie in NASA te beskrywe. Dit word op dieselfde manier deur Kotler [44]
gebruik om die aanvaarding en gebruik van ’n nuwe produk in die mark te beskrywe.
12.4.2 Praktiese toepassings van die S-vormige knapsakprobleem
• Koste S-funksie
In die NASA handboek van stelselingenieurswese [62] word ’n koste S-funksie beskrywe wat
die waarskynlikheid gee dat ’n projek se koste nie ’n gegewe kosteberaming sal oorskry nie.
Indien die koste van die projek verhoog, sal die waarskynlikheid ook verhoog, maar hierdie
verhoging is S-vormig. Hierdie funksie kan help in die opstel van ’n gebeurlikheidsplan
om risiko’s te verminder. Indien daar vir elke projek so ’n koste S-funksie bekend is,
kan die totale hoeveelheid koste tussen die projekte verdeel word om sodoende die totale
waarskynlikheid dat die projekte se koste nie ’n gegewe kosteberaming sal oorskry nie, te
maksimeer.
• Sagteware ontfouting
Holzmann van Bell Laboratories [31] beskrywe die S-funksie van sagteware ontfouting.
Daar is ’n verhouding tussen die tyd wat spandeer word om sagteware te toets en die
kumulatiewe hoeveelheid foute wat opgespoor word. Hierdie verhouding is volgens Holz-
mann ’n S-funksie. Indien so’n S-funksie vir alle sagteware wat in ’n maatskappy geskryf
word beskikbaar is, kan die totale beskikbare tyd (mannekrag) tussen die ontfouting van




Elke node i in ’n kommunikasienetwerk stuur data deur teen ’n sekere tempo ri. ’n
Nutsfunksie Ui(ri) word aan elke node toegeken. Afhangende van watter toepassing by
die node gemeet word kan die nutsfunksie konkaaf wees (vir toepassings van leˆer oordrag en
“browsing”) of S-vormig (intydse dienste). Hierdie nutsfunksie weerspiee¨l die tevredenheid
van die klie¨nte. Hulpbronne (soos byvoorbeeld verwerkerkrag) moet toegeken word sodat
die nodes die deurvoertempo’s kan behaal. Die som van die nutsfunksies van alle nodes
moet gemaksimeer word onderhewig aan die beperking op die hulpbronne. Vir hierdie
toepassing van die S-vormige knapsakprobleem sien [57] en [78]. Dis veral in die toepas-
singsveld van die draadlose kommunikasienetwerke soos die internet en selfoonnetwerke
dat die S-vormige knapsakprobleem baie aktueel is.
• Bemarking
’n Algemeen bekende toepassing van die S-vormige knapsakprobleem is in die bemark-
ingsveld ([20] en [1]). ’n Beperkte begroting word aan ’n stel aktiwiteite (advertensieveld-
togte) toegeken om sodoende die totale opbrengs te maksimeer. Die reaksie van die publiek
op ’n advertensieveldtog neem die vorm aan van ’n S-funksie. Die S-funksies van die on-
derskeie advertensieveldtogte kan van mekaar verskil en die som van die S-funksies (wat
die totale reaksie is op al die advertensieveldtogte) moet gemaksimeer word. Dit is egter
onderhewig aan die beperkte advertensiebegroting.
12.4.3 Oplossingsmetodes
Differensiasie
Koopman [42] het in sy artikel oor die optimale verdeling van soekpogings nie net konkawe (sien
hoofstuk 2) en konvekse (sien hoofstuk 3) suksesfunksies ondersoek nie, maar ook die S-vormige
suksesfunksie
f(x) = a(1− e−bxk)
met k > 1. Hierdie probleem is baie klein (slegs twee funksies) en die oplossingsmetode van
differensiasie is suksesvol vir so’n klein probleem. Dit kan egter nie toegepas word op groter
probleme nie.
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Diskrete benadering
Lootsma et al. [47] het ’n studie gedoen oor die hertoekenning van hulpbronne vir langtermyn-
beplanning vir navorsingsprojekte in energievoorsiening in Europa. Hulle het dit as ’n kontinue
knapsakprobleem met S-funksies beskrywe maar het die probleem toe benader met slegs ’n paar
diskrete vlakke van hulpbrontoekenning i.p.v. ’n kontinue funksie, nl ’n 60%, 80%, 100%, 120%
en 140% hertoekenning van die huidige vlak.
Benadering deur konkawe funksies
Lilien en Kotler [46] beskryf die tydtoedelingsprobleem. Hulle verwys na die CALLPLAN-
algoritme van Lodish [48]. Die verwagte verkope per oproep is volgens Lilien en Kotler ’n
S-vormige funksie. Die verwagte verkope moet gemaksimeer word onderhewig aan die hoeveel-
heid tyd wat beskikbaar is. Lodish [48] benader in hierdie optimeringsprobleem die S-vormige
funksie met sy lineeˆer benaderde konkawe funksie.
Luss en Gupta [51] verwys ook na die CALLPLAN-algoritme en het dit toegepas as ’n uitbrei-
ding op hulle algoritme vir die toekenning van hulpbronne in bemarkingspogings. Hulle het
die S-vormige produksiefunksies benader deur ’n konkawe omhullende waarna hulle ’n skeibare
konkawe probleem opgelos het. Hulle noem dan ook dat Lodish bewys het dat die konkawe
benadering van S-vormige funksies ’n goeie benadering kan wees in die geval waar die aantal
funksies en die beskikbare begroting groot genoeg is.
12.4.4 Numeriese ondersoek van konkawe benadering
Vir hierdie studie is daar ewekansige S-vormige funksies gegenereer. Daarna is die S-vormige
funksies benader deur kontinue konkawe funksies. Die oorspronklike S-vormige funksies word
in figuur 12-2(a) grafies weergegee en die konkawe benaderings in figuur 12-2(b).
Drie eksperimente met 10 funksies elk is gegenereer en m.b.v. die soeklambda-algoritme opgelos
(sien hiervoor hoofstuk 2). Die beskikbare begroting is elke keer gevarieer van 1 tot by
∑n
i=1 bi.
















Figuur 12-2: S-vormige funksies van groep 1.
volgens die befondsingsverhouding in tabel 12-1 gegee. In 44, 08% van die gevalle is die opti-
male oplossing verkry. Dit het veral voorgekom waar die beskikbare begroting groot is, wat
ooreenstem met die bevindings van Lodish [48] en Luss en Gupta [51].
Befondsings-
verhouding Groep 1 Groep 2 Groep 3
> 0,≤ 10
> 10,≤ 20
> 20,≤ 30 4 93
> 30,≤ 40 9 43 9
> 40,≤ 50 0 1 5
> 50,≤ 60 0 10 2
> 60,≤ 70 15 5 4
> 70,≤ 80 65 57 96
> 80,≤ 90 100 100 100
> 90,≤ 100 100 100 100
Gemiddeld 39,65 45,20 47,45
Tabel 12-1: Akkuraatheid (in %) van konkawe benadering van S-vormige funksies.
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12.5 Toetsprobleme
In die geval van die konvekse knapsakprobleem is ’n nuwe maatstaf van konveksiteit in hoofstuk
4 ontwikkel en verskeie funksies is gee¨valueer vir toepasbaarheid om in die toetprobleemop-
wekker van hoofstuk 5 gebruik te word. Die maatstaf van konveksiteit, K, en waardes vir f(b)
en b word gebruik om die s en m parameters van die s-op-m funksie te bereken. Dit word op sy
beurt weer gebruik om toetsprobleme mee op te wek. Vir die S-vormige knapsakprobleem sou
’n mens ook grafies maklik interpreteerbare eienskappe wou identifiseer om sodoende moeilike
toetsprobleme te kan opwek. Die vier eienskappe, die intervallengte b, die maksimum opbrengs




Figuur 12-3: Vier eienskappe vir opwekking van S-vormige toetsprobleme.
Daar is verskeie voorbeelde van S-vormige funksies in die literatuur, maar vir hierdie ondersoek
word die Gompertz-funksie gebruik om toetsprobleme op te wek. Die Gompertz-funksie is nie
simmetries nie en dit maak dit baie geskik om juis moeilike toetsprobleme op te wek.
Die Gompertz-funksie word gegee in (12.4)
f(x) = s exp(−m exp(−kx)) (12.4)
met
f ′(x) = smk exp(−kx−m exp(−kx)) (12.5)
en
f ′′(x) = smk2 exp(−kx−m exp(−kx))(−1 +m exp(−kx)) (12.6)
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Drie parameters word benodig naamlik s (die boonste limiet), m (plekkoe¨ffisie¨nt) en k (vorm-
koe¨ffisie¨nt). Die Gompertz-funksie word gee¨valueer om te kyk wat die moontlikheid is om vanaf
die waardes van die vier eienskappe, wat in figuur 12-3 ge¨ıllustreer is, die drie parameters vir
die funksie te bereken sodat die waardes vir die toetsprobleme opgewek kan word.
Uit figuur 12-3 kan gesien word dat f(b) die opbrengs is by die bogrens en dus die maksimum
limiet van die funksie. Hieruit volg dat
s = f(b). (12.7)
Die oorgangspunt c is waar die S-vormige funksie van sy konvekse gedeelte oorgaan in die
konkawe gedeelte. Dit kom voor waar die helling van die funksie ’n maksimum bereik, dit is
waar f ′′(c) = 0. Uit (12.6) kan afgelei word dat die oorgangspunt voorkom waar
−1 +m exp(−kc) = 0 (12.8)
Indien (12.8) verder vereenvoudig word kry ons















Indien (12.9) vir x in (12.5) vervang, kry ons








































= sk exp(−1) (12.10)
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Uit (12.10) en (12.7) word afgelei dat
k =
f ′(c)
f(b) exp(−1) . (12.11)











Indien die waardes van die vier eienskappe van figuur 12-3 gegee word, kan s uit (12.7), m uit
(12.12) en k uit (12.11) bereken word. Die drie parameters kan in (12.4) vervang word en dit
kan op sy beurt gebruik word om die waardes vir die toetsprobleemvoorkomste op te wek.
As ’n voorbeeld is twee stelle toetsprobleme gegenereer. Die eerste stel toetsprobleme is nie
ewekansig opgewek nie maar die waardes vir bi, fi(bi), ci en f
′
i(ci) is gekies. Daar is telkens
net een of twee van die vier waardes gewissel. Die toetsprobleme word grafies in figuur 12-4
voorgestel. Daar is 100 probleemvoorkomste, elkeen met ’n ander begroting, vir elke probleem
gegenereer met B ewekansig gekies sodat 1 ≤ B ≤∑ni=1 bi. Altesaam 600 probleemvoorkomste.
Die tweede stel toetsprobleme is ewekansig opgewek met 20 ≤ bi ≤ 100, 10 ≤ fi(bi) ≤ 100,
0, 1bi ≤ ci ≤ 0, 9bi, 3 ≤ f ′i(ci) ≤ 8 en 1 ≤ B ≤
n∑
i=1
bi. Vir elkeen van die probleemgroottes











































(f) f ′(c) en f(b) varieer
Figuur 12-4: Toetsprobleme vir die S-vormige knapsakprobleem.
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12.6 Opsomming en gevolgtrekking
Die S-vormige knapsakprobleem was die onderwerp van die ondersoek in hierdie hoofstuk. Die
probleem is in afdeling 12.3 omskrywe en die sleutelstelling gegee. ’n Literatuurstudie is in
afdeling 12.4 gegee. Daar is gekyk na verskillende toepassings van die S-funksie sowel as prak-
tiese toepassings van die S-vormige knapsakprobleem. Verskeie oplossingsmetodes is bespreek
en daar is gemotiveer hoekom dit nie in hierdie studie verder gebruik is nie. Die toetsprobleem-
opwekker van hoofstuk 5 kan nie in die geval van die S-vormige knapsakprobleem gebruik word
nie. Verskeie S-funksies uit die literatuur is ondersoek en daar is besluit om die Gompertz-
funksie te gebruik om toetsprobleme mee op te wek. Die evaluering van die Gompertz-funksie
is in afdeling 12.5 gedoen.
’n Metode is wiskundig afgelei om vanaf die vier grafies maklik interpreteerbare eienskappe wat
in figuur 12-3 ge¨ıllustreer is, die s, m en k parameters vir die Gompertz-funksie te bereken wat
dan gebruik kan word om toetsprobleemvoorkomste op te wek. Die waardes kan gekies word
(sien toetsprobleme van figuur 12-4) of dit kan ewekansig gegenereer word tussen minimum en
maksimum waardes, soos in die geval van die tweede stel toetsprobleme.
Heelwat tyd is spandeer aan die ontwikkeling van die heuristiek vir die S-vormige knapsak-
probleem, maar daaroor word daar nie hier gerapporteer nie. Dit word nog nie as afgehandel




13.2 Doel en oorsig van die hoofstuk
Hierdie hoofstuk handel oor die veralgemeende knapsakprobleem. Soos in die vorige hoofstuk
van die S-vormige knapsakprobleem, word daar in hierdie hoofstuk net die sleutelstelling gegee
(in 13.3), ’n kort literatuurstudie gedoen (in 13.4) en iets geskryf oor die toetsprobleme vir die
veralgemeende knapsakprobleem (in 13.5).
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13.3 Probleemomskrywing en sleutelstelling
In hierdie hoofstuk word gekyk na probleem (1.1) waar alle funksies konkaaf, konveks of S-










en 0 ≤ xi ≤ bi
i = 1, 2, ..., n
(13.1)
waar die funksies fi(xi), i = 1, 2, · · · , n, kontinu, niedalend en konkaaf, konveks of S-vormig is.
Die indeksversamelings word gedefinieer as
I = {i|xi = 0},
J = {j|xj = bi} en
K = {k|xk ∈ (0, bk)}.
Soos in die geval van die S-vormige knapsakprobleem, word ci weer gebruik om die punt aan te
dui waar die S-vormige fi(xi) oorgaan van sy konvekse gedeelte na sy konkawe gedeelte.
Die nodige voorwaardes is in hoofstuk 1 afgelei vir die veralgemeende knapsakprobleem. Dit
kan ook versterk word. Hierdie sterker nodige voorwaardes word in stelling 18 gegee.
Stelling 18 (Sleutelstelling: Veralgemeende knapsakprobleem). Laat x = x∗ ’n optimale uit-









en 0 ≤ xi ≤ bi
i = 1, 2, ..., n
(13.2)
waar die funksies fi(xi), i = 1, 2, · · · , n, kontinu, niedalend en konkaaf, konveks of S-vormig is,
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dan bestaan daar ’n λ ≥ 0 sodanig dat
f ′k(x
∗
k) = λ, ∀k ∈ K,
f ′i(x
∗
i ) ≤ λ, ∀i ∈ I en
f ′j(x
∗
j ) ≥ λ, ∀j ∈ J
(13.3)
en daar is hoogstens e´e´n konvekse funksie in K of e´e´n S-vormige funksie in K waarvoor xk < ck.
Die bewys is soortgelyk aan die´ van die sleutelstelling vir die konvekse probleem in afdeling 3.6.
In hierdie geval kan x∗u ∈ (0; cu) of x∗v ∈ (0; cv) wees (indien dit een van die S-vormige funksies is).
13.4 Literatuurstudie
Daar is slegs een verwysing gekry van die veralgemeende knapsakprobleem met konkawe, kon-
vekse sowel as S-vormige funksies as deel van die doelfunksie. Lootsma et al. [47] bespreek
wel al drie soorte funksies, maar een op ’n slag. Mazumdar [57] bespreek ’n hulpbrontoeken-
ningsprobleem as toepassing in draadlose kommunikasienetwerke. Om die verwagte deurvoer
deur die kommunikasiestelsel te maksimeer, moet die onderskeie nodes in die netwerk teen hulle
maksimum kraglimiet funksioneer. Nutsfunksies vir elke node word ontwikkel en die somtotaal
van alle nutsfunksies moet gemaksimeer word. Afhangende van die parameters by elke node,
kan die nutsfunksie konkaaf, konveks of S-vormig wees, maar al drie kan gelyktydig in die totale
probleem van die netwerk voorkom.
13.5 Toetsprobleme
Die konkawe en konvekse funksies van die probleem kan gegenereer word deur die die toets-
probleemopwekker van hoofstuk 5 te gebruik terwyl die S-vormige funksies volgens die metode
wat in 12.5 beskryf is, gegenereer kan word. Soos wat daar in die gemengde knapsakprobleem
verskillende stelle toetsprobleme opgewek is waar die persentasie konkawe funksies van die totale
funksies elke keer verskil het, kan daar in die geval van die veralgemeende knapsakprobleem ook
verskillende groepe toetsprobleme opgewek word. Daar kan byvoorbeeld ondersoek word of die
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persentasie wat die S-vormige funksies van die totale aantal funksies uitmaak, ’n invloed het op
die akkuraatheid en die berekeningstyd van die heuristiek.
13.6 Opsomming en gevolgtrekking
Die omvang van hierdie navorsing was van so ’n aard dat daar nie tyd was om genoegsaam aandag
te gee aan die veralgemeende knapsakprobleem nie. Die beteken nie dat dit nie belangrik is
nie, trouens, dit is juis weer besig om opnuut aandag te kry aangesien die toepassingsarea van
draadlose kommunikasienetwerke te doen het met probleme waar die produksiefunksies konkaaf,
konveks of S-vormig kan wees. Die ontwikkeling van algoritmes vir die veralgemeende knapsak-




14.2 Doel en oorsig van die hoofstuk
In hierdie hoofstuk word ’n kort opsomming van die proefskrif gegee. Die belangrikste bydraes
van die navorsing word bespreek en idees vir verdere navorsing word gegee.
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14.3 Proefskrifopsomming
Die eerste deel van die proefskrif is inleidend van aard. In hoofstuk 1 word die probleem ge-
stel en die Karush-Kuhn-Tucker nodige voorwaardes vir die algemene knapsakprobleem afgelei.
Hoofstuk 2 handel oor die konkawe knapsakprobleem. Alhoewel die onderwerp baie goed gedek
word in die literatuur, is dit tog hier ingesluit aangesien ’n nuwe algoritme, die soeklambda-
algoritme, ontwikkel is vir die konkawe probleem met funksies wat nie in geslote vorm voorkom
nie. Hoofstuk 3 handel oor die konvekse knapsakprobleem. Die belangrike sleutelstelling word
hier gestel en bewys.
Aangesien van die begin af besluit is om eerder heuristieke as eksakte algoritmes te ontwikkel, is
daar baie aandag gegee aan die ontwerp van toetsprobleme. Dit het aandag gekry in die tweede
deel van die proefskrif. In hoofstuk 4 is ’n nuwe maatstaf van konveksiteit ontwikkel en die
s-op-m funksies as die beste uit die Luss en Gupta vier gee¨valueer om veral moeilike toetspro-
bleme op te wek. In hoofstuk 5 is die toetsprobleemopwekker ontwikkel wat in die numeriese
ondersoeke gebruik is om die nodige toetsprobleemvoorkomste te genereer.
Die oplossing van die konvekse knapsakprobleem is aangepak deur eers die eenvoudiger geval
met vaste intervallengtes te ondersoek. Dit is in deel 3 van die proefskrif behandel. In hoofstuk
6 word die eksakte eenstapalgoritme ontwikkel en die numeriese ondersoeke daaroor word in
hoofstuk 7 gerapporteer.
Deel 4 van die proefskrif handel oor die konvekse knapsakprobleem met wisselende interval-
lengtes. In hoofstuk 8 word die spilalgoritme ontwikkel en die numeriese resultate daarvan
word in hoofstuk 9 bespreek. Idees vir die versnelling van die spilalgoritme het hieruit voort-
gekom. Die versnelde spilalgoritme word in hoofstuk 10 ontwikkel en die numeriese resultate
bespreek.
Die laaste deel van die proefskrif handel oor verdere knapsakprobleme en sluit ook die opsom-
mende hoofstuk in. Die gemengde knapsakprobleem kry aandag in hoofstuk 11 en resultate
van die algoritme word ook daar gerapporteer. Die S-vormige knapsakprobleem is eiesoortig
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en dit dra oor na die veralgemeende knapsakprobleem. Hoofstukke 12 en 13 wys gevolglik
net die toepaslike sleutelstellings, gee kort literatuuroorsigte en gaan in op die opwekking van
toetsvoorbeelde. Die proefskrif word afgesluit met ’n opsommende hoofstuk 14 waar die be-
langrikste bydraes van die navorsing sowel as verdere idees vir navorsing gegee word.
14.4 Belangrikste bydraes van die navorsing
14.4.1 Algoritmes
Die hoofdoel van die navorsing was om algoritmes te ontwikkel vir die veralgemeende knap-
sakprobleem. In hoofstuk 2 is die soeklambda-algoritme ontwikkel vir die konkawe knapsak-
probleem met funksies wat berekenbaar is maar nie in geslote vorm nie. Daar was spesifiek ’n
behoefte om so ’n algoritme te ontwikkel vir gebruik in die gemengde knapsakprobleem.
Vir die konvekse knapsakprobleem is daar met die eenvoudiger probleem met vaste interval-
lengtes begin en ’n eksakte algoritme, die eenstapalgoritme, is ontwikkel. Die algoritme vind
die optimale oplossing en die probleem word as afgehandel beskou. Die spilalgoritme is vir die
algemene konvekse knapsakprobleem ontwikkel. Alhoewel optimaliteit nie gewaarborg kan word
nie, het dit in al die toetsprobleme wat gebruik is telkens die optimale oplossing gekry. Baie
aandag is gegee aan die ontwerp van moeilike toetsprobleme om hierdie heuristiek te toets. Die
spilalgoritme is versnel maar as gevolg van die versnelling is daar van die akkuraatheid ingeboet.
Vir alle praktiese doeleindes word hierdie probleem as afgehandel beskou.
Vir die gemengde knapsakprobleem is ’n heuristiek ontwikkel wat goeie resultate gegee het.
’n Akkuraatheid van meer as 90% is behaal en die gemiddelde persentasieafwyking vanaf die
optimale doelfunksiewaarde is minder as 1%. Die gemiddelde berekeningstyd is naastenby 50
millisekondes vir probleme met n = 100. Hierdie probleem word nie as afgehandel beskou nie
en verdere idees vir verbetering van die algoritme word in die volgende afdeling gegee.
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14.4.2 Toetsprobleme
Aangesien van die begin af besluit is om eerder aandag te gee aan goeie heuristieke het die
ontwerp van (veral moeilike) toetsprobleme ’n belangrike rol gespeel in die navorsing. Daar was
’n behoefte om funksies te kan genereer met verskillende mate van konveksiteit. Heelwat litera-
tuur is gekry oor ’n maatstaf van konveksiteit vir niekonvekse versamelings maar niks is gekry
oor ’n maatstaf van konveksiteit vir konvekse funksies nie. ’n Nuwe maatstaf van konveksiteit,
as ’n verhouding van twee lynstukke, is afgelei en gebruik om die konvekse ekwivalente van die
vier konkawe funksies van Luss en Gupta te evalueer. Die s-op-m funksie is as die geskikste
bevind om veral moeilike toetsprobleme te skep. ’n Toetsprobleemopwekker is ontwerp wat
vanaf die intervallengte, die maksimum opbrengs by die bogrens en die maatstaf van konvek-
siteit die parameters van die s-op-m funksie bereken wat op sy beurt weer gebruik word om die
toetsprobleemvoorkomste te genereer.
Vir die S-vormige knapsakprobleem kan die toetsprobleemopwekker wat ontwikkel is nie gebruik
word nie. In hierdie geval is daar ook vier grafies maklik interpreteerbare eienskappe gebruik
om die parameters van die S-funksie te kan bereken om sodoende die toetsprobleemvoorkomste
met S-vormige funksies op te wek.
Toetsprobleme is spesifiek ontwerp om die invloed van sekere aspekte op die algoritmes te on-
dersoek. So is toetsprobleme met verskillende intervallengtes en verskillende probleemgroottes
geskep. Resultate is ook volgens befondsingsverhouding gewys om die invloed daarvan te on-
dersoek. Die grootte van die toetsprobleme is beperk deur verskillende faktore. Vir die eenstap-
algoritme is probleme met n = 20000 opgelos. Die beperking was as gevolg van die tabelle met
alle fi(xi)-waardes wat in geheue gestoor moes word. Vir gevalle van die gemengde en S-vormige
knapsakprobleme is die grootte van die probleem beperk deur die lang berekeningstyd om die
optimale oplossing d.m.v. dinamiese programmering te verkry wat gebruik moes word om die
akkuraatheid van die algoritme te ondersoek.
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14.4.3 Vorm van die funksie
Van die begin af is daar besluit om die algoritmes te ontwikkel om probleme met funksies wat
berekenbaar maar nie noodwendig in geslote vorm nie, te kan oplos. Die voordeel hiervan is dat
die algoritmes ook vir probleme met funksies in geslote vorm gebruik kan word. Dit het egter
die beperking gehad dat die tabelle met alle fi(xi)-waardes in die geheue gestoor moes word.
14.4.4 Nodige en voldoende voorwaardes
Die Karush-Kuhn-Tucker-voorwaardes het ’n belangrike rol gespeel in die ontwikkeling van die
algoritmes. In hoofstuk 1 is die KKT nodige voorwaardes vir die algemene knapsakprobleem
vanaf die Lagrange-funksie afgelei. In hoofstuk 2 is die nodige en voldoende voorwaardes vir
optimaliteit vir die konkawe knapsakprobleem gestel en bewys. In hoofstuk 3 is die sterker
nodige voorwaardes (die sleutelstelling) vir die algemene konvekse knapsakprobleem gestel en
bewys. In hoofstuk 6 is die sleutelstelling aangepas vir die getransformeerde konvekse knap-
sakprobleem met vaste intervallengtes. Die voldoende voorwaardes vir optimaliteit is vanaf die
eksakte algoritme afgelei. In hoofstuk 8 is die sleutelstelling vir die algemene konvekse knap-
sakprobleem aangepas vir die getransformeerde konvekse knapsakprobleem. Vir die gemengde
knapsakprobleem is die sleutelstelling in hoofstuk 11 aangepas en gestel. Ook vir die S-vormige
en die veralgemeende knapsakprobleem is die sleutelstelling aangepas. Die bewys vir die sleu-
telstelling van die algemene konvekse knapsakprobleem is so kragtig dat dit netso gebruik kan
word om die latere sleutelstellings te bewys.
14.5 Idees vir verdere navorsing
In hierdie navorsing is daar ondersoek ingestel na die invloed van die intervallengteverhouding,
die befondsingsverhouding sowel as die grootte van die probleem op die spoed en akkuraatheid
van die algoritmes. Die toetsprobleemopwekker kan met klein aanpassings verander word sodat
toetsprobleme opgewek word wat die moontlike invloed van die maatstaf van konveksiteit asook
die gemiddelde helling (of dan die f(b) waarde) op die spoed en akkuraatheid van die algoritmes
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ondersoek.
In hierdie studie is baie aandag gegee aan die ontwerp van spesiale moeilike toetsprobleme. In
al hierdie gevalle het die spilalgoritme die optimale oplossing gekry. Alhoewel optimaliteit nie
bewys kon word nie, beskou ons hierdie probleem vir alle praktiese doeleindes as afgehandel.
Dit kan egter wees dat ander tipe toetsprobleme die spoed en akkuraatheid van die algoritme
sal be¨ınvloed. Dit kan verder ondersoek word.
Vir die gemengde knapsakprobleem is ’n heuristiek ontwikkel wat goeie resultate gegee het maar
hierdie probleem is nie as afgehandel beskou nie. Tekortkominge is in hoofstuk 11 uitgewys. In
die heuristiek word daar op hierdie stadium nie voorsiening gemaak vir omruiling van funksies
nie. Geen konvekse funksies word uit die basis verwyder en met ’n ander konvekse funksie
vervang nie. Dit kan ook wees dat daar meer as twee konvekse funksies betrokke kan wees by
die omruilings. Verder verfyning van die heuristiek kan gedoen word om hiervoor voorsiening
te maak.
Die S-vormige knapsakprobleem kry tans baie aandag in die literatuur en is besig om baie
aktueel te raak in die veld van draadlose kommunikasienetwerke soos die internet en selfoon-
netwerke. Diepere navorsing van die literatuur kan gedoen word om ondersoek in te stel na die
verskillende oplossingsmetodes wat aangewend word. Ondersoeke kan gedoen word deur ander
tipes S-funksies in toetsprobleme te gebruik. Omdat die S-vormige knapsakprobleem soveel
anders is as die konvekse probleem, is daar baie ruimte vir nuwe navorsing.
Die omvang van die probleem van hierdie navorsing was van so ’n aard dat geen aandag gegee is
aan die ontwikkeling van algoritmes vir die veralgemeende knapsakprobleem nie. Dit bly steeds
’n braak veld wat oop leˆ vir verdere navorsing.
Daar is ook ruimte om toetsprobleme op ander maniere op te wek. Dit geld vir die gemengde
sowel as die veralgemeende knapsakprobleem.
Bylae A
Afleiding van maatstaf van konveksiteit met
assetransformasie
A.1 Maatstaf van konveksiteit - K

















Figuur A-1: Maatstaf van konveksiteit - K.
In hoofstuk 4 is die maatstaf van konveksiteit afgelei wat in figuur A-1 weer ge¨ıllustreer word
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A.2 Afleiding van nuwe maatstaf van konveksiteit met asse-
transformasie - K2
Die nuwe maatstaf van konveksiteit K = AB
VW
kan ook afgelei word deur gebruik te maak
van ’n assetransformasie. In figuur A-2 word die assestelsel Y OX deur hoek θ gedraai om
die nuwe assestelsel Y ′OX ′ te vorm. In die oorspronklike assestelsel is die lengte van AB =√
(x1 − x2)2 + (y1 − y2)2. In die nuwe assestelsel is die lengte van AB = −y′.



















Figuur A-2: Maatstaf van konveksiteit - K2.
In die oorspronklike assestelsel is die koo¨rdinate van die verpunt A = (x1; y1) terwyl dit in die
getransformeerde assestelsel A = (x′; y′) is. Met die assetransformasie geld dat
x′ = x1 cos θ + y1 sin θ
en
y′ = y1 cos θ − x1 sin θ. (A.2)
A.3 Evaluering van funksies met behulp van K2 265
Maar cos θ = b√
b2+f(b)2
en sin θ = f(b)√
b2+f(b)2

































A.3 Evaluering van funksies met behulp van K2
Die konvekse ekwivalente van Luss en Gupta kan ook gee¨valueer word deur gebruik te maak van
die maatstaf van konveksiteit (A.4) wat afgelei is deur van assetransformasie gebruik te maak.
A.3.1 Kwadratiese funksie
Die verpunt A
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Indien h met f(b)/b en s met f(b)−mb
2




















Vir die kwadratiese funksies is
y1 = sx1 +mx
2
1. (A.7)
Indien x1 met (A.6) en s met
f(b)−mb2
b in (A.7) vervang word is


































































wat dieselfde is as (4.16). Afleidings oor die maksimum waarde van die maatstaf van konveksiteit
en die gebruik daarvan is dus ook dieselfde.
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A.3.2 Funksie s-op-m
Die verpunt A
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m−√m(m− b)−√m(m− b) + (m− b)
b
=
2m− 2√m(m− b)− b
b
, (A.16)
wat dieselfde is as (4.31). Afleidings oor die maksimum waarde van die maatstaf van konveksiteit
en die gebruik daarvan is dus ook dieselfde.
A.3.3 Logaritmiese funksie
Die verpunt A
By die logaritmiese funksie is die koo¨rdinate van die verpunt A = (x1; y1) en volgens die verge-
lykings in tabel 4-1 is



















A.3 Evaluering van funksies met behulp van K2 269
Indien x1 met (A.17), y1 met (A.18) en sommige van die h met
f(b)































m − s+ s log msh
f(b)
, (A.20)
wat dieselfde is as die vergelyking in die onderste ry van die linkerkantste kolom van tabel 4-1.
A.3.4 Eksponensie¨le funksie
Die verpunt A
By die eksponensie¨le funksie is die koo¨rdinate van die verpunt A = (x1; y1) en volgens die
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ms − hm + s
f(b)
, (A.24)
wat dieselfde is as die vergelyking in die onderste ry van die regterkantste kolom van tabel 4-1.
A.4 Herleiding van K na K2
In die vorige afdelings is gewys dat die twee maatstawwe van konveksiteit K en K2 dieselfde
is maar net op verskillende maniere voorgestel kan word. Elkeen is op ’n ander manier afgelei
vanaf dieselfde figuur. Daar kan egter ook algebra¨ıes aangetoon word dat die twee maatstawwe
dieselfde is.












AB is loodreg op die GHlyn en daarom is
y1 − y2




Indien y2 met (A.25) in (A.26) vervang word, kan ’n uitdrukking vir x2 afgelei word.
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Volgens (A.1), wat ’n herhaling is van (4.1) uit hoofstuk 4, is
K =
√
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Bylae B
Prosedures van die spilalgoritme
Prosedure SoekP(vlak, q, BB, SomBP, SomBQ, POpbrengs, QOpbrengs, P, Q)
1: as q 6= 0 Roep Toetsoptimaliteit(q, BB, POpbrengs, QOpbrengs, P, Q) ∀q ∈ Q
2: as q 6= 0 dan StopIHelling = fq(BB)BB anders StopIHelling = 0 einde as
3: vir elke i ∈ I ∪K en i /∈ P (van spil + 1 tot n) doen
4: gaan uit i-lus as GHi < StopIHelling
5: as BB < bi dan
6: as fi(BB)BB > StopIHelling dan
7: StopIHelling = fi(BB)BB en funksie f = i
8: Roep Toetsoptimaliteit(f, BB, POpbrengs, QOpbrengs, P, Q)
9: einde as
10: as vlak ≤ maksvlak dan
11: (bk′ − xk′) =
∑
p∈P




12: as (bk′ − xk′) > 0 dan
13: WenHellling = POpbrengs+fi(bi)−QOpbrengs−OptimaleOpbrengs(bk′−xk′ )
14: as WenHelling > GHspil dan
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20: G← G+ i, GOpbrengs = fi(bi), SomBG = bi, GBB = BB− bi en StopGHelling = 0
21: as GBB = 0 dan
22: Roep Toetsoptimaliteit(0,0,POpbrengs+GOpbrengs, QOpbrengs, P+G, Q)
23: anders
24: g = spil
25: terwyl GBB > 0, g < n, g /∈ P en g /∈ G doen
26: g = g + 1
27: gaan uit g-lus as GHg < StopGHelling
28: as GBB < bg dan
29: as
fg(GBB)
GBB > StopGHelling dan
30: StopGHelling =
fg(GBB)
GBB en funksie gf = g
31: Roep Toetsoptimaliteit(gf,GBB,POpbrengs+GOpbrengs, QOpbrengs, P+G,
Q)
32: as q 6= 0 Roep Toetsoptimaliteit(q,GBB,POpbrengs+GOpbrengs, QOpbrengs,
P+G, Q) einde as
33: einde as
34: as vlak ≤ maksvlak dan














38: as WenHelling > GHspil dan






44: G ← G + i, GOpbrengs = GOpbrengs + fg(bg), SomBG = SomBG + bg,
GBB = GBB − bg en StopGHelling = 0
45: as GBB = 0 dan
46: Roep Toetsoptimaliteit(0,0,POpbrengs+GOpbrengs, QOpbrengs, P+G, Q)












55: vir elke q ∈ J en q /∈ Q (van spil terug tot by 1) doen
56: gaan uit q-lus as GHq ≥ StopQHelling
57: TempQ = Q + {q}, TempP = P , TempPOpbrengs = POpbrengs, TempQOpbrengs =
QOpbrengs+ fq(bq), TempSomBP = SomBP en TempSomBQ = SomBQ+ bq
58: as BB < bq dan
59: as
fq(bq)−fq(bq−BB)
BB < StopQHelling dan StopQHelling =
fq(bq)−fq(bq−BB)
BB einde as
60: TempP = TempP+{p}, TempPOpbrengs = TempPOpbrengs+fp(bp) en TempSomBP =
TempSomBP + bp
61: Roep Toetsoptimaliteit(q, bq−BB, TempPOpbrengs, TempQOpbrengs, TempP, TempQ)
62: as
fq(bq−BB)
bq−BB < GHspil+1 dan




66: QBB = BB − bq
67: as QBB = 0 dan
68: TempP = TempP + {p}, TempPOpbrengs = TempPOpbrengs+ fp(bp)
69: Roep Toetsoptimaliteit(0, 0, T empPOpbrengs, TempQOpbrengs, TempP, TempQ)
70: anders
71: Roep Toetsoptimaliteit(p, bp−QBB, TempPOpbrengs, TempQOpbrengs, TempP, TempQ)
72: qq = spil + 1 en StopQQHelling = 1000
73: terwyl QBB > 0, qq > 1 en qq /∈ TempQ doen
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74: qq = qq − 1
75: gaan uit qq-lus as GHqq ≥ StopQQHelling
76: as QBB < bqq dan
77: as
fqq(bqq)−fqq(bqq−QBB)





80: TTempQ = TempQ + {qq}, TTempP = TempP + {p}, TTempQOpbrengs =
TempQOpbrengs + fqq(bqq), TTempPOpbrengs = TempPOpbrengs + fp(bp),
TTempSomQP = TempSomBQ+ bqq en TTempSomBP = TempSomBP + bp




bqq−QBB < GHspil+1 dan
83: Roep SoekP(vlak,qq,bqq−QBB,TTempSomBP, TTempSomBQ, TTempPOp-
brengs, TTempQOpbrengs, TTempP, TTempQ)
84: einde as
85: anders
86: TempQ← TempQ+qq, TempQOpbrengs = TempQOpbrengs+fqq(bqq), QBB =
QBB − bqq, qq = spil + 1 en StopQHelling = 1000







Prosedure ToetsOptimaliteit(k,xk, POpbrengs, QOpbrengs, P, Q)
93: as POpbrengs−QOpbrengs+ fk(xk) > OptimaleOpbrengs dan
94: OptimaleP = P, OptimaleQ = Q, OptimaleFunksieK = k, OptimaleKWaarde = xk
95: OptimaleOpbrengs = POpbrengs - QOpbrengs + fk(xk)
96: einde as
Bylae C
Numeriese resultate van die spilalgoritme
Intervallengteverhouding
n 1 2 5 10 20 100 Gemiddeld
10 0,6879 0,6669 0,6459 0,5188 0,6279 0,6860 0,6717
20 0,6159 0,7170 0,7090 0,7200 0,7150 0,7601 0,7005
50 0,7611 0,7911 0,8983 0,8813 0,8743 0,9223 0,8432
100 1,0826 1,1446 1,1747 1,2057 1,2919 1,2137 1,1539
150 1,3449 1,6404 1,5362 1,6914 1,7125 1,9057 1,6068
200 1,7185 1,9368 2,0620 2,2402 2,1541 2,0079 1,9313
500 5,4128 6,1278 7,9815 6,7497 6,5094 7,4507 6,7432
1000 15,2720 15,6425 14,9916 11,9572 12,548 11,8971 14,4508
Tabel C-1: Gemiddelde berekeningstyd (ms) by vlak 0.
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Intervallengteverhouding
n 1 2 5 10 20 100 Gemiddeld
10 1,8727 1,9909 1,6554 1,6594 1,7445 1,8316 1,8376
20 3,1575 3,6402 3,5942 3,6242 3,4730 2,8130 3,3012
50 5,8104 9,1091 10,7595 11,4985 9,8532 9,3905 8,7674
100 14,0983 27,5086 24,4331 27,9832 21,5961 22,3902 22,1075
150 18,7259 47,8989 63,6595 59,4745 85,5931 59,6690 47,4883
200 23,4531 63,2139 100,0699 79,5955 122,4341 79,5724 66,5773
500 93,5295 203,0970 348,6814 434,7451 441,5649 419,8838 266,2979
1000 232,1839 1067,3147 1937,3458 1700,6654 1505,0842 1223,0587 1114,9758
Tabel C-2: Gemiddelde berekeningstyd (ms) by vlak 1.
Intervallengteverhouding
n 1 2 5 10 20 100 Gemiddeld
10 2,8521 2,4405 1,7595 1,9808 1,9849 1,9428 2,2487
20 7,1563 5,1003 4,7068 4,4594 4,7679 3,3779 5,0853
50 15,2629 18,6869 21,0092 20,6237 13,6737 15,0787 17,5094
100 68,1991 68,8670 55,7832 54,9070 39,7201 40,3080 58,2893
150 80,8793 126,2686 122,2698 130,7931 155,8631 127,7005 114,2795
200 115,3782 155,7770 216,8308 170,4221 271,7998 171,8902 164,9690
500 430,8345 767,9563 903,5793 1017,8836 1228,7769 1052,8940 788,8160
1000 921,4750 3308,1369 6076,7379 7189,5981 4702,6421 3176,2773 3370,6568
Tabel C-3: Gemiddelde berekeningstyd (ms) by vlak 2.
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Intervallengteverhouding
n 1 2 5 10 20 100 Gemiddeld
10 2,9883 2,4605 1,7715 1,9568 1,9829 1,9658 2,2966
20 7,9785 5,2035 4,8760 4,4614 4,9311 3,3899 5,3620
50 20,7709 24,4391 23,2084 21,2285 13,7838 14,9615 20,8450
100 131,8366 95,9630 65,8086 63,1138 46,5349 46,5860 85,0485
150 193,3490 155,0069 143,5074 150,5575 174,3657 144,0819 158,9863
200 273,0682 262,4203 265,8202 207,6726 344,9049 220,0134 255,3305
500 1009,5867 1246,1649 1275,3839 1353,2258 1780,9409 1432,2595 1240,8488
1000 2312,1247 5472,7294 7477,5522 10762,5758 9276,4389 4608,1262 4967,6331
Tabel C-4: Gemiddelde berekeningstyd (ms) by vlak 3.
Befondsings- n = 100 n = 200
verhouding Vlak 0 Vlak 1 Vlak 2 Vlak 3 Vlak 0 Vlak 1 Vlak 2 Vlak 3
<= 10 0,9728 5,3649 9,6138 10,2576 1,6223 8,8327 14,1203 14,2204
> 10, <= 20 1,0432 17,1997 31,5120 45,3485 1,8980 55,4989 145,6094 247,0648
> 20, <= 30 1,1289 75,7635 216,5933 293,4492 3,0186 100,6447 283,7366 389,2454
> 30, <= 40 1,2381 41,9876 91,1857 101,3912 2,9185 169,8442 236,8835 285,2387
> 40, <= 50 1,1617 29,1319 131,1786 269,2371 1,6424 117,7093 316,9658 553,6561
> 50, <= 60 1,0390 14,9089 37,4539 51,3614 2,0196 48,1359 128,3095 147,4203
> 60, <= 70 1,0873 25,5081 37,8544 39,3423 1,6810 65,2081 184,5511 494,5039
> 70, <= 80 1,3201 22,8055 45,6566 48,6700 1,6624 39,3466 119,7722 171,1862
> 80, <= 90 1,1373 22,9544 43,0262 45,7086 1,5594 15,8371 36,6813 37,7829
> 90, <= 100 1,2351 5,5858 8,3008 9,2355 1,7740 6,6238 8,1975 8,0258
Tabel C-5: Gemiddelde berekeningstyd (ms) vir intervallengteverhouding van 2.
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Befondsings- n = 100 n = 200
verhouding Vlak 0 Vlak 1 Vlak 2 Vlak 3 Vlak 0 Vlak 1 Vlak 2 Vlak 3
<= 10 1,1159 6,0229 20,0717 20,8300 1,7442 15,7727 24,7773 30,4688
> 10, <= 20 1,1183 37,5206 63,2242 68,3900 1,8276 50,7229 160,9314 168,2920
> 20, <= 30 1,0157 38,0976 77,2826 85,6088 2,0467 96,1883 234,9316 287,4258
> 30, <= 40 1,1906 39,3121 128,5849 161,5323 1,9128 68,0879 177,7856 251,2913
> 40, <= 50 1,9778 23,9177 66,8878 94,0853 2,8708 241,0633 484,7804 574,0087
> 50, <= 60 0,9871 40,4725 120,9453 146,6967 2,0757 153,7210 303,8278 433,6144
> 60, <= 70 1,0415 25,4967 49,2375 50,3591 1,7826 130,0971 229,3898 272,2415
> 70, <= 80 0,9832 17,0700 21,0302 21,1941 2,7439 61,7788 162,2333 164,0259
> 80, <= 90 1,0944 11,7168 23,1905 27,0890 1,5800 95,1034 230,4425 261,1978
> 90, <= 100 1,0014 4,3062 6,1755 6,2757 1,5522 6,0921 9,2633 10,0311
Tabel C-6: Gemiddelde berekeningstyd (ms) vir intervallengteverhouding van 5.
Befondsings- n = 100 n = 200
verhouding Vlak 0 Vlak 1 Vlak 2 Vlak 3 Vlak 0 Vlak 1 Vlak 2 Vlak 3
<= 10 1,0816 11,5766 14,6511 16,4837 2,0458 20,9873 42,5970 51,4383
> 10, <= 20 1,2351 16,8242 24,6438 25,6619 1,6524 56,6565 123,7279 154,4220
> 20, <= 30 1,1906 15,2441 22,7216 23,5338 1,8026 122,6263 131,1386 127,8589
> 30, <= 40 1,6309 50,5584 97,9694 119,9868 2,1448 167,0318 398,4396 454,5453
> 40, <= 50 1,2643 36,2709 64,4051 77,1234 2,2143 135,7062 458,1032 656,7889
> 50, <= 60 1,1016 16,8798 64,4594 71,1356 1,9695 135,5783 297,2942 550,5750
> 60, <= 70 1,1016 44,0522 68,9325 82,3406 2,4490 137,0789 208,7547 247,0735
> 70, <= 80 1,6134 20,9857 30,8555 35,6958 1,8754 95,2005 176,827 183,9645
> 80, <= 90 1,0515 7,6777 14,0369 14,6377 2,1531 24,4852 51,7870 63,0657
> 90, <= 100 0,9156 2,9328 3,0186 3,1331 1,7168 7,4345 10,9300 11,2877
Tabel C-7: Gemiddelde berekeningstyd (ms) vir intervallengteverhouding van 100.
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ILV van 2 ILV van 5 ILV van 100
n Vlakke: 0 1 2 3 Vlakke: 0 1 2 3 Vlakke: 0 1 2 3
10 76 100 100 100 74 100 100 100 76 100 100 100
20 62 99 100 100 63 100 100 100 59 100 100 100
50 59 99 100 100 53 98 100 100 58 99 100 100
100 43 95 100 100 37 99 100 100 53 99 100 100
150 46 97 100 100 32 97 100 100 44 95 99 100
200 39 96 100 100 45 97 100 100 41 100 100 100
500 24 86 100 100 30 96 98 100 32 98 100 100
1000 20 90 100 100 20 93 100 100 17 100 100 100
Tabel C-8: Akkuraatheid (%) vir intervallengteverhoudings van 2, 5 en 100.
Befondsings- Intervallengteverhouding
verhouding 1 2 5 100 Gemiddeld
<= 10 0,410 0,507 0,532 0,494 0,486
> 10, <= 20 0,365 0,279 0,112 0,163 0,230
> 20, <= 30 0,116 0,175 0,106 0,074 0,118
> 30, <= 40 0,100 0,100 0,063 0,089 0,088
> 40, <= 50 0,103 0,027 0,087 0,050 0,067
> 50, <= 60 0,083 0,107 0,071 0,057 0,079
> 60, <= 70 0,115 0,021 0,066 0,063 0,066
> 70, <= 80 0,087 0,042 0,035 0,046 0,052
> 80, <= 90 0,091 0,027 0,055 0,033 0,052
> 90, <= 100 0,046 0,018 0,044 0,033 0,035
Tabel C-9: Gemiddelde afwyking vanaf optimale oplossing (%) met vlak 0 vir n = 100.
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Befondsings- Intervallengteverhouding
verhouding 1 2 5 100 Gemiddeld
<= 10 1,114 0,359 0,258 0,373 0,526
> 10, <= 20 0,172 0,061 0,072 0,097 0,100
> 20, <= 30 0,229 0,056 0,055 0,065 0,101
> 30, <= 40 0,118 0,066 0,036 0,024 0,061
> 40, <= 50 0,031 0,034 0,035 0,036 0,034
> 50, <= 60 0,080 0,029 0,035 0,025 0,042
> 60, <= 70 0,029 0,041 0,036 0,016 0,031
> 70, <= 80 0,022 0,025 0,030 0,019 0,024
> 80, <= 90 0,023 0,023 0,015 0,006 0,017
> 90, <= 100 0,031 0,028 0,021 0,043 0,031
Tabel C-10: Gemiddelde afwyking vanaf optimale oplossing (%) met vlak 0 vir n = 150.
Befondsings- Intervallengteverhouding
verhouding 1 2 5 100 Gemiddeld
<= 10 0,270 0,071 0,148 0,200 0,172
> 10, <= 20 0,139 0,066 0,011 0,101 0,079
> 20, <= 30 0,084 0,048 0,012 0,011 0,039
> 30, <= 40 0,027 0,013 0,015 0,011 0,016
> 40, <= 50 0,098 0,027 0,021 0,017 0,040
> 50, <= 60 0,013 0,009 0,022 0,023 0,017
> 60, <= 70 0,022 0,018 0,009 0,014 0,016
> 70, <= 80 0,026 0,017 0,025 0,007 0,019
> 80, <= 90 0,014 0,033 0,017 0,014 0,020
> 90, <= 100 0,008 0,015 0,026 0,016 0,016
Tabel C-11: Gemiddelde afwyking vanaf optimale oplossing (%) met vlak 0 vir n = 200.
Bylae D
Prosedure SoekP van die versnelde spilalgoritme
Prosedure SoekP(vlak, tak, q, BB, SomBP, SomBQ, POpbrengs, QOpbrengs, P, Q)
1: as q 6= 0 Roep Toetsoptimaliteit(q, BB, POpbrengs, QOpbrengs, P, Q) ∀q ∈ Q
2: as q 6= 0 dan StopIHelling = fq(BB)BB anders StopIHelling = 0 einde as
3: vir elke i ∈ I ∪K en i /∈ P (van spil + 1 tot n) doen
4: gaan uit i-lus as GHi < StopIHelling
5: as BB < bi dan
6: as fi(BB)BB > StopIHelling dan
7: StopIHelling = fi(BB)BB en funksie f = i
8: Roep Toetsoptimaliteit(f, BB, POpbrengs, QOpbrengs, P, Q)
9: einde as
10: as vlak ≤ maksvlak dan
11: (bk′ − xk′) =
∑
p∈P




12: as (bk′ − xk′) > 0 dan
13: WenHellling = POpbrengs+fi(bi)−QOpbrengs−OptimaleOpbrengs(bk′−xk′ )
14: as WenHelling > GHspil dan
15: as vlak = 0 dan
16: BesteOpbrengs(tak) = POpbrengs - QOpbrengs + fi(BB)
17: anders
18: as POpbrengs - QOpbrengs + fi(BB) ≤ BesteOpbrengs(tak) dan
19: gaan uit i-lus
283
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20: anders
21: BesteOpbrengs(tak) = POpbrengs - QOpbrengs + fi(BB)
22: einde as
23: einde as





29: G← G+ i, GOpbrengs = fi(bi), SomBG = bi, GBB = BB− bi en StopGHelling = 0
30: as GBB = 0 dan
31: Roep Toetsoptimaliteit(0,0,POpbrengs+GOpbrengs, QOpbrengs, P+G, Q)
32: anders
33: g = spil
34: terwyl GBB > 0, g < n, g /∈ P en g /∈ G doen
35: g = g + 1
36: gaan uit g-lus as GHg < StopGHelling
37: as GBB < bg dan
38: as
fg(GBB)
GBB > StopGHelling dan
39: StopGHelling =
fg(GBB)
GBB en funksie gf = g
40: Roep Toetsoptimaliteit(gf,GBB,POpbrengs+GOpbrengs, QOpbrengs, P+G,
Q)
41: as q 6= 0 Roep Toetsoptimaliteit(q,GBB,POpbrengs+GOpbrengs, QOpbrengs,
P+G, Q) einde as
42: einde as
43: as vlak ≤ maksvlak dan














47: as WenHelling > GHspil dan
48: as vlak = 0 dan
49: BesteOpbrengs(tak) = POpbrengs - QOpbrengs + fg(BB)
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50: anders
51: as POpbrengs - QOpbrengs + fg(BB) ≤ BesteOpbrengs(tak) dan
52: gaan uit g-lus
53: anders
54: BesteOpbrengs(tak) = POpbrengs - QOpbrengs + fg(BB)
55: einde as
56: einde as






62: G ← G + i, GOpbrengs = GOpbrengs + fg(bg), SomBG = SomBG + bg,
GBB = GBB − bg en StopGHelling = 0
63: as GBB = 0 dan
64: Roep Toetsoptimaliteit(0,0,POpbrengs+GOpbrengs, QOpbrengs, P+G, Q)
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Bylae E
Handvoorbeeld vir die versnelde spilalgoritme
Funksie b f(b) K m s GH
1 6 98 0,1794 11,6308 91,9690 16,3333
2 6 90 0,8484 6,0406 0,6096 15,0000
3 3 43 0,7842 3,0445 0,6382 14,3333
4 2 23 0,9918 2,0000 0,0004 11,5000
5 10 99 0,2697 14,9435 48,9406 9,9000
6 10 86 0,5054 11,2099 10,4048 8,6000
7 8 67 0,6532 8,3683 3,0845 8,3750
8 12 88 0,4145 14,4814 18,1971 7,3333
9 13 94 0,9874 13,0005 0,0038 7,2308
10 5 35 0,6326 5,2667 1,8668 7,0000
11 10 55 0,1197 26,1796 88,9880 5,5000
12 13 63 0,1334 31,3000 88,6844 4,8462
13 20 93 0,2383 32,1768 56,6220 4,6500
14 24 97 0,6164 25,4322 5,7886 4,0417
15 16 51 0,9058 16,0392 0,1248 3,1875
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Funksie b f(b) K m s GH
16 34 92 0,9978 34,0000 0,0001 2,7059
17 31 79 0,1768 60,7050 75,6999 2,5484
18 8 20 0,9956 8,0000 0,0001 2,5000
19 31 77 0,0607 143,7524 280,0624 2,4839
20 28 66 0,0444 172,1103 339,6887 2,3571
21 11 25 0,3019 15,4403 10,0916 2,2727
22 26 59 0,4003 31,8405 13,2533 2,2692
23 38 84 0,5216 42,1697 9,2171 2,2105
24 40 80 0,0829 141,4693 202,9385 2,0000
25 39 76 0,7267 40,0021 1,9529 1,9487
26 51 98 0,5005 57,3563 12,2140 1,9216
27 27 51 0,3861 33,5906 12,4489 1,8889
28 38 70 0,7197 39,0369 1,9101 1,8421
29 40 69 0,5539 43,5937 6,1991 1,7250
30 43 74 0,2437 68,2246 43,4097 1,7209
31 39 66 0,3505 50,7348 19,8589 1,6923
32 34 57 0,1724 67,7804 56,6319 1,6765
33 32 53 0,8233 32,3032 0,5022 1,6563
34 49 77 0,7226 50,3045 2,0500 1,5714
35 38 59 0,5271 42,0303 6,2576 1,5526
36 22 34 0,1230 56,4027 53,1678 1,5455
37 51 72 0,0965 158,8900 152,3153 1,4118
38 70 97 0,2039 124,3825 75,3587 1,3857
39 63 87 0,3951 77,5904 20,1487 1,3810
40 61 84 0,1877 114,6007 73,8109 1,3770
41 62 84 0,8757 62,2734 0,3705 1,3548
42 43 55 0,9860 43,0021 0,0027 1,2791
43 10 12 0,1297 24,5937 17,5124 1,2000
44 61 73 0,4931 68,9461 9,5093 1,1967
45 62 74 0,1680 125,8659 76,2270 1,1935
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Funksie b f(b) K m s GH
46 77 88 0,9173 77,1436 0,1641 1,1429
47 40 45 0,1337 96,1368 63,1539 1,1250
48 80 90 0,7234 82,1147 2,3790 1,1250
49 85 95 0,2557 131,0479 51,4653 1,1176
50 47 52 0,6767 48,8153 2,0084 1,1064
51 80 87 0,9307 80,1033 0,1123 1,0875
52 64 68 0,6229 67,6517 3,8799 1,0625
53 68 72 0,0678 285,8680 230,6837 1,0588
54 30 31 0,5148 33,4300 3,5443 1,0333
55 36 36 0,9218 36,0597 0,0597 1,0000
56 61 57 0,4707 70,0751 8,4800 0,9344
57 51 47 0,1693 102,9860 47,9086 0,9216
58 83 73 0,9192 83,1474 0,1296 0,8795
59 33 29 0,9266 33,0480 0,0421 0,8788
60 81 69 0,1970 147,2711 56,4532 0,8519
61 29 24 0,3403 38,2714 7,6728 0,8276
62 81 66 0,7183 83,2364 1,8222 0,8148
63 41 33 0,0733 161,0800 96,6498 0,8049
64 74 58 0,4926 83,6678 7,5774 0,7838
65 90 70 0,2185 152,9135 48,9327 0,7778
66 75 57 0,4233 89,7351 11,1987 0,7600
67 25 19 0,6212 26,4442 1,0976 0,7600
68 54 41 0,9071 54,1285 0,0976 0,7593
69 58 44 0,0245 621,0713 427,1575 0,7586
70 84 63 0,8985 84,2410 0,1807 0,7500
71 85 63 0,9451 85,0677 0,0502 0,7412
72 29 19 0,4110 35,1193 4,0092 0,6552
73 60 39 0,7854 60,8798 0,5719 0,6500
74 70 45 0,0768 264,2381 124,8673 0,6429
75 36 23 0,6109 38,2302 1,4248 0,6389
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Funksie b f(b) K m s GH
76 38 24 0,9586 38,0170 0,0107 0,6316
77 54 33 0,7462 55,1651 0,7120 0,6111
78 62 37 0,3404 81,8144 11,8247 0,5968
79 27 16 0,3670 34,3714 4,3682 0,5926
80 81 47 0,5758 87,3280 3,6718 0,5803
81 80 46 0,9985 80,0000 0,0001 0,5750
82 76 43 0,7937 77,0190 0,5766 0,5658
83 27 15 0,7170 27,7542 0,4190 0,5556
84 84 45 0,1621 174,9382 48,7169 0,5357
85 99 51 0,1338 237,8027 71,5044 0,5152
86 99 50 0,7155 101,7989 1,4136 0,5051
87 27 13 0,1338 64,8405 18,2195 0,4815
88 47 22 0,0976 145,0753 45,9076 0,4681
89 35 16 0,2392 56,1776 9,6812 0,4571
90 34 15 0,3466 44,4700 4,6191 0,4412
91 46 20 0,2862 66,4717 8,9007 0,4348
92 70 29 0,8913 70,2322 0,0962 0,4143
93 53 19 0,1279 131,8391 28,2631 0,3585
94 55 19 0,0948 173,8533 41,0584 0,3455
95 98 30 0,6213 103,6541 1,7309 0,3061
96 68 19 0,5076 76,1226 2,2695 0,2794
97 38 10 0,6681 39,5670 0,4124 0,2632
98 96 23 0,4818 109,3764 3,2048 0,2396
99 98 20 0,8547 98,6050 0,1235 0,2041
100 71 12 0,3478 92,7137 3,6699 0,1690
Tabel E-1: Parameters van funksies in handvoorbeeld met twee omruilings.
Bylae F
Numeriese resultate van die versnelde spilalgoritme
Intervallengteverhouding
n 1 2 5 10 20 100 Gemiddeld
10 1,2792 1,0764 0,7800 0,7956 0,7332 0,9360 0,9334
20 3,6504 2,4024 2,1528 2,0436 1,9968 1,3728 2,2698
50 9,9841 11,8717 11,1541 10,0933 6,3648 7,0512 9,4199
100 61,9636 47,2995 33,0566 30,1706 24,1490 22,1365 36,4626
150 122,4140 76,1441 73,4453 75,7853 88,4682 109,2475 90,9174
200 491,4812 136,7349 129,6056 104,5831 168,1067 113,8183 190,7216
Tabel F-1: Gemiddelde berekeningstyd (ms) vir spilalgoritme by vlak 3.
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Intervallengteverhouding
n 1 2 5 10 20 100 Gemiddeld
10 0,8268 0,8424 0,6474 0,7270 0,6084 0,9984 0,7751
20 1,4633 1,3478 1,3338 1,4695 1,0655 0,8565 1,2561
50 2,4040 3,5958 3,7019 4,4725 3,2464 3,5100 3,4884
100 6,9093 13,5565 11,7484 11,2399 6,7782 6,9374 9,5283
150 8,9981 20,7544 22,8869 21,6171 25,5717 21,4204 20,2081
200 11,4786 37,3232 37,6789 32,3858 47,9953 28,7042 32,5943
500 53,4522 178,9534 176,6134 233,4149 247,0182 208,8307 183,0472
1000 73,5529 599,6975 845,6253 881,8471 845,0980 552,1952 633,0027
5000 2001,5786 9689,4561 34372,9925 25751,4751 20895,0953 16836,2020 18257,7999
Tabel F-2: Gemiddelde berekeningstyd (ms) vir versnelde spilalgoritme.
Intervallengteverhouding
n 1 2 5 10 20 100 Gemiddeld
10 1,5472 1,2778 1,2048 1,0944 1,2051 0,9375 1,2111
20 2,4947 1,7824 1,6140 1,3907 1,8741 1,6029 1,7931
50 4,1531 3,3015 3,0131 2,2567 1,9606 2,0089 2,7823
100 8,9682 3,4891 2,8137 2,6842 3,5627 3,1909 4,1181
150 13,6044 3,6688 3,2091 3,5058 3,4596 5,1002 5,4246
200 42,8173 3,6635 3,4397 3,2293 3,5026 3,9652 10,1029
Tabel F-3: Vergelyking van die versnelde spilalgoritme met die spilalgoritme by vlak 3. Inskry-
wings gee die versnellingsfaktor.
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Intervallengteverhouding
n 1 2 5 10 20 100 Gemiddeld
10 13 10 1 5 4 1 6
20 33 14 9 9 10 8 14
50 40 29 27 20 16 21 26
100 54 53 34 31 26 19 36
150 68 52 45 42 33 38 46
200 75 57 38 32 58 34 49
500 83 74 62 68 63 62 69
1000 88 80 76 70 61 70 74
5000 90 92 83 92 91 83 89
Tabel F-4: Die persentasie van voorkomste met verkorte takke.
Intervallengteverhouding
n 1 2 5 10 20 100 Gemiddeld
10 14 6 1 3 2 2 5
20 61 6 10 9 13 3 17
50 75 49 16 16 5 14 29
100 417 132 50 26 53 42 120
150 409 103 64 43 38 65 120
200 928 152 98 177 67 89 252
500 2039 588 409 331 115 85 595
1000 1490 592 350 267 212 151 510
5000 7776 195318 34451 61410 92705 2728 65731
Tabel F-5: Maksimum aantal verkortetakke by die versnelde spilalgoritme.
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Intervallengteverhouding
n 1 2 5 10 20 100 Gemiddeld
10 0,2278 0,2137 0,2044 0,18252 0,1856 0,2449 0,2098
20 0,6521 0,8736 0,9579 0,9516 0,9641 0,9735 0,8955
50 19,7575 24,2348 28,7432 28,3220 27,7838 25,8338 25,7792
100 221,3342 361,2047 469,1418 422,8407 380,5644 401,7494 376,1392
150 1428,7017 1901,5853 2274,6506 2102,4923 2380,1295 2056,2269 2023,9644
200 3789,3267 6166,6883 7346,1495 5935,4636 6995,3032 5812,4413 6007,5621
Tabel F-6: Gemiddelde berekeningstyd (ms) vir GVA-algoritme.
Intervallengteverhouding
n 1 2 5 10 20 100 Gemiddeld
10 100 99 99 98 98 96 98
20 100 97 97 96 96 97 97
50 100 98 88 90 90 97 94
100 100 93 90 85 85 89 90
150 100 92 88 93 93 88 92
200 100 91 88 87 87 87 90
Gemiddeld 100 95 92 92 92 92 94
Tabel F-7: Persentasie akkuraatheid van GVA-algoritme.
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