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Abstract
The capacity of unifilar finite-state channels in the presence of feedback is investigated. We derive
a new evaluation method to extract graph-based encoders with their achievable rates, and to compute
upper bounds to examine their performance. The evaluation method is built upon a recent methodology
to derive simple bounds on the capacity using auxiliary directed graphs. While it is not clear whether the
upper bound is convex, we manage to formulate it as a convex optimization problem using transformation
of the argument with proper constraints. The lower bound is formulated as a non-convex optimization
problem, yet, any feasible point to the optimization problem induces a graph-based encoders. In all
examples, the numerical results show near-tight upper and lower bounds that can be easily converted to
analytic results. For the non-symmetric Trapdoor channel and binary fading channels (BFCs), new
capacity results are eastablished by computing the corresponding bounds. For all other instances,
including the Ising channel, the near-tightness of the achievable rates is shown via a comparison with
corresponding upper bounds. Finally, we show that any graph-based encoder implies a simple coding
scheme that is based on the posterior matching principle and achieves the lower bound.
I. INTRODUCTION
Finite-state channels (FSCs) are commonly used to model scenarios in which the channel
or the system have memory. Instances of this model can be found in wireless communication
[2], [3], molecular communication [4], [5], chemical interactions and magnetic recordings [6].
Part of this work was presented at the 2018 International Symposium on Information Theory (ISIT) [1].
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Fig. 1. Unifilar FSC with feedback. The new channel state, st, is a function of (yt, xt, st−1).
Despite their importance in theory and practice, their capacity expression is still given by a
non-computable expression [7]–[10]. In this paper, we investigate computational methods for
finding the capacity of unifilar FSCs with feedback (Fig. 1).
A useful approach for computing the feedback capacity is via dynamic programming (DP)
methods [11]–[13]. When the DP problem can be solved analytically, simple capacity expressions
and optimal coding schemes can be determined [14]–[21]. However, in most cases analytical
solutions are infeasible. Thus, no insights on communication aspects, such as coding schemes,
or analytic expressions can be achieved, except to the resultant numerical lower bounds. In this
paper, we propose an alternative method to compute lower and upper bounds on the capacity.
The main advantages of the new evaluation method is that the numerical results can be converted
into analytic expressions, and that each resultant lower bound implies a simple coding scheme.
The upper and lower bounds are based on a new technique that simplifies the feedback capacity
expression using auxiliary graphs [22]. The auxiliary graph, termed the Q-graph, is used to map
output sequences onto one of the auxiliary graph nodes (Fig. 2). This sequential mapping can
be exploited to derive single-letter lower and upper bounds on the capacity expression of the
unifilar FSC [22]. Specifically, for any choice of a Q-graph, the upper bound is given by
Cfb ≤ max
PX|S,Q
I(X,S; Y |Q), (1)
where the joint distribution is piS,QPX|S,QPY |X,S, and piS,Q denotes a stationary distribution. For
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Fig. 2. A Q-graph with |Q| = 2 and Y = {0, 1, ?}. The Q-graph is used to map channel output sequences onto unique node
by walking along the labelled edges. For instance, if Q = 1 and Y = 1, then the graph will map this output to Q = 2.
the lower bound, it was shown that any choice of a Q-graph yields
Cfb ≥ I(X,S; Y |Q), (2)
for all input distributions, PX|S,Q, that are BCJR-invariant, a property that will be defined later.
The upper bound plays an important role in capacity characterization as it is tight for all
cases where the capacity is known, including the trapdoor, Ising and input-constrained channels.
Furthermore, for all these cases, the upper bound is tight with auxiliary graphs that have small
cardinality [14]–[21]. Therefore, if one can show a cardinality bound on the graph’s size, it will
suffice to conclude a single-letter capacity expression. The current paper was motivated by the
question of whether there exists a cardinality bound or not. Unfortunately, we have no decisive
answer to this question, but we developed very useful numerical tools that led to new capacity
results, analytic bounds and simple coding schemes.
First, we show that the upper bound in (1) can be formulated as a standard convex optimization
problem. The convexity is not trivial since it depends on a stationary distribution that is controlled
by the input distribution. As will be shown, the formulation gives efficient algorithms that
converge to the global maximum that is required for the computation of (1). Second, given
a conjectured solution, the upper bound can be proven analytically using the KKT conditions.
The upper bound optimization problem is useful for evaluating the performance of the graph-
based encoders that result from the lower bound optimization problem.
For the lower bound, we provide an optimization problem that maximizes the lower bound
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4in (2) over all BCJR-invariant input distributions. In this case, the optimization problem is
not convex. Nonetheless, any feasible point (a BCJR-invariant input) induces a lower bound
on the feedback capacity. The main advantage is that we can extract a Q-graph and an input
distribution, termed here as a graph-based encoder (in DP literature, a finite-state controller) and
their achievable rates. Graph-based encoders also benefit from a simple coding scheme. We will
present a posterior matching (PM) scheme that achieves the lower bound for any graph-based
encoder. The scheme is inspired by the PM principle for memoryless channels [23] that was
extended to systems with memory [21]. Thus, any graph-based encoder implies a simple coding
scheme that achieves I(X,S; Y |Q) even if the lower bound does not attain the capacity.
The optimization problems are formulated with respect to a fixed graph and evaluated with
a generic enumeration method for directed graphs that we developed. An alternative method
to constructing Markov graphs is also presented. These two construction methods are used to
evaluate the bounds on well-known channels: the Ising, trapdoor and BFCs. The numerical results
give promising results in all studies channels.
For all channels, graph-based encoders and their simple achievable rates are presented. The
performance of the graph-based encoders, when compared to the numerical upper bounds, yield
near-tight bounds. We also derive analytic upper bounds that lead to new capacity results. For
example, for the BFC, we prove that the capacity is achieved with a graph-based encoder that
has only a single node only. For the well-studied trapdoor channel, we derive a new capacity
result by providing a simple graph-based encoder with only three nodes, and a corresponding
upper bound.
The remainder of the paper is organized as follows: Section II presents notation, the setting
and background on the Q-graph bounds. Section III contains the optimization problems and the
coding scheme. Section IV contains examples, including their numerical evaluation and their
analytic expressions. Lastly, Section V contains some concluding remarks. Technical proofs are
given in the appendices to preserve the flow of the presentation.
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5II. NOTATION AND PRELIMINARIES
This section presents notation, the setting and the relevant background on the Q-graph [22].
A. Notation
Random variables, realizations and sets are denoted by upper-case (e.g., X), lower-case (e.g.,
x) and calligraphic letters (e.g., X ), respectively. We use the notation Xn to denote the n-tuple
(X1, X2, . . . , Xn) and x
n to denote a realization of such a vector of random variables. For
a real number α ∈ [0, 1], we define α¯ = 1 − α. The binary entropy function is denoted by
H2(α) = −α log2(α)− α¯ log2(α¯). The cumulative distribution function of X is denoted by FX ,
and its inverse is denoted by F−1X [w] = min{x : FX(x) > w}. The probability vector of X
is denoted by PX , the conditional probability of X given Y is denoted by PX|Y , and the joint
distribution of X and Y is denoted by PX,Y . The probability Pr[X = x] is denoted by PX(x),
and when the random variable is clear from the context, we write it in shorthand as P (x). For
a vector d, d  0 represents an element-wise inequality for each coordinate in d.
B. FSC with feedback
A FSC is defined by a conditional probability PS+,Y |X,S, where X is the channel input, Y is
the channel output, S is the channel state during transmission, and S+ is the new channel state.
The encoder chooses xt, the channel input, based on the message m and the output tuple y
t−1. At
each time t, the channel has the property P (st, yt|x
t, st−1, yt−1, m) = PS+,Y |X,S(st, yt|xt, st−1).
If the channel state, S+, is a deterministic function f(X, Y, S), then the FSC is called unifilar.
A unifilar FSC is strongly connected if for all s, s′ ∈ S, there exist T and {PXt|St−1}
T
t=1 such
that
∑T
t=1 PSt|S0(s|s
′) > 0. It is also assumed that the initial state, s0, is available to both the
encoder and the decoder.
The capacity of the unifilar FSC is given by the following:
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6Theorem 1. [Theorem 3, [15]] The feedback capacity of a strongly connected unifilar FSC,
where s0 is available to both to the encoder and the decoder, can be expressed by
Cfb = lim
N→∞
max{
P
Xt|St−1,Y
t−1
}N
t=1
1
N
N∑
i=1
I(Xi, Si−1; Yi|Y
i−1). (3)
The capacity expression in Theorem 1 cannot be computed directly. It can be shown that the
capacity can be formulated and evaluated as an infinite-horizon average reward MDP [13], [15].
However, analytic solutions for the capacity are challenging due to the continuous alphabets of
states and actions.
C. The Q-graph bounds
The Q-graph bounds are an alternative for computing the capacity when the MDP cannot be
solved. Their main idea is to simplify (3) by embedding an auxiliary graph into the capacity
expression. We now formalize the Q-graph bounds that will be used in the optimization problems.
For an output alphabet Y , the Q-graph is a directed, connected and labeled graph. Each of
its nodes should have |Y| outgoing edges with distinct labels (see an example in Fig. 2).
The Q-graph definition implies that, given an initial node, q0, and an output sequence, y
t, a
unique node is determined by walking along the labelled edges according to yt. The induced
mapping can be represented by Φt : Y
t → Q, or with a time-invariant function g : Q×Y → Q,
where a new graph node is computed from the previous node and the channel output.
Next, the Q-graph is embedded into the original FSC. A new directed graph, the (S,Q)-graph,
combines the Q-graph and the channel state evolution, and is constructed as follows:
1) Each node in the Q-graph is split into |S| nodes that are represented by pairs (s, q) ∈ S×Q.
2) An edge (s, q)→ (s+, q+) with a label (x, y) exists if and only if there exists a pair (x, y)
such that s+ = f(s, x, y), q+ = g(q, y), and P (y|x, s) > 0.
For a fixed Q-graph and distribution PX|S,Q, the transition probabilities on the (S,Q)-graph are:
P (s+, q+|s, q) =
∑
x,y
P (x|s, q)P (y|x, s)1{s+ = f(s, x, y)}1{q+ = g(q, y)}.
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7The notation Ppi stands for the set of input distributions PX|S,Q that induce a unique stationary
distribution on (S,Q), that is, their corresponding (S,Q)-graph is irreducible and aperiodic.
Having defined the (S,Q)-coupled graph, the upper bound on the capacity can be presented:
Theorem 2. [22, Theorem 2] The feedback capacity of a strongly connected unifilar FSC, where
the initial state is available both to the encoder and the decoder, is bounded by
Cfb ≤ sup
PX|S,Q∈Ppi
I(X,S; Y |Q), (4)
for all Q-graphs for which the (S,Q)-coupled graph has a single and aperiodic closed communi-
cating class. The joint distribution is PY,X,S,Q = PY |X,SPX|S,QpiS,Q, where piS,Q is the stationary
distribution of the (S,Q)-coupled graph.
To present the lower bound, it is convenient to present the joint distribution as:
PS,Q,X,Y,S+,Q+ = piS,QPX|S,QPS+,Y |X,S1{Q
+ = g(Q, Y )}. (5)
The pairs (S,Q) and (S+, Q+) correspond to before and after a single transmission, respectively.
We define a property that is called BCJR-invariant input. An input distribution PX|S,Q is
said to be an aperiodic input if its (S,Q)-graph is aperiodic. An aperiodic input distribution is
BCJR-invariant if it implies the Markov chain:
S+ −Q+ − (Q, Y ),
where the joint distribution is (5). A simple verification of the Markov chain is:
piS|Q(s
+|q+) =
∑
x,s 1{s+=f(y,x,s)}PY |X,S(y|x, s)PX|S,Q(x|s, q)piS|Q(s|q)∑
x′,s′ PY |X,S(y|x
′, s′)PX|S,Q(x′|s′, q)piS|Q(s|q)
, (6)
which needs to hold for all (s+, q, y) and q+ = g(q, y).
A graph-based encoder is constituted of a Q-graph and a BCJR-invariant input distribution.
The following theorem provides a lower bound on feedback capacity.
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8Theorem 3. [22, Theorem 3] The feedback capacity of unifilar FSCs is bounded by
Cfb ≥ I(X,S; Y |Q), (7)
for all aperiodic inputs PX|S,Q ∈ Ppi that are BCJR-invariant.
III. THE OPTIMIZATION PROBLEMS AND CODING SCHEME
The bounds on the feedback capacity (Theorems 2 and 3) can be represented as follows:
max
PX|S,Q∈PBCJR
I(X,S; Y |Q) ≤ Cfb ≤ max
PX|S,Q
I(X,S; Y |Q). (8)
This section contains the formulation of two optimization problems, each corresponding to a
bound in (8), and the coding scheme. Note that the optimization problems only differ in their
maximization domains. We will first provide a formulation of the upper bound as a convex
optimization problem. Then, we introduce additional constraints that restrict the maximization
domain to be on input distributions that are BCJR-invariant. The upper bound formulation and
the extra constraints constitute the optimization problem of the lower bound in (8).
A. The upper bound
The optimization variables are chosen as d , PS,Q,X,Y,S+,Q+, that is, a joint distribution on
S×Q×X ×Y×S×Q. The random variables S and S+ (correspondingly, Q and Q+) should be
interpreted as the channel state (correspondingly, the Q-state) before and after one transmission.
Thus, the optimization variables need to satisfy their original relation:
PS,Q,X,Y,S+,Q+(s, q, x, y, s
+, q+) = PS,Q,X,Y (s, q, x, y)1{s
+ = f(s, x, y)}1{q+ = g(q, y)}. (9)
With some abuse of notation, d refers to joint distribution PS,Q,X,Y,S+,Q+ that satisfies (9).
In the following, three sets of constraints for the optimization problem are defined:
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91) Stationary distribution: The random variables (S+, Q+) are introduced to manipulate the
joint distribution such that it has a stationary distribution on the (S,Q)-coupled graph. This is
done by verifying that the marginal distributions satisfy PS,Q(s, q) = PS+,Q+(s, q) for all (s, q).
Formally, for each (s, q), the constraint function is given by
fi(d) ,
∑
{x,y,s+,q+}
PS,Q,X,Y,S+,Q+(s, q, x, y, s
+, q+)−
∑
{s−,q−,x,y}
PS,Q,X,Y,S+,Q+(s
−, q−, x, y, s, q), (10)
where i = 1, . . . , |S × Q| is an index that corresponds to graph edges.
2) Channel law: The following set of constraint functions ensures that the distribution satisfies
the Markov chain, Y −(X,S)−Q, and that the channel law is preserved. That is, PY |X,S(y|x, s) =
PS,Q,X,Y (s,q,x,y)∑
y′ PS,Q,X,Y (s,q,x,y
′)
for all (s, q, x, y). The corresponding constraint functions are given by
fi(d) , PS,Q,X,Y (s, q, x, y)− PY |X,S(y|x, s) ·
∑
y′
PS,Q,X,Y (s, q, x, y
′), (11)
for i = |S ×Q|+1, . . . , |S ×Q|+ |S ×Q×X ×Y|. Note that PY |X,S(y|x, s) is a constant that
is given by the channel law.
3) PMF: The last constraint function verifies that the optimization variables form a valid pmf,
fK(d) ,
∑
PS,Q,X,Y,S+,Q+(s, q, x, y, s
+, q+)− 1, (12)
with K = |S × Q|(1 + |X × Y|) + 1.
In the following we define the optimization problem for the upper bound in Theorem 2:
The optimization problem for the upper bound:
minimize
d
f0(d) , −I(X,S; Y |Q)
subject to fi(d) = 0, i = 1, . . . , K,
−d  0, (13)
where fi(d) were defined in (10)-(12).
The following theorem shows that (13) is a convex optimization problem.
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Theorem 4 (Convex optimization for UB). For a given Q-graph, the optimization problem in
(13) is a convex optimization problem. That is, fi(d) are convex functions of d for i = 0, . . . , K.
The proof of Theorem 4 appears in Appendix A. Theorem 4 is a computational result; the
upper bound formulation as a convex problem makes it possible to use algorithms that converge
to the global maximum, and are efficient in terms of running time. For the implementation of
Theorem 4, we used CVX [24] with the Sedumi solver. Such simulations provide tolerances of
1e−8 for the objective and the constraints. This result complements the upper bound derivation
in [22], since it is now a computable single-letter expression. In Section IV, we will illustrate the
utility of the KKT conditions when simplifying the mutual information into analytic expressions.
Remark 1. The natural choice for the optimization variables is the conditional distribution
PX|S,Q. This choice turned out to be challenging when attempting to show the objective convexity.
The difficulty stems from the fact that the objective depends on the stationary distribution piS,Q,
which is an implicit function of PX|S,Q. Specifically, the distribution piS,Q is given by the solution
of pi(T (PX|S,Q)− I) = 0, where T (PX|S,Q) is the transition matrix of the Markov chain (S,Q)
and I is an identity matrix. Even for simple scenarios such as the entropy rate of a constrained
Markov-chain [25], it is not clear whether the objective is convex, although it was observed
numerically to behave as a convex function.
B. The lower bound
In this section, we present the optimization problem of the lower bound. From a communication
perspective, a Q-graph restricts the structure of cooperation between the encoder and the decoder.
The idea behind the forthcoming optimization problem is to find the BCJR-invariant input
distribution with the highest achievable rate when the structure of the cooperation (i.e., the
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Q-graph) is fixed1. The optimization problem for the lower bound is the upper bound in (13),
but with additional constraints. The constraints are imposed for the BCJR-invariant property:
PS+|Q,Y (s
+|q, y) = PS+|Q+(s
+|g(q, y)), (14)
for all (s+, q, y). Since Q+ is a deterministic function of (Q, Y ), the constraint in (14) can be
viewed as the Markov chain S+ −Q+ − (Q, Y ).
Formally, for each (s+, q, y), the constraint function of the BCJR property in (14) is:
fi(d) , PS+|Q,Y (s
+|q, y)− PS+|Q+(s
+|g(q, y))
=
∑
s′,x′ PS,Q,X,Y,S+,Q+(s
′, q, x′, y, s+, g(q, y))∑
s′,x′,s′′ PS,Q,X,Y,S+,Q+(s
′, q, x′, y, s′′, g(q, y))
−
∑
s′,q′,x′,y′ PS,Q,X,Y,S+,Q+(s
′, q′, x′, y′, s+, g(q, y))∑
s′,q′,x′,y′,s′′ PS,Q,X,Y,S+,Q+(s
′, q′, x′, y′, s′′, g(q, y))
, (15)
where i is an index that enumerates all triplets (s+, q, y) and takes values in |S × Q|(1 + |X ×
Y|) + 2, . . . , K ′, where K ′ = |S × Q|(1 + |Y| + |X × Y|) + 1. One can already note that the
constraints in (15) are not linear and, thus, the resulting optimization problem is not convex.
In the following we define the optimization problem for the lower bound:
The optimization problem for the lower bound:
minimize
d
f0(d) , −I(X,S; Y |Q)
subject to fi(d) = 0, i = 1, . . . , K,
−d  0, (16)
where fi(d), i = 1, . . . , K
′ were defined in (10)-(12) and (15).
For the implementation of (16), we used a sequential quadratic programming (SQP) algorithm
that is suitable for non-convex optimization problems. This method is implemented in MATLAB
1From an MDP perspective, the optimization problem looks for the best policy that is constrained to visit a finite number of
states, subject to the Q-graph structure. Each node corresponds to an MDP state, and any path to this node should result in the
same MDP state.
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via a function called fmincon. This function starts with an initial point for the solution, and then
converges, possibly to the global maximum. Since the optimization problem is not convex, the
termination point depends on the initial point. Therefore, we generate some random initial points
and choose the solution that achieves the highest lower bound. Practically, we observed that for
most Q-graphs, a few initial guesses are sufficient to converge to the global maximum.
The BCJR-invariant property was presented in [22] as a simple condition for the Markov chain
Yi−Qi−1 − Y
i−1 that in turn simplifies the capacity to the lower bound in (7). It turns out that
this property is also necessary when analyzing PM schemes [21] as will be shown next.
C. Construction of graph-based coding schemes
Each graph-based encoder, i.e., a feasible point to the optimization of the lower bound in 16
benefits from the construction of an explicit matching coding scheme. We present the coding
scheme construction with an informal statement of its achievable rate and discuss the missing
(technical) details.
Throughout the scheme, a Q-graph and an input distribution PX|S,Q are fixed ahead of commu-
nication. The scheme is given by a simple procedure that is repeated n times. In each procedure,
both the encoder and the decoder will keep track of the posterior probability (PP):
λ(m) , P (m|yi−1). (17)
The PP corresponds to the decoder’s belief regarding the message at time i, which is also
available to the encoder from the feedback. To encode, we will use matching (described below)
of the PP to an input distribution PX|S=s,Q=q, where (s, q) are determined as follows:
• The graph node Q = q is determined from the channel outputs yi−1.
• The state S = s is determined for each message separately. Recall that the channel state
can be determined from (m, yi−1). Therefore, for each m, one can compute s(m) which
corresponds to the channel state when assuming M = m.
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We now present the transmission procedure with m∗ denoting the correct message.
Procedure in the coding scheme:
1. The encoder transmits
x(m∗) = F−1
X|S=s(m∗),Q=q[Λ(m
∗)],
where
Λ(m∗) =
1
piS|Q(s(m∗)|q)
∑
{m<m∗:s(m)=s(m∗)}
λ(m)
3. The channel output y is revealed
4. The PP (of each message) is updated recursively as
λ+(m) =
PY |X,S(y|F
−1
X|S=s(m),Q=q[Λ(m)], s(m))
PY |Q(y|q)
λ(m) (18)
5. The graph node is updated:
q+ = g(q, y)
6. The state (of each message) is updated:
s+(m) = f(s(m), x(m), y)
Decoding (after n times):
mˆ = argmax λ(m).
The following theorem concludes the achievable rate of the scheme.
Theorem 5 (Informal). For any BCJR-invariant input, PX|S,Q, the scheme achieves I(X,S; Y |Q).
This theorem provides a coding scheme with low complexity that achieves I(X,S; Y |Q). In
the context of the current paper, its main contribution is that any feasible point to the optimization
problem of the lower bound is accompanied by a coding scheme. Clearly, if the lower bound is
tight, the scheme is capacity-achieving. It is interesting to note that the recursive computation
of the message PP is preserved for channels with memory, but with a different update rule (18).
The analysis of the coding scheme is omitted in this paper for the sake of brevity and due to
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the many technical details that are required to show Theorem 5 precisely2. In [21], we presented
a rigorous proof for the binary-input binary-output (BIBO) channel with input constraints where
the state is x−. By replacing x− with a general state, s, the analysis is identical Theorem 5 is
proved.
D. Choice of Q-graphs
So far, we presented two optimization problems for a fixed Q-graph. Here, we proceed with
the development of a practical algorithm that computes the lower and upper bounds. The main
challenge here is how to choose Q-graphs that will result in tight bounds. Below, we present
several approaches to choose Q-graphs: all of them are applicable in both optimization problems.
1) Graphs pool (GP): A valid Q-graph is a directed graph that is aperiodic, i.e., connected
and has period 1. A brute-force method to find Q-graphs is to create a pool of all valid graphs.
This is a combinatorial problem whose output increases sharply as the graph size increases.
However, we developed an enumeration method for all graphs, so that we only need to save a
list of indices and a simple function that returns the graph. A useful observation is that different
labelling of the nodes on the Q-graph will result in the same graph structure, which gives an
improvement of a factor |Q|!. In Table I, the number of valid graphs is listed for |Y| = 2, 3.
2Specifically, there a need for dithering of the messages before the actual transmission of channel inputs. Also, we need to
use a message splitting operation in order to maintain accurate behavior of the stationary distribution.
TABLE I
VALID Q-GRAPHS
Graph size 2 3 4 5 6
No. Graphs (|Y| = 2) 5 50 4866 21126 655424
No. Graphs (|Y| = 3) 27 2297 463548 - -
DRAFT July 19, 2019
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Fig. 3. A Q-graph where each node represents the last channel output (k = 1) when Y = {0, 1}.
2) Markov graphs: A valid choice of a Q-graph is a graph for which each node represents
the last k output symbols. For instance, see Fig. 3, where each node represents the last output
from the alphabet Y = {0, 1}. For any choice of k and an output alphabet Y , the resultant graph
has |Y|k nodes and |Y| edges leaving each node.
Clearly, as k increases, the performance of the bounds can be improved or unchanged. For
several channels, it is known that the bounds will not approach the capacity for a finite k, since
the optimal output distribution is a variable-order Markov process, which is a generalization of
the Markov chain on the outputs that is suggested here.
3) Discussion on continuous graphs: From a general perspective, we aim to solve the opti-
mization problem
min
Q−graphs
max
PX|S,Q
I(X,S; Y |Q). (19)
This means that the upper bound is minimized over all applicable Q-graphs. This is a difficult
problem since the minimization domain is discrete and, thus, should be searched through fully.
A common technique in optimization is to relax a discrete domain into a continuous domain.
In our case, the relaxation is for the Q-graphs’ domain in the minimization. Recall that, when
|Q| is fixed, a Q-graph function has the form g : Q×Y → Q. To relax such a domain, note that
such functions are exactly the boundaries of a conditional distribution PQ+|Q,Y . We will now
show that the upper bound is also valid on the interior of PQ+|Q,Y .
Lemma 1 (Upper bound with probabilistic Q-graph). For any PQ+|Q,Y , the upper bound in
July 19, 2019 DRAFT
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Theorem 2 holds.
The only difference from Theorem 2 is the transition law of the Markov chain on (S,Q):
P (s+, q+|s, q) =
∑
x,y
1{s+=f(y,x,s)}PQ+|Q,Y (q
+|q, y)PY |X,S(y|x, s)PX|S,Q(x|s, q). (20)
Proof: From the functional representation lemma [26], Q+ is a function of (Q, Y,W ), where
W is independent of (Q, Y ). We now define an auxiliary unifilar FSC with output (Y,W ), with
W independent of the input and the channel state. Clearly, the capacity of the new channel is
the same as that of the original one, but now the Q-graph is labelled with (Y,W ), as needed.
The objective of the corresponding optimization problem is now:
min
P
Q+|Q,Y
max
PX|S,Q
I(X,S; Y |Q). (21)
However, it is not difficult to show that (21) can be formalized as a concave optimization problem
when PX|S,Q is fixed. Thus, the optimal Q-graph lies on the boundaries of PQ+|Q,Y , that is, the
optimal Q-graph is deterministic. This fact makes this relaxation attempt counterproductive.
IV. EXAMPLES AND ANALYTIC RESULTS
In this section, we provide explicit graph-based encoders and prove their tightness when
possible. In all other cases, we compare the achievable rates with numerical upper bounds.
For all the examples in this section, the variables take values from a binary alphabet, i.e.,
S = X = Y = {0, 1}.
A. Binary fading channels
The binary fading channel (BFC), depicted in Fig. 4, is a simplified version of the fading
channel:
Yt = (St−1 ·Xt)⊕Nt, (22)
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Fig. 4. The BFCs. The channel input xt is multiplied by the channel state st−1, and then a XOR operation is performed with
an i.i.d. sequence Nt that is distributed according to Ber(p).
where ⊕ is the XOR operation and Nt is an i.i.d. sequence that is distributed according to Ber(p)
and is independent of the message. We study the following two scenarios of state evolution:
1) Type I: Channel state evaluation is given by St = St−1 ⊕Xt ⊕ Yt.
2) Type II: Channel state evaluation is given by St = St−1 ⊕Nt.
Note that these are unifilar FSCs since Nt is a function of Xt, Yt and St−1.
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Fig. 5. Bounds on the capacity of the BFC of type I . Both the upper and lower bounds are obtained by using GP of size
|Q| = 2, while the feedback capacity is obtained by using a Q-graph with a single node.
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1) The BFC of type I: The numerical evaluation is presented in Fig. 5. First, for p ≤ 0.5, the
numerical evaluation showed that the upper and lower bounds are tight with a single node Q-
graph. For p ≥ 0.5, upper and lower bounds that are based on the GP with |Q| = 2 are presented.
The maximal difference between these bounds is ∼ 0.02, which means that the derived graph-
based encoder achieves at least 96% of the capacity. Finally, for the extreme point when p = 1,
the capacity is log2(φ) (∼ 0.694), where φ is the golden ratio. This follows by noting that if the
channel is at state st−1 = 0, the encoder prefers to choose xt = 0 since it yields that the next
channel state is st = 1.
The results are formalized in the following Theorem:
Theorem 6. For the BFC of type I:
1) There exists a graph-based encoder with |Q| = 1 that, for p ≤ 0.5, achieves
RI1(p) = 1−H2(p). (23)
2) The encoder in (23) is optimal, that is, CFC(p) = RI1(p) for all p ≤ 0.5.
3) There exists a graph-based encoder with |Q| = 2 that, for p ∈ [0.5, 1], achieves
RI2(p) = max
a∈[0,1]
1
1 + ap¯+ a¯p
[
H2(ap¯+ a¯p) + (ap¯ + a¯p)H2
(
ap¯
ap¯+ a¯p
)]
−H2(p). (24)
The proof of Theorem 6 is given in Appendix B. For p ≤ 0.5, the capacity result is surprising
since an optimal single-node encoder implies that the optimal output distribution is i.i.d. To the
best of our knowledge, this is the first instance of such a phenomena for channels with memory.
PSfrag replacements
Y = 1
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Y = 0/1
Q = 2Q = 1
Fig. 6. The Q-graph which is used to obtain the graph-based encoder for the BFC of type I.
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Fig. 7. Bounds on the capacity of the BFC of type II. For p ≤ 0.5, the lower bound is a maximum between two graph-based
encoders of size 6, and the upper bound is obtained using a Markov graph of size |Q| = 27. For p ≥ 0.5, the lower bound is
based on a graph-based encoder of size 3 that is shown to be optimal for p ≥ p∗ ∼ 0.75.
For p ≥ 0.5, the lower and upper bounds can be improved by using the GP with a larger graph
size so that a graph-based encoder achieves at least 99% of the capacity. However, we present
this encoder in order to keep the achievable rate and the proof ideas simple. The Q-graph that
is used for obtain the graph-based encoder of Theorem 6 is presented in Fig. 6.
2) The BFC of type II: The numerical evaluation for the BFC of type II is presented in Fig.
7. For p ≥ 0.5, the lower bound is attained with a single graph of size 3. The numerical upper
bound shows that the lower bound is tight and we can prove it for p ≥ p∗, where p∗ ∼ 0.75.
Theorem 7. For the BFC of type II,
1) There exists a graph-based encoder with |Q| = 3 that, for p ≥ 0.5, achieves
RII1 (p) =
1 +H2(2pp¯)− 2H2(p)
2(2− p)
.
2) The feedback capacity is
CII(p) = R
II
1 (p),
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for p ∈ [p∗, 1], where p∗ is the unique solution for (2+p) log2
(
2p2
1−2pp¯
)
+log2
(
2p¯2
1−2pp¯
)
= 0.
The proof of Theorem 7 appears in Appendix C. The interesting part in the proof of Theorem
7 is the upper bound. The maximizer of the upper bound can be intuitively guessed, but its
proof is non trivial. To overcome this, we utilize the KKT conditions as sufficient and necessary
conditions for the optimality of our initial guess.
For p ≤ 0.5, we could not find capacity results. However, a near-tight lower bound is attained
using GP with |Q| = 6, while the upper bound is evaluated with a Markov graph of size |Q| = 27.
In Appendix C, we present two graph-based encoders for the BFC of type II, for which the
maximum between their achievable rates is the lower bound in Fig. 7. The first graph-based
encoder outperforms the other for p ∈ [0, 0.21] and vice versa.
B. The Ising channel
The Ising channel was introduced by Berger and Bonomi [27] as a communication channel
that resembles the physical Ising model. When the channel state is st−1 and the encoder transmits
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Fig. 8. Upper and lower bounds on the capacity of the Ising channel. The red and blue solid lines represent upper and lower
bounds, respectively; these almost coincide, such that the maximal difference is ∼ 10−3.
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xt, then, yt = st−1 with probability p or yt = xt with probability 1− p. The next channel state
is st = xt. The feedback capacity of this channel was derived for p ≤ 0.5 in [16], [19].
In Fig. 8, we present the numerical evaluation when p ≥ 0.5. To emphasize the importance of
the Q-graph construction, both methods are plotted. The upper and lower bounds, with triangle
marks, are obtained using the GP with |Q| = 3. The upper bound can be improved significantly
with a Markov graph with k = 7, that is, |Q| = 27 (red solid line). The lower bound can also be
improved by using the GP with |Q| = 6 (blue solid line). The difference between the improved
bounds is negligible and has an order of ∼ 10− 3.
The improved lower bound (blue solid line) is attained as a maximum between two Q-graphs
of size 6, where each of them is superior for different channel parameters. Their difference is
negligible, and we now formalize its achievable rate.
Theorem 8. For the Ising channel, there exists a graph-based encoder with |Q| = 6 that, for
p ≥ 0.5, achieves
RISING(p) = max
(a,b,c)∈L
c¯
c¯(1 + a) + 1− ab
[
H2(a) + a ·H2(b) +
1− ab
c¯
·H2(c)
+
(1− ab)(k − 2p3 + 2abpp¯2)
kc¯
·H2(p)
]
, (25)
where k , 1− p¯[(1 + 2p2)(1− ab) + ac¯p¯+ cp+ 3abp], and L denotes all (a, b, c) that satisfy:
0 ≤ c ≤ 0.5 ≤ a ≤ b ≤ 1
0 ≤ p(1− ab)− a¯b
0 ≤ ap¯(b¯− c)− pc¯+ abp + p2(1− ab)
0 ≤ abp¯(p2 + p¯b¯+ c¯) + c¯(pb¯− ap¯)− p2p¯. (26)
The proof of Theorem 8 is presented in Appendix E.
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Fig. 9. The trapdoor channel: at time t, the channel starts with a ball st−1 already in it, and a new ball xt is inserted into the
channel. The channel output yt is st−1 with probability p or xt with probability 1− p. The new state is the remaining ball.
C. The trapdoor channel
The trapdoor channel was introduced by Blackwell as a “two-state simple channel” [28]. The
channel is described in Fig. 9. When the channel state is st−1 and the encoder transmits xt, then,
yt = st−1 with probability p, and equals yt = xt with probability 1−p. The next channel state is
computed as st = st−1⊕xt⊕ yt, where ⊕ represents the XOR operation. The feedback capacity
of this channel is still an open problem, except for p ∈ [0.5, 0.7035] [15], [18].
In Fig. 10, we present the numerical results for the trapdoor channel. For p ≤ 0.5, the upper
bound is obtained using the GP with |Q| = 5, while for p ≥ 0.5, we used a Markov graph
with k = 6. For p ≤ 0.5, the lower bound is attained as the maximum over eight particular
Q-graphs of size 6. For p ∈ [0.5, 0.7035] the feedback capacity is presented and for p ≥ 0.7035
the graph-based encoder in Theorem 9, denoted by RT2(p), is presented.
The following Theorem concerns the analytical formulation of the trapdoor channel results.
We also prove a new capacity result by showing that the bounds are tight at a certain value of
the channel parameter.
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Fig. 10. A comparison between upper and lower bounds on the capacity of the trapdoor channel.
Theorem 9. For the trapdoor channel,
1) There exists a graph-based encoder with |Q| = 3 that, for all p ∈ [0, 0.5], achieves:
RT1(p) =
H2(z) + z(1−H2
(
1−z
2−z
)
)
1 + z
, (27)
where z = z(p) , 1−2p
1−p
.
2) There exists a graph-based encoder with |Q| = 4 that, for all p ∈ (0.5, 1], achieves:
RT2(p) = max
(a,b)∈[0,1]2
1
a¯+ b¯
[
b¯H2(a) + a¯H2(b)−
a¯(2p− 1)(p− a¯p¯− b¯p¯)
k
H2(p)
]
, (28)
where k = 1− p¯(2a− 3ap+ 5p+ bp− 1), and the maximum is over all (a, b) that satisfy
bp2 + ap¯2 − p¯p
k
≤ 0.
3) For all p, the feedback capacity of the trapdoor channel is upper bounded with:
CT(p) ≤ max
a
H2(a) + a(1−H2(p))
1 + a
. (29)
4) There exists a unique p∗ ∈ [0, 0.5) such that the bounds in (27) and (29) coincide.
Therefore, at this point, the capacity is equal to CT(p
∗) = RT (p
∗).
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The proof of Theorem 9 is given in Appendix F.
V. CONCLUSIONS AND FUTURE WORK
We provided two optimization problems for computing the lower and upper bounds on the
capacity of a unifilar FSC. The upper bound optimization problem is convex, while the lower
bound optimization problem is non-convex. Nonetheless, we showed that the non-convex problem
is still beneficial for the extraction of graph-based encoders that result in near-tight bounds.
A direct relation between graph-based encoders and a PM scheme has also been established.
Analytic results have been provided for several channels to demonstrate the efficiency of our
computational tools.
The current work is part of the ongoing progress on the capacity of unifilar FSCs. Currently,
it is unknown whether there exists a cardinality bound on the auxiliary random variable Q, that
is, a bound on the graph’s size. The notion of graph-based encoders can also be used in other
communication scenarios with sequential nature, such as the two-way channel [29].
APPENDIX A
CONVEXITY OF THE UPPER BOUND — PROOF OF THEOREM 4
The optimization problem is convex if the objective is a convex function of d and the
constraints are linear functions of d. The inequality constraint −d  0 and the equality constraints
in (10) - (12), are linear functions of d. Therefore, all that remains is to show the objective
convexity.
The objective equals −H(Y |Q)+H(Y |X,S,Q). First, H(Y |X = x, S = s,Q = q) is constant
(given by the channel law), which implies that H(Y |X,S,Q) is a linear function of d.
The second term is:
−H(Y |Q) =
∑
q,y
(∑
x′,s′
P (y, x′, s′, q)
)
· log
∑
xˆ,sˆ P (y, xˆ, sˆ, q)∑
y,x,s P (y, x, s, q)
.
DRAFT July 19, 2019
25
For each (q, y), define
a1 = λ(
∑
x′,s′
P1(y, x
′, s′, q)), a2 = (1− λ)(
∑
x′,s′
P2(y, x
′, s′, q)),
b1 = λ(
∑
y,x,s
P1(y, x, s, q)), b2 = (1− λ)(
∑
y,x,s
P2(y, x, s, q)). (30)
The log-sum inequality gives that:
a1 log
a1
b1
+ a2 log
a2
b2
≥ (a1 + a2) log
a1 + a2
b1 + b2
,
and substituting (30) gives that for each (q, y)
λP1(y, q) log
(
P1(y, q)
P1(q)
)
+ (1− λ)P2(y, q) log
(
P2(y, q)
P2(q)
)
≥ [λP1(y, q) + (1− λ)P2(y, q)] log
(
λP1(y, q) + (1− λ)P2(y, q)
λP1(q) + (1− λ)P2(q)
)
.
By summing over (q, y) on both sides of the equation, the convexity of −H(Y |Q) is concluded.
APPENDIX B
BFC OF TYPE I — PROOF OF THEOREM 6
In this section, we present the graph-based encoders and derive their achievable rates. First,
the BCJR condition in (6), for the BFC of type I, simplifies to:
PS+|Q+(0|g(q, y)) =


(1−p)piS|Q(0|q)PX|S,Q(0|0,q)+ppiS|Q(1|q)PX|S,Q(1|1,q)
p¯+(2p−1)piS|Q(1|q)PX|S,Q(1|1,q)
if y = 0,
p(1−piS|Q(0|q)PX|S,Q(0|0,q)−piS|Q(1|q)PX|S,Q(1|1,q))
p−(2p−1)piS|Q(1|q)PX|S,Q(1|1,q)
if y = 1,
(31)
where the property is satisfied if PS+|Q+(s|q) = piS|Q(s|q) for all (q, y).
A. Proof of Theorem 6.1
The graph-based encoder is based on a single-node Q-graph and the input distribution:
PX|S,Q(0|0, 1) = 0, PX|S,Q(1|1, 1) =
0.5
1− p
, (32)
for p ≤ 0.5. The induced stationary distribution is piS|Q(0|1) = p.
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Using (31), we now show that the BCJR-invariant property is satisfied for (q = 1, y = 0):
PS+|Q+(0|1) =
pp¯0.5
p¯
p¯+ (2p− 1)p¯0.5
p¯
= piS|Q(0|1),
and for (q = 1, y = 1):
PS+|Q+(0|1) =
p(1− p¯0.5
p¯
)
p− (2p− 1)p¯0.5
p¯
= piS|Q(0|1).
Therefore, for p ≤ 0.5, it follows that the achievable rate of the graph-based encoder is:
RI1(p) = I(X,S; Y |Q)
= H2
(
p¯ + (2p− 1)piS|Q(1|1)PX|S,Q(1|1, 1)
)
−H2(p)
= 1−H2(p).
B. Proof of Theorem 6.3
The graph-based encoder is given by the Q-graph in Fig. 6, and the input distribution:
PX|S,Q(0|0, 1) =
a¯(2p− 1)
p
PX|S,Q(1|1, 1) = 1
PX|S,Q(0|0, 2) =
p(p− a)(pa¯+ ap¯)
a¯(2p− 1)(p2 + ap¯(2p− 1))
PX|S,Q(1|1, 2) =
p2(2a− 1)
p− a(2p− 1)(p− a¯(2p− 1))
, (33)
for all p ∈ [0.5, 1] and a ∈ [0.5, 1). In order to verify that 0  PX|S,Q  1, we need (2p −
1)2a2 − (p+ (2p− 1)2) a + p2 ≥ 0. Thus, there exists a graph-based encoder for any such a.
The constraint does not appear in Theorem 6.3 since the maximum is unchanged due to this
constraint. The computation of the achievable rate and the BCJR conditions are omitted here
and follow from straightforward calculations.
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APPENDIX C
BFC OF TYPE II — PROOF OF THEOREM 7
A. Proof of Theorem 7.1
The proof is based on Theorem 3 with the Q-graph in Table II, and the input distribution:
PX|S,Q(0|1, 1) = 0.5
PX|S,Q(0|1, 2) = PX|S,Q(0|1, 3) = 0. (34)
TABLE II
Q-GRAPH FOR THE BFC OF TYPE II (THEOREM 7.1)
q+ = 1 q+ = 2 q+ = 3
q = 1 y = 0 y = 1 −
q = 2 − − y = 0/1
q = 3 y = 0 y = 1 −
It can now be verified that the BCJR property in (6) is satisfied. The verification and the
computation of the achievable rate are omitted here, but follow by straightforward calculations.
B. Proof of Theorem 7.2
The proof is based on a verification of the KKT conditions for the suspected solution:
PS,Q,X,Y (0, 1, 0, 0) = 2PS,Q,X,Y (1, 3, 1, 1) =
2pp¯2
D
PS,Q,X,Y (0, 1, 0, 1) =
(
2p¯
p
)
PS,Q,X,Y (0, 3, 1, 1) =
2p2p¯
D
PS,Q,X,Y (1, 2, 0, 0) = PS,Q,X,Y (1, 2, 1, 1) =
0.5pp¯
D
PS,Q,X,Y (1, 2, 1, 0) = PS,Q,X,Y (1, 2, 0, 1) =
0.5p2
D
PS,Q,X,Y (0, 3, 1, 0) = PS,Q,X,Y (1, 3, 1, 0) =
p2p¯
D
, (35)
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where D , 2p(2− p), and all the remaining entries of PS,Q,X,Y are equal to zero. The objective
induced by the joint distribution in (35) is equal to RII1 (p) in Theorem 7.
Recall that for an optimization problem with an objective function f(·), equality constraints
h(·) and inequality constraints g(·), the KKT conditions are:
• Stationarity: ▽f(x∗)−
∑
i µi▽ g(x
∗)−
∑
j λj ▽ h(x
∗) = 0.
• Feasibility: g(x∗) ≤ 0 and h(x∗) = 0.
• Dual feasibility: µi ≥ 0 for all i.
• Complementary slackness: µigi(x
∗) = 0 for all i.
The following lemma shows that (35) is indeed an optimal solution, for p ≥ p∗:
Lemma 2 (KKT conditions for (35)). The following statements hold:
1) The feasibility constraints are satisfied for the solution in (35).
2) There exists a set of constants {µ∗i } and {λ
∗
j} that solve the stationary constraints such
that the complementary slackness conditions hold.
3) The inequality multipliers µ are non-negative iff p ≥ p∗, where p∗ is the unique solution
for (2 + p) log2
(
2p2
1−2p(1−p)
)
+ log2
(
2(1−p)2
1−2p(1−p)
)
= 0.
Proof of Lemma 2.1: Straightforward calculation.
Proof of Lemma 2.2: We will use three sets of KKT multipliers for the constraints:
1) µ(s, q, x, y) for the inequality constraint P (s, q, x, y) ≥ 0.
2) λC(s, q, x, y) for the equality constraints of the channel.
3) λS(s, q) for the equality constraints of the stationary distribution.
4) λP for the equality constraint for the PMF.
The stationarity constraints are satisfied with all µ(·) variables that are equal to zero except:
µ(1, 1, 0, 0) =
(2p− 1)[−(1 + 2p)(1− log(2p2 − 2p+ 1))− 2 log(1− p)− 4p log(p)]
(1− p)(2− p)
(36)
µ(1, 1, 1, 0) =
(2p− 1) [(p+ 3)(1− log2(1− 2pp¯)) + 2 log2(1− p) + 2(2 + p) log2(p)]
(−2 + p)p
. (37)
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The other KKT multipliers are not presented and can be found explicitly by solving a set of
linear equations that follow from the KKT stationary conditions.
Proof of Lemma 2.3 First, we show the positivity of the first multiplier:
µ(1, 1, 0, 0) =
(2p− 1)[−(1 + 2p)(1− log(2p2 − 2p+ 1))− 2 log(1− p)− 4p log(p)]
(1− p)(2− p)
(a)
≥
(2p− 1)
(1− p)(2− p)
[
log2
(
2p2 − 2p+ 1
p2 − 2p+ 1
)
− 1 +
2p(1− 2p)
2p2 − 2p+ 1
]
(b)
≥ 0, (38)
where: (a) follows from −2p log
(
2p2
2p2−2p+1
)
≥ 2p 1−2p
2p2−2p+1
and (b) follows from the fact that
the derivative (of the squared brackets) is an increasing function of p.
For the other multiplier, µ(1, 1, 1, 0), the denominator is always negative. Therefore, we
concentrate on the squared brackets in (37). The derivative of (p + 3)(1 − log2(1 − 2pp¯)) and
2 log2(1−p) is negative for p ≥ 0.6. On the other hand, the function 2(2+p) log2(p) is increasing.
Combining these two properties yields that the squared brackets cross the zero at one point
above p > 0.5. By equating the squared brackets to zero and simplifying the expression, we get:
(2 + p) log2
(
2p2
1−2p(1−p)
)
+ log2
(
2(1−p)2
1−2p(1−p)
)
= 0. The point at which this equation equals zero is
approximately 0.751.
APPENDIX D
BFC OF TYPE II — GRAPH-BASED ENCODERS FOR p ≤ 0.5
We define for some a ∈ [0, 1] the following quantities for the first graph-based encoder in
Theorem 10.1:
Γ1(a, p) = p¯
Γ2(a, p) = 0.5
Γ3(a, p) = p¯(2pa+ a¯)
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Γ4(a, p) =
2pp¯
2pa+ a¯
Γ5(a, p) =
2pp¯(1− 2a) + a
2(p+ a− 3pa+ 2p2a)
Γ6(a, p) =
2pp¯(2p2 − 2p+ 1)
2pp¯(1− 2a) + a
, (39)
and the following quantities for the second graph-based encoder in Theorem 10.2:
Λ1(p) = p¯
Λ2(p) = 0.5
Λ3(p) =
1− 2p2
2p¯
Λ4(p) =
1 + 2pp¯(2p2 − 6p+ 1)
2p¯(1− 2p2)
Λ5(p) =
−8p6 + 48p5 − 116p4 + 124p3 − 58p2 + 8p+ 1
8p5 − 40p4 + 60p3 − 32p2 + 2p+ 2
Λ6(p) =
16p(1− p)7
−8p6 + 48p5 − 116p4 + 124p3 − 58p2 + 8p+ 1
. (40)
Theorem 10. For the BFC of type II where p ≤ 0.5:
1) There exists a graph-based encoder with |Q| = 6 that achieves,
RII2 (p) = max
0≤a≤1
6∑
q=1
piQ(q)H2 (Γq(a, p))−H2(p), (41)
where
piQ ,
1
N
[Γ3Γ4 + Γ¯3Γ5Γ6, Γ¯1(Γ3 + Γ¯3Γ5), Γ¯1, Γ¯1Γ3, Γ¯1Γ¯3, Γ¯1Γ¯3Γ5],
and N is a normalization factor such that
∑
q piQ(q) = 1.
2) There exists a graph-based encoder with |Q| = 6 that achieves,
RII3 (p) =
6∑
q=1
p˜iQ(q)H2 (Λq(p))−H2(p), (42)
where,
p˜iQ ,
1
N˜
[Λ3Λ4Λ5Λ6, Λ¯1Λ3Λ4Λ5, Λ¯1, Λ¯1Λ3, Λ¯1Λ3Λ4, Λ¯1Λ3Λ4Λ5],
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TABLE III
Q-GRAPH FOR THE BFC TYPE II (THEOREM 10.1).
q+ = 1 q+ = 2 q+ = 3 q+ = 4 q+ = 5 q+ = 6
q = 1 y = 0 y = 1 − − − −
q = 2 − − y = 0/1 − − −
q = 3 − − − y = 0 y = 1 −
q = 4 y = 0 y = 1 − − − −
q = 5 − − y = 1 − − y = 0
q = 6 y = 0 y = 1 − − − −
and N˜ is a normalization factor such that
∑
q p˜iQ(q) = 1.
Therefore, CII(p) ≥ max(R
II
2 (p), R
II
3 (p)) for all p ≤ 0.5. Note that the achievable rate in (42)
does not contain a maximization.
A. Proof of Theorem 10.1
The proof is based on Theorem 3 with the Q-graph which is described in Table III. The input
distribution is given by:
PX|S,Q(1|1, 1) = b
PX|S,Q(1|1, 2) =
1
2
PX|S,Q(1|1, 3) = a
PX|S,Q(1|1, 4) = 1
PX|S,Q(1|1, 5) =
a(1− 2pp¯)
2(ap¯− app¯ + p2)
PX|S,Q(1|1, 6) = 1, (43)
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for all p ≤ 0.5, where (a, b) ∈ [0, 1]2. Straightforward calculation of the stationary distribution
gives that:
piS|Q(0|1) = 1
piS|Q(0|2) = 0
piS|Q(0|3) = p
piS|Q(0|4) =
p(a+ 1)
a¯+ 2pa
piS|Q(0|5) =
pp¯a¯
p− ap¯(2p− 1)
piS|Q(0|6) =
p(2pa− a− 4p+ 2p2 + 2)
2p+ a− 4pa + 4p2a− 2p2
. (44)
It can now be verified that the BCJR-invariant property is satisfied and the expression I(X,S; Y |Q)
is the one, denoted by RII2 (p), in Theorem 10.
B. Proof of Theorem 10.2
TABLE IV
Q-GRAPH FOR THE BFC OF TYPE II (THEOREM 10.2)
q+ = 1 q+ = 2 q+ = 3 q+ = 4 q+ = 5 q+ = 6
q = 1 y = 0 y = 1 − − − −
q = 2 − − y = 0/1 − − −
q = 3 − − y = 1 y = 0 − −
q = 4 − − y = 1 − y = 0 −
q = 5 − − y = 1 − − y = 0
q = 6 y = 0 y = 1 − − − −
The proof is based on Theorem 3 with the Q-graph which is described in Table IV. The input
distribution is given by:
PX|S,Q(1|1, 1) = a
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PX|S,Q(1|1, 2) =
1
2
PX|S,Q(1|1, 3) =
1− 2p
2p¯2
PX|S,Q(1|1, 4) =
(2p− 1)2
2p¯2(1− 2pp¯)
PX|S,Q(1|1, 5) =
(1− 2p)3
2p¯2(4p4 − 12p3 + 10p2 − 4p+ 1)
PX|S,Q(1|1, 6) = 1, (45)
for all p ≤ 0.5, where a ∈ [0, 1]. Straightforward calculation of the stationary distribution gives
that:
piS|Q(0|1) = 1
piS|Q(0|2) = 0
piS|Q(0|3) = p
piS|Q(0|4) =
p(2p2 − 6p+ 3)
1− 2p2
piS|Q(0|5) =
p(4p4 − 20p3 + 38p2 − 28p+ 7)
1 + 16p3 − 14p2 + 2p− 4p4
piS|Q(0|6) =
p(8p6 − 56p5 + 164p4 − 256p3 + 214p2 − 90p+ 15)
1 + 48p5 − 116p4 + 124p3 − 58p2 + 8p− 8p6
. (46)
It can now be verified that the BCJR-invariant property is satisfied and the expression I(X,S; Y |Q)
is the one, denoted by RII3 (p), in Theorem 10.
APPENDIX E
THE ISING CHANNEL — PROOF OF THEOREM 8
Proof: The proof is based on Theorem 3 with the Q-graph which is described in Table V.
The input distribution is given by:
PX|S,Q(0|0, 1) =
p(ba2p− ba2 + bap2 − abp + ab− p2) + k
p2(a− p− ab+ abp) + k
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PX|S,Q(0|1, 1) =
a¯(a− p− ab− ac− ap+ cp+ p2 + 2abp+ acp− abp2)
p2(ab+ p− a− abp)
PX|S,Q(0|0, 2) =
p(ab2p− ab2 + abp2 − abp + ab− p2) + k
p2(b− p− ab+ abp) + k
PX|S,Q(0|1, 2) =
b¯(a− p− ab− ac− ap+ cp+ p2 + 2abp + acp− abp2)
p2(ab+ p− b− abp)
PX|S,Q(0|0, 3) =
p− c
p
PX|S,Q(0|1, 3) =
c¯p(a− p− ab+ abp)
a− p− ab− ac− ap+ cp+ p2 − p3 + 3abp+ acp− 3abp2 + abp3
PX|S,Q(0|0, 4) = PX|S,Q(1|1, 3)
PX|S,Q(0|1, 4) = PX|S,Q(1|0, 3)
PX|S,Q(0|0, 5) = PX|S,Q(1|1, 1)
PX|S,Q(0|1, 5) = PX|S,Q(1|0, 1)
PX|S,Q(0|0, 6) = PX|S,Q(1|1, 2)
PX|S,Q(0|1, 6) = PX|S,Q(1|0, 2), (47)
for all p ≥ 0.5, where (a, b, c) ∈ [0, 1]3 are parameters that are restricted to V , {(a, b, c) : 0 
PX|S,Q  1} and k , 1− p¯[(1 + 2p
2)(1− ab) + ac¯p¯+ cp+ 3abp].
Straightforward calculation of the stationary distribution gives that:
piS|Q(0|1) = a
piS|Q(0|2) =
b− p¯(a− c¯)
a(2p− 1) + p¯(b+ c¯)
piS|Q(0|3) =
p(a− c¯)
p¯(b+ c¯) + a(2p− 1)− 1
piS|Q(0|4) = piS|Q(1|3)
piS|Q(0|5) = piS|Q(1|1)
piS|Q(0|6) = piS|Q(1|2).
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TABLE V
Q-GRAPH FOR THE ISING CHANNEL (THEOREM 8)
q+ = 1 q+ = 2 q+ = 3 q+ = 4 q+ = 5 q+ = 6
q = 1 − y = 0 y = 1 − − −
q = 2 y = 0 − y = 1 − − −
q = 3 − − − y = 0 y = 1 −
q = 4 y = 0 − y = 1 − − −
q = 5 − − − y = 0 − y = 1
q = 6 − − − y = 0 y = 1 −
The BCJR equation in (6) can be written explicitly for the Ising channel as follows:
PS+|Q+(0|g(q, y)) =


δq+p¯(piS|Q(1|q)−γq)
p¯(1+δq−γq)+(2p−1)piS|Q(0|q)
if y = 0,
p(piS|Q(1|q)−γq)
1−p¯(1+δq−γq)−(2p−1)piS|Q(0|q)
if y = 1,
(48)
for all (q, y), where δq , piS|Q(0|q)PX|S,Q(0|0, q) and γq , piS|Q(1|q)PX|S,Q(1|1, q).
It can now be verified that the BCJR-invariant property is satisfied and the expression I(X,S; Y |Q)
is the one in Theorem 8. Finally, instead of computing the region V explicitly, we defined a
subset set L ⊆ V in (26) such that the lower bound performance is unchanged. The inclusion
of L ⊂ V is omitted here and follows from tedious technical arguments.
APPENDIX F
THE TRAPDOOR CHANNEL — PROOF OF THEOREM 9
A. Proof of Theorem 9.1
The proof is based on Theorem 3 and the Q-graph from Fig. 11. The input distribution is
given by:
PX|S,Q(0|0, 1) = 1
PX|S,Q(1|1, 1) =
p
p¯
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PSfrag replacements
Y = 0Y = 0
Y = 0
Y = 1Y = 1Y = 1
Q = 3Q = 2Q = 1
Fig. 11. Q-graph for the Trapdoor channel.
PX|S,Q(0|0, 2) =
1
2p¯
PX|S,Q(1|1, 2) =
1
2p¯
PX|S,Q(0|0, 3) =
p
p¯
PX|S,Q(1|1, 3) = 1.
where p ≤ 0.5 is the channel parameter. Straightforward calculation of the stationary distribution
gives that [piS|Q(0|1), piS|Q(0|2), piS|Q(0|3)] = [
1−2p
2(1−p)
, 0.5, 1
2(1−p)
].
The BCJR equation in (6) can be written explicitly for the trapdoor channel as follows:
PS+|Q+(0|g(q, y)) =


δq
(1−p)(δq−γq+piS|Q(1|q))+ppiS|Q(0|q)
if y = 0,
p¯(piS|Q(0|q)−δq)+p(piS|Q(1|q)−γq)
1−p¯(δq−γq+piS|Q(1|q))−ppiS|Q(0|q)
if y = 1,
(49)
for all (q, y), where δq , piS|Q(0|q)PX|S,Q(0|0, q) and γq , piS|Q(1|q)PX|S,Q(1|1, q).
The BCJR-invariant property is verified for q = 1 as follows:
PS+|Q+(0|1) =
δ1
(1− p)(δ1 − γ1 + piS|Q(1|1)) + ppiS|Q(0|1)
=
1−2p
2(1−p)
(1− p)(1− p
2(1−p)2
) + p 1−2p
2(1−p)
= 0.5
= piS|Q(0|1);
PS+|Q+(0|2) =
(1− p)(piS|Q(0|2)− δ2) + p(piS|Q(1|2)− γ2)
1− (1− p)(δ2 − γ2 + piS|Q(1|2))− ppiS|Q(0|2)
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=
p( 1
2(1−p)
− p
2(1−p)2
)
1− (1− p)(1− p
2(1−p)2
)− p 1−2p
2(1−p)
=
1− 2p
2(1− p)
= piS|Q(0|2).
The verification of (49) for the other edges can be done in a similar way.
Calculation of the transition probabilities gives that:
PQ+|Q(1|1) = PQ+|Q(1|1) =
1− 2p
1− p
PQ+|Q(1|2) = PQ+|Q(3|2) = 0.5,
which gives that the stationary distribution is
[piQ(1), piQ(2), piQ(3)] =
[
1− p
2(2− 3p)
,
1− 2p
2− 3p
,
1− p
2(2− 3p)
]
,
and the per node rewards are
I(X,S; Y |Q = i) = H2
(
1− 2p
1− p
)
−H2(p)
1− 2p
2(1− p)2
I(X,S; Y |Q = 2) = 1−H2(p)
1− 2p
2(1− p)
,
for i = 1, 3.
The corresponding achievable rate can then be computed as follows:
CT(p) ≥ I(X,S; Y |Q)
= 2
1− p
2(2− 3p)
(
H2
(
1− 2p
1− p
)
−H2(p)
1− 2p
2(1− p)2
)
+
1− 2p
2− 3p
(
1−H2(p)
1− 2p
2(1− p)
)
=
1− p
2− 3p
H2
(
1− 2p
1− p
)
+
1− 2p
2− 3p
−H2(p)
1− 2p
2− 3p
=
H2(z) + z
(
1−H2
(
1−z
2−z
))
1 + z
,
where z(p) , 1−2p
1−p
.
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TABLE VI
Q-GRAPH FOR THE TRAPDOOR CHANNEL (THEOREM 9.2)
q+ = 1 q+ = 2 q+ = 3 q+ = 4
q = 1 y = 0 y = 1 − −
q = 2 − − y = 0 y = 1
q = 3 y = 0 y = 1 − −
q = 4 − − y = 0 y = 1
B. Proof of Theorem 9.2
The proof is based on Theorem 3 with the Q-graph described in Table VI. The input distri-
bution is given by:
PX|S,Q(0|0, 1) =
b
a
PX|S,Q(1|1, 1) =
aa¯p¯− a¯b+ a2p− abp
aa¯p¯
PX|S,Q(0|0, 2) =
(aa¯p¯− a¯b+ a2p− abp)(ap¯2 + 2abp¯2 + 5a2pp¯− bp¯− a2p¯− abpp¯ + bp2 − a2)
pp¯aa¯(bp− abp¯− 2a2p+ a2)
PX|S,Q(1|1, 2) =
(b− a)(ap¯2 + 2abp¯2 + 5a2pp¯− bp¯− a2p¯− abpp¯+ bp2 − a2 − aa¯pp¯)
pa¯(aa¯p¯− a¯b+ a2p− abp)
PX|S,Q(0|0, 3) = PX|S,Q(1|1, 2)
PX|S,Q(1|1, 3) = PX|S,Q(0|0, 2)
PX|S,Q(0|0, 4) = PX|S,Q(1|1, 1)
PX|S,Q(1|1, 4) = PX|S,Q(0|0, 1), (50)
for all p > 0.5, where (a, b) are parameters that are restricted to V , {(a, b) : 0  PX|S,Q  1}.
In Theorem 9.2 we mention a single constraint on the parameters (a, b), since we present the
optimal encoder and the maximum is unchanged from the other constraints that appear due to
the restriction V , {(a, b) : 0  PX|S,Q  1}
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Straightforward calculation of the stationary distribution gives that:
piS|Q(0|1) = a
piS|Q(0|2) =
pb− ab− 2pa2 + a2 + pab
(a− b)p¯
piS|Q(0|3) = piS|Q(1|2)
piS|Q(0|4) = piS|Q(1|1). (51)
The BCJR-invariant property is given by equation (49). It can now be verified that the BCJR-
invariant property is satisfied and the expression I(X,S; Y |Q) is the one, denoted by RT2(p),
in Theorem 9.
C. Proof of Theorem 9.3 (Upper bound)
From Theorem 2 with the Q-graph from Fig. 11, we have
D , 2(−(1 + (−1 + p)p2)(−1 + p3) + p1(1− p2 + p(1 + p2 − p3) + p3))
pi1 = pi6 =
p¯3(1− p¯p2)
D
pi2 = pi5 =
pp1 + p¯p1p3
D
pi3 = pi4 =
p1(1− p¯p2)
D
,
where p1, p2, p3 are parameters in [0, 1]. The resultant upper bound is then
CT(p) ≤ max 2(pi1 + pi2)
[
H2
(
pi1(1− p¯p1) + pi2p¯p2
pi1 + pi2
)
−H2(p)
(
p1pi1 + p2pi2
pi1 + pi2
)]
+ (pi3 + pi4)
[
H2
(
pi3(1− p¯p3) + pi4p¯p4
pi3 + pi4
)
−H2(p)
(
p3pi3 + p4pi4
pi3 + pi4
)]
(a)
= max 2(pi1 + pi2)H2
(
pi1p¯p1 + pi2(1− p¯p2)
pi1 + pi2
)
− 2H2(p)(p1pi1 + p2pi2 + p3pi3) + 2pi3
(b)
= max 2(pi1 + pi2)H2
(
0.5− (pi1 + pi2)
pi1 + pi2
)
− 2H2(p)(p1pi1 + p2pi2 + p3pi3) + 2pi3
(c)
= max 2(pi1 + pi2)H2
(
0.5− (pi1 + pi2)
pi1 + pi2
)
− 2H2(p)
(
pi3 +
p1p2(p+ p¯p3)
D
)
+ 2pi3
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≤ max 2(pi1 + pi2)H2
(
0.5− (pi1 + pi2)
pi1 + pi2
)
− 2H2(p)pi3 + 2pi3
(d)
= max
a
H2 (a) + a(1−H2(p))
1 + a
.
where (a) follows from H2(x) = H2(1−x) and p3 = p4, (b) follows from pi1p¯p1+pi2(1− p¯p2) =
pi3 and pi1 + pi2 + pi3 = 0.5, (c) follows from explicit calculation of (p1pi1 + p2pi2 + p3pi3), and,
finally, (d) is due to the notation a , 0.5−(pi1+pi2)
pi1+pi2
which implies that 2pi3 =
a
1+a
, and by taking
a maximization with respect to a.
D. Proof of Theorem 9.4 (Capacity is achieved at a single point)
We show that there exists p∗ such that the lower and the upper bounds coincide. Towards
this, we show that z(p) , 1−2p
1−p
achieves the maximum in the upper bound at a unique point.
First, by calculating the derivative of (29), the maximizing argument, a∗, is the unique solution
of log
(
(1−a)2
a
)
= 1 − H2(p). Then, by substituting z(p) ,
1−2p
1−p
into this equation we get
1 + 2 log p
1−p
− log 1−2p
1−p
− H2(p) = 0. It can be shown that the LHS is an increasing function
when p < 0.5, that crosses the zero at one point only.
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