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Abstract
Despite several (accepted) standards, core notions typically em-
ployed in information technology or system engineering architectures
lack the precise and exact foundations encountered in logic, algebra,
and other branches of mathematics.
In this contribution we define the syntactical aspects of the term
architecture in a mathematically rigorous way. We motivate our par-
ticular choice by demonstrating (i) how commonly understood and ex-
pected properties of an architecture—as defined by various standards—
can be suitably identified or derived within our formalization, (ii) how
our concept is fully compatible with real life (business) architectures,
and (iii) how our definition complements recent foundational work in
this area [11,36].
We furthermore develop a rigorous notion of architectural simi-
larity based on the notion of homomorphisms allowing the class of
architectures to be regarded as a category, Arch. We demonstrate the
applicability of our concepts to theory by deriving theorems on the
classification of certain types of architectures.
1 Introduction
Information technology architecture or systems architecture is a fundamen-
tal and widely deployed construct used when designing software- or tech-
nology-intensive systems. Several architectural standards and frameworks
are known and widely accepted: ISO/IEC/IEEE [21], TOGAF [32], OMG
UML [30] and SysML [31], ArchiMate [22,33], and others.
Nevertheless, the formalization attempts of the core entities of all frame-
works or standards—as of to-date—remain on an essentially non-mathe-
matical and non-exact level using ordinary (i.e., every day and prose) lan-
guage.1
∗The very first version of this paper has been called The Logical Syntax of IT Architec-
tures with an intended allusion to Richard Carnap’s seminal work [7]. However, during our
further studies we have abandoned the characterization of our approach as logical because
the vast amount of existing research around Architecture Description Languages (ADLs)
and their accompanying (typically first order) logics might be more appropriately called
logical syntax of architectures. We now call our foundational work a mathematical syntax
because it purely relies on mathematical concepts. We also dropped the “IT” classifier to
highlight the universal applicability of our formalization (including, for instance, systems
engineering).
†contact: Software AG, CTO Office, christoph.strnadl@softwareag.com; Twitter:
@archimate
1OMG’s OCL (object constraint language) [26] comes close to a rigorous language but
is still limited to operating on the otherwise undefined core notions of UML.
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Interestingly, this is in stark contrast to many other disciplines where
similar endeavours of formalization were undertaken over 100 years ago, e.g.,
mathematics [35], philosophy [37], language [7, 9], architecture proper [25],
or even poetry [18].
This situation has recently also been recognized by the International
Standards Organisation (ISO) whose JTC1/SC7/WG42 working group on
System Architecture began a review of the currently adopted (prose) defi-
nitions in 2018. However, no (new) standard has yet been issued.
In order to contribute to the resolution of this unsatisfactory status quo,
this paper introduces a rigorous framework capturing the essence of the
mathematical syntax of architectures. Note that we deliberately focus on
the syntactical side of architecture omitting any discussion and treatment
of the actual semantics of an architecture.
After a recapitulation of previous related work (section 2) we proceed
in a highly deductive way and firstly present (in section 3) the theoretical
underpinnings of our theory. The applicability of our theory is then con-
siderably expanded in section 4 where we show that our approach is fully
compatible with and able to serve as the very foundation of classical architec-
ture standards. We also apply our formalism to current foundational work
( [11, 36] and succeed in providing a rigorous mathematical formalization
of concepts employed therein. The section is complemented by two (math-
ematical) theorems on architecture isomorphisms demonstrating that our
purely syntactical theory has a merit of its own even without any reference
to architectural semantics. A concise discussion in section 5 provides addi-
tional links to closely related topics and points to potential further (future)
work using our approach.
2 Related Work
Considerable research has been expended in identifying proper ways of for-
malizing (software) architecture with a lot of effort going into the definition
of suitable Architecture Description Languages (ADLs). In addition to pro-
viding a (typically first-order logic based) concrete and strict syntax for
modelling architectures, they typically add further functionality pertaining
to displaying, analyzing, or simulating architectural descriptions written in
a specific ADL [15].
Even before that, Category Theory has been put forward by some as
a rigorous but enormously flexible methodology for computing science [16].
This branch of mathematics has sometimes been used to supplement classical
ADL-based approaches [14,34].
However, Category Theory and architectural practice do not seem to
match perfectly in many circumstances as the hurdle between concrete ar-
chitectural work (e.g., conceiving, describing, and communication an ar-
chitecture) and the intentionally highly abstract level of Category Theory
remains large2 Still, one very attractive concept here is the generalized no-
tion of morphisms (including isomorphisms), that is structure preserving
2For instance, in order to formalize the—quite simple—idea that some components
consist of other (sub-)components one needs (co-)limits right at the very heart of the
theory.
2
maps, which we will re-use in an appropriately specialized form.
Within service-oriented architectures (SOA) [29] the vagueness of the
term service (which is almost universally defined in prose only) has prompted
some authors to introduce a more rigorous formalization of their SOAs.
Asha et al. [2] define a (web) service as a relation over the set of observ-
able (service) properties and functionalities (which they call “appearances”).
However, this definition is not further utilized in their contribution.
Yanchuk et al. [38] define a (logical) service instance S in terms of its
functionality f , its interface I and the set of “coordinated and interfacing”
processes P1, P2, ..., Pk actually implementing S: S = 〈P1, P2, ..., Pk,Λ 〉. A
process Pi = Pi(f, I) implements the functionality f of S and exposes it
through interface I. Λ is the so-called “network communication function”
between the individual processes. Recognizing SOA’s fundamental compo-
sition principle, where finer grained services may be aggregated3 into larger
services, they define an application A as a directed graph with edges E over
a set of service instances, A = 〈VA = {S1, S2, ..., Sk}, E ⊆ VA × VA 〉. This
formalization is then used to derive and rigorously define several “applica-
tion classes”, e.g. facade and satellite applications, transient applications,
accumulating applications, and others.
A similar, but less refined set-theoretic approach is also found in [17].
There, an enterprise architecture E is essentially defined as an otherwise
unstructured 8-tuple E = 〈R,B, S,D,A, T, C,M 〉 comprising the set of
requirements R, business processes P , business systems S, data elements
D, applications A, technologies T , constraints, metadata, design rules C,
and the set of architectural metrics M . Due to the complete lack of any
further structure besides the characterization of architectural elements, this
definition does not convey any syntactical information.
The requirement of being able to transform architectural models into
one another has been evident since the very beginnings of architecture work
and lies at the heart of OMG’s model driven development (MDD) and the
succession of models contained in this approach. A formalization of this
transformation, though, is not provided within MDD itself. Attempts to do
so recognize that, in order to be able to formally (later then also automati-
cally) transform one model into another, one has to specify the vocabulary
of the two models, and the syntax they possess [24]. In this reference,
the transformation of a source model into a target model is specified as a
so-called “weaving model” capturing the “correspondence” between the dif-
ferent model elements. In our own contribution, we will rigidly formalize
this notion.
From a decidedly logical point of view, the concept of a signature of a
(formal) language L has been used to “define” the syntax of architectures
[6, 10]. In pure model theory [12, 20], a signature σ = 〈R,F,C 〉 defines the
set of non-logical symbols of L, i.e., its vocabulary consisting of the set R
of relation symbols, F of function symbols, and constants C. Translated to
computer science, a signatures specifies the name space of an architecture;
the set of constants C is then equated with (or replaced by) the set of sorts
S.
3This is often called “orchestration” in distinction to “choreography”. The latter term
refers to the coordination (in time) of a set of distinct services without a governing entity
(such as an enterprise service bus or business process engine).
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However, without any additional structure or further information, a sig-
nature alone does not contain any syntactical information at all because σ
does not restrict the way how terms of a given language L are formed. Or to
put it otherwise: A (such understood) signature of an architecture does not
prescribe any syntax at all. Hence, the claim of having defined the “syntax
of an architecture” by solely specifying σ that is providing the names of the
architecture elements and the relations they potentially have to each other
fails. Recognizing this, de Boer et al. [10] introduce a partial order on the
set of (primitive) sorts S and on the set of relation symbols R. Thereby
they are able to capture certain “ontological” aspects of an architecture like
generalization, aggregation, or containment.
Even though endowing architectures (e.g., diagrams or other represen-
tations) with precise meaning has always been a key concern of architecture
research and practice alike [15], it is important to recall that this contri-
bution focuses on the syntactical parts as opposed to the semantic aspects
of an architecture. While this distinction between syntax and semantics is
often recognized (e.g., [3,6,10,11]), the focus very often lies on the semantic
elements with only a rudimentary or narrow formalization of the underlying
syntax. In this sense, our work is complementary to the semantic “thread”
within the architecture domain.
3 Theory
3.1 Basic Definitions
Let us start directly with the definition of an architecture.
Definition 1 (architecture). An architecture is a complex4 A , written
〈A,R,F〉, with
1. A, a (possibly empty5) set of elements6 of the architecture called the
universe of A ,
2. R = {Ri = (a(i)1 , a(i)2 , ..., a(i)k ) ⊆ Ak}, a countable set of relations Ri,
i ∈ N of arbitrary arity k ∈ N over the universe A, and
3. F = {fj | fj : A?j ⊆ Am → A, j,m ∈ N}, a countable (j ∈ N) set
of functions fj : A
?
j → A. In order to avoid partial functions, we
associate to each function fj its domain, dom(fj) = A
?
j .
We write RA or fA when we want to highlight that relation R or function
f belongs to architecture A (and not to B).
We also abbreviate R(a1, a2, ...., an) for (a1, a2, ..., an) ∈ R ∈ R.
We write α(R) = k or α(f) = k to denote the arity of a relation R
or a function f over Ak; that is R = (a1, a2, ..., aα(R)) ⊆ Aα(R) or f =
f(a1, a2, ..., aα(f)).
4We do not call this complex “structure” to avoid a collision with the model-theoretic
notion of an L-structure over a signature L.
5We also include an empty universe for completeness reasons (cf. the definition of T0
below). In general, however, we are not interested in pathological forms of architectures
here.
6sometimes also called artifacts
4
While the universe A is fairly easy to motivate, one might question the
requirement of R being a set of relations Ri instead of a multiset. As rela-
tions are unnamed (i.e., just defined by their extension), this might prevent
our formalization from being able to represent certain architectural struc-
tures. Consider an architecture A with A = {a, b} and the two “relations”
Rcalls(a, b) and Rprotects(a, b). As dealing with multisets is cumbersome at
times, we rather propose to introduce two additional elements n1 and n2
to the universe A and include these explicitly as additional argument in
the two relations, like Rcalls(n1, a, b) and Rprotects(n2, a, b, ). If, for whatever
reasons, we want to preserve the arity of R we can create “dummy” relations
like Rcalls(n1, n1) and Rprotects(n2, n2) to distinguish them.
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The functions of set F may serve several purposes:
1. Functions may be used to specify the attributes of an element of
the architecture [10] (even though relations do suffice for this, using
functions for this might be more efficient or economical8).
2. Functions may express architectural design constraints on (suitable
subsets of) architectural artefacts [15] or analysis rules [1] like con-
nectedness, reachability, self-sufficiency, latency etc.
3. Communications between components (e.g., processes) may be repre-
sented by suitable “network communication functions” [2, 38].
4. In general, functions may also be used to symbolically specify the dy-
namics of an architecture, e.g., (i) in the form of actions changing
the state of the systems, or (ii) for encoding data transformations [10].
Because we want to focus on the bare minimum of mathematical syntax,
we have deliberately not introduced any internal structure of the universe
A like differentiating between nodes, software, applications, services, inter-
faces, requirements, stakeholders, concerns, names, properties, or any other
(minuscule or major) element of the architecture.
Users of an architecture (including architects themselves) rarely look at
the full architecture comprising all its elements, relations, and properties,
but typically refer to and use so-called views. In general, a view may be
(colloquially) defined as a part of an architecture (description) that addresses
a set of related concerns and is addressed to a set of stakeholders.
To formulate this more exactly, we introduce two notions:
• structured views which are (even though of smaller size) architec-
tures in their own right, and
• unstructured views or just views representing arbitrary slices through
an architecture.
Definition 2 (sub-architecture, structured view). Let A = 〈A,RA,FA〉
and B = 〈B,RB,FB〉 be two architectures.
7In the following we assume that such a disambiguation of relations with the same
extension has been suitably performed.
8in the sense of Mach’s Forschungso¨konomie
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Then A is called a sub-architecture or structured view of B, no-
tation A ⊂ B, iff
A ⊂ B (1)
RA ⊆ {RA | RA = RB ∩Aα(R) ∀RB ∈ RB}, (2)
FA ⊆ {fA | fA = fB|A ∀fB ∈ FB}. (3)
If A ⊂ B we also say that B is a super-architecture of A and write
B ⊃ A .
The notation fA = f |A means that fA is identical to f restricted to the
domain A. Provisions (2) and (3) in the above definition serve to restrict
the relations and functions to the subdomain A ⊂ B.
Dropping the requirements that a view of an architecture needs to be a
(sub-) architecture of its own, we define an (unstructured) view as follows:
Definition 3 ((unstructured) view). Let A = 〈A,R,F〉 be an architecture.
Then the complex V = 〈AV ,RV ,FV 〉 is called an (unstructured) view of
the architecture A iff
AV ⊆ A, (4)
RV ⊆ R, (5)
FV ⊆ F. (6)
This definition deliberately accepts the possibility that one may con-
struct a view V comprising a set AV ⊂ A and a relation RV ∈ RV which
are incompatible, i.e., that ¬RV (a1, a2) ∀a1, a2 ∈ AV . One encounters this
in situations where just naming relation RV in a view is already conveying
important information to one of the stakeholders.
Methodologically, a view is9 specified by means of a viewpoint, which
prescribes the concepts, models, analysis techniques, and visualizations that
are provided by the view. Simply put, a view is what you see and a viewpoint
is where you are looking from [33]. This is used in the following definition:
Definition 4 (viewpoint). Let A = 〈A,R,F〉 be an architecture and
V A = {V | V is a (structured or unstructured) view of A } (7)
be the set of all views of A . Then an injective map
WI : I → V A
i 7→ V Ai ∈ V A
is called a viewpoint.
In our definition, a viewpoint may comprise many arbitrary views (se-
lected by the index set I) of both kinds, structured or unstructured ones.
This corresponds to cases where one wants to use several different architec-
tural models for describing some aspects of a system. For economic reasons
we rather want to have i 6= j ⇒ V Ai 6= V Aj , hence WI has to be injective.
9or rather: should be
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3.2 n-tier Architectures
Let us now link the abstract concepts and definitions more closely to ar-
chitectural practice. We first observe that the majority of architectural
diagrams consists of a collection of ”boxes” or other closed shapes (typi-
cally representing components or other architectural artefacts) with suitable
”connectors”, i.e., lines drawn in the space between the boxes connecting
two boxes (representing the association between the two entities) [5]. These
“boxes & connectors” architectures can be formally defined as follows.
Definition 5 (boxes & connectors (B&C) architecture). An architecture
A = 〈A,R ⊆ P(A2), ∅〉 is called a boxes & connectors (B&C) archi-
tecture.
We shall often write A = 〈A,R〉 for a B&C architecture in the following.
In passing, we note that not all n-ary relations may be represented by
binary relations without loss. The expressiveness of B&C architectures,
thus, is limited.
Tiered10 architectures paradigmatically capture the fundamental (not
only software) engineering design principle of separation of concerns. A tier
thereby hides the implementation or execution complexity of one adjacent
tier while providing services to the other adjacent tier. This not only enor-
mously aids architects and developers alike, but may also be used for other
tasks, e.g., optimization [8].
In full abstraction, n-tier architectures can then be rigorously defined as
follows.
Definition 6 (n-tier architecture). Let A = 〈A,R,F〉 be an architecture.
Let C = {C1, C2, ...., Cn} ⊂ P(A) be a partition of A into n disjunct sets.
Let k = α(R) denote the arity of relation R ∈ R.
Then A is an n-tier architecture iff ∀R ∈ R and ∀a1, ..., ak ∈ A
R(a1, ..., aj , ..., ak) ⇒ ∃ l, 1 ≤ l < n : aj ∈ Cl ∨ aj ∈ Cl+1 ∀ j = 1, ..., n.
In this case, the classes Ci are called the tiers of the architecture. An
element a ∈ Ci is said to belong to tier i. Tiers i, j with |i− j| = 1, i 6= j
are called adjacent.
Informally, in an n-tier architecture any element a in tier i (i.e., a ∈ Ci),
has only relations with either another element in the same tier or in an
adjacent tier i − 1 or i + 1. Furthermore, relations never span more than
two tiers; they always contain either elements of a single tier only or just of
two adjacent tiers. We note that both peer-to-peer (P2P) and client/server
(C/S) architectures are 2-tier architectures in our sense. This is expected in
and consistent with a purely syntactical approach that (by design) cannot
distinguish between the “roles” of the two entities in a 2-tier setting. Only
semantics (e.g., of the relations connecting the two tiers) is able to provide
this discrimination.
We note in passing that every n-tier architecture may be turned into
an (n − 1)-tier architecture by simply merging two adjacent tiers Ci and
10Trivially, the same concept can be used to denote and define layered architectures as
our definition is ignorant of the actual graphical or pictorial representation (or “architec-
tural diagram”) used to represent it to our visual sense.
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Ci+1 into a new tier C
?
i . While this might be regarded as annoying from
a methodological (or foundational) point of view, it actually is encountered
frequently in (real, corporate) architectural work where architecture (dia-
grams) is (are) often simplified in this way. One option to partially remedy
this situation is to define a maximal n-tier architecture, which is an n-tier
architecture that cannot be arranged into an (n+ 1)-tier architecture.
We will now introduce some special architectures needed later. The
empty architecture T0 is introduced for the sake of completeness and closure
and may become important in the later development of this line of thinking.
The symbol T will be motivated later.
Definition 7 (empty architecture). The architecture
T0 = 〈 ∅, ∅, ∅ 〉
is called the empty architecture.
We call the next more complex architecture the trivial architecture T1.
Admittedly, it does not bring too much structure with it, but exhibits a
slight metamathematical twist, though:
Definition 8 (trivial architecture). Let idA : A → A, a 7→ idA(a) = a, be
the identity function on A. Then the architecture
T1 = 〈A = {a}, { {(a, a)} } , {idA}〉
is called the trivial architecture.
As the universe A of T1 only contains a single element, no attributes
or properties of the architecture are indicated at all. Consequently, we also
do not get to know any structural properties of this architecture other then
identity (a = a) and idempotence (idA). Note in passing that T0 ⊂ T1.
We have introduced the generic n-tier architectures above. As we shall
later see, they are closely related to an elementary form Tn, defined as
follows.
Definition 9 (elementary n-tier architecture). Let Tn = {1, 2, ..., n}11 and
define the symmetric binary relation TL (”linked to”) over Tn × Tn, i.e.,
TL(i, j) ∀ i, j ∈ Tn as follows:
| i− j | ≤ 1⇒ TL(i, j),
| i− j | > 1⇒ ¬TL(i, j).
Then the B&C architecture
Tn = 〈 Tn, { TL } 〉
is called the elementary n-tier architecture.
Obviously, when we want to construct an elementary n-tier architecture
we cannot go below or beyond n elements in the universe A of the architec-
ture. And relation TL on the set of the first n integers is a very primitive
relation on Tn × Tn.12
11We admit a slight, albeit irrelevant, notational imprecision at this point: In definition
8 we have denoted the single element of the universe a, while here we simply equate the n
elements with the first n integers. As we later shall see (in definition 10) these conventions
are isomorphic and, hence, irrelevant when it comes to discussing the structural properties
of our architectures. They do, though, simplify our proofs.
12It is so primitive that it can almost immediately be read off the Peano axioms.
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3.3 Architecture Homomorphisms
Having defined the syntax of architectures we now turn to formalizing con-
cepts for comparing different architectures in order to determine whether
they are similar or even equal to each other. This task is typically accom-
plished by defining suitable structure-preserving maps from one architecture
to another, so-called (homo-)morphisms.
Definition 10 (homomorphism, isomorphism). Let A = 〈A,RA,FA〉 and
B = 〈B,RB,FB〉 be architectures. Then a (generalized) map h : A 7→ B,
consisting of three individual maps, h = 〈h0, hR, hF 〉, is called a homo-
morphism between A and B, and A is said to be homomorphic to B
iff
h0 : A → B,
a 7→ h0(a) ∈ B.
hR : R
A → RB,
RA 7→ hR(RA) with α(RA) = α(RB).
hF : F
A → FB,
FA 7→ hF (FA) with α(FA) = α(FB).
(with α(·) denoting the arity of a relation R or function f . See definition
1) and
RA(a1, a2, ...., am) ⇒ hR(RA) (h0(a1), h0(a2), ..., h0(am) ) , (8)
h0
(
fA(a1, a2, ..., ak)
)
= hF (f
A) (h0(a1), h0(a2), ..., h0(ak) ) . (9)
h is called injective, (surjective, bijective) if all three maps h0, hR, and
hF are injective (surjective, bijective) on their respective (co-)domains.
In case h is bijective and (8) is valid in both directions, i.e.,
RA(a1, a2, ...., am) ⇔ hR(RA)(h0(a1), h0(a2), ..., h0(am) ) (10)
h is called an isomorphism between A and B.
Condition 10 is required to render our definition of architecture iso-
morphism equivalent to the (generalized) notion well known from category
theory [4, 23]. There a morphism f : A → B is an isomorphism iff there
exists a morphism g : B → A such that f ◦ g = idB and g ◦ f = idA.
The following corollary finds that a set of architectures endowed with
homomorphisms as per def. 10 constitute a category (which we shall call
Arch) [23].
Corollary 1. Let A = {A1,A2, ...} be a set of architectures and HA = HomA
be the set of homomorphisms over A.
Then the pair 〈A,HA 〉 forms a category (which we shall call Arch).
Proof. We need to show that the “arrows” f ∈ HA, that is, the architecture
homomorphisms as defined above, allow (i) an associative composition (f ◦g)
and (ii) have an identity element idA for all A ∈ A. Let’s define h = g ◦ f
as follows:
h0 = g0 ◦ f0,
hR = gR ◦ fR,
hF = gF ◦ fH .
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It is clear, that this definition automatically fulfils associativity but we still
need to show that our h fulfils the additional constraints (8) and (9). For
the relational part hR of h we find for any R ∈ A 13
RA(a1, ...) ⇒ fR(RA)(f0(a1), ...)
⇒ gR
(
fR(R
A)
)
(g0(f0(a1)), ...)
= (gR ◦ fR)(RA) ((g0 ◦ f0)(a1, ...)
= hR(R
A)(h0(a1), ...).
For the functional part hF of h we find for any φ
A ∈ A :
hF (φ
A(a1, ...)) = (g0 ◦ f0)(φA(a1), ...)
= g0
(
f0
(
φA(a1), ...
))
= g0
(
fF (φ
A)(f0(a1), ...
)
= gF (fF (φ
A))(g0(f0(a1)), ...)
= (gF ◦ fF )(φA)
(
(g0 ◦ f0)(a1), ...
)
= hF (φ
A)(h0(a1), ...).
The identity arrow idA : A → A for every object A ∈ A may be easily
defined as
idA = 〈 idA, idRA , idFA 〉,
that is the identity map on the respective three domains A, RA, and FA.
This automatically ensures the required identity law, that ∀f : A → B we
have f ◦ idA = f = idB ◦f , which concludes the proof that the pair 〈A,HA 〉
indee forms a category, Arch.
4 Application
4.1 Classical architectural standards and practice
In this section we present evidence why we believe that the definitions given
above make sense. We do this by “mapping” concepts of various architec-
tural metamodels to our architecture definition.
Let us first turn to the ISO/IEC/IEEE Standard 42010:2011 [21]. Then
we can easily identify the elements of the ISO metamodel depicted in 1 which
are explicitly formalized by this work. This correspondence is depicted in
table 1.
Figure 2 shows the metamodel of the ArchiMate [33] framework. The
classes ELEMENT and RELATIONSHIP directly map to our own constructs
of def. 1. The class RELATIONSHIP CONNECTOR contains two special
elements, AND JUNCTION and OR JUNCTION, which are used to join two
or more relations of the same type with the respective semantics of ‘∧’ and
‘∨’. The case that AND joins two relations, e.g. R(a, b) and R(a, c), is easily
realized in our formalism as a (new) relation R(a, b, c). In the case of an
OR-join, we simply introduce a special element ω in our universe and can
realize the same structure by R(a, ω), R(ω, b), and R(ω, c).
13shorthand for R ∈ RA with A = 〈A,RA,FA〉.
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CONSTRUCT RECOGNITION IN THIS THEORY
Architecture The theory is capable of expressing architectures for
the most complex systems thinkable because the theo-
retical constructs available basically make up most of
our mathematical and logical system.
Architecture
Description
Our complex A = 〈A,R,F〉 essentially conforms to
an ”architecture description”. Evidently, it can con-
tain an arbitrary number of elements, relations, and
functions with essentially unrestricted semantics.
Stakeholder Stakeholders may be identified by a suitable subset
S ⊂ A. Relations over S and supersets B ⊃ S or func-
tions including elements from S may then be used to
reason about or include stakeholders in the architec-
ture.
Concern Concerns may be identified by a suitable subset C ⊂
A. Relations over C, S and supersets B′ ⊃ S ∪ C
or functions including elements from B′ may then be
used to reason about or include concerns and their
stakeholders in the architecture.
Architecture
Viewpoint
Viewpoints V are an intrinsic element of the theory.
Architecture
View
Views V A are an intrinsic element of the theory.
Model Kind A ”model kind” specifies conventions for a certain type
of (architectural) modelling. This may be reflected
easily in our theory by identifying suitable subsets
Ki ⊂ (R ∪ F) selecting the types of functions and
relations to be used in a specific ”model kind”.
Architecture
Model
An architecture view consists of multiple models, each
following one model kind. Therefore, we can identify
an ”architecture model” M by a suitable subset M ⊂
A and a particular model kind Ki.
Table 1: Comparison of ISO/IEC/IEEE 42010 and the current theory
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Figure 1: ISO/IEC/IEEE 42010: Achitecture metamodel [21]
Figure 2: Archimate meta-model [33] (own representation)
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Finally, figure 3 shows a typical boxes & connectors architecture
prevalent in today’s architectural representations and diagrams [19]. This
particular architecture recognizes a single (binary and symmetric) relation
R(·, ·) ⊂ A2 over the universe A of capabilities with the semantic of data
exchange or data flow between the capabilities.
The architecture (diagram) furthermore differentiates between several
vertical layers14 like Mediation & Publishing or Analytics. There are also
two horizontal sections shown in the diagram, Software as a service and On
premise / edge.
All these constructs may be easily implemented in our rigorous architec-
ture model by specifying certain subsets Li ⊂ A (conforming to the various
layers and tiers) and defining suitable indicator functions fLi : A → B =
{0, 1}, as follows:
fLi(a) =
{
0 if a ∈ Li,
1 if a /∈ Li.
Figure 3: Software AG Reference Architecture (Capability View) [19]
4.2 Recent foundational work
Recently we have seen renewed interest in and attempts at putting concepts,
definitions, and terminology in general systems theory (including informa-
tion technology and engineering) — such as architecture, structure, or even
the term system itself — on a firmer grounding (cf. [11, 13, 36]). Here we
concentrate on one approach ( [11, 36]) and demonstrate how our syntacti-
cal apparatus is fully capable of formalizing the prose definitions provided
in these references.
In this approach, architecture is defined as a primary concept and not
just one (important) property of the system under study. This definition is,
inter alia, based on the observation that any architecture invariably includes
a description of the relationships of the objects of a system, and that these
relationships are further grounded in certain properties that some sets of
objects may possess collectively or individually. This is called the structure
(of a system) and defined as follows:
14but not in the strict sense of an n-tier architecture according to def. 6.
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Definition 11. Structure is junction and separation of the objects of a
collection defined by a property of the collection or its objects.
On a meta-level, the fact that a system S possesses a certain structure
may then be regarded as a (higher level) property of the system. At this
(higher) level we can extend our thinking along the lines that also other
systems, say S′ or S′′, may possess this property. Such a generalization of a
property is called a type15. This then leads to the definition of architecture
in terms of the property “having some defined structure”:
Definition 12. An architecture is a structural type in conjunction with
consistent properties that can be implemented in a structure of that type.
The first example given in [36] is a “system” of two inhomogeneous linear
equations in 2 variables, x1 and x2, the architecture of which is given as the
following matrix equation
Ax = b (11)
with
A =
[
a11 a12
a21 a22
]
, x =
(
x1
x2
)
, b =
(
b1
b2
)
. (12)
Here the structural type consists of (i) a separation of all symbols present
in eqn. 12 into three groups, A, b, and x, and (ii) two “junctions”16, the
juxtaposition of A and x and the linking of x and b through the equality
sign ‘=’.
This can be easily formalized in our mathematical syntax in the following
architecture C :
C = 〈 C = {A,x,b}, {R•, R= }, ∅ 〉. (13)
with relations R• and R= defined as follows:
R• = { (A,x) }, R= = { ( x,b) }. (14)
The consistent properties of an architecture (cf. definition 12) then are
the three equalities given in eqn. 12. We note that these properties are
not part of the architecture formalization C . This feature is also present
in the original example in [36] and, in our view, a sign of an incomplete
formalization. A (syntactically) exhaustive architecture would also have to
include these properties which may be easily achieved be extending C into
a super-architecture C ?:
C ? = 〈 {C?E ,A,x,b}, {R?•, R?= }, {f?} 〉 (15)
with C?E = {a11, a12, a21, a22, x1, x2, b1, b2}, R?• = R•, and R?= = R=. The
(new) function f?(·) then captures the property how the individual vari-
ables and constants present in eqn. 12 relate to the structural part of the
architecture as given in eqn. 11:
15In software engineering, the term classifier is also frequently used.
16cf. definition 11 above.
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f? : C?E → C with

aij 7→ A i, j = 1, 2;
xi 7→ x i = 1, 2;
bi 7→ b i = 1, 2.
(16)
It is easy to verify that the architecture C ? defined in eqn. 15 is indeed a
super-architecture of C , i.e. C ? ⊃ C , in the sense of def. 2. Alternatively we
may formulate that the matrix equation 11 without properties of eqn. 12 only
represents a sub-architecture or structured view of the full architecture. This
also perfectly mirrors the verbal definition of architecture in def. 12 which
explicitly requires a “conjunction” of the structural type with the consistent
properties.
In a second example, Wilkinson et al. [36] derive the architecture of
generic torch-like lighting systems (i.e. torches using burning wax or bat-
teries) based on the framework of Conceptual Structures [28]. The final
architectural structure is given in figure 4 with the boxes representing the
fundamental “concepts” of the architecture and the arrows signifying the
relations between them.
Figure 4: Architectural structure of a generic torch (after [36])
It is plainly evident that this architecture is a simple B&C architecture17
with a universe containing 7 elements and 7 binary relations.
Tangential to our main points we observe that the relation is transferred
by between the two concepts Energy Store and Energy Transfer Mechanism
does not seem to be correct: Not the Energy Store is transferred but the
energy carrier contained in the Energy Store (e.g. electricity in a battery, wax
in a Hessian role). The same imprecision applies to relation is consumed by.
This seems to be a consequence of the fact that the architecture is missing
the important additional concept of Energy or Energy Carrier.
This purely relational approach is extended in [11] where architectures
are described using first order predicate calculus restricted to the domain (or
universe in our terminology) of architectural concepts. As our definition 1
is sufficiently powerful to be interpreted as a “model” (in a model theoretic
sense [12,20]) of such a “theory”, the formalization given in this contribution
17It also happens to be a maximal 6-tier architecture.
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is logically equivalent (by Go¨del’s Completeness Theorem) to the approach
of [11].
4.3 Mathematical Reasoning
Here we demonstrate that our theory of architectures also provides a math-
ematical framework for reasoning about (and proving) facts about architec-
tures in general.
Theorem 1. Every Graph G = (V,E) with V = {V1, V2, ..., Vn} the set of
vertices and E ⊆ V 2 the set of (directed) edges of G, is isomorphic (in a
model theoretic sense) to a B&C architecture G .
Proof. Define a B&C architecture G as follows: G = 〈V G = V,RG =
{E},FG = ∅〉. Then, in a naive sense, we already can see the isomor-
phism. On an exact level, though, we first have to specify a framework
within which we may relate the two objects G and G to each other. We
will use model theory here [12, 20]. Then graph G and architecture G may
be regarded as L-structures of the (simple) signature L = {E} containing
just the symbol for the edge relation. In this case, two L-structures are
isomorphic iff there exists a bijective homomorphism h : V → V G satisfying
the following condition on E
(a, b) ∈ E ⇔ ((h(a), h(b)) ∈ E ∈ V G.
The following surjective embedding h
h : V → V G
v 7→ v ∈ V G
provides the (trivial) structure preserving bijection between the two domains
E and V G.
Many architects use n-tier architectures due to their clear (and easy
to follow) structure. The following lemma and theorem provide a rigorous
characterization in terms of elementary n-tier architectures Tn.
Lemma 1. A n-tier B&C architecture A is homomorphic to the elementary
n-tier architecture Tn, that is there exists a homomorphism h : A 7→ Tn.
Proof. Let A = 〈A,R〉 be an n-tier B&C architecture. Then, by definition,
every element a ∈ A belongs to exactly one tier Ci with 1 ≤ i ≤ n. We also
have R ⊆ A2 because of the ”boxes & connectors” property. Then define
the map h : A 7→ Tn as follows:
h0 : A → Tn = {1, 2, ...., n}
a ∈ Ci 7→ i ∈ Tn
hR : R → {TL }
R 7→ TL
Assume R(ci, cj) with ci ∈ Ci and cj ∈ Cj . Then h(ci) = i and h(cj) = j.
Note that, from now on, we drop the subscripts on the three different maps
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h0, hR, and hF comprising h for simplicity and readability reasons. It should
be immediately evident from the respective domain dom(hα) which hα we
are talking about. Because A is an n-tier architecture, we have
|i− j| ≤ 1⇒ |h(ci)− h(cj) | ≤ 1 = TL(h(ci), h(cj)) = h(R)(h(ci), h(cj)).
Therefore h is a homomorphism.
We can strengthen the above lemma to characterize n-tier B&C archi-
tectures as follows:
Theorem 2. Every B&C architecture A = 〈A,R〉 is an n-tier B&C archi-
tecture iff there exists a surjective homomorphism to the elementary n-tier
architecture Tn.
Proof. Lemma 1 already proves the ’⇒’ direction.
For the ’⇐’ direction we discriminate three cases and proceed in an indirect
manner.
n = 2. Trivial.
n = 3. Let A be an architecture which is not an n-tier architecture and
assume, contrary to the theorem, that there exists a homomorphism h :
A 7→ Tn. Then let Ci = h−(i) be the pullback of h. Because h is surjective,
non-empty pullbacks Ci exist for i = 1, ..., 3. Because A is not a 3-tier
architecture, there exist elements c
(j)
i ∈ Ci with h(c(j)i ) = i and relations
Rα ∈ R with
Rµ(c
(1)
1 , c
(1)
2 ), Rν(c
(2)
2 ), c
(1)
3 ) and Rσ(c
(2
1 ), c
(2)
3 ).
As h is a homomorphism we have
Rσ(c
(2)
1 , c
(2)
3 ) ⇒ h(Rσ)
(
h(c
(2)
1 ), h(c
(2)
3 )
)
= TL(1, 3),
which is a contradiction.
n ≥ 4. As in the case n = 3 but note that in addition to the cyclic pattern
given above we also might encounter the extended form of this pattern with
Rµ(c
(1)
i−1, c
(1)
i ), Rν(c
(2)
i ), c
(1)
i+1) and Rσ(c
(2
i ), c
(2)
k ) with |i− k| > 1.
As h is a homomorphism we have
Rσ(c
(2)
i , c
(2)
k ) ⇒ h(Rσ)
(
h(c
(2)
i ), h(c
(2)
k )
)
= TL(i, k) with |i− k| > 1.
which, again, is a contradiction.
5 Discussion
5.1 Applicability
We show that our formal definition of the mathematical syntax of archi-
tectures encompasses most (if not all) elements and constructs present in
today’s architectural standards and architectures produced and consumed
by practitioners.
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Furthermore, we demonstrate that our approach is an excellent com-
plement to recent foundational work [11, 36], which focuses more on the
semantics of architectures than on its syntax. Ref. [36] implicitly uses the
syntax of conceptual structures [28] on a superficial level while ref. [11] uses
first order predicate calculus.
Capitalizing on our notion of architecture isomorphism, we then use
our formalism to rigorously prove certain relations between architectures.
On the formal side, we establish that the naive view that every “boxes
and connectors” diagram of an architecture (represented rigorously as a
graph) is fully warranted on the syntactical level. On the categorical side,
we prove a classification theorem on general n-tier architectures, namely
that a boxes and connectors architecture is an n-tier architecture if and
only if it is homomorphic to an elementary n-tier architecture.
However, we are clearly aware that this paper can only capture the very
beginning of what we believe could be a completely novel and fruitful way
of reasoning about architectures in a mathematically rigorous way.
5.2 Relation to Model Theory
The relation of our definition of an architecture to the model theoretic con-
cepts of an (L-)model or an (L-)structure over a signature L is evident
(cf. [12, 20]). However, we note the following differences:
• We cannot refer to a common signature L shared between (sets of)
architectures.
• Contrary to an (L-)structure, we do not have singled out some elements
of our (architectural) universe as constants.
• Our definition of (architecture) homomorphisms is generalizing the no-
tion used in standard model theory. Because we cannot rely on the
fact that a common signature L implicitly ”fixes” relations and func-
tions in two different architectures, we need to provide this mapping
explicitly through the functions hR and hF (cf. def. 10).
5.3 Further Work
One possible way to extend the work of this paper is to define refinements
of architectures (like A  B) as another (order) relation besides the sub-
architecture property (A ⊂ B). We could, in principle, also differentiate
between a ”refinement” of architectural elements (artefacts) a ∈ A and of
relations (R ∈ R) [6, 27]. Thereby we could give a precise meaning to the
various forms of “hierarchicalization” in architectural work.
We could also give a precise meaning of the semantics of a given archi-
tecture by linking our constructs A to L-structures and L-models over a
given signature L. The signature L could, for instance, then be related to
some architectural description languages (ADL).
One can also further develop the properties of the category Arch and
transfer results from Category Theory to the architecture domain. Finally,
the explicit recognition and inclusion of names in our formalism (e.g. for
relations) can be explored in more detail to increase the theory’s relevance
to the field.
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