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and ‡Shanghai Institutes for Biological Sciences, Chinese Academy of Sciences, Shanghai, People’s Republic of ChinaABSTRACT Chromatin template (CT), which accumulates over time until the promoter becomes active, determines upstream
dynamics of transcription, but how upstream sequential steps impact downstream dynamics qualitatively and quantitatively is
unclear. Here, we analyze a stochastic gene model with a simple yet typical CT that contains one active state and several inac-
tive states of the promoter. We derive the analytical expressions for the noise in mRNA probability distributions governed by
master equations. The derived results extend previous work by including the effects of promoter progress on variability and
bimodality. Specifically, given a CT for transcription, we analytically demonstrate that inactive phases of the promoter can modu-
late the noise intensity to the minimum independently of the mean expression of mRNA. If one new inactive state is added to the
CT, then the resulting noise will be reduced, implying that the multi-off mechanism plays a role of attenuating the noise. In
contrast to the simple on-off mechanism, the multi-off mechanism can also narrow bimodal regions in a certain parameter plane
and obscure two peaks, explaining why bimodal distributions are rarely observed in experiments. Our results provide insight into
the role of promoter progress in determining the level of cell-to-cell variability in gene expression.INTRODUCTIONGene expression is fundamentally a biochemical process,
involving recruitment of transcription factors and polymer-
ases, transitioning between active and inactive states of the
promoter, and chromatin remodeling (CR) (1–11). Owing
to stochastic transitions between active and inactive states
of the promoter, mRNAs or proteins are generated
randomly. Such transcriptional noise is essential for many
cellular functions (12,13) and has been identified as
a key factor underlying the observed phenotypic variability
of genetically identical cells in homogeneous environments
(14). Although recent advances in experimental methods
allow direct observation of real-time fluctuations in gene
expression levels in individual live cells (15–19), there is
considerable interest in a theoretical understanding of
how different molecular mechanisms of gene expression
impact variations in mRNA and protein levels across a pop-
ulation of cells. In fact, quantifying the contributions of
different sources of noise using stochastic models of gene
expression is an important step toward understanding
fundamental cellular processes and variations in cell popu-
lations (6–8,20–34).
Biological experiments have shown that mRNA or
protein production often occurs in bursts (35,36), and
single-molecule measurements have also provided
evidence for transcriptional bursting, i.e., production of
mRNAs in bursts (5,15,16). Although the sources of the
transcriptional burst remain poorly understood (37), it has
been posited that the bursts result mainly from stochasticSubmitted October 23, 2011, and accepted for publication February 2,
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. Open access under CC BY-NC-ND license.transitions between active and inactive states of the
promoter (1–4,9–11,18,19). Moreover, such a transitioning
process, comparable to gestation and senescence, which
generally involve several small steps (6), occurs not neces-
sarily in a single-step way but often in a multistep manner,
thus creating a memory between active and inactive states
and giving birth to fluctuations at the mRNA or protein
level. On the other hand, understanding how a gene is
turned on or off (as well as the more nuanced expression
patterns) at a mechanistic level has been one of the great
challenges of molecular biology and has attracted extensive
attention for decades. Identifying the actual sequence of
events occurring during gene expression and establishing
the method of recruitment have turned out to be a surpris-
ingly difficult task (38). So far, efforts of measuring
upstream dynamics have led to a seeming contradiction
in timescales: biochemical methods such as chromatin
immunoprecipitation suggest slow dynamics (minutes to
hours), whereas microscopic methods such as fluorescence
recovery after photobleaching suggest fast dynamics
(seconds to minutes) (39,40). To unify these different time-
scales, a gene model called the model of promoter progress
has been proposed (41,42). In this model, transient interac-
tions between regulators and chromatin lead to stable
changes in the chromatin template (CT) that accumulate
over time until the promoter becomes active. Given a CT
for transcription, a question naturally arises: what impact
do upstream sequential steps such as multistep inactivation
have on the dynamics of stochastic and bursty transcrip-
tion? Studying this question is of great significance, since
several recent experimental studies have suggested that
fluctuations in chromatin state between transcriptionallydoi: 10.1016/j.bpj.2012.02.001
1248 Zhang et al.active and inactive conformations are a major source of
cell-to-cell variability in gene expression (1–4,9–11,18,19).
To understand transcriptional dynamics, many simplified
models of gene expression, such as two-state gene models,
have been proposed (21,23,27,29). These models have
successfully interpreted some experimental phenomena,
but cannot explain the observation in a recent experimental
article (18) that the refractory period (i.e., the total time
spent in the inactive states of the promoter) obeys a unim-
odal distribution (note that such a distribution was actually
inferred from time-series data of protein levels). In addi-
tion, a recent study has demonstrated that the inactive
phases of promoter involving the prolactin gene in a
mammalian cell are differently distributed and show strong
memory, with a constant refractory period of transcrip-
tional inactivation (19). All these experimental facts
combined with the above analysis motivate us to introduce
a multistate stochastic model of gene expression, which
extends the previous gene models by incorporating slow
dynamics of inactivation. Our gene model assumes that
the gene activity proceeds sequentially through the on state
(only here can mature mRNAs be produced) and several
reversible and irreversible off states (where no transcription
occurs), and returns to the on state, forming a loop (Fig. 1).
It should be pointed out that the actual gene models
involving CR events may be more complex than the one
considered here, e.g., possibly involving transitions
between multiple active states or between multiple active
and inactive states (1–11), but our model still captures
the essential events occurring during the process of chro-
matin remodeling.FIGURE 1 Simplified sketch of promoter progress for transcriptional
activation. Sequence-specific DNA-binding transcriptional activators are
first recruited to the DNA. A histone kinase is then recruited to the promoter
by the transcription activators, and finally, a histone acetyltransferase
(HAT) complex and another HAT complex are recruited to the promoter.
In a word, the effect of all these posttranslational histone modifications is
to recruit RNA polymerase II and general transcription factors to DNA
for transcriptional activation. The cartoon illustrates a roughly irreversible
progression, which requires energy consumption, but the mathematical
analysis allows for any reversible and irreversible promoter progression.
Biophysical Journal 102(6) 1247–1257We analyze in detail the gene model corresponding to
Fig. 1, focusing on the derivation of probability distributions
governed by master equations and the effects of molecular
memory and spurts resulting from a multistep inactivation
process on stochastic gene expression. In particular, based
on the derived analytical distribution, we obtain two impor-
tant conclusions: 1), the inactive phases of the promoter can
modulate the noise intensity to a minimum, independently
of themean expression ofmRNA; and 2), themulti-off mech-
anism always attenuates the noise, in contrast to the simple
on-off mechanism, independent of transition patterns among
inactive states. In addition, we find that the multi-off mecha-
nism cannot inducemultimodality but can induce bimodality,
with the bimodal region depending on the inactive phases.
We emphasize that some of the results obtained here have
not been seen in the common on-off models, and other
results have not been found in other similar gene models
(7,21,23,27,29,43–48). Furthermore, we point out that Sa´n-
chez andKondev (7) studied a similar genemodel and showed
how the noisemay be transcriptionally regulated independent
of the mean expression, but that article focused on an algo-
rithm for calculating the noise strength in the steady state
and did not derive any analytical distribution. In addition,
we point out that our results on noise are not simply an exten-
sion of previous results obtained by an approximate method
(6); that method overestimates the noise, in contrast to our
method, which yields analytical expressions for the noise
that are exact (see the Results section).MODELS AND METHODS
Our model considers two main processes during gene expression: dynamic
transitions between active (on) and inactive (off) states of the promoter,
denoted by A and I, respectively, and transcription of the DNA sequence
into an mRNA molecule, denoted byM. Here, transcription is very efficient
in the active state and is not possible in the inactive state. Moreover, the
time spent in the active state is the burst of mRNA synthesis.
In general, the rate of transcription in the on state is an effective rate that
summarizes a series of processes, including the synthesis, degradation, and
splicing of the precursor mRNA, as well as mRNA export from the nucleus.
Thus, the transcription rate is an effective rate representing the number of
mature mRNA molecules that reach the cytoplasm per unit of time during
which the gene is in the on state. One consequence could be that we are
underestimating the bare transcription rate, defined as the number of pre-
mRNAs made per unit time during activity periods. Because the transcripts
generated by the different vectors are short (<10 kb) (18), it is likely that
few pre-mRNAs will be degraded during elongation and processing into
mature mRNA. Thus, the gene activity would proceed sequentially through
the on state (only here can mature mRNAs be produced) and several off
states (note that in the off states, polymerases could either be absent from
the promoter or present in a paused or otherwise inactive state) and then
return to the on state.
To model the mean level of mRNA expression and the noise in mRNA,
we assume that mRNA is degraded linearly. This assumption is typically
made in the literature ((6–8,20–34) and references therein). Under this
hypothesis, based on Fig. 1, we introduce biochemical reactions with the
standard notation used in chemistry and biochemistry, which is convenient
for writing the master equation for the probability distribution function
(PDF) of mRNA
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where l0hg is the rate of gene inactivation; lL is the rate of gene activa-
tion; l is the transition rate from the kth off state to the (k þ 1)th off state,k
with k ¼ 1; 2;/; L 1; l0k is the transition rate from the (kþ 1)th to the kth
off state, with k ¼ 1; 2;/; d  1; and m and d are the synthesis and degra-
dation rates of mRNA, respectively. Note that if L ¼ 1, the corresponding
model will become our familiar two-state gene model or the telegraph
model. In addition, for convenience, we call the multi-off process irrevers-
ible if d ¼ 1; reversible if d ¼ L  1; and partially reversible in other cases.
Now, we introduce the master equation for mRNA (49,50), which readsdP0ðm; tÞ
dt
¼ l0P0ðm; tÞ þ lLPLðm; tÞ þ m

Q1  IP0ðm; tÞ þ dðQ IÞ½mPkðm; tÞ
dPkðm; tÞ
dt
¼ lk þ l0k1Pkðm; tÞ þ lk1Pk1ðm; tÞ þ l0kPkþ1ðm; tÞ þ dðQ IÞ½mPkðm; tÞ ð1%k%dÞ
dPjðm; tÞ
dt
¼ ljPjðm; tÞ þ lj1Pj1ðm; tÞ þ dðQ IÞ

mPjðm; tÞ
 ðd þ 1%j%LÞ:
(2)Henceforth, we use m to denote the number of mRNAs. In Eq. 2, I is the
unit operator, and Q and Q1 are step operators, i.e., for any function f and
any integer n, we have Q½f ðnÞ ¼ f ðnþ 1Þ, Q1½f ðnÞ ¼ f ðn 1Þ, and
l00h0, l
0
dþ1h0. P0 represents the probability of having m mRNAs in the
on state at time t, and PK represents the probability of having m mRNAs
in the kth off state at time t (1 % k % L). The first equation describes
how the mRNAs are generated in the active state, the subsequent d equations
describe the reversible case, and the final (L  d) equations describe the
irreversible case. Equation 2 is the mathematical model to be studied in
this article. Note that if all l0k are set at zero, then the reversible case will
become the irreversible case.
To solve the above master equation, and in particular to find steady-state
PDFs, one may first introduce generating functions: dynamic Gkðz; tÞhP
mR0z
mPkðm; tÞ for Pkðm; tÞ, stationary GkðzÞh
P
mR0z
mPkðmÞ for
Pk(m); and stationary GðzÞ ¼
PL
k¼0GkðzÞ for PðmÞ ¼
PL
k¼0PkðmÞ, and
then derive the equations for Gk and G. However, our interest is in finding
the stationary mRNA PDF, i.e., P(m). Note that the values of the stationary
GkðzÞ, where 0%k%L, satisfy the following differential equations with
regard to the s variable:
l0G0ðsÞ þ lLGLðsÞ þ sG0ðsÞ  s d
ds
G0ðsÞ ¼ 0;
lk þ l0k1 GkðsÞ þ lkGk1ðsÞ þ l0kGkþ1ðsÞ
 s d
ds
GkðsÞ ¼ 0 ðk ¼ 1; 2;/; dÞ;
lkGkðsÞ þ lk1Gk1ðsÞ  s d
ds
GkðsÞ ¼ 0
 ðk ¼ d þ 1; d þ 2;/; LÞ;
(3)
where s ¼ mðz 1Þ is now taken as the variable of the G function, and all
the parameters (including m) have been normalized by d. We point out thatin general it is very difficult to derive analytical expressions for Gk and G.
Based on the cycle character of transcriptional inactivation (see Fig. 1), andadopting some techniques, however, we can derive the analytical expression
for the stationary PDF. If the expressions for all GkðzÞs are given in an
analytical manner, then the analytical expression for PðmÞ is easily given
using the relation between the PDF and its generating function.
To show the effects of the multi-off mechanism on the level of the fluc-
tuated gene expression, we analyze quantities such as variance and noise
intensity (defined as the ratio of the standard deviation to the mean), and
examine how the noise influences bimodality including bimodal regions.
In addition, we adopt the famous Gillespie algorithm (51) to simulate the
effects of stochastic fluctuations on the mRNA expression level.RESULTS
We first derive the analytical expression for the stationary
PDF and discuss this distribution in the limit of some reac-tion rates, then show analytically that the inactive phases of
the promoter can modulate the noise intensity to the
minimum independently of the mean, based on the derived
analytical distribution, and finally demonstrate numerically
how the multi-off mechanism tunes a bimodal region, i.e.,
how the inactive phases of the promoter enlarge or reduce
the bimodal region in a certain parameter plane.
Analytical distribution
Denote w ¼ sðd=dsÞ, which represents a differential oper-
ator. In addition, denote l0 ¼ lLþ1hg for convenience.
Then, we can show that w has the following properties
(for any positive integer n)
(1)
dn
dsn
¼ 1
sn
wðw 1Þðw 2Þ/ðw nþ 1Þ;
(2)
Qn
l¼1
ðwþ llÞ

1
s
ðwþ g 1Þw

¼ 1
s
Yn
l¼1
ðwþ ll  1Þ
ðwþ g 1Þw:
According to Eq. 3, and using the properties of w, we can
first express G0 and GL as
G0 ¼ 1
s
wG; GL ¼ 1
s
1
lL
½ðwþ g 1Þ  swG (4)
and then express Gj1 with j ¼ d þ 1; d þ 2;/; L 1; L asBiophysical Journal 102(6) 1247–1257
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lj1

wþ lj

Gj ¼ 1
s
YL
k¼ j1
1
lk
h
ðwþ g 1Þ

YL
k¼ j
ðwþ lk  1Þ  s
YL
k¼ j
ðwþ lkÞ
i
wG
(5)
Equations 4 and 5 indicate that if the G function is given,
then all Gj with d%j%L can be determined. Furthermore,
according to the middle d equations in Eq. 3, and using
the expression Gd, we can express Gj with 1%j%d  1 of
the form
Gj ¼ 1
s
YL
k¼ j
1
lk
	n
ðwþ g 1Þ
YL
k¼ dþ1
ðwþ lk  1Þ
 fdjðw 1Þ s
YL
k¼ dþ1
ðwþ lkÞ  fdjðwÞ
o
wG; (6)
where fdjðwÞ is a polynomial of order d-j in w, and
here we omit its expression due to complexity
(j ¼ 1; 2;/; d  1).
Substituting all the resulting Gk s (including G0 and GL)
into G ¼PLk¼0Gk will give an equation for G, that is,
w
YL
k¼ 1
ðwþ bk  1ÞG s
YL
k¼ 1
ðwþ akÞG ¼ 0; (7)
where ak and bk are constants depending only on normalized
reaction rates. Specifically, ak and bk satisfy the identical
equalitiesYL
k¼ 1
ðx þ akÞh
"Xd2
j¼ 1
Yj1
k¼ 1
lk
	
fdjðxÞ
#" YL
k¼ dþ1
ðx þ lkÞ
#
x þ
"
þ
Yd
k¼ 1
lk
	
xþ ldþ l0d1
 YL
k¼ dþ1
ðxþlkÞ

x
and
YL
k¼ 1
ðx þ bk  1Þh
"Xd2
j¼ 1

Yj1
k¼ 1
lk

fdjðx  1Þ
#" YLþ1
k¼ dþ1
ðx
þ
Yd
k¼ 1
lk
	
x þ ld þ l0d1  1
" YL
k¼
þ
YL1
k¼ 1
lk
	
ðx þ l0  1Þ þ
YL
k¼ 1
lk;
Biophysical Journal 102(6) 1247–1257respectively, where the symbol x is the undecided element of
the polynomials, which can take, e.g., any real value. For
clarity, we list the results corresponding to Eqs. 8 and 9 in
two particular cases. In the irreversible case (corresponding
to d ¼ 1), we have
QL
k¼ 1
ðx þ akÞh
PL1
k¼ 1
 QLk1
i¼ 1
li 
Qk
j¼ 1

x þ lLjþ1

x
þ
 QL1
k¼ 1
lk
	
x þ QL
k¼ 1
lk
QL
k¼ 1
ðx þ bk  1Þh
QL
k¼ 1
ðx þ lk  1Þ þ g
PL1
k¼ 1
 QLk1
i¼ 1
li
 Qk
j¼ 1

x þ lLjþ1  1
þ g QL1
k¼ 1
lk
	
;
(10)
where if k ¼ L 1, then we define QLk1i¼1 li ¼ 1. In the
reversible case (corresponding to d ¼ L 1), we have
QL
k¼ 1
ðx þ akÞ ¼ x
PL1
k¼ 1
 QLk1
i¼ 1
li  fdjðxÞ

þ x QL1
k¼ 1
lk þ
QL
k¼ 1
lk
QL
k¼ 1
ðx þ bk  1Þ ¼ ðx þ g 1Þ
PL1
k¼ 1
 QLk1
i¼ 1
li  fdjðx  1Þ

þ ðx þ g 1Þ QL1
k¼ 1
lk þ
QL
k¼ 1
lk:
(11)
We point out that in spite of the complex expression of
fkðxÞ in the reversible case, Eq. 10 can be reproduced from
Eq. 11 if l0k ¼ 0 for all k. In addition, we point out that the
identical equalities of Eqs. 10 and 11 can determine two sets
of constants, fakg1%k%L and fbkg1%k%L. In fact, Eqs. 10 andXL
j¼ dþ1
Yj
k¼ 1
lk
	YL
k¼ j
ðx þ lkÞ
	#
x
þ
Yd1
k¼ 1
lk
	 YL
k¼ dþ1
ðx þ lkÞ

x þ
YL1
k¼ 1
lk
	
x þ
YL
k¼ 1
lk
(8)
þ lk  1Þ
#
þ
XL
j¼ dþ1
Yj
k¼ 1
lk
	YLþ1
k¼ j
ðx þ lk  1Þ
	
þ1
dþ1
ðx þ lk  1Þ
#
þ
Yd1
k¼ 1
lk
	" YL
k¼ dþ1
ðx þ lk  1Þ
#
(9)
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fbkg1%k%L, respectively, by comparing coefficients of the
same powers of the polynomials on both sides of each
identical equality. For example, in the irreversible case
with L ¼ 2, we have two identical equalities:
ðx þ a1Þðx þ a2Þ ¼ xðx þ l2Þ þ l1x þ l1l2
ðx þ b1  1Þðx þ b2  1Þ ¼ ðx þ l1  1Þðx þ l2  1Þ
þ gðx þ l2  1Þ þ gl1
(12)
Comparing coefficients of the same powers of the polyno-
mial in both sides yields
a1 þ a2 ¼ l1 þ l2; a1a2 ¼ l1l2
b1  1þ b2  1 ¼ l1  1þ l2  1þ g;
ðb1  1Þðb2  1Þ ¼ ðl1  1Þðl2  1Þ þ gðl2  1Þ þ gl1
(13)
Solving them, we obtain the expressions of fakg1%k%2
and fbkg1%k%2
a1 ¼ l1; a2 ¼ l2; b1;2
¼
l1 þ l2 þ g5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðl1 þ l2  gÞ24l1l2
q
2
(14)
Note that a nontrivial solution to Eq. 7 is GðzÞ ¼
LFLða1;/; aL; b1;/; bL;mðz 1ÞÞC, where LFL is a gener-
alized hypergeometric function (52), and C is a normaliza-
tion constant, which can be determined by the condition
Gð1Þ ¼ 1 (implying C ¼ 1). Furthermore, expanding this
function at the point z ¼ 0 and using the derivative property
of the generalized hypergeometric function (52), we have
GðzÞ¼ PN
n¼ 0
LF
ðnÞ
L ða1; a2;/; aL; b1; b2;/; bL;mÞ
mn
n!
zn
¼ PN
n¼ 0
ða1Þnða2Þn/ðaLÞn
ðb1Þnðb2Þn/ðbLÞn
mn
n! L
FLða1þn;/; aLþn;
b1 þ n;/; bL þ n;mÞzn;
(15)
where ðcÞn is the Pochhammer symbol and is defined as
ðcÞn ¼ Gðcþ nÞ=GðcÞ. Thus, according to the relationship
between the PDF and its generating function, i.e.,
PðmÞ ¼ ðmm=m!ÞðdmGð0Þ=dsmÞ, we find a nontrivial
steady-state PDF
PðmÞ ¼
QL
k¼ 1
Gðak þ mÞ
QL
k¼ 1
GðbkÞ
QL
k¼ 1
GðakÞ
QL
k¼ 1
Gðbk þ mÞ
mm
m! L
FLða1 þ m;/;
aL þ m; b1 þ m;/; bL þ m;mÞ;
(16)LFLða1 þ m;/; aL þ m; b1 þ m;/; bL þ mwhere ak and bk can in theory be determined by solving alge-
braic Eqs. 8 and 9. One will see that such an analytical distri-
bution is important for understanding the possible biological
functions of multi-off inactivation modules and elucidating
the mechanism of how promoter progress impacts stochastic
gene expression (see the following two subsections).
Note that the analytical distribution given by Eq. 16 is an
extension of the previous result obtained in a two-state gene
model (compared with the result given in the supplementary
information of Rai et al. (16)) but derived without any
hypothesis. Next, we show how this distribution changes
in the limit of some reaction rates, and in particular present
some simple yet useful distributions. For clarity, we
consider the irreversible case (other cases can be similarly
discussed). Suppose g[1 (implying that the rate of inacti-
vation is significantly larger than the mRNA degradation
rate for the original reaction rates due to the rescaled trans-
formation of parameters). Then, according to Eq. 12, we
have the approximationQL
k¼ 1
ðak þ mÞn
QL
k¼ 1
ðbk þ mÞn
z
Ymþn1
j¼m
"
j
g
1
1 QL
k¼ 1
ðlk=ðlk þ jÞÞ
#
¼ gn
Yn1
j¼ 0
"
mþ j
1 QL
k¼ 1
ðlk=ðlk þ mþ jÞÞ
#
(17)
Furthermore, suppose lk  1, with k˛f1; 2;/; Lg (i.e.,
the rate of activation is much less than that of mRNA degra-
dation for the original reaction rates). Then it follows
YL
k¼ 1
ðak þ mÞn
ðbk þ mÞn
zgn
 QL
k¼ 1lkPL
j¼ 1
QL
k¼ 1;sjlk
þ m
!
n
(18)
for any integerm (including zero) and any positive integer n.
Note that mathematically, Eq. 18 still holds in the case of
lk[1 with k˛f1; 2;/; Lg (i.e., the rate of inactivation is
much larger than the rate of mRNA degradation in the orig-
inal reaction rates), but this case is in general not biologi-
cally reasonable (18,19).
According to the expression of the generalized hypergeo-
metric function in combination with the fact thatXN
n¼ 0
ðaÞn
n!
zn ¼ ð1 zÞa; (19)
(where jzj<1), we obtain the approximate expression for the
LFL function;mÞzð1þ m=gÞ

mþ

1=
PL
k¼ 1ð1=lkÞ

(20)
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approximation from Eq. 18, we finally obtain an approxi-
mate expression for the PDF:
PðmÞz

1þ m
g
	1=PL
k¼ 1
ð1=lkÞ
	
G

1=
PL
k¼ 1
ð1=lkÞ
	
þ m
	
G

1=
PL
k¼ 1
ð1=lkÞ
	
Gðmþ 1Þ


m=g
1þ m=g
	m
:
(21)
Recall that toff ¼
PL
k¼1ð1=lkÞ represents the refractory
period and b ¼ m=g represents the mean burst size that char-
acterizes the burst statistics. Therefore, this approximate
distribution is characterized by only the two parameters,
rather than the original ðLþ 2Þ parameters. We point out
that the supplementary information of Rai et al. (16) derived
a similar approximate distribution for the model corre-
sponding to L ¼ 1 in our case, i.e., the common two-state
gene model.
Furthermore, suppose that the rate of transcription (m) is
significantly larger than that of inactivation (g). In this
case, we have two approximation formulae ððm=gÞ=ð1þ
m=gÞÞmzexpððg=mÞmÞ and Gðð1=PLk¼1ð1=lkÞÞ þ mÞz
m1=
PL
k¼1ð1=lkÞGðmÞ. Taking this limit, we obtain the
following approximate expression for the steady-state PDF:
PðmÞzðbÞð1=toff Þm
ð1=toff Þ1
G

1=toff
 eðm=bÞ: (22)A B
C D
Biophysical Journal 102(6) 1247–1257This PDF takes the form of a gamma distribution.
Recall that a similar approximate distribution was derived
for the two-stage gene model (16,22,53). Therefore, our
result is an extension of the previous results, or the pre-
vious distributions can be reproduced from our analytical
results.
In the end of this subsection, to verify the correctness of
the above-derived analytical distribution, we plot Fig. 2,
which demonstrates several typical distributions and
shows that the theoretical prediction (solid line) is in good
accord with the numerical result (open circles) obtained
by the Gillespie algorithm (note that both are exact in
theory, but owing to inevitable errors in numerical computa-
tion, there would be some small differences between them).
For appropriately chosen inactive phases of the promoter,
the exact analytical distribution (see Eq. 16) can exhibit
unimodality with two different kinds of modes: one peak
close to the origin and the other away from the origin
(refer to Fig. 2, A and B, respectively). More precisely, the
former is dominant in the inactive states (i.e., more time is
spent in the inactive states than in the active state) and
the latter is dominant in the active state (i.e., more time is
spent in the active state than in the inactive state). Such
a difference would be in association with the promoter
activity. If we modulate the inactive phases but keep the
dominant activation, then the distribution can exhibit
bimodality of two different kinds (refer to Fig. 2, C and
D). The former shows the common bimodality observed in
the on-off model, but the latter demonstrates the new bimo-
dality that has not been observed in the common gene
models, where the peak that is originally close to the origin
is now located in the position away from the origin. SuchFIGURE 2 Several typical distributions obtained by
tuning the inactive phases of the promoter in a multistate
gene model with L ¼ 2 and m ¼ 20. (A and B) Unimodality
with the different shapes, where A corresponds to
l0 ¼ 2; l1 ¼ l2 ¼ 1 and B to l0 ¼ 4; l1 ¼ l2 ¼ 10.
(C and D) Bimodality with different shapes, where C
corresponds to l0 ¼ 0:4; l1 ¼ l2 ¼ 1 and C to l0 ¼ 0:6;
l1 ¼ l2 ¼ 1:5. The solid lines represent the theoretical
values, whereas the dashed lines represent the numerical
results obtained by the Gillespie algorithm.
Analytical Distribution in a Multistate Gene Model 1253a translated peak would result from the interaction between
inactive states.Tunability of the noise
After deriving the analytical expression for the steady-state
distribution, we now analyze how inactive phases or off
times of the promoter (defined as tk ¼ 1=lk) tune variance
and noise intensity, and how the number of off states (L)
influences the noise intensity.
First, we consider the irreversible case. Note that general
formulae for computing mean and variance can be ex-
pressed as
hmi ¼ G0ð1Þ ¼ m
YL
k¼ 1
ak
bk
(23)
s2 ¼ G00ð1Þ þ G0ð1Þ  ½G0ð1Þ2m
¼ m
YL
k¼ 1
ak
bk
	
m
YL
k¼ 1
ðak þ 1Þ
ðbk þ 1Þ þ 1 m
YL
k¼ 1
ak
bk
	
: (24)
According to these formulae, we easily compute the vari-
ance and noise intensity as
s2m ¼ hmi
"
1þ
b
QL
k¼ 1
ð1þ tkÞ
ð1þ tonÞ
QL
k¼ 1
ð1þ tkÞ  1
 hmi
#
h2m ¼
s2m
hmi2 ¼
1
hmi þ

ton þ toff
 QL
k¼ 1
ð1þ tkÞ
ð1þ tonÞ
QL
k¼ 1
ð1þ tkÞ  1
 1
; (25)
where hmi ¼ b=ðton þ toff Þ and ton ¼ 1=g. From Eq. 25,
we can find the following interesting facts. Suppose that
the total off time is kept fixed (i.e., toff is a constant) but
the time spent in each off state is undetermined and even
random. In this case, since the Fano factor, which is definedA Bas the ratio of the variance to the mean, is always >1 due to
the inequality
PL
k¼1tk þ 1=
QL
k¼1ð1þ tkÞ>1 for all tk>0,
this implies that the number of mRNAs does not obey a
Poisson distribution, similar to the case occurring in the
two-state model. But the mean of mRNA is always
a constant if both the average burst size and the refractory
period are fixed during inactivation. Of more interest, the
noise intensity, denoted by hm with hm ¼ sm=hmi, which
can be computed using the second formulate of Eq. 25,
has a global minimum, denoted by hmin, with
h2mRh
2
min ¼
1
hmi þ

ton þ toff

toff =Lþ 1
L
ð1þ tonÞ

toff=Lþ 1
L1 1 (26)
Moreover, the minimum is achieved when and only when
all tks are equal (the commonvalue is denoted by t and equa-
tes to toff =L), implying that the times spent in individual off
states may be arbitrary, but the noise intensity will not be
below a certain value. Fig. 3 A shows the numerical results
for L ¼ 2, which verify this theoretical prediction. These
analyses indicate that the inactive phases of the promoter
can tune the noise to the lowest level independent of the
mean expression. This result would imply an important
role of the multi-off mechanism in biological evolution.
Now, we show how the number of the inactive states
impacts the noise intensity. Note that the factor
ðtoff =Lþ 1ÞL=½ð1þ tonÞðtoff =Lþ 1ÞL  1 decreasesmono-
tonically with the increase of L, so the noise intensity (hm)
achieves the maximum at L ¼ 1 that corresponds to the
common two-state gene model (we denote by honoff the
corresponding noise intensity). Therefore,
hm<honoff ; (27)
unless L ¼ 1. Since the actual off mechanism in general
corresponds to the case of L > 1, we obtain an important
biological conclusion, i.e., the multi-off mechanism always
reduces the noise, in contrast to the common on-off mecha-
nism. Thus, the above analysis indicates that the common
gene model overestimates the noise in gene expression. In
addition, we point out that unlike the noise estimated byFIGURE 3 Effect of the multistep process on the noise.
(A) Dependence of the square of the noise intensity (h2) on
the number of off states. The lines represent the theoretical
prediction, whereas the circles represent the numerical
result obtained by the Gillespie’s algorithm (51). (B)
Dependence of the ratio of the square of the approximate
noise intensity (h2approx) to that of the approximate noise
intensity (h2theor) on the number of off states (see the
formulae given in the main text). Cross symbol () in A
and the open circle synbol (B) in B represent h2 and
h2approx=h
2
theor , respectively; both values were obtained
from one of 1000 sets of randomly sampling t1;/; tL with
the fixed refractory period for each fixed L. The parameter
values used in computation are
PL
k¼1tk ¼ 10, l0 ¼ 1,
m ¼ 15 (A) and ton ¼ 10,
PL
k¼1tk ¼ 10, m ¼ 15 (B).
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1254 Zhang et al.the linear noise approximation (called the approximate
noise), the noise considered here is exact, since the noise
intensity is computed using exact distribution (therefore,
we can call it the exact noise for distinction). In this sense,
we will see that the formula given in Pedraza and Paulsson
(6) for computing the noise intensity actually overestimates
the noise (see the following paragraph).
Furthermore, we show that the minimal noise intensity
decreases with the increase of the number of off states (L).
Fig. 3 A shows how the noise intensity depends on L,
demonstrating that the minimal noise intensity is a mono-
tonic decreasing function in L and approaches the finite limit
value at a large L (dashed line). In other words, for a fixed
refractory period, the larger the L, the smaller is the minimal
noise intensity; moreover, this minimum has a finite limit
value in the limit of L. On the other hand, the common
two-state model (L ¼ 1) can be viewed as our multistate
model in the limit of t1/toff with the fixed refractory
period (implying that those other than t1 would be
tk/0). Thus, the corresponding noise intensity, denoted
by hmax (actually, hmaxhhonoff ), is maximal, since the
second term in Eq. 26 is a monotonically decreasing func-
tion with regard to the factor ðtoff =Lþ 1ÞL that is in turn
an increasing function with regard to L. The dashed line
in Fig. 3 A shows the maximal noise intensity independent
of L. If randomly choosing t1;/; tL with the fixed sum
and computing the corresponding mean and variance ac-
cording to Eq. 25, we observe from Fig. 3 A that the noise
intensity seems to be changing continuously from the
minimum to the maximum for small L (referring to the
column corresponding to L ¼ 2), but concentrates mainly on
the minimum for adequately large L (referring to the column
corresponding to L ¼ 10). More precisely, if the cross
symbols in Fig. 3 are uniformly distributed, then the
noise intensity will approach the maximum at a larger prob-
ability; otherwise, it will approach the minimum at a larger
probability. These numerical analyses further justify the
above theoretical prediction and indicate that the previous
studies based on the simple two-state model indeed overes-
timate the noise. In addition, we use Fig. 3 B to show that
formula 1, derived in Pedraza and Paulsson (6), for com-
puting the noise intensity is inexact, where the approximate
noise intensity, denoted by happrox, is computed by h
2
approx ¼
½hbiðs2T=hTi2 þ s2b=hbi2Þ þ 1=ð2hmiÞ, which corresponds
to our case with hbi ¼ m=g, sb ¼ mðmþ gÞ=g2, hTi ¼
ton þ toff , and s2T ¼ t2on þ
PL
k¼1t
2
k , whereas the exact
mRNA noise intensity, denoted by htheor, is computed by
the second formulate in Eq. 25. From this subfigure, we
observe that the formula 1 given in that article indeed overes-
timates the noise, since h2approx=h
2
theor is always >1. In other
words, a multistep mechanism here can reduce the noise to
a lower level relative to that in Pedraza and Paulsson (6).
Next, we consider reversible and partially reversible (i.e.,
mixing) cases, respectively. To analyze the noise in theseBiophysical Journal 102(6) 1247–1257cases, we need to compute the refractory period (or mean
residence time (MRT)), which involves residence time
distribution (RTD). Note that RTD (denoted by f ðtÞ), and
MRT (i.e., toff ) can be in general given by Laplace transfor-
mation. Here, we list analytical results for f ðtÞ and toff in
several simple cases (i.e., small L). In the irreversible case
with L ¼ 2, we have
f ðtÞ ¼ dpAðtÞ
dt
¼ l2p2ðtÞ ¼

l1l2
ðl1  l2Þ
	
el2t  el1t:
(28)
Correspondingly, MRT is
toff ¼
Z N
0
tf ðtÞdt ¼

1
l1
	
þ

1
l2
	
; (29)
which is in accord with the above definition of the refractory
period in this case. In the reversible case, with L ¼ 2, f ðtÞ is
given by
f ðtÞ ¼ l1l2
2u
h
eððl1þl
0
1
þl2Þ=2uÞt  eððl1þl01þl2Þ=2þuÞt
i
; (30)
where u ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðl1 þ l01 þ l2Þ  4l1l2
p
=2. Correspondingly,MRT is
toff ¼
Z N
0
tf ðtÞdt ¼

1
l1
	
þ

1
l2
	
þ

l01
ðl1l2Þ
	
: (31)
Note that the function f ðtÞ has the unique extremum in the
above two cases (in fact, we can show that f ðtÞ also has such
a property in a more general irreversible case). We point out
that this fact can well explain the phenomenon observed in
a recent experiment (18,19), i.e., that the residence time
obeys a unimodal distribution. In the reversible case with
L ¼ 3, we can obtain the analytical expression of MRT
toff ¼
Z N
0
tf ðtÞ dt ¼ 1
l1
þ 1
l2
þ 1
l3
þ l
0
1
l1l2
þ l
0
2
l2l3
þ l
0
1l
0
2
l1l2l3
;
(32)
where the expression of f ðtÞ is omitted due to its complexity.
In a more general case, we can also derive the analytical
expression of toff , but its form would be very complex for
a large L. In a word, given a pattern of transitions between
inactive states, we can always derive the analytical expres-
sions for RTD and MRT. We point out a fact that if a new
inactive state is added to a CT, then toff will increase,
comparing Eqs. 32 with 31 or Eqs. 31 with 29.
In terms of mean off and on periods, we can reexpress the
noise intensity;for example, in the reversible case with
L ¼ 2, we have
h2m ¼

ton þ toff

toff þ ð1=ðl1l2ÞÞ
þ 1
toff þ ð1=ðl1l2ÞÞ
ð1þ tonÞ þ ton þ
1
hmi  1; (33)
Analytical Distribution in a Multistate Gene Model 1255where the mRNA mean hmi is independent of the individual
inactive phases (in fact, we can show hmi ¼ ðmtonÞ=
ðton þ toff Þ in all the cases, including those where L takeshmi ¼ b
toff þ ton
s2m ¼ hmi

b

1þ ðl1 þ l2 þ l3Þ þ

l01 þ l02
ðl1l2l3Þ þ toff þ 1
ð1þ tonÞ

1þ ðl1 þ l2 þ l3Þ þ

l01 þ l02
ðl1l2l3Þ þ toff þ ton þ 1 hmi
 (36)any positive integer and where there are various linking
patterns between off states for a fixed L). Thus, it is not diffi-
cult to see from Eq. 33 that the previous two qualitative
results (i.e., that the phases of the promoter can modulate
the noise intensity to the minimum independent of the
mean expression; and that the multi-off mechanism, in
contrast to the simple on-off mechanism, always attenuates
the exact noise) held in the irreversible case also hold in the
reversible case.
Interestingly, one can expect the following more general
conclusion to hold. That is, the noise intensity in the irre-
versible case, hirreversible, is less than that in the partially
reversible case, hmix, which is, further, less than that in the
reversible case, hreversible, and the latter noise intensity is
finally less than that in the common on-off model, honoff .
More precisely, if ton,toff , b are kept the same in all the
four cases (irreversible, reversible, partially reversible (mix-
ing) and simple on-off), then
hirreversible<hmix<hreversible<honoff (34)
holds in general. In other words, the noise intensity is small-
est in the irreversible case, largest in the simple on-off case,
and in between these two intensities in the other cases. Here,
we sketch the proof of the inequality in Eq. 34. First,
compute the means and variances in four cases: irreversible,
mixing, reversible, and on-off, where all the means have
the same expression as hmi ¼ b=ðtoff þ tonÞ. Then, make
comparisons between the four variances, finding that the
variance in the irreversible case is smaller than that in the
mixing case, which is smaller than that in the reversible
case, which is smaller than that in the on-off case. For
example, in the case of L ¼ 3, it follows from Eqs. 8 and
9 that two identical equalities
ðx þ b1  1Þðx þ b2  1Þðx þ b3  1Þ ¼ ðx þ g 1Þ
 x þ l1 þ l2 þ l01  1
 x þ l3 þ l02  1þ l1l2  l2l02þ l1l2l3
ðx þ a1Þðx þ a2Þðx þ a3Þ ¼ x

x þ l1 þ l2 þ l01

 x þ l3 þ l02þ l1l2  l2l02þ l1l2l3
(35)hold for any real number x. Choosing appropriate values of x
in these equalities and using Eqs. 23 and 24, we can obtain
the analytical expressions for the mean and variancein terms of toff and ton, where toff is given by Eq. 32. Note
that l01 ¼ l02 ¼ 0 corresponds to the irreversible case, l02 ¼ 0
to the partially reversible case, and l2/0, l3/0, and
l01 ¼ l02 ¼ 0 to the simple on-off case. Therefore, it is not
difficult to show that the inequaliaty of Eq. 34 indeed holds
true.
In the end of this subsection, we point out that when one
new inactive state is added to the CT, the noise will be
reduced. In fact, the refractory period will increase in this
case (comparing Eqs 31 and 29 or Eqs. 32 and 31), but
the noise intensity is a monotonically decreasing function
of the refractory period.Tunability of bimodal distribution
As is well known, noise can induce the bimodal distribution
in the common on-off gene model (23). However, for a
multistate gene model like that depicted in Fig. 1, it is
unclear how the multi-off-controlled noise affects a bimodal
distribution. Intuitively, such noise should be able to induce
bimodality and even multimodality, but by the large-scale
sampling for the system parameters in their reasonable
ranges, we do not find that noise induces multimodality.
Rather, the multi-off mechanism can tune the bimodal distri-
bution dependent on the inactive phases of the promoter.
Fig. 4 gives an example (L ¼ 2) for this effect, where the
unimodal and bimodal regions in the ðton; toff Þ plane with
the boundary t1=t2 ¼ 1 (black line), t1=t2 ¼ 9 (dashed
line), or L ¼ 1 (gray line) are shown. From this figure, we
observe that the larger the t1=t2 ratio, the larger is the
bimodal region. In the limit of t1=t2 (i.e., t2/0 or
L ¼ 1), which corresponds to the common two-state model,
the corresponding bimodal region will become largest.
Three subsets show the corresponding PDFs for three
different but representative points. From these subsets, we
observe that the noise in all three cases can induce bimo-
dality for appropriate ton and toff , but there are some differ-
ences in bimodality, e.g., the peaks of the PDF for t1=t2 ¼ 1
(black) look blunter or flatter than those of the PDF for
t1=t2 ¼ 9 (gray). We think that such a difference would
be due to the different noise intensity (in fact, the noise
for the former is weaker than that for the latter. See the
above theoretical result).Biophysical Journal 102(6) 1247–1257
Region I Region II
S1
S1
S2
S3
S2
S3
FIGURE 4 Example of the effect of the multi-off mechanism on the
bimodal distribution, where L ¼ 2. Shown are the unimodal (Region I)
and bimodal (Region II) regions in the ðton; toff Þ plane with fixed
toff ¼ t1 þ t2, where the black (t1=t2 ¼ 1), dashed (t1=t2 ¼ 9), or gray
(L ¼ 1, which corresponds to the common on-off model) line represents
the boundary. (Insets) PDFs for three different but representative points
(S1–S3, respectively). The other parameter values are the same as those
in Fig. 3.
1256 Zhang et al.The result in Fig. 4 can explain the phenomenon observed
in a recent experiment presented in Taniguchi et al. (53),
where bimodal distributions among 1018 strains were not
clearly observed under some growth conditions. Our result
would imply that the multistep inactivation is a mechanism
for explaining why bimodal distributions are generally rare
in experimental observations.CONCLUSIONS AND DISCUSSIONS
Transcription involves complex processes, including
recruitment of transcription factors and DNA polymerases
and a series of transitions between active and inactive
states of the promoter. How upstream dynamics influence
downstream dynamics is a key to understanding transcrip-
tion dynamics. Here, we have analyzed a stochastic gene
model that links transcriptional behavior to the dynamics
of the promoter chromatin structure (one active state and
multiple inactive states). By deriving the analytical expres-
sion for the steady-state mRNA PDF, which can be used to
characterize the noise in mRNA fluctuations, we have
demonstrated that the multi-off mechanism always attenu-
ates the noise with a corollary that the previous results, ob-
tained using a two-state gene model, overestimate the noise
in gene expression and, meanwhile, can tune bimodality.
Moreover, the inactive phases of the promoter can modulate
the mRNA noise to the lowest level, independently of the
mean mRNA expression. These results provide insight
into how the multi-off mechanism can be used to fine-tune
the noise in stochastic gene expression with potential impli-
cations for studies addressing the evolutionary importance
of noise in biological systems (14,54). We point out thatBiophysical Journal 102(6) 1247–1257in some limits, mRNA distributions controlled by the inac-
tive phases of the promoter can in turn be used to infer the
degree of transcriptional bursting and hence to determine
the source of intrinsic noise in gene expression. In addition,
we point out that the multi-off mechanism has equal impor-
tance with multi-step synthesis/degradation mechanisms
studied by Pedraza and Paulsson (6) from a biological
perspective (since they are all fundamental biological
processes in gene expression), but the molecular mechanism
of multiple offs considered here is fundamentally different
from the mechanism considered in that article. The results
obtained here are also different from those obtained in
that article, since the latter in general overestimates the
noise (referring to Fig. 3 B of this article).
Except for the connection pattern between active and
inactive states considered here, general models of promoter
progress would have other connection patterns. For
example, several examples from yeast and higher eukary-
otes have demonstrated other complex connection patterns
between promoter progress and transcriptional regulation
(10,55). The corresponding models share two essential
features: 1), assembly of the active transcription complex
is sequential; and 2), the CT is necessary for mediating
the effects of sequential assembly, but it is unclear how
upstream dynamics impact downstream stochastic dy-
namics. One possible implication of the models is that the
number of upstream sequential steps also has a profound
influence on the kinetics of transcription, as shown in this
article. Thus, our next study will focus on analyzing such
influences by considering a more general gene model where,
e.g., there exist stochastic transitions between active states
of the promoter.The authors thank Dr. Zhanjiang Yuan for valuable discussions.
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