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Die abgelöste Strömung im Nachlauf eines generischen Trägerraketenmodells wurde experi-
mentell bei einer sehr hohen Reynolds-Zahl und einer transsonischen Machzahl untersucht,
um die physikalischen Phänomene, die zum Buffeting führen, aufzuklären und verlässli-
che Validierungsdaten für numerische Strömungssimulationen zu generieren. Aufgrund
der großen Dynamik der verschiedenen Skalen und der Geschwindigkeit in turbulenten
Scherschichtströmungen war im Rahmen der Arbeit eine Weiterentwicklung der etablierten
PIV-Messtechnik erforderlich. Eine grundlegende Untersuchung der räumlichen Auflö-
sungsgrenze identifizierte eine ideale Messanordnung und die beste Auswertetechnik, um
die gewünschten Ergebnisse über die Nachlaufströmung des untersuchten Trägerrake-
tenmodells zu erhalten. Außerdem wurde ein neues Verfahren entwickelt, um die Wahr-
scheinlichkeitsdichtefunktion der Geschwindigkeit direkt aus der PIV-Korrelationsfunktion
abzuschätzen. Dieser Ansatz ermöglicht die direkte Bestimmung der Reynolds- Normal-
und Schubspannung ohne nennenswerte räumliche Tiefpassfilterung gegenüber etablierten
Auswertemethoden und führt zu einer wesentlich verbesserten Auflösung und Genauigkeit.
Weiterhin wurden einzelne Wirbel in der abgelösten Scherschicht in momentanen Ge-
schwindigkeitsfeldern detektiert, um die Entstehung und Bewegung turbulenter Strukturen
zu analysieren. Eine statistische Analyse der detektierten Wirbel zeigt deren räumliche
Verteilung in Abhängigkeit von der Wirbelgröße und -stärke. Die kombinierte Anwendung
der entwickelten Auswerteverfahren liefert einen breiten Überblick über die Strömungs-
vorgänge im Nachlauf des Trägerraketenmodells und liefert eine Datenbasis, die für die
Validierung neuer numerischer Werkzeuge eingesetzt werden kann. Darüber hinaus sind
die verbesserte Abschätzung der Reynoldsspannungen und die theoretischen Überlegungen
zur räumliche Auflösung von grundlegender Bedeutung für viele andere Experimente.
Abstract
The separated wake flow of a generic space launcher model was investigated experimentally
at a very high Reynolds number and a transonic Mach number in order to analyze the
physical phenomena that lead to buffeting and to generate reliable validation data for
computational fluid dynamics. Due to the large dynamic range of scales and velocities in
turbulent shear flows, it was necessary to improve the state-of-the-art PIV techniques. A
fundamental investigation of the spatial resolution limit identified the ideal measurement
setup and the best evaluation approach to obtain the desired results of the wake flow
for the investigated space launcher model. Additionally, a new method was developed
to estimate the velocities’ probability density function directly from the PIV correlation
function. This approach allows for the direct determination of the Reynolds normal and
shear stress without significant spatial low-pass filtering, compared to established methods,
and results in significantly improved resolution and accuracy. Furthermore, individual
vortices in the separated shear layer were detected in instantaneous velocity fields to
v
investigate the formation and motion of turbulent structures. A statistical analysis of the
detected vortices reveals their spatial distribution with respect to their size and swirling
strength. The combination of the developed evaluation techniques yields a broad overview
of the flow phenomena in the space launcher model’s wake and results in a data basis that
may serve for the validation of new numerical tools. Beyond that, the improved estimation
of Reynolds stresses and the theoretical considerations regarding the spatial resolution are
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1.1 The space launcher’s wake
The transportation of satellites and other aero/astro-space technical equipment from earth’s
surface to a near earth orbit or even to outer space requires efficient delivery systems,
that fulfill a number of demands, e.g. a high degree of reliability in extreme conditions,
enough power to mobilize massive pieces of hardware and superior cost effectiveness.
The European space launcher ARIANE V consist of the cryogenic main stage and two
solid rocket boosters attached to the side of the main stage, as shown in Fig. 1.1. More
than 10 tonnes of payload can be accommodated in the second stage, which is placed in
the top part of the main stage and covered by the fairing. In its first 140 seconds, the
launcher is accelerated to a velocity of approximately 2,000 m/s by the solid boosters.
After separation, the main engine (Vulcan 2) lifts the main stage to an altitude of ca.
150 km, where the fairing splits off and the upper stage is released. In the case of flight
VA208 (August 2, 2012), the conditions for geostationary transfer orbit (altitude: 658 km,
velocity: 9,352 m/s) had been achieved less than 30 minutes after ignition and the payload
(Intelsat 20 and by Hylas-2 ) was released1.
The wake flow of a space launcher is characterized by a large separation region during
atmospheric ascent. Schrijer et al (2011) recently performed wind tunnel experiments
on a 1 : 60 sub-scale model of the ARIANE V. They showed that the boundary layer
separating at the rear end of the main body reattaches at the main engine’s nozzle. This
reattachment causes strong wall pressure fluctuations which lead to increased dynamic
loads for the nozzle structure. The loads are strongest in the transonic regime and the
characteristic frequencies of the pressure fluctuations may interfere with the structural
modes of the nozzle leading to so called buffeting. A sketch of the wake flow is illustrated
in Fig. 1.2.
In order to develop design rules for the geometry of a space launcher’s rear end, it is
necessary to investigate the effect of all relevant parameters on the wake flow. It is essential
to understand the relation between flow parameters (boundary layer state, flow velocity,
pressure, temperature) and geometry parameters (main stage diameter, nozzle location
and size), on the one hand, and flight performance and mechanical loads, on the other






Figure 1.1: (a) ARIANE V cryogenic main stage with the Vulcain 2 engine, (b) compleated
launcher on its mobile launch table and (c) liftoff of the 57th ARIANE V
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Figure 1.2: Sketch of the space launcher wake: The main body boundary layer separates
and reattaches on the main engine’s nozzle.
and analyze their effect with adequate tools. These tools can be computational fluid
dynamics (CFD) and/or experimental flow investigations.
1.2 Previous investigations of backward-facing step flows
The flow over a backward-facing step, like at the rear end of a space launcher, is very
important from a technological point of view as well as for fundamental fluid mechanic
research. It was extensively studied both experimentally and numerically in the past.
Although the geometry is rather simple, the flow field is relatively complex, as illustrated
in Fig. 1.3. The incoming boundary layer separates at a sharp edge. A Kelvin-Helmholtz
instability develops in the first part of the thin shear layer and generates coherent vortices.
The vortices grow in size and strength while traveling downstream. This causes, on average,
a broadening of the shear layer with increasing distance from the point of separation
and an amplification of the turbulent fluctuations. The mean flow field is characterized
by a large recirculation region, which is separated from the outer region by the dividing
streamline. Some of the shear layer vortices are pulled into the recirculation region by
an adverse pressure gradient and they interact with the next generation of shear layer
vortices. Due to this feedback, the shear layer of a backward-facing step differs significantly
from a free shear layer. Furthermore, the vortices traveling backwards within the primary
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Figure 1.3: Backward-facing step flow field.
is formed in the corner of the primary recirculation region, which appears in the averaged
flow field.
Bradshaw and Wong (1972) as well as Eaton and Johnston (1981) showed in their review
papers, that for 2D backward-facing steps the stream-wise extension of the primary
recirculation region mainly depends on the step height and on the incoming boundary
layer state. The reattachment length is between 5 and 7 times the step height for fully
turbulent incoming flow over a Reynolds number range of Reh = 3× 103 . . . 3× 105 (based
on the step height).
Eaton and Johnston (1981) found that the first part of the separated shear layer is similar
to a plane-mixing layer, since the dividing streamline is only slightly curved and the
shear layer is thin enough to be unaffected by the wall. The second half of the separated
flow region is characterized by a strongly curved shear layer, indicated by the dividing
streamline in Fig. 1.3. In this region the shear layer broadens and the Reynolds stresses
increase. Eaton and Johnston (1981) compared several 2D experiments and concluded
that the stream-wise location with maximum stream-wise Reynolds stress and Reynolds
shear stress is close to the reattachment location or slightly upstream. Whether or not the
stresses in the shear layer are even higher could not be answered so far due to the limited
spatial resolution of the measurement techniques applicable to these kind of flows.
A characteristic feature of the backward-facing step flow is the splitting of the reattaching
shear layer. Bradshaw and Wong (1972) predicted that at reattachment large eddies are
torn in two and, as a result, the eddies are decreased in size further downstream, which
could not be verified experimentally at that time. On the other hand, Chandrasuda (1975)
and McGuinness (1978) concluded that some of the large eddies follow the upstream
moving fluid, while the others are traveling further downstream. The early measurements
presented in Bradshaw and Wong (1972) and in Eaton and Johnston (1981) were performed
by point-like probes (LDA and hot-wire). Thus, they reveal only temporal profiles rather
than spatial distributions and are not able to detect instantaneous flow structures. More
recently, Huang and Fiedler (1997) used PIV to study the temporal development of the
starting flow of a backward-facing step in a water tunnel at Reh = 4300. They showed
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that an initially formed regular vorticity street collapses after a short time due to vorticity
interaction.
Later on, Scarano et al (1999) and Schram et al (2004) used PIV to investigate turbulent
structures within instantaneous velocity fields and demonstrated the suitability of PIV
for the detection of vortices and the measurement of their size and swirling strength at
relatively low Reynolds numbers (Reh ≈ 5000). It was shown that the size of span-wise
aligned rollers grows nearly linearly in the first part of the shear layer. Furthermore,
a significant fraction of counter rotating vortices indicated an early three dimensional
breakdown resulting in a varying reattachment location. Le et al (1997) also observed this
phenomena in direct numerical simulations (DNS) for a similar test case.
Roshko and Thomke (1966) observed the turbulent reattachment downstream of an
axisymmetric step in supersonic flow by means of pitot probe measurements and schlieren
images. They found that the reattachment length is only 2.8 to 3.7 times the step height
for Mach numbers between 2 and 4.5. Experiments in the subsonic regime also showed a
decreased length of the reattachment region (Hudy et al, 2003, 2005) indicating that the
round shape of the model reduces this quantity.
In the last years, the wake of space transportation systems was in the focus of several close
collaborations to perform numerical investigations and experiments. The FESTIP (Future
European Space Transportation Investigations Program) and the RE–SPACE project (Key
Technologies for Reusable Space Systems), for example, developed new technologies and
new simulation methods for reusable launchers (Pfeffer, 1996; Gülhan, 2008). The ESA
TRP –Unsteady Subscale Force Measurements within a Launch Vehicle Base Buffeting
Environment– concentrated on the ARIANE V base flow and investigated the wake of a
space launcher model by means of PIV and tested potential buffeting reduction devices
(Hannemann et al, 2011; Schrijer et al, 2011). Furthermore, several numerical (Lüdeke
et al, 2006; Deck et al, 2007) and experimental (David and Radulovic, 2005; Deprés et al,
2005) works have analyzed the flow around a 1/60 model of the ARIANE V space launcher
including solid state boosters and other smaller components. David and Radulovic (2005)
and Deprés et al (2005) performed unsteady wall pressure measurements on the after-body
of the space launcher model at the DNW High Speed Wind Tunnel. Both reported wall
pressure fluctuations corresponding to a Strouhal number of Std = f · d/u∞ ≈ 0.2, which
occur only for azimuthal angles between the solid state boosters. David and Radulovic
(2005) also presented unsteady wall-pressure measurements during atmospheric flight of the
real ARIANE V launcher during flight 521, which confirm the wind tunnel observations.
The flow over a cylindrical forebody elongated by a second cylinder of smaller diameter and
finite length is a generic version of a space launcher’s rear end. It was in the focus of several
numerical investigations (Deck et al, 2007; Weiss et al, 2009; Meiss and Schröder, 2008;
Statnikov et al, 2012) and of experiments presented in Deprés et al (2004). The smaller
cylinder, which has a length of 1.2 times the diameter of the forebody, represents the main
engine’s nozzle. Deprés et al (2004) performed unsteady wall pressure measurements on
the elongated cylinder at Mach numbers between 0.6 and 0.85. They found that for long
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enough rear bodies the separated flow reattaches at the end of the nozzle dummy. Two
characteristic frequencies were found in the pressure spectra. The corresponding Strouhal
numbers are Std = 0.2 and Std = 0.6, which are related to formation of large scale vortices
and convection of turbulent eddies in the separated shear layer, respectively. Recently,
Bitter et al (2012) analyzed the pressure dynamics for a similar model, with a very long
base cylinder, using fast-responding pressure-sensitive paint. They showed the spatial
distribution of the surface pressure: The maximum spectral amplitude corresponds to a
Strouhal number of Std = 0.21 and was detected at a location shortly after reattachment.
1.3 Computational and experimental approaches
The motion of a fluid in space and time ~u (~x,t) is characterized by the conservation of
mass, energy and momentum. The main equations are summarized here by following
the work of Kundu and Cohen (2008) as well as the online documentation at http:
//www.cfd-online.com. The conservation of mass dm/dt = 0 leads to the continuity





(ρui) = 0 (1.1)
Where ρ is the fluid density and ui are the velocity components. The conservation of






(ρuiuj + pδij − τij) = 0 (1.2)
Where p is the pressure and τij is the viscous stress tensor (for Newtonian fluids):
τij = 2µeij (1.3)



















(ρuje+ ujp+ qj − uiτij) = 0 (1.5)
Where e is the internal energy per unit mass and the heat flux is given by
~q = −k∇T. (1.6)
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With the conductivity k and the temperature gradient ∇T .
Equations (1.1), (1.2), and (1.5) are referred to as the Navier-Stokes equations. To close
the equations it is necessary to specify an equation of state, like p = ρRT for a perfect
gas. The Navier-Stokes equations are a system of nonlinear partial differential equations,
in general.
Although, it is not yet proved that solutions always exist (nor that they are smooth and have
bounded kinetic energy), the Navier-Stokes equations are widely used in computational
fluid mechanics (CFD) to predict the motion of non-relativistic fluids, which can be treated
as continuum. However, direct numerical simulation (DNS) of a turbulent shear flow
requires an enormous amount of computational power. The computational mesh must
be fine enough to resolve all spatial scales ranging from the smallest dissipative one, the
Kolmogorov scale η, up to the integral length scale L, associated with the largest turbulent







Where ν is the kinematic viscosity and ε is the rate of kinetic energy dissipation (Kol-
mogorov, 1962). Typically, η is in the range of millimeters for oceans and the atmosphere
and reaches the micrometer scale for laboratory experiments (Kundu and Cohen, 2008).
Thus, several orders of magnitude must be covered by the computational mesh. Due to
this, DNS is mainly used for fundamental research at relatively low Reynolds numbers,
where it still requires the use of supercomputers (Moin and Mahesh, 1998; Ishihara et al,
2009; Wu and Moin, 2009).
If the computational mesh is not fine enough to resolve the Kolmogorov length scale,
large eddy simulations (LES) are applied to solve the Navier-Stokes equations. LES was
proposed by Smagorinsky (1963), it explicitly resolves the large turbulent structures, the
large eddies, and implicitly resolves the small eddies by using a sub-grid model. This
leads to spatially low-pass filtered velocity fields. Although the resolution is decreased,
compared to DNS, LES has become a powerful tool for the simulation of turbulent flows
in industrial environment or for fundamental research (Mason, 2006; Pitsch, 2006; Sagaut,
2005). Due to the reduced computational time it became possible to simulate flows around
objects with complex geometries.
When the computational costs must be reduced even further, it is possible to compute
only the mean velocity field from the Navier-Stokes equations. Here, the instantaneous
quantities are substituted by time-averaged and fluctuating ones (Reynolds decomposition).
The velocity for example is rewritten as follows:
ui = 〈ui〉+ u′i (1.8)
Where 〈ui〉 is the mean velocity and u′i its corresponding fluctuation. The Reynolds decom-
position of ~u and p allows for reducing Eqs. (1.1), (1.2), and (1.5) to the Reynolds-averaged
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Navier-Stokes equations (RANS) for incompressible flow. In the case of compressible flow,
also density and viscosity must be decomposed leading to the Favre-averaged Navier-Stokes
equations (Favre, 1965; Canuto, 2009). A remaining issue of this procedure is that the
Reynolds decomposition introduces additional terms to the system of equations. The so






represents the apparent stress of the fluctuating
velocity field and was not part of the Navier-Stokes equations. To account for the additional
unknowns, the RANS (or Favre-averaged Navier-Stokes) equations must be supplemented
with turbulence models. A variety of different turbulence models was developed to close
the equations (see for instance Spalart and Allmaras (1992); Menter et al (2003); Kalitzin
et al (2005))
To analyze the wake of a space launcher during atmospheric ascent with CFD tools, direct
numerical simulation of the Navier-Stokes equations is far to slow, even for today available
supercomputers. Also LES requires very much computational effort. To achieve results
after reasonable computational time, RANS and LES methods must be combined for the
simulation of the transonic wake flow: The forebody (Statnikov et al, 2012; Roidl, 2012)
or the outer region (Deck et al, 2007) is simulated with RANS at fairly low cost and only
the wake is analyzed by means of LES. Such novel approaches need to be validated using
experimental data.
To achieve experimental data of the flow velocity, different measurement techniques were
developed in the past: The first quantitative measurements were done by probes that need
to be placed within the flow. The pitot pressure probe measures the dynamic pressure
in the flow from which the local velocity can be estimated (Pitot, 1732; Darcy, 1858).
Hot-wire anemometers measure the velocity electrically: A thin metal wire is heated
electrically and cooled by the flow. The temperature of the wire yields information about
the (absolute value of the) flow velocity. The temperature, on the other hand, influences
the resistance of the wire, which is measured electrically (King, 1914; Wattendorf and
Kuethe, 1934; Corrsin, 1947; Wyngaard, 1968). The main drawbacks of these probes are
(1) that they measure only point-wise data and (2) that they need to be placed within the
flow, right at the position of interest.
More recently, optical sensors were used to determine the flow velocity. Laser-Doppler
anemometers (LDA), also known as Laser Doppler Velocimeters (LDV), measure the
velocity of small tracer particles seeded into the flow (Foreman et al, 1965). Two coherent
laser beams (generated by slitting one beam) are crossed and form interference fringes.
Particles that cross the fringe pattern scatter light that is collected by a photo-detector.
The frequency of the scattered light intensity is directly proportional to the velocity
component perpendicular to the fringe orientation. The big advantage over probes is that
the fluid is undisturbed, apart from tracer particles. A remaining issue is that only one
velocity component is measured for one point (average over a small volume) in space.
Only complex setups, using a combination of three LDVs with different laser wavelengths,
allow for the estimation of all three velocity components (Tian et al, 2007; Chesnakas
and Dancey, 1990). In order to measure the spatial distribution of velocity fields with the
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point-wise techniques discussed above, one would have to either traverse the sensor or to
use several sensors at the same time. However, traversing the sensor would not allow for
measuring instantaneous vector fields and using several sensors results in a rather complex
setup.
To overcome this fundamental problem, Particle Image Velocimetry (PIV) was invented
more than two decades ago. PIV estimates, analog to LDV, the flow velocity from the
motion of tracer particles. The differences to the LDV technique are that (1) a much
larger volume is illuminated and (2) the scattered light of thousands of tracer particles is
captured at the same time. Using one double-shutter camera and a double-cavity laser
allows for measuring two velocity components an a plane. Two cameras in a stereoscopic
setup yield all three velocity components and three or more cameras enable to measure the
velocity field in a volume rather than in a plane. Among all this measurement techniques,
PIV is the only one that is capable to measure gradient based quantities, such as vorticity
or dissipation rate from instantaneous vector fields. Furthermore, with the development
of digital Particle Image Velocimetry in the last years it became possible to acquire and
process huge amounts of data, which allows for estimating flow statistics or for investigating
the temporal development of flow phenomena.
PIV seems to be the best available experimental method for the investigation of turbulent
shear layers. However, the experimental investigation also has some limitations: One is
that the measurements are usually done on a sub-scale model in wind tunnels, where the
model must be mounted. This model mounting, as well as the wind tunnel walls, are a
deviation from the geometry of interest. Another drawback of PIV experiments, compared
to CFD, is that the information is collected on a regular grid, which cannot be refined in
regions with strong gradients. Thus, an enormous dynamic spatial range is required to
resolve the different scales of turbulent shear flows.
It can be concluded that a combination of PIV and CFD methods should be used to achieve
the knowledge required for the design of future space launchers. Combined RANS-LES
methods, on the one hand, are in principle capable to simulate a full-scale launcher at
transonic Mach numbers during atmospheric ascent. On the other hand, experimental data
must be used to validate the numerical methods in order to verify whether the simulated
turbulence spectrum is sufficient or not (in the case of LES) and whether the turbulence
modeling is realistic or not (in the case of RANS).
1.4 Structure of the thesis
This thesis was performed within a sub-project of the SFB-TRR 40 program “Technological
foundations for the design of thermally and mechanically highly loaded components of
future space transportation systems”, founded by the German research foundation (DFG).
The scientific focus within the SFB-TRR 40 is the analysis and modeling of coupled liquid
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rocket propulsion systems and their integration into the space transportation system2.
Based on reference experiments, numerical models are developed, which serve as a basis for
efficient and reliable predictive simulation design tools. A combined optimization of the
major components under high thermal and mechanical loads, e.g. combustion chamber,
nozzle, structure cooling, and after body, is undertaken within the SFB-TRR 40 program
to achieve an enduring increase in the efficiency of the entire system. For the validation of
the wake flow simulation with new numerical tools, a generic model was designed, which is
investigated numerically and experimentally. Only a generic model with simple geometry
is suited for such a combined investigation. It allows for the analysis of the basic physical
phenomena without the effects of complex geometries. Nevertheless, once the numerical
tools are validated, the geometry can be altered to design future space launchers.
The here considered sub-project concentrates on the experimental investigation of the
turbulent wake flow of a generic space launcher model in a transonic regime. The overall
objective is to achieve a deep understanding of the flow physics of the space launcher
model’s wake for two reasons: (1) to create a data basis that can serve as reference for the
validation of new numerical methods and (2) to identify the sources of the characteristic
pressure fluctuations in order to be able to reduce the buffeting to an acceptable level in
future works. To fulfill the objective it was necessary to improve the existing measurement
techniques as well as the evaluation methods.
The thesis consists of 5 chapters. This introduction is followed by a chapter discussing
the basics of digital Particle Image Velocimetry. The equipment necessary for PIV is
briefly introduced and an overview of the different evaluation techniques is shown. With
the intention to validate numerical flow simulations, a detailed analysis of the theoretical
limits of PIV is very important. Therefore, the resolution limit of PIV and the uncertainty
for the estimation of near-wall velocity profiles is also discussed in Chapter 2.
In Chapter 3 the spatial resolution for flow statistics – such as the Reynolds stresses – is
improved. The combination of the mean velocity field and the Reynolds stress distribution
is well suited for a comprehensive characterization of a flow phenomena such as a space
launcher’s wake. In contrast to instantaneous velocity fields, it allows for a comparison of
different experiments among themselves as well as of experiments with flow simulations.
Furthermore, in CFD the Reynolds stress tensor is required for closing the RANS equations.
Chapter 3, shows for the first time, how Reynolds normal and shear stresses, in a 2D regime,
can be estimated from the velocity’s probability density function, which is estimated from
PIV correlation functions. This approach results in significantly improved spatial resolution
and does not suffer from spatially low-pass filtering, as previous methods do.
Chapter 4 discusses the possibility to detect vortices from PIV velocity fields. Vortices
are the source of dynamic loads, their location, size, swirling strength, and orientation is
very important for the characterization of turbulent shear flows. Chapter 4 shows that
the detectability of vortices depends on the resolution of the vector field. The large scale




Finally, the wake of a generic space launcher model is analyzed at a Mach number of
0.7 in Chapter 5. This chapter contains the evaluation of state-of-the-art experiments
analyzed with sophisticated PIV evaluation methods. The analyzed data set was acquired
at relatively low optical magnification resulting in a large field of view, which yields the
required overview. On the other hand, the mean velocity distribution as well as the
Reynolds stress distribution are reliably estimated with very high resolution. Thus, it is
possible to cover a large dynamic spatial range, which allows for the investigation of small
(thin shear layer, corner vortex) and large scales (recirculation region) at the same time.
Furthermore, the appearance of shear layer vortices in the wake of the space launcher
model is analyzed. The spatial distribution of the vortices with respect to their size and
swirling strength as well as the spatial distribution of the mean velocity field and the





2 Particle Image Velocimetry
Particle image velocimetry (PIV) is a non intrusive measurement technique that estimates
the velocity field of a flow in a plane, or even in a volume, by measuring the displacement
of appropriate particles in a certain time interval ∆t. Therefore, tracer particles which
follow the fluid motion faithfully are illuminated twice by a laser and the light scattered
from the particles at the time t and t+ ∆t is recorded on successive frames of a digital
camera, as illustrated in Fig. 2.1. In a second step the recorded image pair is subdivided
into several thousand interrogation windows and the average particle image displacement
is estimated by spatial cross-correlation methods for each interrogation window. Finally,
the local flow velocity for each interrogation window is estimated from the location of
the signal peak in the correlation plane by taking into account the optical magnification
of the imaging system and the time interval between the two illuminations (Adrian and
Westerweel, 2010; Raffel et al, 2007).
This chapter describes the key elements of PIV measurements: Section 2.1 discusses
the required components and their interaction. Imaging system, light source and tracer
particles must match certain requirements, which are defined by the experiment. Section 2.2
explains the evaluation principle of PIV. Two well developed methods, window-correlation
and single-pixel ensemble-correlation, are discussed in detail. The resolution limit of PIV
is in the focus of Sec. 2.3 and Sec. 2.4 deals with the uncertainty of near-wall velocity
profiles.
2.1 Data acquisition
The key elements for PIV measurements are:
• tracer particles, whose motion represents the motion of the fluid of interest,
• a light source that illuminates the particles in the measurement volume, and
• an imaging system that collects the scattered light from the particles and image it
onto a camera sensor so that the PIV images can be read out and processed
The working principle of a PIV system is sketched in Fig. 2.1 for the simplest case: Two
velocity components are measured in a plane, which is illuminated by a laser light sheet.
In order to measure all three velocity components, a stereoscopic system with two PIV
cameras is generally used (Westerweel and Nieuwstadt, 1991; Willert, 1997; Prasad and
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Figure 2.1: Estimation of a velocity field using digital Particle Image Velocimetry.
Adrian, 1993). Furthermore, a tomographic system, consisting of three or more cameras
and a volume illumination, reveals all three velocity components in a three dimensional
volume (Elsinga et al, 2006).
To measure a velocity field of a certain flow, the three key elements must be adapted to
the experimental conditions. The right choice of the key components is a necessary step
towards reliable and accurate vector fields. In the following the most important properties
of the tracer particles, the light source, and the imaging system are briefly discussed.
2.1.1 Tracer particles
The objective of PIV measurements is to determine the velocity of a transparent fluid in a
desired plane or volume. However, not the fluid motion itself is observed but the motion
of tracer particles that are seeded into the fluid. Thus, the tracer particles need to follow
the fluid motion faithfully in order to estimate the fluid velocity. Therefor, the size of the
tracer particles must be small and the mass density ideally matches the fluid’s density.
On the other hand, the particle size strongly affects the intensity of the scattered light:
For a particle size significantly larger than the wave length of the illuminating light the
intensity of the scattered light is proportional to the square of the particle diameter (Mie,
1908). In order to achieve particle images with sufficiently high signal-to-noise ratio (SNR),
the particle size should be large, in contradiction to the previous requirement. Additionally,
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Table 2.1: Examples of racer particle (Melling, 1997; Raffel et al, 2007)
Material Mean diameter Mass density Particle shape
dp in µm ρ in kg/m3
Polyamide 0.5− 100 1.03 · 103 non-spherical
Hollow glass spheres 10− 100 1.1 · 103 spherical
TiO2 nano-particles 0.1− 5 3.5 · 103 non-spherical
DEHS droplets 0.5− 1.5 0.912 · 103 spherical
the refractive index of the particles must differ from that of the fluid in order to be able to
visualize the particles by scattering light, whereas the scatter intensity increases with the
ratio of the refractive indexes. Tracer particles with the same refractive index as the fluid
are not visible and can therefor not be used for PIV. Due to the fact that the refractive
index is dependent on the mass density, it is difficult to achieve matching density and high
scatter intensity at the same time (Liu and Daum, 2008).
Due to the relatively large refractive index of water (nwater ≈ 1.33 at λ = 532 nm), the
scatter intensity is reduced compared to air flow (nair ≈ 1.0 at λ = 532 nm) for the same
particle size. To achieve reasonably large SNR values for the particle images, the particle
size or the laser pulse intensity must be increased. For water flow, particles made of
polyamide can be used, their density is close to that of water. Another possible choice are
hollow glass spheres, which can be coated with a highly reflective layer.
For air flow, the density can usually not be matched very well (Kähler et al, 2002; Melling,
1997; Meyers, 1991). Liquids and solids, such as DEHS droplets or TiO2 nano-particles,
are used as seeding materials. Due to the large difference in density, the tracers need to
be very small in size in order to reduce the velocity lag to an acceptable level (Raffel et al,
2007).
Another important property of tracer particles is their shape. Ideally, the tracers are
perfectly spherical to ensure that the particle images look the same for two different laser
pulses, even in the case of rotating particles. Among the examples given above hollow
glass spheres and DEHS droplets are fairly spherical, whereas polyamide particles are
non-spherical but mainly round and TiO2 nano-particles can have a complex shape. The
main properties of the example seeding materials are summarized in Tab. 2.1.
2.1.2 Light source
The light source of a PIV system must provide illumination of the measurement volume
with an intensity and wave length that is sufficient to visualize the scattered light of the
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Table 2.2: Examples of PIV laser
Laser Wave Repetition Pulse Pulse
length rate energy duration
SpitLight Compact PIV 400 532 nm 10 Hz > 180 mJ 5− 7 ns
(Innolas GmbH)
EverGreen 200 532 nm 0− 15 Hz 200 mJ < 10 ns
(Evergreen laser Corporation)
Darwin-Duo-40-M 527 nm 0.1− 10 kHz 20 mJ 120 ns
(Quantronix) (at1 kHz)
particles with the imaging system. A pulsed laser with a wave length in the range of green
light is often used for PIV measurements for the following reasons:
• pulsed lasers provide a large amount of energy per pulse which is required to visualize
the tiny tracer particles with high SNR
• laser light is characterized by small divergence and can therefore be well focused to
form a thin light sheet at a defined position
• camera sensors are often most sensitive to green light
• the short pulse duration (in the range of nanoseconds) is used to limit the camera’s
exposure time, which would be hard to achieve with a electrical or mechanical shutter
Nowadays, flash lamp pumped lasers with a pulse energy of some hundred millijoules can
operate at a frequency of ≈ 10 Hz. This is not sufficiently fast for most applications to
record a PIV double image, from which the motion of the particle images can be captured.
To overcome this problem, PIV lasers are usually equipped with two cavities, which can
fire at any time difference. The light beams of the two cavities (both emitting linear
polarized light) are overlapped using Brewster windows. The main properties of common
PIV lasers are given in Tab. 2.2.
The pulse duration of PIV lasers is typically some nanoseconds for flash lamp pumped ones,
or around 100 ns for diode pumped lasers. This is sufficiently short for most applications
to ensure nearly round particle images. For the investigation of very fast flow velocities
however, this illumination can already be very long and might result in stretched particle
images. Since this effect reduces the accuracy, according to Ganapathisubramani and
Clemens (2006), special care must be taken in the case of long pulse duration in combination
with hypersonic Mach numbers.
An alternative illumination source for PIV measurements is a high-power LED. Willert
et al (2010) reported recently LED based PIV measurements with a pulse energy of 400 µJ
at a frequency of 2 kHz. For measurements in water, where large tracer particles can be
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used, this pulse energy is sufficient. The pulse duration of such high-power LEDs is in the
microsecond range, which is only sufficient for fairly small flow velocities.
2.1.3 Imaging system
The PIV imaging system captures the scattered light of the tracer particles and image the
measurement plane onto the sensor of the digital camera. It generally consists of a PIV
camera, which is capable to acquire two frames in a short time interval, and an objective
lens. The most relevant parameters of a PIV camera are:
• inter-framing time, which is the minimum time between two frames
• number of pixels, which limits the dynamic spatial range
• pixel grid spacing, which determines the digital particle image diameter and limits
the spatial resolution (see Sec. 2.3)
• recording rate, which limits the temporal resolution
• spectral sensitivity, which must match the laser wave length and determines the
SNR together with the
• dynamic range and the
• readout noise
PIV cameras based on CCD technology typically have an inter-framing time in the sub-
microsecond range and a sensor with 2− 11 million pixel, whereas the pixel grid spacing
is below 10 µm (Hain et al, 2007). CMOS cameras are used to capture large ensembles
of images in short time. They can acquire double-frame images with a repetition rate in
the kilohertz range and typically have a sensor size of 0.5− 4 million pixel with a pixel
grid spacing around 20 µm. Recently, sCMOS cameras were developed to combine the
advantages of CCD and CMOS sensors: They are characterized by sensors with a large
number of pixels, which can be readout at higher rates (compared to CCD) with lower
noise. Furthermore, the pixel grid spacing is in the same range as that for CCD sensors,
leading to reduced peak locking and improved resolution, compared to the large spacing
of CMOS cameras. Three example PIV cameras and their main properties are listed in
Tab. 2.3.
In front of the PIV camera an objective lens is mounted. The focal length of the lens and
the working distance determine the optical magnification. In order to achieve the required
size of the field of view, focal length and working distance must be selected taking into
account the camera sensor size. To avoid perspective errors, it is important to ensure that
the working distance is much larger than the light sheet thickness, according to Raffel
et al (2007).
The quality of an objective lens is indicated by the modular transfer function. It determines
how much high spatial frequencies (caused by small features) are damped in a optical
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Table 2.3: Examples of PIV cameras
Camera Recording Pixel grid Number of Dynamic
rate spacing pixels range
pco.4000 5 frames/s 9.0 µm 4008× 2672 14 bit
(PCO AG)
Imager sCMOS 50 frames/s 6.5 µm 2560× 2160 16 bit
(LaVision GmbH)
Phantom v12.1 6242 frames/s 20.0 µm 1280× 800 12 bit
(Vision Research)
system. For reliable PIV measurements with high spatial resolution and a large dynamic
spatial range the particle images must be small and the particle image density should be
high. Thus, damping of large spatial frequencies must be minimized. Perfect imaging, on
the other hand, would result in very small particle images. For low magnifications their
size can even be smaller than the sensor pixel spacing, which causes bias errors for the
estimation of the particle image displacement. Ideally, the modular transfer function of
the lens produces particle images with a diameter in the range of 2− 3 px (Adrian and
Westerweel, 2010; Raffel et al, 2007).
The aperture of the objective lens strongly affects the transfer function. For most lenses
it is adjustable over a wide range and can be used to optimize the particle image size.
Whereas, the smallest particle image size is usually achieved for slightly closed aperture
(Overmars et al, 2010).
2.2 Data evaluation
Once the tracer particles in the measurement volume are illuminated by the laser pulses
and the scattered light is imaged on the sensor of a digital camera, the shift of the
particle images between two frames must be linked to the flow velocity using the optical
magnification and the time separation between the laser pulses. In order to compute a field
of velocity vectors the spatial distribution of the particle image’s shift must be determined.
Particle Tracking Velocimetry (PTV) directly estimates the displacement vectors from the
location of the particle images (Adrian, 1991; Maas et al, 1993; Ohmi and Li, 2000). If
the particle image and its corresponding partner in the second frame can be paired, the
shift vector is determined from the difference of the two locations. PTV is well suited
for the case of good image quality (high SNR) and low seeding density. The pairing of
particle images is complicated by a large shift vector length (required for high accuracy),
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by overlapping particle images (likely in the case of high particle image density), and by
a large amount of loss of pairs between the two frames (due to out-of-plain motion for
instance).
To overcome the limitations of PTV discussed above, correlation based methods were
invented. Spatial cross correlation of small sub-figures, hereinafter referred to as window-
correlation, and single-pixel ensemble-correlation are two well developed correlation based
methods that can deal with overlapping particles, higher seeding densities, lower SNR,
and larger amount of loss of pairs, compared to PTV. Window-correlation and single-
pixel ensemble-correlation are discussed in detail in the following for the case of planar
measurements.
2.2.1 Window-correlation
Figure 2.2 illustrates the working principle of window-correlation based PIV evaluation.
The double frame images are divided into small sections, called interrogation windows.
Spatial cross-correlation of two corresponding interrogation windows is used to determine
the mean motion of the particle images within the window. The correlation function’s
maximum yields the most common shift between the two interrogation windows. It is
estimated with sub-pixel accuracy using a Gaussian fit (Willert and Gharib, 1991). In
order to have a high probability to achieve a clear maximum in the correlation function,
the window size must be large enough to contain at least 6 − 8 particle images, whose
motion is captured in both frames (Adrian and Westerweel, 2010).
Furthermore, the interrogation window size should be significantly larger than the particle
image displacement for the fist pass. It is recommended to choose a window size that is
four times larger than the displacement for the fist pass (one-quarter rule; Keane and
Adrian (1990)).
After the first pass both PIV images are deformed with respect to each other using the shift
vector distribution, such that the particle images in both frames are (nearly) overlapping
(Scarano, 2001). This procedure compensates for in-plane loss-of-pairs and thus, strongly
enhances the SNR of the cross-correlation function for the second pass (and following
once). Additionally, image deformation often allows for reducing the interrogation window
size, since the one-quarter rule is always fulfilled. This increases the spatial resolution and
the dynamic spatial range of the estimated shift vector fields. Furthermore, Wereley and
Meinhart (2001) showed that image deformation leads to second order accuracy. As a
result of this, the computed vectors are aligned tangential to the actual streamline, which
is generally not the case without image deformation.
Due to seeding inhomogeneities, out-of-plain motion, imperfect light sheet overlapping,
low SNR in the PIV images, and other issues, erroneous shift vectors appear, which must
be removed. Westerweel and Scarano (2005) presented a method to identify such outliers,
based on the difference of a shift vector and the median of the neighboring vectors for
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Figure 2.2: Principle of window-correlation PIV evaluation. A double-frame image pair
is divided into interrogation windows which are cross-correlated in order to
determine the local shift vector.
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both components. To further enhance the accuracy of window-correlation and to decrease
the number of spurious vectors the correlation function can be weighted with a Gaussian,
for instance (Astarita, 2007; Nogueira et al, 2005).
The biggest advantage of window-correlation, compared to single-pixel ensemble-correlation,
is that it computes instantaneous shift vector fields, from which individual turbulent
structures can be detected. Nevertheless, the method is also used to estimate mean velocity
fields as discussed in Meinhart et al (2000). In this case the correlation functions of several
image pairs (ensemble) are averaged and the resulting peak position represents the ensemble
averaged mean motion. This procedure is commonly called sum-off-correlation evaluation.
To compensate for seeding inhomogeneities through the ensemble the correlation functions
should be normalized by their standard deviation before added together.
One drawback associated with window-correlation is the relatively low dynamic spatial
range, which is usually in the range between 20 and 250. Thus, the range of spatial scales
which can be resolved with this technique is rather small. Other drawbacks result from
the spatial low-pass filtering that bias the estimation of Reynolds stresses (see Chapter 3).
2.2.2 Single-Pixel ensemble-correlation
Single-pixel ensemble-correlation evaluates a large number of PIV image pairs and estimates
the ensemble-averaged mean velocity with enhanced spatial resolution. An ensemble of
double frame PIV images is divided into two sets: The first set contains all the first frames
An(X,Y ) of each image pair and the second set contains the corresponding second frames
Bn(X,Y ) that were acquired at ∆t after the first one. The double-frame images do not
need to be captured at equidistant time steps, but the interval between all image pairs ∆t
does need to remain constant. The time plot for the image intensity at a certain pixel
from the first image set is correlated with the time plot of neighboring pixels in the second







where the standard deviation is given by:






[An(X,Y )−Ā(X,Y )]2 (2.1a)
N and n are the total number of PIV image pairs and the corresponding control variable,
respectively. (X,Y ) are discrete coordinates of the pixel in question in both images
and (ξ,ψ) are the coordinates on the correlation plane. The maximum position of the
correlation function C represents the mean shift vector with first-order accuracy. The
working principle of single-pixel ensemble-correlation is sketched in Fig. 2.3.
Single-pixel ensemble-correlation was first applied by Westerweel et al (2004) for stationary
laminar flows in micro-fluidics. In the last years, the approach was extended for the
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Figure 2.3: Principle of single-pixel ensemble-correlation. A set of double-frame images is
used to compute a correlation function for each pixel, whereas the intensity
distribution (along the ensemble) of each pixel in the first frame is compared
to the distribution of surrounding pixel of the second frame.
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analysis of periodic laminar flows (Billy et al, 2004), of macroscopic laminar, transitional,
and turbulent flows (Kähler et al, 2006), and for the analysis of compressible flows at large
Mach numbers (Bitter et al, 2011; Kähler and Scholz, 2006). Scholz and Kähler (2006)
have extended the high-resolution evaluation concept also for stereoscopic PIV recording
configurations. Based on the work of (Kähler et al, 2006), the single-pixel evaluation was
further expanded to estimate Reynolds stresses in turbulent flows with very high resolution
(Scharnowski et al, 2012), which will be in the focus of Chapter 3. Recently, Scharnowski
and Kähler (2013) presented a method to compute mean velocity fields with second order
accuracy, from which the bias error due to curved stream lines was corrected.
Single-pixel ensemble-correlation evaluates the correlation function for each single pixel
of the camera sensor. Thus, this method allows for the estimation of the mean velocity
for each single pixel. This results in significantly increased spatial resolution as well as in
larger dynamic spatial range, compared to standard-window correlation. However, due
to the finite size of the particle images the resolution is always larger than one pixel, as
discussed in the following section.
2.3 On the resolution limit of PIV
Due to the recording principle of digital particle image velocimetry, each measured velocity
vector represents a volume-averaged mean motion of the discretized and quantized tracer
particle’s diffraction images, rather than the actual velocity of the flow at ~r. This can be




G (~r,~r′,S) · u (~r′,t) dV ′ (2.2)
The weighting function G (~r,~r′,S) accounts for the intensity and location ~r′ of the particle
images as well as the discrete sampling due to the digital recording. This weighting function
strongly depends on the illumination and imaging system, including the laser beam profile,
the camera pixel-grid spacing S, the fill-factor of the camera sensor, the modular transfer
function of the objective lens, and the micro-lens array above the CCD/CMOS sensor. The
measurement volume ∆V is mainly determined by the interrogation-window size projected
in physical space and the light sheet thickness.
Generally, double pulse PIV is not capable of detecting the path and acceleration of the
tracer particles, as illustrated in Fig. 2.4. This would require multi-pulse PIV systems as
outlined by Kähler and Kompenhans (2000) in combination with multi-frame evaluation
techniques as discussed in detail by Hain and Kähler (2007). Therefore, the higher order
effects caused by acceleration and curvature must be avoided in double pulse PIV by
selecting a sufficiently short time separation ∆t between the laser pulses and a sufficiently
large magnification M of the imaging system such that the displacement can be resolved
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Figure 2.4: Three hypothetical trajectories of a particle (black dot) and its images (gray
circles) at the beginning and the end of the motion.
properly. In this case, the first-order approximation of the particle motion, indicated by
the straight line in Fig. 2.4 matches well with the true particle motion.
Besides local effects related to individual particles, which are also relevant for particle
tracking and molecular tagging techniques, PIV suffers from averaging the motion of
several particle images within the interrogation windows. This causes, significant bias
errors in the case of varying flow gradients as illustrated in Fig. 2.5 (Keane and Adrian,
1990; Westerweel, 2008).
In order to minimize the errors associated with spatial averaging it is essential, first of all,
to acquire proper data with a well aligned system. Secondly, the time interval between the
illuminations must be sufficiently short to overcome the problem discussed above. Finally,
since this reduces the relative measurement uncertainty (as the particle image displacement
becomes smaller, while the precision in estimating the signal peak in the correlation plane
is constant), the spatial resolution must be increased to maintain precision for the velocity
estimation.
To increase the spatial resolution of PIV systems, as well as its measurement precision,
long-range micro-PIV presents a well established method when the observation distance
cannot be further reduced or when perspective errors are essential and must be avoided,
as outlined in Kähler et al (2006). This technique, used in combination with single-pixel
evaluation (see Sec. 2.2.2), seems to increase the resolution beyond the optical limit.
However, although it is possible to compute velocity vectors even in smaller scales than
a micrometer grid, these vectors are not independent and bias errors occur in particular
situations. Even though many different approaches to increase the accuracy and resolution
of PIV were presented (Stanislas et al, 2003, 2005, 2008; Adrian and Westerweel, 2010;
Raffel et al, 2007; Stitou and Riethmuller, 2001; Scarano, 2001; Willert, 1997), a detailed
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Figure 2.5: Spatial filtering of velocity profiles caused by window-correlation.
analysis of the resolution limit is still lacking and will be the focus of this Section. Section
2.3.1 discusses how a step function is used to determine the spatial resolution of PIV
evaluation methods. In Sec. 2.3.2 the particle image size as a function of the optical
magnification is analyzed in detail. Synthetic PIV images (Sec. 2.3.3) are used to determine
the response to a step-like velocity profile for window-correlation and single-pixel ensemble-
correlation (Sec. 2.3.4), in order to identify the dependence of the resolution on the particle
image size. Finally, the spatial resolution and the optical magnification are linked together
in Sec. 2.3.5.
2.3.1 Step function response
To determine the effective resolution for various interrogation approaches systematically,
the resolution limit can be analyzed with a step-like velocity profile:
∆X∗ (Y ∗) =
1 px Y ∗ ≥ 00 px Y ∗ < 0 (2.3)
Where ∆X∗ is the displacement parallel to the intersection line and Y ∗is the distance from
this line. The step response is also frequently used in electrical engineering and control
theory to analyze an output’s behavior when the input signal changes in a very short time.
In order to analyze the PIV resolution, the signal (particle image displacement) is changed
in space over a very short distance. The response to a step profile is shown in Fig. 2.6a
for window-correlation using four different interrogation-window sizes and for single-pixel
ensemble-correlation.
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Figure 2.6: Response to a step-like velocity profile (a) and their corresponding velocity
gradients (b) computed with different interrogation-window sizes and with
single-pixel ensemble-correlation. A digital particle image diameter of D = 3 px
was used for the synthetic images.
The width of the response function (Step Response Width or SRW ) can be regarded as
the resolution, and describes the minimum distance between independent vectors. Only for
distances larger than SRW is the vector not biased by the aforementioned flow variations.
Window-correlation leads to a broad response that is dependent on the interrogation-window
size. This becomes even more evident when gradient based quantities are considered,
as shown in Fig. 2.6b. The gradients are underestimated and their spatial extension is
enlarged. It is obvious that this effect leads to systematic errors in estimating the vorticity
and other gradient based quantities. The use of weighting functions for the strongly
overlapping interrogations windows can improve the spatial resolution to a certain extend.
However, independent vectors can be determined with a resolution of about 4 . . . 5 pixels
only under ideal conditions as shown by Nogueira et al (2005).
Single-pixel ensemble-correlation can drastically reduce the spatial low-pass filtering for
the mean shift vector field and is therefore well suited to increase the spatial resolution as
demonstrated by Westerweel et al (2004) for laminar flows in micro-fluidics, by Kähler
et al (2006) for macroscopic laminar, transient and turbulent flows and Bitter et al (2011)
for compressible flows at large Mach numbers. However, it should be noted that it does
still not represent the exact solution. The deviation is due to the fact that the measured
mean velocity represents the convolution of the particle image (or more precisely, of the
particle images’ auto-correlation function) and the actual velocity distribution as outlined
in Scharnowski et al (2012) (see Chapter 3). Therefore, the question arises: How can the
resolution be increased or what is the best spatial resolution that can be achieved by using
PIV?
26
2 Particle Image Velocimetry
2.3.2 Digital particle image size
By increasing the magnification the resolution of the PIV measurements can be enhanced.
However, the imaging of the particles is strongly affected by the optical magnification.
The particle image diameter on the image plane is directly related to the particle size itself
via the optical magnification. However, it appears enlarged in the PIV images mainly due
to four effects:
1. diffraction at the limited aperture of the objective lens
2. defocussing
3. lens aberrations
4. discretization and quantization of the continuous image signal into a discrete signal
with pixel-grid spacing S
The enlargement of the particle image due to diffraction and defocussing can be described
by the second and third term under the square root of the following equation determined
by Olsen (2010):
dτ =
√√√√M2 · d2p + (2.44 · f# · λ · (M + 1))2 + (M · z ·Das0 + z
)2
(2.4)
where M is the magnification of the imaging system, dp the particle diameter, f# the ratio
between objective lens diameter and the aperture’s diameter, λ the wave length of the
scattered light (or the fluorescent light in micro-fluidics), z the object’s distance from the
focal plane, Da the lens aperture diameter, and s0 the object distance.
The three terms in the square root of Eq. (2.4) correspond to the geometric, diffraction
and defocussing components. The latter shows only significant influence for volume
illumination, typically used in micro-PIV (Rossi et al, 2010). In macroscopic PIV z is
usually 1 to 3 orders of magnitude smaller than s0 for well aligned optical systems. In the
case of low magnification, the diffraction limited particle image (on the image plane) is
smallest and has the lower limit of 2.44 · f# · λ for M → 0. Thus, for a large numerical
aperture (small f#) and a wave length in the range of visible light, the particle images are
smaller than the pixel-grid spacing S of the camera sensor, which is typically in the range
of 5− 20 µm for typical CCD or CMOS cameras used for PIV (Hain et al, 2007).
However, after the discretization and quantization of the image by means of the discrete
pixels of the digital camera sensor, all particle images will have a size of at least the
pixel-grid spacing S. Thus, smaller particle images are artificially enlarged in the case of
low magnification. The digital particle image diameter D on the measurement plane is
dependent on the pixel-grid spacing S and the particle image diameter dτ . For particle
images with dτ < S the digital particle image diameter D is equal to one pixel or slightly
larger. Even a very small particle image can illuminate up to four pixel if it is located close
to the pixel’s corner. However, the probability that a small particle image illuminates only
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Figure 2.7: Limitation of the particle image size due to diffraction, aberration and dis-
cretization.
one single pixel on the sensor is (S − dτ )2 /S2. For particle images larger than one pixel
(dτ > S) the following expression holds:
D ≈ dτ/S (2.5)
Figure 2.7 illustrates the effective particle image diameter as a function of the optical
magnification for f# = 2 and dp = 1 µm, which is a typical particle diameter for air
flow, according to Wernet and Wernet (1994), Melling (1997) and Kähler et al (2002).
Additionally, a horizontal line representing the pixel-grid spacing is drawn at S = 9 µm,
which corresponds to the PCO.4000 camera (by PCO AG), for reference purposes. Only
particle image diameters above both curves can possibly exist in reality for this setup.
Besides, the theoretical functions are plotted along with experimental results. Where the
particle image diameter was measured at 1/e2 of the peak intensity. The experimental
results were acquired by using a Makro − PlanarT ∗ f2/100 objective lens (by Carl
Zeiss AG) combined with up to six tele-converters (2 × Pro 300 by Kenko Tokina Co.,
Ltd.) connected to a PCO.4000 camera (by PCO AG). The working distance was set to
approximately 1 m.
Additionally, the particle image diameters of polystyrene latex particles (dp = 1 µm),
fabricated by Microparticles GmbH and coated with a red fluorescent dye were analyzed.
The particles were observed using a Zeiss Axio Observer.Z1 inverted microscope coupled
with a double cavity frequency doubled Litron Nano S Nd:YAG laser (532 nm) for the
illumination of the particles. The particle images were recorded with a PCO Sensicam
QE camera (by PCO AG). The results are shown for different magnifications in Fig. 2.7.
Some example images are illustrated in Fig. 2.8.
The difference between the experimental long-range results and the theory is mainly due
to lens aberrations, since the modular transfer function (MTF) is fairly low for the high
spatial frequencies caused by the small tracer particles and the large distance. Additionally,
according to Eq. (2.4), slightly imperfect focusing leads to further broadening of the
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M = 0.11, f# = 2 M = 0.72, f# = 2 M = 5.80, f# = 2
M = 6.45, f# = 1.67 M = 12.90, f# = 1.25 M = 40.60, f# = 0.67
Figure 2.8: Experimental digital particle images captured with different magnifications
at a working distance of 1 m (top) and for the microscopic example (bottom)
from Fig. 2.7. All images show a sample of 100× 100 px.
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particle images. However, it is clearly visible in Fig. 2.7 that all the recorded particle
images are larger than what the theoretical functions predict. These functions represent
the theoretical lower limit for perfect (aberration free) imaging. For the particle imaging
with the inverted microscope, for each magnification: M = [6.45; 12.9; 25.5; 40.6] the
f-number changes to f# = [1.67; 1.25; 0.83; 0.67]. The working distance is in the millimeter
range, thus the modular transfer function is quiet large. Consequently, the particle image
diameter is close to the theoretical limit, but still biased by optical aberrations.
2.3.3 Generation of synthetic PIV images
The analysis based on synthetic images gives full control of all simulation parameters and
is thus perfectly suited to detect sensitivities and to deduce what is relevant and what
is not. All synthetic images were generated using MATLAB® controlling the following
parameters: The image size was selected such that the region of interest was surrounded
by a several pixel wide margin. The image margins depend on the particle image diameter,
the velocity gradient, and the turbulence level. The particle image positions were randomly
chosen. A Gaussian particle image shape with the digital particle image diameter D and
the maximum intensity I0 was assumed:













Where (X0,Y0) is the randomly chosen center position and D is the diameter at 1/e2 of
the maximum intensity (4 times the standard deviation).
To reproduce the effect due to the finite pixel-grid spacing of the camera sensor, each
pixel’s gray value is computed from the integral of the intensity over the corresponding
area, instead of simply transferring the analytical point-wise values to the pixel. This
integral represents an idealized camera sensor with a fill factor of one, and a constant
transfer function. In reality, the transfer function may not be constant due to micro lenses
and the design of the sensor, as discussed in Kähler (2004). The intensity distribution of a
synthetic PIV image is given by following equation:








Ip (X,Y ) dxdy
 (2.7)
where P and p are the number of particle images and the corresponding control variable,
respectively. The number of the generated particle images depends on the image size and
on the particle image density dens, which is defined as the fraction of illuminated area
by an intensity of I > I0/e2. Thus, the particle image density is a function of the digital
particle image diameter D. Each particle image occupies an area of D2 · π/4, thus, the
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The particle image positions in the second images were shifted with respect to the position
in the first images and the pixels gray values were again computed from the integral of the
Gaussian by using Eq. (2.7). On top of the particle image intensities, a Gaussian noise
with zero mean and the standard deviation of σn was added. Thus, the signal to noise




Finally, the intensity distribution was converted into a 16 bit unsigned integer matrix to
account for the discrete nature of PIV images.
2.3.4 Resolution limit
The response to a step-like velocity profile (as shown in Fig. 2.6a) is well suited to
determine the spatial resolution of the estimated velocity field. Such a strong local change
does exist in reality in the form of contact layers in supersonic flows or shear layers in
micro-fluidic mixers. Velocity distributions in high speed shear layers and phase boundaries
of two-phase flows, for instance, also represent a step-function as particles are statistically
not present directly at the interface (Kähler et al, 2012a).
Window-correlation - resolution limit
In the case of window-correlation, 1,000 synthetic image pairs, 256× 256 px in size, were
generated for each particle image diameter considered in this analysis. The images were
divided in two parts: one with zero velocity and one with a particle image motion of one
pixel. The intersection line was slightly tilted (1 : 20) with respect to the image grid and
the shift was applied parallel to this line to produce results for random sub-pixel locations.
The particle image density was 25% in each case, meaning that 25% of the image area
was illuminated by particle images. Consequently, the number of particles changes with
the particle image diameter (according to Eq. (2.8)), as it does in real PIV recordings
for magnified images and constant seeding concentration. The maximum intensity of the
particle images was set to 1,000 counts and a signal-to-noise ratio of SNR = 100 : 1 was
simulated by means of a background noise with Gaussian distribution. Some example
images are shown in Fig. 2.9.
The evaluation of the data was performed using a sum-of-correlation approach proposed by
Meinhart et al (2000) without window weighting using 16× 16 px interrogation windows
with 87% overlap. Fig. 2.10a shows the estimated displacement ∆X∗ parallel to the
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D = 1 px D = 3 px D = 5 px
D = 10 px D = 15 px D = 20 px
Figure 2.9: Synthetic images for the step-response test with different digital particle image
diameters D. The intersection between the two velocity regions is indicated by
the black solid line. All images show a sample of 100× 100 px.
intersection line with respect to the distance Y ∗ from this line. It is clearly visible that the
step response width SRW strongly depends on the interrogation-window size, as already
illustrated in Fig. 2.6a, but interestingly also on the size of the particle images as can
be seen in Fig. 2.10a. The response function becomes broadened (and also more noisy)
for larger particle images. Hence, sum-of-correlation evaluation allows for reducing the
interrogation-window size down to approximately four times the particle image diameter.
For further reduction, SRW increases with D. It is important to note that the use of
smaller interrogation windows does not gain any additional spatial resolution.
Single-pixel ensemble-correlation - resolution limit
In the case of single-pixel evaluation, more images are required (Westerweel et al, 2004;
Scharnowski et al, 2012), and thus 10,000 image pairs were generated for each particle
image diameter considered in this analysis. For each pixel the correlation-function was
computed using Eq. (2.1) on page 21. The mean shift vector was estimated with a 3-point
Gauss-fit. Figure 2.10b shows the resulting displacement ∆X∗ parallel to the intersection
line with respect to the distance Y ∗ from this line. The estimated displacement profiles
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SRW = a ⋅ exp(−b ⋅ D) + c ⋅ D
a = (1.84 ± 0.18) px
b = (0.41 ± 0.04) px−1
c = 0.742 ± 0.002




Figure 2.10: Response to a step-like velocity profile for different digital particle image
diameters computed with averaged window-correlation using 16× 16 px inter-
rogation windows with 87% overlap (a) and single-pixel ensemble-correlation
(b) as well as the step response width of the estimated displacement with
respect to the digital particle image diameter (c).
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are compared to an error function in order to estimate the width of the response functions:
∆X∗ (Y ∗) = ∆X02 ·
(
erf










≈ 95% of the total step height and ∆X0
is the step height. Figure 2.10c shows the fitted width as a function of the simulated
digital particle image diameter. The lower limit of the fit function shown in Fig. 2.10c is
at 1.84 px. This means that even the smallest particle images (one pixel for PIV) result
in a step response width of 1.84 px. Consequently, it can be concluded from the present
analysis that the best possible resolution that can be achieved in PIV is around 1.84 px
instead of a single-pixel. Furthermore it is interesting to note that for large particle images,
the resolution (defined by the step response width) is proportional to the particle image
diameter. This result is consistent with the assumptions of Adrian (1997).
2.3.5 Guidelines and recommendations
Figure 2.10c summarizes the results of the response to the simulated step-like displacement
profile. Using window-correlation the step response shows the known dependence on the
window size, but also on the digital particle image diameter as can be seen on the red
curve in Fig. 2.10c exemplary for a 16 × 16 px interrogation window. It is well known,
that an additional error in the velocity estimation is present due to truncated particle
images. The use of weighting functions and the removal of these truncated particle images
can decrease this error significantly as shown by Nogueira et al (2001) and Liao and
Cowen (2005). However, reducing the interrogation-window size, only few and most likely
truncated particle images are present and thus, these techniques do not improve the results
any further. If the digital particle image diameter increases to approximately one quarter
of the interrogation-window size, a significant influence from particles, which were partly
captured in the interrogation window is visible and the SRW increases drastically. For a
particle image size of 10 pixel, which can easily happen by increasing the magnification,
the SRW increases from approximately 16 pixel to almost 23 pixel, for instance.
Also in the case of single-pixel ensemble-correlation, the step response indicates a depen-
dence on the digital particle image diameter D. By using a curve fitting, the following
relationship:
SRW (D) > 1.84 px · exp (−0.41 ·D) + 0.742 ·D (2.11)
limits the resolution to about 1.84 px.
Resolution
Combining the relationship between step response width SRW , digital particle image
diameter D, and optical magnification M allows for the determination of the resolution
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8 × 8 px
16 × 16 px
32 × 32 px
Figure 2.11: Field of view (top), limits of spatial resolution (middle) and dynamic spatial
range (bottom) as functions of optical magnification for dp = 1 µm and
f# = 2.
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res on the measurement plane in physical space:
res (M) = SRW (D (M)) · S
M
. (2.12)
The normalized resolution is shown in the middle plot of Fig. 2.11 for window-correlation
and single-pixel ensemble-correlation. The graph shows the lower limit of the resolution
(minimum distance of independent vectors) determined by the step response width from Fig.
2.10c and the digital particle image size defined in Eq. (2.4). The resolution limit in the
case of window-correlation is shown for three different interrogation-window sizes (red lines)
and is approximately one order of magnitude above the single-pixel ensemble-correlation.
For low magnifications and sufficient particle image density (5− 10 particle images per
interrogation window) the red lines are also valid for instantaneous shift vector estimation.
The distance between independent vectors becomes larger in case of lower particle image
density or of strong lens aberrations, as they occur for large working distances, as well as
in the case of out-of-focus particles or larger f-numbers.
In order to estimate the resolution limit, res, from Fig. 2.11 the pixel-grid spacing of
the camera sensor must be taken into account. For a pixel-grid spacing of S = 9 µm, for
example, the resolution is limited to res > 0.3 · 9 µm = 2.7 µm in the case of single-pixel
ensemble-correlation (solid blue line), which is reached with a magnification of 10 or higher.
For low magnifications like M = 0.1, for instance, the resolution limit lies at around
200 µm (for single-pixel ensemble-correlation).
For particle tracking velocimetry the distance of independent mean vectors is theoretically
not limited. Since the resolution is independent on the particle image diameter, using
higher magnification would increase the resolution of the measurement even when particle
images are very large. Especially for microscopic applications of large magnification, PTV
is the only well suited approach (Kähler et al, 2012a).
Dynamic spatial range
Combining the field of view (upper plot in Fig. 2.11) and the resolution (middle plot of
Fig. 2.11) allows for the estimation of the dynamic spatial range (DSR) by following the
work of Adrian (1997):
DSR = FOV/res. (2.13)
This relation is plotted in the lower chart of Fig. 2.11, normalized by the sensor size
(number of pixel L). In the case of single-pixel ensemble-correlation (blue line) a PCO.4000
camera with L = 4,008 would lead to a maximum dynamic spatial range of DSR =
0.5 · 4,008 ≈ 2,000 for a magnification lower than M = 2, for example. Since in the case
of window-correlation the distance of independent vectors is larger than for single-pixel
ensemble-correlation, the dynamic spatial range is smaller for this evaluation method.
For very low magnifications (M  1), both correlation based methods show a constant
DSR value. This is due to the fact that the particle images reaches their minimum size of
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slightly more than one pixel. Working in this region of very small magnification might
also cause peak locking.
The dynamic spatial range of particle tracking velocimetry is in principle independent on
the optical magnification. However, optimal conditions for PTV are a low seeding density
and fairly large particle images, as discussed in Kähler et al (2012a).
2.4 On the uncertainty of PIV near walls
The determination of the velocity profiles near walls is a very important task and a
challenging problem in many fields of science and technology. In the case of a backward-
facing step flow, for instance, the incoming boundary layer strongly affects the Reynolds
stresses in the separated region (Eaton and Johnston, 1981). For a turbulent boundary














where µ is the viscosity of the fluid, the precise determination of the mean flow gradient
∂ū/∂y down to the wall is very important for the comparison of experimental, theoretical,
and numerical results (Alfredsson et al, 2011; Bitter et al, 2011; Fernholz and Finley, 1996;
Marusic et al, 2010; Nagib et al, 2007; Nickels, 2004).
In order to resolve the flow field near walls and interfaces it is important:
1. to sample the flow motion down to the wall with appropriate tracer particles which
follow the fluid motion faithfully, as discussed by Kähler et al (2002), Melling (1997),
Wernet and Wernet (1994),
2. to use fluorescent particles as typically done in micro fluids (Santiago et al, 1998) or
a tangential illumination along a properly polished wall (Kähler et al, 2006), such
that the wall reflection is not superimposed to the particle image signal,
3. to image the particles properly with a lens or a microscope objective such that the
particle signal can be well sampled on a digital camera (Adrian, 1997; Hain et al,
2007),
4. to estimate the particle image displacement with digital particle imaging methods.
The mean velocity profile can be estimated with averaged window correlation (sum-of-
correlation), single-pixel ensemble-correlation, or particle tracking velocimetry. The first
two methods will be in the focus of this section. Synthetic PIV images are used to
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demonstrate the capability of the different evaluation methods. Section 2.4.1 describes
the synthetic images and in Sec. 2.4.2 and 2.4.3 the images are evaluated using window-
correlation and single-pixel ensemble-correlation to assess systematic errors in the vicinity
of the wall. Section 2.4.4 shows the impact of the resolution limit on the estimation of the
near-wall velocity for a turbulent boundary layer flow experiment.
2.4.1 Synthetic boundary layer
A fundamental analysis of a synthetic image set is performed for three reasons: First, it
gives full control of all parameters considered for the simulation (as opposed to experiments
where many uncertainties exist such as local density, temperature, viscosity, flow velocity,
particle properties, illumination power and pulse to pulse stability, local energy density in
the light sheet, imaging optics, recording medium, and bias effects due to data transfer
which are unknown or cannot be precisely controlled as can be done with simulations).
Second, the variation of single parameters is possible (which is often difficult to do in
experiments because of the mutual dependence of the parameters like light intensity and
signal-to-noise ratio, optical magnification and lens aberrations, ...). Third, the range of
the parameters can be increased beyond the range accessible experimentally (higher shear
rates and turbulence levels, higher particle concentrations, ...).
The major drawback of the synthetic image approach is that not all physical effects can
be simulated properly because of a lack of physical knowledge and the fact that each
experimental setup is unique. Thus, experiments are always necessary to prove the main
predictions and sensitivities of the simulations and to estimate the uncertainty of the
simulation relative to the experiment (Kähler et al, 2012b). This will be done in Sec. 2.4.4.
In order to determine the main sensitivities and the measurement uncertainty for velocity
vectors close to the surface, synthetic PIV images with different digital particle image
diameters were generated and analyzed. The digital particle image diameter varied from
D = 1 px (which is typical for experiments in air with large observation distances) up to
D = 20 px (which is common in experiments with large magnification), as illustrated in
Fig. 2.12. 10,000 image pairs were generated for each digital particle image diameter. The
seeding concentration was about 25%, meaning that 25% of the image was composed by
particle images. Consequently, the number of particle images changes with the digital
particle image diameter according to Eq. (2.8). The maximum intensity of the particle
images was set to 1,000 counts and a signal-to-noise ratio of 100 : 1 was applied.
A displacement profile with a constant gradient of ∂ΔX/∂Y = 0.1 px/px was simulated
to illustrate the effects and main sensitivities. The surface was located several pixels away
from the border of the PIV images and was slightly tilted (1 : 20) with respect to the image
boarder to simulate the wall location at sub-pixel positions. Only particle images with
a random center position above the simulated surface were generated. Even though all
particle centers are located above the wall, their images can extend into the region below
the wall. This effect is illustrated in Fig. 2.12, where the synthetic images in the near-wall
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D = 1 px D = 3 px D = 5 px
D = 10 px D = 15 px D = 20 px
Figure 2.12: Synthetic images of a near-wall boundary layer for different digital particle
image diameters D. The surface position is indicated by the black line.
100× 100 px are shown in each case.
region of the boundary layer are shown for different digital particle image diameters D. In
the following discussion these images are analyzed by using averaged window-correlation
and single-pixel ensemble-correlation.
2.4.2 Window-correlation
The window-correlation based evaluation was performed for a digital particle image
diameter of D = 3 px, which is close to the optimal value to achieve low uncertainties
(Raffel et al, 2007). Four different interrogation-window sizes ranging from 8 × 8 px to
64× 64 px were applied. The evaluation was performed by using a commercial software
(DaV is by LaVision GmbH) with a sum-of-correlation approach (Meinhart et al, 2000).
For each interrogation-window size, 100 image pairs were analyzed.
The resulting wall-parallel and wall-normal shift vector components (4X∗, 4Y ∗) are
shown in Fig. 2.13 as a function of the wall-normal image coordinate Y ∗.
Since the simulated surface was slightly tilted, the investigation covers also sub-pixel
distances. For larger window sizes, the typical systematic bias error becomes prominent
for the estimated wall-parallel shift vector component 4X∗. Its magnitude is a function
of the correlation window dimension in the wall-normal direction.
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Figure 2.13: Estimated displacement profile of the wall-normal (a) and wall-parallel (b)
shift-vector component for a simulated constant gradient in the near-wall
region of a boundary layer using window-correlation for different digital
particle image diameters.
The wall-parallel shift vector component is overestimated for locations that are closer to
the wall than half the height of the interrogation window. The strong bias error is due
to the fact that the mean particle image displacement, averaged over the interrogation
window area, is associated with the center position of the window if no vector reallocation
is performed. Therefore, even under ideal conditions (constant flow gradient, homogeneous
particle image distribution, identical particle image intensity and size), no reliable near-wall
displacement can be expected for distances smaller than half the interrogation window
dimension in the wall-normal direction. For the 16 × 16 px interrogation window, for
example, vectors located below Y ∗ = 8 px are biased.
The magnitude of the systematic error of the wall parallel shift vector component δ4Xwall
at the wall position Y ∗ = 0 px is dependent on the interrogation window height WY
and the mean gradient ∂4X∗/∂Y ∗ in the near-wall region. Without compensating for







In this simple model, the interrogation window centered at Y ∗ = 0 px is, on average, only
half occupied with particle images. Thus, the mean displacement within this window is
equal to the wall parallel shift vector component at Y ∗ = WY/4 for constant gradients.
The vertical displacement component, shown on the right hand side of Fig. 2.13 is not
systematically affected since ∂4X∗/∂Y ∗ is constant. For the case of a non-constant shift
vector gradient, an additional bias error on the estimated shift vector is expected, which
scales with the profile’s curvature and the interrogation-window size. It is important to
note that shift vectors below the surface are computed although no particle images were
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Figure 2.14: Estimated displacement profile of the wall-normal (a) and wall-parallel (b)
shift-vector component for a simulated constant gradient in the near-wall
region of a boundary layer using single-pixel ensemble-correlation for different
digital particle image diameters.
generated in this region. This is because the interrogation windows centered below the
surface are still partly filled with the images of the particles located above the surface.
When the wall location is known the vectors can be easily rejected. However, in the case of
a tangential illumination or fluorescent particles the wall is not visible at all and the wall
detection may become problematic. It is obvious that a proper reallocation of the vectors
must be made and a suitable alignment and optimized size of the interrogation windows
must be used to minimize these effects. However, this is difficult to achieve close to
solid surfaces and interfaces as the ideal conditions (constant flow gradient, homogeneous
particle image distribution, straight walls ...) do not generally hold in real experiments.
2.4.3 Single-pixel ensemble-correlation
In the case of single-pixel ensemble-correlation analysis, the limitations associated with
the window-correlation evaluation approach do not appear as the interrogation-window
size can be reduced to a single pixel. However, although the flow is sampled up to a
single pixel the resolution is limited by the digital particle image diameter, as discussed in
Sec. 2.3. The single-pixel ensemble-correlation was performed for different digital particle
image diameters ranging from D = 1 px to 20 px using 10,000 PIV image pairs. The
correlation functions were computed Eq. (2.1) and the maximum of the correlation peak
was determined using a three point Gauss estimator for each direction.
Figure 2.14 shows the estimated wall-parallel and wall-normal displacement components
with respect to the wall-normal distance Y ∗ for D = [1,3,10,20 ] px. The wall-parallel
component is strongly biased for the digital particle image diameter of D = 1 px due to
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Figure 2.15: Motion of particles (dark dots) and particle images (gray circles) in the near-
wall region. The estimated velocity profile is biased within a distance of D/2
from the surface.
the peak locking effect, which is a systematic error caused by the discretization of the
measured signal (Raffel et al, 2007; Adrian and Westerweel, 2010). As the peak locking has
a dramatic effect on the higher order statistics of velocity profiles according to Christensen
(2004), measurements with a significant amount of small particles are not suited for high
precision flow analysis and should be considered with care. For D = 3 px, peak locking
can also be observed but with a much lower magnitude. Obviously, no peak locking is
visible for larger particle images in agreement with Raffel et al (2007).
Figure 2.14(right) illustrates that the wall-normal component of the displacement vectors
close to the wall are significantly overestimated. This is due to the fact that the correlation
peaks at the wall are influenced by particle images corresponding to particles traveling
within a distance of Y ∗ ≤ D/2 from the wall with a higher local displacement as discussed
above and illustrated in Fig. 2.15. The influence of these particle images results in a bias
error towards higher velocities.
The estimated velocity profile ΔXestimated (Y ) is biased due to the evaluation principle
of single-pixel ensemble-correlation. To explain this result Eq. (2.1) can be transformed
in an analytical expression which shows that ΔXestimated (Y ) is the convolution of the
normalized auto-correlation of the particle image R (D,Y ) and the actual velocity profile
ΔXtrue (Y ) (Scharnowski et al, 2012). For the wall normal direction this can be described
in the following 1-D equation:
ΔXestimated (Y ) =
∞̂
−∞
R (D,Y − ψ) ·ΔXtrue (ψ) dψ (2.17)
In order to estimate the difference between the true and the measured shift vector
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component the integral in Eq. (2.17) must be solved for a specified auto-correlation
and a velocity profile. The diffraction limited image of a tiny particle in Fraunhofer
approximation can be described by a Gaussian intensity distribution function and, due to
the fact that the auto-correlation function of a Gaussian is a Gaussian, broadened by a
factor of
√
2, we can write:







The normalization by the factor before the exponential term in Eq. (2.18) ensures that
the integral over Y equals one. The simulated displacement profile with constant gradient
used in this analysis can be described as follows:




Where Θ (Y ∗) represents the Heaviside step function. Using Eqs. (2.18) and (2.19) for the
normalized auto-correlation and the simulated displacement profile, respectively, results in
the following estimated shift vector profile:


















For large distances from the wall (Y ∗  D) the Gaussian in Eq. (2.20) becomes zero and
the error function becomes one. Thus, the estimated shift vector is not biased in the case
of homogeneous seeding and constant gradients:
4X∗estimated (Y ∗  D) =
∂4X∗true
∂Y ∗
· Y ∗ = 4X∗true (Y ∗) (2.21)
On the other hand, the velocity profile is strongly biased in the vicinity of the wall. The
magnitude of the systematic error of the wall-parallel shift vector component δ4X∗wall at
the position of the wall at Y ∗ = 0 px is proportional to the digital particle image diameter
D and the mean gradient ∂4X∗/∂Y ∗ in the near-wall region:










The analytical bias error is in good agreement with the simulated values within the shift
vector profiles in Fig. (2.14). Thus, from the theoretical point of view it seems possible to
compensate for the bias error produced by the correlation procedure. However, in the case
of real PIV images the inhomogeneous particle image distribution and the real shape of
the velocity profile is not generally known. Furthermore, the deconvolution of the discrete
values computed from digital images is a mathematically ill-posed problem.
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It is interesting to note that the wall-normal component ΔY ∗ is also biased in the near-wall
region because the particle images further away from the wall broaden the correlation
peak only on the side facing away from the surface. In the case of flows with constant
gradients and ideal conditions (homogeneous particle image distribution, ...) this effect is
averaged out as long as the particle is at least Y ∗ > D/2 away from the wall. It should be
noted that, this effect reverses for positions below the wall. Some correlation peaks in the
vicinity of the wall are shown in Fig. (2.16).
the wall-shear stress τw can be estimated directly from the first values above the wall
which are not biased according to equation (2.20). Now the experimenter has to determine
if the positions of these first reliable vectors are close enough for the estimation of the
wall-shear stress, i.e. they belong to the viscous sublayer of a turbulent boundary layer
flow, for instance, or not.
The comparison of the two evaluation techniques showed significant differences for the
estimated shift vector profiles of the synthetic near-wall flow with constant gradient. Figure
2.17a summarizes the results using a digital particle image diameter of D = 5 px for
window-correlation and single-pixel ensemble-correlation. In the case of window-correlation,
an interrogation window size of 16×16 px was used. It can clearly be seen from Fig. 9 that
the biased region extends to Y ∗ ≈ 8 px for window-correlation, whereas the biased region
and the bias error itself are much smaller in the case of single-pixel ensemble-correlation.
For the estimation of the wall-shear stress, the mean near-wall gradient is determined from
the shift vector profiles. Figure 2.17b shows the gradient ∂4X∗/∂Y ∗ of the profiles from
Fig. 2.17a with respect to the wall-normal distance. Each point in Fig. 2.17b represents
the slope of a linear fit-function applied to three points of the profile. The error bar
corresponds to the 95% confidence interval of the fit parameters. Again, the size of the
biased region strongly depends on the applied evaluation technique.
Based on these results, it can be concluded that for the estimation of the near-wall gradient,
the only shift vectors that can be used are those that have a distance normal to the surface
larger than
• half the interrogation window size in the case of window-correlation (without vector
reallocation) and
• half the particle image diameter in the case of single-pixel ensemble-correlation.
Additionally, the selected shift vectors must belong to the viscous sublayer such that the
normalized wall distance y+ is not larger than five and the displacement must be large
enough for a reliable estimation as the slope of the gradient depends on both the location
and velocity at the same time.
Therefore, it is often more accurate to use particle imaging techniques than LDV or hotwire
probes for the analysis of flows with strong velocity gradients. LDV or hotwires are more
precise than single-pixel PIV in estimating the velocity; however, the error in estimating
the exact location of the measurement volume is much larger. For single-pixel PIV, in
contrast, the locations of the particles are precisely known from the image analysis.
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(d) Y ∗ = −3 px
Figure 2.16: Correlation functions in the vicinity of the wall for D = 5 px and
∂4X∗/∂Y ∗ = 0.1 px/px.
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Figure 2.17: Comparison of the different evaluation methods: profile of the estimated
horizontal shift vector component (a) and its gradient (b) computed using
window-correlation and single-pixel ensemble-correlation. The particle image
diameter was D = 5 px.
2.4.4 Experimental example
To demonstrate the suitability of single-pixel ensemble-correlation for the investigation
of a turbulent boundary layer, an experiment was performed in the large-scaled Eiffel
type wind tunnel (AWM) located at the Universität der Bundeswehr in Munich. The
facility has a 22 m long test section with a rectangular cross-section of 1.8× 1.8 m2. The
model is composed of wooden plates and features a super-elliptical nose with a 0.48 m
long semi-axis in the stream-wise direction. The flow was tripped 300 mm behind the
leading edge of the plate by a sandpaper strip. The measurements were performed 3 m
downstream of the leading edge. Three DEHS particle seeders producing fog with a mean
particle diameter of dp = 1 µm (Kähler et al, 2002) were used to sample the flow. The
light sheet for illuminating the particles was generated by a Spectra Physics Quanta-Ray
PIV 400 Nd:YAG double-pulse laser. For the flow measurements, a PCO.4000 camera in
combination with a Zeiss makro-planar objective lenses with a focal length of 100 mm was
used. The results presented here are taken at 6 m/s free stream velocity, which corresponds
to a Reynolds number based on momentum thickness at the measurement location of
Reδ2 = 4,600. A detailed description of the experimental set-up is outlined by Dumitra
et al (2011).
In order to resolve the complete boundary layer velocity profile, a large field of view was
selected which extends almost 25 cm in the wall-normal direction. The particle image
concentration is relatively high and the digital particle image diameter is in the range of
D = 2 . . . 3 px. These conditions are well suited for the single-pixel ensemble-correlation
according to Fig. 3.4b on page 62.
In Fig. 2.18a the boundary layer velocity profile evaluated with single-pixel ensemble-
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correlation is shown. The profile represents the stream-wise velocity, averaged in stream-
wise direction over a length of x = 7.6 mm. In total 2,300 double frame images were
processed. For the current magnification the resolution in the wall-normal direction is
230 µm which gives a spatial dynamic range of 1,000 independent velocity vectors. In
normalized wall units the resolution corresponds to y+ = y · uτ/ν ≈ 4 and the first data
points are already at the limit of the viscous sub-layer (y+ ≤ 5). Due to the large field of
view and the high dynamic spatial range, which corresponds to the number of independent
vectors in each direction, the boundary layer thickness could also be reliable estimated:
δ99 = (130± 4) mm. Thus, the relative uncertainty in estimating this quantity is about
3%. However, precisely measuring the mean flow gradient ∂ū/∂y down to the wall is
not possible as the viscous sublayer (y+ < 5) is not resolved sufficiently, as shown in the
normalized semi-logarithmic representation in Fig. 2.18b. By using the method of Clauser
(1956), the wall-shear stress can be estimated from the logarithmic region of the boundary











The uncertainty of this approach is that the value of the constants κ and B are generally
unknown. κ and B depend on the Reynolds number, the pressure gradient of the flow and
other parameters. For flows along smooth walls and zero pressure gradient, typical values
are κ = 0.41 and B = 5.1. In this case uτ becomes 0.248 m/s and the wall-shear stress
0.076 N/m2. Here, the estimation of κ and B from the logarithmic region of the velocity
profile results in different values when using a fit function, see Fig. 2.18b, as ∂p/∂x is not
exactly zero.
To avoid the uncertainty of this Clauser approach in general, a better spatial resolution is
necessary to directly resolve the wall-shear stress according to Eqs. (2.14) and (2.15). A
better spatial resolution can be achieved by PTV, as demonstrated in Kähler et al (2012b).
Conclusions
The impact of a localized flow gradient (a step function) on the resolution limit of PIV
was examined in detail using window-correlation and single-pixel ensemble-correlation
evaluation methods. It was shown that in the case of window-correlation the resolution is
strongly dependent on the interrogation-window size whereas for single-pixel ensemble-
correlation it depends on the particle image diameter instead.
The particle image diameter has a lower limit, which is determined by the particle size, the
pixel-grid spacing of the camera sensor, the f-number of the imaging system and optical
aberrations. Experimental particle images values for varying magnifications are always
larger than the theoretical limits derived. In the case of a large working distance (1 m)
the diameter is enlarged by almost one order of magnitude due to lens aberrations. The
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u+ = 1/κ ⋅ ln(y+) + B
κ = 0.450 ± 0.005







Figure 2.18: Estimated velocity profile of a turbulent boundary layer using single-pixel
ensemble-correlation with a resolution of res = 230 µm and a dynamic spatial
range of DSR > 1,000 in the direction normal to the wall.
analysis shows that the resolution cannot be reduced below a certain point which is defined
by the particle size, the pixel-grid spacing and the f-number. Magnifications larger than
M = 10 do not seem to further improve the resolution for typical experimental conditions
( f# = 2 and dp = 1 µm) since the particle images grow linearly with the magnification.
Furthermore, the dynamic spatial range decreases with increasing magnification. In order
to achieve results with the best possible spatial resolution and dynamic spatial range by
means of correlation based methods, it is recommended to: (1) use the smallest possible
working distance (by taking perspective errors into account), (2) select a high quality
objective lens with low f-number, (3) use a camera with small pixel-grid spacing and a
large sensor, (4) acquire a sufficient amount of PIV recordings for single-pixel or sum-of-
correlation evaluation. The best resolution in terms of independent velocity vectors is
nevertheless limited for correlation-based methods. For large magnifications, the resolution
saturates at a value that depends on the particle size, the pixel-grid spacing of the camera,
the f-number of the objective lens, and lens aberrations.
The strong advantage of window-correlation is the possibility to measure instantaneous
velocity fields. This allows for the use of gradient based analysis tools as well as correlation
and spectral approaches to analyze the instantaneous velocity fields. In this case, however,
the resolution is diminished when estimating mean velocities. However, the resolution is
limited by the same parameters with the addition of the seeding concentration. In this case,
the particle image size and density determine the interrogation-window size that directly
influences the resolution. At least 6 − 8 particle images are required per interrogation
window to limit the number of spurious vectors to an acceptable level. For a digital particle
image diameter of D = 3 px and a seeding concentration of 25%, the interrogation-window
size should be larger than 14× 14 px. Since the resolution of correlation-based methods is
limited by the particle image diameter, it should be possible, in principle, to increase the
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resolution with an appropriate pre-processing method that reduces the particle image size.
The analysis of synthetic PIV images of a near-wall flow with constant gradient shows that
the estimation of the wall-parallel velocity component depends strongly on the evaluation
technique. Accurate estimations are only possible within the bounds of the resolution limit
of each method: The window-correlation evaluation is limited by the interrogation-window
size. In the case of the single-pixel evaluation the particle image size is the major limitation
for the resolution and bias errors appear only for wall distances smaller than the diameter
of the particle image. In order to reduce the uncertainty of the velocity estimation near
walls or interfaces beyond the limit of single-pixel ensemble-correlation PTV evaluation is
required, as demonstrated in Kähler et al (2012b).
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3 Reynolds stress estimation up to
single-pixel resolution
This chapter derives a theory for estimating Reynolds normal and shear stresses from
PIV images using single-pixel ensemble-correlation. The main idea is the analysis of the
correlation function to identify the probability density function from which the Reynolds
stresses can be derived in a 2D regime.
Standard window-correlation estimates the Reynolds stresses directly from an ensemble of
velocity fields after subtracting the mean field from each sample. These vector fields are
obtained from the spatial cross correlation of interrogation windows of each PIV image
pair (see Sec. 2.2.1). Thus, the resolution of the Reynolds stresses is limited by the size of
the interrogation windows used for the cross correlation. This means that the computed
values only represent an average over the corresponding interrogation area and that strong
spatial changes, as the ones that occur in boundary and shear layers or separated regions,
are smeared out. Hence, the finite interrogation-window size acts as a low-pass filter.
Reducing the window size to enhance the spatial resolution leads to higher measurement
noise and thus to an artificial amplification of the Reynolds stresses. On top of that, the
number of spurious vectors increases (Raffel et al, 2007). A good compromise between
accuracy and resolution often is a window size between 16×16 px and 32×32 px, depending
on the particle image’s size and density.
The single-pixel ensemble-correlation can be used to improve the spatial resolution for
mean velocity fields without lowering the measurement precision, but does not allow for
computing an ensemble of independent vector fields. Thus, statistical information about
the flow cannot be extracted in the same way as for window-correlation.
However, statistical variables can be extracted from the shape of the correlation peak.
Kähler and Scholz (2006) suggested a method for estimating (symmetrical) normally
distributed turbulence from the size of the correlation peak. A fully optical approach was
performed by Arnold et al (1986) by analyzing the visibility in speckle velocimetry. Both
examples indicate that the probability density function of the velocity can be used to
extract the statistical information about the variance of the flow.
This chapter will show how to quantitatively estimate the Reynolds normal and shear
stresses from the shape of the single-pixel ensemble-correlation function. The chapter
is divided into three main sections. Section 3.1 discusses the relationship between the
probability density function and the correlation function in an analytical way. An analytical
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equation for the correlation function is derived in order to determine the influence of
velocity gradients, the digital particle image diameter, and the shape of the probability
density function on the correlation function. This is followed by a systematic investigation
of synthetic PIV recordings in Sec. 3.2, where the accuracy and the applicability of the
new method is studied. Finally, the developed approach is applied to an experimental
example to show the benefit of the increased spatial resolution.
3.1 Mathematical description
Since the correlation function can be computed for each single-pixel of the PIV images
using the single-pixel ensemble-correlation, the suggested method allows for the estimation
of the in-plane components of the Reynolds stress tensor for each single pixel. For a
sufficiently large ensemble of PIV image pairs, the shape of a correlation peak is similar to
the convolution of the particle image’s auto-correlation and the probability density function
of the velocity. Without stresses, this peak is narrow and has a distinct maximum. In the
case of Reynolds normal stresses, the correlation peaks become broader and shear stresses
lead to an asymmetrical shape. The connection between the shape of the correlation
function and the existing Reynolds stresses is discussed in this section.
The two-dimensional velocity field is described as follows:






Where 〈~v(x,y)〉 and ~v′ are the mean velocity and the corresponding velocity fluctuation,
respectively. The mean velocity can be estimated with single-pixel ensemble-correlation.
However, there is no direct access to the temporal development of the velocity fluctuations,
but statistical values of the fluctuations can be computed from their probability density
function.
The joint probability density function PDF (u,v,x,y) among the two velocity components
includes all occurring velocities for a given point (x,y) over a certain time (or for an
ensemble of measurements) and allocates the related probability. Hence, it is possible to
compute the Reynolds normal and shear stresses using the probability density function of












PDF (u,v,x,y) · v′2du dv (3.2b)
〈u(x,y)′ · v(x,y)′〉 = 〈v(x,y)′ · u(x,y)′〉 =
ˆ
PDF (u,v,x,y) · u′ · v′ du dv (3.2c)
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The integration limits are −∞ or +∞, respectively. Equations (3.2a), (3.2b), and (3.2c)
must now be multiplied by the mass density in order to provide the actual Reynolds
stresses. For simplicity, the expected values of the fluctuation products will be identified as
Reynolds stresses here. Equations (3.2a), (3.2b), and (3.2c) are valid for any normalized
PDF , hence the challenge that remains lies in solving the integrals. Furthermore, the
most important task is to identify the probability density function from the correlation
peak. Therefore, the shape of the correlation peak, as a function of the PDF , will be
analyzed in the next section.
3.1.1 A general analytical expression of the correlation function
In the following analysis the variables for the position vector and other quantities are
used on both, the measurement plane in physical space and the image plane (camera
sensor). Lower case letters (x,y, . . .) refer to quantities on the measurement plane and
upper case letters (X,Y, . . .) denote quantities on the image plane. The position vectors
on the two planes are directly related via the magnification M of the imaging system and
the pixel-grid spacing S of the camera sensor:
(X,Y ) = (x,y) ·M/S (3.3)
The velocity on the measurement plane is transferred into the shift vector on the image
plane:
(∆X,∆Y ) = (u,v) ·∆t ·M/S (3.4)
For single-pixel ensemble-correlation, the correlation function C(ξ,ψ,X,Y ) can be computed
by using Eq. (2.1) on page 21. In order to analyze the shape of the correlation function for
a fixed point (X,Y ) in the image plane, Eq. (2.1) is converted into an analytical expression:
A cross-correlation integral of the two images A and B replaces the sum in Eq. (2.1). The
discrete images An are replaced by one continuous Gaussian peak representing the particle
image intensity distribution:
An(X,Y )→ A(X,Y ) = exp
(
−X





The parameter D in Eq. (3.5) is the digital particle image diameter at 1/e2 of the maximum
intensity. Although the Gaussian intensity profile is a good approximation (Born and
Wolf, 2000), the derivation can also be based on any other shape, if necessary. However,
finding an analytical expression for the correlation function might become more difficult.
The images Bn are also replaced by a single Gaussian, but two things are different compared
to An: first, they are shifted due to the particle mean motion and secondly, they are
convolved (denoted by ∗) with the probability density function PDF (X,Y ) of the velocity
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to include velocity fluctuations:
Bn(X,Y )→ B(X −∆X (X,Y ) ,Y −∆Y (X,Y )) ∗ PDF (X,Y ) (3.6)
with
B(X −∆X (X,Y ) ,Y −∆Y (X,Y )) = (3.6a)
exp
(
−(X −∆X (X,Y ))




By using Eq. (3.5) and (3.6), the correlation function from Eq. (2.1) can be transformed
into an analytical expression:
C(ξ,ψ,X,Y ) ∼ A (X,Y ) ? [B (X,Y ) ∗ PDF (X,Y )] = (3.7)ˆ
A (X − ξ,Y − ψ) ·[ˆ
B (µ−∆X(µ,η),η −∆Y (µ,η)) · PDF (X − µ,Y − η) dµdη
]
dXdY
Where ? denotes the cross correlation and ∗ the convolution. In Eq. (3.7), the sum of Eq.
(2.1) was replaced by an integral. This ensures that all possible locations of the particle
image, with respect to the point of interest, were considered and simulates a perfectly
uniform particle image distribution. µ and η are the control variables for the convolution
integral. The coordinates (X,Y ) are on the image plane and (ξ,ψ) correspond to the
correlation plane. The integration limits are −∞ or +∞, respectively.
Generally, it is only required to compute the theoretical equation for the correlation
function and apply this as a fit-function to the experimental data in order to identify the
probability density function.
3.1.2 Reynolds stresses for a specified PDF
Equation (3.7) gives a universal expression for a correlation function. However, in order
to solve the integral, it is necessary to specify the PDF . The following derivation is made
under the assumption that the probability density function PDF (X,Y ) is Gaussian, which
is a very good approximation in general. The Gaussian distribution has an elliptical cross
section (major axis PX, minor axis PY ) and is rotated by the angle α:
PDF (X,Y ) = 8
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The factor in front of the exponential term in Eq. (3.8) ensures that the integral of the
PDF over all velocities is always equal one. The shape of the probability density function
can generally change for each point of the image plane, hence PX, PY, and α are functions
of the position vector (X,Y ). The image plane parameters PX and PY are derived from
the equivalent quantities in the measurement plane as follows:
(PX,PY) = (px,py) ·∆t ·M/S. (3.9)
Solving Eq. (3.7) for the defined particle images (Eq. (3.5)) and the specified PDF from
Eq. (3.8) gives an analytical expression for the correlation function:















The parameters CX, CY, and ϕ in Eq. (3.10) are functions of the position vector (X,Y ).
For a Gaussian PDF the correlation function is also Gaussian. The elliptical cross section
is enlarged due to the correlation procedure, but it has the same orientation as the PDF
for the case without velocity gradients:
ϕ = α. (3.11)
CX and CY depend on the parameters PX, PY of the PDF as follows:
CX =
√
P 2X + 2 ·D2 (3.12a)
CY =
√
P 2Y + 2 ·D2 (3.12b)
Where D is the digital particle image diameter. Equations (3.10) - (3.12b) are only exact
solutions for the case without velocity gradients. The velocity is assumed to be constant
in the surroundings of the point of interest. The effect of gradients will be discussed in
Sec. (3.2.5).
Now that the PDF is estimated from the correlation peak, the Reynolds stresses can be














sin 2α · p2x + cos 2α · p2y
)
(3.13b)





In the case of isotropic stresses, the minor and major axes are equal (px = py) and the
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shear stress vanishes along with the dependence on the angle α of all stresses.
The Reynolds stresses on the image plane are directly related to the stresses on the


























3.1.3 Effect of velocity gradients
Keane and Adrian (1990) reported an analysis of correlation peaks and their dependency
on velocity gradients in conventional PIV. They found that for a shear layer the amplitude
decreases with increasing velocity gradients and that the diameter is broadened (by the
same factor) in the direction of shear. This section investigates the shape of the correlation
peak computed with single-pixel ensemble-correlation in a similar manner.
In order to analyze the influence of the velocity gradient on the shape of the correlation
function, it is essential to find an expression for the velocity in the area surrounding the
point of interest. Since in many cases the mean flow has a preferred orientation and
strong gradients occur only in the perpendicular direction, it seems to be a good approach
to develop the velocity in a Taylor series and neglect all higher terms except the first
derivative of u with respect to y. For the shift vector on the image plane, this procedure
results in the following expression:
~∆X(X0,Y0) ≈
 ∆X(X0,Y0) + Y · ∂∆X(X,Y )∂Y ∣∣∣(X0,Y0)
∆Y (X0,Y0)
 (3.15)
Where (X0,Y0) is the point of interest on the image plane for which the correlation function
has to be computed.
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Taking this velocity gradient into account leads to a rather complex solution of Eq. (3.7):










·∆Y 2 + 2 ·∆X · (∆XY ·∆Y − ξ)
−2 ·∆Y · (ψ + ∆XY · ξ) + ψ2 + ξ2 + ∆X2
}
+ 2 ·D2 ·
{









·∆Y 2 + 2 ·∆X · [∆XY · (ψ + ∆Y )− 2 · ξ]
−2 ·∆Y · (2 · ψ + ∆XY · ξ)− 2 ·∆XY · ξ · ψ}+ (PX − PY) · (PX + PY) ·
{[ψ − ξ + (∆XY − 1) ·∆Y + ∆X] · [ξ + ψ − (∆XY + 1) ·∆Y −∆X] ·
















+6 ·D4 ·∆X2Y + 8 · P 2X · P 2Y + 2 ·D2 ·
(






−4 ·D2 · (PX − PY) · (PX + PY) ·∆XY · (∆XY · Cos (2 · α)− 2 · sin (2 · α))
}
}
The term ∆XY in Eq. (3.16) identifies the velocity gradient (or more precisely the shift-
vector gradient) ∂∆X/∂Y . PX, PY, and α are the parameters of the probability density
function on the image plane from Eq. (3.8).
Again, Eq. (3.16) is Gaussian with an elliptical cross section. However, the minor and
major axis and the angle of rotation can not be extracted from the equation as easily as
before.
Figure 3.1 shows the correlation function from Eq. (3.16) for different conditions. The
PDF was non-isotropic (PX = 5 px, PY = 1 px) in all cases and the angle of orientation
was α = 20◦. A particle image diameter D of 1 px, 3 px, and 5 px was used for the left,
middle, and right column, respectively.
No gradient ∂∆X/∂Y was applied for the middle row. Here, the resulting correlation
peaks look similar to the applied PDF (cross section shown as red solid line) and Eqs.
(3.12a) and (3.12b) are sufficient to determine the parameters of the PDF .
The upper and lower rows in Fig. 3.1 show the influence of an additional velocity gradient
∂∆X/∂Y . Here, the correlation functions are stretched in the direction of PX according
to the analysis of Keane and Adrian (1990) but, in addition, they are compressed in the
direction of PY and rotated around the center due to the velocity gradient. The rotation
direction depends on the sign of the velocity gradient.
Consequently, it is important to note that the shape of the PDF is not directly related to
the shape of the correlation function in the case of strong velocity gradients. Therefore,
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Figure 3.1: Contour plot of the analytical correlation function for different velocity gradi-
ents ∂∆X/∂Y ([1,0,−1] px/px from top to bottom) and different particle image
diameters D ([1,3,5] px, from left to right). The size and orientation of the
probability density function is indicated by the solid red line, the corresponding
parameters PX, PY, and α are 5 px, 1 px, and 20°, respectively.
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it is essential to include the information about the surrounding velocity field in order to
compute the Reynolds stresses for a given point.
Using Eqs. (3.12a) and (3.12b) for the reconstruction of the PDF and the estimation of
the Reynolds stresses leads to a systematic error in the presence of velocity gradients. As
a result of this, the normal stress in the X−direction is overestimated and the Reynolds
shear stress is under- or over- estimated, depending on the orientation of the PDF and
the sign of the velocity gradient.
Additionally, Fig. 3.1 shows that the influence of velocity gradients on the shape of the
correlation function is strongly dependent on the size of the particle images. The deforma-
tion gets stronger with increasing digital particle image diameter D. The compensation of
the velocity gradient effects will be discussed in Sec. 3.2.5.
The broadening of the correlation peaks under the influence of strong velocity gradients is
in qualitative agreement with the considerations for conventional PIV made by Keane and
Adrian (1990) and Kähler et al (2006).
3.2 Analysis of synthetic PIV images
In order to determine the accuracy of the method presented above, synthetic PIV images
with different probability density functions were generated and the estimated Reynolds
stresses were compared to the simulated values. This allows for a quantitative accuracy
assessment.
The calculation procedure is described in Sec. 3.2.1. Section 3.2.2 deals with isotropic
stresses and investigates the effect of several parameters on the accuracy of the estimated
turbulence. Section 3.2.3 focuses on the more general case of homogeneous non-isotropic
Reynolds stresses. The ability to estimate shear stresses as well as the demonstration of
the presented method’s spatial resolution are analyzed in Sec. 3.2.4 and 3.2.4, respectively.
The last section studies velocity gradient effects and their compensation (Sec. 3.2.5).
3.2.1 Calculation procedure
All synthetic PIV images were generated as discussed in Sec. 2.3.3. Unless otherwise stated,
each single test case consists of 20,000 PIV image pairs. A maximum of 20,000 counts was
applied for the intensity of the particle images and a SNR of 100 was simulated. Each
pixel´s gray value is computed from the integral of the intensity over the corresponding
area, with respect to the finite pixel-grid spacing of the camera sensor by using Eq. (2.7).
This procedure causes a difference between the applied particle image diameter Dsimulated
and the resulting diameter computed with a Gaussian fit-function Destimated.
The fraction of illuminated pixels was kept constant at 10% for all generated images,
meaning that 10% of all pixels had an intensity of more than 20,000 counts/e2 ≈ 2,700
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a = −3.08 ± 0.65
b = −1.46 ± 0.18
c = −0.337 ± 0.025






Figure 3.2: Estimation of the digital particle image diameter D for each 20,000 synthetic
PIV image pairs. The graph shows the mean value over 20 × 20 px and the
corresponding standard deviation as error-bar.
counts. Hence, the number of particle images changes with the particle image diameter
according to Eq. (2.8). The average number of particle images in a 20× 20 px region is,
for example, 5.6 for a digital particle image diameter of D = 3 px.
For each particle in each first PIV image, the position is randomly chosen. The position
in the second image changed with respect to the first one due to the velocity and its
fluctuations. The vertical component of the velocity was zero, while a constant gradient
was used for the horizontal component (∂∆X/∂Y = 0.05). The velocity fluctuations were
random numbers with a Gaussian distribution. However, the amplitude of the fluctuations
was controlled by the parameters PX, PY, and α of the PDF . The theoretical Reynolds
stresses were computed from the applied fluctuations.
Upon the generation of the synthetic PIV images, the correlation function for each pixel is
computed using Eq. (2.1). In order to determine the digital particle image diameter D the
auto-correlation function is also required (Kähler et al, 2006). The latter can be computed
by using Eq. (2.1) and simply exchanging image B with image A. For better accuracy, D
is also estimated from the auto-correlation of the B images. In theory, the auto-correlation
of a Gaussian is also a Gaussian, but the width is increased by a factor of
√
2 (Raffel et al,
2007). Hence, fitting the auto-correlation peak gives an estimation of the particle image
diameter. For experimental PIV recordings, it was found that the particle images can
be stretched in case of supersonic or hypersonic flow. Hence, the auto-correlation peaks
should be compared to a Gaussian with elliptical cross section.
Figure 3.2 shows the comparison between the input value and the estimated diameter.
The proportionality only holds for particle images bigger than ≈ 3 px, whereas for smaller
values the particle image size is estimated to be too large. The deviation can be corrected
using the fit-function in Fig. 3.2.
A Gaussian fit-function with the same structure as Eq. (3.10) was applied to the correlation
peaks in the next step. With this, the parameters CX, CY, and ϕ of each correlation
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a = −2.67 ± 0.18
b = −0.81 ± 0.04
c = −0.393 ± 0.025






D = 1 px
D = 3 px
D = 5 px
Figure 3.3: Estimation of the correlation peak diameter CX for each 20,000 synthetic
PIV image pairs. The graph shows the mean value over 20 × 20 px and the
corresponding standard deviation as error-bar.
function were determined. The estimation of the correlation peak’s diameter is also subject
to a systematic error, as shown in Fig. 3.3 for the major axis CX.
Both, particle image diameter and correlation peak diameter were corrected by using the
fit-function shown in Fig. 3.2 and Fig. 3.3, respectively.
The parameters PX and PY of the PDF were computed by using Eqs. (3.12a) and (3.12b)
and finally the Reynolds stresses were determined from Eqs. (3.13a), (3.13b), and (3.13c).
3.2.2 Isotropic stresses
In this section, PIV images with isotropic stress distribution are evaluated. Isotropic stress
means that the parameters PX and PY are equal and Eq. (3.8) becomes:








In this case the parameters CX and CY of the fit-function (Eq. (3.10)) should also be
equal. Thus, a symmetrical fit-function can be applied.
A turbulent flow with isotropic stresses has a rotationally symmetrical PDF and is thus
free of shear stresses. In a laminar flow the Brownian motion of the tracer particles
causes a broadening of the correlation peak. This can be treated as isotropic stresses to
determine the temperature within the flow in a non-intrusive way. This was demonstrated
by Hohreiter et al (2002) and Chamarthy et al (2009) for correlation functions computed
from interrogation windows with averaged window-correlation PIV evaluation.
First, the influence of the particle image size on the accuracy of the determination of
the correlation-peak’s size and position was investigated. Figure 3.4a shows the RMS-
uncertainty of the estimated correlation peak diameter CX with respect to the particle
61
3 Reynolds stress estimation up to single-pixel resolution

























 = 0.0 px
P
X
 = 1.0 px
P
X
 = 2.0 px
P
X
 = 5.0 px
(a)


























 = 0.0 px
P
X
 = 1.0 px
P
X
 = 2.0 px
P
X
 = 5.0 px
(b)
Figure 3.4: Influence of the digital particle image diameter D on the accuracy of the
estimated size of the correlation peak CX (a) and the computed shift vector
component ∆X (b).
image diameter D for four different values of PX. Each point in Figs. 3.4a - 3.5 represents
the standard deviation of 20× 20 correlation peaks computed from 20,000 synthetic PIV
image pairs using Eq. (2.1). For the generation of the synthetic PIV images the applied
probability density function was constant for all pixel in the image plane.
All four curves in Fig. 3.4a show a local minimum for a certain particle image diameter,
depending in the amplitude of the velocity fluctuations. The parameter PX, in real
measurements, not only depends on the turbulence in the flow but also on the time ∆t
between the acquisition of the two PIV images, the magnification M , and the pixel-grid
spacing S and can thus be partially controlled by these parameters.
As an example, the investigation of the wake flow of a blunt axis-symmetric space launcher
model in Bitter et al (2011) resulted in velocity fluctuations with a maximum of PX = 4.5 px
in the shear layer of the wake at Ma = 0.7, while the maximum value in the turbulent
boundary layer was around PX = 1.5 px.
Fig. 3.4a shows a minimum error for a digital particle image diameter of D ≈ 1.8 px
without velocity fluctuations. This minimum shifts to larger values of D for increasing
fluctuations. Additionally, the minimum RMS-uncertainty increases. The fact that the
random error increases consistently for larger particle images can mainly be explained
by the decreasing number of particle images (the fraction of illuminated pixels was kept
constant at 10%).
The maximum position of the correlation peak represents the mean velocity and is
estimated by using a three-point Gauss-fit. The accuracy of the estimated velocity is
shown in Fig. 3.4b. Particle images smaller than D ≈ 1 px are not suitable for accurate
velocity measurements, they cause so called “peak locking”. This is mostly visible by
using a histogram plot as displayed first in Kähler (1997). For particle images larger than
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D ≈ 2 px the RMS-uncertainty remains nearly constant, and even drops slightly. This
differs from the results presented by Raffel et al (2007) for single-pass window-correlation,
where a global minimum error for D ≈ 1.8 px was found. Overall, the minimum error
of about 0.01 px is comparable to that obtained by using window-correlation based PIV
methods.
The optimum particle image diameter seems to be around D = 3 px. At this size the
uncertainty for the estimation of correlation-peak diameter and its maximum position (or
mean velocity) are fairly low and the particle image size can be well estimated.
The parameter PX of the PDF can be determined from the correlation-peak size and the
particle image diameter by using Eq. (3.12a) and the normal stresses are computed from
Eqs. (3.13a) and (3.13b). Based on the two measured velocity components the turbulence
level Tu is used to evaluate the computed stresses. It is defined as follows:
Tu =
√
〈U ′2〉+ 〈V ′2〉
2 (3.18)
Furthermore, with Eq. (3.13a) and (3.13b) this can be reduced to
Tu = PX4 (3.19)
in the case of isotropic stresses.
Figure 3.5 shows the estimated turbulence level with respect to the simulated turbulence
level for three different particle image diameters. For small fluctuations the correlation
and auto-correlation peaks have almost the same diameter. Since the PDF ’s diameter is
computed from their difference (Eq. (3.12a) and (3.12b)), its error grows considerably in
this case. However, for the precise determination of small Reynolds stresses, the time ∆t
between the two PIV images, and thus the correlation peak size, can be increased. For a
turbulence level larger than Tu > 0.2 px, the systematic error becomes negligible. For the
real example of the round jet in Sec. 3.3 the turbulence level was between Tu = 0.1 px
(undisturbed flow) and Tu = 1.5 px (in the shear layer). For the wake flow in Chapter 5 it
was between Tu = 0.25 px (in the boundary layer) and Tu = 1.3 px (in the shear layer).
The accuracy of the estimated turbulence level is not only dependent on the digital particle
image diameter and the turbulence level itself, but also on the number of image pairs.
Figs. 3.6a and 3.6b illustrate how the number of PIV image pairs N affects the estimated
turbulence and mean velocity, respectively. The fraction of illuminated pixels was still
10%. As expected, the error decreases with an increasing number of images. For the tested
cases, 10,000 image pairs appear to be a sufficient number.
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Figure 3.5: Systematic error of the estimated turbulence level Tu depending on the applied
turbulence.
3.2.3 Homogeneous flow with non-isotropic stresses
So far, only synthetic PIV images with symmetric probability density functions were
analyzed. In the following, the more general approach from Eq. (3.8) will be applied.
Thus, the normal stresses 〈U ′2〉 and 〈V ′2〉 are not necessarily equal and the shear stress
〈U ′ · V ′〉 can differ from zero. However, the simulated stresses are still constant over the
whole image plane. Figure 3.6c shows the RMS-uncertainty for the estimated Reynolds
shear stress with respect to the number of image pairs N . The parameters PX, PY of the
PDF were fixed at 2 px and 0.5 px, respectively; while four different angles α were tested.
The RMS-uncertainty decreases exponentially over N .
Figures 3.7a and 3.7b show the comparison between the applied and the estimated Reynolds
stresses for different shapes of the PDF . In Fig. 3.7a the PDF ’s cross section has a
constant size but is rotated by the angle α. The stresses for a constant angle of rotation
and increasing ratio of PY/PX are shown in Fig. 3.7b. Each point was computed from
20,000 PIV image pairs with constant stress. 20× 20 correlation peaks were analyzed. The
digital particle image diameter was D = 3 px. The error-bars correspond to the standard
deviation of the stresses for each 400 correlation peaks.
Overall, the estimated mean values for the stresses are in good agreement with the simulated
ones. The maximum RMS-error is 0.03 px2. Further tests with different probability density
functions showed similar results.
According to the previous analysis, the developed method is suitable for estimating
Reynolds stresses, in particular shear stresses. Although the stresses are computed for
each single-pixel, only mean values over 400 px are plotted above. However, results for
each single pixel are presented in the next two sections.
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Figure 3.6: Influence of the number of synthetic PIV images on the accuracy of the
estimated turbulence level Tu (a), mean shift vector (b), and the Reynolds
shear stress (c). The particle image diameter was D = 3 px.
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Figure 3.7: Estimated Reynolds stresses for 20,000 PIV images (20 px× 20 px). For (a) the
probability density function had a fixed axis ratio (PX = 2.0 px, PY = 0.5 px)
and a varying angle of rotation (α = 0 . . . π). In Case of (b) the PDF had a
fixed angle of rotation (α = π/8) and a fixed major axis (PX = 0.5 px), the
minor axis PY varied from 0 px to 2 px. A cross section through the correlation
function is sketched in the top part.
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3.2.4 Shear flow with non-isotropic stresses
This section demonstrates the enhanced spatial resolution for an example of non-homogeneous
Reynolds stresses. Therefore, 100,000 synthetic PIV image pairs, 256 × 256 px in size,
were generated with a Siemens− star shaped stress distribution. The mean velocity was
kept constant about the whole image area. A digital particle image diameter of D = 3 px
was applied and the fraction of illuminated area was set to 2.5%. Hence, on average 0.9
particle images are within a 16 × 16 px window. This corresponds to a relatively low
seeding density.
The velocity fluctuations were totally uncorrelated, meaning that even two closely spaced
particle images can move in different directions. This simulates small scale turbulent
structures. The following parameters PX, PY, and α of the PDF were applied:
PX = 0.5 px + 3 px · exp
−8 · ( X − 128 px
|Y − 128 px| · 1.25
)2 (3.20)
+1 px · exp
−8 · ( Y − 128 px
|X − 128 px| · 0.75
)2
PY = 0.5 px (3.21)
α = sign (Y − 128 px) · arctan
[
(X − 128 px) · 2π





Figure 3.8 shows the computed results for the turbulence level Tu as defined in Eq. (3.18)
and the Reynolds shear stress 〈U ′ · V ′〉 in the left and right column, respectively. The
simulated values are plotted in the upper row, while the estimations using single-pixel
ensemble-correlation and window-correlation are shown in the middle and lower row,
respectively.
Although the single-pixel results for the turbulence level and shear stress in Fig. 3.8c are
somewhat noisy, it is clearly shown that small scale flow phenomena can be resolved. The
estimated values are consistent with the simulated ones in the single-pixel approach case.
On the other hand, the values computed with window-correlation approach (Fig. 3.8b) do
not show such good spatial resolution and are not able to resolve small scale structures.
Additionally, the stresses computed with the window-correlation method are significantly
smaller than the simulated values. This is due to the fact that the information is averaged
over the window size.
Figures 3.9a and 3.9b illustrate how the correlation window size influences the magnitude
of the estimated stresses. For the window size of 32× 32 px and 16× 16 px the absolute
values are always too small and for 8 × 8 px windows, the number of spurious vectors
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Figure 3.8: Turbulence level (left) and Reynolds shear stress (right) for a synthetic test
case of 100,000 PIV recordings. Simulated values (a) and computed results
using standard window-correlation techniques (b) and the single-pixel approach
(c).
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Figure 3.9: Turbulence (a) and Reynolds shear stress (b) level for a cross section at
y = 50 px of the data set from Fig. 3.8. The black solid line indicates the
simulated level.
increases significantly, which introduces artificial stresses. The maximum deviation between
simulated turbulence level and estimation using ensemble-correlation is only 0.10 px for
the cross section at y = 50 px, as shown in Fig. 3.9a, whereas it is 0.32 px in the case of
16× 16 px window-correlation. For the Reynolds shear stress, the maximum deviations
in Fig. 3.9b are 0.03 px and 0.25 px for the ensemble correlation and the 16 × 16 px
window-correlation, respectively.
The evaluated synthetic test case shows that window-correlation based PIV evaluation
cannot resolve small turbulent structures; only turbulent structures larger than the
interrogation-window size contribute to the estimated stresses.
However, the ensemble-correlation based method is, in principle, capable to detect any
small turbulent structures. It does not average velocity fluctuations over a certain area, not
even over the single-pixel, and all fluctuations are stored within the correlation peak. Also,
turbulent structures smaller than one pixel contribute to the broadening of the correlation
peak even though the computed stresses correspond to the mean values over the area of
one pixel.
3.2.5 Compensation of velocity-gradient effects
In paragraph 3.1.3 (Fig. 3.1) the deformation of the correlation peak due to a gradient in
the velocity field was demonstrated. This effect is quantitatively analyzed in this section,
for which PIV images with homogeneous stresses were generated. The parameters PX,
PY, and α of the PDF were chosen to be 2 px, 0.5 px, and 0◦, respectively. The velocity
gradient ∂∆X/∂Y varied from −1 to +1 px/px.
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Figures 3.10a, 3.10b, and 3.10c show the computed normal stresses and shear stresses.
Three different particle image diameters were tested. The figures show a strong bias error
that depends on the particle image size and the velocity gradient. Only the normal stress
in the Y−direction is not affected by the velocity gradient.
The strong bias error is caused by the deformation of the correlation peaks in the case of
velocity gradients. Figure 3.11 shows the correlation peaks for the first, last, and middle
points of the data set from Figs. 3.10a, 3.10b, and 3.10c for D = 5 px. These peaks
are computed by using Eq. (2.1) and are in qualitative agreement with the analytical
functions in Fig. 3.1. The correlation peaks are stretched in the direction of the flow
and compressed perpendicular to it. Additionally, a positive velocity gradient ∂∆X/∂Y
rotates the correlation peak in the counter clockwise direction and vice versa.
Figures 3.10a, 3.10c, and 3.11 clearly show that the simple relations from 3.12a and 3.12b
are not sufficient if strong velocity gradients are present.
A detailed inspection of Eq. (3.16) allows for a correction of the Reynolds stresses with



































〈U ′ · V ′〉corrected = 〈U










For the derivation of Eqs. (3.23), (3.24), and (3.25), the analytical correlation peak from
Eq. (3.16) was compared to a Gaussian with elliptical cross section like the one used in
Eq. (3.10). In this way it was possible to identify the change of the parameters CX, CY,
and α with respect to the velocity gradient ∂∆X/∂Y and hence to correct the Reynolds
stresses. Additionally, the influence of the velocity gradient ∂∆Y/∂X was investigated:
both gradient effects can be corrected independently.
In order to verify Eqs. (3.23), (3.24), and (3.25), 20,000 synthetic PIV images with a size
of 256× 256 px and varying velocity gradients were generated and evaluated. The particle
image diameter was D = 3 px and the parameters PX, PY, and α were 2 px, 2 px, and 0◦,
respectively. Isotropic Reynolds stresses were applied thus, the shear stress should be zero.
Figure 3.12 shows the distribution of the horizontal velocity, the Reynolds shear stress influ-
enced by the velocity gradient 〈U ′ · V ′〉gradient and the corrected shear stress 〈U ′ · V ′〉corrected
computed with Eq. (3.25). In the right column of Fig. 3.12, the projection of the data
points on the Y−axis is shown together with the simulated values (red solid line). A
sinusoidal velocity profile with increasing amplitude from top to bottom was generated
(Fig. 3.12a). Thus, the velocity gradient also increases and the Reynolds shear stress
seems to rise with it (Fig. 3.12b).
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Figure 3.10: Reynolds normal stress in the X−direction (a) and in the Y−direction (b) as
well as Reynolds shear stress (c) under the influence of the velocity gradient
∂∆X/∂Y .
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Figure 3.11: Computed correlation peak for each 20,000 synthetic PIV image pairs with
different velocity gradients ∂∆X/∂Y . A digital particle image diameter of
D = 5 px was applied. The parameters PX, PY, and α of the PDF were 2 px,
0.5 px, and 0◦, respectively. The solid lines indicate the size and orientation
of the fitted Gaussian.
Note, however, that the estimation of the mean velocity is not affected. Thus, it is possible
to determine the velocity gradient from the mean velocity field and to correct the Reynolds
stresses. A correction, using Eq. (3.25), of the shear stress is shown in Fig. 3.12c. The
remaining standard deviation of the corrected shear stress 〈U ′ · V ′〉corrected is only 0.045 px2
(for the uncorrected stress it was 0.7 px2). An other test case with both gradients ∂∆X/∂Y
and ∂∆Y/∂X (not presented in this work) confirmed that these can be compensated
independently.
In conclusion, it can be stated, that the estimation of the Reynolds stresses is strongly
influenced by the velocity gradients ∂∆X/∂Y and ∂∆Y/∂X. It was found that the
computed values can be categorized between real and artificial stresses. The latter depend
on the particle image diameter squared, for all in-plane Reynolds stress components. The
analytical results are in good agreement with the computed values from the synthetic PIV
recordings.
It should be emphasized again, that only the first derivative of u with respect to y was
considered for the derivation of the correlation function (see Eq. (3.15)). However, a
higher order expansion might lead to even better results.
3.3 Analysis of real PIV images: water jet flow
So far only synthetic PIV images were analyzed. This section presents computed Reynolds
stresses for real PIV recordings using the method discussed in this chapter. Only the
shear stresses is presented here, since this is usually of major interest as long as no
flow separation is studied in detail. Nevertheless, the normal stresses require almost no
additional computing time and can easily be extracted for the complete description.
The experimental example analyzes a round jet flow in water at a Reynolds number of
Red ≈ 26,000 based on the nozzle diameter which was Ød = 2.4mm. The pipe had an
72















































































(c) corrected Reynolds shear stress
Figure 3.12: Influence of the velocity gradient ∂∆X/∂Y on the Reynolds shear stress for
a synthetic shear flow with varying gradient. 20,000 synthetic PIV images
with isotropic stresses were analyzed.
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inner diameter of approximately 10 mm and was connected to a diaphragm pump. The
setup is illustrated in Fig. (3.13). The near field of the jet was selected, as the resolution
of the strong gradient at the outlet of the nozzle is very difficult.
A high repetition rate CMOS camera (PhantomV 12 by Vision Research Inc.) with a Zeiss
Makro− PlanarT ∗ f2/100 objective lens plus a teleconverter (Kenko 2× Pro 300) were
used to observe the jet. The working distance was approximately 0.5 m, which led to an
optical magnification of M = 0.73 and a scaling factor of 27.5 µm/px. A continuous-wave
laser (Millennia by Spectra-Physics) with 10 W optical power and a wave length of 532 nm
illuminated tracer particles in a light sheet (approximately 300 µm in thickness). Hollow
class spheres with a diameter of 10 µm were used as tracer particle (by Dantec Dynamics).
25,000 single exposed PIV image pairs with a size of only 384 × 256 px were captured
at a frequency of 250 Hz, while the time separation between each two images was set to
∆t = 20 µs. The exposure time of the camera was set to 1.8 µs.
The analysis of the PIV recordings revealed that the particle image diameter on the image
plane was around D ≈ 1.9 px and the particle density was such that approximately 1% of
the images was illuminated, this corresponds to about 1.3 particle images in an area of
16× 16 px. The maximum velocity of the jet was determined to be 9.77 m/s corresponding
to a shift vector of 7.1 px.
Figure 3.14 shows a comparison of the Reynolds shear stress distribution directly behind
the nozzle, between window-correlation using a standard software (DaV is by LaVision
GmbH) and the developed single-pixel ensemble-correlation approach.
A multi-pass algorithm with decreasing window size (from 32× 32 px to 16× 16 px with
50% overlap) and a Gaussian window weighting was applied for the window-correlation
method. Thus, a total of 252 independent vectors could be computed for 25,000 vector
fields leading to 252 independent data points for the Reynolds shear stress distribution,
computed from this ensemble of vector fields (Fig. 3.14a).












Figure 3.13: Sketch of the axis-symmetric pipe exit for the jet flow analysis. The laser
light sheet and the field of view (FOV) are illustrated. Numerical values are
given in mm.
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(a) 16 × 16 px window-correlation: every 4th vector in X−direction and each






















(b) ensemble correlation: every 32nd vector in X−direction and every 2nd vector
in Y−direction is shown.
Figure 3.14: Reynolds shear stress distribution and velocity vectors for a round water
jet at Red = 26,000 computed with 16× 16 px windows-correlation (a) and
single-pixel ensemble-correlation (b) and from 25,000 PIV recordings.
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Figure 3.15: Reynolds shear stress for a cross section of the jet flow from Fig. 3.14 at
X = 150 px.
leading more than 10,000 independent Reynolds shear stress data points for a digital
particle image diameter of D ≈ 1.9 px, according to Chapter (2.3). A locally active filter
was used to replace single outliers by the median value of the surroundings.
The comparison of the flow fields computed using window-correlation and single-pixel
ensemble-correlation shows a similar distribution: A shear layer with positive shear stress
in the upper part and one with negative shear stress in the lower part. Both shear layers
grow in thickness with propagation, while the broadening is proportional to the distance
from the nozzle. Although, this measurements were not performed in the self-preserving
region, this results are in agreement with the analysis on the self-preserving region of a
round jet made by Wygnanski and Fiedler (1969).
Regarding the comparison in Fig. 3.14, a significantly better spatial resolution was achieved
with the developed single-pixel method. Furthermore, it is evident that the absolute values
of the shear stresses are considerably higher in the case of single-pixel evaluation. Referring
to the example of synthetic PIV images from Fig. 3.8, these values are more reliable
than those obtained from window-correlation. The single-pixel results are neither spatially
low-pass filtered by the correlation-window size, nor do they suffer from error propagation
during the calculation of Reynolds stresses from individual vector fields.
Additionally, the velocity vectors in Fig. 3.14 clearly show that only the single-pixel
approach is capable of resolving the very high velocity gradients right behind the nozzle
exit. The window-correlation method only computes mean values averaged over the window
size.
Conclusions
The presented chapter illustrates that Reynolds normal and shear stresses can be esti-
mated in general from the shape of the correlation function. This allows for computing
76
Conclusions
statistical values with significantly increased spatial resolution compared to standard
window-correlation. It should be emphasized here, that the spatial resolution of the
estimated Reynolds stresses is limited by the digital particle image diameter in the same
way as it limits the resolution of the mean displacement (see Chapter 2.3).
The developed method is suitable for PIV recordings with particle image diameters
D > 1 px (see Fig. 3.4a and 3.4b), whereas the optimum value is between 1.5 and 5 px.
The number of images has a strong impact on the accuracy of the computed stresses
and the mean velocity (see Figs. 3.6a, 3.6b, and 3.6c). An insufficient number of PIV
images (or low seeding density) can be compensated by averaging the correlation peaks
over several pixels. Velocity gradients in the observed flow stretch the correlation peaks
and rotate them. This causes strong bias errors for the computed Reynolds stresses, which
must be corrected by using Eqs. (3.23) -(3.25).
The application of the evaluation method on an experimental data sets in Sec. 3.3
demonstrated the suitability of this approach for the analysis of real PIV recordings.
The comparison between the developed single-pixel approach and a standard evaluation
using interrogation windows illustrates the increased spatial resolution and enhanced
measurement precision (see Fig. 3.14). It was found that the estimated Reynolds stresses
are significantly larger compared to results from standard PIV evaluations that only
compute mean values averaged over the interrogation-window size.
In summary, for a PIV data set of several thousand image pairs all Reynolds stresses
in a 2D regime can be computed with drastically improved resolution, with an error of
only a few percent points. This is of great importance for the analysis of small-scale
flow phenomena appearing, for instance, at large Reynolds and Mach numbers. The
developed method can also be used to analyze correlation peaks from sum-of-correlation
procedures, computed with conventional available software. However, in this case the
received information is averaged over the interrogation-window size.
The present calculations are based on a Gaussian probability density function. For
instationary flows with complex behavior, the probability density function might have to
be generalized. A sum of two or more Gaussian functions like the one defined in Eq. (3.8)
should solve a variety of problems.
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4 Detection of vortices from PIV
vector fields
The formation and motion of vortices is of fundamental importance for space launcher’s
wake flows. Schrijer et al (2011) as well as Hannemann et al (2011) showed that in the
case of the ARIANE V the flow separates at the end of the main stage and vortices are
generated in the shear layer, as discussed in the introduction of the thesis. These vortices
may interfere with the main engine’s nozzle or other components and can cause serious
damage.
To analyze the risk for components in the wake it is important to know where the vortices
are generated and which way they are traveling. Additionally, the size and strength of
the vortices need to be known to estimate the danger caused by them. PIV is in principle
well suited to measure all these quantities, since it evaluates instantaneous vector fields
from which the vortices can be identified. In order to determine the range of detectable
vortices, synthetic PIV images of vortices with different size and swirling strength will be
analyzed in this chapter.
Section 4.1 discusses how the vortices are identified from the velocity vector fields by using
the discriminant of the velocity gradient matrix. The influence of the interrogation-window
size and the window overlapping on the estimated vortex size and the swirling strength is
analyzed in Secs. 4.2 and 4.3, respectively. Section 4.4 discusses the possibility to estimate
the vortex tube orientation with respect to the measurement plane.
4.1 Identification of vortices
The Lamb-Oseen vortex is a frequently used vortex model in fluid dynamics. It is based
on a relatively simply mathematical description, which is close to real vortices. The












Where Γ is the total circulation and rc the vortex core radius. Figure 4.1 illustrates the
circumferential velocity (green line) for a cross section through the vortex center. In
principle the vortex projection on the measurement plane can be directly identified from
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Figure 4.1: Normalized circumferential velocity and swirling strength for a Lamb-Oseen
vortex.
the velocity field. However, this becomes difficult in the case of an additional drift velocity.
The superposition of a vortex and a constant velocity field can be analyzed using the







If the vortex is superimposed with a shear layer the vorticity is not a sufficient indicator.



























− 4 · det ∂~v
∂~x
= (ux + vy)2 − 4 · (ux · vy − uy · vx) (4.4)
of the velocity gradient matrix is negative for vortices and positive for other patterns.
Figure 4.1 shows that the squared vorticity ω2z and the discriminant of the velocity gradient
matrix D2 have the same shape if no drift velocity is superimposed. On the other hand,
Fig. 4.2 illustrates the influence of an additional constant velocity and of an additional
shear layer. From the figure it can be concluded that the vorticity is not sufficient to
identify vortices in the case of a superimposed shear layer, whereas the discriminant of
the velocity gradient matrix is sufficient. Thus D2 will be used to identify vortices in the
following.
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Figure 4.2: Velocity vector field (top row), vorticity squared (middle row) and discriminant
of the velocity gradient matrix (bottom row) for a Lamb-Oseen vortex (left
column), for an additional constant drift velocity (middle column) and for an
additional shear layer (right column).
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4.2 Estimation of vortex size
Window-correlation based PIV evaluation methods result in volume averaged velocity
vectors as discussed in Sec. 2.2.1. Thus, it is expected that small vortices (smaller than
the interrogation-window size) are smeared out and cannot be detected reliable. The aim
of this section is to analyze the detectability of vortices with respect to their size and with
respect to the interrogation-window size using window-correlation based PIV.
In order to investigate vortices of different sizes synthetic images are generated, as discussed
in Sec. 2.3.3. 100 synthetic image pairs, 512×512 px in size, with a stationary Lamb-Oseen
vortex in the image center were generated for different vortex core sizes ranging from
rc = 1 px to rc = 100 px. A particle image density of 25% was applied, meaning that 25%
of the image area was covered by particle images. The digital particle image diameter was
D = 3 px, hence, the number of particle images per pixel was Nppp = 0.035 on average,
according to Eq. (2.8). A Gaussian particle image shape was assumed and the maximum
intensity of the particle images was I0 = 214. A Gaussian noise with zero mean and a
standard deviation of I0/100 was added to the images, leading to a SNR of 100. The
particle image positions in the second frame were shifted with respect to those in the first
one: The distance to the vortex center was kept constant and the angular displacement
was computed from Eq. (4.1). A maximum shift of 10 px was applied.
The PIV images were evaluated with window-correlation methods including image defor-
mation, iterative window shifting and Gaussian window weighting by using a standard
software (Davis by LaVision). The interrogation-window size for the first pass was 64× 64
px, for the final pass different window sizes were tested. For each interrogation-window
size at least two passes were performed. Due to the large particle image density and the
high SNR no post-processing was required.
In order to detect the generated vortices the swirling strength swirl of the vector fields
were computed as follows:
swirl = max (0;−D2) · sign (ωz) (4.5)
Where swirl is the negative part of the discriminant of the velocity gradient matrix. The
multiplication by the sign of the vorticity ωz allows for the determination of the rotation
direction: negative swirling strength corresponds to clockwise rotation and positive swirling
strength corresponds to counter-clockwise rotation. The swirling strength distribution
of all vector fields was used to detect the vortices: The cross-correlation between the
swirling distribution and a set of Gaussian peaks with different diameters was computed,
as described in Cierpka et al (2008). Thus, a three dimensional correlation map was
formed, which allows to identify the vortex position (x0,y0) and the vortex core radius
rc. Additionally, the correlation value itself indicates how good the shape of the detected
vortex follows the shape of the Gaussian.
Figure 4.3 shows the estimated vortex size with respect to the simulated one. Each
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16 × 16 px, 50% ov.
32 × 32 px, 75% ov.
32 × 32 px, 50% ov.
32 × 32 px, 25% ov.
64 × 64 px, 50% ov.
Figure 4.3: Estimated vortex core radius with respect to the simulated core radius for


























16 × 16 px, 50% ov.
32 × 32 px, 75% ov.
32 × 32 px, 50% ov.
32 × 32 px, 25% ov.
64 × 64 px, 50% ov.
Figure 4.4: Random error of the estimated vortex center position with respect to the
simulated core radius for different interrogation-window sizes and different
overlapping.
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16 × 16 px, 50% ov.
32 × 32 px, 75% ov.
32 × 32 px, 50% ov.
32 × 32 px, 25% ov.
64 × 64 px, 50% ov.
Figure 4.5: Estimated swirling strength with respect to the simulated core radius for
different interrogation-window sizes and different overlapping. The simulated
swirling strength is indicated by the red solid line.
measurement point represents an average value over 100 vortices and the error-bar indicates
the corresponding standard deviation. Three different interrogation-window sizes were used
ranging from 16× 16 px to 64× 64 px. Additionally, different overlaps of 25%, 50%, and
75% were tested for one window size. The results in Fig. 4.3 clearly show that the vortex
size of small vortices is overestimated. The smallest size that can be detected without
a significant bias error depends on the vector grid spacing (window size times overlap)
rather than on the interrogation-window size. Thus, a large overlap allows to detect
smaller vortices without bias. On the other hand, it should be emphasized that due to the
high SNR also the smallest vortices could be detected although their size is drastically
overestimated. For small vortices (rc < 10 px) the estimated size is rather independent of
the simulated vortex size but strongly dependents on the interrogation-window size and
the window overlap, as can be seen from the constant slope in the left part of Fig. 4.3.
The random error of the detected vortex center positions σx is illustrated in Fig. 4.4. It
was computed from the distance between the simulated and estimated center position,
whereas the simulated position was the image center plus a random number between
−16 px and +16 px. From Fig. 4.4 it can be seen that only the position of the larger
vortices could be determined correctly. The remaining uncertainty depends mainly on the
interrogation-window size, whereas the best results are obtained for small windows. The
window overlap seams to have minor influence on the accuracy of the estimated vortex
center position.
4.3 Estimation of swirling strength
The same data set as discussed in the previous section was used to analyze the effect of the
vortex size on the estimated swirling strength. For a vortex core radius of rc = (1 . . . 100)
px 100 synthetic PIV image pairs were generated and analyzed with window-correlation
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using different interrogation-window sizes and overlapping. The results are shown in Fig.
4.5. As before, each measurement point represents an average value over 100 vortices and
the error-bar indicates the corresponding standard deviation. From Fig. 4.5 it is evident
that only for large vortices the swirling strength is determined correctly. For small vortices
the swirling strength is underestimated, since mainly the outer region of the vortex is
captured. The bias error strongly depends on the interrogation-window size as well as
on the window overlap. The smallest vortex size for which the swirling strength can be
determined accurately is in the range of the interrogation-window size.
4.4 Estimation of vortex orientation
Only for the case that the vortex-tube axis is perpendicular to the measurement plane
the swirling distribution is axisymmetric. Otherwise, if the vortex tube is cut under an
arbitrary angle its cross section is an ellipse. The angle between the vortex-tube axis and a
axis normal to the measurement plan is referred to as β. For β 6= 0 the swirling distribution
is stretched. Furthermore, the resulting ellipse can be stretched in any direction within
the measurement plane depending on the azimuthal angle γ of the vortex tube, illustrated
in Fig. 4.6.
To account for that, the swirling distribution is analyzed locally with a fit function. The
information about location and size of the correlation procedure discussed in Sec. 4.2 are
used as start point. The fit-function allows to include more parameters, thus, it is possible
















Where L1 and L2 are the major and minor axis length and γ is the angle of orientation.
The angle between the vortex-tube axis and a axis normal to the measurement plan can
be computed from the ratio of the minor and major ellipsis axis:
cos β = L2
L1
(4.7)
Thus, both angles β and γ can be extracted from the elliptical fit function.
In order to test the ability to measure the angles β and γ synthetic PIV images were
generated and analyzed, as before. Figure 4.7a shows the results for a varying angle β.
The measurement points represent the mean value over 100 vortices and the error-bar
indicates the corresponding standard deviation. The simulated vortex core radius was
rc = 25 px and the evaluation was performed using 16 × 16 px interrogation windows.
From Fig. 4.7a it can be seen that angles between 20° and 80° can be detected accurately.
For small angles the ration L2/L1 is close to one, where the inverse cosine has a very
steep slope which causes increased uncertainty. The random error of the vortex major and
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Figure 4.6: Sketch of the vortex core
cross section in the mea-
surement plane. The
swirling distribution ap-


























16 × 16 px, 50% ov.
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16 × 16 px, 50% ov.
(b)
Figure 4.7: Estimation of the angle of inclined vortex-tube axis β and the azimuthal angle
γ from synthetic PIV images evaluated with window-correlation.
minor axis length L1 and L2 causes a slightly elliptical shape for round vortices, in general.
As a result, the angle beta is overestimated for vortex tubes that are aligned (almost)
perpendicular to the measurement plan.
To investigate the detectability of the azimuthal angle γ another set of synthetic images
was generated: The angle β was kept constant at 45° and the angle γ varied from 0 to
90°. Thus the swirling distribution has an elliptical shape, whereas the ratio L2/L1 is
approximately 0.7 (according to Eq. (4.7)) and the in-plane orientation varied with γ.
The data set was again analyzed using 16× 16 px interrogation windows with 50% overlap,
the swirling distribution was computed according to Eq. (4.5) and it was approximated by
the Gaussian fit-function from Eq. (4.6). Figure (4.7b) shows the estimated orientation of
the detected ellipses with respect to the simulated one. It can be seen that the azimuthal




This Chapter illustrates that vortices can be detected from PIV vector fields. Using
the discriminant of the velocity gradient matrix allows to distinguish between shear
and vorticity, which is very important for the detection of vortices within a shear layer.
Synthetic Lamb-Oseen vortices were used to analyze the detectability of vortices from
PIV vector fields. The vector fields were computed from synthetic images by using
window-correlation based PIV evaluation methods implemented in a standard software.
It was shown, that even vortices that are much smaller than the interrogation-window
size can be detected with the developed approach. However, in this case the vortex size
is overestimated and the swirling strength is underestimated. The interrogation-window
size and the window overlapping strongly influence the minimum size of vortices whose
size and swirling strength can be detected reliable. This minimum size is generally in the
order of the interrogation-window size.
If the vortex-tube axis is not aligned perpendicular to the measurement plane the shape of
the swirling distribution becomes elliptical. Using a Gaussian fit-function with an elliptical
shape allows for the estimation of the orientation of the vortex tube.
In the case of real PIV images the error level of the estimated velocity vector filed can
be much higher than applied for the simulations. As a result, the gradients are also
erroneous and the swirling distribution might show small peaks that look like vortices but
are only measurement noise. Thus, the detection of vortices with a size smaller than the
interrogation window is challenging for real PIV data.
The developed approach will be applied to experimentally achieved vector fields of a
generic space launcher model’s wake in Chapter 5, where the spatial distribution of the
detected vortices is shown with respect to their size, to their swirling strength and to the
vortex tube orientation.
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space launcher model
The wake flow of a space launcher is of fundamental importance for its aerodynamic
performance, as motivated in the introduction of this thesis. In this Chapter, a detailed
analysis of a generic space launcher model’s wake flow by means of PIV measurements is
presented. Reliable and accurate measurements of the mean velocity distribution and the
Reynolds stress distribution with high spatial resolution are important for the validation of
modern simulation concepts or for the comparison with other measurements. Furthermore,
a detailed analysis of the wake flow reveals fundamental understanding of the flow physics.
Transonic Mach numbers are of particular interest, because at moderate heights, the
ambient conditions (air pressure and density) cause strong flow/ structure-interactions
that lead to high mechanical stresses in the involved components (Hannemann et al, 2011;
Schrijer et al, 2011).
The fluid mechanical principles of a space launcher’s wake can be described by a very
simple model: the backward-facing step. Although many publications concentrated on
the backward-facing step flow, only a very limited amount of experimental data on
axisymmetric models is available, especially for high subsonic or transonic Mach numbers.
The objective of this Chapter is a detailed analysis of a axisymmetric backward-facing
step’s flow field at Ma = 0.7 with sophisticated PIV evaluation methods.
This Chapter is structured as follows: Section 5.1 describes the measurement setup. The
acquired date set was analyzed with respect to different aspects: The mean velocity field
is presented and discussed in Sec. 5.2. The spatial distribution of the Reynolds normal
and shear stress in the space launcher model’s wake is analyzed in Sec. 5.3. Section 5.4
presents the spatial distribution of shear layer vortices with respect to their size, swirling
strength and orientation. Additionally, two-point correlation is applied to instantaneous
velocity fields in order to identify coherent structures.
5.1 Measurement setup
The measurements were performed in the Trisonic Wind tunnel Munich (TWM) at the
Bundeswehr University. The facility is described in detail in Sec. 5.1.1. The space launcher
model and the setup of the high-repetition PIV system used are discussed in Sec. 5.1.2
and 5.1.3, respectively.
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2×190 m³, 20 bar            
Figure 5.1: Sketch of the TWM
5.1.1 TWM
The Trisonic Wind tunnel Munich (TWM) facility is equipped with independently ad-
justable Laval nozzle and diffuser and it is therefore capable of generating sub-, trans-, and
super-sonic flow. The TWM is a blow down type wind tunnel with two 30 m long storage
vessels each with a volume of 190 m3 (yellow in Fig. 5.1). Three air compressors with a
total power of roughly 650 kW achieve a volume flow rate of 4,000 m3/h. The compressed
and dried air is stored in the two vessels at a maximum pressure of 20 bar. Less than 2
hours are required for a complete filling of the storage vessels.
The upper part of Fig. 5.1 shows the flow control devices, which are needed for adjusting
Reynolds number and Mach number independently. During a wind tunnel run the pressure
in the settling chamber is adjusted by the control valve in a closed-loop regime. While the
pressure in the storage vessels drops continuously, the control valve is opened more and
more so that the pressure in the settling chamber is kept constant. The total pressure
range of the wind tunnel is pt = (1.2 . . . 5) bar. This leads to a Reynolds number range of
Re = (7 . . . 80) m−1.
For the PIV measurements the flow is seeded with DEHS tracer particles via a flange fitted
to the wall of the settling chamber close to the control valve (see Fig. 5.1). The settling
chamber is several meters long and has a diverging cross section. After the flow settles
down, it passes several flow straighteners at the end of the settling chamber to reduce the
lateral turbulence level. After setting the Reynolds number and reducing the turbulence
level, the Mach number is adjusted in the Laval nozzle, which has a rectangular cross
section with continuously deformable side walls. A Mach number range between 0.3 and
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3.0 can be obtained. For a Mach number of 0.7 the turbulence level in the test section of
the TWM facility is approximately 1.3% of the mean velocity.
The 675 mm high, 300 mm wide and 1,200 mm long test section can be equipped with solid
or perforated walls. The latter allows for boundary-layer suction. Both side walls have
round windows, 500 mm in diameter, for optical access to the test section. Additionally,
the ceiling is equipped with a 200 mm window for optical investigations. Models can be
mounted either on one of walls or on a rear sting. In both cases, the angle of attack can be
controlled by means of a hydraulic adjusting unit. The test section is surrounded by the
plenum chamber, which is opened pneumatically in order to get full access to the inside.
Just before reaching the air outlet, through a tower outside the building (not shown in Fig.
5.1), the flow passes through the adjustable diffuser. The operating time of the TWM
facility depends on the adjusted Reynolds and Mach number, it reaches up to 300 seconds
at Mach = 3. The maximum flow rate of 240 kg/s is achieved at Mach = 1 and pt = 5 bar.
In this case the run-time of the facility is still approximately 40 seconds.
5.1.2 Space launcher model
The tests were performed on a blunt axisymmetric space launcher model, shown in Fig.
5.2. The configuration consists of a 36° cone with a spherical nose of R = 5 mm and
a cylindrical part with a length of 164.3 mm and a diameter of d = 54 mm. The total
length, from nose to base, is 231.3 mm. The model was made of aluminum and the surfaces
were polished to avoid diffuse reflections at the wall, which would bias the near wall PIV
velocity measurements, see Kähler et al (2006).
A rear sting (Ø21.5mm) in the base of the cylinder was used for mounting the model in
the test section of the wind tunnel. Compared to a strut-mounting, the rear sting avoids
strong three-dimensional effects on the flow in a nnd around the base region of the model
(see van Oudheusden and Scarano (2008)). A sketch of the model and the field of view
(FOV) are shown in Fig. 5.3.
5.1.3 PIV system
For the PIV measurements the flow is seeded with DEHS tracer particles with a mean
diameter of 1 μm, as described in (Kähler et al, 2002). Due to the limited run time of the
facility and the large number of recordings required for reliable data, a high-repetition PIV
system using a Quantronix Darwin Duo Nd:YLF double-pulse laser with a wavelength of
527 nm, a pulse duration of tp ≈ 120 ns, and a laser energy of 11 mJ per cavity at 2 kHz
was used. The laser beam is transformed into a light sheet using two spherical lenses
for adjusting the height, followed by two cylindrical lenses for width adjustment. The
M2-factor of the laser was approximately M2 ≈ 25, which led to a light sheet thickness in
the focal plane of ≈ 1.5 mm for the chosen setup.
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Figure 5.3: Axisymmetric space launcher model with rear sting. The laser light sheet
and the field of view (FOV) for high-repetition rate PIV measurements are
illustrated. Numerical values are given in mm.
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The recordings were captured by using a PhantomV 12 high repetition rate CMOS camera
(by Vision Research Inc.) with a 1,280× 800 px sensor and 8 GB of internal memory. By
cropping the image’s size to 1,280× 400 px, more than 5,000 double frame PIV images
could be captured during one wind tunnel run.
The time between the laser pulses was adjusted to 3 μs, which corresponds to a particle
shift of < 0.7 mm between the tow illuminations of one double frame image (or < 8 pixel
on the image plane). Due to the strong three–dimensional motion, this relatively short
temporal difference is required to ensures that a large fraction of the tracer particles is
observed in both frames. The recording rate was adjusted to2,000 image pairs per second.
Since the vortex shedding frequency is around 900 Hz (Bitter et al, 2012), the images are
considered as uncorrelated, which is essential for the computation of statistical values.
A Makro− PlanarT ∗ f2/100 objective lens (by Carl Zeiss AG) with a focal length of
100 mm and an f-number of 2.8 was mounted in front of the camera. The camera was
located inside the plenum chamber in order to reach a small working distance, which is
required for good resolution and high SNR, as discussed in Chapter 2.3. The most relevant
measurement parameters are summarized in Tab. 5.1.
5.2 Mean velocity field
The analyzed data set was acquired at a Mach number of Ma = 0.7 and a Reynolds number
of Red = 1.1 · 106 (related to the forebody’s diameter d = 54mm). A total number of
21,500 PIV image pairs was acquired in four wind tunnel runs at a recording frequency
of 2 kHz. During the wind tunnel run the space launcher model vibrates in the y− and
z−directions. The motion is dominated by a frequency of ≈ 37 Hz and the amplitude
reaches ±1 mm (= ±11 px), which corresponds to a variation of the angle of attack of
±0.2° (Bitter et al, 2011). As a result the model moves slightly up and down in the
recorded images. Furthermore, due to the out of plane motion the measurement plane
moves with respect to the model’s symmetry axis. This slightly increases the thickness of
the averaging volume.
In a first evaluation step a high-pass filter was applied to the intensity distribution of
each pixel over the ensemble, as introduced by Scarano and Sciacchitano (2011). This
procedure eliminates wall reflections and enhances the particles peak intensity relative to
the reflections and the background light. Secondly, the images were shifted to compensate
for the space launcher model’s in-plane motion. In the next step, the correlation function
was computed for each pixel using the single-pixel evaluation discussed in Sec. 2.2.2.
Finally, the mean velocity was estimated from the correlation peak’s maximum position.
Figure 5.4a shows the mean shift vector field computed from 21,500 PIV image pairs using
single-pixel ensemble-correlation. In the x−direction, every 50th vector is shown and in
the y−direction every 10th. According to the findings of Chapter 2.3 the spatial resolution
of the vector field is res ≈ D · S/M = 2 px · 90 µm/px = 180 µm = 0.003 · d.
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Table 5.1: Overview of the measurement parameters.
Wind tunnel & model
Mach number Ma = 0.7
Reynolds number Red = 1.1 · 106
Total pressure pt = 1.5 bar
Total temperature T∞ = 264 K
Measurement section size 1200× 675× 300 mm3
Model diameter d = 54 mm
Rear sting diameter 21.5 mm
Step height 16.25 mm ≈ 0.3 · d
Imaging system
Active camera-sensor size 25.6× 8 mm2(1280× 400 px)
Pixel spacing 20× 20 µm2
Objective lens focal length 100 mm
f-number 2.8
Working distance 450 mm
Magnification 0.22
Scaling factor 90 µm/px
Field of view 115× 36 mm2
Digital particle image diameter ≈ 2 px
Laser system
Repetition rate 2 kHz
Wave length 527 nm
M2 ≈ 25
Divergence ≈ 10 mrad
Light-sheet thickness ≈ 1.5 mm
Pulse duration ≈ 120 ns
Pulse separation 3 µs
Pulse energy 11 mJ
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Figure 5.4: Velocity vector field (a) and stream lines (b) of the generic space launcher
model’s wake flow (Ma = 0.7, Red = 1.1 · 106) as well as profiles of the
normalized horizontal mean velocity (c) at the end of the cylindrical forebody,
(d) shortly after separation, (e) at the center of the primary recirculation region,
(f) at reattachment and (g) after reattachment.
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Table 5.2: Location of the characteristic points of the space launcher’s wake flow.
Characteristic point x/d y/d
Separation 0 0.5
Reattachment 0.2 1.06± 0.03
Center of primary recirculation region 0.51± 0.02 0.37± 0.02
Re-separation 0.3± 0.05 0
Re-reattachment 0 0.28± 0.02
Center of secondary recirculation region 0.05± 0.02 0.23± 0.02
Maximum downstream velocity (|~u| = 276 m/s) 0.40± 0.05 0.65± 0.04
Maximum upstream velocity (|~u| = 88 m/s) 0.56± 0.05 0.22± 0.02
Entering the field of view from the left side at x/d = −0.25, the mean flow features a fully
developed turbulent boundary layer. The main flow direction is from left to right parallel
to the x− axis. The axisymmetric backward facing step at x/d = 0 causes a strong flow
separation: A thin shear layer is formed at the end of the cylindrical fore body, which
broadens further downstream. At x/d = 1.06± 0.03 the ensemble-averaged flow reattaches
on the rear sting. The stream-wise extension of the recirculation region corresponds to
3.52 times the step height, which is slightly shorter than numerical predictions presented
by Deck et al (2007). The difference might be due to a larger turbulence level in the
experiment. Inside the dividing streamline a distinct recirculation region develops, wherein
the maximum upstream mean velocity is ≈ 88 m/s.
The streamlines of the mean wake flow in Fig. 5.4b clearly show an out-of-plane motion
within the recirculation region; the lines do not form closed loops but they bend inwards
indicating a three-dimensional motion with a fluid drain center at x/d ≈ 0.51 and
y/d ≈ 0.37. Although the images are only 1280× 400 px in size, the single-pixel ensemble-
correlation allows for the resolution of a secondary vortex in the wake’s corner, which is
only ≈ 50 px in diameter. The dividing streamline between the primary and secondary
recirculation regions starts on the rear sting at x/d ≈ 0.3 to re-separate and impinges on
the base of the cylindrical main body at y/d ≈ 0.28. The stream lines of the secondary
vortex bend outwards, indicating a fluid source for the mean motion centered at x/d ≈ 0.05
and y/d ≈ 0.23. The most important characteristic points are summarized in Tab. 5.2.
Figure 5.4 shows characteristic profiles of the horizontal velocity component in the bottom
line, extracted from Fig. 5.4a. The boundary layer upstream of the backward-facing
step (Fig. 5.4c) strongly influences the wake flow topology (Bradshaw and Wong, 1972;
Eaton and Johnston, 1981). The boundary layer thickness and the free stream velocity
were estimated to be δ99 = (0.120± 0.005) · d = (6.5± 0.3) mm and U∞ = (237± 1) m/s,
respectively.
According to Bradshaw and Wong (1972), this backward-facing step can be considered as
a strong perturbation, since the incoming boundary layer thickness is of the same order as
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leading to a shape factor of H12 = δ1/δ2 ≈ 1.17. Thus, for the analyzed Mach and Reynolds
number combination the boundary layer at the end of the main body is fully turbulent.
The digital particle image diameter was around D ≈ 2 px (corresponding to 180 µm). Thus,
for single-pixel evaluation the first reliable data point, which is closest to the wall, has a
wall-normal distance of y∗ = 90 µm, according to the analysis in Chapter 2.4. From the
last data points, the near wall gradient was estimated to be ∂u/∂y|y=0.5 > 8.6 · 105 s−1.
Hence, the wall-shear stress is τw > 14.3 N/m2 according to Eq. (2.15) and the friction
velocity is uτ > 3.16 m/s according to Eq. (2.14) (µ = 1.66 · 10−5 Pa · s, ρ = 1.43 kg/m3 ).
The viscous sub-layer could not be resolved with the chosen setup. A higher resolution
would be required for this task. However, due to the model motion during the wind
tunnel run, the near-wall resolution is limited to the accuracy of the shift correction of
the PIV images, which is about 0.05 px. Furthermore, the out-of-plane motion shifts the
measurement plane with respect to the model’s symmetry axis. As a result, the estimated
mean velocity vectors represent an average over a volume whose width depends on the
out-of-plane vibration amplitude (and the light-sheet thickness). Thus, the resolution of
PIV measurements cannot be further improved by using a higher magnification, since this
only gives control of the in-plane dimensions of the averaging volume.
Figure 5.4d shows the estimated profile of the horizontal velocity component in the shear
layer shortly after separation at x/d = 0.1. The maximum shift vector gradient on the
image plane is larger than ∂U/∂Y = 0.5 px/px (corresponding to ∂u/∂y ≈ 1.7 · 105 s−1).
The strong change of the gradient in the y−direction could only be measured reliable
with single-pixel ensemble-correlation. Window-correlation methods would smear out the
profile and underestimated the gradient as discussed in detail in Chapter 2.3.
The profile of the horizontal velocity component at the center of the recirculation region
is shown in Fig. 5.4e. It is characterized by a large upstream component in the near
wall region and a slightly increased outer velocity compared to the profiles at x/d = −0.1
and x/d = 0.05. The profile at the location of reattachment (Fig. 5.4f) shows a small
gradient in the near-wall region and has a decreased horizontal velocity component in the
outer region.Downstream of reattachment, the profile starts to develop into a turbulent
boundary layer profile. The velocity profiles are in qualitative agreement with results
presented in the literature (Scarano et al, 1999; Deck et al, 2007; Schram et al, 2004).
But quantitatively there are significant differences: The experimental results based on
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Figure 5.5: Maximum velocity gradient in the shear layer.
window correlation evaluation methods results in reduced spatial resolution. As a result,
the strong gradients in the incoming boundary layer as well as in the free shear layer are
underestimated.
Figure 5.5 shows the development of the maximum velocity gradient with respect to the
horizontal location estimated from the velocity distribution in Fig. 5.4. A reciprocal fit
function shows good agreement with the measurement points. The decay of the velocity
gradient goes hand in hand with a growing shear layer thickness, which reaches values in
the order of the step height downstream of reattachment.
5.3 Reynolds stress distribution
Besides the mean velocity distribution, analyzed in Sec. 5.2, the velocity fluctuations are
essential to characterize the flow over the backward–facing step and to validate turbulence
models used for CFD simulations. The Reynolds stress tensor summarizes the pairwise
products of the fluctuations for the different directions in space:





(ui,n − ui) · (uj,n − uj) (5.3)
Where ui and uj are the velocity components for which the stresses are computed and
N and n are the total number of vector fields and the corresponding control variable,
respectively. The Reynolds normal stresses in the axial and radial direction as well as
the in-plane shear stress, are analyzed in detail in this section. It should be emphasized
that the Reynolds stresses are defined as the product of the pairwise velocity fluctuations
and the negative mass density of the fluid (Schlichting and Gersten, 2006). However, for
the sake of simplicity, only the pairwise products of the velocity fluctuations 〈ui · uj〉 are
identified as Reynolds stresses in the following discussion.
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5.3.1 Reynolds normal stress in the axial direction 〈u′2〉
Figure 5.6 shows the distribution of the Reynolds normal stress in the axial direction
using two different methods. Figure 5.6a illustrates the results achieved with the standard
evaluation method: Window-correlation based PIV, as discussed in Sec. 2.2.1, was used
to compute 21,500 vector fields with a final interrogation window size of 32× 32 px and
75% overlap. The ensemble of 21,500 vector fields was used to estimate the Reynolds
stress for each grid point according to Eq. (5.3). As discussed in Chapter 3, each vector
represents only the mean motion averaged over the interrogation-window size. Thus, the
computed Reynolds stresses are spatially low-pass filtered meaning that small turbulent
structures (smaller than the interrogation-window size) are weighted lower than large ones.
Consequently, the Reynolds normal stresses are underestimated. This effect is also known
from hot wire anemometers, where the wire length limits the detected turbulence spectrum
(Smits et al, 2011).
The results of the second method for estimating Reynolds stresses are shown in Fig. 5.6b.
In this case, the whole ensemble of PIV image pairs is used to compute a map of correlation
functions by using single-pixel ensemble-correlation as discussed in Sec. 2.2.2. The shape of
each correlation function contains the information about the probability-density-function
(PDF ) of the in-plane velocity components, from which the Reynolds stresses are computed
as discussed in detail in Chapter 3. In order to achieve reliable results with high accuracy,
the correlation functions were averaged over 8× 8 px, wich results in smooth correlation
functions that allow for the reliable estimation of the PDF . With this method, also
turbulent structures smaller than the pixel grid spacing are included in the Reynolds
stresses and the results are no longer low-pass filtered.
Both Figs. 5.6a and 5.6b show a generally similar distribution. The normal stress in the
axial direction has a maximum around x/d ≈ 0.8 and it decreases towards the upstream
part of the recirculation region as well as for locations downstream of reattachment, in
agreement with the findings of Eaton and Johnston (1981). The values are close to zero
in regions above y/d = 0.5 and close to the model’s rear sting as well as to its base at
x/d = 0. However, the results differ significantly in the following points:
• Using classical spatial correlation analysis of image pairs with window shifting and
window correlation techniques (Fig. 5.6a) does not allow for reliable measurements
close to the model’s surface, whereas smaller interrogation-windows yield much better
results, as can be seen in the first part of the shear layer in Fig. 5.6b.
• The turbulence within the shear layer, shortly after separation, is dominated by
small structures which can only be detected using correlation peak analysis (Fig.
5.6c). Larger vortices, that can be detected with window-correlation are of minor
importance for the thin developing shear layer.
• The single-pixel evaluation detects increasing Reynolds stresses near the surface of
the rear sting at y/d = 0.2, see Figs. 5.6c -5.6f.
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• The Reynolds stress distribution in Fig. 5.6b clearly shows two maxima and a valley
in between at y/d ≈ 0.42 for the first part of the recirculation region, which can
only be assumed in the case of window correlation (see also Fig. 5.6d). This valley
is formed between the shear layer and the vortices fed into the recirculation region
as shown in Sec. 5.4.
Profiles of the axial Reynolds stress at the location of reattachment presented in the
literature (Schram et al, 2004; Eaton and Johnston, 1981; Hudy et al, 2005) are in good
qualitative agreement with those in Fig. 5.6e. However, they did not report a strong
increase in the near wall region. The high Reynolds stress values at the reattachment
location indicate a strong fluctuation of the reattachment line. Furthermore, the two
regions of high Reynolds stress intensity with the valley in between were not reported in
the early works based on point–wise measurements (Bradshaw and Wong, 1972; Eaton
and Johnston, 1981). Also, more recent PIV measurements by Hudy et al (2005) and
Bitter et al (2011) did not resolve this topology, which is most likely due to the limited
spatial resolution and spatial low-pass filtering.
5.3.2 Reynolds normal stress in the radial direction 〈v′2〉
Figure 5.7 shows the distribution of the Reynolds normal stress in the radial direction.
Again, two evaluation methods are presented in order analyze the influence of small
vortices. As before, the single-pixel PIV evaluation approach (Fig. 5.7b) results in a
significantly higher Reynolds stress level, indicating that the small turbulent structures play
an important role in the space launcher model’s wake flow. The maximum position is similar
for both methods and it is shifted downstream compared to that of the 〈u′2〉−distribution.
In the axial direction the 〈v′2〉− distribution has its maximum at x/d ≈ 1 close to
reattachment. In this region, the vortices from the Kelvin–Helmholtz instability interact
with the rear sting, they change their direction, and generate counter–clockwise rotating
ones, as it will be discussed in Sec. 5.4.
The line plot at x/d = 0.1 in Fig. 5.7c shows that also the 〈v′2〉−distribution starts directly
after separation, while the larger vortices are generated further downstream. Figure 5.7d
shows not a very deep valley, as in the case of 〈u′2〉, but two inflection points around
y/d ≈ 0.4 can be resolved in the case of the single-pixel approach. On the other hand,
Figs. 5.7d - 5.7f show an inflection point close to the rear sting (y/d ≈ 0.25) only in the
case of window-correlation which is followed by a rapidly decreasing 〈v′2〉. This is due to
the fact that only small vortices, which are not detected with window-correlation, can
reach the near-wall region.
5.3.3 Reynolds shear stress 〈u′ · v′〉
Figure 5.8 shows the Reynolds shear stress distribution computed with window-correlation
(vector based) and with single-pixel ensemble-correlation (PDF based), as before. The
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ensemble−corr.
8 × 8 px
window−corr.
32 × 32 px
(f)
Figure 5.6: Distribution of the Reynolds normal stresses in the axial direction estimated
from 21,500 window-correlation vector fields with a final interrogation-window
size of 32× 32 px and 75% overlap (a) and from the shape of the correlation
functions using single-pixel ensemble-correlation averaged over 8 × 8 px (b)
as well as line plots shortly after separation (c), at the center of the primary
recirculation region (d), at reattachment (e) and after reattachment (f).
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 x / d = 1.5
ensemble−corr.
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(f)
Figure 5.7: Distribution of the Reynolds normal stresses in the radial direction estimated
from 21,500 window-correlation vector fields with a final interrogation-window
size of 32× 32 px with 75% overlap (a) and from the shape of the correlation
functions using single-pixel ensemble-correlation averaged over 8 × 8 px (b)
as well as line plots shortly after separation (c), at the center of the primary
recirculation region (d), at reattachment (e) and after reattachment (f).
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Figure 5.8: Reynolds shear stress distribution estimated from 21,500 window-correlation
vector fields with a final interrogation-window size of 32 × 32 px with 75%
overlap (a) and from the shape of the correlation functions using single-pixel
ensemble-correlation averaged over 8 × 8 px (b) as well as line plots shortly
after separation (c), at the center of the primary recirculation region (d), at
reattachment (e) and after reattachment (f).
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Reynolds shear stress 〈u′ · v′〉 is an indicator of the turbulence production in the xy−plane
and is therefor an important parameter for the validation of modern numerical flow
simulations as well as for physical interpretations of the flow.
As before, a significant difference between the intensity of the estimated shear stress with
the two methods is observed. Furthermore, the shape of the stress distribution differs: The
window-correlation approach is not suited for the detection of the first part of the shear
layer (see Fig. 5.8c), indicating that the shear stress here is dominated by small turbulent
structures. The maximum position is around x/d ≈ 0.9 in the case of window-correlation
and around x/d ≈ 1.1 for the single-pixel approach, which includes the effect of small flow
structures.
The line plot in Fig. 5.8d shows again two maxima in the case of single-pixel ensemble-
correlation function analysis, which correspond to downstream traveling vortices within
the shear layer and upstream traveling ones inside the primary recirculation region. The
stress estimation based on window-correlation cannot resolve this valley, which indicates
the need for the approach applied here. It should also be noted that numerical simulations
which are validated based on the classical PIV results would not be able to predict correct
results!
Figures 5.8d - 5.8f show a steep slope at the upper border of the shear layer for the sum-
of-correlation approach, whereas this border is much smoother for the window-correlation
results. Additionally, the absolute value of the shear stress is somewhat larger at the
upper border in the case of window-correlation. This fact indicates that the shear stress
produced by larger vortices is partly canceled by small ones, which might be due to the
different spatial distribution for the different sizes as discussed in Sec. 5.4.1.
The 〈u′ · v′〉 distribution is mainly negative within the separated region. Thus, the shape
of the PDF is stretched along the x−direction and rotated in the clockwise direction by
an angle between 0◦ and 90◦. Furthermore, the negative sign in the turbulence production




is canceled out for regions with positive gradient and negative shear stress. Figure 5.9
shows the spatial distribution of P . It can be seen, that the largest values for turbulence
production are reached within the first part of the shear layer. Further downstream at
x/d ≈ 0.5, two plateaus develop at y/d ≈ 0.35 and y/d ≈ 0.45 and a shallow valley is
located in between.
5.4 Shear layer vortices
The Reynolds stress distributions (Figs. 5.6 and 5.8) as well as the distribution of the
turbulence production (Fig. 5.9) showed a characteristic shape with two plateaus and a
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Figure 5.9: Turbulence production computed from the shear stress distribution in Fig. 5.8.
valley in between. This formation cannot be explained using only the statistical properties
presented in the previous section. Therefore, the instantaneous velocity fields are now
used to detect vortices within the separated region of the axisymmetric backward–facing
step flow.
The acquired PIV data set was evaluated with window-correlation by using a standard
software (DaVis by LaVision GmbH) in order to analyze instantaneous vector fields. After
performing the shift correction and filtering discussed in Sec. 5.2, the shift vectors were
computed from interrogation windows with a final size of 32 × 32 px and an overlap of
75%. Such a large overlap is required in order to detect vortices that are smaller than
the interrogation-window size. In a post processing step vectors that differ from their
neighbors by more than two times the standard deviation of the neighbors (for each velocity
component) were rejected and replaced by interpolated ones. The replacement of spurious
vectors is important for a reliable estimation of velocity gradients.
The resulting 21,500 vector fields consist of about 160×50 = 8,000 data points each. Figure
5.10a shows a characteristic instantaneous vector field and the corresponding vorticity ωz.
Every 11th vector in the axial direction and every 2nd one in the radial direction is shown
in the figure. The 21,500 individual vector fields were used to detect vortices within the
space launcher model’s wake as discussed in Chapter 4.
Figure 5.10b shows the swirling strength distribution of the vector field from Fig. 5.10a
computed from Eq. (4.5). The swirling strength was locally approximated by a Gaussian
with elliptical cross section using Eq. 4.6 on page 85. Where L1 and L2 are the major and
minor axis length and γ is the angle of orientation. Assuming a round cross section of the
vortex tubes, it is possible to determine its orientation with respect to the measurement
plan from the ration L2/L1, as discussed in Sec. 4.4. The detected vortices are marked by
ellipses. It should be emphasized again that the swirling strength is multiplied with the
sign of the vorticity to detect the rotation direction.
Approximately 350,000 vortices were detected in 21,500 vector fields. Their position, size
(minor and major axis), and orientation was stored together with the swirling strength at
the center of the ellipses. The spatial distribution of these quantities will be analyzed in
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Figure 5.10: Characteristic instantaneous vector field of a generic space launcher model’s
wake and its vorticity (a) as well as the swirling distribution and detected
vortices (b) at Ma = 0.7 and Red = 1.1 · 106.
detail in the following sections.
5.4.1 Vortex size
Figure 5.11a shows a histogram of the major axis length L1 of the 350,000 detected
vortices’ cross sections. Since the interrogation windows for the final evaluation step were
32× 32 px in size and overlapped by 75%, the resulting vector field grid spacing is 8× 8 px
corresponding to 0.72 mm× 0.72 mm or 0.013 · d× 0.013 · d. On the other hand, due to
spurious vectors at least two neighboring vectors in each direction are required to reliably
detect a vortex from experimental data. Thus, only vortices larger than two times the grid
spacing = 0.026 · d could be reliably detected. Furthermore, due to the spatial filtering of
window-correlation based evaluation and due to seeding inhomogeneities it is likely that
only a certain fraction of the small vortices is detected. On the other hand, the detection
of larger vortices should not be affected as strongly, as long as their size is significantly
larger than the interrogation window size and their swirling strength is large enough to be
106
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Figure 5.11: Histogram of the vortex size (a), swirling strength (b), aspect ration (c), and
orientation of the detected vortices.
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distinguished from measurement noise.
Regarding Fig. 5.11a, most of the detected vortices have a size of around 0.08 · d. Due
to the limited detectability of smaller vortices, as discussed above, it is likely that the
true maximum is at a smaller size. However, this result allows to estimate the size of the
dominant large scale vortices whose dynamic affects the topology of the separated region.
The number of detected vortices with L1/d > 0.08 decreases rapidly : it drops to 50% for
core diameters of L1/d = 0.11 and to 5% for core diameters of L1/d = 0.17, as shown in
Fig. 5.11a.
In order to identify the spatial distribution of the detected vortices, Fig. 5.12 illustrates
where the vortices were detected. The field of view was divided into 160× 50 boxes and
the amount of vortex centers per box is color coded in the figure. The three sub-figures
show the distribution for different vortex sizes: For Fig. 5.12a only vortices with a major
axis length smaller than 0.06 · d were considered. The results in Fig. 5.12a show that
the small vortices are generated in the shear layer starting at the point of separation on
the base of the main model and that they are convect downstream to the reattachment
region. The maximum in the vertical direction is within the recirculation region, below
the dividing stream line (dashed line). For 0.5 < x/d < 1. At can be seen in the figure,
that at x/d = 0.75 the number of vortices (sum over all y-locations) is larger than those
of x/d = 0.5. Thus, new small vortices are generated in the shear layer downstream from
separation. The distribution in y−direction is fairly narrow right after separation and
broadens further downstream indicating that the shear layer is fluctuating. Only very few
small vortices can be found in the upstream half of the recirculation region. The number
of small vortices decreases rapidly downstream of reattachment. This is due to the fact
that the shear layer vortices, which were generated further upstream, have grown in size
and only few small vortices are generated further downstream.
Figure 5.12b shows the distribution of vortices with a size of L1 = (0.08± 0.02) · d. Most
of the vortex centers are located within the first part of the shear layer at x/d < 0.4, the
distribution broadens further downstream. In contrast to the small vortices, some of the
medium sized ones also penetrate into the upstream half of the recirculation region. The
maximum in vertical direction is close the dividing stream line until x/d ≈ 0.9.
The distribution of the large vortices is illustrated in Fig. 5.12c. The smaller vortices
generated at the beginning of the shear layer grow in size while they are traveling
downstream. This can be seen from the fact that the maximum is shifted to x/d ≈ 0.3 in
contrast to that of the smaller vortices. Additionally, Fig. 5.12c shows a significant signal
within the recirculation region, which was not observed for smaller vortices.
The prediction of Bradshaw and Wong (1972), that large vortices are torn into two at
reattachment, cannot be confirmed: Large vortices can be found within the recirculation
region as well as downstream of reattachment, whereas the density of smaller vortices
decreases in these regions. Thus, it can be concluded that the large vortices split up in
the region where the dividing streamline becomes strongly curved. Some vortices are fed
into the recirculation region while the others are transported further downstream. Most of
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the upstream traveling vortices stay close to the model’s rear sting, they can hardly be
found in a region just below the shear layer. In this region (0 < x/d < 0.4, y/d ≈ 0.4) a
distinct valley of the probability to detect vortices is formed.
5.4.2 Swirling strength
Figure 5.11b on page 107 shows a histogram of the swirling strength swirl of the 350,000
detected vortices. A large majority of the vortices has a negative swirling strength, which
corresponds to a clockwise rotation direction. This was expected from the model’s geometry
and the flow direction. The histogram shows two distinct maxima at swirl = −5 · 10−4 s−2
and swirl = +5 · 10−4 s−2 and a strong decay for larger swirling strength of both signs.
According to the findings in Chapter (4), vortices with a size comparable to the interrogation
window or smaller are artificially weakened in their swirling strength due to the spatially
low-pass filtering of window-correlation based evaluation. Thus, the true position of the
two maxima is likely to be further away from zero.
The minimum at swirl = 0 is due to the detection limit of vortices: The computed velocity
vectors always have a certain uncertainty, which also affects the swirling strength (due to
error propagation). If the swirling strength of a vortex is smaller than its uncertainty level,
these vortex can not be detected reliable. The minimum detectable swirling strength was
swirl = ±3 · 10−5 s−2for the evaluated vector fields.
The spatial distribution of the detected vortices depending on the swirling strength is
illustrated in Fig. 5.13. Figure 5.13a and 5.13b show clockwise rotating vortices with
strong and weak swirling strength, respectively. The distribution of the counter-clockwise
vortices is shown in Fig. 5.13c. It can be seen that the strongest clockwise rotating vortices
(swirl < −0.003 s−2) are concentrated in the first part of the shear layer. These vortices
grow in size while following the shear layer. Although their total circulation remains
constant, the swirling strength decreases for the larger vortices. Only very few vortices
with swirl < −0.003 s−2 can be found close to the rear sting, in the inner part of the
recirculation region, or downstream of reattachment.
The weaker clockwise rotating vortices with −0.003 s−2 ≤ swirl ≤ 0 (shown in Fig. 5.13b)
are generated directly after the point of separation. Thereafter, their swirling strength is
amplified leading to a maximum in the distribution of the stronger vortices at x/d ≈ 0.3
(Fig. 5.13a). However, most of the detected vortices remain at a rather weak clockwise
rotation. Figure 5.13b shows an almost homogeneous distribution an a region close to the
model’s rear sting for 0.25 ≤ x/d ≤ 1.5.
As observed for the Reynolds stresses, a valley is formed at y/d ≈ 0.4 between the center
of the recirculation region and the shear layer where only very few vortices were detected.
This reduced probability in the vortex distribution is the source of the characteristic shape
of the Reynolds stresses in Sec. 5.3.
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(c) L1 > 0.10 · d
Figure 5.12: Relative number of detected vortices per area for small (a), intermediate (b),
and large (c) vortices.
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(c) swirl > 0
Figure 5.13: Relative number of detected vortices per area for strong (a) and weak (b)
clockwise rotation and for counter-clockwise rotation (c).
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Figure 5.13c shows the distribution of the counter-clockwise rotating vortices. These
vortices are not generated from the separation at the and of the cylindrical main body, but
they are generated from the clockwise rotating vortices. The counter-clockwise rotating
vortices are concentrated in a region close to the rear sting of the model at y/d ≈ 0.25
and can rarely be found elsewhere. Scarano et al (1999) also detected counter-rotating
vortices further away from the wall in a 2D backward facing step flow. These vortices were
fairly small and could probably not be detected with the chosen setup. A local maximum
of counter-rotating vortices exists close to the base at x/d ≈ 0.1, where the dividing
streamline between recirculation region and re-recirculation region is located (dashed line).
5.4.3 Vortex orientation
Most detected vortices appear nearly round, however, some are stretched indicating that
the vortex tubes cut the measurement plane under a certain angle, as discussed in Chapter
4 (compare Fig. 5.10b on page 106). Figure 5.11c shows a histogram of the ratio of the
major and minor axis of the detected ellipses. The histogram of the orientation of the
detected ellipses is shown in Fig. 5.11d. A rotation of 0° and ±90° correspond to stretching
in axial and radial direction, respectively.
The spatial distribution of the detected vortices depending on the aspect ratio L1/L2 is
illustrated in Fig. 5.14. While the round vortices (L1/L2 < 1.3) are concentrated in the
first part of the shear layer, the stretched ones (Figs. 5.14b and 5.14c) have their maximum
further downstream and are more equally distributed. This leads to the conclusion that
the axis of vortex tubes generated at the main body’s rear end is tilted towards the
measurement plan while traveling downstream.
Figure 5.15 illustrates the spatial distribution for different orientations of the vortex ellipses.
Only vortices with an aspect ratio of L1/L2 > 1.5 were considered here. Vortices with
their major axis aligned along the x−axis are shown in Fig. 5.15b. They are generated in
the shear layer shortly after separation, have a maximum at x/d ≈ 0.3 and can be found
within the recirculation region as well as downstream of reattachment. The distribution
for the downward pointing vortex tube cross sections (shown in Fig. 5.15a) is similar
to that with horizontal orientation. The main difference is that the maximum is shifted
downstream to x/d ≈ 0.35. On the other hand, the distribution of upwards pointing vortex
tubes differs significantly from the other two: These vortices do not reach the region close
to the model’s rear sting. Furthermore, upward pointing vortex tubes can only rarely be
found for x/d > 1.25.
The analysis oft the shape and the orientation of the vortices lead to the conclusion that
the investigated transonic wake flow is strongly three-dimensional: A significant fraction
of vortex tubes cuts the measurement plane under an acute angle. While the vortex tubes
are traveling downstream, their axis is further tilted towards the measurement plane and
towards the axis of symmetry. This three dimensional behavior was also detected in zonal
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(c) L1/L2 > 2
Figure 5.14: Relative number of detected vortices per area for round (a), slightly stretched
(b) and significantly stretched swirling cross sections (c).
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(c) γ > 20
Figure 5.15: Relative number of detected vortices per area for downwards (a), stream wise
(b) and upwards pointing stretched swirling cross sections (c).
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detached eddy simulations by Deck et al (2007) for a similar geometry and similar flow
conditions.
5.4.4 Coherent structures
So far the vortices were treated as individual structures. A remaining issue is to identify
the connection between individual vortices. In order to fully follow the turbulent structures
in a time series of velocity fields, PIV measurements with a repetition rate in the order of
100 kHz would be required, which are not yet available. Thus, the connection can only be
analyzed in a statistical way. The two-point correlation was shown to be well suited to
identify the size and shape of coherent structures (Liu et al, 2001; Nakagawa and Hanratty,
2001; Ganapathisubramani et al, 2005). For the velocity component ui, the two-point
correlation is defined as follows:
R (x0,y0,x,y) =
∑N
n=1 [ui,n (x0,y0)− 〈ui (x0,y0)〉] [ui,n (x,y)− 〈ui (x,y)〉]
σui (x0,y0)σui (x,y)
(5.5)
Where N is the total number of vector fields, n is the corresponding control variable and
〈ui〉 is the average velocity component. An ensemble of PIV vector fields allows for the
correlation of the point of interest (x0,y0) with all points within the field of view (x,y).
Figure 5.16 shows the spatial distribution of the two-point correlation coefficient of the
axial Ruu and radial velocity component Rvv for different characteristic locations. It can
be seen from Ruu (left in Fig. 5.16) that large coherent structures develop in the separated
region. The shape of the structures reveals a direct connection between both sides of the
dividing stream line, leading to the conclusion that the shear layer vortices are generated
more or less periodically and that vortices inside and outside the recirculation region are
coherent with each other.
Figure 5.17 shows the spatial distribution of the size of the correlation function Ruu from
Fig. 5.16. The largest extension at a height of 1/e is color coded. The incoming boundary
layer is characterized by coherent structures larger than 0.3 times the model diameter,
which is equal to the step height. The size of these structures decreases significantly
downstream of separation, due to the mixing with the highly turbulent recirculation region.
Coherent structures that fill most of the primary recirculation region can be found in its
center. Since the coherence length is much larger than the size of the detected vortices,
the coherence is caused by periodic vortex shedding or by large vortices that are too weak
to be detected from the PIV velocity fields.
In the right part of Fig. 5.16, the two-point correlation of the vertical velocity component
Rvv is illustrated. The negative correlation next to the maximum indicates vortices with
their center axis aligned perpendicular to the measurement plane: The vertical velocity
component in the upstream and downstream part of a vortex are of opposite sign, which
causes a negative correlation coefficient. Additionally, the correlation with the previous and
the following vortex can be seen from the neighboring extrema in the Rvv−distribution.
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Figure 5.16: Two-point correlation of the axial (left) and radial (right) velocity component
for different locations. Dividing streamlines of the primary and secondary










































Figure 5.17: Spatial distribution of the coherence length: largest extension of the Ruu
correlation function at a height of 1/e. Dividing streamlines of the primary
and secondary recirculation regions are indicated by dashed lines.











Figure 5.18: Separation between neighboring coherent structures estimated from the dis-
tance between minimum and maximum of Rvv from Fig. 5.16.
The distance between neighboring minimum and maximum in Rvv grows with increasing
distance from the model’s base. Figure 5.18 shows this distance with respect to the
horizontal position x/d for shear layer vortices at y/d = 0.5. Where λ is the distance
between the maximum and the minimum and the corresponding x−location in 5.18 is the
mean between the center position of both extrema. The distance 2λ is the mean separation
of two coherent vortices, which increases nearly linearly with x, as can be seen from the
figure. From this it can be concluded that vortices in the shear layer grow in size and are
accelerated while traveling downstream.
Conclusions
A generic space launcher model’s wake was investigated experimentally at Ma = 0.7 and
Red = 1.1 · 106 by means of high repetition rate PIV. The evaluation of 21,500 PIV
image pairs, 1280 × 400 px in size, with single-pixel ensemble-correlation allows for a
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very large dynamic spatial range and high accuracy. Approximately 640× 200 = 128,000
independent mean velocity vectors were computed with a spatial resolution better than
180 µm (= 0.003 · d).
It was shown that the mean flow field features a recirculation region that extents more
than one model diameter in axial direction. The shear layer reattaches on the model’s
rear sting at x/d = 1.06 ± 0.03. Additionally, the high resolution approach resolved a
secondary recirculation region. The location of characteristic points in the flow field was
determined with high accuracy.
The acquired data set also allowed for the determination of 21,500 instantaneous velocity
vector fields with 160 × 50 = 8,000 data points and a spatial resolution of ≈ 3 mm
(= 0.05 ·d). From the swirling strength of this vector fields more than 350,000 vortices were
detected. The implemented method is capable of detecting the vortices and of identifying
their size, shape and position. Furthermore, fitting ellipses to the swirling distribution
allows for the estimation of the vortex tube’s orientation with respect to the measurement
plane.
It is evident that small vortices, which are generated at the point of separation, grow
in size while traveling along the shear layer. A significant fraction of the larger vortices
penetrates into the primary recirculation area, while smaller ones have a lower probability
to be found in this region. Thus, it can be concluded that the vortices either penetrate into
the recirculation region or they travel further downstream. A splitting of large vortices in
the reattachment region, as suggested by Bradshaw and Wong (1972), cannot be confirmed.
However, it should be kept in mind that only a small fraction of the vortices are detected
due to the limited resolution of the instantaneous velocity fields.
The vortices in the separated flow of the space launcher model’s wake cause an increase
in the velocity fluctuations and thus in the Reynolds stress level. The combination of
two approaches for the estimation of the Reynolds normal and shear stresses revealed the
contribution of turbulent structures with respect to their size. Standard window-correlation
computes spatially low-pass filtered vector fields, from which the contribution of large
scale vortices for the Reynolds stresses is estimated. On the other hand, the analysis
of single-pixel ensemble-correlation functions allows for the direct determination of the
velocity’s PDF , which also includes velocity fluctuations from vortices that are smaller
than the pixel grid spacing. Furthermore, this approach results in significantly improved
spatial resolution.
The use of both methods revealed the significance of small scale structures for the Reynolds
stress distribution in the space launcher model’s wake. It was found that the first part
of the shear layer is dominated by small structures, which cause a significantly different
shaped stress distributions. A distinct valley in the stress distributions was found between
the shear layer and the primary recirculation region. This valley is related to a decreased
vortex detection probability between the shear layer and the recirculation region.
For the first time, the full spectrum of turbulence was used to determine the Reynolds
stress distributions of a generic space launcher model’s wake at a transonic Mach number.
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Conclusions
This is very important for the validation of new numerical methods as well as for the
fundamental understanding of the flow physics.
Two-point correlation of the in-plane velocity components revealed large coherent structures
in the recirculation region. A periodic generation of shear layer vortices was found, which is
the source of buffeting. In the case of a space launcher wake, the periodic vortex shedding
causes strong mechanical loads for the main engine’s nozzle.
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Nomenclature
All relevant symbols and abbreviations used in this thesis are summarized in the following:
Symbols
Symbol Unit Quantity
A counts First PIV image’s intensity distribution
B counts Second PIV image’s intensity distribution
C counts Correlation function
CX px Correlation function major axis length
CY px Correlation function minor axis length
dp m Particle diameter
dτ m Particle image diameter
D px Digital particle image diameter at I0/e2
Da m Lens aperture diameter
f# m/m F-number
I (X,Y ) counts Particle image intensity distribution
I0 counts Maximum particle image intensity
L px Discrete sensor size
M m/m Optical magnification
pt bar Total pressure
px m/s PDF major axis on measurement plane
py m/s PDF minor axis on measurement plane
PX px PDF major axis on image plane
PY px PDF minor axis on image plane
R counts Auto-correlation function
s0 m Object distance
S µm/px Sensor pixel-grid spacing
SRW px Step response width
tp ns Laser pulse duration
u,v m/s Velocity components on measurement plane
uτ m/s Friction velocity
WY px Interrogation window height




A counts First PIV image’s intensity distribution
B counts Second PIV image’s intensity distribution
C counts Correlation function
X,Y px Coordinates on image plane
Y ∗,y∗ px, mm Wall-normal image coordinates
z m Distance from focal plane
α rad PDF ellipsis orientation
ϕ rad Correlation function ellipsis orientation
∆t µs Toime separation between Laser pulses
∆X,∆Y px Shift vector components
∆X∗ px Wall-parallel shift vector component
∆Y ∗ px Wall-normal shift vector component
λ nm Wave length
ρ kg/m3 Mass density
σn counts Image noise standard deviation
τw N/m2 Wall-shear stress
ξ,ψ px Coordinates on correlation plane
Abbreviations
AWM Atmospheric Wind tunnel Munich
CCD Charge-Coupled Device
CMOS Complementary Metal Oxide Semiconductor
DNS Direct Numerical Simulation
DEHS Di-Ethyl-Hexyl-Sebacat
DSR Dynamic Spatial Range
FFT Fast Fourier Transformation
FOV Field Of View
LES Large Eddy Simulation
Ma Mach number
MTF Modular Transfer Function
Nppp Number of Particles Per Pixel
PDF Probability Density Function
PIV Particle Image Velocimetry
PTV Particle Tracking Velocimetry
px Pixel
RANS Reynolds Averaged Navier-Stokes Simulation
Re Reynolds number




SNR Signal to noise ratio
TWM Trisonic Wind Tunnel Munich
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