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1は じめに
昨今,3DCADモデルは主に工業分野において自動車や航空機の設計図 として盛んに利用 されて
いる,しか しここ数年,比較的安価 な3DCAD用のソフ トウェアの普及やGPUの性能の大幅な向上
により,3DCADモデルは工業分野だけではなく医療 ・教育分野などたくさんの領域で盛んに利用
されるようになった,それに伴い3DCADモデルの数は増加の一途をたどっている,そこで過去に
作成 されたモデルを参照できるようになれば,モデルの再利用やノウハウを参考にすることがで き
るような り,より効率的にモデルを扱 うことが可能 になるため,モデル検索技術の確 立の重要性が
増 している.そのことから,3DCADモデルの検索技術について,形状情報 に着 目し,例えば飛行機や
自動車 を識別するような形状類似モデルの検索を対象 とする手法が多 く研究 されてきた 田.
しか し,機械設計などの分野では複数 の部品から構成される3DCADアセ ンブリモデル(以下ア
センブリモデル}と呼ばれるモデルが利用 されており,その場合形状情報だけでな く内部構造 を考
慮 したモデル検索技術が必要となる.例としてGearと呼ばれるアセ ンブリモデルの形状と内部構
造 を図1に 示す,図1のGearはCover,Bolt,Cap,Planet,OutputShaft,SpacerCaseの6種類の部品
か ら構成 されている.またBoltとPlanetのように部品の色が異なる箇所は,例えば同 じ形でも部品
の材質が違 うために区別 したい場合に異なるラベルを付与するような場合を想定 している,このよ
うな内部構造,や部品の情報の微妙な違いも考慮 して識別 し,形状 ・内部構造共に完全に一致するモ
デルを検索できるような手法が確立されれば,より効率的にアセ ンブ リモデルを扱 うことができる.
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図1:Gearモデルの形状 と内部構造
アセンブリモデルの形状 ・内部構造を考慮 したモデル検索の先行研究として,千田ら 【2]が提案
した手法がある,この手法では,アセ ンブリモデルに対 して3章 で紹介する投影画像 と呼ばれる特
徴画像 を計算 し,得られた投影画像 に対 して部品の体積の逆数に基づくラベルの再付与を行 う、そ
の後,ラドン変換,2次元フー リエ変換の順に計算 し振幅スペク トルを得る ことで,アセンブ リモデ
ルの姿勢変化 ・平行移動に対 して頑健な特徴量 を計算する.その特徴量を比較対象の2つ のアセン
ブリモデルから計算 し,特徴量間のユークリッド距離 を計算 し2つ のモデル間の一致度 を決定する,
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この比較をデータベースモデルすべてに対 して総当た りで行 い最近傍となったモデルをクエ リモデ
ルに対する完全一致モデル とす る.この手法により高い精度で,アセ ンブリモデルの形状 ・内部構
造 を考慮 した完全一致検索を行 うことができたが,データベースモデルに対 して総当たり計算を行
う必要があるため,データベースモデルの数が増えれば増えるほど1つ のクエリモデルに対 して検
索にかかる時間が膨大となって しまう.
そこで本論文では,畳み込みニューラルネ ットワーク(以下CNN)を利用 し,デー タベースモデル
に対 して総当た り計算を行わずに完全一致 モデルをより効率的に検索する手法を提案する,
最初に,アセンブリモデルの部品の対応関係 が既知である場合を想定 してrCNNを利用すること
で内部構造の微妙な違いも考慮 して識別 し,形状 ・内部構造共に完全に一致するモデルを検索で き
るような手法を提案する.アセ ンブリモデルを構成する部品 ごとに投影画像 と呼ばれる特徴画像を
計算 し、部品ごとの投影画像をチャネルごとに分けて保持する.ここで,同じチャネルには同じ部品
の投影を格納する.そのデータを入力層のチ ャネル数が部 品数 と同 じ構成である畳み込み層10層,
全結合層3層 の計13層からなるCNNに 入力 し,デー タが正 しいモデルのクラスに分類 されるよう
学習を進める.その学習済みのCNNに 学習用データと岡様の手順で作成 したクエ リデータを入力
することで,クエ リモデル と完全一致するデータベースモデルを検索する,
次に,アセンブリモデルの部品の対癒関係が未知であるような場合を想定 して,同様 にCNNを 利
用することで内部構造の微妙な違いも考慮 して識別 し,形状 ・内部構造共に完全に一致 するモデル
を効率的に検索できるような手法 を提案する,部品の種類ごとに付与されるラベルについて,事前
に対象データベース内で統一されている場合には付与 されたラベル値 をもとに対応する部晶を決定
することがで きるが,例えばモデルの作成者が違 うために同 じ基準で ラベルが振 られていない等振
られているラベル値 があてにならない場合も考えられる.ラベルの統一をあらか じめ行 うに しても,
データベースのモデル数が多 くなればなるほど,ラベルの統一は現実的ではな くなる.ラベルが統
一されていない場合には,比較する部品の対応関係がわからないことを前提に検索手法を考える必
要がある,よってこのような部品の対応関係がわからないことを考慮 した うえで,内部構造の微妙
な違いも考慮 して識別 し,形状 ・内部構造共に完全に一致するモデルを検索できるような手法を考
える必要がある.
そこで提案手法では,その ような部晶の対応関係が未知である場合 について,アセンブ リモデル
を対象 としてCNNを 利用 し,形状 ・内部構造共に完全一致するモデルを効率的に検索する手法 を
提案する.アセ ンブリモデルの部品の対応が未知である場合 と同様 に,アセンブ リモデルを構成す
る部品ごとに投影画像 と呼ばれる特徴画像を計算 し,部品ごとの投影画像をチャネル ごとに分けて
保持する,そのデータを入力層のチ ャネル数 が部品数 と同 じ講成である畳み込み層10層,全結合層
3層の計13層か らなるCNNに 入力 し,データが正 しいモデルのクラスに分類されるよう学習を進
める,ここで どの部品が対応 しているのかがあらかじめ分かっている場合 には同じチ ャネルに同じ
部品の投影を格納することが可能であるが,わか らない場合 には,同じチャネルに同じ部品の投影 を
格納することができない.そこで,CNNにデータを入力するたびに部品の投影画像を格納するチャ
{
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ネルの位置をランダムに変えてデータをCNNに 入力する.この手法により,どのチャネルにどの部
品の投影画像が格納 されていても正 しいモデルの クラスに分類することが可能 となる.
本論文の構成は以下のとおりである.
第1章 では,先述の通 り研究の背景及び従来手法の問題点について記述 し,その問題点を解決す
るような本研究の目的を記述 した,
第2章 では本研究で利用するCNNの技術 を用いた研究の紹介とs関連研究として3DCADモ デ
ルの形状情報 に着 目したモデル検索手法について深層学習を用いた手法を中心に記述 した,
第3章 では本研究の準備として投影画像の計算方法CNNの 各層の説明 とCNNを学習するうえ
での最適化手法 について記述する,また,深層学習において重要である学習に用いる訓練デー タの
拡張方法について記述 した.
第4章 では,CNNを用いて,部品の対応関係が既知である場合を想定 した3DCADアセンブ リモ
デルの内部構造を考慮 した完全一致検索手法について説明 し,提案手法の評価実験 を行 った結果 を
記述 した,
第5章 では,CNNを用いて,部品の対応関係が未知である場合を想定 した3DCADアセンブ リモ
デルの内部構造 を考慮 した完全一致検索手法について記述 した.
第6章 では結論を記述 し,提案手法における改善点をあげ,本論文の総括 とした,
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これ まで,3DCADモデルを対象 としたモデル検索手法 として,3DCADモデルの形状情報 から任
意の特徴量を抽 出し,類似するモデルを検索する手法が数多 く提案 されてきた.例えばChenら[3】
は3DCADモデルから"LightFieldDescriptor"(LFD)と呼ばれる特徴量を抽出し形状検索 を行 う
手法を提案 した.LFDでは3DCADモデルに対 して多視点か らレンダリングを行い,モデルの姿勢
変化に対 して頑健 なシルエ ット画像を計算 し,そのシルエット画像を用いて3DCADモデル形状検
索を行った.Knoppら[4]は3DCADボクセルグリッドから直接SIFT,SURF特徴量を抽 出して利用
することにより3次元形状 を識別する手法を提案 した.Hamidら151は,3次元モデルから投影デー
タを計算する際 に緯度経度ベースで計算 した場合に極付近に偏 りが出ることを示 し,正八面体を用
いて球面に均等 に点を取 ることでその問題 を解決 した.また,球面 ウ=[一ブレッ ト特徴量 を用いる
ことでフー リエ変換の位置情報が消える点を解決 した回転不変な特徴量を利用 してモデル検索を
行った.そのほかにも,3次元形状をヒス トグラムや"bag-of-features"で表現する手法{6L距離 ・
角度 ・四面体の体積などを利用 し表面点としてサ ンプリングする手法[7],体積 グリッドに基づく
球関数の特性 を利用する手法18】などがある.アセ ンブリモデルを対象 としたモデル検索手法 とし
て,Deshmukhら[9]はモデルの構成部品を頂点 としたグラフに変換 し,グラフ検索を行 うことでモ
デルの内部構造 を識別するモデル検索を提案 している.
近年,画像認識の分野において深層学習の1つ であるCNNを用いた画像認識手法がこれ までの手
法を大 きく突 き放すような成果を残 し,世界的に深層学習の研究が盛 んに取 り組 まれるようになっ
た.2012年の画像認識 コンペティション"ILSVRC"で深摺学習を使 った`'AlexNet"{10]がこれ
までの手法を10%以上突き放す性能 を示 し勝利 したことをきっかけに,画像認識だけでな く位置特
定や物体検出な ど様 々な分野に深層学習が利用されるようになった,3DCADモデルの検索分野に
おいても同様に深層学習を用いた手法が数多 く発表されてお り,今までの任意の特徴量 を抽出する
手法 と比較 してより良 い成果をあげている.CNNを用いたモデル検索手法は現在,視点ベースの手
法 とボクセルベースの手法の2つ が主流である.視点ベースの手法は3DCADモデルに対 して複数
視点から写真をi撮影 し,その写真を利用 して学習を行 う手法である,例えばHangら[11]は3DCAD
モデルに対 して12の視点か ら写真(RGB-D画像)を撮影 し,その写真をあ らか じめlmageNetデー
タセット{12】を利用 して学習 したCNNに 入力 し,それぞれの写真のCNN特 徴量 を計算する,得ら
れたそれぞれの特徴量を"ViewPoolingLayer"と呼ばれる層に入力 し視点の位置情報 を考慮 した
特徴量の結合を行 う.その特徴量 を2つ 目の分類用CNNに 入力 して3DCADモデルの形状分類を
行 う手法を提案 した,ボクセルベースの手法は3DCADモデルをボクセルで表現 し,そのボクセル
データを利用 して学習を行 う手法である,例えばWuら(13】は3DCADボクセルモデルに対 して直
接3次 元畳み込み演算を行 うことによってCNNを 学習し,形状が類似するようなモデルの検索を
行 う手法を提案 した,
しか しこれらの手法は3DCADモデルを対象 とした形状が類似するモデルの検索であ り、本稿の
目的であるアセンブリモデルを対象とする形状 ・内部構造 どちらも考慮 した完全一致検索の手法の
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研究とは趣 旨が異なる,
アセ ンブリモデルの形状 ・内部構造を考慮 したモデル検索の先行研究 として,千田 ら12】が提案
した手法がある,この手法では,アセ ンブリモデルに対 して次章で紹介する投影画像 を計算 し,得ら
れた投影画像に対 して部品の体積の逆数に基づ くラベルの再付与を行 う.その後tラドン変換.2次
元フー リエ変換の順 に計算 し振幅スペク トルを得ることで,アセンブ リモデルの姿勢変化 ・平行移
動に対 して頑健な特徴量を計算する,その特徴量 を比較対象の2つ のアセンブリモデルから計算 し,
特徴量間のユーク リッ ド距離を計算し2つ のモデル間の一致度 を決定する.この比較をデ■一・タベー
スモデルすべてに対 して総当た りで行い最近傍となったモデルをクエ リモデルに対する完全一致 モ
デル とする,この手法 によ り高い精度で,アセンブ リモデルの形状 ・内部構造を考慮 した完全一致
検索を行 うことが可能だが データベースモデルに対 して総当た り計算を行 う必要があるため,ク
エ リモデルの検索時間がデータベースモデルの数に比例 して増えてしまう,そこで,本稿ではCNN
を利用することで検索精度 は落 とさずに総当た り探索をやめることで検索 にかかる時間を大 きく削
減で きるような手法を提案する.
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3準 備
3.1投影画像計算手法
3DCADモデルは一一般に姿勢が統一されていない場合が多いため,あらかじめ姿勢の正規化を行っ
たうえでモデル検索を行 う手法が提案 されている114】,しか し,機械部品な どを扱 うアセンブ リモ
デルのように様 々な部品から構成されるようなモデルの場合,上下左右が対象的な形状である場合
があ り,その場合姿勢の正規化を行 うことが困難である.そのため,アセンブリモデルの検索 を行 う
場合,モデルの姿勢や位置の違いを考慮 した上で検索を行 う必要がある.そこで,モデルの姿勢変化
に対応するために,先行研究[21と同様に図2に 示すように様 々な角度か らアセ ンブリモデルの投
影i面像を計算する.投影画像 とは,アセンブリモデルが格納されている3次 元配列の投影面に対 し
て垂直なボクセル値の和を計算ことにより得 られ る画像であり,モデルの形状や内部の部晶の配置
の情報も反映させることができる,以下に投影画像計算の手順 を示す,
X=f(x,Y,i)を角度(θ,φ)だけ回転させた ときの座標を(s,t,r)とすると,3次元空間における面
積分は
9(卿)=∫f(x・y・ ・)d・
で表せる.通 常,面 積分は連続な関数 に対 して定義するが,モ デルデータは3次 元配列に格納 され
ているため値は離散値 となっている,離散値を対象に面積分を行いたい場合は積分を離散値の和 と
表現することで積分を計算することができる,よってX=f(K,U,z){1≦蓮∫,1≦j≦!,1≦ksro上に定義
される任意の(θ,φ)による面積分g(tj,rk,θ,φ)は
ぽ
e(thrk,O,ip)=Σf(s・,・,・,・)
仁1
の ように表せ る,ま た座標(s,t,r)は以 下の よ うに表せ る.
5ニNC。S(Vcosip-ysinec。Sφ 一3sinφ
'==xsinOCOSψ
'==κcosθcosφ 一 〃sinθsinφ+2cosφ
本研究での投影データは,投影軸を回転 させ るのではなく,実際には3次 元モデル自身を任意 の
(θ,φ)について回転 させ,Z軸に垂直な面の和 を計算することで求めた.また,回転角(θ,φ}にっいて,
"G
eodesicd。me"の頂点座標を利用 することで視点に偏 りがな くモデルの姿勢変化により強 い投
影画像 を言十算 した.
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図2:Geodesicdomeを利 用 した投影 画像 の作 成
3.2畳 み込 み ニ ュ ー ラル ネ ッ トワー ク
畳み込みニューラルネ ットワーク(CNN)は,深層学習の手法のひ とつであ り,前述の とおり画像
認識の分野で従来の手法 を大きく上回る成果 を出し,現在も盛んに硯究 されている手法である,深
層学習以外の手法ではデータに対 して任意の特徴量 を自分で選択する必要があった,しか し深層学
習では計算する特徴量は設定せず,学習データから学習器 自体が自動的に最適 な特徴量を学習する
ことが可能である.この点が深層学習最大の特徴であ り.強みである,
CNNの特徴として,畳み込み層(Convolution)とブー リング層(Poolinglと呼ばれる層が存在する,
本節では各層の説明を行 う.
3.2、1畳み込み層
畳み込み層では,任意の大 きさのフィルタを入力データに対 して畳み込み演算を行 う層である,畳
み込み層の計算例 を図3に 示す.フィルタサイズを3,ストライ ドを1に 設定し畳み込み演算をする
前に入力データに対 してパディングを行 うことで,演算前後でデー タサイズが不変 となる.
3.2.2畳み込み計算の実装上の工夫
畳み込み層 における畳み込み計算について,図3の ようにスライ ドさせながら 王つ1つ 計算する
ことも可能だが,画像 に対 して縦横方向の2重 ループ計算 となるため計算コス トがとて も高い,そこ
で提案手法では,Im2Col(lmagetoColumn)と呼ばれる画素の配置変換 を行い,畳み込み計算を行列
の内積計算で表現することにより畳み込み計算の処理時間を大幅に削減する,Im2Colでは,フィル
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ターに対 して都合の良いように入力データを展開する,具体的には,図4のように3次 元の画像 デー
タに対 してフィルターを適用する場所の領域 を1行 に展開する.この展開を,適用するフィルター
の場所 すべてに対 して行 う,そしてフィルターに関しては,図5の ように展開する,図4,図5の よ
うに各データを展開することにより,畳み込み計算 を図6に 示すような1回 の行列の内積計算で処
理することができる,内積計算後 元の画像 データのサイズに整形 し、次の層にデー タを受 け渡す,
各層重みパラメータの勾配を計算する際の誤差逆伝播を行 う場合には,Im2Colとは逆の手順を行
うCol21m(ColumntoImage)を利用する.Co121mでは,Im2Colにより展開されているデータに対 し
て,フィルターに対応する位置の値をフィルタ・一サイズにリサイズす る.Im2Col,Co121mを利用す
ることにより畳み込み計算 にかかる時間を大幅に削減することがで きる.しかし展開後のデータは
展開前 よりも大きいサイズとなるため,1回の計算で使用するメモ リのサイズが大 きくなって しま
う欠点がある,
3.2.3プ ー リ ン グ 層
プーリング層にはいくつかの種類が存在するが,最大値プー リング(MaxPooling〕を利用するのが
一般的である.最大値 プーリングでは入力データを任意の正方形の領域 に分割し,領域 ごとの最大
画素値を抽出する.2x2最 大値 プー リングの計算例 を図7に 示す,図7で はス トライ ドが2で あ
るため,演算前後でデータサイズが2分 の1と なる,入力データサイズが奇数である場合,パディン
グを行いサイズを偶数に調整する,
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圃像データ(3次元〕
⇒ ■ゆ
フィルタ領域ごとに分割 行列に展開{2次元}
図4:画像データの展開am2Col>
?
?
フィルタデータβ次元}
⇒
行列に展開{2次元}
図5:フ ィル タデー タの展開am2Col)
3.2.4畳み込み層の活性化関数(ReLU)
活性化関数 とは,各層に入力された信号の総和が どのように活性化するか とい うことを決定する
役割 を持つ,CNNでは一般的に畳み込み層の活性化関数 としてReLU(RectifiedLinearUnit)を用い
るのが一般的である,図8にReLU関数 を示す.図8に示す通 り,ReLU関数で は0以 下の入力信号
をすべて0と し,0より大きい入力の場合はその入力 をそのまま出力 とする.ReLU関数を利用する
利点 として,関数 自体 がシンプルなため処理速度が速い点,入力が0よ り大 きい部分には必ず値が
出力 されるため,勾配消失の リスクを回避で き,CNN自体の層 を深 くすることが可能である点など
があげられる,
3.2、5出力層に用いる関数(So㎞a幻
本論文では出力関数 としてSoftmax関数を用いる.Softmax関数 は式1で 表される.式1に おい
て,Ukは左番目の出力信号,akは此番 目の入力信号である.式1にあるとお りSoftmax関数の分子は
入力信号Ukの指数関数 分母はすべての入力信号の指数関数 の和か ら構成 される,Softmax関数の
出力は,0から1.0の間の実数 とな り,出力の総和が1と なるため,出力値 を確率 として解釈 するこ
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図7:MaxPooingの計 算例
とが可能 となる.実際にSoftmax関数を利用する場合 には式2の ように実装する.Cはakの最大値
であり,オーバーフロー対策である.
殊=
exp(ak)
脈 二
Σ盈1exp(∂')
exp(ak+6)
Σ盈1exp(ai+()
??〔
??
3,2.6学習の際の過学習対策(DropOut)
全結合層の直後にDropOutl15】を利用することにより過学習対策 を行 う.DropOutは,ニュ 一ーロ
ンをランダムに消去 しなが ら学習する手法で,訓練時 に該当する層のニュー ロンをランダムに選び
出し,そのニューロンを無効 して学習を進めることでネ ットワークの 自由度を強制的に小さくして
汎化性能を上げ,過学習を下げる働 きがある,提案手法では,無効にするニューロンの割合 をO.5と
した.
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図8=ReLU関数
32.7CNNの各層の重みパラメータの最適な初期値の与え方(Heの初期値}
各層 の重みパ ラメータの初期値 として標準偏差がO,01のガウス分布を設定すると,収束値からか
け離れた初期値になる場合があるため,学習に時間がかかる可能性があり効率的ではない,また,最
適解 に収束せずに局所解に収束 して しまう可能性が高 くなる,そこで提案手法では各層の重みパラ
メータの初期値 としてHeの初期値[161を用いる,Heの初期値では,図9の ように対象 となる層の
フィルタに対 して結合する鰯 のノー ド数を〃として 霧 で重みの欄 値をスケー リングする・
n帽のノー ド
?
?
?
、 、
、 ?
…
?
?
?
?
?
?
ー
?
曲層
図9:「Heの初期値」による初期値の与 え方
3.2.8各層の重みパラメータの更新方法 〔Adam)
各層の重みパラメータの更新方法 としてAdam[171を用いる,Adamを利用することでこれまで
あまり更新 されなかったパラメータを優先的に更新することができ,より効率的にパ ラメータの更
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新 を行 うこ とがで きる.Adamは式3,4,5,6で計算 で きる、まず式3で 勾配9tを 計算す る.なお,gl
は行列 の要 素 ご との積で あ る,次 に4に よ りモー メ ン トベ ク トルmt,Vtを計算す る,次 に式5に よ り
モー メ ン トベ ク トルのバ イ アスの打 消 しを行 い,式6で パ ラメー タ θtを計 算 し,各層 のパ ラメー タ
の更 新 を行 う.Adamのハ イ パパ ラメー タ α,、β1,β2,ξの論 文 に記載 の デ フォル ト値 を表1に 示 す.提
案 手法 で は,表1の うち ラーニ ング レー トαを適 宜変更 す る ことに よ り精度 の大幅 な向上 を確認
で きた.
9t=▽ θ.尋(θt..1)
??
鴬1卸(蹴}
瓢:1訓
et=e、-1一α島/侮
??
(5)
??〔
表1:Adamのハイパ パ ラ メー タ
ハ イパ バ ラメー タ デフオル ト値
α O,001
β1 0.9
β2 α999
亡 1『6
3.2.9学習に用いるデータの作成
CNNを利用するために,学習に使用する学習用データの量が非常に重要 となる.少ない場合には
学習データに対 して過学習を起こして しまい,学習データ以外が入力 された場合に期待 した性能 を
発揮で きなくなる,そこで,前節で説明 した投影画像 を利用 し学習に利用す るデータを以下の手順
で作成 し,大量 の学習用データを確保することによって過学習を回避する,
1,アセ ンブリモデルをラベルの異なる部品毎 に分解 し,それぞれ ゐ枚投影画像 を計算す る(図
10).
2,同じ視点から計算された投影画像 を3次 元配列 として格納 する(図11),
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3.計算 した投影画像それぞれに対 してランダムな回転(1度か ら359度)・平行移動(-5から5ピ
クセル)をMパ ターン計算しデータの拡張を行 う.ただし,同じ視点か ら計算 された投影画像
は同じ回転 ・平行移動パ ターンとなるようにする.
4、すべての画像 に対 してそれぞれの画像毎の最大値で割 リスケー リングを行 う,
5,対象モデルに対 してランダムな姿勢変化を施 し,1から4ま での手順 を再び行う,これをN回
繰 り返す ことでデータの拡張を行 う.
この手順によ り,アセンブリモデル1つ に対 してLxMxIV個 の学習データを得るt得られた
データの中か ら任意の個数 ランダムに抽出 して学習データとして利用する.
一一 二===
-T'一 一 一r
◎
図10:アセンブ リモデルか ら投影画像 を計算する手順
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各投影データを各チヤネルに梱 内
図11:計算 した投影画像か ら入力用データを作成する手順
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4部 品の対応関係が既知であるような3】〕CADアセ ンブ リモデルの
完全一致検索手法
本章では,検索対象となるアセンブリモデルの部品間の対応関係が既知である前提でモデル検索
をする手法の提案について述べる,
4.1提案手法で利用するCNNの構成
一般的に画像認識の分野で利用 されるCNNは 入力画像がRGB画 像かグレースケール画像であ
るため,入力チャネルはそれぞれ1か3で ある.しか し,提案手法ではアセンブリモデルを構成す る
部品の数だけチャネル数が存在 しているため一般的なCNNを 利用することができない,そこで提
案手法では入力層のチャネル数をアセ ンブリモデルを構成する部品の数と同 じにする.そして入力
デー タと最初 に入力される畳み込み層のチャネル数 を部品の数 と揃える(図12}.
?
?
?
?
…?
?
入力子rタ 馨/
φ
φ 次のロへ
毒 ⇒
7イルタ
図12:入力層の計算
提案手法で用いるCNNの 構成 を図13に,各層のハイパパ ラメータを表2に 示す,図13のCNN
は,畳み込み層7層,最大値 プー リング層3層,全結合層3層 か ら構成 され,畳み込み層を複数層繰 り
返 した後最大値 プーリングを1回 行 う処理を1セ ットとして,計3セ ヅ ト行 う.表2に示す通 り,畳
み込み層のフィルタサイズはすべて3x3,ス トライ ドは1,最大値 プー リング層のサイズは2x2,
ス トライ ドは2で ある,各層の活性化関数 としてReLU(RectifiedLinearUnit}関数 を用いる.出力層
にはSoftrnax関数 を利屠する.また全結合層の直後にDropOutを利用することにより過学習対策を
行 う.各層の重みパラメータの初期値 としてHeの初期値,重みパラメータの更新の最適化手法 とし
てAdamを用いる,Adamのハイパパ ラメータについて,すべて論文に記載のデフォル ト値を用いた,
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図13=提案手法で用いるCNNの 構成
4.2言平イ面実 験
本 章で は,提 案 手法 につ いて部 品の配 置 が異 な る アセ ン ブ リモデ ル を用 いて 評価 実 験 を行 う,
GrabCAD[18】か ら選 ん だClutch,Die,Gear,Hydraulic,RadicalEngine,Turbineの6種類 の モデル を
使用 す る.図14にClutch,Die,Gearの形状 のイ メー ジ図を示 す,簡 素化 の ためそ れ ぞれ5種 類 の
部 品を選択 して使 用 し,その他 の部品 は削 除 して い る,Clutch,Die,Gear,Hydraulic,RadicalEngine,
Turbineそれ ぞれに対 して,部 品の配置 が異 なるモ デル をA,B,C,D,Eの5パ ター ン作成 し,これ ら
計30個 のモ デル をデ ー タベ ースモデル と した,デ ー タベ 一ース モデル と して用 意 した30個 のアセ ン
ブ リモデ ルの うち,Clutch,Die,Gearの形状 ・内部 構造 の イ メージ を図15に 示 す.ア セ ンブ リモ デ
ルの姿勢の違い を考慮 した検 索手法で ある点を評価 す るた め,デ 一ータベ ースモデル30個 に対 して そ
れ ぞれ ランダ ムな姿勢 変化 ・平 行移動 を加 えた.ま た,Clutch,Die,Gear,Hydraulic,RadicalEngine,
Turbineそれ ぞれのAパ ター ンの モデル に対 して デー タベース モデル とは異な るそ れ ぞれに ランダ
ムな姿勢変化 ・平行移 動 を加 えた モデルを20パ ター ン用意 し,これ ら計120個 のモデ ルを クエ リモ
デル と した.ア セ ンブ リモデ ルのサイ ズはすべ て72x72x72と した.実験環境 と して,MArLAB
2017aをWindowslOEducation上で動作 させ,Intel(R)Core(TM)j7-7700KCPU@4.20GHzプロセ ッ
サ,32.OGBRAM,NVIDIAGeForceGTX10808GBGPUを用 いて実験 を行 った.
4.2.lCNNの学習率 と過学習に関する評価実験
3章2節 「学習 に用 い るデ 一ータの作成 」で提 案 した学 盟用 ヂー タを利用 して 図13に 示 すCNNの
学習 を行 う.デー タベ ■一・スモデ ル30個 か らL=1002,M=11,1>=1の計330660個の デー タを作成
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表2:CNNの 各 層の ハイパパ ラメー タ
lNoiilayerlfiltetFsizeistridelpadloutput
1 input N/A NIA N/A MOxl40x5
2
■
Convolu雌on3x3 1 1 140翼140x32
3
■
Convolution3x3 1 1 140x140x32
4
「
MaえPoolロ9 2x2 2 0 70x70x32
5 Convoluton 3x3 1 1 70翼70x64
6
I
Co旺voluton 3x3 1 2 70K70x64
7
■
MaxPoo1口9 2x2 2 0 36x36x64
8 Convoluton 3K3 1 1 36x36x128
9
■
Convolロton 3x3 1 1 36x36x128
10
■
Convo正uton 3×3 1 1 36x36×128
ll
I
M…以Pooling 2x2 2 0 18x18x128
NolayernumofnodeDropOutratiooutput
16 A伍nε 1024 N/A 1024
17
」
DmPOut NIA 0.5 1024
18
l
A血ne 1024 NIA 1024
19
■
DrOPOut N/A 0.5 1024
20
■
Afnne 30 N/A 30
21
■
Softm…駅 N/A N/A 30
璽 姻
clutch die
図14:評価実験に使用するモデル
gear
し,その うち 学 習用 デ ー タ=テ ス ト用 デー タ=7=3=231462=99198とした,学 習エ ポ ック数 は
16,バッチサイ ズは80と した,学習 の度合 いを確認 するた めのlossreは交差 エ ン トロ ピー誤差 を用
いて計 算 した,交 差 エ ン トロ ピー誤差 は式7で 表 され る,な お,Nは バ ッチ数,tkは正解 ラベル,Ykは
CNNか らの 出力で あ る,
E=一 毒 Σ Σ ら・1・99・k(7)
皿 亙
学習の実験結果 として,1エポックごとのloss値の平均値 を図16に示す.図16に示す通 り,ノoss
値 は学習を進めるごとにある程度 は順調に減少 しているが8エ ポック目あた りか らあまり減少 し
ておらず,約O,6のあた りで停滞 している.次 に1エ ポックごとの学習用データ,テス ト用データ
の正解率とクエ リモデルから作成 したデータの正解率を図17示す.なお,学習用データの学習率を
求める際に,実際に使用 した学習用データをすべて使用す るのではな く,学習 にかかる計算時間の
削減のために5000個ランダムに選択 して学習率を求めた.クエ リモデルか らデータを作成する際
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図15:評価実験に用いるアセンブ リモデルの形状 ・内部構造
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の投影枚数 は1モ デルに対 して162枚としたため,クエ リデー タをCNNに 入力 した際の正解率は
162xl20=9720個のデータか ら算出している,学習用データ,テス ト用データ,クエ リデータとも
に8エ ポック目あた りまでは正解率が順調 に上昇しているが,9エポック目以降は停滞 している.17
エポ ック時点で学習用データの正解率 はもっとも高 く約90%と なっている.学習用デ 一ータの正解
率 に対 して クエ リデータの正解率がほぼ同程度 となっているため過学習は全 く発生 していない,な
お学習 にかかった時問は,1エポック学習が進むのに約半 日かか り,全体 として約8日 かかっている.
図16=1エポ ックご との10ss値の平 均値
図17:1エポックごとの学習用 ・クエ リ用データの正解率
4.2、2アセンブリモデルの完全一致検索 に関する評価実験
前節の実験で得 られた結果をもとにデータベースモデルに対 してクエ リモデル と完全一致するモ
デルの検索 した際の正解率 を評価する実験を行 う,クエ リモデル1つ に対 してクエ リデータは162
個得 られるため,162個すべてのデータのクラス分類の結果 を考慮 してモデル検索を行 う.具体的
にはすべての クエ リデータの分類結果か ら最大派閥 となったクラスを最近傍モデルとする.最近傍
となったモデルが正解モデルであった場合,正解とする.各エポックごとの正解率の推移を,Clutch,
Die,Gear,Hydrattlic,RadicalEngine,Turbineそれぞれをクエ リモデルとして与えた場合について図
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18に示す,Clutch,Gear,Turbineモデルについては,1エポック学習終 了時か ら100%の精度でモ
デルを識別することがで きている,またRadicalEngineモデルを除けば 学習を進めることによ り
100%の精度でモデルを識甥できている.RadicalEngineに関しては,最高で2エ ポ ック目の60%程
度 しか正 しい識別ができてお らず,前節で各 データが90%の正解率で とどまっていたのがRad茎cal
Engineのモデルデータが正 しく識別で きなか ったことが原国であったことがわかる,
クエ リモデ ル:Clutch
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?
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?
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?
tpoch
クエ リモデル:Die クエ リモデ ル:Gear
クエ リモデル:Hydraulicク エ リモデル=RadicalEngineクエ リモデル=Turbine
図18:各クエ リモデル を与 えた際 のエ ポ ックご との正解 率
4、2、3クエ リモデルを1つ 検索するのにかかる処理時間の評価
本節で は,クエ リモデルが1つ 与えられた際に検索にかかる処理時間を先行研究[2]の手法 と比
較する,提案手法 先行研究の処理時間を図19に示す.投影計算時間はどちらも同様 の処理である
ため変わ らないが,先行研究がデータベースモデルに対 して総 当た り探索を行 う手法であるのに比
べ,提案手法では総当た り探索をする必要がないため,全体の処理時間が約ll分の1に 削減で きて
いる,提案手法では学習 自体には膨大な処理時間がかかって しまうが,学習が完了して しまえば,モ
デルの検索にかかる時間を大幅 に削減することができる,
4.3お わ りに
本章では,アセ ンブ リモデルの部品の対応関係が既知であるような前提でアセンブ リモデルの完
全一致検索を行 う手法について述べた.アセ ンブリモデルについて部品ごとに投影画像を計算 し,対
応する部品が同じチャネルになるように投影画像を格納 したデータを用 いて畳み込み層7層,最 大
値 プー リング層3層,全結合層3層 から構成 されるCNNを 学習 し,その学習済みCNNを 用いるこ
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図 正9:先行研究と提案手法それぞれのクエ リモデル1つ を検索するのにかかる時間
とで比較的高い精度で完全一致するモデルの識別を行 うことが確認できた.さらに,一つの クエ リ
データから得 られる162個のクエリデータを利用 し分類結果が最大派閥となったモデルを最近傍モ
デルとする手法 を用いることで,学習用デー タ,クエ リ用デー タの正解率がそこまで高 くない場合
にで もモデルの識別をある程度行うことがで きることを確認できた,また先行研究の手法 とクエリ
検索 にかかる時間を比較 したところ,提案手法では総当た りによる探索を行わない分先行研究の手
法の11分の1の 処理時間でモデル検索を行 えることが確認できた,
Hydraulicに関 して,50%程度 とあまり高い精度が出ていなかったが,CNNの構成やAdamのラー
ニ ングレー トを調整する等の改良をすることにより精度をより高めることができる と考えれられる.
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5部 品の対応関係が未知であるような3DCADアセンブリモデルの
完全一致検索手法
本章では,検索対象 となるアセンブ リモデルの部品問の対応関係が未知である前提でアセンブリ
モデル検索をする手法の提案について述べる,
5.1提案手 法で利用 す るCNNの 構成
本章における提案手法では前章 と同様に,入力層のチ ャネル数をアセ ンブリモデルを構成する部
品の数 と同 じにする.そして入力データと最初に入力 される畳み込み層のチャネル数 を部品の数 と
揃 える 〔図12),
提案手法で用いるCNNの 構成を図20に,各層のハイパパラPt-一・タを表3に 示す.図20のCNN
は,畳み込み層10層,最大値 プー リング層4層,全 結 合層3層 から構成され,畳み込み層 を複数層
繰 り返 した後最大値 プー リングを1回 行 う処理を1セ ットとして,計5セ ット行 う,表3に 示す通
りT畳み込 み層の フィルタサイズはすべて3x3,ス トライ ドはL最 大値 プ ・ー一リング層のサイズは
2x2,ストライ ドは2で ある.各層の活性化関数 としてReLU(RectifiedLinearUnit)関数 を用いるL
出力層にはSo負max関数 を利用する.また金結合層の直後にDropOutを利用することにより過学習
対策を行 う、本章の提案手法においても前章の提案手法 と同様に,無効にするニューロンの割合 を
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図20:提案手法で用いるCNNの 構成
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表3:CNNの 各層 のハ イパパ ラメー タ
IN。llayerIMte・s重velstridelpadl output
1 inp凹t N/A N/A NIA 140x140x5
2
■
Cor匠volution3x3 1 1 140x140x48
3
■
Convolution3x3 1 1 140x140×48
4
■
MaxP。lin呂 2x2 2 0 70x70x48
5
I
Co篇voluロon3κ3 1 1 70x70x64
6
I
Co画61ution3x3 1 2 70x70x64
7
I
MaxP。1iB9 2x2 2 0 36x36x64
8
■
Convolution3k3 1 1 36と36x128
9 Convolution3x3 1 1 36x36xl28
10
■
Convolution3κ3 1 1 36買36xl28
11
I
MaxPooling2x2 2 0 18x18冨128
正2
I
Convolution3x3 1 1 18xl8x128
13
L
Convoluton 3x3 1 1 18xl8x128
14
■
Convoluton 3x3 1 2 18x18x128
正5
「
MaxPoolng 2x2 2 0 10x10幌12呂
lNolllaygrlnumofnodelDropOutratioloutputl
16 Af巨ne 4096 N/A 4096
17
■
DropOut N/A O.5 4096
18
■
A伍nε 4096 NIA 4096
19
,
DrOPO』t N!A O.5 4096
20 A伍ne 12 N/A 12
21
,
Softmax NIA N/A 12
5.2アセンブリモデルの部品の対応関係が未知である条件への対応
アセンブリモデルについて,例えばモデルの作成者が異なる場合に,同じ基準で部品にラベル付
けを行われない可能性が想定できる,その際,部品に割 り振 られているラベル値 を事前に対象デー
タベース内で統一で きる場合 には、付与 されたラベル値をもとに対応する部品を決定することがで
きる,しか し,データベース内のモデルが多 くなればなるほどラベルの統一は現実的ではなくなる,
ラベルが統一されていない場合,比較する部品の対応関係がわか らないことを考慮 したマ ッチング
を行 う必要がある、そこで,図21に示す通 り学習の際にCNNに学習用データを入力する度 に,部品
の投影画像 を格納するチャネルの位置をランダムに変えて格納する.この手法によりどのチャネル
にどの部品の投影画像が格納 されていても正 しいモデルを識別することが可能 となる,
5.3評価実験
本章では、提案手法について部品の配置が異なるアセ ンブ リモデルを用いて評価実験を行 う.
GrabCAD[181から選んだ図22に示すClutch,Die,Gearの3種類のモデルを使用す る.簡索化のた
めそれぞれ5種 類 の部品を選択 して使用 し、その他の部品は削除 している.Clutch,Die,Gearそれぞ
れに対 して,部品の配置が異なるモデルをA,B,C,Dの4パター ン作成 し,これ ら計12個のモデル
をデータベ 一ースモデルとした.図23にデータベースモデルとして用意 した12個のアセ ンブリモデ
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莞∫茎屡 ミ「婁… 奮ミ違
1
1回目の入力2回 目の入力N回 目の入力
CNNヘデータを入力する度に郁品の投影固像を格納するチヤネルをランダムに甕える
図21:CNNにデー タを入力する際の工夫
ルの形状 ・内部構 造 のイ メー ジを示 す.ア セ ンブ リモデ ルの姿勢 の違 い を考 慮 した検索 手法 で ある
点 を評価 す るた め,ヂ ータベース モデル12個 に対 して それ ぞれ ランダムな姿勢変 化 ・平行 移動 を加
えた,ま た,Clutch,Die,Gearそれ ぞれ のAパ ター ンの モ デル に対 して デー タベ ースモ デ ル とは異
な るそれ ぞれに ラ ンダム な姿勢 変化 ・平行移 動 を加 えた モデル を20パ ター ン用意 し,これ ら計60
個 のモ デルを クエ リモ デル と した.ア セ ンブ リモデ ルのサ イ ズはすべ て72x72x72と した、実
験 環境 と して,MA:『LAB2017aをWi皿dowslOEducatio皿上で動 作 させ,Intel(R)Core(TM)i7-7700K
CPU@4,20GHzプロセ ッサ,32.OGBRAM,NVIDIAGeForceGTX10808GBGPUを用 いて実験 を
行 った.
嘲 囎]
clutch die
図221評価実験に使用するモデル
gea「
5,3.1CNNの学習率と過学習に関す る評価実験
3章2節 で提案 した学習用データを利用 して図20に示すCNNの 学習を行 う.学習に使用 した学
習用データの数は,データベースモデル1つ に対 して5万 枚の計60万枚 とした.学習エポック数は
27,バッチサイズは70とした,学習の度含いを確認す るための10ss値は前章 と同様 に交差エン トロ
ピー誤差を用いて計算した,
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図23=評価実験 に用いるアセンブリモデルの形状 ・内部構造
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学習の実験結果 として,1エポックごとの10ss値の平均値 を図24に示す,図24に示す通 り,loss
値 は学習を進めるごとに順調に減少していることがわかる,次に1エ ポ ックごとの学習用データの
正解率 とクエ リモデルか ら作成 したデータの正解率 を図25に示す,なお,学習用データの学習率を
求める際に,実際に使用 した学習用データをすべて使用するのではなく,学習にかかる計算時聞の
削減のために5000個ランダムに選択 して学習率を求めた,クエ リモデルか らデータを作成する際
の投影枚数は1モ デルに対 して162枚としたため,クエ リデータをCNNに 入力 した際の正解率は
162x60=9720個のデータか ら算出している.学習用データ,クエ リデータともに学習を進めるご
とに正解率が上昇 していることがわかる.27エポック時点で学習用 データの正解率はもっとも高く
約96%と なっている.クエ リデータに関 しても正解率 は学習を進める ごとに順調に上昇 し,15エ
ポック目あた りか ら学習用データと全 く変わ らない高い正解率となっているため,過学習は発生 し
ていないといえる.なお学習にかかった時間は、1エポック学習が進むのに約1日 かか り,全体 とし
て約20日かかっている,
図24=1エポ ック ご との10ss値の平均 値
図25=1エポ ック ごとの学 習用 ・クエ リ用 デ 一ータ の正解 率
??
、
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5.3.2アセンブリモデルの完全一致検索に関する評価実験
、
前節の実験 で得 られた結果をもとにデータベースモデルに対 してクエ リモデル と完全一致するモ
デルの検索 した際の正解率を評価する実験を行 う.クエ リモデル1つ に対 して クエ リデータは162
個得 られるため,162個すべてのデータのクラス分類の結果を考慮 してモデル検索 を行 う,具体的に
はすべてのクエ リデータの分類結果か ら最大派閥とな ったクラスを最近傍モデル とする.最近傍 と
なったモデルが正解モデルであった場合,正解 とする.各エポックごとの正解率の推移を図26に示
す,Gearについて、比較的早い段階か ら高い精度でモデルを識別することができてお り,5エポ ック
目には100%の精度で識別ができている.Clutchについて,学習初期段階ではモデルをほとん ど識別
することがで きていないが,7エポック目で正解率が90%に,13エポック目以降は100%の精度で識
別がで きている,Dieについても,学習初期段階ではモデルをほとんど識別することができていない
が,学習を進めるごとに正解率は上昇 していき,llエポック目以降は100%の精度でモデルの識別が
できている.このように投票形式でモデルを識別する手法 を用 いることで,高い精度でモデルを識
別することができる,また,Clutch,Die,Gearクエ リモデルそれぞれ1パ ターンのクエ リデータの分
類結果 を図27に示す,クエリモデルに対 して完全一致する正解モデルはAパ ターンのモデルであ
る,Clutch,Die,Gearすべてのモデルについて,形状の異なるモデルには1デ ータも分類 されていな
いことがわかる,また,形状が同 じモデルと比較 して も不一致モデルとの差は大 きい,このことから
も,安定 した高い精度で正 しいモデルを識別す ることがで きていることがわか る、
クエ リモ デル:Clutchク エ リモ デル:Dieク エ リモデ ル:Gear
図26:各クエ リモ デル を与 えた際 のエ ポ ヅク ごとの正解 率
去
クエ リモ デル=Cluteh1ク エ リモ デル=Die1ク エ リモデル:Gear1
図27:各クエ リモデル1を 与 えた際の クエ リデ ータの分類 結果
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5.3.3クエ リモデルを1つ 検索するの にかかる処理時間の評価
本節では,クエリモデルが1つ 与え られた際に検索 にかかる処理時間を先行研究 【2】の手法 と比
較する,提案手法,先行研究の処理時間を図28に示す,投影計算時間はどち らも同様 の処理で ある
ため変わ らないが,先行研究がデータベースモデルに対 して総当た り探索を行 う手法であるのに比
べ,提案手法では総当た り探索をする必要がないため,全体の処理時間が約10分の1に 削減できて
いる.提案手法では学習自体には膨大な処理時間がかかって しまうが,学習が完了して しまえば,モ
デルの検索 にかかる時間を大幅に削減する ことができる,
図28=先行柵究と提案手法それぞれのクエ リモデル1つ を検索するのにかかる時間
5,3.4パラメータ更新最適化手法Adamのラーニングレー トを変更 した場合の学習効率 ・精度変
化に関する実験
本節では各層の重みパラメータの更新方法であるAdamのラーニングレー トを変更 した場合の学
習効率 ・精度変化に関する実験 を行 う,使用 したラーニ ングレー トはα=O.001(論文記載のデフォル
ト値),0,0001,0.00009(前節の実験結果)とした.ラーニ ングレー トを変えて実験 した結果を図29に
示す.なお,各実験結果のエポック数 は変化が見 られな くなったタイ ミングで打 ち切 りしているた
め,差が生 じている,図29をみる と,Adam論文に記載のデフォル ト値をその まま使用 した場合,学
習用データの正解率が60%程 度 しか伸びていない ことがわかる.また,学習用データとクエ リ用
データの正解率の差が大 きく過学習が発生していることが確認で きる,一方で ラーニ ングレー ト
をO.OOOO9とした場合には学習用データの正解 率が約96%と 高い精度 となってお り,15エポック
目あたりから学習用データとクエ リ用データの正解率の差が全く無いことがわかる.このことか ら,
Adamのラーニングレー トがCNNの 学習の効率、精度 に大 きな影響を与えていることがわかる,
5.4お わ り に
本章では,アセンブ リモデルの部品の対応関係 が未知であるような前提でアセンブ リモデルの完
全一致検索を行 う手法について述べた,アセ ンブ リモデルについて部品ごとに投影画像を計算 し,
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図29=Adamのラーニ ング レー ト(lr}を変 えた場 合の正解 率 の変化
CNNに入力する度に投影画像を格納するチャネルをランダムに変えたデ 一ータを用いて畳み込み層
10層,最大値 プー リング層4層,全 結合層3層 か ら構成されるCNNを 学習 し,その学習済みCNN
を用 いることで高い精度で完全一致するモデルの識別を行 うことができた,さらに,1つのクエ リ
データか ら得 られる162個のクエ リデータを利用 し分類結果が最大派閥となったモデルを最近傍
モデル とする手法を用いることで,モデルの識別を高い精度で行うことがで きることを確認できた,
また先行研究の手法 とクエ リ検索にかかる時間を比較 したところ,提案手法では総 当た りによる探
索 を行わない分先行研究の手法の10分の1の 処理時間でモデル検索を行えることを確認 した.最
後に,重みパラメータ更新の最適化手法であるAdamのラーニ ングレー トを調整することにより,学
習の効率化 ・モデルを識別する精度を大きく改善できることを確認 した.
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本論文では,CNNを用いた形状情報だけでなく内部構成も考慮 した効率的なアセンブ リモデルの
完全一致検索手法の提案 した.
第4章 では,CNNを用いて部品の対応 関係 が既知である前提で3DCADアセ ンブリモデルの形
状 ・内部構造を考慮 した完全一致モデル検索手法 を提案 した,アセ ンブ リモデルを部 品ごとに分解
し,それぞれ複数視点か ら投影画像を計算 し,対応する部品が同 じチャネルになるように各チャネル
に部 品ごとの投影画像 を格納することによりCNNへ入力するためのデー タを作成 し,CNNの学習
を行 う.この手法によりアセンブリモデルの形状 ・内部構造両方を考慮 したアセンブ リモデルの完
全一致検索を比較的高い精度で行 うことがで き,かつ,先行硲究 と比較 して約11分の1の 処理時間
でモデル検索を行 うことが可能となった.
第5章 では,CNNを用 いて部品の対応関係が未知である前提で3DCADアセンブ リモデルの形
状 ・内部構造 を考慮 した完全一致モデル検索手法を提案 した.4章で提案 した手法 と同様 にアセ ン
ブリモデルを部品ごとに分解 し,それぞれ複数視点か ら投影画像を計算 し,各チャネルに部品ごとの
投影画像を格納することによりCNNへ入力するためのデータを作成する.そして部品のラベル付
けが統一されていないような場合に対応するため,CNNにデ 一ータを入力するたびに,部品の投影薗
像を格納するチ ャネルの位置を毎回ランダムに変えて格納 して学習を進める.この手法 によ り,ど
のチャネルに どの部品の投影画像が格納 されていても正 しいモデルを高い精度で識別することが
可能 となった.また,先行研究 と比較 して約10分の1の 処理時間でモデル検索 を行 うことが可能 と
なった,最後 に,重みパラメー タ更新の最適化手法であるAdamのラーニング レー トを調整するこ
とにより,学習の効率化 ・モデルを識別する精度を大 きく改善できることを確認 した.
今後は,モデルの部品数が同 じでないモデルが存在 した場合 に部品数で分 けるのではな く,同じ
CNNで処理で きるような手法を考案することができれば,より柔軟な3DCADアセンブ リモデルの
検索ができるようになると考えられる、また、転移学習を用いることで,データベースモデルに新 し
いモデルを追加 した際に効率的に学習を進めることがで きるような手法を考案 したい.
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