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ABSTRACT
Nuclear Magnetic Resonance Studies of Imidazolium-Based Ionic Liquids and GarnetType Li7La3Zr2O12
By
Shen Lai

Advisor: Steve Greenbaum

Advancements in electrochemical energy storage materials are critical in the development and
utilization of renewable energy technologies. These advancements involve obtaining a better
understanding of electrochemical mechanisms and properties through scientific research towards
an improved energy storage technology. Nuclear magnetic resonance (NMR), is a sensitive and
selective method to probe particle dynamics (magnetic relaxation, diffusometry, etc.) and
material structures (spectroscopy) down to the atomic level. In this work, several NMR
techniques are employed to study imidazolium-based ionic liquids and garnet-type inorganic
materials. These are being studied due to their potential use as safer alternatives to organic
solvent-based electrolytes in lithium-ion batteries. X-ray techniques have been used to explore
the structural properties of garnet typed Li7La3Zr2O12 solid electrolyte. The result yields a deeper
molecular level understanding and therefore gives valuable insight into how these materials can
be developed further for energy storage and conversion applications.
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Chapter 1 Introduction

1.1 Background of Lithium-Ion Batteries

The global impact of carbonaceous emissions, generated by the mass use of fossil fuel burning
internal combustion engines and coal-fired power on the environment (i.e. global warming),
provides the incentive to harvest and store electrical energy using “green” technologies (i.e. wind
and solar power). The ability to efficiently store electrical energy for use in power applications
has recently allowed green technologies to become more competitive with the prevailing fossil
fuel usage.1 The high energy efficiency of Li-ion batteries may also allow their use in various
electric grid applications, including wind, solar, geothermal and other renewable sources.2

Besides potential transportation and grid applications, lithium-ion batteries (LIB) currently have
many portable applications such as cell phones, laptop, and digital cameras. This has become the
standard due to their high energy density and design flexibility. The first non-aqueous
rechargeable LIBs were introduced by Yoshino of Asahi Kasei Corporation, and after it was
commercialized by the SONY Corporation, created a revolution in portable power technology
for electronic devices. LIBs have positive electrodes (cathode, e.g. Li1-xCoO2) and negative
electrodes (anode, e.g. LixC6), separated by an electrolyte. The electrolyte can be a liquid or a
solid. During charging or discharging, Li-ions are transported between the two electrodes via the
electrolyte. Associated with the cation insertion mechanism into the cathode is the chemical
reduction of the transition metal as shown in Fig.1.1.1 The opposite takes place during charging.
The main advantages of Li-ion cells are high specific energy (240 Wh/kg), high energy density
1

(up to 640Wh/L), low self-discharge rate, long cycle life, low weight and wide temperature range
for operation. All these advantages make the Li-ion cells attractive for use in commercial
products.

Fig. 1.1 Schematic illustration of the Li-ion battery

During the 1980s, several groups tried to develop novel solid polymer-based Li-ion batteries in
which the electrolyte included three components: a polymer matrix swollen with a liquid solvent
and a lithium salt. This battery was called a lithium hybrid polymer electrolyte (Li-HPE) battery.
3

Later researchers replaced the polymer matrix by introducing polymeric electrolytes in a liquid

Li-ion system. This battery, called plastic Li-ion or PLiON, was the first reliable rechargeable

2

Li-ion battery. These devices, introduced as thin-film battery cells, are designed differently
from typical coin or cylindrical type cell configurations, as they offer shape versatility, flexibility,
and lightness. Additionally, they have advantages compared with traditional organic liquid
solvent electrolytes regarding safety.4-5

Battery performance (e.g. cell potential, capacity, and energy density) are related to the intrinsic
properties of the materials that form the anode and cathode. The cycle-life, lifetime, and safety
are dependent on the nature of the interfaces between the electrodes and electrolyte, as well as
the stability of the electrolyte. Compared with more prevalent battery technologies, such as lead–
acid or Ni-MH, rechargeable Li-based battery technologies are still in development, leaving
much hope for improvement over the next decade. Such improvements should arise from
changes in battery chemistry and cell engineering. Advances in active chemistry are left to the
solid-state chemists’ creativity and innovation in the design and elaboration of new intercalation
electrodes. At the same time, they must bear in mind that it is impossible to predict the demands
that might be placed on tomorrow’s portable devices, which in turn places different requirements
on the active material chemistry. Since Li-ion batteries are the first-choice source of portable
electrochemical energy storage, improving their cost and performance can greatly expand their
applications and enable new technologies which depend on energy storage. Finding the bestperforming combination of cathode–electrolyte–anode can be achieved through the selective use
of existing and new materials. Attention is given towards finding the best electrolyte for a
particular application. This is very important to maximize ionic transport while minimizing the
detrimental reactions associated with electrochemical activity along the electrode-electrolyte
interface.6

3

1.2 Electrolyte
1.2.1 Ionic Liquid Electrolyte
There are safety issues in conventional Li-ion battery systems, including excessive swelling,
thermal runaway, and unwanted electrochemical side reactions; these being directly related to
compact conditions of reactive electrodes and flammable electrolytes. On the other hand, ionic
liquid-based solutions (ILs) are inflammable and generally stable up to ~200 oC. Combined with
the vast number of compositional possibilities, ILs are very attractive candidates to replace
flammable organic solutions for a new generation of lithium batteries.7 While much research
effort is being put into the study of ILs as feasible electrolyte materials, their successful
application in viable products, such as electric vehicles, first requires basic physical and
chemical characterization. The physicochemical makeup of the ionic liquid/electrode interface is
still not clearly understood. Furthermore, ILs are electrochemically unstable when lithium metal
or graphite is used as the anode material. However, batteries using several special IL electrolytes
(especially ILs containing TFSI anions) have been reported to operate well with graphite and
lithium metal anodes, in spite of the well-known possibility of lithium dendrite formation in
systems using organic carbonate solutions.8

An ionic liquid is a salt (combined positive and negative ion species) in which the ions
experience delocalized charge such that electrostatic forces are poorly coordinated, unlike LiCl
for instance. ILs may thereby remain liquid below 100°C, and in many cases are viscous liquids
even at room temperature. In the case of ILs studied in this thesis, at least one ion has a
delocalized charge and some of the constituent components are hydrocarbon or
fluorohydrocarbon. These characteristics prevent the formation of a stable crystal lattice. Some
4

commonly used ILs are shown in Fig.1.2. Being a fluid salt, ILs can be designed to have
impressive ionic conductivities and thermal stabilities. They typically exhibit very low volatility
up to 300 to 400 °C. Many ionic liquids including the imidazolium-TFSI type are not miscible
with water despite their high polarities. This property alone has given ILs a wide range of
applications. As stated previously, there is a great flexibility in the compositional design of ILs
since structural variations are made possible through the myriad combinations of available
cations and anions.

Due to their low vapor pressure and low flammability, ionic liquids work well as electrolytes in
PEM (proton exchange or polymer electrolyte membrane) fuel cells, lithium batteries, and
supercapacitors. The most commonly used cations for electrochemical applications are
imidazolium, pyridinium, pyrazolium, and pyrrolidinium; while the anions include
bis(trifluoromethanesulphonyl)imide,

bis(fluorosulphonyl)imide,

tetra-fluoroborate

and

hexafluorophosphate. For the IL to exhibit high Li+ ionic conductivity, a lithium salt must be
incorporated (dissolved) into the basic IL formulation at sufficient concentrations. However, the
addition of the lithium salt means both Li+ and another anion (in some cases separately
considered from the base IL anion) is incorporated into the IL; and this may adversely affect the
basic IL properties such as melting temperature and electrochemical stability. This is a sensitive
relationship because these two properties must be balanced. The most electrochemically stable
anions are generally associated with salts exhibiting high melting-temperatures, while the most
‘plasticizing’ anions are typically reactive at high voltages (i.e. corrosion of the aluminum
current collector).9

5

Fig. 1.2 some common used ionic liquids

1.2.2 Garnet- type Electrolyte
Rechargeable all-solid-state lithium batteries are expected to be within the next generation of
energy storage devices because of their high energy density, safety, and excellent cycle stability.
The materials used for solid-state electrolytes must exhibit high lithium-ion conductivity (above
1 mS/cm at room temperature) and good chemical stability. Of the various compositions studied
for electrochemical applications, oxide-based solid electrolyte materials are preferred over
sulfide-based materials due to their chemical stability and ease of handling. However,
considering oxide-based solid electrolytes, the formation of a solid-solid interface with low
resistance between the electrolyte and the electrode is another challenge that needs to be
6

addressed for better electrochemical performance in solid-state batteries.

The crystal structure of Li7La3Zr2O12 (LLZO) is shown in Fig.1.3, it has excellent chemical and
thermal stabilities, and due to their favorable electrochemical behavior versus competing
electrolytes show promise as solid-state lithium-ion conductors in high-energy density storage
applications. Much work has focused on improving the conductivity of these systems by
optimizing the lithium content through the introduction of lattice vacancies.

These lattice

alterations are created by the addition of cation dopants (such as Al3+ and Ga3+) in the Li sites.10
The effect on the observed Li conductivity depends strongly on the identity and concentration of
the added cations.11 This process must be tuned such that an optimum number of Li ions and
vacancies are present which can readily form an interconnected network of tetrahedral and
distorted octahedral sites in the lattice. The mix of these various lattice sites apparently is the
key towards allowing long-range diffusion.12

Fig. 1.3 Crystal structure of Li7La3Zr2O12 (LLZO)
7

Chapter 2 Nuclear Magnetic Resonance Theory

2.1 Basic concepts of nuclear magnetic resonance

Nuclear magnetic resonance (NMR) can be observed for nuclei with non-zero spin angular
momentum (i.e. non-zero magnetic moment), as initially discussed by Edward Mills Purcell and
Felix Bloch in 1945.13 It was quickly understood that magnetic interactions between nuclear
spins and their environments can be analyzed with magnetic resonance methods. The ability of
NMR to probe structure and dynamics in a very wide range of liquid, solid and gaseous materials
has led to its universal use in laboratories. NMR analysis can provide quantitative information
while maintaining sample integrity. In this way, NMR has become a powerful method for
investigating the structure and dynamics of materials.
The various interactions encountered in nuclear magnetic resonance are generally classified as
homogeneous and heterogeneous. The homogeneous interactions lead to isotropic line
broadenings and are not orientationally dependent. Heterogeneous interactions, on the other
hand, include anisotropic interactions which depend on the spatial orientation of the interaction
tensor principal axes with respect to the external B-field. In the liquid phase, anisotropic NMR
interactions are efficiently averaged due to the rapid motion of the molecules. Therefore, the
resonances of nuclei in liquid materials tend to be very sharp (inhomogeneous magnetic fields).
However, in solid materials, NMR spectra are correspondingly broader, as atomic motions are
largely hindered and the full effects of anisotropic or orientation-dependent interactions are
observed. Some important interactions in solid-state NMR will be briefly introduced in this
chapter.

8

The full NMR Hamiltonian for solids can be written as:14
𝑯 = 𝑯𝒁 + 𝑯𝑺𝑺 + 𝑯𝑰𝑺 + 𝑯𝑸 + 𝑯𝑪𝑺

(2.1)

The Zeeman term, HZ, describes the coupling of the nuclear spins to the applied magnetic field.
The remaining interactions are typically much smaller than the Zeeman term, and therefore can
be treated as perturbations. The second term, 𝑯𝑺𝑺 describes through-space homonuclear direct
dipolar interactions. The third term, 𝑯𝑰𝑺 describes through-space heteronuclear direct dipolar
interactions. In the solid-state the j-coupling contribution is negligible compared to the much
larger through-space dipolar interactions. The quadrupolar term, HQ, describes the electronic
interaction between the nuclear quadrupole moment and its surrounding electric field gradient
(EFG), produced by electronic distributions. The fifth term HCS describes the chemical shielding
interactions or so called shifts (magnetic fields induced by local electron currents),15 and includes
all the various interactions that influence the local magnetic fields (excluding homogeneous
nucleus-nucleus dipolar interactions) including susceptibility shifts, Knight shifts, paramagnetic
hyperfine shifts, etc.

2.1.1 Zeeman Interaction

When a nuclear magnetic moment is placed into a magnetic field (B0), it will come to
equilibrium with the field, thereby reducing its potential energy. Since the nuclear spin has
intrinsic angular momentum it will precess about the external field axis with an angular
frequency ω0, known as the Larmor frequency,
ω0 = γB0

(2.2)

Table 2.1 shows gyromagnetic ratios (γ) of some commonly studied nuclei:16
9

Table 2.1 physical properties of nuclei routinely used in NMR
Nuclei

Unpaired Protons

Unpaired
Neutrons

Net spin

γ/2π (MHz/T)

1

H

1

0

1/2

42.58

2

H

1

1

1

6.54

P

1

0

1/2

17.25

Na

1

2

3/2

11.27

1

1

1

3.08

0

1

1/2

10.71

1

0

1/2

40.08

31
23

14

N

13

C

19

F

A spin 𝐼 = 1⁄2 nucleus (i.e. 1H or 19F) in the presence of a magnetic field can assume only two
orientations due to angular momentum quantization: 𝑚 = 1⁄2 or 𝑚 = − 1⁄2 . The nuclear
magnetic moment, associated with the spin, aligns itself in such way as to minimize its potential
energy, as shown in Fig.2.1.

Fig. 2.1 two possible spin states of 1H
10

The energy of a magnetic moment μ when in a magnetic field B0 is given by:
𝐸 = −µ ∙ 𝑩𝟎 (2.3)
The nuclear magnetic moment µ and the angular momentum I are related by:
µ = γI

(2.4)

Where γ is the gyromagnetic ratio specific for each nucleus. Therefore, the energy of the system
is given by:
𝐸 = −µ𝑧 𝐵0 = −𝛾ħ𝑚𝐵0

(2.5)

Where µz is the z-component of the magnetic moment (along with the direction of B0). The
magnetic quantum number m can take the values m = I, I-1 … -I, where I is the quantum number
associated with the nuclear spin. The energy difference between two consecutive energy levels
(i.e. m = -1) calculated from eqn. (2.5) is:
∆𝐸 = 𝛾ħ𝐵0

(2.6)

Essentially this is the nuclear Zeeman interaction, which can be exploited to render resonance
phenomena (driven magnetic excitation/relaxation).

2.1.2 NMR Interaction Tensors

The perturbation components of the NMR Hamiltonian can be expressed as products between
spin components and second-rank Cartesian tensors (3 × 3 matrices). The NMR interaction

11

tensor reflects the orientational dependence of the interaction. In principle, an interaction tensor
can be diagonalized to yield the three principal components, and along with the principal axes
relative to some reference frame (i.e. crystal axes), completely specifies the interaction. Such
interaction tensors are commonly pictured as ellipsoids, with the L33 component assigned to the
largest principal component, as shown in Fig 2.2.
𝑳𝒙𝒙
ℋ = 𝑰 ∙ 𝑳 ∙ 𝑺 = [𝑰𝒙 , 𝑰𝒚 , 𝑰𝒛 ] [𝑳𝒚𝒙
𝑳𝒛𝒙

𝓗

𝑷𝑳𝑺

𝑳𝟏𝟏
=[ 𝟎
𝟎

𝟎
𝑳𝟐𝟐
𝟎

𝑳𝒙𝒚
𝑳𝒚𝒚
𝑳𝒛𝒚

𝟎
𝟎 ]
𝑳𝟑𝟑

𝑳𝒙𝒛 𝑺𝒙
𝑳𝒚𝒛 ] [𝑺𝒚 ]
𝑳𝒛𝒛 𝑺𝒛

(2.7)

(2.8)

L33

L22
L11
Fig. 2.2 Principal components of the interaction tensor

2.1.3 Dipolar Coupling Interaction

The magnetic dipolar couplings between nuclear spins can be expressed as a summation of
interaction terms of the form given by eqn. (2.9). The magnitude of the interactions is related to
the inverse cube of the internuclear distance and the angle between the internuclear vector
12

𝒓𝑰𝑺 and the external magnetic field. The magnetic dipole Hamiltonian between two spins I and S
can be written as:
𝟑(𝑰 ∙ 𝒓𝑰𝑺 )(𝑺 ∙ 𝒓𝑰𝑺 )
ℋ𝐷 = 𝑰 ∙ 𝑫 ∙ 𝑺 = ℎ 𝑏𝐼𝑆 (
− 𝑰 ∙ 𝑺) (2.9)
𝒓𝟐𝑰𝑺
D is a dipole coupling tensor expressed in Cartesian coordinates, and 𝑏𝐼𝑆 is the dipole coupling
constant given as
𝑏𝐼𝑆 = −

𝜇0 (𝛾𝐼 ∙𝛾𝑆 )ħ
4𝜋

[

3
𝑟𝐼𝑆

]

(2.10)

Fig. 2.3 Spin pairs (I and S) polar coordinates in magnetic field B0

The Hamiltonian can be further simplified:

ℋ𝐷 = ℎ 𝑏𝐼𝑆 (3 cos 2 𝜃 − 1)(𝑰𝒁 ∙ 𝑺𝒁 )

(2.11)

This orientation dependence, with polar angle 𝜃, can be observed in some applications and
exploited to yield internuclear distances (i.e. Pake doublet analysis). In powder pattern line
13

shape simulations, the dipolar interaction can be approximated very well by a Gaussian/
Lorentzian convolution. Magic-angle spinning (MAS) successfully narrows dipolar broadened
spectra by averaging the 3cos2θ- 1 term. This is carried out during measurement by rapidly
spinning (>kHz) the sample about the angle that sets 3cos2θ- 1 = 0, e.g. the magic-angle = cos1

(1/√3) = 54.7o.

2.1.4 Quadrupolar Interaction

A nuclear electric quadrupole moment (eQ) will exist if the nucleus has an asymmetric (nonspherical) charge distribution. This is possible for nuclei with I > ½. The NMR quadrupolar
interaction occurs as the coupling between the electric quadrupole moment and the electric field
gradient (EFG) generated by lower than cubic symmetry in the surrounding electronic charge
distribution. Typically for I > ½ nuclei, the quadrupole effect is the largest contribution to the
spectral linewidth, although there are exceptions as with spherically symmetric electronic
distributions (EFG = 0, in cubic environments), and nuclei with small quadrupole moments (i.e.
6

Li). The EFG, described by a symmetric traceless tensor V, can be diagonalized such that its

principal components satisfy:|V11| ≤ |V22 | ≤ |V33 (according to Figure 2.2).

The principal component of the EFG is given in terms of the electronic charge distribution (q)
and Coulombic charge constant e:
𝑽𝟑𝟑 = 𝑒𝑞

(2.12)

The asymmetry 𝜂 of the EFG is defined as:

14

𝜂=

𝑽𝟏𝟏 − 𝑽𝟐𝟐
𝑽𝟑𝟑

(2.13)

such that, 0 ≤ 𝜂 ≤ 1. If 𝜂 = 0, the EFG tensor is axially symmetric. The magnitude of the
quadrupolar interaction is given by the nuclear quadrupolar coupling constant CQ defined as:
𝐶𝑄 = 𝑒 2 𝑄𝑞/ℎ = 𝑒𝑄𝑉33 /ℎ

(2.14)

where h is Planck’s constant. As implied by eqn. (2.8), the quadrupolar Hamiltonian can be
written as:
𝑒𝑄

𝓗𝑸 = 2𝐼(2𝐼−1) 𝑰 ∙ 𝑽 ∙ 𝑰

(2.15)

where V is the electric field gradient tensor, 𝑰 is the nuclear spin and eQ is the nuclear
quadrupole moment.

Treatment of 𝓗𝑸 as a perturbation on the Zeeman energy levels leads the following expressions
for the quadrupolar coupling energies correct through second-order effects for transition energies
and non-axial symmetry:14
ℎ𝑣 = ℎ𝑣0 −
+

2
ℎ𝑣𝑄

12𝑣0

ℎ𝑣𝑄
1
(𝑚 − ) [3 cos 2 𝜃 − 1 − 𝜂 cos 2𝜙 sin2 𝜃]
2
2

3

[2 sin2 𝜃[(𝐴 + 𝐵) cos2 𝜃 − 𝐵] + 𝜂 cos 2𝜙 sin2 𝜃[(𝐴 + 𝐵) cos 2 𝜃 + 𝐵] +
(𝐴 + 4𝐵) cos2 𝜃 − (𝐴 + 𝐵) cos 2 𝜙(cos 2 𝜃 − 1)2 ]]

𝜂2
6

[𝐴 −

(2.16)

where
𝑣𝑄 =

3𝑒 2 𝑞𝑄/ℏ
2𝐼(2𝐼−1)

𝐴 = 24𝑚(𝑚 − 1) − 4𝐼(𝐼 + 1) + 9

(2.17)
(2.18)
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𝐵=

1
4

[6𝑚(𝑚 − 1) − 2𝐼(𝐼 + 1) + 3]

(2.19)

where m is the magnetic quantum number, and θ and φ are the polar and azimuthal angles
specifying the orientation of the EFG principal axes with respect to the magnetic field.

The central transition (|m| = 1/2) is not affected by the first-order quadrupolar effect, although the
satellite transitions (|m| > 1/2) are. Also note, since there is a 3cos2θ- 1 dependence in the firstorder term, MAS can effectively simplify the first-order quadrupole broadened line shapes (i.e.
FWHM < 100kHz). The second-order quadrupolar effect is 2~3 orders of magnitude smaller than
the first order term; however, if the quadrupole effect is large (~MHz), the second-order term can
significantly affect the central transition, as shown in Fig.2.4. Furthermore, the second-order
term depends on the inverse of the Larmor frequency and therefore can be reduced at higher
fields. Due to the more complex angular dependence, the second-order contribution cannot be
eliminated by magic-angle spinning. In principle, the quadrupole-coupling constant CQ and
asymmetry parameter η can be determined directly from NMR powder-pattern spectra. A
thorough analysis of the quadrupole interaction can provide information pertaining to the
electron distribution about the nuclei being studied.
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Fig. 2.4 Schematic representation of the nuclear energy levels caused by the effect of the first
and second-order quadrupolar coupling for spin I=5/2.

2.1.5 Chemical Shielding Interaction

Other magnetic interactions, beyond nuclear-nuclear dipolar couplings, can affect NMR in the
solid state. These for the most part are collectively termed “shift” interactions since they all
depend linearly with the NMR external field strength, B0. Classical shift interactions arise due to
induced electron currents. These currents give rise to additional magnetic fields at nuclear sites
and result in resonances shifted away from their Larmor values. Paired electron currents
(diamagnetic shielding) describe susceptibility shifts as the solid-state equivalent to chemical
shifts observed for molecules in liquids. Contact shifts can create large shifts, as they arise from
electron moments channeled by bonds of high s-character to nuclear sites. For example, the
Knight shift, encountered in metals, can be thought of as the resonance shift due to fields
generated by conduction electron moments at nuclear sites; whereas, Fermi contact shifts are due
17

to fields generated by unpaired electron moments delocalized through bonds. Also, throughspace paramagnetic dipolar interactions, sometimes called pseudo-contact shifts, are included in
this context as paramagnetic moments are also enhanced by B0. Regardless of the origin of the
shift phenomenon, the induced magnetic environment about nuclei is called “shielding." The
Hamiltonian of the shift interaction with a spin I is:
𝓗𝒄𝒔 = 𝛾𝑰 ∙ 𝝈 ∙ 𝑩𝒐

(2.20)

the shift interactions can all be represented in terms of a diagonalizable shielding tensor -σ. The
shielding tensor is usually given in its principal axis system (PAS) with diagonal components as:

𝜎𝑃𝐴𝑆

𝜎11
=[ 0
0

0
𝜎22
0

0
0 ]
𝜎33

(2.21)

The analysis is formally presented as a first-order contribution to the field imposed on the
nuclear spin,
𝐵𝑙𝑜𝑐 = 𝐵0 (1 − 𝜎𝑧𝑧 )

(2.22)

The presence of the B0 field on the sample induces a field - σB0, and the nucleus thereby
resonates at the effective field Bloc. For polycrystalline and glass samples, NMR line shapes can
in principle be analyzed to yield the tensor components. For single crystal samples, the chemical
shielding effect on the resonance will depend upon the spatial orientation of the crystal, as the
resonance will shift accordingly.

Chemical shifts are expressed in normalized frequency units, i.e. parts-per-million (ppm) units.
The chemical shift is the difference between the resonance frequency (v) of a nucleus in the
18

specific molecule and the resonance frequency (vref) of a standard reference. The chemical
shift, 𝛿, as expressed in ppm is defined as follows:
𝛿=

𝑣−𝑣𝑟𝑒𝑓
𝑣𝑟𝑒𝑓

= 𝜎𝑟𝑒f − 𝜎

(2.23)

Resonances broadened by shift interactions contain information about the local structure around
the nucleus. In many cases the resolution of spectral features that allow identification of nuclear
environments can be improved through MAS techniques. MAS studies of shift interactions can
yield simplified spectra allowing for the valuable resolution of multiple sites. If spinning rates
can be achieved to the order of the static linewidth, then magnetic resonances broadened by shift
interactions can be narrowed to their isotropic shift values (δiso).

In this way, magnetic

environments may be identified and classified according to those of known compounds. The
three principal components of the chemical shift interaction tensor (by convention, δ = -σ) are
related to the isotropic value as follows:

1

𝑃𝐴𝑆
𝑃𝐴𝑆
𝑃𝐴𝑆
𝛿𝑖𝑠𝑜 = 3 (𝛿11
+ 𝛿22
+ 𝛿33
)
𝑃𝐴𝑆
∆= 𝛿33
− 𝛿𝑖𝑠𝑜

𝜂𝑐𝑠 =

𝑃𝐴𝑆
𝑃𝐴𝑆
𝛿11
−𝛿22

∆

(2.24)

(2.25)
(2.26)

where δiso, ∆ and 𝜂𝑐𝑠 are the isotropic shift, anisotropy and asymmetry of the interaction
respectively.

2.2 Spin-Lattice Relaxation

After placing any spin system in a magnetic field, the spin ensemble will come to equilibrium
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with the field via relaxation. Consider an ensemble of spin 1⁄2 particles with magnetic moment μ
in a static magnetic field B0. Each spin has two spin states, and the energy difference between
the states is ΔE= 2μB0. According to the Boltzmann distribution at equilibrium, the spins in the
ensemble will distribute themselves such that the ratio of populations between upper and lower
energy states is equal to exp.(-ΔE/𝑘𝐵 T). Therefore, the population differences between two states
create a net magnetization M0 along the z-axis. According to Curie’s law:
𝑀0 = 𝐶

𝐵0
𝑇

(2.27)

Where M0 is the equilibrium magnetization, B0 is the magnetic field, and T is temperature, and C
is Curie’s constant, which depends on the number of spins in the ensemble, the angular
momentum, and the gyromagnetic ratio. The precess of growth towards the equilibrium
magnetization is given by Curie’s Law is spin-lattice relaxation. Assuming this precess is
exponential, the magnetization will recover to the equilibrium value at a characteristic time, T1,
the spin-lattice relaxation time.16 Many NMR measurements are crucially dependent on the spinlattice relaxation since the outcome is predicated on a well-equilibrated spin system.

The formalism used to describe nuclear spin-lattice relaxation involves linear combinations of
spectral density functions, J (ω), specified with respect to the angular frequency ω, and
implicitly with respect to the temperature.

Therefore J (ω) is dependent on frequencies

characterizing the coupling of magnetic transitions with lattice vibrational/rotational/translational
energetics. Spectral density functions are Fourier transforms of more fundamental correlation
functions, which describe stochastic fluctuations of the spin interactions responsible for
relaxation precesses.17-18 Possibly, the most popular correlation function in solid-state NMR
relaxation is exponential with respect to the correlation time. This type of correlation function
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yields a spectral density term of the Lorentzian form: τc/ (1+ω2 τc2). The correlation time, τc,
characterizes the time between magnetic field fluctuations. For thermally activated processes the
correlation time is usually assumed to follow an Arrhenius law, with temperature and activation
energies (Ea) as follows:
𝜏𝑐 = 𝜏0 𝑒 −𝐸𝑎/𝑘𝐵 𝑇

(2.28)

The correlation time can also be linked to Brownian molecular tumbling motions. Since the
dipolar fields, that the nuclear magnetic moments experience, modulate with molecular/atomic
motions, a characteristic molecular tumbling time τc may be defined. For a spherical molecule of
radius a rotating in a liquid of viscosity η, τc is given by19
𝜏𝑐 =

4𝜋𝑎3 η
3𝑘𝑇

𝑉η

= 𝑘𝑇 = 𝐴𝑀

(2.29)

where V is the volume of the molecule and A is a constant. It is seen here that as the molecular
volume is proportional to the molecular weight M, the correlation time is thereby proportional to
the molecular weight. By extension, therefore, the relaxation rate R1 is dependent on the
molecular weight.

Magnetic relaxation in low atomic weight molecules in liquids around room temperature is
primarily caused by intra as well as intermolecular magnetic dipole-dipole fields. The
intramolecular dipolar interactions fluctuate primarily due to molecular rotation (interacting
spins are on the same molecule), while intermolecular interactions (interacting spins are on
different molecules) are largely modulated by relative translational diffusion of the interacting
molecules.18,
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These fluctuating fields are mediated by the distances between any two

interacting nuclear spins, and the orientation of their internuclear axes with respect to the
external magnetic field. In this way, it is convenient to describe intermolecular dynamics in
21

terms of an intermolecular correlation function, and similarly for intranuclear dynamics.
Accordingly, the relaxation rate is the sum of two contributions resulting from intermolecular
and intramolecular dipolar interactions. For the ionic liquid systems studied by 1H and 19F in this
thesis, a simple breakdown of magnetic dipolar spin-lattice relaxation rates can be given as:
𝑅1 (𝜔) = 𝑅1𝑡𝑟𝑎𝑛𝑠 (𝜔) + 𝑅1𝑟𝑜𝑡 (𝜔)

(2.30)

The relaxation rate (R1) in this case is the sum of intramolecular (Rrot,), and intermolecular
contributions, (Rtrans). This means that correlation times and their corresponding spectral density
functions also have both secular contributions. Rtrans describes the fluctuations of the dipolar
interactions, which induce the spin transitions.21 Both contributions are described in terms of
their spectral density functions by the BPP model where:22
𝑡𝑟𝑎𝑛𝑠,𝑟𝑜𝑡
𝑡𝑟𝑎𝑛𝑠,𝑟𝑜𝑡
(𝜔) + 𝐽𝑝=2
(2𝜔)]
𝑅1𝑡𝑟𝑎𝑛𝑠,𝑟𝑜𝑡 (𝜔) = 𝐶𝐽𝑡𝑟𝑎𝑛𝑠,𝑟𝑜𝑡 [𝐽𝑝=1

(2.31)

where C is the effective dipole-dipole constant and p specifies the spectral density function.
Specifically for the homonuclear case, the BPP formula becomes:21
𝑅1 =

1 3 𝜇0 2 2 4
= ( ) ℏ 𝛾 𝐼(𝐼 + 1) [𝐽𝑝=1 (𝜔) + 𝐽𝑝=2 (2𝜔)] ,
𝑇1 2 4𝜋

(2.32)

where r is the internuclear spin separation. Considering translational homonuclear relaxation in
ionic liquids (ILs) studied in this thesis, eqn. (2.32) can be rewritten as:
𝑅1𝑡𝑟𝑎𝑛𝑠,ℎ𝑜𝑚𝑜 =

1 3 𝜇0 2 2 4
𝑡𝑟𝑎𝑛𝑠 (𝜔)
𝑡𝑟𝑎𝑛𝑠 (2𝜔)]
= ( ) ℏ 𝛾 𝐼(𝐼 + 1) [𝐽𝑝=1
+ 𝐽𝑝=2
𝑇1 2 4𝜋

(2.33)

where I is the proton spin, and p refers to the specific spectral density function (see below).
Contributions to spin-lattice relaxation in ILs also come from heteronuclear interactions. For the
ionic liquids studied in this thesis (e.g. BMIM-TFSI), the heteronuclear relaxation term,
(between 1H and 19F) can be written as follows:23

22

𝑅1𝑡𝑟𝑎𝑛𝑠,ℎ𝑒𝑡𝑒𝑟𝑜 = (

𝜇0 2 2 2 2
3 𝑡𝑟𝑎𝑛𝑠
1 𝑡𝑟𝑎𝑛𝑠
(𝜔𝐻 ) +
(𝜔𝐻 − 𝜔𝐹 )
) ℏ 𝛾𝐻 𝛾𝐹 𝑆(𝑆 + 1) [ 𝐽𝑝=1
𝐽
4𝜋
2
12 𝑝=0

3 𝑡𝑟𝑎𝑛𝑠
(𝜔𝐻 + 𝜔𝐹 )]
+ 𝐽𝑝=2
4
where S is the
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(2.34)

F spin, 𝜔𝐻 and 𝜔𝐹 are the proton and fluorine resonance frequencies

respectively. Therefore, the total intermolecular contribution to the proton relaxation rate can be
written as:
𝑅1𝑡𝑟𝑎𝑛𝑠 (𝜔) = 𝑅1𝑡𝑟𝑎𝑛𝑠,ℎ𝑜𝑚𝑜 (𝜔) + 𝑅1𝑡𝑟𝑎𝑛𝑠,ℎ𝑒𝑡𝑒𝑟𝑜 (𝜔)

(2.35)

As mentioned previously, with intermolecular contributions dominating relaxation at low
frequency, rotational (intramolecular) contributions become increasingly important with higher
frequency. In this regime, the spectral density Jrot(ω), in many applications assumes a ColeDavidson form:21, 24-25
𝐽𝑟𝑜𝑡 (𝜔) = 𝐾𝑟𝑜𝑡

sin[𝛽 arctan(𝜔𝜏𝐶𝐷 )]
𝜔[1 +

(2.36)

𝛽
(𝜔𝜏𝐶𝐷 )2 ] ⁄2

where 𝐾𝑟𝑜𝑡 ≈ 𝑛2 (n = spin density) and the rotational correlation time is defined as 𝜏𝑟𝑜𝑡 = 𝛽𝜏𝐶𝐷 ,
and the stretching parameter is defined according to: 0 ≤ 𝛽 ≤ 1. Also, there are analogous
homonuclear and heteronuclear contributions.

The above formalism is largely successful in describing 1H and
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F magnetic dipolar relaxation

in liquids. Differences in the application of the theory are usually confined to the specifics of the
employed relaxation model. The approach used in this thesis uses a “hard-sphere force-free
model” to compute J(ω); which is then incorporated into the above formalism to obtain the
relaxation rates. The hard-sphere force-free diffusion model assumes that nuclei are at the
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centers of molecules or atoms experiencing Fick diffusion (force-free). This model assumes: (1)
all dipolar interactions are intermolecular, and (2) rotational motions do not contribute to dipolar
fluctuations. Spin-lattice relaxation is then exclusively due to intermolecular dipolar interactions
modulated by translational diffusion.23 The spectral density function is defined as the Fourier
transform of the correlation function:
𝐽𝑝𝑖𝑛𝑡𝑒𝑟 (𝜔)

∞

= ∫ 𝐹𝑝 (𝜏) 𝑒 −𝑖𝜔𝜏 𝑑𝜏

(2.37)

−∞

After a lengthy analysis using a suitable Fp(τ) for molecular diffusion, the spectral density
function can be evaluated from the following expression: 18

𝐽𝑝𝑖𝑛𝑡𝑒𝑟 (𝜔) =

∞

[𝐽3 (𝑥)]

2

2𝑛
2
𝐶 ∫
𝑥𝑑𝑥
𝑑𝐷𝑟 𝑝 0 𝑥 4 + (𝜔𝜏)2

(2.38)

∞

(−1)𝑗
𝑥 2𝑗+3⁄2
𝐽3 (𝑥) = ∑
( )
3⁄ + 1) 2
2
𝑗!
(𝑗
+
𝑗=0
2

Where n is the mean number of spins per unit volume (i.e. spin density) by the relation:
𝑛=

𝑁𝜌𝑁𝐴
𝑀𝑚𝑜𝑙

(2.39)

Where Mmol is the molecular mass, ρ is the density of the liquid, N is the number of spins (i.e.
number of protons or fluorine nuclei) per molecule, and NA is Avogadro’s number, d is the radius
of the first coordination sphere of the molecular ion, Dr is the relative diffusion coefficient (Dr =
2D, twice the standard single species diffusion coefficient), 𝐽3⁄ is a Bessel function of the first
2

𝑑2

𝑑2

𝑟

2𝐷

kind, and the correlation time is defined by 𝜏 ≡ 𝐷 =

. The coefficients Cp are numerical

factors used to evaluate the correlation functions (p = 0, 1, and 2): C0 = 48π/15, C1 = 8π/15, and
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C2 = 32π/15. A closed-form expression for the spectral density can then be computed:26-27
2𝑛

𝐽𝑖𝑛𝑡𝑒𝑟 (𝜔) = 𝑑𝐷 𝐶𝑝 [3𝜔𝜏 +
𝑟

15
√2

1

(𝜔𝜏)2 + 12]⁄[(𝜔𝜏)3 + 4√2 (𝜔𝜏)5/2 + 16(𝜔𝜏)2 +

+27√2(𝜔𝜏)3/2 + 81𝜔𝜏 + 81√2(𝜔𝜏)1/2 + 81]

(2.40)

From this expression, the low- frequency behavior, √2𝜔𝜏 ≪ 1, can be approximated as23, 28
𝐽𝑖𝑛𝑡𝑒𝑟 (𝜔) ≈

8𝑛
3
𝐶𝑝 (1 − √2𝜔𝜏 )
27𝑑𝐷𝑟
8

(2.41)

With this hard-sphere force-free model, the case of magnetic dipolar relaxation between protons
on different molecules, one can use eqn. (2.42) to obtain a description of the homonuclear
relaxation rate in terms of the diffusion coefficient in the low- frequency limit:23, 28-29
𝐽𝑖𝑛𝑡𝑒𝑟 (𝜔) ≈ 𝑎 −

𝑏
𝐷

3⁄ √𝜔
2

(2.42)

where √2𝜔𝜏 = 𝑑√2𝜔⁄𝐷𝑟 = 𝑑√𝜔⁄𝐷 is used, and
𝐷=

𝑑2
2𝜏

(2.43)

As a result, the diffusion coefficient can be directly determined from the low-frequency slope of
the proton spin-lattice relaxation rate (𝑅1 (𝜔) versus√𝜔).

In general, intramolecular dipolar interactions fluctuate more rapidly compared to intermolecular
interactions and therefore become more significant at higher frequencies. Intermolecular
interactions, on the other hand, are highly dependent on Brownian translational motions, and
corresponding fluctuations dominate at lower frequencies. These aspects are reflected in the
spectral density function. The thermodynamic aspects are just as important to understand.
25

Considering the temperature dependence, it is noted that the shape of J (ω) is affected although
the integral remains temperature independent. The frequency dependence shows that lower
frequency relaxation modes are favored at low temperature, whereas higher frequencies
dominate at increased temperatures. This general view can be used to qualitatively describe
temperature dependence in magnetic relaxation as well since the rates are proportional to J(ω).
For any given frequency, the relaxation rate follows the temperature dependence of J (ω), which
is explicitly given by the correlation time 𝜏𝑐 .

Classically, the mathematics of the diffusion process was used by Einstein for a statistically
evolving mass density, specified by (z, t). For example, in one dimension, Fick’s 2nd-law gives:
𝜕𝜑
𝜕𝑡

=𝐷

𝜕2 𝜑

(2.44)

𝜕𝑧 2

where,
𝜑(𝑧, 𝑡) =

𝜑0
√4𝜋𝐷𝑡

𝑧2

𝑒 −4𝐷𝑡

(2.45)

From this Einstein was able to obtain the 2nd-moment (which is the first non-zero moment since
1st moment = 0), relating the mean-square displacement of the Brownian particle with the
elapsed time (t, which in the proper context is called the correlation time):
̅̅̅
𝑧 2 = 2𝐷𝑡

(2.46)

̅̅̅
𝑟 2 = 6𝐷𝑡

(2.47)

and in three-dimensions:

This result can be tied into other physical parameters like the mass current density, mass density
speed (i.e. J = ρv) and temperature (T) via Fick’s 1st law. Again, in one dimension:
𝐽 = −𝐷

𝑑𝜌(𝑧,𝑇)
𝑑𝑧

(2.48)
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From eqn. (2.46) the particle distribution is also subject to statistical fluctuations, and the
Einstein-Smoluchowski relation follows:
𝐷 =

̅̅̅2̅
𝑧
2𝑡

𝑅𝑇

= 𝜇𝑁

(2.49)

𝐴

Combining Stokes relation for the mobility of a spherical particle with radius r, in terms of the
viscosity η, yields the Stokes-Einstein relation:
𝑅𝑇

𝐷 = 𝜇𝑁 =
𝐴

𝑅𝑇
6𝜋𝜂𝑟𝑁𝐴

(2.50)

which is the translational analogue to the tumbling (rotational) description of eqn. (2.29).
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Chapter 3 NMR Experimental Methods

3.1 Basic Pulsed NMR Methods

When an ensemble of magnetic moments comes to equilibrium within an applied magnetic field,
B0, the individual magnetic moments do not align randomly, but in such a way that their sum is a
net magnetization (M0) along the direction of the applied field. To excite transitions between
magnetic energy levels, the spin system (at equilibrium with B0) is subjected to an intense rf
(radio frequency) magnetic field pulse B1, which is orthogonal to B0. The rf pulse can be
specified to create a nonzero transverse magnetization component (Mx,y), called a coherence. The
pulse field must follow the nuclear precession, and therefore is implemented orthogonally to B0
and modulated at or near ω0. It is more helpful to consider the behavior of spin and rf field in the
‘rotating frame’. This reference frame rotates at ω (which is at or near the spin precession
frequency) and therefore the high-frequency motion at ω0 is not observed per se, but is reduced
substantially to ω0 − ω. This frequency difference, which can be 0 as well as several kHz, is
called the offset given by Ω:
Ω = 𝜔0 − ω

(3.1)

Since the pulsed field B1 follows the spin precession, it can be used to rotate the magnetization
by an angle proportional to the pulse duration according to eqn.(3.2):16
𝜃 = 𝑡𝑝 𝛾𝐵1 = 𝑡𝑝 𝜔1

(3.2)

Where tp is the duration time of the pulse, and ω1 is called the nutation frequency (proportional
to the pulse amplitude B1). The rf amplitude and duration can be varied such that θ = 90o and the
magnetization is thereby tilted into the transverse plane and becomes a coherence.
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Immediately after the pulse, the coherence (Mx,y) will begin to decay while the population (Mz)
evolves towards the equilibrium value of M0. For simple magnetic dipolar relaxation, eqns. (3.3)
– (3.5) describe the basic time dependences for the magnetization components.
𝑀𝑥 (𝑡) = 𝑀0 cos(𝑡) 𝑒 −𝑡/𝑇2

(3.3)

𝑀𝑦 (𝑡) = 𝑀0 sin(𝑡) 𝑒 −𝑡/𝑇2

(3.4)

𝑀𝑧 (𝑡) = 𝑀0 (1 − 𝑒 −𝑡/𝑇1 )

(3.5)

The time-dependent coherence is detected as a free induction decay (FID), which is converted
into a measurable voltage by the same solenoid that delivered the excitation pulse. The FID
decays due to transverse relaxation, and the corresponding characteristic time is called the spinspin relaxation time, T2.

3.1.1 Spin-lattice relaxation experiments
T1 characterizes the rate at which the longitudinal Mz component of the magnetization evolves
towards thermodynamic equilibrium, as shown in Fig.3.1. For applications where the
magnetization is initially saturated, Mz = 0, the recovery is described by the following:16
𝑴𝒛 (𝒕) = 𝑴𝟎 (𝟏 − 𝒆

−

𝒕
𝑻𝟏 )

(3.6)
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Fig. 3.1 The Mz profile for saturation-recovery T1 measurements
In typical T1 measurements, the recovery period τ is varied, while the NMR signal (being
proportional to the recovering z-magnetization) is measured with respect to . A saturation
recovery pulse sequence consists of a train of 90o pulses at separated by relatively short
repetition times (tsat ~ T2, (allowing some dephasing) followed by a recovery period τ and a
detection pulse (i.e. 90o pulse to create coherences for measurement). This sequence is shown in
Fig.3.2. A recovery profile can be obtained by systematically varying τ according to Eq. (3.6).
The sat-rec pulse sequence is particularly useful if T1 is very long.

Fig.3.2 The saturation recovery pulse for T1 measurements.
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An alternative procedure for obtaining T1 is the inversion recovery pulse sequence, as shown in
Fig.3.3. The inversion recovery pulse sequence begins with a 180o pulse followed by a recovery
time τ and 90o pulse. The initial 180o pulse inverts the spin population (Mz) from its equilibrium
value +Mz to -Mz. Following the inverting pulse, the population can evolve during the recovery
period τ. To measure a signal after the recovery period, a 90o pulse is applied to create
coherences. The associated FID reflects the degree of recovered magnetization (with respect to  )
and the signal is acquired.

Fig. 3.3 The inversion recovery pulse for T1 measurements.

3.1.2 Spin-echo experiment

As explained above, the FID is the result of dephasing of the transverse magnetization
components (distributed precession frequencies). Refocusing of the magnetization components
can be attempted by subjecting the evolving coherence to a 180° inversion pulse. The 180° pulse
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inverts the magnetization coherence. The dephasing interactions are still present, so the
precession direction and rate are unaffected by the pulse, but the result is that the coherence is
refocused. If the inversion pulse is applied after a period τ of dephasing, the refocused coherence
(echo) will appear at a time τ after the pulse. The two-pulse 90o – τ – 180o application is called a
spin-echo pulse sequence, as illustrated in Fig.3.4.

Fig.3.4 The spin echo sequence

3.2 Field Cycling NMR Relaxometry Experiment
3.2.1 Background of Field Cycling NMR

Fast Field Cycling Nuclear Magnetic Resonance relaxometry (FFCNMR) is a technique
designed to measure nuclear spin-lattice relaxation rates with respect to a continuously variable
applied magnetic field strength. Since the magnetic field can be varied over a wide range (0 –
1T), this method can efficiently characterize molecular dynamics over a comparable frequency
range. FFCNMR is the most current and effective method used to study the frequency
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dependence of magnetic relaxation. The term ‘relaxometry’ implies a measurement of spinlattice relaxation (T1) but is also synonymously known as nuclear magnetic relaxation dispersion
(NMRD).30

The most popular variable-field methods for measuring magnetic relaxation use: 1) solenoids
with rapidly switched currents and 2) mechanical shuttles that rapidly move the sample between
fields. The fast field method used in this thesis utilizes current switching, and since the switching
times are about 1-2 milliseconds, this method is only suitable for samples with T1 > 2ms. This
permits the measurement of relaxation times representative of local-dipolar fields.30-31 By
combining fast-field cycling and pulse NMR techniques, the detectable proton spin-lattice
relaxation rate ranges from 103 Hz to 109 Hz.31

The proton relaxation data presented was obtained using a Stelar FFCNMR relaxometer (Stelar
s.r.l., Mede, Italy). The key components include the magnet coil, a switchable yet stable power
supply for the magnet current, and a cooling system for the management of heat dissipated by the
coil. These are necessary to precisely cycle field strengths that are compatible with the fast
switching of NMR experiments. 31 The FFCNMR instrument has been successfully used as a tool
in widely varying research fields such as materials science (ionic liquid, polymer material,
etc.)24-25,

32-39

and biomedical (MRI contrast agents).40-41 Mainly FFCNMR experiments are

geared towards the study of protons because of the simple fact that dipolar relaxations account
for most if not all of the phenomena observed in the studied frequency range. In principle,
however, the technique is suitable for other nuclei as well (e.g. 2H, and 19F).
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3.2.2 Field Cycling NMR Relaxometry Experiment

The relaxation rate is a function of the magnetic field (the Larmor frequency) which falls in the
range from 10 kHz to 35 MHz for 1H and 19F experiments. A typical experiment is set up with 15
to 30 selected frequencies (within this range) for measuring spin-lattice relaxation rates R1 =1/T1.
Two different pulse sequences are used, depending on what frequency is studied. At lower
frequencies (< 12 MHz), the spins are initially polarized prior to measurement (pre-polarization),
whereas for higher frequencies (>12 MHz), a non-polarized method is possible. The
measurement procedure does not utilize spectral resolution per se, as it simply measures the
intensity of a digitized time domain signal (FID) as a function of relaxation field. For lower field
measurements, the sample is initially subjected to a polarizing magnetic field Bpol. The polarizing
field is applied long enough to attain an initial equilibrium. Following the polarizing step, the
field is then rapidly switched to a lower value Brelax, which is the field of interest, i.e. establishes
the frequency dependence (ωrelax = γBrelax). After a variable time (τ), allowed for magnetization
re-equilibration, the field is rapidly switched to a higher value again for acquisition. The sample
magnetization is detected as an FID within the acquiring magnetic field Bacq through the
application of a simple 90o pulse. Signal averaging is often necessary because the signal strength
of a single transient typically does not possess a large S/N. After the FID is acquired, the field is
switched to Bpol to begin another cycle. The pulse sequence is cycled for as many transients are
accumulated to produce the required S/N. Each cycle begins with a relatively long delay for the
restoration of thermal equilibrium at Bpol. The pre-polarized (PP) method is important in this
regard because the longitudinal magnetization (population) is enhanced by the larger Bpol;
thereby improving the signal intensity dramatically. The principle of a PP experiment is
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illustrated in Fig.3.6. Relaxation profiles are tabulated with respect to τ for a given Brelax, and T1s
are extracted by fitting the profiles with Eqn. (3.7). The frequency dependence is studied by
gathering relaxation profiles with respect to ωrelax = γBrelax: 31
𝑴𝒛 (𝝉) = 𝑴𝟎 (𝑩𝒓 ) + [𝑴𝟎 (𝑩𝒑 ) − 𝑴𝟎 (𝑩𝒓 )]𝒆−𝝉/𝑻𝟏 (𝑩𝒓)

(3.7)

Fig.3.6 Schematic representation of Field Cycling Relaxometry

3.3 Pulse Field Gradient NMR Methods

In pulsed-field gradient (PFG) NMR experiments, diffusion coefficients can be obtained through
measurement of the magnetization coherence over the time scale of random (Brownian) motions.
The technique works by encoding the phase of the magnetization with displacement (dz) within
the field gradient (g= dB/dz). This can be seen through the resonance frequency, given by:
𝜔𝑒𝑓𝑓 = 𝜔0 + 𝛾𝑔𝑧

(3.8)

The PFG NMR method was first theoretically and experimentally demonstrated by Stejskal and
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Tanner in their experiments to obtain self-diffusion coefficients.17 Clearly, self-diffusion values
are directly related to molecular, ionic and atomic displacements. However, since diffusion rates
are quite sensitive to structural changes and to binding and association phenomena, self-diffusion
data provide detailed information about molecular organization and phase structure. The simplest
PFG NMR diffusion experiment employs a spin echo pulse sequence with pulsed-magnetic field
gradients (PFG SE) symmetrically applied before and after the 180o rf pulse called the dephasing
and rephasing periods. Typically, square-shaped gradient pulses are used with duration δ and
separation ∆ . The values of δ and ∆ are chosen to allow sufficient attenuation of the echo
amplitude. As mentioned above, application of the gradients causes the spins along the zdirection (gradient direction) to precess at rates proportional to their positions. The first gradient
pulse thereby encodes spin position into a phase, and the second gradient pulse reverses the
phase increment. If due to Brownian motion, the spin moves during the time interval (Δ)
between the gradient pulses, there will be a net dephasing of the coherence after the second
gradient pulse with a decrease in the intensity of the spin echo. If, on the other hand, the spins
maintain their positions throughout the Δ time interval, complete refocusing of the spin echo
without attenuation can occur. The PFG signal attenuation depends on the change of spin
positions (associated encoded phase) during the separation interval according to: 17, 42
𝐼(𝑔) = 𝐼0 𝑒 [−𝐷(𝛾𝛿𝑔)

2 (∆−𝛿/3)]

(3.9)

The value of D can be obtained by fitting the echo attenuation data for different values of g.

Another useful sequence for the pulsed magnetic field gradient measurement for D is the
stimulated echo (PFG STE), as shown in Fig.3.7. The advantage with the stimulated pulse
sequence is that the effective time for T2 relaxation, 2τ, can be made short. After the 2nd 90º
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pulse and during the time T, the magnetization is along the -z, therefore there is no T2 relaxation.
The reason to for making this time short is that T2 is often short for macromolecules and
consequently most of the signal has disappeared at the time of the echo. On the other hand, T1 is
often considerably longer.

Fig.3.7 The stimulated echo sequence

3.4 Solid-State NMR Methods

In contrast to their spin-1/2 counterparts, which interact exclusively with external and internal
magnetic fields, half-integer quadrupole nuclei (I = 3/2, 5/2, 7/2, etc.) – distinguished by a nonespherical shape – possess a quadrupole moment which interacts with electric field gradients
(EFG) originating from asymmetrical charge distributions surrounding the nucleus. Depending
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on the degree of distortion in the charge distribution of the surroundings, the resulting
quadrupole couplings can be very large. In most cases, however, these couplings can be treated
as a perturbation to the main Zeeman interaction. To first order, the quadrupole couplings are
orientation-dependent and proportional to the z-component of the angular momentum m, where –
I ≤ m ≤ I. Generally, for quadrupole coupling constants on the order of MHz, all the allowed
transitions (Δm = ±1, i.e. ±3/2↔±1/2, ±5/2↔±3/2, etc.), except for the central transition (-1/2 ↔
1/2) will be broadened so significantly to limit detection. As a result, most NMR spectroscopy of
half-integer quadrupole nuclei focuses on an analysis of the central transition lineshape.

Despite their relatively larger intensity and consequently easier detection, central transition
lineshapes are not sharp, symmetrical resonances due to the presence of residual second-order
quadrupolar broadening. This second-order effect is proportional to the square of the
perturbation divided by the main Zeeman interaction and results in a broadening of the resonance
in the tens or hundreds of kHz. If a single site is present in the polycrystalline sample, the
quadrupole parameters of interest – the quadrupole coupling constant, and asymmetry parameter
– can be extracted by simulating the lineshape. Often, multiple sites are present in a sample with
a combination of isotropic shifts and quadrupole parameters that result in a significant overlap of
resonances, even under magic angle spinning conditions. In 1995, Frydman and Harwood
introduced a technique that would average out the first- and second-order quadrupole
broadenings using multiple quantum coherences in conjunction with conventional MAS.43-44
This technique, known as multiple quantum magic angle spinning (MQMAS), has become the
method of choice for producing high-resolution spectra of half-integer quadrupolar nuclei in the
solid state. A brief explanation of the theoretical aspects of the MQMAS experiment will be
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presented below.

Like all spin interactions, quadrupole coupling can be sufficiently described by a Hamiltonian
involving a (quadrupole) coupling constant CQ = e2qQ/h, asymmetry parameter ηQ, and nuclear
spin operators. The quadrupole Hamiltonian HQ can be considered a perturbation of the Zeeman
interaction. The first-order contribution is proportional to the product of νQ and an orientationdependent polynomial (sec. 2.1.4), that is the relative orientation of the EFG tensor of a
crystallite with the static external field B0. This orientation dependence is found in other firstorder effects like chemical shielding, which indicates that magic-angle spinning (MAS) can
average out the interaction.

The second-order quadrupolar term is proportional to the product of 𝜈 2 Q/ν0 and an orientationdependent polynomial, which is a more complex orientation dependence than the first-order term
(sec. 2.1.4). Additionally, second-order quadrupolar lineshapes will be affected by a net isotropic
quadrupolar shift (𝜈0𝑄 ) that can be expressed as:
𝑄

𝜈0 = −

2
𝑒2 𝑞𝑄
) (3+𝜂 2 )
ℎ
10𝜈𝐿 [2𝐼(2𝐼−1)]2

(

(3.10)

Ignoring the anisotropic dipolar or chemical shift contributions and allowing only for the
𝐶𝑆
isotropic chemical shielding (𝜈𝑖𝑠𝑜
), the second-order quadrupolar transition frequencies that will

result for any symmetric transition (-m↔m) for a sample quickly spinning at an angle χ with
respect to the external magnetic field, 𝜈(𝑚, 𝜒) can be expressed as:
𝐶𝑆
𝜈(𝑚, 𝜒) = 𝜈𝑖𝑠𝑜
2𝑚 + 𝜈0𝑄 𝐶0𝐼 (𝑚)𝑃0 (𝑐𝑜𝑠𝜒)+ 𝜈2𝑄 (𝜑, 𝜃)𝐶2𝐼 (𝑚)𝑃2 (𝑐𝑜𝑠𝜒)

+𝜈4𝑄 (𝜑, 𝜃)𝐶4𝐼 (𝑚)𝑃4 (𝑐𝑜𝑠𝜒)

(3.11)
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where (𝜑, 𝜃) are powder angles orienting a given crystallite with respect to the rotor frame,
𝑃𝑖 (𝑐𝑜𝑠𝜒) are the following Legendre polynomials:
𝑃0 (𝑐𝑜𝑠𝜒) = 1

(3.12)

1
𝑃2 (𝑐𝑜𝑠𝜒) = (3𝑐𝑜𝑠 2 𝜒 − 1)
2

(3.13)

𝑃4 (𝑐𝑜𝑠𝜒) =

1
(35𝑐𝑜𝑠 4 𝜒 − 30𝑐𝑜𝑠 2 𝜒 + 3)
8

(3.14)

and 𝐶𝑖𝐼 (𝑚) represent zero-, second-, and fourth-rank coefficients (that depend on the nuclear spin
number I as well as the transition order m) given by:43
𝐶0𝐼 (𝑚) = 2𝑚[𝐼(𝐼 + 1) − 3𝑚2 ]

(3.15)

𝐶2𝐼 (𝑚) = 2𝑚[8𝐼(𝐼 + 1) − 12𝑚2 − 3]

(3.16)

𝐶4𝐼 (𝑚) = 2𝑚[18𝐼(𝐼 + 1) − 34𝑚2 − 5]

(3.17)

The table below has the relevant coefficients for 27Al (I = 5/2) for each symmetric transition:
Table 3.1 Relevant coefficients for 27Al (I = 5/2) for each symmetric transition
Transition
(m)

5
𝐶02

5
𝐶22

5
𝐶42

1/2

8

64

144

3/2

6

120

228

5/2

-50

-40

-300

The explicit expressions for the second- and fourth-rank angular dependent frequencies that lead
to the observed second-order quadrupole broadening (𝜈2𝑄 (𝜑, 𝜃) and 𝜈4𝑄 (𝜑, 𝜃)) will not be given
here. It is sufficient to simply note that the anisotropy is determined by two terms: 𝑃2 (𝑐𝑜𝑠𝜒) and
𝑃4 (𝑐𝑜𝑠𝜒). These two polynomials do not share any roots, i.e. there isn’t a single value of χ where
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both 𝑃2 (𝑐𝑜𝑠𝜒) and 𝑃4 (𝑐𝑜𝑠𝜒) equal zero. Consequently, you cannot spin a polycrystalline sample
about a single angle with respect to the static, external magnetic field to simultaneously average
the 𝜈2𝑄 (𝜑, 𝜃) and 𝜈4𝑄 (𝜑, 𝜃) terms that lead to quadrupolar broadening.

To circumvent this inherent limitation, Frydman and Harwood proposed a 2D NMR experiment,
as shown in Fig.3.8, whereby for a fixed angle χ the nuclear spins would evolve during initial
and final times, t1 and t2 respectively, under the effects of two different transition orders, m1 and
m2, such that the following conditions are fulfilled:
𝐶2𝐼 (𝑚1 )𝑡1 + 𝐶2𝐼 (𝑚2 )𝑡2 = 0

(3.18)

𝐶4𝐼 (𝑚1 )𝑡1 + 𝐶2𝐼 (𝑚2 )𝑡2 = 0

(3.19)

In this manner, a purely isotropic signal can be detected. The spinning angle χ for the experiment
is chosen to be the magic angle (~54.7°) so that all 𝑃2 (𝑐𝑜𝑠𝜒)-dependent anisotropies, including
chemical shift and dipolar anisotropies, can be averaged at fast sample spinning speeds.

Consequently, only the fourth-rank anisotropies need to be refocused. The coherence order m2
that is observed during t2 corresponds to the central (single quantum) transition. The choice of m1
depends on the spin quantum number I, though triple quantum coherences (m1 = 3/2) are
typically chosen. The sign of m1, which determines the sense of evolution during t1, can be
controlled experimentally by phase-cycling procedures. Therefore, it will always be possible to
choose the correct t1 evolution sense, irrespective of the sign of the 𝐶4𝐼 (𝑚1 ) and 𝐶4𝐼 (1/2)
coefficients, to refocus/remove the fourth-rank anisotropies. A “high-resolution echo” is
expected to form at:
𝑡2,𝑒𝑐ℎ𝑜 = [|𝐶4𝐼 (𝑚1 )|/𝐶4𝐼 (1/2)]𝑡1

(3.20)
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2D Fourier processing of the data leads to parallel spectral ridges tilted by a slope determined by
[|𝐶4𝐼 (𝑚1 )|/𝐶4𝐼 (1/2)]. Projection of the raw processed 2D will not yield an isotropic spectrum in
either dimension (the triple quantum (3Q) vertical dimension or the single quantum (1Q)
horizontal dimension). A shearing transformation is typically performed during the processing to
produce 2D spectra where projection onto one of the spectral axes contains purely isotropic
components (i.e. lineshapes devoid of first- and second-order quadrupole broadening). In the
sheared, processed 2D MQMAS spectrum, projection of the spectral ridges along the horizontal
dimension will yield lineshapes that are equivalent to the MAS spectrum, while projection along
the vertical dimension will result in a series of relatively sharp peaks – one for each unique site
present in the material under investigation. The position of the center of gravity of each
resonance in both the vertical and horizontal dimensions could be used to determine the isotropic
chemical shift and quadrupole coupling constant of each inequivalent site in the sample. These
values are then used to iteratively fit the lineshapes in the 1D MAS spectrum. Additionally,
analysis of the 2D MQMAS spectrum allows for an estimation of the relative size of the
distributions in chemical shift and quadrupole coupling that arise in disordered materials such as
glasses.

Fig.3.8 Pulse sequence for the phase-sensitive two-dimensional MQMAS experiment
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Chapter 4 Dynamics of imidazolium-based ionic liquids studied by nuclear magnetic
resonance relaxometry and diffusometry

This work was performed in collaboration with Dr. Sophia N. Suarez in Physics Department,
Brooklyn College and Dr. James F. Wishart in Chemistry Division, Brookhaven National
Laboratory, USA. Some of the materials in this chapter are reproduced from the paper:
Investigation of Dynamics in BMIM TFSA Ionic Liquid through Variable Temperature and
Pressure NMR Relaxometry and Diffusometry, Journal of The Electrochemical Society, 164 (8)
H5189-H5196 (2017)

4.1 Introduction

Ionic liquids (ILs) have found numerous applications as replacements for volatile organic
solvents, including uses in nuclear waste fuel recycling,45-47 textile dyeing,48-49 alkylation catalyst
reactions,50 and as electrolytes in electrochemical devices,51-60 (e.g., secondary lithium ion
batteries,51,

61-65

supercapacitors52-53,

66-67

). Many ILs (including the imidazolium-TFSI types

studied here) are not miscible with water despite their high polarity, which has led to wide
applications in chemistry.68-69 Specifically, ILs show promise in electrochemical applications
due to their high ionic conductivities, favorable thermal stabilities and very low volatilities up to
about 400 °C. The geometry of the imidazolium type CnMIM+ cation allows for charge
delocalization over the polar head group, while the conformational lability/entropy of its nonpolar alkyl side chains may inhibit crystallization, thereby expanding its liquid phase range. 59
Additionally, ILs containing TFSI are characterized with low-viscosity due to the relatively low
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energy barrier for rotation about the anion’s N-S bonds. This allows for greater conformational
flexibility, thereby promoting a lower viscosity and higher ionic conductivity.70-71 Both viscosity
and conductivity can be tailored compositionally as well by fabricating the IL from a large
choice of cations and anions. In this way, ionic liquids have great flexibility in design.72-74
Choosing an IL for electrochemical energy conversion and storage applications requires a deeper
understanding of the dynamics of ions and transport properties on the molecular level.33, 74-75 It
is generally understood now that ILs composed of small asymmetrical cations and relatively
large fluorocarbon-based anions exhibit low-viscosity. Further tuning of the melting and glass
transition temperatures can be achieved through synthetic adjustments of the composition and
length of the functional groups.75 For example, the specific choice of incorporating the FSI
anion over the TFSI can yield improved ionic transport due to the smaller size and lower cationanion binding energies of the FSI anion.70

Several techniques including molecular dynamics simulations,70, 76-77 Raman spectroscopy,78-80
nuclear magnetic resonance,70-71, 81-87 AC impedance spectroscopy,81, 88-89 and small angle X-ray
scattering90 have been used to characterize the interactions between anions and cations in ILs.
Due to its selectivity, nuclear magnetic resonance (NMR) is ideally suited to probe ion
dynamics.35, 68-69, 91 Fast field-cycling (FFC) NMR relaxometry has been employed in this study
due to its ability to efficiently gather spin-lattice and spin-spin relaxation data over a range of
frequencies and temperatures. FFCNMR has previously been used to characterize relaxation and
translational diffusion in a variety of organic liquids.20, 28, 92

The present study concerns ionic liquids consisting of the cation 1-butyl-3-methylimidazolium
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(BMIM=CH3-C3H3N2+-CH2CH2CH2CH3) with three different anions: bis(fluorosulfonyl)imide
(FSI = [FSO2-N-SO2F]-), bis(trifluoromethylsulfonyl)imide (TFSI = [CF3SO2-N-SO2CF3]-),
bis(perfluoroethylsulfonyl)imide (BETI = [CF3CF2SO2-N-SO2CF2CF3]-). The analysis attempts
to elucidate translational and rotational dynamics of BMIM cations with various fluorinated
anions.

4.2 Experimental
4.2.1 Preparation of Electrolyte ILs
All chemicals used for synthesis were of reagent grade and used as received. 1-methylimidazole
and all alkylhalides were obtained from Sigma-Aldrich. Lithium bis(trifluoromethylsulfonyl)imide, lithium bis(perfluoroethylsulfonyl)imide and 1-allyl-3-methylimidazolium chloride were
obtained from IoLiTec, Inc. Potassium bis(fluorosulfonyl)-imide was obtained from Tokyo
Chemical Industry Co., Ltd. (TCI).

Synthesis of BMIM-Br: 1-methylimidazole (10.00 g, 0.123 mol) was reacted with 1bromobutane (18.36 g, 10% excess, 0.134 mol). 1-methylimidazole was dissolved in 25 mL ethyl
acetate and transferred to a weighed round bottom flask containing a stirring bar. 1-bromobutane
was dissolved in 25 mL ethyl acetate and pipetted into the reaction flask. The reaction was left to
progress for 48 hours at 60 C. The resulting pale yellow, viscous liquid was placed on the rotary
evaporator to remove ethyl acetate. After sitting on the bench top for several days, the liquid
product crystallized. The final product was a pale-yellow solid (18.82 g, 71%, molar mass
219.13 g/mol).
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Synthesis of BMIM-FSI: 1-butyl-3-methylimidazolium bromide (6.00 g, 0.0274 mol) was
dissolved in 20 mL deionized water and allowed to react with an added amount of one equivalent
of potassium bis(fluorosulfonyl)imide (6.00 g, 0.0274 mol) in a round bottom flask. The reaction
mixture was left to stir at room temperature for 24 hours. The resulting pale yellow, viscous
liquid was washed with deionized water until the wash tested negative for residual bromide with
50 mM aqueous silver nitrate. The product was then rotary evaporated and dried in a high
vacuum oven at 70 C. The final product was a pale yellow, viscous liquid (6.59 g, 75%, molar
mass 319.34 g/mol, water content 20 ppm).

Synthesis of BMIM-TFSI: 10 g (0.122 moles) of 1-methylimidazole was dissolved in 10 ml of
acetonitrile in a round bottomed flask and placed in an ice bath. 17.2 g (slight excess) of
bromobutane was slowly added to the mixture while stirring. The temperature of the mixture
could gradually reach room temperature. After this, the reaction vessel was placed in an oil while
refluxing at 50 ˚C for 24 hours. Cold ethyl acetate was added to the solution, and the batch was
left to crystallize for one week. The subsequent white crystals were isolated via vacuum filtration.
The isolated crystals (24.2 g) were then dissolved in as little water as possible and one molar
equivalent of LiTFSI was added to the solution. The batch was then stirred overnight. The
resultant hydrophobic liquid salt was washed with deionized water until no presence of halide
was detected (the washings were tested with a drop of 50 mM aqueous silver nitrate). The
sample was then dried in a vacuum oven for 48 hours at 65 ˚C.

Synthesis of BMIM-BETI:1-butyl-3-methylimidazolium bromide (4.64 g, 0.0212 mol) dissolved
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in 35 mL deionized water was reacted with one equivalent of lithium bis(perfluoroethylsulfonyl)imide (5.00 g, 0.0212 mol dissolved in 25 mL deionized water) in a round bottom flask. The
reaction mixture was stirred at room temperature for 48 hours. The resulting cloudy, viscous
liquid was washed with deionized water until the wash tested negative for residual bromide
(checked with 50mM aqueous silver nitrate). The product was then rotary evaporated and dried
in a high vacuum oven at 70 C. The final product was a cloudy, viscous liquid (10.18 g, 93%,
molar mass 519.385 g/mol, water content 11 ppm).

The samples were dried in a vacuum to remove water content to levels below 200 ppm and
stored in an argon-filled glove box (Vacuum Atmospheres Nexus One, < 1 ppm O2, < 1 ppm
H2O) prior to NMR measurement. The basic structures of these ionic liquid constituents are
shown in Fig.4.1.

Fig.4.1 Molecular structures of BMIM with different anions
C = gray, H = white, N = blue, S= yellow, F=green, O=red
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4.2.2 Fast-Field Cycling (FFC) Low-Field NMR Characterization

Low-frequency 1H and

19

F NMR spin-lattice measurements were performed using FFC NMR

relaxometer (Stelar s.r.l., Mede, Italy). This device can measure relaxation over a range of field
strengths from 0.25mT to nearly 1T (i.e. 1H frequency range: 10kHz – 40 MHz). Essentially, the
FFC technique employed here polarizes the spins using a relatively higher field (~0.65T) prior to
switching to the chosen relaxation field (0.25mT < Br < 0.65T). The spins come to equilibrium
within the relaxation field during a variable time τ. The rate constant of the system evolution
towards equilibrium is the spin-lattice relaxation rate R1 (T1 = relaxation time = 1/ R1). The
resonance is detected after switching to an acquisition field (Bacq = 0.43T) and π/2-pulse
excitation at the 1H radio-frequency of 18MHz. Since the minimum time for field switching is
about 2ms, relaxation rates shorter than this cannot be measured in this way. The frequency
dependence is obtained by gathering relaxation profiles with respect to Br. In the present
experiment, the π/2-pulse for 1H was 7.5us and 9.5us for

19

F. Variable temperature spin-lattice

relaxation measurements were carried out between 233K to 333K, with increments of 10K.
(stability of ±0.2K).

4.2.3 High-field Spin-Lattice Relaxation and Self-Diffusion NMR Measurements
High-frequency 1H and

19

F spin-lattice relaxation and pulsed-field gradient (PFG) self-diffusion

NMR measurements were conducted on a Bruker 400MHz spectrometer. Variable temperature
measurements were between 303K and 333 K. T1 measurements were made using an inversion
recovery pulse sequence (𝜋 − 𝜏 − 𝜋⁄2 − 𝑎𝑐𝑞) with sufficient time allowed between repetitions
to prevent saturation. The associated error in T1 measured this way was ~5%.
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The high-field self-diffusion measurements were made using a convection compensated double
stimulated echo PFG technique, and data were obtained over a range of gradient values up to
1200 Gauss/cm and at two temperatures (303K and 333K). 42, 93

4.3 Results and Discussions

Since the BMIM cation contains no fluorine and all anions contain no hydrogen, the 1H NMR
relaxometry measurements are selectively characteristic for the BMIM cation. Similarly, BMIM
contains no fluorine therefore 19F measurements are selectively characteristic for the dynamics of
the anions: FSI, TFSI, BETI. As shown in Fig. 4.2a, the relaxation rate (R1) increases as anions
chain length increases mainly because of increasing viscosity, e.g. a manifestation of
increasingly hindered cation motions that tend towards a lower ability to effectively average
magnetic dipolar interactions. Fig.4.2b illustrates similar behavior with the

19

F relaxation data.

For the ionic liquid systems studied by 1H and 19F in this chapter, the relaxation rate (R1) in this
case is the sum of intramolecular (Rrot,), and intermolecular contributions, (Rtrans). The 1H (19F)
relaxation rate is the sum of all contributions: homonuclear translational contributions,
heteronuclear

translational

contributions,

and

rotational

contributions.

Translational

contributions can be analyzed by the hard-sphere-force-free model, as discussed in chapter 2 of
this thesis.26,

94

The fitting programs are written in MATLAB code, with fitting parameters

tabulated in Table.4.1 and results shown in Fig.4.3, Fig.4.4, Fig.4.5 for BMIMFSI, BMIMTFSI
and BMIMBETI respectively. It is important to understand that evaluation of the correlation
times 𝜏 𝑇𝐻𝐻 , 𝜏 𝑇𝐹𝐹 and 𝜏 𝑇𝐻𝐹 is the natural outcome of this analysis. At 303K, the R1 relaxation
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dispersion curves could be well fitted by the sum of translational contributions (homonuclear
eqn.(2.33) and heteronuclear (2.34)), and the homonuclear rotational contributions (homonuclear
eqn. (2.36)). The number of spins per unit volume n is calculated from the mass density at 303K.
Since all ILs have the same cation, the increase in fitting parameters translational correlation
times 𝜏 𝑇𝐻𝐻 , 𝜏 𝑇𝐹𝐹 and 𝜏 𝑇𝐻𝐹 are governed by the increase in viscosity and the size of anions, and in
good agreement with the values found in the literature.38 Diffusion coefficients as obtained using
eqn. (2.43) are comparable to those obtained by PFG NMR methods. It is noted that the
correlational times 𝜏 𝑇𝐻𝐻 , 𝜏 𝑇𝐹𝐹 and 𝜏 𝑇𝐻𝐹 are separately evaluated via the relaxation rate.

Table.4.1. The fitting parameters and calculated values (a) 1H and (b) 19F for BMIM with
different anions at 303K
NH

dHH

τT HH

τT HF

Cal DH

PFG DH

(*1028 m-3)

(nm)

(*10-9s)

(*10-9s)

(*1011m2/s)

(*10-11 m2/s)

BMIMFSI

3.83

0.27

1.35

1.15

6.12(6%)

6.19

BMIMTFSI

3.08

0.27

2.41

2.25

3.16(4%)

3.18

BMIMBETI

2.62

0.28

3.89

3.59

2.05(4%)

2.12

IL NAME

NF

dFF

τT FF

τT HF

Cal DF

PFG DF

(*1028 m-3)

(nm)

(*10-9s)

(*10-9s)

(*10-11 m2/s)

(*10-11 m2/s)

BMIMFSI

0.51

0.27

1.75

1.19

5.29(6%)

5.34

BMIMTFSI

1.23

0.28

2.46

2.23

3.35(4%)

3.46

BMIMBETI

1.75

0.28

5.25

3.57

1.58(4%)

1.62

IL NAME
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1

BMIMFSI
BMIMTFSI
BMIMBETI

H

R1(s-1)

10

5

105

106

107

v(Hz)

10

19

F

BMIMFSI
BMIMTFSI
BMIMBETI

R1(s-1)

5

105

106

107

v (Hz)

Fig.4.2 Spin-lattice relaxation rate R1 dispersion data for BMIM (a) 1H and (b) 19F with different
anions FSI, TFSI, BETI at 303K. The black solid-lines are the fits from sum of all contributions.
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Fig.4.3 Fitting of spin-lattice relaxation rate dispersion for BMIMFSI at 303K for 1H and 19F.
The red, magenta and blue dashed-lines show the homonuclear translational, heteronuclear
translational (eqn.(2.33) and (2.34)), and rotational contributions (Cole-Davidson eqns. (2.36)) to
the relaxation rates, respectively. The black solid lines display the sum of all contributions.
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Fig.4.4 Fitting of spin-lattice relaxation rate dispersion for BMIM-TFSI at 303K for 1H and 19F.
The red, magenta and blue dashed-lines show the homonuclear translational, heteronuclear
translational (eqn.(2.33) and (2.34)), and rotational contributions (Cole-Davidson eqns. (2.36)) to
the relaxation rates, respectively. The black solid lines display the sum of all contributions.
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Fig.4.5 Fitting of spin-lattice relaxation rate dispersion for BMIM BETI at 303K for 1H and 19F.
The red, magenta and blue dashed-lines show the homonuclear translational, heteronuclear
translational (eqn.(2.33) and (2.34)), and rotational contributions (Cole-Davidson eqns. (2.36)) to
the relaxation rates, respectively. The black solid lines display the sum of all contributions.
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A full variable temperature analysis will be completed and issued in the pending publication for
this study. Nevertheless, a partial analysis exists and is reported in this chapter. For instance,
𝐻
𝐹
the rotational correlation times 𝜏𝑟𝑜𝑡
and 𝜏𝑟𝑜𝑡
have been computed for BMIM FSI, BMIM-TFSI

and BMIM-BETI over the 233K - 333K range as shown in Fig.4.6. The results show that
rotational correlation times follow an Arrhenius law throughout the measured temperature range
0
and can be fitted by 𝜏𝑟𝑜𝑡 = 𝜏𝑟𝑜𝑡
𝑒 −𝐸𝑎/𝑅𝑇 , the activation energies are provided in Table.4.2. The

activation energy is in agreement with values found in the literature.38 As mentioned in Chapter 2,
since dipolar fields are modulated by molecular/atomic motions, a characteristic molecular
tumbling time τc may be defined(eqn.(2.29)). As the molecular volume is proportional to the
molecular weight M, the correlation time is proportional to the molecular weight and viscosity.
Note the similarity between eqn. (2.29). and (2.50), however these expressions differ in
application, i.e. rotation versus translation. The trend of increasing rotational activation energy
with increasing size of the anion is in accord with molecular dynamics simulations. One such
study showed that replacement of the TFSI- with FSI- results in a slight increase in the rotational
relaxation of the cation (1H NMR), whereas the rotational relaxation rate of the smaller sized
FSI- anion is much larger than that of the TFSI- anion.70

Table.4.2 The calculated activation energy values of 1H and 19F for BMIM with anions
IL NAME

Ea of 1H (kJ/mol)

Ea of 19F(kJ/mol)

BMIMFSI

27(±3%)

27(±3%)

BMIMTFSI

28(±2%)

29(±2%)

BMIMBETI

28(±2%)

30(±2%)
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1

1E-7

H

BMIMFSI
BMIMTFSI
BMIMBETI

rot(s)

1E-8

1E-9

1E-10
3.2

3.4

3.6

3.8

4.0

4.2

4.4

4.6

-1

1000/T(K )
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rot(s)
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F
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Fig.4.6 Arrhenius plots for rotational correlation times for BMIM (a) 1H and (b) 19F with
different anions FSI, TFSI, BETI.
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4.4 Conclusion
The frequency dependent dynamics of imidazolium-based ILs (BMIM as cation, and anions: FSI,
TFSI, BETI) were investigated by means of nuclear magnetic resonance relaxation dispersion in
combination with PFG diffusion experiments at variable temperatures. Due to the compositions,
relaxation and diffusion properties could be determined for anions (19F in TFSI) and cations (1H
in BMIM, etc.) separately. Relaxation rates increased with the formula weight of the anion, as
well as the sample viscosity (e.g. ionic motions are increasingly hindered at lower temperatures).
The results indicate that the relaxation mechanism between the anion and cation is correlated.
Translational dynamics and associated correlation times were extracted using a force-free-hardsphere model with appropriate boundary conditions. The results indicate that translational
correlation times are an order of magnitude longer than rotational correlation times. Rotational
correlation times follow an Arrhenius law throughout the measured temperature range and
increases with viscosity (length/size of anions), in accord with molecular dynamics simulations.
Data obtained at lower frequencies are dominated by intermolecular spectral density
contributions, and as such can be used to compute self-diffusion coefficients. These diffusion
coefficients are comparable to those obtained by PFG NMR methods. It is noted that the
correlational times 𝜏 𝑇𝐻𝐻 , 𝜏 𝑇𝐹𝐹 and 𝜏 𝑇𝐻𝐹 are separately evaluated via the relaxation rate. For the
examination of frequency dependent magnetic relaxation in pure ionic liquids, FFCNMR
provides an alternative to pulse field gradient (PFG) NMR for measuring self-diffusion
coefficients. This agreement provides a measure of confidence to our interpretation of the
relaxometry data, and more importantly, to our computation of the rotational correlation times in
these complicated materials.
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Chapter 5 Characterization of Lithium and Aluminum Distributions and Site Occupation
of Li7La3Zr2O12 Solid Electrolyte by Nuclear Magnetic Resonance and X-Ray Diffraction

This work was performed in collaboration with Dr. Xiaowen Zhan and Dr. Mona Shirpour, in the
department of Chemical and Materials Engineering, University of Kentucky. Some of the
materials in this chapter is reproduced from the paper: Defect chemistry and electrical properties
of garnet-type Li7La3Zr2O12 Phys. Chem. Chem. Phys., 2018,20, 1447-1459. ICP, XRD and XPS
experiments were done by Dr. Zhan, Xiaowen.

5.1 Introduction

The replacement of the liquid electrolytes with solid-state inorganic electrolytes in lithium-ion
batteries provides opportunities to enhance stability and simplify safety issues currently used
sophisticated thermal management systems in the battery cell. In the last few decades, the
discovery of solid electrolytes with high ionic conductivity and a large number of solid lithiumion conducting inorganic compounds have been reported, and the garnet structure represented a
family of complex oxides spanning a broad range of compositions.95-96 Among them, garnet-type
cubic Li7La3Zr2O12 (c-LLZO) exhibits excellent thermal stability, chemical stability, and
electrochemical stability against lithium metal anode has recently emerged as one of the most
promising solid electrolytes for lithium-ion batteries.97-99 Among the garnets, the cubic phase
Li7La3Zr2O12 (c-LLZO) exhibits room-temperature conductivities of ~10-4 S/cm.100 Partial
occupation of Li ions in both tetrahedral (24d or Li1) and octahedral (48g/96h or Li2) spaces101102

is considered as the possible reason for the much higher ionic conductivity of the cubic phase
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(c-LLZO) compared to the tetragonal phase (t-LLZO), the latter where all three different Li sites
(8a, 16f, and 32g) are completely attributed to the fully ordered distribution of lithium unit cell:
the 8a site, with nearly regular tetrahedral symmetry, and two distorted octahedral sites, 16f and
32g.101, 103-104 Since the pure cubic phase has a narrow stability region and is metastable, some
methods have been reported such as lower the synthesis temperature, different aliovalent doping
methods (i.e., Al, Ga in Li sites and Ta, Nb in Zr sites) and Al3+ diffusion from alumina crucible
to the garnet structure during high temperature sintering can stabilize the cubic phase and
achieve higher ionic conductivities.97, 105-107 In the meantime, though multiple doping strategies
can stabilize the cubic structure , the lithium conduction paths and the role of the octahedral and
tetrahedral sites in the diffusion mechanism have been widely studied, since their impact on ionic
conductivity is not always predictable, and the Li-ion mobility not only depended on lithium
vacancies but also the disordering of Li ions over the three Li sites.

The key to enhance the Li+ transport lies in increasing the ratio of Li48g+96h to Li24d while
reducing the occupation of dopants (i.e., Al and Ga) in tetrahedral (24d or Li1) sites. 106, 108
Tetrahedral (24d or Li1) sites are considered to be the connection point of Li1/Li2 loops in cLLZO sub-lattice and are critical to the 3D Li+ transport.100 Altogether, characterization of the
lithium distribution in tetragonal and cubic LLZO phases is crucial and imperative to further
understand the relationship between lithium content, site occupancy, and ion conductivity. Much
experimental, as well as theoretical effort, has been studied to get more information on the local
coordination as well as the site preferences of the dopants in LLZO.10

Nuclear magnetic

resonance (NMR) spectroscopy, X-Ray Diffraction (synchrotron-based high-resolution X-ray
diffraction HR-XRD) and X-ray photoelectron spectroscopy (XPS) are valuable techniques that
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provide information about the structure of solid powder samples. In this work, NMR, XRD and
XPS spectroscopy are performed to study of LLZO garnets with the aim of identifying the bands
arising from the different lithium sites occupied in the lattice and structure changes by increasing
extra the Li components under different synthesis environment.

5.2 Experimental
5.2.1 Material synthesis
Powdered samples of tetragonal Li7La3Zr2O12 garnets have been synthesized by high-purity
La(OH)3 (Aldrich 99.9%), Li2CO3 (Sigma-Aldrich ≥99%) and ZrO2 (Aldrich 99%). Materials
were first mixed in an agate mortar, where different amount of extra Li2CO3 (10/15/20 wt.%)
were added to compensate for Li loss at the calcination temperature and form LLZO of various
Li concentrations. The mixture was heated in an alumina crucible at 800 °C for 12 h (ramp rate:
5 °C/min), then a wet grinding process (300 rpm/9 h) using a planetary ball mill. The mixture
powder was pressed into pellets using a uniaxial press at 387MPa and calcined at 1100 °C for 12
h (ramp rate: 5 °C/min). Each calcined pellet was crushed into powder and milled at 300 rpm/6 h.
The obtained powder was pressed into a dense pellet under cold isostatic pressure (200 MPa, 30minute hold) and annealed at 1200 °C for 36 h (ramp rate: 1 °C/min). During the abovementioned calcination steps, the pellets were placed over a powder bed of identical composition
in the bottom of the crucible to prevent reactions with alumina and covered by the same powder
to reduce lithium loss. Archimedes method was used to derive densities of pellets.
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5.2.2 Characterization
X-ray diffraction experiment (Bruker D8, CuKα, 40 kV, 30 mA) and synchrotron-based highresolution X-ray diffraction (HR-XRD) patterns were collected on beamline 11-BM at the
Advanced Photon Source at Argonne National Laboratory. The samples were loaded into Kapton
capillaries. The measurement conditions were under room temperature 295K, a wavelength of
0.414563 Å, and a 2θ step-size of 0.001° from −6.0° to 28.0°. The atomic compositions were
measured using inductively coupled plasma/optical emission spectrometry (ICP-OES; Varian
Vista Pro). Powder samples were dissolved in aqua regia and a clear solution was obtained after
further digestion of the powder at 95 °C/3 h. The surface structure of LLZO pellets was studied
using X-ray photoelectron spectroscopy (XPS; Thermo Scientific K-AlphaTM+). To avoid
interference from Li2CO3 formed at the surface, the samples were polished inside the Ar-filled
glove box and transferred into XPS chamber with a vacuum sample holder.

Nuclear magnetic resonance (NMR) and MQMAS NMR experiments were performed on a
Bruker spectrometer operating at 750MHz for protons and 195MHz for

27

Al. Magic angle

spinning (MAS) spectra were recorded with a 4mm rotor at a spinning rate of 15 kHz. Chemical
shift values were referred to 1 M aqueous solutions of AlCl3. The MAS spectra were recorded
via solid echo sequence, with pulse widths of 1.5 us with echo delay 130 us. The recycle delay
was set to 1s for 4k scans. 27Al MQMAS NMR spectra were acquired with a 3Q phase sensitive
sequence with 6μs excitation pulse, 1.5μs conversion pulse, and 27μs selective pulse. Number of
scans varied from 432 to 1296. Number of points in the indirect dimension was 132. Recycle
delay was 1s, and xfshear Bruker processing with 50 Hz apodization was used.
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AC impedance (1 Hz to 1 MHz) measurements with an ion-blocking Au electrode were
performed using a Solatron 1260 analyzer and a Keithley 2400 source meter, respectively. The
sample was placed in the center of a quartz tube inside a tube furnace, with a K-type
thermocouple in the proximity to it recording the accurate temperature.

5.3 Results and Discussions

Table 5.1 compared composition (obtained from ICP-OES measurements) and relative density of
sintered pellets. Al amount ranging from 0.19~0.26 mole per formula were obtained from the
samples, where no aluminum was added intentionally during synthesis. The amount of Al was
lower in the sample with higher Li excess. These observations agreed with previous studies that
during sintering at high temperatures Al from Al2O3 crucible enters the Li sites and replaces the
Li lost to evaporation.

109

The results in accordance with previous suggestions on the

stabilization effect of Al, showed that the nominally undoped LLZO in cubic phase did contain a
minimum amount of Al required for the formation of cubic phase,

100, 110

and higher temperature

(1200 °C) was used compared to those studies with initial Al incorporation, i.e., 1000 °C with
0.24 mole Al per formula. 107

In addition to the direct chemical analysis by ICP, change in the lattice parameters (summarized
in Table 5.1) revealed the effect of Al substitution. The results showed that the unit cells with a
larger amount of Al in the lattice have smaller lattice size due to the smaller ionic size of Al3+
compared with Li+. From 10LLZO to 20LLZO, with increased in Li and decreased in Al
concentrations, the lattice parameters gradually increased. Therefore, the combined effect of Al
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and Li content governed the phase stability of Al-containing cubic LLZO.107 To be specific,
when the Al concentration was high, and the Li content was low, enough lithium vacancies (the
case for 10LLZO)were generated and the cubic structure was well stabilized. On the other hand,
in 15LLZO and 20LLZO with higher Li concentration and lower Al concentration, and
consequently lower concentration of Li vacancies, cubic phase started to decompose and
La2Zr2O7 phase gradually appeared.111 The oxygen nonstoichiometry δ=(y-3x-4z)/2 in Li7yLa3Zr2+zAlxO12-δ

(z was negligible) evaluated based on charge balance roughly reflected the

joint effect of Al and Li concentration, and thus can be used as an indication of phase stability,
i.e., 10LLZO (δ=0.21) exhibited higher phase purity compared to 15LLZO (δ=0.09), and
particularly 20LLZO (δ=0.04), as implied by the evolution of La2Zr2O7 peak in Fig. 5.1a and Fig.
5.1b.

XRD patterns of sintered pellets confirmed the formation of the cubic phase in all samples, as
shown in Fig. 5.1a. For 20LLZO, an additional impurity peak corresponding to La2Zr2O7 was
observed. No tetragonal phase exists or, if any, was in a quantity lower than the detection limit of
conventional XRD. Additionally, the pellets were crushed into powders and analyzed using
synchrotron HR-XRD (Fig. 5.1b). Very weak reflections at 20.4°, 35.8°, and 39.6° correspond to
Li2ZrO3. The single weak peak at 23.4° was most probably due to the presence of LaAlO3.
Li2ZrO3 impurity phase has also been identified by Lei and Dobretsov.

112-113

Small reflection

peaks of Li2CO3 mainly at 21.3° originating from the surface reactions with CO2. Li2CO3 was
less pronounced in the XRD patterns (Fig. 5.1a) or XPS analysis (Fig. 5.2) of sintered pellets
where the surface was polished before analysis.

114

Peaks of LaLiO2 at 15.7° and 28.1° were

observed only in 15LLZO and 20LLZO samples. 107
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Fig. 5.2 showed the XPS spectra collected from the top surface of the pellets. Besides the major
peak positions of Li1s, Zr3d, and La4d matching well with reported in the literature, there was
some difference in the samples.114 For O1s spectra, in addition to the peak at 530.8 eV assigned
to O in LLZO, an extra peak at 528.3 eV existed in all samples. This peak was the characteristic
of metal oxides and can be assigned to O in Li2ZrO3 environment, in agreement with the XRD
data discussed above. In C1s spectra, three adventitious carbon contaminations contributions
were observed at 284.6 eV, 286.0 eV and 289.1 eV, corresponding to C-C, C-O, and O-C=O
components, respectively. Since the XPS data were collected after initial polishing in Ar
atmosphere, characteristic peak of Li2CO3 at ~290.0 eV was not observed.

114

To ensure the

charge state of zirconium during treatment at reducing environments, scans of 10LLZO pellet
treated in reducing atmosphere (700 °C/3 h in 5% H2 balanced Ar) was also shown in Fig. 5.2.
The spectra of C, La, and Zr do not change after the treatment, which confirms that zirconium
cations remain Zr4+ through the treatment and are not reduced. An additional O1s peak at ~533
eV showed up, which corresponded to C=O component from adventitious carbon contaminations.
The major peak in Li1s shifts to a lower binding energy. This could originate from the generation
of more oxygen vacancies in the 10LLZO sample during annealing in a reduced atmosphere, and
the existence of oxygen vacancies in c-LLZO and their possible effects on lithium ions have
been studied in the literature.115
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Table 5.1. Composition, density and lattice constants of LLZO pellets
Sample

Composition*

Relative density+

Lattice constant (Å)

10LLZO

Li5.68La3.00Zr2.03O11.79Al0.26

95.8±0.3

12.9543

15LLZO

Li6.07La3.00Zr2.01O11.92Al0.24

95.0±0.2

12.9725

20LLZO

Li6.30La3.00Zr2.01O11.96Al0.19

93.2±0.2

13.0117

*Calculated ratios by normalizing La to 3.
Oxygen compositions are estimated based on charge balance.
+Averaged value from measurements on three pellets for each sample.
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Fig. 5.1 (a) XRD pattern of polished LLZO pellets (b) Synchrotron HR-XRD patterns of powder
from crushed pellets
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Fig. 5.2 XPS spectra collected on the surface of sintered pellets, from top to bottom in each
image, with 20%, 15% and 10% Li excess. And the blue spectra are 10% Li excess samples
treated in a reducing atmosphere (700 1C/3 h in 5% H2 balanced Ar).
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All samples were listed along with the NMR peak assignments in Table 5.2. Figure 5.3 showed
the effect of increased lithium content on the Al3+ distribution. It is not appreciable in the
20LLZO sample where low Al incorporation occurs. Several

27

Al MAS NMR studies have

proposed that the resonance observed between 63 to 65 ppm corresponded to Al3+ located at the
24d tetrahedral site,116 and some studies via density functional theory (DFT) and data mining has
provided more detailed analysis of the 27Al chemical shifts related to the structure of LLZO.12, 117
NMR results show that Al entered from the crucible, like the intentionally added one, mainly
takes the Li1 or 24d tetragonal sites, as indicated by the chemical shift at 63 ppm. The intensity
of this peak indicating the Al content within c-LLZO drops with more Li excess added, and the
trend matches well with the Al amount measured via ICP-OES. Geiger et al.118 suggested that the
peak at 12 ppm was the octahedrally coordinated Al site in LaAlO3. This peak was observed in
measured NMR lines (Fig. 5.3) and in agreement with the HR-XRD patterns (Fig. 5.1b). NMR
lines with chemical shift at approximately 79 to 80 ppm were assigned to a distorted, four-fold
coordinated 96h position, which was usually referred to Al in Zr or La positions.10, 117 Adding
more Li+ in the synthesis clearly affects the Al3+ distribution, in that the 79 to 80 ppm feature is
suppressed.

To resolve potentially overlapping lines, MQMAS NMR experiment was performed for several
samples and the result for 10LLZO is shown in Fig.5.4. The technique gives better resolution of
the spectra that are affected by non-negligible second-order quadrupolar interactions which
cannot be averaged by MAS. The 27Al MQMAS spectra proved that the line broadening was not
caused by overlapping sites, but 2D projection shows a distribution of chemical shifts that is
caused by a small amount of disorder in the sample. The two observed signals reflected Al ions
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residing in 63ppm and around 79ppm as mentioned above, in agreement with the literature.10
As can be seen in Fig. 5.5, the rise in average relative density of sintered pellets is nearly
proportional to Al concentration, suggesting that Al is being effective as a sintering aid. Electron
microscopy characterizations conducted by Buschmann et al.

119

and Wolfenstine et al.

120

revealed a homogeneous distribution of Al overall grains and no segregation of Al into grain
boundaries. SEM-EDS results in Cheng et al.’s work showed the similar uniform distribution of
Al when pellets were embedded in fresh scarifying powder during sintering.

112

NMR results

show that Al cations occupy Li1 sites, therefore, most likely Al assists sintering by entering the
lattice, increasing the Li vacancy concentration, and thereby facilitating the diffusion of point
defects of the species that control sintering. As discussed above, relative density, lithium vacancy
concentration, and phase purity are the keys to high lithium lattice diffusion, and thus 10LLZO
with the best phase purity, the highest density, and the largest lithium vacancy concentration
should exhibit the highest ionic conductivity, as shown in Table 5.3.
Table 5.2 NMR Parameters of LLZO as obtained by 27Al MAS NMR
Sample

δiso(ppm)

Assignment

10LLZO

79

96h

63

24d

12

LaAlO3

79

96h

63

24d

12

LaAlO3

63

24d

15LLZO

20LLZO
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Table 5.3 Summary of the transport properties for different LLZO samples
Property Technique
σ/ S cm-1
AC

Cell configuration
Au/LLZO/Au

10LLZO
2.5*10-4

15LLZO
1.8*10-4

20LLZO
5.5*10-6

T/K
294

63

20LLZO
79

12



15LLZO

10LLZO

100

50

0

PPM

Fig.5.3 27Al MAS NMR spectra of LLZO with 10%, 15%, and 20% excess Li+. *sideband
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Fig.5.4 27Al MQMAS NMR spectra of 10LLZO

Fig.5.5 Relative density of sintered c-LLZO pellets as a function of Al concertation.
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5.4 Conclusion

The composition, structure properties of cubic Li7La3Zr2O12 were systematically studied in detail.
The amount of Al is lower in the sample with larger Li excess. These observations agree with
previous studies that found with high temperatures sintering Al from Al2O3 crucible enters the Li
sites and replaces the Li lost to evaporation.109 The unit cells with a larger amount of Al in the
lattice have smaller lattice size due to the smaller ionic size of Al3+ compare to Li+. From
10LLZO to 20LLZO, with increases in Li and decreases in Al concentrations, the lattice
parameters gradually increase. The rise in average relative density of sintered pellets is nearly
proportional to Al concentration, suggesting that Al is being effective as a sintering aid. During
the synthesis process, Al enters from the crucible mainly occupy the Li1 or 24d tetragonal sites.
However, it is also present in other chemical environments as impurities depending on the
synthesis conditions. Rangasamy et al.107 suggested that Al substitutes for Li which creates
charge compensating Li vacancies and it is these Li vacancies which determine phase stability,
and at least 0.204 moles of Al is required to stabilize the cubic phase. Below this Al content the
tetragonal phase exists. As the Al concentration is increased above to 0.389 moles, the Al
solubility in the cubic phase is exceeded and second phase LaAlO3 forms.107 Even for the lower
0.26mol Al concentration, we observe a small LaAlO3 signal The Al content itself is not the only
parameter determining the Li ion dynamics, and other explanations could be (i) a correlation
with the Li concentration (ii) the occurrence of oxygen vacancies as presumed by Murugan et
al.121 The MASNMR results and measured NMR line in agreement with the HR-XRD patterns.
Results presented here support these findings in that the intensity of the 27Al signal is consistent
with a reduction in the amount of Li. Furthermore,

27

Al MQMAS results are consistent with a

small amount of disorder within the Al site distribution.
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108. Buannic, L.; Orayech, B.; López Del Amo, J.-M.; Carrasco, J.; Katcho, N. A.; Aguesse,
F.; Manalastas, W.; Zhang, W.; Kilner, J.; Llordés, A., Dual Substitution Strategy to Enhance Li+
Ionic Conductivity in Li7La3Zr2O12 Solid Electrolyte. Chem Mater 2017, 29 (4), 1769-1778.
109. Geiger, C. A.; Alekseev, E.; Lazic, B.; Fisch, M.; Armbruster, T.; Langner, R.;
Fechtelkord, M.; Kim, N.; Pettke, T.; Weppner, W., Crystal chemistry and stability of
“Li7La3Zr2O12” garnet: a fast lithium-ion conductor. Inorg Chem 2010, 50 (3), 1089-1097.
110. Murugan, R.; Thangadurai, V.; Weppner, W., Fast Lithium Ion Conduction in Garnet‐
Type Li7La3Zr2O12. Angewandte Chemie International Edition 2007, 46 (41), 7778-7781.
111. Huang, M.; Liu, T.; Deng, Y.; Geng, H.; Shen, Y.; Lin, Y.; Nan, C.-W., Effect of sintering
temperature on structure and ionic conductivity of Li 7− x La 3 Zr 2 O 12− 0.5 x (x= 0.5~ 0.7)
ceramics. Solid State Ionics 2011, 204, 41-45.
112. Cheng, L.; Park, J. S.; Hou, H.; Zorba, V.; Chen, G.; Richardson, T.; Cabana, J.; Russo,
R.; Doeff, M., Effect of microstructure and surface impurity segregation on the electrical and
electrochemical properties of dense Al-substituted Li 7 La 3 Zr 2 O 12. J Mater Chem A 2014, 2
(1), 172-181.
113. Dobretsov, E. A.; Mateyshina, Y. G.; Uvarov, N. F., Influence of lithium oxide excess and
alumina on grain boundary resistance of Li 6.75 La 3 Zr 1.75 Nb 0.25 O 12 solid electrolyte.
Solid State Ionics 2017, 299, 55-59.
114. Cheng, L.; Crumlin, E. J.; Chen, W.; Qiao, R.; Hou, H.; Lux, S. F.; Zorba, V.; Russo, R.;
Kostecki, R.; Liu, Z., The origin of high electrolyte–electrode interfacial resistances in lithium
cells containing garnet type solid electrolytes. Phys Chem Chem Phys 2014, 16 (34), 1829418300.
79

115. Kubicek, M.; Wachter-Welz, A.; Rettenwander, D.; Wagner, R.; Berendts, S.; Uecker, R.;
Anathauer, G.; Hutter, H.; Fleig, J., Oxygen Vacancies in Fast Lithium-Ion Conducting Garnets.
Chem Mater 2017, 29 (17), 7189-7196.
116. Duvel, A.; Kuhn, A.; Robben, L.; Wilkening, M.; Heitjans, P., Mechanosynthesis of Solid
Electrolytes: Preparation, Characterization, and Li Ion Transport Properties of Garnet-Type AlDoped Li7La3Zr2O12 Crystallizing with Cubic Symmetry. J Phys Chem C 2012, 116 (29),
15192-15202.
117. Rettenwander, D.; Blaha, P.; Laskowski, R.; Schwarz, K.; Bottke, P.; Wilkening, M.;
Geiger, C. A.; Amthauer, G., DFT Study of the Role of Al3+ in the Fast Ion-Conductor Li73xAlx3+La3Zr2O12 Garnet. Chem Mater 2014, 26 (8), 2617-2623.
118. Geiger, C. A.; Alekseev, E.; Lazic, B.; Fisch, M.; Armbruster, T.; Langner, R.;
Fechtelkord, M.; Kim, N.; Pettke, T.; Weppner, W., Crystal Chemistry and Stability of
"Li7La3Zr2O12" Garnet: A Fast Lithium-Ion Conductor. Inorg Chem 2011, 50 (3), 1089-1097.
119. Buschmann, H.; Dölle, J.; Berendts, S.; Kuhn, A.; Bottke, P.; Wilkening, M.; Heitjans, P.;
Senyshyn, A.; Ehrenberg, H.; Lotnyk, A., Structure and dynamics of the fast lithium ion
conductor “Li 7 La 3 Zr 2 O 12”. Phys Chem Chem Phys 2011, 13 (43), 19378-19392.
120. Wolfenstine, J.; Sakamoto, J.; Allen, J., Electron microscopy characterization of hotpressed Al substituted Li7La3Zr2O12. Journal of Materials Science 2012, 47 (10), 4428-4431.
121. Murugan, R.; Thangadurai, V.; Weppner, W., Effect of lithium ion content on the lithium
ion conductivity of the garnet-like structure Li5+xBaLa2Ta2O11.5+0.5x (x = 0-2). Appl Phys aMater 2008, 91 (4), 615-620.

80

