Introduction
The purpose of this note is to introduce certain examples which shed light on a conjecture concerning hypoellipticity in Gevrey classes for partial differential operators with multiple characteristics.
For s ≥ 1 and any open set U , let G s (U ) denote the class of all C ∞ functions f defined in U , such that for each compact subset K ⊂ U there exists C < ∞ such that for all x ∈ K and all multi-indices α,
A linear partial differential operator L is said be G s hypoelliptic in U if for any open subset U ⊂ U and any u ∈ D (U ) such that Lu ∈ G s (U ), necessarily u ∈ G s (U ). An operator L is said to be microlocally G s hypoelliptic in a conic open set Γ ⊂ T * U if for any distribution u, there is an inclusion of G s wave front sets:
The conjecture in question proposes a sufficient condition for the microlocal G s hypoellipticity of operators L = 1≤j≤k X 2 j , where the X j are real vector fields with real analytic coefficients in some open subset V of R d , under the hypothesis that {X j } satisfies the bracket hypothesis of Hörmander [9] . Its formulation requires several definitions.
Denote by σ j the principal symbol of X j , and by T * V the cotangent bundle of V with the zero section deleted. Let M ⊂ T * V be a smooth submanifold. For the purposes of this paper, a submanifold M ⊂ M of positive dimension will be said 1 to be a bicharacteristic submanifold of M if the tangent space of M is orthogonal to the tangent space of M with respect to the canonical symplectic form on T * V , at every point of M .
Define I 1 to be the ideal, in the ring of germs of real analytic functions on T * V , generated by all the symbols σ j . Inductively define I j+1 to be the ideal generated by I j together with all Poisson brackets {f, σ i } such that f ∈ I j and 1 ≤ i ≤ k. Define Σ j ⊂ T * V to be the zero variety of I j . Then I j ⊂ I j+1 and
A more refined invariant m(x, ξ), defined at each point of T * V , is the smallest integer such that (x, ξ) / ∈ Σ m . Assuming for simplicity that each Σ j is a smooth manifold, define a second invariant, (x, ξ), to be the smallest index j < m(x, ξ) such that for every conic neighborhood Γ of (x, ξ), Σ j ∩Γ contains a bicharacteristic submanifold, provided such an index exists. Define (x, ξ) = m(x, ξ) if no such j < m(x, ξ) exists. 
Modulo certain fine distinctions, this generalizes a conjecture of Treves [12] concerning the analytic case s = 1.
In [6] we showed that the operators ∂ [2] . Their conjecture is consistent with these examples.
In the present note basic examples of a different character will be analyzed.
2
Their import is twofold: First, G s hypoellipticity may sometimes hold for a larger range of exponents than predicted by Conjecture 1. Second, the mechanism underlying the simpler examples of [6] is not the only factor influencing Gevrey hypoellipticity.
Consider
Assume that m ≥ 2 and p ≥ 1 are integers. Then any such L is elliptic everywhere except where (x, t) = 0; with coordinates (x, t, ξ, τ ) for T * R 2 , its characteristic variety is the line {x
More general results were announced in [4], based on the argument used below to derive Theorems 2 and 3. That argument works when a certain polynomial Θ arising in the theory of [4] is nonnegative on R 2 and certain higher order terms are dominated by it, but a more elaborate argument for the general case contained a gap; it yields a strictly weaker conclusion than the desired Gevrey class hypoellipticity. The correctness of the most general statements in [4] is doubtful.
3 Since the characteristic variety of L m,p consists of a discrete set of rays, G s hypoellipticity is equivalent to microlocal G s hypoellipticity for L m,p .
Modulo insignificant lower order terms, the operators (1.1) are generalizations of a fundamental example of Métivier [11] ; their Poisson strata are discussed by Treves [12] , Example 3.6. These operators fail to be analytic hypoelliptic, as follows from the method of [3] and [5] .
In these examples Σ j = {x = t = ξ = 0} for all 1 ≤ j < m, and Σ m = ∅. Thus Conjecture 1 predicts G s hypoellipticity if and only if s
for all τ = 0, and when p ≥ 2, the reciprocal of the optimal exponent for G s hypoellipticity is
The following variant of Theorem 2 can be proved by the same technique, and was also obtained by Bernardi, Bove and Tartakoff [1] and Matsuzawa [10] . Consider
By an elaboration of the method of [3] and [5] we have shown the indicated range of s to be optimal in Theorems 2 and 3, but the proofs are more involved than those of the positive results and will not be indicated here.
One interpretation of Theorem 2 is that not only the symplectic geometry of the varieties Σ j , but also the ideals I j themselves, influence Gevrey class hypoellipticity for s < 1. We believe this also to be the case for s = 1. The following examples may be of interest: let L = X 2 + Y 2 in R 3 with coordinates (x, y, t) where X = ∂ x and Y = ∂ y +a(x, y)∂ t , a ∈ C ω is real valued, and ∂a/∂x = x 2p + x 2 y 2 + y 2p for some p ≥ 2. Hypoellipticity of these operators depends only on ∂a/∂x, rather than on a itself. Conjecture 1 predicts analytic hypoellipticity for all p ≥ 2. Indeed, m = 6 for all p; the varieties Σ j are independent of p for all j ≥ 2, and they equal the symplectic manifold {(x, y, t; ξ, η, τ ) : x = ξ = y = η = 0} for 2 ≤ j < 6, and are empty for j = 6. L is known to be analytic hypoelliptic for p = 2 [8] , but existing methods of proof do not appear to be applicable for p > 2. The ideals I j have a somewhat different character when p > 2 than when p = 2.
After this paper was circulated we received preprints of Bernardi, Bove and Tartakoff [1] and of Matsuzawa [10] containing Theorems 2 and 3, with different methods of proof. The latter paper contains more general results as well.
Proofs
The method of proof of Theorem 2 is the same as that used in The coordinate t will sometimes be complex, whereas x, ξ, τ will remain real. For any compactly supported distribution u in R 2 , consider the FBI transform
where (y − y ) 2 is defined to be ( The main step is the following lemma. Let B δ = {y ∈ C 2 : |y| < δ}. Let y = (x,t) ∈ R 2 be any point near 0, and set 
A symbol "O(·)" connotes a bound uniform in η,ỹ, y. Before discussing the proof, we indicate how the lemma leads to Theorem 2. Begin by rewriting the integral defining Fu by substituting
The second term leads to an error of the desired order of magnitude. Integrating by parts leads to a main term gE · Lu; boundary terms are negligible because exp(− To prove Theorem 2, we couple these decay estimates with the FBI transform characterization (2.2) of G s , to conclude that any L that satisfies the conclusion of Lemma 2.1, and is elliptic where |ξ| ≥ |τ |, is G s hypoelliptic in a neighborhood of the origin for all
Thus Theorem 2 is proved, modulo the proof of Lemma 2.1.
We now discuss the proof of Lemma 2.1. Fix (x,t ) and η = (ξ, τ ) where |τ | ≥ |ξ|. One has
Lemma 2.3. There exists c 0 > 0 such that for all sufficiently small |ρ| and all
Proof. The proof is based on the inequality
where f, g = R f g dx. To prove this write
One has
as follows from the case τ = 1 by scaling. Moreover
for some c, C ∈ R + . The hypothesis (2.10) restricting the imaginary part of t implies
Combining all these ingredients yields (2.11), provided that c 0 is chosen to be sufficiently small. The conclusion of the lemma follows easily from (2.11) as in [3] . To attempt to solve (A + R)g ≈ ψ we define Remark. The limiting effect preventing this analysis from establishing G s hypoellipticity for a larger range of exponents s is the failure of A t to be invertible for t outside of a complex region which shrinks to the real axis as |τ | → ∞; the rate of shrinkage dictates the optimal Gevrey class G s . This phenomenon is the essence of [5] and [3] .
For the operators studied in [6] and [2] , the limitation on s comes about in a different way. Application of the FBI transform F as above leads to unacceptable error terms, so variants F γ adapted to specific Gevrey classes were employed instead in [6] in order to obtain smaller error terms.
