Physics-based Machine Learning Approaches to Complex Systems and Climate Analysis by Gelbrecht, Maximilian
Physics-based Machine Learning Approaches to Complex
Systems and Climate Analysis
D I S S E R T A T I O N
zur Erlangung des akademischen Grades






der Humboldt-Universität zu Berlin
von
Maximilian Gelbrecht, MSc.
Präsidentin der Humboldt-Universität zu Berlin:
Prof. Dr.-Ing. Dr. Sabine Kunst
Dekan der Mathematisch-Naturwissenschaftlichen Fakultät:
Prof. Dr. Elmar Kulke
Gutachter:
1. Prof. Dr. Dr. h.c. mult. Jürgen Kurths
2. Prof. Dr. M. Carmen Romano
3. Prof. Dr. Pedro Leite da Silva Dias
eingereicht am: 12.01.2021
Tag der mündlichen Prüfung: 27.05.2021

Abstract
Complex systems and especially those in climate science are often high-dimen-
sional and provide large amounts of data. Systems such as the Earth’s climate are
comprised of many constituents that are interlinked through an intricate coupling
structure. As such, these systems naturally have an inherent network structure.
The emerging dynamics of the complex system is then usually nonlinear and
often times sufficiently high-dimensional that methods from machine learning can
excel. For the analysis of such systems it therefore seems natural to bring together
methods and ideas from network theory, dynamical systems theory and machine
learning. By combining different concepts from these fields three novel approaches
for the study of complex systems are considered throughout this thesis.
In the first part, one particular climate system is investigated: the South Ameri-
can Monsoon system and its variability. For this purpose a novel complex network
construction method is introduced that is able to identify the most important wind
paths of the South American Monsoon system. In conjunction with analysing
composites of precipitation and geopotential height, this enables the study of the
variability of the monsoon system. Aside from the importance of cross-equatorial
flows, this analysis points to the impact Rossby Wave trains have both on the pre-
cipitation and low-level circulation. This connection is then further strengthened
by both a conceptual model and by showing that the precipitation is phase coher-
ent to the Rossby Wave trains. As such, the first part of this thesis demonstrates
how complex networks can be used to identify spatiotemporal variability patterns
within large amounts of data, that are then further analysed with methods from
nonlinear dynamics.
In the second part of the thesis, the properties of complex systems are investi-
gated more conceptually. Many complex systems, those in climate science as well,
exhibit an enormously complex landscape of possible asymptotic states. To inves-
tigate and track the asymptotic states, Monte Carlo Basin Bifurcation analysis, a
novel numerical method is introduced. Situated between the classical analysis with
macroscopic order parameters and a more thorough, detailed bifurcation analysis,
Monte Carlo Basin Bifurcation analysis combines random sampling with cluster-
ing methods to identify and characterize the different asymptotic states or classes
thereof and their basins of attraction. These capabilities are first demonstrated on
three paradigmatic examples from different disciplines: the Dodds-Watts model of
social and biological contagion, a second order Kuramoto network and a Stuart-
Landau oscillator network, each exhibiting a complex multistable regime that is
identified and tracked by Monte Carlo Basin Bifurcation analysis. Subsequently,
two conceptual climate models are investigated with the method: a conceptual
model for tipping cascades and a bistable climate toy model based on the Lorenz96
model.
After gaining knowledge of dynamical systems with Monte Carlo Basin Bifur-
cation analysis, a natural next step is to aim to forecast them. When doing so,
it is not always straightforward how prior knowledge of the systems, especially
in form of partially known governing equations, can be used with data-driven
methods. One possibility to do is by using Neural Partial Differential Equations.
In this case artificial neural networks, or any other universal function approxi-
mator for that matter, are directly integrated into the differential equation. The
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resulting hybrid models can be trained e.g. with adjoint-based methods. Here,
it is demonstrated how high-dimensional spatiotemporally chaotic systems can
be modelled and predicted with such an approach. As paradigmatic examples
the Complex Ginsburg-Landau equation, a reaction-diffusion equation, and the
Kuramoto-Sivashinsky equation are investigated. With very short integration
lengths and a novel trainable finite difference layer these system can be success-
fully predicted with forecast horizons exceeding the length of the training dataset
by far, even when the data is subjected to observational noise.
Both, Monte Carlo Basin Bifurcation analysis and Neural Partial Differential
Equations, offer the potential for further applications to more sophisticated cli-
mate models. They can also be thought of as a two-part approach to first identify
the basins of a system and then use it in a hybrid setup for prediction.
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Zusammenfassung
Komplexe Systeme und insbesondere solche in der Klimatologie sind oft hoch-
dimensional und liefern große Datenmengen. Systeme wie das Erdsystem and sein
Klima bestehen aus einer Vielzahl miteinander gekoppelter Subsysteme. Daher er-
gibt sich natürlich eine Form von Netzwerk. Die Gesamtdynamik, die aus diesen
komplexen Interaktionen hervorgeht, ist üblicherweise nichtlinear und oft hochdi-
mensional, so dass auch Methoden des maschinellen Lernens Anwendung finden
können. Für die Analyse solcher Systeme erscheint es daher naheliegend, Metho-
den und Ideen aus der Netzwerktheorie, der Theorie dynamischer Systeme und des
maschinellen Lernens zusammenzuführen. Durch die Kombination verschiedener
Konzepte aus diesen Bereichen werden neuartige Ansätze für die Untersuchung
komplexer Systeme in Betracht gezogen. Im Rahmen dieser Arbeit werden drei
verschiedene Ansätze verfolgt.
Im ersten Teil wird ein bestimmtes Klimasystem untersucht: das südamerikani-
sche Monsunsystem und seine Variabilität. Zu diesem Zweck wird eine neuartige
Konstruktionsmethode für komplexe Netzwerke vorgestellt, die in der Lage ist,
die wichtigsten Windpfade des südamerikanischen Monsunsystems zu identifizie-
ren. In Verbindung mit der Analyse von Niederschlagsdaten und geopotentieller
Höhe ermöglicht dies, die Variabilität des Monsunsystems zu untersuchen. Abge-
sehen von der Bedeutung der Windpfade die den Äquator kreuzen, weist diese
Analyse auf einen starken Zusammenhang zwischen Rossby-Wellenzügen, dem
Niederschlag und der oberflächennahen Zirkulation hin. Dieser Zusammenhang
wird dann sowohl durch ein konzeptionelles Modell als auch durch den Nachweis,
dass der Niederschlag phasenkohärent zum Rossby-Wellenzug ist, bewiesen. Somit
zeigt der erste Teil dieser Arbeit, wie komplexe Netzwerke verwendet werden kön-
nen, um räumlich-zeitliche Variabilitätsmuster innerhalb großer Datenmengen zu
identifizieren, die dann mit Methoden der nichtlinearen Dynamik weiter analysiert
werden.
Im zweiten Teil der Arbeit werden die Eigenschaften komplexer Systeme kon-
zeptioneller untersucht. Viele komplexe Systeme, auch in der Klimawissenschaft,
weisen eine enorme Vielfalt von möglichen asymptotischen Zuständen auf. Zur
Untersuchung der asymptotischen Zustände wird die Monte Carlo Basin Bifurca-
tion Analyse, eine neuartige numerische Methode, eingeführt. Zwischen der klas-
sischen Analyse mit makroskopischen Ordnungsparametern und einer gründliche-
ren, detaillierteren Bifurkationsanalyse angesiedelt, kombiniert die Monte Carlo
Basin Bifurcation Analyse Zufallsstichproben mit Clustering-Methoden, um die
verschiedenen asymptotischen Zustände oder Klassen dieser und ihre Einzugsge-
biete zu identifizieren und zu charakterisieren. Diese Fähigkeiten werden zunächst
an drei paradigmatischen Beispielen aus verschiedenen Disziplinen demonstriert:
dem Dodds-Watts-Modell, einem Kuramoto-Netzwerk zweiter Ordnung und ei-
nem Stuart-Landau-Oszillator-Netzwerk, die alle jeweils ein komplexes multista-
biles Regime aufweisen, das durch die Monte Carlo Basin Bifurcation Analyse
identifiziert wird. Anschließend werden zwei konzeptionelle Klimamodelle mit der
Methode untersucht: ein konzeptionelles Modell für Kippkaskaden und ein bista-
biles konzeptionelles Klimamodell auf der Grundlage des Lorenz96-Modells.
Nachdem mit der Monte Carlo Basin Bifurcation Analyse erste Erkenntnis-
se über dynamische Systeme gewonnen wurden, ist es ein natürlicher nächster
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Schritt, deren Vorhersage anzustreben. Dabei ist es nicht immer klar, wie Vorwis-
sen über die Systeme, insbesondere in Form ihrer Gleichungen, zusammen mit da-
tengetriebenen Methoden genutzt werden kann. Eine Möglichkeit dazu besteht in
der Verwendung von neuronalen partiellen Differentialgleichungen. Diese integrie-
ren künstliche neuronale Netze oder andere universeller Funktionsapproximatoren
direkt in die Differentialgleichung. Die daraus resultierenden hybriden Modelle
können z.B. mit Hilfe adjungierten Methoden trainiert werden. In dieser Arbeit
wird gezeigt, wie hochdimensionale räumlich-zeitlich chaotische Systeme mit ei-
nem solchen Ansatz modelliert und vorhergesagt werden können. Als paradigmati-
sche Beispiele werden die komplexe Ginsburg-Landau-Gleichung, eine Reaktions-
Diffusions-Gleichung und die Kuramoto-Sivashinsky-Gleichung gezeigt. Mit sehr
kurzen Integrationslängen und einem neuartigen trainierbaren Finite-Differenzen-
Layer können diese Systeme erfolgreich mit Vorhersagehorizonten vorhergesagt
werden, die die Länge des Trainingsdatensatzes bei weitem übersteigen, selbst
wenn die Daten Messrauschen ausgesetzt sind.
Sowohl die Monte Carlo Basin Bifurcation Analyse als auch die neuronalen
partiellen Differentialgleichungen bieten das Potenzial für weitere Anwendungen
in anspruchsvolleren Klimamodellen. Man kann sie sich auch als einen zweiteiligen
Ansatz vorstellen, um zunächst die Einzugsbereiche der Attraktoren eines Systems
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1. Introduction
Nature, the technology that we use, the world around us that we perceive is made up of
thousands of systems that in turn are constituted by many components. The behaviour
of such systems is often more than just that of its parts. Intricate interactions and
coupling lead to complex behaviour. And while we can predict solar eclipses thousands
of years in advance, we cannot reliably predict complex systems such as the weather
just a single month in advance [149].
The Earth and its climate is without a doubt a massively complex system. A
complex system which is undergoing changes in the last century. Long-term irreversible
changes in the Earth’s climate, through its tipping elements, are being dangerously
close now and could even amplify each other [111]. Even when the anthropogenic
climate change is limited to well below 2◦ C as agreed upon in the Paris Agreement, it
still has severe consequences to the life of many millions of humans with the potential
of catastrophic droughts, floods, rising sea level and scarce food resources in heavily
affected regions [205]. The urgency of the climate crisis makes it even more important
to understand the dynamics of climate systems and possibly predict their future.
In the present time, the Earth’s climate is also a complex system that is constantly
observed and measured. Thousands of satellites, aircraft, balloons, stationary mea-
surement stations and other sources provide a constant flow of observational data [174,
e.g.]. Earth system data checks of all four of the ‘four Vs’ of ‘big data’: volume, ve-
locity, variety and veracity [171]. It seems therefore natural that we need tools and
methods that are able to deal with ’big data’. These can be methods rooted firmly
in physics and mathematics from network and dynamical systems theory, but also
machine learning methods such as artificial neural networks. The Earth’s climate is a
prime example of a complex system. It is composed of many nonlinearly interacting
components and its dynamics at a macroscopic scale are not easily deducible from
the dynamics of its constituents. The dynamics of the Earth system, the short scales
that we refer to as weather and the long-term averages that we refer to as climate,
arise from the complex interplay of its components. The coupling structure of these
components naturally forms a network. Hence, complex networks, the study of these
networks, their properties such as their topology is integral to understanding the cou-
pling structure. Whereas both, the individual interactions, and the emergent dynamics
of the system as a whole, is usually nonlinear. This makes fundamental knowledge of
nonlinear dynamics a prerequisite to investigate them. One example of such nonlinear
behaviour are tipping elements, elements of the Earth system that pose the threat of
large-scale, abrupt climate changes that are from the standpoint of nonlinear dynamics
usually bifurcations of complex systems, often those exhibiting hysteresis [113, e.g.].
Finally, when investigating the Earth’s climate from a data-driven perspective, it is
1
1. Introduction
natural to make use of the recent advances in machine learning research, to be able
to deal with the large amounts of data that such high-dimensional systems usually
provide.
This thesis will therefore address the analysis of complex systems, focusing on those
in climate dynamics, in three different parts, each focusing on another aspect of the
complex systems in question:
I. The application of principles from network theory and nonlinear dynamics to
analyse the spatiotemporal variability of complex systems such as a climate
system,
II. The discovery and quantification of the basins of attraction of complex systems,
III. Forecasts of complex system that we only have incomplete knowledge of.
In the first part of this thesis we will use principles from network theory. Climate is a
deeply complex system with an intricate coupling structures. While it is fairly obvious
that the climate at one location is usually very similar to locations close by, there
are long-range couplings, teleconnections, and large-scale climate phenomena such as
the El Niño-Southern Oscillation (ENSO) or Madden-Julian Oscillation (MJO) [180,
251, e.g.]. With network approaches we try to encode these couplings structures
into a complex network, visualizing and analysing their topology [225, e.g]. Network
approaches were successfully used both in uncovering those teleconnection structures
[30] and predicting phenomena such as ENSO [142]. Complex networks thus provides
us with the appropriate tools for the analysis of climate systems and their variability.
We use them in this thesis for one particular climate system, the South American
Monsoon System.
Aside from identifying variability patterns in high-dimensional data, we also want to
focus on the predictability of high-dimensional systems. In Edward Lorenz’ terminol-
ogy part II and III address predictability of the first and second kind [121]. Here, the
first kind refers to predicting the evolution of the system. Due to sensitivity of chaotic
complex systems to initial conditions, there is an intrinsic limit to this predictability.
The reason why we cannot just perfectly predict the weather a month in advance. The
second kind does refer to the uncertainty associated with which asymptotic state of the
system is reached and its properties. Most sufficiently complex system exhibit a form
of multistability for which multiple several asymptotic states coexist. Understanding
their properties is integral also for directly predicting the evolution of the systems.
When predicting systems, we could rely on purely data-driven methods such as
artificial neural networks (ANNs). ANNs excel in tasks such as computer vision [236,
e.g.]. Yet, where it is difficult to attempt to formulate our knowledge about how
to recognise objects in images into mathematical language, in physics and climate
research we have centuries of research in our disposal to make use of. Thus, combing
data-driven methods with the knowledge that we have of a physical system seems to
be a promising idea, especially in Earth system science [171]. In part III we will use
Neural Ordinary Differential Equations to do so.
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In the sense of machine learning methods, we show both unsupervised and su-
pervised learning methods. Supervised methods learn an input-output relation from
examples of both inputs and outputs. We will use these in part III when predict-
ing high-dimensional complex system. Otherwise, both, the network approaches and
the clustering methods in part I and II, are unsupervised methods used to identify
structures and (variability) patterns without learning these from example.
In the following, first fundamentals of complex systems theory, network theory, dy-
namical systems and machine learning are introduced that we will use later through-
out this thesis. Then the three parts are presented one after the after. First, com-
plex networks and phase synchronization techniques are used to analyse the South
American Monsoon System. Then, Monte Carlo Basin Bifurcation Analysis, a novel
numerical machine-learning method for identifying and tracking the attractors of high-
dimensional systems is introduced. It is tested on three paradigmatic examples before
applying it to two conceptual climate models. Lastly, we will show how Neural Partial
Differential Equations can be used to forecast only partially known partial differential
equations as we will demonstrate on two paradigmatic examples and one conceptual




2.1. Fundamentals of Network Theory
In the first part of the thesis we will use complex networks to uncover spatial patterns of
climate data and their variability. A short introduction into fundamentals of network
theory that will be used later will be given in the following. For a thorough introduction
into the field, the reader is referred to textbooks such as Newman [148].
A network G is a structure that consists of a set of nodes N and links E that connect
these nodes. Network theory and its application are an interdisciplinary field, as such
different naming conventions for many concepts exist. What we we will call a network
here, can also be called a graph. Nodes can also be referred to as vertices and links as
edges. The information encoded by the links and nodes can also be given in form of
the adjacency matrix A, so that
Aij =
{
1 if there is a link from i to j
0 otherwise.
(2.1)
Networks can be directed. In this case a link from node i to j does not imply a con-
nection from j to i and the adjacency matrix A is asymmetric whereas it is symmetric
for undirected networks. Usually, self-loops so links from a node to itself are excluded.
An undirected network without self-loops is also called a simple graph. Addition-
ally, weights can be associated both with the nodes and the edges. A network with
weighted edges is called a weighted network where the node weights usually represent
the strength of a connection. In this thesis, our analysis will only use unweighted,
directed networks. Therefore we will also not go into further details of the intricacies
of weighted networks.
2.1.1. Centrality Measures
The topology of the networks that we are about to construct is evaluated with central-
ity measures. Centrality measures usually assign a number to each node which tells
us how important that node is. There are numerous ways of defining what important
means for network nodes and in the following we will introduce only those measures
that we we will use later.


















Figure 2.1.: Example network made up of eleven nodes. The diameter of each node
is proportional to the betweenness of the node and the darker the shade of blue the
higher the closeness of the node is. In this example Node 6 has the highest betweenness
as almost all shortest paths go through it. Node 4 has the same degree as Node 6 but
a considerably smaller betweenness and closeness.
which counts the amount of links connected to each of the N nodes. For directed














The networks that we are going to propose emphasize paths through the network.
A centrality measure suitable to expose nodes which are crucial for the overall path
structure is the betweenness centrality. It relies on the concept of shortest (or geodesic)
paths. The geodesic distance dij is the length of the geodesic paths (i.e. the smallest









quantifies the relative number of geodesic paths through a given node i: n(i)jk is the
number of geodesic paths between nodes j and k running through i and gjk is total
number of geodesic paths between nodes j and k (note that more than one such
shortest path may exist) [148]. Another centrality measures relying on geodesic paths
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Figure 2.2.: Example of a spatially embedded network
with nodes and links in blue. Each node represents a cer-
tain area. The size of that area may be unequal depending
on the grid. If not the complete globe is considered as here,
boundary effects will most likely occur during construction.







which is the mean distance of the geodesic paths from one node to all others. Fig. 2.1
shows an example network with these centrality measures.
2.1.2. Spatially Embedded Networks
We want to analyse climate data with complex networks, said climate data is usually
provided on a spatiotemporal grid. When we construct networks from this data,
we associate each node with an area, typically one grid point of the dataset and its
surrounding area as is shown exemplary in Fig. 2.2.
For a spatially embedded network, the degree centrality can be adjusted to the
area each node represents. These are the out- and in-area weighted connectivity











Here λi is the latitude of the location of node i. The difference between out- and
in-area weighted connectivity
Di = OAWCi − IAWCi (2.9)
enables us to uncover possible directional asymmetries in the network, such as sinks
and sources. The concept of centrality measures incorporating the area a node repre-
sents can be expanded to other centrality measures as well with node splitting invariant
measures [85].
Spatially embedded networks or more specifically their centrality measures exhibit










Figure 2.3.: Examples of dynamical systems: (a) Two trajectories of a the Lorenz63
system, a ordinary differential equation. Even though the two trajectories start from
very close initial conditions, the trajectories quickly move away from each other, show-
casing the chaotic behaviour of the system. (b) Four time steps of a solution of the
heat equation, a partial differential equation with the initial conditions set in the first,
upper left image. (c) Scatter plot of 500 iterations of the Hénon-Map, starting from
(1, 0.5).
for networks that are based on pairwise similarity measures to mitigate those at least
partially, for the network that we will study this is not so easily possible. In our case we
will mitigate boundary effects of the networks that we construct simply by choosing
a larger map section. Unfortunately, path-based network measures are affected by
spatial embedding in a more complex fashion. While we can thus not mitigate these
effects completely, we minimize them by choosing larger map sections as well.
2.2. Fundamentals of Dynamical Systems Theory
A dynamical system is a deterministic mathematical prescription for evolving the state
of a system in time [157]. Throughout this thesis we will investigate different types
of dynamical systems, which we will briefly introduce here. We will also introduce
some concepts and definitions from dynamical systems theory that are used later. For
a more detailed description of the concepts introduced in this section, the reader is
referred to standard textbooks such as Ott [157], Nicolis and Nicolis [149] and Strogatz
[218].
2.2.1. Ordinary Differential Equations
An ordinary differential equation (ODE) is a dynamical systems that evolves the state
continuously in time and may be defined in vector form as
dx
dt
= f(x; Θ). (2.10)
Here, x ∈ Rn, f : Rn → Rn and Θ are fixed parameters of the function f . Any
potential explicit time dependency in the ODE can be eliminated by regarding it as an
additional dimension, and hence transforming it into the autonomous form, Eq. 2.10.
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As a short-hand we will also write ẋ = f(x; Θ). Any solution that follows the equation
is called a trajectory x(t), solving or integrating it from initial conditions x0 = x(0).
Fig. 2.3a shows two trajectories of the famous Lorenz63 model that we will introduce
later in more detail. While many ODEs can be solved analytically, this is generally not
always possible, and we will be mostly interested in such cases where only numerical
solutions of the dynamical system are possible. Differential equation solvers rely on
numerically estimating the derivative with finite differences and then solving the ODE
iteratively. E.g. a first-order finite difference derivative of an arbitrary function g(x)
is
g′(x) = g(x+ ∆t)− g(x)∆t (2.11)
resulting in the Euler method to solve Eq. 2.10
xn+1 = ∆t · f(x; Θ) + xn (2.12)
where time is now discritized in units of ∆t. In practice, especially as we deal with
nonlinear systems, more sophisticated ODE solvers are used that incorporate higher-
order estimates of the derivative and an adaptive time step size. As long as not stated
otherwise, we will use the Tsitouras5 solver throughout this thesis [222].
2.2.2. Partial Differential Equations
Partial differential equations (PDEs) are continuous dynamical systems comprised of
partial derivatives of different variables, typically one or more spatial variables and












where u(x, t) is a scalar, spatiotemporal field, e.g. temperature for the heat equation.
In short hand we might also write the equation as ∂tu = (∂xx+∂yy)u. Fig. 2.3b shows
four snapshots of the evolution of a solution of the heat equation. PDEs are typically
defined on a spatial domain of a certain size and boundary conditions define how the
field u is behaving at its boundaries. We may define fixed values of the field itself at
its boundaries (Dirichlet boundary conditions) or its derivative (Neumann boundary
conditions). Later, we will use periodic boundary conditions, so that if, e.g., the PDE
is defined on a one-dimensional interval x ∈ [0;L], the periodic boundary conditions
are u(0, t) = u(L, t). Periodic boundary conditions are common e.g. in molecular
dynamics when a very large system is simulated, the PDE then is regarded as modelling
one unit cell of a (possibly infinitely) large system [62, e.g]. Throughout this thesis we
will rely on solving PDEs numerically. In order to do to so the PDE is transformed
into a high-dimensional ODE by discretizing all variables but the time. One way of
doing that are finite difference methods. The spatial variables are discretized into a
9
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grid of points with an equal spacing u(x, t) → (u1(t), u2(t), ...uN (t)). The differential
operators like ∂x are then converted into matrices Dx so that the matrix product
Dx(u1(t), u2(t), ...uN (t)) = (u′1(t), u′2(t), ...u′N (t)) equals the finite difference derivative
of each component of the now discretized field u. The finite differences matrices also
have to account for the boundary conditions of the PDE, e.g. a second-order finite











0 1 0 · · · −1
−1 0 1 · · · 0
0 −1 0 · · · 0
...
... . . . . . .
...


























Finite difference matrices are sparse, banded matrices, hence multiplying them with
a vector can be done very efficiently by most modern programming languages. Aside
from finite difference methods, it is also possible to use spectral and pseudo-spectral
methods. These will however not be used here.
2.2.3. Maps
The third and final kind of dynamical systems that we are investigating are maps.
Maps are dynamical systems of the form
xn+1 = f(xn; Θ) (2.15)
in which time is discretized with the index n and n + 1 denoting the time step. Any
possible further dependencies on prior time steps can be eliminated with suitable
transformations. Compared to ODEs and PDEs, trajectories can be trivially gener-
ated by following the instruction given by the governing equation starting from initial
condition x0. Fig. 2.3c shows a long trajectory of the Hénon-Map
xn+1 = 1− axn + yn
yn+1 = bxn (2.16)
with a = 1.4 and b = 0.3.
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2.2.4. Attractors and Basins
For all these kinds of dynamical systems, the phase space is the space spanned by all
variables themselves [149]. Let a part of the phase space be ∆Γ0. We then call ∆Γt
the part of the phase space of all initial conditions inside of ∆Γ0 evolved in time by
t. A dynamical system is then called conservative if the volume |∆Γ0| = |∆Γt| stays
constant for all t [149]. Examples of conservative systems are e.g. harmonic oscillators
without damping. Dissipative systems are non-conservative systems those dynamics
lead to an eventual contraction of the volume |∆Γt| [149]. Dissipative systems are
typically characterized by the presence of attracting sets, called attractors which are
bounded subsets of the phase space to which a set of initial condition with non-zero
volume evolves to [157]. The region of the phase space which evolves into an attractors
is called its basin of attraction, often short basin. E.g. for a damped harmonic oscillator
ẍ+ γẋ+ kx = 0, all trajectories eventually evolve into the origin due to the damping.
It is the only attractor of the system and its basin of attraction is the complete phase
space. In this case the attractor is a single point, it is zero-dimensional.
We will call a system that exhibits multiple competing attractors multistable. Many
complex systems are multistable and exploring these attractors and the size of their
basins of attraction is key to understanding the dynamics of the system as, in general,
each attractor will exhibit different properties. In Sec. 4.1 we will introduce a method
tailor-made to analyse such systems and their basins. In particular we will concentrate
on tracking how the basin size changes when parameters of the systems are changed.
2.2.5. Chaos
When the dimension of an attractor is non-integer, i.e. fractal, it is a called a strange
attractor. The Lorenz63 system and the Hénon-Map shown in Fig. 2.3a and c are
two famous examples of such strange attractors. Strange attractors are often, but not
necessarily always, a sign of chaotic systems [80]. Chaotic systems are systems which
are very sensitive to small deviations of their initial conditions. Fig. 2.3a shows two
trajectories of the Lorenz63 system
ẋ = σ(y − x)
ẏ = x(ρ− z)− y
ż = xy − βz (2.17)
which was derived as a simplified model for Rayleigh-Benard convection [119]. While
ultimately the model fails in accurately modelling convection experiments, it was the
birth of the modern research on deterministic chaos [145]. Even the smallest deviations
grow exponentially over time. As visible in Fig. 2.3a two trajectories of the Lorenz63
system that start very close to each other quickly diverge and are often on different
sites of this strange attractor. In experiments, we will never have exact knowledge of
the inital conditions. Even in numerical simulations, rounding errors may eventually
lead to two trajectories starting with the same initial conditions to diverge. This is
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why chaotic systems are notoriously difficult to forecast. In Chapter 5 we will refer
to this and introduce forecasting methods geared towards high-dimensional, chaotic
systems.
One way how to quantify if and how chaotic a system is, are the Lyapunov expo-
nents. They measure the sensitivity to small perturbations δx relative to a reference
trajectory: weather or not these perturbations increase or decrease when the system
is evolved in time. Let the initial perturbation be δx(t0) and δx(t) its evolution in
time. In the case for n-dimensional continuous system the Lyapunov exponent may
be defined as







[9]. Independent of the reference point, but dependent of the direction of δx(t0) there
are multiple different values for λ. If there is an attractor and the largest, the maxi-
mum Lyapunov exponent is positive, the system is chaotic. Computing the maximum
Lyapunov exponent λmax will thus be used to check if an attractor of a system we are
investigating is indeed chaotic. For this purpose the algorithm of Benettin et al. [18]
is applied1. The maximum Lyapunov exponent also give us a natural time scale for
the system that is independent from the integration time steps. As Lyapunov time
we refer to the time scaled with λmax, so that 1λmaxt is the time in which a small
perturbation grows by a factor of e.
2.2.6. Bifurcations
The qualitative behaviour of dynamical systems, the existence or non-existence of
attractors, stable and unstable fixed points, will, in general, depend on the parameters
of the systems. Bifurcation analysis explores these changes in qualitative behaviour,
often by varying one control parameter. Bifurcations are often investigated in their
normal forms. This is an algebraically simple and minimal form that exhibits the type
of bifurcation. Other systems can usually be approximated by such normal forms, e.g.
by using Taylor expansion around the critical points and neglecting higher order terms.
In the following we will briefly introduce some types of bifurcation that will appear in
systems we investigate throughout this thesis, mostly following Strogatz [218].
Here, we are mostly interested in fixed points x∗ for which the dynamical system
ẋ = f(x) is in a steady state f(x∗) = 0. In the one-dimensional case their linear
stability can be assessed by inspecting the sign of the derivative f ′(x∗). A negative
sign means perturbations δx to the fixed point cannot grow, the fixed point is an
attractor and stable. Positive sign mean perturbations can grow and the fixed point
is, thus, unstable.
For the saddle-node bifurcation with the normal form
ẋ = f(x) = x2 + θ (2.19)
1Implementation from DynamicalSystems.jl used [53]
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Figure 2.4.: Bifurcation types (a) saddle-node bifurcation, (b) supercritical pitchfork
bifurcation, (c) subcritical pitchfork bifurcation. Solid lines indicate stable states and
dashed lines unstable states.
it is obvious that the system changes its behaviour at θ = 0. For θ > 0, f(x) has no
roots, and therefore the system has no fixed points. At θ = 0 there is one fixed point
x∗ = 0 and for θ < 0 two fixed points x∗ = ±
√
−θ. The fixed point at x∗ = −
√
−θ
is stable as f ′(x) < 0 and unstable at x∗ = +
√
−θ as f ′(x) > 0. This knowledge can
be expressed in a bifurcation diagram. These diagrams show the control parameter
on the x-axis and the value of the fixed point on the y-axis. Stable fixed points are
shown in solid lines and unstable fixed points in dashed lines. Fig. 2.4 a summarizes
the behaviour of a saddle-node bifurcation: two fixed points, one stable, one unstable
exist for θ < 0 and no fixed point exists for θ > 0.
The pitchfork bifurcation has the normal form
ẋ = θx± x3. (2.20)
The cubic function has either three roots for θ > 0 or only one root at the origin
for θ < 0. For θ > 0, the fixed points are at 0 and ±
√
θ. Their stability depends
on the sign in Eq. 2.20. With a minus sign, the bifurcation is called a supercritical
pitchfork bifurcation and as shown in Fig. 2.4 b the system changes its behaviour from
exhibiting one stable fixed point at the origin to two stable fixed point at x∗ = ±
√
θ
and one unstable fixed point at the origin at the bifurcation point θ = 0. With a plus
sign in Eq. 2.20 the stability of these fixed points is reversed (see Fig. 2.4 c) and the
bifurcation is called subcritical pitchfork bifurcation.
Adding a constant h to Eq. 2.20
ẋ = h+ θx− x3. (2.21)
results in a system that exhibits bifurcations based on changes of both parameters,
it is the codimension-2 cusp bifurcation. For h = 0, we have the aforementioned
supercritical pitchfork bifurcation. For θ > 0 and h 6= 0, we have a more complex
situation. Fig. 2.5a illustrates that for strongly negative or positive h there is only one
fixed point, but there are values for h where three fixed points exist. Hence in this








Figure 2.5.: (a) The normal form of the cusp bifurcation for θ > 0. When h is
strongly negative (positive), the function is shifted downwards (upwards) and it only
has one intersection with the x-axis, i.e. a single root, whereas for intermediate values
it has three roots. (b) Stability diagram of Eq. 2.21: with parameters h, θ inside the
area of the two curves the systems exhibits three fixed points and outside of this area
only one fixed point. (c) Bifurcation diagram for a fixed value θ > 0. The critical
values hc are highlighted.
of the cubic function align with the y-axis. These points can be easily found: the
extremes of f(x) = h + θx − x3 are at xm = ±
√
θ/3, the bifurcation points follow
for f(xm) = 0 with hc = ±2θ3
√
θ
3 . Fig. 2.5b) shows in a stability diagram of the
system, the part of the parameter space where three fixed points exist. This area is
of particular interest for us. Fig. 2.5 shows a bifurcation diagram of the system for
a fixed θ > 0. One can regard this as two saddle-node bifurcations. The system is
multistable and the special property is that a cusp catastrophe can occur: when the
system is in the upper state and the parameter h is decreased a sudden jump to the








3 again. The system is said to exhibit hysteresis. We will use such cusp
normal forms in Sec. 4.2.1 to model tipping points in the Earth’s climate system. It is
a prototypical system for the multistability of many systems that we will investigate
throughout this thesis.
Another type of bifurcation that we will encounter are Hopf bifurcations. They
require the phase space to be at least two-dimensional. One way to express their
normal form is using complex numbers z ∈ C or the complex plane with
ż = z(θ + i) + bz|z|2. (2.22)
Here, θ is the control parameter and b is an additional parameter. When a Hopf bifur-
cation occurs a stable fixed point looses its stability and instead the system exhibits a
stable limit cycle. In the two-dimensional case this happens when the eigenvalues of
the Jacobian of f(x) are complex conjugated pairs. The bifurcation point is the point
at which the eigenvalues are purely imaginary. Thus, the system changes at θ = 0
from a stable spiral to an unstable spiral and a limit cycle (see Fig 2.6).
14
2.2. Fundamentals of Dynamical Systems Theory
Figure 2.6.: Bifurcation diagram of a Hopf bifurcation. To the left the unstable
spiral is sketched which is the only fixed point of the system for θ < 0, to the right
the unstable spiral and the stable limit cycle are sketched for θ > 0.
In Sec. 4.1 we will introduce a method that takes a new approach on bifurcation
analysis focusing on tracking the size of the basin of attraction of the attractors of a
system.
2.2.7. Synchronization
When investigating oscillatory systems as we will do later in thesis, synchronization is
a phenomenon that we will encounter. Synchronization is a universal phenomenon de-
scribing the adjustment of rhythms of oscillating objects due to their weak interaction
[163]. Historically this effect was first described scientifically by Christaan Huygens
who observed that two pendulum clocks (that he invented before) suspended from
the same wooden beam align its movements so that their oscillations coincide aside
from their directions being opposite. Synchronization can be found in many areas of
science, synchronization of neurons is for example one of the key mechanism for the
function of the human brain [68, 197]. The state of an oscillation or oscillator is usually
expressed as its phase φ, a monotonously growing quantity that grows by 2π for every
full oscillation of the system. Synchronization is then often defined as a constant rela-
tion between the phases φ1,2 of the individual oscillators |nφ1 −mφ2| < const where
n,m ∈ N. In this thesis our primary focus are chaotic systems and their dynamics.
Chaotic oscillators such as the previously introduced Lorenz63 system can synchro-
nize to each other too, as we will see in the next section. Networks of oscillators also
tend to synchronize, a phenomenon that we will explore in Sec. 4.1 when investigating
networks of Stuart-Landau oscillators and the Kuramoto model.
2.2.8. Phase Synchronization of Chaotic Systems
Following Rosenblum et al. [182], chaotic oscillators like the Lorenz63 system intro-
duced with Eq. 2.17 can synchronize to each other. To investigate the synchronization
of such oscillators first a suitable phase has to be defined. Whereas for harmonic
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oscillators a phase arises naturally as the argument of e.g. a sine wave, this is not
obvious for a chaotic oscillator. One way to define a phase of a chaotic oscillator is
using the analytical signal approach [74] by finding a suitable embedding for one of
the observables x(t) to turn it into a complex time series
x̃(t) = x(t) + ix̂(t) = A(t) exp (iφ(t)) (2.23)
from which an amplitude A(t) and phase φ(t) arise. The imaginary part x̂(t) is com-
puted with the Hilbert transform H (f(x)) which is defined as








where P.V. denotes the Cauchy principal value of the integral. The Hilbert transform
induces a 90◦ phase shift to every frequency component of the time series. Another
way to arrive as the same x̃(t) is to perform a Fourier transform, setting all negative
frequencies equal to zero and transforming it back. The phase φ(t) thus follows as




After each full period, 2π is added in order to unwrap the phase. For Eq. 2.25 to
provide a meaningful phase of the time series, the signal x̃(t) needs to exhibit a well-
centered oscillation around a common reference point in the complex plane. Instead
of the time series itself, Osipov et al. [155] argue that it is also possible to define a
phase by using the derivative and its Hilbert transform. This results in a more concise
definition of the phase, since the derivative is better centered than the time series
itself, and slow variations are eliminated [134]. The derivatives can be calculated with
the standard 4th-order finite differences formulas. Thus, denoting x (t) as any of the
observables of the oscillator series, we define its phase as
φ (t) = arctan H{ẋ} (t)
ẋ (t) . (2.26)
The phase synchronization of two chaotic oscillators can then by investigated by com-
puting the phase difference ∆φ = |φ1 − φ2|. If the phase difference stays constant the
two oscillators exhibit phase synchronization. As Rosenblum et al. [182] show, this
phase synchronization indeed occurs when two complex oscillators such as the Rössler
system, but also the Lorenz63 system, are weakly coupled to each other. At the same
time though the amplitudes A(t) are not synchronous at all.
We will use the phase synchronization approach in Sec. 3.5 on observational data
where we want to proof a relation between two different climate phenomena in South
America.
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2.3. Dimension Reduction and Clustering
When dealing with large amounts of data, as we often do in climate science when in-
vestigating present day climate, we need ways to find patterns in the data or to group
similar data points together. This can be used either to directly infer certain proper-
ties from these patterns or groups or as a pre-processing step before another analysis
is conducted. In climate science one is particularly interested in the most dominant
spatiotemporal variability pattern. These are often associated with large-scale phe-
nomena like the El Niño-Southern Oscillation or the North Atlantic Oscillation. In
the following we will introduce some techniques of extracting variability patterns and
find groups of similar behaviour, i.e. clustering, that are used in this thesis.
2.3.1. Principal Component Analysis
Principal component analysis, in meteorology also often called empirical orthogonal
function analysis (EOF), projects the input data onto a new coordinate system that
maximizes the variance of data along the first coordinate axes. It can therefore also be
used as a dimension reduction technique when coordinate axes that carry almost no
variance are subsequently neglected. We can quickly derive the needed transformation,
following Alpaydin [7], when we formulate the wanted transformation as a Lagrange
problem. The new coordinate is z1 and v1 is the projection vector that projects a
data sample v so that z1 = vT1 x maximizes the variance along z1. The new coordinate
system should be orthonormal so that the constraints are ||vi|| = 1 and vivj = δij .















vT1 v1 − 1
)
where we used that Var(z1) = Var(vT1 x) = vT1 Σv1 with Σ = Cov(x) being the co-
variance matrix of x. Taking the derivative while ignoring the maximum for a brief
moment leads to 2Σv − 2αv = 0 and therefore Σv = αv which only holds true for
eigenvalues and eigenvectors of Σ. As the maximum is searched, α also has to be
largest eigenvalue and associated eigenvector. We can continue this procedure by al-
ways adding a new constraint like v1v2 = 0 to Eq. 2.27. Eventually these will all result
in eigenvalue problems that are solved by the largest remaining eigenvalue. Hence, the
new coordinate system that maximizes variance along the first axes is spanned by the
eigenvectors of the covariance matrix in descending order of the associated eigenvalues.
As briefly mentioned in the beginning of this section, PCA can be used as a method for
dimension reduction when the axes that do not carry significant variance are neglected
and only the first few coordinate dimensions are used for the further analysis. One
other way to use PCA, is to use it as a method to extract the dominant variability
patterns from spatiotemporal datasets. This is especially common in meteorology.
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The leading eigenvectors, often called Empirical Orthogonal Functions (EOFs)2, are
visualized to inspect the dominant variability patterns that often correspondent to
known large-scale climate phenomena as for example the North Atlantic Oscillation
(NAO) [237, e.g.].
2.3.2. Complex Empirical Orthogonal Functions
The Complex EOF analysis (CEOF) extends the standard EOF analysis by applying
the principal component analysis to the complexified time series, i.e. the analytical
signal [91, e.g.]. The analytical signal x̃(t), as introduced in Sec. 2.2.8, is usually com-
puted by augmenting the time series with its Hilbert transform as its imaginary part.
This two-dimensional embedding of the time series enables us to analyse oscillations in
time series with methods that rely on phase information. Hence, the CEOF method is
especially well suited for identifying oscillatory patterns and propagating waves [14].
We follow here the notation of Barnett [14]: The eigenvectors Bn (x) of the covariance
matrix of the spatiotemporal complexified data X̃(x, t) and its principal components
An (t) =
∑
x X̃(x, t)B∗n (x) are all complex valued and can therefore not be analysed
directly as it is the case for the standard EOF analysis. Thus, we investigate the
following three measures, which separate the temporal and spatial domain, as well as
the phase and amplitude information:






• spatial amplitude function Sn (x) = (Bn (x)B∗n (x))1/2,






= and < denote the imaginary and real part respectively. For more details on CEOF
analysis, the reader is referred to Barnett [14].
2.3.3. Singular Spectrum Analysis
Another method that is related to PCA is Singular Spectrum Analysis (SSA). Similar
to PCA, but focusing on the temporal rather than the spatial domain, SSA solves an
eigenvalue problem and decomposes a single time series into several components that
can be ordered by the amount of variance of the time series they account for [36, 228].
To accomplish this, first the time series x (t) is delay-embedded into a M ×N matrix
X with the k-th row given by x (t+ k), the time series delayed by k. The time series
has length N and is embedded up to a delay M . Thereafter, the eigenvalue problem
of the covariance matrix of X is solved. It can be shown that the magnitude of the
eigenvalues is directly proportional to the amount of variance that is accounted for by
2Meteorological literature can sometimes be a bit contradictory of what is named a EOF and what
is named a principal component. We adopt the terminology here that EOFs are the eigenvectors
of the covariance matrix.
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the respective eigenvectors in the same manner as we did for PCA in Sec. 2.3.1. With




x(t+ j − 1)vk(j). (2.28)
As these principal components are in a different coordinate system than the origi-
nal time series, SSA also performs a coordinate transform like PCA, they cannot be
directly compared to the time series. We therefore reconstruct the time series from








Ak(t− j + 1)vk(j), (2.29)
where the normalizationMt and bounds of the summation Lt, Ut are subject to bound-
ary effects [229]:
(Mt, Lt, Ut) =

(1/t, 1, t) if 1 ≤ t ≤M − 1
(1/M, 1,M) if M ≤ t ≤ N −M + 1
(1/(N − t+ 1), t−N +M,M) if N −M + 2 ≤ t ≤ N.
The different reconstructed components correspond to different variability patterns
of the original time series. This allows, e.g., to filter out certain variability modes or
frequency bands from a given time series like the annual cycle of a climate time series.
The reconstructed components have been shown to capture the phase of the time series
well [78], which is a necessary condition for the phase coherence investigations we will
do in Sec. 3.5. This leaves us with the task of selecting the right components for our
investigation.
One specific approach to select only significant components is Monte Carlo SSA
(MCSSA) [6]. MCSSA computes significance thresholds by performing SSA with the
same parameters on an ensemble of surrogate time series. The exact proprieties of
MCSSA obviously depend on the type of surrogate used. When shuffle surrogates
are used, MCSSA provides a way how to distinguish a SSA component from (high-
frequency) noise. If the eigenvalue of the k-th component is lower than 95-percentile
of eigenvalues of the k-th shuffle MCSSA surrogate component, the corresponding
reconstructed component is regarded as noise. This yields similar results to the visual
check of the cumulative eigenvalue series approaching a horizontal line [204]. Another
possibility is to use AR1 or AR2 surrogates as their spectrum is closer to that of a
typical climate time series.
2.3.4. Clustering
Another way of extracting patterns from data in an unsupervised manner, is clustering.





Figure 2.7.: Clustering example, the data (a) is generated from two two-dimensional
normal distributions and a sine wave with added normal distributed noise. (b) K-
means clustering (with k = 3) identifies only one of the clusters correctly, the sine
wave is split in two clusters, one of them joined with the upper right cluster. (c)
DBSCAN identifies all clusters correctly except for two single points which are labelled
as outliers by DBSCAN.
members of each group exhibit similar behaviour to each other but dissimilar behaviour
to members of other clusters. What exactly similar and dissimilar means in this
context depends very much on the exact clustering algorithms and often on the choice
of an appropriate similarity measure by its user. In this thesis, we will use clustering
algorithms to distinguish and identify different qualitative behaviour of dynamical
systems, e.g. we want to group initial conditions that lead to oscillating solutions into
one cluster and those who lead to a stable fixed point to into another cluster.
As an example, one of the conceptually simplest clustering algorithms is k-means
clustering [117]. It partitions the data X into k groups, whereas k is chosen a priori,













1 if ||xi −mj || = minj ||xi −mj ||
0 otherwise.
(2.31)
Here, mi are the centers or means of each of the k clusters, b(j)i is the label that
indicates that the i-th data point belongs to the j-th cluster and ||.|| is most commonly
the L2 norm. The values for mi are found using an iterative procedure. Starting points
for mi are random. In each interaction all labels b(j)i are computed and the means are
updated by solving ∂E/∂mi = 0 for mi. The exact formula depends on the chosen
norm ||.||. PCA can be used to provide reasonable starting values for mi[7]. K-means
returns clusters that are convex or almost spherically shaped as only the distance to
the center of the cluster is minimized. While this can already give good insights into
the data, it will not be enough for complex systems that potentially exhibit more
complex behaviour.
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2.3.5. Density-based Clustering
Like k-means clustering many clustering algorithms, partition the data by minimizing
a similarity measure of the data points to each other into a predefined number of
groups, often resulting in convex or spherical-shaped clusters [104]. We are interested
in complex systems where the shape of groups of data points exhibiting similar be-
haviour can be quite complex as well and generally we will not know the number of
clusters that we want to detect a priori. One class of clustering algorithms able to
deal with these constraints is density-based clustering (see Fig. 2.7). Density-based
clustering groups contiguous regions with a high density of data points that are sep-
arated by regions with a low density of data points into clusters [104]. The regions
with a low density of data points are typically considered as noise or outliers. Thus
density-based clustering algorithms can also be used for outlier detection.
Probably the most used, and also one of the first widely used, density-based cluster-
ing algorithms is density-based spatial clustering of applications with noise (DBSCAN)
[65]. As an input DBSCAN needs the distance from each point to other Dij . This can
be the L2 norm, but it can also be another norm, as we will also derive a specialized
norm for application to dynamical systems, later. In order to determine the contiguous
regions with high density, several definitions have to me made, following Ester et al.
[65]:
• ε-neighborhood: All points Nε(p) that have a distance Dip smaller than ε to p,
• Point p is directly density reachable from point q if p ∈ Nε(q) and |Nε(q)| ≥
minPts,
• Point p is density reachable from point q, if there is a chain of connection q →
p1 → p2 ... → p where for all subsequent pairs (pi, pi+1) of points pi+1 are
directly density reachable from pi,
• Points p and q are density connected if there is another point o from which both
are density reachable.
The difference between definition three and four is made to distinguish between points
at the edge and at the core of clusters. minPts is a parameter of the method and can
be thought of as a lower threshold for what is considered as a high density of points
within a radius ε. A cluster C then is the set of points for which
• ∀p, q ∈ C, p and q are density connected,
• ∀p, q, if p ∈ C and q is density reachable from p, then q ∈ C
hold. All points that are not part of a cluster are considered as noise or outliers. This
chain of connection, is a feature of the DBSCAN algorithm, that will be particularly
useful for our application to dynamical systems later. Given data, the DBSCAN clus-
ters are computed by starting with an arbitrary data point, determining its cluster
and all the points that belong to it with the rules introduced above. Then, the algo-








Figure 2.8.: Schematic of a multilayer perceptron feed-forward neural network
(MLP). The left part is the full schematic of the network with all nodes and con-
nections sketched. Circles symbolize nodes of the network and squares inputs. The
MLP has M layers. The last layer defines the output ŷ of the MLP, all other layers
are also referred to as ’hidden layers’. On the right the analogous shorthand that is
used later in this thesis is shown.
parameters of DBSCAN are ε and minPts, Ester et al. [65] recommend in their original
paper to find them by computing the sorted k-dist graph. The k-dist is the distance
of a point to its k-th nearest neighbor. The sorted k-dist graph then is the graph of
all k-dists of the dataset in descending order. ε is then chosen as the value at the first
visual knee in the graph and minPts as k. We will discuss other possibilities for our
specific application later.
2.4. Fundamentals of Artificial Neural Networks
Another machine learning technique that we will make use of are artificial neural
networks (ANNs). They are powerful, data-driven universal function approximators
[52, 92] that are inspired by biological neural networks such as the human brain. This
means that ANNs can approximate every function, it could be an analytical expression
such as f(x) = sin(x2), or even a more general question such as: ’Given a 128× 128-
sized image, what is the probability that there is a cat in the image?’. ANNs do
not try to mimic an actual biological neural network though, they are multi-purpose
statistical tools. Early forms of ANNs were already used in the 1950s [67, 175, 181].
They became more useful when backpropagation and automatic differentiation, now
standard techniques to fit ANNs to data, were first formulated in the 1970s and -80s
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[116, 185, 242]. However, only the recent advance of "big data", readily available large
datasets, and increasing computational power have allowed ANNs to become a crucial
technology in many science disciplines, and also for commercial applications [79]. In
the last years, ANNs made the headlines of international news for achievements such
as beating the world’s best Go players, a feat that was for a long time thought to be
impossible for a computer program [208].
Essentially, ANNs are nonlinear models with an enormous amount of parameters
and an associated set of techniques to learn the right parameter values from data.
ANNs are comprised of many artificial neurons, also called nodes, that are connected
with each other to form a network. One of the simplest forms of ANNs are multilayer
perceptron feed-forward neural networks (MLP)3. A MLP is comprised of M layers of
nodes, each layer i consisting of N (i) nodes. All nodes of subsequent layers are densely
connected with each other and each connection has a weight w(j)ik (see Fig. 2.8), where
w
(j)
ik is the weight of the connection from the k-th node in the j-th layer to the i-th node
in the j + 1-th layer. Each node sums all its inputs and applies a nonlinear function







ik xk + b
(j)
i ), (2.32)
where b(j)i is an additional bias parameter of each node. Without the nonlinear function
fNL, also called activation function, the output of the MLP would just be a polynomial
and the MLP thus only be able to approximate polynomial functions. The nonlinearity
eliminates this shortcoming. There are many possible choices for this function. Tradi-
tionally, tanh(x), sigmoid (1/(1+e−x)), and ReLu (max(0, x)) are popular choices. In
the following we will use the swish function fNL(x) = x/(1+exp (−x)) as it potentially
improves the accuracy of the ANN [169]. Due to its dense connections a MLP layer is
also referred to as a dense layer, especially within machine learning software libraries.
In matrix form, a complete dense layer reads
Dense(x;Nin, Nout, fNL) = fNL(Wx + b), (2.33)
where the (Nout × Nin)-matrix W and the Nout-dimensional bias vector b are the
learnable parameters Θi = {W,b}. The last layer of the MLP forms the output ŷ of
the MLP and we will refer to the collection of all parameters of all layers as Θ.
MLPs, as most ANNs, are a supervised machine learning method: we seek the op-
timal parameters for the MLP by minimizing a loss function on example data which
consists of pairs of input and output values (x,y). For regression tasks this loss func-
3Some authors only call nodes or networks a (multi-layer) perceptron when its purpose is binary
classification, for others perceptron is (almost) synonymous with node and a MLP can also be set
up for regression tasks. We will adopt the latter terminology.
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tion is usually the sum of the squared errors between the output of the MLP(x; Θ) = ŷ




(yi −MLP(xi; Θ)))2. (2.34)
In order to minimize the loss function L(Θ) with respect to Θ, we have to compute
the gradients of the loss function L with respect to all parameters ∂L/∂θi. As an
example, following Alpaydin [7], let us consider a 2-layer MLP with a vector as an
input, a single number as an output, with αij as the parameters of the first layer
and βi as the parameters of the second layer which has no activation function. For
simplicity both layers have no bias parameters. The output of this MLP for the j-th






i is the output of the i-th node of the
first, hidden layer given input xj . The derivatives with respect to the parameters of



















where we define δi = −2(yj − ŷj). The derivatives with respect to the first layer follow





























The first two factors are the loss δj which has already been computed in Eq. 2.35,
weighted by βi, the weights of the second layer, which can be interpreted as the error
of node i of the second layer [7]. The errors of the MLP are thus propagated backwards
by repeatedly applying the chain rule, hence this algorithm is named backpropagation
[185]. In practice, most software libraries compute these derivatives with automatic
differentiation (AD). AD is a set of techniques that augment code in such a way that
when executing a function, it is able to track each elementary operation performed by
the function, computing its derivative and ultimately also computing the derivative of
the function itself by applying the chain rule to all tracked elementary operations that
lead to the output of the function [17]. As soon as we obtain the derivatives of L for
all parameters θi, we are able to update the parameters by




where η is the learning rate. The learning rate has to be small enough so that minima
of L are not missed, but large enough for the update procedure to converge quickly. It
is a hyperparameter of the MLP approach. This is the most basic form of a gradient
descent optimization. In practice more sophisticated versions decrease the learning
rate over time [99], feature a per parameter learning rate [101] and weight decay. We
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Figure 2.9.: Schematic of a residual network block: the
input h is both put into a block of layers (e.g. dense or
convolutional layers) RNB(h(n); Θ) with parameters Θ
and skips past this block of layers via a shortcut. The
output RNB and is then summed with its input to form
the output of the residual network block h(n+1)
will use an optimization method that uses all of these, adaptive moment estimation
with decoupled weight decay regularization (AdamW) [123].
ANNs can have enormously many parameters and thus are prone to overfitting.
There are many different techniques to combat this. In this thesis we will concentrate
on just two techniques as our ANNs are comparably shallow. These are regularization
and monitoring the loss and accuracy on a validation set. The ANN is overfitted if
the loss on the data it was trained with is very small, while it generalizes very poorly
on previously unseen data. We thus split the dataset into two parts, a training set
and a validation set, to test how well the ANN generalizes. In the beginning of the
learning procedure both the loss on the training and the validation set will decrease.
As soon as the loss on the validation set rises again while the loss on the training
set still decreases, the ANN is beginning to overfit and the training procedure should
be stopped. Regularization on the other hand means that we penalize the weights in









The regularization constant γ is another hyperparameter of training the MLP and ||.||
is typically the L1 or L2 norm. Regularization is also part of the AdamW optimizer
used throughout this thesis as it features a weight decay term in every parameter
update.
For ANNs with many layers, deep neural networks, gradients computed through
backpropagation are potentially getting very small, effectively obstructing the training
of deep ANNs. This is the vanishing gradient problem [89]. One way to mitigate or
at least attenuate it is the introduction of additional shortcuts or skip connections to
the ANN. A particularly successful technique are Residual Networks (ResNets) [84].
ResNets connect the input h(n) of a layer or block of layers (RNB) directly back to its
output h(n+1)
h(n+1) = RNB(h(n); Θ) + h(n) (2.38)
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as is shown in Fig. 2.9. In Chapter 5 we will see that these ResNets also bare strong
similarities to differential equations.
Aside from MLPs, another important ANN class are convolutional neural networks
(CNN). They are inspired by the visual vortex of animals [73]. In contrast to the
densely connected layers of a MLP where each connection has its own weight, the
CNN layers share a lot of weights and react to local features of the input. As the name
suggests CNNs perform a discrete convolution on the input, in the 1-dimensional case









with the filter kernels k as parameters. Typically multiple convolutions with multiple
different filters are applied simultaneously, which is referred to as the convolutional
layer having multiple channels. In an image recognition task the individual filters
correspond to the recognition of specific features and shapes such as corners, circles or
edges [79]. When working with convolutional layers, one also often uses pooling layers
that reduce the (spatial) dimension of the data by downsampling. For us, CNNs will
be useful when dealing with spatiotemporal dynamical systems and data.
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Monsoon System: Networks & Phase
Synchronicity
When we want to understand the climatology of a region, understand repeating pat-
terns of e.g. heavy rainfall or we desire to predict the onset of a monsoon, we need to
be able to understand the complex spatiotemporal variability and intricate coupling
structure that constitutes its climate. Networks have proven to be a valuable tool to
investigate spatiotemporal coupling structures in the climate system [59, 223]. Net-
works are able to uncover and, upon a suitable quantification of the network topology,
visualize these coupling structures remarkably well.
Networks from climate data, climate networks, are usually constructed by thresh-
olding a pairwise similarity measure of spatiotemporally gridded data. As such they
are spatially embedded networks (see Sec. 2.1.2). If the similarity between the time
series at two distinct grid points is larger than a certain threshold, a link is placed.
This similarity measure can be e.g. a correlation coefficient [59, 225] like the Pear-
son correlation, but also event synchronization when one is more interested into the
spatiotemporal dynamics of extreme events [132]. These networks are then usually
studied with centrality measures like those that we have introduced in Sec. 2.1. The
centrality measures highlight regions that are particularly important for the climate
of the studied region. Climate networks constructed from the pairwise correlation of
global surface temperature data for example strongly highlight the region in the Pa-
cific Ocean that is associated with the El Niño-Southern Oscillation (ENSO) which is
otherwise not immediately visible in the raw data [59].
Due to the large-scale seasonal changes in precipitation, wind and other observables,
complex networks are especially well suited for the analysis of spatiotemporal couplings
in monsoon systems [24, 29, 30, 132]. Additionally, complex networks have also proven
to be an effective tool for the analysis of larger-scale, interannual variability due to
phenomena like ENSO [224, 250]. By utilizing climate networks it is also possible to
distinguish different types of El Niño events [243]. Recent advances even suggest that
networks can serve as early warning precursors of ENSO events or even predict them
[142, 177]. Aside from ENSO, climate networks are also a powerful tool to uncover
other teleconnections pattern [27, 30, 173, 253].
Networks excel in uncovering patterns from large amounts of spatiotemporal data.
They can tell where to look for further investigations. Two particularly successful
examples of this approach are the prediction of extreme floods in the eastern Andes
[23] and the prediction of the onset of the Indian summer monsoon [216]. Both studies
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based on an initial network analysis of the respective region. In the following we will
approach this in a similar manner. First we will give a short introduction into the
climate system in question, the South American Monsoon System (SAMS), then we
will introduce a novel network construction, streamflow networks. Subsequently, the
streamflow networks will be used to investigate the low-level circulation of the SAMS.
One feature of the SAMS that is highlighted by the networks, the rainfall dipole of
the SAMS and its connection to Rossby Waves, will then be further investigated with
phase synchronization techniques.
Sec. 3.3 - 3.3.2 follow the publication „A complex network representation of wind
flows“, reproduced from [MG1], with the permission of AIP Publishing, Sec. 3.1, 3.2
and 3.4 follow closely text and results of parts of the publication „Variability of the
Low-Level Circulation of the South American Monsoon Analysed with Complex Net-
works“ [MG4] and Sec. 3.5 follows the publication „Phase coherence between precipi-
tation in South America and Rossby waves“ [MG3].
3.1. The South American Monsoon System
The region whose climate we are investigating primarily throughout this chapter is
South America and the monsoon system it is characterized by. The South American
Monsoon System (SAMS) was not categorized as a monsoon system until Zhou and Lau
[254] showed that the climate of South America actually fulfills a slightly loosened cri-
teria of a monsoon system: The key difference between the SAMS and other monsoon
systems is that there is no seasonal reversal in the prevailing wind direction. However,
as Zhou and Lau [254] showed this reversal does happen for the anomaly wind vector
field, instead. The reversal in the anomaly wind directions around the equator can be
understood as an effect of the stronger atmospheric heating over the South American
continent as compared to the tropical Atlantic ocean, which enhances the low-level
winds from the Atlantic ocean toward the South American continent, superimposed
on the year-round easterly direction of the trade winds. The largest precipitation dif-
ferences between dry and wet seasons can be found in the southern Amazon (at about
10°S), where precipitation peaks during austral summer (DJF) [34].
The differential heating between the tropical Atlantic Ocean and the South Ameri-
can continent, together with the trade winds that are strong year-round, are the key
ingredients of the South American Monsoon System (SAMS) [34]. The trade winds
are responsible for the low-level moisture transport from the tropical Atlantic ocean to
the continent. The trade winds are, after crossing the Amazon basin, deflected by the
Andes and channeled southward into the South American Low-Level Jet (SALLJ) (see
Fig. 3.1). The SALLJ is a synoptic-scale wind system with highest speeds typically
attained in Bolivia near Santa Cruz de la Sierra [136, 206, 230]. There are different
definitions of Low-Level Jets (LLJs) in general and of the SALLJ in particular. Bon-
ner [33] defines LLJs as events which have to fulfill a certain velocity criterion: the
Bonner criterion 1 demands a velocity of 15 m s−1 and a velocity decrease of at least
6 m s−1 at 3 km altitude. This is well above the mean velocities observed in the regions
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associated with the SALLJ. Typically, Bonner 1 events occur between 5 and 50 times
per year depending on the exact observation point and year [137]. In contrast to this
event-type definition, Rodwell and Hoskins [178, e.g.], regard LLJs as essential and
permanent features of every subtropical monsoon system. Here, we follow the line of
Rodwell and Hoskins [178] and speak of an enhanced SALLJ when there are positive
velocity anomalies with a poleward direction at the eastern slopes of the Andes and
of an suppressed SALLJ when there are negative velocity anomalies.
The SALLJ transports moisture from tropical South America (including the Ama-
zon) to southeastern South America (SESA) (Fig. 3.1). The intensity and position of
the SALLJ is connected to the occurrence of floods and droughts in SESA, as well as
to the frequency, intensity, and size of Mesoscale Convective Systems (MCS) forming
in SESA [136, 230]. We will therefore put significant emphasis on the variability of
the SALLJ. Depending on prevailing atmospheric conditions, the SALLJ exhibits two
different regimes: it either has a pronounced southward component exiting in the Gran
Chaco area (the so-called Chaco Jet), or a more pronounced eastward component ex-
iting in southern Brazil (the No-Chaco Jet) [188, 191].
Monsoon systems like the SAMS are the result of a complex interplay of atmospheric
processes on various spatial and temporal scales [240]. The strength or activity of a
monsoon is most easily noticeable in terms of anomalously high precipitation. This
strength of precipitation is naturally coupled to the low-level circulation of the mon-
soon system as well, so that different criteria for active and break monsoon phases
based on precipitation, pressure systems and wind have been suggested [167, 170].
The active and break phases are strongly connected to changes in the low-level cir-
culation [240]. In the latter study, the authors formulated a criterion for the Asian-
Australian Monsoon to distinguish between active and break phases solely based on
the wind velocity at 850 hPa and the outgoing longwave radiation (OLR, merely a
proxy for precipitation) in certain reference regions. This concept was applied to the
South American Monsoon System (SAMS) as well: Jones and Carvalho [94] showed
that the direction of the anomaly wind vectors in the Brazilian state Rondônia is an
indicator for this activity. Based on previous observations, Jones and Carvalho [94]
picked a region in Rondônia (9°-13°S, 60°-64°W) as a reference for classifying the wind.
Rondônia is situated south of the Amazon basin and north of Bolivia. It is therefore
heavily affected by the strength of the monsoon. Whereas the absolute wind field
in Rondônia is northerly throughout the austral summer season (DJF), the direction
of the anomaly wind field exhibits two distinct regimes: a westerly and an easterly
regime. These regimes can be identified with active and break phases of the SAMS,
as they are related to large-scale differences in precipitation [94]. They will be further
investigated in Sec. 3.4.1 and Sec. 3.4.3.
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Figure 3.1.: Overview of important features
of the low-level atmospheric circulation of the
South American Monsoon System (SAMS). The
incoming trade winds and the South American
Low-Level Jet (SALLJ) are marked in red. The
South Atlantic Convergence Zone (SACZ) and
southeastern South America (SESA) are marked
in black. In Sec. 3.4, active and break phases of
the SAMS are studied. For this purpose sev-
eral additional regions are marked. The active
and break phases are distinguished based on the
wind direction in the Bolivian districts Beni and
Santa Cruz (BSC, marked in dark blue). The
original study used a reference region slightly to
the north, in the Brazilian province of Rondô-
nia (marked in orange, see text) [94]. Vari-
ous regions in South America that are refer-
enced in later sections are marked in yellow.
These include (from north to south) the Llanos
Plain (LLA), the Guyana Highlands (GH), the
Guyanas without the Guyana Highlands (GUY),
the eastern slopes of the Andes in northern Bo-
livia and western Paraguay (NBP) and Patago-
nia (PAT).
3.2. Data
In our analysis we will use reanalysis data. Climate data is measured from a variety of
sources and in a variety of manners, ground-based stations, satellites, aircraft, ships,
buoys, radar and more [174, e.g]. All contribute to the available database of climate
data. Reanalysis models take in all of these data sources and interpolate them onto
a regular spatiotemporal grid. This makes the analysis for us much easier as we
do not have to deal with any effects from irregular temporal or spatial grids. We
utilize two different reanalysis data sources throughout our investigations, NASA’s
Modern-Era Retrospective analysis for Research and Applications (MERRA) and its
updated version MERRA2 [174]. The datasets that we use cover the period from
1980 to 2016 and consist of 6-hourly or daily data on a 1/3◦ × 2/3◦ rectangular grid.
Especially the atmospheric circulation can be very different in different heights above
ground. Instead of using fixed heights in meters, the observables are usually tracked
on isobaric surfaces, the geopeotential height (GPH). In the following, observables
at 850 hPa which correspondent to an altitude of roughly 1.4 − 1.5 km are used to
investigate the low-level atmosphere and observables at 250 hPa which correspondent
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to an altitude of roughly 10−11 km are used to investigate the upper-level atmosphere
such as the jet stream and Rossby waves. The GPH itself is one of those observables
and one of our main data sources for the state of the atmosphere. GPH as an observable
is the height in meters of a isobaric surface with a certain pressure. Wind, given in
its meridional and zonal component at a specific pressure level, and precipitation are
other observables that we will use in our analysis. Often, we will limit our analysis to
the months November to February (NDJF), as this is roughly the wet season of the
SAMS. Anomalies are computed with respect to the seasonal climatology of NDJF,
i.e. its mean, for the composite analyses accompanying the network analysis.
The networks constructed in the following are computed from a dataset of a large
map section spanning 0°W-110°W; 70°S-25°N and thus comprising N = 33, 366 nodes.
In order to minimize biases due to boundary effects of these spatially embedded net-
works (see Sec. 2.1.2), we choose a region that is substantially larger than the South
American continent and the area we are interested in. The resulting centrality mea-
sures of the networks are cropped to a smaller map section that is also used for com-
posites of geopotential height and precipitation: 20°W-90°W; 60°S-20°N.
3.3. Streamflow Networks
Climate Networks, typically involving similarity measures, are mostly applied to tem-
perature and precipitation data. One climatic observables that have so far not been
considered for a complex network analysis is the atmospheric wind field. Wind data
provide crucial information about Earth’s atmospheric circulation and as we’ve seen in
Sec. 3.1 the SAMS like other monsoon systems is characterized by large-scale changes
in the wind direction. Furthermore, global-scale phenomena like the El Niño-Southern
Oscillation also directly impact regional wind fields. Wind is, in contrast to other
quantities that were previously used to construct climate networks like temperature
or rainfall, not a scalar but a three-dimensional observable. Large-scale atmospheric
motions are dominated by a balance between the Coriolis and pressure-gradient forces.
This geostrophic equilibrium causes the wind vectors to be approximately parallel with
isobaric surfaces, as long as the Coriolis force has a horizontal component, which is the
case everywhere except along the equator [187]. For our application, we are interested
mainly in advective processes (i.e., horizontal transport of air masses) associated with
the South American monsoon system (SAMS), because these determine the charac-
teristic, large-scale coupling patterns which we intend to analyze with the network
approach. For the investigation of the SAMS, it is therefore sufficient to investigate
the two-dimensional wind on isobaric surfaces, even though heat transfer causes ver-
tical winds, which play a key role for the formation of the large-scale circulation cells
of Earth’s atmosphere. This vertical motion is usually slower than the geostrophic
motion, which at 850 hPa is typically of O
(
1 m s−1 − 10 m s−1
)
. The restriction to
two-dimensional isobaric surfaces also allows for an easier interpretation of the meth-
ods and results: although the three-dimensional field could technically be analyzed
with the method introduced in the following, it would make the results harder to vi-
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sualize and most data sources wouldn’t offer vertical levels close enough to each other
for our approach.
In the following, a construction method for climate networks from two-dimensional
flows like the low-level atmospheric wind field is introduced. The majority of exist-
ing climate network construction methods are based on pairwise correlations of scalar
observables. Of course, even from a two-dimensional observable, like the wind field
on a given geopotential height, we could derive a network representation solely based
on correlations. For example, correlations could be computed between the zonal and
meridional components separately, from the absolute values of the two-dimensional
vectors, or by a form of scalar vector product. Several successful approaches to con-
struct networks from flows based on correlations have been introduced [143, 226, e.g.].
Complementary, we intend here to introduce a method that directly utilizes the char-
acteristics of multidimensional vector fields. Approaches for a direct network repre-
sentation of flows have been introduced, e.g., by Ser-Giacomi et al. [202] and Viebahn
and Dijkstra [232]. Viebahn and Dijkstra [232] investigated critical transitions of the
wind-driven ocean circulation in a model basin by utilizing complex networks that were
constructed with links along or across the streamlines of the flux. Ser-Giacomi et al.
[202] used Lagrangian simulations to construct complex networks of the surface flow of
the Mediterranean sea. Further studies investigated atmospheric blocking with these
Lagrangian flow networks as well [203]. Here, we intend to propose a new construction
method for the analysis of flow data. We will introduce a simple model of the local
flow and propose two different approaches to ensure the significance of the links that
we set. We will test and validate the method by applying it to observational wind
data of the South American monsoon system before turning to a deeper analysis of
the variability of the SAMS. As large-scale changes in the wind field are a substantial
feature of every monsoon system, they serve as an ideal application for the proposed
methodology.
3.3.1. Network Construction
Most climate networks focused on statistical co-variability measures to compare two
time series, placing a link between the corresponding nodes if their co-variability is
particularly high. For the case of the two-dimensional isobaric wind field, we propose
an alternative approach that focuses on the directed properties of this two-dimensional
vector field: Wind mainly transports air and moisture from one location to another.
Given the wind data at a specific location, we can calculate how far the wind transports
matter during a specific time and link all nodes reached by the wind. We call networks
based on this idea subsequently streamflow networks. They will most suitably be
analyzed by measures that focus on the paths which these streamflow links create. In
the following, we will present two ways to construct such networks: One where the
corresponding significance tests are based on numerical simulations, and one where
they are based on an analytical approximation.
32
3.3. Streamflow Networks
Figure 3.2.: Basic concept of the streamflow networks: The blue filled nodes are
considered to be reachable by the wind of the black filled node i. The covered distance
di (t) is directly proportional to the velocity of the wind, the vector has the same
direction as the original wind vector (ui (t) , vi (t)) and the angle uncertainty uθ is a
parameter of the network. The blue shaded area indicates the central angle referred
to in the text.
The streamflow networks rely on the basic idea of networks directly representing the
flow of the wind fields. To implement this idea, we derive a strongly simplified model
of the wind flow. For this purpose, we first focus on a single node i and a single step t
in the time series. Introducing a fixed travel time T , the distance the wind can reach
in T is |(ui (t) , vi (t))| ·T . We add an additional uncertainty udi (λi). This uncertainty
is chosen to ensure that two nodes will be linked when the distance the wind can reach
passed more than halfway through the distance between two neighboring nodes as
nodes represent the entire grid cell area surrounding them, and not just their precise
location. This way, we also lower the chances of having dead ends in the paths of the
network. For a given rectangular grid this uncertainty will depend on the latitude λ of
node i. We define this uncertainty as the average of the distance to the next neighbor
in the meridional direction dm and the zonal direction dz:
udi (λi) =
1
2 (dm + dz (λi)) . (3.1)
The distance in the zonal direction depends on the latitude, whereas the distance in
the meridional direction is a constant for a given rectangular grid. The total distance
that is considered to be covered by a given wind vector thus follows as
di (t) = |(ui (t) , vi (t))| · T + udi (λ) . (3.2)
For grids with a very fine resolution, udi will be small in comparison to |(ui (t) , vi (t))| ·
T . Note, however, that it would become more important for coarser grids.
Focusing on the actual wind flow, we also have to account for the direction of the
wind. The arctangent of the meridional and zonal wind component yields the wind
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angle θi (t). Next, we also introduce an angle uncertainty uθ. We define a circle section
with the spatial position of node i as its center for every time step. The radius is di (t),
the central angle is 2 ·uθ and θi (t) its direction (see Fig. 3.2). All nodes that lie within
this circle sector are considered to be reachable by the wind at time t from node i. The
angle uncertainty uθ introduced here remains a parameter to be set. It governs how
wide the circle section is and therefore directly influences the degree centrality and
link density of the resulting network (see Sec. 3.3.2 below regarding suitable choices
of this parameter).
Next, we apply this method to the whole time series at node i and count how often
each other node j lies within the circle sections determined for each time step t. This
provides the hit counts hij . There are two different approaches how we can derive
a significance threshold for these hit counts. If hij is larger than this significance
threshold we set a link between i and j, otherwise not.
Simulation Method
The first approach to compute a significance threshold is with surrogate data. By
computing Nstat surrogate hit counts η(k)ij that tell us how often node j lies within the
circle section spanned by node i in the k-th surrogate, we can derive a significance
threshold for the actual hit counts hij of the real data. The surrogates are based on
uniformly distributed angles as their direction and velocities drawn from the velocity
time series of the node. These hit counts are approximately normally distributed
(see Figure A.5) and therefore it seems reasonable to calculate the mean µη,ij and
standard deviation ση,ij of η(k)ij with respect to k, the surrogate number, to estimate a
significance threshold for hij . Thus, we define the adjacency matrix of the network as
Aij =
{
1 if hij > µη,ij + n · ση,ij with n ∈ N
0 otherwise.
(3.3)
The parameter n is either 2 for a 95.5% significance or 3 for a 99.7% significance, as-
suming a normal distribution. A pseudocode representation of the complete algorithm
is shown in the Appendix Sec. A.1.1.
The resulting network is directed. Its out-degree thus strongly depends on the
absolute value of the wind velocity and does not provide much additional information.
A path-based measure like the betweenness centrality seems to be ideal for these kind
of networks. The resulting networks will exhibit strong boundary effects due to the
underlying wind fields and the directed nature of the network.
Semi-analytic Method
The previously proposed method to compute significance thresholds for the streamflow
networks has one significant flaw: the computation of the surrogates is costly and scales
with O (Nstat ·Nt ·NNode) in computation time for every node. Using the same basic
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concept (see Fig. 3.2), we can, alternatively, analytically estimate how likely it is that
a hit count hij occurs just by chance.
The probability for a single hit from node i to node j can be assumed to be binomially
distributed because either a hit occurs with the probability pij or it does not with
probability 1 − pij . Hence, we compute the probability for k hits to occur with a
cumulative binomial distribution:








pkij (1− pij)Nt−k . (3.5)
Looking at time series with large Nt, the binomial distribution can be approximated
either by a Poisson distribution for small Ntpij or a normal distribution otherwise:
Pij (k ≥ hij) =









Both situations will occur when looking at large datasets with big map sections.
The approximation with the Poisson distribution is typically used for pairs of nodes
with a large spatial distance.
We introduced the streamflow network method by first looking at the absolute value
of the velocity and then at its direction, one after the other. Hence it seems reasonable
to split the elementary probability pij into a velocity component p|v|ij and an angular
component pθij , too. In first order we may approximate these two probabilities as
independent from each other. Therefore the elementary probability pij follows as
pij ≈ p|v|ij · pθij . (3.7)
The velocity probability p|v|ij is the probability to have a velocity large enough that
the node j is reachable for wind from node i. Hence, it is the probability that |v|i >
dij
T . Formally this probability can be calculated using the velocity probability density





p (|v|) dv. (3.8)
However, given a discrete sample time series for |v (t)|i, this integral can be estimated
by sorting the time series and then finding the value closest to dijT . The relative position
of this value in the sorted series is then the estimated value of p|v|ij . This estimate
for p|v|ij mirrors the procedure when generating surrogates where we also only draw a
random value from the time series.
The angular probability pθij is the probability to randomly draw a direction in the
interval [θij − uθ, θij + uθ]. Assuming a uniform distribution for this random process
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as when calculating the surrogates before, this probability is just the fraction of the





Using the elementary probability pij , we can now calculate the probability Pij (k ≥ hij)
which tells us how likely it is that hij (or more) hits occur just by chance. The
adjacency matrix of networks follows by thresholding this probability with
Aij =
{
1 if Pij (k ≥ hij) < ψ
0 otherwise
. (3.10)
It seems reasonable to choose the threshold ψ to fit the probability enclosed by
µη,ij±n ·ση,ij when calculating the surrogates, so that both methods yield comparable
networks.
This semi-analytic approach is just another way of calculating a streamflow network
with similar properties as with the surrogates. It is an unweighted, directed network
that emphasizes on the importance of paths through the network. The semi-analytic
approach should save us a lot of computation time, though. The only computationally
intensive task remaining is the integral for p|v|ij . Solved by sorting the time series,
with e.g. quicksort, and then searching for the position in the sorted array with a
binary search, its computation time scales with O (Nt · logNt · logNt). This is much
less than the computation of the surrogates for the simulation method.
3.3.2. Application to the SAMS
Before we utilize the streamflow networks for a thorough analysis of the variability of
the low-level circulation of the SAMS, we will test them and compare the two different
construction methods to each other to see which one we will use in our further analysis
later and find suitable values of the parameters used in the construction.
Parameters
Table 3.1.: Overview over most used parameter choices for streamflow networks.
Travel time T 1 d
Angle uncertainty uθ π6
Number of surrogates (simulation method) Nstat 200
Significance parameter n (simulation method) 2
Threshold probability ψ (semi-analytic method) 0.05
The travel time T and angle uncertainty uθ are crucial for streamflow networks.
T sets the radius of the circle section (Eq. 3.2) used to determine the network links.
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Hence, there is a direct connection of T to the out-degree and thus also the link
density of the network, ρ scales almost linearly with T (see Fig. A.1). We choose a
travel distance T = 1 d as it results in a link density of about ρ ≈ 0.04 which we
consider large enough for the network to feature enough interesting features but not
too large to show mostly spurious links.
The angle uncertainty uθ is the central angle of the circle section and therefore also
affects the out-degree of all nodes. However, the angle uncertainty will also affect paths
through the network and the overall structure: The extreme case of uθ = π would, e.g.,
result in an undirected network as the circle section becomes a whole circle. We should
therefore choose an angle uncertainty that is large enough, so that enough connections
are possible, but not too large, such that the directed nature of the streamflow networks
is not lost. In fact, the link density ρ scales almost linearly with uθ. We chose a fixed
uncertainty of uθ = π6 . Future work could investigate variable angle uncertainties, e.g.
by relating them to the variance of the wind direction. However, sensitivity analyses
with varying choices of uθ reveal that the qualitative spatial structure of the networks
is very robust to small changes of uθ (see Fig. A.3 and A.4), which also justifies to
choose a fixed value of uθ as a network parameter. Such a fixed angle uncertainty
leads to a significantly simpler and computationally faster model. Furthermore, the
almost linear increase of the link density with larger time lags (Fig. A.1) indicates
that uθ = π6 is a reasonable choice given the spatial grid resolution, since this increase
would scale quadratically if the angle uncertainty were too large. In different settings
and applications, however, we suggest to always explicitly check the robustness of the
results to different choices of uθ, and modify it in accordance to the local dispersion
of the wind field if necessary.
Both of the statistical parameters n (simulation method) and ψ (semi-analytic
method) will have a direct influence on the link density as well. However, we in-
troduced both parameters as a threshold for statistical significance and therefore set
these parameters such that a 95% confidence level is obtained. Here, we choose to set
both statistical parameters to a similar level of significance with n = 2, which repre-
sents 95.45% for normal distributed values, and ψ = 5%. This leads to both methods
using a comparable parameter set.
In the Appendix Sec. A.1.2 there is an extended discussion of the parameter choices
with additional results from varying the parameters T and uθ, further justifying the
parameter choices that we take.
Results
Given the parameter values that we just set, we compute streamflow networks for
the core monsoon season in South America (DJF) using the MERRA dataset of wind
fields at 850 hPa introduced in Sec. 3.2. Spatial distributions of centrality measures
(see Sec. 2.1), computed for both the analytically and the numerically constructed
network, can be seen in Fig. 3.3 to 3.5.
As mentioned in Sec. 3.2, in order to reduce boundary effects the networks are
computed on a larger dataset with the centrality measures then cropped for the figures.
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Boundary effects of the OAWC and IAWC of streamflow networks can be mitigated by
choosing a larger map section because streamflow networks possess, by construction,
a maximum link distance. By extending the map section by 20° of longitude, we add
about 2000 km at 20°S or about 1000 km at 60°S in zonal direction to the map section.
Low-level winds have a typical velocity of O
(
1 m s−1 − 10 m s−1
)
. When using a travel
time T = 1 d this yields a maximum link distance of approximately 900 km. The spatial
embedding is therefore only relevant for the OAWC and IAWC for strong winds in high
latitudes. Unfortunately, path-based centrality measures like betweenness are affected
by spatial embedding in a more complex fashion. While we can thus not mitigate
these effects completely, we reduce them by choosing larger map sections as well.
The OAWC of both network types exhibits the largest values south of 40◦S. However,
these values are smaller at the eastern than at the western boundary of the map sec-
tion. Qualitatively, the spatial distribution of OAWC is very similar for both network
construction methods. In fact, the relative difference between the semi-analytic and
the simulated network is rather small. The semi-analytic network has a 0%-20% larger
OAWC (and out-degree) for most parts of the network. The only larger area with an
OAWC that is more than 50% larger for the semi-analytic method can be found in
southern Brazil close to the border with Paraguay. This region (10°-30°S, 40°-50°W)
exhibits a relatively small average wind velocity of only 2.87 m s−1, compared to the
average wind velocity of the complete map section, 5.86 m s−1, and there is a change
in wind direction in this area as there is a anticyclone east of it and the SALLJ west
of it. Possible reasons for the relatively large differences between the simulation-based
and analytical networks in this area are discussed below.
In order to investigate directional asymmetries of the streamflow networks, we con-
sider the difference between out- and in-area weighted connectivity Di. We find
that the OAWC of both network types is much larger than the IAWC south-east
of 50°S; 30°W, on both sides of the southern Andes in central Argentina and Chile, as
well as in SESA. The OAWC is much larger over the Atlantic Ocean south of the conti-
nent as well as along the eastern slopes of the Andes in Bolivia, Paraguay, and northern
Argentina. The area weighted connectivity difference Di in this region is larger for the
simulation method than for the semi-analytic one. Most parts of northern and central
South America exhibit a very similar OAWC and IAWC.
The betweenness centrality of both network types is high along the eastern slopes
of the Andes as well as in large parts of eastern and northeastern Brazil. Relatively,
the simulation-based network shows larger values in these region and exhibits a more
concise pattern. In particular, the simulation-based network has very high betweenness
centrality along the Amazon river.
To investigate the seasonal dependence of these spatial patterns, we construct an-
other simulation-based network for the austral winter season (JJA), which is also the
dry season in most parts of South America. Fig. 3.6 shows the difference of the be-
tweenness centrality between this JJA-network and the simulation-based DJF-network
discussed above. During DJF, the betweenness is much higher along the eastern slopes
of the Andes and most parts of northern South America, especially along three nar-
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Figure 3.3.: OAWC of streamflow networks for both the semi-analytic (a) and the
simulation-based (b) network construction method. The relative difference between
both networks is shown in (c). The strong eastward winds south of 40°S dominate
the OAWC. Qualitatively both methods produce networks with similar OAWC. The
largest difference can be found in central and southern Brazil.
Shield (0°N-5°N, 55°W-70°W) and one along the Amazon river (0°S-5°S, 50°W-65°W)
(all are marked in Figure 3.6). These bands align very well with the average wind
field in these areas as well. The JJA-network exhibits higher betweenness centrality
in Paraguay and south-western Brazil.
Comparing the Two Network Construction Methods
While some of the properties of the spatial distribution of the centrality measures
shown before can be attributed to the network construction method itself and the
boundaries of the map section we choose, other properties unveil important parts of
the South American climate. We will compare the two network construction methods
and the results of the centrality measures we evaluate them with.
The OAWC of the streamflow networks is, by construction, directly related to the
wind velocity. The OAWC is largest in the south of the map section where strong
eastward winds prevail. Overall, the OAWC of both networks types is very similar. The
main difference (around 25°S, 55°N) is in a region with very low average wind velocities,
east of the SALLJ and west of an anticyclone. It is not clear what exactly causes the
difference between both network types in this region, apart from the approximations
involved in the semi-analytic method. In particular, the assumption of the semi-
analytic method that velocities and directions are independent, might not hold true in
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Figure 3.4.: Difference of out- and in-area weighted connectivity of streamflow net-
works representing the South American low-level circulation, for both the semi-analytic
(a) and the simulation-based (b) network construction method. The relative difference
between both networks is shown in (c). While the high values south of 40°S are caused
by the spatial embedding, the large values along the eastern slopes of the Andes in Bo-
livia and northern Argentina indicate jet-like behavior caused by the South American
Low-Level Jet (SALLJ).
this case. However, one should expect a low OAWC in this region due to the relatively
low wind velocities which favors the simulation-based network.
The streamflow networks exhibit strong boundary effects due to their spatial embed-
ding. These effects are especially visible for the OAWC and area weighted connectivity
difference Di (see Fig. 3.3 and 3.4): Nodes in the south-eastern corner of the map sec-
tion show a smaller OAWC than in the south-west, although the average wind velocities
are similar in both regions. As mentioned before, boundary effects are strongest in
high latitudes and for strong winds. The wind field at these nodes is predominantly
eastward and thus the nodes in the south-east would connect to nodes farther east,
which are however not part of the considered map section anymore. A correction of
these boundary effects with spatially embedded random networks (SERN) is not pos-
sible here for networks not based on correlation measures [172]. Fortunately though,
the boundary effects are mostly restricted to the actual boundary, because the spatial
link distance is limited by the wind velocity as discussed in the previous section.
Di, the difference of OAWC and IAWC, encodes information about directional asym-
metries of the network. Even though much of this difference at the edges of the map
section is caused by boundary effects, it also contains valuable information about the
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Figure 3.5.: Betweenness centrality of streamflow networks representing the South
American low-level circulation, for both the semi-analytic (a) and the simulation-based
(b) network construction method. The relative difference between both networks is
shown in (c). A major difference between both methods is the high betweenness of
the simulation network along the Amazon river.
Figure 3.6.: Difference between wet and dry season of betweenness centrality of
streamflow networks of South America, constructed with the numerical simulation
method. Note the high betweenness during DJF along the eastern slopes of the Andes
and along the three narrow band marked in magenta in northern South America.
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barriers like the Andes result in large differences as well. More importantly, the SALLJ
region has a much higher out- than in-area weighted connectivity. The winds leading
into this region from the Amazon region are deflected by the Andes and are typically
quite slow, which results in a low IAWC in the SALLJ region. Additionally, the wind
speeds of the SALLJ are higher and the wind direction possesses multiple regimes, so
that connections in multiple directions are possible. The observed difference in out-
and in-area weighted connectivity can therefore be used to infer such a jet-like be-
havior. This is also true for the area along the Amazon river and around Los Llanos,
which are the only regions in northern South America with a slightly larger out- than
in-area weighted connectivity. This effect is present in both methods but it is stronger
for the simulation method. The difference of OAWC and IAWC can thus be used to
study the variability of the SALLJ as we will do in the next section.
The betweenness is probably the most important measure for the streamflow net-
works, which by construction call for a path-based analysis of their topology. Due to
our choice of a construction method based on the local flows, we associate network
paths with paths the wind could take in terms of an uninterrupted transport of air
masses. The betweenness centrality, as a measure of the number of shortest paths
running through a node, is therefore a key measure to evaluate which areas are the
most important ones for the overall path structure. Jet-like structures that intercon-
nect different areas of the network are particularly emphasized by the betweenness
centrality.
The difference between the betweenness of both methods is spread over the whole
map section. The largest and most important difference is a region of high betweenness
along the Amazon river for the simulation method that is only very weakly present
for the semi-analytic method.
Both methods produce networks which are overall very similar to each other. Differ-
ences appear only in the detail and thus one can safely pick the semi-analytic method
when computation time is an issue. However, the simulation method might be able
to reveal important wind paths slightly better and is therefore picked for our further
investigations.
Climatic Interpretation of the Results
The streamflow networks provide a network representation of the low-level atmospheric
circulation. By evaluating centrality measures and their spatial distribution we can
identify many key features of the South American climate and its low-level circula-
tion pattern. Aside from the strong winds south of South America, this pattern is
dominated by the incoming trade winds in northern South America that are, after
crossing the Amazon basin, deflected southward by the Andes and channeled into the
SALLJ (see Sec. 3.1). The streamflow networks identify these important features:
networks of both construction methods (simulation-based and semi-analytic) exhibit
high betweenness values in the SALLJ and the Amazon region, thus indicating the
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relevance of these areas in terms of important transport routes of the low-level circu-
lation. Additionally, the wind paths of the incoming trade winds over the northern
Amazon basin are clearly visible in the betweenness in terms of three narrow bands of
high betweenness as well (see Fig. 3.5).
Furthermore, the climate of South American is strongly influenced by frontal systems
originating from the southern extra-tropics, caused by Rossby waves that propagate
across the southern Pacific ocean [25, 32, 209, 210]. In the vicinity of the southern tip
of the South American continent, the absolute value of the mean wind field strongly
influences the OAWC as visible in Fig. 3.4. However, the spatial pattern of the differ-
ence between out- and in-area weighted connectivity Di is not solely determined by
this climatologically westerly wind direction. The large areas of positive differences
of out- and in-area weighted connectivity around 50◦S in combination with the nega-
tive differences over southern South America around 40◦S can be associated with the
northward propagating frontal systems, which transport cold, dry air northward at low
atmospheric levels. In this sense, the difference between out- and in-area weighted con-
nectivity gives us a form of divergence, a notion of sources and sinks of the dominant
circulation patterns.
Regarding interseasonal variability, we compare networks of the wet season (DJF)
against networks of the dry season (JJA) in Fig. 3.6. The results shows that the
betweenness centrality is able to capture the activity of the monsoon: During the wet
season the betweenness along the slopes of the Andes and northern South America,
where most moisture is transported to southern South America, is much larger than
during the dry season (JJA). As mentioned in the previous paragraph, these incoming
north-easterly trade winds are visible in the spatial distribution of the betweenness for
DJF, but are strongly diminished for JJA.
As we have shown, the streamflow networks are able able to unveil important charac-
teristics of a regional climate system like the South American monsoon. They provide
an accurate, coarse-grained representation of the low-level atmospheric circulation that
focuses on the key features thereof and can thus serve as a tool for the deeper in anal-
ysis of the variability of the low-level atmospheric circulation in the next section. For
this purpose we will choose the simulation-based method to construct the streamflow
networks. Even though both methods, the simulation-based and the semi-analytic
method yield qualitatively similar networks, the simulation-based seem to be advan-
tageous when evaluating the important path-based measures that a lot of analysis
will focus on. Especially the betweenness centrality captures important wind paths
like trade winds and the SALLJ very well. The large difference observed between
the wet and dry season networks indicates that the betweenness centrality of the pro-
posed networks can also be an indicator for the overall activity of the monsoon. The
enhanced trade winds and SALLJ during the wet season are in accordance with the lit-
erature about the South American Monsoon System. Additionally, the spatial pattern
of the difference between out- and in-area weighted connectivity provide information
about jet-like behavior, as well as about sources and sinks of the dominant circulation
patterns.
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3.4. Variability of the Low-Level Circulation
As we established streamflow networks as a suitable tool for the analysis of the low-level
circulation, we will now focus on analysing the variability of the low-level circulation
of the SAMS. In particular, we focus on the strength of the monsoon, in terms of its
active and break phases, which is an intraseasonal variability and the impact of the
ENSO, an intraannual variability.
In Sec. 3.1, we already introduced the active and break phase of the SAMS and a
criterion based on the anomalous wind direction introduced by Jones and Carvalho
[94] to classify them. Monsoon systems like the SAMS are the result of a complex
interplay of atmospheric processes on various spatial and temporal scales [240]. The
strength or activity of a monsoon is most easily noticeable in terms of anomalously
high precipitation. The strength of the precipitation is naturally coupled to the low-
level circulation of the monsoon system. The spatiotemporal characteristics of the
active and break regimes, as well as the variability of some key features of the SAMS
in response to them, has not been thoroughly explored yet. The subdivision into active
and break phase is solely based on the low-level wind direction in a small reference
region, yet both phases exhibit large-scale differences [94]. This makes active and
break phases an ideal study object for our streamflow networks. However, we will also
investigate composites of other observables such as the precipitation during the phases
further corroborate the network results.
The active and break phases are part of the intraseasonal variability of the SAMS.
On the intraannual scale, the ENSO is one of the major factors of variability. Existing
studies investigating the impact of the ENSO on the low-level circulation of the SAMS
have mainly focused on case studies of single events [e.g. 207, and references therein].
Hence, we will study the impact of ENSO on the spatiotemporal characteristics of
low-level circulation over the last decades.
3.4.1. Intraseasonal Variability of the SAMS Caused by Active and Break
Phases
In the original study on active and break phases of the SAMS, the reference region used
to distinguish the two phases was placed in the brazilian state Rondônia [94]. When
investigating the SAMS with the MERRA dataset (see Sec. 3.2), it became apparent
that there are differences to the NCEP/NCAR dataset used by Jones and Carvalho
[94]. Whereas the NCEP/NCAR dataset exhibits an overall westerly wind regime in
Rondônia, the MERRA dataset exhibits a broad northerly wind regime in Rondônia.
We therefore shift the reference region southward by 4° to (13°-18°S, 59°-65°W) to
retain a narrower, westerly wind distribution in the reference region with the MERRA
dataset as well. This area corresponds roughly to the Bolivian districts Beni and Santa
Cruz. Fig. 3.1 shows both, the location of the Rondônia reference region and the new
reference region in Beni and Santa Cruz (BSC). A more detailed discussion of the
choice of the reference region can be found in the Appendix Sec. A.1.4.
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Figure 3.7.: Histograms of wind directions at 850 hPa in the Bolivian districts of Beni
and Santa Cruz (13°-18°S, 59°-65°W, see Fig. 3.1). While the normal wind direction
(A) exhibits only one broad regime, the direction of the anomaly wind vector field (B)
exhibits two distinct regimes: the easterly regime (orange) and the westerly regime
(dark blue). Fig. 3.8 shows the corresponding wind fields. The wind direction is, by
convention, the direction the wind originates from.
The wind direction within this reference region exhibits the two distinct regimes
when the seasonal climatology is removed from the wind field component-wise (see
Fig. 3.7). As introduced in Sec. 3.1, these regimes can be identified with active and
break phases of the monsoon. The active regime exhibits an north-westerly wind
direction ([π/2, π], when east is identified with the angle zero). The break regime
exhibits the opposing south-easterly wind direction ([−π/2, 0]). Based on these two
wind regimes, we subdivide the time series into an active (westerly) time series and a
break (easterly) time series by applying the following rule: A time step is considered
to be in the active or break regime, respectively, if 75 % or more of the nodes in
BSC exhibit an anomaly wind direction of the corresponding direction interval. This
classification is robust to small changes of this percent value. For the examined time
series from 1985 to 2010, 26 % of the days during the DJF seasons are classified as
active and 21 % of the days of the DJF seasons are classified as break. Time steps for
which the wind direction is between these two regimes are not further investigated.
Wind and Precipitation Composites
The wind fields for both regimes is shown in Fig. 3.8. While the active regime exhibits
a stronger cross-equatorial flux with faster winds along the eastern slopes of the Andes,
during the break phase easterly winds from southern Brazil flow towards Paraguay and
Bolivia.
The strongest absolute winds are the year-long strong westerly winds in the southern
Atlantic and Pacific. These exhibit a south-westerly direction in Patagonia during
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Figure 3.8.: Wind fields at 850 hPa during active (A) and break (B) regimes for
the DJF season. The arrows indicate the wind direction and strength. The top row
uses the regular meridional and zonal wind components during the active and break
phases, respectively. The bottom row shows anomalous wind fields. The absolute
value of the wind is color-coded in all subfigures. The bottom row panels show the
anomalous absolute value. Only absolute value anomalies at a 95 % significance level
due to a t-test are shown. During the active phase the South American Low-Level Jet
(SALLJ) is visibly enhanced. Between the active and the break phase the direction of
the anomalous wind vectors is reversed.
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Figure 3.9.: Anomalous total surface precipitation of the active (A) and the break
(B) regimes based on MERRA. The anomalies are computed with respect to the DJF
climatology. Statistical significance was determined with a one-sample t-test, and non-
significant (p > 0.05) anomalies are shown in white. The active phase is characterized
by enhanced precipitation in southern Brazil, SESA and Bolivia, whereas the break
phase exhibits strong precipitation in Venezuela, Peru and the Amazon basin. The
rose plots in the right panel show the mean daily precipitation of all nodes within the
yellow, dashed rectangles in northern South America (C) and southern South America
(D), depending on the wind direction in Beni and Santa Cruz. The wind direction in
Beni and Santa Cruz is the circular mean of the wind direction of all nodes within
this reference region (see Fig. 3.1). Note, that the wind direction, per convention, is
the direction the wind originates from. In southern South America, highest precipi-
tation occurs when the region of Beni and Santa Cruz exhibits a northwesterly wind
direction, whereas less precipitation occurs for southeasterly anomalies. The red, solid
line indicates the mean precipitation of all data within the corresponding 1/32 of the
whole circle.
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the active phase and a westerly to north-west-westerly direction during the break
phase. The anomaly wind field of the active phase is characterized by strong north-
westerly winds close to the eastern slopes of the Andes, which indicates a substantially
strengthened SALLJ. These north-westerly winds lead into a cyclone south of Uruguay
over Argentina and the adjacent Atlantic ocean. The anomalous wind direction of the
break phase is almost exactly reversed, with a suppressed SALLJ and the cyclone
replaced by an anticyclone. All the anomalies shown, e.g. in Fig. 3.8, were subject to
a one-sample t-test. Non-significant anomalies (p > 0.05) are not shown.
The role of the wind regimes to classify the activity of the SAMS becomes clear when
investigating the precipitation anomaly composites of the two regimes (Fig. 3.9). Dur-
ing the active phase there is substantially more precipitation in SESA and southern
Brazil. While the daily mean precipitation is about 3 mm when there are predom-
inately easterly winds in BSC, it increases to 4.1 mm when they are predominately
westerly winds in BSC. During the break phase there is more precipitation in the
Amazon and northern South America. While the absolute differences in precipitation
in these regions are similar to the differences induced in SESA, the relative differences
are smaller. The spatial distribution of precipitation shows that the westerly and
easterly anomaly wind regimes have a strong impact on the activity of the SAMS.
For this reason, these monsoon phases provide an ideal application for our streamflow
networks.
These results on wind and precipitation composites for the active and break phases
are, although derived from distinct datasets, qualitatively inline with the earlier results
of Jones and Carvalho [94].
Network Results
The streamflow networks were constructed with the same parameters and from the
same dataset as in the previous section when first introducing them. In the following
analysis we want to analyse the intraseasonal variability of the SAMS with the net-
works by computing different networks from the active and break phases. We choose
to present both normal network measures and network measure anomalies. For this
purpose, we compute a reference streamflow network representing the DJF climatology
with the same parameter set that we use for all other networks. For each node-based
centrality measure X, its anomalies follow as the difference between the centrality
measure of the corresponding phase Xphasei , and the centrality measure of the DJF-
network XDJFi : X̂i = X
phase
i −XDJFi . The difference between two phases is the same





i = X̂Diffi .
The link density ρ of the networks ranges between 0.023 and 0.028. The network
of the full DJF season exhibits the largest value of ρ. Generally, larger variances of
the wind direction tend to result in larger link densities and the variance of the wind
direction is naturally lower when we consider only subsets of the time series, based on
the wind direction of the reference region BSC. In contrast to studies using climate
networks based on pairwise similarity measures where the link density is usually kept
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Figure 3.10.: Out-area weighted connectivity (OAWC) of streamflow networks com-
puted separately for the active and break phase of the SAMS, as well as the difference
between these phases, are shown in the top row. The bottom row shows anomaly
measures that were calculated by subtracting the network measures of a streamflow
network of the complete DJF season. The OAWC is dominated by the strong eastward
winds in the south of South America. Key differences between both phases can be
found along the eastern slopes of the Andes.
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Figure 3.11.: Difference be-
tween out- and in-area weighted
connectivity D (see eq. 2.9)
of wind networks for the ac-
tive and break phase of the
SAMS. Like in the other fig-
ures showing network measures,
the anomaly measures were cal-
culated by subtracting the net-
work measures of a streamflow
network for the complete DJF
season. The SALLJ area in
Bolivia and Paraguay exhibits
high values during the active
phase. This area of high values
is shifted southward during the
break phase.
constant when comparing multiple networks [59, e.g.], we do not keep it constant. The
streamflow networks are directly related to the underlying wind field, and in such a case
the link density is just another network measure. However, to be certain, we tested a
constant link density by adjusting the statistical parameter n (see Sec. 3.3). The re-
sulting, corrected anomalies for the path-based network measures are almost identical
to the non-corrected anomalies (not shown). This is due to path-based measures like
the betweenness relying shortest paths through the network. A larger variance of the
wind direction adds only relatively few shortest paths to the network, and path-based
measures are relatively resilient to small changes of ρ. This also supports our associa-
tion of important wind paths with path-based measures of streamflow wind networks
(see Sec. 3.3.2). In the following the spatial distribution of the centrality measures is
discussed, please refer to Fig. 3.1 for some of the geographical regions and abbrevia-
tions used from them. Primarily focusing on the measures on the continent, the spatial
distributions of the OAWC of the networks computed for the active and break phases
50












3.95 4.25 4.55 4.85 5.15 5.45 5.75







−1.05 −0.45 0.00 0.45 1.05





Figure 3.12.: Betweenness centrality (see eq. 2.5) of wind networks of the active and
break phase and the difference between them. During the active phase the SALLJ
along the eastern slopes of the Andes is much more pronounced. As the range between
the minimum and maximum betweenness of a network is quite large and scales with
the number of nodes [148], it is common to show the logarithm of the betweenness.
The anomaly is shown as the difference of logarithms as well.
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are, overall, quite similar (top row of Fig. 3.10): largest values can be observed in the
south, where strong eastward winds dominate. Furthermore, both phases exhibit a
west-east asymmetry in high latitudes due to the spatial embedding that was already
discussed in Sec. 3.3.2. The OAWC displays the largest difference between the active
and the break phase in central and southern South America. The eastern slopes of
the Andes exhibit a stronger OAWC for the active phase in Venezuela, Peru, Bolivia,
Paraguay and southern Argentina. Furthermore, the whole Argentinian coast exhibits
a much larger OAWC during the active phase. The Amazon has higher OAWC values
during the active phase as well. In contrast, the break phase exhibits substantially
higher OAWC values in northern Argentina in the Gran Chaco area, as well as in
eastern and central Brazil. The network measure anomalies (bottom row of Fig. 3.10)
are qualitatively similar to the difference between both phases, which implies that the
DJF-network used to calculate the anomalies exhibits values in the middle between
the extreme cases (active and break phases). It is most apparent that the break phase
exhibits strongly negative anomalies along the eastern slopes of the Andes.
For both phases, the difference of out- and in-area weighted connectivity D (see
Fig. 3.11) exhibits the largest values in southern South America and over the subtrop-
ical Atlantic ocean. During the active phase there is a small band of positive difference
in Los Llanos (LLA) and more prominent areas of positive D in northern Bolivia and
Peru (NBP), where the network of the break phase exhibits D values close to zero.
The break phase exhibits strongly positive D values in the Gran Chaco area, where
the active phase on the other hand boasts negative D values. During the active phase,
there are positive Di values in Patagonia (PAT), which is even more apparent in the
anomaly measure. Furthermore, there is an area with a strongly negative D north of
it.
The betweenness centrality over the South American continent (Fig. 3.12) exhibits
large values along the eastern slopes of the Andes. This band is much longer and
stronger during the active phase. Especially the betweenness anomaly (bottom row of
Fig. 3.12) shows strongly negative values along the eastern slopes of the Andes during
the break phase. We observe only few mid- or large-sized areas on the South American
continent where the break phase exhibits larger betweenness values than the active
phase: the Guyana highlands (GUY), eastern Brazil, and the Gran Chaco area.
Geopotential Height Composites
In addition to the network analysis and the investigation of precipitation anomalies,
geopotential height composites also provide information about the state of the atmo-
spheric circulation during the active and break phases (see Fig. 3.13 and 3.15). These
composites were formed by averaging the geopotential height of the corresponding
time series of the active and break phases, and subtracting the climatology for DJF.
The geopotential height at 850 hPa (GPH850) exhibits negative (positive) anomalies
along the eastern slopes of the Andes during the active (break) phase, starting in
Bolivia and extending further southward. There is a local minimum (maximum) in
the Gran Chaco area, indicating the enhanced (suppressed) northern Argentinean Low
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Figure 3.13.: Geopotential
height at 850 hPa during the
active and break phase. The
anomalies were calculated by
subtracting the DJF-mean and
are significant at a 95 % level.
Black arrows represent the
mean anomaly wind field at
850 hPa during the correspond-
ing phase. The yellow, dashed
line marks the area with the
largest differences that is re-
ferred to in the text.
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Figure 3.14.: Spatial mean of the anomaly of the geopotential height at 850 hPa
(GPH850) in the southern Atlantic (refer to Fig. 3.13 for the exact region). In order to
demonstrate the intraseasonal evolution of the GPH850 and the relation to the active
and break phases, four years of the time series have been chosen at random. The
horizontal dashed lines mark multiples of the empirical standard deviation σGPH850.
Spatially averaged GPH850 values are marked in orange if |GPH850| ≥ σGPH850, and
in red if |GPH850| ≥ 2 ·σGPH850. In the background, all days that belong to the active
phase are colored in light red and all days that are part of the break phase are colored
in light blue.
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Figure 3.15.: Geopotential height anomaly at 250 hPa of the active (A) and break
(B) phase of the SAMS, calculated by removing the DJF-mean from time series and
averaging over all time steps of the respective phase. Black arrows are proportional in
length to the anomalous wind field at 250 hPa of the corresponding phase.
(NAL) during the active (break) phase. The largest differences can be found in an
anomalous cyclone over the southern Atlantic ocean east of Argentina, which extends
into the aforementioned pressure anomaly at the eastern Andean slopes. The low-
pressure cell that can be observed east of southern Argentina results in strong south-
westerly winds in southern Argentina and over the adjacent Atlantic ocean during the
active phase. In contrast, the wind direction during the break phase is westerly to
north-westerly.
As this anomalous low/high pressure system in the subtropical Atlantic is one of
the most distinctive differences between the active and break phase, it is subject to
further investigation. Fig. 3.14 shows the intraseasonal evolution of the GPH850 in
relation to the active and break phases. The GPH850 anomaly varies around zero in
a close-to-periodic fashion, with active events generally occurring more often during
negative anomalies and break events occurring more often during positive anomalies.
The mean of the GPH850 during active phases is GPH850active = −22.7 ± 44.5 m,
compared to GPH850break = 25.6 ± 42 m during break phases. Here, the empirical
standard deviation of all GPH850 values that belong to the corresponding phase is used
to estimate the uncertainty of the mean. There is an overlap between the GPH850
values of the regimes, however this overlap does not include the mean values of the
opposing phase.
The average length of an active phase is 2.52 ± 1.8 days and the length of break
phases is 2.26 ± 1.77 days. However, as already recognizable in Fig. 3.14, there are
many occasions when only single days interrupt the active phase. If one would choose
to loosen the criterion or smoothen the wind direction signal, it would most likely
result in much longer average lengths.
The upper-level circulation is primarily characterized by Rossby Waves, the west-
erlies, and the Bolivian high. The geopotential height anomalies at 250 hPa (see
Fig. 3.15) reveal opposing patterns of Rossby wave trains for the two composites:
The active phase exhibits negative anomalies over southern South America and posi-
54
3.4. Variability of the Low-Level Circulation
Figure 3.16.: Anomalous total surface precipitation during El Niño (A) and La
Niña events (B). The anomalies were computed with respect to the DJF climatology.
Regions with non-significant (p > 0.05) anomalies, as calculated with a one-sample
t-test, are shown in white. The black arrows encode the mean magnitude and direction
of the wind field during El Niño or La Niña events, respectively. For the correlation
analysis mean daily precipitation for each month was computed separately for northern
South America (C) and southern South America (D) (marked by yellow, dashed lines,
respectively). The correlation between this mean precipitation value and the monthly
Multivariate ENSO Index (MEI) was estimated with the Pearson correlation coefficient
r(P ) and Spearman’s rank correlation coefficient r(S).
tive anomalies in southern Brazil. Central and northern South America exhibit slightly
positive anomalies. In contrast, the break phase has positive anomalies at the southern
South America, negative anomalies in southern Brazil, and slightly negative values in
central South America. The position and the sign of the largest GPH250 anomalies
in southern South America correspond well to the GPH850 anomalies.
3.4.2. Interannual Variability of the SAMS Caused by the ENSO
The El Niño Southern Oscillation (ENSO) is one of the most important sources of
interannual variation for the SAMS [34]. For our investigation of the variability of the
low-level circulation to the ENSO, we subdivide the time series in a positive ENSO
(El Niño) and a negative ENSO (La Niña) part according to the Multivariate ENSO
Index (MEI) [247]. When MEI ≥ 1 a month is considered to be an El Niño month
and when MEI ≤ −1 a month is considered to be a La Niña month. Given the dataset
that spans from 1985 to 2010, restricted to the austral summer, this results in 17 El
Niño and 13 La Niña months.
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Figure 3.17.: Out-area weighted connectivity (OAWC, see Eq. 2.8) of streamflow
wind networks during El Niño and La Niña phases. The top row shows the normal
network measures and the difference between the two ENSO phases. The bottom row
shows anomaly OAWC which are, as before, computed as the differences between the
OAWC of the respective phase and the OAWC of the complete DJF season. The El
Niño network exhibits larger values for most parts of the map. Especially noteworthy
is the large OAWC during El Niño phases at the eastern slopes of the central Andes
in Bolivia, Paraguay and northern Argentina. The La Niña network exhibits slightly
larger OAWC along the eastern slopes of the northern Andes. The dominant enhanced
large-scale wind path during El Niño conditions is marked in yellow, whereas the
weakened wind path is shown green. Conversely, the yellow wind path is attenuated
and the green wind path enhanced during La Niña events.
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Figure 3.18.: Difference of
out- and in-area weighted con-
nectivity D (see Eq. 2.9) of the
El Niño and La Niña phases.
The anomalies were calculated
with respect to a network of
the complete DJF season. Note
the strongly negative anoma-
lies along the eastern slopes
of the Andes in Bolivia and
northern Argentina during La
Niña events. As in Fig. 3.17,
the dominant large-scale wind
paths are shown.
Fig. 3.16 shows the precipitation anomalies of El Niño and La Niña months as
well as scatter plot of the MEI against precipitation in northern and southern South
America. There is a negative correlation between the MEI and the precipitation in
northern South America, including most parts of the Amazon. In contrast, average
precipitation in SESA is larger during El Niño. However, there is no clear correlation
between the precipitation in SESA and the MEI as the Pearson coefficient is only
r(P ) = 0.29 and the Spearman coefficient is ρ(S) = 0.23. The low-level circulation is
affected by the ENSO as well, as studies suggest a strengthening of the SALLJ during
El Niño events [207].
The network of the El Niño phase exhibits a larger link density than the La Niña
network for otherwise constant parameters (ρNiño = 2.6% and ρNiña = 2.3%). On the
South American continent, the OAWC is distinctively larger during El Niño events
along the eastern slopes of the central Andes in Argentina, Paraguay and Bolivia. The
El Niño anomaly exhibits distinctly negative values at the slopes of the northern Andes,
57
3. Analysis of the South American Monsoon System: Networks & Phase Synchronicity
but positive anomalies in the Amazon. Contrarily, the La Niña network exhibits larger
OAWC values on the eastern slopes of the Andes in Venezuela and Peru (see Fig. 3.17)
and strongly negative anomalies in Argentina, Paraguay and the Amazon.
The area weighted connectivity difference D exhibits key differences between the
ENSO types at the eastern slopes of the Andes as well (Figure 3.18). The El Niño
network exhibits negative values both in the normal and the anomaly measure in
Llanos and south of it, where the La Niña network exhibits positive D anomalies.
These positive anomalies extend eastward to central Brazil. In NBP and Gran Chaco
the El Niño network exhibits positive D values with positive anomalies extending
southward until the southern tip of South America. Contrarily, the La Niña network
only shows small area weighted connectivity difference in these regions, but exhibits
strongly negative anomalies in NBP and Gran Chaco.
3.4.3. Discussion
Active and Break Phases of the SAMS
Cross-equatorial Flow and Low-Level Jet
We subdivided the wind field time series based on a small reference region in northern
Bolivia (BSC). Although the strength of the anomaly wind fields for the active and
break monsoon phases weakens the further away from BSC one goes, both network
types exhibit large differences across the South American continent and the adjacent
oceans in all network measures that were investigated.
There is hardly any cross equatorial flow in the break phase. The investigation of
the OAWC and betweenness shows that both, the trade winds toward and across the
Amazon, and the southward flow along the slopes of the Andes, are much stronger
during the active phase. This flow along the eastern slopes of the central Andes
constitutes the SALLJ. The betweenness and area weighted connectivity difference D
furthermore suggest Llanos as an important pathway for the cross-equatorial flow of the
active phases. However, only the No-Chaco Jet is enhanced during the active phase,
as there are negative anomalies in the Gran Chaco area. The break phases exhibit
the opposite behavior, as shown by all network measures and the wind field itself:
the SALLJ is strongly suppressed, as noticeable by the absence of large betweenness
and D values along the eastern slopes of the Andes, but especially by distinctly high,
negative anomalies of all network measures in these areas. The SALLJ is the key
feature for transporting moisture from the Amazon to SESA [230], and the enhanced
SALLJ can thus be considered one of the main reasons of the strong precipitation
difference between both regimes (see Fig. 3.9). The generally positive anomalies of
the geopotential height at 250 hPa over Bolivia additionally suggest a strengthening
of the Bolivian high.
The break phase exhibits strong southward winds in the Gran Chaco area, which
are strongly suppressed during the active phases. These are highlighted by differences
of all shown network measures as well. However, these are not indicating a Chaco
Jet, as the SALLJ in Bolivia is still strongly suppressed during the break phase. This
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wind system, which is sometimes referred to as Argentinian low-level jet [189], is
instead directly related to the anomalous high/low pressure systems forming over the
subtropical Atlantic ocean that are further investigated in the following.
Large-Scale Atmospheric Circulation in Southern South America
One of the most distinct differences in the low-level atmosphere between the active
and the break phase of the SAMS is the striking difference in the geopotential height
at 850 hPa, showing pronounced cyclonic (anti-cyclonic) activity over southern South
America and the adjacent Atlantic ocean during the active (break) phase. This pres-
sure anomaly is related to a Rossby wave train that is most apparent in the geopotential
height at 250 hPa. This wave train, a longitudinal oscillation of low- and high-pressure
anomalies, originates from the southern Pacific ocean and propagates eastward across
the southern part of the South American continent [24, 26]. The further analysis of
the mean GPH850 over the subtropical Atlantic indicates the substantial relationship
between the GPH850 over the subtropical Atlantic and the active and break monsoon
phases.
During the active phase, the negative GPH850 anomalies extend further north as
well, showing an intensified northern Argentinian Low (NAL) that further amplifies
the moisture flux from the Amazon to SESA during this phase. The negative GPH850
anomalies are forming an anomalous cyclone in the south Atlantic during the active
phase that results in more northwards winds originating from Patagonia. These are
especially highlighted by the concise pattern of large OAWC and D. D can here provide
information about sources and sinks of the wind field. This is visible for example in
Fig. 3.11 between 20°S and 40°S, where we observe low OAWC, but large IAWC, and
directly south of it we find nodes which exhibit high OAWC, but low IAWC. This
encodes the information about northward propagating frontal systems that transport
cold, dry air to South America from the South during so-called cold surges [26, 28,
77]. The anomalous cyclone also causes northward anomaly winds in the Gran Chaco
area. These in turn result in the suppressed Chaco Jet that is visible in the networks.
Contrarily, the break phase exhibits an anomalous anticyclone that accelerates
southwards winds in the Gran Chaco area but overall suppresses the SALLJ. This
is notably apparent in the anomalous betweenness field. The most concise patterns of
the betweenness of the break network are the strongly negative anomalies along the
eastern slopes of the Andes and the strongly negative anomalies in the center of the
anticyclone over the Atlantic ocean south of Uruguay.
The described differences in the geopotential height fields between active and break
monsoon phases suggest that the alternation between the two phases is modulated by
the Rossby wave train. In addition to the spatial composite maps, this hypothesis is
strongly supported by the approximately periodic switching between active and break
phases, which happens in concert with alternating low and high pressure anomalies
over the subtropical Atlantic ocean (see Fig. 3.14), caused by the eastward propagation
of the Rossby wave train.
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We note that both lower and upper level pressure configurations during the active
phase strikingly resemble corresponding geopotential height anomalies studied in the
context of extreme precipitation events in SESA and at the eastern slopes of the central
Andes [24, 26]. This suggests a close connection between the active monsoon phase
and extreme event occurrences associated with cold surges which propagate northward
into subtropical South America [77], modulated by the Rossby wave train. This serves
as an ideal starting point for further investigations that will discussed later in Sec. 3.5.
Impact of ENSO on SAMS low-level circulation
The networks presented above were computed with wind data that include all El Niño
and La Niño events during austral summer between 1985 and 2010. The SALLJ is
enhanced during the El Niño phase as shown by the OAWC and betweenness centrality.
This is in accordance with case observations that were made during El Niño events
in 1998 and 2003 [69, 206]. The network results presented here comprise data from a
multitude of El Niño events and thus support the claim that the enhanced SALLJ is
a general effect of El Niño, which did not only happen in single years. Especially the
more southward Chaco Jet exhibits a much larger OAWC, D and betweenness during
El Niño events. The eastward No-Chaco Jet is less affected by the ENSO, which is
in agreement with the precipitation differences (see Fig. 3.16): While SESA, which
is typically more affected by the Chaco Jet, exhibits slightly enhanced precipitation,
southeast and central-west Brazil, which are more affected by No-Chaco Jets, exhibit
positive precipitation anomalies during La Niña.
On a large-scale, the dominant wind pathway from the tropics to the subtropics is
shifted and rotated during positive and negative ENSO anomalies. This is suggested
by the described differences between the ENSO network measures in Llanos, along
the Amazon river and east of the central Andes: While the low-level flow during
El Niño events is dominated by trade winds that flow toward the South American
continent in zonal direction and are then channeled into a strong SALLJ with Chaco
Jet characteristics, the low-level flow during La Niña events exhibits stronger cross-
equatorial flow along the slopes of the Andes in northern South America, which is
subsequently channeled into a less strong No-Chaco SALLJ. These flow paths are
marked in the corresponding network figures (green and yellow dashed lines in Fig. 3.17
and 3.18).
The comparison of the subsets of the time series based on the MEI and the active
and break regime shows that the occurrence of active phases is relatively independent
from the ENSO. The frequency of active time steps is only marginally different during
El Niño and La Niña months. However, break phases occur less often during El Niño
events (13 % during El Niño events, 23 % during La Niña). This is conceivable, as the
El Niño events enhance the SALLJ which results in less easterly anomaly winds in the
reference region used to distinguish the active and break phase.
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3.4.4. Conclusion and Summary
We have analyzed the spatiotemporal circulation characteristics of the South Amer-
ican Monsoon System (SAMS) in terms of intraseasonal variability associated with
the active and break monsoon phases, as well as in terms of interannual variability
associated with the El Niño Southern Oscillation (ENSO). Our analysis is based on
high-resolution data provided by NASA’s Modern Era Retrospective-Analysis for Re-
search and Applications. By combining composite analyses of the anomalies of wind,
precipitation and geopotential height fields with the recently introduced streamflow
wind networks, we were able to reveal how each of these phases influences the low-
level circulation of the SAMS. The streamflow network approach is able to unveil the
crucial differences between the active and break phase of the SAMS, but also between
El Niño and La Niña conditions. The constructed streamflow networks have revealed
the dominant wind pathways of the monsoonal circulation. They are particularly re-
sponsive to associated changes in the South American Low-Level Jet (SALLJ), which
is the most important low-level moisture transport system of the SAMS.
The main findings for intraseasonal and intraannual variability can be summarized
as follows:
1. Intraseasonal: The low-level circulation of the active monsoon phase is charac-
terized by a strong cross-equatorial flow along the eastern slopes of the Andes, a
strongly enhanced, southeastward-directed South American Low-Level Jet, and
southerly winds over southern South America. While the Low-Level Jet is dis-
tinctly strong in Peru, Bolivia and Paraguay, it is suppressed in the Gran Chaco
Area. The active monsoon phase is associated with an anomalous cyclone at low
atmospheric levels over the Atlantic ocean south of Uruguay. The low-level circu-
lation of the break monsoon phase is characterized by a pattern opposing the one
observed for the active phase. In particular, the SALLJ is strongly suppressed
and the anomalous cyclone over the subtropical Atlantic ocean is replaced by an
anomalous anti-cyclone.
2. Intraseasonal: The opposing circulation patterns for the active and break mon-
soon phases occur in concert with approximately periodic oscillations between
low and high pressure anomalies at 850 hPa over the subtropical Atlantic ocean,
which are part of a Rossby wave train emanating from the southern Pacific ocean.
We thus infer that this Rossby wave train is the modulator of the alternations
between active and break phases of the South American monsoon.
3. Intraannual: The dominant low-level wind pathways, and thus also the most
important moisture transport routes, are strongly affected by ENSO: During El
Niño events, the Chaco Jet (a southward extension of the SALLJ) is substantially
enhanced, leading to above average precipitation in southeastern South America,
while the cross-equatorial flow in northern South America is suppressed. These
differences are part of a large-scale re-organization of the dominant wind paths,
which is modulated by the ENSO: For El Niño conditions, the main wind path
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is directed westward along the Amazon river and closely follows the slopes of the
central Andes southward to the Gran Chaco area. For La Niña conditions, this
pathway is considerably shifted northward and rotated counterclockwise, leading
to an enhanced cross-equatorial flow over northern South America, together with
an enhanced eastward flow toward the subtropics.
Especially the result 2) points to the strong connection of the intraseasonal variabil-
ity of the SAMS to Rossby Waves. Previous studies already linked those to extreme
precipiation in South Eastern South America as well [24, 26]. Seemingly the connec-
tion to Rossby Waves does not only affect extreme precipitation in one of most densely
populated areas in South Amercia, but also the entire low-level circulation. Therefore,
we will study this connection in more detail in the following.
3.5. Phase Coherence between Precipitation in South
America and Rossby Waves
In the previous section we explored the variability of the low-level circulation of the
SAMS with complex networks. This pointed us to the influence the upper-level at-
mosphere Rossby waves have both on the low-level circulation itself, but also on the
precipitation as these go hand in hand in a monsoon system. As introduced in Sec. 3.1
the SAMS during the austral summer, the wet season, is characterized by a pronounced
low-level moisture inflow from the tropical Atlantic ocean toward the South American
tropics that is channeled into the SALLJ. In the previous section we already saw how
the SALLJ constitutes as the most important feature of the low-level circulation re-
garding active and break phases. However, there is also a considerable variability in
the direction of the SALLJ to the subtropics. Related to this, precipitation in South
America during the monsoon season exhibits significant intraseasonal variability. The
most pronounced precipitation variability mode is typically described as a precipitation
dipole [114, 135, 152, 158], with strongest amplitudes of this alternating pattern found
between Southeastern Brasil (SEBRA) and Southeastern South America (SESA) (see
Fig. 3.19). These two regions are also the northernmost and southernmost exit regions
of the SALLJ, respectively. SEBRA is usually part of the climatological position of the
South Atlantic Convergence Zone (SACZ [43, 114, 150]), one of the key characteristics
of the SAMS. SERBA and SESA, the most affected regions by this variability pattern
are among the most densely populated and agriculturally important areas in South
America. We will refer to this variability pattern between the two exit regions and
the associated variability in precipitation as a precipitation dipole. Later, we will see
the spatiotemporal pattern that illustrates the choice of this name.
While the relation between the active and break phases that we explored in the
previous chapter and the two phases of the dipole is not completely clear, we will
focus for now on directly on the connection of the precipitation and its variability to
Rossby Wave trains that we already saw having an impact on the active and break
phase as well. Prior research suggested that the precipitation variability is related to
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the Madden-Julien Oscillation (MJO) and the Bolivian high [110, 114, 135, 231]. In
addition, evidence has also been reported that the dipole is related to Rossby wave
trains emanating from the southern Pacific region and their relative phasing with the
MJO [51, 81, 114].
The aim of our investigation in the following is a detailed analysis of the rela-
tionship between the eastward propagating Rossby waves and the dominant modes
of precipitation variability in South America during the monsoon season. Previous
studies mainly used principal component analysis (PCA) and composite analyses to
analyze the characteristics of the precipitation variability in South America [51, 152,
158]. More recently, complex network approaches based on event synchronization were
also already able to complement these approaches [31]. However, aside from studying
composite anomalies during or before precipitation events, or the network topology
induced by the synchronization of these events, these methods are not suitable to fur-
ther investigate the detailed atmospheric mechanisms behind the dipolar precipitation
variability and its relationship to the Rossby wave trains. In particular, a direct sta-
tistical test of this relationship on the basis of suitably identified time series has, as
far as is known, not been performed so far.
In the following, we therefore intend to shed further light on the mechanism behind
the dipole pattern by directly investigating its dynamical properties in terms of its
statistical relationship with the relevant atmospheric dynamics. This will be done, on
the one hand, by setting up a conceptual model that explains the observed structure
of the PCA and, on the other hand, by showing that the reconstructed phases of the
relevant observables, the precipitation in the dipole regions and the upper-level GPH
in southern South America representing the Rossby wave train, are coherent with
each other. The latter approach relies on the concepts that have first been explored
to study dependencies of chaotic oscillators in nonlinear dynamical systems theory
(see Sec. 2.2.8 for an introduction). This framework has been applied successfully to
climate time series before, investigating the coherence between ENSO and the Indian
Monsoon [134]. Utilizing the methodological concept of phase coherence will allow
us, in particular, to establish statistical significance of the relationship between the
dipolar precipitation pattern and the Rossby wave train.
3.5.1. Data
For this part of our investigation we will rely on data from the MERRA2 project, the
successor of the MERRA project dataset used in the previous sections (see Sec. 3.2).
In contrast to the network analyses of the previous sections in which we used daily
data, we will use 6-hourly here in the following. The precipitation data is smoothed
using a moving average with a window size of 4 days. The two reference regions for the
precipitation dipole are chosen in accordance with prior research [31], and the mean
of all grid cells within these boxes is used as an index for the precipitation in SEBRA
and SESA, respectively. The reference region for inferring Rossby wave activity is
chosen over Southern South America (see Fig. 3.19) similar to the reference region
that we used during the network analysis before. The results that are reported in
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the following are very robust to changes in position and size of this box. However,
it is important that the reference region is not much larger than half of a typical
wavelength of the wave train, to still properly capture its oscillating behavior. The
mean of the geopotential height at 250HPa of all grid nodes within this reference
region then serves as an index for the Rossby wave train. Fig. 3.19 (A) and (B) show
the reference regions and the typical opposing configuration of the Rossby Wave trains
in the geopotential height anomaly fields during extreme precipitation (above the 90th
percentile) in SEBRA and SESA. The precipitation itself is shown in Fig. 3.19 (C)
and (D). The South American precipitation dipole is a phenomenon restricted to the
austral summer from November to February (NDJF). Because some of the methods
used here are easier to handle with data that exhibits a regular time axis without
jumps, all-year data is used at first. The crucial parts of the analysis are however
limited to NDJF data. When anomaly data is used, it is computed with the daily
climatology computed from the same dataset and standardized.
Figure 3.19.: Geopotential height at 250 hPa and precipitation anomalies (with re-
spect to the NDJF climatology) for times when (A) & (C) precipitation in South
Eastern South America (SESA) is above its 90% percentile, and (B) & (D) when
precipitation in South Eastern Brasil (SEBRA) is above its 90% percentile. For the
calculation of the percentiles, only time steps with precipitation larger than 0.01mm/d
are considered. The reference regions SESA and SEBRA serve as a proxy for the South
American precipitation dipole in this study, and the geopotential height in southern
South America (GPH) as a proxy for Rossby wave activity. The size and position of
the GPH reference region is chosen such that it roughly covers one half of the spatial
wavelength.
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Figure 3.20.: (A & B) First
and second EOFs of the pre-
cipitation data. NDJF precip-
itation anomalies were used to
calculate these EOFs, which ac-
count for 9% of the total pre-
cipitation variability. A plot of
the eigenvalue spectrum can be
found in the Appendix. (C &
D) First and second EOFs of the
data generated by the concep-
tual model.
3.5.2. Conceptual Model
Typically, dominant modes of variability are identified and visualized from a principal
component analysis (PCA) of the covariance matrix (see Sec. 2.3.1). A PCA of outgo-
ing long-wave radiation data, also led to the first description of the South American
precipitation dipole [152]. The dipole pattern is clearly recognizable in the two lead-
ing empirical orthogonal functions (EOFs) of the precipitation anomalies as well (top
row of Fig. 3.20), which emphasizes the importance of this variability mode for South
American climate.
The key hypothesis we intend to test is that the variability mode corresponding to
the South American precipitation dipole can be explained by northward propagating
waves. For this purpose we set up a conceptual model which corroborates that hypoth-
esis by reproducing the pattern of the EOFs. We choose to model the dimensionless
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geopotential height h along an arbitrary direction x with a wave equation
h (x, t) = 0 (3.11)




∂x2 and p, the dimensionless pre-
cipitation, as its spatial derivative
p(x, t) = ∂
∂x
h (x, t) (3.12)
since precipitation, on a large-scale, typically occurs at the fronts between highs and
subsequent lows. This equation solves to a traveling wave for p (x, t). By embedding
this traveling wave in the same spatiotemporal grid as the data, and adding Gaussian
damping along and perpendicular to the propagation direction, we generate the model
data PM (λ, ϕ, t). Its parameters are the mean values of the Gaussian damping λ0, ϕ0,
their standard deviations σλ, σϕ, the wavelength L, and the direction θ of the wave.
In Appendix Sec. A.2.1 the full model equation and more details regarding the fitting
procedure can be found. The model data PM (λ, ϕ, t) can be used to compute the first
two EOFs of the conceptual model. These EOFs are then fitted, by optimizing the
model parameters via minimizing the least squares error to the EOFs of the precipi-
tation data (see Fig. 3.20). While the parameters referring to the Gaussian damping
and the direction θ roughly account for the location and orography, the wavelength or
wavenumber is an important parameter of the modelled wave.
Fig. 3.20 shows the two leading EOFs of the observed precipitation anomaly data
and the conceptual model. The qualitative structure of the EOFs of the observational
data is reproduced well by the conceptual model. The wavelength of the model wave L
after the fitting procedure is roughly 4000 km, while the alternating Rossby Wave train
pattern in Fig. 3.19 also exhibits a wavelength of about 4000 to 6000 km, measured as
the distance between subsequent maxima. While small deviations from the data EOFs
that could be caused by the orography or other external effects are to be expected with
such a simple conceptual model, it can be inferred that the type of alternating EOF
pattern that is present for the South American precipitation dipole can be caused by a
propagating wave such as a Rossby Wave train, and the resulting pressure anomalies.
We can further validate this hypothesis by performing a Complex EOF (CEOF)
analysis. CEOF recovers phase information from the data in the same way as we will
do in our further analysis of the phase coherence: with a Hilbert transform. The data
is embedded with a Hilbert transform and then a PCA of this now complex-valued
spatiotemporal field is performed. For a more thorough description of CEOF including
all resulting quantities, see Sec. 2.3.2. Through its two-dimensional embedding with
the Hilbert transform, CEOFs allow to assess oscillatory patterns, and in particular
patterns due to propagating waves, better than standard EOFs [14, 91, e.g.]. Fig. 3.21
shows the spatial phase θ0 (λ, ϕ) and amplitude S0 (λ, ϕ) of the first CEOF, i.e. the
dominant oscillatory pattern, in the upper panel. For a propagating wave one would
expect a monotonously, constantly growing spatial phase along the propagation direc-
tion and constant values on lines perpendicular to this direction. This is exactly what
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Figure 3.21.: First Complex
EOF (CEOF) of the NDJF pre-
cipitation anomalies. (A) Spa-
tial phase θ0 (λ, ϕ) and (B) spa-
tial amplitude S0 (λ, ϕ) of the
first CEOF component. (C &
D) Temporal phase and tem-
poral amplitude of the 2008/09
season. Only one season is
shown to representativly show
the qualitative behaviour of
these measures. The other
seasons exhibit a similar be-
haviour.
the conceptual model exhibits (see Fig. A.8) and the data closely resembles these as
well. The spatial phase shows the propagation of a wave along the eastern coast of
South America in a remarkably clear pattern extending from Argentina to the eastern
tip of Brazil, with its spatial amplitude maxima on the continent close to the SESA
and SEBRA reference regions. The temporal phase (Fig. 3.21C) exhibits a distinct os-
cillatory pattern as well: a seesaw pattern with roughly similar periods indicating the
temporal dynamics of the dominant oscillation pattern. The CEOF thus also shows
a south-west to north-east propagating oscillation pattern with its maxima close to
SESA and SEBRA and temporal periods similar to those of Rossby Wave trains.
3.5.3. Data-driven Phase Coherence Investigation
Singular Spectrum Analysis
Complementary to the conceptual approach, a data-driven analysis of the dynamical
properties of the precipitation dipole is performed by investigating the reconstructed
phases of the three proxies of precipitation in SESA and SEBRA and GPH for the
Rossby Waves, and their dependencies to each other. As we are investigating an
intraseasonal variability, we utilize singular spectrum analysis (SSA) in order to remove
the annual cycle and high frequency noise from the time series (see Sec. 2.3.3). We
note that Paegle et al. [158] had also used SSA to study specific frequency bands of
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variability related to the dipole pattern under study. According to the intraseasonal
frequency range that we are interested in, the SSA is carried out with a delay τ = 60 d.
The eigenspectrum of all investigated time series is shown in Fig. A.9. SSA decomposes
the signal into 60·4 components ordered by the magnitude of their eigenvalues, as there
are four data points per day in the dataset. We consider three different approaches to
identify the right components for our analysis, and ultimately combine our knowledge
from all three of them.
First of all, Monte Carlo SSA (MCSSA) [6](see Sec. 2.3.3) can be used. Here, we
use 1000 shuffle surrogates for the significance bounds. The eigenvalues of the first
25 components, and those of the corresponding surrogates, are shown in Fig. A.9. If
the eigenvalue of the k-th component is lower than the eigenvalue of the k-th shuffle
MCSSA surrogate, the corresponding reconstructed components are regarded as noise.
This yields similar results to the visual check of the cumulative eigenvalue series ap-
proaching a horizontal line [204]. In our case, the cumulative explained variance of the
eigenvalues, which is directly proportional to the cumulative eigenvalue series itself,
is larger than 95% for all three observables at this point. As the eigenvalue spectrum
differs for each of the observables, the MCSSA significance test does so as well. The
break point is at k = 19 for SESA, k = 16 for SEBRA and k = 25 for GPH.
Another way of approaching the problem to select the right components is to directly
choose those component ranges that induce the smallest phase differences (the phase
reconstruction is described in the next section). As we have three sets of components
to choose from, this is a highly nontrivial optimization problem. A genetic algorithm
[72] whose individuals are lists of the starts and ends of the component ranges of the
three time series is used for this purpose. The fitness used in this algorithm is the
phase difference at the end of the series, modified with extra penalties in order to favor
larger component ranges. This results in the ranges 4-15 for SEBRA, 3-13 for SESA
and 2-14 for GPH.
Finally, it should be assured that the components which we choose actually exhibit
oscillations within the intraseasonal frequency band that we are interested in. For
this purpose, we calculate the dominant frequencies of all components. The first two
reconstructed components of all three observables contain the annual cycle, the third
components exhibits dominant frequencies between 1/(40 d) and 1/(50 d). SESA’s
and GPH’s fourth component are within this range as well. Reconstructed compo-
nents with k > 12 exhibit frequencies fdom > 1/(10 d) and components with k > 15
exhibit frequencies fdom > 1/(8 d). Thus, the ranges suggested by the optimization
routine described in the previous paragraph include only significant reconstructed com-
ponents, and all reconstructed components with intraseasonal dominant frequencies
except for those with frequencies around 1/(40 d). The latter frequency range is not
typically associated with Rossby wave trains. However, we also tested to include these
components and found qualitatively similar results, indicating that this approach is
robust.
All further investigations are carried out with time series attained by summing the
components found by the optimization. Since the data is linearly detrended prior
to the SSA, and the annual cycle removed via SSA, the time series oscillate around
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Figure 3.22.: (A) Example of a SSA-processed observable (precipitation in SEBRA),
its derivative, and the Hilbert transform of the derivative for the 2002/2003 NDJF
season. (B) Example of the embedding of a processed observable (precipitation in
SEBRA) via Hilbert transform, for three consecutive seasons 2002/2003, 2003/2004
and 2004/2005 that are joined together with an end-point matching.
zero. To validate that the SSA-filtered time series still reflect the precipitation dipole,
we check whether the extreme events in the two dipole reference regions (defined as
time points with precipitation above the 90th percentile of the unprocessed data) still
exhibit positive values in the processed time series. This is the case for 95% of the
SEBRA events and 97% of the SESA events. Since an extreme event-based definition
was able to capture the characteristics of the precipitation dipole in a previous study
[31], we are convinced that the SSA-filtered time series, which preserve these events
and consists of most of the reconstructed components with dominant frequencies in
the intraseasonal range, still represent the precipitation dipole.
The results on the coherence of phases presented below are robust for different
approaches to preprocess the data: Alternatively to SSA, it would also be possible to
process the data with a regular bandpass filter. However, one needs to carefully select
a filter with constant phase response in the frequency range we are interested in, and
one also needs a priori knowledge about the cutoff frequencies. We used a Lanczos
10-50-day bandpass filter with a high number of weights [61] and found qualitatively
similar results: phase differences at the end of the time series are slightly larger than for
the optimization approach described above, but still significantly smaller than those of
the surrogates. Corresponding results can be found in the Appendix in Fig. A.11-A.14.
We additionally tested Ensemble Empirical Mode Decomposition (EEMD) [248] as an
alternative. With it similar results can be obtained; however, identifying the right
intrinsic mode functions of the EEMD is more challenging.
Phase Reconstruction
In Sec. 2.2.8 we saw how the phase synchronization of chaotic oscillators can be in-
vestigated by reconstructing their phases with Hilbert transforms. In the following we
will apply this approach to the SSA-processed observables. As we are dealing with
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Figure 3.23.: Phase difference time
series: (A) The grey shaded area marks
the 5% and 95% percentiles of phase
difference time series from the 250 AR2
surrogates of the time series computed
with maximum likelihood estimates of
the AR2 parameters. (B) Zoomed in
view of (A).
a seasonal phenomena, we only consider NDJF data in the analysis and perform an
end-point matching to concatenate the data of the different seasons. The end-point
matching minimizes the euclidean distance between the joint vector of all three time
series, their derivatives and Hilbert transforms, as well as an additional penalty that
is linear in time, and favors end points late in the season and start points early in
the season. As described in Sec. 2.2.8 the phase of each of the observables x(t) than
follows as
φ (t) = arctan H{ẋ} (t)
ẋ (t) . (3.13)
Fig. 3.22 shows an example of a time series and its embedding. We see that the defini-
tion of the phase in the above described way is justified, since most oscillations revolve
around the origin. This demonstrates that the phase can be defined meaningfully
even across seasons, and the relation of the phase time series of the two precipitation
proxies and the Rossby Wave train proxy can be compared to each other.
Phase Relation
Temporal Evolution There are two approaches how we can study the phase relation
of the dipole. First as explained in Sec. 2.2.8, we directly investigate the temporal
evolution of the phase differences
∆φ (t) = φi (t)− φj (t) (3.14)
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with the indices i and j representing either of SEBRA, SESA and GPH. If i oscillates
faster (slower) than j, the phase differences are positive (negative). We test the sta-
tistical significance of these phase differences by comparing it to surrogate time series.
For this purporse 250 autoregressive surrogates of order 2 (AR2) for each of the time
series were calculated. AR2 surrogates are chosen because they can oscillate with
a preferred frequency [217, e.g]. The surrogates were generated based on the Yule-
Walker estimates of the AR2 coefficients of the unprocessed data, and then processed
in the same way as the actual data, including the SSA filtering. The k-th surrogate
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(3.15)
where the superscript (s) denotes a phase generated from surrogates. Hence, we test
whether the phase differences induced by the two observables are small against the
difference induced by one of the observables and a surrogate of the other one. Similar
schemes have been utilized to test for the statistical significance of phase coherence
in previous studies [221, e.g]. The upper panel of Fig. 3.23 shows the 5% and 95%
percentiles of the 250 surrogate phase differences. Similar results can be obtained with
AR1 surrogates as well (Fig. A.11).
Examining Fig. 3.23, we see that the phase differences of the data are well below
the surrogates and in fact very close to zero: The phase differences remain below 9
full periods, which is remarkable since the potential maximum of ∆φ is 350 periods,
given by the number of periods the time series goes through for the complete duration
of the studied interval. While it could be expected that the SEBRA-to-SESA phase
difference stays close to zero, the SESA-to-GPH and SEBRA-to-GPH phases do not
exhibit larger differences over the course of the dataset. More pronounced (negative)
excursions of the phase differences are seen between 1985 and 1988 for SEBRA-to-GPH
and SESA-to-GPH differences, indicating that GPH oscillates faster than the precipi-
tation proxies during these time. The maximum absolute phase difference between the
start and the end of a season is about 3.5, occurring during this time interval, while
the mean value over all seasons is about 1.0. Additionally, larger phase differences
can be observed between 2005 and 2007 for the SESA-to-SEBRA and SESA-to-GPH
differences, indicating a faster oscillation of the average precipitation in SESA. On
average, however, the SESA-to-GPH and SEBRA-to-GPH phase differences are typ-
ically negative, indicating that the oscillations of the atmospheric waves are slightly
faster than the oscillations of the precipitation dipole.
The surrogates exhibit a spectrum similar to those of most climatic time series.
However, by construction their spectra still slightly differ from the spectra of the
investigated time series themselves, and one can see that these rather small differences
lead to phase differences that are far larger than those of the three proxy time series
in question to each other.
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Phase Difference Distribution Another possibility to study the phase relation is to
directly examine the distribution of the phase differences. For this purpose, phase
differences are mapped back into the interval [0, 2π] and histograms H (i, j) of all
observable pairs i, j are computed (Fig. 3.24). As a comparison and significance
test iAAFT surrogates [198] are used. These surrogates are refined Fourier transform
surrogates. Fourier transform surrogates are computed by multiplying the Fourier
transformed time series with a random phase vector and transforming it back into the
original space. Therefore, the surrogates exhibit the same spectrum as the original
time series but have randomized phases.
If the phases of the observable have no relation to each other, the histograms show
a uniform distribution. A KS-test of the phase difference distributions against those
of the iAAFT shows that the observed distributions differ from the surrogate distri-
butions at a significance level of α < 0.0001 for all three observable pairs. While
H(SESA, SEBRA) and H(SESA,GPH) exhibit phase differences in the complete in-
terval, they both have a broad peak around π. H(SEBRA,GPH) displays less pro-
nounced, but still visible peaks around 0 and 2π, respectively.
As a measure of the spread of the distribution, and thus of how coherent the phases
of the observables are, we perform a maximum likelihood fit (MLE) of a vonMises
distribution to the data [71]. The vonMises distribution is an approximation to the
circular wrapped normal function that exhibits an easier mathematical form than the
latter. Its probability density function is fvM (x) = exp (κ cos (x− µ)) / (2πI0 (κ))
with the dispersion κ and location µ. I0 (κ) denotes the modified Bessel function of
order zero. If the dispersion parameter κ of the vonMises distribution is zero, the
distribution is uniform and thus the observables are incoherent. If κ is large, the
distribution resembles a normal distribution with κ−1 as its standard deviation and
µ as its mean. Thus, a κ significantly different from 0 and from those of the iAAFT
surrogates hints a phase coherence between the observables: the larger κ, the clearer.
We can fit the data for each season separately and investigate the temporal evolution
of the phase coherence with these time series κi,j (t) (see Fig. 3.24 D). While the more
recent years since 2009 exhibit strong phase coherence for all observable pairs (large
κ), there are, especially for κSEBRA,GPH (t), some seasons where the phase difference
is more spread out. This occurred in particular in 1994/95, 95/96 and 2005/06 and
06/07. Except for these seasons, κSEBRA,GPH boasts higher values. κSESA,GPH and
κSESA,SEBRA exhibit a very similar behavior, apart from some dips for κSESA,GPH in
2003/04 and 2008/09.
3.5.4. Discussion
After the initial network analysis pointed us to the relation between Rossby Wave
trains and the precipitation in the SAMS. We presented two complementary ap-
proaches to show how precipitation in South America, and in particular its domi-
nant, dipolar variability mode during the monsoon season, is coupled to the southern-
hemisphere Rossby wave trains. This dipole is characterized by alternating wet and
dry conditions between SEBRA and SESA, two of the most densely populated areas
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Figure 3.24.: (A-C) Histograms H(x, y) of phase difference of all proxy time series.
The empirical distributions of the observables are significantly different from iAAFT
surrogates at a significance level α < 0.0001 due to a KS test. (D) Temporal evolution
of the dispersion parameter κ of a maximum likelihood fitted vonMises distribution to
the phase differences for each season.
of South America. Composites of geopotential height data for times of strong precipi-
tation in SESA and SEBRA, respectively, show concise atmospheric waves originating
from the southern Pacific ocean, which exhibit opposite phases for the two modes of
the dipole
We first showed that the spatial patterns of the two leading EOFs of the precipita-
tion anomalies in South America can be well reproduced by a conceptual model of a
travelling atmospheric pressure wave. In this conceptual model, precipitation is pro-
portional to the spatial derivative of the wave, and is hence highest at the boundary
from high to subsequent low-pressure cells in analogy with frontal systems. The EOFs
of this conceptual model are remarkably close to those of the observational data. The
CEOF analysis complements this approach and the propagation of a wave along the
eastern South American coast can clearly be identified in its leading component, i.e.
eigenvector. Together with the successful reproduction of the spatial EOF patterns,
this provides strong evidence that the leading variability mode is indeed determined
by the Rossby wave activity.
To further support this statement, and in particular to quantify the dependencies
caused by the corresponding mechanism, we analyzed the phase coherence between
three distinct time series: Two representing the precipitation in the two reference re-
gions in SESA and SEBRA, respectively, and one representing the upper-level geopo-
tential height, and hence Rossby wave activity, over southern South America. Specifi-
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cally, we embedded the SSA-processed observables with a Hilbert transformation and
calculated the corresponding phase time series for each of them.
The observed phase differences are small for the entire time period. Given that a
phenomenon at intraseasonal time scales is studied, and that each observable completes
roughly 350 periods over the course of the studied time span, this is a remarkable
coherence. Of course, the three investigated observables cannot be expected to be in
perfect phase synchronization for the entire span of the studied interval, given that
many different factors, such as orographic barriers and nonlinear effects related to
convection potentially play a role.
The dominant moisture source of precipitation in subtropical South America is the
southward flow from the tropics related to the South American Low-Level Jet (SALLJ,
[114, 135, 138]). The flow direction at the outlet of this jet is determined by the
pressure configuration between SESA and SEBRA, and hence by the alternation of
low and high pressure cells caused by the Rossby waves. If a low-pressure cell is located
just south of SESA, this flow transports moisture along the isobars toward SESA, and
correspondingly for SEBRA. The fact that the GPH-derived Rossby wave time series
tend to oscillate slightly faster than the precipitation in SESA and SEBRA can be
explained along these lines: If the northward propagating pressure waves occasionally
fail to pick up the moisture flow from the tropics along the isobars, one would effectively
obtain slightly faster oscillations in the driving pressure waves than in the responding
precipitation waves.
In addition, positive feedbacks between moisture flow and convection related to the
release of latent heat may lead to slight deviations from a perfect phase coherence.
Notably, the atmospheric waves propagating northward across the South American
subtropics occasionally become stationary, establishing prolonged episodes of an active
SACZ at the order of five days [43, 114, 151].
The phase coherence also becomes clear as histograms of the phase differences exhibit
visible peaks that are significantly different from those of phase randomized surrogates.
To make a justified assertion about the phase coherence of the precipitation dipole and
Rossby wave we need both, the fact that their phase differences stay close to zero for the
whole duration of the study period, and that their distributions exhibit distinguished
peaks.
Since we included most of the intraseasonal SSA components in our analysis, our
results show that the interaction of the precipitation dipole with the Rossby waves is
the dominant factor of intraseasonal precipitation variability in South America: Our
results indicate that the dipole-like pattern is not present due to some direct inter-
action between the climatic subsystems in SESA and SEBRA, but is rather caused
by the propagation of Rossby wave trains from the southern Pacific ocean, along the
southern tip of the South American continent, and then northward toward the sub-
tropical Atlantic ocean. The identification of this causal mechanism, which explains
the dominant variability mode of monsoonal precipitation in South America, should
help to improve the synoptic-scale predictability of precipitation in particular in SESA
and SEBRA, which are the two regions which are most affected by this mode. Poten-
tially a simplified forecast model could be set up using some of the machine learning
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techniques that are later discussed in this thesis. The presented framework also en-
ables us to investigate the temporal evolution of phase coherence at longer time scales,
and hence the interannual variability of the South American precipitation dipole. Sea-
sons with larger phase difference should be investigated for dependencies with other
variabilities like the El Niño Southern Oscillation or the Madden-Julian Oscillation in
future work.
Summary
In this chapter we explored the South American Monsoon System (SAMS) with a
two-part approach. We first introduced a novel network construction method, stream-
flow networks, that deliver us a network representation of the low-level circulation
of the monsoon system. In conjunction with composites of the geopotential height
and precipitation we analysed the spatiotemporal characteristics of the intraseasonal
variability of the SAMS in the form of its active and break phases and the interannual
variability in form of the El-Ninõ Southern Oscillation (ENSO). When investigating
the variability due to ENSO we observed a shift in the dominant low-level circulation
pattern. For the active and break phases our investigation did not only highlight the
flow pattern the South American Low-Level Jet takes in each of the respective phases
but also pointed us to an anomalous cyclone over the subtropical Atlantic Ocean that is
present during active phases and replaced by an anomalous anti-cyclone during break
phases. This cyclone is part of an periodic oscillating behaviour which we suspected to
be part of a Rossby Wave train. We thus proceeded with an in-depth analysis of the
connection of these Rossby Wave trains to the precipitation variability of the SAMS.
By setting up a conceptual model that is able to reproduce the pattern of a PCA
of the precipitation data on the one hand and by proving phase coherence between
the Rossby Wave and the precipitation in the two most affected regions on the other
hand, we are able to infer the connection between the Rossby Wave train and the most
prominent precipitation variability of the SAMS.
The two approaches that we took in this chapter have demonstrated how techniques
and methods from network theory and dynamical systems can be applied to climate
data. A network theory approach can uncover interesting phenomena and regions of
interest. It pointed us where to investigate further. This further investigation can
then be done with e.g. with phase synchronization techniques.
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4. Monte Carlo Basin Bifurcation Analysis
After we utilized tools from network theory and dynamical systems for a thorough
analysis of observational data from the South American Monsoon System, we now
turn to more conceptional approaches as we are looking at the qualitative behaviour
of high-dimensional dynamical systems those governing equations we know and apply
this knowledge later to climate models. Many high-dimensional complex systems such
as climate models exhibit an enormously complex landscape of possible asymptotic
states. In Sec. 2.2.6 we introduced simple examples of low-dimensional normal forms
of bifurcations that also lead to multistability. Identifying bifurcations and multi-
stability for high-dimensional systems that are not analytically solvable can often be
more challenging. We tackle this challenge with a numerical approach that focuses on
quantifying and tracking the basins of attraction (see Sec. 2.2.4) of the attractors of
the system. The approach that we present is situated between a classical analysis with
macroscopic order parameters and a more thorough, detailed bifurcation analysis. By
using random sampling and clustering methods, we set up an physics-based machine
learning method, that is able to characterize the different asymptotic states or classes
thereof and their basins of attraction.
In this chapter, we will first introduce the idea and formalism behind the method
in the following section. Then, the algorithm will be explained in Sec. 4.1.5 in detail.
First, we will apply the method to a number of paradigmatic examples that showcase
the wide variety of possible real world applications: the Dodds-Watts model of social
and biological contagion, a network of second order Kuramoto oscillators, used e.g.
to model power grids and a network of Stuart-Landau oscillators, of importance for
many chemical and biological systems. Subsequently the method will be applied to
two conceptual climate models, one conceptual model for tipping cascades in Sec. 4.2.1
and a climate toy model comprised of a energy balance model and the Lorenz96 model
in Sec. 4.2.2.
The following Sec. 4.1 to 4.1.10 closely follow the publication „Monte Carlo basin
bifurcation analysis“ [MG5].
4.1. Monte Carlo Basin Bifurcation Analysis
Multistability is a universal phenomenon of complex systems. Whether it is hysteresis
effects in physics, the human brain [12, 130], gene expression networks [212], in human
perception [200], power grids [131] or the climate system [46, 88, 128, 140], almost
every sufficiently complex system has a multitude of stable asymptotic states and bi-
furcations that occur when control parameters are changed. Most traditional methods
of bifurcation analysis, such as AUTO [58] rely on tracking states by continuation
77
4. Monte Carlo Basin Bifurcation Analysis
of the integration, and become increasingly challenging for high-dimensional systems.
Further, for high-dimensional systems, often one is also more broadly interested in
classes of asymptotic states such as synchronized versus unsynchronized states of os-
cillator network or states that share a common symmetry. In the following, we aim
to fill a gap between a coarse analysis with macroscopic order parameters and more
thorough bifurcation analysis.
To do so, we introduce a novel physics-based machine learning approach, Monte
Carlo Basin Bifurcation Analysis (MCBB), based on random sampling and clustering
methods. Its aim is to resolve different classes of asymptotic behaviour into different
clusters. Rather than studying the existence of states and orbits on the one hand,
or only tracking changes in a single order parameter on the other, MCBB learns
which type of attractors are most dominant in terms of the volume of their basin
of attraction, and quantifies the changing size of the basin of attraction of each of
these classes as a function of a control parameter. This provides new insights into the
bifurcation structure of multistable high-dimensional systems. Thus, we can regard
MCBB as a way to interpolate between detailed studies of asymptotic bifurcations
tracking every change in asymptotic structure on the one hand, and statistical physics
using specialized order parameters to study the macroscopic behavior at the other end.
4.1.1. Motivation
For the purpose of identifying the different attractors of a system in question, we will
adopt the formalism of Eckmann and Ruelle [63, e.g] and speak of invariant measures
of the system. An invariant measure ρ(x) satisfies the condition
ρ (T−t(E)) = ρ (E) (4.1)
where E is a subset of points of the phase space and T−t(E) is the time evolution of E
by the time −t (so backwards in time). Physically, invariant measures may be thought
of as experimental time averages. The invariant measures enable us to speak about
the properties of attractors that we want to find and classify in a more general and
abstract manner.
With MCBB it is our goal to find classes of similar attractors of a high-dimensional
system that collectively have the largest basin of attraction with respect to a measure
of initial conditions ρ0 and we want to address the question of how these classes of
attractors and their basin volumes change when a control parameter p is changed in a
range Ip. As a class of attractors C we understand an equivalence class of attractors,
potentially at different p, that exhibit similar invariant measures. We interpret ρ0 as
a probability density and in this way draw initial conditions from ρ0 and parameter
values from Ip to generate trajectories of the system. Assuming ergodicity, the tail
of these trajectories samples the invariant measures on the attractor. We use these
samples to estimate if they are drawn from similar measures in the sense of the equiv-
alence classes C and cluster them accordingly, such that all members of a cluster are
drawn from the same class. Then, by normalizing the amount of samples at a partic-
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ular parameter value p, we can derive an estimate of the relative volume of the basin
of attraction of a class. The samples themselves can be used to study the properties
of the corresponding class. The most important and intricate point is how we define
the similarity in this case. Also, in high-dimensional systems that potentially have
extremely large numbers of different asymptotic states, we might be interested in a
coarser understanding of similar behaviour or measures. We will therefore define the
similarity in terms of statistics of the invariant measures that can be computed easily
using the samples that we gather. In the following, we will formally outline what we
understand as an equivalence classes and how to built the similarity measures.
4.1.2. Classes of Attractors and their Basin Volumes
We are investigating dynamical systems, these can be ordinary differential equations
ẋ = F (x, t; p) or maps xn+1 = F (xn; p) with a control parameter p. Integrating or
iterating them from initial conditions x0 yields a trajectory x(t; x0, p). Assuming that






a linear combination of invariant measures ρA on the attractors A of the system with
linear expansion coefficients bA. In general, the set of attractors and their invariant
measures ρA will change, when the control parameter p is varied. Given the yet to be
defined notion of similarity of invariant measures, we have classes of asymptotic states
C. When the control parameter p is varied, we denote as Cp the states that belong to






are given as linear combinations of the measures ρA on the attractors inside Cp with
coefficients cA, assuming that they are only finitely many attractors at each p. We





a linear combination of the measures of each class ρC(p) at parameter value p with
coefficient bC(p). Here we assume ρC(p) = 0 and bC(p) = 0 if the class is empty at p.
When we integrate or iterate the dynamical systems from parameters sampled from
Ip and initial conditions from ρ0, the resulting trajectory will have probability bC(p)
to asymptotically sample an invariant measure in C. Therefore, bC(p) is the relative
volume of the basin of attraction of class C at parameter p.
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4.1.3. Similarity of Asymptotic Measures
In order to compute the coefficients bC(p) and make the approach operational, we still
need to define the notion of similarity of the classes C.
Let us first consider two extreme cases. As the first case, a linear response of
asymptotic measures suggests to identify ρA(p) and ρA(p + ∆p) as belonging to the
same class if they are connected by a smooth continuum of measures. This means that
ρA(p + ∆p) − ρA(p) vanishes smoothly in an appropriate sense as ∆p goes to zero,
e.g. in the sense of Ruelle [183, 184]. When applying this to our sampling approach,
we could built clusters of samples (and thereby the classes) by requiring a discrete
notion of continuity that converges to the right continuum condition in the appropriate
limit. Classes that are built like this, would put us close to a bifurcation analysis by
resolving every potential difference in asymptotic states. For high-dimensional systems
this might not be desirable, as noted before. When the number of asymptotic states
is very large we might be interested in a coarser definition of classes of asymptotic
states. Additionally, evaluating a discrete similarity measure on the high dimensional
space is potentially prohibitively expensive to compute for large numbers of samples.
The other extreme case are order parameters. We could consider ρA(p) and ρA(p+
∆p) as similar if they lead to the same order parameter up to some finite bound. This
would place us directly into the realm of statistical physics, but we would need to
know the meaningful order parameters for our system a priori.
We try to situate MCBB between these two extreme cases and build the classes by
making use of a pseudometric on the space of measures built from a weighted sum of
differences of statistics Sk(ρ) of the measures. These statistics can be estimated with
the sampled trajectories. The pseudometric distance between the underlying invariant





with additional weights w. Specifically, we will show that for the examples considered
it is sufficient to track the mean and the variance of the measures, encoding the position
and size of the attractor in phase space:
• The position of the attractor: Ek = 〈x〉ρk





where ρk denotes the marginal distribution on system dimension k.
We further consider the histograms of these statistics over the dimensions of the
system. This is particularly useful when the system consists of many identical elements,
and it allows us to identify asymptotic states related by permutation symmetry. This
is critical for the application to networked systems, for example a dynamical system on
a fully connected network will have a symmetry group Sn. A more detailed discussion
of the technical aspects is given in the next section.
Dependent on the investigated systems, other statistics, such as higher moments
or entropy measures such as the non-normality, measured with the Kullback–Leibler
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Parameter
Figure 4.1.: Schematic illustration of an example dynamic with stable asymptotic
states (solid blue lines) and unstable asymptotic states (dashed blue lines). Two trials
i and j are classified as belonging to the same asymptotic state if they are connected
via a common εDB-neighbourhood.
divergence, KLk = KL(ρk||N (Ek,Vark)) can be used as well. The implementation of
the algorithm provides a flexible framework for this purpose (see Appendix B.4).
4.1.4. Clustering
Finally, we construct clusters of samples, and thereby the classes of asymptotic states,
from the estimates of the distance of statistics D that we just defined. Again following
the argument from the previous section, we want to identify two samples as from the
same class of asymptotic states if there is a smooth response of the distance measure
between them (see Fig. 4.1). We can require that the observed distance is (up to a
factor) a finite scaling of the linear response of the asymptotic state to the parameter
change. For every sample with a parameter pi we continue the integration with pi±δp
where δp ≈< minj(||p(i) − p(j)||) >i should be a typical parameter spacing, leading
to samples from the measure ρi±. Then, we compare the difference D(ρi, ρj) between
trial i and j with the difference to the results of the continuation of the integration
δ±i = D(ρi, ρi±). If the former is much larger we assume that there is no direct
continuation between the states. Two states are then in the same cluster if there is a
chain of states connecting them.
Instead of this computationally intensive continuation study we can also try to ex-
tract sensible values for the distance between samples directly from the data. This
leads then to a constant response size parameter εDB for all trials that is ideally a
specific percentile Qk(p(δ±i )) of the distribution of actual responses δ±i . When we
incorporate the parameter proximity constraint with a weight wp in the distance cal-
culation as well, the new condition then reads
i and j are connected if∑
k
wk|Sk(ρi)− Sk(ρj)|+ wp|p(i) − p(j)| < εDB. (4.6)
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Such a criterion is part of density-based clustering algorithms that we introduced in
Sec. 2.3.5. These algorithms are also ideal as they do not require a priori knowledge
of the number of clusters. We can thus use them to distinguish the different classes
of asymptotic states given a certain set of suitable statistics. If a single, constant
threshold like εDB is used, it also allows us to vary this threshold in order to resolve
different classes of asymptotic states finer or coarser: if we choose a large εDB many
similar asymptotic states will be grouped into a single cluster that corresponds to a
coarser class of asymptotic states. Contrary, a smaller εDB will result in more different
clusters, hence resolving the asymptotic states finer. Fig. 4.1 schematically illustrates
that: As long as this constant threshold is smaller than the minimal distance between
trajectories of the two asymptotic states in question, they will be resolved into different
clusters. Alternatively to the regular density-based clustering algorithms, we outline
a specialized clustering algorithm in Appendix B.2.
Crucially, all steps described here can be performed in a time that scales at most
quadratic in the system dimension. This means that high dimensional systems are
amenable to being studied in this way.
4.1.5. Algorithm
We now describe the algorithm that implements the ideas described above in more
detail.
MCBB is a modular algorithm: most steps can be modified to suit the dynamical
system in question. Algorithm 1 summarizes this procedure in pseudocode and in the
following a detailed description of every step is given.
Setup We aim to distinguish different classes of asymptotic states by using clus-
tering algorithms on sets of statistics that each evaluate one of the N Monte Carlo
trials. Given a dynamical system such as an ordinary differential equation system
ẋ = F (x, t; p) or a map xn+1 = F (xn; p) with x ∈ RNd , we draw N initial conditions
x(i)0 from the distribution UIC and N parameter values p(i) from the distribution Up.
In what follows, we will use uniform distributions for UIC and Up. In the Appendix B.1
the dependence on the choice of the distributions is briefly discussed. While we will
mostly focus on systems with one parameter dimension, it is in principal also pos-
sible to investigate systems with more than one parameter dimension. In particular
setups with two varying parameters can provide useful insights into the dynamics of
the investigated systems as we will see later in two examples in Sec. 4.1.9 and 4.2.1.
However, results for systems with three or more parameter dimensions are harder to
visualize and will need exponentially more trial runs to create sufficient density in
the parameter space. In contrast, just as for basin stability, the number of necessary
samples does not scale with the dimension of the space of initial conditions.
Integration Subsequently, the system is solved for all of the N drawn configurations
(x(i)0 , p(i)). The integration time has to be set appropriately to the system, so that the
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asymptotic states are reached. After discarding the transient, the system is integrated
for a sufficiently long time. While in theory, this choice of a suitable integration time
and transient time is highly non-trivial, in practice, one should have prior knowledge
about the time scales of the system. In most situations choosing these times at rea-
sonably large values and checking them for individual trajectories is sufficient. A more
sophisticated approach will be discussed in future work.
In case of very long transients, if the system has not truly converged, we may instead
observe the basins of attraction of metastable states. See e.g. Lindner and Hellmann
[115] for a related discussion of such basins. In this case the results will depend on
simulation time.
The Julia package (see Appendix B.4) uses DifferentialEquations.jl [40] to solve
ODE systems and from that we will mostly rely on the Tsitouras5 solver [222]. Even
though it features an adaptive step size during integration, we save the trajectories
at a constant step size, so that the results of all N trials are saved at the same time
steps.
Evaluation of the Integration On each of the tail samples generated this way we
evaluate a set of statistics, typically we consider some number Ns of statistics per
system dimension Nd. These include per default the position and size of the attractor
as the mean and standard deviation of the tail sample. Other statistics such as entropy
are possible as well, though. Thus, we obtain N matrices of statistics Si each (Nd×Ns)-
sized with elements Si,kl.
Clustering For most clustering algorithms a distance matrix between all samples is
needed. This (N ×N)-sized distance matrix can be computed from the Sis with two







|Si,kl − Sj,kl|+ wNm+1|p(i) − p(j)| (4.7)
where each measure is weighted with wi. The parameter values can be included in
the distance metric with weight wNm+1 to ensure that similar asymptotic states with
strongly different parameter values are distinguished from each other. The other possi-
bility is to first fit a one dimensional histogram Hi,k to each statistic k across all system
dimensions. This is advantageous when symmetric configuration of asymptotic states
should not be distinguished which is often the case for networks of identical units. The
distance matrix then follows with a suitable histogram distance DH(Hi,k, Hj,k) such




wlDH(Hi,l, Hj,l) + wNm+1|p(i) − p(j)|. (4.8)
When all Hi,k for one specific statistic k share the same binning and norm, the 1-
Wasserstein metric can be computed very efficiently from the empirical CDF of each
83
4. Monte Carlo Basin Bifurcation Analysis
histogram. While the algorithm also works without the weights, i.e. wi = 1 ∀i,
introducing them gives more flexibility when using higher order moments and entropies
as statistics. The choice of the weights w depends on the statistics used and the
expected asymptotic states. Generally, a good first guess is to give higher moments
such as variance and non-normality measures lower weight than the mean those weight
is set to 1. Given the distance matrix, a clustering algorithm such as DBSCAN [65], is
used. In Sec. 2.3.5 we already introduced DBSCAN, it classifies all points that can be
reached through a common εDB-area as one cluster. Estimating an appropriate εDB
parameter is a non-trivial task and there are different possibilities. As discussed in
Sec. 2.3.5 the k-nearest neighbour (kNN) distance, more specifically the 4NN distance,
can be used to estimate εDB as the the value of the kNN distance at the first visual knee
in the ordered kNN distance graph of all data points. Another, yet similar possibility
is to use the median of the cumulative kNN distance, where k is a certain percentage
of all points, e.g. 0.5%. As explained in Sec. 4.1.4, the εDB can also be estimated by
continuing the integration and tracking the response of D. In the examples we have
studied, this yields similar values like the more empirical kNN-based methods, but is
computationally more expensive. This is why the kNN-based methods are preferred
for the estimation of the parameter. Fundamentally there is no "right" choice of εDB,
in combination with the choice of distance measures it determines how finely we want
to resolve the classes of asymptotic states. While the choice of statistics and weights
determines what aspects we look at, εDB provides us with an overall resolution that we
can vary. As the clustering itself can be computed very fast, it is easy to scan a variety
of values. We will see an example in Sec. 4.1.9 where two clusters that are somewhat
similar are no longer resolved as two when we increase εDB. Density-based clustering
algorithms such as DBSCAN are sensible to outliers. Input that is strongly dissimilar
to all other data is classified as an outlier. For our purpose, this will typically happen
when an explosion of multistability, many different, yet dissimilar, asymptotic states
occur.
Evaluation of the Clustering The clustering algorithm C thus returns the cluster
assignments
C = C({Si} ; εDB) (4.9)
which map each of the N trials to one of the NC clusters, with Ci ∈ [1, NC ] being
the number of this cluster for trial i. The cluster assignments C enable us to further
analyse the system in question. First of all, we can track the size of the basin of each
class of asymptotic states for changing parameters and thus quantify bifurcations and
multistability within the system. This is done by computing the amount of trials within
a parameter window [pmin; pmax] and sliding this window over the complete parameter
range. We thus have an estimator for the relative basin volume at parameter p that
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In order to further investigate the dynamics of each class of asymptotic sets, the
statistics are subdivided into sets corresponding to each of the clusters as well. This
way we can track, e.g., how the position or size of samples in a cluster change as a
function of p. Investigating solutions of typical trajectories within each cluster can
provide insights as well. In Sec. 4.1.6 examples of such analyses are shown.
All in all, the two main parameters of the method are the weights w of the distance
calculation and the clustering parameter, in case of DBSCAN εDB. As a default for
w, we take wE = 1, wV ar = 0.5, wp = 1. In Sec. 4.1.6 we will explain in more detail
why we chose the weights presented for the systems under study. For the clustering
parameter, an estimate with the kNN distance or a response analysis is made and if
needed this value is increased (decreased) if one wants to resolve more (fewer) clusters.
As for most Monte Carlo methods, the number of trials N should be chosen sufficiently
large so that the results are independent from it. A reasonable test is therefore to run
the experiment twice: if the results differ qualitatively, one has to increase N .
The computational complexity of MCBB very much depends on the system in ques-
tion. The most expensive parts of the approach are N times integrating the system
and the computation of the distance matrix. The integration scales with O(N · Nd)
for sparsely coupled systems, whereas the integration of more densely coupled sys-
tems scales with higher powers of Nd. The computation of the distance matrix scales
with O(N2) and is typically the bottleneck only for systems that integrate very fast
and very large N as e.g. the conceptual model for tipping cascades that is shown in
Sec. 4.2.1.
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Algorithm 1 Monte Carlo Basin Bifurcation Analysis (MCBB)
1: Given: A dynamical system ẋ = F (x, t; p) or xn+1 = F (xn; p) with system
dimension Nd
2: Given: A set of Ns statistics {S} on the components of trajectories RNt → R
(e.g. mean and variance)
3: Given: A distribution UIC of the initial conditions and parameters Up
4: for i← 1, N do
5: Sample N initial conditions x0 from UIC and N parameter values from Up
6: Solve system for a long trajectory x(t; x0,p)
7: for dim← 1, Nd do
8: for meas← 1, Ns do
9: compute Si,dim,meas = Smeas(xdim(t)) from the tail of the trajectories.
10: Obtained: N (Nd ×Ns)-matrices Si
11: Compute (N ×N)-sized distance matrix D of all Si to each other.
12: Density-based clustering (e.g. DBSCAN) of D
13: Analyze cluster memberships and statistics S for each cluster dependent on the
parameter values p
14: Obtained: Estimated relative basin volume b̂Ci(p)
4.1.6. Results
MCBB is a method that can be applied to a wide range of dynamical systems. Both,
systems with discrete and with continuous state spaces are possible to investigate.
Typical applications are networks of oscillators as will be shown in the following, but
also discrete agent-based models such as the Dodds-Watts model. Every system that
returns a trajectory given an initial condition and parameter can in principal be ana-
lyzed with MCBB. In the following we will first analyse three prototypical systems with
MCBB: the Dodds-Watts model, Kuramoto oscillator networks and Stuart-Landau os-
cillator networks. Then, in Sec. 4.2 we will apply MCBB to conceptual climate models
as well.
The source code of all these results is available in the GitHub repository of the
accompanying software implementation (see Appendix B.4).
4.1.7. Dodds-Watts model
The Dodds-Watts model of social and biological contagion [56, 57] is a generalization
of contagion models such as the SIS and SIR model [146, e.g.]. Given is a population
of NI individuals that are connected to all other individuals. Each of the individuals
is either in the susceptible (S), infected (I) or recovered (R) state and has a memory
of doses they received within the last T time steps Dt,i. Thus, showcasing the ability
of MCBB to also deal with systems with finite delays or memories. At each time
86
4.1. Monte Carlo Basin Bifurcation Analysis
step each individual i comes into contact with another individual j that is randomly
selected from all other individuals. If j is infected, i receives a dose d with exposure
probability p. The amount of the dose d is drawn from a distribution fd(d). The
dose adds to the dose memory Dt,i of i at time step t so that Dt,i =
∑t
t−T+1 dt′,i. If
the dose memory of an individual exceeds the dose threshold d∗i , it becomes infected.
Latter dose threshold d∗i is drawn from a distribution g(d∗). As soon as Dt,i drops
below the threshold, the individual recovers with probability r at each time step.
A recovered individual becomes susceptible again with probability s. One gets the
classic SIS model e.g. for the configuration s = 1, g(d∗) = δ(d∗ − 1), fd(d) = δ(d− 1),
T = 1 with p and r as free parameters. For more details on the model, see Dodds
and Watts [56]. For this NI dimensional model with discrete states si,t ∈ [S, I,R] and
discrete time t ∈ [1, 2, .., tN ] we directly evaluate the count of susceptible N(S) and
infected states N(I) within the time evolution of each individual as statistics for the
algorithm. As shown by Dodds and Watts [56], there are several configurations which
possess multistable regimes where also a mixed population with N(I) unequal 0 or NI
can be stable.
In particular, we are investigating the two configurations: (A) with NI = 1, 000,
T = 12, r = 1, g(d) = δ(d− 3), s = 1 and (B) with NI = 1, 000 g(d) = 0.075δ(d− 1) +
0.4δ(d−2)+ 0.525δ(d−12), T = 20, r = 1 and s = 1. The number of initially infected
individuals is drawn from a uniform distributed over [0;NI ]. We evolve the system
for 1000 time steps from which we regard the first 800 time steps as the transient.
Configuration (B) is roughly similar to the SIS model but with a dosage memory of 20
steps and a dosage threshold distribution so that roughly half of the population is quite
resilient against becoming infected. For both configurations N = 5, 000 trajectories
with random initial conditions and parameter values were computed. As both of the
measures are equally important, we choose wI = wS = 1 and wp = 0, so that we do not
use the parameter value in the distance calculation. The distance D was constructed
using histograms of the statistics as described in Sec. 4.1.5.
Based on a visual inspection of a 4NN-distance graph, the clustering parameter
εDB = 0.15 was chosen for configuration (A). Fig. 4.2 shows the results of the analysis.
Similar to the results reported in Dodds and Watts [56], we see for such a configuration
a bifurcation occur around p ≈ 0.4. For values larger than this the fully infected state
becomes stable. Its basin of attraction quickly grows, but the fully healthy state
remains stable as well with a very small basin of attraction for large p values.
Configuration (B) exhibits a slightly more complex structure as Fig. 4.3 reveals, in
accordance with the results in Dodds and Watts [56]. Additionally, Fig. 4.3 features
sliding histograms as well. These can be helpful to identify the dynamics of the clusters.
For each sliding parameter window a histogram is fitted to all statistics results within
this window. These histograms are then plotted directly next to each other so that
we can visualize changes of the statistics within each cluster for changing parameter
values. In the case of the Dodds-Watts model where we measure the fraction of time
an individual agent was infected and susceptible, these are predominantly either 1 or
0 as most agents are either infected or susceptible the whole time. Fig. 4.3a shows
the behaviour of the system. For small values p only the fully healthy state is stable
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Figure 4.2.: Approximate relative basin
volume of the two different classes of
asymptotic states, fully infected (blue) and
fully healthy (red), for configuration (A) of
the Dodds-Watts model. The colored areas
in the plot represents the basin volume of
the respective state. Computed by using a
sliding parameter window over the cluster-
ing results (see Sec. 4.1.5), a window length
of 0.05 and an offset of 0.01 were used.
(see also Fig. 4.3b). The first bifurcation occurs around p = 0.3 when a mixed state,
for which susceptible and infected individuals coexist, becomes stable. Its basin of
attraction quickly grows, while the healthy state remains stable but with a very small
basin of attraction. For growing p the amount of infected individuals rises. Eventually,
around p = 0.7 a fully (or almost fully) infected state becomes stables. As Fig. 4.3 d,
shows directly at the bifurcation point not all individuals of the fully infected state
are infected which is the case for larger p. Comparing the results to the ones reported
in Dodds and Watts [56] we see that the fully infected and the mixed state are indeed
two distinctive stable branches of the system and thus rightfully classified by MCBB
into two separate clusters.
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Figure 4.3.: (A) Approximate relative basin volume of the different asymptotic states
of configuration (B) of the Dodds-Watts model. It exhibits a fully infected (blue), fully
healthy (red) and mixed state (green). Computed by using a sliding parameter window
over the clustering results (see Sec. 4.1.5), a window length of 0.05 and an offset of
0.01 were used.
4.1.8. Kuramoto Networks
The Kuramoto model is one of the fundamental examples of synchronization theory
and network science. Yoshiki Kuramoto derived his model of coupled phase oscillators
as the simplest nontrivial model for a temporally organized system that exhibits syn-
chronization or self-entrainment, as he referred to it [107]. The version with inertia,
often called second-order Kuramoto model, has been used in a variety of contexts,
most importantly to model nodes in power grids [19, 70, 86, 141, 144, 179]. When
the coupling of the oscillators to each other is increased, an onset of synchronization
can be observed. In the transition towards this globally stable synchronization, the
Kuramoto model with inertia exhibits an extreme form of multistability, with a large
number of different attractors. Studying the dominant patterns of synchronization
in the transition region was one of the motivating questions for the development of
MCBB. While we are not interested in resolving every single one of these attractors,
we want to gain insights into the dynamics of the model beyond just computing an
order parameter.
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The system is given by the equations
φ̇i = ωi , (4.11)
ω̇i = ±1− 0.1ω −K
∑
j
Aij sin(φi − φj) with + ∀i ∈ [1, N/2],−∀i ∈ [N/2 + 1, N ]
which describe the time evolution of the phase φi and frequency ωi of N oscillators that
are connected to each other via a network with adjacency matrix A. Equally many
oscillators have a +1 and −1 in the frequency equation as their drive. For K = 0 the
oscillators rotate freely with ω = ±10. As K increases synchronization starts to occur
in the network. At K = 10 the system typically synchronizes completely.
While a large number of works have studied the stability of this synchronous state
as a function of the local network topology [11, 54, 86, 100, 133, 141, 176, 193, 196,
199, e.g.], comparatively little is known about the intermediate regime. As the afore-
mentioned previous studies have shown, the main dynamics, especially concerning the
synchronization of the network, is in the frequency. Hence, we will only consider the
frequency dimensions in the analysis here. Fig. 4.4a shows the network on which the
oscillators are coupled and the sign of their drive in Eq. 4.12. It is a random regular
graph for which every node has degree k = 3. The single statistic we will use on the
asymptotic state are the positions of the frequency of all the nodes and the distance
matrix D is computed according to Eq. 4.7 from N = 25, 000 trajectories.
Fig. 4.4b shows the MCBB results for the basin bifurcation structure b̂C(p), based
on distances computed from the per-dimension mean of the frequency. For K = 0, i.e.
no coupling, the oscillators rotate freely with their natural freely with their natural
frequencies ω = ±10. This state persists for small K, until its basin volume decreases
rapidly from K ≈ 1 onward. In the intermediate regime between K ≈ 1 and K ≈ 5
there are many different asymptotic states. They are classified together in the outlier
cluster here because each of these states occurs so infrequently that not enough samples
are obtained for a statistical treatment and for a separate cluster to be identified.
Hence, the basin structure is not dominated by a single transitional state, instead an
explosion of multistability occurs. Two transitional states do achieve a significantly
large basin in the transition region though (green and red in Fig. 4.4b), as each of
these classes of states occurred in more than 0.5% of the total runs with a maximum
relative basin volume of about 10% at 2 < K < 4. We can look a bit deeper into
these clusters, as we do in Fig. 4.5, to find out that these clusters represent a partially
synchronized state, in which a region of the network is synchronized in the upper right
corner of the network, while all other oscillators rotate at their natural frequency.
To understand how the network synchronizes when K is increased and the unsyn-
chronized and partially synchronized states loose their stability, we can inspect closer
the size of the attractor, i.e. the measured per dimension standard deviation of the
trajectories, as presented in Fig. 4.6. There we see that with increasing K the size
of the attractor increases as well. Thus, the frequency of the oscillators starts to os-
cillator itself around a stable average frequency. This suggests an interesting insight
into the transition regime and how the network synchronizes. When the coupling K
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Figure 4.4.: (A) Network structure of the investigated Kuramoto system. Red nodes
have a negative drive (minus sign in Eq. 4.12) and blue nodes a positive one. (B) The
basin bifurcation diagram for the system with the synchronized, partially synchronized
and synchronized regimes.
increases some neighbouring oscillators couple and synchronize (as shown e.g. in the
partially synchronized states). The basin of the partially synchronized state grows. At
the same time when K increases, the frequency oscillations of the non-synchronized
oscillators grow and these oscillators spend more and more time far from their nat-
ural frequency. Once the frequency oscillations get so large that they are close to
the frequency of a synchronized component, the formerly non-synchronized oscillators
get entrained. It is beyond the scope of MCBB to accurately verify this mechanism.
However, the parameter dependent basin volume that is computed by MCBB, already
provides immediate and crucial insights into how the attractors of the systems and
their basin structure change during the transition from a fully unsynchronized to a
fully synchronized network. Most importantly, the approach shows that the attractors
grow in size until they loose their stability.
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Figure 4.5.: Analysis of the clusters exhibiting no synchronization (A) and partial
synchronization (B). (A) and (B) are sliding histogram plots, similar to Fig. 4.3 and
show the means of the frequencies over all nodes as histograms depending on the cou-
pling parameter. (C) and (D) show the mean frequency of each individual oscillators
over all samples in the cluster for cluster 2 (left) and cluster 3 (right).
Unsync
Figure 4.6.: Sliding histogram plot similar to Fig. 4.5. Here, the standard deviation
of all frequency time series is shown depending on the coupling parameter.
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4.1.9. Stuart-Landau Oscillator Networks
Another paradigmatic type of oscillator is the Stuart-Landau oscillator which can be
written as
ż = (λ+ iω − |z|2)z (4.12)
where z ∈ C, λ is the bifurcation parameter and ω is its eigenfrequency. Originally
derived by Lev Landau and later by Stuart and Watson [108, 219, 238] to describe the
transition to disturbance in hydrodynamics, it is also a normal form of the Andronov-
Hopf bifurcation (see Sec. 2.2.6) and hence widely applicable and of great importance
in many fields [8]. Coupling Stuart-Landau oscillators can lead to several interesting
phenomena. Most importantly oscillator quenching in the form of amplitude death
(AD) and oscillator death (OD) [103, 192, e.g]. Also, chimera states [5, 168, e.g.] which
describe states of systems of coupled identical oscillators that exhibit an inhomoge-
neous pattern in which phase-locked, synchronized states coexist with drifting states.
To apply MCBB to Stuart-Landau systems, we use the configuration of Sathiyadevi
et al. [190] as it prominently features a multistable regime with travelling wave (TW),
oscillation death (OD) and what the authors refer to as stable amplitude chimera
(SAC) dynamics. In this setup NN Stuart-Landau oscillators with identical eigenfre-
quency ω are coupled by attractive coupling to its P1 nearest neighbours and repulsive
coupling to its P2 nearest neighbours via the following equations:









=(zk − zi). (4.13)
where <(x) is the real part and =(x) the imaginary part. We can also investigate this
setup with the coupling mediated on two Watts-Strogatz random graphs [239], one for
the repulsive and one for the attractive coupling. With the rewiring probability pr = 0,
we get the same equation as above, for pr 6= 0 we expect changes in the dynamics.
Parameter Configuration
We choose the same parameter configuration as in Sathiyadevi et al. [190]: ω = 2,
NN = 100, P1 = 1 and P2 = 22. In our experiments we vary K, r2 = P2/NN
and pr. We use random initial conditions with real and imaginary part uniformly
distributed between −1 and 1 (in contrast to the cluster initial conditions used for
some calculations in [190]) and vary K from 1.8 to 2.5. As per dimension measures
we use mean and standard deviation. Since the Stuart-Landau oscillators are complex
valued, all measures are applied separately to the real and imaginary part. From our
a priori knowledge about Stuart-Landau Oscillators, we know that their asymptotic
states will exhibit different kinds of oscillatory behaviour, thus it is a good choice to
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put the largest weight on the standard deviation. We choose wE = 0.25, wSD = 1,
wp = 1 and run N = 15, 000 trials that are integrated from t0 = 0 to tf = 200. The
first 70% of this time span are regarded as the transient and are not used for the
evaluation. The first experiment is performed with pr = 0 and r2 = 0.22 and the
distance matrix D is calculated using histograms according to Eq. 4.8.
Varying the coupling
After running the experiment and calculating the distance matrix D, the associated
4-dist graph exhibits the knee point at around 0.01. We slightly decreased this value
to 0.009 and 0.008 in the reported results. Fig. 4.7a and b show these results for the
approximate relative basin volume. Similar to the results reported in Sathiyadevi et al.
[190] we see a multistable regime, in which TW dynamics are prevalent for K < 1.95
and OD dynamics for K > 2.2. In between there are various states in which some
oscillators show OD-like behaviour and others exhibit a synchronized oscillation. We
thus prefer to refer to these kinds of states as partially synchronized (PS) states. Im-
portantly, the PS states are a mixture of many similarly partially synchronized states
and not just a single asymptotic state. If we choose a larger εDB like in Fig. 4.7A,
the states with full OD and the PS states with only few partially synchronized oscil-
lators and otherwise mostly OD dynamics are merged into one cluster (OD+PS). For
smaller εDB they are separated into two distinct clusters (Fig. 4.7A). One particular
structured and more common kind of partially synchronized states can be found for
1.9 < K < 2.0. As Fig. 4.8 shows, these states are highly regular stationary waves,
interrupted by oscillators exhibiting OD. We thus refer to these states as regularly
clustered stationary wave states (RCSW). Aside from these more regular dynamics,
there are all kinds of different mixed states between wave-like dynamics and oscilla-
tion death. Many are so dissimilar to each other that they fall into the outlier cluster.
The outlier cluster has the most members during the transitions from TW to PS via
RCSW at K ≈ 2.0 and at the transition between OD and PS at K ≈ 2.2. A handful
of smaller clusters with less than 60 members (or 0.4% of all trials) were neglected.
They contain partially synchronized states with more similarities to each other than
to those in the outlier cluster. We identified these dynamics by further analyzing
the statistics within each cluster. Fig. 4.8 shows example plots and sliding histogram
plots for two of these clusters. The RCSW states mostly oscillate and thus almost
all oscillators have a mean of zero and a constant standard deviation different from
zero. We see that these histograms change little for different coupling values. The
cluster is very homogeneous with almost all members looking like the example shown
in Fig. 4.8 C. The PS cluster, on the other hand, is much more inhomogenous. Its
members have in common that most of the oscillators exhibit OD, thus as Fig. 4.8
confirms, they exhibit nonzero means, with both positive and negative values while
having a vanishing standard deviation which corresponds to the typical stable fixed
points of OD dynamics. Fig. 4.8 D shows one example, the amount of oscillators still
exhibiting synchrony is different within the cluster, though. Additional results for the
other clusters can be found in the Appendix.
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A B
Figure 4.7.: Cluster diagram of the Stuart-Landau Oscillator network with pr = 0
for two different values of the clustering parameter εDB. For (A) εDB = 0.009 and
for (C)&(D) εDB = 0.008. MCBB resolves the different classes of asymptotic states:
travelling wave (TW), regular clustered stationary waves (RCSW), (full) oscillation
death (OD) and mixed partial synchronized / oscillation death (PS) states. When
increasing εDB states in which most (but not all) oscillators exhibit OD, while the
remaining few oscillators are synchronized (PS) and the states in which all oscillators
exhibit OD (OD) are merged to one cluster (OD+PS). The window size used is 0.025
and the window offset is 0.01.
Varying the coupling and amount of coupled neighbours
Similarly to the additional setup in Sathiyadevi et al. [190], we can also investigate
this system with two varying parameters using MCBB. First, we choose to vary K,
the coupling strength, and r2, the relative amount of neighbours the oscillators are
coupled to repulsively. Fig. 4.9 shows similar clusters of similar asymptotic behaviour
as in the one-dimensional setup. We see that TW dynamics are present only for small
K and large r2 values, while OD+PS dynamics are present even for small K values
when r2 is small. For very small r2 there is also a desynchronized (DS) cluster. Most
notably the distinctive RCSW type dynamics are only present for r2 > 0.1 and its
basin becomes larger for larger r2 values.
Rewiring of the network
When we start to randomize the coupling by rewiring it according to the scheme of
Watts-Strogatz random graphs, we get the results presented in Fig. 4.10. Here, we
added the outlier cluster together with several smaller clusters that all exhibit mixed,
partially synchronized, partially OD dynamics to the mixed states (MS) cluster. The
range of K for which these kinds of dynamics appear gets wider when the rewiring pr
increases. TW dynamics appear less for larger pr values. RSCW type dynamics do
not appear when the network is rewired.
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analysis of the two of the
clusters also shown in Fig.
4.7. Plots (A),(B),(E),(F) are
sliding histogram plots. For
each sliding window of coupling
values K, the respective mea-
sures of trajectories within the
said cluster are plotted as a
histogram in y-Direction. (A-
C) inspect the RCSW cluster.
(A),(B) show the mean and
the standard deviation of the
RSCW cluster. (C) and (D)
are example trajectories from
the respective clusters. (E), (F)
show the mean and standard
deviation of the PS cluster.
Figure 4.9.: Results from the
setup with two parameters,
varying the amount of coupled
neighbours r2 and the coupling
strength K.
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Figure 4.10.: Results from the setup with two parameters, varying rewiring pr of the
Watts-Strogatz random graph that mediates the repulsive coupling and the coupling
strength K.
4.1.10. Discussion
Given a complex system, such as an ODE system, like the Kuramoto and Stuart-
Landau networks demonstrated in Sec. 4.1.8 and 4.1.9, or a map like the Dodds-Watts
model presented in Sec. 4.1.7, MCBB is able to analyze and quantify which classes
of asymptotic states are occuring. As demonstrated with the paradigmatic example
systems MCBB is a widely applicable approach. It is suitable to analyze the behaviour
of every high-dimensional system that returns a trajectory, be it agent-based models
such as the Dodds-Watts model or differential equations like the Kuramoto and Stuart-
Landau networks. The known bifurcations of these systems were reproduced by MCBB
as shown for example with the Dodds-Watts model. Additionally, it enables us to
reveal clusters of qualitatively similar asymptotic states for all these systems as the
results investigated in Sec. 4.1.9 show. It does successfully identify the sizes of the
basins of the most important asymptotic states even in transition regimes, which a
traditional bifurcation analysis cannot reveal. For the Kuramoto system we see how
and when the basin of the unsynchronized states shrink and how the basins of the
completely synchronized states emerge. We also get an insight into the transition
between these states, as we can see how the size of the attractors increases before
they destabilize. Hence, for the Kuramoto model it provides an intuitive way of
visualizing the synchronization process. When applying MCBB to a Stuart-Landau
system the different asymptotic behaviours, travelling wave states, oscillator quenching
phenomena such as oscillator death and mixed states, are classified in different clusters
and interesting dynamics such as regularly clustered stationary wave states are revealed
and their basins are quantified.
The analysis can always be fine tuned by changing the clustering parameters to
resolve the asymptotic states finer or coarser. Additionally, the weights of the dis-
tance calculation provide another mean of adjustment. The flexible nature of the
method also allows for experimentation with the statistics used to evaluate the trajec-
tories and the exact clustering algorithm. In particular various entropy-based statistics
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seem promising to use. While designing the method we already used the per dimension
Kullback-Leibler divergence as a statistic to track structural changes of investigated
systems. This was especially useful for relatively low-dimensional systems. The curve
entropy [13] of the complete trajectory was tested as well. Additionally, we also exper-
imented with a distance between histograms of the covariance matrices as a statistic.
This expands variance-based size measure to also take cross-correlation between the
dimensions into consideration which could be useful for systems that exhibit multiple
possible cross-correlations structures in the asymptotic states that otherwise behave
similar, e.g. different kinds of collective oscillations. For the example systems pre-
sented here, it was however sufficient to only use the position and size of the attractors
as measures. Additional measures were not necessary to resolve the different classes
of asymptotic states. This should not stop experimentation with additional measures
though, as some of them are already implemented in the accompanying software as
well with further additional ones easy to add.
Aside from the approximate basin volume and the sliding histograms shown here,
it is also possible to further investigate the clusters found by the clustering algorithm,
e.g. by analyzing which kind of initial conditions lead to certain class of asymptotic
states or by analyzing how each dimension is changing with the control parameters
separately and not in histogram form. These options are already implemented in the
Julia package (see Appendix B.4) and more could be envisioned in the future.
A distinct limit of the approach is that it is only able to detect and track stable so-
lutions of the investigated systems. Unstable solutions are not accessible with MCBB.
A further important avenue of investigation is to study the mathematical properties
of the algorithm described here in much more detail. In particular it would be highly
desirable to understand the convergence properties of the algorithm. We also sus-
pect that there is considerable scope for improving the clustering by making use of
information from the continuation, rather than reverting to a standard density-based
algorithm. In Appendix B.2 one modified algorithm that needs further investigations
is already outlined. One other avenue of investigation where we will improve the
method further is to use the statistics of the tail sample we record in order to track
when the integration has reached the asymptotic regime in a suitable sense.
So far we focused on introducing the method, testing it with paradigmatic examples
and discussing the results on these models. MCBB opens the door to studying a wide
variety of systems in novel ways. In the following we will investigate two conceptual
climate models and show how MCBB can be useful for the analysis of these types of
models as well.
4.2. MCBB for Climate Models
In the previous sections we demonstrated on paradigmatic examples that MCBB is able
to uncover and quantify the largest basins of attraction of high-dimensional complex
systems. And, as aforementioned mentioned, most climate models exhibit multista-
bilty as well, e.g. energy-balance climate models exhibit a bistability between a cold
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and warm state [39, 127, 201], but also regional climate can exhibit multistability
such as between savannah and rainforest states [46, 88]. In the following sections we
will first explore a conceptual model for tipping cascades with MCBB. This follows
parts of the publication „Basin stability and limit cycles in a conceptual model for cli-
mate tipping cascades“ [MG7] with additional MCBB results added here that replace
the original basin stability results. Afterwards we will analyse a bistable climate toy
model. This follows the first part of the publication „Analysis of a bistable climate
toy model with physics-based machine learning methods“ [MG6].
4.2.1. Conceptual Model for Climate Tipping Cascades
The Model
Several large-scale sub-regions of the Earth exhibit a multistability that could lead to
a "tipping" from one state into another when a certain threshold of e.g. the global
mean temperature is transgressed. Lenton et al. [113] identified several of these tipping
elements of the Earth. All of the Earth’s climate sub-regions are connected in some
direct or indirect manner and thus it is natural that a massive change of the behaviour
of one sub-region will impact others. A potential domino-like effect, a tipping cascade,
has been hypothesized [37, 214]. Here, we want to investigate the properties of a con-
ceptual model of interlinked tipping points, in particular its attractors, to understand
the dynamics of tipping cascades. We restrict the model to five elements that are po-
tentially the most vulnerable to tipping when the 2.0◦C goal of the Paris Agreement
is transgressed. These are the Greenland Ice Sheet (GIS), the West Antartic Icesheet
(WAIS), the Atlantic Meridional Overturning Circulation (AMOC), the Amazon rain-
forest (AMAZ) and the El-Niño Southern Oscillation (ENSO). For a more detailed
view on the choice of the tipping elements, the reader is referred to [MG7].
Each individual tipping element is represented by the cusp normal form that we
already introduced in Sec. 2.21:
fi (xi) = −aix3i + bixi + ci ai, bi, ci ∈ R. (4.14)
It exhibits hysteresis and two critical points where a tipping from one state into the
other can occur and is therefore a good candidate for a conceptual tipping element
[37]. We couple five of these together with an individual link strength sij and assume,
a simplified, linear interaction between the elements. Reformulating the constants in












sij (xj + 1)
 1τi . (4.15)
In this model τi is the typical time scale one tipping element needs to undergo the
transition from one state to another and Tlimit, i is the critical temperature threshold
of each element (see Tab. 4.1). The 1 is added in the coupling term, to ensure that the
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coupling term is positive and its sign, determining whether or not there is a positive
or negative feedback, is only determined by sij . The factor
√
4/27 stems from the
location of the tipping points of the cusp equation. We derived these for a very similar
equation in Sec. 2.2.6. An untipped element will exhibit a value of around −1 and
a tipped element a value of around +1. The change in global mean temperature to
pre-industrial levels ∆GMT is the first control parameter in our analysis. Furthermore
we will treat the overall interaction strength d as an additional control parameter. The
interaction strength is normalized to d ∈ [0; 1], whereas d = 0 equals to no coupling at
all, d = 1 means that the coupling term has a similar magnitude as the dynamics of the
individual sub-element. Therefore small values around d ≈ 0.2 seem the most realistic.
The parameters of the model are thus τi, sij and Tlimit,i and the control parameters
∆GMT and d. Values of these parameters are based on expert survey and given in
Tab. 4.1 and B.1. Most of the parameters have large uncertainties. Importantly, for
some of the links the sign of sij is also uncertain.
Table 4.1.: Parameters of the model: critical temperature range Tlimit, i of the five
tipping elements as taken from the literature [194]. The typical tipping time scale τi
is given in model years (in arbitrary units).
Tipping element Tlimit, i [◦C] τi [a.u.]
Greenland 0.8 – 3.2 4900
West Antarctica 0.8 – 5.5 2400
AMOC 3.5 – 6.0 300
ENSO 3.5 – 7.0 300
Amazon rainforest 3.5 – 4.5 50
Adjustments to MCBB
We are interested in investigating the attractors of this model which mostly correspond
to the different combinations of elements being tipped or not. With MCBB we can
compute the relative size of the basins of these attractors and how these change when
the global mean temperature increases or the interaction strength is increased. All
parameters of the model have large uncertainties. Any analysis of the system needs to
account for those. When generating sample trajectories during the MCBB procedure,
we therefore also always draw these parameters randomly. Whereas we regard the in-
teraction strength d and the change in global mean temperature to pre-industrial levels
∆GMT as the control parameters, all other parameters are considered background pa-
rameters and are uniformly randomly drawn from within their uncertainties. The
basin information is then computed only with regard to the control parameters. To
cover the phase space and the parameter uncertainties sufficiently well a larger num-
ber of samples N than in our previous examples is therefore needed. The presence
of these background parameters changes the notion of what we understand as a class
of similar attractors within MCBB and their basins. However with this change, we
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Figure 4.11.: MCBB results of the Conceptual Model for Tipping Cascades. For this
analysis all initial conditions were set to the untipped state. Additionally, limit cycle
oscillations are found that are looked at in detail in Fig. 4.13.
Figure 4.12.: MCBB results of the Conceptual Model for Tipping Cascades. For
this analysis all initial conditions were randomly set within [−1; 1]. Additionally, limit
cycle oscillations are found that are looked at in detail in Fig. 4.14.
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are still able to make qualitative judgements on tipping cascades in the model even
if this model has large uncertainties. Furthermore, we can also restrict the analysis
to run only from initial conditions that are untipped. This would correspond to the
current state of the Earth and enable us to study the actual tipping cascades better.
For instance a system that starts with all but one element tipped, is highly unlikely to
induce a cascade. However as we are not only interested in the cascades but also in the
basin structure of the attractors of the model itself, both approaches, random initial
conditions as usual with MCBB, and a restriction to untipped initial conditions are
performed. Aside from the uncertainties of the model, the model is used with two con-
trol parameters. Extending the definition for the relative basin volume (Eq. 4.10) to
two-dimensional parameter setups is straightforward by sliding a two-dimensional pa-
rameter window over the clustering results as we have already done when investigating
the Stuart-Landau oscillator network in Sec. 4.1.9.
Results
The MCBB analysis was conducted by integrating N = 175, 000 trajectories for a
time of 52, 000 a.u.. This very long integration time was chosen to avoid any transient
dynamics as some elements can also still tip after a considerable amount of time
due to the large τi values. As statistics for MCBB only the mean and the variance
per dimension was used and the distance matrix was computed with the histogram
approach (see Eq. 4.8) and both statistics have the same weight. The εDB value for
the clustering was found with the kdist-method at εDB = 0.2. However, the results
are not very sensitive to this value. When evaluating the clustering results, it is
easy to identify the amount of tipped elements, as in this model, aside from transient
dynamics, all tipped states will exhibit stationary values of around +1 and all untipped
states exhibit stationary values of around −1. Fig. 4.11 shows the MCBB results when
the initial conditions are all in the untipped state. Increasing ∆GMT increases the
amount of tipped elements. One, two or three tipped elements are only possible for
∆GMT / 4. Larger temperature lead to four or all five elements tipped. Compared
to the values of Tlimit,i, more elements tip at lower ∆GMT values with increasing d.
Whereas three of the five elements have a minimal Tlimit,i ≥ 3.5 on their own, already
for ∆GMT ≈ 2 and d ≈ 0.2, states with three tipped elements become stable. By
inspecting the results gathered during the MCBB run, one sees that these states are
mostly those of the GIS, WAIS and AMOC beeing tipped. Increasing either d or
∆GMT only slightly results in four and five tipped elements.
Looking at the results of the analysis of the basins with random initial conditions (see
Fig. 4.12), shows that the volume of the basin of attraction with respect to initial
conditions in the complete phase space of the model is very small for states with zero,
one or two tipped elements. At the d = 0.2 and ∆GMT = 2 point only states with
three, four or five elements have a large basin of attraction, increasing either of d or
∆GMT leads to states with four or five elements beeing tipped.
Furthermore, limit cycle attractors are found by MCBB, identifying the parameter
regimes where Hopf bifurcations occur and the tipping elements start to show Kadyrov
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oscillations. Such Kadyrov oscillations have already been found in the early literature
on dynamical systems of the cusp type [1]. As shown in Fig. 4.13 for initial conditions
at −1 for all tipping elements, this is most prominently the case for large interaction
strengths and medium temperature increase values. Here, about every tenth solution
is oscillating. For smaller interaction strength values, limit cycles can still occur but
are much rarer with an occurrence at about 1% of all solutions. Of all these limit
cycle oscillations almost all (95%) have a significant amplitude (Standard deviation >
0.1) in at least one tipping element. The most common limit cycles are simultaneous
oscillations of AMOC and GIS as shown in Fig. 4.13d. They make up about 86% of
all oscillating states found. The reason for this predominant oscillation is that there
is a strong negative feedback loop between the Greenland Ice Sheet and the AMOC
via freshwater input from Greenland that weakens the AMOC, while on the other
side a weaker AMOC cools the northern hemisphere [see e.g. 41, 105]. Still, whether
such oscillations could indeed exist in the climate system remains speculative, but in
principle there is evidence of oscillatory behavior in paleo data of the Earth system [50].
Discussion
For temperatures above 4.0◦∆GMT, we find that the only dominating stable states are
those with four or five tipped elements. Even for lower temperature increases states
with two to four tipped elements already have a considerably large basin of attraction.
The analysis that was performed from all-untipped states also shows that tipping
elements may tip earlier than their individual critical temperature, due to tipping
cascades. The most common combination of tipping elements for this to happen is
that of GIS, WAIS and AMOC. The difference between running the analysis from
all-untipped states or randomly chosen initial conditions also shows the hysteresis of
the model. Once an element is tipped, it is almost impossible for it to revert its state
back to the untipped state. Even when there is only a small but nonzero coupling
or increase in GMT, the states with all states tipped already exhibit a significant
basin of attraction. Limit cycle oscillations between the tipping of some elements have
been detected at some rare parameter configurations, particularly at large interaction
strength levels. These occur mainly between the Greenland Ice Sheet and the AMOC.
Although it remains unclear whether such (Kadyrov) oscillations have occurred in the
climate system, they point towards possible internal modes of variability in the climate
system. However, in principle such limit cycle behavior could have played a role during
paleo times such as the Pleistocene [50, 55].
One of the advantages of using MCBB for this analysis is that it is computationally
cheaper than a thorough basin stability analysis and the adjustments made to the
method also allowed for the analysis of a model with considerable uncertainties and
two control parameters. This further extends the capabilities of MCBB.
Here, we present results for a dynamical network approach with strongly simplified
individual dynamics of each tipping element. It has to be clear that no direct forecast
of tipping cascades can be derived from such a conceptual model which simplifies the
nature of tipping elements as well as their interaction structure. However, it can still
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Figure 4.13.: Detailed view of the oscillating states. Here, the initial conditions of all
tipping elements are [−1,−1,−1,−1,−1]. For random initial conditions, see Fig. 4.14.
(a) Occurrence of oscillating states with respect to global mean temperature above
pre-industrial level GMT and interaction strength parameter d. (b) 1D Slice of (a)
along the dashed magenta line, dependence of limit cycles and their main type on the
temperature increase at high interaction strength. (c) 1D Slice of (a) along the dashed
blue line, dependence of limit cycles and their main type on the coupling strength at
a temperature increase of 2 ◦C above pre-industrial. (d) Example time series for a
limit cycle of AMOC and GIS.
be helpful to get insights into potential threats of tipping events and investigate the
possibility of tipping cascades with such simplified models until coupled, process-based
models are developed that can resolve the involved processes and coupling structures
in more detail. At the very least, these simplified models can tell us where potential
dangers are and where to investigate further with future, more sophisticated models.
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Figure 4.14.: Detailed view of the oscillating states. Same plot as in Fig. 4.14 but
with random initial conditions.
4.2.2. Bistable Climate Toy Model
Energy-balance climate models exhibit a well-known bistability between a cold state,
often called "snowball earth" and a warm state that corresponds to the present day
climate [39, 201]. This is not only an effect of models, as paleoclimatic evidence reveal
that such a snowball earth state of global glaciation has most likely occurred in the
past [90, 102]. In between these states saddle-like Melancholia states may exist [127].
Towards the goal of applying MCBB to realistic models such as a quasigeostrophic
atmosphere model or even Earth Models of Intermediate Complexity (EMICs), we
start with a simplified Bistable Climate Toy Model.
Model description
The Bistable Climate Toy Model (BCTM) consists of a Lorenz96 model (L96) [118,
120] that is coupled to a zero-dimensional energy balance model (EBM). The L96
model can be thought of as a representation of atmospheric dynamics along one lat-
itudinal circle as it also features simplified processes of advection, forcing and dissi-
pation. However, it does not correspond to any known actual fluid dynamical system
and therefore does not model the atmosphere directly. It was rather set up as a toy
model to study chaotic spatially extended systems and their predictability. The L96
model has rapidly gained relevance in many different research areas in order to study
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bifurcations [35, 96–98, 154, 156, 227], to test parametrizations [2, 10, 44, 153, 233,
234, 246], to investigate extreme events [20, 21, 93, 215], and ensemble forecasting
techniques [60, 109, 245], to develop new tools for investigating predictability [42, 83,
95, 162], and for addressing basic issues in non-equilibrium statistical mechanics [3, 4,
75, 125, 126].
In its simple one-layer form the L96 model is formulated as follows:
Ẋn = (Xn+1 −Xn−2)Xn−1 −Xn + F, n = 1, . . . , N (4.16)
with periodic boundary conditions given by Xj−N = Xj = xj+N ∀j = 1, . . . , N . The
first, nonlinear term describes a non-standard advection, the term −Xn dissipation
and the parameter F describes the forcing acting on the model. The energy of the
system is E = 1/2∑Nn=1X2n. For a detailed analysis of the mechanics and energetics
of the L96 model and of a generalisation thereof, the reader is referred to [235].
If N  1, the model exhibits a fixed point for low forcing values 0 ≤ F ≤ 8/9 at
Xk = F , k = 1, . . . , N . The fixed point loses stability as F is increased and, after a
complex set of bifurcations [96, 97, 227], the system becomes chaotic for F ≥ 5.0 [118].
In order to introduce multistability in the L96 model, an efficient strategy is to
suitably couple it with a multistable model, as described in Bódai and Lucarini [22].
Our simple bistable model of reference is the zero-dimensional EBM of the form:
Ṫ = −dV (T )dT (4.17)
where V (T ) is a confining potential (V (T ) → ∞ sufficiently fast as |T | → ∞) with
two local minima separated by a local maximum. Additional stable states could be
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Ẋn = (Xn+1 −Xn−2)Xn−1 −Xn + F
(
1 + βT − T̃∆T
)
(4.18)
where the usual periodic boundary conditions of the L96 apply (Xj−N = Xj = xj+N
∀j = 1, . . . , N), and E is the energy per site of the L96 model E = E/N . The values
and meaning of all parameters of the model can be found in Tab. 4.2. The coupling
of EBM to the L96 is set up so that if the temperature of the EBM is higher than its
reference T̃ (very roughly a state of higher energy in the atmosphere) the L96 is forced
with a forcing larger than its reference forcing F (and vice versa). The strength of the
coupling is controlled with the parameters α, β. In the EBM the first term describes
the incoming (solar energy), modulated by the temperature-dependent albedo, due to
tanh in the term, the albedo is a0 + a1/2 for very low temperatures and a0 − a1/2 for
very high temperature. The second term corresponds to the outgoing energy through
the Stefan-Boltzmann law. In the third term a negative feedback in the system is
introduced, so that if the energy per site E is larger than the average value in the
106
4.2. MCBB for Climate Models
Table 4.2.: Parameters of the Bistable Climate Toy Model
Solar Constant S [5; 20]
Albedo a0 0.5
Albedo a1 0.4
Reduced Stefan-Boltzmann Constant σ 1/1804
Reference Forcing F 8
Number of Grid Points N 40
Reference Temperature T̃ 270
Temperature Scale ∆T 60
Coupling X → T α 2
Coupling T → X β 1
uncoupled case, which is Ē ≈ 0.6F 4/3 [75], the temperature of the system is reduced.
The system also exhibits Melancholia states in form of a chaotic saddle sitting between
the two competing attractors [MG6, 127].
Results
We apply MCBB to the Bistable Climate Toy Model by sampling N = 15, 000 tra-
jectories with initial conditions drawn from U(−7; 7) for the L96 state variables X
and U(240, 300) for the temperature T . The solar constant, the control parameter, is
varied within S ∈ [5; 20]. The trajectories are integrated for 400 time units and the
first 80% of the trajectory are not included in the analysis to avoid transient effects.
Only the statistics Ek, Vark, KLk of the L96 model are used for the identification of
the attractors, but the EBM mean EEBM is saved for further analysis as well. Fig. 4.15
shows the approximate relative basin volume estimated by MCBB. Two classes, i.e.
clusters, are found. The system is multistable in the interval of around S ∈ [7; 15]
with each of the basins being approximately equal-sized with respect to the distribu-
tions of initial conditions chosen. For εDB = 0.05 the clustering algorithm detects
several outliers. These are mostly the trajectories that go through the Melancholia
state (M). As shown in Fig. 4.17 they exhibit a saddle-like behaviour for the EBM
variable. When εDB is increased to 0.1 or larger these states are not resolved anymore
and the algorithm only finds the cold and warm state as shown in Fig. 4.15. Further
insights can be gained with a sliding-histogram approach. For each sliding parameter
window a histogram is fitted to all collected values of the EBM mean for each of the
two attractors. Fig. 4.16 clearly shows the two stable branches of the EBM and its
respective values of the forcing F . As one can expect the "blue" cluster in Fig. 4.15
exhibits the much larger values of the forcing (see Fig. 4.16b)) and is thus the warm
state of the model and the "red" cluster in Fig. 4.15 is the cold state of the model.
Again, the hysteresis behaviour of the model is evidently shown. For S < 7 only the
cold state is stable and for S > 15 only the warm state is stable.
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Figure 4.15.: Approximate relative basin size of the Bistable Climate Toy Model
when changing the solar constant S estimated with MCBB. The model exhibits a cold
and a warm state. Trajectories from the shaded area are used later as training data
for predictions of the model in Sec. 5.6.5
Discussion
With MCBB we correctly identified the two competing attractors of the BCTM, their
basins and how their volumes change when the solar constant is varied. We were thus
able to show the typical hysteresis of energy balance climate models.
Interestingly, even though MCBB is tailored towards identifying the largest basins of
attractions, we were also able to identify some of the saddle-like Melancholia states of
the system that are rarely occurring. As the Melancholia states have a finite lifetime,
they are unstable states, it is no surprise that we did not find a basin of attraction with
MCBB, but when the clustering parameter is set sufficiently low, these were classified
as outliers and a closer inspection releaved their saddle-like trajectory. When the
clustering parameter is larger they are classified as part of the cold or warm state
depending on where their trajectory ends.
We also experimented with further modifying the BCTM. One can add stochastic
noise to the EBM or L96, or introduce more stable states by modifying the EBM.
MCBB was also able to identify and track those additional states.
Understanding what the attractors of a system are is also essential when it comes
to predictions of such systems. In the following chapter we will introduce a method
that is able to do so and then we will also come back to the Bistable Climate Toy
Model and use the knowledge that we gathered here for predictions of future states
of the system. In this regard MCBB can also be seen as the first part of a two-part
approach to analyse and predict high-dimensional chaotic systems.
108















Figure 4.16.: Sliding histogram plot of the mean of the EBM dimension of the
Bistable Climate Toy Model computed with MCBB. The two histogram plots of each
of the identified states are joined together to better illustrate the two stable branches of
the EBM and their hysteresis behaviour. On the y-axis the value of complete effective
forcing term of the L96, so F∗ = F
(
1 + β T−T̃∆T
)
, is shown. The relative magnitude of
each of these values appearing in the individual sliding histograms is shown in shades
of blue and red, however in this case are mostly all zero or one.
Figure 4.17.: Example of the trajectory of the energy balance model for one of the
Melancholia states found by MCBB as an outlier. Visible is a trajectory typical for
a saddle. The trajectory remains close to the Melancholia state for some finite time
until it collapses into the snowball/cold state.
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4.3. Discussion
While the work with MCBB so far focused on introducing the method and testing it
with paradigmatic models and conceptual climate models, we believe that this opens
the door for studying a wide variety of systems in novel ways. We expect that the
method will be fruitful in diverse contexts where a mix of multistability and high di-
mensional behaviour are important. Most notable among those would be biological
networks and climate systems. Already the first three examples that we presented in
Sec. 4.1, showcase the broad possibilities of MCBB for many interdisciplinary fields,
be it disease and opinion spreading (Dodds-Watts model), power grid dynamics (Ku-
ramoto network) or chemical and biological systems (Stuart-Landau network). The
application to the conceptual tipping cascades model and the climate toy model also
showcase MCBB’s potential for further applications in climate dynamics.
MCBB provides an excellent way to visualize the complex behaviour of systems
where a traditional bifurcation analysis is often not useful or difficult to implement. It
resolves the most important classes of asymptotic states and enables the user to track
the size of its basins along changing parameters.
One possible realm of applications that we haven’t studied yet in more detail are par-
tial differential equations (PDE). As they are usually discretized into high-dimensional
ODEs, MCBB could be an ideal tool to analyse them. One example are ecology models
studying the resilience of ecosystems through modelling the interplay of precipitation
and vegetation [15]. These models exhibit a form of multistable spatial pattern for-
mation that could be studied with MCBB. More realistic climate models, or more
specifically atmosphere models, could also be investigated. While large general cir-
culation models are computationally too complex, PDEs from atmospheric dynamics
such as quasigeostrophic models could work [139], or in future research also Earth
models of intermediate complexity (EMICs).
Summary
In this chapter we introduced Monte Carlo Basin Bifurcation Analysis (MCBB), a
novel, numerical method for analysing dynamical systems that is situated between an
analysis with macroscopic order parameters and a more thorough, detailed bifurcation
analysis. MCBB identifies the largest basins of attraction of the system and tracks
their relative volume for changing parameters. This is done by combining a random
sampling approach with clustering techniques: suitable, easy to compute statistics
of trajectories integrated from randomly generated initial conditions and parameters
are clustered by density-based clustering algorithms such as DBSCAN. Typical ap-
plications are oscillator networks as we have demonstrated with the Kuramoto and
Stuart-Landau models. Especially for the Kuramoto model MCBB was also able to
give some new insights into the synchronization behaviour as it highlighted the grow-
ing frequency fluctuations of unsynchronized states with increased coupling strengths.
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Subsequently we applied MCBB to a conceptual model for tipping cascades and a
bistable climate toy model based on the Lorenz96 model.
In the next chapter, we will turn our attention to forecasts of complex, high-
dimensional systems. Different attractors of a system generally exhibit different prop-
erties such as different Lyapunov exponent. For the forecast of physical systems knowl-
edge of its attractors is often a requirement to make meaningful predictions. Training
a numerical model with data from one attractor and then testing it on another, could
potentially result in big errors. We can have this knowledge from prior research or
find it ourselves with MCBB.
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Traditionally predictions of complex systems were mostly done by composing models
in the form of e.g. differential equations. Over the recent decades models such as the
numerical weather prediction models made large progress. Nowadays a 5-day forecast
is as precise as a 3-day forecast was 20 years ago [16]. But, as Edward Lorenz already
recognized in the 1960s there is a predictability limit due to the chaotic nature of the
partial differential equations and involved processes that they model [122]. For the
scales that we refer to as weather the limit is currently estimated to be about two weeks
[252]. Whereas larger scale climate phenomena like the El Niño Southern Oscillation
can be predicted much farther in advance, typically by several months [47] and even
larger trends like the anthropogenic climate change are predicted decades ahead with
large-scale climate simulations, models and their comparisons like the Coupled Model
Intercomparison Project Phase 6 (CMIP6) [66].
On the other side, there is the recent advance of purely data-driven machine learning
methods such as artificial neural network models. From this standpoint, forecasting
a time series is a supervised learning problem. We try to learn the evolution of a
time series from examples. The simplest way to do this is to group the time series
into input-output pairs (xt; xt+1) and learn the function f(xt; t) = xt+1 from these
examples. Recently, weather and climate models also attracted the attention of leading
machine learning researchers, as Google Research’s MetNet shows [213]. It is able to
outperform the 8-hour precipitation forecast of the National Oceanic and Atmospheric
Administration of the USA (NOAA).
In the following, it is our aim to bring these two spheres of models, equation-based
and data-driven, together. The resulting hybrid models hopefully profit from both
approaches. In order to do so, we will introduce our approach of combining them
with neural partial differential equations and test them on three paradigmatic and
prototypical systems.
The results reported in this chapter closely follow the publication „Neural partial dif-
ferential equations for chaotic systems“ [MG2] from Sec. 5.1 to 5.7, except for Sec. 5.6.5
which follows the second part of the publication „Analysis of a bistable climate toy
model with physics-based machine learning methods“ [MG6].
5.1. Introduction to Hybrid Modelling Approaches
For centuries, differential equation models derived from physical principles have been
the preferred tool to forecast the behavior of complex natural systems and only more
recently the advance of data-driven methods, like the ANNs, that we introduced in
Sec. 2.4 enabled many promising approaches for forecasting spatiotemporal system,
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e.g. with feed-forward neural networks [159], convolutional neural networks [87] or
reservoir computing [160]. When we already have some degree of knowledge of a sys-
tem it seems natural that we want to use this knowledge even when we work with
data-driven methods. However, it is not always straightforward how prior knowledge
can be integrated into data-driven methods. This combination of physical models and
data-driven models is often referred to as hybrid modelling or hybrid models [171].
Reichstein et al. [171] identified five potential areas where these hybrid approaches
can excel: 1) improving parameterizations of existing physical models, 2) replacing a
physical sub-model with a data-driven model, 3) analysis of model-observation mis-
match, 4) constraining sub-models and 5) emulating physical models with data-driven
models to increase computational efficiency. As 1) and 2) are advancing the models
itself, possibly increasing their accuracy, we see these as the most important areas and
will present one approach able to do both at the same time.
The complex systems that we are interested in are chaotic. Systems exhibiting
chaos are inherently difficult to forecast, as already the smallest deviations will lead
to large errors later. Key challenges remain in predicting complex systems that are
high dimensional and chaotic, when only short time series and spatially incomplete
data are available. We tackle these challenges by combining knowledge that we have
about the governing equations of these systems with a universal function approximator
such as an artificial neural networks (ANNs). The aim is predicting complex, chaotic
systems of which we only have incomplete and sparse knowledge. Every process-based
model of a natural system is incomplete in some sense, for example due to unknown
parts of the dynamics, or due to deliberately omitting higher-order effects. Hybrid
models can fill these deficiencies by combining process-based knowledge with data-
driven approximations for a closed description of the system. In contrast to purely
data-driven models, the dynamics of hybrid models is often easier to analyse and to
interpret and, as we will show, hybrid methods potentially need much less data to
train than purely data-driven approaches.
There are different approaches to combine differential equations, specifically partial
differential equations (PDEs), with ANNs. First of all, there is the possibility to
directly integrate an ANN in the equation itself. In this case one cannot use the
standard backpropagation algorithm (see Sec. 2.4) that is usually used to train the
ANN anymore. Chen et al. [45] showed an efficient algorithm to train through an ODE
solver based on the adjoint sensitivity method. Rackauckas et al. [165] expanded on
this idea and developed the universal differential equations framework that allows to
freely augment most types of differential equations with universal approximators such
as ANNs. They also showed that by using methods such as SINDy [38] on these hybrid
models, it is possible to recover and identify missing parts of the governing equation
analytically.
Another approach to combining system knowledge with data-driven models are
Physics-informed Neural Networks, which can approximate solutions of PDEs with
ANNs and also set up ANNs whose outputs are solutions of a specific PDE. This is
particularly useful in fluid dynamics where every output should adhere to the Navier-
Stokes equation [166].
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A different kind of hybrid method combining a knowledge-based differential-equation
model with a reservoir computer has recently shown great promise for predicting
chaotic systems [161]. This setup was able to make accurate predictions of chaotic
systems like the Lorenz63 and the Kuramoto-Sivashinksy model. Wikner et al. [244]
proposed a parallel implementation of the hybrid reservoir approach that is also able to
predict higher dimensional systems, but only with local short-time causal interactions.
We focus on a particular challenging situation: We want to predict the dynam-
ics of high-dimensional chaotic systems by combining discretized partial differential
equations with ANNs, under the condition of very short training datasets and with
parts of the spatial data missing. The universal differential equations framework [165]
provides the basis for the introduction of the Neural Partial Differential Equations
(NPDE) that we will use.
5.2. Neural Partial Differential Equations
In Sec. 2.4 we introduced the fundamentals of artificial neural networks (ANNs), pow-
erful data-driven function approximators. ANNs with skip connections, ResNets (see
Sec. 2.4), and differential equations are more similar than immediately visible as
Weinan [241] and Haber et al. [82] pointed out. ResNet blocks (RNB) whose output
hn+1 given an input hn is defined by
hn+1 = RNB(hn; Θ) + hn (5.1)
bare strong similarities to the forward Euler step that can be used to iteratively solve
ODEs ẏ = f(y; t) with
yt+1 = ∆t · f(yt, t; Θ) + yt. (5.2)
An ODE can thus be seen as the continuous limit of deep ResNets [82]. Initially,
this was used to study purely data-driven ANNs [82, 186, 241], but the potential for
setting up hybrid models was soon realised by Rackauckas et al. [165]. The framework
of universal differential equations [165] enables us to use universal approximators such
as ANNs within partial differential equations (PDEs). The resulting NPDEs are hybrid
models that are able to compensate missing parts of the PDE by learning them from
data, thereby attenuating structural model errors. NPDEs are thus discretized PDEs
with an ANN N as part of the equation, e.g. in the form
∂tu = f(u) +N (u; Θ). (5.3)
5.2.1. Training NPDEs
When training a NPDE, the standard backpropagation rule (see Sec. 2.4) cannot be
utilized anymore, since we need to be able to compute gradients of the solution of
a differential equation with respect to its parameters. Algorithms that accomplish
this were previously used e.g. in meteorology to study the sensitivity of weather
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and climate models [64]. Most of these algorithms rely on appending the differential
equations with adjoint functions, an idea originally conceived by Pontryagin et al. [164]
in the context of optimal control theory. Chen et al. [45] were the first to propose a
suitably adapted algorithm, reverse-mode automatic differentiation of ODE solutions,
which can be used to train neural ODEs. We outline this algorithm briefly in the
following. Aside from this algorithm there are several other variants, for these we
refer to Rackauckas et al. [165, e.g.].
Given is an ODE ẋ = f(x, t; θ) that is integrated from t0 to t1 with parameters θ and
a scalar loss function L(x(t1)) of the ODE solution that is supposed to be minimized
by the training procedure. The parameters θ can include those of data-driven models
like ANNs. To compute the gradient ∂L∂θ , the ODE is appended with the adjoint
a(t) = ∂L
∂x(t) . (5.4)
The adjoint follows the dynamics
da
dt
= −aT (t)∂f(x(t), t, θ)
∂x(t) (5.5)
and tracks how the gradient of the loss depends on the trajectory. This is needed to






= −aT (t)∂f(x(t), t, θ)
∂θ
(5.7)
The proof of these dynamics following Chen et al. [45] can be seen as a continuous








by inserting a state of the trajectory evolved by an incremental time step ε. Evolving




f(x(t), t; θ)dt+ x(t) = Tε(x(t), t; θ)
ε→0≈ εf(x(t), t; θ) + x(t) (5.9)
to rewrite Eq. 5.8 as
a(t) = a(t+ ε)∂Tε(x(t), t)
∂x(t) . (5.10)
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These results can be used to get the dynamics of a(t) by inserting them into the












(a(t+ ε)− a(t+ ε) ∂
∂x(t)(x(t) + εf(x(t), t; θ)) (5.12)
= lim
ε→0




The dynamics of aθ can be derived analogously. Similar to how a traditional back-
propagation traverses the chain of the ANN from the output back to the input, the
appended ODE with the adjoints needs to be solved backwards in time as the initial
values of the augmented dynamics are only known at the end point of the integration








 f(x, t, θ)−aT (t)∂f(x(t),t,θ)∂x(t)
−aT (t)∂f(x(t),t,θ)∂θ
 (5.14)
backwards in time from t1 to t0 with initial conditions [x(t1); ∂L∂x(t1) ; 0] to eventually
get ∂L∂θ = aθ(t0). The partial derivatives in Eq. 5.14 are computed using automatic
differentiation (AD).
However, Chen et al. [45] primary application of this algorithm was training regular
ANNs, more specifically ResNets [84], with ODE solvers. Rackauckas et al. [165] ex-
panded the Neural ODE approach into the universal differential equations framework.
A universal ordinary equation is any equation of the form
u′ = f(u, t, Uθ(u, t)) (5.15)
where Uθ(u, t) is a universal function approximator such as an ANN. As we know how
to compute the gradients through a differential equation solver, virtually every com-
bination of analytical terms and universal approximators such as ANNs is thinkable.
Due to the powerful underlying differential equation solver library DifferentialEqua-
tions.jl [40], this approach works with stochastic and delay differential equations as
well. This includes PDEs, as they are usually numerically solved by discritizing them
into ordinary differential equations (see Sec. 2.2.2).
5.3. NPDEs for Chaotic Systems
We aim to apply universal differential equations to chaotic systems and train the
resulting NPDEs. Similar to the purely data-driven ANN approach introduced in
Sec. 2.4, the NPDE is trained by minimizing a loss function that is comprised of the
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ANN for CGLE System Nabla Layera b c
Figure 5.1.: Overview of the ANNs used for the NPDEs. a) ANN setup for the CGLE
system. < is the real part of the value of u(x, t) and = is the real part of u(x, t). b)
The ANN setup for the KS system consists of four Nabla layers and a ResNet, with
three dense layers. c) Nabla layers used in b), the parameter w is trainable and subject
to an additional penalty to approximately constrain it to [−1, 1]. ∇FD is the finite
difference derivative matrix.
sum of the least square errors of the predictions made by the NPDE û(x, t; Θ) and an








The sum is taken over all discretized spatial coordinates x and time steps it of the
predicted trajectory, ||.|| the L1 norm and γ = 10−5. L is minimized using an AdamW
optimizer (see Sec. 2.4) [123].
In Rackauckas et al. [165] many non-chaotic applications of universal differential
equations are discussed. These are usually trained by minimizing the mean square error
of a relatively long trajectory predicted by the universal or neural differential equations.
This approach is not suitable to train models for chaotic systems as inherently small
deviations at the start of the trajectory can lead to massive deviations later. We thus
integrate the NPDE only from t0 to t0 + Nf∆t for a small Nf and repeat this from
every initial condition in the training dataset. For chaotic systems, ∆t needs to be
typically very small to ensure stable training as we will see later. For Nf = 1 we
therefore train on the one-step-ahead forecast error. Increasing the integration time
also increases the computational complexity massively. We thus first integrate with
Nf = 1 until the forecast error on a validation set does not decrease anymore. Then,
we slowly increase Nf to its final value τ . When integrating the NPDE the solvers will
typically use an adaptive step size, however we are saving the trajectories at constant
intervals ∆t for better comparability. As the datasets that we use are very short,
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training is repeated over many epochs.
5.4. Nabla Layer
The unknown or missing part of the dynamics that we aim to model with the ANN
in the NPDE can of course also include a derivative. One possibility is to model
derivatives with convolutional layers as e.g. a convolution with the filter [1,−2, 1]
is identical to applying a first-order second derivative finite difference matrix [165].
However, we don’t have to fit the kernel parameters during a lengthy training procedure
to be close to a derivative when we already know what the parameters of derivatives
look like. We just have to recognize if we need to model a derivative or not. In order
to do so we introduce a novel trainable layer, the Nabla layer ∇. As illustrated in
Fig. 5.1 it is defined by
∇(x; Θ = {w}) = (1− |w|)x + w∇FDx (5.17)
where ∇FD is the finite difference derivative matrix and w is a trainable param-
eter. The parameter w is approximately bound to the interval [−1; 1] by an ad-
ditional penalty in the overall loss function. For this function we chose p(w) =
max(x6 − 1,−x4 + x2) as it has large values outside of [−1; 1] and local minima at 0
and ±1. When stacking k of these layers and a MLP together, we are able to model
functions of derivatives up to order k. It seems reasonable to use four Nabla layers if
no prior knowledge of the system indicates otherwise, as rarely higher order derivatives
are found in governing equations of natural systems. To increase the numerical pre-
cision of the layer, we use alternating forward and backward finite difference schemes
when stacking Nabla layers as we noticed an impact of the accuracy of the finite dif-
ference schemes on the results, especially when higher order derivatives are modelled.
Additional skip connections can help training these models if they are comprised of




















Figure 5.2.: Sketch outlining the setup to learn the
NPDE from incomplete data. In this example only
the upper half of the spatial data is known. The learn
domain is then defined to be well within this known
domain.
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5.5. Training with Incomplete Data
Since we directly augment the differential equation, the NPDE approach is very flex-
ible. It does not have a fixed input or output dimension. This leads to several pos-
sibilities. First of all, we can train the NPDE with data in a lower spatial resolution
and then use it to predict in a higher resolution or the other way around. This could
for example be useful as it eliminates the need for data pre-processing when training
a NPDE with data from different sources on different spatial grids.
The NPDE approach enables us to deal with spatially incomplete data as well. We
can learn the missing part of the equations from the incomplete data and predict the
complete systems by defining a ’learn domain’ ξ that is situated well within the known
data ζ (see Fig. 5.2). This approach is limited to systems where local interactions
are dominant as we of course cannot learn long-range interactions to points that are









but the input of the NPDE x∗ is the complete known data xζ appended with zeros
where the data is missing. Appending the zeros is necessary when the PDE has a
defined boundary with boundary conditions.
5.6. Results
In the following we will apply NPDEs to three prototypical systems. We will assume
that we know only a part of the equation we are investigating and "forget" about
another part of the equation, which is instead modelled by an ANN N . The ANN will
be trained with data. For this theoretical setup, we generate data from the true, known
system and then compare the prediction of the trained NPDE to the simulations of
the true system and train it with the algorithm presented in Sec. 5.2.1.
We asses how well the NPDEs perform by first integrating them from initial con-
ditions that were not part of the training part for a suitably long time. Importantly,
when integrating we save the trajectory at the same regular intervals ∆t as when
generating the initial true data. We then define the following measures of forecast
accuracy: the non-normalized error
E(x, t) = u(x, t)− û(x, t) (5.19)
and the normalized error [161]
e(t) = ||u(x, t)− û(x, t)||




As defined in Pathak et al. [161], we also compute a valid time tv as the first time
when e(tv) > 0.4.
The results of our NPDE approach will be compared to other methods. The first
benchmark is a convolutional neural network (CNN) with a bottleneck, that is set up
in a recursive loop so that the output of the CNN is fed back into it to forecast the
next step. This is an architecture that could successfully approximate simple general
circulation models [195]. Another comparison is a hybrid reservoir computer [161] that
also combines a knowledge-based model with a data-driven model, i.e., the incomplete
PDE with a reservoir computer. Reservoir computers, which are also referred to as
Echo State Networks, are recursive neural networks which rely on a large random
network and a trainable output layer. For high-dimensional systems, the size of the
reservoir network needs to be increased accordingly. For the systems investigated here,
the necessary reservoir size potentially becomes prohibitory large. For our comparative
purposes, we thus compute the hybrid reservoir with a lower-dimensional system with
the same inter-grid spacing. Additionally, we also show how the incomplete model on
its own performs as a predictor. Further details on these comparisons can be found in
the Appendix (see Sec. C.2.1 and C.2.2).
5.6.1. Complex Ginsburg-Landau Equation
The Complex Ginsburg-Landau equation (CGLE) [76, 147], a reaction-diffusion type
equation, is defined by
∂tu = (1 + iα)∆u− (1 + iβ)|u|2u (5.21)
where u(x, t) is a complex valued field on two spatial dimensions. The CGLE is a
prototypical equation that models every reaction-diffusion system close to the onset of
oscillation [76]. We discretize the equation with a finite difference scheme to a 128×128
grid with size 192×192 and apply periodic boundary conditions. For various parameter
configuration, like α = 2, β = −1 as chosen here, this system exhibits chaotic behaviour
as indicated by a maximum Lyapunov exponent1 of λmax = 0.17. Here, we focus on
modelling the reaction term, so (1 + iβ)|u|2u, with an ANN. Note, however, that for
the NPDE approach it would also be possible to make the parameter α trainable or
to ’forget’ the diffusion part of the equation. The NPDE we investigate here is given
by
∂tu = (1 + iα)∆u+NCGLE(u; Θ). (5.22)
As part of the NPDE NCGLE is defined in a way that it only has as a single input:
the value of the spatiotemporal field u at one specific position. Since u is complex
valued, the real and imaginary part are split as separate inputs. NCGLE is a multilayer
perceptron with two hidden layers, each with 10 densely connected nodes (see Fig. 5.1).
1Computed with the algorithm of Benettin et al. [18], implemented in DynamicalSystems.jl [53]
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Figure 5.3.: NPDE forecast for the CLGE. The upper row shows the prediction made
by the NPDE for two different time steps Nf and the lower row the difference of this
prediction to the true value. As the CGLE is complex valued, we show the absolute
value of these fields here. Also shown is the evolution of the normalized error e(t) for
two different integration length and compared to a hybrid reservoir, a CNN and the
forecast made by integrating the Laplacian only. The upper x axis is given in units of




A single long trajectory of the CGLE is integrated with a Tsitouras solver [222].
The initial conditions are uniformly random within the interval [−0.005; 0.005] for
both the real and imaginary part. Although the solver has an adaptive step size, the
trajectory is saved every ∆t = 0.1. The first 2000 steps are not saved to avoid any
transient dynamics. Only the next 25 steps after the transient are the training set and
the remainder of the trajectory is saved for the validation and test set. The NPDE is
trained minimizing the loss function Eq. 5.16 using an AdamW optimizer [123].
Fig. 5.3 shows the prediction of the trained NPDE for different time steps Nf and
how the normalized error (Eq. 5.20) evolves. We found that the NPDE makes accurate
predictions that exceed the length of the training set by far. The normalized error
increases exponentially with increasing t until it levels off at around 0.4, which coincides
with the threshold of the valid time tv for the CGLE NPDE. Therefore, we additionally
measure when e(t) = 0.3 is reached for the first time.
The valid time increases slightly when the integration length τ is increased (see
Fig. 5.3), however increasing τ needs considerably more computation time. Ultimately,
this increase is so small that it does not seem to justify the much higher computation
time in the case of the CGLE. The valid time is Nf = 388 integration time steps,
for τ = 1 and Nf = 479 for τ = 20, whereas e(t) = 0.3 is reached for Nf = 286
for τ = 1 and Nf = 292 for τ = 20. Given a maximum Lyapunov exponent of
λmax = 0.16724655 and ∆t = 0.1, this is equivalent to 4.88λmaxt to reach e(t) = 0.3
and a valid time of 8.01λmaxt for τ = 20. In comparison, the valid time of the hybrid
reservoir is Nf = 25 or 0.44λmaxt. Its error levels off at a larger value (e(t) ≈ 0.7) as
well. For the CNN, the valid time is Nf = 8 integration steps or 0.13λmaxt. Its error
quickly grows and does not level off at all.
5.6.2. Influence of Observational Noise
Additionally, we can test the performance of the forecast when the training data is
subject to noise. For this purpose one iteration of Gaussian noise with standard
deviation σ is added to the training data to simulate observational noise with
xη(t) = x(t) + η(t) (5.23)
where each element of η(t) is independently drawn from a normal distribution N (0, σ).
For a given σ, the model is trained in the same manner as before with 25 time steps
of training data xη. The forecast error e(t) can be evaluated by comparing the NPDE
forecast against the original time series x or the series with noise xη. In our trials the
forecast length did not differ significant in either case. In Fig. 5.4 and Tab. 5.1 the
results for noise with a standard deviation between 0.01 and 0.2 are reported. There
is a relatively smooth response to the increased observational noise. The forecast
length decreases but even at σ = 0.2 reliable forecasts can still be made as an error of
e(t) = 0.3 was reached after Nf = 97 or 1.62λmaxt. Compared to the mean standard
deviation of the CGLE data of σ ≈ 1.3, this is about 15% of the system’s variability.
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forecast error according to
Eq. 5.23. The colored num-
bers indicate the standard
deviation of the noise used for
the trial with the normalized
error in the same color. The
CGLE has a mean standard
deviation (in time) of σ ≈ 1.3.
Table 5.1.: Integration time step at which the normalized error e(t) first passes 0.3
and 0.2 for various values of observational noise σ.
σ 0.01 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
t0.3 259 209 147 125 106 97 95 92 90 88 89
t0.2 207 161 106 83 69 59 54 46 40 35 30
5.6.3. CGLE with Incomplete Data
With the approach introduced in Sec. 5.5 accurate forecasts can even be made with
incomplete data. For this purpose, we only trained the NPDE with data from the
(64× 128)-sized upper half of the spatial field (see Fig. 5.2). The learn domain ξ was
set to be 20 grid points away from the boundary of the known domain ζ and is thus
(44 × 108)-sized. The results are presented in Fig. 5.5. The valid time is Nf = 333
integration time steps or 5.57λmaxt. The slightly lower threshold e(t) = 0.3 is reached
at Nf = 254 integration time steps or 4.24λmaxt. There is no significant difference
between the accuracy inside and outside of the known domain as the almost identical













CGLE with incomplete input data
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Figure 5.5.: CGLE forecast with incomplete input data from only the shaded area
at the bottom of the spatial field. Also shown is the evolution of the normalized error
e(t) of the complete spatiotemporal field, only inside the known domain and outside
the known domain.
Table 5.2.: Parameters used for the CGLE and KS NPDEs
CGLE KS
n 128× 128 4096
L 192× 192 1160
∆t time step 0.1 0.02
Nt length of training set 25 25
γ L1-regularization (loss function) 10−5 10−5
system parameters α = 2
β = −1
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5.6.4. Kuramoto-Sivashinsky Equation
The Kuramoto-Sivashinsky (KS) equation
∂tu = −∂xxxxu− ∂xxu− u∂xu. (5.24)
is another example of a spatiotemporally chaotic partial differential equation. The
equation was derived independently by Kuramoto [106] when investigating chaotic
reaction-diffusion equations and by Sivashinsky [211] to describe instabilities in laminar
flame fronts. Several further applications have been found (e.g. trapped ion modes
in plasma [49]) demonstrating the prototypical natural of the KS equation. Again,
we solve the PDE with periodic boundary conditions and a finite difference scheme.
The investigated system domain has a length of L = 1, 160 and is discritized to 4,096
grid points, resulting in an intergrid spacing of ∆x ≈ 0.28 (see Tab. 5.2 for a full
overview of all parameters). The initial conditions are drawn uniformly random from
[−0.005; 0.005]. The system has a maximum Lyapunov exponent of λmax = 0.08,
clearly indicating its chaotic nature. After integrating the system for a sufficiently
long time, the transient is discarded and the next 25 time steps at time intervals
∆t = 0.02 are saved for the training. Further time steps are saved for validation and
testing. For demonstrating the NPDE approach, we purposefully ’forget’ the second
derivative term of Eq. 5.24, which is chosen to ensure better comparability with the
results reported by Pathak et al. [161] with the hybrid reservoir approach. The NPDE
for the KS system reads
∂tu = −∂xxxxu− u∂xu−NKS(u). (5.25)
The ANN NKS comprises of four of the Nabla layers that we introduced in Sec. 5.4
and three dense layers with a skip connection (see Fig. 5.1). The four Nabla layers
are chosen so that derivatives up to the fourth order could be modelled with the
network and the skip connection is added to ensure better trainability of this deeper
network. Including the additional penalties of the Nabla layers the loss function that




(u(x, it)− û(x, it))2 +
4∑
i=1




where the first four parameters [θ1, ...θ4] are the parameters of the Nabla layers and
the remaining elements of Θ are the parameters of the ResNet. During the training
procedure two of the Nabla layers parameters quickly converge to 0 and two to 1,
correctly identifying the second derivative of the missing term. The results of the
NPDE are shown in Fig. 5.6 and 5.7. As visible in Fig. 5.7 the normalized error
increases exponentially with increasing t. The valid time tv is 2891 time steps which,
given a maximum Lyapunov exponent λmax = 0.08, is equivalent to 4.63λmaxt. In
comparison the hybrid reservoir can predict accurately up to a valid time of Nf = 52
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/ 0.08λmaxt, again failing to make any meaningful long-term prediction with the short
training data. We found that especially for the KS system, the forecast profits from
smaller time step ∆t. This became most apparent when replacing the fourth derivative
term as is shown in the Appendix Sec. C.1. In this case a larger time step ∆t, e.g.
∆t = 0.1 fails to result in meaningful forecasts which is due to the KS system being
very sensitive to even the smallest changes to this term. However, using ∆t = 0.02
leads to similar forecasts horizon as shown here for the second derivative term. This
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Figure 5.6.: NPDE forecasts for the Kuramoto-Sivashinsky equation. Predictions of
the NPDE in the top row and difference to the true values in the bottom row. The
right-hand-side panels show a detailed view of the area marked in pink in the large
plots on the left. The valid time tv is marked with the dashed line in the difference
plots.
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Figure 5.7.: Evolution of the
normalized error e(t) for the
NPDE model for the KS equa-
tion. The upper x axis is given
in units of integration time
steps with ∆t = 0.02 and the
lower axis is in units of the
Lyapunov time (λmax = 0.08.
The dashed line marks e(t) =
0.4.
5.6.5. Bistable Climate Toy Model
In Sec. 4.2.2 we introduced and analysed the Bistable Climate Toy Model (BCTM)
with MCBB. The BCTM is constructed by coupling a zero dimensional energy balance
model (EBM) to a Lorenz96 model (L96). With the help of MCBB we identified the
two competing attractors of the models, one corresponding to a cold and one to a
warm state of the energy balance model. These two attractors will, in general, exhibit
different properties, e.g. different maximum Lyapunov exponents. The maximum
Lyapunov exponents computed with the method of Benettin et al. [18] (implementation
of DynamicalSystems.jl [53]) are λ(cold)max ≈ 1.04 for the cold and λ(warm)max ≈ 2.60 for the
warm state. The larger Lyapunov exponent of the warm state shows that, as expected,
the Lorenz96 sub-model is more chaotic for larger values of the forcing. When we want
to predict the model’s behavior, we have to be aware of that, and evaluate predictions
on both attractors separately. MCBB also classifies all initial conditions used by the
algorithms to either of the attractors. In this way, we have many possible initial
conditions for predictions on these attractors. Technically the BCTM is an ODE
and not a PDE, but the Lorenz96 model has strong similarities to a discritized PDE.
Therefore, although we have an Neural Ordinary Differential Equation (NODE), all
previously described techniques for NPDEs apply here as well. For demonstrating the
approach on the BCTM we "forget" the equation of the EBM and replace it with an
ANN. In this case this is an artificial example, but in many observational scenarios
and models, one has incomplete models those deficiencies can be corrected with the
NODE approach. In our case replacing the EBM with an ANN is supposed to mirror
setups of more realistic models in which one probably has much better knowledge of
the governing equations of the atmosphere than the energy balance.
The ANN NEBM is set up to have the same input variables as the EBM in Eq. 4.18
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Figure 5.8.: ANN setup used to replace the EBM in the NODE. Convolutional layers
with two filters, i.e. channels, a (3×1) kernel and a swish activation function are used
on the L96 dimensions, the output of these layers and the old forcing value F are used
as inputs of two densely connected layers. Nin is chosen to have the correct input
dimension which depends on the dimension of the L96 model.
has arguments: all variables of the L96 sub-model and the EBM itself. Due to the
spatial input, convolutional layers are best suited. Fig. 5.8 shows the ANN used. The
convolutional layers have only the L96 dimensions as inputs, whereas the forcing F ,
the result of the EBM itself, skips these layers and inputs directly into the densely
connected layers. The swish activation function [169] swish(x) = x/(1 + exp (−x))
is used as an activation function and MaxPooling layers reduce the dimension. By
replacing the EBM the full NODE reads
Ḟ = N (X, F ; Θ)
Ẋn = (Xn+1 −Xn−2)Xn−1 −Xn + F ; (5.27)
where Θ are the parameters of all ANN layers. The same loss function and optimization
routines as for the CGLE are used. Similar to earlier results for the CGLE and KS, we
found that integrating the NODE for long time spans does not significantly decrease
the loss on neither the training nor the validation set, but increases the computational
complexity massively. Therefore, the NODE is only integrated for ∆t = 0.05 with only
one time step saved. As training data two separated trajectories, each 100 time steps
long (at ∆t = 0.05), are used. These trajectories are integrated from initial conditions
drawn randomly, one from each state within the basins identified by MCBB, i.e. the
two shaded areas shown in Fig. 4.15. The initial 2000 time steps are discarded to avoid
transient dynamics and the following 100 time steps of each of the two trajectories are
used as the training set. Subsequent time steps of each of the trajectories are saved
as validation set. Thus, the NODE is trained to model the full system with both
attractors. The training data is generated with the same system parameters as in Sec.
4.2.2.
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Figure 5.9.: NODE predictions of the Bistable Climate Toy Model, the non-
normalized error En(it) of the L96 dimensions is shown. (a) shows a prediction on the
cold state, (b) the warm state. The valid time tv is marked with the dashed line.
We evaluate the non-normalized error on the L96 dimensions
En(it) = Xn(it)− X̂n(it) (5.28)
and the normalized error e(t) (see Eq. 5.20) on the L96 dimensions as well. Similar
to how the NODE was trained with data from both attractors, we also predict and
evaluate trajectories from both attractors. Fig. 5.9 shows the trajectories of the NODE
that were integrated from initial conditions of the first time step outside of the training
dataset for both attractors. As expected the valid time is smaller for the more chaotic
warm state than for the cold state. For the cold state the valid time 169 time steps or
8.52λmaxt and for the warm state it is 39 time steps or 5.02λmax.
5.7. Discussion
With the three prototypical applications, the CGLE, the KS and the BCTM we demon-
strate that with Neural Partial Differential Equations one is able to forecasts partially
known high-dimensional chaotic systems, even when datasets available for training are
extremely short and spatially incomplete.
The NPDE approach excels in particular when the ANN is set up to model a function
of a spatiotemporal field and/or its derivatives like in the CGLE and KS example. In
this case, the NPDE approach makes use of the ergodicity of such systems and is
thus able to train and make accurate forecast not despite but because these systems
are high dimensional. The ANN is set up to model the function that is the same
on the whole spatial domain. Despite the short time series, the large amount of
spatial information give us thus enough data to train the ANN. The forecast horizon
of the NPDE is much longer than the dataset used for training itself and as the
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differential equation is modelled directly, one can also make predictions from arbitrary
initial conditions. These are even possible when the training data is corrupted by
observational noise. The CGLE system we investigated is 16,384-dimensional, whereas
the KS system is 4,096-dimensional. The NPDEs are optimized on GPUs and thus the
approach is scalable and increasing the dimension further is certainly possible. The
key challenges that we identified: high-dimensionality, chaotic behaviour, short time
series and incomplete data are all successfully tackled by using NPDEs.
As shown, NPDEs are also useful in cases where only incomplete data is available.
With only half of the spatial information available for training the NPDE, the forecast
length still exceeds the length of the training datasets by an order of magnitude.
While this approach seems to be limited to systems without significant long-range
interactions, it is still a powerful tool that enables predictions even when the spatial
domain training data is incomplete.
In contrast to other hybrid modelling approaches like hybrid reservoir, the NPDEs
can predict multiple steps at once without a recursive loop by increasing the integration
length. For the systems that we investigated, increasing the integration length for the
training made only a very small difference which makes sense as these systems do not
have any form of memory. When investigating non-Markovian systems, the possibility
to increase the integration length could be helpful though.
The application to the BCTM is different to those to the CGLE and KS. Here,
we replaced one sub-model of the BCTM, the energy balance model with an ANN.
With this setup we cannot profit in the same way from the ergodicity of the system
as we do for the CGLE and KS. Therefore the forecast length gets smaller, but still
remains of about the same order of magnitude as we have training data. While in
terms of integration steps, the forecast lengths differs on both attractors, in terms of
the Lyapunov time the forecast length is similar.
Given that the universal differential equations approach and the accompanying soft-
ware [165] is extremely flexible, it also allows for a plenitude of other setups. For
example, one could make the parameters of the known model trainable as well and
extend it to chaotic, stochastic partial differential equations.
5.8. Outlook
So far, we only used theoretical setups with the NPDE approaches where we purpose-
fully forgot a part of the equation and modelled it with an ANN. The goal of these
tests is of course the apply them to observational data and models which describe
them. For future research we identified two major possible areas of application. In
these cases the NPDE approach has the potential to improve existing models.
Firstly, in nonlinear optics there are experiments which can be described very closely
by the CGLE and the related Swift-Hohenberg equation [220]. One example are lo-
calized structures in liquid crystal light valves with optical feedback [48]. These ex-
periments follow the modified CGLE or Swift-Hohenberg relatively closely and could
be a good starting point for an NPDE investigation where the data-driven part of
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the NPDE would model previously neglected higher order terms and other unknown
influences.
However, more important for the research presented in this thesis are applications in
climate science. Here, one possible approach would be to model atmospheric dynamics
with the NPDEs, for example with the quasigeostrophic model in three layers (QG3)
[139]. While being less complex than a typical general circulation model, it is much
easier to implement and manipulate while still retaining a fairly realistic climatology
for the northern hemisphere winter, especially its low-frequency variability. It has
been used e.g. to study atmospheric blocking events [129]. We thus have a candidate
model that we can turn into a NPDE and observational data available which the model
resembles relatively closely.
Applying hybrid modelling approaches as described in this chapter to observational
data has, as far as is known, not been done before, but seems certainly possible and
it would be a substantial advancement of hybrid modelling as a whole. It is not
completely clear if the NPDE approach that uses the ergodicity of the system like we
demonstrated for the CGLE and KS would work. Potentially, for observational data
one would need to use a combination of different neural networks architectures, one
similar to those we used for the KS and CGLE and one which would work globally on
the complete spatiotemporal field like for the BCTM. Pre-training the model on model
data e.g. from CMIP5 also seems possible. If such a hybrid QG3 model is successful
it could for example directly serve as a replacement for the atmospheric component of
Earth Models of Intermediate Complexity (EMICs), but more importantly serve as a
proof-of-concept so that even larger models could be converted to hybrid models.
Summary
When predicting complex systems one typically relies on differential equations which
can often be incomplete, missing unknown influences or higher order effects. In this
chapter we were integrating artificial neural networks directly into differential equa-
tions to fill deficiencies of high-dimensional models. The resulting Neural Partial
Differential Equations (NPDEs) cannot be trained using the regular backpropagation
algorithm but use algorithms such as adjoint-based sensitivity analysis. Training the
NPDE is also possible for chaotic, high-dimensional systems when the integration time
during training is very short. If this is the case, the NPDE can even make accurate
forecasts when only short, incomplete and noisy training data is available as we demon-
strated on three paradigmatic examples. For these examples we choose the Complex
Ginsburg-Landau equation, a reaction-diffusion type PDE, the Kuramoto-Sivashinsky




The study of complex systems is interdisciplinary, not only in its applications, the
fields where we find those systems in, but also in the methods that we can use to
analyse them: elements of network and dynamical systems are most often the basis
of investigations but they can be combined with machine learning methods to deal
with the large amounts of data and the high-dimensionality that usually comes along
with many complex systems. All of these aspects come hand in hand when dealing
with complex systems. A network structure naturally arises as the constituents of
the system are coupled to each other and we’ve seen one possible approach to recover
a form of network from climate data. The couplings themselves and the individual
dynamics are usually nonlinear and as shown phenomena such as phase coherence
can be inferred from climate data as well. Additionally, complex system, especially
in climate science, exhibit due to their nonlinearity multistable regimes and complex
basin structure. The high-dimensionality also implies large amounts of data that
can be efficiently analysed with machine learning methods. Within this thesis three
different approaches were considered.
In the first part of the thesis, a complex network approach was taken to analyse the
variability of the low-level circulation of the South American Monsoon System. The
low-level circulation was encoded into a network structure to study the most important
wind paths and their variability during active and break phases of the monsoon and due
to the El Niño-Southern Oscillation especially highlighting the importance of the South
American low-level jet and cross-equatorial flow. The network study also pointed us to
the influence of the Rossby wave train on the low-level circulation and precipitation.
We focused on this relationship by setting up a conceptual model that corroborates
the hypothesis that the dominant precipitation variability is caused by a wave train
and by proving phase coherence between the wave train and the precipitation in the
regions most affected by the variability. This approach also showed how methods
from network and dynamical systems theory can be used in conjunction to analyse
climate systems. Networks identify spatiotemporal patterns and the most important
regions for further investigations that can be performed by, among others, proving
phase coherence.
Subsequently, we turned our attention to directly investigate the behaviour of high-
dimensional dynamical systems, with the aim in mind to apply our methods to climate
models. For this purpose, first Monte Carlo Basin Bifurcation analysis (MCBB) was
introduced. By combining random sampling with clustering techniques, MCBB is
able to discover the largest basins of attraction of a dynamical system and track their
volume when control parameters of the system are changed. With the Neural Partial
Differential Equations (NPDE), we then explored how artificial neural networks can be
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integrated into differential equation to model only partially known dynamical systems.
On synthetic examples the NPDE was able to forecast those systems for time spans
that exceed the training dataset by more than an order of magnitude, thus promising
great capability for future applications in more realistic settings. Bundling together
Monte Carlo Basin Bifurcation Analysis and Neural Partial Differential Equations can
be seen as a two-part approach to analyse and predict dynamical systems as a basic
knowledge of the attractors of a system is often required to make meaningful numerical
predictions of the system that respect its physical constraints. We demonstrated this
two-part approach on the Bistable Climate Toy Model that we first introduced, then
identified its attractors, the cold and warm state, with MCBB and consequently used
that knowledge when using the NPDE approach to forecast the model. As already
discussed separately in Sec. 4.1.10 and 5.8, for both approaches, MCBB and NPDE,
we demonstrated them first on paradigmatic examples from various disciplines. By
that we were showcasing the wide applications of these methods beyond just climate
science before we turned our attention on models from climate science itself. Both the
conceptual model for tipping cascades and the Bistable Climate Toy Model, are, as
the names already suggest, conceptual models that do not try to accurately model an
actual climate system. However, this will be just the first step towards more realistic
models.
In conclusion, two approaches, combining physics with machine learning, were pur-
sued in this thesis to investigate complex systems in climate dynamics and other dis-
ciplines: 1) complex networks and phase synchronization techniques to uncover and
identify spatiotemporal variability patterns in climate data and investigate their cause,
2) MCBB and NPDEs to analyse and forecast dynamical systems.
These approaches are already in themselves an ideal starting point for further in-
vestigations. Aside from this, the first part of the analysis, the study of the South
American Monsoon System, can also be further deepened. Based on the results that
prove the strong relation between the Rossby wave trains, the low-level circulation
and precipitation, first the temporal evolution can be further evaluated. This could
e.g. be done in terms of analysing the conditions when the coherence between the
Rossby waves and precipitation is less pronounced. This knowledge could potentially
then also be used in a forecast model, again also using machine learning techniques,
to predict precipitation or its extremes based on e.g the Rossby wave state on the one
hand and also the low-level jet strength as an indicator for the active and break phases
on the other hand. It also seems possible to bring in knowledge of atmospheric models
into this potential analysis by utilizing influence or Green’s functions as outlined e.g.
by Grimm and Silva Dias [81, e.g] to determine potential areas where atmospheric
observables can serve as precursors. Artificial neural networks that were used in the
later part of the thesis could also potentially be used for the forecast model.
As already outlined in Sec. 5.8, both, MCBB and NPDE, offer the potential to apply
them to more sophisticated atmosphere or climate models. For MCBB, aside from
advancing the method itself further with e.g. the already outlined modified clustering
algorithm, it would be particularly interesting to investigate its applications to partial
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differential equations. Systems from atmospheric dynamics could also be one example
there. Even more promising is the further applications of the NPDE approach. For the
first step the quasigeostrophic model from Marshall and Molteni [139] seems ideal. In a
first step, one could use a synthetic setup similar to those shown in this thesis with the
model. But later, as the quasigeostrophic model exhibits a fairly realistic climatology
of the northern hemisphere winter, it could potentially be used for a NPDE setup
with observational data. Showing that such a hybrid model substantially improves a
model with observational data would be a major advancement and could subsequently
applied to even more realistic models. In order to so one could consider pre-training it
with model data such as from CMIP to ensure that the hybrid model is able to deliver
accurate forecasts on the observational data as well.
Both of the further avenues of research sketched out in the last paragraphs show
how one can further combine knowledge that we have of complex systems like those
in climate with data-driven approaches to advance predictions or the understanding
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Algorithm 2 Computation of the edge list of the streamflow network using the sim-
ulation method, as presented in [MG1]
∆ ← spatial distances of all nodes to each other
γ ← angles between the spatial positions of all nodes to each other
for i ∈ nodes do
ud ← 12 (dm + dz (λ)) . calculate distance uncertainty
for t ∈ time series do . compute hit counts of actual wind time
series
d ← |vi (t)| · T + ud
for j ∈ nodes do . depending on the used grid it is possible
to limit the set of nodes j has to loop over
based on additional geometrical consider-
ations
if d > ∆ij then
if γij ∈ [θi − uθ, θi + uθ] then
hij ← hij + 1
for k ∈ [0, Nstat] do . compute hit counts of surrogates
for t ∈ time series do
d ← |vi (t)| · T + ud
for j ∈ nodes do . it is possible to limit the set of nodes j has
to loop over (see above)
if d > ∆ij then
β ← random uniformly distributed number ∈ [−π, π]






for j ∈ nodes do . evaluate surrogates and set links
if hij > 0 then
µ ← mean of η(k)ij with respect to k
σ ← standard deviation of η(k)ij with respect to k
if hij > µ+ n · σ then
add (i, j) to edge list E
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Figure A.1.: Dependency of the link density of the delay time T for the simulated
and the semi-analytic streamflow network. The calculations were done with n = 2,
respectively ψ = 0.05. It shows that the link density increases for the semi-analytic
method slightly stronger than for the simulation method. For both methods a delay
time of one day (red dot) is picked for further computations.
A.1.2. Parameter Sensitivity
Additional to the reasoning for the parameters presented in Sec. 3.3.2, here additional
results concerning the parameter sensitivity are presented that largely follow the ap-
pendix of [MG1].
The travel time T governs the radius of the circle section (|(ui (t) , vi (t))|·T+udi (λ))
that is used to calculate the network links. Hence, it is directly linked to the out-degree
of all nodes and thus the link density of the whole network. Since we introduced the
additional distance uncertainty udi , di(t) ≥ udi so that even small values for T should
allow to connected path through the network along the flow of the wind that we
can analyse with path-based measures like the betweenness. For both methods, the
simulation and the semi-analytic method, the link density increases monotonously, in
an almost linear way for larger travel times as seen Fig. A.1. A travel distance of one
day results in a link density large enough for the network to include enough interesting
features and is therefore chosen for all constructed streamflow networks.
The angle uncertainty uθ governs the central angle of the circle section. It affects
the out-degree of all nodes as well. However, the angle uncertainty also affect paths
through the network and the overall structure as we argue in the Sec. 3.3.2. Fig. A.2
shows the dependency of the link density of the network on uθ. For both network types
an fixed uncertainty of uθ = π6 is chosen. Fig. A.3 and A.4 justify this choice as even
a reasonably large variation to uθ only has small effects on the centrality measures.
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Figure A.2.: Dependency of the link density of the angle uncertainty uθ for the
simulated and the semi-analytic streamflow network. The calculations were done with
the 1985-2010 MERRA dataset for South America and with n = 2 respectively ψ =
0.05. It shows that the link density increases in an almost linear way for both methods.



















Figure A.3.: Out-area weighted connectivity of streamflow networks using the simu-
lation method. All networks were computed using DJF data and the same parameters
except for the angle uncertainty uθ. uθ was varied to investigate the qualitative be-





























Figure A.4.: Betweenness of streamflow networks for different values of uθ similar to
Fig. A.3. Note that also for this measure, variations around the value π/6 do not affect
the qualitative characteristics of the resulting betweenness centralility distribution.
A.1.3. Selected Hit Count Statistic
Table A.1.: Kolmogorov-Smirnov statistic of the distributions of the surrogate hit
counts in Figure A.5.
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Gaussian with µ = 739.25
and σ = 19.39
Nstat = 500
MERRA Data (Daily DJF 1985-2010)
Figure A.5.: Histograms of the distribution of the hit count surrogates for different
locations in South America. The distribution is approximately normally distributed
when there are only few hits when looking at larger distances (bottom-left panel) and
also for large hit counts when smaller distances are chosen (bottom-right panel). The
results of a Kolmogorov-Smirnov test are shown in table A.1. Both top-row panels show
the surrogate distribution between the same locations, only with a different number of
surrogates. Apparently already as few as 100 surrogates can be enough to get a good
estimate for a significance threshold. The significance threshold µη,ij + n · ση,ij itself
is marked in every panel with a dark blue line.
A.1.4. Reference Region for Active and Break Phases
The investigation of the active and break phases of the SAMS in Sec. 3.4 uses a refer-
ence region in Beni and Santa Cruz (BSC) in Bolivia in order to distinguish between
the active and break phases of the SAMS. This region is shifted southward by 4°
latitude from the reference region in Rondônia (9°-13°S, 60°-64°W) that was used in
the initial description of the active and break SAMS phases by [94]. Here, we use a
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Figure A.6.: Histograms of wind directions at 850 hPa in the Brazilian state of
Rondônia (9°-13°S, 60°-64°W). This is the same as Fig. 3.7 but with a northward
shifted reference region that is identical to the study of [94].
different data source, MERRA, whereas Jones and Carvalho [94] used NCEP/NCAR
data. While the NCEP/NCAR wind field in Rondônia exhibits an overall westerly
wind regime in Rondônia, the MERRA wind field exhibits a broader, northerly wind
regime in Rondônia during DJF (see Fig. A.6). Nonetheless, the anomaly wind field
of the MERRA data in Rondônia exhibits a westerly and an easterly regime as well.
By shifting the reference region southward to BSC, we obtain an overall westerly wind
direction distribution (Fig. 3.7). Furthermore, active phases occur more often and are
on average 0.5 d longer when BSC instead of Rondônia is used as reference region. In
Sec. 3.4.1 we found that the geopotential height at 850 hPa in the southern Atlantic
is connected to the active and break phases as well. The difference between the mean
geopotential height at 850 hPa in the southern Atlantic is larger when using BSC as
the reference region (∆GPH850 = 34.2 m versus ∆GPH850 = 48.2 m). The ∆GPH850
for the BSC reference region is larger than the standard deviation of the geopoten-
tial height in the southern Atlantic, σGPH850 = 45.1 m, whereas the ∆GPH850 for the
Rondônia region would be smaller than the standard deviation.
We tested the further robustness of the results by shifting the reference region BSC
along the eastern slopes of the Andes in Bolivia. The north-western region (NW)
(15°-10°S, 69°-63°) and the south-eastern region (SE) (21°-15°S, 62°-56°W) induce
active and break phases with a much larger coincidence to the studied phases with
the reference region in BSC than to the phases with the reference region in Rondônia
(see Tab. A.2 and A.3). The values of ∆GPH850 and the overall qualitative structure
of the streamflow networks is very similar as well. The results are therefore robust to
a shift of the BSC reference region along the north-west to south-east axis following
the eastern slopes of the Andes.
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Table A.2.: Coincidence of the active phases determined with different reference
regions. This coincidence is calculated as CAB = |A∩B||A| , where A and B denote the
sets of numbered time steps that are part of the active regime for the corresponding
reference region. |A| is the amount of elements in the set A. As in general |A| 6= |B|,
it follows that CAB 6= CBA. The reference regions are Beni and Santa Cruz (BSC) as
used in this investigation, Rondônia (RON) as used by Jones and Carvalho [94], as
well as the regions obtained by shifting BSC further south-east (SE) and north-west
(NW). Precise coordinates of the latter two regions, which only serve the purpose of
testing robustness, are specified in Sec. A.1.4.
BSC RON SE NW
Beni and Santa Cruz (BSC) 1 0.49 0.69 0.72
Rondônia (RON) 0.71 1 0.52 0.80
South-East (SE) 0.90 0.47 1 0.70
North-West (NW) 0.78 0.60 0.58 1
Table A.3.: Coincidence of the break regimes of different reference regions. The
naming of the reference regions and the calculations follow those of Tab. A.2.
BSC RON SE NW
Beni and Santa Cruz (BSC) 1 0.54 0.65 0.66
Rondônia (RON) 0.53 1 0.42 0.65
South-East (SE) 0.82 0.54 1 0.60
North-West (NW) 0.68 0.68 0.49 1
A.2. Phase Coherence between Precipitation in South
America and Rossby Waves
The additional results and the extended information on the conceptual model follows
the supplementary material of the publication [MG3].
A.2.1. Conceptual Model
The full equations of the conceptual model are formulated using the centered coordi-
nates
ξ = ϕ− ϕ0 (A.1)
ν = λ− λ0 (A.2)
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that use the propagation direction θ and the standard deviations σξ and σν in the
model data equation




aξ2 + 2bξν + cν2
))
sin ((2π (cos θ · ξ + sin θ · ν)) /L− ωt) .
(A.6)
While the wavelength L is another parameter of the model, the (temporal) frequency
is kept at ω = 1/40 d as it does not affect the spatial structure of the resulting EOFs.
The full set of parameters is thus (ϕ0, λ0,K, σξ, σν , θ). We then calculate the model
EOF(M)i and fit it to the data by numerically minimizing the least square error to the
observed data EOF(D)i











As a single function evaluation can take a few seconds on a current processor, this
is obviously a computationally relative expensive minimization that does very likely
exhibit multiple local minima. The Nelder-Mead implementation of Python’s scipy is
used with initial parameter guesses chosen by hand to be already relatively close to
being a good fit.

























Figure A.7.: Eigenvalue spectrum of the PCA performed with precipitation anomlies
from MERRA2 shown in Fig. 2. The red circles indicate the two leading EOFs that
are further investigated with the conceptual model.
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Figure A.8.: Spatial Phase of the first COEF of the conceptual model.
A.2.2. Monte Carlo SSA
















































































































Figure A.9.: Singular Spectrum Analysis (SSA) of all three investigated observables.
1000 AR1 and shuffle surrogates are generated for each of the observables and can
serve as significance tests for the SSA components.
A.2.3. Additional Results for Phase Differences
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Figure A.10.: Phase Difference time series results analogous to Fig. 3.23, presented
in the main text. These results feature AR1 surrogates instead of the AR2 surrogates







































































Figure A.11.: Phase Difference time series results analogous to Fig. 3.23, presented in
the main text. These results were computed with the third and fourth SSA component
included in the analysis.
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Figure A.12.: Phase Difference histogram results analogous to Fig. 3.24, presented in
the main text. These results were computed with the third and fourth SSA component






































































Figure A.13.: Phase Difference time series results analogous to Fig. 3.23. These
results were computed with a 10-50 day Bandpass-Lanczos Filter with 1501 weights
instead of the SSA.
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Figure A.14.: Phase Difference histogram results analogous to Fig. 3.24. These
results were computed with a 10-50 day Bandpass-Lanczos Filter with 1501 weights
instead of the SSA.
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B. Monte Carlo Basin Bifurcation Analysis
The additional results and the sensitivity study on initial conditions that is presented
here, follows the appendix of the publication [MG5].
B.1. Dependence on initial conditions
During the sampling step of MCBB there is often a natural choice, given the parametriza-
tion and coordinates used, for the distribution of the initial conditions, and it is typical
in basin studies to use a uniform distribution in a box. However, there is no a priori
reason to expect that the limit of infinite box size converges, but experience shows that
often plausible ranges for the box are naturally given by the system and the results
don’t depend heavily on box size (or even on substituting a normal distribution for
the box). To further investigate this, the distribution of the initial conditions of the
frequencies of the second order Kuramoto model is changed which is presented in Sec.
III.B. Fig. B.1 shows results for uniform distributions with different bounds ([−π, π],
as shown in the main text, [−5π, π] and [−10π, 10π]) and a normal distribution with
mean 0 and standard deviation π. All other parameters (e.g. the clustering parame-
ter εDB) are kept constant. Qualitatively the results are very similar: they show an
unsynchronized regime (violet), a fully synchronized regime (blue) and several par-
tially synchronized states. Quantitatively they differ. The broader the distributions of
the frequencies gets, the later the fully synchronized states becomes the only existing
asymptotic states. This behaviour can be expected from a second order Kuramoto
system: with initial frequencies very far apart from each other, it will synchronize less
well.
B.2. BBClustering
For the MCBB results presented in this thesis DBSCAN (see Sec. 2.3.5) is used to
find the classes of asymptotic states. In the following, a specialized density-based
clustering algorithm, Basin Bifurcation Clustering (BBClustering), is outlined that
could be used in future research to replace DBSCAN. The basis of BBClustering is an
additional continuation of the integration. As described in Sec. 4.1.4, δ±i = D(ρi, ρi±)
is the distance of the i-th trial to a continuation with the control parameter shifted by
±δp ≈ ± < minj(||p(i) − p(j)||) >i. BBClustering is based on DBSCAN but computes
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Figure B.1.: Results for the second order Kuramoto with different distributions of
initial conditions.
the neighbourhood of each sample through the results of the continuation. A sample




||pi − pj ||
)
< k · 12(min± (δ
±
i ) + min± (δ
±
j )). (B.1)
As sketched in Fig. B.2, this criterion is based on the rationale that the continuation
response δ± will be strongly asymmetric when the state becomes unstable in one
direction. Two samples belong to the same asymptotic state when the distance Dij is
about the same as the mean of the smaller continuation response. k is a parameter
remaining in this clustering method, governing how fine or coarse the clusters should be
resolved. In contrast to the standard DBSCAN algorithm, BBClustering features an
adaptive neighbourhood criterion based on the continuation response. The remaining
part of the algorithm is identical to DBSCAN and as outlined in Sec. 2.3.5. MCBB.jl
(see Sec. B.4) features an implementation of BBClustering.
B.3. Additional Results and Resources
B.3.1. Logistic Map
While MCBB is designed with high-dimensional systems in mind, it also works in the
fringe case of a one dimensional system such as the logistic map xn+1 = rxn(1− xn).
Fig. B.3 shows the approximate relative basin volume computed with MCBB compared
to the bifurcation diagram. It was computed using the mean, standard deviation and
Kullbach-Leibler divergence as statistics with the weights 1, 0.5 and 0.5. The major
bifurcation points are reproduced. The stable regions inside the chaotic regime form
separate clusters, while most of the chaotic regime is grouped into to distinct clusters,
one before and one after the larger stable region around r ≈ 3.8.
154
B.3. Additional Results and Resources
Figure B.2.: Sketch of the rational behind the neighourhood criterion of BBCluster-
ing.
Figure B.3.: Basin Volume computed with MCBB and Bifurcation diagram of a
logistic map.
B.3.2. Stuart-Landau Oscillator Network
Additionally to the results presented in Sec. 4.1.9 for the Stuart-Landau oscillator
network, one can also further inspect the other clusters. In Fig. B.4 and B.5 show
results for the classes of asymptotic states not shown in the main text. These are the
outlier cluster, the travelling wave (TW) and oscillation death (OD) states. The Julia
package (see Sec. B.4) also allows for further other visualizations and inspections of
the measures and the clusters. The documentation of the package explains these in
more detail.
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Figure B.4.: Further analysis on the clusters also shown in Fig. 4.7. (A),(B),(E),(F)
are sliding window histograms fits of the denoted measures for trials with parameters
within the respective window. (C) and (D) are example trajectories of trials within
these clusters.
Figure B.5.: Further analysis on the clusters also shown in Fig. 4.7. (A),(B),(E),(F)
are sliding window histograms fits of the denoted measures for trials with parameters




B.3.3. Conceptual Model for Tipping Cascades
Table B.1.: Further parameters of the conceptual tipping model for tipping cascades
presented in Sec. 4.2.1. The link strength sij has a specific link strength range and
a specific physical process that is connected to the respective interaction and given
below. The link strength ranges are scaled from literature values [105, 112] such that
they can be used in the model (Eq. 4.15). For a more in depth description please be
referred to Wunderling et al. [249]. This table itself is taken from the publication
Wunderling et al. [MG7].
Interaction Link strength range sij (a.u.) Process
Greenland → AMOC [+1; +10] Freshwater inflow
AMOC → Greenland [−1;−10] AMOC breakdown, Greenland cooling
Greenland → West Antarctica [+1; +10] Grounding line retreat
ENSO → Amazon rainforest [+1; +10] Drying over Amazonia
ENSO → West Antarctica [+1; +5] Warming of Ross and Amundsen seas
AMOC → Amazon rainforest [±2;±4] Changes in hydrological cycle
West Antarctica → AMOC [±1;±3] Increase in meridional salinity gradient (−),
Fast advection of freshwater anomaly
to North Atlantic (+)
AMOC → ENSO [+1; +2] Cooling of North-East tropical Pacific with thermo-
cline shoaling and weakening of annual cycle in EEP
West Antarctica → Greenland [+1; +2] Grounding line retreat
ENSO → AMOC [−1;−2] Enhanced water vapor transport to Pacific
AMOC → West Antarctica [+1; +1.5] Heat accumulation in Southern Ocean
Amazon rainforest → ENSO [±1;±1.5] Changes in tropical moisture supply
B.4. Julia Package
The MCBB algorithm is implemented in Julia. The package can be installed di-
rectly from the GitHub repository https://github.com/maximilian-gelbrecht/
MCBB.jl/. The package makes uses Julia’s DifferentialEquations.jl library [40]. There
is an extensive documentation available that explains the package with some tutorials.
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C. Neural Partial Differential Equations
The additional results presented here, follow the supplementary material of the pub-
lication [MG2].
C.1. Kuramoto Sivashinsky - 4th Derivative Term
In the main text, in Sec. 5.6.4, when investigating the Kuramoto Sivashinsky equation
(KS) we replaced the second order term with an ANN, here show additional results to
proof the robustness of the approach. For this purpose we replace the term with the
fourth order derivative with an ANN:
∂tu = NKS(u)− u∂xu− ∂xxu. (C.1)
When investigating this setup, it became even more apparent that small values for
the integration time step ∆t are needed. Whereas the training fails for ∆t = 0.1, the
results shown in Fig. C.1 for ∆t = 0.02 are similar to those reported in the main text
for the second derivative term. The valid time tv is 2953 time steps which, given a
maximum Lyapunov exponents λmax = 0.08, is equivalent to 4.72λmaxt.
C.2. Benchmarks
C.2.1. Convolutional Neural Network
The results of the NPDE forecast are compared to a CNN (see Sec. 2.4). This CNN
is set up with a bottleneck, meaning that the first convolutional and pooling layers
reduce the dimension of the input before subsequent layers extend the dimension back
to the full size of the field. It makes forecasts by using a recursive loop in which the
output of the CNN is fed back as input for the next time step. This architecture
showed to be successful in approximating complex spatiotemporal fields, like simple
global circulation models [195]. The CNN consists of three convolutional layers with
3 × 3-sized kernel, each with 8 channels and each followed by a 2 × 2 max pooling
layer. The dimension is reduced, this is the so-called ’bottleneck’ of the CNN. Then,
three convolutional layers with 3×3-sized kernel each followed by an upsampling layer
scale the dimension back to the input dimension. It is trained by minimizing the
one-step-ahead least-squared forecast error with a stochastic gradient descent method
over 10000 epochs of the dataset.
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Figure C.1.: Results for the NPDE for the KS system according to Eq. C.1. The right
hand panels show a zoomed in view of the area marked with the maganta rectangles
in the left hand panels.
C.2.2. Hybrid Reservoir
Combining knowledge-based but incomplete models with a data-driven numerical
model has previously been achieved with great success using reservoirs. Pathak et
al. [161] showed that such a setup is able to forecast chaotic processes for very long
times. However, in these examples very long input datasets were used. Here, we use
the same basic setup as reported by Pathak et al. [161] with reservoir size N = 20000,
spectral density ρ = 0.4, sparsity < d >= 0.03, input coefficient uniformly drawn
from [−0.5; 0.5] and regularization constant 10−4. The knowledge-based model is the
NPDE without the neural network, thus the PDE with one term missing. It was inte-
grated using the LSODA solver from the Fortran ODEPACK library. While for longer
training datasets a forecast horizon of several Lyapunov times can be achieved, it is
much lower for the short training datasets explored in this thesis. For the 128× 128-
sized grid that is used for the CGLE and the 4096-dimensional KS discritization, one
would need much larger reservoir sizes. These are potentially prohibitively large. We
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therefore computed the hybrid reservoir comparisons on smaller grids, 50× 50 for the
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