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Abstract
At many stages of process engineering we are confronted with data that have not yet re-
vealed their true values. Uncertainty in the underlying mathematical model of real processes
is common and poses an additional challenge on its solution. Multi-parametric programming
is a powerful tool to account for the presence of uncertainty in mathematical models. It
provides a complete map of the optimal solution of the perturbed problem in the parameter
space.
Mixed integer linear programming has widespread application in process engineering such
as process design, planning and scheduling, and the control of hybrid systems. A particular
difficulty arises, significantly increasing the complexity and computational effort in retriev-
ing the optimal solution of the problem, when uncertainty is simultaneously present in the
coefficients of the objective function and the constraints, yielding a general multi-parametric
(mp)-MILP problem.
In this thesis, we present novel solution strategies for this class of problems. A global
optimization procedure for mp-MILP problems, which adapts techniques from the deter-
ministic case to the multi-parametric framework, has been developed. One of the challenges
in multi-parametric global optimization is that parametric profiles, and not scalar values
as in the deterministic case, need to be compared. To overcome the computational burden
to derive a globally optimal solution, two-stage methods for the approximate solution of
mp-MILP problems are proposed. The first approach combines robust optimization and
multi-parametric programming; whereas in the second approach suitable relaxations of bi-
linear terms are employed to linearize the constraints during the approximation stage. The
choice of approximation techniques used in the two-stage method has impact on the con-
servatism of the solution estimate that is generated. Lastly, multi-parametric programming
based two-stage methods are applied in pro-active short-term scheduling of batch processes
when faced with varied sources of uncertainty, such of price, demand and operational level
uncertainty.
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1. Introduction
1.1. Motivation
Multi-parametric programming has received growing attention over the past decades. Ap-
plications of multi-parametric programming are found in model predictive control, see
[99, 42, 104, 106, 20, 113, 41, 78] for a selection from this area, scheduling under uncer-
tainty ([110, 111, 84, 83, 85]), process synthesis ([102, 1, 2, 45, 101]), as well as in bilevel
and dynamic programming ([39, 50, 52]).
In optimization, multi-parametric programming determines the effect of parameter varia-
tion on the optimal solution. The optimal solution of a perturbed problem is expressed as a
function of the parameters. The parameter space is divided into sub-regions, the so-called
critical regions, in which a particular solution remains optimal.
The advantages of multi-parametric programming are twofold: Extending the ideas of sen-
sitivity analysis to the full parameter space, it provides valuable insight into the problem
and the properties of the optimal solution. Secondly, when the true values of the parameter
have revealed the corresponding optimal solution is retrieved via function evaluation. The
explicit solution of the multi-parametric programming problem is stored in a look-up table.
For a given parameter realization, the critical region is identified that contains the param-
eter point, resulting in imminent retrieval of the optimal solution and optimal objective
value. Utilizing multi-parametric programming as a tool for oﬄine optimization, it is no
longer necessary to solve an updated deterministic optimization problem for every realized
disturbance. Clearly, it is a hindrance to consecutively re-optimize when decisions are to
be made under time pressure. On the other hand, if merely the nominal values are used as
reference point, the corresponding optimal solution may be suboptimal or infeasible once a
deviation from the reference value has occurred.
Many generalized results on parametric programming are found in the textbooks of Gal [60],
Bank et al. [11], and Pistikopoulos et al. [108]. Methods for single parametric mixed integer
linear problems are summarized by Jenkins [74]. An overview of algorithms for various
classes of multi-parametric continuous and mixed integer optimization problems, including
the single parametric case, is given in Table 1.1. For some subclasses of multi-parametric
linear programming (mp-LP) or quadratic programming (mp-QP) problems, including the
mixed integer case, the explicit solution may be derived, whereas for the general nonlinear
and non-convex case an analytical solution may not always be possible. The optimal solu-
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tion is then suitably approximated.
For mp-LP and mp-QP problems, the algorithms differ in the exploration of the parameter
space. Gal [59] proposes to explore a connected graph with respect to the optimal bases of
the mp-LP problem to identify all neighbouring, non-overlapping critical regions. For mp-
QP problems, the authors Bemporad et al. [20] propose a method to recursively subdivide
the remaining region into convex polyhedral sets after a critical region has been identified.
Geometric algorithms as presented by Tondel et al. [117] exploit relations between adjacent
critical regions. Recently, the authors Gupta et al. [64] combine enumeration of possible
active sets with a pruning strategy.
Mixed integer multi-parametric solvers may be classified according to strategies on how to
deal with the presence of binary variables. Prominent approaches include methods that
employ a branch-and-bound search tree ([2, 83]), solving sub-problems with only continuous
optimization variables at child nodes. Alternatively, a number of algorithms have been de-
veloped that decompose the mp-MILP and mp-MIQP problem, respectively, ([103, 47, 51]).
At the outer layer, the integer variables are addressed. A candidate integer solution is iden-
tified through solving a deterministic mixed integer programming problem, which is followed
by the solution of corresponding sub-problems for fixed integer values.
Despite major advances for certain classes of multi-parametric mixed integer programming
problems, which include mp-MILP and mp-MIQP problems with objective function coeffi-
cient (OFC) uncertainty, right-hand side constraint vector (RHS) uncertainty, or a combina-
tion of both classified as RIM-mp-MILP/RIM-mp-MIQP problems, models with left-hand
side (LHS) uncertainty remain least studied. Left-hand side uncertainty refers to uncer-
tainty affecting the entries of the constraint matrices of linearly constrained optimization
problems
Therefore, the scope of the research undertaken is on theoretical advances and develop-
ment of state-of-the-art algorithms for the solution of general mp-MILP problems with any
combination of RHS-, OFC- and LHS-uncertainty in the model. We aim to provide a frame-
work such that the majority of uncertainty related issues in modelling which are relevant in
practice to the chemical engineering community can be addressed in a suitably unified and
efficient way. The thesis objectives are outlined in the next section.
1.2. Thesis objectives and outline
The objectives can be classified into two closely related categories:
(i) to propose advances in multi-parametric mixed integer programming, and (ii) to identify
applications of the methods developed to address practically relevant problems in chemical
and process systems engineering.
In Chapter 2, we introduce the general mp-MILP problem and the steps of a decompo-
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Table 1.1.: Algorithms for multi-parametric programming problems
mp-LP Gal and Nedoma [61], Gal [59], Borrelli et al. [37], Filippi [55]
mp-QP Bemporad et al. [20], Bemporad and Filippi [17], Dua et al. [43],
Tondel et al. [117], Tondel et al. [118], Baotic´ [12], Gupta et al.
[64]
mp-NLP (convex) Bemporad and Filippi [18], Acevedo and Salgueir [3], Johansen
[76], Domı´nguez and Pistikopoulos [40]
mp-NLP (non-convex) Benson [25], Fiacco [53], Dua et al. [44]
mp-MILP Mitsos and Barton [95], Mitsos [94], Pertsinidis et al. [103], Jenk-
ins [73], Acevedo and Pistikopoulos [2], Dua and Pistikopoulos
[47], Li and Ierapetritou [82], Li and Ierapetritou [83], Fa´ısca et al.
[51]
mp-MIQP Dua et al. [43]
mp-MINLP Pertsinidis [102], Acevedo and Pistikopoulos [1], Papalexandri
and Dimkou [101], Dua et al. [44], Dua and Pistikopoulos [46]
sition algorithm that serves as basis for many of the proposed solution strategies.
Chapter 3 is denoted to multi-parametric global optimization. The aim is to approximate
the optimal solution of the general mp-MILP problem by piecewise affine functions such that
the globally optimal objective value satisfies a predefined tolerance criterium. We exploit
the special structure of the general mp-MILP problem in the design of the multi-parametric
branch-and-bound procedure. Bilinear terms are present in the constraints with parameters
participating in the nonlinear expressions, which requires special attention.
In Chapter 4 and Chapter 6 we discuss strategies for the approximate solution of mp-MILP
problems. We are interested in approximate solutions that provide a controllable estimate
of the optimal solution. Secondly, approximate solutions should be generated in an efficient
manner when it proves to be computationally expensive to derive the globally optimal so-
lution. The approaches employ a partial immunization against uncertainty in the model, as
well as state-of-the-art relaxation techniques of bilinear terms that are adapted from global
optimization.
In Chapter 5, we study pro-active scheduling of batch processes. Although approaches to
solve uncertain scheduling problems via multi-parametric programming have emerged, as
of today not all types of uncertainty, i.e. with respect to multiple locations in the schedul-
ing model, have been addressed by multi-parametric programming based solution strategies.
We show that a combined robust optimization and multi-parametric programming approach
may be an attractive addition to existing methods in pro-active scheduling. In particular,
we apply our proposed methods for the approximate solution of the scheduling model, which
may be cast into a general mp-MILP problem given the likes of price, demand and opera-
tional level uncertainty.
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2. Multi-parametric mixed integer linear
programming
2.1. Introduction
We consider the general multi-parametric mixed integer linear programming (mp-MILP)
problem (P ), given by
(P )

z(θ) := minx,y((c+Hθ)
Tx+ (d+ Lθ)T y)
s.t. A(θ)x+ E(θ)y ≤ b+ Fθ
x ∈ Rn, y ∈ {0, 1}p
θ ∈ Θ := {θ ∈ Rq |θminl ≤ θl ≤ θmaxl , l = 1, ..., q},
where θ denotes the vector of parameters and c ∈ Rn, H ∈ Rn×q, d ∈ Rp, L ∈ Rp×q,
A(θ) ∈ Rm×n, E(θ) ∈ Rm×p, b ∈ Rm, and F ∈ Rm×q. To comply with the linear structure
of (P ) we further impose that A(θ) and E(θ) are affine mappings with respect to θ, i.e.
A(θ) := AN +
q∑
l=1
θlA
l
with AN ∈ Rm×n, Al ∈ Rm×n for all l. The matrix AN denotes the nominal part of A(θ). A
similar expression holds for E(θ). In the following, we will denote by the lower case letter
with the subscript i, for instance [ai], the column vector of entries related to the i-th row of
the corresponding matrix.
Multi-parametric programming is a powerful tool to account for the presence of uncer-
tainty in a mathematical model during the optimization stage if at the time of decision
making all data is known [122]. The objective of multi-parametric programming is to de-
termine the effect of the parameter variation on the optimal solution of (P ). The optimal
solution of (P ) is expressed as a function of the varying parameters. The parameter space
is partitioned into sub-regions, so called critical regions, in which a feasible solution of (P )
is optimal. The concept of a critical region is linked to a subset where the same set of
constraints is active. In the mixed integer linear case, a critical region is affiliated with an
integer solution and the continuous solution associated with an optimal basis for (P ) at this
19
2.1. Introduction
integer point. The optimal objective value z(θ) of (P ) is also a function of the parameters.
In the open literature, the classes of (P ) most widely studied are the RHS-mp-MILP problem
with uncertainty in the right-hand-side constraint vector, the OFC-mp-MILP problem with
uncertain objective function coefficients, and the RIM-mp-MILP problem, which involves
both right-hand-side and objective function uncertainty.
For the special case of OFC-mp-MILP problems, an intersection based algorithm that ex-
ploits the benign properties of the optimal objective value and of the critical regions in the
exploration of the parameter space is presented by Mitsos [94]. A pioneering algorithm to
solve RHS-mp-MILP problems was presented by Acevedo and Pistikopoulos [2] that employs
a branch-and-bound method. At each leaf node of the search tree the integer variables are
fixed to their assigned values and the resulting multi-parametric linear (mp-LP) problem is
solved. Appropriate comparison procedures are employed to update the search tree. This
method benefits from early fathoming of leaf nodes if the corresponding objective value
is found to be larger than the current best upper bound. A branch-and-bound algorithm
for the solution of the general mp-MILP problem (P ) can be found in the work of Li and
Ierapetritou [82].
Alternatively, a number of algorithms have been developed that decompose the mp-MILP
problem (P ). The algorithms iterate between a master MILP or MINLP problem and a
corresponding mp-LP sub-problem. After each iteration integer and parametric cuts are
introduced that exclude previously visited integer nodes and aim to find solutions that yield
a lower objective value in a specific region. The algorithm for RHS-mp-MILP problems out-
lined by Dua and Pistikopoulos [47] was among the first to apply the ideas of decomposition
from the single parametric case [103] to the multi-parametric framework. The algorithms
proposed by Fa´ısca et al. [51] and Li and Ierapetritou [83] further extend the theory and
address the more general problem of type RIM-mp-MILP.
Despite major advances for certain classes of (P ), the mp-MILP problem with left-hand
side (LHS) uncertainty remains the least studied. For the single parametric case two algo-
rithms have been outlined [95]. An extension of the methods presented therein to address
LHS-mp-MILP problems is non-trivial. LHS-uncertainty introduces bilinear terms into the
constraints with respect to both the optimization variables and the parameters. The algo-
rithm by Li and Ierapetritou [82] that addresses the general mp-MILP problem (P ) uses
discretization of the feasible parameter set to solve LHS-mp-LP sub-problems. On the other
hand, regarding (P ) as nonlinear and non-convex optimization problem, global optimization
based solution techniques may also be applied [46].
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2.2. A decomposition algorithm for RIM-mp-MILP problems
We outline a decomposition algorithm to solve the RIM-mp-MILP problem (P ′),
(P ′)

z(θ) := minx,y((c+Hθ)
Tx+ (d+ Lθ)T y)
s.t. Ax+ E(θ)y ≤ b+ Fθ
x ∈ Rn, y ∈ {0, 1}p
θ ∈ Θ := {θ ∈ Rq |θminl ≤ θl ≤ θmaxl , l = 1, ..., q}.
The framework is based on the algorithm presented by Fa´ısca et al. [51], which is suitable
for mp-MILP with OFC- and RHS-uncertainty. Here, the algorithm is extended to include
LHS-uncertainty with respect to the constraint matrix E affiliated with the integer variables.
The decomposition algorithm iterates between a MINLP master problem and an mp-LP
sub-problem.
2.2.1. The MINLP master problem
The master problem (M) is derived from (P ′) by treating the parameter θ as an optimization
variable. It is formulated as
(M)

minx,y,θ((c+Hθ)
Tx+ (d+ Lθ)T y)
s.t. Ax+ E(θ)y ≤ b+ Fθ
x ∈ Rn, y ∈ {0, 1}p, θ ∈ Θ.
The master problem contains the bilinear terms θTHx and θTLy in the objective function,
and θT [ei]y in the i-th constraints. Here, we use the global optimization solver BARON
9.0.2 [116] provided by the software package GAMS [62] version 23.3 to solve the MINLP
master problem. Let (xopt, yopt, θopt) be the optimal solution of (M), then yopt is input to
obtain the following mp-LP sub-problem.
2.2.2. The mp-LP sub-problem
By fixing y = yopt, (P ′) results in the following RIM-mp-LP problem
(S)

rs(θ) := minx((c+Hθ)
Tx+ (d+ Lθ)T yopt)
s.t. Ax ≤ b′ + F ′θ
x ∈ Rn, θ ∈ Θ,
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with b′ + F ′θ := b+ Fθ − E(θ)yopt.
Consider the RIM-mp-LP problem in standard form,
(LP )

minx c(θ)
Tx
s.t. Ax = b(θ)
x ≥ 0, θ ∈ Θ,
with all uncertain coefficients depending linearly on θ. Let θ∗ ∈ Θ be a point such that the
problem (LP ) has an optimal solution. Then there exists an optimal basis, a non-singular
sub-matrix of the constraint matrix, for the deterministic problem at θ = θ∗. We denote by
p′ the index set of the basic variables corresponding to the columns of the optimal basis.
For (LP ), we define Ap′ to be the matrix whose columns are those of A related to the index
p′ and c(θ)p′ to be the vector with entries of c(θ) related to p′. The entries of the optimal
solution x(θ)opt of (LP ) related to p′ are determined by
x(θ)optp′ = A
−1
p′ b(θ) (2.1)
and those corresponding to the non-basic variables are set to zero. The primal feasibility
condition is then characterized by the inequality
A−1p′ b(θ) ≥ 0 (2.2)
and the dual feasibility condition is described by
ATA−Tp′ c(θ)p′ ≤ c(θ). (2.3)
The sub-region of Θ for which Ap′ remains an optimal basis of (LP ) is uniquely identified
by the conditions Eq. (2.2) and Eq. (2.3), which are referred to as LP optimality conditions
[60, 82]. The critical region is given by
CRp′ := {θ ∈ Θ|A−1p′ b(θ) ≥ 0, ATA−Tp′ c(θ)p′ ≤ c(θ)}. (2.4)
The solution x(θ)opt, whose basic variables are defined by Eq. (2.1), is an optimal solution
of (LP ) in CRp′ . The parameter value θ
∗ is also contained in this region.
The exact solution of the mp-LP sub-problem (S) is found when all optimal bases with
respect to its corresponding standard form of type (LP ), in which (S) can be transformed
when the additive term (d + Lθ)T yopt in the objective function is neglected, have been
identified.
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2.2.3. The steps of the decomposition algorithm
In the mp-MILP algorithm, the master problem (M) identifies an optimal integer solution
of (P ′). The sub-problem (S) provides the corresponding continuous solution of (P ′) at this
integer node. Hence, with rs(θ), θ ∈ Θ, an upper bound on the optimal objective value of
(P ′) has been determined. Further iterations find integer nodes whose optimal profiles yield
a tighter upper bound for any sub-region of the parameter space.
Between every master and sub-problem iteration, the MINLP master problem is updated
for each currently identified critical region. Integer cuts are introduced into the formulation
of (M) in order to exclude previously visited integer solutions. The cuts are as follows ([8]),∑
j∈Jk
yj −
∑
j∈Lk
yj ≤ |Jk| − 1, k = 1, ...,K, (2.5)
where K denotes the number of identified integer solutions in this critical region, the index
sets Jk and Lk are defined by Jk := {j|ykj = 1} and Lk := {j|ykj = 0}, respectively, and
| · | denotes the cardinality. Parametric cuts are also introduced to (M). These constraints,
which are nonlinear and non-convex, ensure that only integer nodes that are optimal for a
certain realization of the parameters are considered. These cuts are given by
(c+Hθ)Tx+ (d+ Lθ)T y ≤ rs(θ)k − , k = 1, ...,K, (2.6)
with  ≥ 0 sufficiently small. In order to reduce the need to solve non-convex optimization
problems to global optimality, comparison procedures between objective values outside the
master problems are omitted. Instead, the envelope of parametric profiles [43] for each
critical region is retained, storing all solutions that have been identified by the decomposition
algorithm. Among all candidate profiles stored in the envelope, the optimal one is always
included. The optimal solution of (P ′) is then obtained through function evaluations of the
parametric profiles and direct value comparison of the upper bounds for a given realization
of parameter values. The steps of the decomposition algorithm for RIM-mp-MILP problems
are summarized in Table 2.1.
Theorem 2.2.1. If problem (P ′) is bounded from below for every θ ∈ Θ, the decomposition
algorithm, Table 2.1, terminates finitely.
Proof. Assume that Step 0 furnishes an integer solution yopt. For the corresponding sub-
problem (S), let G ⊆ Θ define the union of the LP optimality conditions Eq. (2.2) and
Eq. (2.3) over all optimal basis indices p′ with respect to the standard formulation of type
(LP ) and the restriction θ ∈ Θ, i.e. G := ⋃p′ CRp′ . The setG is convex as shown in Theorem
2.2 in the paper by Gal [59]. The number of optimal bases of (LP ) is bounded by ( nm ),
m ≤ n. Hence, the number of critical regions of (S) is finite. Each critical region CRp′ is a
closed polyhedral convex set characterized by Eq. (2.4). Thus G is also a closed polyhedral
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Table 2.1.: Steps of the decomposition algorithm for problems of type (P ′)
Step 0 Initialize a critical region, CR = Θ. Solve the MINLP problem (M) to
global optimality, identify an initial integer solution, yopt of (M). If (M)
is infeasible, goto Step 3.
Step 1
(mp-LP problem)
Fix y = yopt, solve (S) in CR to obtain rs(θ), a parametric upper bound
of (P ′) and the corresponding critical regions CRi, i = 1, ..., l. Iden-
tify closed polyhedral convex regions IRi′ , i
′ = 1, ..., k with
⋃
i′ IRi′ =
cl(CR\⋃i CRi) where (S) is infeasible. Set rsi′ = ∞ if θ ∈ IRi′ . Add
rs(θ) and the optimal solution to the envelope of parametric profiles.
Update the set of critical regions of (P ′) by incorporating the newly
identified regions CRi and IRi′ for all i and i
′.
Step 2
(MINLP problem)
For each region CR (a) update the master problem (M) by (i) introduc-
ing integer and parametric cuts Eq. (2.5), Eq. (2.6), (ii) restricting the
feasible parameter space to θ ∈ CR and (b) solve (M) and return to
Step 1 if a new integer solution, yopt of (M), is found.
Step 3 The iteration terminates in a region where the MINLP master problem
is infeasible. The algorithm stops if there are no more critical regions to
explore.
convex set. The rest of the region, Θrest = cl(Θ\G), where cl(·) denotes the closure of a set,
is either empty or can be represented as union of closed polyhedral convex sets employing
the procedure outlined in [20] or in [43]. The generated sets may only overlap on their
boundaries. The decomposition algorithm proceeds in each identified region, including the
regions where (S) is infeasible as (P ′) may only be infeasible for the current yopt. If from
the solution of an updated master problem a new integer node is identified for a region,
this region may again be subdivided into closed polyhedral convex sets as described above.
As any MINLP master problem may contain at most 2p independent integer cuts before
rendering infeasible, the decomposition algorithm terminates finitely.
Remark 2.2.1. The solutions stored in the envelope of parametric profiles of (P ′) generated
by the decomposition algorithm are piecewise affine functions. In the special case that (P ′) is
an OFC-mp-MILP or RHS-mp-MILP problem, the objective values related to the solutions
from the envelope are also piecewise affine functions.
The critical regions are closed polyhedral convex sets, yet the union of the regions is not
necessarily convex. In general, the optimal objective value r(θ) of (P ′) is not continuous.
Remark 2.2.2. Step 2 of the algorithm is performed on closed polyhedral convex regions.
Thus it becomes necessary to represent the region where any mp-LP sub-problem is infeasible
as union of convex sets whose interiors are non-overlapping. The characterization of the
region of infeasibility for any sub-problem influences the envelope of parametric profiles
generated by the decomposition algorithm upon termination. For neighbouring critical
regions, the envelope may contain solutions that are identical such that for the corresponding
mp-LP sub-problem the same optimal basis is valid in both regions.
Remark 2.2.3. Although the decomposition algorithm is versatile in its ability to account for
parameter dependency at multiple locations in the model, its limitation lies in the master
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problem. The applicability of the algorithm for a particular problem depends on the success
of solving MINLP master problems to global optimality. If the globally optimal solution
of any master problem is not found (within the specified execution time), a sub-optimal
solution of (P ′) may be furnished. This is illustrated in Example A.1.9 in Appendix B.1.
Example 2.2.1. The RIM-mp-MILP problem (P1) is formulated as
(P1)

r(θ) := minx,y((−3 + θ1)x1 − 8x2 + 4y1 + 2y2)
s.t. x1 + x2 ≤ 13 + θ2
15x1 − 4x2 ≤ 20
−8x1 + 22x2 ≤ 121
−4x1 − x2 ≤ −8
x1 − 10y1 ≤ 0
x2 − 15y1 ≤ 0
xi ≥ 0, i = 1, 2
yj ∈ {0, 1}, j = 1, 2
0 ≤ θk ≤ 10, k = 1, 2.
It is solved with the decomposition algorithm.
Step 0: Initial MINLP problem in Θ = {θ ∈ R2|0 ≤ θk ≤ 10, k = 1, 2}.
Solve (M) which is equal to problem (P1) with θ being an additional optimization variable,
yopt0 = (1, 1)
T .
Step 1: mp-LP sub-problem at y = yopt0 , θ ∈ Θ.
Fix y = (1, 1)T and solve the resulting mp-LP problem (S), formulated as
(S)

rs(θ) := minx((−3 + θ1)x1 − 8x2 + 6)
s.t. x1 + x2 ≤ 13 + θ2
15x1 − 4x2 ≤ 20
−8x1 + 22x2 ≤ 121
−4x1 − x2 ≤ −8
x1 ≤ 10
x2 ≤ 15
xi ≥ 0, i = 1, 2
0 ≤ θk ≤ 10, k = 1, 2.
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r(θ) yopt Critical Region
CR1
462
149θ1 − 8392149 (1, 1)T {0 ≤ θ1 ≤ 6511 , 0 ≤ θ2 ≤ 10}
CR2
55
96θ1 − 397396 (1, 1)T {6511 ≤ θ1 ≤ 10, 0 ≤ θ2 ≤ 10}
Table 2.2.: Optimal objective value and integer node of (P1) - Example 2.2.1
The optimal solution x(θ)opt of (S) is given by
xopt1 (θ) = (
462
149
,
1975
298
)T ,
CR1 := {θ ∈ R2|0 ≤ θ1 ≤ 65
11
, 0 ≤ θ2 ≤ 10}
xopt2 (θ) = (
55
96
,
137
24
)T ,
CR2 := {θ ∈ R2|65
11
≤ θ1 ≤ 10, 0 ≤ θ2 ≤ 10}.
The critical regions identified entirely cover the original feasible parameter space, i.e. CR1∪
CR2 = Θ.
Step 2: MINLP master problems in CR1 and CR2.
For each critical region CRi, i = 1, 2 solve an updated MINLP problem (Mi), which is
problem (P1) with (i) two additional constraints related to the integer and parametric cuts
Eq. (2.5) and Eq. (2.6), (ii) the restriction θ ∈ CRi on the parameters and (iii) θ being
treated as an optimization variable. As an example for CR1, this leads to the introduction
of the constraints
y1 + y2 ≤ 1
(−3 + θ1)x1 − 8x2 + 4y1 + 2y2 ≤ 462149θ1 − 8392149
θ ∈ CR1.
The resulting master problem (M1) in CR1 is infeasible as is the master problem related to
CR2. The algorithm terminates as there are no more critical regions to explore.
In each critical region one solution has been identified, which is optimal for (P1). The
optimal objective value r(θ) of (P1) is given in Table 2.2.
Remark 2.2.4. The decomposition algorithm may be mitigated to identify a feasible solu-
tion, but not necessarily the optimal solution of (P ′). The following adjustments are made.
In the course of iteration, an updated MINLP master problem is only solved in those re-
gions where the incumbent mp-LP problem is infeasible. Once a feasible solution of (P ′),
obtained from solving the incumbent mp-LP problem, is established in a particular region,
this region is not explored further. The mitigated decomposition algorithm terminates in a
region when either the incumbent mp-LP problem has an optimal solution or the updated
MINLP master problem is infeasible. The latter indicates that problem (P ′) is infeasible
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in this region. Compared with the decomposition algorithm, the mitigated decomposition
algorithm requires the solution of fewer MINLP master problems and possibly fewer mp-LP
sub-problems. Upon termination, at most one solution is stored in the envelope of paramet-
ric profiles for each critical region.
For the solution of the scheduling problem Example 5, Case D, from Chapter 5, the miti-
gated decomposition algorithm is embedded in the modified two-stage method. The two-
stage method for the approximate solution of (P ′) is introduced in Chapter 4.
2.3. The solution of general mp-MILP problems
Note that the decomposition algorithm presented in Table 2.1 is also suitable as a framework
for the solution of the general mp-MILP problem (P ). If uncertainty in the constraint
matrices A and E is present, the constraints of the master problem (M) and those of the
sub-problem (S) contain bilinear terms. The solution of the LHS-mp-LP sub-problem (S)
is the bottleneck in the overall solution of (P ).
x(θ)optp′ = A(θ)
−1
p′ b(θ) ≥ 0 (2.7)
and
A(θ)TA(θ)−Tp′ c(θ)p′ ≤ c(θ) (2.8)
for any optimal basis index p′, it follows that the optimal solution of (S) is a piecewise
fractional polynomial function. The optimal solution is not necessarily continuous. An il-
lustrative example of an LHS-mp-LP problem whose optimal solution is not continuous can
be found in the book by Gal [60]. The case when (S) is bounded from below, the optimal
objective value rs(θ) is lower semi continuous [88]. The critical regions need not be convex
or closed. Likewise, the characterization of the regions in which (S) is infeasible may pose
a challenge, jeopardizing the applicability of the decomposition algorithm for the solution
of (P ).
The optimal solution of the LHS-mp-LP problem (S) may nevertheless be retrieved, pro-
vided all optimal bases and their regions of optimality are identified. In the paper by Li and
Ierapetritou [82], in which small-size mp-MILP problems with LHS-uncertainty are solved,
optimal bases of mp-LP sub-problems are obtained through exploration of a sufficiently fine
grid of feasible parameter points. Function evaluation determines whether a grid point is
already covered by a critical region in which case it can be discarded. Otherwise, if (S) is
feasible and bounded at the point in question, a new optimal basis is identified. Further-
more, the inversion of the parameter dependent matrix A(θ)p′ , as utilized in Eq. (2.7) and
Eq. (2.8), is challenging and poses a problem of its own right.
To the best of our knowledge, with the exception of the single parametric case [95], no
algorithm is currently available that attempts to determine the optimal solution of the gen-
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eral mp-MILP problem (P ) without employing discretization of the parameter space if A
depends on θ. For general mp-MILP problems, an implementation of the decomposition
algorithm and the branch-and-bound based algorithm proposed by Li and Ierapetritou [82],
respectively, both employing discretization of the parameter space for the solution of the re-
sulting mp-LP sub-problems with LHS-uncertainty, was not undertaken. For completeness,
the framework of the branch-and-bound algorithm is summarized in Appendix A. For two
example problems, the computational requirements of both algorithms are compared.
An alternative approach for the solution of (P ) is to regard it as a non-convex mp-MINLP
problem and to employ global optimization techniques adapted to the multi-parametric
framework. This is presented in the next chapter. We find that multi-parametric global op-
timization may, depending on the problem, become prohibitive, leading to a large number of
critical regions and to an overall increase of the computational requirements for the general
mp-MILP problem. These difficulties are the driving motivation for the proposed two-stage
method as an effective and approximate solution strategy for the general mp-MILP problem
(P ) as discussed in Chapters 4 and 6.
Murty [98] shows that in the worst case the computational requirements to solve a single
parametric LP problem with RHS-uncertainty or OFC-uncertainty are not bounded above
by a polynomial in the problem size. As a complexity measure the number of critical regions,
each associated with an optimal basis, is used, providing a lower bound on the computa-
tional requirements of any algorithm. Mitsos and Barton [95] argue that the complexity
of an algorithm may be compared with the computational requirements of solving as many
deterministic problems for fixed parameter points as there are critical regions.
Rather than basing the notion of efficiency of our proposed solution methods on a worst
case estimate on the number of critical regions, we understand it as overcoming the inher-
ent properties of the optimal solution and critical regions of the general mp-MILP problem,
which pose a challenge on the implementation of the decomposition algorithm. In particular,
we focus on obtaining piecewise affine optimal solution estimates, coupled with a partition
of the parameter space into polyhedral convex regions.
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problems
3.1. Introduction
We approach multi-parametric global optimization of general mp-MILP problems in two
stages. First, we investigate the global solution of the LHS-mp-LP problem that is an im-
portant sub-problem in the overall solution of the general mp-MILP problem (P ), before
outlining a decomposition algorithm for the global solution of (P ). For LHS-mp-LP prob-
lems, we attempt to approximate the optimal solution and the optimal objective value,
respectively, by piecewise affine functions. Applying multi-parametric nonlinear program-
ming theory ([25, 53, 44]) and adapting novel strategies from global optimization to the
multi-parametric framework, we exploit the special structure of the LHS-mp-LP problem.
In this light, we devise a bivariate multi-parametric branch-and-bound procedure which,
next to branching on the optimization variables, exploits partitioning of the parameter
space. The latter is motivated by the presence of the parameters in the bilinear terms of
the constraints. In the numerical examples, we highlight the trade-off between the quality
of the approximation and the computational requirements within the global optimization
algorithm by emphasizing different aspects in the branch-and-bound procedure.
3.2. Global solution of LHS-mp-LP problems
The bottleneck in the solution of (P ) is to obtain the optimal solution of the LHS-mp-LP
sub-problem (S),
(S)

z(θ) := minx c
Tx
s.t. A(θ)x ≤ b
x ∈ Rn, θ ∈ Θ.
The optimal solution, xopt, of (S) is a function of the parameters and is characterized by
its critical regions. A critical region refers to a subset of the parameter space in which a
particular solution remains optimal, i.e. the same set of constraints of (S) is active. It holds
θ ∈ CR := {θ ∈ Rq |gj(θ) ≤ 0 ∀j} =⇒ xopt = f(θ),
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where CR ⊆ Θ denotes a critical region and gj , f : Rq → R. The optimal solution of (S) is
a piecewise fractional polynomial function and possibly discontinuous over the set of initial
feasible parameter points. Moreover, the critical regions are not necessarily polyhedral con-
vex, [60, 82, 54]. These properties pose a challenge to explore the parameter space efficiently
for the solution of (S).
Within a multi-parametric global optimization procedure we employ suitable under- and
overestimating problems to construct lower and upper bounds that enclose the optimal ob-
jective value of (S).
The optimization variables and parameters are assumed to be bounded with
xminj ≤ xj ≤ xmaxj , j = 1, ..., n
and
θminl ≤ θl ≤ θmaxl , l = 1, ..., q
in (S). The only nonlinear terms in (S) are bilinear expressions in the constraints which
involve the optimization variables and the parameters. Therefore, to obtain an under-
estimating problem we relax each occurring expression alijθlxj , i = 1, ...,m, l = 1, ..., q,
j = 1, ..., n, by the pointwise supremum of all its convex underestimating functions, [4], that
is McCormick relaxation applied to bilinear terms, [89],
alijθlxj ≥

max{ alij(θminl xj + xminj θl − θmini xminj ),
alij(θ
max
l xj + x
max
j θl − θmaxl xmaxj )} if alij ≥ 0
max{ alij(θmaxl xj + xminj θl − θmaxl xminj ),
alij(θ
min
l xj + x
max
j θl − θminl xmaxj )} if alij < 0.
(3.1)
In order to construct a corresponding overestimating problem we tighten each bilinear ex-
pression using
alijθlxj ≤

max{alij(θminl xj + xminj θl − θmini xminj ,
alij(θ
max
l xj + x
max
j θl − θmaxl xmaxj )}+ alijδlj if alij ≥ 0
max{alij(θmaxl xj + xminj θl − θmaxl xminj ),
alij(θ
min
l xj + x
max
j θl − θminl xmaxj )} − alijδlj if alij < 0.
(3.2)
where the additive term in δlj denotes the maximum distance between θlxj and its convex
envelope inside the rectangle spanned by the bounds on θl and xj , respectively, [6]
δlj := (θ
max
l − θminl )(xmaxj − xminj )/4.
The under- and overestimating problems, referred to as (SUE) and (SOE) constructed using
Eq. (3.1) and Eq. (3.2), respectively, transform the complicating LHS-uncertainty of (S)
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into uncertainty that affects only the right-hand side constraint vector. The constraints of
(SUE) and (SOE) are of the form
Ax ≤ b+ Fθ.
The under- and overestimating problems are RHS-mp-LP problems which can be solved
efficiently with a variety of algorithms, see Table 1.1. Moreover, the optimal solution of this
class of problems is piecewise affine and continuous, the optimal objective value is convex,
and the critical regions as well as the union of all critical regions are polyhedral convex [61].
The optimal objective values zUE(θ) of (SUE) and zOE(θ) of (SOE) define a lower bound
and upper bound on z(θ) of (S), respectively. Note that the optimal solution of (SUE) is
not necessarily a feasible solution of the original problem (S).
Given that convex lower and upper bounds can be determined, we are then interested in
constructing a sequence of under- and overestimating problems such that the gap between
the bounds is successively tightened. For a predefined tolerance  ≥ 0, we anticipate
zUE(θ) ≤ z(θ) ≤ zOE(θ) and zOE(θ)− zUE(θ) ≤ 
for θ ∈ Θ. The multi-parametric branch-and-bound procedure is described in the next
subsection.
Example 3.2.1. We consider the following single parametric LHS-mp-LP problem taken
and altered from Dinkelbach [38]
(S1)

z(θ) = minx1,x2(2x1 − x2)
s.t. x1 + θx2 ≤ 2
x1 + (1 + θ)x2 ≥ 1
0 ≤ x1, x2 ≤ 1
−5 ≤ θ ≤ 5
whose optimal solutions is discontinuous at θ = −1. There are five critical regions which are
presented in Table 3.1, and z(θ) of (S1) is depicted in Figure 3.1. Note that although xopt
is the same in the regions CR1 and CR2, the corresponding basic variables of (S1) differ.
Using the relaxation, Eq. (3.1), the corresponding underestimating problem of (S1) reads as
follows
(S1UE)

zUE(θ) = minx1,x2(2x1 − x2)
s.t. x1 − 5x2 ≤ 2
x1 + 5x2 ≤ 7− θ
x1 + 6x2 ≥ 1
x1 − 4x2 ≥ −4− θ
0 ≤ x1, x2 ≤ 1
−5 ≤ θ ≤ 5.
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Figure 3.1.: Optimal objective values z(θ) of (S1), zUE(θ) of the underestimating problem
(S1UE), and zOE(θ) of the overestimating problem (S1OE) - Example 3.2.1
Table 3.1.: Optimal solution of (S1) - Example 3.2.1
Critical Region Optimal Solution
CR1 {−5 ≤ θ ≤ −1.5} xopt = (1, 0)T
CR2 {−1.5 ≤ θ < −1} xopt = (1, 0)T
CR3 {−1 ≤ θ ≤ 0} xopt = (−θ, 0)T
CR4 {0 ≤ θ ≤ 2} xopt = (0, 1)T
CR5 {2 ≤ θ ≤ 5} xopt = (0, 2θ )T
The optimal solution of the (S1UE) is given in Table 3.2 and the optimal objective value
zUE(θ) which is a lower bound on z(θ) of (S1) is depicted in Figure 3.1.
The overestimating problem (S1OE), derived from employing Eq. (3.2), is given by
(S1OE)

zOE(θ) = minx1,x2(2x1 − x2)
s.t. x1 − 5x2 ≤ −0.5
x1 + 5x2 ≤ 4.5− θ
x1 + 6x2 ≥ 3.5
x1 − 4x2 ≥ −1.5− θ
0 ≤ x1, x2 ≤ 1
−5 ≤ θ ≤ 5.
The optimal solution of the (S1OE) is given in Table 3.3 and zOE(θ) of (S1OE) is also
depicted in Figure 3.1. Note that (S1OE) is infeasible in the intervals [−5;−0.83] and
[1.58, 5]. It provides the worst upper bound, zOE(θ) =∞, on z(θ) of (S1) in these intervals.
3.2.1. Multi-parametric branch-and-bound procedure
The concept of branch-and-bound for deterministic optimization problems is now adapted
to the multi-parametric framework. The objective of the branch-and-bound procedure is
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Table 3.2.: Optimal solution of (S1UE) - Example 3.2.1
Critical Region Optimal Solution
CR1 {−5 ≤ θ ≤ −3.33} xopt = (−0.6θ + 2, 0.1θ + 0.5)T
CR2 {−3.33 ≤ θ ≤ 0} xopt = (0, 0.25θ + 1)T
CR3 {0 ≤ θ ≤ 2} xopt = (0, 1)T
CR4 {2 ≤ θ ≤ 5} xopt = (0,−0.2θ + 1.4)T
Table 3.3.: Optimal solution of (S1OE) - Example 3.2.1
Critical Region Optimal Solution
CR1 {−0.83 ≤ θ ≤ 0.83} xopt = (−0.6θ + 0.5, 0.1θ + 0.5)T
CR2 {0.83 ≤ θ ≤ 1.16} xopt = (0, 0.25θ + 0.375)T
CR3 {1.16 ≤ θ ≤ 1.58} xopt = (0,−0.2 + 0.9)T
to obtain an approximation of the optimal solution of (S) based on a partitioning scheme
([67, 56]).
Partitioning the parameter space. Recall that the parameter participates in the bi-
linear term of (S). We therefore investigate the effect of partitioning the set of feasible
parameters Θ. We concentrate on changing the bounds for one component θl′ , l
′ ∈ {1, ..., q}
in two regions
Θ1 := {θ ∈ Rq |θminl ≤ θl ≤ θmaxl , l = 1, ..., q, l 6= l′, θminl′ ≤ θl′ ≤ θmidl′ }
and
Θ2 := {θ ∈ Rq |θminl ≤ θl ≤ θmaxl , l = 1, ..., q, l 6= l′, θmidl′ ≤ θl′ ≤ θmaxl′ }
where θmidl′ := (θ
max
l′ − θminl′ )/2. The partitioning scheme can readily be extended to all
components of θ.
In each region Θ1 and Θ2, respectively, Eq. (3.1) yields a tighter relaxation of the bilinear
terms al
′
ijθl′xj i = 1, ...,m, j = 1, ..., n in comparison to the relaxation with respect to
original feasible set Θ. If we solve an underestimating problem employing Eq. (3.1) over
each set, the lower bound on z(θ) of (S) in each region is then at least as tight as the
lower bound obtained by solving one underestimating problem over Θ. Figure 3.2 depicts
the lower bound on z(θ) of (S1) after partitioning the original feasible interval into two
intervals of equal length and solving an underestimating problem in each region.
Choosing a sufficiently large partitioning factor Fl′ , denoting the number of intervals
of equal length in which the range with respect to θl′ is split, yields an acceptably good
piecewise affine approximation of the optimal objective value of (S). The price of a high
value of F := (F1, ..., Fq)
T is an a priori large number underestimating problems that need
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Figure 3.2.: Lower bound on the optimal objective value z(θ) of (S1) after partitioning
Θ = [−5, 5] into two intervals of equal length, denoted by zUE1 (θ) and zUE2 (θ),
respectively - Example 3.2.1
Figure 3.3.: Lower bound on the optimal objective value z(θ) of (S1) with partitioning factor
Fθ = 15 - Example 3.2.1
to be solved and, consequently, a large number of critical regions for the overall lower bound.
Although adjacent critical regions with the same optimal solution may be merged later on,
if the optimal solution of (S) is affine over a certain region, a large number of critical regions
due to a high partitioning factor may appear unfavourably. In Figure 3.3, we depict the lower
bound on the optimal objective value of (S1) with Fθ = 15. Note that for each partition of
Θ, the corresponding underestimating problem constructed using Eq. (3.1) remains a lower
bound on z(θ) on (S) in this region.
Remark 3.2.1. The concept of partitioning the parameter space and solving a corresponding
underestimating problem in each partition can be inferred from employing a piecewise affine
relaxation of bilinear terms with respect to the parameters ([123, 63, 93]).
A piecewise affine relaxation to underestimate the terms θl′xj , j = 1, ..., n with respect
to θl′ yields a single underestimating problem which is a multi-parametric mixed integer
model. Based on the formulation n4fr, [63], which is a piecewise affine relaxation scheme
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with a linear number of auxiliary binary variables, we introduce Fl′ binary variables λk,
k = 1, ..., Fl′ , which denote the activation status of a partition, and the same number of
continuous switches ∆xj,k, k = 1, ..., Fl′ , which are additional optimization variables, for
each j = 1, ..., n. The increment of the partitions is given by
α = (θmaxl′ − θminl′ )/Fl′ .
Only one partition can be active to which θl′ is confined. This is enforced by the constraints
θminl′ + α
∑Fl′
k=1(k − 1)λk ≤ θl′ ≤ θminl′ + α
∑Fl′
k=1 kλk,∑Fl′
k=1 λk = 1, λk ∈ {0, 1}, k = 1, ..., Fl′ .
(3.3)
The continuous switches ∆xj,k are all bounded below by zero, and for each j = 1, ..., n at
most one of them may take a value different from zero. It holds
xj = x
min
j +
∑Fl′
k=1 ∆xj,k, j = 1, ..., n
0 ≤ ∆xj,k ≤ (xmaxj − xminj )λk, j = 1, ..., n, k = 1, ..., Fl′ .
(3.4)
In order to relax θl′xj , we employ the following inequalities
θl′xj ≥ θl′xmin +
∑Fl′
k=1(θ
min
l′ + α(k − 1))∆xj,k, j = 1, ..., n
θl′xj ≥ θl′xmax +
∑Fl′
k=1(θ
min
l′ + αk)(∆xj,k − (xmaxj − xminj )λk),
j = 1, ..., n
(3.5)
and, consequently, to relax −θl′xj we use
−θl′xj ≥ −θl′xmin −
∑Fl′
k=1(θ
min
l′ + αk)∆xj,k, j = 1, ..., n
−θl′xj ≥ −θl′xmax −
∑Fl′
k=1(θ
min
l′ + α(k − 1))(∆xj,k − (xmaxj − xminj )λk),
j = 1, ..., n.
(3.6)
The underestimating problem (SUEIP ) of (S) constructed using Eq. (3.3), (3.4), (3.5), and Eq.
(3.6), respectively, is a mixed integer model and, in particular, a RHS-mp-MILP problem.
Despite the partitioning scheme employed, the feasible set of parameters of the RHS-mp-
MILP problem remains the initial feasible set Θ. Fixing an arbitrary binary vector λ′ with
λk′ = 1, k
′ ∈ {1, ..., Fl′}, λk = 0, k = 1, ..., Fl′ , k 6= k′, yields θminl′ + α(k′ − 1) ≤ θl′ ≤
θminl′ + αk
′. Regardless of the optimal solution of (SUEIP ) in
Θk′ := {θ ∈ Rq |θminl ≤ θl ≤ θmaxl , l = 1, ..., q, l 6= l′,
θminl′ + α(k
′ − 1) ≤ θl′ ≤ θminl′ + αk′},
(3.7)
the RHS-mp-MILP problem for λ = λ′ is not defined in Θ\Θk′ . In this region we set
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zUEλ′ (θ) = ∞ . For every point θ∗ from the set Θ\Θk′ there exists an integer node λ∗,
λ∗ 6= λ′ which represents the activation of the segment Θk∗ containing θ∗. The optimal
objective value of (SUEIP ) for λ = λ
∗ is not greater than zUEλ′ (θ) =∞ in Θk∗\Θk′ , even if the
problem at λ∗ itself is infeasible in Θk∗ . Hence, in order to solve (SUEIP ) all segments need
to be explored which is equivalent to visiting all integer nodes in the model. Solving the
underestimating RHS-mp-MILP problem (SUEIP ) does not benefit from eliminating integer
nodes in the search tree.
Therefore, we refrain from using the mixed integer formulation resulting from Eq. (3.3) -
Eq. (3.6), but use the concept of solving an underestimating problem in each partition as
was introduced at the beginning of this paragraph.
Example 3.2.2. The underestimating RHS-mp-MILP problem of (S1) with partitioning
factor Fθ = 2 reads as follows:
(S1UEIP )

zUE(θ) = minx1,x2,∆x1,∆x2,λ1,λ2(2x1 − x2)
s.t. x1 − 5∆x1 ≤ 2
x1 + 5∆x2 − 5λ2 ≤ 2− θ
−x1 − x2 − 5∆x2 ≤ −1
−x1 − x2 + 5∆x1 − 5λ1 ≤ −1 + θ
λ1 + λ2 ≤ 1
−λ1 − λ2 ≤ −1
x2 −∆x1 −∆x2 ≤ 0
−x2 + ∆x1 + ∆x2 ≤ 0
∆x1 − λ1 ≤ 0
∆x2 − λ2 ≤ 0
−∆x1 ≤ 0
−∆x2 ≤ 0
5λ2 ≤ 5 + θ
−5λ1 − 10λ2 ≤ −5− θ
0 ≤ x1, x2 ≤ 1
λ1, λ2 ∈ {0, 1}
−5 ≤ θ ≤ 5.
The optimal solution of (SUEIP ) is given in Table 3.4 and the optimal objective is depicted
in Figure 3.2 as it is in agreement with the result of solving an underestimating problem in
each interval.
Remark 3.2.2. The upper bound on z(θ) on (S) obtained from solving overestimating prob-
lems using Eq. (3.2) over each partition is not necessarily tighter for all θ ∈ Θ in comparison
with the upper bound obtained from solving the corresponding problem over the initial set
of parameters, see Figure 3.4. Yet the minimum of all upper bounds itself remains an upper
bound on z(θ) on (S) and may serve as current best upper bound.
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Table 3.4.: Optimal solution of (S1UEIP ) - Example 3.2.2
Critical Region Optimal Solution
CR1 {−5 ≤ θ ≤ 0} xopt = (−0.2θ, 0.2θ + 1)T ,∆xopt = (0.2θ + 1, 0)T , λopt = (1, 0)T
CR2 {0 ≤ θ ≤ 2} xopt = (0, 1)T ,∆xopt = (0, 1)T , λopt = (0, 1)T
CR3 {2 ≤ θ ≤ 5} xopt = (0,−0.2θ + 1.4)T ,∆xopt = (0,−0.2θ + 1.4)T , λopt = (0, 1)T
Figure 3.4.: Upper bounds on the optimal objective value z(θ) of (S1) for the interval Θ =
[2, 5], and the partitions Θ1 = [2, 3.5] and Θ2 = [3.5, 5], denoted by z
OE(θ),
zOE1 (θ) and z
OE
2 (θ), respectively - Example 3.2.1
With the proposed concept of partitioning the parameter space we are in the position to
construct a sequence of under- and overestimating problems until a predefined gap between
the current best lower and upper bound is reached for every θ ∈ Θ when the current
best upper bound is finite. Following the lines of multi-parametric nonlinear programming
theory, [53, 44], we explore next the parametric branch-and-bound procedure with respect
to the optimization variables participating in the bilinear terms. These two concepts are
then combined in the proposed global optimization routine.
Branching on the optimization variables. To address the nonlinearities alijθlxj , l =
1, ..., q, i = 1, ...,m, j = 1, ..., n in (S), we partition the range of the optimization variable
xj′ , j
′ ∈ {1, ..., n}, and define two segments
X1 := {x ∈ Rn |xminj ≤ xj ≤ xmaxj , j = 1, ..., n, j 6= j′, xminj′ ≤ xj′ ≤ xmidj′ }
and
X2 := {x ∈ Rn |xminj ≤ xj ≤ xmaxj , j = 1, ..., n, j 6= j′, xmidj′ ≤ xj′ ≤ xmaxj′ },
respectively, where xmidj′ := (x
max
j′ − xminj′ )/2. Furthermore, we assume that a piecewise
affine upper bound zOE(θ) on the optimal objective value of (S) is available.
In the first step, we confine x ∈ X1 and solve an auxiliary problem (SauxX1 ) in Θ employing
Eq. (3.1) in the relaxation of the bilinear terms. The optimal objective value of (SauxX1 ) is
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denoted as zauxX1 (θ).
In the second step, we identify the region where zauxX1 (θ) is greater than the upper bound.
For each critical region CROEk with respect to z
OE(θ) and each region CRauxl with respect
to zauxX1 (θ), let
Θ
kl
1 := {θ ∈ Θ|zOE(θ) ≤ zauxX1 (θ), θ ∈ CROEk ∩ CRauxl } (3.8)
and
Θ1 :=
⋃
k,l
cl(Θ
kl
1 ) (3.9)
where cl(·) denotes the closure of a set. If Θ1 is non-empty, then the segment X1 can be
fathomed and we retain the new bounds on xj′ by confining x ∈ X2 in this region. In the
remaining region cl(Θ\Θ1) the original bounds on xj′ , x ∈ X, are kept. Note that the sets
Θ1 and cl(Θ\Θ1) are not necessarily convex. In this case it becomes necessary to suitably
represent each set as union of polyhedral convex sets ([47]).
Due to the tightened interval for the feasible values of xj′ , the underestimating problem of
(S) with x ∈ X2 and θ ∈ Θ1 yields a lower bound that is at least as tight than that of
the corresponding underestimating problem with x ∈ X and θ ∈ Θ1. It also follows that
the overall lower bound on z(θ) of (S) obtained from solving underestimating problems for
θ ∈ Θ1 with x ∈ X2 and for θ ∈ cl(Θ\Θ1) with x ∈ X is then at least as tight as the bound
obtained from solving the single underestimating problem for θ ∈ Θ and x ∈ X when no
branch-and-bound procedure is performed.
Likewise, in the remaining region cl(Θ\Θ1) or in each generated polyhedral convex subset
thereof, we repeat step one and two for the second segment X2. We solve an auxiliary
problem (SauxX2 ) with x ∈ X2, and identify the region
Θ2 :=
⋃
k,j
cl({θ ∈ cl(Θ\Θ1)|zOE(θ) ≤ zauxX2 (θ), θ ∈ CROEk ∩ CRauxj }. (3.10)
If Θ2 is non-empty, X2 can be eliminated and we retain x ∈ X1 in this region.
With the branch-and-bound procedure described above, the overall lower bound on z(θ)
of (S) is then obtained by solving underestimating problems with refined bounds on xj′ .
For θ ∈ Θ1 we confine x ∈ X2, for θ ∈ Θ2 we confine x ∈ X1, and in the remaining set
Θ3 := cl(Θ\(Θ1∪Θ2)), which may again need to be expressed as union of polyhedral convex
sets, we keep the original bounds on the variables x ∈ X. Note that successful fathoming
of partitions may well increase the number of critical regions of the overall lower bound
as in each of the identified subsets of the parameter space θ ∈ Θ1, θ ∈ Θ2, and θ ∈ Θ3,
respectively, a corresponding underestimating problem is solved.
Example 3.2.3. We consider (S1) over the parameter range Θ = [2, 5]. The optimal
objective value as well as the upper and lower bound on z(θ) of (S) obtained from solving
the corresponding under- and overestimating problem employing Eq. (3.1) and Eq. (3.2),
38
3.2. Global solution of LHS-mp-LP problems
Figure 3.5.: Upper bound zOE(θ) and lower bound zUE(θ) on z(θ) of (S1) for the interval
Θ = [2, 5] and optimal objective value zauxI1 (θ) of the auxiliary problem (S1
aux
I1
)
- Example 3.2.3
respectively are depicted in Figure 3.5.
We partition the interval of x2, x2 ∈ I := [0, 1], into two regions of equal length, I1 := [0, 0.5]
and I2 := [0.5, 1], respectively. The optimal objective value z
aux
I1
(θ) of the auxiliary problem
(S1auxI1 ) employing Eq. (3.1) with the confinement x2 ∈ I1 is also depicted in Figure 3.5.
The value zauxI1 (θ) is found to be greater than the best upper bound in Θ1 := [2, 3.75] which
represents the region where I1 can be fathomed.
Solving a second auxiliary problem (S1auxI2 ) with the restriction x2 ∈ I2 in the interval [3.75, 5]
yields
xoptI2 = (0,−0.13θ + 1.03)T , θ ∈ [3.75, 4]
In the region where (S1auxI2 ) is feasible, the optimal objective value is not found to be greater
than the upper bound. Problem (S1auxI2 ) is infeasible in the the interval (4, 5]. Hence, we
fathom I2 in Θ2 := [4, 5]. The new lower bound on z(θ) of (S1) in [2, 5] is derived from
solving underestimating problems in Θ1 with x2 ∈ I2, in Θ2 with x2 ∈ I1, and in Θ3 :=
[3.75, 4] with the original bounds, x2 ∈ I. The overall lower bound generated by the proposed
branch-and-bound procedure is depicted in Figure 3.6. At this stage, the lower bound obtained
from branching on x2 features four critical regions compared to one region for the original
lower bound.
Remark 3.2.3. The multi-parametric branch-and-bound procedure can be modified to ac-
commodate partitioning of the feasible range of the optimization variables into more than
two regions. Let K be the number of partitions of the interval of xj′ and Θk′ be the subset of
the parameter space where the region Xk′ is fathomed. The new best lower bound in Θk′ is
then obtained after solving auxiliary problems employing Eq. (3.1) for x ∈ Xk, k = 1, ...,K,
k 6= k′, and computing the minimum of the K − 1 optimal objective values.
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Figure 3.6.: Optimal objective values zUEI2 (θ), z
UE
I1
(θ) and zUEI (θ) of underestimating prob-
lems with x2 ∈ I2 = [0.5, 1] for θ ∈ [2, 3.75], x2 ∈ I1 = [0, 0.5] for θ ∈ [4, 5] and
x2 ∈ I = [0, 1] for θ ∈ [3.75, 4], respectively, with branch-and-bound procedure
on x2 - Example 3.2.3
3.2.2. An algorithm for the global solution of LHS-mp-LP problems
In the previous section we have investigated the construction of suitable under- and over-
estimating problems for the LHS-mp-LP problem (S), studied the effect of partitioning the
set of feasible parameters, and have presented a multi-parametric branch-and-bound proce-
dure with respect to the optimization variables. Now, we are in the position to outline a
prototype algorithm for the global solution of (S). The steps of the algorithm are presented
in Table 3.5.
Within the proposed algorithm we adopt a bivariate partitioning scheme, [66], on the
grounds that both the optimization variables and the parameters participate in the bilinear
terms. Recall that partitioning the parameter space is sufficient to achieve a non-decreasing
sequence of underestimating problems. A choice of Fl ≥ 2, l ∈ {1, ..., q} avoids a cycling
behavior of the algorithm. A high partitioning factor F increases the number of critical
regions that have to be explored in each iteration but may decrease the iteration depth.
The default value is Fl = 2, l ∈ {1, ..., q}.
Embedding the branch-and-bound procedure, Step 4 in Table 3.5, we create two segments
of equal length for each interval of the variables we branch on in each iteration. A more
rigorous partition scheme is not anticipated but can likewise be employed, see Remark 3.2.3.
In our case studies, we highlight the advantages branching on the optimization variables has
on the quality of the approximation but also emphasize the increased computational re-
quirements in the form of solving additional multi-parametric auxiliary problems and, as a
result of the comparison procedures, in the generation of new regions that are to be explored
further.
In the proposed algorithm, Step 4 is optional if partitioning of the parameter space is
performed. For Fl = 1, l ∈ {1, ..., q}, to avoid that in the next iteration an identical under-
estimating problem may be solved, branching on the optimization variables, Step 4, needs
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to be performed until fathoming is successful. Fathoming refines the bounds and potentially
subdivides the current region. Both leads to the construction of new underestimating prob-
lems.
Note that the comparison procedures in Step 3 for the termination criteria and in Step 4
for the fathoming process are linear programming problems. Step 5 accounts for branching
with respect to the parameters. The algorithm terminates in finitely many iterations for
subsets of the parameter space where the current best upper bound is not infeasible.
Remark 3.2.4. The global optimization algorithm, Table 3.5, is also applicable to mp-LP
problems with LHS- and RHS-uncertainty. The globally optimal solution is a piecewise
affine, not necessarily continuous function in Θ. Upon termination, in each critical region
identified in Step 3, the corresponding globally optimal solution and the globally optimal
objective value are affine.
Remark 3.2.5. The algorithm iteratively operates in polyhedral convex subsets of the pa-
rameter space which is a prerequisite for the construction of all underestimating and over-
estimating multi-parametric programming problems, respectively. Hence, it is necessary to
represent the regions where the tolerance has not been reached, Step 3, and where fathoming
was not successful, Step 4, as union of polyhedral convex region, potentially increasing the
number of regions investigated in the course of iteration.
Remark 3.2.6. The number of critical regions generated in the solution of RHS-mp-LP
and RHS-mp-MILP problems, respectively, depends on the multi-parametric programming
algorithm. For the computational complexity of the algorithm for RHS-mp-LP problems
employed within the global optimization algorithm, we refer to the work of Dua et al. [43]
and Fa´ısca et al. [51], respectively.
Example 3.2.4. The steps of the global optimization algorithm, Table 3.5, with  = 0
and Fθ = 2 are applied to problem (S1). Branching on the optimization variables, Step 4,
is omitted. The algorithm terminates if either the specified tolerance between the current
best bounds is met for all θ ∈ Θ or the iteration limit is reached. Note that the algorithm,
regardless of the tolerance, will terminate at the specified iteration limit if the overestimating
problems over any sub-region are infeasible. For (S1) this is the case in the region [−5, 1].
Figure 3.7 depicts the quality of the lower bounds on the optimal objective value of (S1) in
the region [3.5, 4.1] up to the iteration depths of three. At iteration depth three, the overall
current best lower bound is a piecewise affine function comprising of 24 critical regions. In
six regions the exact solution has been established.
For a second run, we confine Θ = [−1, 5] in (S1) and set  = 0.01. The tolerance is satisfied
after eight iterations and the globally optimal solution features 410 critical regions. After
merging adjacent regions with the same optimal profile, the number or regions is reduced to
332. Confining Θ = [2, 5] in (S1), the tolerance is satisfied after five iterations and a total
of 330 critical regions have been identified.
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Table 3.5.: Algorithm for the global solution of LHS-mp-LP problems of type (S)
Define the tolerance  ≥ 0. Set the partitioning factor F. Initialize a subset
of Θ with respect to F.
In each region CR:
Step 1 Obtain a current best lower bound zUE(θ), θ ∈ CR, and the charac-
terization of critical regions CRj ⊆ CR, ∀j, by solving an underestimating
problem in CR using Eq. (3.1).
Step 2 Obtain a current best upper bound zOE(θ), θ ∈ CR, and the charac-
terization of critical regions CRk ⊆ CR, ∀k, by solving an overestimating
problem in CR using Eq. (3.2).
Step 3 Comparing bounds:
Stop in region CR∗jk := CRj ∩CRk 6= ∅, ∀j, k, where zOE(θ) ≤ zUE(θ)+ .
Store xUE(θ), xOE(θ) as candidates for the global solution of (S) in CR∗jk.
Represent CR := cl(CR\⋃j,k CR∗jk) as union of polyhedral convex regions.
Step 4 Branch on the range of the optimization variables.
Solve an auxiliary problem according to Eq. (3.1) with respect to the par-
titions in (each region of) CR. Obtain zaux(θ), and the characterization of
critical regions CRl ⊆ CR, ∀l.
Fathom a partition in region CRfatlk := CRl ∩ CRk 6= ∅, ∀l, k, where
zOE(θ) ≤ zaux(θ). Set CRfatlk := cl(CRfatlk ), ∀l, k.
Represent CR := cl(CR\⋃l,k CRfatlk ) as union of polyhedral convex regions,
and keep original bounds on optimization variables in CR.
Step 5 Partition (each region of) CR and CRfatlk , ∀l, k, with respect to F and
return to Step 1 with a new set of CR’s and refined variable bounds.
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Figure 3.7.: Lower bound and upper bounds on the optimal objective value z(θ) of (S1)
after three iterations in the region [3.5, 4.1] - Example 3.2.4
Figure 3.8.: Lower and upper bounds on the optimal objective value z(θ) of (S1) after
three iteration with branch-and-bound procedure on x2 in the region [3.5, 4.1] -
Example 3.2.5
Example 3.2.5. We solve (S1) under the same settings as in Example 4 and, additionally,
enable branching on the optimization variables, Step 4. The approximation of z(θ) of (S) in
the region [3.5, 4.1] at iteration depth three is depicted in Figure 3.8. The current best lower
bound features 57 critical regions. The price of the bivariate branch-and-bound procedure
after three iterations is that 41 underestimating problems were solved, not including the
number of required auxiliary problems.
For  = 0.01, confining Θ = [−1, 5] and Θ = [2, 5] in (S1), the algorithm terminates after
five and four iterations, respectively.
An overview of the characteristics of the global optimization algorithm in the solution of
(S1) with different settings is presented in Table 3.6 and Table 3.7.
3.2.3. Piecewise affine relaxations of bilinear terms
In Remark 3.2.1, we employed piecewise relaxation of bilinear terms, [63], with respect to θ
in the construction of the underestimating problem. This concept was linked to partitioning
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Table 3.6.: Properties of the best lower bound on z(θ) of (S1) for  = 0 at iteration depth
3 - Example 3.2.1
Settings Critical Regions Underestimating Problems
Fθ = 2 24 20 (mp-LP)
Fθ = 2, Branch-and-Bound on x2 57 37 (mp-LP)
Fθ = 1, Branch-and-Bound on x2 22 22 (mp-LP)
Fθ = 2, Nx2 = 3 47 50 (mp-MILP)
Fθ = 2, Nx2 = 3, Branch-and-Bound on x2 65 67 (mp-MILP)
Fθ = 1, Nx2 = 3, Branch-and-Bound on x2 36 37 (mp-MILP)
Fθ = 2, Nx2 = 5 60 70 (mp-MILP)
Table 3.7.: Properties of the globally optimal solution of (S1) for  = 0.01 - Example 3.2.1
Settings Θ = [−5, 5] Θ = [−1, 5] Θ = [2, 5]
Fθ = 2
Iterations limit = 11 8 5
Critical Regions 1434 410 330
Fθ = 2, Iterations limit = 11 5 4
Branch-and-Bound on x2 Critical Regions 2155 167 119
Fθ = 2, Nx2 = 3
Iterations limit = 11 8 4
Critical Regions 4898 274 212
Fθ = 2, Nx2 = 3, Iterations limit = 11 5 3
Branch-and-Bound on x2 Critical Regions 4010 112 95
the parameter space.
Here, we embed piecewise affine relaxations with respect to the optimization variables that
appear in the bilinear terms θlxj , l = 1, ..., q, j = 1, ..., n. We defineNj′ to be the partitioning
factor related to xj′ , j
′ ∈ {1, ..., n}. Analogously, we introduce binary variables λk, k =
1, ..., Nj′ and continuous switches ∆θl,k, k = 1, ..., Nj′ , for each l = 1, ..., q. The increment
is computed as
β = (xmaxj′ − xminj′ )/Nj′ .
The following constraints enforce that only one partition is active:
xminj′ + β
∑Nj′
k=1(k − 1)λk ≤ xj′ ≤ xminj′ + β
∑Nj′
k=1 kλk,∑Nj′
k=1 λk = 1, λk ∈ {0, 1}, k = 1, ..., Nj′
θl = θ
min
l +
∑Nj′
k=1 ∆θl,k, l = 1, ..., q
0 ≤ ∆θl,k ≤ (θmaxl − θminl )λk, l = 1, ..., q, k = 1, ..., Nj′ .
(3.11)
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Figure 3.9.: Lower bound zUE(θ) on z(θ) of (S1) with Nx2 = 1 and Nx2 = 3, respectively -
Example 3.2.1
The relaxation of the terms θlxj′ and −θlxj′ is given by
xj′θl ≥ xj′θminl +
∑Nj′
k=1(x
min
j′ + β(k − 1))∆θl,k, l = 1, ..., q
xj′θl ≥ xj′θmaxl +
∑Nj′
k=1(x
min
j′ + βk)(∆θl,k − (θmaxl − θminl )λk),
l = 1, ..., q
(3.12)
and
−xj′θl ≥ −xj′θminl −
∑Nj′
k=1(x
min
j′ + βk)∆θl,k, l = 1, ..., q
−xj′θl ≥ −xj′θmaxl −
∑Nj′
k=1(x
min
j′ + β(k − 1))(∆θl,k − (θmaxl − θminl )λk),
l = 1, ..., q,
(3.13)
respectively. The underestimating problem of (S) employing Eq. (3.11), Eq. (3.12), and
Eq. (3.13) is a RHS-mp-MILP problem. Note that the continuous switches introduce
additional parameters into the model. The price of an approximation based on piecewise
affine relaxation is a mixed integer model whose number of binary variables scales linearly
with the value of the partitioning factor. In the case of Nj′ = 1, the piecewise affine
relaxation is in agreement with Eq. (3.1).
Figure 3.9 and Figure 3.10 depict the approximation of z(θ) of (S1) using piecewise affine
relaxations with a partitioning factors Nx2 = 1, Nx2 = 3, and Nx2 = 15, respectively.
The latter yields 24 critical regions. Recall that the optimal solution of a RHS-mp-MILP
problem is not necessarily continuous. For Nx2 = 3, at example, the optimal solution of the
RHS-mp-MILP underestimating problem is discontinuous at θ = 3.4.
Example 3.2.6. We solve (S1) and employ the piecewise affine relaxation of bilinear terms
given by Eq. (3.11), Eq. (3.12), and Eq. (3.13) in the construction of the underestimating
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Figure 3.10.: Lower bound zUE(θ) on z(θ) of (S1) with Nx2 = 15 - Example 3.2.1
Figure 3.11.: Lower and upper bounds on the optimal objective value z(θ) of (S1) after three
iterations, embedding PWA-relaxation of bilinear terms with Nx2 = 3, in the
region [3.5, 4.1] - Example 3.2.6
problems. We set  = 0, Fθ = 2 and Nx2 = 3 and omit branching on the optimization
variables, Step 4. At iteration depth three, Figure 3.11 depicts the lower bounds generated
by the algorithm in the region [3.5, 4.1]. The current best lower bound, which is the pointwise
supremum of all underestimating functions, features 47 critical regions. In the course of
iteration 50 RHS-mp-MILP underestimating problem have been solved. For different values
of Nx2, further results are summarized in Table 3.6 and Table 3.7.
3.3. Global solution of general mp-MILP problems
We reconsider the general mp-MILP problem (P ) with uncertainty in the objective function
coefficients, in the entries of the constraint matrices and in the entries of the right-hand
side vector. If OFC-uncertainty occurs, (P ) is transformed into an mp-MILP problem with
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LHS- and RHS-uncertainty by introducing an auxiliary variable t,
(P )

z(θ) := minx,t,y t
s.t. A(θ)x+ E(θ)y ≤ b+ Fθ
(c+Hθ)Tx+ (d+ Lθ)T y ≤ t
(x, t) ∈ X := {(x, t) ∈ Rn×R|xminj ≤ xj ≤ xmaxj , j = 1, ..., n}
y ∈ {0, 1}p
θ ∈ Θ := {θ ∈ Rq |θminl ≤ θl ≤ θmaxl , l = 1, ..., q}.
Likewise to the global solution of the LHS-mp-LP problem (S), we aim to approximate the
optimal solution of (P ) by piecewise affine functions which satisfy a predefined tolerance
with respect to the current best lower and upper bound.
The methodology to derive the overall global solution of (P ) consists of two layers. In the
outer layer, the integer variables in the model are addressed, whereas at the core stands the
solution of a multi-parametric linear programming sub-problem. This approach is referred
to as decomposition algorithm for the solution of multi-parametric mixed integer problems,
[103, 47, 44, 51]. In our framework, a master problem, which is derived from (P ) by treating
the parameters as additional optimization variables, is solved to global optimality. The
master problem is a deterministic mixed integer nonlinear problem due to the presence of
bilinear terms in the constraints. In (P ), we fix the optimal integer solution of the master
problem and solve the corresponding mp-LP sub-problem (S) to global optimality using
the algorithm presented in Table 3.5. Note that (S) is an mp-LP problem with LHS- and
RHS-uncertainty.
In each critical region obtained from the global solution of the sub-problem, an updated
master problem is solved. Integer cuts enforce that previously identified integer nodes are
not revisited. Parametric cuts ensure that only those integer nodes are of interest that are
optimal for (P ) in a particular subset of the parameter space. The integer cuts are given by∑
j∈Jk
yj −
∑
j∈Lk
yj ≤ |Jk| − 1, k = 1, ...,K, (3.14)
where K ≤ 2p denotes the number of previously identified integer solutions in this region
in the course of iteration, the index sets Jk and Lk are defined by Jk := {j|ykj = 1} and
Lk := {j|ykj = 0} respectively, and | · | corresponds to the cardinality ([8]). The parametric
cuts are given by
(c+Hθ)Tx+ (d+ Lθ)T y ≤ t ≤ zsk(θ), k = 1, ...,K, (3.15)
where zsk(θ) represents the globally optimal objective value of the k-th mp-LP sub-problem.
The decomposition algorithm terminates in a region where the master problem is infeasi-
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Table 3.8.: Decomposition algorithm for the global solution of mp-MILP problems of type
(P )
Step 0 Solve an initial MINLP master problem derived from (P ) with θ being
treated as optimization variable to global optimality. Obtain the optimal
integer solution, yopt.
Step 1 (mp-LP
problem)
Fix yopt in (P ) and solve the resulting mp-LP sub-problem (S) to global
optimality using the algorithm presented in Table 3.5. Obtain the globally
optimal solution , xopt, of (S) and the characterization of critical regions.
Add (xopt, yopt) to the envelope of parametric profiles.
Step 2
(MINLP prob-
lem)
In each region CR:
Update the MINLP master problem by introducing integer and parametric
cuts, Eq. (3.14) and Eq. (3.15). Return to Step 1 if a new integer solution,
yopt, is found.
Step 3 Terminate in CR if the master problem is infeasible.
ble. Upon termination, in each critical region all integer solutions and its corresponding
non-integer solutions that have been generated by the decomposition algorithm are stored
in the envelope of parametric profiles [43]. The overall global solution of (P ) is then ob-
tained through online evaluation of profiles stored in the envelope for any given parameter
value. As the global solution of the sub-problem with LHS- and RHS-uncertainty yields a
piecewise affine optimal objective value, further comparison procedures may be performed
that partitions the parameter space such that each final critical region contains solely the
globally optimal solution of (P ), [2].
The steps of the global optimization algorithm for mp-MILP problems (P ) are outlined in
Table 3.8.
Remark 3.3.1. The globally optimal solution of mp-LP sub-problems with LHS-uncertainty
may suffer from a large number of critical regions when the optimal objective value is not
affine in part of the feasible parameter space. Consequently, algorithms for the global so-
lution of mp-MILP problems that iterate over partitions of the parameter space exhibit a
significant increase in computational requirements compared to the non-integer case. This
is illustrated in the Example 3.3.1.
Example 3.3.1. The following LHS-mp-MILP problem, [82],
(P2)

z(θ) = minx,y(−2x1 − x2 + y1 + y2)
s.t. x1 + (3 + θ1)x2 + y1 ≤ 9
(2 + θ2)x1 + x2 − y2 ≤ 8
x1 − y1 + y2 ≤ 4
0 ≤ x1 ≤ 4, 0 ≤ x2 ≤ 3
y1,2 ∈ {0, 1}, 0 ≤ θ1,2 ≤ 10
(3.16)
is solved with the decomposition algorithm, Table 3.8. The MINLP master problems are
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solved with BARON 9.0.2, [116]. The global optimization algorithm for mp-LP sub-problems,
Table 3.5, is implemented in Matlab, and the MPT toolbox [79], for polytope manipulation.
The routine runs on a Dual 4 Core Intel Xeon E5310s (1.60GHz) machine with 4 GB of
RAM.
For the global solution of the mp-LP sub-problems, F = (2, 2)T is used. Branching on
the optimization variables, Step 4 in Table 3.5, is omitted and the iteration limit is set to
three. Computing the global optimum of (P2) requires the solution of 3331 MINLP master
problems and one mp-LP sub-problem. For each region identified in Step 1, Table 3.8,
the updated master problem according to Step 2 is infeasible. The optimal integer node is
yopt = (0, 0)T . The corresponding optimal continuous variables, which thus correspond to
the globally optimal solution of the resulting mp-LP problem by fixing y = yopt in (P2), are
characterized by 3330 critical regions. The absolute tolerance is less than one in all regions,
and  ≤ 0.5 holds for 3173 out of 3330 regions. The corresponding lower bound on z(θ) of
(P2) for y = yopt is depicted in Figure 3.13. In comparison, the result of the approximation
after only two iterations is depicted in Figure 3.12.
For a second run, the branch-and-bound procedure with respect to the optimization variables,
Step 4 in Table 3.5, is enabled and the iteration limit for solving mp-LP sub-problems is
reduced to two. The globally optimal solution of (P2) is found after 5007 MINLP master
problems and one mp-LP sub-problem are solved. The optimal integer node, yopt, is the
same. The corresponding optimal continuous variables, which are identified by solving the
corresponding mp-LP problem for y = yopt to global optimality, are characterized by 5006
critical regions, see Figure 3.14. It holds  ≤ 0.6 in all regions, and  ≤ 0.1 in 3328 out
of the identified 5006 critical regions. An overview of results for the solution of (P2) for
y = (0, 0)T with different settings is presented in Table 3.9.
The optimal solution of (P2) is
xopt = 1/(5 + 2θ1 + 3θ2 + θ1θ2)(15 + 8θ1, 10 + 9θ2)
T , yopt = (0, 0)T
for θ1, θ2 ∈ [0, 10].
Table 3.9.: Properties of the best lower bound on z(θ) of (P2) for y = (0, 0)T obtained with
the global optimization algorithm for mp-LP problems - Example 3.3.1
Settings Iteration
Depth
Critical Regions CPU Time
(Seconds)
Fθ1 = Fθ2 = 2 1 14 1
Fθ1 = Fθ2 = 2 2 214 9
Fθ1 = Fθ2 = 2 3 3300 100
Fθ1 = Fθ2 = 2, Branch-and-Bound on x1 2 5006 170
Fθ1 = Fθ2 = 1 3 43 10
Fθ1 = Fθ2 = 1, Branch-and-Bound on x1 3 815 132
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Figure 3.12.: Best lower bound on z(θ) of (P2) for y = (0, 0)T after 2 iterations - Example
3.3.1
Figure 3.13.: Best lower bound on z(θ) of (P2) for y = (0, 0)T after 3 iterations - Example
3.3.1
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Figure 3.14.: Best lower bound on z(θ) of (P2) for y = (0, 0)T after 2 iterations with branch-
and-bound procedure on x1 - Example 3.3.1
3.4. Conclusions
We present a prototype algorithmic procedure for the solution of the general multi-parametric
mixed integer linear programming problem. The algorithm features a global optimization
routine invoked by the presence of uncertainty in the entries of the constraint matrix. We
have adapted the framework of global optimization to multi-parametric nonlinear program-
ming. One of the challenges in multi-parametric global optimization is that parametric
profiles, and not scalar values as in the deterministic case, need to be compared.
The price of the global solution of the general mp-MILP in regions where the optimal objec-
tive value is not affine is a large number of critical regions for the globally optimal solution
with respect to the specified tolerance. An important application of multi-parametric pro-
gramming is that online optimization is reduced to mere function evaluation with respect to
the parametric profiles stored in the look-up table when the true values of the parameters
are known. Thus, an overly large number of critical regions may diminish the effectiveness
of the multi-parametric programming approach.
This study on global optimization provides substantial findings on a parametric branch-and-
bound scheme, as well as a unified framework for general mp-MILP problems. Yet, it may
remain a suitable tool for academic problems, rather than for real-life related mixed integer
linear problems under uncertainty. This paves the way for computationally less demanding
approximate parametric solution strategies that are explored next.
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4. A two-stage method for the
approximate solution of mp-MILP
problems
4.1. Introduction
We apply suitable robust optimization and multi-parametric programming techniques to
derive close to optimal solutions of the mixed integer linear programming problem contami-
nated with uncertainty. The general mp-MILP problem is immunized against uncertainty in
the coefficients of the constraint matrices. We propose to derive an uncertainty set depen-
dent partially robust counterpart problem that is of type RIM-mp-MILP, involving varying
parameters in the objective function coefficients, the right hand side constraint vector, and
in constraint matrix coefficient affiliated with binary variables. The optimal partially ro-
bust solution serves as solution estimate for the optimal solution of the general mp-MILP
problem, providing an upper bound on the optimal objective value.
4.2. The worst-case oriented partially robust mp-MILP
counterpart problem
In the context of robust optimization, see Ben-Tal et al. [21] for an excellent textbook, the
pair (x¯, y¯) is called a robust feasible solution of (P ) if it is feasible for every θ ∈ Θ, i.e.
∀θ ∈ Θ : A(θ)x¯+ E(θ)y¯ ≤ b+ Fθ.
Every instance of the constraints needs to be satisfied at the point (x¯, y¯).
For our needs it is sufficient to use a weaker concept of robust feasibility than the one
presented above. We make the following adjustments: The pair (x¯, y¯) := (x¯(θ), y¯(θ)) is
called a partially robust feasible solution of (P ) if
∀γ ∈ Θ : AN x¯+
q∑
l=1
γlA
lx¯+ EN y¯ +
q∑
l=1
γlE
ly¯ ≤ b+ Fθ (4.1)
for θ ∈ Θ.
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Solutions of (P ) satisfying Eq. (4.1) are immune against data uncertainty in the left hand
side matrices of the constraints. Incorporating the worst-case oriented approach Eq. (4.1)
into (P ) results in the partially robust counterpart of the original mp-MILP problem.
Each component of θ ∈ Θ takes values within a given interval. Let rl denote the range,
rl := (θ
max
l − θminl )/2, (4.2)
and θNl the nominal value of θl,
θNl := θ
max
l − rl, (4.3)
for l ∈ {1, ..., q}. It follows from Eq. (4.1) that a partially robust feasible solution (x¯, y¯) of
(P ) satisfies
[aNi ]
T x¯+ [eNi ]
T y¯ +
q∑
l=1
max
θminl ≤γl≤θmaxl
γl([a
l
i]
T x¯+ [eli]
T y¯)
= [aNi ]
T x¯+ [eNi ]
T y¯ +
q∑
l=1
θNl ([a
l
i]
T x¯+ [eli]
T y¯)
+
q∑
l=1
max
−rl≤ρl≤rl
ρl([a
l
i]
T x¯+ [eli]
T y¯) ≤ bi + [fi]T θ,
(4.4)
for every constraint i, i = 1, ...m, and any θ ∈ Θ. Eq. (4.4) represents those constraints of
(P ) that are most difficult to maintain. Eq. (4.4) is equivalent to
[aNi ]
T x¯+ [eNi ]
T y¯ +
q∑
l=1
θNl ([a
l
i]
T x¯+ [eli]
T y¯)
+
q∑
l=1
rl|[ali]T x¯+ [eli]T y¯| ≤ bi + [fi]T θ,
(4.5)
for i = 1, ...,m, θ ∈ Θ. Reversely, every feasible solution of Eq. (4.5) is also feasible for Eq.
(4.1). By introducing q auxiliary variables and additionally 2q linear constraints for each
constraint, Eq. (4.5) can be transformed into a system of linear inequalities. Consequently,
53
4.2. The worst-case oriented partially robust mp-MILP counterpart problem
the partially robust counterpart (RC) of the general mp-MILP problem (P ) is given by
(RC)

r(θ) := minx,ui,y((c+Hθ)
Tx+ (d+ Lθ)T y)
s.t. [aNi ]
Tx+ [eNi ]
T y +
∑q
l=1 θ
N
l ([a
l
i]
Tx+ [eli]
T y)
+
∑q
l=1 rlu
i
l ≤ bi + [fi]T θ, i = 1, ...,m
−uil ≤ [ali]Tx+ [eli]T y ≤ uil l = 1, ..., q, i = 1, ...,m
x ∈ Rn, y ∈ {0, 1}p
ui ∈ Rq, i = 1, ...,m
θ ∈ Θ = {θ ∈ Rq |θNl − rl ≤ θl ≤ θNl + rl, l = 1, ..., q}.
Problem (RC) is a multi-parametric mixed integer linear problem of type RIM-mp-MILP
with parameter independent constraint matrices. Every feasible solution of (RC) is a par-
tially robust feasible solution of (P ). The set of partially robust feasible solutions of (P ) is
contained in the set of feasible solutions of (P ). Therefore, the optimal objective value r(θ)
of (RC) is an upper bound on the optimal objective value z(θ) of (P ) for every θ ∈ Θ.
Note that the formulation of (RC) accounts for dependencies between uncertain data en-
tries in each constraint. This includes the special case that the uncertain entries of the
constraint matrices are modelled as independent which is often assumed in the open litera-
ture ([87, 29, 23]).
Clearly, (RC) is infeasible if the set of constraints
[aNi ]
Tx+ [eNi ]
T y +
q∑
l=1
max
θminl ≤γl≤θmaxl
γl([a
l
i]
Tx+ [eli]
T y) ≤ bi + max
γ∈Θ
[fi]
Tγ, i = 1, ...,m, (4.6)
which can be expressed as a set of linear constraints, has no feasible solution (x, y) ∈
Rn×{0, 1}p.
Example 4.2.1. Consider problem (P3) with LHS-, RHS- and OFC-uncertainty [82], given
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by
(P3)

z(θ) := minx,y((−3 + θ1)x1 − 8x2 + 4y1 + 2y2)
s.t. x1 + x2 ≤ 13 + θ2
(5 + θ3)x1 − 4x2 ≤ 20
−8x1 + 22x2 ≤ 121
−4x1 − x2 ≤ −8
x1 − 10y1 ≤ 0
x2 − 15y1 ≤ 0
xi ≥ 0, i = 1, 2
yj ∈ {0, 1}, j = 1, 2
0 ≤ θk ≤ 10, k = 1, 2, 3.
The RIM-mp-MILP problem (RC3) is the partially robust counterpart of (P3). It is formu-
lated as
(RC3)

r(θ) := minx,y((−3 + θ1)x1 − 8x2 + 4y1 + 2y2)
s.t. x1 + x2 ≤ 13 + θ2
15x1 − 4x2 ≤ 20
−8x1 + 22x2 ≤ 121
−4x1 − x2 ≤ −8
x1 − 10y1 ≤ 0
x2 − 15y1 ≤ 0
xi ≥ 0, i = 1, 2
yj ∈ {0, 1}, j = 1, 2
0 ≤ θk ≤ 10, k = 1, 2, 3.
Note that we do not require auxiliary variables in the model because of the non-negativity of
x. The model no longer depends on θ3 which could be omitted from the formulation, yielding
problem (P1) of Example 2.2.1.
We denote as the conventional robust counterpart of (P ) the model whose solutions are
immune against all data variation in the model (P ) ([87, 86]). The conventional robust
counterpart of (P ), denoted as (cvRC), can be obtained in the same way as outlined above
if a reformulation of (P ) is used. In (P ), the objective function is replaced by the auxiliary
variable t ∈ R and the constraint
(c+Hθ)Tx+ (d+ Lθ)T y − t ≤ 0 (4.7)
is introduced. Additionally, new variables vi, i = 1, ...,m with a fixed value of 1 are intro-
duced, and the constraints
[ai(θ)]
Tx+ [ei(θ)]
T y ≤ bi + [fi]T θ
55
4.3. A combined robust optimization and multi-parametric programming approach for the
solution of general mp-MILP problems
are rewritten as
[ai(θ)]
Tx+ [ei(θ)]
T y − ([fi]T θ)vi ≤ bi (4.8)
1 ≤ vi ≤ 1 (4.9)
for i = 1, ...,m. The robust counterpart (cvRC) of (P ) is a deterministic mixed integer
linear problem. The optimal objective value v of (cvRC) is an upper bound on r(θ) of (RC)
and, consequently, on z(θ) of (P ) for every θ ∈ Θ. Note that problem (cvRC) is infeasible
if (P ) is infeasible for any θ ∈ Θ.
Example 4.2.2. The conventional robust counterpart (cvRC3) of (P3) is formulated as
follows,
(cvRC3)

v := minx,y(7x1 − 8x2 + 4y1 + 2y2)
s.t. x1 + x2 ≤ 13
15x1 − 4x2 ≤ 20
−8x1 + 22x2 ≤ 121
−4x1 − x2 ≤ −8
x1 − 10y1 ≤ 0
x2 − 15y1 ≤ 0
xi ≥ 0, i = 1, 2
yj ∈ {0, 1}, j = 1, 2.
4.3. A combined robust optimization and multi-parametric
programming approach for the solution of general
mp-MILP problems
The proposed two-stage method is a combined robust optimization and multi-parametric
programming approach for the approximate solution of (P ). As shown in Figure 4.1, it con-
sists of an approximation stage in which (P ) is immunized against LHS-uncertainty yielding
the partially robust counterpart (RC) as described in Section 4.2, and the solution stage in
which the decomposition algorithm for the exact solution of (RC) as outlined in Table 2.1,
Section 2.2, is employed.
We derive the optimal solution of (RC), which at the same time is the optimal partially
robust solution of (P ), as our anticipated approximate solution. By construction, the ap-
proximate solution is feasible and the optimal objective value r(θ) of (RC) is an upper
bound on z(θ) of (P ) for every θ ∈ Θ.
On the other hand, the partially robust model (RC) is less conservative than the conven-
tional robust counterpart (cvRC) of the general mp-MILP problem (P ). Hence,
rmax := sup
θ∈Θ
r(θ) ≤ v
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where rmax and v are both guaranteed upper bounds on the optimal objective value z(θ) of
(P ).
Remark 4.3.1. For the approximate solution of (P ) furnished by the two-stage method, not
every profile xji (θ), θ ∈ CRi, stored in the envelope yields an objective value rji (θ) that is
necessarily less or equal than the conventional robust objective value v everywhere in the
critical region, but
ri(θ) = min
j
{rji (θ)} ≤ v
holds for every θ ∈ CRi. This is illustrated in Example B.1.2, see Figure B.7 in Appendix
B.1.
The quality of the approximate solution depends on the uncertainty set Θ. For any two
sets with
ΘA ⊆ ΘB
it follows
rA(θ) ≤ rB(θ), θ ∈ ΘA
where rA,B(θ) denotes the optimal objective value of the partially robust counterpart mod-
els of (P ) with respect to ΘA and ΘB, respectively. Thus, for the two-stage method it is
advantageous to describe the uncertainty set as accurately as possible.
The approximate solution is a piecewise affine function. This is a consequence of the approx-
imation step that enforces transformation of (P ) into a RIM-mp-MILP model. The feasible
parameter space is partitioned in polyhedral convex partitions that are affiliated with an
envelope of parametric profiles. This is a consequence of the decomposition algorithm that
is employed at the solution stage.
4.4. Computational studies
In this section, several general mp-MILP problems are presented to illustrate the potential
of the two-stage method. The problems range from small-sized problems to larger sized
instances. Each example problem is solved with the proposed two-stage method.
Examples 4.2.1, 3.3.1 and B.1.1 are taken from Li and Ierapetritou [82]. The third example
was altered to include integer variables in the model. Examples B.1.2 and B.1.3 are varia-
tions of process synthesis problems ([31, 51]).
Examples B.1.4, B.1.5 and B.1.6 are variations of sub-problems of a model predictive con-
trol formulation. Examples B.1.7 and B.1.8 are scheduling formulations of batch processes
that exhibit price, demand, and processing time uncertainty. Example B.1.9 is a variation
of Example B.1.8. The example problems are described in more detail in Appendix B.1.
There, we give the solution obtained with the two-stage method and, where appropriate,
illustrate and compare it with the optimal solution and the conventional robust solution,
respectively.
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Figure 4.1.: Flowchart of the two-stage method
Table 5.9 provides an overview of the CPU-time requirements of the two-stage method
for the example problems in comparison with discretization of the parameter space. Dis-
cretization is performed using 100 and 10, respectively, equidistant points for each parameter
involved. The deterministic problems are then solved in Matlab with an interface to CPLEX
[68] version 12.1. For the two-stage method, the decomposition algorithm used to solve the
partially robust counterpart problem has been implemented in Matlab. In the routine,
MINLP master problems are solved by BARON [116] version 9.0.2. The default value for
the execution time to solve master problems is set to 100 seconds and  = 1 is chosen for
the offset value in the parametric cuts Eq. (2.6). A value of 0.01 for the relative optimality
criterion is used, with exception of Examples B.1.8 and B.1.9 where the value was increased
to 0.1. The columns of Table 5.9 denote the number of constraints with equality constraints
given in brackets, the number of continuous variables, the number of binary variables, and
the number of parameters. This is followed by a column for the CPU time for the dis-
cretization method with respect to 100 and 10 grid points, respectively, per parameter. The
latter is given in brackets. The second to last column stores the CPU time for the two-stage
method. The last column presents the optimal objective value v of the conventional robust
counterpart (cvRC), which is a guaranteed upper bound on the optimal objective value of
each example problem.
Clearly, an adequate discretization scheme for any problem with a sufficiently large number
of parameters is prohibitive. Using 100 grid points per parameter for the test problems
with three parameters, the discretization method is outperformed by the two-stage method
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m n p q Discretization Two-Stage Robust
Method Optimization
CPU h:min:sec CPU min:sec v
Ex. 4.2.1 8 2 2 3 7:08:16 (0:00:01) 0:02 -35.7
Ex. B.1.1 9 4 2 3 7:19:30 (0:00:01) 0:03 ∞
Ex. B.1.2 5 2 2 2 0:00:15 (0:00:01) 0:03 184.6
Ex. B.1.3 14 4 3 3 8:28:30 (0:00:01) 0:03 -27
Ex. B.1.4 26 5 2 2 0:00:08 (0:00:01) 0:05 ∞
Ex. B.1.5 50 9 4 3 7:38:37 (0:00:01) 0:23 ∞
Ex. B.1.6 74 13 6 4 - (0:00:06) 1:03 ∞
Ex. B.1.7 254(15) 59 30 2 0:02:09 (0:00:01) 0:26 ∞
Ex. B.1.8 949(32) 217 96 4 - (15:20:21) 8:10 -1008.7
Ex. B.1.9 950(32) 217 96 4 - (15:12:00) 34:00 -2869.7
Table 4.1.: Computational requirements of the two-stage method
in terms of computational time. The same scheme is not applicable to problems with four
parameters involved as it well exceeds running times of one day. This is indicated by ”-” in
Table 5.9.
The applicability of the two-stage method depends on the success of solving the MINLP
master problems to global optimality. In the larger sized Examples B.1.8 and B.1.9., the
solver requires a significant amount of time to find the global optimum of the master prob-
lems involved. If a globally optimal solution of any master problem is not found within the
specified time limit, the current best integer node furnished by the solver is used. In this
case, the modified two-stage method identifies a feasible, but not necessarily the optimal
partially robust solution of the problem. In other words, an approximate solution is gener-
ated for which the corresponding objective value or the minimum of the objective values if
multiple solutions are stored in the envelope of critical regions, respectively, may not be less
or equal than the optimal objective value of the conventional robust counterpart for every
parameter realization. This is observed in Example B.1.9 around the point of origin and is
depicted in Figure B.9, Appendix B.1.
If an auxiliary constraint is introduced into the model enforcing that at any point the objec-
tive value is less than the optimal objective value v of the conventional robust counterpart,
the modified two-stage method remains less conservative than robust optimization in regions
with a finite solution.
The computational requirements in terms of the number of iterations between master
and sub-problems of the two-stage method are given in Table 5.10. The multiplicity of the
envelope denotes the maximum of all numbers of solutions stored in the envelope of para-
metric profiles for any of the critical region. For the small-size problems, Examples 4.2.1 -
B.1.2, the optimal solution is also derived using the decomposition algorithm.
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Decomposition Algorithm Two-Stage Method
MINLP mp-LP CR Mult. MINLP mp-LP CR Mult.
Ex. 4.2.1 5 1 4 1 3 1 2 1
Ex. 3.3.1 2 1 1 1 1 (MILP) - 1 1
Ex. B.1.1 15 4 9 2 10 3 6 2
Ex. B.1.2 3 2 1 2 3 2 1 2
Ex. B.1.3 - - - - 6 3 3 2
Ex. B.1.4 - - - - 13 2 5 1
Ex. B.1.5 - - - - 73 10 35 1
Ex. B.1.6 - - - - 162 25 69 1
Ex. B.1.7 - - - - 10 3 6 2
Ex. B.1.8 - - - - 4 1 3 1
Ex. B.1.9 - - - - 16 6 10 3
Table 4.2.: Number of iterations, number of critical regions and multiplicity of the envelope
of the two-stage method
4.5. Uncertainty set dependent partially robust counterpart
problems
Here, we give an overview of uncertainty set induced partially robust models. The box
constrained uncertainty set, box constrained uncertainty set with an adjustable degree of
conservatism of the solution, and ellipsoidal uncertainty set are considered. The partially
robust model induced by a box constrained uncertainty set coincides with the worst-case
oriented partially robust model (RC), as studied in the previous subsections, with the addi-
tion that it is not immunized against uncertainty in the constraint matrix E. It is included
for completeness. We illustrate the main steps in the construction of the other two robust
counterpart formulations. A particular difficulty poses ellipsoidal type of uncertainty. It
becomes necessary to embed this set into a polyhedral convex set apriori in order to derive
an mp-MILP partially robust model. A suitable candidate is found in the combined box
constrained and polyhedral uncertainty set as described by Li et al. [81]. The relationship
between the different partially robust models is also discussed.
Note that we allow that the entries of matrix E remain parameter dependent in the uncer-
tainty set induced partially robust counterpart problems.
Box constrained uncertainty. Let us consider the set
Θ∞ := {θ ∈ Rq |θminl ≤ θl ≤ θmaxl , l = 1, ..., q}.
The range and the nominal value of each parameter are computed as in Eq. (4.2) and
Eq. (4.3). Analogously to Eq. (4.1), it follows that a partially robust feasible solution,
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(x¯, y¯), of (P ) with respect to Θ∞ satisfies
[aNi ]
T x¯+ [eNi ]
T y¯ +
q∑
l=1
(θNl [a
l
i]
T x¯+ max
−rl≤γl≤rl
γl[a
l
i]
T x¯+ θl[e
l
i]
T y¯)
≤ bi + [fi]T θ,
for every constraint, i = 1, ...,m, and θ ∈ Θ∞. The partially robust model (RC∞) induced
by Θ∞ reads as follows
(RC∞)

r(θ) := minx,ui,y((c+Hθ)
Tx+ (d+ Lθ)T y)
s.t. [aNi ]
Tx+ [eNi ]
T y +
∑q
l=1(θ
N
l [a
l
i]
Tx+ θl[e
l
i]
T y)
+
∑q
l=1 rlu
i
l ≤ bi + [fi]T θ, i = 1, ...,m
−uil ≤ [ali]Tx ≤ uil, l = 1, ..., q, i = 1, ...,m
x ∈ Rn, y ∈ {0, 1}p
ui ∈ Rq, i = 1, ...,m
θ ∈ Θ∞
which features RHS- and OFC-uncertainty, and uncertainty in the constraint matrix E.
Box constrained uncertainty with an adjustable degree of conservatism of the
solution. Data variability may be restricted in a way that merely a subset of the parameters
θ ∈ Θ∞ are likely to change at the same time. This observation leads to the construction
of the partially robust counterpart of (P ) with an adjustable degree of conservatism of the
solution as proposed by Bertsimas and Sim [29] and Bertsimas and Sim [30] for the deter-
ministic case. A budget parameter Γ, 0 ≤ Γ ≤ q is introduced into the model. It ensures
that any Γ parameters are allowed to vary from their nominal values and the remaining
q − Γ parameters attain nominal values. The budget parameter is fixed a priori.
Let K be the index set of all parameters with cardinality |K| = q. The subset SΓ ⊆ K is the
index set of parameters such that |SΓ| = Γ. The inducing uncertainty set is then described
as follows,
ΘΓ := {θ ∈ Rq |∃SΓ : θminl ≤ θl ≤ θmaxl ,∀l ∈ SΓ, θl = θNl , ∀l ∈ K\SΓ}.
For the special cases Γ = 0 and Γ = q, the uncertainty set reduces to ΘΓ = {(θN1 , ..., θNq )T },
and inflates to ΘΓ = Θ∞, respectively. In our framework, it is sufficient that Γ is integral.
With Eq. (4.1), the constraints immunized against uncertainty in A read as follows
[aNi ]
Tx+ [eNi ]
T y + max
θ∈ΘΓ
q∑
l=1
θl[a
l
i]
Tx+
q∑
l=1
θl[e
l
i]
T y ≤ bi + [fi]T θ
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for i = 1, ...,m and θ ∈ ΘΓ.
Following the argumentation in the work of Bertsimas and Sim [29, 30], it holds
maxθ∈ΘΓ
∑q
l=1 θl[a
l
i]
Tx
=
∑q
l=1 θ
N
l [a
l
i]
Tx+ maxt
∑q
l=1 tlrl|[ali]Tx|
s.t.
∑q
l=1 tl ≤ Γ
0 ≤ tl ≤ 1, l = 1, ..., q
t ∈ Rq
=
∑q
l=1 θ
N
l [a
l
i]
Tx+ minz,p(Γz +
∑q
l=1 pl)
s.t. z + pl ≥ rl|[ali]Tx|, l = 1, ..., q
z ≥ 0, pl ≥ 0, l = 1, ..., q
z ∈ R, p ∈ Rq .
(4.10)
The first equality in Eq. (4.10) stems from the observation that the maximum is attained
if any Γ parameters are at their worst values. The second equality is derived from linear
programming duality theory [97].
Incorporating Eq. (4.10), the partially robust counterpart (RCΓ) induced by the set ΘΓ is
given by
(RCΓ)

r(θ) := minx,ui,pi,z,y,((c+Hθ)
Tx+ (d+ Lθ)T y)
s.t. [aNi ]
Tx+ [eNi ]
T y +
∑q
l=1(θ
N
l [a
l
i]
Tx+ θl[e
l
i]
T y)
+
∑q
l=1 p
i
l + Γz
i ≤ bi + [fi]T θ, i = 1, ...,m
zi + pil ≥ rluil, l = 1, ..., q, i = 1, ...,m
pil ≥ 0, l = 1, ..., q, i = 1, ...,m
zi ≥ 0, i = 1, ...,m
−uil ≤ [ali]Tx ≤ uil, l = 1, ..., q, i = 1, ...,m
x ∈ Rn, y ∈ {0, 1}p
z ∈ Rm, pi ∈ Rq, ui ∈ Rq, i = 1, ...,m
θ ∈ Θ∞.
Note that (RCΓ) is solved explicitly for all θ ∈ Θ∞, which is a superset of ΘΓ, but has the
property that it is a polyhedral convex set.
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Ellipsoidal uncertainty. The ellipsoidal uncertainty set is described by
Θ2 = {θ ∈ Rq |γl := (θl − θNl )/rl, l = 1, ..., q, ‖γ‖2 =
√
γTγ ≤ 1}
where the nominal value and the range for every parameter is known. Traditionally, the
deterministic robust counterpart with respect to Θ2 is no longer a linear model [22]. Em-
bedded in the partially robust model, it yields a multi-parametric nonlinear problem which
is computationally demanding to solve explicitly. It therefore becomes necessary to embed
Θ2 into a polyhedral convex uncertainty set. Ideally, the superset is expected to be as tight
as possible.
It holds Θ2 ⊆ Θ∞, which is direct consequence of the norm equivalence ‖γ‖∞ ≤ ‖γ‖2. On
the other hand, constructing the uncertainty set
Θ1(√q) := {θ ∈ Rq |γl := (θl − θNl )/rl, l = 1, ..., q, ‖γ‖1 =
q∑
l=1
|γl| ≤ √q},
it follows from 1√q‖γ‖1 ≤ ‖γ‖2 that
Θ2 ⊆ Θ∞ ∩Θ1(√q) =: Θ∞∩1(√q).
The set Θ∞∩1(√q) is defined as combined interval/box constrained and polyhedral uncer-
tainty set in the work by Li et al. [81].
In the next step, the partially robust counterpart of (P ) with respect to Θ∞∩1(√q) is derived.
Let
K∞ := {(y, t) ∈ Rq×R|‖y‖∞ ≤ t}
and
K1 := {(y, t) ∈ Rq×R|‖y‖1 ≤ t}
denote the convex cones that induce a partial ordering in Rq+1. The cones K∞ and K1 are
dual to each other. We define I ∈ Rq×q to be the identify matrix, and 0 ∈ Rq the vector
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whose entries are all zero. It holds
maxθ∈Θ∞∩1(√q)
∑q
l=1 θl[a
l
i]
Tx
=
∑q
l=1 θ
N
l [a
l
i]
Tx+ maxγ(
∑q
l=1 γlrl[a
l
i]
Tx)
s.t.
(
I
0T
)
γ +
(
0
1
)
∈ K∞(
I
0T
)
γ +
(
0
√
q
)
∈ K1
=
∑q
l=1 θ
N
l [a
l
i]
Tx+ minp,s,t,z(s+
√
qz)
s.t.
(
I,0, I,0
)

p
s
t
z
 =

...
−rl[ali]Tx
...

(p, s) ∈ K1, (t, z) ∈ K∞
=
∑q
l=1 θ
N
l [a
l
i]
Tx+ minp,s,t,z(s+
√
qz)
s.t. pl + tl = −rl[ali]Tx, l = 1, ..., q∑q
l=1 |pl| ≤ s, maxl{|tl|} ≤ z
p ∈ Rq, s ∈ R, t ∈ Rq, z ∈ R
=
∑q
l=1 θ
N
l [a
l
i]
Tx+ minp,z(
∑q
l=1 |pl|+
√
qz)
s.t. maxl{| − rl[ali]Tx− pl|} ≤ z
p ∈ Rq, z ∈ R
(4.11)
where the second equality stems from conic duality theory [24]. Following the argumentation
from the work by Li et al. [81], the optimal solution of the last minimization problem of
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Eq. (4.11) is attained when |pl| ≤ |rl[ali]Tx|, l = 1, ..., q, yielding the transformation
=
∑q
l=1 θ
N
l [a
l
i]
Tx+ minp,z(
∑q
l=1 |pl|+
√
qz)
s.t. maxl{| − rl[ali]Tx− pl|} ≤ z
p ∈ Rq, z ∈ R
=
∑q
l=1 θ
N
l [a
l
i]
Tx+ minp,z(
∑q
l=1 |pl|+
√
qz)
s.t. |rl[ali]Tx| − |pl| ≤ z, l = 1, ..., q
z ≥ 0
p ∈ Rq, z ∈ R
=
∑q
l=1 θ
N
l [a
l
i]
Tx+ minp,z(
∑q
l=1 pl +
√
qz)
s.t. z + pl ≥ rl|[ali]Tx|, l = 1, ..., q
z ≥ 0, p ≥ 0
p ∈ Rq, z ∈ R.
The latter relation is incorporated in the construction of the partially robust counterpart.
The partially robust counterpart of (P ) with respect to Θ2 reads as follows
(RC2)

r(θ) := minx,ui,pi,z,y((c+Hθ)
Tx+ (d+ Lθ)T y)
s.t. [aNi ]
Tx+ [eNi ]
T y +
∑q
l=1(θ
N
l [a
l
i]
Tx+ θl[e
l
i]
T y)
+
∑q
l=1 p
i
l +
√
qzi ≤ bi + [fi]T θ, i = 1, ...,m
zi + pil ≥ rluil, l = 1, ..., q, i = 1, ...,m
pil ≥ 0, l = 1, ..., q, i = 1, ...,m
zi ≥ 0, i = 1, ...,m
−uil ≤ [ali]Tx ≤ uil, l = 1, ..., q, i = 1, ...,m
x ∈ Rn, y ∈ {0, 1}p
z ∈ Rm, pi ∈ Rq, ui ∈ Rq, i = 1, ...,m
θ ∈ Θ∞∩1(√q).
We denote by (RC2) the partially robust mp-MILP model of (P ) given the uncertainty set
Θ2. Note that (RC2) is, in fact, the partially robust counterpart induced by the larger
uncertainty set Θ∞∩1(√q). For ellipsoidal uncertainty, the price of a partially robust coun-
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terpart of (P ) that is an mp-MILP model, is higher than necessary protection level against
uncertainty in the entries of the constraint matrix A. A feasible solution of (RC2) is, con-
sequently, a feasible solution of (P ) for every realization of parameters from the set Θ2.
Proposition 4.5.1. It holds ΘΓ ⊆ Θ∞∩1(Γ).
Proof. Let θ∗ ∈ ΘΓ, then there is an index set S∗Γ with θ∗l = θNl for all l ∈ K\S∗Γ and
∑
l∈K
|θ
∗
l − θNl
rl
| ≤
∑
l∈S∗Γ
|(θ
N
l + rl)− θNl
rl
| ≤ Γ.
Thus, θ∗ ∈ Θ1(Γ). By definition θ∗ ∈ Θ∞, which completes the proof.
Remark 4.5.1. We observe that (RCΓ) = (RC∞∩1(Γ)) for every θ ∈ Θ∞∩1(Γ), where (RC∞∩1(Γ))
is constructed along the lines of (RC2). Therefore, Problem (RCΓ) may likewise be viewed
as the corresponding partially robust counterpart for all parameters from the uncertainty
set Θ∞∩1(Γ). The relation between ΘΓ and Θ∞∩1(Γ) in R2 is depicted in 4.2.
Figure 4.2.: Uncertainty sets ΘΓ and Θ∞∩1(Γ) as the areas enclosed by the dotted line and
solid line, respectively, for the choice of Γ = 1 and Γ = 2 in R2
4.6. Conclusions
It is computationally expensive to solve the general mp-MILP problem (P ). Considerable
effort may be needed for the solution of mp-LP sub-problems of (P ) when LHS-uncertainty
is present such as discretization of the parameter space, global optimization techniques
or enumerating of all bases and subsequent testing for optimality, and for identifying re-
gions where mp-LP sub-problems are infeasible. Hence, the decomposition algorithm proves
impractical for medium to large-size problems. These issues are readily overcome by the
two-stage method for the approximate solution of general mp-MILP problems. A second
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advantage of the two-stage method is the generation of piecewise affine optimal solution
estimates and of convex critical regions, which significantly simplifies the characterization
of the parameter space. Beneficial of the two-stage method is furthermore the low degree
of conservatism of this approach compared to the conventional worst-case oriented robust
optimization approach in which the robust model is a deterministic mixed integer linear
model.
Beyond the worst-case oriented approach, we also present the partially robust counterpart
problem when the parameters are box constrained but budget parameter regulated, or be-
long to an ellipsoidal uncertainty set. The benefits of the two-stage method motivate to
employ uncertainty set dependent partially robust counterpart formulations in pro-active
scheduling of short-term batch processes ([83, 87, 86]), which is investigated in the next
chapter.
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5.1. Introduction
The area of scheduling of chemical and pharmaceutical processes has received significant
attention in industry and academia with a number of excellent reviews summarizing the key
contributions in this field ([58, 119, 84, 57, 90]).
Scheduling is likely to be subject to uncertainty attributed to endogenous factors such as
varying processing times or production rates, as well as to exogenous factors arising from
variations in the market demand, product prices, or time horizon, etc. A classification of
sources of uncertainty in process operations is found in the work by Pistikopoulos [104]. The
four categories include model-inherent uncertainty related to physical properties, process-
inherent uncertainty, external uncertainty covering the cases of varying demands and costs,
and discrete uncertainty for equipment availability.
The optimal scheduling policy for a chemical process based on nominal data may not be
optimal or even feasible any more once a deviation from the nominal values has occurred.
Pro-active scheduling is motivated by the need to address uncertainty upfront in order to
restrict disruptions and avoid rescheduling in response to disturbances. Provided knowledge
about the probability distribution of the uncertain data is available, stochastic programming
methods are widely used in pro-active scheduling. In this category fall the works of Bonfill
et al. [32], Vin and Ierapetritou [121], and Balasubramanian and Grossmann [9] addressing
demand uncertainty, as well as Bonfill et al. [33], Bonfill et al. [34], and Balasubramanian
and Grossmann [10] addressing operational level related uncertainty such as processing time
variability. Scenario based formulations suffer from an increased problem size with respect
to a growing number of uncertain parameters involved. In the open literature, another
approach to account for the presence of uncertainty in the model is to employ its robust
counterpart formulation. The objective of robust optimization is to identify scheduling
policies that are feasible for all possible realizations of the parameters, or that meet an an-
ticipated level of performance. Robust optimization is readily applicable to various types of
uncertainty, affecting both the coefficients of the objective function as well as the constraints
in the optimization problem. In the work of Lin et al. [87], and Janak et al. [72] a robust
counterpart formulation for mixed integer linear programming models based on bounded
uncertainty and known distribution, respectively, is presented. The robust model is then
applied to short-term batch process scheduling with price, demand and processing time un-
certainty. Comprehensive studies to derive the robust counterpart formulation of continuous
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and mixed integer multi-parametric linear problems for different types of uncertainty sets
have been conducted by Li and Ierapetritou [86], and by Li et al. [81]. The latter work
also investigates combinations of well-studied uncertainty sets such as interval, polyhedral,
and ellipsoidal sets and the applicability of the induced robust model to scheduling of batch
processes.
Multi-parametric programming is a solution method aimed at determining the optimal solu-
tion of a parameter perturbed optimization problem in analytical form ([105]). It expresses
the optimal or a close to optimal solution as a function of all parameters and is found by
exploring the parameter space through suitable strategies. It is a strong tool for optimiza-
tion under uncertainty when the true values of the parameters are known to be available
at the time of decision making [122]. Multi-parametric programming has already found
applications in process scheduling under uncertainty. Ryu et al. [110] and Ryu and Pis-
tikopoulos [111] studied the special class of sequential processes with varying processing
times and equipment availability. They derive a multi-parametric mixed integer linear (mp-
MILP) scheduling problem that exhibits parameter dependent entries of the right-hand side
constraint vector. For the explicit solution of the mp-MILP model, the algorithm by Dua
et al. [43] was employed. In the work of Li and Ierapetritou [83] a framework to identify the
parametric scheduling policy and the region where it is optimal around an initial parame-
ter value was presented. The authors further explore the applicability of multi-parametric
programming in reactive scheduling as an alternative to reduce the response time adjusting
the schedule to rush order or machine breakdown incidents [85].
Here, we present a classification of the various types of uncertainty according to their avail-
ability at the time of decision making in the scheduling process. The combined robust op-
timization and multi-parametric programming approach as described in Chapter 4 is then
employed to generate a pro-active scheduling strategy for short-term batch processes. A
partially robust multi-parametric counterpart problem of the scheduling model is proposed
that also depends on the structure of the uncertainty set. We show that this approach allows
for the treatment of various types of uncertainty in the underlying mathematical model and
remains flexible towards the incorporation of data once their actual values are known.
In the next section, the short-term batch process scheduling formulation, a mixed integer
linear model, contaminated with uncertainty, is introduced. This is followed by investigating
several case studies highlighting the applicability of our approach in pro-active scheduling.
5.2. Scheduling under uncertainty
5.2.1. Scheduling formulation
We consider network-represented short-term scheduling of batch processes. In particular,
a unit specific event based model, which is a continuous time formulation featuring the
concept of event points, is used ([69, 70, 71]). Event points are time related instances,
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assigning starting and finishing times of tasks for each unit. The number of event points
determines the maximum number of tasks that may be performed in each unit within the
time horizon. Binary variables that are introduced into the model indicate the activation
status of a task at a unit at an event point. The objective in scheduling is the maximization of
profit although other criteria such as the minimization of make-span may also be considered.
The deterministic scheduling formulation, based on the work of Ierapetritou and Floudas
[69] reads as follows:
max
xsn,stsn,stis,bijn,tsijn,t
f
ijn,wijn
(
∑
s∈S,n∈N
Psxsn −
∑
s∈S
Csstis)
∑
i∈Ij
wijn ≤ 1 j ∈ J, n ∈ N (5.1)
stsn = stis − xsn −
∑
i∈Is
ρcsi
∑
j∈Ji
bijn s ∈ S, n = 1 (5.2)
stsn = sts(n−1) − xsn −
∑
i∈Is
ρcsi
∑
j∈Ji
bijn
+
∑
i∈Is
ρpsi
∑
j∈Ji
bij(n−1) s ∈ S, n > 1, n ≤ Nmax (5.3)
stsn ≤ STmaxs s ∈ S, n ∈ N (5.4)
V minij wijn ≤ bijn ≤ V maxij wijn i ∈ I, j ∈ Ji, n ∈ N (5.5)∑
n∈N
xsn ≥ Rs s ∈ S (5.6)
tfijn ≥ tsijn + αijwijn + βijbijn i ∈ I, j ∈ Ji, n ∈ N (5.7)
tsij(n+1) ≥ tfijn −H(1− wijn) i ∈ I, j ∈ Ji, n ≥ 1, n < Nmax (5.8)
tsij(n+1) ≥ tfi′jn −H(1− wi′jn) i, i′ ∈ Ij , i 6= i′, j ∈ J, n ≥ 1, n < Nmax (5.9)
tsij(n+1) ≥ tfi′j′n −H(1− wi′j′n) i ∈ Ij , i′ ∈ I ′j , i 6= i′, j, j′ ∈ J, j 6= j′,
n ≥ 1, n < Nmax (5.10)
tsij(n+1) ≥ tsijn, tfij(n+1) ≥ tfijn i ∈ I, j ∈ Ji, n ≥ 1, n < Nmax (5.11)
tsijn ≤ H, tfijn ≤ H i ∈ I, j ∈ Ji, n ∈ N (5.12)
xsn, stsn, stis, bijn, t
s
ijn, t
f
ijn ≥ 0 i ∈ I, j ∈ Ji, n ∈ N (5.13)
wijn ∈ {0, 1} i ∈ I, j ∈ Ji, n ∈ N (5.14)
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where S is the index set for all raw materials, intermediate and final products, I the index
set for all task, and J the index set for all available units. N is the number of event points
chosen. A full nomenclature is provided in Appendix C.1, Table C.1.
In the scheduling formulation, allocation constraints Eq. (5.1) ensure that at any event point
at most one task may be performed in a unit. The model accounts for material balances
of all raw, intermediate and final products consumed and produced by the tasks involved,
which is represented by constraints Eq. (5.2) and Eq. (5.3). Storage restrictions for mate-
rials, as well as capacity limitations to perform a task in a particular unit are enforced by
constraints Eq. (5.4) and Eq. (5.5). Market demands, expressed by constraints Eq. (5.6),
must also to be met. Constraints Eq. (5.7) are duration constraints. Sequencing constraints
enforce that a new task in any unit may only start once all previous ones in that unit have
finished. The constraints Eq. (5.8) address the issue of the same task taking place in the
same unit. The constraints Eq. (5.9) account for different tasks taking place in the same
unit. Furthermore, constraints Eq. (5.10) are production recipe dependent. They account
for different tasks taking place in different units that require to be performed consecutively.
All tasks must have started and finished within the time horizon, modelled by constraints
Eq. (5.11) and Eq. (5.12).
The above scheduling formulation translates into an MILP model. The presence of uncer-
tainty may transform the scheduling problem into the general multi-parametric mp-MILP
problem (P ),
(P )

z(θ) := minx,y((c+Hθ)
Tx+ (d+ Lθ)T y)
s.t. A(θ)x+ E(θ)y ≤ b+ Fθ
x ∈ Rn, y ∈ {0, 1}p
θ ∈ Θ ⊆ Rq .
In (P ), the vector x concatenates all continuous optimization variables from the scheduling
formulation, whereas y represents the binary variables wijn. The parameters are introduced
to model exogenous and endogenous data variability induced by price, demand or operational
level related uncertainty.
5.2.2. Classification of uncertainty
Given the scheduling formulation (P ), we distinguish between parameters that are known
to become available at some future time, i.e. the exact value is revealed, and those that still
remain unknown at the time of decision making. We define
Θ := Θ1 ×Θ2,
where Θ1 represents the set of revealing parameters, and Θ2 represents the set of parameters
with values unknown at the decision stage for which there is a need to immunize against in
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the model.
This classification of uncertain data is relevant for the solution of (P ) and, consequently,
in the construction of the pro-active scheduling policy. Multi-parametric programming is a
powerful tool to account for the presence of uncertainty in mathematical models, provided
that the values of the parameters are known at the time of decision making [122]. Robust
optimization, on the other hand, identifies feasible solutions that are immune to variations
in the data, making it independent of the outcome of the true values. The treatment of
non-revealing parameters from Θ2 clearly benefits from a robust optimization approach,
whereas multi-parametric programming may be a preferred strategy for Θ1.
5.2.3. Two-stage method for general mp-MILP problems
A variety of multi-parametric programming algorithms is available for special classes of
(P ) with right-hand side (RHS) and/or objective function coefficient (OFC) uncertainty
([61, 59, 103, 1, 43, 51, 75, 37, 94]), whereas the presence of LHS-uncertainty in the model
poses a particular challenge for its analytical solution. The optimal solution of (P ) is a
discontinuous piecewise fractional polynomial function with corresponding critical regions,
subsets of the parameter space for which a particular solution remains optimal, not nec-
essarily being convex ([82, 95, 126]). These properties, in combination with the discrete
nature of the problem, make it difficult to explore the parameter space efficiently to identify
the optimal solution of (P ).
For the approximate solution of the general mp-MILP problem (P ), a two-stage method
has been proposed in Chapter 4. Problem (P ) is immunized against LHS-uncertainty, yield-
ing a partially robust mp-MILP counterpart formulation which is then solved with a suitable
multi-parametric programming algorithm. The resulting optimal partially robust solution
exhibits the favourable property of being a piecewise affine function. Following the classifi-
cation of the parameters as described above, two main steps are performed next.
Step 1 - Approximation Stage
By defining Θ := Θ1 ×Θ2, the approximate solution of (P ) is understood to be a function
of θ1 ∈ Θ1 that, at the same time, is a feasible solution for every θ2 ∈ Θ2. Thus, it is the
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optimal solution of the following partially robust counterpart (RC ′) of (P ),
(RC ′)

r(θ1) := minx,y maxθ2∈Θ2((c+H1θ1 +H2θ2)Tx+
(d+ L1θ1 + L2θ2)T y)
s.t. maxθ1∈Θ1([a1i (θ
1)]Tx) + [e1i (θ
1)]T y
+ maxθ2∈Θ2([a2i (θ
2)]Tx+ [e2i (θ
2)]T y − [f2i ]T θ2)
≤ bi + [f1i ]T θ1+, i = 1, ...,m
x ∈ Rn, y ∈ {0, 1}p, θ1 ∈ Θ1
where subscript i denotes the i-th row of a matrix and [·] denotes a column vector. At this
stage, (RC ′) is a multi-parametric min-max problem.
Problem (RC ′) is then transformed into an mp-MILP problem (RC),
(RC)

r(θ1) := minx,y((c
′ +H ′θ1)Tx′ + (d′ + L′θ1)T y′)
s.t. A′x′ + E′(θ1)y′ ≤ b′ + F ′θ1
x′ ∈ Rn, y′ ∈ {0, 1}p
θ1 ∈ Θ1,
where the apostrophe indicates that (RC) differs from the original problem (P ), involving
transformed constraints and possibly auxiliary variables. The partially robust counterpart
problem (RC) is constructed to be an mp-MILP problem with OFC-uncertainty, RHS-
uncertainty, and uncertainty affecting entries of the constraints that are affiliated with the
binary variables only. In the construction of (RC), the uncertainty sets Θ1 and Θ2 play
a key role. We allow the uncertainty sets to be either box constrained, budget parameter
regulated box constrained, or ellipsoidal. The mathematical formulation of the uncertainty
set dependent partially robust model (RC) is derived in Section 4.5. Here, we allow combi-
nations of any of the standard uncertainty sets for Θ1 and Θ2.
Step 2 - Optimization Stage
In Section 2.2, Table 2.1, we give the steps of a decomposition algorithm suitable for the
solution of mp-MILP problems of type (P ) when the constraint matrix A is independent
of θ. The partially robust scheduling formulation (RC) is then solved by this algorithmic
procedure.
Note that for the solution of (RC) the initial feasible set of parameters is divided into closed
polyhedral convex critical regions. Each region may contain several candidate solutions,
each associated with different realizations of integer variables. These are all stored, defining
the envelope of parametric profiles. For every parameter point, the approximate policy is
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identified through function evaluation of the corresponding objective values, selecting the
one with the best performance index.
The flowchart of the procedure is given in Figure 5.1. In the next section, we present
the suitability of the proposed method as a pro-active scheduling strategy.
5.3. Pro-active short-term scheduling of batch processes
Case studies to illustrate the potential and characteristics of the combined robust optimiza-
tion and multi-parametric programming approach are taken from Ierapetritou and Floudas
[69] and Wu and Ierapetritou [130]. They are altered to include data variability at the op-
timization stage. Example 1 involves a scheduling problem of small size, whereas Examples
2 - 4 are medium size scheduling problems and Example 5 presents a larger sized instance.
Examples 1 - 3 feature price and demand variability. Additionally, Example 1 is affected by
processing time uncertainty, Example 2 by conversion rate uncertainty, and Example 3 by
time horizon uncertainty. Examples 4 and 5 are used to demonstrate that the approach is
able to cope with a larger pool of parameters affecting prices, demands, storage capacities
and operational level related data.
For each example, different uncertainty sets describing the parameter range are studied.
We assume box constrained uncertainty sets for Examples 1, 3 and 5, box constrained and
budget parameter regulated box constrained uncertainty sets for Example 2, and box con-
strained and ellipsoidal uncertainty sets for Example 4. In addition, we monitor the impact
on the conservatism of the pro-active scheduling policies that may arise if parameters from
an uncertainty set are expected to become available or, on the other hand, are unknown the
decision stage.
We emphasize the main aspects in the construction of the partially robust scheduling model
for each case study performed. For the parametrized scheduling policies, the characteriza-
tion of the critical regions and the achieved profit is given and, as appropriate, depicted.
The pro-actively generated policies are then evaluated at a fixed feasible parameter point
and their properties are discussed. As a reference, the optimal scheduling policy for the
nominal problem is also provided.
5.3.1. Processing time uncertainty
Example 1. A production process, with a corresponding STN-representation shown in
Figure 5.2, consists of three tasks that take place in three separate units. The final product
S3 and its purified version, S4, are sold off to the market. The relevant data for Example
1 are presented in Table 5.1 and Table 5.2. We assume price, demand, and processing time
uncertainty for the mixing task inflicted by two parameters. The unit specific event based
scheduling model features 5 event points over a time horizon of 12 hours.
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Figure 5.1.: Steps of the proposed method for the approximate solution of the general mp-
MILP problem (P )
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Case A. The parameters are box constrained, belonging to the following uncertainty set
Θ1∞ := {θ ∈ R2| − 0.75 ≤ θ1 ≤ 0.75, −0.5 ≤ θ2 ≤ 0.5}.
For the nominal value, θN = (0, 0)T , the Gantt-chart of the optimal scheduling policy is given
in Figure 5.3. In the Gantt-chart, the intervals represent the duration a unit is engaged.
Each interval is labelled with the task that is performed and also depicts the batch size that
is processed by it in the corresponding unit. The overall profit of the nominal problem is
74.88, selling 48.1 and 55 units of S3 and S4, respectively, to the market.
Price variability introduces OFC-uncertainty, whereas demand variability introduces RHS-
uncertainty into the scheduling formulation. Processing time variability introduces LHS-
uncertainty in the model. Employing the two-stage method for the approximate solution
of Example 1, the partially robust model enforces feasibility of the scheduling strategy for
all scenarios of the processing time of the mixing tasks, and, in particular, for the variable
processing time per batch size processed by the task only. The corresponding partially
robust duration constraints induced by Θ1∞ read as follows
tfmix,U1,n ≥ tsmix,U1,n +
2
3
(4.5 + θ2)wmix,U1,n +
2
300
5bmix,U1,n, n = 1, ..., 5.
The demand for the final product S4 is given by
5∑
n=1
xS4,n ≥ 55− 20θ1.
The critical regions as obtained with the two-stage method are given in Figure 5.4. In all
but one region a single solution is stored, which is the approximate scheduling policy. In
region CR2, two solutions are stored. The anticipated profit is given in Table 5.3.
We consider the parameter point θ∗ = (0.75,−0.5)T ∈ Θ1∞ which belongs to the region CR2.
The Gantt-chart for the two profiles stored in CR2 as obtained by the two-stage method
are given in Figure 5.5 and Figure 5.6, respectively. Although both are feasible policies by
construction, the policy associated with the second profile is the optimal partially robust
scheduling policy. It yields z2 = 128.6, delivering 40.8 units of S3 and 66.7 units of S4 to
the market, compared to an anticipated profit z1 = 116 from selling 59.9 and 50 units of
S3 and S4, respectively, for the first profile. The higher profit makes the second profile the
propagated approximate schedule for θ∗. Note that the optimal scheduling policy for the
nominal value of the parameters violates the duration constraints for the mixing task at this
point.
Case B. Assume that the processing times will not be available at the time of decision
making. They belong to the class of non-revealing parameters. The uncertainty sets are
given by
Θ1∞ := {θ1 ∈ R| − 0.75 ≤ θ1 ≤ 0.75}
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Figure 5.2.: STN Representation of Example 1
and
Θ2∞ := {θ2 ∈ R| − 0.5 ≤ θ2 ≤ 0.5}.
The robustified duration constraints embedded in the partially robust model are
tfmix,U1,n ≥ tsmix,U1,n +
2
3
5wmix,U1,n +
2
300
5bmix,U1,n, n = 1, ..., 5.
The approximate scheduling policy is now independent of θ2. The envelope of profits ob-
tained with the two-stage method is given in Table 5.4. Note that the corresponding ap-
proximate scheduling policy is feasible for the case that θ2 is known to be available at the
time of decision making. The critical regions and the envelope of profits are depicted in
Figure 5.7. The partially robust model with respect to Case B is more conservative than for
Case A for every parameter realization. For example, at the point θ∗ = (0.75,−0.5)T the
optimal partially robust profit is z2 = 103.8, selling 23.2 units of S3 and 58.4 units of S4,
associated with the second profile stored in region CR2. The Gantt-chart of the approxi-
mate scheduling policy at this point is given in Figure 5.8.
Case C. Assume that none of the parameters becomes available at the time of decision
making i.e.
Θ2∞ := {θ ∈ R2| − 0.75 ≤ θ1 ≤ 0.75, −0.5 ≤ θ2 ≤ 0.5}.
The partially robust model induced by Θ2∞ reduces to a deterministic problem comprising
of the worst case scenarios with respect to the duration constraints of the mixing task and
the demand of product S4,
tfmix,U1,n ≥ tsmix,U1,n +
2
3
5wmix,U1,n +
2
300
5bmix,U1,n, n = 1, ..., 5
and
5∑
n=1
xS4,n ≥ 70,
respectively. In the worst case, the price for S4, PS4, is zero. The robust counterpart
formulation of Example 1 given the uncertainty set Θ2∞ is infeasible.
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Unit Capacity Task Processing Time τij
U1 100 Mixing 4.5 + θ2
U2 75 Reaction 3
U3 50 Separation 1.5
Table 5.1.: Data for Example 1
State Storage Capacity Initial Amount Initial Cost Price Demand
S1 - - 0 0 0
S2 100 0 0 0 0
S3 100 0 0 0.7 0
S4 - 0 0 0.75 + θ1 55− 20θ1
Table 5.2.: Data for Example 1
Figure 5.3.: Gantt-chart for Example 1 at nominal value θN = (0, 0)T
Figure 5.4.: Critical regions and envelope of profits with two-stage method - Example 1,
Case A
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Critical Region Envelope of Profits
CR1
{−θ1 + 0.4θ2 ≤ 0.38, θ1 ≤ 0.05, −20θ21 + 56θ1 − 19θ2 + 69.7−0.5 ≤ θ2 ≤ 0.5}
CR2 {0.25 ≤ θ1 ≤ 0.75,−0.5 ≤ θ2 ≤ 0.5} z
1 = 50θ1 − 16θ2 + 71.4
z2 = −8.3θ1θ2 + 62.5θ1 − 18.5θ2 + 69.3
CR3 {0.05 ≤ θ1 ≤ 0.25,−0.5 ≤ θ2 ≤ 0.5} −8.3θ1θ2 + 62.5θ1 − 18.5θ2 + 69.3
CR4
{−θ1 + 0.79θ2 ≤ 0.66, θ1 − 0.9θ2 ≤ −0.46, −20θ21 + 60.2θ1 − 16θ2 + 54.6−0.75 ≤ θ1, θ2 ≤ 0.5, θ1 − 0.4θ2 ≤ −0.37}
CR5
{−θ1 ≤ 0.89θ2 ≤ 0.46,−0.75 ≤ θ1, −20θ21 + 60.2θ1 − 16θ2 + 54.6θ1 − 0.4θ2 ≤ −0.3,−0.5 ≤ θ2}
Table 5.3.: Envelope of profits with two-stage method - Example 1, Case A
Figure 5.5.: Gantt-chart for Example 1, Case A, with two-stage method at θ∗ =
(0.75,−0.5)T ∈ CR2 with respect to the second profile stored in the envelope
which is the approximate scheduling policy at this realization
Figure 5.6.: Gantt-chart for Example 1, Case A, with two-stage method at θ∗ =
(0.75,−0.5)T ∈ CR2 with respect to the first profile stored in the envelope
79
5.3. Pro-active short-term scheduling of batch processes
Critical Region Envelope of Profits
CR1 {−0.17 ≤ θ1 ≤ 0.05,−0.5 ≤ θ2 ≤ 0.5} −20θ21 + 56θ1 + 60.2
CR2 {0.25 ≤ θ1 ≤ 0.75,−0.5 ≤ θ2 ≤ 0.5} z
1 = 50θ1 + 63.4
z2 = 58.4θ1 + 60
CR3 {0.05 ≤ θ1 ≤ 0.25,−0.5 ≤ θ2 ≤ 0.5} 58.4θ1 + 60
CR4 {−0.26 ≤ θ1 ≤ −0.17,−0.5 ≤ θ2 ≤ 0.5} −20θ21 + 60.2θ1 + 46.6
Table 5.4.: Envelope of profits with two-stage method - Example 1, Case B
Figure 5.7.: Critical regions and envelope of profits with two-stage method - Example 1,
Case B
Figure 5.8.: Gantt-chart for Example 1, Case B, with two-stage method at θ∗ =
(0.75,−0.5)T ∈ CR2 with respect to the second profile stored in the envelope
which is the approximate scheduling policy at this realization
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5.3.2. Conversion rate uncertainty
Example 2. The process involves the production of two final products and several inter-
mediate products as depicted in the STN-representation, Figure 5.9. The reaction tasks
denoted as R1, R2 and R3, respectively, take place in one of two units, U1 and U2. Units
U3 and U4 are suitable for the heating and the separation task, respectively. The data
for Example 2 is given in Table 5.5 and Table 5.6. The prices and the demands of the
final products S8 and S9 vary. There is uncertainty in the production rates of S8 and the
intermediate product S7 as follows,
ρpNS7,R3 = 0.9, ρ
pR
S7,R3 = 0.1
and
ρpNS8,R2 = 0.35, ρ
pR
S8,R2 = 0.05
where the superscripts N and R denote the nominal value and the range of the rates, re-
spectively. Uncertain production rates apply to all tasks that are involved in putting out
S7 and S8, respectively, in any suitable unit.
While price and demand uncertainty are box constrained, the conversion rate uncertainty
is modelled to belong to the uncertainty set with an adjustable degree of conservatism of
the solution tuned by a budget parameter. Moreover, as conversion rate uncertainty affect
the entries of the constraint matrix only, without loss of generality, they can be classified
as non-revealing parameters. We introduce the parameters θS7,l, l = 1, 2, associated with
production of S7, to model uncertain conversion rate for reaction R3 in units U1 and U2,
respectively. Analogously, θS8,l, l = 1, 2, associated with production of S8, to model uncer-
tain conversion rates for reaction R2 in units U1 and U2, respectively, are introduced.
The uncertainty sets are thus given by Θ1∞,
Θ1∞ := {θ ∈ R2|0 ≤ θl ≤ 1, l = 1, 2},
which accounts for price and demand variability in the model, as well the sets Θ2ΓS7 ,
Θ2ΓS7 := {θS7 ∈ R2|∃SΓS7 ⊆ {1, 2} : 0.8 ≤ θS7,l ≤ 1 ∀l ∈ SΓS7 , θS7,l = 0.9 ∀l ∈ {1, 2}\SΓS7},
and Θ2ΓS8
Θ2ΓS8 = {θS8 ∈ R2|∃SΓS8 ⊆ {1, 2} : 0.3 ≤ θS8,l ≤ 0.4 ∀l ∈ SΓS8 , θS8,l = 0.35 ∀l ∈ {1, 2}\SΓS8}
with ΓS7,ΓS8 ∈ {0, 1, 2}, reflecting the uncertain production rates. For task S7 and task
S8, respectively, a budget parameter Γs is introduced. The choice of the budget parameters
regulates how deviation of the production rates from the nominal value is supported. For
Γs = 0, the nominal production rates are attained. For Γs = 1, deviation from the nominal
value in at most one of the two units is assumed, whereas for Γs = 2, the production rates in
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both units are expected to vary. The set SΓs ⊆ {1, 2} denotes the index set with cardinality
Γs, i.e. |SΓs | = Γs.
Conversion rate uncertainty affects the constraints accounting for material balances
stsn = stis − xsn −
∑
i∈Is ρ
c
si
∑
j∈Ji bijn, s ∈ S, n = 1
stsn = sts(n−1) − xsn −
∑
i∈Is ρ
c
si
∑
j∈Ji bijn
+
∑
i∈Is ρ
p
si
∑
j∈Ji bij(n−1), s ∈ S, 2 ≤ n ≤ Nmax.
(5.15)
Eq. (5.15) is a recursive formula and it may be written as
stsn = stis − xsn −
∑
i∈Is ρ
c
si
∑
j∈Ji bijn, s ∈ S, n = 1
stsn = stis − xs1 −
∑
i∈Is ρ
c
si
∑
j∈Ji bij1
+
∑
2≤n′≤n(−xsn′ −
∑
i∈Is ρ
c
si
∑
j∈Ji bijn′ +
∑
i∈Is ρ
p
si
∑
j∈Ji bij(n′−1)),
s ∈ S, 2 ≤ n ≤ Nmax.
In the following, we will substitute the optimization variable stsn in the scheduling formula-
tion. It comprises of the amount of a state being produced, deducted by the amounts being
consumed by any task or sold off to the market up to the point in time associated with
event point n. The amount of any state must not exceed the maximum storage capacity,
Eq. (5.4) and, naturally, be non-negative, Eq. (5.13).
To derive the partially robust scheduling formulation, for every triplet snn′ with s ∈ S ,
2 ≤ n ≤ Nmax, 2 ≤ n′ ≤ n, two budget parameters ΓAsn(n′−1) and ΓBsn(n′−1) are introduced.
The partially robust storage constraints induced by the sets Θ2ΓS7 and Θ
2
ΓS8
read as follows
stis − xsn −
∑
i∈Is ρ
c
si
∑
j∈Ji bijn ≤ STmaxs , s ∈ {S7, S8}, n = 1
stis − xs1 −
∑
i∈Is ρ
c
si
∑
j∈Ji bij1
+
∑
2≤n′≤n(−xsn′ −
∑
i∈Is ρ
c
si
∑
j∈Ji bijn′ +
∑
i∈Is ρ
pN
si
∑
j∈Ji bij(n′−1)
+ΓAsn(n′−1)z
A
sn(n′−1) +
∑
i∈Is
∑
j∈Ji p
A
sn(n′−1)ij) ≤ STmaxs ,
s ∈ {S7, S8}, 2 ≤ n ≤ Nmax
zAsn(n′−1) + p
A
sn(n′−1)ij ≥ ρpRsi bij(n′−1),
s ∈ {S7, S8}, 2 ≤ n ≤ Nmax, 2 ≤ n′ ≤ n, i ∈ Is, j ∈ Ji
zAsn(n′−1) ≥ 0, pAsn(n′−1)ij ≥ 0,
s ∈ {S7, S8}, 2 ≤ n ≤ Nmax, 2 ≤ n′ ≤ n, i ∈ Is, j ∈ Ji
(5.16)
with zAsn(n′−1) and p
A
sn(n′−1)ij being auxiliary optimization variables. The steps to derive
the partially robust model for budget parameter regulated uncertainty are given in detail in
Section 4.5.
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In a similar way, the robustified non-negativity constraints are formulated as
stis − xsn −
∑
i∈Is ρ
c
si
∑
j∈Ji bijn ≥ 0, s ∈ {S7, S8}, n = 1
stis − xs1 −
∑
i∈Is ρ
c
si
∑
j∈Ji bij1
+
∑
2≤n′≤n(−xsn′ −
∑
i∈Is ρ
c
si
∑
j∈Ji bijn′ +
∑
i∈Is ρ
pN
si
∑
j∈Ji bij(n′−1)
−ΓBsn(n′−1)zBsn(n′−1) −
∑
i∈Is
∑
j∈Ji p
B
sn(n′−1)ij) ≥ 0,
s ∈ {S7, S8}, 2 ≤ n ≤ Nmax
zBsn(n′−1) + p
B
sn(n′−1)ij ≥ ρpRsi bij(n′−1),
s ∈ {S7, S8}, 2 ≤ n ≤ Nmax, 2 ≤ n′ ≤ n, i ∈ Is, j ∈ Ji
zBsn(n′−1) ≥ 0, pBsn(n′−1)ij ≥ 0,
s ∈ {S7, S8}, 2 ≤ n ≤ Nmax, 2 ≤ n′ ≤ n, i ∈ Is, j ∈ Ji.
(5.17)
Note that uncertain coefficients of the constraint matrix introduced by conversion rate un-
certainty are not independent. Nevertheless, a meaningful partially robust scheduling model
is derived if multiple budget parameters per row are introduced as above, accounting for
conversion rate uncertainty associated with different event points. To ensure consistency
between different constraints of the same type for all event points, a sensible choice of the
budget parameter is necessary. This is satisfied by setting
ΓAsn(n′−1) = Γ
A
sn¯(n′−1), n 6= n¯
and
ΓBsn(n′−1) = Γ
B
sn¯(n′−1), n 6= n¯.
Furthermore, the budget parameters introduced into the storage constraints and the budget
parameters introduced into the non-negativity constraint need to have the same value, i.e.
ΓAsn(n′−1) = Γ
B
sn(n′−1), s ∈ {S7, S8}, 2 ≤ n ≤ Nmax, 2 ≤ n′ ≤ n.
Remark 5.3.1. If several tasks are involved in processing a state, then the partially robust
storage and non-negativity constraints Eq. (5.16) and Eq. (5.17), respectively, support the
deviation of a certain number of productions rates, encompassing the rates for all task
in all suitable units, from the nominal value. For a more rigorous scheme, i. e. uncertain
production rates for individual tasks are budget parameter regulated, the budget parameters
ΓA,Bsn(n′−1)i for every i ∈ Is are introduced instead. Auxiliary variables and the constraints
require to be altered accordingly. In our example, products S7 and S8 are put out by a
single task each, a distinction as above is therefore not relevant.
Budget parameter regulated uncertainty for consumption rates is modelled analogously.
The continuous time scheduling formulation of Example 2 features a choice of 5 event
points over a time horizon of 8 hours.
Case A. We assume that at most one of the production rates in U1 and U2 is likely to
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change from the nominal value. This is enforced by setting
ΓAsn(n′−1) = Γ
B
sn(n′−1) = 1, s ∈ {S7, S8}, 2 ≤ n ≤ 5, 2 ≤ n′ ≤ n
in the corresponding constraints Eq. (5.16) and Eq. (5.17). The partially robust scheduling
formulation depends on θ1 and θ2 only. Seven critical regions are identified. The partition
of the θ1 − θ2 space along with the profit is depicted in Figure 5.10 and given in Appendix
C.2, Table C.2.
Case B. Setting
ΓAsn(n′−1) = Γ
B
sn(n′−1) = 2, s ∈ {S7, S8}, 2 ≤ n ≤ 5, 2 ≤ n′ ≤ n
resembles the worst-case with respect to production rates in the partially robust model. As
expected, its optimal solution is more conservative than that for Case A and an overall lower
profit is achieved, see Figure 5.11. The critical regions with respect to Θ1∞ and the partially
robust profit are presented in Appendix C.2, Table C.3.
Cases C, D and E. If no deviation from the nominal values of the production rates is
supported, Case C, this is modelled by setting ΓA,BS7,S8 = 0. In Case D, we assume that at
most one of the production rates processing S7 but both of the rates for S8 are likely to
change from the nominal value. The corresponding partially robust model requires a choice
of ΓA,BS7 = 1 and Γ
A,B
S8 = 2 for the budget parameters. In Case E, the reverse scenario is
considered. Thus, ΓA,BS7 = 2 and Γ
A,B
S8 = 1 is used. The critical regions of the partially
robust scheduling models along with the corresponding profits as obtained with the two-
stage method for the Cases C, D, and E of Example 2 are given in Figure C.1, Figure C.2
and Figure C.3, respectively, in Appendix C.2.
Case F. Finally, we consider the worst case scenario of Example 2 with respect to the given
uncertainty sets Θ1∞,Θ2ΓS7 , and Θ
2
ΓS8
. All production rates are then likely to change from
the nominal value, which is accounted for by setting ΓA,BS7,S8 = 2 in the robustified constraints
Eq. (5.16) and Eq. (5.17). The demand constraints for products S8 and S9 that are most
difficult to maintain are given by
5∑
n=1
xS8,n ≥ 50,
5∑
n=1
xS9,n ≥ 60.
which is attained at the point θ = (0, 0)T ∈ Θ1∞. The prices for S8 and S9 are excepted
to be at their lowest attainable values, PS8 = 10 and PS9 = 15, respectively. The same
result is achieved if demand and price related parameters are treated as non-revealing. For
the worst-case scenario, the robust counterpart is a deterministic problem, yielding a profit
of z = 615.3. Note that the profit is a valid constant lower bound on the profits of the
approximate solutions obtained in Cases A - E, see Figure 5.10, Figure 5.11 and Figure C.1
- Figure C.3 in Appendix C.2.
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In Appendix C.2, we compare the schedules for the point θ∗ = (0.5, 0.5)T ∈ Θ1∞, θ∗S7 =
(0.9, 0.9)T ∈ Θ2ΓS7 , and θ∗S8 = (0.35, 0.35)T ∈ Θ2ΓS8 which corresponds to the nominal value
of the parameters involved. Figure C.4 - Figure C.9 provide the propagated approximate
scheduling policies for Example 2, Cases A - F, as obtained with the two-stage method. With
exception of Case F, the schedules are obtained from function evaluation of the parametric
profiles with respect to θ∗. It holds θ∗ ∈ CR4 for Case A, θ∗ ∈ CR2 for Case B, θ∗ ∈ CR1
for Case C, θ∗ ∈ CR3 for Case D, and θ∗ ∈ CR2 for Case E. Note that the schedule for Case
C at θ∗ represents the optimal policy for the nominal scheduling problem.
Figure 5.9.: STN Representation of Examples 2, 3 and 4 showing nominal conversion rates
Unit Capacity Task Processing Time τij
U1 50 R1, R2, R3 2, 2, 1 (3 + θ5, 2, 1)
U2 80 R1, R2, R3 2, 2, 1
U3 100 Heating 1
U4 200 Separation 2
Table 5.5.: Data for Examples 2, 3 and 4
5.3.3. Time horizon uncertainty
Example 3. The same production process as in Example 2 with price and demand un-
certainty is considered. Production rates for S7 and S8 do not deviate from their nominal
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State Storage Capacity Initial
Amount
Initial Cost Price Demand
S1 - - 5 (10− 5θ1) 0 0
S2 100 0 0 0 0
S3 - - 5 0 0
S4 - - 5 0 0
S5 150 0 0 0 0
S6 200 (120 + 50θ3) 0 0 0 0
S7 200 (200 + 50θ4) 0 0 0 0
S8 - 0 0 10 + 10θ1
(10 + 5θ1)
50− 40θ1
S9 - 0 0 15 + 5θ2 60− 20θ2
(50 + θ2)
Table 5.6.: Data for Examples 2, 3 and 4
Figure 5.10.: Critical regions and profit with two-stage method - Example 2, Case A
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Figure 5.11.: Critical regions and profit with two-stage method - Example 2, Case B
values. However, the time horizon H for the production span is uncertain, but is expected
to be known at the time of decision making. It is described by
H = 8 + 2θ3, 0 ≤ θ3 ≤ 1.
We use 5 event points for the continuous time scheduling formulation.
Case A. The uncertainty set for Example 3 is given by
Θ1∞ := {θ ∈ R3|0 ≤ θl ≤ 1, l = 1, 2, 3}.
Note that price, demand and time horizon variability as above introduce OFC- and RHS-
uncertainty, and LHS-uncertainty affecting the entries of the constraint matrix associated
with binary variables only into the scheduling model. We define the index sets I and J ,
I := {R1, R2, R3, Heat, Sep}, J := {U1, U2, U3, U4},
for each task the set Ji of units suitable for processing task i as
JR1,R2,R3 := {U1, U1}, JHeat := U3, JSep := U4,
and for each unit the set Ij of all tasks performable in unit j as
IU1,U2 := {R1, R2, R3}, IU3 := Heat, IU4 := Sep.
Time horizon uncertainty occurs in sequencing constraints for the same task taking place in
the same unit,
tsij(n+1) ≥ tfijn − (8 + 2θ3)(1− wijn), i ∈ I, j ∈ Ji, n = 1, ..., 4,
87
5.3. Pro-active short-term scheduling of batch processes
different tasks taking place in the same unit,
tsij(n+1) ≥ tfi′jn − (8 + 2θ3)(1− wi′jn), i, i′ ∈ Ij , i 6= i′, j ∈ J, n = 1, ..., 4,
and in constraints according to the process specific production recipe for successive tasks,
tsij(n+1) ≥ tfi′j′n − (8 + 2θ3)(1− wi′j′n) i = R2, i′ = Heat, j ∈ Ji, j′ ∈ Ji′ , n = 1, ..., 4
tsij(n+1) ≥ tfi′j′n − (8 + 2θ3)(1− wi′j′n) i = R2, i′ = R1, j ∈ Ji, j′ ∈ Ji′ , j 6= j′, n = 1, ..., 4
tsij(n+1) ≥ tfi′j′n − (8 + 2θ3)(1− wi′j′n) i = R3, i′ = R2, j ∈ Ji, j′ ∈ Ji′ , j 6= j′, n = 1, ..., 4
tsij(n+1) ≥ tfi′j′n − (8 + 2θ3)(1− wi′j′n) i = Sep, i′ = R3, j ∈ Ji, j′ ∈ Ji′ , n = 1, ..., 4.
RHS-uncertainty, present in the demand constraints for products S8 and S9,
5∑
n=1
xS8,n ≥ 50− 40θ1,
5∑
n=1
xS9,n ≥ 60− 20θ2,
additionally appears in the time limitations,
tsijn ≤ 8 + 2θ3, tfijn ≤ 8 + 2θ3, i ∈ I, j ∈ Ji, n = 1, ..., 5.
The perturbed scheduling model is in agreement with its partially robust counterpart for-
mulation. In this case, the two-stage method finds the optimal scheduling strategy. A total
of 11 critical regions is identified for which a selection along with the corresponding optimal
profit is given in Appendix C.2, Table C.4. The Gantt-chart depicting the scheduling policy
for the parameter realization θ∗ = (0.5, 0.5, 0.5)T ∈ CR2, which is the nominal value with
respect to Θ1∞, is given in Figure 5.12.
Case B. We consider the case that θ2 = 0, fixing the price and demand of final product S9.
The uncertainty set reduces to
Θ1∞ := {θ ∈ R3|0 ≤ θl ≤ 1, l ∈ {1, 3}, θ2 = 0}.
Thus, the optimal scheduling policy depends on θ1 and θ3 only. The partition of the pa-
rameter space into 13 critical regions and the optimal profit as obtained with the two-stage
method is depicted in Figure 5.14, and a selection of the regions is given in Appendix
C.2, Table C.5. The Gantt-chart of the identified policy for the parameter realization
θ∗ = (0.5, 0, 0.5)T ∈ CR4 ⊆ Θ1∞ is given in Figure 5.13.
5.3.4. Multiple sources of uncertainty
Example 4. We consider the same process as in Example 2. The data for Example 4 is
given in Table 5.5 and Table 5.6 where, if it differs from the data of Example 2, it is given
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Figure 5.12.: Gantt-chart for Example 3, Case A, with two-stage method at θ∗ =
(0.5, 0.5, 0.5)T ∈ CR2
Figure 5.13.: Gantt-chart for Example 3, Case B, with two-stage method at θ∗ =
(0.5, 0, 0.5)T ∈ CR4
Figure 5.14.: Critical regions and profit with two-stage method - Example 3, Case B, where
θ2 = 0
89
5.3. Pro-active short-term scheduling of batch processes
in brackets. There are several parameters affecting prices, demands, storage capacities and
processing times of various states and tasks that are known to be available at the time of
decision making. They are contained in the set Θ1∞,
Θ1∞ := {θ ∈ R5| − 1 ≤ θl ≤ 1, l = 1, ..., 5}.
In addition, conversion rate uncertainty for the production of intermediate product S7 in the
units U1 and U2 occurs. It is measurable, but known to belong to an ellipsoidal uncertainty
set. The nominal value and the range of the production rate uncertainty is given by
ρpNS7,R3 = 0.9, ρ
pR
S7,R3 = 0.1.
Let θS7,1 and θS7,2 denote the parameters accounting for production rate uncertainty for
S7 in unit U1 and unit U2, respectively. Production rate uncertainty introduces LHS-
uncertainty into the model. Hence, it may likewise be regarded as non-revealing uncertainty.
The corresponding uncertainty set is then given by
Θ22 := {θS7 ∈ R2|γl :=
θS7,l − ρpNS7,R3
ρpRS7,R3
, l = 1, 2, ||γ||2 ≤ 1}. (5.18)
The continuous time scheduling formulation features 5 event points over a time horizon of
8 hours.
Case A. To apply the proposed method to Example 4, the ellipsoidal uncertainty set Θ22 is
embedded into the polyhedral convex set Θ2∞∩1(√2),
Θ2∞∩1(√2) := {θS7 ∈ R2|γl :=
θS7,l − ρpNS7
ρpRS7
, l = 1, 2, ||γ||1 ≤
√
2, ||γ||∞ ≤ 1}.
This step is necessary to derive a linear partially robust model of type (RC2), see Section 4.5.
The partially robust storage constraints and the corresponding non-negativity constraints
associated with product S7 with respect to Θ2∞∩1(√2) follow the lines of Eq. (5.16) and
Eq. (5.17) with the choice of
ΓAsn(n′−1) = Γ
B
sn(n′−1) =
√
2, s = S7, 2 ≤ n ≤ 5, 2 ≤ n′ ≤ n.
The right-hand side vector of Eq. (5.16) additionally depends on θ4 accounting for uncer-
tainty in the storage capacity for S7. The partially robust storage constraints for product
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S7 are given by
stiS7 − xS7,1 − bSep,U4,1 ≤ 200 + 50θ4
stiS7 − xS7,1 − bSep,U4,1
+
∑
2≤n′≤n(−xS7,n′ − bSep,U4,n′ + 0.9
∑
j∈{U1,U2} bR3,j(n′−1)
+
√
2zAS7,n(n′−1) +
∑
j∈{U1,U2} p
A
S7,n(n′−1),R3,j) ≤ 200 + 50θ4,
2 ≤ n ≤ 5
zAS7,n(n′−1) + p
A
S7n(n′−1),R3,j ≥ 0.1bR3,j(n′−1),
2 ≤ n ≤ 5, 2 ≤ n′ ≤ n, j ∈ {U1, U2}
zAS7,n(n′−1) ≥ 0, pAS7,n(n′−1),R3,j ≥ 0,
2 ≤ n ≤ 5, 2 ≤ n′ ≤ n, j ∈ {U1, U2}.
The partially robust duration constraints with respect to Θ1∞ are given by,
tfR1,U1,n ≥ tsmix,U1,n +
2
3
(3 + θ5)wR1,U1,n +
2
150
4bR1,U1,n, n ≤ 5.
Solving Example 4 with five revealing and two non-revealing parameters, the two-stage
method identifies 31 critical regions with a maximum of 3 profiles stored in the envelope for
any of the regions. The partially robust model is infeasible for part of the initial feasible
set. A selection of the critical regions and the corresponding profits is given in Appendix
C.2, Table C.6.
Case B. In contrast to Case A, the uncertainty set Θ2 is now approximated by the box
constrained uncertainty set Θ2∞,
Θ2∞ := {θS7 ∈ R2|γl :=
θS7,l − ρpNS7
ρpRS7
, l = 1, 2, ||γ||∞ ≤ 1}.
Note that Θ2∞ = Θ2∞∩1(2), as described in Section 4.5, in this case. Hence, the partially
robust model can be constructed using Eq. (5.16) and Eq. (5.17) with
ΓAsn(n′−1) = Γ
B
sn(n′−1) = 2, s = S7, 2 ≤ n ≤ 5, 2 ≤ n′ ≤ n.
The two-stage method for Case B yields 34 critical regions with a multiplicity of 3.
As the set Θ∞ is less tight than Θ∞∩1(√2) to enclose Θ2, the approximate scheduling policy
for Case B is expected to be more conservative than that for Case A. For example, at the
parameter point θ∗ = (0, 0, 0, 0, 0)T ∈ Θ1∞, the overall profit for Case B is z = 357.9, whereas
for Case A it is z = 379.1. The approximate scheduling policies for Case A and Case B at
θ∗ are given in Figure 5.15 and Figure 5.16, respectively.
The optimal policy for the nominal values, i.e. θN = (0, 0, 0, 0, 0)T ∈ Θ1∞ and θNS7 =
(0.9, 0.9)T ∈ Θ22, is depicted in Figure 5.17. Here, the overall profit exceeds that for Case A
and Case B at θ∗ which illustrates well the price for robustness in the proposed pro-active
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scheduling approach.
Case C. We consider the case that the true values of the parameters θi′ , i
′ = 1, ..., 5 are not
known to be available at the time of decision making. They belong the set Θ2∞ with
Θ2∞ := {θ ∈ R5| − 1 ≤ θl ≤ 1, l = 1, ..., 5}. (5.19)
Furthermore, we assume that the production rates for S7 in U1 and U2, respectively, are
attained at the nominal values, i.e. θS7,1 = θS7,2 = ρ
N
S7,R3. The partially robust scheduling
model induced by Θ2∞ is then a deterministic problem. It is infeasible.
It immediately follows that the partially robust model with respect to the box constrained
uncertainty set Θ2∞, Eq. (5.19), and the ellipsoidal uncertainty set Θ22, Eq. (5.18), for the
production rates is also infeasible. Note that as no multi-parametric solver is required for
the solution of the deterministic partially robust model with respect to the latter sets Θ2∞
and Θ22, it is not necessary to priorly embed Θ
2
2, Eq. (5.18), into a polyhedral convex set,
yielding a nonlinear robust counterpart problem ([23, 81]).
Figure 5.15.: Gantt-chart for Example 4, Case A, with two-stage method at θ∗ =
(0, 0, 0, 0, 0)T ∈ CR4
Figure 5.16.: Gantt-chart for Example 4, Case B, with two-stage method at θ∗ =
(0, 0, 0, 0, 0)T ∈ CR4
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Figure 5.17.: Gantt-chart for Example 4 at nominal values θN = (0, 0, 0, 0, 0)T and θNS7 =
(0.9, 0.9)T
Example 5. This example is taken and altered from Wu and Ierapetritou [130]. The
process consists of eight tasks to produce four final products from three feeds. There are
nine intermediate products involved. The STN representation of Example 5 is given in Fig-
ure 5.18. There are six different units available. Task 1 is performed in unit U1, Task 2
in unit U4, Task 4 in unit U3, and Task 6 in unit U5. Tasks 3 and 7 share unit U2, and
Tasks 5 and 8 share unit U6. The data for the process is given in Table 5.7 and Table 5.8.
It is assumed that the prices of all final products, as well as the cost to acquire the raw
material may vary up to 25% from their nominal value. Demands for the final product and
all processing times have 10% variability level. A total of 19 parameters are present in the
scheduling formulation.
The time horizon is 18h and 15 event points are employed in the scheduling model. The
Gantt-chart for the optimal schedule of the nominal problem at θNl = 0, l = 1, ..., 19, is
given in Figure C.10 in Appendix C.2. For the nominal problem a profit of z = 628330 is
generated by putting out 7178, 15344, 3855, and 13994 units, respectively, of final products
S10, S11, S12, and S13 .
Case A. The uncertainty sets are box constrained. Processing time and demand uncertainty
are not known at the time of decision making. They belong to the class of non-revealing
parameters. Price and cost uncertainty are also box constrained, yet known to be available
at the time of decision making. We have
Θ2∞ := {θl ∈ R, l = 1, ..., 12| − 1 ≤ θl ≤ 1, l = 1, ..., 8,−100 ≤ θl ≤ 100, l = 9, ..., 12},
and
Θ1∞ := {θl ∈ R, l = 13, ..., 19| − 4.5 ≤ θ13 ≤ 4.5,−4.75 ≤ θ14 ≤ 4.75,
5 ≤ θ15 ≤ 5,−5.25 ≤ θ16 ≤ 5.25,−1.25 ≤ θl ≤ 1.25, l = 17, ..., 19}.
The partially robust scheduling model contains robustified duration and demand constraints
that are constructed analogously to Example 1, Case B and Case C, respectively. The con-
straints are obtained when variable and constant processing times, as well as the demands
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that must be met, are assigned the corresponding upper bounds from the set Θ2∞. Repre-
sentatively, we give the corresponding duration constraints for Task 1 being processed in
U1,
tfT1,U1,n ≥ tsT1,U1,n +
2
3
1.1wT1,U1,n +
2
3000
1.1bT1,U1,n, n = 1, ..., 15,
and the constraints for the demand that must be met for product S10,
15∑
n=1
xS10,n ≥ 6600.
The revealing parameters from Θ1∞ appear in the objective function of the partially robust
model.
The parametric scheduling policy obtained with the two-stage method yields 11 critical
regions in Θ1∞. In Figure C.11 in Appendix C.2, we depict the Gantt-chart for the proposed
scheduling policy for the parameter point θ∗l = 0, l = 13, ..., 19, which is contained in the
first critical region. Function evaluation yields a profit of z = 600930 and a production of
6770, 12994, 4025, and 14786, respectively, of the final products S10, S11, S12, and S13.
Compared to the nominal scheduling policy, the overall profit at θ∗ is lower as a result of
accounting for the worst case of duration and demand constraints in the approximate model.
Case B. Here, only processing time is not known at the time of decision making. Demand,
price and cost uncertainty are revealing parameters. We have
Θ2∞ := {θl ∈ R, l = 1, ..., 8| − 1 ≤ θl ≤ 1, l = 1, ..., 8},
and
Θ1∞ := {θl ∈ R, l = 9, ..., 19| − 100 ≤ θl ≤ 100, l = 9, ..., 12,−4.5 ≤ θ13 ≤ 4.5,
−4.75 ≤ θ14 ≤ 4.75, 5 ≤ θ15 ≤ 5,−5.25 ≤ θ16 ≤ 5.25,
−1.25 ≤ θl ≤ 1.25, l = 17, ..., 19}.
The partially robust model accounts for the worst case with respect to processing time
variability. Eleven parameters for uncertain demands, prices and costs remain present in
the right-hand side of the constraints and in the objective function of the approximate
model. With the two-stage method, we obtain 40 critical regions in Θ1∞. For the realization
θ∗l = 0, l = 9, ..., 19, that belongs to the first critical region, a total profit of z = 552550 is
achieved. The amounts of the final products sold to the market are 6161, 14376, 3321, and
11500, respectively. The schedule is given in Figure C.12 in Appendix C.2.
Note that the profit at θ∗ is not improved compared to that for Case A, which has the
more conservative setting. The limiting factor in this example is the solution of the MINLP
master problems in the decomposition algorithm employed in the two-stage method. In some
iterations the master problem reaches the limit of the execution time without returning a
solution. This case is treated as infeasible and the decomposition algorithm terminates in the
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corresponding region. This cause for suboptimality may be alleviated by further increasing
the execution time of the deterministic solver. Moreover, it may become necessary to add the
optimal policy of worst case scenario when all parameters are assumed to be non-revealing,
Case C, to the envelope of parametric profiles. It ensures that for any given point from Θ1∞
function evaluation always yields an approximate scheduling policy that is less or equally
conservative than that of the corresponding conventional robust scheduling model.
Case C. We consider the most restrictive case of all parameters being non-revealing. The
underlying uncertainty set is described by
Θ2∞ := {θl ∈ R, l = 1, ..., 19| − 1 ≤ θl ≤ 1, l = 1, ..., 8,−100 ≤ θl ≤ 100, l = 9, ..., 12,
−4.5 ≤ θ13 ≤ 4.5,−4.75 ≤ θ14 ≤ 4.75, 5 ≤ θ15 ≤ 5,−5.25 ≤ θ16 ≤ 5.25,
−1.25 ≤ θl ≤ 1.25, l = 17, ..., 19}.
The two-stage method features a partially robust model that is a purely deterministic prob-
lem. It accounts for the worst-case scenario of the duration constraints, the demand con-
straints, and the objective function, which is attained when θ1 to θ12 and θ17 to θ19, respec-
tively, are at the corresponding upper bounds, and the parameters θ13 to θ16, relating to
price variability, are at the corresponding lower bounds of the box constraints given in Θ2∞.
The optimal scheduling policy for the worst-case scenario yields a profit of z = 371073 by
selling 6600, 12994, 3849, and 14792 units of S10, S11, S12, and S13. The Gantt-chart is
depicted in Figure C.13 in Appendix C.2. The profit provides a lower bound on those of
Case A and B for every feasible parameter point from Θ2∞.
Case D. We consider the reverse scenario of Case B. Processing times are revealing parame-
ters, whereas the data regarding demands, prices and costs are not expected to be available
at the time of decision making. Both uncertainty sets are box constrained. We have
Θ1∞ := {θl ∈ R, l = 1, ..., 8| − 1 ≤ θl ≤ 1, l = 1, ..., 8},
and
Θ2∞ := {θl ∈ R, l = 9, ..., 19| − 100 ≤ θl ≤ 100, l = 9, ..., 12,−4.5 ≤ θ13 ≤ 4.5,
− 4.75 ≤ θ14 ≤ 4.75, 5 ≤ θ15 ≤ 5,−5.25 ≤ θ16 ≤ 5.25,
− 1.25 ≤ θl ≤ 1.25, l = 17, ..., 19}.
In the partially robust scheduling model, Θ1∞ is responsible for the presence of parameters
in the duration constraints. The duration constraints for Task 1 being processed in U1 now
read as
tfT1,U1,n ≥ tsT1,U1,n +
2
3
(1 + 0.1θ1)wT1,U1,n +
2
3000
1.1bT1,U1,n, n = 1, ..., 15.
The corresponding duration constraints for the remaining tasks are constructed analogously.
Uncertainty induced by the set Θ2∞ is accounted for accordingly to Case C. The partially
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robust scheduling model is an mp-MILP problem with LHS-uncertainty, which affect the
entries of the constraint matrix affiliated with the binary variables. Eight parameters are
involved.
For this case study, the two-stage method is not able to generate a parametric scheduling
policy within an execution time limit of five days. In order to derive a parametric scheduling
policy, the number of revealing parameters is artificially reduced. We treat the processing
times for Task 3 to Task 8 as non-revealing data. The uncertainty sets are then described
by
Θ1∞ := {θl ∈ R, l = 1, 2| − 1 ≤ θl ≤ 1, l = 1, 2},
and
Θ2∞ := {θl ∈ R, l = 3, ..., 19| − 1 ≤ θl ≤ 1, l = 3, ..., 8,−100 ≤ θl ≤ 100,
l = 9, ..., 12,−4.5 ≤ θ13 ≤ 4.5,−4.75 ≤ θ14 ≤ 4.75, 5 ≤ θ15 ≤ 5,
− 5.25 ≤ θ16 ≤ 5.25,−1.25 ≤ θl ≤ 1.25, l = 17, ..., 19}.
With respect to the revised uncertainty sets, solely θ1 and θ2 remain explicitly in the partially
robust scheduling model. The model is immunized against processing time uncertainty for
Task 3 to Task 8. Furthermore, the following cut is added to the partially robust scheduling
formulation
15∑
n=1
(13.5xS10,n+14.25xS11,n+15xS12,n+15.75xS13,n)−
∑
s∈S1,S2,S3
6.25stis ≥ 371073. (5.20)
The value on the right-hand side of Eq. (5.20) is the profit for the worst case oriented sce-
nario, Case C.
The solution stage of the two-stage method is further modified. The mitigated decomposi-
tion algorithm, which is discussed in the Remark 2.2.4 in Section 2.2, is embedded in the
two-stage method. With the modified two-stage method, we generate a scheduling policy
that is not necessarily the optimal solution of the corresponding partially robust scheduling
formulation. However, in combination with Eq. (5.20) it is enforced that the obtained solu-
tion yields a profit that is at least as conservative as that of the worst case oriented scenario
for every θ ∈ Θ1∞ where the corresponding profit is finite.
For our example, the partition of the θ1 − θ2 space and the profit with the modified two-
stage method are depicted in Figure C.15 in Appendix C.2. For the specific parameter point
θ∗i = 0, i = 1, 2, θ
∗ ∈ CR49 an overall profit z = 376580 is achieved. The amounts of S10,
S11, S12 and S13 sold to the market are 6600, 14130, 3875 and 14000 units, respectively.
The Gantt-chart is depicted in Figure C.14 in Appendix C.2.
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Figure 5.18.: STN Representation of Example 5
Unit Capacity Task Processing Time τij
U1 1000 T1 1 + 0.1θ1
U2 2500 T3, T7 1 + 0.1θ3, 1 + 0.1θ7
U3 3500 T4 1 + 0.1θ4
U4 1500 T2 1 + 0.1θ2
U5 1000 T6 1 + 0.1θ6
U6 4000 T5, T8 1 + 0.1θ5, 1 + 0.1θ8
Table 5.7.: Data for Example 5
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State Storage Capacity Initial
Amount
Initial Cost Price Demand
S1 - - 5 + θ17 0 0
S2 - - 5 + θ18 0 0
S3 - - 5 + θ19 0 0
S4,S5,S6 1000,1000,1500 0 0 0 0
S7,S8,S9 2000,0,3000 0 0 0 0
S10 - 0 0 18 + θ13 6000 + 6θ9
S11 - 0 0 19 + θ14 8000 + 8θ10
S12 - 0 0 20 + θ15 2000 + 2θ11
S13 - 0 0 21 + θ16
8000 + 8θ12
Table 5.8.: Data for Example 5
5.3.5. Implementation and computational requirements
Table 5.9 provides an overview of all partially robust scheduling models from this section.
The second to last row provides the number of original parameters in the scheduling formu-
lation. The last row contains the revealing parameters that remain explicitly in the partially
robust scheduling model after the approximation step has been performed.
The decomposition algorithm for the solution of mp-MILP problems has been implemented
in Matlab with an interface to GAMS 23.3, [62], for the usage of BARON 9.0.2, [116], and
an interface to Cplex 12.1., [68]. It is running on a Linux workstation (Dual 4 Core Intel
Xeon processor, 1.6 GHz, 4 GB RAM) with Matlab being single threaded. In BARON,
the relative optimality gap was set to 1% for Examples 1 - 4 and to 10% for Example 5.
The resource time limit in seconds was set to 100 for Examples 1 - 4 and increased to 2000
for Example 5. Table 5.10 stores the computational requirements for the solution of all
multi-parametric partially robust mp-MILP scheduling formulations. The multiplicity of
the envelope denotes the maximum of all numbers of solutions stored in the envelope of
parametric profiles for any of the critical region.
The nominal scheduling models for Examples 1 - 5 in Gams-file format are available at
https://sites.google.com/site/imperialercmobile/current-research/mp-milp-collection. Fur-
thermore, the MAT-files of all partially robust scheduling formulation considered, and the
corresponding pro-active scheduling policies as obtained with the two-stage method are also
provided on the website.
5.4. Conclusions
We address short-term batch process scheduling problems contaminated with uncertainty
in the data using a two-stage method that combines state-of-the-art robust optimization
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constraints continuous binary parameters
inequal. equal. var. var. original in (RC)
Ex. 1, Case A 276 35 79 30 2 2
Ex. 1, Case B 276 35 79 30 2 1
Ex. 1, Case C 276 35 79 30 2 0
Ex. 2, Cases A,B,D,E 770 20 229 60 6 2
Ex. 2, Case C 680 20 199 60 2 2
Ex. 2, Case F 770 20 229 60 6 0
Ex. 3, Cases A,B 680 20 199 60 3 3
Ex. 4, Cases A,B 740 20 219 60 7 5
Ex. 4, Case C 680 20 199 60 5 0
Ex. 5, Case A 1934 90 433 210 19 7
Ex. 5, Case B 1934 90 433 210 19 11
Ex. 5, Case C 1934 90 433 210 19 0
Ex. 5, Case D 1935 90 433 210 19 2
Table 5.9.: Partially robust scheduling formulations of Examples 1, 2, 3, 4 and 5
Critical Regions Multiplicity MINLP mp-LP CPU (d:h:min:sec)
Ex. 1, Case A 5 2 9 3 0:39
Ex. 1, Case B 4 2 8 3 0:33
Ex. 2, Case A 7 1 8 1 7:25
Ex. 2, Case B 6 1 7 1 3:55
Ex. 2, Case C 3 1 4 1 3:09
Ex. 2, Case D 7 1 8 1 9:33
Ex. 2, Case E 4 1 5 1 3:01
Ex. 3, Case A 11 1 12 1 9:29
Ex. 3, Case B 13 1 14 1 7:49
Ex. 4, Case A 31 3 48 14 1:02:31
Ex. 4, Case B 34 3 59 23 1:16:34
Ex. 5, Case A 11 1 12 1 7:15:13
Ex. 5, Case B 40 2 44 4 1:03:36:54
Ex. 5, Case D 414 1 11 8 5:38:17
Table 5.10.: Computational requirements of the two-stage method for Examples 1, 2, 3, 4
and 5
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and multi-parametric programming techniques. The proposed two-stage method is able to
account for various types of uncertainty in the MILP scheduling model, spanning through
the entries of the objective function and constraints. It is independent of the scheduling
formulation employed and of the types of uncertainty we have studied, provided that all un-
certain events can be modelled through the introduction of parameters, yielding a general
mp-MILP problem of type (P). Here, we explore several sources of uncertainty that affect
the scheduling of batch processes, originating from varying prices, demands, time horizon,
and storage capacities, but also from uncertain processing times and conversion rates.
At the optimization stage, a distinction is made between data that is known to be available at
the time of decision making and that remains uncertain throughout. Whereas non-revealing
parameters in the scheduling model are treated with robust optimization techniques, re-
vealing uncertainty, on the other hand, is addressed via multi-parametric programming.
As disturbances in the entries of the constraint matrices are the most challenging types of
uncertainty in multi-parametric mixed integer linear programming, they are also addressed
using robust optimization. The two-stage method employs a partially robust scheduling
model that remains a multi-parametric programming problem.
In the case studies, we demonstrate the applicability and the impact that different uncer-
tainty sets, which include box constrained, budget parameter regulated box constrained or
ellipsoidal uncertainty sets, have in the construction of the partially robust scheduling model
and, consequently, on the quality of the approximate scheduling policy.
The benefit of multi-parametric programming as a tool for pro-active scheduling is that the
perturbed scheduling problem is solved explicitly. The parametric profiles are being stored
in a look-up table. Once the true values of the parameters are known, the anticipated
scheduling policy is readily obtained via function evaluation from the profiles stored in the
look-up table. The need for repetitive online optimization for different parameter realization
is avoided. The parametric solution may provide significant analytical results and a valuable
insight into the scheduling process.
Issues in multi-parametric programming are the computational requirements to obtain the
parametric profile. For larger sized problems the solution of the MINLP master problems
to global optimality in the decomposition algorithm may prove challenging. In compari-
son, online solution of a single MILP scheduling formulation for fixed parameter values at
the decision stage is itself not problematic for the examples from the case studies. With
the two-stage method, the number of overall critical regions may also grow prohibitively
when the problem size or the number of parameters in the model increases. The number of
parameters in the partially robust model may always be further reduced when part of the
revealing parameters are treated as non-revealing ones. The two-stage method yields a less
or equally conservative solution compared to conventional robust optimization.
Ongoing work focuses on embedding novel piecewise affine relaxations of the bilinear terms
([123, 63, 93]) in the constraints that involve revealing parameters. Furthermore, the po-
tential of multi-parametric programming as a tool for efficient rescheduling, enabling fast
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responses to changes that occur during the production process, is further investigated with
a particular focus on the integration of scheduling and control [115, 49].
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6. Approximate solution of mp-MILP
problems using piecewise affine
relaxation of bilinear terms
6.1. Introduction
In Chapter 4, the two-stage method for the approximate solution of general mp-MILP prob-
lems, combining robust optimization and multi-parametric programming, is proposed. At
the approximation stage of the two-stage method, techniques from robust optimization are
employed to remove left-hand side constraint uncertainty from the original problem (P ). It
is ensured that all instances with respect to varying constraint matrix entries inflicted by
parameters from a given uncertainty set are maintained. This approach is suitable regard-
less whether the parameters present in the constraint matrix are available at the time of
decision making or not.
Here, we look into an alternative relaxation scheme to obtain an approximate model, which
is then embedded in the two-stage method. We employ novel piecewise affine relaxation of
the bilinear terms that, as an extension of the convex and concave envelope over an ab initio
partitioning of the domain, have been established in nonlinear programming. Estimators of
nonlinear functions following a segmentation of the domain have been applied and utilized
within a global optimization framework ([26, 77, 91, 27, 92]). An overview of formulations
that model the distinctiveness of the partitions following a linear scheme is given by Wicak-
sono and Karimi [123], Gounaris et al. [63]. The number of binary variables in the model
that govern the activation and deactivation of partitions scales linearly with the number of
segments. Hasan and Karimi [66] study MILP reformulations when the domains of both
variables in the bilinear term are partitioned. Formulations that scale logarithmically with
the number of partitions are considered by Vielma and Nemhauser [120], Misener et al. [93]
and Misener and Floudas [92].
Piecewise affine relaxation of bilinear terms has been employed in the global optimization
routine for LHS-mp-LP problems, see Chapter 3. The potential of the novel estimators
is now investigated in finding close-to-optimal solutions of general mp-MILP problems by
the two-stage method. Applying piecewise affine relaxation to overestimate bilinear terms
in the general mp-MILP formulation, transforms constraint matrix uncertainty into right-
hand side uncertainty, yielding an approximate model that can be solved with state-of-the
art multi-parametric programming algorithms. The approximate model remains fully pa-
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rameter dependent and is tuned by the number of partitions involved. Finally, we extend
the two-stage method to a dynamic decomposition algorithm for the approximate solution
of (P ). In this approach the approximate model is not fixed, but is adapted in the course
of iteration of the algorithmic procedure. Refined approximate models embedded in the
decomposition algorithm may allow obtaining improved approximate solutions compared
with the classic two-stage method for identical settings.
6.2. Linearly and logarithmically scaling approximate models
of the general mp-MILP problem
Considering the general mp-MILP problem (P ), we assume the continuous variables to be
bounded, i.e.
xminj ≤ xj ≤ xmaxj , j = 1, ..., n (6.1)
in (P ).
We define Nj ≥ 1, j = 1, ..., n, to be the partitioning factor for the j-th continuous opti-
mization variable xj . The region where xj is feasible, is partitioned into Nj intervals. The
increment is given by
βj = (xmaxj − xminj )/Nj , j = 1, ..., n.
The convex and concave envelope for a bilinear term θlxj , l = 1, ..., q, is computed using the
McCormick relaxation ([89],[5])
θlxj ≥ max{ (θminl xj + xminj θl − θminl xminj ),
(θmaxl xj + x
max
j θl − θmaxl xmaxj )}
θlxj ≤ min{ (θminl xj + xmaxj θl − θminl xmaxj ),
(θmaxl xj + x
min
j θl − θmaxl xminj )}.
(6.2)
The maximum difference between a bilinear term and its envelope as defined by Eq. (6.2)
is determined by
Γjl := (x
max
j − xminj )(θmaxl − θminl )/4, l = 1, ..., q
for j = 1, ..., n, [6]. We obtain the relation
θlxj ≤ max{ (θminl xj + xminj θl − θminl xminj ),
(θmaxl xj + x
max
j θl − θmaxl xmaxj )}+ Γjl
θlxj ≥ min{ (θminl xj + xmaxj θl − θminl xmaxj ),
(θmaxl xj + x
min
j θl − θmaxl xminj )} − Γjl ,
(6.3)
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providing valid convex overestimators for θlxj and −θlxj .
In the following, a refined envelope with respect to each resulting partition for the range of xj
is constructed. The maximum difference between the bilinear terms and the corresponding
Nj envelopes is determined by
γjl = β
j(θmaxl − θminl )/4, l = 1, ..., q (6.4)
for j = 1, ..., n. We observe that the value γjl given in Eq. (6.4) decreases when Nj increases.
Note that the concatenation of the individual envelopes no longer provides a convex and
concave envelope itself of xjθl over the original range of xj for Nj ≥ 2.
6.2.1. Linearly scaling relaxation scheme
The piecewise affine relaxation based approximate mp-MILP model, (PWAlin), of (P ) is
constructed along the lines of formulation nf4r for bilinear programming problems as pre-
sented by Gounaris et al. [63]. In the construction of the model, auxiliary binary variables
λjk, k = 1, ..., Nj , and continuous switches ∆θ
j
l,k, k = 1, ..., Nj , l = 1, ..., q, are employed.
There may be at most
∑n
j=1Nj auxiliary binary variables present in the model.
The auxiliary binary variables are used to model the disjunctiveness of the partitions for
the range of xj . One and only one partition k
′ ∈ {1, ..., Nj} is allowed to be active, which
is associated with the values λjk′ = 1 and λ
j
k = 0, k = 1, ..., Nj , k 6= k′ for j = 1, ..., n. The
binary variables belong to a special ordered set of type 1, SOS1, [14]. Consequently, the
number of auxiliary binary variables λjk scales linearly with Nj . The disjunctive relation is
formulated as follows
xminj + β
j
∑Nj
k=1(k − 1)λjk ≤ xj ≤ xminj + βj
∑Nj
k=1 kλ
j
k, j = 1, ..., n∑Nj
k=1 λ
j
k = 1, λ
j
k ∈ {0, 1}, k = 1, ..., Nj , j = 1, ..., n.
(6.5)
The restriction on the continuous switches ∆θjl,k is modelled by
θl = θ
min
l +
∑Nj
k=1 ∆θ
j
l,k, l = 1, ..., q, j = 1, ..., n
0 ≤ ∆θjl,k ≤ (θmaxl − θminl )λjk, l = 1, ..., q, k = 1, ..., Nj , j = 1, ..., n.
(6.6)
In (P ), the terms θlxj and −θlxj occurring in the constraints are overestimated by
xjθl ≤
max{xjθminl +
∑Nj
k=1(x
min
j + β
j(k − 1))∆θjl,k + γjl ,
xjθ
max
l +
∑Nj
k=1(x
min
j′ + β
jk)(∆θjl,k − (θmaxl − θminl )λjk) + γjl }
l = 1, ..., q, j = 1, ..., n,
(6.7)
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and
−xjθl ≤
max{−xjθminl −
∑Nj
k=1(x
min
j + β
jk)∆θjl,k + γ
j
l ,
−xjθmaxl −
∑Nj
k=1(x
min
j + β
j(k − 1))(∆θjl,k − (θmaxl − θminl )λjk) + γjl ,
l = 1, ..., q, j = 1, ..., n,
(6.8)
respectively.
The piecewise affine relaxation based approximate model (PWAlin) of (P ) is derived by
replacing the bilinear expressions in each constraint with the right-hand side of Eq. (6.7) and
Eq. (6.8). The resulting constraint are then successively transformed into linear constraints.
Furthermore, (PWAlin) incorporates Eq. (6.5) and Eq. (6.6). The bounds on xj , Eq. (6.1),
are redundant and are omitted from (PWAlin). The size of problem (PWAlin) is tuned by
the partitioning factor Nj . By construction, the optimal solution of (PWAlin) is feasible
for (P ).
Alternatively, it may be convenient for (P ) to be transformed such that bilinear expressions
in the original constraints of (P ) are substituted by auxiliary variables followed by the
introduction of constraint of the form zijl = aijxjθl, i = 1, ...,m, j = 1, ..., n, l = 1, ..., q,
prior to the overestimation step.
Example 6.2.1. We consider the LHS-mp-MILP problem (P2a), a variant of (P2), given
by
(P2)

z(θ) := minx,y(−2x1 − x2 + y1 + y2)
s.t. x1 + (3 + θ1)x2 + y1 ≤ 9
(2 + θ2)x1 + x2 − y2 ≤ 8
x1 − y1 + y2 ≤ 4
0 ≤ x1 ≤ 4
0 ≤ x2 ≤ 3
yj ∈ {0, 1}, j = 1, 2
0 ≤ θk ≤ 10, k = 1, 2.
Problem (P2a) involves two binary variables, two continuous variables and two parameters.
We construct (PWA2lin) with N = (2, 2)
T There are two distinct bilinear expressions
present, requiring the auxiliary variables λ1 = (λ12,1, λ
1
2,2)
T , λ2 = (λ21,1, λ
2
1,2)
T , and ∆θ1 =
(∆θ12,1,∆θ
1
2,2)
T , ∆θ2 = (∆θ21,1,∆θ
2
1,2)
T . The resulting piecewise affine relaxation based ap-
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proximate model reads as follows
(PWA2lin)

z(θ) := minx,y,λ1,λ2,∆θ1,∆θ2(−2x1 − x2 + y1 + y2)
s.t. x1 + 3x2 + y1 + 1.5∆θ
2
1,2 ≤ 5.25
x1 + 13x2 + y1 + 1.5∆θ
2
1,1 + 3∆θ
2
1,2 − 15λ21,1 − 30λ21,2 ≤ 5.25
2x1 + x2 − y2 + 2∆θ11,2 ≤ 3
12x1 + x2 − y2 + 2∆θ11,1 + 4∆θ11,2 − 20λ11,1 − 40λ21,2 ≤ 3
x2 − 1.5λ21,2 ≤ 0, −x2 + 1.5λ21,1 − 3.0λ21, 2 ≤ 0
∆θ21,1 − 10λ21,1 ≤ 0, ∆θ21,2 − 10λ21,2 ≤ 0
λ21,1 + λ
2
1,2 ≤ 1, −λ21,1 − λ21,2 ≤ −1
−∆θ21,1 −∆θ21,2 ≤ −θ1, ∆θ21,1 + ∆θ21,2 ≤ θ1
−∆θ21,1 ≤ 0, −∆θ21,2 ≤ 0
−∆θ11,1 −∆θ11,2 ≤ −θ2, ∆θ11,1 + ∆θ11,2 ≤ θ2
−∆θ11,1 ≤ 0, −∆θ11,2 ≤ 0
x1 − 2λ11,1 − 4λ11,2 ≤ 0, −x1 + 2λ11,2 ≤ 0
∆θ12,1 − 10λ12,1 ≤ 0, ∆θ12,2 − 10λ12,2 ≤ 0
λ12,1 + λ
1
2,2 ≤ 1, −λ12,1 − λ12,2 ≤ −1
x1 − y1 + y2 ≤ 4
yj ∈ {0, 1}, j = 1, 2
λ12,j , λ
2
1,j ∈ {0, 1}, j = 1, 2
0 ≤ θk ≤ 10, k = 1, 2.
Problem (PWA2lin) comprises of six binary variables and six continuous variables. The
former LHS-mp-MILP problem (P2a) is approximated by (PWA2lin) with parameter de-
pendency in the right hand side of the constraints. The optimal solution of (PWA2lin),
featuring 3 critical regions, is given in Table 6.1 while the partition of the parameter space
is depicted in Figure 6.1.
6.2.2. Logarithmically scaling relaxation scheme
We present an approximate mp-MILP problem based on piecewise affine relaxations of
bilinear terms in the model, where the number of binary variables scales logarithmically with
the value of the partitioning factor Nj . The construction is adapted from the deterministic
case, Misener et al. [93], to the multi-parametric framework. We define
N ′j = dlog2(Nj)e
for j=1,...,n. Auxiliary binary variables λjk, k = 1, ..., N
′
j , continuous switches ∆θ
j
l,k, k =
1, ..., N ′j , as well as continuous slacks s
j
l,k, l = 1, ..., q, j = 1, ..., n, are employed. The binary
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Table 6.1.: Optimal solution of (PWA2lin) - Example 6.2.1
Critical Region Optimal Solution
CR1 {0.3θ1 + θ2 ≤ 6.25, 0 ≤ θ1 ≤ 10, 0 ≤ θ2} xopt = (0.06θ1 +0.75,−0.12θ1 +1.5)T
yopt = (0, 0)T
∆θ[1,2],opt = (θ2, 0, θ1, 0)
T
λ[1,2],opt = (1, 0, 1, 0)T
CR2 {−0.3θ1 − θ2 ≤ −6.25,−θ1 + 0.1θ2 ≤
0.69, θ1 ≤ 10, θ2 ≤ 10}
xopt = (0.009θ1 − 0.17θ2 +
1.7θ1 + 0.01θ2 + 1.4)
T
yopt = (0, 0)T
∆θ[1,2],opt = (θ2, 0, θ1, 0)
T
λ[1,2],opt = (1, 0, 1, 0)T
CR3 {θ1 − 0.1θ2 ≤ −0.69, 0 ≤ θ1, θ2 ≤ 10} xopt = (−0.17θ2 + 1.7, 1.5)T
yopt = (0, 0)T
∆θ[1,2],opt = (θ2, 0, θ1, 0)
T
λ[1,2],opt = (1, 0, 1, 0)T
Figure 6.1.: Partition of the parameter space and optimal objective value of (PWA2lin) with
N = (2, 2)T - Example 6.2.1
variables regulate the assignment of xj to a specific partition in the following way
xminj +
∑N ′j
k=1 2
k−1βjλjk ≤ xj ≤ xminj + βj +
∑N ′j
k=1 2
k−1βjλjk, j = 1, ..., n
xminj + β
j +
∑N ′j
k=1 2
k−1βjλjk ≤ xmaxj , N ′j 6= log2Nj , j = 1, ..., n
λjk ∈ {0, 1}, k = 1, ..., N ′j , j = 1, ..., n.
(6.9)
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Note that the second constraint in Eq. (6.9) is only required when Nj is not a power of two.
The auxiliary continuous variables are bounded, governed by
∆θjl,k = (θl − θminl )− sjl,k, l = 1, ..., q, k = 1, ..., N ′j , j = 1, ..., n
0 ≤ ∆θjl,k ≤ (θmaxl − θminl )λjk, l = 1, ..., q, k = 1, ..., N ′j , j = 1, ..., n
0 ≤ sjl,k ≤ (θmaxl − θminl )(1− λjk), l = 1, ..., q, k = 1, ..., N ′j , j = 1, ..., n.
(6.10)
The terms θlxj and −θlxj in the constraints of (P ) are overestimated by
xjθl ≤
max{xjθminl + xminl (θl − θminl ) +
∑N ′j
k=1 β
j2k−1∆θjk,l + γ
j
l ,
xjθ
max
l + (x
min
j + β
j)(θl − θmaxl ) +
∑N ′j
k=1 β
j2k−1(∆θjk,l − (θmaxl − θminl )λjk)) + γjl },
l = 1, ..., q, j = 1, ..., n,
(6.11)
and
−xjθl ≤
max{−xjθminl − (xminj + βj)(θl − θminl )−
∑N ′j
k=1 β
j2k−1∆θjk,l + γ
j
l ,
−xjθmaxl − xminj (θl − θmaxl )−
∑N ′j
k=1 β
j2k−1(∆θjk,l − (θmaxl − θminl )λjk)) + γjl },
l = 1, ..., q, j = 1, ..., n,
(6.12)
respectively. The logarithmic piecewise affine relaxation based approximate model, (PWAlog),
encompasses the constraints from (P ) where all bilinear terms are successively substituted
by the right-hand side of Eq. (6.11) and Eq. (6.12). Furthermore, the constraints Eq. (6.9)
and Eq. (6.10) are added accordingly, whereas Eq. (6.1) is omitted. The problem size of
(PWAlog) depends on the choice of Nj .
Example 6.2.2. For N = (2, 2)T , the approximate model (PWA2log) of (P2a) from Ex-
ample 6.2.1, which not given for the sake of brevity, involves six continuous variables and
four binary variables. The auxiliary variables ∆θ12, s
1
2 and λ
1
2 are affiliated with the bilinear
term x1θ2, whereas ∆θ
2
1, s
2
1 and λ
2
1 are affiliated with the bilinear term x2θ1. The optimal
solution of (PWA2log) is given in Table 6.2. The critical regions and the optimal objective
value agree with the results for (PWA2lin).
An overview of the number of auxiliary binary and continuous variables, and of the linear
equality and inequality constraints involved to overestimate a single bilinear term in any of
the constraint of (P ) with the linearly and logarithmically scaling scheme, respectively, is
provided in Table 6.3.
Additionally, Table 6.3 includes overestimation of a single bilinear term by robust optimiza-
tion. Along the lines of robust optimization ([114, 23, 87]), to overestimate a single bilinear
term aijxjθl we have
aijxjθl ≤ max
θminl ≤θl≤θmaxl
aijxjθl, (6.13)
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Table 6.2.: Optimal solution of (PWA2log) - Example 6.2.2
Critical Region Optimal Solution
CR1 {0.3θ1 + θ2 ≤ 6.25, 0 ≤ θ1 ≤
10, 0 ≤ θ2}
xopt = (0.06θ1 + 0.75,−0.12θ1 + 1.5)T
yopt = (0, 0)T
∆θ[1,2],opt = (0, 0)T
s[1,2],opt = (θ2, θ1)T
λ[1,2],opt = (0, 0)T
CR2 {−0.3θ1 − θ2 ≤ −6.25,−θ1 +
0.1θ2 ≤ 0.69, θ1 ≤ 10, θ2 ≤ 10}
xopt = (0.009θ1−0.17θ2+1.7θ1+0.01θ2+1.4)T
yopt = (0, 0)T
∆θ[1,2],opt = (0, 0)T
s[1,2],opt = (θ2, θ1)T
λ[1,2],opt = (0, 0)T
CR3 {θ1−0.1θ2 ≤ −0.69, 0 ≤ θ1, θ2 ≤
10}
xopt = (−0.17θ2 + 1.7, 1.5)T
yopt = (0, 0)T
∆θ[1,2],opt = (0, 0)T
s[1,2],opt = (θ2, θ1)T
λ[1,2],opt = (0, 0)T
i = 1, ...,m, j = 1, ..., n, l = 1, ..., q. Eq. (6.13) is equivalent to the set of linear constraints
aijxjθl ≤ aijxjθNl + uij
−uij ≤ aijxjθRl ≤ uij
(6.14)
where uij is an auxiliary variable. The values θ
N
l and θ
R
l denote the nominal value and the
range of θl, l = 1, ..., q, respectively,
θRl := (θ
max
l − θminl )/2, θNl := θminl + θRl .
Eq. (6.14) provides an affine overestimator which is independent of θl. For feasible points
where the approximation Eq. (6.14) is exact, the robust overestimator is at least as tight as
the piecewise affine relaxation based overestimating functions, see Figure 6.2.
Robust optimization techniques are used in the construction of the partially robust for-
mulation of (P ), employed in the approximate solution of (P ) by the two-stage method
introduced in Chapter 4.
Remark 6.2.1. In the construction of problems (PWAlin) and (PWAlog), bilinear terms in
(P ) are overestimated according to Eq. (6.3) over an ab initio partitioning of the domain.
Alternatively, from Eq. (6.2) a second set of overestimators, denoted as type 2, can be
derived. It holds
θlxj ≤ min{(θmaxl xj + xminj θl − θmaxl xminj ),
(θminl xj + x
max
j θl − θminl xmaxj )}
≤ θmaxl xj + xminj θl − θmaxl xminj ,
(6.15)
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Table 6.3.: Number of auxiliary variables and constraints to overestimate a single bilinear
term
Binary Continuous
Constraints
Variables Variables
Linearly Scaling Scheme Nj Nj 2Nj + 6
Logarithmically Scaling Scheme N ′j 2N
′
j 5(N
′
j + 1)
Robust Optimization - 1 3
Figure 6.2.: Piecewise affine overestimating functions and robust overestimator of x · θ, x ∈
[0, 1], θ ∈ [0, 1], depicted at θ = 0.5
110
6.3. The piecewise affine relaxation based two-stage method for the solution of general
mp-MILP problems
as well as
θlxj ≤ min{(θmaxl xj + xminj θl − θmaxl xminj ),
(θminl xj + x
max
j θl − θminl xmaxj )}
≤ θminl xj + xmaxj θl − θminl xmaxj ,
(6.16)
and
−θlxj ≤ min{(−θminl xj − xminj θl + θminl xminj ),
(−θmaxl xj − xmaxj θl + θmaxl xmaxj )}
≤ −θminl xj − xminj θl + θminl xminj ,
(6.17)
as well as
−θlxj ≤ min{(−θminl xj − xminj θl + θminl xminj ),
(−θmaxl xj − xmaxj θl + θmaxl xmaxj )}
≤ −θmaxl xj − xmaxj θl + θmaxl xmaxj
(6.18)
for l = 1, ..., q, j = 1, ..., n. Either affine function of Eq. (6.15) and Eq. (6.16), as well as ei-
ther function of Eq. (6.17) and Eq. (6.18) may be employed in the construction of (PWAlin)
and (PWAlog), respectively. The piecewise affine relaxation based models embedding over-
estimators of type 2 are likewise tuned by the number of partitions chosen.
6.3. The piecewise affine relaxation based two-stage method
for the solution of general mp-MILP problems
The two-stage method as introduced in Section 4 consists of an approximation stage and a
solution stage. Here, we allow the approximation stage to incorporate the piecewise affine
relaxation based approximate model as described in the previous section in the overall so-
lution of the general mp-MILP problem (P ). The steps of the piecewise affine relaxation
based two-stage method are given in Table 6.4.
An upper bound on the approximate objective value of (P ) generated with the novel two-
stage method is obtained from solving the conventional robust counterpart problem of
(PWAlin) or (PWAlog), respectively, which is derived in Appendix D.1.
Theorem 6.3.1. If problem (P ) is bounded from below for every θ ∈ Θ, the piecewise affine
relaxation based two-stage method, Table 6.4, terminates finitely.
Proof. It follows directly from Theorem 2.2.1 applied to (PWAlin) or (PWAlog).
6.3.1. A combined robust optimization and piecewise affine relaxation
based two-stage method for LHS-mp-MILP problems
For the special case of LHS-mp-MILP problems with uncertain coefficients only present in
the constraint matrix A, we embed robust optimization within the piecewise affine relaxation
based two-stage method to achieve a tight solution estimate of (P ).
Let vRC denote the optimal objective value of the partially robust problem (RC) of (P ) as
111
6.3. The piecewise affine relaxation based two-stage method for the solution of general
mp-MILP problems
Table 6.4.: Steps of the piecewise affine relaxation based two-stage method for the general
mp-MILP problem (P )
Step 1
Approximation Stage
Choose the value of partitioning factor N . Initialize a critical region, CR = Θ.
Derive the initial approximate model (PWAlin) from Eq. (6.5), Eq. (6.6),
Eq. (6.7), Eq. (6.8), or (PWAlog) from Eq. (6.9), Eq. (6.10), Eq. (6.11),
Eq. (6.12).
Step 2
Solution Stage
Solve (PWAlin) or (PWAlog) with the decomposition algorithm from Table
2.1 in Section 2.2. Obtain the envelope of parametric profiles of (PWAlin)
or (PWAlog) along with the partition of the parameter space in polyhedral
convex critical regions.
Step 3
(Post-processing)
Remove all auxiliary binary and continuous variables from the candidate solu-
tions as defined by N in the construction of the piecewise affine approximate
models. The envelope of parametric profiles is a collection of feasible solutions
for each region CR yielding upper bounds on the optimal objective value of
(P ). The approximate solution of (P ) is determined through on-line function
evaluations of the upper bounds from the envelope of parametric profiles for a
given parameter realization and direct value comparison.
constructed in Section 4.2. Problem (RC) reduces to a deterministic problem for LHS-mp-
MILP problems. The following cut is added to (P )
cTx+ dT y ≤ vRC . (6.19)
The piecewise affine relaxation based two-stage method is applied to the modified problem
(P ). The overall approximate solution of (P ) is then given by
1. the optimal solution of (PWAlin) (or (PWAlog)), and
2. the optimal solution of (RC) in regions where (PWAlin) (or (PWAlog)) is infeasible.
Note that the region where (PWAlin) (or (PWAlog)), which is the approximate model of
(P ), is infeasible may need to be suitably represented as union of non-overlapping, polyhedral
convex sets. With the combined robust optimization and piecewise affine relaxation based
two stage method, the guaranteed upper bound on the generated approximate objective
value r(θ) is given by vRC , i.e.
r(θ) ≤ vRC (6.20)
for all θ ∈ Θ.
Remark 6.3.1. In case of (P ) being a general mp-MILP problem, the constraint related to
Eq. (6.19) may not be linear. It is of the form
(c+Hθ)Tx+ (d+ Lθ)T y ≤ vRC . (6.21)
Underestimating all bilinear terms in Eq. (6.21) accordingly results in loosening the strength
of the cut. Eq. (6.20) is no longer ensured. Whereas overestimating all bilinear terms in
Eq. (6.21) favours the optimal robust solution as an estimate of (P ).
Also, the partially robust counterpart (RC) is then a multi-parametric problem. It needs
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to be replaced by the conventional robust counterpart problem (cvRC), see Section 4.2, to
obtain a constant upper bound vRC . For general mp-MILP problems, the results of the
robust optimization approach and the piecewise affine relaxation based two-stage method
may nevertheless be combined. The optimal solution of the conventional robust counterpart
problem (cvRC) of (P ) is added to the envelope of parametric profiles obtained with the
piecewise affine relaxation based two-stage method. For any parameter realization, function
evaluation and direct value comparison of the objective values with respect to the profiles
from the envelope identify the approximate solution.
6.4. Implementation and computational studies
We compare the computational requirements for the two-stage method using the linearly
scaling and the logarithmically scaling approximate model, respectively, when the partition-
ing factor is gradually increased. For the example problems, the results are compared with
those of the robust optimization based two-stage method.
Example 6.4.1. Reconsider the LHS-mp-MILP problem (P2a) from Example 6.2.1. The
optimal solution of (P2a) is
xopt(θ) =
1
5 + 2θ1 + 3θ2 + θ1θ2
(15 + 8θ1, 10 + 9θ2)
T , yopt = (0, 0)T ,
which is valid in the initially feasible parameter set CR = {θ ∈ R2|0 ≤ θi ≤ 10, i = 1, 2}.
In Table 6.5, we give an overview of the sizes of the approximate models for different parti-
tioning factor values Nj, j = 1, 2, for both schemes. The last column contains the CPU time
of the piecewise affine relaxation based two-stage method in the solution of (P2a). Table 6.6
contains the number of master and sub-problems required by the multi-parametric program-
ming procedure, and the overall number of critical regions derived. The entries of the column
called multiplicity denote the maximum number of solutions stored in the envelope of any
region. The last column contains the guaranteed upper bound on the approximate solution.
For N = (4, 4)T and N = (8, 8)T , respectively, we depict the partition of the parameter
space and the approximate objective value in Figure 6.3 and Figure 6.4. The figures show
in improved quality of the approximate solution of (P2a) for the greater value of N .
The partially robust counterpart problem (RC2a) is derived from (P2a) if θ1 and θ2 are both
at their upper bounds. The optimal partially robust solution is given by
(xopt, yopt)T = (0.61, 0.64, 0, 0)T
with
voptRC = −1.87,
which is valid in CR. The optimal partially robust solution is exact for the parameter point
θ = (10, 10)T . The value voptRC is less than the upper bounds provided in Table 6.6 for any of
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Figure 6.3.: Partition of the parameter space and approximate objective value of (P2a) with
piecewise affine relaxation based two-stage method (logarithmic scheme) using
N = (4, 4)T - Example 6.4.1
the chosen values of the partitioning factor.
In Table D.1, Appendix D.2, the computational requirements for the piecewise affine relax-
ation based two-stage method with overestimator of type 2, Eq. (6.16) and Eq. (6.17), are
given. For N = (2, 2)T and N = (4, 4)T the approximate models are infeasible for some
parameter points. Table D.2 contains the result of the combined robust optimization and
piecewise affine relaxation based two-stage method with overestimators of type 2. When the
value of N increases, the parameter points for which the approximate solution is defined
by the optimal solution of the partially robust model (RC2a) decrease. For N = (4, 4)T ,
the critical regions and approximate objective value of the piecewise affine relaxation based
two-stage method and of the combined robust optimization and piecewise affine relaxation
based two-stage method using overestimators of type 2 are depicted in Figure D.2 and Figure
D.3, respectively, in Appendix D.2.
Example 6.4.2. Consider the general mp-MILP problem (P3a),
(P3a)

z(θ) := minx,y((−3 + θ1)x1 − 8x2 + 4y1 + 2y2)
s.t. x1 + x2 ≤ 13 + θ2
(5 + θ3)x1 − 4x2 ≤ 20
−8x1 + 22x2 ≤ 121
−4x1 − x2 ≤ −8
x1 − 10y1 ≤ 0, x2 − 15y1 ≤ 0
0 ≤ x1 ≤ 10, 0 ≤ x2 ≤ 15
yj ∈ {0, 1}, j = 1, 2
0 ≤ θk ≤ 10, k = 1, 2, 3
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Figure 6.4.: Partition of the parameter space and approximate objective value of (P2a) with
piecewise affine relaxation based two-stage method (logarithmic scheme) using
N = (8, 8)T - Example 6.4.1
Linear Scheme Logarithmic Scheme
Const- Cont. Bin. CPU Const- Cont. Bin. CPU
rains vars vars (d:h:min:sec) rains vars vars (h:min:sec)
N = (2, 2)T 25 6 6 0:03 21 6 4 0:03
N = (3, 3)T 29 8 8 0:07 35 10 6 0:05
N = (4, 3)T 31 9 9 0:11 34 10 6 0:12
N = (4, 4)T 33 10 10 0:19 33 10 6 0:18
N = (8, 8)T 49 18 18 1:02 45 14 8 0:44
N = (16, 16)T 81 34 34 11:43 57 18 10 3:57
N = (32, 32)T 145 66 66 3:02:45 69 22 12 26:57
Robust Optim. based Two-Stage Method ((RC2a)) 7 2 2 0:01
Table 6.5.: Piecewise affine relaxation based approximate models of (P2a) for different values
of partitioning factor N - Example 6.4.1
Linear Scheme Logarithmic Scheme Upper
MINLP mp-LP CR Mult. MINLP mp-LP CR Mult. Bound
N = (2, 2)T 4 1 3 1 4 1 3 1 -0.8
N = (3, 3)T 17 6 11 2 14 5 9 2 -1.17
N = (4, 3)T 32 11 22 2 19 6 13 2 -1.3
N = (4, 4)T 52 17 35 2 44 13 31 2 -1.34
N = (8, 8)T 150 33 117 1 142 30 112 2 -1.6
N = (16, 16)T 1058 216 842 1 812 161 651 1 -1.74
N = (32, 32)T 5301 1062 4239 1 3977 736 3241 1 -1.8
Robust Optim. based Two-Stage Method 1 - 1 1 -1.87
Table 6.6.: Solution of (P2a) by the piecewise affine relaxation based two-stage method -
Example 6.4.1
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Linear Scheme Logarithmic Scheme
Const- Cont. Bin. CPU Const- Cont. Bin. CPU
rains vars vars (h:min:sec) rains vars vars (min:sec)
N = (1, 1)T 18 3 3 0:05 17 4 3 0:05
N = (2, 2)T 19 4 4 0:05 15 4 3 0:05
N = (4, 4)T 23 6 6 0:21 21 6 4 0:09
N = (8, 8)T 31 10 10 0:29 27 8 5 0:27
N = (16, 16)T 48 18 18 2:06 34 10 6 1:39
N = (32, 32)T 80 34 34 12:20 39 12 7 4:24
N = (64, 64)T 144 66 66 1:19:22 45 14 8 12:04
Robust Optim. based Two-Stage Method ((RC3a)) 10 2 2 0:03
Table 6.7.: Piecewise affine relaxation based approximate models of (P3a) for different values
of partitioning factor N - Example 6.4.2
Linear Scheme Logarithmic Scheme Upper
MINLP mp-LP CR Mult. MINLP mp-LP CR Mult. Bound
N = (1, 1)T 4 1 3 1 4 1 3 1 -35.65
N = (2, 2)T 8 3 5 2 8 3 5 2 -35.65
N = (4, 4)T 25 10 15 3 30 12 18 3 -35.65
N = (8, 8)T 82 36 46 4 96 40 56 5 -35.65
N = (16, 16)T 274 126 148 6 276 126 150 6 -35.65
N = (32, 32)T 726 362 424 10 690 312 378 8 -35.65
N = (64, 64)T 1822 771 1051 9 1740 783 957 8 -35.65
Robust Optim. based Two-Stage Method 3 1 2 1 -35.65
Table 6.8.: Solution of (P3a) by the piecewise affine relaxation based two-stage method -
Example 6.4.2
which is a variant of (P3), Example 4.2.1 in Section 4.2. The optimal solution of (P3a) is
given in Table D.3, Appendix D.2. The computational requirements and the results with the
piecewise affine relaxation based two-stage method are given in Table 6.7 and Table 6.8. The
partition of the parameters space for N = (1, 1)T and N = (8, 8)T , respectively, is given in
Figure 6.5. The emulation of the optimal partition of the parameter space, which is the one
depicted in Figure B.1 in Appendix B.1, is improved for the greater of the two partitioning
factor values.
In comparison, the robust optimization based two-stage method for which the approximate
solution of (P3a) is given in Table D.3, Appendix D.2, yields two critical regions. Within
the robust optimization based two-stage method, the partially robust model (RC3a) of (P3a)
is attained at θ3 = 10. The conventionally robust model (cvRC3a) is derived from (P3a)
if both θ1 and θ3 are at their corresponding upper bounds and θ2 is at its lower bound.
The optimal objective value of problem (cvRC3a) provides an upper bound on the optimal
objective value of the partially robust model (RC3a).
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Figure 6.5.: Partition of the parameter space of (P3a) with piecewise affine relaxation based
two-stage method (logarithmic scheme) using N = (1, 1)T and N = (8, 8)T ,
respectively - Example 6.4.2
The decomposition algorithm for the solution of mp-MILP problems embedded in the
two-stage method has been implemented in Matlab with an interface to GAMS 23.3 [62],
for the use of BARON 9.0.2 [116], and an interface to Cplex 12.1 [68]. It is running on a
Linux workstation (Dual 4 Core Intel Xeon processor, 1.6 GHz, 4 GB RAM) with Matlab
being single threaded. In BARON, the relative optimality gap was set to 1% and execu-
tion time limited to 100 seconds. For the parametric cuts in Step 2 of Table 2.1, we set  = 1.
For the example problems, the model with the smaller number of binary variables may
be preferred in terms of computational time. That is the logarithmically scaling model
(PWAlog). This is fortified for the choice of higher partitioning factors of 8 and above.
The upper bound on the approximate solution with the two-stage method is obtained from
solving the robust counterpart formulation of the corresponding approximate model, which
may be used as an indicator for the quality of the derived approximate solution.
We observe that for the two schemes given the same partitioning factor N , differences in
the number of critical regions occur. This finding is problem dependent and a consequence
of some master problems, employed in the decomposition algorithm, not having a unique
optimal solution. This results in alternatives for the corresponding mp-LP sub-problem,
whose explicit solution characterizes the subsequent partitioning of the parameter space in
the course of iteration. In the case of degeneracy for some sub-problems, there may be
critical regions with overlapping interiors whose parametric solutions are identical.
The MAT-files of all approximate models (PWAlin) and (PWAlog) for different partition-
ing factor values from Example 6.4.1 and Example 6.4.2 are, together with the approximate
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solution of the corresponding piecewise affine relaxation based two-stage method, available
at https://sites.google.com/site/imperialercmobile/current-research/mp-milp-collection.
6.5. A novel dynamic decomposition algorithm for the
approximate solution of general mp-MILP problems
The piecewise affine relaxation based two-stage method is tuned by the choice of the parti-
tioning factor N , which influences the approximate model (PWAlin) or (PWAlog), respec-
tively, employed therein. The two-stage method is static. The approximate model, once
derived at the approximation stage, is fixed and passed on to the solution stage where it is
processed by the decomposition algorithm.
A characteristic of the decomposition algorithm, see Table 2.1 in Section 2.2, is that it
iterates over closed polyhedral convex subsets of the initial feasible parameter set Θ. In
the course of iteration, the explicit solution of any mp-LP sub-problem further divides an
incumbent region. On the other hand, the maximum separation γjl , given by Eq. (6.4), be-
tween xjθl and the overestimating functions defined by Eq. (6.7) and Eq. (6.8), or Eq. (6.11)
and Eq. (6.12), respectively, depends on the ranges for both the continuous variable and the
parameter involved. If refined bounds for the variables and parameters in a subset of Θ are
used, the maximum separation may decrease compared to that for the original bounds in
(P ).
Motivated by this observation, we extend the two-stage method and additionally embed
the approximation step dynamically in the multi-parametric programming algorithm of the
solution stage. In the dynamic decomposition algorithm for the approximate solution of
problem (P ), an approximation step is incorporated before a new MINLP master problem
is solved. A novel piecewise affine relaxation based approximate model is derived, replacing
the previous one in the incumbent critical region. For simplicity, the focus is on updating the
bounds on the parameter vector only. The value for the partitioning factor N is unchanged
in the algorithm. The steps of the dynamic decomposition algorithm are given in Table 6.9
and are illustrated in Figure 6.6.
Remark 6.5.1. If Step 2 in Table 6.9 is omitted, the initial approximate model (PWAlin) (or
(PWAlog)) is always used in the construction of the MINLP master problems. In this case,
the algorithmic procedure is equivalent to the piecewise affine relaxation based two-stage
method for the approximate solution of (P ), see Table 6.4.
Remark 6.5.2. By construction, it is not guaranteed that the overestimating functions
Eq. (6.11) and Eq. (6.12), respectively, for reduced bounds on the parameter are tighter
everywhere in the refined region than those derived for the initial bounds. In a related
case, this is illustrated in Figure 6.2 around the point x = 0.5 as a result of partitioning the
range of the continuous variable and generating overestimating functions over each resulting
interval.
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Figure 6.6.: Flowcharts of the dynamic decomposition algorithm
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Consequently, the dynamic decomposition algorithm may not yield an improved approxi-
mate solution for all parameter realizations in comparison with the piecewise affine two-stage
method when the same partition factor value is used. To satisfy that the approximate so-
lution is at least as conservative as with the two-stage method, the dynamic algorithm is
extended as follows: Upon termination, in each incumbent region the initial approximate
model is processed in line with the steps of two-stage method, Table 6.4, provided that
all parametric cuts with respect to solutions from the envelope of profiles of the dynamic
decomposition algorithm in the construction of the corresponding master problems are in-
cluded. All solutions from the modified two-stage method, if any, are added to the existing
envelope of parametric profiles from the dynamic decomposition algorithm. Identical integer
solutions of (P ) may be stored in the envelope of parametric profiles for any region.
The applicability of the dynamic decomposition algorithm is demonstrated in example
problems. The dynamic decomposition algorithm has been implemented in Matlab.
Example 6.5.1. Reconsider the LHS-mp-MILP problem (P2a) from Example 6.2.1. The
results for the dynamic decomposition algorithm are summarized in Table 6.10. For N =
(4, 4)T , the partition of the parameter space and the approximate objective value of (P2a)
is depicted in Figure 6.7. Compared with the results of the two-stage method for the same
setting, see Figure 6.3, the quality of the approximate solution is improved, which is partic-
ularly visible in the neighbourhood of θ2 = 0.
For all partitioning values tested, with exception of N = (3, 3)T and N = (16, 16)T , the ap-
proximate solution with the dynamic decomposition algorithm is at least as conservative as
with the two-stage method. For N = (3, 3)T and N = (16, 16)T , one critical region each was
identified where the two-stage method yields an improved approximate solution for certain
parameter points in accordance with Remark 6.5.2.
Example 6.5.2. Consider the general mp-MILP problem (P4a),
(P4a)

z(θ) := minx,y((6.4 + 0.25θ1)x1 + 6x2 + (7.5 + 0.3θ1)y1 + 5.5y2)
s.t. 0.8x1 + (0.67 + 0.015θ1)x2 ≥ 10 + θ2
x1 ≤ 40y1, x2 ≤ 40y2
0 ≤ xi ≤ 40, i = 1, 2
yj ∈ {0, 1}, j = 1, 2
0 ≤ θk ≤ 5, k = 1, 2
which is a variant of (P4), Example B.1.2 in Appendix B.1, in which upper bounds on the
continuous variables are formally added. The results with the dynamic decomposition algo-
rithm are given in Table 6.11. The last column denotes the guaranteed upper bound on the
approximate objective value as obtained from the solution of the conventional robust coun-
terpart problem (RPWAlog) of the approximate model (PWAlog) for a given partition factor
value N . All approximate solutions obtained with the dynamic decomposition algorithm are
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Table 6.9.: Steps of the dynamic decomposition algorithm for the general mp-MILP problem
(P )
Step 0 Choose the value of partitioning factor N . Initialize a critical region, CR = Θ.
(Approximation) Derive the initial approximate model (PWAlin) from Eq. (6.5), Eq. (6.6),
Eq. (6.7), Eq. (6.8), or (PWAlog) from Eq. (6.9), Eq. (6.10), Eq. (6.11),
Eq. (6.12).
Solve the MINLP problem (M), which is derived from (PWAlin) or (PWAlog)
by treating θ as vector of optimization variables, to global optimality. Identify
an initial integer solution, yopt of (M). If (M) is infeasible, goto Step 4.
Step 1
(mp-LP problem)
Fix y = yopt in (PWAlin) or (PWAlog), solve the resulting mp-LP problem
(S) in CR to obtain its optimal objective value rs(θ), a parametric upper
bound of (PWAlin) or (PWAlog) (and consequently of (P )) in CR, and the
corresponding critical regions CRi, i = 1, ..., l.
Identify closed polyhedral convex regions IRi′ , i
′ = 1, ..., l′ with
⋃
i′ IRi′ =
cl(CR\⋃i CRi) where (S) is infeasible. Set rsi′(θ) =∞, θ ∈ IRi′ .
Add rs(θ) and the optimal solution to the envelope of parametric profiles.
Update the set of critical regions of (P ) by incorporating the newly identified
regions CRi and IRi′ for all i and i
′ into CR.
For each region CR:
Step 2
(Approximation)
Obtain refined bounds on θ with respect to the incumbent region CR. De-
rive a new approximate model (PWAlin) from Eq. (6.5), Eq. (6.6), Eq. (6.7),
Eq. (6.8), or (PWAlog) from Eq. (6.9)), Eq. (6.10), Eq. (6.11), Eq. (6.12).
Step 3
(MINLP problem)
(a) Update the master problem (M), derived from (PWAlin) or (PWAlog) by
treating θ as vector of optimization variables, by introducing integer cuts∑
{j|ykj =1}
yj −
∑
{j|ykj =0}
yj ≤
∑
{j|ykj =1}
j0 − 1, k = 1, ..,K
and parametric cuts
f(x, y, θ) ≤ rsk(θ)− , k = 1, ...,K,
 > 0, where K is the number of all solutions currently stored in the envelope
of parametric profiles for region CR, and f(x, y, θ) is the objective function of
(PWAlin) or (PWAlog).
(b) Solve (M) and return to Step 1 if a new integer solution, yopt of (M), is
found.
Step 4 The iteration terminates in a region where the MINLP master problem is
infeasible. The algorithm stops if there are no more critical regions to explore.
Step 5
(Post-processing)
Remove all auxiliary binary and continuous variables from the candidate solu-
tions as defined by N in the construction of the piecewise affine approximate
models. The envelope of parametric profiles is a collection of feasible solutions
for each region CR yielding upper bounds on the optimal objective value of
(P ). The approximate solution of (P ) is determined through on-line function
evaluations of the upper bounds from the envelope of parametric profiles for a
given parameter realization and direct value comparison.
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MINLP mp-LP CR Mult. CPU (min:sec)
N = (2, 2)T 8 2 6 1 0:04
N = (3, 3)T 50 12 38 2 0:14
N = (4, 3)T 92 25 67 3 0:23
N = (4, 4)T 124 30 94 3 0:31
N = (8, 8)T 222 45 177 2 1:00
N = (16, 16)T 895 178 717 2 4:38
Table 6.10.: Solution of (P2a) by the dynamic decomposition algorithm (logarithmic
scheme) - Example 6.5.1
Figure 6.7.: Partition of the parameter space and approximate objective value of (P2a)
with dynamic decomposition algorithm (logarithmic scheme) using N = (4, 4)T
- Example 6.5.1
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MINLP mp-LP CR Mult.
CPU Upper
(min:sec) Bound
N = (2, 2)T 8 4 4 2 0:05 143.19
N = (4, 4)T 8 4 4 2 0:05 141.51
N = (8, 8)T 11 5 6 2 0:05 140.67
N = (16, 16)T 14 6 8 2 0:10 140.25
N = (32, 32)T 26 9 17 2 0:10 140.04
N = (64, 64)T 46 15 31 2 0:20 139.93
N = (128, 128)T 91 29 62 2 0:40 139.88
Robust Optim. based
Two-Stage Method
3 2 1 2 0:03 139.83
Table 6.11.: Solution of (P4a) by the dynamic decomposition algorithm (logarithmic
scheme) - Example 6.5.2
equally or less conservative than with the piecewise relaxation based two-stage method. The
results with the piecewise affine relaxation based two-stage method are summarized in Table
D.5 in Appendix D.2.
The critical regions for N = (16, 16)T are depicted in Figure 6.8. In the figure, the approx-
imate solution of (P4a) with the dynamic decomposition algorithm is compared with that of
the robust optimization based two-stage method. The partially robust counterpart problem
(RC4a) of (P4a) is derived by setting θ1 = 0 in the first constraint. For θ1 = 0, the partially
robust model (RC4a) is in agreement with problem (P4a). The approximate solution ob-
tained with robust optimization based two-stage method is in agreement with the one given in
Example B.1.2, see Table B.5, for the refined initial feasible parameter space. The optimal
objective value of (P4a), being tightly approximated by both approaches, is depicted as grey
surface plot in Figure 6.8.
6.6. Conclusions
We propose to employ piecewise affine relaxation of bilinear terms in order to determine ap-
proximate, close-to-optimal solutions of the general mp-MILP problem. We present a piece-
wise affine relaxation based two-stage method which consists of an approximation stage and
a multi-parametric programming stage, and its extension towards the dynamic decomposi-
tion algorithm. In the latter routine, a refined approximate model is used at each iteration.
The approaches embed surrogate models that are derived from overestimating bilinear terms
in the constraints over an ab initio segmentation of the domain. A linearly and a logarith-
mically scaling scheme are available. The approximate models remain parameter dependent
mixed integer linear programming problems. They are tuned by the partitioning factor
value for the range of the continuous variables. The overall conservatism of the approxi-
mate solution with the two-stage method may decrease with an increase in the value of the
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Figure 6.8.: Partition of the parameter space and approximate objective value of (P4a) with
dynamic decomposition algorithm (logarithmic scheme) using N = (16, 16)T -
Example 6.5.2
partitioning factor. Yet an arbitrarily large partitioning factor value is prohibitive as the
number of auxiliary binary variables in the models scales either logarithmically or linearly,
depending on the relaxation scheme used. For the example problems, we observe a tradeoff
between the quality of the approximate solution and the problem size, and consequently the
computational requirements for the proposed method.
In forthcoming work, the applicability of the piecewise affine relaxation based two-stage
method for medium to large size mp-MILP problems is investigated. For instance, problem
formulations from pro-active batch process scheduling that have been addressed using a
combined robust optimization and multi-parametric programming approach are expected
to benefit from the proposed method, yielding improved approximate scheduling policies.
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directions
7.1. Key contributions
The research in this thesis was devoted to the solution of mixed integer linear programming
problems with parameter dependency at multiple locations. To solve the general mp-MILP
problem analytically is, despite the seemingly linear structure, not trivial. In addition to
the integer variables, the main difficulty lies in the presence of uncertainty in the constraint
matrices. The inherent properties of the optimal solution on the one side, and the compu-
tationally difficult task to invert parameter dependent basis matrices on the other side, ask
for alternative solution strategies.
The key developments in the thesis can be summarized as follows:
• In a fresh light, we regarded the general mp-MILP problem as a non-convex mp-
MINLP problem. A systematic approach was achieved through multi-parametric
global optimization. In our studies we involved state-of-the-art techniques from bilin-
ear programming. A tailor made branch-and-bound procedure with respect to both
the continuous variables and the parameters was employed. Multi-parametric global
optimization was the topic of Chapter 3.
• In order to reduce the computational burden, we presented a number of methods to
derive approximate solutions of the general mp-MILP problem. The proposed methods
have in common that left-hand side uncertainty in the general mp-MILP problem
is either eliminated or transformed. Surrogate RIM-mp-MILP problems are solved.
In the construction of the surrogate models, bilinear terms in the constraints were
overestimated along the lines of robust optimization or by piecewise affine relaxations
over an ab initio segmentation of the domain. The choice of the approximate models
has impact on the conservatism of the solution estimate obtained. The decision maker
has the possibility to select a suitable approach according to individual requirements.
In Chapter 4 we introduced the robust optimization based two-stage method. In
Chapter 6, the piecewise affine relaxation based two-stage method and an extension
thereof, the dynamic decomposition algorithm, for mp-MILP problems was proposed.
• We advanced the application of multi-parametric programming in pro-active batch
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process scheduling, which was the focus in Chapter 5. Faced with the task to gen-
erate scheduling policies when not all data have revealed, robust optimization and
multi-parametric programming were suitably combined. Following the classification
of uncertain data according to their availability at the decision stage and an accu-
rate description of the uncertainty set, we proposed to employ an uncertainty set
dependent partially robust scheduling model which itself is a multi-parametric mixed
integer programming problem. By construction, the generated parametric schedule is
less conservative than the corresponding conventional robust schedule. Our proposed
two-stage methods may be applied to any MILP scheduling formulation, supporting
a wide range of uncertainty that can be modelled through parameters, at multiple
locations in the model.
• The decomposition algorithm for RIM-mp-MILP problems, introduced in Chapter 2,
served as basic multi-parametric programming solver in most of the proposed methods
from Chapter 3 - Chapter 6. An implementation of the decomposition algorithm
is available in Matlab. The prototype algorithm solves mp-MIQP problems, which
include RIM-mp-MILP problems as special case, of the form
(T )

z(θ) := minx,y(
1
2x
TQx+ (c+Hθ)Tx+ 12y
TRy + (d+ Lθ)T y)
s.t. Ax+ E(θ)y ≤ b+ Fθ
A¯x+ E¯y = b¯
x ∈ Rn, y ∈ {0, 1}p
θ ∈ Θ := {θ ∈ Rq |Uθ ≤ v},
where Q  0, R  0, and the entries of matrix E depend linearly on θ. The algorithm
operates on polyhedral convex sets and identifies an envelope of parametric profiles
for each region, storing a set of candidate solutions. For every parameter point, the
optimal solution of (T ) is contained in the envelope. A documentation of the solver is
given in Appendix F.
7.2. Ongoing and future work
7.2.1. A branch-and-bound algorithm for the solution of RIM-mp-MILP
problems
7.2.1.1. Introduction
We discuss a novel algorithm for the explicit solution of so called RIM-mp-MILP problems
that exhibit objective function and right-hand side constraint matrix uncertainty. The
algorithmic procedure employs a branch-and-bound strategy that involves the solution of
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mp-LP sub-problems at leaf nodes and appropriate comparison procedures to update the
tree. Relaxations, available from the convex and concave envelope of a bilinear term, are
employed to overcome the presence of bilinear terms involved. Based on the relaxation
scheme suitable linear auxiliary problems are constructed and embedded into the comparison
procedures. The algorithm generates an envelope of parametric profiles containing the
optimal solution of the RIM-mp-MILP problem.
We consider the following problem,
(P ∗)

z(θ) := minx,y((c+Hθ)
Tx+ (d+ Lθ)T y)
s.t. Ax+ Ey ≤ b+ Fθ
x ∈ Rn, y ∈ {0, 1}p
θ ∈ Θ := {θ ∈ Rq |θminl ≤ θl ≤ θmaxl , l = 1, ..., q},
which can be solved by the decomposition algorithm described in Table 2.1, Section 2.2.
Note that (P ∗) differs from the RIM-mp-MILP problem (P ′) as parameter dependent en-
tries of constraint matrix E are not allowed.
The algorithm described here represents an extension to the work by Acevedo and Pis-
tikopoulos [1], enabling the use of a branch-and-bound approach to solve mp-MILP prob-
lems with RHS-uncertainty. The framework presented therein is also applicable to mp-MILP
problems with OFC-uncertainty. If applied to RIM-mp-MILP problems, the bottlenecks are
nonlinear and non-convex constraints that may be encountered in the comparison proce-
dures, resulting in non-polyhedral critical regions. This is overcome by the proposed exten-
sion.
A key advantage of the novel branch-and-bound algorithm is that problems of type (P ∗)
can be solved without the need for global optimization.
7.2.1.2. A branch-and-bound algorithm for RIM-mp-MILP problem
The flowchart of the algorithm is given in Figure 7.1. The algorithm is initialized by solving
the fully relaxed problem, an mp-LP problem (P0) derived from (P
∗) by treating the binary
variables as continuous variables. The optimal solution of (P0) and the critical regions are
obtained. A lower bound on z(θ) of (P ∗) is found. At this stage, the current best upper
bound is assigned as infinite.
In the next steps, the search tree is extended and child nodes are created. Binary variables
are successively fixed to either 0 or 1 in (P0). Child nodes inherit critical regions, which
are updated with respect to the incumbent envelope of parametric profiles, from the parent
node. Subsequently, a corresponding mp-LP problem is solved in each inherited region.
A leaf node is considered a terminal node and is fathomed, if for all critical regions obtained
from the multi-parametric programming step one of the following criteria applies:
C.1 The incumbent mp-LP sub-problem has an integer optimal solution,
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Figure 7.1.: Branch-and-bound algorithm for the solution of (P ∗)
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C.2 The incumbent mp-LP sub-problem is infeasible,
C.3 The incumbent mp-LP provides an optimal objective value that is greater than the
current best upper bound as manifested by the comparison procedure for fathoming.
Criteria C.1 yields an integer feasible solution of (P ∗), and consequently an upper bound on
z(θ), for part of the initial feasible parameter space. In all three cases, subsequent branching
from this node does not improve the current best upper bound.
Any region where none of the criteria holds is examined further, making the node subject
to branching. In this case, criteria C.3 may be satisfied in only part of the corresponding
region. The node is then terminal in this particular part of the parameter space, whereas
the node with respect to the remaining region undergoes branching. In the next paragraph,
we will pay a closer look at the comparison procedures employed in updating the search
tree.
7.2.1.3. Comparison procedures with an envelope of upper bounds
Let j be the index of the j-th node in the search tree. Let CRk denote the k-th region
inherited from the parent node. The parent node also passes on an envelope of parametric
profiles containing previously identified integer feasible solutions in CRk. The profiles yield
an envelope of upper bounds z¯l(θ) valid in CRk, with l denoting the index of profiles stored.
Furthermore, every profile (x¯l(θ), y¯l)T from the envelope of parametric profiles is affine in
CRk. The region CRk may always be construction such that the latter assumption holds.
As (P ∗) is a RIM-mp-MILP problem, the optimal solution of the mp-LP sub-problem at
node j is a piecewise affine function defined over polyhedral convex regions. The optimal
objective function zj(θ) is a piecewise polynomial function of degree 2 with zji (θ), the optimal
objective value in the i-th critical region CRji ⊆ CRk, not necessarily being convex.
The part of CRji where the incumbent optimal objective value is greater than the current
best upper bound is described by
FATi := {θ ∈ CRji |∀l : zji (θ) ≥ z¯l(θ)}.
The differences between incumbent optimal value and the upper bounds from the envelope
are given by
z
(diff,l)
i (θ) := z
j
i (θ)− z¯l(θ) = θT Q¯θ + c¯T θ + d¯
for every l. If Q¯ is non-zero, z
(diff,l)
i introduces nonlinear constraints in FATi. This excludes
the use of FATi in the fathoming process in the branch-and-bound procedure. In order to
obtain a polyhedral convex region, z
(diff,l)
i is underestimated by
gli(θ) := a
T
u θ + bu ≤ z(diff,l)i (θ)
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For l1 ≤ θ1 ≤ u1, l2 ≤ θ2 ≤ u2 it holds
θ1θ2 ≥ u2θ1 + u1θ2 − u1u2
θ1θ2 ≥ l2θ1 + l1θ2 − l1l2
θ1θ2 ≤ u2θ1 + l1θ2 − llu2
θ1θ2 ≤ l2θ1 + u1θ2 − u1l2,
(7.1)
providing the convex and concave envelope of the bilinear term θ1θ2 ([89],[5]). Therefore,
for every bilinear term in z
(diff,l)
i , one of possible two affine underestimating functions from
Eq. (7.1) is chosen to generate gli. Choosing exactly one has the advantage of generating
a single underestimating function, rather than introducing several linear constraints to ap-
proximate z
(diff,l)
i . In the branch-and-bound algorithm, the region where node j is fathomed
is given by
FAT i := {θ ∈ CRji |∀l : gl(θ) ≥ 0}.
The set FAT i is polyhedral convex, and we have the relations
FAT i ⊆ FATi
for every i. If the the optimal solution in region CRji is not integer feasible for (P
∗), then
in the remaining region
REM1i := CR
j
i\FAT i
further branching from node j is necessary. Note that it might be necessary to represent
the set difference as union of non-overlapping polyhedral convex sets.
When the optimal solution in the critical region CRji is integral, a comparison procedure is
performed to identify the subregions where
1. The incumbent integer solution yields an improved upper bound,
2. The incumbent optimal objective value is added to the envelope of upper bounds.
Analogously, we overestimate z(diff,l) by an affine function hli, i.e.
hli(θ) := a
T
o θ + bo ≥ z(diff,l)i (θ).
The overestimating function hli is constructed along the lines of g
l
i, overestimating every
bilinear term in z
(diff,l)
i by one of the two available functions from Eq. (7.1). The region
where the envelope of parametric profiles is replaced by the incumbent integer solution is
described by
REP i := {θ ∈ CRji |∀l : hli(θ) ≤ 0}.
In this region, the envelope contains a single element only and the current best upper bound
is given by zji (θ).
On the other hand, FAT i may also be a non-empty set, out-ruling the optimal solution at
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node j in part of the parameter space. After computing REP i and FAT i, we generate a
third region,
UPDi := CR
j
i\(FAT i ∪REP i).
In UPDi, the envelope of parametric profiles is updated by adding the incumbent solution
and upper bound zji (θ). The envelope contains l+ 1 profiles. Again, it may be necessary to
represent UPDi as union of non-overlapping polyhedral convex regions.
At node j, for every critical region CRji , obtained from the solution of the incumbent mp-
LP problem in every parent node inherited region CRk, the sets FAT i and REMi in case
of a non-integer solution, and FAT i, REP i and UPDi in case of an integer solution are
computed. Note that if an integer solution is found at node j such that the envelope of
profiles is updated, this information is incorporated accordingly into the inherited regions
for all open leaf nodes.
The branch-and-bound algorithm terminates when all leaf nodes are terminal nodes ac-
cording to criteria C.1 - C.3. Upon termination the initial feasible parameters pace of (P ∗)
is divided into two types of polyhedral convex regions. There are regions where the opti-
mal solution of (P ∗) is determined, and regions of type UPDi where a set of candidates is
stored in the envelope. For every parameter point, the optimal solution is contained in the
envelope. For a given realization, the optimal solution is obtained from function evaluation
and direct value comparison of the upper bounds to identify the optimal one.
The price for solving (P ∗) using a branch-and-bound algorithm is the generation of critical
regions that contain an envelope of solutions, which is a result of the necessity to approx-
imate those regions where a node is fathomed or a current best upper bound is found by
polyhedral convex sets.
7.2.1.4. Ongoing and future work
We have presented a prototype branch-and-bound algorithm for the solution of RIM-mp-
MILP problems. It relies solely on linear programming techniques and does not involve
global optimization. The steps of the branch-and-bound algorithm are applied to an exam-
ple problem, which is given in Appendix E.1. For this example we observe that the number
of critical regions is significantly greater and that more mp-LP sub-problems were required
to be solved compared to the decomposition algorithm. Future work needs to address com-
parative studies on computational requirements for both algorithms. It is of interest to see
if the branch-and-bound algorithm is a suitable alternative to solve larger sized mp-MILP
problems, e.g. from a scheduling environment, that are difficult to solve by the decompo-
sition algorithm. In particular, when the solution of the MINLP master problem to global
optimality is the bottleneck in the overall routine.
The branch-and-bound algorithm may also be further tuned and improved. Its applicabil-
ity depends highly on the quality of the under- and overestimating functions involved to
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generate the sets FAT i and REP i, respectively. In our prototype algorithm, these sets are
conservative as to achieve a simple description was the primary goal. Ongoing work will
focus on a tighter representation, using the full potential of the under- and overestimators
available from Eq. (7.1) to approximate z
(diff,l)
i . Note that this may result in a more com-
plex description of the sets, which again has impact on the characterization of the remaining
region as union of polyhedral convex sets. Therefore, it may be necessary to look into devel-
oping sensible merging strategies for neighbouring regions with identical envelopes in order
to keep the number of subsequent mp-LP sub-problems to a minimum.
Thirdly, the framework is extendible to mp-MIQP problems where the optimal objective
exhibits the same properties as that of the RIM-mp-MILP problem. The same methods for
the construction of the critical regions apply.
7.2.2. Reactive scheduling via multi-parametric mixed integer
programming
In addition to pro-active scheduling which generates scheduling policies taking into account
the presence of uncertainty at the optimization stage, revision of implemented scheduling
policies may be necessary in case of unforeseen events. Strategies for rescheduling during
the production process when disturbances occur are classified as reactive scheduling. An
overview of reactive scheduling approaches can be found in recent reviews ([90, 84, 119]).
Reactive scheduling is a method of online optimization. Thus, multi-parametric program-
ming may be a suitable tool to move the rescheduling process oﬄine with the overall aim
to reduce the response time. Li and Ierapetritou [85] proposed a reactive scheduling frame-
work based on multi-parametric programming. Extending the continuous time formulation
from Ierapetritou and Floudas [69] for short-term scheduling of batch processes, disruptive
events such as rush orders and machine breakdown are modelled as parameters in the MILP
scheduling formulation. Additional constraints and auxiliary variables are introduced to
ensure that all completed and currently running tasks cannot be changed. Once the para-
metric response is generated, rescheduling is then reduced to function evaluation for any
realized disruption.
To further promote multi-parametric programming in reactive scheduling we look towards
recent approaches that combine scheduling and control problems ([65]).
7.2.2.1. Scheduling and model predictive control
In the work of Subramanian et al. [115], batch process scheduling is embedded into online
model predictive control, considering a closed loop implementation of scheduling. A time
discrete scheduling formulation to identify the optimal resource allocation (assignments of
tasks to units), batch sizing and production sequencing within is considered. The work
presented therein provides a good framework to model a wide range of scheduling problems.
The MILP scheduling formulation is transformed into a state space model. Assignment
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variables are control inputs, whereas inventory levels, i.e. the amount of a state (material)
at a certain time, and previously executed decisions describe the state of the systems. The
latter states are integral. Disruptions are modelled as disturbances in the state space model.
Consumption or production rate uncertainty, delays of executed tasks and unit breakdowns
are introduced.
Without going into further detail, the scheduling model is represented in the time-invariant
linear form
x(t+ 1) = Ax(t) +Bu(t) +Bdd(t), (7.2)
t ∈ R+, with x ∈ Rn1 × {0, 1}n2 being the state vector, u ∈ {0, 1}q being the input, and
d ∈ Rr1 × {0, 1}r2 being the vector of disturbances. The state-space matrices A, B and Bd
have appropriate dimensions. The index t denotes the time.
Model predictive control is a process control method widely employed in chemical engi-
neering ([80]). Based on a receding horizon scheme the initially disturbed system is sys-
tematically steered to an equilibrium state. In the following we will use the notations
X := (x(t), ..., x(t+N))T and U := (u(t), ..., u(t+N − 1))T . The model predictive control
problem (MPC) for linear time invariant systems with linear constraints is given by
(MPC)

J(X) = minU (
∑N−1
k=0 l(x(t+ k), u(t+ k))
s.t. x(t+ k + 1) = Ax(t+ k) +Bu(t+ k), k = 0, ..., N − 1
Gx(t+ k) + Eu(t+ k) ≤ F, k = 0, ..., N − 1
x(N) ∈ χf ,
where N is the prediction horizon, l(x(t + k), u(t + k)) is the stage cost, and χf is the
set of terminal constraints. In online model predictive control, at time t the current state
x(t) = x0 is either measured or estimated. The data is supplied to (MPC) and the de-
terministic problem is solved. An optimal control sequence for the next N time steps is
obtained. The first optimal control uopt(t) is applied to the plant. Upon collecting feedback
information from the system, this procedure is repeated at time t + 1 by solving a new
optimal control problem with the time horizon shifted forward by one step.
The repetitive nature of online model predictive control is challenging for system with a
high sampling time frequency. This obstacle paved the way for explicit model predictive
control ([106, 107]), applicable to time-invariant systems. In explicit model predictive con-
trol, (MPC) is cast as a multi-parametric programming problem in which the state vector
x(t) at time t represents the parameters. Depending on the performance measure, the ex-
plicit model predictive model may result in an mp-LP or mp-QP problem. In the case that
some inputs are integral, a corresponding mp-MILP or mp-MIQP, respectively, is solved.
When the parametric solution, a function of the initial states, is derived it is stored in a
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look up table. In the rolling horizon scheme, the corresponding control law is obtained from
function evaluation for realized values of the states.
The oﬄine control of the batch process scheduling as described by the system in Eq. (7.2)
can be anticipated. In addition to the initial states x(t), the disturbances d(t) are treated
as parameters. Future disturbances have not yet revealed and are therefore fixed to their
nominal value. The presence of assignment variables as scheduling decisions requires multi-
parametric mixed integer programming techniques.
7.2.3. Explicit model predictive control of hybrid systems via dynamic
programming
System models need not be restricted to describing physical laws with continuous states
and inputs, and smooth functions. At the same time they may contain discrete states and
inputs, and be governed by logical rules, discrete event systems or components. Hybrid
systems have high relevance in the context of modelling and control applications ([96, 7]).
A special class of hybrid systems is state-space representation of the scheduling formulation,
Eq. (7.2), but also piecewise affine (PWA) dynamic systems fall into this category.
The time-invariant PWA system, for the special case of two partitions of the state and input
space, is given by
x(t+ 1) =
{
A1x(t) +B1u(t), (x(t), u(t))
T ∈ χ1
A2x(t) +B2u(t), (x(t), u(t))
T ∈ χ2
t ∈ R+. The sets χ1 and χ2 are polyhedral convex and disjoint. The union χ1 ∪ χ2 is
assumed to be a convex set. With the generalized framework by Bemporad and Morari [19]
for mixed logical dynamical systems, the PWA system can be embedded into the control
formulation, problem (MPC).
Online implementation of model predictive control for hybrid systems is particularly chal-
lenging as it involves repetitive solution of mixed integer optimization problems. This moti-
vated the development of algorithms for oﬄine model predictive control for hybrid systems
based on multi-parametric programming ([35, 48, 112]). Problem (MPC) may be cast into
an mp-MILP or mp-MIQP problem, respectively.
The size of problem (MPC), which is introduced in Section 7.2.2, depends on the choice of
the control horizon N . Specific constraints may be required for all future states, inputs, and
outputs involved. The computational complexity involved in solving (MPC) explicitly is
also dependent on the size of the problem. Exploiting the multi-stage structure of (MPC),
dynamic programming has been recognized as a suitable tool to reduce the complexity of
explicit receding horizon optimal control problems ([36, 13, 52, 78]). The techniques are
based on the optimality principle presented by Bellman [15] ([15, 16, 28]). The original
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problem (MPC) is decomposed into a set of N sub-problems, one for each time step.
The multi-parametric dynamic programming approach as proposed by Fa´ısca et al. [52]
is now extended to systems described by hybrid dynamics. The methodology may be used
for model predictive control problems with either a linear or quadratic cost function. For
k = N − 1, ..., 0, the following explicit model is solved
(DYN)k

Jk(Xk, Uk) = minu(t+k)(
∑N−1
i=k l(x(t+ i), u(t+ i))
s.t. x(t+ i+ 1) = Ax(t+ i) +Bu(t+ i), i = k, ..., N − 1
Gx(t+ i) + Eu(t+ i) ≤ F, i = k, ..., N − 1
where Xk := (x(t+k), ..., x(t+N))
T and the future control inputs Uk := (u(t+k+1), ..., u(t+
N − 1))T are treated as parameters in the model. Note that for hybrid systems, such as
PWA systems, the vectors u(t+ k) may include auxiliary continuous and binary variables,
and u(t + i), i = k + 1, ..., N − 1, may include auxiliary parameters, respectively, as intro-
duced from deriving the mixed integer logical framework ([19]). Through substitution, Xk
may also be further reduced to contain solely x(t+ k).
At each stage k, the incumbent control inputs u(t+ k) are considered as optimization vari-
ables. In terms of number of optimization variables and constraints that are not solely
affiliated with the parameters, (DYN)k is of smaller size than the original model (MPC).
We observe an increase in the number of parameters at stage k over stage k + 1.
Problem (DYN)k is solved starting at k = N−1. For k = N−2, ..., 0, comparison procedures
are employed after (DYN)k has been solved. Comparison procedures update the regions
where the optimal solution of (DYN)k is valid in connection with the optimal solution of
(DYN)k+1, which has been solved prior to (DYN)k. Successively, u(t+k+1), ..., u(t+N−1)
are substituted and removed from u(t+ k, x(t+ k), u(t+ k + 1), ..., u(t+N − 1)), yielding
the representation u(t+ k, x(t+ k)). At the final stage k = 0, we obtain a partition of the
x(t)-space and the vector of control inputs u(t, x(t)), ..., u(t+N − 1, x(t)) as desired.
A particular difficulty for the hybrid case is to account for the envelope of parametric profiles
that arise from solving (DYN)k related mp-MILP or mp-MIQP problems at each stage with
the decomposition algorithm from Table 2.1, Section 2.2. Secondly, the comparison proce-
dures operate over the critical regions obtained at stage k and stage k + 1 by considering
each possible pairing. To avoid an overly large segmentation of the feasible x(t)-space upon
termination of the dynamic programming based approach, it is necessary to explore suitable
merging strategies of neighbouring regions with an identical envelope. Merging procedures
are then applied after the comparison procedure at each stage. Thirdly, the extension of the
combined multi-parametric and dynamic programming to robust control of hybrid systems
is anticipated. The entries of the system matrices A and B may be uncertain. Depending
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on the underlying uncertainty set, techniques from Chapter 4 can be applied to derive a
partially robust counterpart problem of (DYN)k.
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[126] : M. Wittmann-Hohlbein and E. N. Pistikopoulos. On the global solution of
multi-parametric mixed integer linear programming problems. J. Global Optim.,
available online: http://dx.doi.org/10.1007/s10898-012-9895-2:1–23, 2012
Chapter 5 is based on:
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A. The solution of general mp-MILP
problems
A.1. A branch-and-bound based algorithm for mp-MILP
problems
An algorithm for the solution of mp-MILP problems of type (P ) is presented by Li and
Ierapetritou [82]. The framework of the algorithm is based on a branch and bound procedure.
The branch and bound tree is updated by employing a comparison procedure between the
optimal objective value for (P ) at the integer node that is currently marked as optimal
and optimal objective values obtained from solving mp-LP sub-problems at leaf nodes. The
comparison procedure consists of nonlinear and non-convex optimization problems. If in a
subset of the parameter space a leaf node is found to yield a lower objective value than that
for the currently optimal integer node, it is further branched from that node.
The branch-and-bound based algorithm benefits from early fathoming. This is the case
when the corresponding mp-LP problem at a leaf node is either infeasible, or the optimal
objective value of the sub-problem is greater than that belonging to the currently optimal
one. Note that the fully relaxed problem at the root node provides a parametric lower bound
on the optimal objective value of (P ). The steps of the algorithm are summarized in Table
A.1.
The mp-LP sub-problems are solved using a discretization method of the parameter space,
similar to the one described in Section 2.3. The comparison procedure is described in detail.
Let K and L, be the number of critical regions of (P ) at the currently optimal integer node
yopt and at leaf node i, respectively. In the course of iteration the redundancy check consists
of the evaluation of two optimization problems
g := max
θ
(zyopt(θ)− zi(θ)) s.t. θ ∈ CRkyopt ∩ CRli (A.1)
h := max
θ
(zi(θ)− zyopt(θ)) s.t. θ ∈ CRkyopt ∩ CRli (A.2)
for every k = 1, ...,K, l = 1, ..., L. We distinguish between the following cases:
(i) Both problems (A.1) and (A.2) are infeasible due to the intersected region being empty.
The node yopt remains the currently optimal node in CRkyopt .
(ii) If g ≤ 0, it follows that yopt remains the currently optimal node in the intersection
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Table A.1.: Steps of the branch-and-bound based algorithm ([82]) for problems of type (P )
Step 0 Initialize a critical region, CR = Θ, no integer variables are flagged in
CR.
Step 1
(MILP problem)
For each critical region CR, fix arbitrary θ0 ∈ CR and fix integer vari-
ables to the corresponding values when flagged. Solve the resulting MILP
problem and obtain yopt, the currently optimal integer node in CR, and
the branch-and-bound tree.
Step 2
(mp-LP problem)
For each leaf node i of the branch-and-bound tree, solve the resulting mp-
LP problem (LP ) in CR. (LP ) is derived from (P ) by fixing the integer
variables that have been assigned an integer solution at the node. Obtain
the optimal objective value zi(θ) of (LP ) and the corresponding critical
regions CRli, l = 1, ..., L, where L denotes the number of critical regions
identified.
Step 3
(Comparison proce-
dure)
Between every critical region of (P ) at yopt and of every leaf node i redun-
dancy checks in CRkopt ∩CRli, ∀k, ∀l, are performed. Update the critical
regions: Define the part of each intersection in which zopt(θ) ≤ zi(θ) or
zopt(θ) ≥ zi(θ).
In the first case, yopt is the currently optimal integer node in this region.
In the latter case, if (i) only a subset of the integer variables of (P ) are
assigned integer values, the integer values are flagged and the node is
subject to further branching. Update CR and goto Step 1. In the latter
case, if (ii) the leaf node yields itself an integer solution of (P ), it be-
comes the currently optimal integer node of (P ) in this region.
The iteration terminates in a region where no more branching is neces-
sary. The currently optimal integer node is the optimal solution of (P )
in the region specified.
150
A.2. Comparison of the branch-and-bound based algorithm and the decomposition
algorithm - Two case studies
region. Leaf node i can be fathomed.
(iii) If h ≤ 0, there might exist an integer solution whose optimal value of (P ) at this integer
point in part of the intersected region is less than zyopt(θ). To detect this integer solution
further branching from node i is carried out.
(iv) If h > 0 and g > 0, the constraints zdiff (θ) := zi(θ) − zyopt(θ) ≤ 0 and −zdiff (θ) ≤ 0
are non-redundant. The intersection region is divided and each new region is additionally
described by the difference of the optimal objective values. In the first region with zdiff (θ) ≤
0, it is further branched on this node. In the second region with −zdiff (θ) ≤ 0, the node is
fathomed and yopt remains the currently optimal node.
A.2. Comparison of the branch-and-bound based algorithm
and the decomposition algorithm - Two case studies
We compare the computational requirements in terms of number of deterministic and multi-
parametric problems for the branch-and-bound based algorithm, Table A.1, with those for
the decomposition algorithm, Table 2.1 in Section 2.2, applied to two general mp-MILP
problems.
Example A.2.1. Let us consider the following mp-MILP problem
(P3)

z(θ) := minx,y((−3 + θ1)x1 − 8x2 + 4y1 + 2y2)
s.t. x1 + x2 ≤ 13 + θ2
(5 + θ3)x1 − 4x2 ≤ 20
−8x1 + 22x2 ≤ 121
x1 − 10y1 ≤ 0
x2 − 15y1 ≤ 0
xi ≥ 0, i = 1, 2
yj ∈ {0, 1}2, j = 1, 2
0 ≤ θk ≤ 10, k = 1, 2, 3
to which the steps of the branch-and-bound based algorithm are applied.
Step 1: An initial MILP problem is solved at (0, 0, 0)T ∈ Θ. The currently optimal integer
node is yopt = (1, 1)T . The tree and the objective values at the leaf nodes are displayed in
Figure A.1.
Step 2: Solve an mp-LP sub-problem at every leaf node.
Node 1: Fix y1 = 0 and treat y2 as continuous variable, 0 ≤ y2 ≤ 1. The problem (S) is
infeasible,
z0(θ) = ∞
CR0 := {θ ∈ R3|0 ≤ θ1 ≤ 10, 0 ≤ θ2 ≤ 10, 0 ≤ θ3 ≤ 10}
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and consequently Node 1 can be fathomed .
Node 3: Fix y = (1, 1)T and solve (S). We obtain
z1(θ) = (−3 + θ1)(11
2
+
11
15
θ2)− 32
15
θ2 − 54
xopt1 (θ) = (
11
2
+
11
15
θ2,
15
2
+
4
15
θ2)
T
CR1 := {θ ∈ R3|0 ≤ θ1 ≤ 65
11
, 0 ≤ θ2 ≤ 135
22
, 0 ≤ θ3 ≤ 675− 78θ2
165 + 22θ2
}
z2(θ) =
2(−2223 + 231θ1 − 242θ3)
11θ3 + 39
+ 6
xopt2 (θ) = (
464
11θ3 + 39
,
1
11θ3 + 39
(80 +
121(θ3 + 5
2
)))T
CR2 := {θ ∈ R3|0 ≤ θ1 ≤ 65
11
, 0 ≤ θ2 ≤ 10, 675− 78θ2
165 + 22θ2
≤ θ3, 36
55
≤ θ3 ≤ 10}
z3(θ) = 10θ1 − 1068
11
xopt3 (θ) = (10,
201
22
)T
CR3 := {θ ∈ R3|0 ≤ θ1 ≤ 65
11
,
135
22
≤ θ2 ≤ 10, 0 ≤ θ3 ≤ 36
55
}
z4(θ) =
−3973
96
+
55
96
θ1
xopt4 (θ) = (
55
96
,
137
24
)T
CR4 := {θ ∈ R3|65
11
≤ θ1 ≤ 10, 0 ≤ θ2 ≤ 10, 0 ≤ θ3 ≤ 10}.
Node 4: Fix y = (1, 0)T . The corresponding mp-LP problem (S) yields
z5(θ) = (−3 + θ1)2 + 4
xopt5 (θ) = (2, 0)
T
CR5 := {θ ∈ R3|3 ≤ θ1 ≤ 10, 0 ≤ θ2 ≤ 10, 0 ≤ θ3 ≤ 5}
z6(θ) =
20(−3 + θ1)
5 + θ3
+ 4
xopt6 (θ) = (
20
5 + θ3
, 0)T
CR6 := {θ ∈ R3|0 ≤ θ1 ≤ 3, 0 ≤ θ2 ≤ 10, 0 ≤ θ3 ≤ 5}
z7(θ) = ∞
CR7 := {θ ∈ R3|0 ≤ θ1 ≤ 10, 0 ≤ θ2 ≤ 10, 5 < θ3 ≤ 10}.
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A.2. Comparison of the branch-and-bound based algorithm and the decomposition
algorithm - Two case studies
Step 3: Perform comparison procedures Eq.(A.1) and Eq. (A.2) for every pair {i, j} with
i ∈ {1, ..., 4}, j ∈ {5, 6, 7}. The index set related to i represents the currently optimal integer
solution yopt = (1, 1)T at Node 3.
It holds gij ≤ 0, i.e.
zi(θ) ≤ zj(θ) ∀θ ∈ CRi ∩ CRj
for all i and j with non-empty intersection. The comparison procedure stops in the inter-
sected region and the second optimization problem Eq. (A.2) needs not be solved. The integer
solution at node 3 remains the optimal integer node in all intersected regions. No further
branching is necessary and the algorithm terminates.
The final partition of the parameter space is determined by the intersected regions furnished
in Step 3. From the comparison procedure, it may be concluded that the optimal solution
of (P3) is given by the results at node 3 yielding three critical regions, which is the result
provided by Li and Ierapetritou [82].
The branch-and-bound based algorithm requires the solution of one MILP problem, three
mp-LP sub-problems and eight NLP comparison procedures, excluding comparison proce-
dures involving region CR7. In comparison, the results obtained with the decomposition
algorithm are identical, see Example 4.2.1. In the course of iteration five MINLP problem
and one mp-LP problem were solved.
Figure A.1.: Initial branch-and-bound tree of (P3) at θ = (0, 0, 0)T
Example A.2.2. Consider problem (P2),
(P2)

z(θ) := minx,y(−2x1 − x2 + y1 + y2)
s.t. x1 + (3 + θ1)x2 + y1 ≤ 9
(2 + θ2)x1 + x2 − y2 ≤ 8
x1 − y1 + y2 ≤ 4
xi ≥ 0, i = 1, 2
yj ∈ {0, 1}2, j = 1, 2
0 ≤ θk ≤ 10, k = 1, 2.
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A.2. Comparison of the branch-and-bound based algorithm and the decomposition
algorithm - Two case studies
Applying the steps of the branch-and-bound based algorithm, the initial MILP problem is
solved for the parameter values θ = (0, 0)T . The search tree is shown in Figure A.2, depicting
the objective values at leaf nodes. Node 1 yields the currently optimal integer solution.
At each of the leaf nodes the integer values are fixed an the corresponding mp-LP problems
are solved. Solving the sub-problems yields one critical region for node 1 and node 4, and
two critical regions for node 2 and node 4. Comparisons procedures Eq. (A.1) yield that the
integer solution at node 1 remains optimal. The optimal solution of (P2) is given by the
solution at node 1, which is
z1(θ) =
−40− 16θ1 − 9θ2
5 + 2θ1 + 3θ2 + θ1θ2
x1(θ) =
1
5 + 2θ1 + 3θ2 + θ1θ2
(15 + 8θ1, 10 + 9θ2)
T
y1(θ) = (0, 0)
T
CR1 := {θ ∈ R2|0 ≤ θi ≤ 10, i = 1, 2}.
In total, one MILP problem, four mp-LP sub-problems and five NLP problems were solved.
In comparison, the decomposition algorithm requires the solution of two MINLP problems
and one mp-LP problem to identify the optimal solution of (P3).
Figure A.2.: Initial branch-and-bound tree of (P2) at θ = (0, 0)T
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B. The robust optimization based
two-stage method for mp-MILP
problems
B.1. Collection of mp-MILP example problems
Example 4.2.1 (continued). The exact solution of (P3) obtained with the decomposition
algorithm is attained at the integer node yopt = (1, 1)T with the corresponding continuous
solution given by
xopt1 = (
11
2
+
11
15
θ2,
15
2
+
4
15
θ2)
T ,
CR1 := {θ ∈ R3|0 ≤ θ1 ≤ 65
11
, 0 ≤ θ2 ≤ 135
22
, 0 ≤ θ3 ≤ 675− 78θ2
165 + 22θ2
}
xopt2 =
1
11θ3 + 39
(462, 80 +
121(θ3 + 5)
2
)T ,
CR2 := {θ ∈ R3|0 ≤ θ1 ≤ 65
11
, 0 ≤ θ2 ≤ 10, 675− 78θ2
165 + 22θ2
≤ θ3, 36
55
≤ θ3 ≤ 10}
xopt3 = (10,
201
22
)T ,
CR3 := {θ ∈ R3|0 ≤ θ1 ≤ 65
11
,
135
22
≤ θ2 ≤ 10, 0 ≤ θ3 ≤ 36
55
}
xopt4 = (
55
96
,
137
24
)T ,
CR4 := {θ ∈ R3|65
11
≤ θ1 ≤ 10, 0 ≤ θ2 ≤ 10, 0 ≤ θ3 ≤ 10}.
The optimal objective value and the critical regions of (P3) are depicted in Table B.1 and
Figure B.1, respectively. Figure B.2 and Figure B.3, depicting the optimal objective value
z(θ) and optimal partially robust objective value r(θ) of (P3) at θ3 = 0, θ3 = 10, and the
nominal value θ3 = 5, clearly show that r(θ) is an upper bound on the optimal objective
value z(θ).
The optimal objective value v of the conventional robust counterpart (cvRC3) of (P3),
v = −35.7,
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Figure B.1.: Critical regions of (P3) - Example 4.2.1
is attained at the point (xopt, yopt)T = (0.5, 5.7, 1, 1)T which is depicted in Figure B.3.
Example 3.3.1. We consider the mp-MILP problem which has only LHS-uncertainty,
(P2)

z(θ) := minx,y(−2x1 − x2 + y1 + y2)
s.t. x1 + (3 + θ1)x2 + y1 ≤ 9
(2 + θ2)x1 + x2 − y2 ≤ 8
x1 − y1 + y2 ≤ 4
xi ≥ 0, i = 1, 2
yj ∈ {0, 1}2, j = 1, 2
0 ≤ θk ≤ 10, k = 1, 2.
The point y = (0, 0)T is the only optimal integer solution of (P2), which is valid in the
original feasible parameter set CR1 = {θ ∈ R2|0 ≤ θi ≤ 10, i = 1, 2}. The corresponding
z(θ) yopt Critical Region
CR1 (−3 + θ1)(112 + 1115θ2)− 3215θ2 − 54 (1, 1)T
{0 ≤ θ1 ≤ 6511 , 0 ≤ θ2 ≤ 13522 ,
0 ≤ θ3 ≤ 675−78θ2165+22θ2 }
CR2
2(−2223+231θ1−242θ3)
11θ3+39
+ 6 (1, 1)T
{0 ≤ θ1 ≤ 6511 , 0 ≤ θ2 ≤ 10,
675−78θ2
165+22θ2
≤ θ3, 3655 ≤ θ3 ≤ 10}
CR3 10θ1 − 106811 (1, 1)T
{0 ≤ θ1 ≤ 6511 , 13522 ≤ θ2 ≤ 10,
0 ≤ θ3 ≤ 3655}
CR4
−3973
96 +
55
96θ1 (1, 1)
T {6511 ≤ θ1 ≤ 10, 0 ≤ θ2 ≤ 10,
0 ≤ θ3 ≤ 10}
Table B.1.: Optimal objective value and integer node of (P3) - Example 4.2.1
156
B.1. Collection of mp-MILP example problems
Figure B.2.: Optimal objective value z(θ) (surface plot) and optimal partially robust objec-
tive value r(θ) (grid plot) of (P3) at θ3 = 0 and θ3 = 10 - Example 4.2.1
Figure B.3.: Optimal objective value z(θ) (surface plot), optimal partially robust objective
value r(θ) (red grid plot), and optimal conventional robust objective value v
(green grid plot) of (P3) at θ3 = 5 - Example 4.2.1
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Figure B.4.: Optimal objective value z(θ) (surface plot) and optimal partially robust objec-
tive value r(θ) (grid plot) of (P2) - Example 3.3.1
optimal non-integer solution and the objective value are given by
xopt(θ) =
1
5 + 2θ1 + 3θ2 + θ1θ2
(15 + 8θ1, 10 + 9θ2)
T
and
z(θ) =
−40− 16θ1 − 9θ2
5 + 2θ1 + 3θ2 + θ1θ2
,
respectively. Here, the partially robust and the conventional robust counterpart of (P2) agree.
The optimal partially robust solution of (P2) obtained with the two-stage method is attained
at (xopt, yopt)T = (0.61, 0.64, 0, 0)T with the corresponding objective value estimate
r(θ) = −1.87, CR1 = {θ ∈ R2|0 ≤ θi ≤ 10, i = 1, 2}.
In Figure B.4, we depict the optimal objective value z(θ) and optimal partially robust objec-
tive value r(θ) of (P2).
Example B.1.1. This example features LHS-, RHS- and OFC-uncertainty as follows
(P6)

z(θ) := minx,y(θ1x1 + x2 + y1)
s.t. −x1 + x2 + x3 = θ2 + 2y1
x1 − θ3x2 + x4 = 1 + θ1y2
y2 − y1 ≤ 0
xi ≥ 0, i = 1, ..., 4
yj ∈ {0, 1}2, j = 1, 2
−5 ≤ θk ≤ 5, k = 1, ..., 3.
The envelope of parametric profiles of (P6) obtained with the decomposition algorithm is
presented in Table B.2.
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Figure B.5.: Critical regions of (P6) - Example B.1.1
z(θ) y Critical Region
CR0
−∞ {−5 ≤ θ1 ≤ 0,−5 ≤ θ2 ≤ 5,
θ1θ3 < −1}
CR1
θ1 (0, 0)
T {−5 ≤ θ1 ≤ 0,−1 ≤ θ2 ≤ 5,
−5 ≤ θ3, θ1θ3 ≥ −1}
CR2
−θ1θ2 (0, 0)T {0 ≤ θ1 ≤ 5,−1 ≤ θ2 ≤ 0,
−5 ≤ θ3 ≤ 5}
CR3
0 (0, 0)T {0 ≤ θ1 ≤ 5, 0 ≤ θ2 ≤ 5,
−5 ≤ θ3 ≤ 5}
CR4
−(θ1(θ2θ3+1)+(θ2+1))
θ3−1 (0, 0)
T {0 ≤ θ1 ≤ 5,−2 ≤ θ2 ≤ −1,
1 (1, 1)T 1 < θ3 ≤ 5}
CR5
−(θ1(θ2θ3+1)+(θ2+1))
θ3−1 (0, 0)
T {0 ≤ θ1 ≤ 5,−5 ≤ θ2 ≤ −2,
θ1(−θ2 − 2) + 1 (1, 1)T −θ1 − 3 ≤ θ2, 1 < θ3 ≤ 5}
CR6
−(θ1(θ2θ3+1)+(θ2+1))
θ3−1 (0, 0)
T {0 ≤ θ1 ≤ 2,−5 ≤ θ2 ≤ −θ1 − 3,
−θ1(θ2θ3+θ2+θ3+1)−(θ2+θ3+3)
θ3−1 + 1 (1, 1)
T 1 < θ3 ≤ 5}
CR7
1 (1, 1)T {0 ≤ θ1 ≤ 5,−2 ≤ θ2 < −1,
−5 ≤ θ3 ≤ 1}
CR8
θ1(−θ2 − 2) + 1 (1, 1)T {0 ≤ θ1 ≤ 5,−5 ≤ θ2 ≤ −2,
−θ1 − 3 ≤ θ2,−5 ≤ θ3 ≤ 1}
CR9
θ1 + 1 (1, 0)
T {−5 ≤ θ1 ≤ 0,−5 ≤ θ2 ≤ −3,
−5 ≤ θ3, θ1θ3 ≥ −1}
Table B.2.: Envelope of parametric profiles of (P6) - Example B.1.1
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Figure B.6.: (a) Critical regions, and (b) objective values from the envelope of parametric
profiles of (P6) with two-stage method - Example B.1.1
r(θ) y Critical Region
CR1 θ1 (0, 0)
T {−5 ≤ θ1 ≤ 0,−1 ≤ θ2 ≤ 5,−5 ≤ θ3 ≤ 5}
CR2
−θ1θ2 (0, 0)T {0 ≤ θ1 ≤ 5,−1 ≤ θ2 ≤ 0,
1 (1, 0)T −5 ≤ θ3 ≤ 5}
CR3 0 (0, 0)
T {0 ≤ θ1 ≤ 5, 0 ≤ θ2 ≤ 5,−5 ≤ θ3 ≤ 5}
CR4 1 (1, 0)
T {0 ≤ θ1 ≤ 5,−2 ≤ θ2 < −1,−5 ≤ θ3 ≤ 5}
CR5 θ1(−θ2 − 2) + 1 (1, 0)T {0 ≤ θ1 ≤ 5, 3 ≤ θ2 ≤ −2,−5 ≤ θ3 ≤ 5}
CR6 θ1 + 1 (1, 0)
T {−5 ≤ θ1 ≤ 0,−3 ≤ θ2 < −1,−5 ≤ θ3 ≤ 5}
Table B.3.: Envelope of parametric profiles of (P6) with two-stage method - Example B.1.1
The two-stage method applied to (P6) required a significant lower number of iterations. We
depict the corresponding critical regions and the envelope of partially robust objective values,
projected onto the θ1-θ2 space, of problem (P6) in Figure B.6. The envelope of partially
robust objective values along with the corresponding integer solutions are given in Table B.3.
Example B.1.2. This is a small process synthesis problem with demand, cost and conver-
sion rate uncertainty at the time of optimization and the objective is to minimize the costs.
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z(θ) y Critical Region
CR1
3.425θ1 + 8θ2 + 0.3125θ1θ2 + 87.5 (1, 0)
T
{0 ≤ θ1 ≤ 20, 0 ≤ θ2 ≤ 10}6(10+θ2)
0.67+0.015θ1
+ 5.5 (0, 1)T
Table B.4.: Envelope of parametric profiles of (P4) - Example B.1.2
The model is given by
(P4)

z(θ) := minx,y((6.4 + 0.25θ1)x1 + 6x2 + (7.5 + 0.3θ1)y1 + 5.5y2)
s.t. 0.8x1 + (0.67 + 0.015θ1)x2 ≥ 10 + θ2
x1 ≤ 40y1
x2 ≤ 40y2
xi ≥ 0, i = 1, 2
yi ∈ {0, 1}2, i = 1, 2
0 ≤ θ1 ≤ 20
0 ≤ θ2 ≤ 10.
Applying the decomposition algorithm, the solutions stored in the envelope of parametric
profiles are
x1 = (12.5 + 1.25θ2, 0)
T , y1 = (1, 0)T
and
x2 = (0,
10 + θ2
0.67 + 0.025θ1
)T , y2 = (0, 1)T
which are valid in the initial set of feasible parameters. The corresponding objective values,
referred to as z1(θ) and z2(θ), respectively, are given in Table B.4 and depicted in Figure
B.7.
The parametric profiles obtained with the two-stage method are
x1 = (12.5 + 1.25θ2, 0)
T , y1 = (1, 0)T
and
x2 = (0, 14.92 + 1.49θ2)
T , y2 = (0, 1)T ,
respectively, which are valid in the initial set of feasible parameters. The envelope of para-
metric profiles is given in Table B.5 and the corresponding partially robust objective values,
represented by r1(θ) and r2(θ), respectively, are depicted in Figure B.7.
The region of intersection between z1(θ) and z2(θ) is marked as red contour line and that
between r1(θ) and r2(θ) as blue contour line in the graphs of Figure B.7. Each intersection
splits the set of feasible parameter points into two sub-sets where the lower of the two values
equals the optimal objective value of and the optimal partially robust objective value of (P4),
respectively. The optimal solution of the conventional robust counterpart of (P4) is attained
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r(θ) y Critical Region
CR1
3.425θ1 + 8θ2 + 0.3125θ1θ2 + 87.5 (1, 0)
T
{0 ≤ θ1 ≤ 20, 0 ≤ θ2 ≤ 10}8.95θ2 + 95.05 (0, 1)T
Table B.5.: Envelope of parametric profiles of (P4) with two-stage method - Example B.1.2
Figure B.7.: (a) Objective values from the envelope of parametric profiles of (P4) with
decomposition algorithm and two-stage method, represented by z1(θ), z2(θ)
and r1(θ), r2(θ), respectively, and (b) together with the optimal conventional
robust objective value v - Example B.1.2
at the integer node y = (0, 1)T and yields the optimal value
v = 184.6
which is also depicted in Figure B.7.
Example B.1.3. The process synthesis problem involves RHS-, OFC- and LHS-uncertainty
due to the presence of cost, demand and conversion rate uncertainty. It is formulated as
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follows,
(P5)

z(θ) := minx,y −18(0.82x2 + θ3x3)− 10(0.4x1)
+2.5x1 + (4 + θ1)x2 + 5.5x3)
10y1 + 15y2 + 20y3
s.t. 2 ≤ 0.82x2 + θ3x3 ≤ 5 + θ2
0.5x1 − x2 − x3 + x4 = 0
0.4x1 ≤ 5 + θ2
x1 ≤ 16y1
x2 ≤ 30y2
x3 ≤ 30y3
1 ≤ y2 + y3
x4 ≤ 14
xi ≥ 0, i = 1, ..., 4
yi ∈ {0, 1}2, i = 1, 2, 3
0 ≤ θ1 ≤ 5
0 ≤ θ2 ≤ 10
0.75 ≤ θ3 ≤ 0.95.
Applying the two-stage method, the envelope of partially robust parametric profiles of (P5)
is given in Table B.6. The optimal objective value v of the conventional robust counterpart
of (P5) is given by
v = −27
and is attained at the integer node y = (1, 0, 1)T .
Examples B.1.4 - B.1.6. The examples are variations of sub-problems related to ex-
plicit model predictive control of a system with piecewise affine dynamics from [35]. The
sub-problems arise from a dynamic programming formulation. The parameters represent
the states of the system and future control actions. For the example problems, the origi-
nal quadratic objective functions have been replaced by randomly generated linear objective
functions whose coefficients depend linearly on the parameters. The examples are RIM-mp-
MILP problems and, thus, are in agreement with their partially robust counterparts. The
critical regions of Example B.1.4 are depicted in Figure B.8 (a). For these example problems
the characterization of the regions where the partially robust model is infeasible, which is a
consequence of the requirement of the decomposition algorithm to operate on closed polyhe-
dral convex subsets of the parameter space, is worth mentioning; Upon termination of the
two-stage method Example B.1.4 features six regions of infeasibility, Example B.1.5 features
28 regions of infeasibility, and Example B.1.6 features 68 regions of infeasibility.
Examples B.1.7 - B.1.9. Examples B.1.7 and B.1.8 are both short-term batch process
scheduling models using a continuous time formulation as described in [69]. We have intro-
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Critical Region Integer Solution Continuous Solution x = Uθ + v
y U v
CR1 {0 ≤ θ1 ≤ 5, (1, 1, 0)T 0 0 0 16
2.6 ≤ θ2 ≤ 10, 0 1.22 0 6.09
0.75 ≤ θ3 ≤ 0.95} 0 0 0 0
0 1.22 0 -1.91
(1, 0, 1)T 0 0 0 16
0 0 0 0
0 1.05 0 5.26
0 1.05 0 -2.74
CR2 {0 ≤ θ1 ≤ 5, (1, 1, 0)T 0 0 0 16
1.56 ≤ θ2 ≤ 2.6, 0 1.22 0 6.09
0.75 ≤ θ3 ≤ 0.95} 0 0 0 0
0 1.22 0 -1.91
(1, 0, 1)T 0 2.1 0 10.53
0 0 0 0
0 1.05 0 5.26
0 0 0 0
CR3 {0 ≤ θ1 ≤ 5, (1, 1, 0)T 0 2.44 0 12.19
0 ≤ θ2 ≤ 1.56, 0 1.22 0 6.09
0.75 ≤ θ3 ≤ 0.95} 0 0 0 0
0 0 0 0
(1, 0, 1)T 0 2.1 0 10.53
0 0 0 0
0 1.05 0 5.26
0 0 0 0
Table B.6.: Envelope of parametric profiles of (P5) with two-stage method - Example B.1.3
Figure B.8.: (a) Critical regions of Example B.1.4, and (b) critical regions of Example B.1.7
with two-stage method
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Figure B.9.: (a) Critical regions, and (b) objective values from the envelope of parametric
profiles (surface plot) with modified two-stage method and optimal conventional
robust objective value (grid plot) - Example B.1.9
duced price, demand and processing time uncertainty. The latter introduces LHS-uncertainty
into the models. The partially robust model of Example B.1.7 is modified such that the worst-
case with respect to the batch-size related processing time is implemented but not with respect
to the fixed processing time. Hence, the partially robust model features uncertain entries in
the constraint matrix E.The critical regions of Example B.1.7 are depicted in Figure B.8
(b).
Example B.1.9 is a variation of Example B.1.8 in which the objective function has been al-
tered. The parameters θ3 and θ4 effect solely the entries of the constraint matrices A and E.
The approximate solution obtained with the modified two-stage method is thus independent
of θ3 and θ4. For Example B.1.9, the critical regions and the envelope of objective values
are illustrated in Figure B.9.
The MAT-files of all example problems, apart from Example 3.3.1, and their partially ro-
bust counterparts, are available at https://sites.google.com/site/imperialercmobile/current-
research/mp-milp-collection. For each of the problems, the envelope of parametric profiles
as obtained with the two-stage method is also provided on the website.
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C. Short-term batch process scheduling
under uncertainty
C.1. Notation
H Time horizon
I Index set of tasks
J Index set of units
S Index set of tasks
Ij Index set of tasks performed in unit j
Is Index set of tasks processing state s
Ji Index set of units suitable for performing task i
N Event points
xsn Amount of state s sold at event point n
stsn, stis Amount of state s at event point n, initial amount of state s
bijn Batch size processed by task i in unit j at event point n
tsijn, t
f
ijn Starting and finishing time of task i in unit j at event point n
wijn Activation status of task i in unit j at event point n
Ps Price of state s
Cs Cost of initially acquiring state s
Rs Demand of state s
ρcsi, ρ
p
si Proportion of state s consumed and produced by task i
STmaxs Maximum storage capacity of state s
V minij , V
max
ij Minimum and maximum capacity for performing task i in unit j
τij Mean processing time of task i in unit j
αij , βij Constant and variable processing time of task i in unit j
αij :=
2
3τij , βij :=
2
3
τij
Vmaxij −Vminij
Θ1,Θ2 Feasible set of all revealing, and all non-revealing parameters
Θ∞ Box constrained uncertainty set
Θ2 Ellipsoidal uncertainty set
Θ∞∩1(√q) Combined box constrained and interval uncertainty set
ΘΓ Budget parameter regulated uncertainty set
Γs,Γ
A,B
sn(n′−1) Budget parameters for uncertain production rates
z, pi Vectors of auxiliary continuous variables in (RCΓ)
zA,Bsn(n′−1), p
A,B
sn(n′−1)ij Auxiliary variables in (RCΓ) for uncertain production rates
Table C.1.: Notation
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C.2. Supplementary material for Examples 2, 3, 4 and 5
Critical Region Profits
CR1
{θ1 − 0.15θ2 ≤ 0.99,−θ1 + 0.06θ2 ≤
−0.72, θ1 ≤ 1, 0 ≤ θ2 ≤ 1}
512.08θ1 + 367.87θ2 + 718.85
CR2 {−θ1 + 0.15θ2 ≤ −0.99, θ1 ≤ 1, 0 ≤ θ2} 512.08θ1 + 367.87θ2 + 718.85
CR3 {0.5 ≤ θ1, θ1 + 0.06θ2 ≤ 0.72, 0 ≤ θ2 ≤ 1} 429.9θ2 + 372.94θ2 + 778.51
CR4 {0.4 ≤ θ1 ≤ 0.5, 0 ≤ θ2 ≤ 1} 415θ1 + 372.94θ2 + 786.31
CR5 {0.2 ≤ θ1 ≤ 0.4, 0 ≤ θ2 ≤ 1} 415θ1 + 372.94θ2 + 786.31
CR6 {0.17 ≤ θ1 ≤ 0.2, 0 ≤ θ2 ≤ 1}
−400θ21 + 715.38θ1 + 372.94θ2 +
740.54
CR7 {0 ≤ θ1 ≤ 0.17, 0 ≤ θ2 ≤ 1}
−400θ21 + 24.52θ1θ2 +
788.95θ1 + 368.62θ2 + 727.58
Table C.2.: Partially robust profits - Example 2, Case A
Critical Region Profits
CR1 {0.66 ≤ θ1 ≤ 1, 0 ≤ θ2 ≤ 1} 491.8θ1 + 351θ2 + 627.63
CR2 {0.4 ≤ θ1 ≤ 0.66, 0 ≤ θ2 ≤ 1} 390θ1 + 351θ2 + 695.5
CR3 {0.27 ≤ θ1 ≤ 0.4, 0 ≤ θ2 ≤ 1} 390θ1 + 351θ2 + 695.5
CR4 {0.22 ≤ θ1 ≤ 0.27, 0 ≤ θ2 ≤ 1} −400θ21 + 766.67θ1 + 351θ2 + 622.17
CR5 {0.02 ≤ θ1 ≤ 0.22, 0 ≤ θ2 ≤ 1} −400θ21 + 766.67θ1 + 351θ2 + 622.17
CR6 {0.17 ≤ θ1 ≤ 0.2, 0 ≤ θ2 ≤ 1}
−400θ21 + 122θ1θ2 + 1100.3θ1 +
348.49θ2 + 615.33
Table C.3.: Partially robust profits - Example 2, Case B
Critical Region Profits
CR1 {0.4 ≤ θ1 ≤ 1, 0 ≤ θ2 ≤ 1, 0.5 ≤ θ3 ≤ 1} 758.33θ1 + 394.87θ2 + 762.12
CR4
{0.4 ≤ θ1 ≤ 1, 0 ≤ θ2 ≤ 1, 0.2 ≤ θ3 ≤
0.34}
427.63θ1θ3 + 610.44θ1 +
394.88θ2 − 183.27θ3 + 825.51
CR8
{−0.3θ1 − θ3 ≤ −0.05, 0 ≤ θ1 ≤ 0.1, 0 ≤
θ2 ≤ 1, θ3 ≤ 0.27}
−400θ21 + 671.43θ1 + 394.88θ2 +
872.84
CR10 {0.4 ≤ θ1 ≤ 1, 0 ≤ θ2 ≤ 1, 0 ≤ θ3 ≤ 0.1}
1140.4θ1θ3 + 536.8θ1 +
394.88θ2 − 488.72θ3 + 857.07
Table C.4.: Selected partially robust profits - Example 3, Case A
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Figure C.1.: Critical regions and profit with two-stage method - Example 2, Case C
Figure C.2.: Critical regions and profit with two-stage method - Example 2, Case D
Critical Region Profits
CR1 {0.4 ≤ θ1 ≤ 1, θ2 = 0, 0.65 ≤ θ3 ≤ 1} 758.33θ1 + 762.12
CR3 {0.1 ≤ θ1 ≤ 0.4, θ2 = 0, 0.2 ≤ θ3 ≤ 1} 455θ1 + 892.12
CR8
{0 ≤ θ1 ≤ 0.1, θ2 = 0, θ3 ≤
0.27,−0.3θ1 − θ3 ≤ −0.05}
−400θ21 + 671.43θ1 + 872.84
CR10 {0.4 ≤ θ1 ≤ 1, θ2 = 0, 0.1 ≤ θ3 ≤ 0.23}
427.63θ1θ3 + 610.44θ1 +
−183.27θ3 + 825.51
Table C.5.: Selected partially robust profits - Example 3, Case B
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Figure C.3.: Critical regions and profit with two-stage method - Example 2, Case E
Figure C.4.: Gantt-chart for Example 2, Case A, with two-stage method at θ∗ = (0.5, 0.5)T ∈
CR4
Figure C.5.: Gantt-chart for Example 2, Case B, with two-stage method at θ∗ = (0.5, 0.5)T ∈
CR2
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Figure C.6.: Gantt-chart for Example 2, Case C, with two-stage method at θ∗ = (0.5, 0.5)T ∈
CR1
Figure C.7.: Gantt-chart for Example 2, Case D, with two-stage method at θ∗ = (0.5, 0.5)T ∈
CR3
Figure C.8.: Gantt-chart for Example 2, Case E, with two-stage method at θ∗ = (0.5, 0.5)T ∈
CR2
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Figure C.9.: Gantt-chart for Example 2, Case F, with two-stage method at θ∗ = (0.5, 0.5)T
Critical Region Envelope of Profits
CR1
{−1 ≤ θ1 ≤ 1, 0.2 ≤ θ2 ≤ 1,−1 ≤
θ3 ≤ 1,−1 ≤ θ4 ≤ 1,−1 ≤ θ5 ≤
−0.9}
227.5θ1 + 260θ2 − 9.2θ5 + 521.08
CR3
{−1 ≤ θ1 ≤ 1,−θ2 + 0.1θ5 ≤
−0.33,−0.875θ1 − θ2 ≤ 0.5, θ2 ≤
1,−1 ≤ θ3 ≤ 1,−1 ≤ θ4 ≤ 1,−0.9 ≤
θ5 ≤ 0.33}
−10.7θ1θ5 − 12.3θ2θ5 + 216.9θ1 +
247.8θ2 − 25θ5 + 505.44
CR10
{−1 ≤ θ1 ≤ 1,−1 ≤ θ3 ≤ 1,−1 ≤
θ4 ≤ 1, θ2 − 0.24θ5 ≤
−0.2, θ2 − 0.3θ5 ≤
−0.19,−θ2 + 0.26θ5 ≤ 0.2, θ5 ≤ 1}
−100θ1θ2 − 114.29θ22 + 250θ1 +
4725.7θ2 − 1179.6θ5 + 1203.3
CR13
{−1 ≤ θ1 ≤ 1,−1 ≤ θ3 ≤ 1,−1 ≤
θ4 ≤ 1,−0.8θ1 − θ2 ≤ −0.04,−θ2 +
0.6θ5 ≤ 0.08, 0.8θ1 + θ2 ≤
1.75, 0.77 ≤ θ5 ≤ 1}
z1 = 208.51θ1 + 238.3θ2 + 485.92
z2 = −64.2θ1θ5 − 73.4θ2θ5 +
258.53θ1 +295.47θ2−149.72+602.48
CR27
{−1 ≤ θ1 ≤ 1, 0.2 ≤ θ2 ≤ 0.4,−1 ≤
θ3 ≤ 1,−1 ≤ θ4 ≤ 1,−0.8θ2 − θ5 ≤
−1.13,−θ2 + 0.74θ5 ≤ 0.48}
z1 = −100θ1θ2 − 114.29θ22 + 250θ1 +
723.83θ2 + 304.15
z2 = −100θ1θ2 − 114.29θ22 + 250θ1 +
1591.9θ2 − 55.9
z3 = −100θ1θ2 − 114.29θ22 + 250θ1 +
485.71θ2 − 278.22θ5 + 619.55
CR31
{−1 ≤ θ1 ≤ 1, 0.16 ≤ θ2 ≤ 0.2,−1 ≤
θ3 ≤ 1,−1 ≤ θ4 ≤ 1,−0.8θ2 − θ5 ≤
−1.13,−1 ≤ θ5}
z1 = −100θ1θ2 − 114.29θ22 + 250θ1 +
723.83θ2 + 304.15
z2 = −100θ1θ2 − 114.29θ22 + 250θ1 +
1867.5θ2 + 54.65
z3 = −100θ1θ2 − 114.29θ22 + 250θ1 +
485.71θ2 − 278.22θ5 + 619.55
Table C.6.: Selected partially robust profits - Example 4, Case A
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Figure C.10.: Gantt-chart for Example 5 at nominal value θNl = 0, l = 1, ..., 19
Figure C.11.: Gantt-chart for Example 5, Case A, with two-stage method at θ∗l = 0, l =
13, ..., 19, θ∗ ∈ CR1
Figure C.12.: Gantt-chart for Example 5, Case B, with two-stage method at θ∗l = 0, l =
9, ..., 19, θ∗ ∈ CR1
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Figure C.13.: Gantt-chart for Example 5, Case C, with two-stage method
Figure C.14.: Gantt-chart for Example 5, Case D, with modified two-stage method at θ∗l =
0, l = 1, 2, θ∗ ∈ CR49
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Figure C.15.: Critical regions and profit with modified two-stage method - Example 5, Case
D
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D. The piecewise affine relaxation based
two-stage method for mp-MILP
problems
D.1. Guarantees for the piecewise affine relaxation based
two-stage method
A guaranteed upper bound on the approximate objective value with the piecewise affine
relaxation based two-stage method is obtained from solving the conventional robust coun-
terpart problem of (PWAlin) or (PWAlog), respectively. The counterpart problems, denoted
as (RPWAlin) and (RPWAlog), are deterministic models and are immune against all data
variation inflicted by the parameters.
We focus on the construction of (RPWAlog) of (PWAlog) as the logarithmically scaling
scheme requires fewer auxiliary binary variables. Problem (RPWAlog) is derived analo-
gously to problem (cvRC), the conventional robust counterpart problem of the general mp-
MILP problem (P ), Section 4.2. Taking into account the special structure of (PWAlog),
we investigate the worst case oriented scenario for the piecewise affine overestimating func-
tions of a bilinear term, which is then incorporated in the conventional robust counterpart
(RPWAlog) of (PWAlog).
Without loss of generality, we assume that xminj ≥ 0, j = 1, ..., n, in Eq. (6.1), Section
6.2. The parameter dependency is represented through the first constraint of Eq. (6.10),
∆θjl,k = (θl − θminl )− sjl,k, l = 1, ..., q, k = 1, ..., N ′j , j = 1, ..., n.
To construct the worst case oriented scenario, the above relation is replaced by the following
constraints
∆θmax,jl,k = (θ
max
l − θminl )− smax,jl,k , l = 1, ..., q, k = 1, ..., N ′j , j = 1, ..., n
∆θmin,jl,k = −smin,jl,k , l = 1, ..., q, k = 1, ..., N ′j , j = 1, ..., n
(D.1)
175
D.1. Guarantees for the piecewise affine relaxation based two-stage method
which involve auxiliary continuous variables ∆θmax,jl,k , ∆θ
min,j
l,k , s
max,j
l,k , and s
min,j
l,k . The
bounds are, analogously to Eq. (6.10), given by
0 ≤ ∆θmax,jl,k ≤ (θmaxl − θmin)λjk, l = 1, ..., q, k = 1, ..., N ′j , j = 1, ..., n
0 ≤ ∆θmin,jl,k ≤ (θmaxl − θmin)λjk, l = 1, ..., q, k = 1, ..., N ′j , j = 1, ..., n
0 ≤ smax,jl,k ≤ (θmaxl − θmin)(1− λjk), l = 1, ..., q, k = 1, ..., N ′j , j = 1, ..., n
0 ≤ smin,jl,k ≤ (θmaxl − θmin)(1− λjk), l = 1, ..., q, k = 1, ..., N ′j , j = 1, ..., n.
(D.2)
The terms θlxj and −θlxj in the constraints of (P ) are overestimated by
xjθl ≤
max{xjθminl + xminl (θmaxl − θminl ) +
∑N ′j
k=1 β
j2k−1∆θmax,jk,l + γ
j
l ,
xjθ
max
l + (x
min
j + β
j)(θmaxl − θmaxl ) +
∑N ′j
k=1 β
j2k−1(∆θmax,jk,l − (θmaxl − θminl )λjk)) + γjl },
l = 1, ..., q, j = 1, ..., n,
(D.3)
and
−xjθl ≤
max{−xjθminl − (xminj + βj)(θminl − θminl )−
∑N ′j
k=1 β
j2k−1∆θmin,jk,l + γ
j
l ,
−xjθmaxl − xminj (θminl − θmaxl )−
∑N ′j
k=1 β
j2k−1(∆θmin,jk,l − (θmaxl − θminl )λjk)) + γjl },
l = 1, ..., q, j = 1, ..., n.
(D.4)
The terms on the right hand side of Eq. (D.3) and Eq. (D.4) overestimate the corresponding
terms on the right hand side of Eq. (6.11) and Eq. (6.12) for every θ ∈ Θ. They are
independent of θl. Because of the non-negativity of xj and the terms β
j2k−1, k = 1, ..., N ′j ,
the upper bound θmaxl and the lower bound θ
min
l are sufficient for the expressions on the right
hand side of Eq. (D.3) and Eq. (D.4), respectively, to reflect the most difficult instance to
be maintained. Eq. (D.3) and Eq. (D.4) can be further simplified. For different partitioning
factor values N , the piecewise affine overestimating functions of a bilinear term and their
robust counterparts are depicted in Figure D.1.
The conventional robust counterpart (RPWAlog) is derived from (P ) by incorporating Eq.
(6.9), and Eq. (D.1) - Eq. (D.4). At this stage, though immunized against constraint matrix
uncertainty, the model may still contain objective function and right-hand side constraint
uncertainty inherent from the original model (P ). In order to make (RPWAlog) a fully
deterministic problem, the robustification steps as described in Section 4.2 are applied to
the remaining parameters.
Remark D.1.1. The guaranteed upper bound provided by the objective value of (RPWAlog)
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Figure D.1.: Piecewise affine and robust piecewise affine overestimating functions of x · θ,
x ∈ [0, 1], θ ∈ [0, 1], depicted at θ = 0.5
MINLP mp-LP CR Mult.
CPU Upper
(min:sec) Bound
N = (2, 2)T 39 11 24 3 0:12 ∞
N = (4, 4)T 129 36 88 3 0:34 ∞
N = (8, 8)T 259 36 199 2 1:14 -1.37
N = (16, 16)T 1088 240 848 1 6:06 -1.56
Table D.1.: Solution of (P2a) by the piecewise affine relaxation based two-stage method
with overestimators of type 2 (logarithmic scheme) - Example 6.4.1
may serve as a tool to identify a suitable partitioning factor N for constructing (PWAlog).
For a given partition N∗j = 2
i, i ∈ N, the relative improvement of the guaranteed upper
bound when moving to the next higher partition N∗j = 2
(i+1) may be used as a stopping
criteria. For the logarithmically scaling scheme, only partitions that are powers of two are
considered.
For problem (P2a), Example 6.4.1, and a tolerance of  = 0.2 the partitioning factor N =
(4, 4)T is appropriate, whereas  = 0.1 yields N = (8, 8)T .
D.2. Supplementary material
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Figure D.2.: Partition of the parameter space and approximate objective value of (P2a)
with piecewise affine relaxation based two-stage method (logarithmic scheme)
using overestimators of type 2, N = (4, 4)T - Example 6.4.1
Figure D.3.: Partition of the parameter space and approximate objective value of (P2a)
with combined robust optimization and piecewise affine relaxation based two-
stage method (logarithmic scheme) using overestimators of type 2, N = (4, 4)T
- Example 6.4.1
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MINLP mp-LP CR Mult.
CPU Upper
(min:sec) Bound
N = (2, 2)T 29 8 21 3 0:10 -1.87
N = (4, 4)T 108 28 81 3 0:30 -1.87
N = (8, 8)T 271 63 208 2 1:18 -1.87
N = (16, 16)T 1113 246 867 2 5:35 -1.87
Table D.2.: Solution of (P2a) by the combined robust optimization and piecewise affine
relaxation based two-stage method with overestimators of type 2 (logarithmic
scheme) - Example 6.4.1
Table D.3.: Optimal solution of (P3a) - Example 6.4.2
Critical Region Optimal Solution
CR1 {0 ≤ θ1 ≤ 6511 , 0 ≤ θ2 ≤ 13522 , 0 ≤ θ3 ≤
675−78θ2
165+22θ2
}
xopt = (112 +
11
15θ2,
15
2 +
4
15θ2)
T
yopt = (1, 1)T
CR2 {0 ≤ θ1 ≤ 6511 , 0 ≤ θ2 ≤
10, 675−78θ2165+22θ2 ≤ θ3, 3655 ≤ θ3 ≤ 10}
xopt = 111θ3+39(462, 80 +
121(θ3+5)
2 )
T
yopt = (1, 1)T
CR3 {0 ≤ θ1 ≤ 6511 , 13522 ≤ θ2 ≤ 10, 0 ≤
θ3 ≤ 3655}
xopt = (10, 20122 )
T
yopt = (1, 1)T
CR4 {0 ≤ θ1 ≤ 6511 , 13522 ≤ θ2 ≤ 10, 0 ≤
θ3 ≤ 3655}
xopt = (5596 ,
137
24 )
T
yopt = (1, 1)T
Table D.4.: Approximate solution of (P3a) with robust optimization based two-stage
method - Example 6.4.2
Critical Region Optimal Solution
CR1 {0 ≤ θ1 ≤ 6511 , 0 ≤ θ2 ≤ 10, 0 ≤ θ3 ≤
10}
xopt = (462149 ,
1975
298 )
T
yopt = (1, 1)T
CR2 {6511 ≤ θ1 ≤ 10, 0 ≤ θ2 ≤ 10, 0 ≤ θ3 ≤
10}
xopt = (5596 ,
137
24 )
T
yopt = (1, 1)T
179
D.2. Supplementary material
Overestimator Type 1a Overestimator Type 2b
MINLP mp-LP CR
Upper
MINLP mp-LP CR
Upper
Bound Bound
N = (2, 2)T 8 4 4 143.19 5 3 2 149.8
N = (4, 4)T 8 4 4 141.51 6 4 2 144.4
N = (8, 8)T 11 5 6 140.67 8 5 3 141.41
N = (16, 16)T 14 6 8 140.25 10 6 4 139.9
N = (32, 32)T 25 9 16 140.04 17 9 8 139.9
N = (64, 64)T 44 15 29 139.93 30 15 15 139.9
N = (128, 128)T 86 29 57 139.88 58 29 29 139.9
Robust Optim. based Two-Stage Method 3 2 1 139.83
abased on Eq. (6.3)
bbased on Eq. (6.15) and Eq. (6.18)
Table D.5.: Solution of (P4a) by the piecewise affine relaxation based two-stage method
(logarithmic scheme) - Example 6.5.2
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E. A branch-and-bound algorithm for
mp-MILP problems
E.1. Example problem for branch-and-bound algorithm
Example E.1.1. The mp-MILP problem with OFC-, and RHS-uncertainty is given by
(RC4)

z(θ) := minx,y((6.4 + 0.25θ1)x1 + 6x2 + (7.5 + 0.3θ1)y1 + 5.5y2)
s.t. 0.8x1 + 0.67x2 ≥ 10 + θ2
x1 ≤ 40y1
x2 ≤ 40y2
xi ≥ 0, i = 1, 2
yi ∈ {0, 1}2, i = 1, 2
0 ≤ θ1 ≤ 20
0 ≤ θ2 ≤ 10.
It is the partially robust counterpart of (P4) from Example B.1.2, Appendix B.1. The search
tree is given in Figure E.1. It was explored using width first approach. For each node the
envelope of upper bounds and the optimal solution of the incumbent mp-LP sub-problems
are given, see Table E.1 - Table E.6. If an integer feasible solution of (RC4) was found, the
corresponding region is marked with an asterisk. The mp-LP sub-problems at Node 4 are
infeasible.
Exemplary, the comparison procedures at Node 3 are given in detail as it demonstrates the
construction of a region where the envelope consists of more than one profile. At Node 3,
the optimal solution in CR∗3 from Table E.4 is given by
x2 = (0, 14.92 + 1.49)T , y2 = (0, 1)T .
For this region, the envelope of upper bounds contains a single profile which is the integer
feasible solution
x1 = (12.5 + 1.25θ2, 0)
T , y1 = (1, 0)T .
The difference between the objective values for the incumbent solution an that of the current
best upper bound is given by
zdiff (θ) = 8.95θ2 + 95.05− (0.3125θ1θ2 + 3.425θ1 + 8θ2 + 87.5).
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The understimating function g of zdiff is constructed, employing the first of the two available
relaxations from Eq. (7.1), as
g(θ) = −0.1325(10θ1)− 3.425θ1 + 0.95θ2 + 7.55.
The region where the incumbent solution, although integer feasible, is not an optimal solution
of (RC4) is given by
FAT := {θ ∈ CR∗3|g(θ) ≥ 0} = {θ ∈ CR∗3|0.98θ1 − 0.14θ2 ≤ −1.14, 0 ≤ θ1, θ2 ≤ 10}.
On the other hand, the overestimating function h of zdiff is also based on the first of the
two affine functions from Eq. (7.1). We have
h(θ) = −0.1325(10θ1 + 2.87θ2 − 10 ∗ 2.87)− 3.425θ1 + 0.95θ2 + 7.55.
The region where the incumbent solution yields an improved current best upper bound is
given by
REP := {θ ∈ CR∗3|h(θ) ≤ 0} = {θ ∈ CR∗3|−0.99θ1+0.008θ2 ≤ −2.52, θ1 ≤ 2.87, 0 ≤ θ2 ≤ 10}.
Note that all previous profiles are removed from the envelope and the incumbent solution is
added.
In the remainder of the region,
UPD := CR∗3\(FAT ∪REP )
= {θ ∈ CR∗3| − 0.98θ1 + 0.14θ2 ≤ 1.14, 0.99θ1 − 0.008θ2 ≤ 2.52,
0 ≤ θ1 ≤ 2.87, 0 ≤ θ2 ≤ 10},
we are not in the position to identify whether the current upper bound is improved. Therefore,
the envelope is updated with the incumbent solution. It now contains two profiles. which are
the optimal solution of Node 1 and the incumbent solution of Node 3.
As for these three regions the branch-and-bound algorithm terminates, they represent part
of the optimal solution of (RC4) as obtained by the routine.
Further comparison procedures are performed in CR2 of Node 3, as well as after mp-LP
sub-problems have been solved at Node 5 and Node 6. The final result is given in Table E.7
where three regions, CR2, CR5 and CR7, contain an envelope of profiles with two candidates
each. The partition of the parameter space along with the objective values from the envelope
of upper bounds is depicted in Figure E.2.
In total, the branch-and-bound algorithm required the solution of 16 mp-LP sub-problems
and it generated 7 regions. In comparison, the decomposition algorithm applied to (RC4)
requires the solution of 3 MINLP master problems and 2 mp-LP sub-problems, see Table
4.4 in Section 4.4. With the decomposition algorithm, one critical regions which is identical
182
E.1. Example problem for branch-and-bound algorithm
with the initial feasible parameter set containing two profiles is obtained. For any given
parameter realization, the optimal solution obtained from function evaluation and direct
comparison of the objective values with respect to the profiles from the envelope is identical
for both algorithms.
Note that the choice of the second set of affine relaxations from Eq. (7.1) to approximate
zdiff may yield a different characterization of the parameter space.
Figure E.1.: Branch-and-bound tree for (RC4) - Example E.1.1
Critical Region Optimal Objective
Upper
Bound
CR1 {2.87 ≤ θ1 ≤ 20, 0 ≤ θ2 ≤ 20} 9.16θ2 + 91.6 ∞
CR2 {0 ≤ θ1 ≤ 2.87, 0 ≤ θ2 ≤ 20} 0.321θ1θ2+3.21θ1+8.23θ2+82.3 ∞
Table E.1.: Solution at Node 0 for (RC4) - Example E.1.1
Critical Region Optimal Objective
Upper
Bound
CR1 {3.71 ≤ θ1 ≤ 20, 0 ≤ θ2 ≤ 20} 0.3θ1 + 9.16θ2 + 99.1 ∞
CR∗2 {2.87 ≤ θ1 ≤ 3.71, 0 ≤ θ2 ≤ 20} 0.3125θ1θ2 +3.425θ1 +8θ2 +87.5 ∞
CR∗3 {0 ≤ θ1 ≤ 2.87, 0 ≤ θ2 ≤ 20} 0.3125θ1θ2 +3.425θ1 +8θ2 +87.5 ∞
Table E.2.: Solution at Node 1 for (RC4) - Example E.1.1
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Critical Region
Optimal
Objective
Upper Bound
CR1 {3.71 ≤ θ1 ≤ 20, 0 ≤ θ2 ≤ 10} 9.16θ2 + 91.6 ∞
CR2 {2.87 ≤ θ1 ≤ 3.71, 0 ≤ θ2 ≤ 10} 9.16θ2 + 91.6 0.3125θ1θ2 +3.425θ1 +8θ2 +87.5
CR3 {0 ≤ θ1 ≤ 2.87, 0 ≤ θ2 ≤ 10} 9.16θ2 + 91.6 0.3125θ1θ2 +3.425θ1 +8θ2 +87.5
Table E.3.: Solution at Node 2 for (RC4) - Example E.1.1
Critical Region
Optimal
Objective
Upper Bound
CR∗1 {3.71 ≤ θ1 ≤ 20, 0 ≤ θ2 ≤ 10} 8.95θ2 +95.05 ∞
CR∗2 {2.87 ≤ θ1 ≤ 3.71, 0 ≤ θ2 ≤ 10} 8.95θ2 +95.05 0.3125θ1θ2 +3.425θ1 +8θ2 +87.5
CR∗3 {0 ≤ θ1 ≤ 2.87, 0 ≤ θ2 ≤ 10} 8.95θ2 +95.05 0.3125θ1θ2 +3.425θ1 +8θ2 +87.5
Table E.4.: Solution at Node 3 for (RC4) - Example E.1.1
Critical Region Optimal Objective Upper Bound
CR∗1 {3.71 ≤ θ1 ≤ 20, 0 ≤ θ2 ≤ 10} 0.3θ1 + 8.95θ2 + 102.55 8.95θ2 +95.05
Table E.5.: Solution at Node 5 for (RC4) - Example E.1.1
Critical Region Optimal Objective Upper Bound
CR∗1 {3.71 ≤ θ1 ≤ 20, 0 ≤ θ2 ≤ 10} 0.3125θ1θ2 +3.425θ1 +8θ2 +87.5 8.95θ2 +95.05
Table E.6.: Solution at Node 6 for (RC4) - Example E.1.1
Figure E.2.: Objective values from the envelope of parametric profiles of (RC4) with branch-
and-bound algorithm - Example E.1.1
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Critical Region z(θ) y
CR1
{−0.99θ1 − 0.03θ2 ≤
−2.92, 2.87 ≤ θ1 ≤ 3.71, 0 ≤
θ2 ≤ 10}
8.95θ2 + 95.05 (0, 1)
T
CR2
{0.99θ1 + 0.03θ2 ≤ 2.92,
2.87 ≤ θ1 ≤ 3.71, 0 ≤ θ2 ≤ 10}
z1 =
3.425θ1 +8θ2 +0.3125θ1θ2 +87.5
z2 = 8.95θ2 + 95.05
y1 = (1, 0)T
y2 = (0, 1)T
CR3
{−0.99θ1 + 0.008θ2 ≤
−2.52, θ1 ≤ 2.87, 0 ≤ θ2 ≤ 10} 8.95θ2 + 95.05
(0, 1)T
CR4
{0.98θ1 − 0.14θ2 ≤ −1.14, 0 ≤
θ1, θ2 ≤ 10} 3.425θ1 +8θ2 +0.3125θ1θ2 +87.5
(1, 0)T
CR5
{−0.98θ1 + 0.14θ2 ≤ 1.14, 0 ≤
θ2 ≤ 10, 0.99θ1 − 0.008θ2 ≤
2.52, 0 ≤ θ1 ≤ 2.87}
z1 =
3.425θ1 +8θ2 +0.3125θ1θ2 +87.5
z2 = 8.95θ2 + 95.05
y1 = (1, 0)T
y2 = (0, 1)T
CR6
{3.71 ≤ θ1 ≤ 20, 0 ≤ θ2 ≤
10, 6.55θ1 + 5.29θ2 ≤ 70.05} 8.95θ2 + 95.05
(0, 1)T
CR7
{3.71 ≤ θ1, 0 ≤
θ2,−6.55θ1 − 5.29θ2 ≤ −70.05}
z1 =
3.425θ1 +8θ2 +0.3125θ1θ2 +87.5
z2 = 8.95θ2 + 95.05
y1 = (1, 0)T
y2 = (0, 1)T
Table E.7.: Envelope of parametric profiles of (RC4) with branch-and-bound algorithm -
Example E.1.1
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F. RIM-mp-MIQP solver user guide
The decomposition algorithm, Table 2.1 in Section 2.2 is implemented in Matlab. The frame-
work is also applicable to mp-MIQP problems. The RIM-mp-MIQP solver is preceded by the
implementation of a combined mp-LP and mp-QP solver with objective function coefficient
and right-hand side uncertainty. The RIM-mp-QP base solver is not discussed in detail here.
RIM-mp-QP problems, including the linear case, are solved using the Karush-Kuhn-Tucker
(KKT) conditions. The parameter space is explored by identifying neighbouring regions
along the facets of an incumbent critical region [37]. Degeneracy issues are addressed. Only
full dimensional critical regions are reported. Dual degeneracy for mp-LP problems may
yield a partition of the parameter space where some critical regions have an overlapping
interior. Multiple optimal solutions are supported.
F.1. Solver manual
RIMmpMIQP_M05.m:
Solver for mp-MIQP/MILP problems with OFC- and RHS-uncertainty, and limited
LHS-uncertainty (Decomposition Algorithm).
Calling RIMmpMIQP solver:
>>[fsol,req]=RIMmpMIQP_M05(MIQPmodel);
More information:
>> help RIMmpMIQP_M05
___________________________________________________________________________
INPUT DATA:
MIQPmodel - struct with 21 fields
>>MIQPmodel
MIQPmodel =
Q: [nxn double]
Qbin: [rxr double]
Qxy: [nxr double]
Ht: [nxp double]
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Lt: [rxp double]
ccon: [nx1 double]
dcon: [rx1 double]
ct: [px1 double]
const: [1x1 double]
A: [mxn double]
E: [mxr double]
Eth: [1xm struct]
F: [mxp double]
b: [mx1 double]
Aeq: [kxn double]
Eeq: [kxr double]
Eeqth: [1xk struct]
Feq: [kxp double]
beq: [kx1 double]
CRA: [qxp double]
CRb: [qxp double]
MIQPmodel.Eth and MIQPmodel.Eth - structs with one field each
>> MIQPmodel.Eth
ans =
1xm struct array with fields: Et
>> MIQPmodel.Eth(i).Et (for i=1...m)
ans =
[rxp double]
>> MIQPmodel.Eeqth
ans =
1xk struct array with fields: Eeqt
>> MIQPmodel.Eeqth(i).Eeqt (for i=1...k)
ans =
[rxp double]
---------------------------------------------------------------------------
MIQPmodel describes:
z(t) = min_{x,y}[1/2(x’*Q*x+x’*Qxy*y+y’*Qbin*y)
+(Ht*t+ccon)’*x+(Lt*t+dcon)’*y +ct’*t+const]
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s.t. A*x+E*y+E(t)*y <= b+F*t
Aeq*x+Eeq*y +Eeq(t)*y = beq+Feq*t
CRA*t <=CRb
x - real, y - binary
with E(t) (and Eeq(t)), accounting for parameter dependency in constraint
matrix associated with binary variables:
i-th row of E(t): E(t)_i*y := (Eth(i).Et*t)’)*y
NOTE: No empty matrices/vectors allowed.
NOTE: Qxy must be a zero matrix.
NOTE: Aeq and Feq must be zero matrices (pure logical constraints);
else corresponding constraint must be rewritten as inequalities.
NOTE: If Q is non-zero, it is checked for positive definiteness.
___________________________________________________________________________
OUTPUT:
fsol - struct with one entry for each critical region j=1...s
>>fsol =
1xs struct array with fields:
CR
Iter_Bins
Iter_Objs
Iter_Index
Accessing j-th critical region (A*t<=b):
>> fsol(j).CR
ans =
A: [kxp double]
b: [kx1 double]
Envelope of w integer nodes for j-th critical region:
>> fsol(j).Iter_Bins
ans =
1xw struct array with fields:
name
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val
Iter_index
Accessing i-th integer solution (profile) identified in critical region j:
>> fsol(j).Iter_Bins(i)
ans =
name: ’Y.L’
val: [rx1 double]
Iter_index: [1x1 double]
NOTE: Val stores the value of the integer node.
NOTE: Each integer node is assigned an index number (Iter_index) in the
order it has been explored.
Envelope of w continuous solutions for j-th critical region with one entry
for each profile i=1...w:
>> fsol(j).Iter_Objs
ans =
1xw struct array with fields:
Q
c
d
Iter_Index
CR_Index
X
NOTE: objective value is z(t)=t*Q*t+c’*t+d for each profile.
NOTE: X stores the data for the continuous solution for each profile:
x(t)=u’*t+v with u=X(:,1:end-1), v=X(:,end).
NOTE: Each continuous solution is assigned an index number (Iter_index) in
the order it has been identified.
NOTE: Each continuous solution is mapped with the region where it has been
identified in the course of iteration (CR_Index).
---------------------------------------------------------------------------
General Notes:
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NOTE: A continuous solution is always linked to an integer node:
fsol(j).Iter_Objs(i).Inter_Index = fsol(j).Iter_Bins(i).Iter_Index
for i=1...w in j-th critical region).
NOTE: There may be regions where more integer solutions than continuous
solutions are stored. In this case the problem
is found infeasible for some of the integer solutions explored.
NOTE: In a region j where the mpMILP/mpMIQP problem is infeasible,
fsol(j).Iter_Objs contains only empty fields.
NOTE: fsol.Iter_Index stores the number of iterations until the
algorithm comes to a halt in a critical regions.
---------------------------------------------------------------------------
req - computational requirements of the decomposition algorithm
>> req
req =
countMINLP: Stores the number of master MINLP problems.
countMPLP: Stores the number of mp-LP/QP sub-problems.
___________________________________________________________________________
FUNCTIONS that post-process OUTPUT fsol:
1).
>> dispMPMIQPsolution(fsol);
Displays each critical region together with the envelope of
solutions and corresponding objective values on screen.
2.)
>> plotMPMIQPcrobjective(fsol);
For 2 parameters; plots each region and the corresponding
envelope of objective values.
3.)
>> plotMPMIQPcrBESTobjective(fsol);
For 2 parameters; plots each region and the optimal
objective value.
4.)
>> [CRid,z]=locateCRmpMIQP(fsol,tvec);
Tvec must be a column vector of appropriate dimension; all regions
that contain tvec are returned (CRid) and the corresponding
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objective value for each profile from the envelope are put out (z).
___________________________________________________________________________
SOFTWARE REQUIREMENTS:
RIMmpMIQP_M05.m:
1. Baron 9.0.2 (for MINLP master problems)
2. Gams 23.3
3. Matgams (interface between Matlab and Gams 23.3)
4. RIMmpQP_M08.m (solver for mp-LP/QP sub-problems)
NOTE: Default values for solution of MINLP’s are execution time of 100 sec
(reslim=100) and relative error tolerance of 1 (optcr=0.01).
NOTE: Parametric cuts feature an epsilon tolerance of 1.
NOTE: With an license upgrade of Baron (and a a newer version of Gams),
Matgams interface may need to be replaced (gdxmrw).
RIMmpQP_M08.m:
1. Nag library (for QP’s, for LP’s as default)
2. Cplex (for LP’s - preferred)
___________________________________________________________________________
VARIANTS:
RIMmpMIQP_M07.m - Displays warnings when solution of a MINLP master problem
is neither flagged as optimal nor the problem is reported as infeasible.
Not ’normal’ termination may have two implication:
If a solution is not found within the execution time
limit, it is treated as infeasible master problem. If a
solution is found but not flagged as optimal, the integer
node is passed on to the sub-problem.
Note that in these cases a sub-optimal solution of the mp-MILP
problem may be furnished.
RHSmpMILP_M01.m - A solver for mp-MILP problems with RHS-uncertainty only.
It has a reduced input structure adapted to the problem,
but also no equality constraints are allowed. The master
problems are MILP problems and are solved with Cplex.
It is also possible to override the default value for
the offset in the parametric cuts by setting the global variable
OFFSET to the desired value.
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