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Introduction
Periodic outbreaks of forest insects kill trees and can contribute to global climate change (Malmstrom and Raffa 2000; Kurz et al. 2008; Galik and Jackson 2009; McDowell et al. 2011) , while human activities alter the amount of forest and change the size of forest patches (Neigh et al. 2008; Frolking et al. 2009; Rhemtulla et al. 2009 ). Sustainable forest management thus requires an understanding of how outbreaks interact with human activities and other forest disturbances (Malmstrom and Raffa 2000; Folke et al. 2004; Perry and Enright 2006; Galik and Jackson 2009; Seidl et al. 2011) . In this article, we use a mathematical model to investigate the effects of changing forest landscape structure on insect outbreaks that are driven by host-parasitoid interactions. Previous spatially explicit host-parasitoid and predator-prey models have shown that both habitat patch size and distances between patches can alter population density (Cronin and Reeve 2005; Murrell 2005; Johnson et al. 2006; Hirzel et al. 2007; Reeve et al. 2008; Strohm and Tyson 2009; Su et al. 2009 ). Existing models of forest insect population dynamics, however, are mostly nonspatial (Turchin 2003; Turchin et al. 2003; Dwyer et al. 2004; Cobbold et al. 2009) or include space in very simple and hence unrealistic ways (Cobbold et al. 2005; Johnson et al. 2006; Hirzel et al. 2007; Strohm and Tyson 2009; Su et al. 2009 ). We therefore extend a simple insect-parasitoid model to allow for complex spatial patterns of forest habitat, hereafter referred to as landscape configuration, to understand how forest destruction and consequent changes in the size and arrangement of forest patches affect insect outbreaks.
We focus on the forest tent caterpillar (FTC; Malacosoma disstria Hubner). Previous researchers have developed a nonspatial model that provides an accurate description of local temporal dynamics (Cobbold et al. 2005 (Cobbold et al. , 2009 ), thus providing a well-supported starting point for our investigations of spatial dynamics. We simulate model dynamics on complex, patchy landscapes that vary in the amount and aggregation of habitat to show that the effect of habitat loss depends on the relative dispersal abilities of herbivores and parasitoids and on the arrangement of habitat. When habitat is scarce and dispersal distances are intermediate, increasing spatial autocorrelation or habitat patch size in our model can reduce the effects of habitat loss, a result consistent with previous results of both theoretical (North and Ovaskainen 2007) and empirical (Andrén 1994; Swift and Hannon 2010) studies.
Previous models of spatial host-parasitoid dynamics, however, have neglected the effects of mortality due to dispersal into unsuitable habitats. Such models therefore predict that habitat loss will benefit herbivores when parasitoids are less mobile than herbivores (Ryall and Fahrig 2006; Holt and Barfield 2009 ). Because our model does account for dispersal into unsuitable habitats, it instead predicts that habitat loss will benefit herbivores when parasitoids are more mobile than herbivores. Moreover, because of the effects of habitat loss on parasitoids, our model predicts that increased habitat loss can also lead to increased outbreak duration, a result that matches data showing that FTC outbreaks last longer as habitat loss increases (Roland 1993; Roland and Taylor 1995, 1997; Roland et al. 1998; Rothman and Roland 1998; Cooke and Roland 2000; Roth et al. 2006) . Our model thus provides a simple mechanistic explanation for an important pattern observed in the field, thereby demonstrating the utility of mechanistic spatial models for understanding large-scale ecological data sets. We also present an approximate model that shows that the results of our more realistic model can largely be predicted from the fraction of hosts and parasitoids that disperse successfully at each location. This local dispersal success approximation is useful because it emphasizes that the effects of landscape configuration are caused by dispersal mortality and because its parameters can be estimated from widely available habitat distribution data. Local dispersal success is essentially a patch-based measure of potential functional connectivity (Kindlmann and Burel 2008) that quantifies in our model "the degree to which the landscape facilitates or impedes movement among resource patches" (Taylor et al. 1993, p. 571) . Although our work suggests that the effects of forest destruction on insect outbreaks are complex, the local dispersal success approximation may provide a way of predicting such effects from easily collected data.
Spatial Population Model

Model Structure
FTCs have a univoltine life cycle, in which there is a single generation per year (Fitzgerald 1995) . Damage to host trees is caused by larvae feeding on buds and foliage in the spring and early summer. Most mortality from parasitoids occurs in the larval and pupal stages. Adults disperse in late summer and fall but do not feed on or cause damage to their host trees. A natural choice for this species is thus a discrete-time model with an annual time step in which birth, densitydependent mortality, and dispersal occur in sequence (Cobbold et al. 2005 (Cobbold et al. , 2009 ). Because we are mainly concerned with understanding and predicting defoliation caused by larvae, our model tracks the population density of late larval stages before metamorphosis and dispersal, meaning that growth occurs after dispersal.
A range of evidence suggests that FTC outbreaks are driven by interactions with specialist parasitoids (Cobbold et al. 2005 (Cobbold et al. , 2009 . Adding dispersal to a discrete-time hostparasitoid model then gives a spatially discretized integrodifference model:
The parameters H i,t and P i,t are herbivore and parasitoid densities after growth and before dispersal in year t at location i in the spatial domain Q, which represents the landscape, while H * i,t are herbivore and parasitoid population densities after dispersal. The probability of dispersing from location j to location i, as described by the dispersal kernel k(., .), depends only on the distance between i and j (d i,j ), but the mean dispersal distances, d H and d P , can differ between herbivores (H i,t ) and parasitoids (P i,t ). The functions h(.) and g(.) then determine the local population dynamics of herbivores and parasitoids. Animals die if they disperse to areas where the population growth rate is 0, and we therefore refer to areas that allow population growth as "suitable habitat."
To describe local population dynamics, we use a model developed by Cobbold et al. (2005 Cobbold et al. ( , 2009 ) that explains important patterns in long-term data:
The parameter I i indicates habitat suitability (1 is suitable, 0 otherwise). In the absence of parasitoids, this is a Ricker model (Ricker 1954) with intrinsic growth rate for herbivores l. To reduce the number of model parameters, we use a dimensionless version of the model in which herbi-E000 The American Naturalist vore density is expressed as a proportion of herbivore carrying capacity K; see Cobbold et al. (2005) for details. We therefore write H * i,t p h i,t =K, where h i,t is the unscaled herbivore density after dispersal, so that H * i,t varies between 0 and 1. Similarly, parasitoid density is scaled by the search rate, such that P * i,t p p i,t a, where P * i,t is the nondimensional parasitoid density, p i,t is the unscaled parasitoid density, and a is the parasitoid search rate. The parameter y thus depends on the parasitoid search rate, the parasitoid growth rate, and the herbivore carrying capacity according to y p abK, where b is the number of parasitoids produced per parasitized herbivore (Jang and Johnson 2009) .
Parasitoid population density is modified by the densitydependent mortality of herbivores, to reflect the fact that the death of an herbivore may kill the parasitoid developing within. In particular, φ determines parasitoid phenology, such that φ p 0 means that parasitoids emerge before density-dependent mortality of herbivores, while φ p 1 means that parasitoids emerge after density-dependent mortality. Setting φ 1 0 thus imposes density-dependent mortality on parasitoids. Otherwise, the model is a standard Beddington model with a linear parasitoid functional response (Beddington et al. 1976; Turchin 2003) . Cobbold et al. (2009) constructed this model by using a combination of experimental and observation data for the FTC to choose among different possible functional forms of important model components. First, they used experimental data to choose among competing models of herbivore density dependence, showing that the data are best explained by a Ricker function. Second, they used observational data to show that the Nicholson-Bailey parasitism model of attack rates, which is based on a Poisson distribution (Nicholson and Bailey 1935) , provides a more parsimonious fit to parasitism rates in the field than does the Hassell-May model, which is based on a negative binomial distribution. Finally, they used data on the timing of outbreaks to estimate the density-dependence parameter φ. The model based on these functional forms and parameter estimates shows long-period, large-amplitude fluctuations in host density that match the period and amplitude of outbreaks observed in nature. This empirical support for the model suggests that it provides a useful description of how parasitoids drive FTC outbreaks.
Dispersal Kernel
For most forest insects, including the FTC, there are few data on dispersal distances, dispersal kernel shapes, emigration rates, and other aspects of dispersal behavior (Greenbank et al. 1980; Safranyik et al. 1992; Baltensweiler and Rubli 1999; Cobbold et al. 2005 ) and even less knowledge of parasitoid dispersal (Godfray 1994; Mondor and Roland 1997, 1998; Roland and Taylor 1997; Cappuccino et al. 1998; Rothman and Roland 1998; Hastings 2000; Cobbold et al. 2005; Roth et al. 2006; Babin-Fenske and Anand 2011) . We therefore use very simple dispersal kernels. In our model, herbivores and parasitoids disperse independently of one another, and for each animal the probability of moving from location i to location j depends only on the distance between locations. The dispersal kernel that we used is
where
Here, d i,j is the Euclidean distance between the center points of grid cells i and j, and (Dx) 2 p 0.01 km 2 is the area of one grid cell. The average dispersal distance ( d x ) is allowed to differ between herbivores (x p H) and parasitoids (x p P). (Clark et al. 1999) describing the proportion of animals dispersing a distance d i,j . Because our model uses discrete space, we discretized m(d i,j , d x ) by centering and standardized it to ensure that herbivores and parasitoids were not lost to discretization. To speed computation, we assumed that dispersal probabilities of less than 10 210 were negligible (Abbott and Dwyer 2008) , so that there is no dispersal beyond the maximum dispersal distance of d max . We then used a discrete fast Fourier transform with absorbing boundary conditions (fftconvolve function in Jones et al. 2001) to carry out the dispersal calculations.
Landscape Configuration
To investigate the effect of variation in the statistical properties of landscapes, we generated landscapes from a stochastic process defined by a spatial covariance function and by the proportion of landscape f that is suitable habitat (Keitt 2000; Fortin et al. 2003; Diggle and Ribeiro 2006; James et al. 2011 ). This method generates patchy landscapes similar to those found in nature and allows us to distinguish between the effects of habitat loss and habitat arrangement (Andrén 1994; Fahrig 2003) . The method also allows us to draw conclusions about sets of landscapes with similar statistical properties caused by similar generating processes rather than about particular landscapes.
The FTC literature generally uses the term "fragmentation" to refer both to habitat loss and to changes in habitat arrangement (Roland 1993 (Roland , 2005 Roland and Taylor 1997; Rothman and Roland 1998; Cooke and Roland 2000; Wood et al. 2010) . To avoid confusion with this literature, we refer to changes in habitat configuration that are independent of habitat loss as "habitat arrangement" instead of "fragmentation per se," as used in the influential review of Fahrig (2003) . We then assumed that the spatial autocorrelation in habitat suitability declines exponentially with the distance between locations, so that the covariance equals e 2d i,j =a if a 1 0 and 0 otherwise. The spatial covariance is thus equal to 0.5 if d i,j p log(2)a, emphasizing that a determines the extent of spatial autocorrelation and thus the habitat arrangement.
We then generated autocorrelated landscapes using Gaussian random fields (Schlather 2001; Diggle and Ribeiro 2006; James et al. 2011) . To construct binary landscapes, such that a proportion f of grid cells are suitable habitat, we applied a threshold to each Gaussian random field, designating the highest values as suitable habitat and all other areas as unsuitable habitat ( fig. 1 ). Each cell (pixel or location) is 0.1 km wide and landscapes are 10 km # 10 km, so there are 10,000 cells per landscape.
Parameter Values
To understand how the effects of landscape configuration depend on parameters governing local population dynamics and dispersal, we varied the dispersal parameters d H and d P over reasonable ranges. The work of Cobbold et al.
(2009) provides demographic parameter estimates, but because we are interested in general patterns, we also consider broader ranges of these demographic parameters. The herbivore reproductive rate l was constrained to focus attention on cyclic population dynamics because cycles best match the dynamics observed in the field. We therefore assumed 1 ≤ l ≤ e 2 , which ensured that herbivores in the nonspatial model would approach a stable nonzero equilibrium in the absence of parasitoids (app. A). Parameter ranges are shown in table 1, and their effects on nonspatial model behavior are shown in appendix C (apps. C and D are available online). For each combination of parameter values, we then generated a binary 10 # 10-km landscape consisting of 10,000 cells or locations, and we simulated model dynamics for 1,000 years. A total of 162,000 combinations of parameter values were thus used for the model.
In nature, the scale of forest patchiness varies widely, from tens of meters to hundreds of kilometers, depending on patterns of fire, logging, wind, insects, and other disturbances (Vepakomma et al. 2010; James et al. 2011) . Meanwhile, realistic average dispersal distances for most forest defoliators and their parasitoids are less than 2 km. For insects with such short dispersal distances, there is little difference between forest patches of 10 km 2 and 100 km 2 . Moreover, for a given grid resolution, computational costs increase with increasing landscape size, which is important because the computational costs of exploring a reasonable parameter space were almost prohibitive. We therefore To further reduce computational costs, we assumed that landscape structure was the only source of stochasticity in our model. Stochasticity often has only slight effects on the large-amplitude, long-period limit cycles that we are most interested in (Dwyer et al. 2004 ), so our results are likely to be robust to this omission.
As we will show, in some cases parasitoids effectively become extinct even though the local dispersal success approximation predicts that parasitoids should be able to invade the host population (app. A). Extinction occurs in such cases because high parasitoid growth rates (y) lead to large amplitude population fluctuations that drive parasitoid population densities below the smallest number that can be stored by the computer, so that coexistence of hosts and parasitoids is effectively impossible (as in Beddington et al. 1976) . We omitted such cases from further consideration because parasitoids and herbivores clearly do coexist in the FTC system.
Effects of Landscape Configuration on Herbivore Density
In forest management, a primary concern is how much damage insects will cause to trees, a problem that increases in severity with increasing herbivore population density (Roland 2005) . The statistic of interest is therefore the average herbivore population density (H ) in suitable habitat patches. To eliminate transients, we calculated mean herbivore density (H) in suitable habitat over the final 200 years of each 1,000-year simulation:
Here, Q is the number of pixels in each landscape, and fQ is the number of pixels that are suitable habitat. In landscapes that contained more than 100 suitable habitat cells, we calculated mean herbivore density over 100 randomly selected suitable locations, so that at least 1% of the landscape cells were analyzed. We subsampled in this manner to limit storage requirements and computing time. This was necessary because 100 locations per landscape, 200 years per landscape, and 162,000 combinations of model parameter values gave us 3.24 # 10 9 records of herbivore population density.
The model shows that in some cases it is possible for loss of habitat to lead to increased herbivore density. The most interesting case is when the model shows cycles corresponding to realistic population dynamics, as in figures 2 and 3a. In this case, loss of habitat leads to increased herbivore density for the lowest herbivore dispersal distance ( d H p 0.1 km) in combination with the intermediate 
Initial P density U(.99, 1.01)P Note: Parameters governing local dynamics (l, y, and φ), dispersal distance ( d H and d P ), and landscape configuration ( f and a) were varied in a factorial experimental design. Baseline parameter values are shown in boldface type (Cobbold et al. 2005 (Cobbold et al. , 2009 fig. 3a ). Herbivores can also benefit from habitat loss when dynamics are stable, but only if herbivore densities are low and parasitoid densities are high ( fig. 3b vs. 3c ). In the stable case with abundant parasitoids, herbivores can benefit from habitat loss when parasitoid dispersal is not too low ( d P > 0.1 km) and when f is not too small regardless of whether herbivore dispersal is low (all panels of fig. 3b except VI and IX) . Appendix B shows that these generalities hold for a wide range In a all habitat is suitable. b shows that if 75% of habitat is removed and the remaining habitat is distributed randomly, then herbivore populations become extinct. c shows that if herbivores do not disperse very far ( d H p 0.1), however, removing 75% of habitat causes parasitoid extinction and persistently high herbivore density. Removing 75% of habitat when habitat is clumped instead causes a smaller increase in herbivore density and allows high-amplitude cycles to persist, as shown in d. d is more similar to a than to c, thus showing that clumping of habitat can mitigate the effect of habitat loss. Meanwhile, the larger-amplitude cycles in d versus a likely occur because higher dispersal mortality slows the response of parasitoids to increasing herbivore density. Each panel shows dynamics from a representative location, such that the average herbivore density over time at the location is approximately equal to the average herbivore density over the whole landscape (1=200#o 1,000
of values of model parameters, although the magnitude of increase and the amount of habitat that leads to maximum herbivore density depend on habitat arrangement and other model parameters.
When dynamics are cyclic and habitat destruction leads to increased herbivore density, increased habitat clumping reduces the strength of the effect, so that the increase in herbivore density with increasing habitat destruction is smaller ( fig. 2d vs. 2c, panels I and II of fig. 3a ). The effects of habitat loss and arrangement are generally smaller when dynamics are cyclic ( fig. 3a vs. 3b and 3c) because in such cases the parasitoids keep the herbivore density well below carrying capacity even when habitat is abundant. Lines in figure 3 tend to have flatter slopes and more similarity to (table 1) ; b and c are cases in which the dynamics are stable. In b herbivore density is low and parasitoid density is high, while in c herbivore density is high and parasitoid density is low.
one another when habitat is abundant (e.g., f 1 0.5), indicating that the effects of habitat loss and arrangement are stronger when habitat is scarce. The effects of habitat loss and arrangement also depend on the dispersal distances ( d H and d P ; fig. 3, app. B ). In this model, critical patch size-meaning the patch size below which either herbivores or parasitoids become extinct-depends on the demographic parameters and the dispersal distances of both parasitoids and herbivores (app. A). In many cases, our minimum patch size of 1 ha is smaller than the critical patch size for parasitoids ( fig. 2b , 2c, all panels of fig. 3 except III) and for herbivores ( fig. 2b , panels IV-IX of fig. 3 ). Nevertheless, hosts and parasitoids can persist because we consider landscapes that contain many hectares of suitable habitat. In other words, the persistence of parasitoids and herbivores depends on the amount and arrangement of habitat rather than the minimum patch size (as in fig. 2 ).
The Local Dispersal Success Approximation
Here we investigate whether the complex behavior of our spatial model can be understood using simpler nonspatial approximations. Dispersal success approximations account for interactions between habitat arrangement and the scale of dispersal without explicitly including space. So-called average dispersal success approximations attempt to predict whether populations persist on fragmented landscapes as a function of average dispersal success (VanKirk and Lewis 1997; Cobbold et al. 2005; Fagan and Lutscher 2006; Lutscher 2010) . We propose a variant that we call the local dispersal-success approximation, which predicts population dynamics at each location as a function of dispersal success from that location. Local dispersal success is thus defined to be the proportion of animals dispersing from a given location that are expected to land in suitable habitat. Because we hypothesized that the effects of landscape configuration in our spatial model (figs. 2, 3) were caused by differences in dispersal mortality between trophic levels, we expected that a local dispersal success approximation could predict the effects of habitat arrangement in realistically complex landscapes with reasonable accuracy.
A local dispersal success approximation is most likely to be accurate if conditions are such that population growth can be ignored during the dispersal period, as in equation (1); if animal densities are similar in habitat patches that are near each other; and if the probability of dispersing from a location i to a nearby location j is equal to the probability of dispersing from j to i, as in equation (3). To show this, we first define herbivore dispersal success S H,i at location i on a discrete lattice as the probability that an animal from that location survives dispersal by landing in suitable habitat (VanKirk and Lewis 1997):
where I j indicates whether habitat is suitable (I j p 1) or unsuitable (I j p 0) at location j. The dispersal kernel is again k(., .), and d H is the average herbivore dispersal distance. If locations i and j are near each other, there will be substantial dispersal between them. We construct a local dispersal success approximation by assuming that patches near location i have the same density of herbivores before dispersal, so that H i,t p H j,t where k(d i,j , d H ) ≫ 0. It follows that the population density of herbivores after dispersal allocation is proportional to the dispersal success from location i:
where H i,t is the approximate population density of herbivores before dispersal. By an analogous argument, the population density of parasitoids after dispersal is proportional to the parasitoid's dispersal success: P * i,t p P i,t S P,i . Substituting H i,t S H,i and P i,t S P,i from equation (6) into the full model, equation (1), then gives a local dispersal success approximation for population dynamics at each location i:
If equation (6) holds, the local dispersal success approximation, equation (7), is exactly equal to the spatial model, equation (1). The only requirement for the approximation to work well is thus that organism density is similar in habitat patches that are near one another.
The requirement of equation (6) is less restrictive than it might at first appear. Because dispersal is local, so that k(d i,j , d x ) p 0 when i is far from j, equation (6) can hold even if animal density varies substantially among distant locations. Moreover, forest insect population dynamics are typically spatially synchronized over at least moderate distances (Peltonen et al. 2002; Liebhold et al. 2004) , meaning that insect densities in nearby locations rise and fall together. Accordingly, even though insect densities vary substantially over time, it may be reasonable to expect that, at any given time, densities of insects in nearby locations will be similar, in which case the approximation will be accurate.
To assess the utility of the local dispersal success approximation, we compare it to an average dispersal success approximation and to a mean field approximation. The average dispersal success approximation predicts global herbivore density as a function of a global measure of land-scape configuration (VanKirk and Lewis 1997). Average dispersal success is defined as
where S x,i is the dispersal success of trophic level x at location i and I i indicates whether location i provides suitable habitat. An average dispersal approximation is then obtained by setting H * i,t p S H H i,t and P * i,t p S P P i,t in equation (1). The average dispersal success approximation thus differs from the local dispersal success approximation in not accounting for differences in population dynamics among locations. In the mean-field approximation, we further simplify by assuming that the only effect of dispersal is that a fraction of herbivores and parasitoids land in unsuitable habitat and die (Dieckmann et al. 2000) , which is equivalent to setting H * i,t p f H i,t and P * i,t p f P i,t in equation (1). To compare our approximation to the full model, we calculated the error ϵ as the difference in the herbivore density between the approximation and the full model, averaged over space and time. Because herbivore density is bounded by the carrying capacity, ϵ ranges from 21 to 1. Figure 4 shows that ϵ depends on both spatial and temporal variability in herbivore density, as measured by the standard deviation calculated over either time or space, as ap- propriate. Crucially, however, the error in the local dispersal success approximation is considerably smaller than the error in the other two approximations. When spatial variability is low, the error in the local dispersal approximation is very small, independent of temporal variability, while the errors in the average dispersal success approximation and the mean field are slightly higher and dramatically more variable. Increasing the spatial variability leads to a mild increase in the error of the local dispersal success approximation, but it leads to a very substantial increase in the error in the other two approximations, especially if temporal variability is also high. A comparison of panels VII and III in figure 5 shows that the error in the local dispersal success approximation increases (larger negative numbers) as the amount of habitat increases and that the effect is most pronounced when parasitoid and herbivore dispersal are both low. This is because local peaks in abundance occur when population cycles are pronounced and dispersal is low, thereby violating the assumption that herbivore density is the same in nearby patches. The error similarly increases as the habitat parameter a increases, which leads to more clumped spatial distributions.
Irrespective of these trends, the error in the local dispersal success approximation is quite small. Given this low error, we conclude that the local dispersal success approximation can predict the behavior of the full spatial model with reasonable accuracy. This in turn suggests that the effects of landscape configuration are mostly due to variation in dispersal mortality among locations. That is, herbivores benefit from habitat loss mostly because parasitoids suffer high dispersal mortality, not because of parasitoidfree refuges or some other mechanism.
An additional benefit of the local dispersal success approximation is that it greatly reduces computational costs. For example, our simulations of the full model required ≈3 13 arithmetic operations, while the approximations required ≈7 8 operations, a reduction of approximately 45,000-fold. The approximation also allows us to better understand model dynamics by simplifying the problem. First, for given values of the habitat fraction f, the habitat arrangement a, and the dispersal distances d H and d P , we can calculate the distribution of dispersal success values across the landscape. The local dispersal success approximation can then be used to predict herbivore density from equation (7), which allows us to develop a qualitative understanding of how dispersal success determines herbivore density. Specifically, for each local dispersal success value we can predict herbivore density, as indicated by the shading in figure 6 , while simultaneously summarizing the distribution of dispersal success values on the landscape using polygons that encompass the range of observed values of dispersal success ( fig. 6 ; app. D). By examining the shading inside the polygons, we can see the range of herbivore densities expected in the given landscape type.
If habitat is abundant and dispersal success is high ( f p 1, d H p 1, and d H p 0.4), then polygon A in figure 6a shows that the local dispersal success approximation accurately predicts the intermediate herbivore population figure   2 . On landscapes containing a single suitable habitat patch, there is no variation among locations, so the local dispersal success approximation is equal to the average dispersal success approximation (dark blue points without polygons).
densities seen in figure 2a. Given these higher dispersal values, removing 75% of habitat substantially reduces the herbivore dispersal success, and so polygon B in figure 6a shows that the local dispersal success approximation accurately predicts the herbivore population collapse seen in figure 2b. For our lowest value of herbivore dispersal ( d H p 0.1), removing 75% of habitat causes more moderate reductions in herbivore dispersal success, and so polygon C in figure 6b shows that the local dispersal success approximation accurately predicts the high average herbivore densities seen in figure 2c . Meanwhile, clumping of habitat increases the dispersal success of both trophic levels and therefore can mitigate the effects of habitat loss, such that polygon D in figure 6c shows that the local dispersal success approximation accurately predicts the return to intermediate herbivore population densities seen in figure 2d . The approximation thus shows that herbivores are most likely to benefit from habitat removal when small reductions in parasitoid dispersal success substantially benefit herbivores, and it allows easy identification of the parameter values that lead to this result (app. D). Given a new model, one could therefore use the local dispersal success approximation to quickly assess whether herbivores are likely to benefit from habitat removal without simulating any landscapes. The summary view provided by the approximation also shows why the local dispersal success approximation performs better than the average dispersal success approximation in some cases (fig. 4) . Both approximations are accurate in cases for which spatial variability is low and for which there is no variation in predicted herbivore density across the range of local dispersal success values, as in the particular case of polygon B in figure 6a. However, in cases for which the range of local dispersal success predictions is large, as in polygon D in figure 6c, the local dispersal success approximation is much more accurate.
Comparison to Data
Fragmentation of aspen forests in Ontario and Alberta has led to longer FTC outbreaks (Roland 1993 (Roland , 2005 Roland and Taylor 1997; Cooke and Roland 2000) and lower parasitism rates (Roland and Taylor 1997; Rothman and Roland 1998) . Here, we ask whether our model can explain these empirical results. When comparing our model to the data, however, an important point is that Roland (1993) recorded outbreaks at the scale of townships, which are areas of 100 km 2 . Roland then measured outbreak duration as the number of years that the defoliated area exceeded 30% of a township area over a 34-year period, such that a forest was considered defoliated if more than 26% of its foliage had been damaged (Candau and Fleming 2005) . To match this statistic, we first converted herbivore population density to percent defoliation. Densities of 4 moths per trap are associated with approximately 30% defoliation, while densities of 13 moths per trap are associated with 80% defoliation (Roland 2005) . Taking the latter number as an estimate of carrying capacity, we assume that a forest is defoliated when herbivore density exceeds 4/13, or roughly 30% of carrying capacity. Regional duration is then the proportion of years in which defoliated area exceeds 30% of landscape area. Figure 7a shows it is at least possible for outbreak duration to increase with increasing forest edge. For most values of herbivore and parasitoid dispersal distance, regional outbreak duration decreases with increasing forest edge. If, however, the herbivore dispersal distance is low, the parasitoid dispersal distance is intermediate, and the edge fraction is not too high, then outbreak duration increases as the amount of forest edge increases (panel II of fig. 7a ). The same effect occurs less strongly when both dispersal distances are intermediate (panel V of fig. 7a ) and when herbivore dispersal distance is low and parasitoid dispersal distance is high (panel I of fig. 7a ). We thus argue that our model suggests a new and interesting explanation for patterns described by Roland (1993) .
Moreover, the pattern observed in the data is initially surprising, yet the model explanation is reasonably simple. Specifically, outbreak duration increases with increasing forest edge because when parasitoids disperse farther than herbivores, a lack of suitable habitat causes high mortality of parasitoids during dispersal. The beneficial effect of these parasitoid losses on herbivore populations outweighs the increased dispersal mortality of herbivores. Habitat destruction can therefore benefit herbivores more than it harms them. Our model thus provides a possible explanation for the effects of forest fragmentation on both outbreak duration and outbreak dynamics.
Our model can also aid in interpreting differences between studies. For example, Wood et al. (2010) observed that forest fragmentation instead decreased FTC outbreak duration in more southerly mixed forests of New York, Massachusetts, Vermont, and New Hampshire and concluded that the effects of fragmentation differ between northern and southern forests (Roland 1993 (Roland , 2005 Roland and Taylor 1997; Cooke and Roland 2000) . Wood et al. (2010) , however, measured outbreak duration at point locations rather than over the 100-km 2 areas over which outbreaks were measured by Roland and colleagues. This is important because in our model the duration of regional-scale outbreaks in some cases can increase as forest edge density increases, but the duration of local-scale outbreaks can only decrease or remain the same as edge density increases ( fig. 7b ). More generally, local-scale and regional-scale durations in the model are not strongly correlated with each other (Spearman correlation coefficient of 20.08 over all simulations). Our model thus suggests that studies measuring regional-scale (Roland 1993 (Roland , 2005 Roland and Taylor 1997; Cooke and Roland 2000) and local-scale (Wood et al. 2010) duration are not comparable, and so the data are not sufficient to allow us to determine whether the effects of fragmentation differ among forest types.
Discussion
In nature, specialist predators are often observed to suffer more from habitat loss or fragmentation than prey or generalist predators, and release from predation can therefore cause host/prey density or occupancy to increase as habitat is removed from a landscape (Kruess and Tscharntke 1994; Cappuccino et al. 1998; Denys and Schmidt 1998; Gibb and Hochuli 2002; Tscharntke et al. 2002; Cronin and Reeve 2005; Holyoak et al. 2005; Ryall and Fahrig 2006; Cagnolo et al. 2009; Chase et al. 2010; Driscoll et al. 2010) . Models aimed at explaining this pattern, however, generally ignore mortality from dispersal into unsuitable habitat and predict that habitat loss will benefit prey when prey are more mobile than predators (Ryall and Fahrig 2006; Holt and Barfield 2009) . Our model, in contrast, does include dispersal mortality, and it therefore makes the opposite prediction that habitat loss is most likely to benefit herbivores when herbivores are less mobile than parasitoids ( fig. 3, app. B) . A spatial model of larch budmoth (Zeiraphera diniana Guenee) gives similar results (Hughes 2012) . Dispersal mortality has not been previously identified as a possible explanation for increasing herbivore or prey density with increasing habitat loss.
Our model also suggests that high parasitoid dispersal mortality can explain why increased patchiness leads to longer FTC outbreaks ( fig. 7 ). Roland and colleagues argued that the increase in outbreak duration with increasing fragmentation may be due to the effects of fragmentation on parasitoid behavior (Roland 1993 (Roland , 2005 Roland and Taylor 1997; Cooke and Roland 2000) but were later concerned by the lack of evidence in support of this hypothesis (Roth et al. 2006) . Our work shows that the effect of forest fragmentation on outbreak duration could simply be an effect of increased mortality on dispersing parasitoids. Parasitoid dispersal rates in nature are indeed often high (Hastings 2000; McCann et al. 2000; Elzinga et al. 2007; Henne et al. 2007) . A mark-recapture experiment indicates that FTC parasitoids can travel at least 300 m, but a low recapture rate (3/3,000) precludes accurate estimation of average or maximum dispersal distance of parasitoids (Roland and Taylor 1995; Cobbold et al. 2005) . Virtually nothing is known about parasitoid dispersal mortality, so further testing of our model predictions would require additional data.
Our model further suggests a possible explanation for the results of Roth et al. (2006) , who found no evidence Figure 7 : Effects of landscape configuration and dispersal on the duration of forest tent caterpillar outbreaks. Regional duration is the proportion of years in which defoliated area exceeds 30% of landscape area, and local-scale duration is the average outbreak duration at point locations. Lines are averages over five replicate landscapes for each combination of parameter values. Cooke and Roland (2000) and Roland (1993) did not observe landscapes containing ! 50% habitat or 1 3 km/km 2 of edge, so we excluded landscapes containing ! 50% habitat or 1 5 km/km 2 of edge. At the left end of each line, f p 1. Local-scale outbreak duration is undefined in noncyclic cases, so those cases have been omitted. that the density of the specialist FTC parasitoid Arachnidomyia aldrichi was lower in forest fragments, contrary to other studies (Roland and Taylor 1997; Rothman and Roland 1998) . Roth et al. (2006) , however, studied areas with low FTC densities, and in such cases our model predicts that specialist parasitoid density should be very low. We thus would not expect to see large effects of fragmentation on parasitism in these conditions, and Roth et al. (2006) may therefore simply not have had sufficient statistical power to detect the small effects of fragmentation that actually may have been present.
Fragmentation may also affect processes other than dispersal mortality (Andrén 1994; Rothman and Roland 1998; Ewers and Didham 2006; Roth et al. 2006 ). Many parasitoids rely on chemical cues to locate their hosts (Vet and Dicke 1992; Godfray 1994; Mondor and Roland 1997, 1998) , and wind patterns in open areas can disrupt chemical signals (Amman and Logan 1998) , so fragmentation could instead alter parasitoid search efficiency. Solar exposure, which increases with increasing fragmentation, can benefit FTCs by inactivating nuclear polyhedrosis virus (Rothman and Roland 1998) . Existing evidence is not sufficient to distinguish among these possibilities, but additional insight might be gained by comparing the ability of alternative models to predict observed patterns.
We used a simple dispersal model because we did not have sufficient information to justify or to estimate the parameters of more complex dispersal models (Baltensweiler and Rubli 1999; Cobbold et al. 2005) . In reality, forest insects sometimes mitigate dispersal risks by using chemical or visual cues (Greenbank et al. 1980; Schneider 1992; Vet and Dicke 1992; Godfray 1994; Baltensweiler and Rubli 1999; Pureswaran et al. 2000; Cronin and Reeve 2005; Ryall and Fahrig 2006; Cronin 2009 ) or by using densitydependent dispersal strategies (Bowler and Benton 2005; Geritz et al. 2009; Green 2009; Travis et al. 2009 ). Our simple model nevertheless provides a useful starting point.
The local dispersal success approximation does not account for the redistribution of animals from areas of high density to areas of lower density, yet it still accurately predicts the behavior of the full spatial model. We therefore conclude that dispersal mortality plays a crucial role in our model, while the redistribution of animals has a much smaller effect on average herbivore density. The local dispersal success approximation could also be used to estimate dispersal parameters from widely available data. Although herbivore dispersal parameters can sometimes be estimated from the relationship between pupal density or herbivore damage and adult moth density (Anderson and Sturtevant 2011) , in general estimating densities across large landscapes is logistically impractical. The local dispersal success approximation (eq. [6]) suggests that it may be possible to estimate herbivore dispersal distance d H from a combination of data on the distribution of habitat across landscapes (I j in eq. [6]), which are widely available, and from pre-and postdispersal population density estimates at a few sample locations (H i,t and H * i,t in eq.
[6]). Local dispersal success is a patch-based measure of connectivity that arises naturally from integrodifference models, making underlying assumptions about movement clear and explicit (Kadoya 2009 ). The approximation is closely related to the incidence function measure (Moilanen and Hanski 1998; Schooley and Branch 2007; Kadoya 2009 ), which has been criticized for assuming that dispersal is random (Kadoya 2009 ). We therefore emphasize that the dispersal success approximation requires only reciprocal dispersal, so that the probability of dispersing from a location i to a nearby location j is equal to the probability of dispersing from j to i. The dispersal success approximation is thus useful even if the dispersal rate depends on population density or if animals preferentially disperse to suitable habitat patches.
Although local dispersal success is an imperfect measure of functional landscape connectivity, it may be preferable to other common methods of assessing the relationship between landscapes and animals. For example, a common approach is to examine correlations among landscape measures and population features at multiple spatial scales, using these correlations to identify the scale of interaction between animals and their habitats (Roland 1993; Roland and Taylor 1997; Cooke and Roland 2000; Boccaccio and Petacchi 2009; Driscoll et al. 2010; Wood et al. 2010) . Such an approach assumes that, within a neighborhood, all locations are weighted equally, which is equivalent to assuming a truncated uniform dispersal kernel. For most organisms, however, a more reasonable assumption is that dispersal probability declines with distance, and kernel-weighted connectivity measures such as local dispersal success are therefore likely to be more useful. 
The conditions for herbivore and parasitoid viability for the nonspatial model and all approximations can thus be obtained by analyzing the stability of equation (A1). Note that Cobbold et al. (2009) analyzed the nonspatial FTC model; here, we present the more general case (eq. [A1]). Without parasitoids, the herbivore equilibrium for equation (A1) isĤ i p log(lS H,i ) log(l)S H,i .
In a system without parasitoids, the herbivore equilibrium is stable when 0 ! log(lS H,i ) ! 2. When herbivore growth rate is too low (log(l S H,i ) ! 0), herbivores are not viable, and high herbivore growth rates (log(lS H,i ) ≫ 2) cause chaotic fluctuations.
Parasitoids can invade when the herbivore-only equilibrium is stable to perturbations in herbivore density (i.e., 0 ! log(l S H,i ) ! 2) and unstable to perturbations in parasitoid density, so that the equilibriumĤ i ( 0,P i p 0 is invasible by parasitoids. The eigenvalues of the Jacobian matrix of equation (A1) evaluated at the herbivore-alone equilibrium (Ĥ i ,P i p 0) are m 1 p 1 2 log(lS H,i ), m 2 p S P,i y(S H,i l) 2φ log(S H,i l) log(l) .
If herbivores are viable and stable (0 ! log(lS H,i ) ! 2), the absolute value of the first eigenvalue is always less than 1 (Fm 1 F ! 1) . Given the obvious constraints that S H,i , S P,i , Q, and φ are between 0 and 1 and that growth rates l and y are positive, the second eigenvalue is always positive (m 2 ≥ 0). Thus, parasitoids are viable if the second eigenvalue is greater than 1. Special cases of this condition for parasitoid invasibility are given in table A1. Note that invasibility is a necessary but not sufficient condition for parasitoid persistence. The coexistence steady state can undergo a subcritical flip bifurcation (Neubert and Kot 1992) , causing large amplitude cycles that drive parasitoids extinct.
The coexistence equilibrium for the general model (eq. [A1]) iŝ H i p log(l) 1 log(S H,i ) 2 S P,i P i S H,i log(l) , P i p y(log(lS H,i ) 2 S P,i P i ) log(l) e 
Herbivores are viable if log(l S H,i ) 1 0, so the critical patch size for herbivores depends on herbivore dispersal and l. If herbivore density reaches 0 when the amount of habitat is small (app. B), we can conclude that the minimum patch size in the model is less than the critical patch size for herbivores. The condition for parasitoid invasibility in the local-dispersal success approximation (table A1) implies that the critical patch size for parasitoids depends on all demographic parameters and the dispersal distances of both parasitoids and herbivores. In most cases, our minimum patch size of 1 ha is smaller than the critical patch size for parasitoids, and our maximum patch size of 10,000 ha is larger than the critical patch size. Thus, parasitoids (and often herbivores) eventually become extinct as habitat is removed from the landscape. 
