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ABSTRACT 
This study utilized a seven-day taxi trajectory dataset to investigate the difficulty 
of finding vacant taxis in Suzhou, China, by analyzing the imbalance (IMB) 
between rider pick-ups and the number of vacant taxis on each road segment in 
Suzhou. To recognize significant local high vs. low frequency patterns of events, 
and to make the values of imbalance as representative as possible, a 
hierarchical structure of multi-resolution time windows that split each hour into 
as many as four parts was developed based on the minimum variance method 
of hierarchical clustering (Ward, 1963). In addition to imbalance, the second 
variable to be analyzed was the number of time windows (NTW) for each 
one-hour period. Two tools from ArcGIS “Global Spatial Autocorrelation 
(Moran’s I)” and “Hot Spot Analysis (Getis-Ord Gi*)” were the main ones used in 
the analyses of IMB and NTW. During the analyses, the global spatial 
autocorrelation, the number of hot spots, and the spatial distribution pattern of 
both variables were inspected.  
An evenly-distributed spatiotemporal pattern was observed for the NTW hot 
spots, and an “early morning–daytime–transition–early morning” spatiotemporal 
pattern was observed for the IMB hot spots. These patterns helped clarify the 
two types of difficulties of finding vacant taxis; i.e., the first type was caused by 
the low frequency of the event, and the second was caused by the competition 
among riders. Finally, the results of Pearson correlation analyses indicated that 
he two types of difficulties existed independently from each other. 
Keywords: GPS trajectory data, taxi activity pattern, hot-spot analysis, global 
spatial autocorrelation analysis, Pearson correlation 
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CHAPTER 1 
INTRODUCTION 
The media in China recently initiated a public discussion of the difficulty of 
finding vacant taxis in large Chinese cities. According to a series of 
investigations, Zhang (2013), from the China Economic Net, concluded that the 
problem was significant, because taxi riders often had difficulties finding vacant 
taxis when services were needed. However, the conclusions of these media 
reports were based mostly on interviews without the support of quantitative 
analysis. 
Some previous studies indicate that the average taxi idle time during a 24-hour 
period could be as high as 50% in some major Chinese cities (Hu and Feng, 
2006; Li et al., 2006). These studies suggest that there are enough taxis in 
many Chinese cities and that simply adding more taxis might not solve this 
problem of finding vacant taxis. The most efficient taxi service system 
maximizes the total utility of taxis while minimizing the average waiting time of 
riders. Such equilibrium ensures that taxi riders and drivers are perfectly 
matched in space (Wong and Yang, 1998; Yang et al., 2002; Yang et al., 2010). 
Although efforts have been made to achieve this equilibrium condition for 
decades, it is still far from perfect due to factors such as changing traffic 
conditions and urban structures. 
Measuring and monitoring the distribution of taxi service is a basic but important 
step toward understand the difficulty of finding vacant taxis. One significant 
challenge in this research was to reduce the effect of the modifiable temporal 
unit problem (MTUP) when measuring variables of interest. Temporal 
granularity often introduces critical issues regarding spatiotemporal analyses, 
and these issues are similar to those of the well-studied modifiable areal unit 
problem (MAUP). MAUP involves selecting appropriate spatial units, while 
MTUP involves selecting appropriate temporal units. Selecting inappropriate 
units may yield misleading or incorrect conclusions.  
For this thesis, it was necessary to understand MTUP when working with taxi 
trajectory data. For instance, although we can conclude that there was a high 
availability of taxis during a one-hour period, the availability may have been 
concentrated in the first half hour with none in the second half hour. In this case, 
this one-hour conclusion represented only the first half hour. Therefore, we 
developed a methodology to choose appropriate temporal granularities.  
The objectives of this thesis were to analyze, both spatially and temporally, the 
imbalance between the availability of taxis and rider pick-ups using proper 
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settings of time windows, and to determine whether this imbalance was relevant 
to the frequency of taxis activities. 
 
  
 3 
 
CHAPTER 2 
LITERATURE REVIEW 
Since a GPS-embedded fare meter is standard equipment in taxis in many 
countries, the service provided by taxis has been evolving continuously (Xu et 
al., 2005). In the literature, this evolution has been summarized from two 
perspectives: real-time taxi service dispatching and post-time data analysis. 
Enabling real-time GPS tracking of taxis makes constructing a massive, 
real-time, taxi-dispatching system feasible, since the traditional, manual 
taxi-dispatching system only works for small businesses (Liao, 2003; Takada 
and Tsukada, 2006). Xu et al. (2005) argues that GPS made a breakthrough 
contribution to taxi dispatching services because the location information GPS 
provides enables more dispatching modes besides hailing a taxi on the street. 
Liu et al. (2009) also suggests that existing GPS-based taxi-dispatching 
systems could be used to collect real-time information about urban traffic 
conditions.  
GPS devices provide real-time tracking of taxi locations and status, and 
real-time tracking data for research. Since GPS devices have become standard 
equipment for taxis in many countries, empirical studies related to the 
movement of riders and their behavior patterns using the taxi trajectory dataset 
have increased dramatically since the beginning of the 21st century. One of the 
major uses of taxi-tracking data is to analyze the origin–destination (O–D) 
distribution by focusing on the movements of occupied taxis (Deng, 2011; Guo 
et al., 2012; Hu and Feng, 2006; Li et al., 2007; Liu et al., 2009). While studies 
of the O-D distribution help us understand how people use taxis, people having 
difficulty locating a vacant taxi may be more interested in the movement of 
vacant taxis. The analysis of vacant taxis started in early demand-supply 
models, which suggested that taxi riders and drivers exert mutual influence on 
each other (Abe and Brush, 1976; De Vany, 1975; Foerster and Gorman, 1979; 
Manski and Wright, 1976; Wong and Yang, 1998). Recently, equilibrium models 
of taxi-service demand (riders) and availability (vacant taxis) have developed 
rapidly, because taxis trajectory data are more available for case studies (Yang 
et al., 2002; Yang et al., 2010). 
Knowing accurate rider pick-up and drop-off locations is the basis of research 
on taxi activities, because the basic function of a taxi is to pick up riders and 
take them to their destinations. However, most taxi-tracking datasets do not 
provide specific information on where these locations are. A typical taxi-tracking 
dataset only contains records of locations and information about the status of 
multiple taxis during a certain period of time. When a rider is picked up, the 
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status of the taxi must change from vacant to occupied, and when a rider is 
dropped off, the status must change from occupied to vacant. For each taxi, 
temporally consecutive records are collected regularly with constant time 
intervals. A rider pick-up or drop-off should always occur between two 
consecutive records of a taxi as its status changes, and should always occur at 
a location somewhere on the route between the two consecutive records. 
Although various methods have been developed to detect pick-up and drop-off 
locations (Hu and Feng, 2006), treating the records that had a status change as 
a pick-up or a drop-off has become a common method. This is because the time 
intervals were decreasing, and the deviations were limited to a decreasing 
range (Deng, 2011; Li et al., 2007; Liu et al., 2009; Guo et al., 2012). In this 
study, rider pick-ups and drop-offs were determined using this common method. 
Although the modifiable areal unit problem (MAUP) has been studied 
extensively in spatial analysis, it generally remained unresolved (Reynolds, 
1998; Shawna and Bram, 2007). Similar to MAUP, temporal granularity is a 
critical issue in geographic processes (Gibson et al., 2000; Hornsby and 
Egenhofer, 2002; Meentemeyer, 1989). The modifiable temporal unit problem 
(MTUP) provides one framework for understanding these issues. Meentemeyer 
(1989) posits that every type of activity has its own temporal and spatial 
resolution range, highlighting the need to consider both MAUP and MTUP. 
Some behaviors can only be recognized at a certain resolution of time, and 
selecting the level of temporal detail is of critical importance in spatial-temporal 
analyses (Coltekin et al., 2011; Hornsby and Egenhofer, 2002). For instance, as 
mentioned earlier, high taxi availability within a one-hour time window may 
show that the majority of availability is concentrated in the first half hour. When 
considering only the second half hour, we would arrive at exactly the opposite 
conclusion. Keeping the effects of MTUP in mind, one task of this study was to 
choose appropriate time windows for the analysis.  
Hierarchical clustering is a method used extensively in cluster analysis. In 
geography studies, the agglomerative hierarchical clustering method can be 
used to build the spatiotemporal hierarchy of clusters (Chen et al., 2011). 
Meanwhile, divisive hierarchical clustering can be used to build the temporal 
hierarchy of clusters (Zhou et al., 2013). Ward (1963) suggests that, in 
agglomerative hierarchical clustering, the criterion for choosing the pair of 
clusters to merge at each step is based on the optimal value of an objective 
function. He proposed that the minimum variance method is a specific objective 
function suited for certain circumstances. In this study, a similar minimum 
variance method was developed to handle the potential MTUP, but it was based 
on divisive hierarchical clustering. 
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The boundary problem is a concept mainly associated with spatial analysis 
(Fotheringham and Rogerson, 1993). However, Pineda (1993) argues that the 
boundary problem occurrs not only in horizontal spatial boundaries but also in 
vertical boundaries such as time, depth, and temperature. In temporal data, the 
boundary determines the time window within which observations of a process 
are made. Cheng and Adepeju (2014) revealed that MTUP has significant 
effects on space-time clusters detection. They further discovered that boundary 
problem is an important component of MTUP. In their experiments, they shifted 
the temporal boundaries on the same spatiotemporal dataset for multiple times. 
This resulted in significant variance among the attributes of the clusters.  
Spatial autocorrelation explains the dependency among sampled values at 
nearby locations (Tobler 1970). Dormann et al. (2007) argue that spatial 
autocorrelation is both an opportunity and a challenge for spatial analysis. It 
provides useful information for inference of process from pattern (Palma et al., 
1999). However, spatial autocorrelation also poses a serious shortcoming for 
hypothesis testing as it violates the assumption of independently and identically 
distributed (i.i.d.) errors (Anselin, 2002; Lennon, 2000; Dormann, 2007;). 
Moran’s I is a measure of spatial autocorrelation developed by Patrick Moran 
(1950). The key component to calculate this index is the weight matrix. The way 
to weight spatial features varies, depending on the nature of the analysis. 
Beside the traditional Euclidean distance method, other elements such as 
network and adjacency were adopted into the construction of the weight matrix 
during the past decades (Dray et al., 2006; Getis and Ord, 1992; Lee et al., 
1994; Oden, 1995). Getis and Ord (1992) introduced statistics Gi and Gi*, 
which can be used as a measurement of spatial association. They compared Gi 
and Moran’s I in their empirical work and found that more pattern characteristics 
can be identified if Gi and Moran’s I are used in conjunction instead of using 
Moran’s I alone. They also suggests that Gi and Gi* statistics can reveal more 
local characteristics of dependence. Their later paper (Ord and Getis, 1995) 
extends Gi and Gi* statistics and further explores their properties. They suggest 
that the statistics are related to Moran’s I, and measure the local spatial 
autocorrelation. They further illustrate how Gi and Gi* can be used to test for 
hot spots. In this study, Moran’s I and Gi* were used to determine spatial 
autocorrelations and hot spots. 
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CHAPTER 3 
RESEARCH QUESTIONS AND METHODOLOGY 
3.1 Research questions 
To achieve the research objective of analyzing the imbalance between taxi 
availability and rider pick-ups, both spatially and temporally, these questions 
were asked: 
1. How are the time windows divided spatially and temporally? 
2. How is the imbalance between taxi availability and rider pick-ups 
distributed spatially and temporally? 
To determine whether the imbalance was relevant to the frequency of taxi 
activities, this additional question was asked: . 
3. Does a higher value of imbalance tend to occur at high-frequency events 
than at low-frequency events? 
These questions are answered in detail in this chapter. 
3.2 Data Collection and Process 
GaeaInfo is a GIS data company based in Suzhou, China. It is a private 
company licensed by the National Administration of Surveying, Mapping, and 
Geoinformation of China. GaeaInfo provided two datasets for this study: (1) taxi 
GPS tracking data for 4,273 taxis in service in Suzhou between Feb. 10 (02-10), 
2013 and Feb. 16 (02-16), 2013; and (2) Suzhou road segment data. The first 
dataset was in plain text format, and was imported into an Oracle database. 
The time interval between two consecutive records of each taxi was 30 seconds. 
The second dataset is a vector map in ESRI Shapefile format. This file included 
information of all road segments in Suzhou with road classifications. GaeaInfo 
stored and maintained the first dataset for the local taxi administration, and 
surveyed and mapped the second dataset, for which it holds the copyright. The 
second dataset that was provided for this study was last updated in December 
2012. The raw datasets were reorganized and cleaned in the following steps.  
1. Detecting pick-up and drop-off records. All data fields other than taxi ID, 
recorded time, and location (x and y coordinates) were removed. The 
representation of the status in the raw data was an integer calculated by an 
algorithm, and these integers were converted to four simple status codes, i.e., 
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Vacant, Occupied, Pick-up, and Drop-off. Pick-up status was a special case of 
Occupied. It was the first Occupied status after a series of Vacant statuses, 
which indicated a rider pick-up (Figure 1). Drop-off status was a special case of 
Vacant. It was the first Vacant status after a series of Occupied statuses, which 
indicated a rider drop-off (Figure 2). This method of detecting pick-up and 
drop-off locations has been used extensively in recent research (Deng, 2011; 
Guo et al., 2012; Hu and Feng, 2006; Li et al., 2007; Liu et al., 2009). 
 
Figure 1: Detecting pick-ups. Each taxi records its status every 30 seconds. For a specific taxi 
above, its status was recorded as: …Vacant, Vacant, Vacant, Occupied, Occupied…, and after 
processing, the status became: …Vacant, Vacant, Vacant, PickUp, Occupied… 
 
Figure 2: Detecting drop-offs. Each taxi records its status every 30 seconds. For a specific taxi 
above, its status was recorded as: …Occupied, Occupied, Occupied, Vacant, Vacant…, and 
after processing, the status became: …Occupied, Occupied, Occupied, DropOff, Vacant… 
2. Matching data records to road segments. Every valid data record in the 
database was assigned to a road segment using the “Nearest feature” function 
provided by the ArcGIS Engine with a distance threshold of 10 meters. The ID 
of the associated road segment was added as a new data field. If a data record 
failed to be matched to any road segment, it was considered to be noise. Any 
road segment that was not accessible for taxi drop-off or pick-up was excluded 
from the study. Data points associated with these road segments also were 
excluded from the study. These road segments included, but were not limited to, 
freeways, elevated roads, and private roads. 
3. List of records: The data in the Oracle database were saved daily. The data 
records for each study day were saved in an individual table. For each day of 
the study, the data records were ordered by road segment ID and timestamp. 
Thus, the data records that shared the same road segment ID became a group, 
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and each group, namely a list of records, contained data for a certain road 
segment. 
3.3 Location-based Event Sequence 
After obtaining the list of records for every road segment, the lists were 
transferred to event sequences. 
An event was a summary of a taxi’s consecutive records on a specific road 
segment. Table 1 shows the definitions of the five types of events.  
Table 1: Types of events and their definitions 
Type of Event List of records on a certain road segment 
V 
 
P 
 
D 
 
DP 
 
O 
 
 Type V: The taxi entered the road segment as Vacant, and left the road 
segment as Vacant (Vacant In, Vacant Out). The time of this event was the 
time of the first Vacant record.  
 Type P: The taxi entered the road segment as Vacant, and left the road 
segment as Occupied (Vacant In, Occupied Out). The time of this event 
was the time of the Pick-up record. 
 Type D: The taxi entered the road segment as Occupied, and left the road 
segment as Vacant (Occupied In, Vacant Out). The time of this event was 
the time of the Drop-off record. 
 Type DP: This was a special case that combined type D and type P, the taxi 
picked up another rider right after it dropped off the previous rider. 
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 Type O: The taxi entered the road segment as Occupied, and left the road 
segment as Occupied (Occupied In, Occupied Out). 
Type O events were not examined in this study because they were not related 
to the objectives of the study. In practice, type DP was a common situation at 
busy locations. In the process of counting availability and drop-offs, type DP 
was treated as type P. (See the definition of availability in the next subsection 
for justification.) 
Tables 2-a and 2-b illustrate segments of a list of records and its corresponding 
transferred event sequence. 
Table 2-a: Example of a list of records for road segment 2305 
Road Segment ID Taxi ID Time Status 
…
 
…
 
…
 
…
 
2305 1001 17:05:20 Vacant 
2305 2198 17:05:25 Vacant 
2305 3749 17:05:49 Occupied 
2305 1001 17:05:50 PickUp 
2305 2198 17:05:55 Vacant 
2305 3749 17:06:19 Occupied 
…
 
…
 
…
 
…
 
2305 1568 17:18:16 Occupied 
2305 1785 17:18:19 Occupied 
2305 1001 17:18:20 Occupied 
2305 1568 17:18:46 Occupied 
2305 1785 17:18:49 Occupied 
…
 
…
 
…
 
…
 
2305 4985 17:35:43 Occupied 
2305 3358 17:35:45 Occupied 
2305 1001 17:35:50 Occupied 
2305 4185 17:35:59 Vacant 
2305 3358 17:36:15 DropOff 
2305 1001 17:36:20 DropOff 
2305 4185 17:36:29 PickUp 
2305 3358 17:36:45 Vacant 
2305 1001 17:36:50 Vacant 
2305 4185 17:36:51 Occupied 
2305 3358 17:37:15 PickUp 
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Table 2-b: Event sequence derived from Table 2-a 
Event ID Taxi ID Event Time Event Type 
1 2198 17:05:25 V 
2 3749 17:05:49 O 
3 1001 17:05:50 P 
…
 
…
 
…
 
…
 
20 1568 17:18:16 O 
21 1785 17:18:19 O 
22 1001 17:18:20 O 
…
 
…
 
…
 
…
 
100 4985 17:35:43 O 
101 3358 17:36:15 D 
102 1001 17:36:20 D 
103 4185 17:36:29 P 
104 3358 17:37:15 P 
Figure 3 shows the algorithm that was used to convert the information in Table 
2-a to the information in Table 2-b. The algorithm begins with the first record in 
Table 2-a from which two consecutive records of Taxi 1001 were compared, and 
a type P event was detected and written into Table 2-b. After this step, these 
two consecutive records of taxi 1001 were removed from Table 2-a, and the 
algorithm started over again. Then, a type V event of Taxi 2198 was detected. 
This loop continued until Table 2-a was empty. Finally, after sorting the records 
by event time, the event sequence of road segment 2305 was derived in Table 
2-b. Note that Taxi 1001 in this example visited this road segment three times, 
and three events were detected. 
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Figure 3: Algorithm that converts the list of records in Table 2-a into the event sequence in Table 
2-b 
After performing the transformation on every road segment, each road segment 
had a unique event sequence for each of the seven days of the study. 
3.4 Counting Availability and Pick-ups  
3.4.1 Definitions 
The crucial term “imbalance between taxi availability and rider pick-ups” must 
be defined quantitatively in order to answer the research questions. 
Based on the types of events illustrated in Table 1, it was apparent that, in the 
definitions of types V, P, D, and DP, the taxi was vacant for at least a moment 
during a single visit to a certain road segment. Meanwhile, in the definitions of 
types P and DP, a rider hailed the particular vacant taxi. Therefore, on a certain 
road segment, the total number of Type V, P, D, and DP events indicated the 
total number of vacant taxis, while the total number of Type P and DP events 
indicated the number of vacant taxis hailed by riders. Therefore, Pick-ups, 
Availability, and Imbalance were defined as: 
Pick-ups: The term ‘Pick-ups’ refers to the total number of Type P and DP 
events on a certain road segment during a certain time window divided by the 
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length of the time window, noted as riders per minute (RPM). This index number 
describes the frequency of riders being picked up on a certain road segment 
within a specific time window.  
Availability: The term ‘Availability’ refers to the total number of Type V, P, D, 
and DP events on a certain road segment during a certain time window divided 
by the length of the time window, notated as availability per minute (APM). This 
index number describes the frequency of available taxis appearing on a certain 
road segment within a specific time window. 
Subsequently, the imbalance was measured as the ratio of RPM to APM, i.e. 
𝐈𝐦𝐛𝐚𝐥𝐚𝐧𝐜𝐞 =  
𝑅𝑃𝑀
𝐴𝑃𝑀
  
The definitions of RPM and APM indicate that RPM is always smaller than or 
equal to APM, and Imbalance actually described the ratio of available taxis that 
riders hailed, ranging from 0 to 1, with a higher value reflecting a higher 
pressure for taxi riders to find a vacant taxi and a lower value reflecting higher 
pressure for taxi drivers to find a rider. If both RPM and APM were 0, imbalance 
was recorded as Null. 
3.4.2 Setting Time Windows 
Selecting an appropriate time window should ensure that its RPM and APM can 
reflect the real situation of taxi pick-ups and availability as closely as possible to 
reduce the influence of MTUP (Coltekin et al., 2011; Gibson et al., 2000; 
Hornsby and Egenhofer, 2002; Meentemeyer, 1989). In other words, the indices 
calculated to represent a specific time window should also represent any 
moment within that time window, but this is not easily achieved. For instance, 
Figure 4 illustrates a scenario in which the indices that were calculated to 
represent a one-hour time window cannot represent its first half or its second 
half. In Figure 4, events occurred more frequently across the first half of the 
timeline and less frequently across the second half. Such a local high vs. low 
event frequency pattern causes the calculated values of RPM and APM for 
this one-hour time window to misrepresent either the first half hour or the 
second half hour. In Figure 4, if we split the one-hour time window into two 
30-minute time windows, events in both 30-minute time windows are spread 
evenly across the timeline, and in this case the indices of the two 30-minute 
time windows were more representative than that of the one-hour time window. 
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Figure 4: A local high vs. low event frequency pattern exists in this one-hour time window 
A hierarchical structure of multi-resolution time windows was developed based 
on Ward’s minimum variance method of hierarchical clustering (Ward, 1963). 
Such a hierarchical structure was needed to allow us to divide a day into time 
windows with different length for each of the road segments.  
For every road segment, the default one-hour time windows were inspected to 
determine whether they should be divided equally into smaller time windows, 
thus allowing new time windows to have their events spread across the timeline 
more evenly. While we were counting the events in the specific time windows, 
the time intervals between two consecutive events constituted a series, namely 
a time interval series (TIS). In the process of determining whether a time 
window should be divided, it was important to compare the variances of the 
TISs before and after splitting. A smaller time window had its events spread 
more evenly than the original time window if, and only if, the smaller time 
window had a smaller TIS variance after splitting.  
Subsequently, an algorithm was used to determine the time window settings 
(Figure 5). This algorithm used a binary tree and finite recursion as the basic 
principles to calculate and compare the variances before and after splitting. For 
each of the 24 one-hour periods of each road segment, the algorithm first 
calculated the variance of TIS for the one-hour time window, then the one-hour 
time window was divided into two 30-minute time windows, and the variances of 
their TISs were calculated. This division was accepted if, and only if, both 
30-minute time windows had smaller TIS variances than the original one-hour 
time window. The same process was applied to the new 30-minute time 
windows to determine whether they should be divided into 15-minute time 
windows. Note that if a time window did not contain any event, its TIS variance 
was assigned 0, and this time window was not split any further.  
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Figure 5: Algorithm to obtain the appropriate time windows 
The results of setting the time window were recorded in the Oracle database. 
Each hour of each road segment comprised seven fields that represented 
seven possible time windows, i.e., four 15-minute, two 30-minute, and one 
one-hour windows (Figure 6). 
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Figure 6: Table in the Oracle database that saves the time window setting for the study day Feb. 
10 (02-10) 
The field names in this table have three parts: 1) TW, 2) the hour (00-23), and 3) 
the time window code for minutes (1-7). The time window codes for the ranges 
of minutes are:  
1: minutes 00 to 15  
2: minutes 15 to 30  
3: minutes 30 to 45  
4: minutes 45 to 60  
5: minutes 00 to 30  
6: minutes 30 to 60  
7: minutes 00 to 60  
For instance, the field TW215 stands for the time window 21:00 to 21:30. The 
value y in the field means this time window was being used. The highlighted 
part in Figure 6 means that, on study day Feb. 10 (02-10), for the road segment 
10005, the hour 00:00 to 01:00 was divided into three parts, i.e., 00:00-00:30, 
00:30-00:45, and 00:45-1:00. 
3.4.3 Completing the Oracle Database 
After saving the time window settings, all components of the index definitions 
were resolved. Then, APM, RPM, and Imbalance were calculated and saved in 
tables with a similar structure in Figure 6. In addition, the number of time 
windows of each hour for each road segment also was counted and saved for 
the analysis. The details of the number of time windows will be provided in the 
next section. 
3.5 Building the Geodatabase for Analysis 
The analysis involved two tools from ESRI ArcGIS, i.e., “Global Spatial 
Autocorrelation (Moran’s I)” and “Hot Spot Analysis (Getis-Ord Gi*). A file 
geodatabase was built for the analysis. A geodatabase was required because a 
regular Shapefile cannot handle Null values. Within the geodatabase, the 
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following feature classes were generated by joining the road segment dataset 
and the tables in the Oracle database. 
3.5.1 Number of Time Windows (NTW) 
According to the splitting algorithm, each one-hour time window for a certain 
road segment could be divided in five possible ways: 
60 min (one undivided time window) 
30 min/30 min (two time windows) 
15 min/15 min/30 min (three time windows) 
30 min/15 min/15 min (three time windows) 
15 min/15 min/15 min/15 min (four time windows) 
In the Oracle database, the setting of the time window for each hour of each 
segment of the road was saved as one of the five types listed above. (In Figure 
6, the highlighted part was saved as type d.) In addition, types c and d were 
considered as having three identical time windows.   
A time window was divided into two smaller windows because of the uneven 
distribution of the taxi’s activities across the timeline. The number of time 
windows can be considered as a measurement of the temporal complexity of 
the taxi’s activity. A higher value of NTW indicated that events were distributed 
more unevenly on the timeline. This also indicated that, when the NTW of a 
road segment for a certain hour was greater than 1, a local high vs. low event 
frequency pattern was detected, and, as the value of NTW increased, the 
temporal complexity of such a local pattern also increased. Figure 7 
compares the complexity among the possible activity distributions of NTW(2) vs. 
NTW(3) on the timeline. Although circumstances B and C in Figure 7 both had 
complexity levels of 3, which were higher than that of circumstance A, the local 
high frequency and low frequency in B and C were in different time windows 
and had different event densities. Thus, NTW only measured the temporal 
complexity of the local high vs. low event frequency pattern, and did not 
provide any details about the pattern. 
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Figure 7: Comparison of the complexity among the possible activity distributions of NTW(2) vs. 
NTW(3) on the timeline; each dot on the timeline represents an event. 
A feature class was generated for each hour of the day, and 168 NTW feature 
classes were generated for the 168 hours of the seven-day study. Each feature 
class contained the number of time windows (ranging from 1 to 4) for each 
feature (road segment) within a certain hour. These NTW feature classes were 
assessed by “Global Spatial Autocorrelation (Moran’s I)” and ‘Hot Spot Analysis 
(Getis-Ord Gi*)” to answer the first research question. 
Note that road segments with zero availability during a certain hour were 
excluded for each feature class. It is irrelevant to speak of the temporal 
complexity of the local high vs. low event frequency pattern on a road 
segment with no taxi activity. Because of this exclusion, each feature class had 
a different number of features, and the compositions of the features were 
unique. Figure 8 is an example of the attribute table of the NTW feature class 
for the hour 00:00-01:00 on Feb. 10 (02-10). The column NTW00 contains the 
number of time windows (NTW) for each road segment during this hour. 
 
Figure 8: Attribute table of the NTW feature class for the hour 00:00-01:000 on Feb. 10 (02-10) 
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3.5.2 Imbalance (IMB) 
The indices for each time window should be representative of any moment 
during that time window. The imbalance at a specific moment is recognized as 
an imbalance of the time window in which this moment is located. A time point 
was selected within each quarter of each hour, and 672 time points were 
selected for all seven study days (4 x 24 x 7 = 672), and the imbalances at 
these time points were reassigned. For example, assume that for a certain road 
segment, the hour 08:00-09:00 had type c division, i.e., 15 min/15 min/30 min, 
and the corresponding imbalances were 0.1/0.6/0.2. Four time points, i.e., 
08:05, 08:20, 08:35, and 08:50 were selected for each quarter of this hour, and 
the imbalances for the four time points were reassigned as 0.1/0.6/0.2/0.2. 
Figure 9 illustrates this reassigning process. Practically, it did not matter which 
time point was selected for each quarter, because the value of imbalance was 
considered to be the same at any moment during the quarter. As the example in 
Figure 9 shows, consecutive time points may share the same value of 
imbalance, since the two time points may be located in the same time window. 
A feature class was generated for each of the 672 time points. Each of these 
feature classes contained the imbalance at the different time points for each 
road segment. To answer the second research question, these IMB feature 
classes were assessed by “Global Spatial Autocorrelation (Moran’s I)” and “Hot 
Spot Analysis (Getis-Ord Gi*)”. 
 
Figure 9: Assigning values to each 15-minute time window 
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Note that for a certain road segment the imbalance can be Null for a certain 
time window if there was no pick-up/availability. For each feature class, features 
with Null imbalance were excluded. This indicated that each of the 672 feature 
classes had a different number of features and that the composition of the 
features was unique. Figure 10 shows an example of the attribute table of the 
IMB feature class at the time point in the first quarter of the hour 00:00-01:00 on 
Feb. 10 (02-10). 
 
Figure 10: Attribute table of the IMB feature class at the time point in the first quarter of the hour 
00:00-01:00 on 02-10 
3.6 Analysis 
3.6.1 ArcGIS tools and the settings of their parameters 
“Global Spatial Autocorrelation (Moran’s I)” and “Hot Spot Analysis (Getis-Ord 
Gi*)” provided by ESRI ArcGIS were used to help identify the spatiotemporal 
distributions of the split and imbalance of the time windows. Both of these tools 
used network distance as the distance method. However, the network distance 
method was not embedded in these tools, so it was necessary to first build a 
spatial weight matrix based on network distance.  
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3.6.1.1 Generate Network Spatial Weights 
The tool “Generate Network Spatial Weights” generated the spatial weight 
matrix file (.swm) required for “Global Spatial Autocorrelation (Moran’s I)” and 
“Hot Spot Analysis (Getis-Ord Gi*)”. Figure 11 shows the interface of this tool. 
 
Figure 11: Interface to build network spatial weight matrix 
Since the input file had to be point feature class, the line feature class of the 
road segment was converted to a point feature class that contained the 
midpoints of the road segments. This was quickly achieved by using the 
function “FeatureToPoint.” Thus, the spatial weight between two road segments 
was measured as the network distance between their midpoints. The input 
network dataset was generated from the original road segment dataset. The 
impedance cutoff was set to 1500 meters; only features within this distance 
were considered as neighbors. This distance ensured that two connected road 
segments would always be neighbors, taking into consideration the possible 
great distance between their midpoints. Other important settings remained as 
default, e.g., “Conceptualization of Spatial Relationships” was “INVERSE” and 
“Row Standardization” was checked. 
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3.6.1.2 Global Spatial Autocorrelation (Moran’s I) 
This tool calculated the value of Moran’s I index. It measured the global spatial 
autocorrelation, and the NTW and IMB feature classes underwent this process. 
Figure 12 shows the interface of this tool. This tool was run 168 times for the 
168 NTW feature classes, with the corresponding NTW fields as input fields, 
and it was run 672 times for the 672 IMB feature classes, with the 
corresponding IMB fields as input fields. The network spatial weight matrix 
generated from the last section (Figure 11) was the input for “Conceptualization 
of Spatial Relationships”, as shown in Figure 12.  
 
Figure 12: Interface of Spatial Autocorrelation (Moran’s I) 
A report was generated for each trial, and the reports included the Moran’s I 
index, the Z-value, the p-value, and the spatial distribution pattern of this 
feature class. In this study, the Z-value had the key role, because it directly 
determined the spatial distribution. Since the significance level of 0.1 was used, 
if z > 1.65, the distribution was clustered; if z < -1.65, the distribution was 
dispersed, and if -1.65 < z < 1.65, the distribution was random. As an example, 
Figure 13 shows the report for the NTW feature class of the hour 00:00 to 01:00 
on Feb. 10 (02-10). A clustered distribution indicated that close values tended to 
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stay close to each other, while a dispersed distribution indicated that opposite 
values tended to stay close to each other. A random distribution indicated no 
significant correlation between neighboring road segments. However, this 
report did not provide any other information, such as where the high/low-value 
clusters were located. 
 
Figure 13: Spatial autocorrelation report for the NTW feature class of the hour 00:00 to 01:00 on 
02-10 
3.6.1.3 Hot Spot Analysis (Getis-Ord Gi*) 
The tool “Hot spot analysis (Getis-Ord Gi*)” calculated the value of the 
Getis-Ord Gi* index. The Gi* index was a Z-value to evaluate hot spots. Figure 
14 shows the interface of the tool. Similar to the spatial autocorrelation analysis, 
this tool was run 168 times for the 168 NTW feature classes, with the 
corresponding NTW fields as input fields; the tool was run 672 times for the 672 
IMB feature classes, with the corresponding IMB fields as input fields. The 
network spatial weight matrix file was the input for “Conceptualization of Spatial 
Relationships,” as shown in Figure 14. 
For each trial, a Gi* index and a p-value were calculated for every road 
segment in the feature class. For the significance level of 0.1, if Gi* > 1.65, then 
the road segment was considered to be an H-H hot spot, i.e., a high value 
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surrounded by high values; if Gi* < -1.65, the road segment was considered to 
be an L-L cold spot, i.e., a low value surrounded by low values. A high value 
surrounded by low values and a low value surrounded by high values were not 
inspected by this tool, and they were not the objectives of this study, because 
isolated road segments with high or low values are more likely to be random in 
practice. A feature on the map was detected as a hot/cold spot for both the 
high/low values it contained and the high/cold values of the surrounding 
features. Therefore, this process detected the local clusters of interest, i.e., the 
high values of NTW and IMB, over time. In addition, the total number of 
detected hot spots for each trial also was obtained and saved. 
 
Figure 14: Interface of Hot Spot Analysis (Getis-Ord Gi*) 
Figures 15 and 16 are examples of the attribute table and map of the analysis 
results for the NTW feature class of the 00:00-01:00 hour on 02-10. The 
attribute table highlighted the Gi* index in the column GiZScore, and the map 
highlighted the hot spots that had Gi* > 1.65. Potential spatiotemporal patterns 
were inspected and discussed after obtaining the 168 NTW hot spot maps and 
the 672 IMB hot spot maps. For instance, the example in Figure 16 shows an 
even distribution pattern of NTW hot spots during the hour 00:00-01:00 on Feb 
10. 
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Figure 15: Attribute table of the results of hot spot analysis for the NTW feature class of the 
00:00-01:00 hour on Feb. 10 (02-10) 
 
Figure 16: Map of the results of the analysis for the NTW feature class of the 00:00-01:00 hour 
on Feb. 10 (02-10) 
3.6.2 Does a higher value of imbalance tend to occur at 
high-frequency events than at low-frequency events? 
Selection of the appropriate time window ensured that the RPM and APM of a 
road segment for a certain time window reflected the real situation as 
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accurately as possible. APM directly measured the frequency of events during a 
certain time window according to its definition. A time window with higher APM 
had higher frequency of events relative to a time window with lower APM. 
Pearson correlation analyses were used between APM and imbalance to 
evaluate the third research question, “does a higher value of imbalance tend to 
occur at high-frequency events than at low-frequency events?” From the range 
of -1 to 1, a positive result close to 1 indicated a positive correlation, i.e., a 
higher IMB tended to occur with a higher APM. A negative result close to -1 
indicated a negative correlation, i.e., a higher IMB tended to occur with a lower 
APM. A result close to 0 indicated no correlation, i.e., there was no evidence 
suggesting that IMB and APM have any immediate connections. 
The time-point-based structure introduced previously was used in the Pearson 
correlation analyses. APM was reassigned for the 672 time points, just as it was 
for imbalance in Section 3.5.2. Thus, APM and imbalance were paired on each 
road segment at each time point, and the Pearson correlation coefficient was 
calculated for each time point. Afterward, 672 coefficients were calculated, and 
they showed how the correlation changed over time, thereby answering the 
third research question. 
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CHAPTER 4 
RESULTS AND FINDINGS 
4.1 Some general facts 
This section presents some figures that contain general information 
summarized from the database; the corresponding tables are in the Appendix. 
Figure 17 shows the number of active taxis for each hour. An active taxi was a 
taxi that had at least one event recorded for the hour. The corresponding 
numerical data are listed in Table A in the Appendix. 
 
Figure 17: Number of active taxis at various times  
Figure 18 shows the number of features in the 168 NTW feature classes, which 
indicates how many road segments had at least one event recorded for each 
hour. The corresponding numerical data are provided in Table B in the 
Appendix. 
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Figure 18: Number of features in NTW feature classes at various times  
Figure 19 shows the number of features in the 672 IMB feature classes over 
time. This number of IMB features indicates how many road segments had valid 
imbalance assigned for each of the 15-minute time windows. This indicates the 
number of road segments that had at least one event recorded for each hour, 
since imbalance would be Null if there were no event. The corresponding 
numerical data are listed in Table C in the Appendix.  
 
Figure 19: Number of features in IMB feature classes at various times  
Figure 18 shows the number of road segments that had taxi activities every one 
hour, and Figure 19 shows the same thing every 15 minutes. The number of 
NTW features for every hour was an aggregation of the number of IMB features 
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for the four quarters of that hour. Thus, the curves in Figures 18 and 19 share 
the same global trend. We noticed that, in Figure 19, each hour on every curve 
had a clear wave. This was caused by the limitation of the method used to 
divide the time windows. For a certain road segment, the first and fourth 
quarters with no recorded event had a lower probability of being chosen as 
15-minute time windows than the second and third quarters. Figure 20 shows 
how this can happen. If the two one-hour time windows in circumstances A and 
B in Figure 20 were both divided into two 30-minute time windows, the first 30 
minutes in both A and B must be divided again, since the 15-minute time 
window with no event would be instantly recognized. However, compared to the 
one-hour time window in circumstance B, the one-hour time window in 
circumstance A had a higher probability of not being divided into two 30-minute 
time windows based on the variance-based algorithm introduced in Section 
3.4.2. Thus, the first quarter with no event in circumstance A had a higher 
probability of being assigned the value of the one-hour time window of A, and 
this road segment was included in the imbalance feature class for the first time 
point. The second quarter with no event in circumstance B was likely to be 
recognized as a 15-minute time window with Null value assigned, and this road 
segment was excluded from the imbalance feature class for the second time 
point. A similar pattern emerged between the third and fourth quarters of each 
hour; therefore, the first and fourth time points had a higher probability of 
including more road segments in the feature class. This type of limitation is 
called the boundary problem or the edge effect, but in this case it did not affect 
the global trend of the curves. 
 
Figure 20: Situation that shows the limitation of the method in dividing time windows 
In Figure 17, the number of active taxis increased dramatically from the bottom 
between 5:00 A.M. and 10:00 A.M. After reaching the peak between 10:00 A.M. 
and 11:00 A.M., the number of active taxis began to decrease progressively, 
with the rate of decrease accelerating slightly around 5:00 P.M. before the 
number of active taxis reached the minimum value between 4:00 and 5:00 A.M. 
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the next day. The traditional morning rush hour (7:00 - 9:00 A.M.) and the 
afternoon rush hour (5:00 - 7:00 P.M.) had no distinctive characteristics. They 
were parts of the dramatically increasing phase from 5:00 to 10:00 A.M. and the 
progressively decreasing phase from 10:00 A.M. to 4:00 P.M., respectively. 
Thus, it can be predicted that the results of the analyses of NTW and IMB may 
not show any rush-hour vs. non-rush-hour pattern. 
The details of the curve of Saturday in Figure 17 were a little different from 
those of the other curves. During 1:00 - 2:00 A.M., 9:00 - 10:00 A.M., and 8:00 - 
9:00 P.M., the number of active taxis had small peaks, which indicated that 
these hours on Saturday had a relatively higher demand for service. However, 
this high demand was not reflected in the figure for Friday night, when a peak 
for active taxis would be expected. A reasonable interpretation is that the 
negative traffic conditions, i.e., congested roadways, on Friday night 
discouraged the drivers, since less fare could be collected than during normal 
hours.  
The total number of valid road segment in the dataset was always fixed, and the 
numbers of road segments with taxi activities in Figures 18 and 19 indicated 
how many of the valid road segments were visited by vacant taxis. Thus, the 
number of road segments that have taxi activities represents the coverage of 
vacant taxis. It is important to keep in mind that this coverage of vacant taxis 
did not identify the spatial distribution of these road segments. For instance, if 
the coverage was 10,000 road segments at time A and 5,000 road segments at 
time B, it is possible that the 10,000 road segments were clustered in a certain 
area at time A, while the 5,000 road segments could have been evenly spread 
over the entire city at time B. In this case, we simply consider that the coverage 
of vacant taxis at time A was higher than at time B because more road 
segments were covered at time A, even though more areas may be covered at 
time B. 
The curves in Figures 18 and 19 essentially had the same pattern, but, because 
of the boundary problem, the details in Figure 19 were not easy to recognize. 
Thus, only the details in Figure 18 are discussed here. The first noticeable 
detail in Figure 18 was located in the time period 7:00 – 11:00 P.M. For Sunday, 
Monday, and Tuesday, the curves decreased rapidly during this time period; for 
Wednesday, the curve did not decrease until 9:00 P.M.; for Thursday, the curve 
did not decrease until 11:00P.M.; and for Friday and Saturday, the situations 
became more complicated, with increases and peaks. These late night 
differences illustrated the normal trend of people’s activities at night. Starting on 
Sunday night, people’s activities stayed at a low level, and decreased rapidly as 
midnight approached. As the weekend approached, the decrease in people’s 
night activities slowed, and they stayed out later. Another difference that must 
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be pointed out was the occurrence of peaks during 9:00 – 11:00 A.M. on 
Monday and Tuesday. A reasonable cause of the peaks on these two days may 
be the custom of people living in Suzhou to carry out their important business 
early in the week. 
4.2 How the time windows are divided spatially and temporally 
4.2.1 Results of “Global Spatial Autocorrelation (Moran’s I)” 
using NTW as input 
Table D in the Appendix lists the spatial distribution determined in the results 
reports of “Global Spatial Autocorrelation (Moran’s I)”. 
Most distributions in Table D were random, meaning that the temporal 
complexity of taxi activity had no spatial autocorrelation, i.e., neighboring values 
were not correlated. 
During the 168 hours, dispersed distributions occurred four times, indicating 
that higher complexity tended to appear near lower complexity. These 
dispersed distributions occurred occasionally with no clear temporal pattern. 
Clustered distributions occurred 17 times during the 168 hours. These clustered 
distributions were concentrated in the mornings on weekdays, afternoons on 
Sunday through Tuesday, and at night on Saturday. During these hours, 
locations tended to have a close level of temporal complexity of activities in 
the neighborhood. Note that a local high vs. low event frequency pattern was 
detected when the NTW of a road segment for a certain hour was greater than 
1. As the value of NTW increased, the temporal complexity of the local pattern 
also increased. The clustered areas of high NTW values had higher temporal 
complexity of local taxi activities. However, the results from the “Global Spatial 
Autocorrelation (Moran’s I)” did not tell us where these clusters were. 
4.2.2 Results of “Hot Spot Analysis (Getis-Ord Gi*)” using NTW 
as input 
Table E in the Appendix lists the number of hot spots for each hour, along with 
the spatial distribution from Table D. By putting these two groups of numbers 
together, we found there was no identifiable connection between the number of 
H-H hot spots and the spatial distribution of NTW. This was because the spatial 
distribution pattern was a global determination, and an H-H hot spot was a local 
determination. 
Figure 21 shows the curves of the number of NTW hot spots for the seven study 
days. These curves share a similar global trend to the curves in Figures 17 and 
18.  
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Figure 21: Number of NTW hot spots for various times 
Some noticeable details in Figure 21 can apply to the real world. First, it was 
surprising that the number of complexity (NTW) hot spots stayed at low levels 
on Sunday. The lower level of complexity indicated that, overall, taxi activities 
were distributed more evenly across the timelines. Second, there were many 
peaks during many time slots, including, but not limited to: 1:00 – 2:00 A.M. on 
Saturday; 7:00 – 8:00 A.M. on Friday; 10:00 – 11:00 A.M. on Monday and 
Tuesday; 12:00 – 1:00 P.M. on Saturday; 5:00 – 6:00 P.M. on Tuesday, 
Wednesday, Friday, and Saturday; 8:00-9:00 P.M. on Tuesday, Friday and 
Saturday; and 10:00-11:00 P.M. on Monday, Friday, and Saturday. These peaks 
indicated an overall higher probability of experiencing the local high vs. low 
event frequency pattern mentioned earlier. When such a local pattern 
occurred, a low frequency of events would very likely make it difficult to find a 
vacant taxi, since the lower frequency of events meant less probability of having 
a vacant taxi available on a certain road segment. 
In addition, Table 3, using the values of the 168 hours as samples, lists the 
Pearson correlation coefficients among the number of NTW hot spots, the 
number of NTW features, and the number of active taxis. The high correlation 
coefficient listed in the table confirmed the similar global trend of the curves in 
Figures 17, 18, and 21, thereby proving that these three numbers were highly 
related. 
0
200
400
600
800
1000
1200
1400
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
02-10(Sun)
02-11(Mon)
02-12(Tue)
02-13(Wed)
02-14(Thur)
02-15(Fri)
02-16(Sat)
 32 
 
Table 3: Pearson correlation coefficients among the number of NTW hot spots, the number of 
NTW features, and the number of active taxis 
 
Hot Spots Features Active Taxis 
Hot Spots 1 
  
Features 0.936171 1 
 
Active Taxis 0.906457 0.976629 1 
There were 168 maps of hot spot generated. Due to space limitations, only the 
maps with three hours (i.e., 02:00-03:00 on 02-10; 13:00-14:00 on 02-11; and 
22:00-23:00 on 02-15) were selected, as shown in Figures 22, 23, and 24, 
respectively. These three maps and the 165 unlisted maps illustrate the 
distribution of the hot spots and the coverage of vacant taxis and their 
temporal variation, as shown in Figure 18. In all 168 maps, hot spots tended to 
be distributed evenly across the coverage of taxi activities.   
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Figure 22: Hot spot map of NTW feature class of 02:00-03:00 on 02-10 
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Figure 23: Hot spot map of NTW feature class of 13:00-14:00 on 02-11 
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Figure 24: Hot spot map of NTW feature class of 22:00-23:00 on 02-15 
4.3 How the imbalance between taxi availability and rider 
pick-ups was distributed spatially and temporally 
4.3.1 Results of “Global Spatial Autocorrelation (Moran’s I)” 
using IMB as input 
Table F in the Appendix lists the spatial distribution determined in the results 
reports of “Global Spatial Autocorrelation (Moran’s I).  
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Most of the distributions in Table F were random. A random spatial distribution 
indicated that the imbalance between taxi availability and pick-ups had no 
spatial autocorrelation, as the neighboring road segments were not correlated. 
Among the 672 time points, dispersed distributions occurred 16 times. A 
dispersed distribution showed that higher imbalance tended to appear near 
lower imbalance. These dispersed distributions occasionally appeared in the 
morning. Practically, a global dispersed distribution of imbalance was a good 
sign to some extent. Locations that lacked availability were near locations that 
lacked riders. In this case, if either the driver or the rider could move properly to 
find each other, the overall utility of taxi service would improve. 
Clustered spatial distributions occurred 103 times out of the 672 time points. 
Most were concentrated during 4:00 – 6:00 P.M. on Sunday through Friday, and 
9:00 – 11:00 P.M. on Wednesday through Friday. Surprisingly, concentration 
during the morning rush hour did not exist. A clustered distribution indicated that 
neighboring locations tended to have close values of imbalance. In clustered 
areas of high imbalance, riders found it difficult to find a vacant taxi. In clustered 
areas of low imbalance, it might be difficult for taxi drivers to find a rider. 
However, the results of “Global Spatial Autocorrelation (Moran’s I)” did not 
provide any further information about the clusters. 
4.3.2 Results of “Hot Spot Analysis (Getis-Ord Gi*)” using IMB 
as input 
Table G in the Appendix lists the number of hot spots at each time point along 
with the spatial distributions from Table F in the Appendix. 
As described in Section 4.2.2, no connection existed between the results of 
Global Spatial Autocorrelation (Moran’s I) and Hot Spot Analysis (Getis-Ord Gi*), 
since the former is a global determination, and the latter is a local 
determination. 
Figure 25 shows the curves of the number of IMB hot spots for the seven study 
days. These curves had a similar global trend as the curves in Figures 17 and 
19. 
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Figure 25: Number of imbalance hot spots at various times 
Due to the boundary problem discussed earlier, the curves in Figure 25 look 
messy, but there are still some noteworthy details. All day Sunday stayed at low 
levels. The lower level of the number of IMB hot spots indicated an overall lower 
probability of experiencing difficulty in finding vacant taxis caused by the 
imbalance between pick-ups and availability. There were peaks around 10:00 
P.M. on Friday night, 2:00 A.M. on Saturday, and during 8:00 – 9:00 A.M. on 
Saturday. These peaks illustrated that people had more activities on weekends. 
Table 4 lists the Pearson correlation coefficients between the number of IMB hot 
spots and the number of IMB features, using the values of the 672 time points 
as samples. The number of active taxis was not included because of the 
different sample size. The high correlation coefficient listed in the table 
confirmed the similar global trend of the curves in Figures 19 and 25, and it also 
proved that these two numbers were highly related. 
Table 4: Correlations between the number of IMB hot spots and the number of features 
  Features Hot spots 
Features 1 
 Hot spots 0.931587 1 
There were 672 maps of imbalance hot spots generated. Figures 26, 27, and 28 
show the three imbalance hot spots maps for the three time points, i.e., 
02:00-03:00 on 02-10, 13:00-14:00 on 02-11, and 22:00-23:00 on 02-15, 
respectively. These three maps and the 669 unlisted maps show the coverage 
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of vacant taxis (Figure 19) and the distribution of the IMB hot spots. The 672 
maps indicated that the spatial distribution of imbalance hot spots followed a 
specific temporal pattern. In the early morning, the hot spots were clustered in 
the center of the activity coverage, which was the downtown area, and as soon 
as the morning rush hour started at around 7:00 A.M., the distribution of hot 
spots suddenly expanded. The hot spots no longer were clustered in the 
downtown area; they tended to be distributed evenly over the entire activity 
coverage during the daytime. During the daytime, although the activity 
coverage and the number of hot spots varied slightly for different hours, this 
even distribution remained the same. A clear transition from the even 
distribution in the daytime to the clustered distribution in the early morning was 
observed from around 8:00 P.M. until midnight. All seven study days followed 
this spatiotemporal pattern. 
 
Figure 26: Hot spot map of imbalance feature class of the first time point during the 02:00-03:00 
time segment on 02-10 
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Figure 27: Hot spot map of imbalance feature class of the first time point during the 13:00-14:00 
time segment on 02-11 
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Figure 28: Hot spot map of imbalance feature class of the first time point during the 22:00-23:00 
time segment on 02-15 
4.4 Does a higher value of imbalance tend to occur at 
high-frequency events than at low-frequency events? 
The Pearson correlation analyses provided coefficients that ranged from -1 to 1. 
A large positive result should indicate a positive correlation, i.e., a higher IMB 
tended to exist with higher event frequency. A large negative result should 
indicate a negative correlation, i.e., a higher IMB tended to exist with lower 
event frequency. A result close to 0 should indicate no correlation, i.e., there 
was no evidence to prove IMB and event frequency were related to each other.  
Table H in the Appendix lists the Pearson correlation coefficients between APM 
and imbalance at each time point. The results suggested that there is little 
correlation between APM and imbalance, since most coefficients that were 
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calculated were less than 0.1. Therefore, there was not sufficient evidence to 
prove the connection between imbalance and event frequency.  
4.5 More discussion 
Two different, real-life scenarios demonstrating the difficulty of finding vacant 
taxis can be summarized from Sections 4.2 and 4.3. The first scenario showed 
a taxi rider unable to find a taxi because none were available. The second 
scenario showed riders competing for a few available taxis. 
The first type of difficulty was caused by the high vs. low event frequency, 
since low event frequency meant less probability of having a vacant taxi on 
certain road segments. The analysis of the event complexity (NTW) in Section 
4.2 showed that this type of difficulty tended to be distributed evenly across the 
entire city during all the time windows. In addition, this type of difficulty was also 
related to the coverage of vacant taxis. On road segments that were not 
covered by vacant taxis (i.e., road segments with no taxi data), there may still 
be taxi riders. However, these potential riders cannot be detected and recorded 
in the GPS dataset. 
The second type of difficulty of finding vacant taxis can be directly illustrated by 
the values of IMB. The analysis results of imbalance in Section 4.3 showed that 
this type of difficulty had a certain spatiotemporal pattern. The spatiotemporal 
distribution of IMB illustrated the overall taxi activity pattern in the city. In the 
early morning, taxi activities are limited and concentrated in the center of the 
city. Soon after people wake up in the morning, taxi activities suddenly appear 
all over the city. In the evening, taxi activities decrease and start to concentrate 
in the center of the city again. 
The results of the analyses in Section 4.4 demonstrated that these two types of 
difficulties are independent of each other. There was insufficient evidence to 
prove that these two types of difficulties influenced each other. 
Taxi drivers’ behaviors were affected by the behaviors of riders, as suggested in 
previous studies (Abe and Brush, 1976; De Vany, 1975; Foerster and Gorman, 
1979; Manski and Wright, 1976; Wong and Yang, 1998). Taxi drivers’ behaviors 
were also influenced by the traffic conditions, as shown in Figure 17. When the 
demand for taxi service is at a high level, drivers may be discouraged by poor 
traffic conditions.  
Given all of the analyses discussed above, several suggestions can be made to 
ease the difficulty of finding vacant taxis: 
1. To ease the first type of difficulty, i.e., when no taxis are available, the author 
suggests that the taxi business pattern be changed. Currently, smartphone 
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apps used to hail taxis are becoming increasingly popular in China. These 
apps can help reserve taxi service by establishing direct, real-time 
connections between riders and drivers. These apps are prohibited by the 
taxi administration of Suzhou, because there is a moral debate in progress 
concerning their embedded bidding systems. A rider can offer an extra tip to 
bid for vacant taxis, and taxi drivers can choose which rider to serve based 
on the tips that are offered. The administration in Suzhou considers that 
such a bidding system harms the first-come, first-served principle of taxi 
service. However, irrespective of the moral debate, the idea of establishing 
real-time, direct connections between riders and drivers is still valuable, and 
can help ease the difficulty of finding vacant taxis by leading drivers to riders. 
Allowing apps with no bidding system is a practical solution to ease the first 
type of difficulty. 
2. To ease the second type of difficulty, i.e., riders competing for a few 
available taxis, alternative methods of transportation such as bus and 
subway systems should be improved, thereby easing the competition for 
vacant taxis among riders. However, such changes will involve government 
departments in addition to the Taxi Administration. Thus, taxi service should 
be considered as one part of the urban transportation system, which should 
be developed from a comprehensive perspective. 
3. Taxi drivers should be encouraged to increase the number of taxis in service 
during busy hours. A straightforward solution would be to improve overall 
traffic conditions in the city. However, this task is another complicated topic 
and is beyond the scope of this study. Another solution relies on policy 
making. A flexible taxi fare system could be developed to compensate 
drivers for the revenue they lose due to traffic congestion. For instance, 
fares could be calculated for the duration of low-speed movement or 
complete stops due to traffic conditions. 
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CHAPTER 5 
CONCLUSIONS 
5.1 Major Conclusions 
The objectives of this thesis were to analyze, both spatially and temporally, the 
imbalance between the availability of taxis and rider pick-ups, using proper 
settings of time windows, and to determine whether this imbalance was relevant 
to the frequency of taxi activities. The results of the study should be beneficial in 
understanding and perhaps solving this difficulty. A better understanding of the 
factors involved can help both drivers and riders to improve their efficiency, and 
help ensure the viability of future administrative policy-making related to this 
issue.  
This final chapter summarizes the major findings of this study and presents the 
limitations, and suggests potential future research. 
1. The analysis of NTW and IMB reflects two types of difficulty of finding 
vacant taxis. 
Number of Time windows (NTW) indicates the temporal complexity of taxi 
events on road segments. It also indicates the complexity of high vs. low event 
frequency patterns on road segments. Higher value of NTW means more low 
frequencies. A low event frequency period means less probability of having a 
vacant taxi on certain road segments. Thus, the analysis of NTW reveals the 
difficulty of finding vacant taxis caused by no available taxis. Meanwhile, the 
analysis of imbalance (IMB) between pick-ups and availability directly illustrates 
the difficulty of finding vacant taxis caused by riders competing for available 
taxis. 
2. The difficulty caused by no available taxis tended to be distributed 
evenly across the entire city during all time windows. 
Higher values of NTW were spread evenly cross the city during all the time 
windows for all the seven study days. This type of difficulty is caused by the 
drivers’ behaviors. Drivers’ roaming behaviors determine which road segments 
would have nearly no available taxis during certain time windows. In the 
discussion, the author suggested the possible impact of traffic conditions, which 
may include two situations. First, the road segment is considered to be 
secluded. In this situation, the first suggestion in the previous discussion which 
is establishing real-time direct connection between drivers and riders may be a 
good solution to eliminate this type of difficulty. Second, the road segment has 
heavy traffic and drivers are unwilling to roam to this location. In this situation, 
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the same suggestion may not be a good solution. However, because this study 
does not include traffic data, this situation cannot be further investigated. 
3. The difficulty caused by competing riders tended to follow an “early 
morning–daytime–transition–early morning” spatiotemporal pattern for 
all of the seven study days. 
IMB H-H hot spots (high value surrounded by high value) were clustered in the 
center of the city from 12:00 A.M. to 7:00 A.M. As soon as the morning rush 
hour started at around 7:00 A.M., the distribution of hot spots suddenly 
expanded. The hot spots were no longer clustered in the center of the city; they 
tended to be distributed evenly across the entire city during the daytime. This 
even distribution pattern lasted until 8:00 PM, when a clear transition from the 
even distribution in the daytime to the clustered distribution in the early morning 
began. To distinguish this type of difficulty from the previous one, which is 
caused by drivers’ behaviors, this type of difficulty is driven by the riders. This 
type of difficulty exists because there may be many more riders than available 
taxis, and the existing available taxis on a certain road segment may not satisfy 
the demand. To direct available taxis to unserved riders, the first suggestion in 
the previous discussion may be a good solution. However, if we take the 
potential impact of traffic conditions into consideration, the second suggestion is 
more practical during hours of high traffic volume. 
4. The correlation analysis between NTW and IMB did not provide 
sufficient evidence to prove that these two types of difficulty are related. 
It is noticeable that in the daytime the two different types of difficulty share a 
similar spatial distribution pattern. The correlation analysis between NTW and 
IMB did not prove these two types of difficulty are related. In other words, the 
occurrences of these two types of difficulty were not double counted. This 
further indicates that these two types of difficulty should be treated separately: 
correcting one would not influence the other. Additionally, the results of the 
correlation analysis corroborate the previous statements that the two types of 
difficulty are independent since one is caused by drivers’ behaviors, and the 
other is caused by the behaviors of riders. 
5. The number of active taxis did not reach high levels during the hours 
with high human activity level. 
The total number of taxis in service varied for each hour. The surprising result 
was that the total number of taxis in service did not increase during busy hours. 
For instance, on Friday night the total number of taxis in service slowly dropped. 
After observing the curves of each day, the author’s hypothesis was that the 
total number of active taxis was greatly influenced by traffic conditions in the city. 
Drivers are discouraged and tend to take a break during busy hours when 
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congestion usually occurs. However, because this study does not include traffic 
data, this hypothesis should be verified in the future. 
 
5.2 Limitations and Improvements 
The first limitation concerns the boundary problem, which is an important 
concept of MTUP (Cheng and Adepeju, 2014). In Section 4.1, the method used 
to divide time windows is described. It was pointed out that this method could 
cause the first and fourth quarters of each hour to include more road segments 
than the second and the third quarters of each hour. The boundary problem that 
occurred in this study further illustrates the complexity of MTUP. When handling 
spatiotemporal data in the future, the method design and time window choice 
need to be carefully considered to minimize negative impact on the result. 
The second limitation concerns the handling of maps. A great number of maps 
were generated in this study to determine the spatial distribution of hot spots. 
However, this thesis cannot show all possible maps. Furthermore, the spatial 
distribution patterns of hot spots were determined arbitrarily by observation. 
Considering the large number of maps, some details could have been omitted. 
A space-time GIS environment could be used as a visualization method to 
eliminate this limitation.  
Third, during the analysis, it became apparent that analyzing taxi service 
without considering traffic conditions and other modes of transportation would 
limit the conclusions. 
5.3 Future Research 
This study left a hypothesis unverified. The total number of active taxis is 
greatly influenced by traffic conditions in the city. Drivers are discouraged and 
tend to take a break during busy hours when congestion usually occurs. The 
author’s future research will include traffic volume data to verify this hypothesis, 
and also investigate the impact of traffic conditions on taxi services. 
One suggestions presented in the discussion was to improve alternative modes 
of transportation, such as bus and subway systems. This requires that the 
government coordinate urban transportation holistically. Another direction for 
future research will be the interaction between taxi services and other 
transportation modes.  
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Appendix Supplementary Tables 
Appendix Table A: The number of active taxis during each hour. 
Hours 02-10(Sun) 02-11(Mon) 02-12(Tue) 02-13(Wed) 02-14(Thur) 02-15(Fri) 02-16(Sat) 
0 1396 1211 1485 1734 2063 2437 3427 
1 1204 959 1163 1396 1691 2120 3541 
2 1016 751 902 1103 1331 1717 2610 
3 815 589 686 836 1030 1353 1757 
4 673 499 572 699 860 1127 1450 
5 620 511 564 682 867 1033 1383 
6 741 691 787 951 1164 1318 1732 
7 1261 1400 1546 1723 1987 2297 2911 
8 1884 2251 2366 2551 2794 3037 3555 
9 2347 2802 2860 3049 3279 3407 4099 
10 2638 3058 3098 3294 3459 3625 3902 
11 2693 3057 3157 3344 3514 3717 3895 
12 2662 2941 3069 3253 3420 3651 3822 
13 2590 2880 2998 3146 3374 3605 3792 
14 2565 2849 2968 3137 3397 3608 3799 
15 2528 2806 2901 3130 3367 3591 3785 
16 2521 2781 2909 3130 3358 3588 3789 
17 2487 2732 2889 3074 3299 3576 3781 
18 2321 2538 2696 2958 3165 3412 3644 
19 2147 2411 2567 2888 3065 3344 3585 
20 1981 2373 2476 2801 3020 3368 3937 
21 1845 2239 2360 2708 2940 3276 3678 
22 1654 2033 2187 2560 2798 3213 3465 
23 1477 1798 1999 2368 2667 3096 3483 
Day 3653 3731 3815 3936 4073 4145 4243 
7 Days 4273 
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Appendix Table B: The number of features in each NTW feature 
class 
Hours 02-10(Sun) 02-11(Mon) 02-12(Tue) 02-13(Wed) 02-14(Thur) 02-15(Fri) 02-16(Sat) 
0 8435 7909 8799 9415 10788 12129 13525 
1 7864 6770 7688 8083 9823 11227 13043 
2 7249 5801 6696 7235 8389 10228 11514 
3 6022 5174 5545 6112 7191 9061 10104 
4 5606 4363 4934 5496 6646 7911 9206 
5 5159 4262 4838 5424 6637 7165 8684 
6 5672 5396 6060 6822 7850 8288 9454 
7 8155 8324 8748 9883 10634 11409 12675 
8 10633 10938 12007 12271 13033 13284 14664 
9 11551 12501 12700 12891 13117 13597 14287 
10 12575 14040 13842 13637 13813 14009 14577 
11 12477 13888 13899 13827 13973 14295 15089 
12 11626 12192 12590 13122 13601 13885 14883 
13 11547 12151 12498 12670 13278 13739 14894 
14 11930 12350 12628 12787 13930 14013 14937 
15 12179 12906 12841 13429 13975 14313 14717 
16 12370 13452 13757 14037 14876 15075 15243 
17 12595 13461 13444 13883 14375 14906 15271 
18 11453 12483 12271 13048 13795 13890 14792 
19 11089 12179 12352 12892 13541 13761 14532 
20 10955 11809 12317 12910 13766 14397 15343 
21 10532 11469 11779 13037 13712 14513 14903 
22 9631 11098 11365 12766 13491 14839 14915 
23 8777 10079 10497 11785 13234 13946 14319 
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Appendix Table C: The number of features in each IMB feature 
class 
# Time Point 02-10(Sun) 02-11(Mon) 02-12(Tue) 02-13(Wed) 02-14(Thur) 02-15(Fri) 02-16(Sat) 
1 0:05:00 6017 5593 6380 6987 8159 9204 10199 
2 0:20:00 5088 4724 5501 6080 6964 8140 9081 
3 0:35:00 5055 4763 5355 6014 6908 7919 8921 
4 0:50:00 5891 5504 6232 6780 7694 8863 10302 
5 1:05:00 5731 4993 5798 6122 7381 8657 9849 
6 1:20:00 4727 4113 4748 5087 6462 7398 8366 
7 1:35:00 4664 3901 4556 4952 6174 7151 8222 
8 1:50:00 5422 4516 5166 5563 7017 7841 9644 
9 2:05:00 5216 4097 4692 5192 6430 7640 9017 
10 2:20:00 4397 3413 3783 4354 5331 6564 7486 
11 2:35:00 4171 3211 3792 4320 4952 6299 7263 
12 2:50:00 4795 3762 4505 4875 5510 7147 7958 
13 3:05:00 4164 3535 3910 4314 5187 6614 7563 
14 3:20:00 3450 2903 3223 3575 4508 5661 6552 
15 3:35:00 3337 2785 3144 3556 4334 5415 6414 
16 3:50:00 4008 3342 3675 4142 4949 6229 7210 
17 4:05:00 3848 3030 3419 3870 4740 5765 6646 
18 4:20:00 3086 2539 2862 3247 3907 4766 5712 
19 4:35:00 4080 3089 3481 3993 4858 5844 7118 
20 4:50:00 3688 2769 3150 3568 4412 5324 6528 
21 5:05:00 3482 2629 2941 3574 4427 5016 6072 
22 5:20:00 2880 2155 2524 2957 3839 4257 5284 
23 5:35:00 2851 2321 2631 3036 3858 4115 5182 
24 5:50:00 3353 2910 3379 3613 4587 4874 6138 
25 6:05:00 3434 3286 3811 4141 4986 5170 6167 
26 6:20:00 3001 2838 3293 3765 4346 4591 5336 
27 6:35:00 3088 3089 3483 3953 4713 4862 5739 
28 6:50:00 3933 3791 4278 5086 5903 6136 7176 
29 7:05:00 4856 4824 5380 6289 7125 7749 8663 
30 7:20:00 4253 4457 4797 5601 6267 6924 7950 
31 7:35:00 4912 5138 5494 6448 6684 7398 8388 
32 7:50:00 6218 6569 6907 7790 8099 8909 10076 
33 8:05:00 7359 7864 8632 8832 9426 9717 11025 
34 8:20:00 6702 7108 7912 8066 8585 8910 9912 
35 8:35:00 6796 7415 8066 8269 8853 9153 10185 
36 8:50:00 7972 8504 9312 9491 10026 10362 11340 
37 9:05:00 8277 9142 9442 9566 9813 10292 10953 
38 9:20:00 7298 8161 8463 8487 8612 9338 9624 
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Table C Continued 
# Time Point 02-10(Sun) 02-11(Mon) 02-12(Tue) 02-13(Wed) 02-14(Thur) 02-15(Fri) 02-16(Sat) 
39 9:35:00 7668 8296 8823 8707 8721 9379 9624 
40 9:50:00 8897 9716 9950 9819 9965 10530 10988 
41 10:05:00 9181 10399 10282 10260 10250 10651 11055 
42 10:20:00 8227 9124 9251 9195 9109 9520 9814 
43 10:35:00 8258 9171 9171 9219 9460 9362 10012 
44 10:50:00 9505 10333 10469 10396 10598 10768 11255 
45 11:05:00 9406 10832 10734 10700 10508 11030 11455 
46 11:20:00 8168 9602 9438 9468 9323 9885 10372 
47 11:35:00 8054 9089 9244 9190 9345 9783 10371 
48 11:50:00 9064 10108 10268 10254 10602 10887 11688 
49 12:05:00 8708 9174 9393 9933 10383 10716 11310 
50 12:20:00 7498 7895 8387 8690 8983 9438 9932 
51 12:35:00 7322 7949 8209 8739 9107 9402 9846 
52 12:50:00 8414 9012 9529 9733 10138 10465 11423 
53 13:05:00 8438 8949 9405 9292 10029 10370 11194 
54 13:20:00 7461 7905 8284 8232 8885 9235 9803 
55 13:35:00 7451 7967 8229 8395 8816 9221 10068 
56 13:50:00 8657 9194 9229 9539 10019 10367 11532 
57 14:05:00 8793 9348 9369 9631 10171 10503 11376 
58 14:20:00 7697 8242 8342 8524 8980 9453 10086 
59 14:35:00 7954 8262 8480 8671 9289 9685 10185 
60 14:50:00 9037 9337 9639 9717 10680 10817 11422 
61 15:05:00 9119 9672 9613 10138 10413 10753 11395 
62 15:20:00 8048 8504 8518 9186 9427 9538 10157 
63 15:35:00 8100 8443 8583 8973 9339 9727 10040 
64 15:50:00 9196 9825 9644 10226 10623 10938 11214 
65 16:05:00 9216 10052 10063 10388 11086 11148 11695 
66 16:20:00 8047 8967 8986 9264 9748 10112 10411 
67 16:35:00 7997 8919 9312 9633 9886 10271 10547 
68 16:50:00 9233 10179 10562 10923 11077 11626 11914 
69 17:05:00 9363 10036 10247 10624 10979 11434 11888 
70 17:20:00 8381 8713 8937 9204 9609 9985 10419 
71 17:35:00 8029 8754 8838 8844 9404 9909 10329 
72 17:50:00 9076 9717 9840 10142 10529 11060 11443 
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Table C Continued 
# Time Point 02-10(Sun) 02-11(Mon) 02-12(Tue) 02-13(Wed) 02-14(Thur) 02-15(Fri) 02-16(Sat) 
73 18:05:00 8559 9368 9140 9853 10201 10601 11328 
74 18:20:00 7301 8097 8038 8690 9052 9158 10012 
75 18:35:00 7065 7831 7963 8757 9076 9025 9994 
76 18:50:00 8188 8882 9002 9662 10331 10293 11257 
77 19:05:00 8076 9094 9051 9640 10220 10450 11212 
78 19:20:00 6902 8025 8083 8508 8909 9177 10017 
79 19:35:00 6896 7666 7986 8390 8963 9192 9927 
80 19:50:00 8100 8831 9171 9697 10171 10470 11120 
81 20:05:00 8005 8645 9176 9680 10399 10832 11665 
82 20:20:00 6966 7765 8150 8486 9139 9615 10400 
83 20:35:00 6909 7816 7850 8416 8948 9679 10378 
84 20:50:00 8019 8800 8951 9599 10180 10852 11791 
85 21:05:00 7759 8768 8807 9650 10298 10828 10673 
86 21:20:00 6750 7690 7958 8710 9177 9728 10304 
87 21:35:00 6770 7597 7924 8837 9088 9963 10530 
88 21:50:00 7795 8358 8872 9987 10270 11233 11883 
89 22:05:00 7292 8282 8633 9869 10373 11375 11805 
90 22:20:00 6267 7328 7542 8682 9118 10222 10341 
91 22:35:00 6059 7273 7347 8496 8927 10044 10182 
92 22:50:00 6831 8090 8335 9472 10044 11236 11253 
93 23:05:00 6511 7712 7892 8953 10052 10729 11008 
94 23:20:00 5540 6612 6840 7659 8835 9446 9777 
95 23:35:00 5256 6065 6645 7620 8826 9297 9794 
96 23:50:00 6124 7021 7565 8701 9938 10492 10855 
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Appendix Table D: Spatial distributions of the number of time 
windows. 1 = clustered, 0 = random, -1 = dispersed. 
Hours 
02-10 
(Sun) 
02-11 
(Mon) 
02-12 
(Tue) 
02-13 
(Wed) 
02-14 
(Thur) 
02-15 
(Fri) 
02-16 
(Sat) 
0 0 0 0 0 1 0 0 
1 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 
3 0 0 0 0 0 -1 0 
4 0 0 0 0 0 0 0 
5 0 0 0 0 0 0 0 
6 0 0 0 0 -1 0 0 
7 0 0 0 0 0 0 0 
8 0 1 0 1 0 1 0 
9 0 0 0 0 1 1 0 
10 0 0 1 0 0 0 0 
11 0 0 1 0 0 0 0 
12 0 0 0 0 0 0 0 
13 1 1 0 0 0 0 0 
14 1 0 1 0 0 0 1 
15 0 1 1 0 0 0 0 
16 0 0 -1 0 0 0 0 
17 0 0 0 0 0 0 0 
18 0 0 0 0 0 0 1 
19 0 0 0 0 0 0 0 
20 -1 0 0 0 0 0 1 
21 0 0 0 0 0 0 1 
22 0 0 0 0 0 0 0 
23 0 0 0 0 0 0 0 
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Appendix Table E: The number of NTW hot spots along with the 
spatial distribution pattern from Table D 
Hours 02-10(Sun) 02-11(Mon) 02-12(Tue) 02-13(Wed) 02-14(Thur) 02-15(Fri) 02-16(Sat) 
0 0 720 0 613 0 783 0 730 1 808 0 955 0 1020 
1 0 662 0 563 0 660 0 637 0 742 0 824 0 1096 
2 0 573 0 471 0 573 0 636 0 686 0 861 0 942 
3 0 537 0 410 0 501 0 536 0 588 -1 700 0 882 
4 0 208 0 158 0 198 0 217 0 250 0 353 0 417 
5 0 373 0 358 0 408 0 472 0 563 0 637 0 737 
6 0 405 0 384 0 481 0 551 -1 622 0 734 0 849 
7 0 648 0 662 0 772 0 753 0 861 0 987 0 992 
8 0 758 1 648 0 815 1 779 0 878 1 913 0 1005 
9 0 821 0 866 0 831 0 807 1 941 1 907 0 1012 
10 0 844 0 978 1 956 0 894 0 994 0 994 0 1088 
11 0 889 0 916 1 971 0 951 0 1086 0 941 0 1083 
12 0 891 0 841 0 907 0 964 0 1063 0 990 0 1147 
13 1 893 1 868 0 875 0 927 0 1023 0 945 0 1092 
14 1 849 0 848 1 895 0 905 0 983 0 1018 1 1087 
15 0 908 1 889 1 944 0 942 0 1001 0 1057 0 998 
16 0 897 0 965 -1 951 0 1070 0 1049 0 1075 0 1116 
17 0 896 0 953 0 1011 0 1153 0 1102 0 1110 0 1170 
18 0 918 0 923 0 905 0 900 0 1064 0 1109 1 1077 
19 0 870 0 813 0 916 0 1050 0 1059 0 1050 0 1036 
20 -1 807 0 787 0 948 0 980 0 998 0 1144 1 1177 
21 0 844 0 765 0 844 0 1010 0 1023 0 1038 1 866 
22 0 744 0 831 0 831 0 966 0 1040 0 1105 0 1067 
23 0 706 0 771 0 839 0 955 0 1037 0 1084 0 970 
 
  
 59 
 
Appendix Table F: Spatial distribution pattern of imbalance. 1 = 
clustered, 0 = random, -1 = dispersed. 
# Time Point Code 
02-10 
(Sun) 
02-11 
(Mon) 
02-12 
(Tue) 
02-13 
(Wed) 
02-14 
(Thur) 
02-15 
(Fri) 
02-16 
(Sat) 
0 0:05:00 TW001 0 0 0 0 0 0 0 
1 0:20:00 TW002 0 0 0 0 0 0 0 
2 0:35:00 TW003 1 -1 0 1 0 0 0 
3 0:50:00 TW004 0 0 0 0 0 0 0 
4 1:05:00 TW011 0 0 0 0 -1 0 -1 
5 1:20:00 TW012 1 0 0 0 -1 0 0 
6 1:35:00 TW013 0 0 0 0 -1 0 0 
7 1:50:00 TW014 0 0 0 0 0 0 0 
8 2:05:00 TW021 0 0 0 1 0 0 0 
9 2:20:00 TW022 0 0 0 0 0 1 -1 
10 2:35:00 TW023 0 0 0 0 1 0 0 
11 2:50:00 TW024 0 0 0 0 0 1 0 
12 3:05:00 TW031 0 1 0 0 0 0 0 
13 3:20:00 TW032 0 1 0 0 0 0 1 
14 3:35:00 TW033 0 0 0 1 0 0 0 
15 3:50:00 TW034 -1 0 0 0 0 0 0 
16 4:05:00 TW041 0 0 0 0 0 0 0 
17 4:20:00 TW042 0 0 0 0 0 0 0 
18 4:35:00 TW043 0 0 0 0 0 0 0 
19 4:50:00 TW044 0 0 0 0 0 0 0 
20 5:05:00 TW051 0 -1 0 0 0 0 0 
21 5:20:00 TW052 0 0 0 1 0 0 0 
22 5:35:00 TW053 0 0 1 0 0 0 0 
23 5:50:00 TW054 0 0 0 0 0 0 0 
24 6:05:00 TW061 0 0 0 0 0 0 0 
25 6:20:00 TW062 0 0 0 0 0 0 0 
26 6:35:00 TW063 0 0 0 0 0 0 0 
27 6:50:00 TW064 0 0 0 0 0 0 0 
28 7:05:00 TW071 0 0 0 0 1 0 0 
29 7:20:00 TW072 -1 0 0 1 1 0 1 
30 7:35:00 TW073 0 0 0 0 1 0 0 
31 7:50:00 TW074 0 0 0 0 0 0 1 
32 8:05:00 TW081 0 0 0 0 0 0 0 
33 8:20:00 TW082 0 0 0 0 0 0 0 
34 8:35:00 TW083 0 0 0 0 0 0 0 
35 8:50:00 TW084 0 0 0 0 0 0 0 
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Table F Continued 
# Time Point Code 
02-10 
(Sun) 
02-11 
(Mon) 
02-12 
(Tue) 
02-13 
(Wed) 
02-14 
(Thur) 
02-15 
(Fri) 
02-16 
(Sat) 
36 9:05:00 TW091 0 -1 0 0 0 -1 0 
37 9:20:00 TW092 0 0 -1 0 0 0 0 
38 9:35:00 TW093 0 0 0 0 0 0 0 
39 9:50:00 TW094 0 0 0 0 -1 0 0 
40 10:05:00 TW101 0 0 0 1 0 0 1 
41 10:20:00 TW102 0 0 0 0 0 0 0 
42 10:35:00 TW103 0 0 0 0 0 0 0 
43 10:50:00 TW104 0 0 0 0 0 1 0 
44 11:05:00 TW111 0 0 0 0 0 0 0 
45 11:20:00 TW112 0 0 0 0 0 0 0 
46 11:35:00 TW113 0 0 0 0 0 0 1 
47 11:50:00 TW114 0 0 0 0 1 0 0 
48 12:05:00 TW121 0 0 0 0 0 0 0 
49 12:20:00 TW122 0 1 0 0 0 0 0 
50 12:35:00 TW123 0 0 0 0 0 0 0 
51 12:50:00 TW124 0 0 0 0 0 0 0 
52 13:05:00 TW131 0 1 1 0 0 0 0 
53 13:20:00 TW132 0 1 0 0 0 0 0 
54 13:35:00 TW133 0 0 0 -1 0 0 0 
55 13:50:00 TW134 0 0 0 0 0 1 0 
56 14:05:00 TW141 0 0 0 0 1 0 0 
57 14:20:00 TW142 0 0 0 0 1 1 1 
58 14:35:00 TW143 0 0 0 0 0 0 0 
59 14:50:00 TW144 0 0 0 0 1 0 0 
60 15:05:00 TW151 0 0 0 0 0 0 0 
61 15:20:00 TW152 0 0 0 0 1 0 0 
62 15:35:00 TW153 0 0 0 1 0 0 0 
63 15:50:00 TW154 0 0 0 1 1 0 0 
64 16:05:00 TW161 0 1 0 0 1 0 0 
65 16:20:00 TW162 1 1 0 0 1 0 0 
66 16:35:00 TW163 1 0 1 0 0 0 0 
67 16:50:00 TW164 0 0 1 0 0 0 0 
68 17:05:00 TW171 0 0 1 1 1 1 0 
69 17:20:00 TW172 0 1 1 0 1 1 0 
70 17:35:00 TW173 1 1 1 1 1 1 0 
71 17:50:00 TW174 0 1 1 1 1 0 0 
72 18:05:00 TW181 0 0 0 0 0 0 0 
73 18:20:00 TW182 0 1 0 0 0 0 0 
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Table F Continued 
# Time Point Code 
02-10 
(Sun) 
02-11 
(Mon) 
02-12 
(Tue) 
02-13 
(Wed) 
02-14 
(Thur) 
02-15 
(Fri) 
02-16 
(Sat) 
74 18:35:00 TW183 1 0 0 0 0 0 0 
75 18:50:00 TW184 0 0 0 1 0 0 0 
76 19:05:00 TW191 1 0 0 0 0 1 0 
77 19:20:00 TW192 0 0 0 0 0 0 0 
78 19:35:00 TW193 0 1 0 0 0 0 1 
79 19:50:00 TW194 0 0 0 0 0 0 0 
80 20:05:00 TW201 0 1 0 0 1 0 0 
81 20:20:00 TW202 0 0 0 0 0 0 0 
82 20:35:00 TW203 0 0 0 0 1 0 1 
83 20:50:00 TW204 0 1 0 0 0 0 0 
84 21:05:00 TW211 0 0 0 1 1 1 0 
85 21:20:00 TW212 0 0 0 1 1 1 0 
86 21:35:00 TW213 0 0 0 0 1 1 0 
87 21:50:00 TW214 0 0 0 1 0 1 0 
88 22:05:00 TW221 0 0 0 0 0 0 1 
89 22:20:00 TW222 0 0 0 0 1 1 1 
90 22:35:00 TW223 1 1 0 0 1 1 0 
91 22:50:00 TW224 0 1 0 1 1 0 1 
92 23:05:00 TW231 0 1 0 0 0 0 1 
93 23:20:00 TW232 0 0 0 0 0 0 0 
94 23:35:00 TW233 0 0 0 0 1 -1 0 
95 23:50:00 TW234 0 0 -1 0 1 0 0 
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Appendix Table G: The number of imbalance hot spots with the 
spatial distribution patterns from Table F 
# Time Point Code 
02-10 
(Sun) 
02-11 
(Mon) 
02-12 
(Tue) 
02-13 
(Wed) 
02-14 
(Thur) 
02-15 
(Fri) 
02-16 
(Sat) 
1 0:05:00 tp001 0 419 0 335 0 378 0 429 0 533 0 534 0 619 
2 0:20:00 tp002 0 367 0 280 0 326 0 373 0 449 0 475 0 549 
3 0:35:00 tp003 1 351 -1 256 0 312 1 355 0 415 0 423 0 534 
4 0:50:00 tp004 0 401 0 277 0 358 0 363 0 450 0 460 0 588 
5 1:05:00 tp011 0 360 0 306 0 289 0 289 -1 344 0 413 -1 500 
6 1:20:00 tp012 1 315 0 244 0 290 0 267 -1 309 0 359 0 447 
7 1:35:00 tp013 0 274 0 212 0 261 0 246 -1 292 0 338 0 478 
8 1:50:00 tp014 0 315 0 256 0 300 0 261 0 309 0 353 0 527 
9 2:05:00 tp021 0 290 0 209 0 247 1 262 0 294 0 361 0 690 
10 2:20:00 tp022 0 242 0 230 0 198 0 212 0 247 1 295 -1 465 
11 2:35:00 tp023 0 237 0 169 0 202 0 202 1 230 0 286 0 471 
12 2:50:00 tp024 0 254 0 209 0 221 0 255 0 244 1 325 0 503 
13 3:05:00 tp031 0 215 1 194 0 198 0 221 0 213 0 288 0 413 
14 3:20:00 tp032 0 187 1 162 0 169 0 195 0 197 0 264 1 380 
15 3:35:00 tp033 0 181 0 152 0 163 1 186 0 191 0 254 0 351 
16 3:50:00 tp034 -1 249 0 163 0 180 0 213 0 211 0 284 0 421 
17 4:05:00 tp041 0 222 0 161 0 168 0 154 0 206 0 258 0 300 
18 4:20:00 tp042 0 155 0 139 0 131 0 127 0 184 0 207 0 238 
19 4:35:00 tp043 0 228 0 176 0 141 0 171 0 201 0 263 0 287 
20 4:50:00 tp044 0 205 0 156 0 126 0 144 0 189 0 233 0 279 
21 5:05:00 tp051 0 210 -1 161 0 172 0 184 0 209 0 238 0 278 
22 5:20:00 tp052 0 136 0 139 0 115 1 146 0 191 0 211 0 252 
23 5:35:00 tp053 0 138 0 142 1 153 0 149 0 194 0 223 0 242 
24 5:50:00 tp054 0 173 0 139 0 195 0 197 0 239 0 257 0 286 
25 6:05:00 tp061 0 219 0 204 0 199 0 249 0 286 0 300 0 386 
26 6:20:00 tp062 0 194 0 172 0 166 0 230 0 252 0 278 0 330 
27 6:35:00 tp063 0 193 0 209 0 211 0 202 0 263 0 244 0 316 
28 6:50:00 tp064 0 257 0 249 0 277 0 268 0 283 0 307 0 387 
29 7:05:00 tp071 0 298 0 317 0 289 0 306 1 446 0 460 0 451 
30 7:20:00 tp072 -1 263 0 293 0 253 1 276 1 401 0 404 1 439 
31 7:35:00 tp073 0 295 0 279 0 299 0 404 1 404 0 449 0 466 
32 7:50:00 tp074 0 372 0 376 0 347 0 466 0 409 0 555 1 547 
33 8:05:00 tp081 0 347 0 402 0 363 0 380 0 462 0 454 0 626 
34 8:20:00 tp082 0 426 0 359 0 329 0 382 0 408 0 406 0 561 
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Table G Continued 
# Time Point Code 
02-10 
(Sun) 
02-11 
(Mon) 
02-12 
(Tue) 
02-13 
(Wed) 
02-14 
(Thur) 
02-15 
(Fri) 
02-16 
(Sat) 
35 8:35:00 tp083 0 403 0 373 0 356 0 389 0 433 0 409 0 596 
36 8:50:00 tp084 0 492 0 440 0 407 0 405 0 498 0 477 0 646 
37 9:05:00 tp091 0 422 -1 425 0 396 0 430 0 472 -1 447 0 526 
38 9:20:00 tp092 0 376 0 373 -1 340 0 395 0 409 0 397 0 501 
39 9:35:00 tp093 0 386 0 394 0 379 0 374 0 421 0 397 0 469 
40 9:50:00 tp094 0 490 0 448 0 405 0 434 -1 470 0 448 0 536 
41 10:05:00 tp101 0 501 0 524 0 497 1 479 0 609 0 489 1 661 
42 10:20:00 tp102 0 460 0 483 0 404 0 427 0 535 0 426 0 501 
43 10:35:00 tp103 0 489 0 486 0 419 0 484 0 575 0 444 0 509 
44 10:50:00 tp104 0 565 0 530 0 486 0 536 0 649 1 507 0 601 
45 11:05:00 tp111 0 573 0 623 0 505 0 525 0 656 0 587 0 615 
46 11:20:00 tp112 0 494 0 548 0 451 0 458 0 557 0 543 0 554 
47 11:35:00 tp113 0 482 0 474 0 458 0 464 0 582 0 547 1 548 
48 11:50:00 tp114 0 577 0 544 0 517 0 542 1 658 0 592 0 623 
49 12:05:00 tp121 0 516 0 543 0 483 0 544 0 625 0 584 0 602 
50 12:20:00 tp122 0 457 1 464 0 461 0 469 0 537 0 486 0 529 
51 12:35:00 tp123 0 374 0 464 0 469 0 490 0 571 0 500 0 560 
52 12:50:00 tp124 0 433 0 552 0 532 0 561 0 620 0 586 0 633 
53 13:05:00 tp131 0 440 1 532 1 566 0 587 0 576 0 608 0 608 
54 13:20:00 tp132 0 461 1 485 0 467 0 526 0 437 0 551 0 541 
55 13:35:00 tp133 0 380 0 488 0 502 -1 561 0 599 0 553 0 552 
56 13:50:00 tp134 0 565 0 559 0 551 0 648 0 656 1 608 0 610 
57 14:05:00 tp141 0 502 0 514 0 567 0 564 1 656 0 602 0 649 
58 14:20:00 tp142 0 428 0 433 0 472 0 503 1 578 1 530 1 584 
59 14:35:00 tp143 0 416 0 443 0 470 0 506 0 574 0 524 0 562 
60 14:50:00 tp144 0 475 0 514 0 512 0 537 1 656 0 591 0 637 
61 15:05:00 tp151 0 499 0 539 0 501 0 570 0 670 0 596 0 578 
62 15:20:00 tp152 0 437 0 483 0 451 0 510 1 570 0 547 0 539 
63 15:35:00 tp153 0 447 0 478 0 456 1 513 0 595 0 538 0 516 
64 15:50:00 tp154 0 501 0 551 0 527 1 577 1 666 0 612 0 595 
65 16:05:00 tp161 0 521 1 548 0 574 0 617 1 704 0 641 0 594 
66 16:20:00 tp162 1 471 1 502 0 502 0 557 1 615 0 592 0 575 
67 16:35:00 tp163 1 486 0 532 1 541 0 587 0 625 0 610 0 584 
68 16:50:00 tp164 0 554 0 585 1 591 0 692 0 697 0 672 0 672 
69 17:05:00 tp171 0 650 0 564 1 526 1 585 1 674 1 773 0 822 
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Table G Continued 
# Time Point Code 
02-10 
(Sun) 
02-11 
(Mon) 
02-12 
(Tue) 
02-13 
(Wed) 
02-14 
(Thur) 
02-15 
(Fri) 
02-16 
(Sat) 
70 17:20:00 tp172 0 560 1 487 1 621 0 502 1 527 1 599 0 649 
71 17:35:00 tp173 1 418 1 630 1 594 1 496 1 525 1 664 0 627 
72 17:50:00 tp174 0 506 1 687 1 675 1 561 1 583 0 735 0 779 
73 18:05:00 tp181 0 472 0 601 0 547 0 612 0 625 0 636 0 726 
74 18:20:00 tp182 0 388 1 519 0 504 0 544 0 606 0 576 0 646 
75 18:35:00 tp183 1 372 0 445 0 556 0 549 0 654 0 532 0 644 
76 18:50:00 tp184 0 436 0 452 0 612 1 587 0 698 0 618 0 723 
77 19:05:00 tp191 1 491 0 566 0 462 0 647 0 735 1 666 0 669 
78 19:20:00 tp192 0 403 0 406 0 523 0 425 0 654 0 565 0 608 
79 19:35:00 tp193 0 444 1 398 0 528 0 555 0 668 0 613 1 592 
80 19:50:00 tp194 0 480 0 460 0 607 0 518 0 739 0 703 0 648 
81 20:05:00 tp201 0 447 1 445 0 483 0 656 1 587 0 702 0 710 
82 20:20:00 tp202 0 377 0 507 0 441 0 589 0 575 0 635 0 664 
83 20:35:00 tp203 0 379 0 441 0 400 0 546 1 519 0 663 1 649 
84 20:50:00 tp204 0 422 1 572 0 544 0 619 0 576 0 759 0 730 
85 21:05:00 tp211 0 424 0 551 0 541 1 532 1 578 1 735 0 587 
86 21:20:00 tp212 0 377 0 497 0 460 1 578 1 573 1 656 0 665 
87 21:35:00 tp213 0 367 0 516 0 461 0 571 1 510 1 669 0 636 
88 21:50:00 tp214 0 423 0 538 0 524 1 643 0 585 1 774 0 710 
89 22:05:00 tp221 0 392 0 423 0 500 0 628 0 610 0 775 1 609 
90 22:20:00 tp222 0 324 0 494 0 403 0 550 1 631 1 691 1 527 
91 22:35:00 tp223 1 294 1 469 0 406 0 502 1 506 1 675 0 520 
92 22:50:00 tp224 0 339 1 492 0 452 1 573 1 560 0 748 1 591 
93 23:05:00 tp231 0 339 1 500 0 464 0 547 0 629 0 665 1 533 
94 23:20:00 tp232 0 303 0 419 0 389 0 481 0 533 0 573 0 487 
95 23:35:00 tp233 0 307 0 312 0 384 0 467 1 536 -1 562 0 513 
96 23:50:00 tp234 0 345 0 465 -1 397 0 507 1 589 0 618 0 566 
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Appendix Table H: Correlation between APM and imbalance at 
each time point. 
# Time Point 
02-10 
(Sun) 
02-11 
(Mon) 
02-12 
(Tue) 
02-13 
(Wed) 
02-14 
(Thur) 
02-15 
(Fri) 
02-16 
(Sat) 
1 0:05:00 0.1448  0.0866  0.0848  0.0976  0.0840  0.0570  0.0579  
2 0:20:00 0.1524  0.0917  0.0995  0.1071  0.0892  0.0608  0.0574  
3 0:35:00 0.1530  0.0836  0.0782  0.1045  0.0973  0.0737  0.0569  
4 0:50:00 0.1402  0.0799  0.0809  0.0987  0.0876  0.0820  0.0536  
5 1:05:00 0.0880  0.0869  0.0756  0.1015  0.0886  0.0735  0.0344  
6 1:20:00 0.0966  0.1122  0.0910  0.1257  0.0976  0.0771  0.0712  
7 1:35:00 0.1084  0.1108  0.1042  0.1246  0.1095  0.0669  0.0834  
8 1:50:00 0.0935  0.0938  0.0934  0.1133  0.1024  0.0694  0.0837  
9 2:05:00 0.0679  0.0907  0.0976  0.1214  0.1034  0.0544  0.0193  
10 2:20:00 0.0816  0.1073  0.1103  0.1248  0.1253  0.0579  0.0595  
11 2:35:00 0.0956  0.1071  0.1260  0.1340  0.1238  0.0638  0.0694  
12 2:50:00 0.0969  0.0895  0.1126  0.1175  0.1085  0.0695  0.0648  
13 3:05:00 0.0929  0.0728  0.1113  0.0975  0.0973  0.0838  0.0833  
14 3:20:00 0.1089  0.0737  0.1146  0.0969  0.1113  0.0901  0.0915  
15 3:35:00 0.1050  0.0845  0.1193  0.1141  0.0921  0.0882  0.0840  
16 3:50:00 0.0961  0.0870  0.1100  0.0871  0.0833  0.0835  0.0852  
17 4:05:00 0.0612  0.0487  0.0484  0.0402  0.0517  0.0282  0.0724  
18 4:20:00 0.0550  0.0505  0.0469  0.0355  0.0678  0.0246  0.0744  
19 4:35:00 0.0572  0.0463  0.0430  0.0399  0.0412  0.0284  0.0581  
20 4:50:00 0.0574  0.0551  0.0631  0.0552  0.0370  0.0210  0.0656  
21 5:05:00 0.0643  0.0240  0.0236  0.0403  0.0167  0.0150  0.0531  
22 5:20:00 0.0446  0.0338  0.0222  0.0371  0.0124  0.0194  0.0535  
23 5:35:00 0.0435  0.0376  0.0077  0.0268  0.0109  0.0252  0.0558  
24 5:50:00 0.0413  0.0144  0.0127  0.0253  0.0002  0.0200  0.0486  
25 6:05:00 0.0181  0.0093  0.0048  0.0267  0.0157  0.0193  0.0682  
26 6:20:00 0.0202  0.0077  -0.0001  0.0313  0.0230  0.0269  0.0798  
27 6:35:00 0.0263  0.0106  0.0066  0.0193  0.0266  0.0234  0.0865  
28 6:50:00 0.0290  0.0002  0.0003  0.0116  0.0312  0.0324  0.0593  
29 7:05:00 0.0249  -0.0051  0.0324  0.0299  0.0504  0.0344  0.0853  
30 7:20:00 0.0181  -0.0021  0.0312  0.0278  0.0506  0.0350  0.0927  
31 7:35:00 0.0261  0.0011  0.0283  0.0359  0.0518  0.0380  0.0827  
32 7:50:00 0.0324  0.0038  0.0242  0.0287  0.0394  0.0375  0.0781  
33 8:05:00 0.0223  0.0026  0.0355  0.0355  0.0574  0.0456  0.0788  
34 8:20:00 0.0267  0.0020  0.0405  0.0453  0.0607  0.0436  0.0831  
35 8:35:00 0.0358  0.0019  0.0356  0.0443  0.0720  0.0542  0.0798  
36 8:50:00 0.0310  0.0020  0.0401  0.0355  0.0671  0.0490  0.0796  
37 9:05:00 0.0411  0.0131  0.0322  0.0407  0.0530  0.0450  0.0679  
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Table H Continued 
# Time Point 
02-10 
(Sun) 
02-11 
(Mon) 
02-12 
(Tue) 
02-13 
(Wed) 
02-14 
(Thur) 
02-15 
(Fri) 
02-16 
(Sat) 
38 9:20:00 0.0384  0.0126  0.0348  0.0449  0.0523  0.0450  0.0579  
39 9:35:00 0.0567  0.0144  0.0440  0.0499  0.0734  0.0474  0.0631  
40 9:50:00 0.0420  0.0191  0.0425  0.0487  0.0711  0.0502  0.0676  
41 10:05:00 0.0748  0.0675  0.0558  0.0701  0.0864  0.0673  0.0774  
42 10:20:00 0.0739  0.0675  0.0741  0.0744  0.1047  0.0716  0.1087  
43 10:35:00 0.0706  0.0606  0.0757  0.0656  0.1040  0.0693  0.1016  
44 10:50:00 0.0674  0.0659  0.0682  0.0592  0.1014  0.0679  0.0944  
45 11:05:00 0.0833  0.0935  0.1067  0.1131  0.1275  0.0999  0.1330  
46 11:20:00 0.0993  0.1043  0.1098  0.1163  0.1399  0.0927  0.1426  
47 11:35:00 0.1045  0.1072  0.1008  0.1113  0.1412  0.0865  0.1411  
48 11:50:00 0.0963  0.1043  0.0948  0.0993  0.1339  0.0880  0.1349  
49 12:05:00 0.0879  0.0867  0.0952  0.1119  0.1087  0.0956  0.1265  
50 12:20:00 0.0907  0.0871  0.0937  0.1096  0.1078  0.1055  0.1313  
51 12:35:00 0.0784  0.0895  0.0975  0.1152  0.1066  0.0993  0.1365  
52 12:50:00 0.0788  0.0832  0.0967  0.1106  0.0983  0.0905  0.1254  
53 13:05:00 0.0934  0.1035  0.0932  0.1256  0.1011  0.0847  0.1271  
54 13:20:00 0.1002  0.1102  0.0981  0.1146  0.0990  0.0930  0.1259  
55 13:35:00 0.0988  0.1068  0.1036  0.1215  0.1124  0.0927  0.1370  
56 13:50:00 0.1042  0.1134  0.0945  0.1169  0.1080  0.0925  0.1387  
57 14:05:00 0.0914  0.1003  0.1066  0.1140  0.0943  0.1042  0.1313  
58 14:20:00 0.0992  0.1096  0.1083  0.1120  0.1000  0.1038  0.1333  
59 14:35:00 0.1187  0.1118  0.1152  0.1343  0.1017  0.1144  0.1380  
60 14:50:00 0.1039  0.1079  0.1094  0.1242  0.0973  0.1166  0.1313  
61 15:05:00 0.1066  0.0996  0.0969  0.0939  0.0832  0.0820  0.1152  
62 15:20:00 0.1160  0.1028  0.0962  0.1007  0.0902  0.0835  0.1123  
63 15:35:00 0.1210  0.1103  0.0962  0.0985  0.0899  0.0892  0.1195  
64 15:50:00 0.1113  0.1048  0.0876  0.1009  0.0878  0.0921  0.1094  
65 16:05:00 0.1148  0.1320  0.1199  0.1013  0.0889  0.0792  0.1283  
66 16:20:00 0.1198  0.1325  0.1273  0.1005  0.0956  0.0816  0.1302  
67 16:35:00 0.1166  0.1283  0.1234  0.0959  0.0959  0.0736  0.1250  
68 16:50:00 0.1186  0.1144  0.1135  0.0955  0.0897  0.0742  0.1133  
69 17:05:00 0.1150  0.1256  0.1190  0.1103  0.1017  0.0993  0.1083  
70 17:20:00 0.1142  0.1242  0.1319  0.1109  0.1219  0.0978  0.1122  
71 17:35:00 0.1201  0.1369  0.1362  0.1049  0.1100  0.1085  0.1190  
72 17:50:00 0.1060  0.1344  0.1292  0.1140  0.1115  0.1060  0.1239  
73 18:05:00 0.1036  0.1342  0.1403  0.1115  0.1024  0.1020  0.1337  
74 18:20:00 0.1095  0.1388  0.1393  0.1203  0.1077  0.1058  0.1357  
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Table H Continued 
# Time Point 
02-10 
(Sun) 
02-11 
(Mon) 
02-12 
(Tue) 
02-13 
(Wed) 
02-14 
(Thur) 
02-15 
(Fri) 
02-16 
(Sat) 
75 18:35:00 0.1343  0.1292  0.1355  0.1367  0.1164  0.1063  0.1367  
76 18:50:00 0.1193  0.1313  0.1270  0.1335  0.1221  0.1091  0.1305  
77 19:05:00 0.1377  0.1502  0.1369  0.1288  0.1538  0.1144  0.1274  
78 19:20:00 0.1476  0.1529  0.1541  0.1211  0.1687  0.1154  0.1375  
79 19:35:00 0.1462  0.1476  0.1552  0.1405  0.1638  0.1065  0.1378  
80 19:50:00 0.1431  0.1473  0.1554  0.1288  0.1595  0.1081  0.1300  
81 20:05:00 0.1068  0.1249  0.1243  0.1458  0.1342  0.1154  0.1018  
82 20:20:00 0.1122  0.1373  0.1311  0.1573  0.1478  0.1137  0.1556  
83 20:35:00 0.1091  0.1213  0.1412  0.1439  0.1353  0.1204  0.1472  
84 20:50:00 0.1083  0.1215  0.1397  0.1395  0.1403  0.1200  0.1399  
85 21:05:00 0.0909  0.1255  0.1070  0.1355  0.1357  0.1279  0.1079  
86 21:20:00 0.0935  0.1211  0.1278  0.1383  0.1434  0.1264  0.1400  
87 21:35:00 0.0974  0.1113  0.1154  0.1563  0.1290  0.1267  0.1474  
88 21:50:00 0.0962  0.1101  0.1114  0.1440  0.1298  0.1265  0.1307  
89 22:05:00 0.0656  0.0884  0.0745  0.0929  0.1045  0.0947  0.0879  
90 22:20:00 0.0765  0.0986  0.0797  0.1082  0.1094  0.0925  0.0878  
91 22:35:00 0.0779  0.0975  0.0816  0.0993  0.0955  0.0884  0.0889  
92 22:50:00 0.0677  0.0986  0.0814  0.0985  0.0937  0.0872  0.0850  
93 23:05:00 0.0826  0.0810  0.0840  0.0925  0.0720  0.0480  0.0615  
94 23:20:00 0.0843  0.0847  0.0880  0.0902  0.0678  0.0547  0.0575  
95 23:35:00 0.0949  0.0756  0.0878  0.0946  0.0712  0.0541  0.0685  
96 23:50:00 0.0806  0.0837  0.0910  0.0986  0.0735  0.0564  0.0726  
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