Since the debut of Evolution Strategies (ES) as a tool for Reinforcement Learning by Salimans et al. 2017[1], there has been interest in determining the exact relationship between the Evolution Strategies gradient and the gradient of a similar class of algorithms, Finite Differences (FD).[2][3] Several investigations into the subject have been performed, investigating the formal motivational differences[3] between ES and FD, as well as the differences in a standard benchmark problem in Machine Learning, the MNIST classification problem[2]
Introduction
Evolutionary computation has been a subject of research in Machine Learning since the middle of the last century, with some methods recently seeing success in the subfield of Reinforcement Learning. One such algorithm is known as Evolution Strategies. Although this name has referred to a larger class of algorithms in the past, this paper uses it exclusively to refer to the specification of the Natural Evolution Strategies framework [4] described by Salimans et al. [1] .
Natural Evolution Strategies (NES) is a class of black-box evolutionary methods for policy optimization which works by controlling parameterized distributions of policies, improving by moving parameters of the distribution in accordance with the gradient ∇E θ [f (z)], where θ is the set of parameters of the distribution. Evolution Strategies specifies this framework by optimizing distributions of parameterized policies, taking one such parameterized policy as its distribution parameter set θ. ES then optimizes the expectation of the Gaussian distribution with mean θ, and standard deviation σ.
Because the gradient approximation derived by Salimans et al. [1] for ES is simple to implement and empirically effective, it has been the subject of much of the research within the NES framework. This formulation is also similar to one version of Finite Differences, which has been a source of some concern. Salimans et al. consider this in the context of the "curse of dimensionality", noting that ES might be better at optimizing in high-dimensional space, however they do not investigate to what degree the algorithms are similar. This paper augments two works which directly investigate these similarities, both published by the UberAI laboratory. Lehman et al. [3] attempted to differentiate the algorithms by elaborating on the different motivations of the two, 
Gradients
In order to determine the relationship between Finite Differences and Evolution Strategies, it is useful to examine the core of each algorithm, the gradient approximation. These are described below. In each case, α ∼ N (θ, σ 2 I).
Finite Differences
The gradient used in Finite Differences is
(1.1)
Evolution Strategies
The gradient used in Evolution Strategies [1] is
1 A slightly more familiar equivalent notation might be 1
Then,
that is, 2.1 is linearly dependent upon 1.2. Now, using a similar line of reasoning to that applied in §3.2 of Evolution Strategies as a Scalable Alternative to Reinforcement Learning [1] consider the difference between this approximation and that of ES:
Thus, the difference of these gradients converges to 0 as λ → ∞ by the law of large numbers.
3 The Distribution of ||α − θ|| = ||N ( 0, σ 2 I)||
In Section 2, we assumed that ||α − θ|| was approximately constant. In this section, we validate that assumption. The distribution of ||α − θ|| = ||N ( 0, σ 2 I)|| is the σχ distribution 2 , which has mean
and variance
Consider the identities [5] Γ(z + a)
And now, let us investigate the limits of µ and s 2 as n → ∞.
lim n→∞ µ
Using 3.3, we find
that is, µ → ∞ as n → ∞.
3.2 lim n→∞ s 2
Considering the two limits determined above,
and thus the σχ(n) µ distribution converges in measure to the Dirac Delta Function. This satisfies the requirement of Section 2 of being (or becoming) "closely distributed". As the dimension of the vector under optimization in Section 2 increases, the approximation becomes almost surely good.
Closing Remarks

The Shape of N (0, I) in n Dimensions
It should be noted that the proof in Section 3 shows that N (0, I) approaches the uniform distribution over the surface of an n-sphere, in the sense that the norm of N (0, I) approaches a constant, and the angular component is uniformly distributed. This provides some insight as to the nature of the optimization of this distribution; the "cloud" being optimized by the distribution-gradient of Evolution Strategies has a well-defined shape. In this sense, this paper resolves some of the conceptual ambiguity of "cloud" optimization. If the object under optimization is the surface of a sphere, it is intuitive that if the policy is continuous in its parameterization, and the sphere is small, that optimization of the cloud should be identical to optimizing the center of that sphere.
Further, because this structure for the noise only becomes clear in highdimension contexts, this, along with choice of σ, explains the results of visualizations of ES in 2 dimensions used in Evolution Strategies is more than Just a Traditional Finite Differences Approximator [3] .
Smallness, Evolution Strategies, and ∇R(θ)
The size of a single perturbation in Evolution Strategies is given by 3.1, and is much larger than σ in general. Whether this is small in the context of the differentiability of R is of interest; if it is, then Evolution Strategies approximates the policy gradient in addition to the distribution-gradient (i.e. the gradients are identical). If it is not, then it approximates only the distribution-gradient. Put another way, the gradients of ES and FD are always similar in the limit, but their shared gradient only approximates the policy gradient if σ is small.
Conclusion
Evolution Strategies and Finite Differences converge as the dimension of an optimization problem increases. For high-dimension problems, such as those in deep learning, the algorithms are approximately equivalent. If σ is small, then the shared gradient of ES and FD approximates the policy gradient. When σ is not small, the gradient still formally follows the "distribution gradient". Given the effectiveness of the policy gradient, and the convergence of ES to the policy gradient for small σ, it is possible that the strength of ES observed by Salimans et al. [1] is not due to the optimization of a distribution, but to the long-used standard gradient (or "policy gradient", in the machine learning context).
It is also possible that the motivations (policy-and distribution-gradients) are effective across different ranges of σ, although there is no evidence for this in the literature. Such proof is only possible on a problem-by-problem basis, and would require proving 1) that at a given σ the ES-gradient does not approximate the true gradient, and 2) that at this value of σ optimization is still possible using the ES-gradient. In light of the fact that this would imply that Finite Differences would be equally effective at these (non-small) values of σ, the authors consider this possibility unlikely.
This result raises doubts as to the advance that Evolution Strategies was thought to represent for non-policy gradient algorithms as optimizers in Reinforcement Learning. If the success of Evolution Strategies is attributable to its similarity to Finite Differences, then Evolution Strategies represents only a step forward for a certain method of direct approximation of policy gradients in the field of Reinforcement Learning.
