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a b s t r a c t
This paper obtains a searching least value (SLV)method for a class of fourth-order nonlinear
boundary value problems is investigated. The argument is based on the reproducing kernel
space W5[0, 1]. The approximate solutions un(x) and u(k)n (x) are uniformly convergent to
the exact solution u(x) and u(k)(x) (k = 1, 2, 3, 4) respectively. Numerical results are
verified that the method is quite accurate and efficient for this kind of problem.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Recently, much attention have been paid in solving fourth-order nonlinear boundary value problems, which have im-
portant applications in various branches of pure and applied science. For example, the deformations of an elastic beam in
an equilibrium state, whose two ends are simply supported, can be described by the fourth-order boundary value problem{
u(4)(t) = f (t, u(t), u′′(t)), 0 < t < 1
u(0) = u(1) = u′′(0) = u′′(1) = 0 (1.1)
where f : [0, 1] × [0,+∞)× (−∞, 0] → [0,+∞) is continuous.
Owing to its importance in physics, a great deal of research has been devoted to this kind of problem. Some analytical
techniques have been developed for solving such problems. (See Refs. [1–12]). However, efficient numerical algorithms
for solving such problems are not easily found. By using the fixed point theorem and an operator spectral theorem, the
author [13] established a theorem on the existence of a result for the problem{
u(4)(t)+ B(t)u′′(t)− A(t)u(t) = f (t, u(t)), 0 < t < 1
u(0) = u(1) = u′′(0) = u′′(1) = 0 (1.2)
under the conditions
(H1) f (t, u) : [0, 1] × [0,∞)→ [0,∞) is continuous;
(H2) A(t), B(t) ∈ C[0, 1], α = inft∈[0,1]A(t), β = inft∈[0,1]B(t), α ≥ 0, β < 2pi2, αpi4 + βpi2 < 1.
In this paper, based on the work of [11–13], a SLVmethod for the problems (1.2) is studied. The argument is based on the
reproducing kernel spaceW5[0, 1]. It is proved that the approximate solutions un(x) and u(k)n (x) are uniformly convergent to
the exact solution u(x) and u(k)(x) (k = 1, 2, 3, 4) respectively. Numerical results verified that the method is quite accurate
and efficient.
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2. The frame of the reproducing kernel space
2.1. The reproducing kernel space W5[0, 1]
The inner product spaceW5[0, 1] is defined by
W5[0, 1] = {u(x)|u(4)(x) are absolutely continuous real valued functions in [0,1]
u(5)(x) ∈ L2[0, 1], u(0) = u(1) = u′′(0) = u′′(1) = 0}
and endowed with the inner product and norm respectively
〈u(x), v(x)〉W5 =
4∑
i=0
u(i)(0)v(i)(0)+
∫ 1
0
u(5)(x)v(5)(x)dx (2.1)
‖u‖W5 = 〈u, u〉
1
2 . (2.2)
Theorem 2.1. W5[0, 1] is a reproducing kernel space. That is, there exists a function Rx(y) ∈ W5[0, 1], for each fixed x ∈ [0, 1]
and for any u(y) ∈ W5[0, 1], satisfying
〈u(y), Rx(y)〉W5 = u(x). (2.3)
It is easy to prove Theorem 2.1. The expression of the reproducing kernel Rx(y) is given in Appendix.
2.2. The reproducing kernel space W1[0, 1]
The inner product spaceW1[0, 1] is defined by
W1[0, 1] = {u(x) | u is absolutely continuous real valued function in [0, 1], u′(x) ∈ L2[0, 1]}.
The inner product and norm are given respectively by
〈u(x), v(x)〉W1 = u(0)v(0)+
∫ 1
0
u′(x)v′(x)dx (2.4)
‖u‖W1 = 〈u, u〉
1
2 . (2.5)
The reproducing kernel Qx(y) inW1[0, 1] can be expressed as follows
Qx(y) =
{
1+ x, x ≤ y
1+ y, x > y. (2.6)
2.3. Linear operatorL in the reproducing kernel spaces
Consider problem (1.2), we introduce a linear operatorL : W5[0, 1] → W1[0, 1]. For every u(x) ∈ W5[0, 1],
(Lu)(x) = u(4)(x)+ B(x)u′′(x)− A(x)u(x), (2.7)
then Eq. (1.2) can be transformed into the equivalent operator equation{
(Lu)(x) = f (x, u(x)), 0 < x < 1
u(0) = u(1) = u′′(0) = u′′(1) = 0. (2.8)
Theorem 2.2. The operator L defined by (2.7) is a bounded operator.
Proof. We only need to prove ‖Lu‖2W1 ≤ M‖u‖2W5 , whereM > 0 is a given real constant.
By (2.4) and (2.5), we have
‖Lu‖2W1 = 〈Lu,Lu〉W1 = [(Lu)(0)]2 +
∫ 1
0
[(Lu)′(x)]2dx.
By (2.3), we have
u(x) = 〈u(·), Rx(·)〉W5 and (Lu)(x) = 〈u(·), (LRx)(·)〉W5 ,
H. Yao, M. Cui / Computers and Mathematics with Applications 59 (2010) 677–683 679
so
|(Lu)(x)| ≤ ‖u‖W5 · ‖LRx‖W5 ≤ M1‖u‖W5 (whereM1 > 0 is a given real constant),
thus
(Lu)2(0) ≤ M21‖u‖2W5 .
Since
(Lu)′(x) = 〈u(·), (LRx)′(·)〉W5 ,
then
|(Lu)′(x)| ≤ ‖u‖W5 · ‖(LRx)′‖W5 = M2‖u‖W5 (whereM2 > 0 is a given real constant),
so, we have
[(Lu)′(t)]2 ≤ M22‖u‖2W5 and
∫ 1
0
[(Lu)′(x)]2dx ≤ M22‖u‖2W5 ,
that is
‖Lu‖2
W12
= [(Lu)(0)]2 +
∫ 1
0
[(Lu)′(x)]2dx ≤ (M21 +M22 )‖u‖2W5 = M‖u‖2W5 ,
whereM = M21 +M22 > 0 is a given real constant. 
3. The structure of the solution of Eq. (2.8) and the SLV method
3.1. The structure of the solution of Eq. (2.8)
Using the adjoint operator L∗ of L, we shall choose and fix a countable dense subset T = {x1, x2, . . . , xn, . . .} ⊂ [0, 1],
and let
ϕi(x) = Qxi(x), i ∈ N. (3.1)
Put ψi(x) = L∗ϕi(x), obviously, ψi(x) ∈ W5[0, 1].
Lemma 3.1. ψi(x) = (LRx)(xi), where {xi}∞i=1 is the countable dense subset of [0, 1].
Proof. By (2.3), we have
ψi(x) = 〈ψi(·), Rx(·)〉W5 = 〈L∗Qxi(·), Rx(·)〉W5
= 〈Qxi(·),LRx(·)〉W1 = (LRx)(xi). 
Lemma 3.2. The function system {ψi(x)}∞i=1 is the complete system of the space W5[0, 1].
Proof. For u(x) ∈ W5[0, 1], let 〈u(x), ψi(x)〉W5 = 0, (i = 1, 2, . . .), and one obtains,
〈u(x), (LRx)(xi)〉W5 = L〈u(x), Rx(xi)〉W5 = 〈(Lu)(x), Rxi(x)〉W1 = (Lu)(xi) = 0.
Note that {xi}∞i=1 is the dense set in [0, 1], therefore (Lu)(x) = 0. It follows that u(x) ≡ 0 from the existence ofL−1. 
Using Gram–Schmidt orthogonal process of {ψi(x)}∞i=1, we obtain a normal orthogonal function system {ψ i(x)}∞i=1, such
that
ψ i(x) =
i∑
k=1
βikψk(x), (3.2)
where βik are orthogonal coefficients.
Theorem 3.1. For ∀u(x) ∈ W5[0, 1], the series∑∞i=1〈u(x), ψ i(x)〉ψ i(x) is convergent in the norm of ‖·‖W5 . On the other hand,
if u(x) is the exact solution of Eq. (2.8), then
u(x) =
∞∑
i=1
i∑
k=1
βikαkψ i(x), (3.3)
where αk = f (xk, u(xk)) (k = 1, 2, . . .), {xi}∞i=1 is dense set in [0, 1].
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Proof. Since u(x) ∈ W5[0, 1], u(x) can be expanded in terms of a Fourier series∑∞i=1〈u(x), ψ i(x)〉ψ i(x) about a normal
orthogonal system {ψ i(x)}∞i=1 and the series
∑∞
i=1〈u(x), ψ i(x)〉ψ i(x) is convergent in the norm of ‖ · ‖W5 . i.e.
u(x) =
∞∑
i=1
〈u(x), ψ i(x)〉W5ψ i(x) =
∞∑
i=1
〈
u(x),
i∑
k=1
βikψk(x)
〉
W5
ψ i(x)
=
∞∑
i=1
i∑
k=1
βik〈u(x), ψk(x)〉W5ψ i(x) =
∞∑
i=1
i∑
k=1
βik〈u(x),L∗ϕk(x)〉W5ψ i(x)
=
∞∑
i=1
i∑
k=1
βik〈Lu(x), ϕk(x)〉W1ψ i(x).
If u(x) is the exact solution of Eq. (2.8), thenLu(x) = f (x, u(x)). By (2.3), we have
u(x) =
∞∑
i=1
i∑
k=1
βik〈f (x, u(x)), ϕk(x)〉W1ψ i(x) =
∞∑
i=1
i∑
k=1
βikf (xk, u(xk))ψ i(x).
Denote αk = f (xk, u(xk)) (k = 1, 2, . . .), hence (3.3) is obtained. 
3.2. The SLV method applied to the solution of Eq. (2.8)
By (3.3), we denote the approximate solution of u(x) by
un(x) =
n∑
i=1
i∑
k=1
βikαkψ i(x). (3.4)
In order to obtain αk (k = 1, 2, . . . , i) in (3.4), put
∞∑
i=1
i∑
k=1
[f (xk, u(xk))− αk]2 = 0, (3.5)
let
J(α1, α2, . . . , αn) =
n∑
i=1
i∑
k=1
[f (xk, un(xk))− αk]2, (3.6)
if α1, α2, . . . , αn are least value points of (3.6), then the approximate solutions un(x) are obtained.
Theorem 3.2. Let ε2n = ‖u(x)−un(x)‖2,where u(x), un(x) are given by (3.3) and (3.4) respectively, then the sequence of number{εn} is monotone decreasing and εn → 0.
Proof. Because
ε2n = ‖u(x)− un(x)‖2W5 =
∥∥∥∥∥ ∞∑
i=n+1
〈u(x), ψ i(x)〉ψ i(x)
∥∥∥∥∥
2
=
∞∑
i=n+1
(〈u(x), ψ i(x)〉)2,
ε2n−1 = ‖u(x)− un−1(x)‖2W5 =
∥∥∥∥∥ ∞∑
i=n
〈u(x), ψ i(x)〉ψ i(x)
∥∥∥∥∥
2
=
∞∑
i=n
(〈u(x), ψ i(x)〉)2,
clearly εn−1 ≥ εn, and consequently {εn} is monotone decreasing in the sense of ‖ · ‖W5 .
By Theorem 3.1,
∑∞
i=1〈u(x), ψ i(x)〉ψ i(x) is convergent in the norm of ‖ · ‖W5 , then we have
ε2n =
∞∑
i=n+1
(〈u(x), ψ i(x)〉)2 → 0,
hence εn → 0. 
Theorem 3.3. Suppose ‖u‖C = maxx∈[0,1] |u(x)|. Then ‖u(k)‖C ≤ Nk‖u‖W5 , where Nk (k = 0, 1, . . . , 4) are given positive
constants.
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Table 1
Approximate error of u(x) and u400(x) for Example 1.
Node u(x) u400(x) Absolute error Node u(x) u400(x) Absolute error
1
400 0.0078539 0.00785385 4.62617E−08 210400 0.9969170 0.99691100 5.90982E−06
39
400 0.3015380 0.30153600 1.77927E−06 248400 0.9297760 0.92977100 5.51416E−06
77
400 0.5685620 0.56855800 3.35955E−06 286400 0.7804300 0.78042600 4.62884E−06
115
400 0.7853170 0.78531200 4.64571E−06 324400 0.5620830 0.56208000 3.33260E−06
153
400 0.9326390 0.93263400 5.52263E−06 362400 0.2940400 0.29403900 1.74176E−06
191
400 0.9975030 0.99749700 5.91142E−06 399400 0.0078539 0.00785385 4.64498E−08
Table 2
The absolute root mean square error for Example 1.
Node (n) |u(x)− un(x)| |u′(x)− u′n(x)| |u′′(x)− u′′n(x)| |u′′′(x)− u′′′n (x)| |u(4)(x)− u(4)n (x)|
50 2.34606E−04 7.23300E−04 2.32136E−03 8.25767E−03 1.62237E−03
100 6.34826E−05 1.97505E−04 6.26904E−04 2.09134E−03 4.39877E−04
150 2.89310E−05 9.02958E−05 2.85607E−04 9.33492E−04 2.00628E−04
200 1.64752E−05 5.15036E−05 1.62626E−04 5.26218E−04 1.14300E−04
250 1.06216E−05 3.32368E−05 1.04840E−04 3.37213E−04 7.37083E−05
300 7.41193E−06 2.32084E−05 7.31574E−05 2.34377E−04 5.14441E−05
350 5.46431E−06 1.71180E−05 5.39331E−05 1.72301E−04 3.79311E−05
400 4.19441E−06 1.31444E−05 4.13987E−05 1.31978E−04 2.91188E−05
Proof. By (2.3), one obtains
u(x) = 〈u(·), Rx(·)〉W5 and u(k)(x) = 〈u(·), R(k)x (·)〉W5 (k = 0, 1, . . . , 4),
hence
|u(k)(x)| = |〈u(·), R(k)x (·)〉W5 | ≤ ‖u‖W5 · ‖R(k)x ‖W5 ≤ Nk‖u‖W5 .
So we have ‖u(k)‖C ≤ Nk‖u‖W5 , where Nk (k = 0, 1, . . . , 4) are given positive constants. 
From Theorems 3.3 and 3.1, we have following corollary.
Corollary. The approximate solutions un(x) and u
(k)
n (x) are uniformly convergent to the exact solutions u(x) and u(k)(x) (k =
1, 2, 3, 4) respectively.
3.3. The algorithm of the SLV method
Next we will give the following algorithm to obtain un(x) in (3.4).
Step 1: Take initial values α0k (k = 1, 2, . . . , i);
Step 2: Substitute α0k (k = 1, 2, . . . , i) into (3.4) and obtain u0n(x);
Step 3: Calculate J(α01, α
0
2, . . . , α
0
n);
Step 4: If J(α01, α
0
2, . . . , α
0
n) < 10
−30 then the calculation process terminates; otherwise, substitute u0n(x) into (3.4) then
α1k (k = 1, 2, . . . , i) is yielded and go to next step;
Step 5: Calculate J(α11, α
1
2, . . . , α
1
n);
Step 6: If J(α11, α
1
2, . . . , α
1
n) < J(α
0
1, α
0
2, . . . , α
0
n), then replace α
0
k by α
1
k and return to step 2; otherwise, give up α
1
k . Taking
α0k as initial values, we can obtain the minimal value points of J(α1, α2, . . . , αn) by using Mathematica 5.0. Denote the least
value points of J(α1, α2, . . . , αn) by α1k and replace α
0
k by α
1
k , return to step 2.
4. Numerical examples
Example 1. Consider the following problem{
u(4)(x)+ xu′′(x)− exu(x) = f (x, u(x)), 0 < x < 1,
u(0) = u(1) = u′′(0) = u′′(1) = 0, (4.1)
where f (x, y) = y2 − sinpix(ex − pi4 + pi2 + sinpix). The exact solution is u(x) = sinpix.
An approximate solution un(x) of (4.1) is obtained by using our method. Numerical results are presented in Tables 1–2
and Figs. 1–2.
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Table 3
Approximate error of u(x) and u300(x) for Example 2.
Node u(x) u300(x) Absolute error Node u(x) u300(x) Absolute error
1
300 0.00334446 0.00334446 1.28310E−09 157300 0.88320 0.88320 1.25939E−07
27
300 0.09847570 0.09847570 3.41845E−08 183300 1.12266 1.12266 1.20147E−07
53
300 0.21080500 0.21080500 6.46808E−08 209300 1.39825 1.39825 1.05279E−07
79
300 0.34266500 0.34266500 9.07055E−08 235300 1.71453 1.71453 8.21128E−08
105
300 0.49667400 0.49667400 1.10473E−07 261300 2.07661 2.07661 5.21797E−07
131
300 0.67575900 0.67575900 1.22551E−07 287300 2.49021 2.49021 1.78405E−08
144
300 0.77571600 0.77571600 1.25375E−07 299300 2.70021 2.70021 1.37222E−09
Table 4
The relative root mean square error for Example 2.
Node (n) |u(x)− un(x)| |u′(x)− u′n(x)| |u′′(x)− u′′n(x)| |u′′′(x)− u′′′n (x)| |u(4)(x)− u(4)n (x)|
10 6.09567E−05 5.38581E−05 1.38327E−04 4.20524E−04 7.12250E−05
50 5.55256E−06 4.20383E−06 6.27973E−06 1.70638E−05 2.02551E−06
100 1.65859E−06 1.26958E−06 1.81861E−06 4.70558E−06 6.19204E−07
150 7.77789E−07 5.97417E−07 8.46820E−07 2.16279E−06 2.93001E−07
200 4.48995E−07 3.45452E−07 4.87331E−07 1.23726E−06 1.69910E−07
250 2.91781E−07 2.24717E−07 3.16143E−07 7.99904E−07 1.10717E−07
300 2.04677E−07 1.57738E−07 2.21520E−07 5.59253E−06 7.78052E−08
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Fig. 1. From left to right are the congruent figures of u(k)(x) and u(k)300(x) (k = 1, 2, 3, 4) for Example 1.
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Fig. 2. From left to right are |u(k)(x)− u(k)300(x)|(k = 1, 2, 3, 4) for Example 1.
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Fig. 3. From left to right are the congruent figures of u(k)(x) and u(k)200(x) (k = 1, 2, 3, 4) for Example 2.
Example 2. Consider the following problem with a non-homogeneous boundary conditionu
(4)(x)+ xu′′(x)− exu(x) = f (x, u(x)), 0 < x < 1,
u(0) = 0, u(1) = e,
u′′(0) = 2, u′′(1) = 3e,
(4.2)
where f (x, y) = y2 − ex[−4+ (−3+ ex)x+ (−1+ ex)x2]. The exact solution is u(x) = xex.
In order to put boundary value conditions of Eq. (4.2) into W5[0, 1], they must be homogenized. Hence we can solve
Eq. (4.2) with our method. The corresponding numerical results are shown in Tables 3–4 and Figs. 3–4.
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Appendix. The expression of the reproducing kernel Rx(y)
Rx(y) = x
5(x4 − 9x3y+ 36x2y2 − 84xy3 + 126y4)
362880
+ y
12004600204800
+ [362880(59380x− 110880x3
+ 43470x4 + 8694x5 + 924x6 − 2316x7 + 819x8 − 91x9)− 3360x(11975040− 22862340x2
+ 9526965x3 + 1905393x4 − 636517x5 + 91723x6 − 297x7 + 33x8)y2 + 210x(75116160− 152431440x2
+ 80060040x3 − 3836868x4 + 1270262x5 − 176498x6 − 1863x7 + 207x8)y3 + 42x(75116160
− 152431440x2 + 80060040x3 − 3836868x4 + 1270262x5 − 176498x6 − 1863x7 + 207x8)y4
+ 28x(11975040− 22862340x2 + 9526965x3 + 1905393x4 − 636517x5 + 91723x6 − 297x7 + 33x8)y5
− 4x(210107520− 297733140x+ 77047320x2 + 9266145x3 + 1853229x4 − 642061x5 + 105619x6
− 5211x7 + 579x8)y6 + 9x(−59380+ 110880x2 − 43470x3 − 8694x4 − 924x5
+ 2316x6 − 819x7 + 91x8)y7 + (33081460− 33022080x− 110880x3 + 43470x4 + 8694x5 + 924x6
− 2316x7 + 819x8 − 91x9)y8] − x
4y4(x+ y+ |x− y|)
5760
+ x
3y3(x+ y+ |x− y|)3
34560
− x
2y2(x+ y+ |x− y|)5
322560
+ xy(x+ y+ |x− y|)
7
5160960
− (x+ y+ |x− y|)
9
185794560
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