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Abst rac t - - In  regard to the problem of determining minimum L-J configurations for clusters 
of n atoms, we present here a genetic algorithm able to reproduce all best-known solutions in the 
13 < n <: 147 size range. These include not only the classical structures adhering to the icosahedrat- 
growth, but also seven icosahedral structures with incomplete core, six more following the Marks 
decahedron geometry, and the unique (n = 38) face-centered cubic configuration that has been found 
in this range. © 1999 Elsevier Science Ltd. All rights reserved. 
Seywords - -Atomic  luster, Lennard-Jones, Genetic algorithm, Global optimization. 
1. INTRODUCTION 
Our concern in this paper is the difficult problem of determining atomic cluster configurations 
with min imum Lennard- Jones (L-J) energy. In the sequel, any set of n three-dimensional points 
p l , . . .  ,Pn will be called a "configuration", being understood that  the atoms of the cluster are 
posit ioned at P l , . . .  ,P~. If C is a configuration, then E(C) denotes the L-J energy of the corre- 
sponding atomic cluster as computed by 
i=1 j=i-F1 
(1) 
where n is the given number of atoms in the cluster, and ri j  stands for the Eucl idean distance 
between points p~ and pj. Note that  the expression r -12 - r -6 attains a (unique) min imum at 
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So far, most of the lowest L-J energy configurations found in the 13 < n < 147 size range adhere 
to the so-called icosahedral growth sequence [1-5]. The only (fourteen) exceptions are the face- 
centered cubic structure for n = 38 (see [6,7], rediscovered in [8,9]), icosahedral structures with 
incomplete core for n = 69, 78, 88, 98, 107, 113, and 115 (see [8,10,11]), and Marks decahedral 
structures for n = 75-77 (see [12], rediscovered in [13]) and n -- 102-104 (see [14]). These 
configurations have been obtained by approaches as diverse as simulated annealing [4], lattice 
search followed by local minimization [3], hypersurface deformation [9], and Genetic Algorithms 
(GAs) [8], to name but a few. Developed by Holland [15], GAs are a class of probabilistic search 
techniques based on the model of natural evolution, and have proved to be a successful tool 
in dealing with difficult optimization problems when the characteristics of the problem can be 
incorporated. For a good treatment of the subject, see [16]. The aim of this paper is to present 
a genetic algorithm able, for the first time to our knowledge, to reproduce all these results. 
2. THE GENET IC  ALGORITHM 
Our genetic algorithm is initialized by creating the first generation: a "population" of nine 
configurations. Then, using equation (1) as the fitness criterion, a fraction of the population is 
chosen as "parents". "Mating" the chosen parents produces "children": an offspring of configu- 
rations hopefully inheriting the geometrical characteristics of the parents (to preserve geometry, 
a real Cartesian representation f the configurations i  used). One member of the population is 
randomly rotated, and selection rules determine, among parents and children, the nine configu- 
rations that survive to form the next generation. The process is started anew until a stopping 
condition is fulfilled. The structure of our GA is the following (steps to be detailed below). 
1. Create the first generation and make-up. 
2. Repeat  unti l  the stopping condition is fulfilled. 
2.1. Crossover 
2.2. Mutation (rotation) 
2.3. Form next generation 
2.4. Make-up 
First Generat ion 
An initial population consisting of nine configurations, Cx, C2, . . . ,  C9, each with n atoms, is 
produced as follows. 
THE ICOSAHEDRAL MOTIF. Xue's algorithm [5] constructs an IC  icosahedral configuration 
with n atoms starting by the placement of one atom at the origin (the shell 0). Then, for 
g --- 1, 2 , . . . ,  the ~th major iteration of Xue's algorithm generates the ~th icosahedral shell of 
the configuration, by placing atoms in the lattice points. In every shell, minor iterations con- 
sider lattice points in an order naturally induced by the icosahedral geometry. By introducing 
a stochastic ingredient in Xue's algorithm, we generate distinct configurations C1,. . . ,C4: in 
any considered lattice point of the outer shell, we place an atom if x < 0.9, where x is a random 
number uniformly distributed in [0, 1]. Like Xue's algorithm, our probabilistic version stops when 
n atoms have been placed. 
THE DECAHEDRAL MOTIF. To produce configurations C5, . . . ,  C8, we use our probabilistic ver- 
sion of Xue's algorithm by previously substituting the underlying icosahedral lattice by a dec- 
ahedral attice. In the construction of the latter, Ino's truncated ecahedron plays the role of 
the icosahedron as central motif (as described in [17]). The number of lattice points in the shell 
g > 1 is also equal to 10g s + 2. Figure 1 depicts the first two decahedral shells. 
PROPAGATION. Configuration C9 is formed by adding an atom in point (3, 3, 3) to the origin- 
centered, best known configuration for n - 1 atoms. 
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Figure 1. 
Make-Up 
To "make-up" the configurations in the present generation, the following three steps are suc- 
cessively performed for each k -- 1 , . . . ,  9. 
REACCOMMODATION. The aim of this step is to prevent he appearance of computer overflow 
during the subsequent relaxation step, which might happen if the potential energy of configura- 
tion Ck is too high, i.e., E(Ck) > 10,000. While at least two atoms in Ca, say atoms i and j,  are 
too close to one another, i.e., rij < 0.8, then one of the two atoms (random selection) is moved 
to a random position in the outer shell of the configuration (the resulting configuration is still 
denoted Ck). 
RELAXATION. By a conjugate gradient optimization algorithm, Ck is relaxed to the nearest local 
minimum C~. 
BUMPS REMOVAL. We say that an atom i is nearest-neighbor of atom j whenever r* - ~ <_ r~j <_ 
r* + e, where e ~ r*/12. Let ~ -- mini(N(i)  + 2, 6}, where N(i) denotes the number of nearest- 
neighbors of atom i. Atom i is a bump of C~ if N(i) <_ p. Let w be the number of bumps in C~. 
If w > 0, then the following substeps are performed. 
* Remove the w bumps from C~ and relax, using local minimization, the resulting (n - w)- 
atom configuration. Denote Ck the relaxed configuration. 
• Start with Ck. Then, for i -- 1, w, add one atom in a random position of the outer shell of 
the present configuration, and, previously freezing the position of the n - w + i - 1 atoms 
in the cluster, relax the cluster (the only variables in the minimization process are the 
three coordinates of the added atom). When w atoms have been so added to Ck, relax 
the whole configuration to get the n-atom configuration Ck. 
• If E(Ck) < E(C~), then Ck replaces C~¢. 
Crossover  
From the nine configurations in the present generation, six are randomly selected as parents 
to form three couples. The lower the energy of a configuration, the higher its probability to be 
selected. Let Emi n (respectively, Emax) be the minimum (respectively, maximum) L-J energy that 
can be found in the present generation. Then, for k = 1, . . . ,  9, the "weight" of configuration C~ 
is equal to 
Bronx- E(C~) 2 = l + 9 ( ) , 
and its probability to be selected as parent is ~k/~-~k ~k- For each parental couple, a uniformly 
distributed random number x is generated to determine the mating operation to be applied. In 
all cases, the centroid of every configuration coincides with the origin, and all random selections 
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3,281 
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44,980 
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844 
1,419 
1,586 
323 
7,042 
471 
138,107 
27,087 
C. BARR6N et al. 
Table 1. 
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-428.083564 
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26 
7 
18 
34 
214 
26,894 5 
47,553 6 
240,252 44 
689,591 124 
53,850 8 
183,514 32 
367,130 56 
25,651 4 
634 0 
224,951 36 
481 0 
301,725 49 
15,748 1 
314,800 42 
33,558 4 
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319 
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288 
56 
151,872 
36,221 
118,046 
175,883 
1,168,301 
881 
2,127,010 
1,064,461 
1,978,281 
406,733 
1,987,884 
1,857,351 
1,179,723 
169,552 
467 
310,270 
448,552 
1,426,408 
608 
677,992 
5,213,621 
680 
4,466,368 
302,796 
194,032 
234,119 
3,247,421 
200,496 
531,401 
996,694 
16,144 
1,674,760 
225,112 
301 
274 
173 
24 
0 
47 
61 
203 
0 
92 
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0 
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44 
27 
34 
396 
29 
69 
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1 
245 
29 
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Table t. (cont.) 
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110 
111 -628.068416 
112 -634.874626 
113 -641.794704 
114 -648.833100 
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-615.411166 367,633 44 
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189,012 
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921,673 
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240,010 
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2,479,712 
406,294 
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251,837 
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368,898 
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135 -790.278120 
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138 -811.812780 
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143 -847.721698 
144 -854.904499 
145 -862.087012 
146 -869.272573 
147 -876.461207 
Optimal Funct. 
Value Eval. Generations 
-748.460647 1,031,974 128 
-755.271073 1,400,944 186 
105,553 
199,957 
3,574,485 
1,867,698 
4,120,735 
11,611 
84,027 
14,042 
28,086 
9,788 
121,010 
24,448 
163,087 
61,631 
1,055 
1,375 
1,760 
15 
32 
476 
263 
537 
1 
12 
1 
3 
1 
17 
3 
22 
7 
0 
are understood to be with uniform distribution. Also, provisions are made to get children with 
exactly n atoms. 
• If 0.0 < x < 0.3, then one of the three planes x-y, x-z, y-z, is randomly chosen. Both 
parents are cut in the chosen plane, and two children are assembled from the four halves. 
This type of mating derives from that proposed by Deaven [8]. 
• If 0.3 <" x < 0.6, then the radius and the center of a sphere containing at least two atoms of 
each parent are randomly selected. Both parents are cut in that sphere, and two children 
are assembled from the four pieces. 
• If 0.6 < x < 0.9, then the radius of an origin-centered sphere is randomly selected. Then, 
both parents are cut in that sphere, each sphere is randomly rotated, and two children are 
assembled from the four pieces. 
* If 0.9 <_ x < 1.0, then two children arise by randomly rotating the parents around their 
centroids. 
Mutat ion  
A "mutation" is performed on one configuration randomly selected (uniform distribution) 
among the three not chosen as parents in the present generation. By mutation we simply mean 
random rotation of the configuration around its centroid (uniform distribution). 
Next  Generat ion  
For elitism, two parents are selected from the present generation to survive for the next gen- 
eration: the one with the lowest L-J energy, and the one that maximizes the number of atoms 
with twelve nearest-neighbors (ties are arbitrarily broken). Additionally, the six children and 
the mutated configuration also belong to the next generation. All configurations in the next 
generation are renamed as C1, • : •, C9. 
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Stopping Condition 
The algorithm stops whenever either more than 500 generations have been produced, or the 
best configuration found so far has been present throughout the last 100 generations. 
3. NUMERICAL  RESULTS 
Table 1 shows the lowest L-J energy known for atomic clusters in the 13 < n < 147 size range. 
The table also furnishes, for each value of n, the number of generations needed by our genetic 
algorithm as well as the number of function evaluations performed. 
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